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Eessõna 
Surameeruvusteooria on viimasel neljal aasta l&mnel olnud 
Tartu ülikoolis põhiliseks uurimissuunaks matemaatilise 
analüüsi valdkonnas . Viie kümnendatel-kuue kümnendatel aasta­
tel kujunes välja uurimiskeskus, mille vaimseks juhiks kuni 
oma surmani 1975. aastal oli professor Gunnar Kangro. Võib 
vaielda selle üle, kas on tegemist teadusliku koolkonnaga, 
kuid kahtlemata on Tartu matemaatikud andnud summeeruvus-
teooria arengusse märkimisväärse panuse. Tartu selle-alaseid 
uurimusi iseloomustab lai teemade ring, summeeruvusteooria 
kõige üldisematest probleemidest kuni tema rakendusteni 
funktsiooriiteoorias. Eraldi väärib Kerkimist G.Kangro 
rajatud mitmesugustele rakendustele orienteeritud kiirusega 
summeeruvuse teooria, mille funktsionaalanalüütilised alused 
leiab lugeja käesoleva raamatu teises osas. Lisaks sellele 
on autor püüdnud näidata ka teisi oma õpetajate ning 
•kolleegide töödes käsitletud probleeme üldise teooria 
tausta1. 
Kuid teeso lev raamat ei ürita anda ülevaadet Tartu 
matemaatikute surameeruvusteooriaalastest töödest ja tulemus­
test . Ta ori юЗеIdud eeskätt õppevahendiks üliõpilastele vas-
tavasuunaliste erikursuste õppimise 1. Teisalt $tiüab ta olla 
pisiraamatuks neile, kes tegelevad summeeruvus- või topoloo­
giliste jadaruumide teooriaga magistri- või doktoriõppes. 
Selleks ort põhitekstile igas paragrahvis (erandiks on §4) 
lisatud täiendused ja nõrkused. Nende eesmärgiks on juhatada 
lugejat vastava kirjanduse ning uute, põhitekstist väljakas­
vavate probleemide juurde. Seejuures ei pretendeeri viited 
kirjandusele ühelgi juhul tõielikkusele . Eriti kehtib see 
esimese, sissejuhatava paragrahvi puhul, mille täienduste ja 
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virkuste osa on pühendatud sellest raamatust väljajäänud 
summeeruvusteooria küsimustele. 
Raamat eeldab lugejalt teadmisi funktsionaalanalüüsi 
põhikursuse ulatuses. Nendele, kes ei ole tuttavad lokaal­
se lt kumerate ruumidega, on neljandas paragrahvis esitatud 
F-ruumide teooria $£$hinPisted ja -faktid. 
Autor avaldab tänu ja tunnustust pr. Karin Pihlale ja 
pr. Svetlana Saprõkõvale, kes tegid kogu töö teisikirja 
tehnilisel vormistamisel. 
Tartus 1992.a. 
Autor 
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I OSA 
§1. SÖMMEERUVOSTEOORIA PÕHIPROBLEEMID 
Kõige laiemas tähenduses nõ istetakse summeeruvusteoor ia 
all õpetust koonduvusprotsess idest ja piirväärtustest. 
Sellisena hõlmab ta märkimisväärse osa matemaatilisest 
analüüsist. Kitsamas, enamkasutatavas tähenduses on 
summeeruvusteooria matemaatiline distsipliin, mis uurib 
jadade, ridade ning integraalide erinevaid koonduvuse 
eeskirju ning nende omavahelisi seoseid. 
See jada koonduvuse definitsioon, mida me tunneme 
koolimatemaatikast ning matemaatilise analüüsi kursusest, 
pärineb A .L .Cauchy'lt 1821. aastast. Tegelikult kasutasid 
matemaatikud koonduva id ridu ning jadasid paljude ülesannete 
lahendamisel juba märksa varem. Valitses arvamus, et iga 
rida on koonduv, täpsemalt öeldes, iga rea korral on 
võimalik valida niisugune koonduvuse eeskiri,, mille suhtes 
see rida koondub. Tüüpiline näide sellise rfstteviisi kohta 
on L.Euleri väide, et rea 1-1+1-1+... summa on 1/2, 
selle põhjendamiseks lähtus ta valemist 
1 + x + xa + . .. = (x * 1). 
Taoliste summeerimisreeglite rakendamine andis paljudel 
juhtudel õigeid tulemusi, kuid viis tihtipeale paratamatult 
ka vastuoludele. Kõige halvem oli sealjuures see, et ridade 
teooriat kasutati mitmete matemaatikas põhimõttelist 
tähtsust omavate teoreemide tõestamisel ning seetõttu oli 
"... olulisem osa matemaatikast ilma vundamendita", nagu 
kirjutas 1826. aastal N.H.Abel. Temal ja Cauchy'1 oli suuri 
teeneid vana mõtteviisi murdmisel ning matemaatilise ranguse 
printsiibi esikohale seadmisel. Võimalikuks sai see tänu 
koonduvuse mõiste rangele definitsioonile, mis jagas read 
ning jadad koonduvateks ja hajuvateks. See oli tähtis samm 
matemaatika ajaloos, milleta edasine areng poleks olnud 
nõeldav. 
Kahjuks jäid sealjuures hajuvad read ja jadad ligi 
pooleks sajandiks matemaatikute huviorbiidist Orvale. 
Sellele aitasid Abel ja Cauchy suuresti oma autoriteediga 
kaasa (Abel nimetas hajuvaid ridu kogunisti saatana 
leiutiseks"). Ainuõigeks peeti Cauchy koonduvuse definit­
siooni, Ülejäänud ei olnud vastuvõetavad, sest nad toovat 
matemaatikasse loogilisi vasturääkivusi. 
Selline ortodoksaalne lähenemine hajuvatele ridadele ja 
jadadele kestis 19. sajandi lõpuni, kuni E.Cecaro, G.Frobe-
nius ja E.Borel hakkasid taas oma töödes hariliku koonduvuse 
kõrval käsitlema ka teisi, tihtipeale konkreetsete prob­
leemide lahendamisele orienteeritud koonduvuse eeskirju. 
Nende matemaatikute töödest saigi alguse summeeruvusteooria. 
Kaasaegse suiümeeruvusteooria uurimisobjektideks võivad 
olla väga erinevad koonduvusprotsessid. Kuigi me oma 
Esitluses piirdume vaid arv jadade ning -ridadega, lähtume 
me sealjuures järgmisest üpris avarast sumeerimismenetluse 
definitsioonist. 
Olgu M, N ja Y hulgad, kus hulga N mingis alamhulgas Z 
on defineeritud koonduvuseeskiri f: Z-»Y. Sumneerimismenetlu-
seks v nimetatakse kolmikut (V, Су, V-lim), kus 
1)V : Dy •* N on operaator määramispiirkonnaga Dy с M, 
2) Cy V~*[Z] on summeeruvusväli, 
3) V-lim := f • V| on summeerimiseeskiri е. V- piirväärtus. 
V 
Elemente x « Cy nimetatakse T-summeeruvateks. 
Tulles jadade ja ridade summeerimise juurde, märgime 
kõigepealt, et mitmel põhjusel on meil kasulik võtta 
indeksite hulka ka arv 0. Niisiis on jadad kujul 
x := (xo,xe,xa ). 
Seejuures tähistame fN (0,1, ...} ning 
£ ^ :-k?0xk ;= V- V • • • • 
Tähega К märgime igsigi reaalarvude või tPigi kompleksarvude 
hulka, s.t. К : = fR või К := С. Tähistame 
w (x - (x^) I ^ б К (к e IN )> 
(kõigi arv Jadade hulk). 
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с : - {х е х" J з lj.ni -: lim Х> 
( kõigi koonduvate arv Sadade hulk). 
Teatavasti on " vektorruum, kus lineaarsed tehted on 
defineeritud koordinaaditi, с on aga tema alamruum, milles 
lim on lineaarne funktsionaal. Kui me eelpooltoodud 
summeerimismenetluse definitsioonis võtame M :- N • - tv, 
Z - с ning f - lim , siis saame summeerimismenetluse tema 
kõige levinumas tähenduses. Seejuures on operaator V enamas­
ti määratud mingi lõpmatu arvmaatriksiga 
А := (а. ) : = 
aOO aoi • " " "ok 
aIO a„ ... a.„ 
täpsemalt, maa tr iks teisendusega 
: :
.2w (n«w). (l.l) 
Tähistame 
u>A (x « w I 3 Ax := (yn)}, 
see on teisendusega (1.1) defineeritud operaatori A määra-
mispiirkond. Me saame maatriksioenetluse А := (А, с», 11шд), 
kus 
Сд {х е j В ^.im y r  =: НшдХ} 
ongi menetluse А summeeruvusväli. Rõhutame veel, et nii 
maatriksit kui ka tema poolt määratud operaatorit märglae me 
ühe ja sama tähega. Muuhulgas tähistab I nii ühikmaatriksit 
kui ka ühikoperaatorit. 
Märgime, et kui A on lõplike ridadega maatriks, s.t. 
kui tema igas reas on vaid lõplik arv nullist erinevaid 
liikmeid, siis operaator A on määratud kogu vektorruum is u>, 
tähendab ь>д = u>. Erijuhul, kui a n k  - 0 iga к > n korral 
(n e W), nimetatakse maatriksit A kolmnurkseks. Kui 
sealjuures a^ *• 0 (n e IN ), siis öeldakse, et A on normaal­
ne . 
Me vaatleme allpool eranditult maatriksmenetlusi * kui 
kõige olulisemat summeerimismenctluste klassi. On ilmne, et 
maatriks A määrab üheselt ära menetluse IPik kolm 
komponenti . Seepärast kasutame me terminit "sumeeerimisme-
netlus" edaspidi vaid konkreetsete klassikaliste menetluste 
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puhul, üldjuhul kasutame aga terminit "maatriks". 
Niisiis, jada x on maatriksiga A summeeruv ehk к-sum­
meeruv parajasti siis, kui read <n e W ) koonduvad 
ning eksisteerib piirväärtus 11т
г>Ц<агкхк . 
Iga summeerimisroenetlus A määrab teatava koonduvusees-
kirja, mille nPttes on koonduvad parajasti tt5ik A-summeeru­
vad jadad. Vaatleme mõningaid näiteid. 
Näide 1. Kui A on ühikmaatriks, s.t. А := I - (&
п У
), 
siis Сд = с ja 11т
д  
= lim. Niisiis, ühikmaatriks määrab jada 
tavalise koonduvuse. 
Olgu А E -= <«* v >. kus 
j 1, kui к ^ n, 
^ 0, kui к > n. 
Se1 juhu1 
Cj, - cs :- {хеш I £ koondub} 
(koigi koonduvate ridade hulk) 
ja 
lini£ x = E ^ (x g c^). 
Seega on jada (x^ ) £-summeeruvus samaväärne rea Ц,х^ koondu­
vusega . 
Nfiide 3. Olgu A := ? := (d^), kus 
f 1, kui к - n, 
d , i -1, kui к = n-1, 
" k  1 
t 0, kui к < n-1 vöi к > n. 
Siis 
c v  - {x e u> J 3 lim(x n  - x r  i) =: lim^x }. 
Näide 4. Olgu А := Z* / 2  := (z^), kus 
•J 2 • kui к = n v3i к = n-1, 
r , k  ^ 0, kui к < n-1 või к > n. 
Siis 
с * - {x e u> j 3 ^ lim (x r_M+ x n) lim-* x }. 
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Halde 5. Olgu - - (-
ь 
> selline arv jada, et < 3 0. 
ning olgu А •-= £(«0 := (6rJt-'ic V,к • 3 -"k-
j -«k , kui к 5 n, 
а
гл - л __ , , 
I 0, kui к > n. 
Siis . k  
Cj,^) =  {хеш j £ koondub } 
ja 
liaE(-)X = £ • 
Häids_6. Olgu А •-= Ct  := (c^), kus 
c ;= \ ÜH- 1311 k£ n' 
nk ^ 0, kui к > n. 
Siis 
Cq = {x e и. I 3 Üm £ xk =: lim^ x >. 
Niisiis, jada x on С - summeeruv parajasti siis, kui tema 
koordinaatide aritroeetiliste keskmiste jada koSndub. Seetõt­
tu nimetatakse maatriksiga Ct  määratud summeerimismenetlust 
aritroeetiliste keskmiste menetluseks ehis. Cešaro menetluseks. 
Lähtudes defineeritud maa tr i ksioe ne tIuse nP istest, 
esitame me nüüd summeeruvusteooria põhiprobleemid, mida me 
järgnevates paragrahvides püüame lahendada. ühtlasi defi­
neerime me suure osa allpoolkäsitletavatest pShinP iste­
test . 
1. Maatriksite konservatiivsus ja regulaarsus. Nagu me 
eespool märkisime, määrab iga maatriks A mingi jadade 
koonduvuse eeskirja ning ühtlasi selle eeskirja järgi 
koonduvate jadade hulga. Kerkib loomulik küsimus selle uue 
koonduvuse, s.o. A-summeeruvuse, ning hariliku koonduvuse 
vahekorrast. 
Maatriksit A nimetatakse konservatiivseks eh Ž 
koonduvust säilitavaks, kui iga koonduv jada on A-summeeruv, 
s.t. kui :> с. Konservatiivset maatriksit A nimetatakse 
1) T-cultiplikatiivseks, kui leidub т e ОС, et lim^x = т Цв x, 
2) regulaarseks, kui ИшдХ = lim x 
iga x « с korral. Seega on A-summeeruvus hariliku koondu-
2 
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vuse üldistus parajasti siis, kui A on regulaarne. 
Me nimetame maatriksit A rida-Jada-konservatiivseks 
(lühidalt RJ-konservatiivseks), kui с
д  
= es, s.t. kui А 
summeerib kõik koonduvad read. Kehtib sealjuures võrdus 
lim^x = (x « cs), siis ütleme, et maatriks A on RJ-re­
gulaarne . 
Mainitud probleemid on vaatluse all paragrahvis 2. 
2.Maatriksite sisalduvus ja kooskõlalisus. Kahe 
maatriksi A ja В korral tekib küsimus nende poolt määratud 
koonduvuseeskirjade vahekorrast. Juhul Cg Сд öeldakse, et 
maatriks В on tugevam maatriksist А. Kui Cg = с-д, öeldakse, 
et A ja В on ekvivalentsed. Maatriksite võrdlemisega seotud 
teoreeme nimetatakse võrdlus- ehk sisalduvusteoreemideks. 
ütleme, et maatriksid A ja В on kooskõlas, kui liit^x = 
= limgX iga x « Сд п св korral. Kehtib viimane võrdus vaid 
mingil alamhulgal M с f| Cg, siis fcSneldakse kooskõlalisu-
sest hulgal M. Vastavalt toodud definitsioonile on А 
ühikmaatriksist I tugevam parajasti siis, kui ta on 
konservatiivne. Seejuures tähendab A regulaarsus maatriksite 
A ja I koosbõlalisust. 
Maatriksite sisalduvust ja koos lal isust käsitleme 
paragrahvis 11. 
3. Maatriksite asendatavus. Kui antud konservatiivse 
maatriksi A jaoks leidub temaga ekvivalentne regulaarne 
maatriks B, siife räägitakse maatriksi A asendatavusest. 
Asendatavuse avaram definitsioon, mille anname paragrahvis 
8, määrab mõnevõrra üldisema mõiste. 
4. Tõkestatud jadade su—eerimine. Konservatiivsuse 
ning regulaarsuse lirval ori üks tähtsamaid küsimus 
tingimustest, mil maatriks A summeerib kõik tõkestatud 
jadad, s.t. mil kehtib sisalduvus Сд m, kus 
m - (x e ^  j sup jx vj < od } 
(kõigi tõkestatud arv Jadade hulk) 
Teine probleem on, kuidas iseloomustada maatrikseid A omadu­
sega m п сд - c? Neile kahele küsimusele anname vastuse 
paragrahvis 10, kus uurime ka tõkestatud jadade paiknemist 
summeeruvusvä1jas Сд. 
5. Sueeeeruvustegurid. Olgu A ja В maatriksid ning 
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£ -- (*k ) arv jada. Arve *k nimetatakse (A,B)-suaoeeruvust«-
guriteks, kui iga x « с
д  
korral read Ц,Ь
п к
<
к
з^ (n e IN) 
koonduvad ning eksisteerib piirväärtus lim , s.t. 
kui kehtib implikatsioon 
x « с
д  
- * • x : = «Е c B. 
(A, £)-summeeruvustegureid nimetatakse A-koonduvusteguriteis. 
Summeeruvustegurite probleemile on pühendatud paragrahv 15. 
6. Limiteerivad teoreemid. Kui antud maatriksi A puhul 
le idub jada X = (Xk ), kus Xk >0 (к « W ), et 
^ = o(Xk) vöi = 0(Xk) 
iga x e сд korral, siis nimetatakse neid tingimusi llmltee-
rivateks A jaoks. Vastavasisulisi teoreeme nimetataksegi 
1imiteerivateks teoreemideks. Seda probleemi käsitleme 
paragrahvis 13. 
7. Merceri teoreemid. öhikmaatriksiga I ekvivalentset 
maatriksit nimetatakse Herceri maatriksiks. Teoreeme, mis 
fikseerivad tingimused selleks, et vaadelday maatriks oleks 
niisuguse omadusega, nimetatakse Merceri teoreemideks. 
Mõningad seda tüüpi teoreemid tõestatakse paragrahvis II. 
ülaltoodud ning teiste probleemide lahendamiseks 
rakendatakse kahte tüüpi uurimismeetodeid: klassikalisi, mis 
põhinevad matemaatilisel analüüsil ning funktsiooniteooria1, 
ja funktsionaalanalüütil isi. Käesolevas raamatus, nagu ena­
masti kaasaegses summeeruvusteoorias üldse, kasutatakse neid 
meetodeid kombineeritult. Siiski on enam rõhku pandud 
funktsionaalanalüüsi meetoditele. Nende eelis on see, et nad 
võimaldavad paljusid probleeme lahendada väga üldisel 
tasemel ning väldivad seejuures "tehnilist" tööd, mis on 
iseloomulik klassikalistele meetoditele. Teiselt poolt 
osutub aga funktsionaalanalüüs tihtipeale liiga kohmakaks 
instrumendiks sügavamate probleemide lahendamiseks, sel 
juhul tuleb paratamatult appi võtta klassikalised meetodid. 
Funktsionaalanalüüsi rakendamine summeeruvusteoor ias on 
võimalik sedavõrd, kuivõrd me tunneme summeeruvusvä1ja 
1ineaar-topoloog i1ist struktuuri. Selle tundmaõppimine 
moodustab olulise osa käesoleva raamatu sisust. 
Enne konkreetsete probleemide lahendamisele asumist 
lepime kokku mõnede kasutatavate tähistuste suhtes. 
2* 
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Keerulisemate maatr ikste isendus i sisaldavate avaldiste 
üleskirjutamiseks võ-tame appi maatriksarvutuse tähistused Ja 
sümbolid. Jadade * Ja у korral märgime 
xy := E yk, x • у ™ (xkyv). 
maatriksi A ning jada x puhul aga 
Ax := (E a^А • x -= (arikxk)r>>, 
xA (E x^a^ \ . 
Maatriksite A ja С korrutiseks nimetatakse maatriksit 
AC - (£ а
п 1Су, ) n  k  -
MBistagi omavad xy, Ax, xA ja AC mõtet vaid sel juhul, kui 
vastavad reed on koonduvad. Maatriksit С nimetatakse A parem­
poolseks (vasakpoolseks) pöördmaatriksiks, kui AC - I 
(CA = I). Juhul AC = CA = I ütleme, et A on pööratav ning С 
on tema pöördmaatriks. 
Seoses lõpmatute maatriksite korrutamisega märgime 
mõnda olulist takti. 
1° Kui korrutised AC ja ВС eksisteerivad, siis eksisteerib 
ka (A + B)C ning (А + B)C - АС + ВС. Analoogiliselt kehtib 
A(B + С) - AB + AC, kui AB ja AC eksisteerivad. 
2° Erinevalt lõplike maatriksite korrutamisest ei ole 
lõpmatute maatriksite korral korrutamine üldjuhul assotsia­
tiivne . 
kui к = n. 
kui к - n-1, 
kui k<n-lvõik>n. 
Vaatleme jadasid t := (Z'n )n ning x := (1 -2*4"1 )k vastavalt 
üherealise ja üheveerulise maatriksina. Siis tA = 0 
(0.0,...) ning seega (tA)x - 0. Samal ajal Ax - (1,1...) ja 
t(Ax> = x£l0 2"k - 2. 
Niisiis, üldjuhul ei kehti (tA)x - t(Ax), isegi kui 
võrduse nõlemad pooled eksisteerivad. Seetõttu ei ole 
maatriksite korrutamine üldiselt assotsiatiivne. 
Häide _7. Olgu 
M: 
0, 
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3° Kui x e и>д ning jadas t ob neil ist, erinevaid koordinaate 
vaid lõplik arv, siis nii tCÄx) kui (tA)x eksisteerivad ja 
on võrdsed. Sellest järeldub, et lõplike ridadega maatriksi 
С ja jada x e korral C(&x> =• (CA)x. 
Iga maatriks A määrab lineaarse operaatori 
А : u>a - «*. х - Ax := (E a^^. 
Kahe maatriksi A ja С korrutise CA kõrval on seega põhjust 
rääkida ka nende maatriksitega määratud operaatorite korru­
tisest ehk kompositsioonist С • A. See operaator on määratud 
jadaruumil А'Ч^З ning ei pruugi olla antud mingi maatriks-
teisendusega. 
Normeeritud ruumide (aga ka üldiselt topoloogiliste 
vektorruumide) X ja Y korral märgime sümboliga L(I,Y) kõigi 
pidevate lineaarsete operaatorite T : X •» Y hulka. Ruumi X 
(topo loogi list) kaasruumi tähistatakse X', s.t. X' = L(X,K>. 
Funktsionaali f e X' tuuma märgime kern f, seega kern f= 
{x e X I f(x) - 0}. Alaahulka M с X nimetame ruumi X 
pbhihuIgaks, kui tema lineaarne kate 
lin M С E »W I Xfc G H, -
ь
е К, к = 0, .. . ,n, n « «} 
к - О 
on ruumis X tihe. Alamruumi X 0  с X ning elemendi u e X puhul 
tähistame 
<u> {-41 j «< g K}, 
X0 ® <u> := (x - s • -u I г* •« e flC -}, 
Jadaruumid t», m, с ja cs tõime sisse eespool. Lisaks 
neile defineerime veel 
bv (x e ы I lx* w  — + E < ® }, 
kus Ax^ := ^ ^ Ck e •). 
c0 - (x e с I lim x - OK 
b vo := bv n c 0„ 
bs - (хеш j := тор f E \ 1 < «*>}, 
1 := (x e с I * xi £  := < 00 >. 
p -- (x e (д> j 3K e 91 • x^ - 0 iga к > К korral!. 
Teatavasti on m Banachi ruum normiga 
»xl sup jx (x G rn), 
к 
ning с ja c Q  on tema kinnised alamruumid. Seejuures с - C Q+ 
<e> ning jadad 
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e := (1,1,...), ек := (6^ у (keN) 
moodustavad ruumis с Schauderi baasi. Iga element x « с on 
üheselt esitatav kujul 
x = (lim x)e + £ (x. - li* x)ek (1.2) 
Ic 
ja funktsionaali f « c' üldkuju antakse valemiga 
f (x) = ai lim x + tx (x g с), ^ 3) 
kus t « 1. Seejuures *f * c, = |a»| *• 't>4. 
Jadaruumid bv ja bs on Banachi ruunid vastavalt normi­
dega I »bv ja * •u, bvo ja cs aga kinnised alamruumid vas­
tavalt ruumis bv ja bs. 
 rgime veel kahte olulist fakti, mille tõestus kuulub 
funktsionaalanalüüsi põhikursuse harjutusvarasse. 
LEMMA 1.1. <а) Rida Ц (^х к  koondub iga x e c  korral 
parajasti siis, kui tel. Sei Juhul on sumata f(x) :- tx 
p i d e v  l i n e a a r n e  f u n k t s i o n a a l  r u u m i s  с  n i n g  * f * c z  =  ' t ^ .  
(b) Rida Ц^х^ koondub iga x « cs korral parajasti siis, 
kui t « bv. 
Täiendused ja efcrkuoed. 
Esimese, sissejuhatava paragrahvi selles osas teeme 
mõned märkused nende mõistete ning probleemide kohta, mida 
selles raamatus ei käsitleta. Tegemist on ulatusliku osaga 
sueeeeruvusteooriast, eeskätt selliste peatükkidega, kus 
funktsionaalanalüüsi meetodeid kasutatakse vähem. Muuhulgas 
jäüb väijaspoole meie käsitlust kogu klassikaliste summee-
rimismenetluste teooria, konkreetsed menetlused tulevad 
vaatluse alla mõningate probleemide puhul vaid 
illustreerivate näidetena. Lugeja leiab klassikaliste 
•enetluste käsitluse -näiteks Baroni raamatus [2843, ülevaate 
vaetavast kirjandusest Zelleri ja Beekmanni raamatust [2793 
ning Kangro artiklist [2973. Kabest viimati maiAitud tööst 
saab infot ka teisi siin loetletava id küsimusi Esitletavate 
publikatsioonide kohta. Funktsionaalanalüüti1iste problee­
mide puhul soovitame Wilansky [2593 ja Boosi [523 ffionograa-
f iaid. 
1. Sri—г ггатизе liikidest ja menetluste tüüpidest 
ülaltoodud summeerimismenetluse aß iste (vrd. [521,1.2) on 
sedavõrd avar, et ta hõlmab enamuse olulisematest summeeru-
vuse liikidest. Märkigem neist oõningaid. 
Olgu A maatriks. Arv jada x või -rida nimetatakse 
absoluutselt k-summeeruvaks arvuks т>, kui Ц.|у j < со j a  
- », kus yn on määratud teisendusega (1.1). Absoluutse 
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surameeruvuse kohta vt. Knopp ja Lorentz [138], Peyerimhoff 
[194]. Edasi, öeldakse, et jada x on tugevalt A-suaaeeruv 
arvuks ?, kui 
? f  I "* 0 (n -
(vt. Lorentz ja Zeller [149], Maddox •[ 158], Baiser, Jurkat 
ja Peyerimhoff [9]). 
Olgu - (A lr>>) lõpmatute maatriksite &<r>> - (a*^*) 
jada. Arv jada x nimetatakse *-suaaeeruvaks arvuks r>, kui 
lim E ~ v ühtlaselt n e IN suhtes. 
т а к ™ *  
Erijuhul-, kui 
, v  I rfr , kui n 5 к 5 n+m, Cr» > J Щ+ 1 ' л 
a  
тпк ~ *X I 0 ülejäänud juhtudel, 
nimetatakse summeeruvat jada peaaegu koonduvaks, K^igi 
peaaegu koondavate jadade hulka tähistatakse sümboliga f. 
Seda probleemideringi käsitlevast rohkearvulisest kirjandu­
sest nimetame mõningaid: Lorentz [147], Petersen [190], 
Stieglitz [230],[231], Boos [47], Bennett ja Kaiton [40], 
Loone [318], Soomer [330],[331], [332]. 
ühte surameeruvuse liiki - antud kiirusega ehk X-summee-
ruvust - uurime põhjalikumalt Eesoleva raamatu teises osas. 
Jadade ning ridade summeerimisel rakendatakse maatriks-
roenetluste karval ka poolpidevaid menetlusi, mis on määratud 
teisendusega 
y(t) E a>(t)x^ (t g T, t •* t0), 
kus tQ on piirkonna T с ОС kuhjumispunkt. Lihtsaim ja tun­
tuim nende hulgas on Abeli menetlus *-ö. Bida I^x. nimetatakse 
*o-summeeruvaks, kui astmerida E^_o\ tkkoondub vahemikus 
(-1,1) ja eksisteerib piirväärtus lil,*, Siin--
kohal on sobiv meenutada eelpool mainitud Euleri arutlust 
rea 1-1+1-1+.. . koonduvusest. Näeme, et Euler nPistis selle 
rea koonduvuse all tegelikult tema ^-summeeruvust. , Abeli 
menetluse kohta vt. Zeller [277]. Jakimovski, Meyer-König ja 
Zeller [120], [121] defineerisid PTR-tQüpi astmeridadega 
määratud menetlused Q (nimetus tuleb sinadest Power series, 
Totally monotone, Regular). Olgu (q^)" selline jada, et 
E^q = oo ning 
/ т" <J-(T) (в б Я), 
kus on lõigus [0,1] monotoonselt kasvav tõkestatud 
funktsioon. Tähistame q(t) *- = Tf 
ц
д t"* (te [0,13). Rida 
E kx ) (  nimetatakse Q-summeeruvaks, kui eksisteerivad 
У(t) := E ^t-x, (t e [0,13) 
ja 
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lim у (-Ь). 
t -n -
Erijuhul, kui -(t) = 0 iga te [0,1) korral ning •»(!) - •*» 
onq^ - 1 (® e И), s.t. Q = -* o-PTB-tüüpi menetluste^ on 
mõningaid tähelepanuväärseid omadusi, mis võimaldavad nende 
uurimisel rakendada funktsionaalanalüüsi vahendeid. 
poolest on nad meeldivaks erandiks üldiste poolpidevate 
menetluste hulgas. Viimaste kohta vt. Wlodarski [267], [268J, 
[2693. 
Arvjadade tarval on teiseks summeeruvusteooria tähtsaks 
rakendusvaIlaks funktsionaa1jadad ja -read. Nende puhul 
tuleb tegemist mitmete erinevate summeeruvuse liikidega, mis 
vastavad funktsionaaljadade erinevatele koonduvustele 
(ühtlane, keskmine, нРЯЧш ^rgi jne.). Sellised koonduvused 
on enamasti mingite ruumide topoloogilised koonduvused. 
Seega on erinevaid sunmeeruvuse liike võimalik käsitleda 
ühtselt, üldisemalt seisukohalt. kui uurida suameeruvust 
topo loog il istes vektorruum ides. Olgu X ja Y topo loogilised 
vektorruumid ning ArJf:X -» Y pidevad lineaarsed operaatorid 
(n, к б}(), Maatriks te isend us 
у := £ к \ (n e К ). 
у 
kus x y  e X (k g IN), defineerib teatava operaatori A, mille 
oääramispiirkond paikneb IPigi ruumi X jadade hulgas "(X) 
ning muutumispiirkond hulgas *»(Y). Võttes summeerimis­
menetluse definitsioonis M -= «»(X). N - w(X), Z - c(Y) 
(kõigi ruumi Y koonduvate jadade hulk) ning f lim (s.t. 
f(y) lim^y^ (y g c(Y)). saame menetluse (A, c(Y)^, lim^). 
Nendega seotud probleemidele on pühendatud Maddoxi mono­
graafia [1593, vt. veel Jürimäe [3533,[3543, Baric [113, 
Leiger [3063,[3073.[3083, Boos ja Leiger [583. 
Funktsioonide ning integraalide summeerimisel rakenda­
takse harilikult integraalseid menetlusi, mis on antud tei­
sendusega 
y(t) — Ja(t,T )x(t )dr <t e T) 
(vt.Hardy [3513, art.3.5, Beekmann [143,[153). 
IntegraaIsetest, poolpidevatest ja maatriksmenetlustest 
üldisemaid menetlusi on uurinud Seimers (kontinuaalsed 
menetlused) [3243, [3253, [3263, Jäite [1173, Revenko [3233, 
Flachsmayer ja Terpe [983,£3423 jt. 
2. Veel SUMM i i uvusteooria probleemidest. Lisaks ülal­
toodud seitsmele põhiprobleemile märgime veel mõningaid meie 
käsitluse raamidest väljapoole jäävaid summeeruvusteooria 
valdkondi. 
Tauberi teoreemid. Olgu A da В summeerimismenetlused 
ning T tingimus, ais määrab mingi alamhulga ü с Kui 
с
д  
n 0 c  Cg- s i i s  öeldakse, et T on T*uberi tingimus menet­
luste A ja В jaoks. Juhul В = I või в = £ kõneldakse 
maatriksi A Tauberi tingimusest. Vastavasisulisi teoreeme 
nimetatakse Tauberi teoreemideks. Nimetus tuleneb järami =>»=.+ 
Tauberi [2373 poolt tõestatud väitest. J*rgmx..est 
TEOREEM. Kui rea osasummad on С - summeeruvad 
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kx^ = o(l), siis see rida koondub. 
Tauberi teoreemide kohta ilmunud väga ulatuslikust 
kirjandusest märgime siinkohal vaid mõningaid töid, mis on 
mingis nßttes lähedased meie käsitluslaadile : Kangro [293], 
Meyer-König ja Tietz C169], Tietz [238],[240], Sõrmus [333] 
(Tauberi tingimuste parandamine), Jakimovski, Meyer-König ja 
Zeller [121], Tietz [239],[241],[242], Tietz ja Trautner 
[243] (astroeridadega määratud menetluste Tauberi teoreemid). 
ülevaateks kogu valdkonnast soovitame juba eelpool mainitud 
raamatut [279] ning artiklit [297]. 
Kumerusteoreemid. Olgu (A ) selline menetluste pere, 
et tingimuse -« < ft korral k'"°x e m к'^'х e m ~ ning 
a'""x ее-*- A , / ? >x e b. Kui tingimusest - < r < ft järeldub 
implikatsioon ^ 
A  x « m ,  A  x e c * * A  x « c ,  
siis öeldakse, et pere (A'~") on kumer. Vastavate uurimuste 
lähtekohaks on Hardy ja Littlewoodi [110] poolt tõstatud 
teoreem Cesaro menetluste (vt. §2) pere kumerusest. Märgime 
Boosi ja Neuseri artiklit [60] ning Tali töid [334], [335],. 
[234]. 
Tuumateoreemid. Regulaarset maatriksit A nimeta­
takse tä ieUkult regulaarseks, kui kehtib implikatsioon 
•» а 4 11$ПдХ - oo 
(vt.Hurwitz [115]). Maatriksite täieliku sisalduvuse kohta 
vt, Beekmann [16]. Täieliku regulaarsuse aPiste üldistamisel 
jõuti tuumaprobleeaini. Tõkestatud jada x tuumaks K(x) ni­
metatakse tema osapiirväärtuste hulga kinnist absoluutselt 
kumerat katet (Knopp [136]), tõkestamata jada korral on 
K(x) n tß |n e ffl> , kus R on punktide x , x „, . . . kumer 
' ' Tt ' 7> У> Г»+1 
kate. Probleem seisneb selles, et antud maatriksi A puhul 
leida tingimused, mil K(Ax) с K(x) iga x e E korral, kus E 
on mingi jadade hulk, näiteks E = m. Täpsema ülevaate nende 
mõistetega seotud probleemidest ning tulemustest saab lugeja 
Cooke'i raamatust [305] (6.pt.). Märgime Loone töid [314], 
[315],[316], milles autor defineeris tuuma nßiste lokaalselt 
kumera ruumi elementide jaoks, uuris selle omadusi ning 
rakendas saadud tulemusi •*-menetluste tuumaprobleemide 
uurimisel (vt. [317]). 
Osajadade, ümberjärjestuste ning venitiste summeerimi­
ne. Sel le suuna liste uurimuste lähtekohaks on järgmine 
TEOREEM (Buck [68]). Kui Jada x iga osa Jada (x ) on 
"k 
mingi regulaarse maatriksiga summeeruv, siis x on koonduv 
Jada. 
Fridy [100] ja Dawson [89] tõestasid analoogilised 
väited ka jada ümberjärjestuste ning venitiste kohta. 
Seejuures nimetatakse jada у (y k) jada x venitipeks, kui 
leidub selline indeksite jada (ni ), et 
y k  = х г  (iü 5 к < m v > 1, i € IN ). 
Edasiste uurimuste kohta vt. Sledd [220], Dawson [90], [91], 
Keagy [133], [134]. Samu probleeme lokaalselt kumerates 
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ruumides ori uurinud Kolk [301 j, [302], [303] . 
3, Smeeeeruvusteooria rakendustest, peatume siinkohal 
väga lühidalt vaid mõningatel. Kõige enam on summeeruvus­
teoor ia meetodid leidnud kasutamist funktsiooniteoorias, 
eriti just Fourier' ridadega seotud probleemide uurimisel. 
Lähtepunktiks on järgmine 
TEOREEH (Fejer [ 9 7 ] ) .  Funktsiooni f e С
а я  
Fourier' rea 
a 0/2 + E a k  eos kt + b k  sin kt 
osasuoaede a^Cf.t) aritmeetilised keskmised koonduvad 
ühtlaselt t * R suhtes funktsiooniks f . 
Selle klassikalise tulemuse ühe üldistamissuuna 
demonstreerimiseks seome maatriksiga А *• = (a^), mille puhul 
on täidetud tingimused 
E (k+1) J ank I <oo, E ank = 1 (n 6 (N), 
tema Lebesgue'i konstantide jada (L^ ). Nimelt kehtib iga 
sn(f,t) = ^ / f (т )D n  (t-r )dr (nelN), 
kus avaldist 
sin(n+l/2 )u 
°,<«> := sin (u/2) (n e  
nimetatakse Dirichlet' tuumaka. Osutub, et 
** (f ,t> := E abbak(f ,t) = £ / f (r)K*(t-T)dr (n e IH), 
kus 
K^(u) - -  E ar>kE^(u) (n e IX). 
Maatriksi A Lebesgue'i konstandid 
k* := n s  |K*(u)|du (n « W ) 
on operaatorite 
A* :  - R. f - (f ,t) 
normid, s.t. lA^ • - L* (n s  , t s R), 
Kehtib järgmine väide. millest erijuhul А = С saadakse 
Feje'ri teqreem. 
TEC® EEH (vt. [52], teoreem 4.4.14), Kui maatri lr  • д 
Lebesgue'i konstantide Jada on t&kestatud nine i sa 6 Z tn л k o r r a l  ®  v u . w j  
•f |K*(u)|du -» 0 (n • oo),  
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siis c^(f ,t) * f(t) ühtlaselt t = R suhtes. 
Sissejuhatuse Fourier' ridade summeerimisse leiab 
lugeja Boosi raamatust [52] (art.4.4) ja Volkovi ning 
UIjanovi ülevaateartiklist [287], samuti Bugrovi tööst [69]. 
Ulatuslikult on uuritud üldiste ortogonaalridade ning vee], 
üldisemate ridade summeeruvust, kus (pk > on »ingl 
koonduvussüsteem, vt. näiteks Moritcz ja Tandori [183], 
Türnpu [345], [346], [^47]. Viimatinimetatud ridade 
eri juhuks on astme read , mille summeeruvus on tihedalt 
seotud funktsioonide analüütilise jätkamisega'. 
Kui funktsioon f on nullpunktis k arendatav positiivse 
koond uvusraadiusega astme ritta , siis väljaspool 
koonduvusringi asuvas punktis z see rida hajub, kuid ta v®ib 
selles punktis olla summeeruv mingi (sobivalt valitud) 
regulaarse menetlusega А. Sealjuures osutub astmerea 
osasummade A-piirväärtus 
00 
k k 
А - E a, z •-= lim. ((E a. z ) ) 
V =0 к =0 
tihtipeale funktsiooni f analüütilise jätku väärtuseks 
punktis z. Näiteks kehtib Boreli maatriksmenetluse 
S* (e"r'nk/k! )nk korral 
TEOBEKM (Borel [61]). Iga z korral piirkonnast Re z < 1 
E 5 
к =o 1-Z 
Loomulikult ei piirdu rakendusvõimalused analüütilise 
jätkamise uurimisel vaid Bore li menetlusega (vt. näiteks 
Agnew [3], Vermes [246]). Hoopiski keerulisem on kirjeldada 
menetluste üldisi omadusi, mis iseloomustavad nende sobivust 
astroerea analüütilise jätku konstrueerimiseks. Esimene 
sellelaadne tähelepanuväärne tulemus kuulub 0kadale [186] 
(vt. ka Boos [52], art.4.2). Uuematest töödest märgime Luh 
artikleid [151], [152]. 
Tähtsaimaks näiteks summeeruvusteoor ia rakendustest 
funktsionaalanalüüsis on sumoeeruvusbaasi nPiste (Kozlov 
[299], Gelbaum [104]). Olgu T RJ-regulaarne maatriks. Jada 
(zt  ) lokaalselt kumeras ruumis X nimetatakse selle ruumi 
T-baasiks, kui iga element x e X on üheselt esitatav kujul 
x ~ 1 Am E tr>k-k(x)zk> 
kus °<k e X' (к e 01). Selle teemaga seotud töödest vt. veel 
Gapoškin ja Kadets [288], Meyers [176], Täht [348], Buntinas 
[70], [72]. Teistest rakendustest märkigem Banachi ruumi 
refleksiivsuse kirjeldamist summeeruvusteoor ia vahenditega 
(Nishiura ja Waterman [185], Singer [218], Kolk [300]). 
Lõpuks mainime veel iteratsiooniprotsesside sumoeeru-
vusega seotud probleeme. Olgu E mingi lokaalselt kumera 
ruumi kinnine kumer alarohulk ning A regulaarne maatriks. 
Iteratsiooniprotsess operaatori f : E - E püsipunkti 
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leidmiseks konstrueeritakse järgmiselt.  Suvalise x 0  6  
korral võtame 
X, := f<XQ), v t  ™ a i ox o  • aMx e,  
üldise lt 
:= f(vn-,)- vr, :"-joankxк ( n  = 2,3....). 
Ourimuste lähtepunktiks on järgmine 
TEOREEM (Mann [162]). Kui pideval funktsioonil 
f : [a.b] -* [a,b] on üks püsipunkt, siis jadade (х
л
) ja (v n) 
aritmeetilised keskmised koonduvad selleks pisipunktiks. 
üldisematest tulemustest vt. Rhoades [195], Dotzon 
[95], Makarov ja Melentsov [320]. 
§2. EONSERVATIIVSED MAATRIKSID 
Maatriksite konservatiivsus ja regulaarsus on sellised 
probleemid, mida saab kirjeldada ning uurida üsna üldiste 
funktsionaalanalüüsi vahenditega : nad taanduvad teatava 
tunktsionaaIide jada punktiviisi koonduvusele Banachi ruumis 
(с,I l e). Seepärast valisimegi alustuseks need küsimused. 
TEOREEM 2.1. ( a )  M a a t r i k s  A  o n  k o n s e r v a t i i v n e  p a r a j a s t i  
siis, kui on taidetud Järgmised tingimused: 
eksisteerib IJjo a^ =: ak (к e Ot), (2.1) 
eksisteerib l^m E a^, (2 2) 
S«P E |anJ < oo. (2.3) 
Sel juhul 
ИшдХ = x (A) lim x + ax (x e c), (2 4) 
kus а := (a v) e 1 ning 
*(A) " 4™ E ank - E a^. 
( b )  M a a t r i k s  A  o n  r - m u l t i p l i k a t i i v n e  p a r a j a s t i  s i i s ,  k u i  
kehtivad tingimused (2.1) - (2.3), kusjuures - 0 (к e W ) 
ning lira Ц,а
г > ) <  - т . 
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( с )  M a a t r i k s  к  o n  r e g u l a a r n e  p a r a j a s t i  s i i s ,  k u i  k e h t i v a d  
tingimused (2.1) - (2.3), kusjuures 3^ = 0 (keiN) ning 
Ч
т  
Ц, аг,
к  
- 
1  • 
Tõestus. (a) Kõigepealt paneme tähele, et ridade 
2^а
гД
х
к 
(n e (N) koonduvus iga x e с korral on konservatiiv­
se maatriksi A puhul tarvilik, teiselt poolt järeldub see 
vastavalt lemmale 1.1 (a) tingimusest (2.3). Seega võime 
lähtuda eeldusest, et eksisteerivad 
k r  (x) - E а г Д  x k  (x e с, n e Ш ), 
lemmast 1.1 (a) järeldub seejuures 
k r  e c',  #A r« = E 1 а г - к  j (ri e N ). 
Maatriksi A konservatiivsus tähendab funktsionaaIide jada 
(A ) punktiviisi koonduvust Banachi ruumis (с,* 1
Ш
), tingi­
mused selleks leiame Bariach-Steinhausi teoreemi abil. Pida­
des silmas, et (e,e | к e W} on ruumi с põhihulk, saamegi 
tarvilikud ja piisavad tingimused A konservatiivsuseks: 
B A B  =  0 ( 1 ) ,  s . t .  s u p  E  ! a  v  I  <  0 0  •  
к 
3 lim А (e), s.t. 3 lim.e = lim Ea,, 
r> Г. Д r> r>k 
к к 
k  3 lim A r i(e ), s.t. 3 lim^e - lim a r k  - a k  (k e IN). 
Võrduse (2.4) tõestuseks märgime Kõigepealt, et tingimustest 
(2.1) ja (2.3) järeldub ae 1, mistõttu rida Ekavxk koondub 
iga x e с korral. Kuna 11год e с', siis esitusesx (1.2) 
saame 
ИтдХ = (lim x)lim^e + E 1иВде к  (x k  - .lim x) 
= (lim x) 1 im E a n k  + E a J t  (x k  - lim x) 
- *(A)lim x + ax (x e с). 
(b) Kui A on r-multiplikatiivne, siis on ta konserva­
tiivne. mistõttu kehtivad (2.1) -(2.3). Et seejuures 1ыпдХ = 
г lim x iga x e с puhul, saamegi 
a >  - Игоде к  = г lim e k  = t . о = 0 (к e SN), 
lim E а . = lim.e = т lim e - т1 - т. 
г, ~ г,к А 
Vastupidi, kui tingimused (2.1) - (2.3) on täidetud ning 
ak = 0 (к e IN) ja lim^ I^a r k  т, siis võrdusest (2.4) 
tuleneb 11т0дХ - т lim x (x « с). 
Väide (с) järeldub vahetult väitest (b). 
Allpool näeme, et konservatiivse maatriksi A omadused 
21 
sõ ltuvad suurel Määral arvu x (A) väärtusest-, täpsemal, 
sellest, kas *(A) võrdub nulliga või ei. Konservatiivset 
maatriksit A mille korral ar(A) * 0, nimetatakse koregulaar-
seks, vastasel juhul aga копиllmaatriks iks. Teoreemi 2.1 Cc) 
kohaselt on kõik regulaarsed maatriksid koregulaarsed, oma 
omadustelt ongi koregulaarsed maatriksid lähedasemad regu­
laarsetele. Nende probleemide juurde tuleme tagasi 
paragrahvis 7. 
Siinkohal sõnastame veel kaks väidet, milledest esimese 
vSib lugeja hõlpsasti tõestada teoreemi 2.1 (a) eeskujul. 
Tuleb vaid silmas pidada, et Banachi ruumis c0 moodustavad 
Schauderi baasi jadad e (k e IN). Teine on vahetu järeldus 
ühtlase tõkestatuse printsiibist. 
TEOREEM 2.2. ( a )  M a a t r i k s  A  s u m m e e r i b  k & i k  n u l l  j a d a d  
(s.t. kehtib sisalduvus cQ с Сд) parajasti siis, kui on täi­
detud tingimused (2.1) ja (2.3). Sel juhul 
11ГОдХ : ax (x e c 0). (2.5) 
( b )  M a a t r i k s i  A  k o r r a l  k e h t i b  s i s a l d u v u s  
m с Год - { x e j Ax e m } 
parajasti siis, kui on Pidetud tingimus (2.3). 
Lihtne on veenduda, et eelmises paragrahvis vaadeldud 
näidetest on maatriksid I, Z*^ ja С regulaarsed, ? j a  £(1) 
aga konu1lmaatriksid, ? on seejuures O-multiplikatiivne. 
Täiendame oma naidetepagasit mõnede lihtsamate klassikaliste 
summeerimismenetlustega. 
Näide_l• Rieszi kaalutud keskmiste menetlus M on mää­
ratud maatriksiga M := (mnk), kus 
/ pk ™r, • kui 
- n, 
kui к > n 
ja p (p k) on mingi selline jada, et := P k  * 0 
(n e IN). Lihtne on veenduda. et maatriks M on parajasti siis 
konservatiivne, kui 
eksisteerib lim P r >  * 0 (lõplik või lõpmatu) 
ja 
- 
o ( p«'-
ning regulaarne, kui on täidetud tingimus ( 2  6 )  ja 
-  
0 0 •  
Näide 2. N&rlundi menetlus N 011 määratud maatriksiga 
N = (n ), kus 
J kui к ^ n, 
^ 0, kui к > n 
ning p k  ja P r  on samad, mis eelmises näites. Maatriks N on 
parajasti siis konservatiivne, kui 
eksisteerib lim Pr>/Pri  = :  u  
ja kehtib (2.6). Konservatiivne maatriks N on regulaarne 
parajasti siis, kui >•> = 0. 
Mä ide 3. Cesaro menetlus (-» > -1) on t&rlundi menet­
luse eri juht, kus pk - 1) (binoomkordajad). Seega on 
määratud maatriksiga С - (c r  k), kus 
f )/("*"), kui к 5 n, 
c- l T" y  n  (2.7) 
I 0, kui к > n . 
Kui <x ž 0, siis on C** regulaarne. Juhul •> - i saame eelpool-
vaadeIdud aritmeetiliste keskmiste menetluse. 
Abeli teisenduse 
E - E E V t„ E X; (in « W) 
к =0 k=0 x -  о  x - a  
ja teoreemi 2.1 abil leiame nüüd tingimused maatriksi rida-
jada-konservatiivsuseks ning -regulaarsuseks. 
TEOREEM 2.3. ( a )  M a a t r i k s  A on RJ-konservatiivne para­
jasti siis, kui on läidetud tingimused (2.1) ning 
£|Да j =0(1), (2.8) 
к 
kus Да
г к  
- a r k  - a n k > 1  (n, к e IW ). Sel juhul 
к 
lim. x = (a%  - E д«ц)Е x. + £ (дги ) E x, (x e cs). (2.9) 
f t  
к к 1=o 
( b )  M a a t r i k s  A  o n  R J - r e g u l a a r n e  p a r a j a s t i  s d i s ,  k u i  o n  t ä i ­
detud tingimused (2.1) ja (2.8), kusjuures a^ = 1 (к e SH). 
Tõestus, (a) Kõigepealt märg-ime, et tingimus (2.1) on 
tarvilik maatriksi A RJ-konservatiivsuseks, sest ek e cs 
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(к е SN). Analoogiliselt, -teoreemi 2.1 <a) tõestusega võime 
lähtuda eeldusest, et read E^a^x^ koonduvad iga x e cs ~*a 
n « W korral. Kasutades Abeli teisendust ning tähistades 
x e cs korral 
к 
S k  := £ X (k G IN), S := *E x, 
võime lemma 1.1(b) põhjal kirjutada 
E = lim(V (да
г
,„)5
к 
+ a,^) 
к k=o 
- E < Aa r U,)S k  + Siim a^ 
к 
= E (Aa r i k)(S k  - S) + lim( E^a n k  + a_)S 
к V=o 
- E (^ k)(S k  - S) 4- a r > 0S. 
Seega 
у - a S = £ (Да „ ) (S. - S) (n e M) 
'г» nO  ^ r.k к 
ja lim (,у
т  
- a r 0S) eksisteerib parajasti siis, kui maatriks 
(Aa r k) summeerib iga nulljada. Teoreemi 2.2 (a) kohaselt on 
selleks tarvilik ja piisav, et oleks täidetud tingimus (2.8) 
ning eksisteeriks lim^&a^ (к e W). Viimane tingimus järel­
dub ilmselt tingimusest (2.1), kusjuures lim, Aarik = Aa> 
(к e IH) ja |Aa k  j < o>. Seega (vrd. (2.5)) 
4® 4, - a^o>S = E (да
пк 
) (S k  - S) 
ehk 
lim Ax = a QS + E a k(S k  - S) = (a Q  - E a k  )S + E 
iga x g cs korra1. 
(b) Kui A on RJ-regulaarne, siis väite (a) kohaselt 
kehtivad (2.1) ja (2.8). Võttes RJ-regulaarsuse tingimuses 
Ига
д
х = E x k  (x e cs) (2.10) 
x : = e\ saamegi a k  = 1 (k e I N ) .  Vastupidi, kui kehtivad 
(2.1) ja (2.8) ning a k  = 1 (k e IN), siis 2^ Да к  - 0 ja 
v a l e m i s t  ( 2 . 9 )  s a a m e  v õ r d u s e  ( 2 . 1 0 ) .  
Täiendused ja märkused 
Eespool toodud väidete tõestused on pärit й
е ч
«1 
sajandi algusest. Esimesena neist tõestati 1911.a Toeplit^ 
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[244] poolt (lõplike ridadega maatriksite jaoks) teoreem 2.1 
(c), mida kirjanduses nimetataksegi Toeplitsi teoreemiks. 
Teoreemi 2.1 (a) tõestas kolmnurksete maatriksite korral 
Коjima [139], üldjuhul Schur [210], seetõttu kannab see 
tulemus Ко Jima-Schuri teoreemi nime. Teoreemi 2.3 tõestus 
kuulub Carmichaelile [75]. Märgime, et analoogilised viited 
kehtivad ka poolpidevate ja integraaIsete summeerimismenet­
luste puhul (vt. näiteks Hardy [351], III pt., teoreemid 5 
ja 6) . 
Konservatiivsete kõrval uurib summeeruvusteooria üldisi 
maatriksteisendusi Jadaruuaides. öeldakse, et maatriks A 
teisendab jadaruumi X jadaruumi Y, kui iga x «= X.korral jada 
(Ц<а)гкх)е)Г1 eksisteerib ning kuulub ruumi Y. Vastavate tingi­
muste leidmiseks on olemas mitmeid erinevaid meetodeid. 
.Klassikaline meetod seisneb selles, et tingimuste piisavust 
kontrollitakse standardsete, võrratuste abil, tarvilikkustaga 
vastuväiteliselt (tihtipeale nn. "libiseva küüru" meetodil). 
Teine v$imalus on see, mida kasutasime eespool teoreemi 2.1 
toestamisel, ta pShineb ühtlase tõkestatüse printsiibil. 
Kolmas meetod tugineb teoreemile kinnisest graafikust, selle 
idee kuulub Zeller iie [275], meetod ise on täiuslikult välja 
arendatud Wilansky raamatu [259] 8. peatükis. Juhime tähele­
panu veel Jakimovski, Livne, Russe lii ja Tsimbalario töödes 
käsitletud funktsionaalanalüüsile tuginevale meetodile (vt. 
[119], [122], [124]). Põhjaliku tulemuste loetelu koos 
viidetega or ig inaalart iklitele maatriksteisenduste kohta 
annavad Stieglitz ja Tietz [232]. Analüütiliste jadaruumide-
ga n 
h(r) -- {x e u>| £ xrz koondub ringis jzj < r} 
ja n 
h[r ] {x с "j E x r  z koondub ringis |z| 5 r} 
seotud maatriksteisendustest ning vastavast kirjandusest 
annab ülevaate Grosse-Erdmann [107]. Sargent [206] ja Sernber 
[212] uurisid tingimusi, mil maatriksteisendus on kompaktne 
operaator. 
Tulles tagasi konservatiivsete maatriksite juurde, 
märgime, et nad moodustavad Banaohi ruumi m i£>igi endomor-
fismide Banachi algebras L(m,m) kinnise alamaIgebra Г. Idee, 
klassifitseerida konservatiivsed maatriksid konullilisteks 
ja koregulaarseteks, kuulub Wilanskyle [249]. Tähelepanu­
väärne on sealjuures, et Yßigi. konullmaatriksite hulk on 
ideaal algebras Г (vt. Wilansky ja Zeller [264], Wilansky 
[254]). Sellesuunalistest uurimustest vt. veel Brown, Kerr, 
Stratton [66] ja Abel [281]. 
§3. REVERSIIVSE MAATRIKSI SÖMMEEROVUSVALI. 
See, kui  hõlpsasti õnnestus meil eelmises paragrahvis 
funktsionaalanalüüsi kõige üldisematest tulemustest lähtudes 
leida vastused seal esitatud küsimustele, võib anda põhjust 
ülemääraseks optimismiks. Konservatiivsuse ja regulaarsuse 
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puhul on tegemist siiski vaid soodsate eranditega sumroeeru 
vusteooria probleemide seas, ülejäänute uurimiseks vajame 
keerulisemat aparatuuri. Selline aparatuur tugineb sumroeeru-
vusvälja sobivalt valitud topoloogiale. Iga maatriksi A 
summeeruvusväli Сд on vektorruum, täpsemalt,  vektorruumi "  
alamruum. Paraku ei ole ta üldjuhul Banachi ruum. Triviaal­
seks näiteks selle kohta on nullmaatriks 0, mille summeeru-
vusväli on tv,  aga viimane ei  ole teatavasti  Banachi ruum. 
Teiselt poolt on paljude maatriksite A korral Сд tõe­
poolest võimalik varustada normiga nii, et saame Banachi 
ruumi. Ohte niisugust maatriksite klassi me selles para­
grahvis enne üldise juhu juurde asumist vaatlemegi. 
Maatriksit A nimetatakse reversiivseks, kui tema poolt 
nääratud operaator А : Сд * c on pööratav, s.t. kui iga 
у « c korral leidub parajasti üks jada x e с
д
, et kx - у. 
Kuna operaator A on lineaarne, siis võime öelda, et 
reversiivne maatriks k< 
lineaarse isomorfismi. 
orraldab vektorruumide Сд ja с vahel 
LAOSI 3.1. Reversiivse maatriksi A  korral kehtivad 
Järgmised viited. 
( a )  S u m o e e r u v u s v * l i  Сд on Banachi ruum normiga 
*х*д := * Axl^ (x e Сд). 
(b) Funktsionaal f on Banachi ruumis (Сд, I «
д
)  p i d e v  J a  
lineaarne parajasti siis, kui ta on esitatav seosega 
f(x) = A»lim f tx + t(Ax) (x e С д ) ,  (3.1) 
kus А »  e  О С  ning t e l .  Seejuures 
•£• = И * -U,. ,3. 2 )  
Taastus. (a) IIns«It on A : (с
д
,1 I > . ( o  , , , l s o_ 
meetriline isomorfism ning kuna (с,» #m) О П  Banachi ruum, 
siis on seda ka (сд,« "д). 
(b) Lihtne on veenduda, et f e 
С
д  parajasti siis, kui f 
on esitatav kujul 
f - g • А, kus g с с'. 
Tõepoolest, f = (f • А - 1) » А, ning kui f e „ ' 
- . -1 , . -1 G а , sus 
* c  ' 5 e s t  A  6  b<o,o A). Vastupidi, toi kehtib 
(3.3), siis on selge. et f . oj. Valemi (3.1) ning «rduse 
(3.2) saame seosest (3.3), pidades silmas pideva lineaarse 
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funktsionaali üldkuju (1.3) Banachi ruumis (c, < *„>> • 
Reversiivse maatriksi definitsioon ei ütle midagi 
maatriksi pööratavuse kohta. Nende kahe mõiste vahekorra 
suhtes annavad icPningast selgust järgmised kaks näidet. 
Nä ide 1. Maatriks 
A -
1 1 1 1 1  
1 0  1 1 1  
10 0 11 
1 0 0 0 1 
on reversiivne. Selles veendumiseks paneme tähele, et kui 
Ax = 0, siis 0 = - *, = ЦЛ = •••• 
s.t. x = 0. Järelikult on operaator А : Сд > с üksühene. 
Antud у e с korral moodustame jada x, kus x o  — lim у, 
x^ y k  l  - y k  (к = 1,2,...), siis у - Ах. Niisiis. 
А[сд] - с ning kokkuvõttes on maatriks A reversiivne. Samal 
ajal ei ole ta pööratav. Tõepoolest, kui С oleks А 
vasakpoolne pöördmaatriks, siis peaks tema esimene rida 
(c , ) rahuldama tingimusi Ес
л
, - 1 ja 0 - c_ - с + с 
Ox О* OO OO Ol 
+• с = .... kuid need kaks tingimust on omavahel vastuolus. 
Näide 2. Regulaarne maatriks 
2/3 1/3 0 
A : = 2/3 1/3 0 . 
0 2/3 1/3 . 
on pööratav, tema pöördmaatriks on 
3/2 -3/4 3/8 -3/16. . . 
0 3/2 -3/4 3/8 
0 0 3/2 -3/4 . . . 
Sealjuures ei ole ta reversiivne: jada 0 e 
rahuldab võrrandit Ax = 0 ka jada ((-2)"). 
lirval 
Toodud näidete põhjal saame teha järelduse, et rever^ 
U* 
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stiv»e maatriks ei prtpagi olla pööratav ning pööratav oaat 
rike ei pea olema reversiivne. Lihtsam on olukord 
normaaleete maatriksite puhul. Meenutame (vt. §1). et  nii  
nimetatakse maatriksit A, mille korral a^ * 0 ja arJt  - 0 • 
kui к > n (n « W ) . 
Kõigepealt veendume, et normaalne maatriks A on pööra­
tav. Lahtume võrrandist AC = I, s.t. tingimustest 
.E = 6r,k <n,k«IH). (3.4) 
Juhul n = 0 on võrrand (3. 4 )  kujul a00c0k = £>oV, millest 
coo r 1/aoo Ja cow = 
randist (3. 4 )  seosed 
с - l/а ja с
о Ь  
= 0 (к = 1,2, ...). Kui п - 1, saame vir­
aioCoo 4- a с ii so -  0 ,  
0 
О
 
0 
«
*
 
+ 
а с ii ii =  1 ,  
a,0C0V. 4- ailClk 
О
 
II (к - 2,3, . .  . )  
kust 
а 
1 1 
cu " а ( )  ( 1  aio coi )  ~ а 4 1  ' 
C i k  =. - — а 1 0с 0 к  =0 (к = 2.3....). 
Nii jätkates saaoge üheselt mMuratud võrrandit AC - I rahul­
dava normaalse maatriksi С, kus 
1 i-s 
°u = 1^ 7 (6ч. " j? o aij c$k >  ( i' k  e  ">• 
Näitame, et maatriks С rahuldab tingimust CA = I. Kuna A ja 
С on normaalsed, siis korrutised CA ja A(CA) eksisteerivad 
ning, pidades silmas paragrahvis 1 tehtud märkusi lõpmatute 
maatriksite korrutamise kohta, saame A(CA) = (AC)A = IA = А, 
mistõttu A(CA - I) = 0. Arvutaae A(C + (CA - I)) - AC 
+ A(CA - I) =1 + 0 = I, seega С + (CA - I) on A parempoolne 
pöördmaatriks. Et aga С oli A üheselt määratud parempoolne 
pöördmaatriks, siis CA - I. 
Kokkuvõttes oleme näidanud, et normaalne maatriks A on 
pööratav. Tema pöördmaatriksit tähistame edaspidi 
А  • • =  ( - — v l  > ,  s e e  o n  s a m u t i  n o r m a a l n e ,  k u s j u u r e s  -  -  1 /  
(n « W ). 
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LAOSI 3.2. Normaalne maatriks A on reversiivne ja 
pÕÖrdoperaator A~ : с -» on määratud maatriksi A pöörd­
maatriksiga A 1 . 
Tõestus. Väite tõestamiseks tähistame operaatori, mis 
on antud maatriks teisendusega x = A~*y, tähega C, ning 
näitame, et 
A • С = С • A = I. 
Kõigepealt arvutame у e с korral 
г» к 
(А - С)у = А (Су) Е а , Е -и*).. 
г  (  Е  Е  а  . у . )  =  <  Е  *  •  У ,  >  
- . _ 
о 
nk kv'v л . r»i 'х п 
s.t. А • С = I. Edasi, kui х е е., siis 
У. 
(С . А) х  = С (Ах) = ( Е - k i  Е а .  Х . ) к  
V = о  j= o  
= <Л (. EAt W> = (Л = х-
i=o 1= J J=o 
s.t. С • А = I. 
Suurem enamus klassikalistest summeerlmismenetlustest 
on normaalsed. Eelmises paragrahvis defineeritud Cesaro 
menetluse С (- > -1) pöördmaatriks (у**, ) esitub kujul 
- „ J (V^)(n-k-l }, kui k < n_ (3.5) n-k 
0, kui к > n. 
Rieszi kaalutud keskmiste menetlus M^ ning Nörlundi menetlus 
on normaalsed parajasti siis, kui * 0 (к e N). Menet­
luse M pöördmaatriks (p . ) on kujul 
L 0 ,  kui к < n-1 v õ i  к >  n.  
P n/p n, kui к = n, 
-P , /p , kui к = n- 1, (3.6) 
Erijuhul p v  = 1 (к e IN) saame aritmeetiliste keskmiste 
menetluse C 4  pöördmaatriksi 
С -
1 
- 1  2  
-2 3 
-3 - 4 
(3,7) 
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Täiendused ja märkused 
Summeeruvusväljade topoloogilise struktuuri * 
sai alguse Poola f uriktsionaalanalüütikute töödes . 19. »• 
andis Lvovi ülikool oma auhinna Ma zur iie sumioeer imismenex, 
luste kooskõlaprobleemi lahendamise eest (vt. §11). oeli.es 
auhirinatöös (vt. [1643 ) rakendas autor tollal alles 
kujunemisjärgus olevat normeeritud ruumide teooriat. Mitmed 
summeeruvusteooria probleemid said lahenduse Banachi kuulsas 
monograafias [10 3. Näiteks leitakse seal reversiivse maat­
riksi A puhul iga A-summeeruva jada x jaoks järgmine esitus 
(vrd. §11)'-
xk  = ^limAx + E ck l(Ax). <£1^11 < k  e, w  > • 
Kui A on normaalne, siis (-k) - 0 ja С - А 1  . MittenormaaIse 
A korral on С küll parempoolne, kuid mitte tingimata vasak­
poolne pöördmaatriks. Seejuures võib (-k) olla isegi tõkes­
tamata jada (vt. Macphail ja Wilansky [1573). ülaltoodud 
näited kuuluvad Wilanskyle ja Zellerile (vt. [2603, [2533, 
12.4). 
Märgime, et maatriksi reversiivsus ei ole tarvilik 
tingimus selleks, et tema summe eru vusvä li oleks Banachi 
ruum. Allpool (vt. §7) tõestame, et kui A ei sisalda null-
veerge ja iga x e с
д  
korral lx**"-= s uP„, mlž£= 0 &т.ъ\ I <  0 0• 
siis (c., * I*) on Banachi ruum. 
А 
Banachi ruumide teooria meetodite rakendamise kohta 
summeeruvusteoorias vt. Wilansky [2493, reversiivsete maat­
riksite üldise käsitluse kohta vt. Wilansky ja Zeller [2603, 
[2633 . 
§4. F-BÖÜMID 
Kui reversiivse maatriksi summeeruvusväИ on Banachi 
ruum, siis üldiste maatriksite korral vajame summeeruvus­
vä 1 ja struktuuri kirjeldamiseks üldisemat tüüpi ruume. 
Selleks defineerime käesolevas paragrahvis F-ruumid ja tut­
vume nende põhiliste omadustega. Me ei sea endale eesmärgiks 
esitada F-ruumide süstemaatilist teooriat, piirdume vaid 
üldise skeemiga ning nende faktidega, mida me allpool vajame 
summeeruvusväljade. uurimiseks. Seejuures rõhutame analoogiat 
normeeritud ruumidega, F-ruumide geomeetrilised ehk topo-
loogilised omadused jäävad siinkohal tahaplaanile. 
Olgu X vektorruum. Fun kts ionaa li p : X - 0? nimetatakse 
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poolnormiks. kui ta rahuldab tingimusi 
p ( x >  >  0 ,  
p(*x) = |xjp(x), 
p(x+y) 5 p(x) + p(y) (x, у e x, x g DC). 
Selle definitsiooni järgi on iga norm poolnorm, täpsemalt, 
selline poolnorm, et 
p(x) - 0 x - 0. 
Lihtne on veenduda, et poolnormi p korral kehtib võrratus 
|p(x) - p(y)j 5 p(x-y) (x,y g X). 
Vektorruumi X koos temal määratud lõpliku või loen-
duva poolnormide süsteemiga >, mis eraldab punktid ruumis X, 
s.t.rahuldab t ing imust 
Vx g  X \  { 0 }  Э р  б  У  :  p( x )  *  0 ,  ( 4 . 1 )  
nimetama loenduvnormeeritud ruumiks ja tähistame (X,^) või 
lihtsalt X, kui see ei tekita arusaamatusi. On tlmne, et 
lõpliku süsteemi У - {p , . . ., p m> korral on X normeeritud 
ruum normiga 8 x8 E.™ 0  p. (x) (x « X). Teisalt on iga 
normeeritud ruum (X, 8 8) vaadeldav loenduvnormeeritud ruu­
mina , kus ? - Ц| l e W} ja pj i I 8 iga 1 g W korral. Nii­
siis, meil on tegemist normeeritud ruumi üldistusega. 
Osutub, et loenduvnormeeritud ruum (X,-?) on meetriline 
ruum, kui kaugus punktide x ja у vahel defineerida seosega 
(x-y) 
d ( x , у )  : =  E  2 " 1  
1  + p i  (x-y) -
Jätame lugejale kontrollida, et d(x,у) rahuldab vektorruumis 
X meetrika aksioome. Märgime vaid, et kolmnurgaaksioomi 
kontrollimisel kasutatakse funktsiooni t/(l + t) (t i 0) 
monotoonsust ning võrratust 
a+h 
1+a+b « » . b i  w .  
Vahetu kontroll näitab veel, et antud meetrika on nihke suh­
tes invariantne, s.t. 
d(x + "z, у + z) - d(x,y) (x.y.z e X). 
Elemendi x kaugust ruumi X nullpunktist tähistame !x!, nii­
siis , 
!x! d(x,0). 
Funktsionaa li ! ! : X -» B? nimetatakse paranormiks vektor-
ruumis X. 
Kuivõrd <X,-"P) on meetriline ruum, siis on temas defi­
neeritud jada koonduvus . Nagu harilikult, märgime jada x t r" 
koonduvust elemendiks x kas x' r" -* x (vajaduse korral ka 
3 1  
x"* -• x( (X, 5>))) või lim„ x'n >  - x. Koonduvuse definitsiooni 
kohase lt 
CT» -j , I f7"»> I _ л 
x •* x «• lim !x - x! - О 
p .  ( x ' n > -  x )  -
- 4» E 2"1  ~77Г> x  = °-
l 1+p. (x - x) 
Kasutades rea ühtlase koonduvuse Weierstrassi tunnust, saab 
näidata, et viimases tingimuses vasakul pool olev rida koon­
dub ühtlaselt n e N suhtes, mistõttu 
. p {(x'n >- X )  p. (x t n >- X )  
l^m E 2 ~ ? 2  lim 
1 4- P l  (x - x) 1  1 + p. <x' - x) 
Kokkuvõttes saame 
LAOSE 4.1. Jada (x*') koondub elemendiks x ruumis 
il,?) parajasti siis, kui 
Pk (X t r >* - x) -* 0 (t e IN , n -» oo) . 
Analoogiliselt näidatakse, et jada (x ) on Cauchy 
jada ruumis (X,-*) parajasti siis, kui 
рЛх™- x l >) - 0 (S e W, n,l - ®). 
s.t.kui 
V« > 0 Vi e IN 3 H. 6 IN : n,l > 11 4 ^ {x'n>- x<l>) < «. 
Alamhulka D с: X nimetatakse tõkestataks, kui s uPx ej) P(x) < ® 
(p e >), s.t. kui iga poolnorm p <s 3> on hulgal D tõkestatud. 
Enne, kui püstitada probleemi lineaarsete operaatorite 
ning funktsionaaIide pidevusest loenduvnormeeritud ruumides, 
leiame tingimuse poolnormi pidevuseks. 
LAOSE 4.2. Olgu q poolnorm ruumis (X,^>. Järgmised 
tingimused on samaväärsed: 
(a) q on pidev, 
(b) q on pidev punktis 0, 
( c )  leiduvad m  s  I N  ja ü >  0 ,  e t  
q(x) < M E I\(x) (x e X). 
Tõestus. On selge, et (a) * (b). Implikatsiooni 
(b) -• (c) tõestamiseks oletame, et tingimus (c) ei kehti 
siis leiduvad elemendid x""« X ja arvud К > 0 et 
32 
lim r  К, - cd riing 
q(x n >) ž К, E P.(x < n >) (n <= « ). 
Valime arvud с
т  
> 0 selliselt, et c r^_ 0  p {  (x) * 0, aga 
K,c^I^' = o  p. ((х г") -*<ю (n •* oo). Siis iga j 5 л korral 
, (ГО " (rV , -p . ( C n X  )  s  E Р; Сс пх ) - 0, 
s.t. c rx ( r" -»0 (n •* oo), Teiselt poolt, q(cnx t n >) -» oo, 
miststtu q ei ole punktis 0 pidev. 
Lõpuks näitame, et (c) •* (a). Tõepoolest, kui x e X ja 
x ( r" -* x, siis tingimusest (c) saame 
I q (X< r , >) - q(x) J 5 q(xT , >- x) 5 M E Р. (x' r >- x) •*' 0 (n » oo), 
l = o  
s.t. q on pidev punktis x. 
Tõestatud väitest selgub muuseas, et ruumis (X,-?) on 
kõik poo lnorm id p e pidevad. 
Asudes nüüd uurima lineaarsete operaatorite pidevust, 
lepime kõigepealt kokku tähistuste suhtes. Olgu (X,**) ja 
(Y,Q) loenduvnormeeritud ruumid. Kõigi pidevate lineaarsete 
operaatorite T : X - Y vektorruumi tähistame L(X,Y). Eriju­
hul, kui Y = К, nimetatakse vektorruumi L(X.K ) ruumi (X,>) 
kaasruumiks, ning tähistatakse X' või täpsemalt (X,>)' . 
Mäletatavasti on normeeritud ruumide korral lineaarse 
operaatori pidevus samaväärne tema tõkestatusega, viimast on 
aga enamasti 'hõlpsam kontrollida. Me anname järgnevalt 
pidevusega samaväärse lihtsamini kontrollitava tingimuse li­
neaarsete operaatorite jaoks ka loenduvnormeeritud ruumides. 
LAOSE 4.3. Olgu (X,^) ja (Y,Q) loenduvnormeeritud 
ruumid ning T : X -» Y lineaarne operaator. Järgmised tingi­
mused on samaväärsed-
(a) T on pidev, 
(b) T on pidev punktis 0, 
(c) iga q e Q korral on q • T pidev, 
(d) iga q g Q korral leiduvad m « W ja M > 0, et 
q (T (X )  )  5  ME P ; ( x )  ( X  « Е  X). 
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Tõestus. Operaatori T lineaarsusest saame, 
(a)  *• (b) ,  i lmse l t  keht ib  (b)  ( c ) .  Lauses t  4 . 2  j ä r e l d  
( c )  •+ (d) .  J ä ä b  tões tada  impl ikat s ioon  (d)  • *  ( b > .  K u i  
х
, п >  
- о ((ХЛ)>, siis p. (x r , >) - 0 (i e IN) ning iga q e  
korral saame tingimusest (d), et q(T(x " )) » 0. Seega on ope 
raator T punktis 0 pidev. 
JABELDOS 4.4. Lineaarne funktsionaa1 f on ruumis (X,*) 
pidev parajasti siis, kui leiduvad m e IN ja M >0, et 
|f(*)| SHE р. (x) (x e -X). (4.2) 
Jätame lugejale iseseisvalt veenduda, et lause 4.3 
tingimus (d) tähendab tegelikult operaatori T t&kestatust, 
s.t., et T teisendab iga tõkestatud hulga tõkestatuks para­
jasti siis, kui ta rahuldab tingimust (d). Niisiis, ka 
loenduvnormeeritud ruumide puhul on lineaarne operaator 
pidev parajasti siis, kui ta on tõkestatud. 
Me ütleme, et loenduvnormeeritud ruumid (X,^) ja (Y.Q) 
on isomorfsed, kui leidub niisugune pööratav pidev lineaarne 
operaator T *- X •» Y, mille pöördoperaator T : Y -» X on 
samuti pidev. Tegemist on lineaarse ja topoloogilise iso­
morfismiga ruumide X ja Y vahel. Kui loenduvnormeeritud ruu­
mide (X,-?) ning (X,Q) vahel korraldab ühikoperaator 
I : (X,>) •* (X,Q) isomorfismi, siis ütleme, et poo lnorm ide 
süsteemid ? ja Q on ekvivalentsed. 
LAIKE 4.5. Kui loenduvad poolnormide süsteemid & ja Q 
eraldavad punktid vektorruumis X, siis Järgmised tingimused 
on samaiaä rsed-
(a) ? ja <5 on ekvivalentsed, 
(b) iga q e Q on pidev ruumis (X,-») ja iga P e ? on pidev 
ruumis (X,Q), 
(c) xn  •* 0 ((X,5>)) «• xn  -* 0 ((X,Q)). 
Selle väite jätame lugejale kontrollida. Märgime veel, 
et kui (ХЛ) on loenduvnormeeritud ruum, siis süsteem * 
•--- (p t  } i e «>. kus Pt (x) := ^:o P k(x) (x e  X) on esialgse 
süsteemiga ekvivalentne. Niisiis, me võime iga loenduvnor­
meeritud ruumi (ХЛ) korral eeldada, et süsteem * rahuldab 
tingimust 
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P0  (X) 5 P t  (X) 5 . . . < p i  (x) s ... (x e X) . 
Sel juhul öeldakse, et ? on suunatud süsteem. 
Normeeritud ruumi omaduste uurimisel mängivad pidevad 
lineaarsed funktsionaalid väga olulist oea, kusjuures enamus 
vastavasisulisi tulemusi tugineb Hahn-Banachi teoreemile. Me 
formuleerime selle teoreemi siin tema üldisel kujul. Kuna 
tõestus ei erine põhimõtteliseIt sellest funktsionaali jät­
kamise printsiibi tõestusest, mis harilikult esitatakse 
funktsionaalanalüüsi põhikursuses, siis jätame ta vahele ja 
soovitame lugejale vajaduse korral õpikuid C319] (lk. 
135-133) ja [132] (lk. 478-482). 
TEOREEM 4.6. Olgu q poolnorm vektorruumis X ning g 
selline lineaarne funktsionaal alamruumis L с X, et 
|g(x)| 5 q(x) iga x e L korral. Siis leidub lineaarne 
funktsionaal f vektorruumis X, mis rahuldab tingimusi 
Kui L on loenduvnormeeritud ruumi (X,^) alamruum, siis 
on (L, -^j^) samuti loenduvnormeeritud ruum, kus 
Rakendades funktsionaaIile g ja poolnormile q teoreemi 4.6, 
saame f e X', mis rahuldab tingimusi (4.3) ja (4.4). Niisiis 
kehtib järgmine funktsionaali Jätkamise printsiip loenduv­
normeeritud ruumis. 
TEOREEM 4.7. Olgu L ruumi (X,5>) alamruum ja 
g e ( L ,  ?\L)' • Siis leiduvad f e X', m g IN Ja M >0, et 
f (X) = g (X) (x e L), 
j f  (x)j < ME P j (x) (x e  X). 
Edasi tõestame nõned kasulikud järeldused Hahn-Banachi 
teoreemist. 
f(x) - g(x) (x e L), 
| f(X)j 5 q(x) (X e X). 
(4.3) 
(4.4) 
* I L  "  t P l L  I  P  e  * > •  
Iga g e L' korral ]eiduvad m e JN ja M > 0, et (vrd. (4.2)) 
j g (x) j < ME Pc(x) q (x) (x e L). 
5 *  
35 
LAOSE 4.8. Kui funktsionaal f e (X,^)' rahuldab v&rra 
tust (4.2), siis leiduvad sellised funkts ionaa lid f 0. • • • • •». 
(ХЛ)', et 
f = f o+ . . .+ f m, |f. (x)| 5 Mp.(x) (x g X, i = 0, ....«) • 
Tõestuse esitame juhu1 M = m = 1, s.t. eeldusel 
|f(x)I 5 p(x) + q(x) (x g X), 
kus p,q g . üldisel juhul on tõestus analoogiline . Tähista­
me h((x,y)) •-= p(x) + q(y) (x,y g X), lihtne on veenduda, 
et h on poo lnorm vektorruumis X X X. Märkides g ((x, x)) '-=• 
f (x) (x е X), saame alamruuais H :={(x,X)| x g X} lineaar­
se funktsionaali g. Kuna |g((x,x))| 5 h((x,x)) ((x.x) g H), 
siis saab g Hahn-Banachi teoreeai abil jätkata kogu ruumile 
Xx X lineaarseks funktsionaaliks G nii, et |G((x,у))| 5 
h( (x,y)) = p(x) *• i(y) ((x.y) « Xx X). Hüüd defineerime 
funkts ionaa lid fQ  ja f t  ruumis X seostega fQ  (x) •-= G( (x,0 )) 
Ja f f(x) := G((0,x)>, siis^ 
f = f0  + f,. |fD(x)| < P(x), |f4(x)| 5 q(x) (x g X). 
Viimastest võrratus test järeldub, et fQ.fJ  e  X'. Väide on 
tõestatud. 
Järgmine väide vastab normeeritud ruumide teooriast 
tuntud teoreemile piisavast arvust funktsionaaIidest. 
LAOS8 4.9. Kui q on pidev poolnorm ruumis (ХЛ) ning 
z g X, siis leidub f « X', et 
f(z) - q (z ) , If(X)J S q(x) (x e X). 
Tõestus. Tähistame L : = <z> := {Xz| X e K) ning moodus­
tame funktsionaali 
g ". L • К, Xz -» Xq(j), 
Et g(z) =• q(z) ja 
|g(Xz)| = |Xg(z)| = |x|q(z) = q(Xz) (X e DC), 
siis Hahn-Banachi teoreemi kohaselt leidub lineaarne 
funktsionaal f- X K, mis rahuldab tingimusi (4 3) ja 
(4.4). Tingimusest (4.4) järeldub ka funktsionaali f 
pidevus, seega on tal kõik nõutud omadused 
JABKLDOS 4.10. Loenduvnormeeritud ruumi X kaasruum X' 
eraldab punktid vektorruumis X. 
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Tõestus. Kui z g X ja z * 0, siis tingimuse (4.1) tõttu 
leidub p g et p(z) * 0. Lause 4.9 põhjal saame leida 
sellise f G X', mis rahuldab tingimust f(z) - p(z), seega 
f (z ) *• 0 . 
LAOSE 4.11. Loenduvnormeeritud ruumi ( X , ^ )  alamruumi L 
korral kehtivad järgmised vä ited. 
(a) Kui z g X \ L, siis leidub f g X', et kern f :> L ja 
f(z) = 1. 
(b) Kui L on kinnine ja z e X, siis ka L ® <z> on kinnine. 
(c) Iga z  g X  korral L » < z > = L » < z > .  
Tõestus. (a) Kõigepealt märgime, et kuna z ^ L, siis 
le iduvad « > 0 ja m g W , et 
E P j ( x - z ) 2 r «  ( x  g  L ) .  ( 4 . 5 )  
Tõepoolest, vastasel korral saaksime valida niisuguse ele­
mentide jada (x™) alamruum is L, et Z^_op. (x t r°- z) -» 0 
(n -* со) . Sellest aga järelduks x< n >  -» z, mis on vastuolus 
eeldusega z ^ L. 
Defineerime funktsionaali 
g :  L ® < z > - » K ,  у  • - =  X  +  X z - » X ,  
siis g on lineaarne, kern g ^ L ning g(z) = 1. Näitame, et g 
on pidev alamruumis L » <z>. Kui x + Xz g L ® <z> ja X * 0, 
siis - (xA ) g L ning võrratuse (4.5) tõttu E™_0P t  (- (xA )- z) 
ž £ . Seepärast 
jx j m - ™> 
|g(y)| = M 5 — £ pj(-* - z) = ^ E Pt<y) 
iga у g L ® <z> puhul, millest järelduse 4.4 põhjal saame, 
et g g (L <$> <z>)' . Rakendades teoreemi 4.7, jätkame g kogu 
ruumis pidevaks funktsionaaliks f, millel on nõutavad 
omadused. 
(b) Olgu L - L, võtame alamruumis L ® <z> elementide 
y' r" x'T" +X^z jada, rais koondub ruumis X mingiks punk­
tiks у. Kuna eelpool defineeritud funktsionaal f on pidev, 
siis lira rX r  - f(y>. Seega x' r" - y' r >- X^z •* у - f(y)z -: x. 
Tänu alamruumi L kinnisusele kehtib x g L ning 
у - x f(y)z g L ® <z>. Kokkuvõttes tõestasime, et L ® <z> 
on kinnine. 
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(с) Kuna L с L ® <z>, siis L с L ® <z> ning L  ф  2 7  
с L ® < z > . Vastupidi, s isa lduvuse s t L ® <z> с L ® < 2 >  ^ r e^ 
dub väite (b) tBttu, et L ® <z> с L ® <z> - L ® <z>. 
JABELDOS 4.12. Olgu L loenduvnormeeritud ruumi 
JPikjal tihe alamruum. Kui funktsionaaIide f,g e X' 
f lL  = e|L, siis f = g. 
ütleme, et jada (x< r > >) koondub r&rgalt elemendiks x 
loenduvnormeeritud ruumis (X,^) ja tähistame x —• x 
(vajaduse korral ka x'" —» x( (X,*)), kui 
f(x"') * f (x) iga f e X' korral. 
Märgime nõrga koonduvuse nßningaid omadusi, mis normeeritud 
ruumide korral on meile teada funktsionaalanalüüsi kursu­
sest . 
LAOSE 4.13. Kui x i r" -» x ruumis (X,^), siis x' r" —•* x. 
Toestus. Kehtigu x' ' •* x, siis p. (x' r >  - x) -» 0 
(i e W ) . Seepärast iga f e<' korral (vrd. järeldus 4.4) 
I f (Х<л>) - f (x) I = |f(x c n >  - x) j < ME p.(x n >  - x) - 0, 
tähendab, f (x ) •* f(x). Järelikult x' r" —* x. 
LAOSE 4.14. Kui x ' • x ruumis (X,^), siis 
(a) piirväärtus x on üheselt määratud, 
(b) leidub elementide x lineaarsete kombinatsioonide jada 
(z , T > >), et zn >  - x((X,*>>. 
Tõestus. Väite (a) jätame lugejale kontrollida. Väite 
(b) tõestamiseks tähistame L : = Iiri {x'n >jn e M > ja  oletame 
vastuväitel ise lt, et x #? L. Rakendades lauset 4.11 (a), saab 
leida funktsionaali f e X' tingimustega f(x) = 1 ja 
f(x t T") = 0 (n e «), mis on vastuolus eeldusega xw—* x. 
Me võiksime analoogiliselt nõrga koonduvusega definee­
rida ka jada nõrga tõfcestatuse, kuid järgmine lause näitab, 
et see omadus ei erine jada tõkestatusest 
(X.*) 
korral 
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LAOSE 4.15. (a) Loenduvnormeeritud ruumi (Х,У) elemen­
tide jada (x<r") on tõkestatud parajasti siis, kui 
sup jf(x' r")} < cc iga f € X' korral. (4.6) 
(b) Iga r&rgalt koonduv jada loenduvnormeeritud ruumis on 
tõkestatud. 
Tõestus, (a) Tarvilikkus. Olgu f e X' . Kui jada (х1л>) 
on tõkestatud, siis arv jadad (p. (xw >) )n  on iga i e IN korral 
tõkestatud. Tingimuse (4.6) saame vahetult järeldusest 4.4. 
Piisavus. Eeldame, et tingimus (4.6) on täidetud ning 
tähistame suvalise p e 3> korral 
X'p  (f e X'| ЭМ > 0 :|f(x)| 5 Mp(x) (x e X)>. 
Nagu näitab vahetu kontroll, on Xp  normeeritud ruum normiga 
»f» := inf{ M > О I |f(x)| < Mp(x) (x eX)> 
= sup(|f(x)} I p(x) 5 1}. 
Veelgi enam, täpselt samuti, nagu tõestatakse normeeritud 
ruumi kaasruumi täielikkus, veendutakse, et (X',* * ) on 
p p 
Banachi ruum. Defineerime funktsionaalid 
F r i  - . X ' p  -  ОС,  f  -  f  ( x w > )  ( n  e  IN ) .  
Ilmselt on need lineaarsed, kuid ka tõkestatud: 
| F n ( f  ) |  -  | f  (xm >)| Г- Hf l p (x n >) ( f  e  J £ ,  n  e  I N ) .  
Seega Fy -  e (X^)' ja #^ p(x< r") (пей). Teiselt poolt 
saab lause 4.9 põhjal iga n « W korral leida f t r , >e X' oma­
dustega öf' r Jn^ ^ 1 ja f(x , r > >) = p(x). Seetõttu 8 
= sup{ jf (xm z) I j "fHp  5 1> > p (xn >), järelikult kehtib 
võrdus в F r_l = p(x' r >) (n e IN ). Kuna ff (x T" ))on tõkestatud 
arvjada iga f e X' puhul, siis on funktsionaaIide jada (F ) 
punktiviisi tõkestatud Banachi ruumis X^ . ühtlase tõkesta tü­
se printsiibi põhjal moodustavad normid *F r8 tõkestatud arv-
jada . Seega oleme näidanud, et sup r  p(x' r , >) < ® iga p e ? 
korral, niisiis on jada (x'T") tõkestatud ruumis (X,^). 
Väide (b) järeldub vahetult väitest (a). 
Täielikku loenduvnormeeritud ruumi nimetatakse Frechet' 
ehk F-ruumiks. Iga Banachi ruum on F-ruum, kuid Banachi 
ruumid ei ammenda kogu F-ruumide klassi. Lihtsaimaks ja tun­
tuimaks F-ruumiks, mis ei ole normeeruv, on kõigi arv jadade 
vektorruum ь> poo lnormidega r. (x) := | x l  | (i e IN) (vt. §5). 
Loomulikult on iga F-ruum kui meetriline ruum ka topo-
loogiline ruum, seepärast räägime me allpool nõnikord ka 
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F-topoloogiast. 
Teatavasti tugineb lineaarsete operaatorite teooria 
Banachi ruumides kolmele p&hiprintsiibile, need on funktsio­
naali jätkamise, lahtise kujutuse ning ühtlase tõkestatuse 
printsiip. Analoogilised väited moodustavad ka F-ruumide 
korral selle aluse, millele rajaneb pidevate lineaarsete 
operaatorite uurimine. Ohte neist kolmest, nimelt 
funktsionaali jätkamise printsiipi, me juba tunneme (vt. 
teoreem 4.7). 
TEOREEM 4.16 (lahtise kujutuse printsiip). Olgu (X,f) 
Ja (Y,Q) F-ruumid. Kui operaator T e L(X, Y) on sürjektiivne, 
siis on ta lahtine, s.t. teisendab iga lahtise hulga lahti­
seks hulgaks. 
Tõestus ei erine põhimõtteliselt ega ka detailides 
sellest tõestusest, mis on toodud näiteks Kangro õpikus 
[132] (lk. 469-472) Banachi ruumide korral. Tuleb vaid norm 
1 I asendada paranormiga ! ! ning kasutada järgmist 
F-ruumide omadust. 
LAOSE 4.17. Kui on selline elementide rida F-ruu­
mis X, et Ц,! к,, •' < 00, siis see rida koondub. 
Tõestus. Kuna ^ ^  ! < ">, siis m n korral 
: E Xv - E X), ! - ! E X,, ! < E ! x. ! - 0 (n - =>), 
k = o  к  =  о  к  =  r » < -  *  к = т > « - 1  
s.t. rea osasumroad moodustavad Cauchy jada. Et X on 
täielik ruum, siis rida koondub. 
Lahtise kujutuse printsiibist järeldub 
TEOREEM 4.18 (teoreem pöördoperaatorist). Olgu (X,P) 
Ja (Y.Q) F-ruumid. Kui operaator T e L(X.T) on pžöratav, 
s i i s  T ' 4 e  L ( Y ,  X ) .  
Tõestus. Teatavasti on pööratava lineaarse operaatori 
löördoperaator lineaarne, niisiis jääb näidata vaid operaa­
tori T"1  pidevus. Olgu G e X lahtine hulk, siis (T_ 1)_ 1(G) 
- T ( G )  o n  t e o r e e m i  4 . 1 6  j ä r g i  l a h t i n e .  S e e g a  o n  o p e r a a t o r i  
T suhtes lahtiste hulkade originaalid lahtised, mis tähen­
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dabki tema pidevust. 
Meenutame, et vektorruumide X ja Y otsekorrutis 
X X Y := {(x,y)| x e X, у e Y) 
on vektorruum, milles lineaarsed tehted on defineeritud 
koord inaad it i: 
(x,y) + (x',y') := (x+x' , y+y' ), X (x, у) (Xx.Xy) (X e DC). 
Kui (X,^) ja (Y,Q) on loenduvnormeeritud ruumid, siis 
tähistame 
у >  X  Q  : =  ( r .  j  j  i , j  e I N  } ,  
kus 
r.((x,y)) := p»(x) + q. (у) (x € X, у e Y, i, j e I N ) .  
Jätame lugejale kontrollida järgmised väited. 
1° Furiktsionaalid r •• X X Y » D? (i, j e IN ) on poolnormid 
ning süsteem У X о. rahuldab vektorruumil X X Y tingimust 
(4.1), s.t. (X X 4x Q) on loenduvnormeeritud ruum. 
2° Jada ((x' r",y' r")) koondub elemendiks (x.y) ruumis 
(X X Y,5> x Q) parajasti siis, kui x'n> -» x((X,J>)) ja yr" 
* y((Y,Q )). 
3° Kui (ХЛ) ja (Y,<5) on F-ruumid, siis ka (X X  X  Q) on 
F-ruum. 
Olgu (X,^) ja (Y,Q) loenduvnormeeritud ruumid. öel­
dakse, et operaator T : X * Y on kinnine, kui tema graafik 
gr T := {(x,T(x))I x e X} 
on kinnine alamhulk ruumis (X x Y,^ X  Q). Nii nagu normeeri­
tud ruumide korral, on ka siin operaatori T kinnisus sama­
väärne implikatsiooniga 
CT» . (Ti> . m у x 
x  » x ,  T ( x  )  - •  у  • *  T ( x )  +  y ,  
millest muuhulgas järeldub, et iga pidev operaator on 
kinnine. 
TEOREEM 4.19 (teoreem kinnisest graafikust). Kui (X,P) 
ja (Y,Q> on F-ruumid ning T : X •* Y on kinnine lineaarne 
operaator, siis T e L(X,Y). 
Tõestus. Kõigepealt märgime, et gr T on F-ruumi (X X  Y, 
X Q) alamruum, mis eelduse kohaselt on kinnine, seega 
samuti F-ruum. Defineerime operaatorid 
S gr T - X, (x, T (x)) - x, 
6  
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SY". gr T - Y, (x, T (x)) - T(x) . 
Ilmselt- on bi je kt iivne lineaarne operaator ning seejuures 
ka pidev, kuna iga i g N korral kehtib võrratus 
p. (S^((x,y))) - рЛх) 5 г Л(х,у)) (x g X, у g Y, j g IN ) 
(vrd. lause 4.5). Teoreemi 4.18 järgi on S^1  : X -» gr T pidev. 
Kuna operaator S^ on pidev ning T = , siis on T-
X -* Y pidev operaator . 
Järgmine teoreem on ühtiase tõkesta tüse printsiibi 
analoog. 
ТВОИМ 4.20. Olgu (ХЛ) Ja (Y,Q) F-ruumid ning Т
л  
e L(X, Y) (n в IN ) , Kui (T n(x)) on iga x в X korral tõkestatud 
ruumis Y (s.t. kui (Tn) on punktiviisi tõkestatud), siis 
iga q g Q Jaoks leiduvad m e IN ning M >0, et 
sjjp q(Tr(x>) 5 M E i\(x) (x g X). (4.7) 
X =0 
Enne kui asume seda väidet tõestama, eärgime järgmist. 
Alamhulka H с L(X,Y) nimetatakse võrdpidevaks, kui F-ruumi 
(Y.Q) iga nulliümbruse V jaoks leidub F-ruumi (X,>) selline 
nulliümbrus 0, et TCO] с V kõikide T g H korral. Osutub, et 
H on parajasti siis võrdpidev, kui iga q e Q puhul leiduvad 
m в W ja M > 0, et 
q(T(x)) i H E I\(x) (x G X) 
iga T в H korral. Niisiis võiks teoreemi 4.19 sõnastada 
järgmiselt:, punktiviisi tõkestatud pidevate lineaarsete 
operaatorite Jada ühest F-ruumist teise on võrdpidev. 
Tõestus. Tähistame 
B(Y) := (У = <У к) I V q G Q ; q(y) : =  s u p  q ( y  ) < oo } 
к 
s.t. m(Y) on ruumi (Y.Q) kõigi tõkestatud jadade hulk. Defi­
neerides selles hulgas koordinaaditi liitmise ja skalaariga 
korrutamise, saame vektorruumi. Seejuures on (m(Y),Q), kus Q 
:= {q I q g Q ), loenduvnormeeritud ruum, veelgi enam, ta on 
F-ruum. See fakt tõestatakse samamoodi, kui erijuhul Y :- К. 
Märgime veel ruumi (m(Y),Q) ühe olulise omaduse: 
• С7» j . / »» ч л \ v С Г»> 
у - у ((m(Y).Q)) • yk  - y f c(< Y,Q>), (к g DC), ( 4. 8) 
kus У"- <C> («g IH) ja y:r (yk). Tõepoolest, kui у'" 
- у, siis jj(y~- У) = sup kq(y^- yfc) 0 (q g Q), millest 
järeldub yk  - y( (Y,Q)) ig a  к g in korral. 
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Kuna jada (Tn) on punktiviisi tõkestatud, siis (Тл(х)) 
« m(Y) iga x e X korral. Defineerime operaatori 
S: X - m(Y), x - (T^x)), 
mis tanu operaatorite T^lineaarsusele on lineaarne. Näitame, 
et ta on kinnine. Kui eeldame,et x'1 '* x ja S(x< l  ) - y, 
siis omadusest (4.8) ning operaatorite pidevusest saame 
у = lim S(x b> = lim (T (x' l >)) = (lim T (x l >)) 
I I i " 
- (T^dim x , U)) - (T (x)) = S (x). 
i 
Niisiis on operaator S toepoolest kinnine ning teoreemi 4.19 
järgi pidev. Seetõttu (vrd. lause 4.3) leiduvad iga q e Q 
jaoks m e IN ja M > 0, et 
sup q(T r -(x)) = q (S (X ) ) 5 ME p t(x) ( X  e X). 
JÄBELDÖS 4.21 (teoreem piiroperaatori pidevusest). Olgu 
(X,3>) Ja (Y.Q) F-ruumid ning e L(X,Y) (n e IN ). Kui ope­
raatorite Jada (Ty ) on punktiviisi koonduv, siis seosega 
T(x) lim T r_(x) (x e X) 
n&äratud operaator T on pidev Ja lineaarne, s.t. T e L(X,Y). 
Tõestus. Operaator T on ilmselt lineaarne. Kuna jada 
(T r  ) on punktiviisi tõkestatud, siis saab iga q e Q jaoks 
vastavalt teoreemile 4.20 leida sellised m « IN ja M > 0, et 
kehtib võrratus (4.7). Viimasest saame tanu poolnormi q 
pidevusele 
q (T (x)) = lim q (T (x)) sup q (T (x)) 5 M E p. (x) (x g X). 
l = o  1  
Lause 4.3 kohaselt on T pidev operaator. 
JÄRELDUS 4.22. Olgu e L(X,Y) (n e IN ), kus (X,*) Ja 
(Y,d) on F-ruumid. Kui operaatorite Jada (Tn) on punktiviisi 
tõkestatud, siis 
L  : =  { x  e  X  j  3  l i m  T , ( x ) }  
Ja 
L0  (x e X j lim TMx) = 0} 
on kinnised alamruumid F-ruumis X. 
Tõestus. Lihtne on veenduda, et L ja L0  on 
X alamruumid. Olgu q e tt suvaline ning m ja 
vastavalt tingimusele (4.7). Olgu (x'U) selline 
vektorruumi 
M valitud 
jada alam-
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ruumis L, mis koondub ruumis X mingiks elemendiks x, s• t" 
p (x  - x c V >) •* о iga i g W korral protsessis 1 -» ®. Seega 
saame suvalise * > 0 puhul leida 1 e N, et (vrd. (4.7)) 
( i > r> < i > 
svjp q(Tn(x -x °))5MEPt(x-x ) < */3. 
Edasi, kuna x ° « L, siis on (Tnx ° )n  Cauchy jada, 
•istõttu leidub niisugune nQ, et kui n.m > nQ, siis 
<\ > л > 
q(T n(x ° ) - Tm(x )) < */3. 
Seega kehtib juhul n.m > nQ  
Cl > 
q(Tn(x) - Tm(X )) 5 q(Tn( X  -  X  °  ) )  
+ q(Tn(x ° ) - Tm ( x  ° )) + q(Tm(x ° -  X ) )  
< */3 +«/3 /3 = «, 
s.t. (T r(x)) on Cauchy jada F-ruumis (Y,Q) ning järelikult 
koonduv. Niisiis, x « L, mis tähendabki alamruumi L kinni­
sust. Alamruumi L kinnisus tõestatakse analoogiliselt. 
§5. FK-ROOBID 
Olles varustatud eelmises paragrahvis tõestatud tule­
mustega F-ruumide kohta, asume uurima Jadaruume. Nii nimeta­
takse vektorruume, mille elementideks on jadad ning kus li­
neaarsed tehted on defineeritud koordinaaditi. Teiste 
sõnadega, jadaruumid on vektorruumi ш alamruumid. Märgime 
nende olulisemad spetsiifilised mõisted. 
Jadad ak  (к e W ) olid vaatluse all juba eespool (vt Л1). 
Iga jada x := (x n) e " jaoks defineeritakse tema läiked 
Sm) . . m ъ 
x : - ( xo , , x r o, 0, 0, . . . ) = E x ke (m e W ). 
Need on jadaruumi *> elemendid, seega on määratud lineaarsed 
operaatorid 
s
r„ ••"•+*> , x - x r m J  (и e IN ). 
Antud jadaruumi X korral tähistatakse 
X ° *  : -  { c G t o | V X e X : s « X G l } i  
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•- e a> j Ух е X : *'Х « es }, 
'• - О « » I Vx t X •- t'X Е bs } , 
kus <*x •-= ) . Lihtne on veenduda, et X-, ja У? on 
jadaruumid, neid nimetatakse vastavalt jadaruumi X •<- , ß- ja 
r-kaasruumiks. Märgime näiteks (vrd., lemma 1.1), et 
m*4  - n/3  - nf - c" - - c^- = = GQ = 1, 
l" = l f t  - ly  - m. 
Defineerime veel koordinaatfunktsionaalid 
nv  * DC, x := (^) » x,, (k « DJ) 
ning korrutised 
x*E tx*zj z e E>, E* F := {x*z| x e Б, z g F}, 
kus x e u. ning E ja F on ruumi w alamhulgad. 
Varustame jadaruumi X sellise loenduva poolnormide 
süsteemiga P, mis eraldab punktid ruumis X. Kui (X,^) on 
F-ruum ning on täidetud tingimus 
(K) e X' (k e DJ), 
siis nimetatakse teda FK- ruumiks. Normeeritud FK-ruumi 
korral kõnelerne BK-ruumist. Omadus (K) on ilmselt samaväärne 
implikatsiooniga 
х
л >  
- x((X,*)) -#• x^ - ^ (k 6 IH, n » oo), (5.1) 
kus x , n >:- (x^) (n 6 IN). 
Nfiide 1. Nagu me juba eelmises paragrahvis märkisime, 
on (",^) F-ruum, kus Я :•= {r j i e DJ} ja 
r .  ( x )  : =  | ^ j  ( i  e  D J ) .  
Pole kahtlust, et tingimus (5.1) on selles ruumis rahulda­
tud, seega on Ы,*) FK-ruum. Veelgi enam, tingimuses (5.1) 
kehtib ka vastupidine implikatsioon, mis tähendab, et ruumis 
(".л) on koonduvus samaväärne koordinaaditi koonduvusega. 
BK-ruumid on 
1) m, с ja с normiga ' l^, 
2) bv ja bv Q  normiga # U b v, 
3) bs ja cs normiga ® '
ъ 
, 
4) 1 normiga U H 4. 
FK-ruumide teooria on summeeruvusteooriaga väga tihe­
dalt seotud, õieti on ta selleks vahelüliks, mis võimaldab 
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suaoeeruvusteoorias rakendada funktsionaalanalüüsi meeto­
deid . Kuid vale oleks arvata, et FK-ruumide tähtsus sellega 
piirdubki. Tegemist ori suhteliselt iseseisva peatükiga 
topoloogiliste jadaruumide teoorias, millel on mitmeid 
erinevaid rakendusi. Meie piirdume oma teisitluses siiski 
vaid FK-ruumide kohta te»ivate 165ige üldisemate tulemustega, 
mida me vajame summeeruvusteooria probleemide lahendamiseks. 
Lineaarsetest operaatoritest jadaruumides pakuvad meile 
huvi eeskätt sellised, mis on icääratud maa tr iks te isenduste-
ga. Teatavasti on lõplikumBötmeliste ruumide korral iga 
lineaarne operaator pidev ning esitatav maatriksteisenduse-
ga. FK-ruumide puhul ei ole täidetud kumbki neist 
tingimustest. Küll aga, nagu roe peagi veendume, on iga 
maatr ikste isendus ühest FK-ruumist teise pidev. 
LEMMA 5.1. Olgu X F-ruum Ja Y FK-ruum. Lineaarne 
operaator T: X - Y on pidev parajasti siis, kui lineaarsed 
funktsionaalid 
Tn: X * K, x - <T(x)) r i  <ri e W) 
on pidevad. 
Tõestus. Kuna T r  = п т >  - T ning я e Y', siis pideva 
operaatori T korral T r  e X' (n « W ). Vastupidi, kui funkt­
sionaal id T r  on pidevad, siis, korrates s®na-sõnalt teoreemi 
4.20 tõestuse seda osa, kus näidatakse, et S on kinnine 
operaator, saame operaatori T kinnisuse. Vastavalt teoreemi­
le kinnisest graafikust on T sel juhul pidev operaator. 
LAOSK 5.2. Kui maatriksteisendusega 
У
п  
- E a r  k  ^  (n e W ) 
müratud operaator к teisendab FYl-ruumi X FK-ruumi Y, siis 
А = L(X,Y). 
Tõestus. Operaator А: X -» Y on muidugi lineaarne. Lem­
ma 5.1 kohaselt piisab näidata, et funktsionaalid 
A f , '  X  - »  К ,  x  : =  ( x k  )  y r  ( n  e  J l )  
on pidevad. Tähistame ri e JM korral 
A r,„ (  '• X » К , x (x k  ) » E a T t ) l\ (m e Ш ) . 
Kuna ruumis X kehtib tingimus (K), siis A r m  = C". 0a ^  e X' 
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(n.m e W). Seejuures An(x) = lim^A^ (x) iga x e X ja n « W 
korral, järelduse 4.21 kohaselt An  g X' (n g W ). 
JÄRELDUS 5.3. (a) Kui X Ja Y on sellised FK-ruumid, et 
X с Y, siis sisestus 
i- X - Y, x » x 
o n pidev ning f|x  g X' iga £ g Y' korral. 
(b) Kui (X,?) ja (X.Q) on FK-rütmid, siis * Ja Q on ekviva­
lentsed. 
Toestus. (a) Kuna in:= "n  * i - " r  on pidev ruumis X 
iga n в W korral, siis lemma 5.1 põhjal on i: X •* Y pidev. 
Sel juhul f|^ - t • i g Xy  suvalise f g Y' puhul. 
Väide (b) järeldub väitest (a). 
Järeldus 5.3 (b) sõnastatakse harilikult nii: FK- ruumi 
topoloogia on üheselt nüäratud. 
FK-ruumide arvukatest konstruktsioonidest vaatleme 
siinkohal vaid nende ühisosa. 
LAOSE 5.4. Kui (Xr  ,3>r  ) on iga n g 01 korral FK-ruuj», 
siis ühisosa X :- on EK-ruum poolnormide süsteemiga 
3> U r^ r  . 
Tõestus. Et iga süsteem on kas loenduv või lõplik, 
siis ka süsteem > on ülimalt loenduv, kusjuures iga x g X 
N{0} korral leidub kindlasti p g et p(x) * 0. Seega on 
(X,-?) loenduvnormeeritud ruum. Näitame, et ta on täielik. 
Olgu (x'm >) Cauchy jada ruumis (X,P), s.t. p (x'""- x' l >) •* 0 
(m, 1 » oo) iga p g P puhul. Et ? r  <=• ?, siis (x""') on Cauchy 
jada FK-ruum is (X r i  ,?n) iga fikseeritud n g IM korral. Ruumis 
(X r  ,? r  ) täielikkuse tõttu on jada (x , r"') koonduv: leidub 
selline x g Xr  , et x< m >* x ((X r  )). Sealjuures kehtib tä­
nu tingimusele (5.1) x^"" * xk  (к e B-l), seepärast ei sõltu 
piirväärtus x indeksist n g IM . Niisiis, x e X ja p(x - x) 
•> 0 iga p g P korral, ehk x""- x( (X Л)), kusjuures x^ '"' 
x k  (k g IM ). Seega on (X,P) FK-ruum. 
Olgu (X Л) selline FK-ruum, mis sisaldab alamruumi tP, 
siis sisaldab X kSigi oma elementide lõiked. Lihtne on 
veenduda, et sel juhul ori lõikeoperaatorid S jn  • X •* X pide­
47 
vad. Tõepoolest, kui xm >- x((X,•*>)), siis t i n g i m u s e s t  (5.1) 
jä re ldub 
lim Smx , r , >  = lim E = ^E x ) <ek  = S„x ( m  e » « )  
ruumis X. Edasi, kui x'™1 1-* x((X,^)), s.t. 
_ v 
X = E X. E , 
к 
siis öeldaks^, et punktis x e X ieiab aset iõiJcelroonduvus. 
Tingimus x'"1—-» x( (X Л)) on sama väärne tingimusega 
f (x) = E X f (ek  ) iga f с X' korral, (5.2) 
к 
sel juhul öeldakse, et punktis x e X leiab aset i&rk J&ike-
koonduvus. Kui rida 
E  X f ( e k )  k o o n d u b  i g a  f  e  X '  k o r r a l ,  ( 5 . 3 )  
к 
siis kõneldakse funktsionaalsest Fi ike koonduvusest punktis 
x e X. öeldakse, et punktis x e X leiab aset iõiket&kesta­
tus, kui alamhulk {x1"'11 m e W} on tõkestatud ruumis X. 
Lause 4.15 (a) kohaselt on see tingimus täidetud parajasti 
siis, kui (f (x""') )m c f f l  on tõkestatud jada iga f e X' korral, 
s.t. kui 
sup J E x. f (ek  ) j < о» (f e X'). (5.4) 
™  k = o  
Edasi tähistame 
Bx - - (x e X j {X7"3 j me  !>'} on tõkestatud ruumis X }, 
Eg (x e X j I^x^f (e*) koondub iga f e X' korral }, 
Wx  := {X e X j Xм—* x((X,J>))}, 
S x  := (X e x I X I m J- x((X,5>))>. 
Lihtne on veenduda, et k®ik neli hulka on ruumi X 
alamruumid. Näiteks, S = S -S - W -w - <- r 
m  c  co m  ~ с - c0' m 
B B  = m. 
LAOSE 5.5, (a) Kui FK-ruum X sisaldab alamruuroi v, siis 
lf> С Oy с Wy С F x  с Bj,, W x  С lp . 
(b) Kui X Ja Y on sellised FK-ruumid, et с x с Y siis 
SX c  SY' WX F  WY' FX c  FY' BX c  BY' c  ^ Y, 
kus F X  Ja märgivad alamruumi *> sulundit vastavalt ruumis 
X Ja Y. 
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Toestus, ( A )  Sisalduvuse F  с Sy kehtivus on ilane, 
Sy с Wy järeldub lausest 4.13. See, et Wy c  fy c  By, saab 
selgeks, kui võrrelda tingimusi (5.2), (5.3) ja (5.4). 
Sisalduvus Wy с F järeldub lausest 4.14 (b.)'- kui x I m J---» x 
((Х.-У)), siis leiduvad z' r >«5 F, et z™ •* x ((X,*)), see tä­
hendabki, et X E F. 
(b) Kasutades sisestuse i: X -* Y pidevust (vrd. järel­
dus 5.3 (a)), saame X с Y korral Sy с Ja ^ с . ülejää­
nud sisalduvused järelduvad asjaolust, et fjy « X' iga f « У 
korra 1. 
FK-ruumi X, mis sisaldab alamruumi F, nimetatakse 
1) AB-ruuniks, kui By = X, 
2) FAK-ruumiks, kui Fy = X, 
3) SAK-ruumiks, kui Wy = X, 
4) AK-ruumiks, kui Sy - X, 
5) AD-ruumiks, kui F - X. 
Nende mõistete vahekorda selgitab 
LAOSK 5.6. FK-ruumi X korral, mis sisaldab alamruumi 
¥>, on Лrgmised tingimused samav**rsed -
(a) X on AK-ruum, 
(b) X on SAK-ruum, 
(c) X on AD- Ja FAK-ruum, 
(d) X on AD- Ja AB-ruum. 
Tõestus. Implikatsioon (a) •* (b) järeldub sisalduvusest-
Sy с Wy, (b) •* (c) aga sisalduvustest Wy с Fy ja Wy с p. 
Kuna F y  с B y >  siis kehtib (c) (d). Jääb näidata, et 
(d) * (a). 
Defineerime operaatorid Ч
п
'-- I - S r_ (n «e IN ). Kuna nii 
ühikoperaator I kui ka lõikeoperaatorid Sn  on ruumis X 
pidevad, siis on seda ka operaatorid Vn. Kui eeldada, et X 
on AB-ruum, siis iga x e X korral on jada (Vn(x)) ruumis Y 
tõkestatud. Seejuures kehtib võrdus 
S y =  ( x e  X  J  l i m  V n ( x )  =  0 > ,  
mistõttu Sx  = Sx  järelduse 4.22 põhjal. Kui X on sealjuures 
veel AD-ruum, siis X - p c  Sy - Sy, s.t. X - Sy. 
7 
49 
FK-ruumi X kaasruum Xz ei ole üldjuhul esitatav jada 
ruumina. Kui X => F, saab defineerida tema duaalse Jadaruumi 
Xf := ((f(ek))| f e X'}. 
Lihtne on veenduda, et 
X£ = (f)£. (5.5) 
kus sulund on võetud ruumis X. Tõepoolest, sisalduvusest 
F с X järeldub, et Xе с (f)* . Teiselt poolt, olgu «: = (<k) 
E (F)£, siis leidub g « (F) , et <k - g(ek) (к E 01). Funkt-
sionaali jätkamise printsiibi $25hjal saab leida sellise 
f « X', et f|~ = g. Seega *k - f(ek) ja * e X*, Kokkuvõttes 
kehtib võrdus (5.5). 
Vaatleme operaatorit 
V : (F)' - (F)F, f - <f(ek)). 
Selle lineaarse operaatori sürjektiivsus tuleneb otseselt 
duaalse jadaruumi definitsioonist, injektiivsus aga sellest, 
et F on tihe oma sulundis'- kui g ja f on sellised pidevad 
lineaarsed funktsionaalid alamruumis F, et g(ek) = f(ek) 
(n e IN), siis g|^ - f|^ ning järelduse 4.12 kohaselt g = f. 
Niisiis korraldab operaator V vektorruumide (F)' ja (F)£  
vahel lineaarse isomorfismi. 
LAOSE 5.7. FK-ruu® X, mis sisaldab alamruumi F, on 
AD-ruum parajasti siis, kui operaator 
V: X' * X f, f - (f(ek>) 
on lineaarne isomorfism. 
Tõestus. Tarvilikkus järeldub vahetult ülaltoodud arut­
lusest. Piisavuse tõestamiseks oletame, et F on ruumi X 
pärisalamruum. Kuna ta on kinnine, siis lause 4.11 põhjal 
saab leida f e X', et kern f =• F ja f * 0, niisiis ei ole V 
in jektiivne . 
Juhime lugeja tähelepanu sellele, et kõik lõigete koon­
duvuse ning tõkesta tusega seotud iaS isted ja duaalse 
jadaruumi mõiste on topoloogilised: nad on defineeritud 
antud FK-ruumi topoloogia abil. Seevastu käesoleva 
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paragrahvi algul esitatud i-, ft- ja r-kaasruumid ei ole seo­
tud ühegi topoloogiaga. Seda üllatavam on nende erineva 
päritoluga mõistete vahel valitsev range seos, mis tuleb 
esile järgnevates väidetes. 
LAOSE 5.8. Olgu X selline FK-ruum, et X => P. 
( a )  K u i  &  e  X ^ ,  s i i s  s u m m a  
f (x) := f* (x e X) 
jjäärab pideva lineaarse funktslonaali, s.t. f « X'. 
( a )  Kui X on AD-ruum, siis У? - у!* . 
(c) if «r Xf  . 
(d) X on AB-ruum parajasti siis, kui X£ = У? . 
( e )  X  on FAK-ruum parajasti siis, kui X £  = . 
( f )  X  o n  A K - ruum parajasti siis, kui operaator 
О: X' - X^, f - <f(e k)) 
on 1ineaarne isomorfism. 
Tõestus. (a) Tähistame « e yP puhul 
f r -(x> Z W (-X e X, n e «), (5.6) 
siis f = Ef' «.я. e X'. Et f(x) = lim f (х) (x * X), siis 
T i  - O  k k  r ,  T b  
järelduse 4.21 kohaselt f e X' . 
(b) Olgu X AD-ruum ning <• e ¥?'. Defineerides funktsio-
naalid f <s X' seosega (5.6), saame ruumis X punkt iv i isi 
tskestatud jada (f r). Järelduse 4.22 pBhjal on alamruum 
L :: ( x 6 X j 3 Ив f n(x)} -- (x «s X I E koondub) 
kinnine FK-ruumis X. Kuna р с L ning p - X, siis kehtib 
X - L, s.t. s e X^ 3. Seega У? <= уР , millest saame vörduse 
У ?  -  y f .  
(c) Märgime kõigepealt, et X^~ с X £kui « e siis 
- f (ek  ) (k G »I), kus f (x) - ex (x e X), ning kuna f e X' 
(vrd. väide (a)), siis *= «= X*\ Rakendades väidet (b) ning 
vSrdust (5.5), saame У? с (p)^ - (p У с (»> )£  - X^ . 
( d )  O l g u  л  e  X f  n i n g  f  e  X ' ,  e t  f  ( e k  )  =  ( к  e  I N ) ,  
siis iga m e W korral 
Z - E f - f (x"" 5) (x e X) . (5.7) 
k = o  k = o  
Siit järeldubki, et 
X Bx  •• Xf с f xf = x^. 
7 *  
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AnaloogiliseIt saame seosest (5.7), et 
X - Fx 4» Xf с У? «* Xf = У?, 
s.t. kehtib yäide (e). 
(f) Kui X on AK-ruum, siis on ta lause 5.6 (c) kohaselt 
FAK- ning AD-ruum. Väitest (e) Ja lausest 5.7 saamegi, et ü 
on lineaarne isomorfism. Vastupidi. kui U on lineaarne 
isomorfism, siis f (x) - L^f (e* ) iga f e X' ning xe X 
korral, s.t X = Wx. Lause 5.6 põhjal on X AK-ruum. 
Täiendused ja märkused 
FK-ruumi mõiste defineeris ning nende ruumide teooria 
alused esitqs Zeller [270], [271]. Ta lähtus eestött 
summeeruvusteooria v&jadustest, kuid näitas ka selle nßiste 
rakendusvöimalupi funktsiooniteoorias ([273]; vt. ka Snyder 
[223]). 
Lihtne on veenduda, et tingimus (K) FK-ruumi defi­
nitsioonis tähendab selle ruumi pidevat sisestatust FK-ruumi 
(u>, Л). See asjaolu sai lähtekohaks järgmisele üldistusele, 
i-ruumi, rais on pidevalt sisestatud antud Hausdorffi ruumi 
H, nimetatakse FH-ruuniks (vt. Wilaasky ja Zeller [265]). 
FH-topoloogiad on omadustelt paljuski sarnased FK-topoloo­
giatega, näiteks kehtib ka nende puhul ühesuse omadus: 
alamruum is X с H on võimalik määrata ülimalt üks FH-topo­
loogia . FH-ruumide kohta vt. Wilansky [256], pt.4. 
Te iselt poolt on (K) loomulik kooskõlatingimus jada­
ruumi struktuuri ning topoloogia vahel. Tema tähtsus ilmneb 
juba K-ruumides, nii nimetatakse lokaalselt kumeraid jada-
ruume omadusega (K). Nimetagem vaid fakti. et iga maatriks-
teisendus ühest K-ruumist teise on kinnine operaator (vrd. 
lause 5.2). Kõik selles paragrahvis käsitletud probleemid on 
püstitatavad üldistes K-ruumides (vt. näiteks Garling [102], 
[103]). 
x- ja ß-kaasruumid defineerisid Köthe ja Toeplitz 
[144]. Duaalse jadaruumi mõisteni jõudsid sisuliselt juba 
Zeller [272] ning Peyerimhoff [193] faktorjadade ja summee­
ruvus tegurite käsitlemisel. Tema omadusi ning seoseid teiste 
kaasruumidega on uurinud Snyder ja Wilansky [225], Ruckle 
[198], [199] dt. üldiselt ei ole need kaasruumid FK-ruumid, 
näiteks tS -- J* (»,*>' =  p. Kui aga X on BK-ruum, 
siis on BK-ruumid ka x'3  ja f normiga l»8 S U P. 
хй x  5 1 
supjl£ = 0  ^xj ning X normiga «*» := inf(«f^.j £ j <  = f(e k) 
(k « »!)}.. On X lisaks veel AB-ruum. siis on X^ kaasruumi X' 
kinnine alamruum ( vt. Sargent [206]) 
Lõikekoonduvuse ja -tõkestatuse juurde märgime et 
saksakeelsed lühendid AK = Abschnittskonveraenz qak 
-- ==l™,ch, -- funktionale AK. S = IteJSntsbe^l 
гл?^ еЛ' AD = Abschnittsdichte võttis kasutusele Zeller 
1271]. Tähistused ,W^ ,F^ ja kuuluvad Wilanskyle 
[252]. ülaltoodud kriteeriumitele AK- ja AB-omaduste kohta 
lisame veel ühe . 
TEOREEM (Gerling [103]). FK-ruum X omadusega Y. => <p on 
1) AB-ruum parajasti siis, kui bv • X с X, 
2) AK-ruum parajasti siis, kui bv Q  • Xc X. 
Siinkohal juhime tähelepanu multiplikaatorite problee­
mile . Jadaruumide X ja Y multiplikaatoriteks nimetatakse jadaruumi 
M(X, Y) := {« «Е u> j VX = X : * • x = Y} 
elemente. Tegemist on mitmete tuntud «Рistete üldistusega 
(•«- ß~ ja Y- kaasruumid, summeeruvustegurid jne.). Multipli­
kaatorite ja nende rakenduste kohta Fourier' kordajate 
ruumidele vt. Goes [105], [106], McGivney ja Ruckle [167], 
Ruckle [200], Tõnnov [343], [344], Täht [348], [349], [350], 
Buntinas ja Goes [74], Lepasson [313]. 
K-ruumi^ X omadused sõltuvad eeldusel, et X = c, oluli­
selt jada (e ) topoloogilistest omadustest. Kõigepealt mär­
gime, et X on AK-ruum parajasti siis, kui (e ) on tema 
Schauderi baas. Dubinsky ja Retherford [96] uurisid jada 
(ek) baasiliste omaduste seoseid kaasruumidega X*4  ja ^. 
Sember [214] nimetas K-ruumi X UAK-ruumiits, kui (ek) on 
t i n g i m a t u  S c h a u d e r i  b a a s .  T ä h i s t a m e  * ( x )  : -  { h  •  x  j  h e p ,  
= 0 v®i l(k e !N ) >. Kui Sf(x) on iga x e X korral tõkes­
tatud alamhulk ruumis X, siis öeldakse, et X on UAB-ruum. 
Analoogiliselt defineeritakse UFAK- ning ÖSAK- omadused. 
O s u t u b ,  e t  k u i  X  o n  s o l i i d n e  F K - r u u r o  ( s . . t .  k u i  m  *  X  с  X ) ,  
siis on ta UFAK-ruum. Võrdluseks eelpool toodud Garlingi 
teoreemile formuleerime järgmise väjte. 
TEOREEM (Sember [214]). FK-ruum X omadusega X => ч> on 
UAB-ruum parajasti siis, kui с • X с X. 
Märgime veel ruumi UAB-omaduse tihedat seost tema 
kaasruumiga (vt. Sember ja Raphael [215]). 
Olgu T (t r k) lõplike ridadega RJ-regulaarne maat­
riks. Kui (ek) on K-ruumis X T-baas. (s.t. summeeruvusbaas 
maatriksi T suhtes, vt. §1, täiendused ja märkused), siis 
öeldakse et X on T-lõikesummeeruvusega ehk T-AK- ruum. Kui 
(E t X e ) on iga x g X korral tõkestatud, siis nimeta-
k r T' 
takse ruumi X T-AB-ruumiks. Analoogiliselt defineeritakse 
T-FAK- ja T-SAK- ruumid, aga ka vastava tingimusega jadade 
alamruumid . FK-ruumide puhul on lõikesummeeruvuse ning 
- koonduvusega seotud vastavad omadused paljuski sarnased. 
Näiteks on iga AD-FK- ruum, mis on T-AB-ruum, ka T-AK-ruum 
(Baiser [83; vrd. lause 5.6). Tähistame 
X^ ( T )  e W I Vx G X : 3 lim E (T^xl }, 
к 
kus T x - - Z^t r r k  (m g Ш ) . Meyersile [176] kuulub 
järgmine (vrd. lause 5.8 (f)) 
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TEOREEM. Kui X on T-AK-FK- ruum, siis 
V : X' - X/ } ( T ), f - (f (e * )) 
on lineaarne isomorfism. 
Lõikesummeeruvusega seotud probleemide kohta vt. vee 1 
Lorentz ja Zeller [1503. Buntirias [70], [71], [72], [73], 
Meyers [175]„ Goes [106]. 
Jada (e ) omadused on aluseks jadajruumide järgmisele 
klassifikatsioonile. K-ruumi Xnimetatakse 
1) poolkonservatiivseks, kui (Ц^_
о
е ) n  on nõrk Cauchy jada, 
2) kiilruumiks, kui ek  •* 0, k  
3) ri&rgaks kiilruumiks, kui e —* 0 
ruumis X. Poolkonservatiivsete ruumide ja maatriksite omadu­
si uurisid Snyder ja Wilansky [225]. Kiilruumi maiste kuulub 
Bennettiie [35]. Osutub, et FK-ruum X on (nSrk) kiilruum pa­
rajasti siis, kui 1 on (nõrgalt) kompaktselt sisestatud ruu­
mi X. Seda tüüpi ruumide kohta vt. veel Schaffer ja Snyder 
[209]. k  
Jada (e ) abil saab anda üllatavalt lihtsaid tingimusi 
FK-ruumide s^salduvuseks. 
TEOREEM (Snyder ja Wilansky [2253, Bennett [343, vt. ka 
Ruckle [2013). FK-ruu® X sisaldab alamruumi 1 (bv ) 
v T, v ° 
parajasti sii3, kui Jada (e ) (vastavalt (Ц,.0е ) r  ) on 
kestatud. 
Sisalduvusteoreemid moodustavad üldse ühe sisukama pea­
tüki jadaruumide teoorias, Märkigem kahte nende teoreemide 
tSestusmeetodit. Ohe neist, mis oli aluseks ka eelneva teo­
reemi tõestamisel, esitasid Snyder ja Wilansky [2253, see 
põhineb järgmisel tulemusel. 
TEOREEM. Olgu X AD-FK- ruum ning Y FK- ruum omadusega 
Y 3 f>. 
( a )  Kui iga ruumis X  tõkestatud alamhulk D  on ka ruumis Y  
Шkestatud, siis X с Y. 
< b )  Kui Y f  с X f, siis X <r Y. 
Teine meetod kuulub Bennett iie ja Kaltonile [ 39], selle 
aluseks on järgmine 
TEOREEM. Kui \ on FK-ruumi X l&ikjal tihe alamruum, 
siis Järgmised viited on samaväärsed. 
( a )  X o  on -tünniruum. 
(b) Kui Y on selline FK-ruum, et Y ^ X0  , siis Y => X. 
Selle tulemuse ning Kaltoni [128] teoreemi abil kinni­
sest graafikust tõestas id autorid järgmiste väidete ekvi­
valentsuse jadaruumi X korral. 
( a )  (  у[  ,  ,  X ) )  o n  j a d a l  i s e  l t  t ä i e l i k  
( b )  K u i  Y  o n  s e p a r a a b e 1  F K - r u u m ,  s i i s  maatriksteisendus 
А • (X,T (X, л )) •* Y on pidev . 
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( с )  K u i  Y  o n  s e l l i n e  s e p a r a a b e l  F K - r u u m ,  e t  X  с  Y ,  s i i s  
X с W Y. 
Boos ja Leiger [59] täpsustasid viimast tulemust ning näita­
sid, et see on õige ka juhul, kui Y on L^-ruum. Nii nimeta­
vad autorid K-ruumi Z järgmise omadusega : kui L с Z' on 
o(Z ' , Z)- jadal ise lt kinnine alamruum ja L :> p, siis L = Z' . 
Osutub, et iga separaabel FK-ruum (seega ka iga sumraeeruvus-
väli сд) on L^-ruum. Saadud tulemustele tuginevad Mazur-Or-
liczi tüüpi teoreemide tõestused. 
TEOREEM. Kui M on soliidne Jadaruum, siis iga FK- ruumi 
X ning Lp-ruumi Y korral kehtib implikatsioon 
M  n  c  Y  - •  M  л  W x  с  W Y .  
Sellest teoreemist, mis eelpoolnimetatud töös [59] (vt. 
ka [55], [56], [57]) on tõestatud M suhtes üldisematel eel­
dustel, saadakse erijuhul Mazur-Orliczi koosfcßlateoreem (vt. 
%11). 
Bennett [36] kõneleb FK-ruumi X puhu\ Wilansky 
omadusest, kui selle iga alamruum Xo, mis rahuldab tingimust 
X^ - X^', on tünniruum. Osutub, et BK-ruumid с, c 0, cs ja l p  
(l<p<oc) on mainitud omadusega. Stadler [228] tõestas, et kui 
X ja X' ori AK-BK-ruumid, siis X on Wilansky omadusega. 
Sealjuures täpsustas ta ühte Swetitsi [233] tulemust. 
f t -kaasruumiga seotud topoloogiliste probleemide kohta vt. 
veel Schaefer [208] ja Magee [160]. 
FK-ruumide konstruktsioonidest nimetame lisaks ülal­
vaadeldud ühisosale veel FK-summat (Goes [106]), -korrutist 
(Buntinas ja Goes [74]) ning IFK-ruume, s.o. FK-ruumide in­
duktiivseid piire (Boos [49]). Оlevaate FK-ruumide teooriast 
leiab lugeja Boosi [52] ja Wilansky [259] raamatutest. 
Lõpuks märgime itõned olulisemad tööd üldiste topo loogi­
liste jadaruum ide kohta. Seda, et < X, X°'> ja <X,)^> on duaal­
sed paarid bilineaarvormiga 
<x,a> •-= £ а, x (x e X), (*) 
к 
kus a g X°* või & e yP, kasutasid esimestena Köthe ja 
Toeplitz [144], eriti juhul X - X""'. Kasutatud ideid arendas 
Köthe edasi artiklis [143]. üldisemaid duaalseid paare 
< X , Y > ,  k u s  Y  с  X / ,  k ä s i t l e s  G a r l i n g  [ 1 0 2 ] .  R u c k l e  [ 2 0 0 ]  
püüdis igale jadaruumiie leida tema "loomuliku" topoloogia. 
Ta kasutas kahte meetodit jadaruumi X topologiseerimiseks. 
Esimene neist põhineb asjaolul, et < X, p :• on duaalne paar 
bilineaarvormiga' (*), see võimaldab defineerida ühtlase 
koonduvuse topoloogia mingil о (p, X)-tõkestatud hulkade 
süsteemil. Selgus, et nende hulgas leidub ülimalt üks 
tunniline K-topoloogia, nimelt ühtlase koonduvuse topoloogia 
kõigil c*(p, X)-tõkestatud alamhulkadel. Teine meetod seisneb 
idees leida selline jadaruum Z, mille puhul <X,M(X,Z)> oleks 
duaalne paar. Vt. veel [197], [202]. 
Omaette peatükid jadaruumide teoorias moodustavad 
Orliczi ja Lorentzi ruumid . Nendest ja üldse jadaruumidest 
leiab lugeja ülevaate Kampthani ja Gupta raamatus [131]. 
§6. SUMMEKRÖVUSVALI KOI FK-BOUM 
Summeeruvusvä Ida lineaar-"topo loog il ise struktuuri te*-
sitlemisega tegime algust paragrahvis 3, kus me veendusime, 
et reversiivse maatriksi puhul on tegemist Banachi ruumiga. 
Samas sai selgeks, et mittereversiivsete maatriksite korral 
vajame summeeruvusvä1ja topoloogia kirjeldamiseks üldisemat 
tüüpi ruume. Nüüd, olles varustatud FK-ruumi nß istega, 
tuleme nende probleemide juurde tagasi. Me seame endale 
selles paragrahvis kaks eesmärki'- esiteks, näitame, et iga 
maatriksi A korral saame vektorruumi Сд varustada sellise 
poolnormide süsteemiga, mis muudab ta FK-ruumiks, ja tei­
seks, kirjeldame сд kaasruumi, s.t. leiame pideva lineaarse 
funktslonaali üldkuju FK-ruum is с
д  
. 
Et mitte kohe takerduda detailidesse, alustame järgmis­
te üsna üldiste väidete tõestusega. 
LAOSK 6.1. Olgu ( Х Л )  Ja ( Y , Q )  F K - r u u m i d  n i n g  Т : Х » < и > Л )  
pidev lineaarne operaator. Kehtivad Järgmised viited. 
( a )  J a d a r u u m  
YT  := { x = X j T(x) e Y } 
on FK-гиил poolnoraidega 
? * : -  > U ( q » T | q e Q }  
ning operaator 
T  :  Y T  »  Y ,  x  -  T ( x )  
on lineaarne Ja pidev. 
( b )  Iga f « (Yij,,^ )' korral leiduvad sellised funktsionaalid 
g e X' ning he Y', et 
f ( x )  =  g ( x )  +  h ( T ( x ) )  ( x  e  Y T ) .  
Toestus. (a) Lihtne on veenduda, et (Y^,-^*) on 
loenduvnormeeritud ruum: s>* on loenduv süsteem ja 
sisalduvuse ** =• ? tõttu eraldab 3>* punktid vektorruumis Yj, . 
O l g u  ( x ' r "  )  C a u c h y  j a d a  r u u m i s  ( Y „  Л *  ) ,  s . t .  
. (7)> lm> . 
p ( x  x  )  - »  0 (n,m •* oo) iga p e 3> korral, 
q(T(x ) - T(X)) - 0 (n,m - CD) iga q e Q korral. 
Seega on (x' r"> ja <T<x' r , >)) Cauchy jadad, esimene ruumis 
(X.*), teine ruumis (Y,Q). Kuna nõlemad need ruumid on 
täielikud, siis leiduvad x e X ja у e Y, et 
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x'n >  •* Х( ( Х Л ) )  J a  T O f ' )  -  y ( ( Y , Q ) ) .  
Eelduse kohaselt on (Y,Q) FK-ruum, seetõttu (T(x< r > >))k  •* yk  
(к G IN, N -» ®). Teiselt poolt saame operaatori T". X » U> 
p i d e v u s e s t ,  e t  T ( x ' n > )  -  T ( x )  ( ( « , * ) ) ,  s . t .  ( T ( x t n ^ ) ) k  
"* (T(x))k  (к e IN , n •* oo). Niisiis, у = T(x), Järelikult 
x € Y^ ja x •» x((YT,** )). Me tõestasime , et (Yp ,?* ) on 
F-ruum. Kuna (X,^) on FK-ruum ja :> ?, siis kehtib ruumis 
(Ym.J**) tingimus (K) (vrd. (5.1)): 
x'"' - x((YT,^*)) -• xn >  - х((ХЛ)) -»• x^n >» ^ (к с W,n » oo) . 
Kokkuvõttes on (Y^,**) FK-ruum. 
Operaator T on ilmselt lineaarne. Et q*T=q»T|v, 
* T 
siis on q • T pidev poolnorm ruumis (Y^, ,У ), millest järel­
d u b k i  o p e r a a t o r i  T  p i d e v u s  ( v r d .  l a u s e  4 . 3 ) .  ,  
( b )  O l g u  f  e  Y £ ,  s i i s  ( v r d .  ( a )  n i n g  j ä r e l d u s  4 . 4 )  
leiduvad po  P r i  e  5>, qo  , .  .  ., q^ G Q ja M > 0, et 
|f ( X ) |  s  M E P u (x) + E q.(T(x)) (x G YT  ). 
Vastavalt lausele 4.8 määrame g, h e Y£ nii, et f = g + h, 
j g ( x ) j  <  M  E  P t ( x )  
ja 
| h ( x ) |  ^  M  E  q .  ( T  ( x ) )  ( x  g Yp). 
Funktslonaali jätkamise printsiibi abil (vt. lause 4.7) 
jätkame g alamruumilt Y^, kogu ruumil X pidevaks funktsionaa-
liks g. Et leida funktsionaali h g Y', defineerime õige­
pealt 
h : TCYT3 » К, у -* h (x), 
kus у = T(x). Paneme tähele, et lineaarne funktsionaal h on 
korrektselt def ineeritud '• juhul T(x) = T (z) (x,z g Y^,) on 
j h  ( x)  -  h ( z )  j = j h  ( x- z )  j 5  ME ^ ( Т ( х -г)) = ME q^O) = 0, 
s . t .  h ( x )  -  h ( z ) .  E d a s i ,  у  =  T ( x )  k o r r a l  
| h ( y ) |  =  I  h ( x )  j < ME q. (T (x)) = ME %<•?). 
mistõttu saab Hahn-Banachi teoreemi rakendades jätkata h 
alamruumilt T[Yp 3 kogu ruumile Y lineaarseks funktsionaaliks 
h nii, et 
I h ( у ) J  5  M  E  q .  ( y )  ( y  G  Y ) .  
8 
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Seega (vrd. Järeldus 4.4) he Y' riirig 
h(x) = h(T(x)) - h - T(x) (x « YT). 
Kokkuvõttes oleme leidnud g e X' Ja h « Y' , et f = 8 +  h*T  • 
Tulles nüüd maatriksteisenduste juurde, lepime õige­
pealt kokku mõningate tähistuste suhtes, mis jäävad kehtima 
raamatu lõpuni. Nagu eespoolgi, närgime •* '-= tr r  |n « IN}, kus 
r^(x) 1*^1, -la antud maatriksi A puhul 1 1  х Я  д '•= "А*"» 
(x в Сд). Neile lisaks fikseeriee eiit alates 
p n(x) - |xj + sup j £ an kxk  j (x e u>A, n« W) (6.1) 
ja > - (pn | n e IN}. FK-ruumi E korral tähistame 
Ед :- (x e "д I Ах e E}. 
LAUSE 6.2. Kui A on I&plike ridadega maatriks, siis 
(СдЛ* *д} U Я ) on FK-ruum. 
Toestus. Kuna maatriks A on lõplike ridadega, siis 
и>д = o> ja on määratud lineaarne operaator 
A: u> •* u>, x * Ax. 
Seejuures on A pidev (vt. lause 5.2). Kui võtame lauses 
6.1(a) (Х.Я) ••= (w,ä) ja (Y.Q) = (с, I l^), siis saamegi 
väite . 
Nüüd sõnastame selle paragrahvi ühe põhitulemuse. 
TEOBEKH e.S. FK-ruumi (E,Q) ja maatriksi A korral 
kehtivad Järgmised i& ited. 
(a) (»д,*) о а  AK-FK-ruum. 
(b) (Ед. *' A j q « Q } U Я) on FK-ruum. 
(c) ( С д ,(I *д} U У ) on FK-ruum. 
Tõestus, (a) Tähistame fikseeritud n e IN korral 
Сд := { x e o> j £ a r hxk  koondub}, 
lause 6.2 kohaselt on (с
д 
,{p*} ) FK-ruum, kus 
P * ( x )  :  =  s u p | J o a n k X k |  ( х е С д ) .  
Ilmselt on " A  = fUo cA r j ' ^e 5.4 p=hjal on <« д  , 
{ P y i  jne IN} U X) FK-ruum. Pole raske veenduda, et pool-
normide süsteemid {pn  |  n « W} U * ja * on vektorruumil w. 
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ekvivalentsed (vrd. lause 4.5). 
Fikiseeritud n e IN puhul järeldub rea ^ 
koonduvusest, et 
pr, ( x  - Co*«" ) = sup lžm>i | lj;=m#ia7>Jexk |  »0 (m * ®), 
seega x •* х((«д ,.?>)) ig a  x g ц>д korral. Niisiis on (w^,>) 
AK-ruum. 
Väide (b) järeldub * lausest 6.1 (a), kui selles 
X 4 ~ (E.Q) ning maatriks A määrab . operaatori 
T :  »
д  
-*>, mis väite (a) ja lause 5.2 põhjal on pidev, 
Väide (c) on vahetu järeldus väitest (b), kui selles 
E := (c,l H^). 
Reversiivse maatriksi A puhul on poolnormide süsteem 
{8 Ид} U Я ekvivalentne normiga 1 »
д  
ning < сд>* *д> on 
BK-ruum (vrd. lause 3.1 (a)). 
Erinevalt rakendusväljast ei ole summeeruvusvä li с
д  
üldjuhul ei AK- ega ka AB-ruum. Kui (с
д
,{1 *
д
} II? ) on 
AB-ruum, siis öeldakse, et A on AB- maatriks. Edasi, teoreemi 
6.3 (b) kohaselt on ka nullsunmeeruvusvüli 
co  (x e j Ax g cQ} = {x e с д | Ит дх =0} 
poolnormide süsteemiga {* и
д
} U •*> FK-ruum, seega с
д  
kinnine 
alamruum. Öeldakse,et A on kK-maatriks, kui (c , t* I.) U ?) 
А 
Ä  
on AK-ruum. Nende mõistetega seotud probleemide juurde 
tuleme tagasi järgmises paragrahvis. 
Lõpuks leiame vaadeldud FK-ruumide kaasruumid. 
TEOBEEM 6.4. Maatriksi к korral kehtivad Järgmised 
V» ited. 
(a) Pideva lineaarse funktslonaali üldkuju FK -ruunis и>
д  
on 
f (x) = -x (x e м- ), 
, & kus g iv д . 
(b) FK-ruumi E puhul antakse pideva lineaarse funktsionaali 
üldkuju FK-ruumis Е
д  
valmiga 
f (x) =• h(Ax) +• -<x (x e Ед), (6.2) 
kus h e E' ja -< g и,^. 
(c) Pideva lineaarse funktslonaali üldkuju FK-ruunis с
д  
on 
f (x) = А / Ц т д Х  + t(Ax) + -x (x = С д ) ,  
kus /u g К , t g 1 ja g . 
(d) Kui к on l&plike ridadega maatriks, siis vOib väidetes 
(a), (b) ja (c) vaadeldud funktsionaalide jaoks leida 
8 *  
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sellised sealtoodud esitused, kus -<«*>. 
(e) Viited (b) Ja (c) Jäävad kehtima, kui neis tingimus 
M e « * asendada vastavalt tingimusega «< e Ед cд • 
Tõestus. Väide (a) järeldub lausest 5.8 (f) ning teo­
reemist 6.3 (a). 
(b) Kui v»tta lauses 6.1 (b) X = "д, Y '-= E ning 
T :=• A, siis saame f « Ед' jaoks esituse (6.2), kus h e E ' 
ja - « с Ед 5. Teiselt poolt, kuna А e Ь(Е
Д
,Е) (vrd. 
lause 5.2), siis h • А « Е
д
'  iga h e E' korral, samuti - on 
seosega g(x) = -x (x « Ед) oääratud funktsionaal lause 5.8 
(a) kohaselt iga - « Ед^, ammugi siis iga - e korral 
ruumis Ед pidev ja lineaarne. Kokkuvõttes oleme tõestanud 
nii väite (b) kui ka väite (e) selles osas, mis puudutab 
väidet (b). 
Väite (c) saame väitest (b), kui võtame E с, samuti 
kehtib (e) yäite (c) osas. 
Väite (d) põhjendamiseks närgime, et lõplike ridadega 
maatriksi A korral on - uP - p. 
Täiendused ja m&rkused 
Seda, et maatriksi summeeruvusväü ei ole üldjuhul Da­
nach! ruum, märkisid juba Danach, Mazur, Orlicz jt. 30. aas­
tatel. Summeeruvusteooria vajadused raßjutasid oluliselt to­
po loog il iste vektorruumide teooria arengut (vt. Orlicz 
[187]). 1933.a. esitasid Mazur ja Orlicz [165] rea väiteid 
summeeruvusteooria valdkonnast, mis tuginesid F-ruumidele 
(ehk B0- ruumidele, nagu nimetasid neid Poola matemaatikud), 
kuid nende väidete tõestused publitseeriti alles 1954.a. 
(vt. [166]). Vahepeal ilmus nüüdseks juba klassikaliseks saa­
nud Zelleri töö [270], milles autor esitas süstemaatiliselt 
kaasaegse summeeruvusteooria funktsionaalanalüütilised 
alused. Kõik käesolevas paragrahvis tõestatud tulemused on 
pärit sellest artiklist. 
Summeeruvusvä1ja struktuuri uurimine seisab meil järg­
nevates paragrahvides veel ees. Siinkohal märgime, et FK-
ruum Сд on separaabel. Veelgi enam, Ед on separaabel iga se-
paraabli FK-ruumi E korral. Selle fakti tõestuseks korraldas 
Bennett [32] (vrd. ka Kalton [129]) injektsiooni 
BA - " X.!V=.,> X E, x - (x £ ao k 4)„ ,(E ,,„V„ Ax) 
1
- °  к  = o  k = o  
ja näitas, et see on topoloogiline isomorfism Е
д  
ja korruti­
se X ц.(с). x E mingi alamruumi vahel. Kuna vaadeldav 
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korrutisruum on separaabel, siis on seda ka Ед. Bennett tõ­
estas samas veel, et kui A on lõplike ridadega maatriks 
ning E on refleksiivne, Monte li või  tuumaruum või  kui ruumis 
E langevad tugev ja nõrk koonduvus kokku, siis sama 
omadusega on ka FK-ruum Ед (vt. ka Grosse-Erdmann [108]). 
Kuigi poolpideva menetluse summeeruvusvä1ja ei saa üld­
juhul FK-ruumina esitada, on see paljudel erijuhtudel siiski 
võimalik. Wlodarski [267], [268] defineeris järgmise poolpi-
devate menetluste л  klassi. 
Olgu poollöigus (0,T), kus T võib olla ka + ®, antud 
pidevate funktsioonide jada (л
г  
). öeldakse, et arvjada x on 
^sumroeeruv arvuks limA  x, kui 
1) iga t e [0,T) korral eksisteerib 
A(x,t) £ A k< t > xk* 
kusjuures igas lõigus [0,S] (0 < S < T) koondub vaadeldav 
rida ühtlaselt, 
2) eksisteerib lim^^_ A(x,t) =: limA  x. 
Osutub, et sellise menetluse summeeruvusväli с
л  
on FK-ruum 
poolnormidega p(x) := {|A(x,t)j j 0 5 t < T}ja pi(x) jxt| 
+ sup Ä ) |Z^'_ 0 A l t  (T v  )xk  I (i 6 IH), kus (T ) on selline jada, et 
0 5 т\ < T (i e И), т
о  
: 0 ja т. •» T (> •• ®), Pideva lineaar­
se funktslonaali üldkuju FK-ruumis с
л  
on 
f (x) = S A(x,t)dh(t) + £ 
kus h on lõigus [0.T] tõkestatud muuduga funktsioon ja arvud 
-<k  on 0 ^ ь 5 к korral suvalised, 
Л 
:
~ ^ Qdlk V\> (к > V 
nine Ц.К - d  
л
. , |  <  «  ( i  =  о  i „ ) .  
Ka iga PTR-tüüpi menetluse, sealhulgas ka Abeli menet­
luse summeeruvusväli on FK-ruum (vt. Jakimovski, Meyer-König 
ja Zeller [120]). 
Beekmann [14] näitas, et integraalse menetluse 
summeeruvusvä li on üldjuhul FH-ruum, kus H on õigi pooltel-
jel [O.oo) mõõtuvate funktsioonide vektorruum meetrikaga 
® t  |u(t) - v(t)| 
d(u.v) : = • 2 !  +  |u ( t )  _ v ( t ) |  dt (U.v € H). 
Näiteid maatriksite summeeruvusvä 1 jadest, mis ei ole 
BK-ruumid, leiab lugeja Meyer-Königi ja Zelleri [171] ning 
Tietzi [239] artiklitest. Zeller [277] tõestas, et Abeli 
menetluse •>* summeeruvusvä li on mittenormeeruv FK-ruum, 
kusjuures ta ei sisaldu ühegi lõplike ridadega regulaarse 
maatriksi summeeruvusväljas ning ei lange kokku ühegi maat­
riksi summeeeruvusvä1jaga. Siit jõuame summeeruvusteooria 
ühe aktuaalse probleemi juurde "• millised separaablid 
FK-ruumid võivad olla mingi maatriksi summeeruvusvä1jaks? 
Brown ja Stratton [67] uurisid FK-ruume X :- Cg ® <e>, kus В 
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on selline maatriks , et Cg = c0  ja e « Cg, ning näitasid, 
et sel juhul leidub maatriks A omadusega A : m * m 
CA =  coB * < e >• Zeller [274] tõestas, et iga tõkestamata 
arv jada d korral saab leida sellise maatriksi A, et 
Сд = с ® <d>, Vt. ka Meyers [175]. 
§7. SÜMMKEHOVUSVALJA TAHTSAD ALAMBÖÜMID JA 
SÖMMEBBUVÖSIHVAB1ANDID 
Kõigepealt teeme ühe olulise kokkuleppe, mis kehtib 
selle raamatu lõpuni. Kui vaadeldava maatriksi A korral ei 
o l e  v ä i d e t u d  v a s t u p i d i s t ,  s i i s  e e l d a m e ,  e t  С д  = >  p ,  s . t .  
eksisteerivad piirväärtused lim r  a r ) <  -а^ (n « И ). Sel juhul 
:A' V 
§5) 
BA ••= Bc. • FA FCa  '  WA Wc ' Sa ;= S, 
'А А А 
Edasi, iga x « с
д  
ning poolnormi р
л  
(vt. (6.1)) korral 
У Г 7/#J x у ГтлЗ . л / . х sup P r  (х ) < <», pn(x - x ) •* 0 (m - oo), 
seetõttu on tingimused 
1хЫ«4  = 0(1) ja #х - x" Jl - 0 (m - oo) 
А 
tarvilikud ning piisavad vastavalt lõiketõkestatuseks ja 
-koonduvuseks punktis x e Сд. Niisiis kehtivad võrdused 
БД = (X E CA I SU£ LE^A^X^L < =O }, 
5 д  = (x e С д  j sup iE a r kХ к  I - 0 (m - oo)}. 
Lisaks mainitud alamruumidele defineerime 
L f t  := (x с Сд I Vt e 1 3(tA)x}, 
kus 
1д := Cx e 
С
д j E a^x^ koondub }, 
л
д 
;= (* * h I V x> -- »>• 
л
д(х) ИгодХ - ах (x e I ). 
Neid seitset (ja veel mõningaid) nimetatakse summeeruvus­
vä 1 ja tähtsateks alamruumideks. Tähtsate alamruumidega seon­
duv on olnud viimased paarkümmend aastat summeeruvusvä1ja 
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struktuuri uurivate autorite tähelepanu keskpunktis. See on 
mõistetav, kuivõrd nende alamruumide omadused ja omavaheli­
sed seosed määravad paljuski vaadeldava maatriksi summeeru-
vusteoreetilised omadused. 
Juhime lugeja tähelepanu järgmisele asjaolule. Kui 
maatriksite A ja В korral Сд = Cg, siis FK-topoloogia ühesu­
se tõttu langevad Сд ja Cg kokku ka kui FK-ruumid. Seetõttu 
kehtivad võrdused 
BA =  BB ' FA " FB »' WA * WB ' SA =  SB-
Teiste sõnadega, alamruumid Вд , Рд , Ид ja 5д ei sõltu 
konkreetsest maatriksist A, vaid FK-ruumist c.. Kas sedasama 
j_ A r  
võib väita ka alamruumide Ьд , 1д ja Лд kohta, ei ole а 
priori selge, kuna nad on defineeritud vahetult maatriksist 
A, mitte aga Сд topoloogiast lähtudes. Siit jõuamegi parag­
rahvi pealkirjas toodud teise mõiste juurde. Maatriksiga А 
seotud omadust või hulka nimetatakse (summeeruvus)invarlan­
diks,  kui see ei muutu maatriksi A asendamisel üksõik 
millise temaga ekvivalentse maatriksiga B. Niisiis, Вд , Ед, 
Ид ja 5д on invariantsed. Järgmisest lausest selgub muuhul­
gas, et invariant on ka alamruum Ьд. 
LAOSE 7.1. (a) Elemendi x G  "д Jaoks on Järgmised tin­
gimused samaväärsed 
1° 3M > 0 : |E a^xj 5 M <n,m « H), 
k=0 П  
2° Vt € 1 : (tA)x eksisteerib. 
Sealjuures eksisteerib ka t(Ax) ning kehtib v&rdus 
(tA)x = t(Ax) /(t « 1). 
( b )  В д  - -  L A .  
Tõestus, (a) Kõigepealt paneme tähele, et kui x « «д 
rahuldab tingimust 1°, siis, fikseerides selles n « Й, saame 
protsessis m » ® võrratuse |  v  |  5 M (n « W ), s.t. 
x e Юд. Tähistame 
u := £ а . X. (п,ш s W), 
TtTft ^ 
Kuna sup |u I < oo, siis rida Et u koondub m e IN suhtes 
7i f  Tfl » TtTf t  1  Tl TtTff  
ühtlaselt iga tel puhul. Teisalt eksisteerib tänu tingimu­
sele Ах e m summa t(Ax), seepärast saame 
t(Ax) = E t lim u - lim [tu 
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= E ЧЛл*)с = ( t A ) x-
Niisiis, me tõestasime, et tingimusest 1° järeldub 2 , aga 
ka võrdus (tA)x =• t(Ax) iga tel korral. 
Näitame, et 2° -»• 1°, siis on väide (a) tervenisti tões­
tatud. Määrame fikseeritud x e a> korral, mis rahuldab tin­
gimust 2°, funktsionaalid 
f„, •- 1 (•««). 
Märgime, et need lineaarsed funktsionaalid on korrektselt 
defineeritud, sest kuna (a r k  ) r  e с, siis rida I^t.a^ koon­
dub iga к e IN korral . Lausest 5.8 (a) järeldub, et fm  e (1, 
If)' iga m e W puhul, sest f (x) = Et u ja (u ) 
1 " Tfl Ti TtT/i Т1ТГ1 Tl 
e m = 1 . Seejuures 
I f  l r  : I(U ) I  - SUp | u  j  ( B  6  J N ) ,  
Tfl j. TiTfi Ti CD Tt * TYfft » 
Vastavalt tingimusele 2° kehtib fm(t) •* (tA )x (te 1, m -» ов), 
seega on (f m  ) punktiviisi tõkestatud pidevate lineaarsete 
funktsionaalide jada Banachi ruumis (1, * »1). ühtlase tõ­
kesta tuse printsiibi kohaselt 
sup |u I  = sup i f  * < OD, 
Tt Tfl TiTfl ' Tft Tfi 
s.t. kehtib 1°. 
Väide (b) järeldub vahetult väitest (a). 
Lause 5.5 (a) ning lause 7.1 (b) põhjal võime kirju­
tada 
SA C  WA C 'FAx C  BA = LA-
Nende alamruumide ning 1д ja Лд vaheliste seosete täpsusta­
misel lähtume funktsionaali fee.' üldkujust (vt. lause 6.4 
<c>) 
f(x) = piiт
д
х + t(Ax) + ->x (x e 
С д
), 
kus A/eöC, te 1 ja ы e . Eeldatavasti Сд =• f>, seega ek­
sisteerib f (ek) - fj a^ + (tA \ + (к e IN). Avaldame viima­
sest seosest -k  ning asendame need f ülaltoodud esitusse. 
Saame seose 
f(x) = мИШдХ + t(Ax) 
+ E (f(e k) - ^ a v  - (tA) k  )^ (x e С д), (7.1) 
mille abil tõestame 
LAOSE 7 . 2 .  ( а )  Ед =  В
д  
Л 
1д L f t  
П 
1
д
. 
( Ь )  K u i  f «= сд', siis f(x) = ^л
д ( х) + ц^£< е к) i g a  x « FÄ  
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korral. 
fc> «6 = B s  n = 4 n ^ - Fa  n Л^. 
(d) Е
д  
- W f t  ф <u>, kus u = 0 vöj u e Ед\И д  = 1д^ Лд. 
Toestus, (a) Et 1нйд e сд • s^ s  iga x e р
д  
puhul on 
rida Z^a kx k  = Игадв'' koonduv, s.t. с В д  n !д • Vastu­
pidise sisalduvuse näitamiseks fikseerime 2  e  ^ П ^ ning 
paneme tähele, et read , E,, (t A ) k  z k  ja Ц," 4^ 2), koondu­
vad kõikide tel ning - e korral. Seosest (7.1) tuleneb 
seetõttu ka rea ^^f (e k  ) koonduvus suvalise f e Сд' puhul. 
Saame, et F Ä  Ь д  л 1д = Вд л 1д • 
(b) Kui x e Ед, siis lause 7.1(a) põhjal (tA)x = t(Ax) 
i g a  t e l  k o r r a l  n i n g  v ä i d e  j ä r e l d u b  s e o s e s t  ( 7 , .  1 ) .  
( c )  K u n a  И ш д  e  с
д
' ,  s i i s  i g a  x  e  Ц
д  
k o r r a l  Н ш
д
х  
гЕ^Итде" = Ц^х,. s.t. М
д  
с В
д  П  
Л
д - В
д  П  
1д П/д = ?д 
П 
л
д  
(vrd. väide (а)). Vastupidi, kui х е Вд П > siis 
х  е  F A  n i n g  v ä i t e  ( b )  k o h a s e l t  f ( x )  =  Z ^ x ^ f  ( e k )  i g a  f  e  с д "  
k o r r a l .  T ä h e n d a b ,  В
д  
п  
Л
д  =  L A  П  Л д  -  
f a  П  Л д  c  «
д
.  
( а )  K u n a  л  o n  l i n e a a r n e  f u n k t s i o n a a l  m ä ä r a r a i s p i i r -
konnaga 1
Д
. siis eod im Лд -- 1 alamruum is 1
Д
. Seetõttu (vrd . 
(c)) eod im = eod im (Лд!р ) - 1. millest järeldubki väide. 
Kokkuvõttes oleme saanud järgmised seosed: 
*> с S A  c  W A  = ь д  П Л£ c  W a  • <U> = Е д  
-- L A  П 1д - L a  -- Вд , (7.2) 
kus u - 0 või u e F^ \Мд . 
Teeme mõned märkused konservatiivsete maatriksite kohta. 
Esiteks järeldub lausest 5.5 (b), et kui с <= Сд. siis c Q  = S c  
с 5д. Edasi, kuna, а := (a k) e 1 (vrd. teoreem 2.1 (a)), siis 
rida Z^a ) jx k  koondub iga x e rti f| сд korral, s.t. m  П сд c  ^д • 
Teisalt kehtib konservatiivse A puhul tingimus (2.3), seega 
su# JE an kXjJ 5 s^p E |a r k |  »х1 ш  < ® (x e m n с д). 
Niisiis, m fj с
д  
<= B^ . Kokkuvõttes oleme tõestanud 
LAOSE 7.3. Konservatiivse maatriksi A  korral kehtib sir 
salduvus m f) сд c  Ед. 
Saadud sisalduvuse kohaselt e «= FA, s.t. rida E f(e k) 
koondub iga f e Сд' korral. Defineerime 
*(f) f(e) - E f(e k) <f G  с
д
') 
ning paneme tähele, et х(Итд) - *(A). üldiselt ^aame aga 
lausest 7.2 (b) 
*(f) = м л
д
(е) = a»x(A). ( 7 l 3 )  
Meenutame (vt. §2), et konservatiivset maatriksit A nimeta­
takse konullmaatriksiks, kui *(A) - 0, ja koregulaarseks. 
kui *(A) * 0. Neid mõisteid saab kirjeldada summeeruvus­
vä 1 ja Сд FK-topoloogia abil. 
TEOREEM 7.4. Konservatiivne maatriks A on koregulaarne 
p a r a j a s t i  s i i s ,  k u i  e  ^  Я д .  
Tõestus. Kui *(A) * 0, siis 
Нго
д
е * E \ - E lim Ae k, 
seega, pidades silmas, et Нт
д  
e с
д
' , saame e * . Vastupi­
di, kui e * Мд , siis leidub selline f e Сд' , et x (f) *• 0, 
millest seose (7.3) põhjal järeldub x(A) * 0. 
JABELDOS 7.5. (a) Koregulaarse maatriksi A korral keh­
t i b  s e o s  Р д  =  Н д  •  < e > .  
(b) Kui А ол копиllmaatriks ning c-g Сд. siis ka В on ko-
nullmaatriks. 
( c )  M a a t r i k s i t e  k o n u l l i l i s u s  n i n g  k o r e g u l a a r s u s  o n  i n v a r i -
antsed omadused. 
Tõestus. Teoreemist 7.4 järeldub lause 7.2 (d) põhjal 
väide (a), lause 5.5 (b) põhjal aga väide (b). Väide (c) on 
vahetu järeldus eelmisest teoreemist. 
Erilist huvi pakuvad sellised maatriksid.. mille 
summeeruvusväli langeb kokku oma ühe või teise tähtsa 
alamruumiga. Järgmine teoreem näitab, et selline maatriksite 
klassifikatsioon on üpris vaene. 
TEOREEM 7.6. Maatriksi A korral on järgmised tingimused 
samaväärsed: 
( a )  С д  =  В д ,  s. t. A  on A B-maatriks. 
(b) сд -- L a, 
( c )  Сд - F a ,  
(d )  С д  = Нд või С д  = W A  ® <u>, jajs u  s  Ед \ 
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(е) Сд = 5д või сд = 5д * <u>. Aus u e \ . 
/fui kehtib üks viidetest (а) - (e), siis с
д  
= 1
Д
. 
Tõestus. Lausest 7.1 Järeldub (a) *• (b). Eeldame. et 
Сд = Вд ja vaatleme algul juhtu. kus Сд on AD-ruum, s.t. 
p - Сд. Siis lause 5.6 kohaselt Сд = 5д ning seoste (7.2) 
põhjal kehtib võrdus с
д  
= Е
д
. Kui p * с
д  
= L A >  siis leidub 
selline f e Сд', et f * 0, kuid kern f => p, valemi (7.1) 
kohaselt f (x) = рЛ
д
(х) (x « с-д). Tingimuse f * 0 tõttu 
V * 0, seepärast peab rida E^a^ iga x « Сд korral koondu­
ma, teiste sõnadega Сд = 1д. Lause 7.2 (a) põhjal Сд = Ед. 
Me tõestasime. et (b) (с). 
Implikatsioon (с) •* (d) järeldub vahetult lausest 7.2 
(d). Kui Сд = Яд, siis lausest 5.6 saame. et Сд - . Juhul 
Сд = Ид ® <u>, kus u g ЕдХМд, kehtib Сд = Вд ning järelduse 
4.22 põhjal on 5д kinnine alamruum. Seega 5д = Ид = p ja 
Сд = 5д ® <u>. Niisiis, (d) (e). Implikatsioon (e) •* (a) 
järeldub lausest 5.6. Lõpuks on selge, et juhul Сд = Ед keh-
t i b  С д  =  1 д  .  
Kahjuks on teoreemis 7.6 loetletud meeldivate omaduste­
ga maatriksite (s.t. AB-maatriksite) klass suhteliselt 
väike. Siiski on mitmed klassikalised summeerimismenetlused 
AB-omadusega. 
Näide 1. Ulgu n regulaarne Rieszi kaalutud keskmiste 
menetlus. Siis iga x e c^ ja m 5 n korral 
p 
Pm  m  Pk  
I 2 =  lp E  r ar.k\l ~ lp~ E  P~ 
к =0 г> к = О г» к = О TZ/ 
р„ „ р„ 
= Irl и
о
»„л1 s Irl = 0(1). 
Et J Р^ j -»oo (vrd. §2), siis Pm  /Pn  = 0(1) (m 5 n, n-»®), 
mistõttu x e BM  . Niisiis, cM  = B^ , s.t. Mp  on AB-menetlus. 
LAOSE 7.7. (a) Kui A on selline kB-maatriks. mis ei 
sisalda nullveerge, siis Сд on BK-ruum normiga 
Их»* ••= sup j E a r i kxk |  (x e Сд). 
(b) Reversiivne maatriks к on AB-omadusega parajasti siis. 
9 *  6 7  
kui leidub konstant M  >  0 .  e t  
sup| E a^xj S M «x»A  (x e cA). (7.4) 
(c) Kui A on normaalne AB-maatriks, siis leidub konstant 
M  >  0 . e t  
la . I £ К la I (k=0,...,n. nefN). 
1  7>k 1  1  r*r> 1  
(d) Kui A on selline kB-maatriks. et v <= c Q  (s.t. a k  = 0 
А 
(к 6 W)), siis A on k¥i-maatriks. 
Tõestus. (a) Lihtne ori veenduda. et antud eeldustel on 
» II* tõepoolest norm, näitame, et ta on ekvivalentne 
poolnormide süsteemiga (И Ид} U Я. Tähistame 
f r,m(x) - E a r kxk  (xc Сд), 
siis t r r /  e (с д. {» Ид} U Я)' (n.m б IN). Kuna A on AB-maat-
riks, siis on jada (f m) punkt ivi isi tõkestatud. mistõttu 
(vrd. teoreem 4.20) leiduvad K t, Ka  >0 ning 1 e IH, et 
* 1  '  
и xä - sup I f r  r /  (x) I 5  К 4»х»д + К, E P,(X) (x e Сд). 
Seega (vrd. lause 4.2) on И pidev norm FK-ruumis (Сд, 
(II Ид} U Я). Vastupidi, kui A on AB-maatriks, siis kehtivad 
võrratused 
«хИд £ II хИ*, sup I E a r k  x k  J 5 Их«* (хесд. n 6 IN), (7.5) 
Eeldusel, et A ei sisalda nullveerge. saame võrratusest 
I»™vi = -V«„v\l 1 2.«.* 
tingimuse 
1 * 1 -  2  « х И *  (X e с. .me IN). (7.6) 
sup|a r i 7J 
Seostest (7.5) ja (7.6) järeldub lause 4.2 põhjal, et pool­
norm id И IIд ja p r i  on normi И й * suhtes vektorruumis с д  pide­
vad. Lause 4.5 kohaselt on {И Ид} U P ekvivalentne normiga 
" 1 1  • Et (Сд. (И Ид} U з>) on FK-ruum, siis on ka (с^.и и*) FK- 1  
ruum. seega BK-ruum. 
(b) Väite (a) põhjal on normid И II* ja И й
д  
reversiivse 
AB-maatriksi A puhul ekvivalentsed, niisiis kehtib (7.4). 
Vastupidi, võrratusest (7.4) järeldub, vahetult lõike tõkes­
ta tus iga x e Сд korral. 
(c) Kui A on normaalne AB-maatriks, siis väite (b) jär­
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gi kehtib võrratus (7.4), millest x :- en  korral saamegi, et 
I a ni< I - M  I a r, r, I (к = 0 IX, Il e IN). 
(d) Kui Сд - Вд ja a^ = О (к е IN), siis ^д - лд ~ со 
ning lause 5.6 kohaselt c Q  = 5д, s.t. A on AK-maatriks. 
Täiendused ja märkused 
Summeeruvusvä1ja tähtsate alamruumide uurimine sai 
alguse 1952. a. Wilansky [251] ja Zelleri [272] töödes. Ter­
minid "tähtsad alamruumid" (distinguished subspaces, 
ausgezeichnete Teilräume) ja "summeeruvusinvariant" võttis 
Wilansky kasutusele 1964. a. ilmunud artiklis [252]. Selles 
töös on tõestatud enamik fc»esolevas paragrahvis esitatud 
väidetest (tõsi küll. eeldusel, et A on konservatiivne). 
MSned detailid olid tõestatud juba varemnimetatud kahes 
artiklis nirig Coomese ja Cowlingi töös [30]. Lauses 7.7 
toodud väited AB-maatriksite kohta on pärit varasematest 
töödest. Vanemas terminoloogias öeldi, et normaalsel 
maatriksil A. mis rahuldab tingimust (7.5), on keskväärtuse-
omadus ning lause 7.7 (b) tüüpi väiteid nimetati Äes-kväär-
tusteoreemideks. Selle omaduse topoloogiline sisu on selgelt 
fikseeritud Zelleri artiklis [271] ning eriti Wilansky ja 
Zelleri töös [262], kus on esitatud ka lause 7.7 väited (a), 
(c) ja (d). Konkreetsete menetluste M , С (0 5 °* 5 1) jt. p <*< 
AB-omadusi kasutasid paljud autorid juba varem (vt. näiteks 
Riesa [196], Bosanquet [62] jt.) 
Tähtsate alamruumidega seotud uurimuste suuna ning 
probleemideringi kujunemisel mängisid olulist osa mainitud 
Wilansky töö [252] ja Bennetti artikkel [31]. Neist välja­
kasvanud uurimissuunad on vaatluse all paragrahvides 6 ja 9. 
Summeeruvusinvariantsuse idee aluseks sai 1959.a. Jürimäe 
[353] poolt antud konullilisuse ja koregulaarsuse topoloogi-
line iseloomustus, mille erijuhuks on eelpool tõestatud 
teoreem 7.4. Mõnevõrra hiljem jõudis sama tulemuseni Snyder 
[221]. temalt pärineb ka idee klassifitseerida konser­
vatiivsed FK-ruumid (s.o. FK-ruumid, mis sisaldavad alam-
ruumi с) E konuHilisteks ja koregulaarseteks vastavalt 
sellele, kas tingimus e e Wg kehtib või ei. Snyder toob 
egile konullruumide kolm põhilist omadust (vt.[222]). 
1 Kui E on konullruum ja FK-ruum F sisaldab E, siis ka F on 
kgnullruum (vrd. järeldus 7.5(b))v  
2o  Konullruumi kinnine konservatiivne alamruum on konullruum 
3 Loendu^a arvu konullruumide ühisosa on konullruum. 
Omaduse 1 juurde märgime, et kui E on konullruum ja Сд 
=• in П E. siis A on konu llmaatr iks . Väide ei kehti aga. kui 
Cy, asendada FK-ruumiga F, näiteks on (m, # H^) koregulaarne 
BK-ruum ja m = m n w, kuigi (tv.X) on konullruum. 
Siinkohal viitame Wilansky "FK-programmile" ([259], art 
4.7), mille idee seisneb selles, et summeeruvusega seotud 
mõisted püütakse defineerida FK-ruumide "keeles". s.t. 
laiendada neid summeeruvusvä1jadelt suvalistele FK-ruumide­
le .Samuti püütakse summeeruvusteooria teoreeme üle kanda FK-
ruumidele. FK-programmi lähtepunktiks on eelpoolmainitud 
-Jürimäe teoreem kormllilisusest ja koregulaarsusest. On 
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selge, et see programm ei saa sajaprotsendiliselt reansee 
ruda, sellele viitab ka eelnev märkus omaduse 1 kohta. 
Snyder [222] iseloomustas konuliiiisuse omadusi Saksi 
e. kahenormiruumide ja võnkumisruumide abil. 
Kui loenduvnormeeritud ruumis (X.Q) (või üldisemalt, 
lokaalselt kumeras ruumis (Х.т)) on defineeritud selline 
norm p. et ühikkera {x e X |  p(x) ^ 1} on ruumis (X.Q) 
tõkestatud ja kinnine, siis nimetatakse ruumi (X,<2,p) kahe-
normi- e. Saksi ruumiks (vt. Cooper [81]). Näiteks konserva­
tiivse FK-ruumi (E.Q) korral on (c.Q.B l^) Saksi ruum. Kui 
jada (x< r > >) rahuldab tingimusi x' r"» x( (X,Q)) ja sup^p(x ) 
< oo, siis öeldakse, et ta on Y-kogpduv elemendiks x Saksi 
ruumis (X.Q.p) ja tähistatakse x r '  -* x(y >. Alamhulga U с X 
puhul tähistame {x e X |  3xm 's ö (n e IN): x r '  -• x(z)}. 
Olgu r := (r ) indeksite jada. kus r0-l. Jada x •-= (x f c) 
korral märgime 0 r >(x) := max{| xk  - x l  j |  rn  ^ к < 1 ^  r, > 
ning moodustame nn. v&nkumisruumi О (r) := {x e a> J 0 n  (x) -» 0 
(n •* oo)}. Osutub, et 0(r) on konservatiivne BK-ruum normiga 
Ixl •-= sup r0 r )(x) + |x0 |, seejuures on ta konullruum. 
TEOREEM (Snyder [222]). Konservatiivse FK-ruumi (E.Q) 
korral on ß^rgmised tingimused samaväärsed: 
( a )  E  o n  k o n u l l r u u m .  
(b) e « Saksi ruumis (c,Q,* 
(c) leidub selline r : = (rn). et E => O(r). 
Snyderi ideid on mitmed autorid erinevates suundades 
edasi arendanud. Tema enda ja Wilansky artiklis [225] käsi­
tletakse eelpool vaadeldud probleeme poolkonservatiivsetes 
FK- ruumides (vt. §5, täiendused ja märkused) . 
TEOREEM ([225]). Poolkonservatiivne FK-гиил? (E ,0.) on 
konullruum (s.t. e « W^j parajasti siis. kui e e E ja 
ee*?' Saksi ruumis (bv.Q.8 "b v  ) • (*) 
Samas leiavad autorid tarvilikud ja piisavad tingimused 
Сд poolkonservatiivsuseks: (a) sup r  n  |I^'_ 0a ) r k  | < oo. (b) 
^a n k oondub (n с IN), (с) eksisteerib liin. а , =: a^ (к с IN). 
(d) Z^a^ koondub. Kui seejuures e e Сд . siis e e Ид 
parajasti siis. kui *(A) = 0. 
Sember [211]. [213] käsitleb variatsionaalseid ruume. 
s.o. FK- ruume E omadusega E =» bv. Kandes sellistesse ruumi­
desse üle Snyderi konuliiiisuse ja koregulaarsuse defini­
tsiooni. näitab autor. et konullilistes variatsionaaIsetes 
ruumides kehtib väide (*) ning leiab rea tingimusi, mis koos 
tingimusega (*) garanteerivad konullilisuse. üldisemat tüüpi 
variatsionaaIse id ja võnkumisruume ning nende konullilisust 
uuris Censor [76], [77]. 
Lõpuks märgime Bennetti. Semberi ja Wilansky artiklit 
[41]. milles autorid käsitlevad FK-ruumi Е
д  
(vt. §6) täht­
said alamruuroe. Muuhulgas näitavad nad. et AK-FK-ruumi E pu­
hul kehtivad võrdused 
70 
= (X 6  Е Д  I Vt E  E/* 3 (tA)x>. 
W E  = (x e Ед { Vt g E / ?: (tA)x - t(Ax)>. 
Tähelepanuväärne on selles töös esitatud DeVosi tulemus: kui 
E on selline AK-FK-ruum. et E^ on AD-FK-ruum, siis Wg = Fg . 
А А 
FК-ruumi Ед tähtsate alamruumide ulatuslikuma käsitluse 
leiab lugeja Wilansky raamatus [259] (12. pt. ). Eraldi mär­
gime absoluutse summeeruvusvä1ja 1д struktuuri ja alamruume 
käsitlevaid töid : Macphail [153]. Brown ja Cowling [65], 
Brown [64]. Macphail ja Or hari [156] . 
§8. MAATRIKSITE P-ÖHESÜS JA ASENDATAVUS 
Teoreemis 6.4 (c) toodud funktsionaali f e Сд' esitus 
f (x) - piim дХ + t(Ax) + -<x (x e Сд) (8.1) 
ei ole üheselt määratud. Kui (8.1) on f mingi konkreetne 
esitus, kus p e ОС, te 1 ja «< e Сд' 5, ning s e . siis tänu 
vördusele s(Ax) - (sA)x (x e Сд) saame teise esituse 
f(x) = рИ йдХ  + (t + s)Ax + (-> - sA)x (x e Сд), 
mis s * 0 korral erineb esialgsest. Näeme, et t ja ^ ei ole 
ühelgi juhul funktsionaaliga f üheselt määratud. Kordaja P 
puhul on asi keerulisem. Kindlasti ei ole ka tema alati 
üheselt määratud. Näiteks maatriksi E (vt. § 1. näide 2) kor­
ral on funktsionaa 1 i lin^- e c^' jaoks võimalikud esitused 
(8.1). kus p = 1 ja t = <•> - 0 või /j - 0, t = 0, - e. 
Siiski on olemas suur klass selliseid maatrikse А. mille 
puhul kordaja p ei sõltu ühegi funktsionaali f e Сд /  korral 
tema konkreetsetest esitustest (8.1). Neid maatrikse nimeta­
takse v-ühesteks. 
Olgu funktfeionaali f e Сд' puhul 
f(x) = рНтодХ + t (Ax) + -<x 
= р'ПгОдХ + t' (Ax) + •< 'x (x e Сд). 
kus P.P' e К, t.t' e 1 ja ->.<*' e Сд'^ . Siis 
(p - р')ЦтодХ + (t - t' ) (Ax) + (-< - o>' )x =0 (x e Сд) 
ja on selge, et A on р-йЛепе parajasti siis, kui kordaja p 
on  rdne nulliga nullfunkts ionaa li О e Сд' igas esituses. 
Sellest on lihtne järeldada, et kui A ei ole p-ü/jene. siis 
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v®i£> kordaja p iga f e с
д
' esituses (3.1) omada mistahes 
skalaarset väärtust, sealhulgas ka väärtust 0 . Seda silmas 
pidades defineerime funkts ionaa li f e с/ jaoks 
p, kui A on p-ühene. 
P(f) := '  
I 0. kui A ei ole p-ühene, 
kus p on kordaja f esitus (8.1). 
LAOSE 8.1.(a) Kui maatriksi A korral * М
д
. siis on 
ta p-ü Aene. 
(b> 1#а koregulaarne maatriks on v-uhene. 
Tõestus. (a) Kui A ei ole p-ühene. siis leidub null-
funktsionaalil 0 esitus, kus p - 1. Valemist (7.1) saame 
0 =• рНт
д
х + t(Ax) - ax - (tA)x (x e L^). 
seega 
lim.x - ax (x e L,) 
j_ А А 
ehk L A  С Л . Kokkuvõttes (vrd. lause 7.2) L .  =  W, .  A AA 
Väite (b) saame väitest (a) ja järeldusest 7.5 (a). 
Edasi püüame leida vastuse küsimusele p-ühesuse inva-
riantsusest. Kui A on ц-ühene maatriks ja Cg - с
д
, kas В on 
v-ühene? Selle probleemi lahendamisel osutub vajalikuks 
järgmine faktoriseerimisteoreem. 
TEOREEM 8.2. Olgu A p-ühene ja В selline maatriks. et 
с . с Сд. Siis В on esitatav kujul 
В -- CA + D. 
kus maatriksid С ja D rahuldavad järgmisi tingimusi 
(a) sup E}CRK} < OD. 
(b) t(Dx) = (tD)x iga t e 1 ja x e ы
д  
korral. 
(c) (CA)x eksisteerib ja C(Ax) - (CA)x iga x e с korral. 
(d) t((CA)x) = (tC)(Ax) iga tel ja ж e с
д  
korral. 
Tõestus. Vaatleme lineaarseid funkts ionaale 
f r,'- Сд -» К, x - E b, J tx k  (n e »J), 
sisalduvuse с
д  
с c-g tõttu on nad pidevad (vrd . lause 5.8 
(a)). Veelgi enam. nad moodustavad EK-ruum is (с
д
.{" II ^ } U P) 
punktiviisi koonduva jada. Teoreemi 4.20 põhjal leiduvad 
vud L, К > 0 ja m e IN, et 
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sHpl f„ ( x )l - Ь«х«
А  
+ К E R, (X) (x e c. ). 
" k=o • • - f t  
Edasi, lause 4.3 kohaselt saame leida sellised funktsionaa-
'  . et 
f = h • А + g . 
lid h r_ e c' ja g r  _e , e
kusjuures 
| h r ( y ) J  5  L »  |gn ( x ) |  5  К E P k  (x) (ye c, хе^ д. n«äN ). 
Kuna <»A.*) on AK-ruum (vt. teoreem 6.3 (a)). siis 
gn(x) = E xvg r i(ek) =•: (Dx) r >. 
seega on maatriks D (d^k) defineeritud seosega 
d^ •-= g r_ (ek  ) (n,k с И), 
Pidades silmas funktsionaali fee" üldkuju (1.3), saame iga 
n e W korral 
h (y) = P limy + E C7V (У e c), 
к 
järe likult 
h r  (Ax) = ^НгодХ + t < n >  (Ax) (x e Сд ). 
kus e К ja t' r"e 1. Niisiis. ühelt poolt 
fn( 
teiselt poolt 
fn ( X >  = <4jAX  ( X  G  CA )-
Maatriksi A p-ühesusest järeldub, et 0 (n e Dl ). Definee­
rides С : - (c n k  ) (t^ r" >. saame 
Bx = (f n(x>) = С(Ax) + Dx (x e с д), (8.2) 
rral tulenebki 
b.=Ec.a.. +d. (n.k e fN ) 
r>k . m ix r»k 
ehk В - CA + D. Jääb näidata, et tingimused (a)-(c) on ra­
huldatud . 
Kuna yu r i- 0 (n g !>«), siis 
sup E|c, i k  I - sup El^^'l - sup 8h r  « £ L, 
s.t. väide (a) kehtib. Edasi, et iga tel korral 
E|tn(Dx)J - E|tng r,(x)| ^ К E P k(x)lt* 1  < ® (x e ^д), 
siis lineaarsed funktsionaalid 
f, : со. -» DC, х -> t(Dx) 
t A 
on pidevad. Ruumi ^д AK-omaduse tõttu 
t(Dx) = f t(x) - E ^ fk ( e V )  = ( t D ) x  <x 6 и>д) 
iga tel puhul, niisiis kehtib väide (b). 
Seosest (3.2) saame x e и.д ja n e IN korral 
10 
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J kr*\ = С C»i£ «uA + J 
teiselt poolt kehtib sisalduvuse Сд с ning seose В - CA 
+ D tõttu võrdus 
J Ьт*\ - £ (f с»ЛкЧ +  2 d^x, . 
Niisiis. (CA)x eksisteerib ja 
C(Ax) = Bx - Dx = (CA)x (x e 
С д
). 
Saime tingimuse (c). Viimast seost kasutame väite (d> tões­
tamise ks'-
t((CA)x) = t(Bx) - t(Dx) 
eksisteerib kõikide x e 
С д  
ja tel korral sisalduvuse 
Сд с Cq ning omaduse (b) põhjal. Kuna 
EL jtc^Ax^j = E |tj Elc^jj (Ax)J 
- 
1 1 x 1 1  A sSp  £KJ < ®. 
siis võib vahetada rea summeerimisjärjekor­
da, millest saamegi võrduse 
t((CA)x) = (tC)(Ax) (tel, x e Сд). 
Teoreem on tõestatud. 
Olgu A ja В sellised maatriksid. et Сд с Cg. Iga f e Cg 
on esitatav kujul 
f  ( x )  -  A >  l i l O g X  +  t  ( B x )  +  - X  ( X  e  C g ) .  
kus p e DC, te 1 ja =< e Cg^. Kuna fj e Сд' (vrd. järeldus 
А ~ ß 
5.3 (a)). siis leiduvad P» (f! ) e К, te 1 ja e c, , et 
А Сд А 
f (x) = ) 11ГОдХ + t(Ax)+«<x (x e с-д). (8.3) 
See on nii ka juhul f := 1 iiOg: leiduvad Рд(В) := pд(1 img| c  ) 
ft * 
e DC , S e 1 ja re Сд . et 
ÜiOgX = Рд(В)ИгодХ + s(Ax) + rx (x e с
д
). 
Asendades viimasest seosest linigX funkts ionaa li f esialgses­
se avaldisse. saame fI esituse 
А 
f(x) = ррд (В) НгодХ + ps (Ax) 
+ <w + -)x + t(Bx) (x e 
С д
). (8.4) 
Eeldame nüüd. et A on p-ühene maatriks. siis В = CA 
+ D. kus maatriksid С ja D rahuldavad teoreemi 3.2 tingimusi 
(a)-(d). mistõttu 
t(Bx) = t(C(Ax)) + t(Dx) = (tC)(Ax) + (tD)x (x e 
С д
). 
See võimaldab fJc  esitusele (8.4) anda kuju 
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f(x) - А'А'д(В)11П1дХ + (ms +. tC)Ax 
+ (w + - + tD)x (x G с
д
). (8.5) 
kusjuures MS + tC e 1 ja Aiz + -< -t- tD e . Niisiis oleme 
saanud funktsionaali f | esitused (8.3) ja (8.5). Maatriksi 
A 
A M-ühesuse tõttu p, (f |  ) = w. (B). 
С д  f i  
Kui A ei ole A>-ühene, siis A»(f| ) = P.(B) = 0. Kokku-
A A  
võttes oleme tõestanud järgmise 
LAOSE 8.3. Kui A Ja В on sellised maatriksid, et 
с, с c ö. siis iga f e cn' korral kehtib v&rdus 
VflcA> -
Nüüd saame anda vastuse eelpool esitatud küsimusele. 
ТВОВЕБН 8.4. Maatriksite v-ühesus on invariant. 
Tõestus. Eeldame, et A on p-ühene ning В temaga ekviva­
lentne maatriks. s.t. Сд = Cg. Lause 8.3 põhjal piisab maat­
riksi В /-»-ühesuse tõestamiseks na idata, et Рд (B) *• 0, sel 
juhul võime suvalise f g Cg' korral avaldada м = '"'A^c * 
/Рд(В). Võtame lauses 8.3 f := Игод G Cg'. siis saame 
Рд(А) •-= Рд( 11Шд ) = РМд(В), 
kus у on kordaja 1йпд g Cg' esituses. Kuna maatriksi А 
д(А) = 1. siis А'д( н-ühesuse tõttu ai* a> a  B) *• 0 . 
Tulles maatriksite asendatavuse küsimuste juurde, mee­
nutame (vt. §1). et algselt oli seatud probleem 
konservatiivse maatriksi asendatavusest temaga ekvivalentse 
regulaarse maatriksiga. Hiljem sai see termin avarama sisu. 
Maatriksit A nimetame asendatavaks. kui leidub maatriks В 
omadustega Cg - Сд ja c 0g => F. 
Asendatavuse, nagu ka mitmete teiste probleemide uuri­
misel, on vajalikuks abivahendiks 
LAUSE 8.5. Olgu A maatriks. 
(a) Iga f G с
д
' korral leidub selline maatriks В. et 
CA c  CB J a  1 1 тв1
С д  
=  f ' 
(b) Funktsionaali f G С
д
' korral leidub selline maatriks В, 
et 
1 0 *  75 
Сд = Cg Ja limg = f. 
parajasti siis. kui f mingis esituses м * 0. 
Tõestus. (a) Olgu f e c^" antud kujul (8.1). Defineeri­
me maatriksi D - (d i r  ) seosega 
Г и. kui n - i, 
d. : = ; t . kui n < i, 
i n  I " t 0 . kui n > x . 
Kuna t«l. siis on D konservatiivne maatriks ning (vrd. 
teoreem 2.1 (a)) 
lim^y = AJ limy + ty (у e  с) . 
Edasi moodustame maatriksi С = DA, seega 
(Cx). "•= E * E £ ^гЛг-к*k 
к к т>-О 
Г  io d- F a r.v*v ( x  e  Ü >A )-
niisiis, 
lim^x = lim^Ax - А*ИтдХ + t(Ax) (x e с
д
). 
Võtame nüüd 
b J л- b»1  n = °-
r
'
k  
"'к +  c n-i к • n > 0 (n,k «' W) 
ja veendume, et maatriksil В :- (b. k) on nõutud omadused 
Kuna <* e Сд^ 5  ja сд c  c(y siis Сд с u>g. Seejuures 
(Bx) 0- <*x. (Bx) n= -<x + (Cx) r  l  (n = 1.2,...), 
järelikult Сд с Cg ja 
lintgX = lim^x + -<x - f(x) (x e С д ) .  
(b) Tarvilikkus. Olgu Cg = Сд ja f = limg antud f e Сд' 
korral, siis f e Cg' esituses on p : 1. t = •< = 0. Lause 8.3 
Põhjal AJ = M&(f) = А<д(В) * 0. 
Piisavus. Olgu f e с
д
' antud sellise esitusega (8.1), 
kus a> * 0. Moodustame maatriksid D,C ja В nagu väite (a) 
tõestuses. Kuna и *• 0, siis D on normaalne. seega on tal 
normaalne pöördmaatriks D~*. Järgnevast lemmast 8.6 järel­
dub. et D 1  on konservatiivne maatriks. Kuna С - DA ja 
c A  с  Сс- siis А = D*C. kust D ' konservatiivsuse tõttu 
saame Сд c-q . Kokkuvõttes c^ Сд. Edasi, kui x e c-g, siis 
eksisteerivad -x - (Bx) Q  ja (Cx) r  J= (Bx) r- =-x (n s W) ning 
viimasest seosest tuleneb x e c^. Tähendab. Cg с с
г  
= с
д
. 
kokkuvõttes (vrd. (а)) c n  - c,. 
В А 
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Siisiis, lause 3.5 (b) toestuse saime järgmise lemma 
rakendamise 1. 
LEMMA 8 . 6 .  Kui t  s 1, /j * 0 (n g W  ) Ja fj 
maatriksi 
D : = 
::, « 
t t t 
M * 0, siis 
( 8 . 6 )  
p&ördmaatriks D on konservatiivne. 
Tõestus . Näitame Kõigepealt, et у & m •* Dy & с ehk 
Dy G С •* у E M. 
Kui у (y r  ) 0 m, siis võtame indeksi N, et 
1 uo |p| \fj' 
jyNi > —. Ejtj < —, 
К 
M 
kus & T t ' ~ v r >  - й (n G » < )  .  E d a s i  v a l i m e  i n d e k s i  p  n i i ,  e t  
|y*U - 7lyNl < n  = 0  Р _ 1 )- |Ун*р1 >  ? |Ун1 • 
(n £ M) 
S e l  j u h u l  
i (Dy К ( D y )  ^ Ny N  +  J N  ЧЛ, 
I (p + <S ) у 
• N<-p 'Nff. (M <VyM  +  NJN/4 'y J  
- 1^ +  6 N.pl |yN*pl - +  6 NllyNl - l6 NllyNl - JNl4,yr,l 
M M M 
- ~ 
7lyJ - MlyJ - —\yj - 71 у* I~t~ ~ IHIyJ > i. 
mistõttu Dy vi с . 
Nüüd tõestame, et Dy g с -»• у e с, see on samaväärne 
implikatsiooniga x G С •+ D 'x G C, s.t. maatriksi D 1  kon­
servatiivsusega. Olgu у G selline jada, et Dy G с, siis 
eelneva põhjal у G m, mistõttu rida t ry r >  koondub. Et 
(Dy X = Алу ;  + E t r  y n  (i G JN ), 
siis tingimuste Dy G с ja м. •* м *• 0 tõttu kehtib у G с. 
Lemma, ning koos sellega ka lause 8.5 (b), on tõestatud. 
Teatavasti (vt. järeldus 7.5 (c)) on maatriksite kore-
gulaarsus invariantne omadus. Seepärast on arusaadav, et 
regulaarse maatriksiga saab asendada vaid koregulaarseid 
roaatrikse. Kuid mitte kõiki, nagu selgub alljärgnevast 
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teoreemist. ühe osa selle tõestusest esitab 
LEMMA 8.7. Kui A on koregulaarne maatriks ning f s  Cj 
on selline funktsionaal, et kern £=•*>, siis tema esituses 
(8.1) on / j  = 0 parajasti siisy  kui f (e) - 0. 
Toestus. Kõigepealt märgime, et kuna A on koregulaarne, 
siis on ta yu-ühene (vrd. lause 8.1 (b)). Võrduse (7.3) jßh-
jal on f (e ) = X(f ) - MX (A), millest järeldubki väide. 
TEOREEM 8.8. Olgu A konservatiivne maatriks. Temaga 
ekvivalentne regulaarne maatriks В leidub parajasti siis, 
k u i  e  *  f >  F K -  r u u m i s  С д .  
Tõestus. Tarvilikkus. Olgu В regulaarne maatriks omadu­
sega Cg = Сд, siis limgZ = 0 iga z « korral. Kui oletada, 
et e g f> FK-ruumis Сд, siis leidub ruumi p elementide jada 
( z ' n ' ) ,  r a i s  k o o n d u b  p u n k t i k s  e  r u u m i s  С д .  K u n a  l i m g  e  с д >  
siis saamegi vastuolu'-
1 - limge - limg (lim z t r > >) - lira limgZ < r" = lim 0 = 0. 
Piisavus. Eeldame, et e konservatiivse maatriksi А 
summeeruvusvä 1 jas Сд . Et Ид с p (vrd. lause 5. 5 (a )), siis 
e е -  Нд, s.t. A on koregulaarne. Lause 4.11(a) põhjal leidub 
f б СД' omadustega kern f => IP ja f (e) = 1, lemma 8.7 järgi 
on f kordaja и nullist erinev. Rakendades lauset 8.5 (b), 
leiame maatriksi B, mis rahuldab tingimusi Cg = с
д  
ning 
limg r f . Sealjuures Cg - c, limge = f(e) = 1 ning b^ f (e k) 
=• 0 (k = IN), niisiis on В regulaarne . 
Nüide L^_ Olgu (ak) e l selline jada, et a2 k  - 0 ning 
0 (к g IN). Moodustame maatriksi 
" 1 -j 
1 a t  О 
Oa 1 
А := n  1  , 
0  ai 1  аз 
0  ai 0  аэ 1  
0 a, 0 аэ 1 a =  
Lihtne on veenduda, et A on konservatiivne ning x (.к) - 1. 
Seejuures kehtib СД = *>. Selle võrduse tõestamiseks võtame 
78 
suvalise f e Сд' omadusega kern i => e ning näitame, et f = 0 
(vrd. lause 4.11(a)). 
Kuna A on normaalne,siis (vrd . lause 3.2 (b)) 
f (x) = мИюдХ + t (Ах) (x e Сд), 
kus p e DC ja t « 1. Eelduse kern f э p tõttu 
0 = f (eV  ) = ^ + E t a7 > k  
J + tk > 1, kui к = 2i, 
1 pa + а E t , kui к = 2i + 1, 
l k  k„_ v  r >  
millest paaritute arvude к korral 
JL 0 = ^ f (e) - ^— f (e ) 
=- " ^ -r=ž - 4 + W 
Niisiis rahuldab tel tingimust t^ = к e IN puhul, 
järelikult t •= 0. Seetõttu 
0 -_ 1 f (e ) = p - E tn  = p, 
kokkuvõttes saamegi f = 0. 
Vastavalt teoreemile 8.3 ei ole maatriks A asendatav. 
Mitteregulaarse asendatava koregulaarse maatriksi näi­
teks on lemmas 3.5 vaadeldud maatriks D, kus t * 0 ja аг = p 
* 0 (i 6 ffl). 
Siinkohal, olles lahendanud asendatavuse probleemi ko­
regulaarse te maatriksite jaoks, näeme, et erinevalt konser­
vatiivsusest, koregulaarsusest ja konuHilisusest, ei ole 
maatriksite regulaarsus invariantne omadus. Teiseks saame 
anda vastuse küsimusele alamruumi 1д invariantsuse kohta. 
Järgnevast näitest selgub, et see vastus on eitav. 
Näide 2. Olgu =» := 2~У (к e (N) . Moodustame maatriksi 
1/2 1/2 
1 / 2  1 / 2  
С : = 1/2  1/2  
1 / 2  1 / 2  
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nirtg paneme tähele, et С - DA, kus D on antud seosega (3.6), 
milles - 1 (к e in) ja t^ = 2 **, ning 
1/2 1/2 0 
0  0  1/2  1/2  
0 0 0  0  1/2 1/2 
Seejuures c c  - с д  (vrd. lause 3.5 (b) tõestus), niisiis on С 
asendatav maatriks. Osutub, et 1^ * 1д - Сд. Näiteks jada 
z •-= (1,-1,2,-2,4,-4 2k,-2k,...) on A summeeruv, kuid ei 
kuulu hulka lp'- rida = 1- 1+1- 1+1- 1+ . . . ei koondu . 
Tulles nüüd asendatavuse juurde selle termini üldisemas 
tähenduses, märgime õigepealt nßnda lihtsamat fakti. 
LAOSE 8.9. (a) Kui A on asendatav maatriks, siis Ьд= Ед. 
(b) Kui 1д = Сд, siis A on asendatav maatriks. 
( c )  I g a  k B - m a a t r i k s  o n  a s e n d a t a v .  
Toestus. (a) Kui В on selline maatriks, et c-g = сд ja 
c Qg p, siis Ig =• Cg. Kuna L^ ja F^ on invariandid, siis 
(vrd. lause 7.2 (a )) 
FA :  FB "" LB 1 !3 LB "" LA' 
(b) Juhul 1д = Cp on Лд 1 с p -»К pidev lineaarne funkt-
sionaal FK-ruumis с
д
, s.t. e 
С д
'. Tema esituses Л
д
(х) 
= lim^x - ax on m = 1. Rakendades lauset 3.5 (b), saame lei­
da sellise maatriksi B, et Cg = с
д  
ja linigX = л^(х) (x e c^), 
mistõttu bk  = limgek  - av  - a^ = 0 (к e SM). Seega on А 
asendatav maatriks. 
Väide (c) järeldub väitest (b) ja teoreemist 7.6. 
Lõpuks tõestame teoreemi, mis selgitab asendatavuse ja 
p-ühesuse vahekorra. 
TEOREEM 8.10. (a) Kui maatriks A ei ole y-uhene, siis 
on ta asendatav. 
( b )  p-ühene maatriks A  on asendatav parajasti siis, kui • 
leidub selline funktsionaal f e Сд" , et p(f) *• 0 Ja 
kern f r- p. 
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Tõestus. Väide (a) ning väite (b) piisavus Järelduvad 
lausest 8.5 (b): mõlemal juhul on olemas selline f e с, et 
kern f <p ning /J * 0 tema mingis esituses (8.1), mistõttu 
saab leida maatriksi omadusega cß  = с д  ja p с c o ß. Väite (b) 
tarvilikkuse tõestamiseks eeldame, et leidub maatriks В 
nende kahe omadusega. Võtame f : = limg e C ; z, sel juhul 
A-(f )• = 1, mistõttu lause 8.3 põhjal м
д
(£) = M ß(A) * о (vt. 
teoreemi 8.4 tõestus). Sealjuures <p с c Qg = kern f, tähen­
dab, otsitav f e c^z  on leitud. 
Täiendused ja märkused 
Коregulaarsete maatriksite asendatavuse küsimus kerkis 
üles Zelleri töös [270 3, sealt ori pärit lause 8.5 (ilma 
väite (b) tarvilikkuseta), teoreem 8.8 ja lemma 8.6 juhul 
/->k  = p (к e »1) (siintoodud kujul tõestas selle Jürimäe 
[358]). Zellerile kuulub ka kirjanduses paljutsiteeritud 
näide 1 mitteasendatavast koregulaarsest maatriksist. Wilan-
sky [252] püstitas probleemi üldisemalt konservatiivsete 
maatriksite asendatavusest т-multiplikatiivsetega. Tema 
küsimus, kas iga konu 1 lmaa tr iks ori asendatav, sai eitava 
vastuse koos koritrariäitega Changi, Macphaili, Snyderi ning 
ta enda ühises artiklis [79]. Nagu näitas DeVos [93], on 
mitteasendatavaid maatrikse "palju" selles mõttes, et tSigi 
konservatiivsete maatriksite Banachi algebras Г moodustavad 
nad tiheda hulga alamruumis в, mis koosneb tiigist tõkesta­
tud hajuvaid jadasid summeeruvatest maatriksitest. 
Alamruumi 1д mitte invariantsuse juurde (vt. näide 2) 
lisame Wilansky [252] poolt tõestatud seose I cg - Сд1 
= Рд. Beekmann ja Chang [21] näitasid, et 1д on invariantne 
parajasti siis, kui seda on л
д
. Artiklites [20] ja [22] 
uurisid nad maatriksi A järgmisi omadusi (vt. ka Macphai1 
[155]). j_ 
(E) lg - Ag iga maatriksiga A ekvivalentse maatriksi В kor­
ral . 
(E') Iga tel nirig sellise x e Сд korral, et (tA)x eksistee­
rib, kehtib võrdus (tA)x = t(Ax). 
Osutub, et omadus (E') on invar iantne ning mitte-p-ühese A 
korral ori need väited samaväärsed. 
Maatriksite A>-ühesuse uurimine sai alguse Wilansky 
artiklis [252], kus ori tõestatud lause 8.1. Tema ja Macpha il 
[157] püüdsid kirjeldada p-üheste konu1lmaatr iks ite klassi, 
nad tõid esile ka м-ühesuse seose asendatavusega ning 
püstitasid mitmed pöhinßttelised küsimused м-ühesuse inva-
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riantsuse kohta. Need küsimused said vastused Beekmanni 
artiklis [17], kuigi Wilansky oli vastustele väga lähedale 
jõudnud avaldamata töös [257], mille tulemusi, eriti 
faktoriseerimisteoreemi 8.2 (vt. ka Wilansky [258]), 
Beekmann oluliselt ära kasutas. 
Vahemärkusena mainime, et summeerimismenetluste fak-
toriseerimise idee kuulub Coppingule [82] ja Bauroarmile 
[12]. Teoreemi 6.2 tõestuse idee on pärit Beekmannilt, 
Boosilt Ja Zellerilt [19]. Boos [48], [50], [54] on 
rakendanud faktoriseerimisteoreeme sisalduvus-, kooskõla-
ning kumerusteoreemide tõestamisel (vt. veel Boos ja Neuser 
[60], Tali [234], Seydel [216]). 
Tulles tagasi Beekmanni artikli [17] juurde, märgime, 
et lisaks maatriksi yu-ühesuse invariantsusele tõestas autor 
ka Сд' alamruumide 
А»д ••= (f e °д I leidub esitus (8.1), kus и - 0}, 
йд {f g Сд' j leidub esitus (8.1), kus и * 0} 
invariantsuse . Ta täpsustas eelpoolmainitud ZejLleri teoree­
mi, nimelt tõestassta lause 8.5 (b) tarvilikkuse. Samast on 
pärit ka teoreem 8~ 10autor tõestas, et A on asendatav 
parajasti siis, kui Л kus ч> (f G с
д
' j kern f 
=> *> } .  
Nimetatud artiklis jõudis Beekroarm uue probleemini, 
mille formuleeris täpsemalt Wilansky [258]. Ta vaatles 
funktsionaali 
P '-Сд' •* К, f -» fj(f) 
ja püstitas и-pidevuse hüpoteesi: funktsionaal м on iga А 
korral pidev tugevas topoloogias /?(сд',с
д
). On selge, et 
probleem tekib vaid ^-üheste maatriksite puhul. Hüpoteesi 
kehtivuse tõestas Ruckle (vt. Wilansky [259], 14.2.4) juhul, 
kui Сд on BK-ruum, ning Boos [51], kui Ь
д  
x w #  või A on 
AB-maatriks. Magee ja Ruckle [161] esitasid tõestuse eel­
dusel Сд F, Grosse-Erdmann [108] leidis nende tõestuses 
vea ning tõestas Wilansky hüpoteesi suvalise A puhul. 
Tähelepanuväärne on, et Grosse-Erdmanni tõestus tugineb Сд' 
tugevale separaablusele. 
Seoses p-pidevusega vaadeldakse kaasruumi Сд' alamruu-
me c k ß  ja G (f e С д '} 3t G 1: f( x) = t(Ax) (x G С д)}. 
Vastavalt valemile (8.1) on с.' esitatav summana с,<lim.> ß A AA 
+ 
А 
-  F u n k t sionaali Ит
д  
paiknemisest G ja с
д
^ suhtes, 
samuti nende alamruumide vahekorrast sõltuvad suurel määral 
A omadused. Kehtivad järgmised väited (vt. Wilansky [258]). 
О l CA ) 
'А 
G. 
„О rt —7Г~ ^(c/,c. ) 
2 A on ju-ühene «+• 11год G + с
д  
с
д
' ' A  °A ' ' 
3° A on AB-maatriks ** G с . 
4" Ишд в G **• * & А[с
д
] 0 , ( 0  , c  kus x(g) g(e) - J^g(e k) 
У 2 
(g e с' ) . 
ß .. .  _ Л 5 li« Ä  е сд ~ с д  = А д. 
Beekmann ja Chang [24] andsid /u-ühesuse maistele järg­
mise üldistuse. Maatriksit A nimetatakse v-Uheseks alamhul­
gal M с Сд. kui 
kern f :> M ^ f ^ ^ . (*) 
Selle definitsiooni kohaselt on A mitteasendatav parajasti 
siis, kui A on yu-ühene alamruumil *> (vrd. teoreem 8.10). 
Autorid tõestasid, et (*) on samaväärne tingimusega 
X e B[M] 0 , ( 0  , c  )  iga maatriksiga A ekvivalentse maatriksi В 
korral. Vt. veel Chang [78], Beekmann ja Chang [25]. 
Asendatavuse ja p-ühesuse probleeme käsitleme ka 
järgmises paragrahvis seoses alaroruumiga Рд. Vt. ka Boos 
[46], Kuan [141]. Maatriksite asendatavust absoluutse 
summeeruvuse mõttes uurisid Brown [64] ning Macphail ja 
Orhari [156]. 
Vastavalt FK-programm iie (vt. §7, täiendused ja märku­
sed ) on maatriksite я-omadusi püütud üldistada FK-ruumidele. 
Wilansky [258] lähtekohaks oli eelpooltoodud omadus 2 . Ta 
nimetab FK-ruumi E v-ruumiks, kui E ei ole /?(E', E )-tihe 
kaasruumis E'. Osutub, et 1) iga koregulaarne FK-ruum on 
P-ruum, 2) FK-ruum, mis sisaldab kinnise p-alamruumi, on 
ruum, 3) FK-ruum E omadusega Bg / p on p-ruum, 4) AK-FK-
ruum ei ole p-ruum. 
Teine üldistus kuulub Beckmanniie ja Chang iie [26]. FK-
ruum i E omadusega E ^ v nimetatakse v-üheseks, kui leidub 
selline funktsionaal f e E' ning P-ühene maatriks В, et <p 
<= Cg с E ja Pg(f | c  ) x 0. Autorid tõestasid, et FK-ruum E on 
и-ühene parajasti siis, kui 
*4 ••= П <f G  E'| f | e ^ g } 
Ь  fxrc BcE CB 
on (E ,E )-kinnine, ning uurisid FK-ruumi tähtsate alamruu­
mide seoseid p-ühesusega. 
Maatriksite p-ühesus oli lähtekohaks konuliiiisuse 
meiste üldistamisel. Olgu A p-ühene ning В selline maatriks, 
et Cg => Сд. Wilansky (vt. [259], 15.4.1) nimetas maatriksit 
В konulliliseks A suhtes, kui р
д
(В) = 0. Lihtne on veenduda, 
et В on I suhtes konulliline parajasti siis, kui ta on ko­
nu llmaatr iks . Wilansky definitsioonile anti kaks üldistust 
FK-ruumidele E ja F, kus E с F. Eeldusel W £  * Bg  nimetas 
DeVos [94] ruumi F konulliliseks E suhtes, kui B£  с W p. 
Beckmann ja Chang [26] nimetasid (ilma eelduseta W g  * B g) 
ruumi F konulliliseks E suhtes, kui 
g 1E e  ( f  e  E 'l 3 B- g  e  PB :  CB 3  E ' 8IE " f }  
iga g e F' korral ja näitasid, et sel juhul kehtib tingimus 
BE c  WF " 
83 
§9. ALAMKUUM Р
д
. PERFEKTSED MAATRIKSID 
Nendele summeeruvusva 1ja tähtsatele alamruumidele, mida 
me uurisime eelmises kahes paragrahvis, lisandub veel üks, 
mis on oluliselt seotud maatriksi A perfektsuse naistega. 
Konservatiivset maatriksit A nimetatakse perfektseks, 
kui elemendid e ja e* (k <s fri) moodustavad põhihulga FK-ruu­
mis с
д  
. Kuna (e, e k  | к e tN } on põhihulk BK-ruumis (c, » H^), 
siis FK-topoloogiate monotoonsuse tõttu 
с = lin {e, е^к с W} z f « <e> 
FK-ruumis Сд. Niisiis, konservatiivne maatriks A on perfekt­
ne parajasti siis, kui с-д = c. üldiselt nimetatakse aga 
alamruumi с konservatiivse maatriksi A summeeruvusvä1jas Сд 
perfektsushuIgaks. 
Perfektsusega seotud probleemide uurimiseks vajame so­
bivat funktsionaalanalüütilist instrumenti. Selleks definee­
rime testfunktsioonid. Nii nimetatakse f unkts ionaa le f e Сд 
kui 
1) kern f p, 
2) leidub f selline esitus (8.1), kus и - 0. 
Tingimus 2) omab nPtet ilmselt vaid p-üheste maatriksite pu­
hul. Näiteks koregulaarse A ning tingimust 1) rahuldava 
f e Сд' korral on tingimus 2) samaväärne tingimusega f(e) 
= 0 (vt. lemma 8.7). üldisemalt kehtib 
LAOSE 9.1. Kui maatriks A rahuldab tingimust Яд * L  ja 
f e Сд' on selline funktsionaa1, et kern f » L  , siiski on 
testfunktsioon. 
Tõestus. Kui kern f s Lj , kuid f e с
д
' ei ole test-
funktsioon, siis н(f) * 0. Iga x e L f t  korral 0 = f(x) 
= рНт
д
х + t(Ах) + -<x = рНгодХ + rx, kus r tA + -«. Sisal-
duvustest F с L# с kern f järeldub 0 = f (ek ) - pa  ^ + rv 
(к e &Г), mistõttu НтдХ = - (l/y )rx - J^a^ (x e L f t). Seega 
L Ä  с л д  ning lause 7.2 (c) põhjal kehtib L f t  = И д. Väide on 
tõestatud. 
Tähistame maatriksi A korral 
TА -= Ct €-1 I Vx  e с д  3(tA)x> 
ja defineerime lineaarsed funkts ionaa1id 
84 
ft :  CA * к. x  - t(Ax) - (tA)x (t e Тд). (9.1) 
Kuna х-» t(Ax) ja x -» (tA)x on tingimuste t « 1 ja tA e 
tõttu ruumis Сд pidevad, siis f^ e Сд'. Ilmselt kehtivad 
seosed kern f^ =• p  ning p (f ^ ) = 0, niisiis on f^ iga t e Тд 
korral testfunktsioon. 
Vastupidi, iga testfunktsiooni f e Сд" puhul leiduvad 
te 1 ja <•» e Сд^, et f (x) = t(Ax) + <*x (x e Сд), kusjuures 
0 - f(e ) = (tA)^ + =« k  (к с W), Seega tA - -•« e Сд^, mistõttu 
t e  Тд ja f on esitatav kujul (9.1). Kokkuvõttes kehtib 
LAOSE 9.2. Funktsionaa1 f e Сд' on testfunktsioon para­
jasti siis, kui ta on esitatav kujul f(x) = t(Ax) - (tA)x 
(x e Сд), kus t e Тд. 
Defineerime summeeruvusvä1jas alamruumi 
Рд •-= lx « Сд I Vt б Тд : t(Ax) = (tA)x>, 
siis lause 9.2 kohaselt 
Рд = {x e Сд } f(x) = 0 iga testfunktsiooni f korra1> 
=• fj {kern f j f on testf unkts ioon} . (9.2) 
Et kern f on iga f e Сд' puhul kinnine alamruum, siis Рд 
= Рд. Niisiis, erinevalt paragrahvis 7 defineeritud 
tähtsatest alamruumidest, on Рд alati kinnine. Ta on vaadel­
dud alamruumidest ka suurim, lihtne on veenduda, et Рд з Lд. 
Tõepoolest, iga testfunktsiooni f korral kehtib lause 9.1 
kohaselt sisalduvus kern f э Lj , millest seose (9.2) abil 
saamegi, et P^ L^ . 
Alamruumi Рд täpsem asend summeeruvusvä1jas Сд selgub 
järgmisest lausest. 
LAOSE 9.3. (a) Kui A on selline maatriks, et Мд* L  
s i i s ? a = L a .  
(b) Iga maatriksi A korral on Рд = p v&i P t  - p ® <u>, kus 
u e Рд\р. 
( c )  K o r e g u l a a r s e  m a a t r i k s i  A  k o r r a l  o n  ? ^  -  с  -  p  &  < e > .  
Tõestus, (a) Kui f e с
д
' ort selline, et kern f -• Ьд, 
siis lause 9.1 kohaselt on ta testfunkts ioon, seega 
Р
д  
с kern f. Lause 4.11 (a) põhjal võime öelda, et Рд с Ьд. 
Teisalt kehtib Рд kinnisuse ja sisalduvuse L  с Р
д  
tõttu 
Рд = Рд - Ьд , niisiis kokkuvõttes Рд - . 
(b) Kuna ¥> <=' РД = РД ,  s i i s  »> с РД. Oletame, et p * РД. 
Võtame u e Р
Д
\Р ja näitame, et Рд = p » <u>. Valime funktsi­
onaali f e Сд' vastavalt lausele 4.11 (a) nii, et kern f p 
ja f(u) - l. Tema esituses 
f(x) = рНп>дХ + t(Ax) + -x (x e Cp ), 
kus t 6 1 ja •« e с£ (vrd. lause 6.4 (c)), on p * 0, vasta­
sel juhul oleks f testfunktsioon ning kehtiks võrdus f(u) 
= 0. Oletame nüüd vastusväiteliselt, et p ® <u> *  Рд, siis 
leidub v e Рд\ (p ® <u>) ja me saame valida g e с-д' , mis 
rahuldab tingimusi kern g => p ® <u> ja g(v) = 1. Ka 
funktsionaali g esituses 
g(x) = р11тдХ + t(Ax) + -ix (x 6 Сд), 
kus t e 1 ja -< G Сд^, kehtib a> * 0 . Moodustame funktsionaali 
h := pf - Pg e Сд' t  
s. t. 
h(x) = (w - РАО Н годХ  + (pt - ptHAx) + (рч - p«<)x 
= (p t  -  pt ) (Ax)  + (p-  -  Aio<)x  (x  e  с - д ) .  
Ilmselt on h testfunktsioon. Kuid samal ajal 
h(u) = yuf(u) - pg(u) = pf(u) = p x 0, 
mis on vastusolus tingimusega u e Рд. Järelikult, kui Рд *• p, 
siis Рд - p ® <u>. 
(c) Kui A on koregulaarne, siis x ning väite (a) 
kohaselt Рд - 1>д. Teisalt kehtib tänu A konservatiivsusele 
P e <e> с Ьд ja seega ka с = p ® <e> с L f t  = Р д  . Vastupidine 
sisalduvus järeldub väitest (b). 
Järgmine lause selgitab alamruumi Рд seoseid maatriksi 
A asendatavuse ning p-ühesusega . 
LAOSE 9.4. Kui Р
д  
* p, siis A on asendatav p-ühene 
maatriks. 
Tõestus. Kui Р
д  
* p, siis leidub u e Р
д
\р j a  f e Сд', 
et kern f •=• p ning f(u) = 1. Seejuures f ei ole testfunkt-
sioon, mistõttu p(f) * 0. Teoreemi 8.10 (b) kohaselt on А 
asendatav maatriks. 
Kui eeldada, et A ei ole ju-ühene, siis iga f e c^' oma­
dusega kern f =• p on testf unkts ioon ning seetõttu kern £ 
=" Рд.' Lausest 4.11 (a> järeldub Р
д  
с p ,  millest lause 9.3 
(b) põhjal saame Р
д  
- p. Väide on tõestatud. 
Olgu A ja В sellised maatriksid, et ^ c  сд c  cg ning 
olgu f e Cg :  maatriksi В testfunktsioon. Siis g :- f| e с ' 
Сд А 
36 
ning kern g ^ ч>. Kuna а» (f) = 0, siis lause 8.3 kohaselt A » ( g )  
- 0, s.t. g on maatriksi A testfunktsioon. Seetõttu 
Pg - Л (kern f j f on В testfunkts ioon} 
^ П {kern g j g on A testfunktsioon} = Рд. 
N i is i is, 
CA c  CB - PA c  PB ' 
millest järeldub 
LAOSE 9.5. Рд on summeeruvusinvariant. 
Eelneva arutelu kohaselt on ka maatriksi VfiSigi test-
funktsioonide hulk invariant. 
Tulleks lõpuks tagasi perfektsete maatriksite juurde 
märgime, et nende ИЗige tähtsama omaduse tõestame roe allpool 
paragrahvis 11. Siinkohal toome mõned klassikalised tulemu­
sed reversiivsete maatriksite perfektsuse kohta. 
Maatriksit A, mis rahuldab implikatsiooni 
t 6 1, tA : 0 4 t - 0, (9.3) 
nimetatakse M-tüüpi maatriksiks. Lihtne on veenduda, et tin­
gimus (9.3) on täidetud parajasti siis, kui võrrandisüstee­
mil 
E tan k  - 0 (k = IN) 
on ruumis 1 ainult null-lahend. 
LAOSE 9.6. (a) Reversiivne koregulaarne maatriks A on 
perfektne parajasti siis, kui ta on M-tüüpi. 
(b) Kui normaalse koregulaarse maatriksi A pöördmaatriksi 
A 1 (o4hi) veerud («^ ) (i e IN ) on tiSkestatud jadad, siis 
A on perfektne. 
Tõestus, (a) Revers iivse maatriksi A korral on f <s Сд' 
esitatav kujul (vrd. lause 3.1 (b)) 
f (x) = м Н ш д Х  + t(Ax) (x e С д ) ,  
kus ju s К ja t £ 1. Seetõttu on f e testf unkts ioon para­
jasti siis, kui f(x) - t(Ax) (x e Сд) ja kern f => p, s.t. 
0 = <tA) k  =J o  t na r, k  (k e IN). 
Teisalt tähendab koregulaarse maatriksi A perfektsus võr-
dust Рд - Сд , mis on võimalik vaid sel juhul, kui ainuke­
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seks testfunktsiooniks on nullfunktsionaa1, s.t. kui kehtib 
(9.3). 
(b) Kõigepealt märgime, et poordroaatriksi veerud on A-
summeeruvad, sest 
E a ,-Y. - & . , s.t. A( (-V >,,) 1  e l  (n,* e W ). 
. r>k кг r*i - кг к 
Kui nad on tõkestatud jadad ja A on konservatiivne, siis 
(«<k i  )k  e m f) Сд с Ьд (v eft), vrd. lause 7.3), 
mistõttu tel korral 
t .  =  E  (  E  а  . ) t  =  E  а . .  E  t  а  .  ( i  e  I H ) .  i . . r>k кг rt %  . ki • Ti r»k r»= г к = г к = i ri-к 
Siit saame, et tA = 0 korral t - 0, s.t. A on M-tüüpi maat­
riks ning väite (a) põhjal perfektne. 
Maide 1. Rieszi kaalutud keskmiste menetluse pöörd­
maatriksi igas veerus on nullist erinevad vaid kaks koordi­
naat!. Seega on need veerud tõkestatud jadad, mistõttu kon­
servatiivne menetlus on perfektne. 
Näide 2. Cesaro menetlus С on iga »< > 0 korral per­
fektne, kurta pöördmaatriksi veerud (( t*™') (\1~* ) )k  on iga 
i e IH puhul tõkestatud (juhul e IN kuuluvad nad ruumi p). 
Nä ide 3. Lihtne ori veenduda, et т-multiplikatiivne 
AK- maatriks on r x 0 korral perfektne. Teatavasti on regu­
laarne menetlus AB-omadusega (vt. §7, rtäide 1), seega on 
ta lause 7.7 (d) kohaselt AK-menetlus ja järelikult ka per­
fektne. Sama kehtib ka menetluste (0 5 ы < 1) kohta. 
Täiendused ja märkused 
Alamruumi Р
д  
mõiste kuulub Wilanskyle [252], idee on 
pärit Coomesi ja Cowlirigu artiklist [30]. Selle itõiste sisu 
avasid täielikult aga Beekmanri, Boos ja Zeller [19], kes 
näitasid, et 1) konservatiivse A korral kehtib kas Р. = c Ao 
Või р
д  
- c p  ® <u>, kus u e PA\c0, ja 2) Р д  on 
summeeruvusinvariant. Selleks tõestasid nad kõigepealt 
faktoriseerimisteoreemi, millele Wilansky [257], [253] andis 
hiljem elegantsema vormi (vt. teoreem 8.2). Probleem P 
, , А 
invariantsusest ootas kaua lahendust ning tulemus oli ehk 
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mõnevõrra üllatavgi, eriti kui pidada silmas, et hulk Т
д  
ei 
ole invariantne (vt. Macphail ja Wilansky [157]). Otsusta­
vaks saab asjaolu, et kõigi testf unkts ioonide hulk ori inva-
riant. 
Implikatsiooni (vt. lause 9.4) 
Рд * *> A on asendatav ja м-ühene 
tõestasid Macphail ja Wilansky [252], [157], Beekmann ja 
Chang [23] näitasid, et see ei ole üldjuhul pööratav. Nad 
konstrueerisid reversiivse asendatava p-ühese maatriksi A, 
mille korral Рд - p. Samas tõestasid autorid, et kui eod im p 
< ® ruumis Сд, siis on õige ka vastupidine implikatsioon. 
Reversiivse A puhul garanteerib selle tingimus dim (t 
e 1 |_ tA - 0} <oo. Artiklis [24] näitasid autorid, et 
Р
д  
= p e> <u> (u e Сд \p) parajasti siis, kui A on p-ühene 
alamhulgal f U {u> (vrd . §8, täiendused ja märkused), kuid 
ei ole p-ühene hulgal p. 
Samad autorid [26] üldistasid Рд nõiste summeeruvusvä1-
jast Сд suvalisse FK-ruumi X, nad defineerisid 
PX : =  П [kern f j f e p± ft p-l-x} 
(vt. §8, täiendused ja märkused) . Sel juhul P^ p ning kui 
X ei ole p-ühene FK-ruum, siis P^ - p. uidjühul ei kehti aga 
Py jaoks lause 9.3 (b), näiteks, kui X := cQ  ® <e> ® < (1,-1, 
1, -1, ...)>, siis P^ = X ja eodim p - 2. 
Märgime veel Zelleri artiklit [276], milles autor tões­
tas, et iga regulaarse maatriksi A jaoks leidub regulaarne 
maatriks В omadusega Cg - Рд. Jürimäe [357] üldistas selle 
väite koregulaarse A juhule leidub selline maatriks B, et 
Cg = Рдja alamruumil Рд on maatriksid koosк»las. Samas uu­
ris autor ka konullmaatriksi perfektsushulka. 
Mõned märkused perfektsete maatriksite kohta teeme ka 
paragrahvis 11. 
§10. TÕKESTATUD JADAD SOMMEEROVOSVALJAS 
Selle kohta, kuidas paiknevad tõkestatud jadad maatrik­
si summeeruvusvä1jas, teame me vaid, et (vt. lause 7.3) 
с с Сд •+ m  П сд c  Рд- (10.1) 
Siit järeldub lause 9.3 (a) ja (c) põhjal 
LAOSE 10.1. Kui A on koregulaarne maatriks, siis 
и П 
с
д 
c  c
-
12 89 
Nagu selgub Järgnevast näitest, ei kehti see väide 16 s  i 
gi konservatiivsete maatriksite puhul. 
Nfildf; 1 . Olgu В (b n k) selline maatriks, et 
f (-1 ) k  , kui к - n - 1 või к - n, 
b . := < 
r i k  j 0. kui к < n - 1 vSi к > n. 
В on konu 1 lmaa tr iks, sest limgX - lim n  (-1) (x n  - x n_ i  ) - 0 
iga x « с korral. Tõkestatud jada z -- ((-1) ) on B-summee-
ruv ning limgz = 2. Teisalt, kuna limg e Cg' ja с с kern limg 
= с
о В  
, kuid z «г c 0g ,siis z с. Niisiis, m л cg с • 
See on informatsioon, millest lähtudes me asume otsima 
vastust kolmele küsimusele. 
1. Millistel tingimustel summeerib maatriks kõik tõkestatud 
jadad? 
2. Millistel tingimustel summeerib konservatiivne maatriks 
ainult tõkestatud jadasid? 
3. Millistel tingimustel ei summeeri konservatiivne maatriks 
ühtki tõkestatud hajuvat jada? 
Järgmine teoreem, mis annab vastuse esimesele küsimuse­
le , on käesolevas raamatus teatavas nõttes erandiks: tema 
tõestuses ei kasuta roe funktsionaalanalüüsi meetodeid. See 
on näide nende meetodite võimaluste piiratusest: seni pole 
teada selle väite ühtki funktsionaalanalüüsile tuginevat 
tõestust. 
TEOREEM 10.2. Maatriks A summeerib )&ik tõkestatud ja­
dad parajasti siis, kui on taidetud Järgmised tingimused-• 
eksisteerib lim an k  = : ak  (k « W), (10.2) 
syp E |a^k  I < =>, (10.3) 
lim E |an k  - aj = 0. (10.4) 
Sel juhul 
limAx = E akxk  (x e m). (10.5) 
Tõestus. Piisavus. Kuna пГ = 1 (vrd. §5), siis tingimu­
sest (10.3) järeldub m с , tingimusest (10.2) ja (10.3) 
aga (a k) e 1. Seega eksisteerib 
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£ lank - = :  6n ( n  e  W )  
ning tingimuse (10.4) tõttu kehtib iga хеш korral 
l£ - E = |E (a^ - a^xj 
- £ Kk - ^1 Kl - - 0  <пЧ ®>-
Niisiis, kui A rahuldab tingimusi (10.2) - (10.4), siis 
summeerib ta kõik tõkestatud jadad ning kehtib võrdus (10.5). 
Tarvilikkus. Eeldame, et m с Сд , siis A on konserva­
tiivne maatriks, mistõttu tingimused (10.2) ja (10.3) on 
tarvilikud (vrd . teoreem 2.1 (a)). Seejuures (a, ) e 1 ning 
& n  -  0 ( 1 ) .  
Oletame vastuväiteliselt, et (10.4) ei kehti. Bolzano-
Weierstrassi teoreemi põhjal leidub jada (6) niisugune 
koonduv osa jada (6 ), et lim 6 =: 6 x 0. Moodustame in-
i i 
deksite jadad (k.) ja (m^) järgmiselt. Võtame k^ 0 ning 
valime m0  e |  1  e  M} selliselt, et 
, aVo" X1  <  l -
Olgu kQ  , . . ., k. ning mQ  , . . . .m.^ fikseeritud, valime 
m. > m. 4  hulgast (rif { i e IN} nii, et kehtiks võrratus 
к . 
E J |a , - aj < 2~\ (10.6) 
k=0 j 
Kuna Ц,|а
т я к  
- aj < <*>, siis saab leida k j V l  > k., mis ra-
j 
huldab tingimust 
E 1»„д - »kl < 2_i- <">•'> 
k = k . *1 J J«"* 
Nii jätkates moodustamegi jadad (k.) ja (m.), kusjuures (m.) 
on jada (r^) osajada. Sellise konstruktsiooni tulemusena 
saame seostest (10.6) ja (10.7), et 
kj*i "> k  j 
lim E K* - aj = Hm E |am k  - aj - lim E |a - aj 
3  k = k j k=o j k=o j 
J** 
- lim E Kk - aj = <S. (10.8) 
1  k = k . *1 "j 
Edasi moodustame jada z (zk), kus 
j 0, kus к = 0, 
zk I (-1) sgn(a f f  k  - a,,), kui к. < к < k.^ (j e IN). 
On selge, et z e m ning В zH^ - 1, seejuures võrratuste 
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(10.6) ja (10.7) tõttu 
Jt . 
kEj<Vb - a^zj < 2"1  
ja 
E I (am >  - ak  )zj < 2"1  (j « N), 
"•"j«4  ' 
järelikult 
v . 
г о  
lim E J  (а . - a. )z. - lim E (а , - - 0. (10.9) 
3  k  =  o  ™ f  '  k = k Г  
Võrdusest 
£ \».Л " £ ^  =  £ ( am>- a ) t ) ZV 
к Г к к j 
к к . ^ ^  
= E < a™> - ak)2k + ("1)5 'i IVk - «vi k=0 j k=k.*1 J 
x = )<E .,(a"> " ak>Zjt  j*«** 
ning tingimustest (10.8) ja (10.9) saame protsessis j • oo 
E *
т
>\ = E a^z, • 6(-lV • o(l). 
millest järeldub, et Az p с. Seega ei summeeri A kõiki 
tõkestatud jadasid. Teoreem on tõestatud. 
Tingimus (10.5) tähendab, et kui m с Сд, siis m = m Лсд 
A"!". Lausest 7.2 (с) ning seosest (10.1) järeldub 
А X 
Гд Ад = Ид, mistõttu е с Ид. 
reem 7.4) 
JARELDÖS 10.3. Maatriks, mis summeerib k&ik tõkestatud 
jadad, on копи 1lmaatriks. 
Erinevalt esimesest, osutub teine eelpool püstitatud 
probleem puhttopoloogiliseks. Selle lahendus taandub FK-
topoloogiate monotoonsuse omaduse le: kui xn >—• x FK-ruumis E 
ning FK-ruum F sisaldab E, siis x""- x ka ruumis F. Muuhul­
gas järeldub sellest, et iga alamhulk D с E, mis on ruumis F 
kinnine, on kinnine ka ruumis E. Neile asjaoludele tugine­
des tõestame kõigepealt 
LAOSE 10.4. (a) Kui c on summeeruvusvä1jas с
д  
kinnine 
alamruum, siis A on koregulaarne. 
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(b) Iga копи 1 lmaa tr iks summeerib "tõkestamata jada. 
Tõestus. (a) Kui с = с FK-ruumis (Сд,{* Iд} U ?) (vrd. 
teoreem 6.3 (c)), siis FK-topoloogiate ühesuse tõttu on 
poolnormide süsteem {8 Нд> U У alamruumis с ekvivalentne 
normiga # See toob endaga kaasa võrduse (Сд, {* # д} U У)' 
- (c,8 "„,)'. ning kuna e I m )- / •* e((c, • ), siis e r 7 n J  
- / —• e((Сд,{И Ид} U >)). Teoreemi 7.4 järgi on A koregu­
laarne . 
(b) Kui с с Сд с го, siis eelnenud märkuse kohaselt on с 
kinnine FK-ruumis (Сд, {* # д} U У). Väite (a) põhjal järeldub 
sellest А коregulaarsus. 
Vastuse küsimusele 2 annab 
TEOBEEM 10.5. Kui konservatiivne maatriks summeerib 
ainult tõkestatud jadasid, siis summeerib ta vaid koonduvad 
jadad. 
Tõestus. Juhul с <r Сд с m on A lause 10.4 (b) põhjal 
koregulaarne. Seetõttu saame lausest 10.1, et 
Сд = m п с
д  
с c. 
Kuna с on lausele 10.4 eelnenud märkuse kohaselt kinnine 
alamruum FK-ruumis Сд, siis Сд - с. 
Viimane kolmest püstitatud probleemist on IS^ige raskem, 
kuid ka kõige huvitavam. Selle lahenduse raskuspunkt langeb 
järgmisele üldisemat laadi väitele, mis on tähelepanuväärne 
fakt ka omaette võetuna. 
LAOSE 10.6. Kui (E,Q) on selline FK-ruum, et alamruum 
cQ f\ К ei ole temas kinnine, siis sisaldab E iõkestatud 
hajuva jada. 
Tõestus. Vastavalt lausele 4.5 järgnevale märkusele 
võime eeldada, et poolnormide süsteem Q on suunatud. Veelgi 
enam, poolnormide r^ pidevus FK-ruumis (E,Q) (vt. §5) lubab 
üldisust kitsendamata teha eelduse 
jx.j 5 q. (x) 5 q j V l(x) (X e E, j g W ) . (10.10) 
Näitame kõigepealt, et kui cQ  f) ^ ei ole kinnine ruumis E, 
siis kehtib väide 
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(*> Vc > о Vj G N 3x e c o  n E, »x»^ = 1 : q.(x) < * . 
Oletame vastuväiteliselt, et (*) ei ole õige, siis lei­
duvad sellised f ) 0 ja j e W, mille korral 
vx  e co  n E, , x*a> '  1  VX> -
s.t. 
X 
v* G  co  n E. X * 0 : %<ёхГ^> ~ 
Niisiis kehtib võrratus 
1 1 x 1 1  
со - JVx) ( x  e  co Л E), 
mis tähendab (vrd. lause 4.2), et norm 8 on alamruumis 
(c0  n E,Q) pidev. Seetõttu on poolnormide süsteemid Q ja 
(Q U (8 В
ш
}) alamruumis c Q  ft E ekvivalentsed (vrd. lause 
4.5). Kuna (c Q  ftE.QU {8 S^}) on lause 5.4 kohaselt 
FK-ruum, siis on seda ka (c 0  ft E,Q), mis on vastuolus 
eeldusega, et c o  ft E ei ole kinnine ruumis (E.Q). Väide (*) 
on tõestatud. 
Toetudes väidele (*), konstrueerime alamruumi cQ  ft E 
elementide niisuguse jada (x r t '), et rida E. х Л' koondub 
ruumis E ja x := Цх' 1' e (m f) E) \ c. Jada (x' w) ning koos 
temaga indeksite jada (j^) moodustame induktsioonimeetodil. 
Võtame jQ  0 ning valime vastavalt tingimusele (*) ele­
mendi x< 0 >  g cQ  ft E, et 
«х" > ,»
ш  
". 1, q, (X) < U 
ro> l£-l> Olgu j0, . . ., j.^ ning x t o >  x r  mingi 1 e $N korral 
määratud. Kuna x' l >  G  C 0  (0 5  I  < I ) ,  siis on võimalik 
valida j {  > j { i  nii, mille korral 
|x'*J  j < 2- 1  (k ž i , 0 < t < г). (10.11) 
Rakendades väidet (*), leiame xa >  G CO Q E omadusega 
u и j . CV> » . —\ 
x 8 t o  - 1, q. (X ) < 2 . (10 .12) 
Sellise konstruktsiooni tulemusena saamegi indeksite jada 
(j^) ning elementide jada (x l >), mis rahuldab tingimusi 
(vrd.(10.11)) 
|x^| < 2- t  (k > j.^) 
ja (vrd. (10.10) ning (10.12)) 
lxki - % ( x V )  - % 2"'(k< j.), (10.13) 
seejuures iga i G IN korral 
3  К  G  M : j. < К  < j U i, } X ^ |  = 1. (10.14) 
Tähistame y' r" E/'0X< 1 ' ja paneme tähele, et fiksee­
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ritud j € IN ning го > n > j korral (vrd. (10 .11)) 
Z. <"» <n>. . ™ Л>. _ ™ y  Л>. q }(y - У ) = q. ( z X ) 5 E q. (x ) 
V = r>*s i = 7>*1 4 
E  2 - 0  
mistõttu eksisteerib piirväärtus 
1 J TR>> — N 
x  :  -  1  i m  у  - E x  e  E  .  
Tingimuse (K) kohaselt (vt. §5) 
x f c  = E (k 6 W). ' (10.15) 
Näitame, et x e m. Vastavalt jadade (j ;) ning (хЛ>) 
konstruktsioonile leidub iga fikseeritud к e IN korral in-
€ IN , et V
I 
л
; VI 
jUi ja 
f 2"' kui 
VI 
Ix'i'l * \  kui 1 - i. 
12 , kui 1 > i 
1 О
 
(10.13)) . VBrdusest (10.14) saame 
Kl 5 VE |x^| + 1 , l >i |x k  1 +  E htl 
< E 2 - V  + 1 + E 2 1  
-- i 2' 1  M + 2~ l  
= (i + l)2 _ i  £ 2 (k e IN ), 
seega x « m. 
Jääb näidata veel, et- x 0 c. Vastavalt seosele (10.15) 
kehtib jada x osajada (x. ) puhul 
|х,| < E K l > | + |xp + E |Ц 1 > | 
Ji l=o Ч 4 l=x>* 4 
•5 i 2"x  + 2+2 
< (i + 2) 2"1  - 0 (i » ®), 
niisiis, (x. ) koondub nulliks. Valime teise osa jada (xk  ) 
nii, et (vrd.(10.14)) 
\ \ \\\ 1  < i e W ) '  
sel juhul 
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Kl * K U |  -  *E \\\ - E \C\ 
x i l = о i l = i *1 i 
- 1 - i 2 _ i  - 2~ l  - 1 (i * co), 
s.t. (x^ ) ei koondu nulliks. Sellise kahe osajada olemas­
olu koonduva jada korral ei ole võimalik. Lause on tõestatud. 
TEOREEM 10.7. Konservatiivse maatriksi A korral on 
Järgmised tingimused samaväärsed: 
(a) то п с, = с, 
(b) c o  on kinnine alamruum FK- ruumis сд , 
(c) с on kinnine alamruum FK- ruumis с д. 
Tõestus. Implikatsioon (a) (b) järeldub vahetult lau­
sest 10.6, kui võtame selles E - Сд. Edasi, kui c Q  = c Q  FK-
ruum is Сд, siis (vrd. lause 4.11 (c)) 
с - c 0  ® <e> - co  ® <e> - c0  ® <e> - с, 
seega kehtib (b) (c). Lõpuks näitame, et (c) (a) . Olgu с 
kinnine FK-ruumis Сд, lause 10.4 (a) põhjal on A sel juhul 
koregulaarne.  Seetõttu (vrd.  lause 10.1)  с с m п сд c  с = с, 
niisiis m Л сд - с. 
JÄRELDUS 10.8 (а) Iga копи1lmaatriks summeerib tõkesta­
tud hajuvaid jadasid. 
(b) Kui A ja В on konullmaatriksid, siis с-д f| Cg sisaldab 
tõkestatud hajuvaid jadasid. 
Tõestus. Väide (a) järeldub vahetult teoreemist 10.7 
ning lausest 10.4 (a). 
(b) Algul tõestame väite eeldusel, et ak  = bk  = 0 
(k g IN ) ning lim rI^a r k  - lim rJ^b.k  - 0. Moodustame uue maat­
riksi С nii, et võtame vaheldumisi A ja В read, s.t. 
f а . , , kui n = 2i, 
I r, /2 , к 
с . = t b , kui n = 2i + 1 (i б Я). 
1 4-." 
Sel juhul on С ilmselt konu 1 lroaatriks, mistõttu väite (a) 
põhjal leidub tõkestatud hajuv jada z e c^, = сд П cg-
üldjuhul, kui A ja В on suvalised konullmaatriksid, 
moodustame maatriksid A* : = (a^ k  - a k  ) r k  ning B* - (b^ k  
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• Ч К,к • K u n a  ( ак >. <V 6  1 (Vt. teoreemi 2.1 (а) tõestus >, 
siis 
4™ ( ar,k - ak )  - 1> (Ь,Л • 4 ) s  0 ( k  e  W )> 
lira E (an k  - ab  ) = lim E а . - E а. = *(A) = 0, 
к к 
K  
г, 
lira E (b^ - b^) = lim E Ь
л к  
- E b^ = *<B) - 0 
ning selle tõestuse esimese osa põhjal leidub z e (n f) CA* 
П Cg*)\c. Seejuures koonduvad read ja  $ikide 
х е ш  k o r r a l ,  j ä r e l i k u l t  с
д  
f t  m  =  с
д
*  f t  m ,  C g  f t  m  =  c g *  f t  m  
ning 2 e (m ft с
д  
ft cg)\c. 
Viimati tõestatud väide lubab meil täpsustada üht eel­
pool saadud tulemust, nimelt järeldust 7.5 (b) 
LAOSE 10.9. Kui A ja В on sellised konservatiivsed 
ma a t riksid, et A on konu 1 lmaa tr iks ja m ft с
д  
с Cg, siis В on 
konu1lmaatriks. 
Tõestus. Moodustame maatriksi D :- В - .* (В)I. Ilmselt 
on D konservatiivne, seejuures 
x (D) - lim^e - E lira d r k  = limge - x ( В )  - E U  = 0 .  
Vastavalt järeldusele 10.8 (b) valime tõkestatud hajuva jada 
z e (c^ ft cD)\c. Kuna 
x (B)z = (*(B)I)a = (B - D)z : Bz - Dz « c, 
kuid z )f c, siis peab kehtima vSrdus лг(B) = 0, s.t. В on ko­
nu 1 lmaa tr iks . 
Täiendused ja märkused 
Tõkestatud jadade summeeruvust puudutavad küsimused on 
püsivalt olnud aktuaalsed, aga nad on ka ühed keerulisema­
test. Põhjuseks on asjaolu, et (m,» lm) on funktsionaalana­
lüüsi vaatekohalt üpris ebamugav ruum'- kuna ta ei ole sepa-
raabel, siis on tal keerulise struktuuriga kaasruum, see 
teeb raskeks tema uurimisel funktsionaalanalüüsi vahendeid 
kasutada. Nagu märgitud, ei ole teoreemile 10.2 leitud ühtki 
funktsionaalanalüüsile tuginevat tõestust. Meie poolt esita­
tud tõestus kasutab n.n. "libiseva küüru" meetodit ja kuulub 
Schuriie [210] 1920. aastast. Kuid juba 1913.a. märkas 
Steinhaus [229], et kõiki tõkestatud jadasid ei summeeri 
ükski regulaarne maatriks. Ezrohi [352] tõestas Schuri ja 
Steinhausi teoreemidega analoogilised väited poolpidevate 
menetluste jaoks. Seoses teoreemiga 10.2 märgime veel 
Bennetti ja Kaltoni tööd [38], milles autorid uurivad 
alamruumi m sisaldavaid FK-ruume. Kuid ei neil ega teistel 
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ole õnnestunud saada tulemusi, millest järelduks Schuri teo­
reem . 
Samade raskustega, millest oli juttu ruumi m puhul, 
puutume roe kokku ka tõkestatud summeeruvusvä 1 ja m f) сд uuri­
misel. Neist jagusaamiseks on paljud autorid püüdnud kasuta­
da Saksi ruumide (vt. §7, täiendused ja märkused) teooriat. 
Selle teooria meetodite rakendusvõimaluste kogu ulatuse sum-
meeruvus- ja FK-ruumide teoorias avasid tegelikult Bennett 
ja Kalton [37]. Nende väga üldises käsitluses olid vaatluse 
all alamruumi co  sisaldavad FK-ruumid (E ,Q), kusjuures 
põhiosa mängib Saksi ruum (m П Wg Л. 1 1  ß^). 
Teoreemi 10.5 publitseerisid Mazur ja Orlicz [165] 
1933.a. ilma tõestuseta. Feversiivsete maatriksite korral 
tõestas selle väite Wilansky [248], üldjuhul Zeller [270]. 
Vt. ka Mazur ja Orlicz [166]. 
Teoreem 10.7 kuulub Wilanskyle ja Zelleriie [261]. Ana­
loogilise väite absoluutse suroroeeruvuse jaoks tõestas Jüri-
roäe [355] (talle kuulub ka eelpooltoodud näide 1 konullroaat-
riksist В omadusega m n Cg s? с). Lause 10.6, millele sisuli­
selt toetub teoreem 10.7. tõestasid Meyer-König ja Zeller 
[170], [172](vt. ka Kolodziej [140]). Bennett [33] näitas, 
et kui с fl E ei ole kinnine fc'K.-ruumis E, siis (m f| E, # 8 ) 
ei ole separaabe 1 ja sisaldab lisaks hajuvatele tõkestatud 
jadadele veel teisigi tähelepanuväärsete omadustega jadasid, 
muuhulgas kehtivad seosed (cQ  п E) \ bv * 0 ja (c Q  л E) 
\ ^ 1 P  *• 0. Samuti tõestas autor, et kui bv 'п E (l p  
fl E(p ž 1)) ei ole kinnine, siis (es f) E )\bv * 0 (vastavalt 
(cs n E)MP  * 0) . Teoreemi 10.7 arvukate modifikatsioonide 
kohta vt. Cross [86], Wilansky [254], [255] ja Berg [42]. 
Tähelepanuväärne on Whitley [247] poolt tõestatud 
TEOREEM. Selleks, et konservatiivne maatriks A ei 
summeer iks ühtegi tõkestatud hajuvat jada, on tarvilik ja 
piisav, et kehtiksid tingimused 
1° dim (x e Сд I Ax - 0} < 00, 
2° A[c] = A[c] . 
DeVos [92] uuris operaatoreid omadustega 1° ja 2° ühest 
FK-ruumist teise, ta nimetas neid &-kujutusteks. 
Neuser [184] näitas, et teoreem 10.7 ei jää kehtima, 
kui selles tõkestatud summeeruvusväli ro f) сд asendada 
ruumiga f f) сд• kus f on kõigi peaaegu koonduvate jadade 
hulk (vt. § r l ,  täiendused ja märkused). Osutub, et võrdusest 
f П °A :  ° ei järeldu üldjuhul maatriksi A kore gu laar sus. 
Täienduseks lausele 10.9 märgime, et Snyder [224] nime­
tas hulka V с pseudokonulliliseks, kui sisalduvusest Cg^ V 
järeldub, et В on konullroaatriks. Niisiis, konu1lmaatriksi А 
puhul on m n сд pseudokonuliiline hulk. Osutub, et pseudoko-
nulliline on isegi m n М
д
, veelgi enam, ka hulk m n wg . kus 
E on konuliiline FK-ruum (vt. §7, täiendused ja märkused). 
Lõpuks roärgiroe Peterseni arvukaid töid tõkestatud sum­
meeruvusvä lja kohta. Nende sisust leiab lugeja kokkuvõtte 
raamatu [192] 4.peatükis, selle lõpus antakse ka viited kir­janduse le . 
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§11. MAATRIKSITE SISALDOVÜS JA KOOSKOLALISÖS 
Küsimus tingimustest,, mil maatriks В on tugevam maat­
riksist A, s.t. mil kehtib sisalduvus Сд с Cg, on lihtsalt 
lahendatav, kui A on normaalne ning В on lõplike ridadega. 
Sel juhul moodustame maatriksi T' = BA- 1  ja kuna 
Bx = B(A- 1  Ах) = (BA - 1  ) (Ах) - Ту (у := Ах,' x e 
С д
) 
ning A korraldab с
д  
ja с vahel üksühese vastavuse, siis 
Сд 
c  Cg » Ttcl с с. 
Näide 1. Olgu niisugune Rieszi kaalutud keskmiste 
menetlus, et pk  *• 0 (к e IN). Sel juhul leidub, pöördmaatriks 
M *•-- (^ r k), milles (vt. (3.6)) on vaid kaks nullist erine­
vat diagonaali. Kui В on selline kolmnurkne maatriks, et 
eksisteerivad piirväärtused lim r ib, i k  =: (к e Й) ja 
1 im zI^b^ k, siis maatriks T BM 1  on kujul 
b . 
J Pf 6 ,  P— . kui i 5 n, 
^ 0, kui i > n (n,i «s IM) 
t . 
b„. r -  b r -. . 
E t. : E P,a -- i (Д p) L P k  
1 =o i = о ri, i =o i k=o 
b r l  
= ER E д  r - E b (n e Dl). 
к =o 1 = к x k=o 
Seega eksisteerivad lim rt r i  =• P. А (b. /р. ) (i e IM) ja lim nX^t . 
- lira 2^b 
л
. Teoreemi 2.1 (a) kohaselt on maatriks T konser­
vatiivne parajasti siis, kui 
E !ркд — 1*1 г br.r.I = 0 ( 1 )-
k=o Pk Fr> 
See ongi tarvilik ja piisav tingimus selleks, et maatriks В 
oleks tugevam, kui menetlus M . 
Vaadeldud näites garanteeris eeldus, et В on kolmnurk­
ne, maatriksite M- 1  ja В korrutamisel assotsiatiivsuse. Ras­
kused, millega me maatriksite sisalduvuse uurimisel kokku 
põrkame, tulenevadki eeskätt lõpmatute maatriksite korru­
tamise mitteassotsiatiivsusest. Allpool vaadeldav sisalduvu­
se uurimise meetod rajaneb implikatsioonile (vt. lause 
7.1 (a)> 
13* 
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x G Ьд, tel * t(Ах) - (tA)x. 
Kõigepealt lisame nPried märkused teoreemile 3.1 rever-
siivse maatriksi A omaduste kohta. Kuna (Сд." йд) o n  BK-ruum, 
siis G °Д' (к G IH). Seetõttu (vrd. teoreem 3.1 (b)) 
xk  '= ? r k(x) = -><klim f tx + E (x G c), (11.1) 
kus у Ах, - k  G ОС ning Ej-^j < => (k G IH ). Osutub, et 
A':= (^ k i) on maatriksi A parempoolne pöördraaatriks . Tõepoo­
lest, võtame у - - e\ siis seosest (11.1) saame x := А e 
= (- k. ) k  ning 
= E a^ = E (n.ieiN). 
Edasi, kui '= i g a  n  e  " k o r r a l- s i i s  
^ (-< k  ) - 0 . Et selles veenduda, võtame у '• = e, seose 
(11.1) kohaselt 
x := A~*e - - + (£ ы
н
)
к  
ning 
1  = £ »wA = 2 +  E a,,k E "kl 
" F ^'к^к +  ^ ^ .k^ki 
-- E ««Л • 1  (n G  w>-
Seega A«< = 0, kust A reversiivsuse tõttu saamegi -< - 0. 
Ohte meile kasulikku maatriksi A' omadust märgime 
siinkohal veel (vrd. lause 9.6 (b)). 
LEMMA 11.1. Kui A on selline reversiivne maatriks, et 
A' veerud (-<k. )k kuuluvad hulka Ьд , siis A on M- tüüpi maat­
riks . 
Tõestus. Olgu t G 1 niisugune jada, et tA - 0, siis 
(**ki \ e  Ьд tõttu 
4 = E 'Л ««rt* -- E Z t 
= E -„0 = 0 <i « t"), 
к 
s.t. t = 0. Seega on А М-tüüpi maatriks. 
Tulles tagasi maatriksite sisalduvuse juurde, fikseeri­
me kõigepealt mõned tarvilikud tingimused. 
LAOSE 11.2. Olgu A reversiivne maatriks. 
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(a) Kui Сд с Cg, siis 
Bx = ulim f tx + Т(Ах) (х е С д), (11.2) 
kus и • — (u^) G Ja maatriks T rahuldab tingimusi 
Vk G M 31 im t r i h  ja sup EjtJ < со. (11.3) 
(b) Kui Сд с Cg ning 
e G L f t  , (a v) G cs, л:(А) * 0, (11.4) 
siis В - ТА, kus maatriks Т rahuldab tingimusi (11.3). 
Tõestus. (a) Eeldusel Сд с Cg eksisteerib 
B r i(x) •-= E b r kxb  (x G с д  , n G W) 
ning lause 5.8 (a) kohaselt g Сд ' . Seega on В
т  
esitatav 
kujul (vrd.' teoreem 3.1 (b)) 
ßr i(x) - ur  11тдХ + E t r V  E a-^x^ (x g Сд), 
kus u := (u, ) g to ja (t r l  X g 1 (n g И), Jääb näidata, et 
T (t r >. ) rahuldab tingimusi (11.3). Kuna с о Д  с Cg ja seo­
sest (11.2) järeldub 
Bx - T(Ax) (x g с .), 
oft 
siis A revers iivsuse tsttu peab T summe er ima kõik null jadad, 
milleks teoreemi 2.2 põhjal on tarvilikud (ja piisavad) tin­
gimused (11.3). 
(b) VStame seoses (11.2) x -- e , saame 
b . = В (e 1) - u а, + E t . а.. (n, к G W ). r»k T i  r , k  . r»t xic ' 
Kui eeldame, et (a^ ) G es ja e G , siis eksisteerib 
£  b , k  "  u r  2  \  +  E  E  t  . a  ( n  G  W ) .  
к к к г 
Teiselt poolt, 
E b, - В (e) = u lim E а...+ Et. Ea., (n G W ) 
^ r»k Tr r, • ~ г * . ~ xi< 
ja arvestades, et EE t,_. a^ k  = ^ЧлЦ^к , saame 
0 - u (lim Ea..-Ea.)-u*(A) (n G W  ) ,  
* к 1  к 
kust järeldub u = 0. Seega kehtivad tehtud eeldustel seosed 
Bx = T(Ax) (x g Сд) 
ja 
br,k =  ? 4,; aik (n,k G (W ) 
ehk 
В = TA. 
Jääb veenduda, et maatriks T on konservatiivne. Kuna T 
rahuldab väite (a) kohaselt tingimusi (11.3), siis tuleb 
kontrollida veel piirväärtuse lim^J^t,^ olemasolu (vrd. 
teoreem 2.1 (a)), mis on samaväärne tingimusega e G c^,. А 
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reversiivsuse tõttu leidub v G 
С д
, et Av - e. Kuna v G c g, 
siis e g с». 
Et lauses 11.2 leitud tarvilikud tingimused oleksid ka 
piisavad s isalduvuse ks c^ c Cg, on va ja eeldust, mis garan­
teeriks vörduse T(Ax) = (TA)x iga x € с-
д  
korral, üheks 
niisuguseks eelduseks on В
д  
= с
д  
. 
TEOREEM 11.3. Olgu A selline reversiivne kB-maatriks, 
et *(A) eksisteerib ning ei v&rdu nulliga. 
( a )  S i s a l d u v u s  с ^  с  C g  k e h t i b  p a r a j a s t i  s i i s ,  k u i  
eksisteerib B) (11.5) 
Ja 
eksisteerib T (t n.), et В = TA nin,g 
sup E |t rJ<®. (11.6) 
Sel juhul on maatriks T konservatiivne. 
(b) Selleks, et kehtiks sisalduvus с, с c-g ning maatriksid А 
ja В oleksid kooskõlas, on tarvilikud ning piisavad 
tingimused (11.5), (11.6) ja 
\ \ (к e »<), lim E a r k  - lim E b A  . (11.7) 
Sel juhul on maatriks T regulaarne. 
Tõestus. (a) Tarvilikkus. Tingimuste (11.6) tarvilikkus 
koos maatriksi T konservatiivsusega järeldub otseselt lau­
sest 11.2 (b). Kuna eksisteerib л? (A), siis e e c^ ning see­
tõttu e G Cg. Tingimuse (11.5) tarvilikkuse näitamiseks on 
seega vaja veenduda, et (bk) e cs. Seosest (2.4) saame tänu 
maatriksi T konservatiivsusele 
\ - limBe ! <  - lim E t r la.k  - liifbp (a.k  X 
= лг(Т)а ) £  + E t.a. k  , . 4  
kus t lim t . (i e Ш ) . Rea 
E \ :  ^(T)E a. + E E t.а 
ь к i< ; 1  
koonduvus järeldub eeldustest (a,x  ) e Cs ja e G CJS - . 
Piisavus. Näitame, et tingimustest (11.5)' ja (11.6) 
järeldub maatriksi T konservatiivsus, sel juhul eksisteerib 
iga x G С-Д korral 
4 m  J 4,iA = li'" E E t .a.^ 
- Ii® Z trI  E a^, (11.8) 
s.t. Сд с c-g. Niisiis tuleb meil veenduda piirväärtuste 
( i e  w  ) ja 1 im r i£, t r i  olemasolus . Kuna Ц 11, v | - 0(1), 
siis saab maatriksist T ridade väljajätmise teel moodustada 
konservatiivse osamaatriksi . Olgu T' : = (t \ ) ja T": - (t ". ) 
k a k s  s e l l i s t  k o n s e r v a t i i v s e t  o s a m a a t r i k s i t  n i n g  В ' T ' A  j a  
B"T"A. Seejuures (vrd. teoreem 2.1 (a)) 
liiög.e - limT-((E a.k  X) - х(Т')Пга де + E t.' E a i k  , 
iim g.e k  - lirfbp . ((a. i k  ). ) = x (T ' )a k  +• E t.'а. k  (к e N ) 
ja 
x(B' ) - x(T' )x(A> + E t: E a.. - E E t/a.. 
x  У  x k  ,  -  x  x k  
- *(T' >*(A> . 
Samuti kehtib võrdus :*(B") - x(T" >x(A) . Tingimuse (11.5) 
kohaselt x (В") = лг (B' ) = x (B) ja kuna x (A) *• 0, siis 
*(T' ) - лг(Т" ) = x (В )* (А )~* *(T). " 
N i is i is, 
Ч< ~ ~ * ^  +  E t ;  a t k  
i 
= b'' = яг(Т)а
к  
+ E t;'a. k  , 
kust järeldub 
E (t.-  - t(' )a.k  = 0 (к G W). 
Rakendades lemmat 11.1, saame t.' - t." (i e N) ning seega ka 
lim^, -e - lim^,,.e . Me tõestasime, et tõkestatud jada (E lt j - t  ) r_ 
kaks suvalist koonduvat osa jada koonduvad üheks ja samaks 
piirväärtuseks , s.t. eksisteerib 1 im r  Ц \ л  • Täpselt samamoo­
di saame võrdusest t.' - tJ', et veerud (t.. ) r  (i e IN) on 
koonduvad jadad. Sellega on maatriksi konservatiivsus 
tõestatud. 
(b) Tarvilikkus. Tingimuste (11.7) tarvilikkus maatrik­
site A ja В koos К* lal isuseks on ilmne: kuna e k  , e e c^ с c-g 
(к с IN), siis 
a k  = llm Ae k  = 1 irage* R Ъ к. 
lim E a ; k  - lim^e - linige - lim E b i k  . 
Piisavus. Kui kehtivad (11.5)-(11.7), siis on T konser­
vatiivne ja x(T) - x(B)x(A)_ 1  s 1. Vastavalt seosele (2.4) 
4 = T(Aek) =• x (T )ak  + E ta.k  \ + L t.a.k  
ja 
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О - Ч - aj, = E t.cL k  (к G «). 
Pidades silmas, et T konservatiivsuse tõttu t := (t ) G 1 
ning rakendades lemmat 11.1, saame t — 0 ja seetõttu 
lim Z^t r. - x(T) - 1. Niisiis on T regulaarne maatriks. 
Seosest (11.8) järeldub sisalduvus с
д  
с C g  ning ka maatrik­
site A ja В kooskB lalisus. 
On selge, et regulaarsed maatriksid A ja В on alamruu-
mil с с с
д  
п 
с
в kooskõlas . Me püüame järgnevas kindlaks teha, 
kui kaugele see kooskõla hulgalt с laieneb. Enne sellekohase 
väite formuleerimist meenutame (vt. lause 9.3 (b)) alamruumi 
Рд üht omadust". Рд - p ® <u>, kus u = 0 või u e Р
д
\р. 
LAOSE 11.4. Olgu A ja В sellised maatriksid, et Рд = r> 
® <u> с Cg. Kui nad on koostis las hulgal <p ® <u>, siis on nad 
ka koosl&las alamruumil Р
д
. 
Toestus. Tähistame f(x) lim^x - limgX (x e Рд), siis 
kern f =• f> & <u> . Seosest P^, = *> ® <u> = p ® <u> ja funkt-
sionaali f pidevusest ruumis P^ järeldub kern f =• PA  , s.t. 
ИтдХ = limgX iga x e Pj korral. 
TEOREEM 11.5.(a) Konservatiivse maatriksi A korral on 
järgmised väited samaväärsed. 
1 °  A on koos}& las iga temast tugevama maatriksiga В, millega 
ta on hulgal (e ,e k  j к e } kooslSilas. 
2° A on perfektne. 
(b) Regulaarne maatriks on perfektne parajasti siis, kui ta 
on koosid las iga endast tugevama regulaarse maatriksiga. 
Toestus. (a) Kehtigu väide 1° ning olgu f e c^ omaduse­
ga f (e) - f(e ) - 0 (к 6 W), Rakendame lauset 8.5 (a) ning 
leiame maatriksi D, et с
д  
с Cg ja limgX - f(x) (x e ). Tä­
histame В := D + A, siis Cg r> 
С д  
ja limgX - Ит
д
х, kui x e 
{e,e J к G W}. Eelduse 1 kohaselt kehtib see võrdus siis 
kogu summeeruvusvä 1 jas с
д
, mistõttu f (x) - limgX - На
д
х - 0 
(x g Сд) ehk kern f с
д
. Niisiis, 
kern f ~ {e, e k  I К G !N > + kern f Э С
Д
, 
järelikult (vt. lause 4.11(а))с
д 
= linte,e* | к G N} - p « <e> 
= ¥> ® <e>, mis tähendab, et A on perfektne. Seega 1° 2°. 
1 0 4  
maatriks, et Сд с Cg ning limgX = ИтвдХ, kui x = e või 
x - e (к E И), Tähistame f(x) liro^x - LIMGX (x G СД), 
siis f e Сд ja kern f F Ф <e>. Et ® <e>, siis 
kern f Сд, s.t. limgX = ИгодХ iga x G c^ korral. 
Väide (b) järeldub vahetult väitest (a). 
Niisiis, üldjuhul ei ole regulaarsed menetlused kooskõ­
las. Seda tähelepanuväärsem on 
TEOREEM 11.6. Kui regulaarsete maatriksite A ja В puhul 
m  f t  С д  с  с
в
,  s i i s  o n  к  j a  В  h u l g a l  m  n  с д  k o o s i d  l a s ,  s . t .  
lim^x - limgX iga x g m^f| Сд korral. 
> 
See klassikaline teoreem osutub lihtsaks järelduseks 
järgmisest üldisemast väitest, mis on märkimisväärne tulemus 
ka omaette võetuna. 
TEOREEM 11.7. Kui A ja В on konservatiivsed maatriksid, 
siis 
m П с
д  
с Cg •» m n Мд с Wg. 
Toestus. Olgu A konservatiivne maatriks ning x g m п сд 
moodustame maatriksi D (a^x^). Ei ole raske näha, et ka 
D on konservatiivne. Tõepoolest, kui z g c0  , siis x* z '-•= 
(x^) G с 0  с Сд, samuti x-e - x G Сд . Pidades silmas seost 
С - CO • <e>, saamegi, et iga v G С korral eksisteerib lim^v 
- 11т
г
Ц 1а ) г, x^v, . Seejuures tuleneb seosest x(D) = Ит дх -
- 
Л
А
( х )  n i n g  v 2 S r d u s e s t  ™ П лд - m  П нд (vrd. laused 
7.3 ja 7.2 (C)) väide 
D on konullmaatriks ** x s щ p (11.9) 
Olgu x g m n j a  kehtigu sisalduvus m п Сд c  Cg. s i i s  
m n C D  c  cQ , kus G (b,^ ). Lause 10.9 põhjal on G ko­
nullmaatriks ja väite (11.9) kohaselt x .G Wg. Niisiis m n 
с Wg. 
Teoreemi 11.6 tõestus. Kui A ja В on regulaarsed, siis 
- b^ = 0 (k G fN) ning 
Лд(x) = lim f tx (x G сд), л в<х> - limgX (x G Cg). 
Niisiis, - с
о Д  
ja Ag = c og. Iga elemendi x e С д  saab esi­
tada toi ju 1 
105 
14 
x - (x - (1 з.годx)e ) + (11шдx)e - z + (11юдx)e , 
kusjuures 
Лд (z ) = Нга
д
х - (Итдх) 11т
д
е - О, 
s.t. г - -  х - (1й(1дх)е е с
о Д  
. Kui х е т п с д > siis z е т Q л д 
- т п Нд. Rakendades teoreemi 11.7, saame, et z e m pj Wg 
- п, п c  coB' Niisiis, limgX - limgZ + (1 im дх) lirade - НШдХ 
iga x e m П cA korral. 
Täiendused ja märkused 
Normaalsete maatriksite A ja В korral leidis sisaldu-
vuse Сд с Cg jaoks tarvilikud ja piisavad tingimused 
Toeplitz [244] 1911. a. Tema tulemust üldistasid Mazur [163] 
ja Hill [113]. Viimane tõestas järgmise väite, mida 
kirjanduses nimetatakse Mazur-Hiili teoreemiks. 
TEOREEM. Olgu A reversiivse ning В suvaline maatriks. 
Sisalduvuseks с^ с Cg on tarvilikud ja piisavad järgmised 
tingimused: 
(a) jadad (-<k  ) ja (<* l k  > t  (к e tH; vt. seos (11.1)) on B-sum­
meeruvad , 
(b) sup El E bn l-4 l k  j <00 (n g »1), 
(c) sup E| E b j <oo. 
v i 
Jurkat ja Peyerimhoff [126] kasutasid sisalduvuse 
Сд с Cg uurimisel esimestena maatriksi А 13 ike tõkestatust, 
konkreetsete menetluste puhul olid seda teinud paljud 
autorid ka varem. Funktsionaalanalüüsi meetodid võtsid 
kasutusele Russell [204] ja Cowling [85]. Russeiii 
hilisemast tööst [205] on pärit lause 11.2 ja teoreem 11.3, 
viimase tõestamisel on rakendatud Coppingu [82] poolt varem 
esitatud meetodit. 
Märgime veel maatriksite faktoriseerimise meetodit 
sisalduvuse uurimisel (vt. teoreem 8.2, Boos [50], [54]). 
Teoreem 11.5 illustreerib hästi maatriksi koosKSlaoma-
duste seost tema perfektsusega. Esialgselt oligi perfektne 
summeerimismenetlus defineeritud kui regulaarne menetlus, 
mis ori iga temast tugevama regulaarse menetlusega kooskõlas. 
Selle omaduse funktsionaalanalüütilise sisu avamise eest sai 
Mazur 1927. a. Lvovi ülikooli auhinna (vt. [164], [163]). 
Teoreemi 11.6, mis ingliskeelses kirjanduses kannab 
nime bounded consistency theorem", formuleerisid ja publit­
seerisid ilma tõestuseta 1933. a. Mazur ja Orlicz [165], 
esimese tõestuse esitas Brudno [285] (vt. Mazur ja Orlicz 
[ 166]). Hiljem on sellele väitele leitud mitmeid erinevaid 
tõestusi. Petersen [189] kasutas selleks sobivalt valitud 
faktorjadasid. Orlicz [188] Saksi ruumide teooriat. Bennett 
ja Kalton [37] rakendasid teoreemi 11.6 tõestamisel 
ioe  
kaasaegset,  lokaalselt,  kumerate ruumide teooriat.  Eelpool  
esitatud tõestus,  mis tugineb teoreemile 11.7 ning lausele 
10.9, kuulub Snyderi ie  ja Wilanskyle [226].  Vt.  ka Ruckle 
[203], Altmann [232].  
Erinevad tõe s  tus me e  tо d id viitavad enamasti vaadeldava 
teoreemi erinevatele üIdistamissuundadele,  mil ledest  üheks 
olul isemaks on püüd asendada teoreemi 11.6 sõnastuses ruum m 
mingi  teise jadaruumiga Z. Juhul  Z ••= |A |  (x e  u. j  
sup r  J^ ja r k x^ I < oo} tõestasid seda tüüpi  teoreemid Volkov 
[236] ja Boos [45].  Teine idee üldistamiseks lähtub teoree­
mist  11.8, kus summeeruvusvä1jad с
д  
ja c ß  asendatakse 
topoloog i l iste jadaruumidega E ja F.  Boos ja Leiger [59] 
vaatlesid sel  eesmärgi l -  L p -ruume F (vt.  §5, täiendused ja 
märkused) ning teatavat jadaruumide klassi  я:, mis muuhulgas 
sisaldab Vš^ik sol i idsed jadaruumid, aga ka näiteks kõigi  
peaaegu nul l iks koonduvate jadade ruumi f  o  .  Sel le  klassi  
täpse kir jelduse leiab lugeja töös [57] (vt.  ka [56]).  Keh­
t ib järgmine väide,  mil lest  eri juhul  saadakse teoreem 11.7, 
samuti  Bennetti  ja Kaltoni  [40] kooskõlateoreemid peaaegu 
koonduvuse jaoks.  
TEOREEM. Kui Z e Л, siis 
Z П W E  с F * Z n Hg с W F  
iga FK- ruumi E ning L^-ruumi F korral. 
Kuna m^ {x e u> |  (x^ /м
к  
) e m} - v*m on juhul 0 < 4^°°  
sol i idne jadaruum, s i is  kuulub ta klassi  2  ning eelneva teo­
reemi kohaselt  kehtib maatriksite A ja  В korral implikat-
s ioon 
% П «А c  св "" mp П W A  с W B  
(vrd. teoreem 11.7), kuid vastav koos kõlateoreem, mil le  
tõestasid Petersen [191] ja Copping [83], erineb m$nevõrra 
teoreemist  11.6.  
TEOREEM. Kui regulaarsete maatriksite A ja В puhul 
" V J  f t  C A  c  ° B '  e k s i s t e e r i b  s e l l i n e  j a d a  p  - -  ) ,  e t  
0 < to,  ^  (к 6 И ) ning A ja В on koos}&las alamruu-
mil П  с
д
.  
Boos [50] tõestas vi imase väite Baumanni [12] faktori-
seerimisteoreemi abi l .  Tulles tagasi  maatriksite koos kB la  l i-
suse probleemide juurde tõkestatud jadade puhul,  vaatleme 
olukorda , kus on antud regulaarsed maatriksid A l l > ,  .  .  .  ,  А 
Tekib küsimus, mil l istel  t ingimustel  on olemas sel l ine 
regulaarne maatriks B, et  kehtiks s isalduvus 
c R  E (m n  с ( j >). <*) 
5 = i „ А 
Sel juhul on teoreemi 11.7 põhjal  В kooskõlas maatriksiga 
A l i j  iga j  -  1 N korral.  Veelgi  enam, kehtib 
implikatsioon 
N .  N  
v x l i >  e m п c  (õ=l N):  E x u > = 0 *  E l im , v x J '= 0.  
А 
5  =  1  J  =  <i> A i N >  
Viimast omadust nimetatakse maatriksite А A üAe-
aegseks b - koosк& lal isuseks. Selle vöi тгРпе teise kooskß la-
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omaduse puudumist põhjustavaid omadusi tähistatakse kui 
maatriksite hulga A"', . . . , A< n >  singulaarsusi . öeldakse, et 
neil on singulaarsus S4  (tähistatakse (A**"') G S4  ), kui 
Vs > 0 3x' j 'e m П c  ,v (j - 1, . . . , N ) -
A 
»e - E x , jX < E |lim 
ф
х
5 > | < j=* j=i А 
ja singulaarsus S a  (lühidalt: (А ") G S 2), kui 
л 
_ (4> CH> V* > 0 3x , . . . , x e m: 
»e - E < « , E lim }E |  < * . 
i= l  j=1  к 
Definitsioonidest järeldub vahetult (A' ) G S4  (A f J >) 
G S . Copping [83] näitas, et viimane implikatsioon ei ole 
pööratav . Edasi, A*1 ', . . . , A'N  on üheaegselt b-koos k5 las, kui 
(A< J ') S1  . Vastupidine väide on üldjuhul väär, nagu 
näitasid Lorentz ja Zeller [148]. Selleks, et leiduks 
regulaarne maatriks В omadusega (*), on tarvilik ja piisav, 
et iga j - 1,...,N korral eksisteeriks regulaarne maatriks 
B t J y  omadusega та fl с = m с ... ning kehtiks tingimus 
<B t j >) g S 2. 
Singulaarsusprobleemide uurimisele panid aluse 1958. a. 
Lorentz ja Zeller eelpool nimetatud tööga [148]. Edasine 
areng ori seotud Baker i ja Peter seni nimedega, lugeja saab 
nende tulemustest ülevaate Petersen! monograafia [192] 4. ja 
5. peatükis. Analoogilisi probleeme on regulaarsete maatrik­
site jada (A"') j g 0,, korral uurinud Boos [53] ning Baker ja 
Petersen [7]. Lihtsa sissejuhatuse singulaarsuste teooriasse 
leiab lugeja Boosi raamatu [52] 7. peatükis. 
§12. LIMITEERIVAD JA MERCERI TÜÜPI TEOREEMID 
Maatrikste isenduse у = Ах kohta kä ivad väited võ ib 
tinglikult jagada kahte klassi, ühed, rm. otsesed teoreemid 
on sellised, kus jadade x teatavatest omadustest saadakse 
jadade у omadused. Seda tüüpi on näiteks maatriksite konser­
vatiivsust, regulaarsust, sisalduvust, kooskõlalisust ja 
summeeruvustegureid käsitlevad teoreemid . Teiste, nn. pöörd-
teoreemide puhu1 tehakse jadade у omadustest teatavaid jä-
re Idus i jadade x omaduste kohta. Pöördteoreemide arvukaima 
ja tähtsaima osa moodustavad Tauberi tüüpi teoreemid. See ori 
omaette valdkond summeeruvusteoorias, mis meie raamatu raa­
midest välja jääb (vt. §1, täiendused ja märkused). Käes­
olevas paragrahvis vaatleme pealkirjas mainitud kahte liiki 
pöördteoreeme. 
Limiteerivad teoreemid annavad vastuse küsimusele, kui 
kiiresti kasvavaid jadasid vaadeldav maatriks summeerida 
võib. Selle probleemi põhinõtte line lahendus ori olemas 
küllalt suure maatriksite klassi jaoks. 
Olgu E mingi jadaruum. Kui leidub selline jada X :R (X^ )T 
\ > 0 (к e ffl), et 
^ - 0(X k )  või Xfc -  o ( X k )  (x e  E),  ( 1 2 . 1 ) -
s.t.  E с  X  •  i ß  või E с X  «  c o  ,  s i is  t ingimusi  ( 1 2 . 1 )  nimeta­
takse ruumi E jaoks 1 imiteerivateks. Kui seejuures iga tõkes­
tamata jada /и := (/u ) korral leidub x g E, et 
siis nimetatakse limiteerivaid tingimusi (12.1) täpseteks. 
Juhul E = on limiteeriv tingimus xk  - 0(>b  ) tarvilik jada 
x A-summeeruvuseks. 
LAOSE 12.1. Iga BK-ruumi E korral kehtib täpne limitee­
riv tingimus 
^ = 0 (8 I! E  . )  (x G E), (12.2)  
kus on koordinaatfunktsionaalid (k G H), 
Tõestus. Kõigepealt  märgime, et  kuna E on BK-ruum, s i is  
G E', seega eksisteerib ""j," *  0 (k G IN).  Iga x G E ja 
к G IN korral 
|xj = K<x)| 5  "V "x" . 
kust 
Kl 5  1 x 1  
ehk 
^ - 0(»" k8). 
Selle hinnangu täpsuses veendumiseks võtame suvalise tõkes­
tamata jada /u ja oletame vastuväitel ise lt, et ^(x) 
~ 0(1)  (x G E), s.t.  funktsionaalide F k  G E' jada 
on BK-ruumis E punktiviisi tõkestatud, ühelt poolt kehtib 
ühtlase tõkestatuse printsiibi kohaselt - 0(1), kuid 
teisalt  »Fk» -  |p k  |  * 0(1) . Niis i is  on t ingimus (12.2)  
täpne.  
Olgu A reversi ivne maatriks,  s i is  с. on BK-ruum normiga 
I I  I I  
д  
(vt. teoreem 3.1 (a)), kusjuures koordinaatf unktsionaa-
l id " k  ori kujul (vrd. (11.1)) 
(x) - - k  11т дх + £ - , k l y t  (У Ax g с ) 
ning (vrd. teoreem 3.1 (b)) B^il = |^ k  j + £. |»' k i  j < ® (к e  w) • 
Kui  A on normaalne maatriks,  s i is  
к 
X k  - £ -k ly. (у :- Ax G с), 
kus А - 1  (-< k ;  ) on A pöördmaatr iks,  see juures 
» V  =  £  K J  ( k « « > .  
Seega saame lausest  12.1 järeldusena 
LAOSE 12.2. Reversiivse maatriksi A korral kehtib täp­
ne limiteeriv tingimus 
\ - 0( |- k |  + E KJ ) (x G c A ) .  
/fui  A on normaalne siis selles tingimuses - Q (к G W). 
Nft ide 1. Aritmeetil iste keskmiste menetluse pöörd­
maatr iks (z k i )  ori  kujul  (3.7),  seega £.* 0 }>-*. | = j-k} 
+ |k  + 1 |  -  2k + 1 (k G IN), kust  menetluse l imiteerivaks 
t ingimuseks saame x k  = 0(2k +• 1)  ehk 
xk  -. 0 (к) (x G с ). 
C1 
Niisiis, igal reversiivse 1 maatriksil ori olemas l imi­
teeriv t ingimus.  Normaalse maatriksi  korral  saame sel le  lei­
da, kui  teame tema pöördmaatriksit.  Prakti l iselt  on aga 
summade Ц |-- k. |  leidmine üpris  raske ülesanne, mis õnnestub 
lahendada vaid vähestel  juhtudel.  Olul iselt  l ihtsam ori  l iroi-
teerivaid t ingimusi  määrata AB-maatriksite korral.  
LAOSE 12.3 (a) AB-BK-ruumi E korral kehtivad täpsed li-
miteerivad tingimused 
x k  -  0  ( X k  )  ( x  G E  )  j a  x k  =  о  ( X k  )  ( x  G S g  ) ,  
kus 
»E II (K G SM ) . 
( b )  K u i  k B - m a a t r i t e  A  e i  s i s a l d a  n u l l v e e r g e ,  s i i s  k e h t i v a d  
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täpsed limiteerivad tingimused 
\ - 0(l/supja r > k |  )  (x e  С д) Ja x >  = о<l/sup|а г Д  |  ) (x e с о Д) . 
( с )  N o r m a a l s e  k B - m a a t r i k s i  A  k o r r a l  k e h t i v a d  t ä p s e d  l i m i ­
teerivad tingimused 
^ - Ofl/ |a b k |  )  (x e  с д) ja x k  r o(l/ja k k |  ) <x e с о Д) . 
Väidetes (b)  ja (c)  eeldame о-tingimuste puhu 1, et c o  -• f  :  
А 
Tõestus, ( a )  K u n a  E  o r i  A B -  r u u m ,  s i i s  i g a  x  e  E  j a o k s  
le idub M^ -0,  et  »2^"o  xkek8 < M^ (m g M). Seetõttu 
(lA r f t ) |x r J = !! x r / i e"'» -  II E x k e k  - E x k e k » < 2Mx  (m e  w),  
niisi is  xk  -  0(X^ ) .  Analoogil iselt  järeldub x e  Sg puhul  
AK-tingimuse st  |,Ц<Г„ 1Х ке 1 'И -» 0  (m £ n,  n,m •* oo),  et  X^ j | 
-» 0,  s .t .  x k  - о (X ) . Veendumaks nende tingimuste täpsuses,  
paneme tähele,  et  Sg =• {x e  и. | 1 x k  |  < m> - X • 1.  Tõe­
poolest,  iga x e  X« 1 korral } xk  |  < oo, kust 
järeldub rea Ц <х ке > <  koonduvus BK-ruumis E. Seega kehtivad 
sisalduvused X-1 с Sg с E с X-m. 
Iga tõkestamata jada p korral  leidub x e  1, et  P'x ?  1, 
seega X • x G X • 1 с E, kuid A"(X«x) ? x*m. Niisi is,  E ^  X* m 
iga M ?  m puhu1. 
Väide (b)  järeldub vahetult  väidest  (a)  ning lausest  
7 . 7  ( a ) .  O m a k o r d a  t u l e n e b  v ä i t e s t  ( b )  n i n g  l a u s e s t  7 . 7  ( c )  
vä ide (c )  .  
Maide 2.  Teatavasti  (vt.  §7, näide 1)  on regulaarne 
Pieszi  kaalutud keskmiste menetlus M AB-menetlus.  Eeldame, p 
e t  p k  > 0  ( к  e  N  ) .  S i i s  s u p n | a r k  |  -  s u p n ž k P k P ™ 1  -  p k  s u p r P ^  
= P k P k * (к e IN), mistõttu M^-summeeruvate jadade jaoks keh­
t ib täpne 1imiteeriv t ingimus 
\ -- °ч рГ>-
Limiteerivate tingimuste abil tõestatakse mitmed Mer­
cer i  tüüpi  teoreemid.  Meenutame (vt.  §1),  et  ni i  nimetatakse 
väi+eid,  mis f ikseerivad maatriksi  A korral  t ingimused võr­
du seks Сд = с. Nagu näitab lemma 3.6,  e i  ole sel l ised maat­
riksid sugugi  haruldased.  
ühe Merceri  tüüpi  teoreemi о lerne me eespool juba tões­
tanud, seejuures väga olul ise,  kuivõrd tal le  tuginevad, kõi­
gi  sel les paragrahvis  järgnevalt  esitatavate teoreemide 
•tõestused.  See ort  teoreem 10.5, mil le  kohaselt  kehtib imp 1 i-
katsioon 
с с с m •* Сд = с. 
LAUSE 12.4. (a) Normaalse konservatiivse maatriksi к 
korral kehtib ^rdus с
д  
- с parajasti siis, kui 
IM-U - 0(1), 
inis A - 1  ". - (•»',: ) on A p^ö-rdmaatriks. 
(b)  Konservatiivse kB-maatriksi к korral, mis ei sisalda 
nullveerge, kehtib vS-rdus Сд - с parajasti siis, kui 
l im sup j a^ k  j > 0 . 
к 
r' 7 1  
( c )  K o n s e r v a t i i v s e  n o r m a a l s e  k B - m a a t r i k s i  A puhul kehtib 
võrdus Сд - с parajasti siis, kui (1 / a,^ ) e ic. 
Tõestus. Sisalduvus c^ с m tuleneb väite (a)  puhul  lau­
sest  12.2, väidete (b)  ja (c)  puhul  aga lausest  12.3 (b)  
ning (c).  Võrdus -  с järeldub kõigi l  juhtudel  teoreemist  
10 .5.  
Näide 3.  Normaalse menetluse M korral  on lauses 12.4 p 
(a )  vaadeldavad summad £. l-v,.  I hõlpsasti  arvutatavad (vrd.  
(3.6)):  
{. , , -IM, Jik-il IM . I V p v I  
- Kl Kl - Kl Kl 
Niisi is,  kui  M on pööratav regulaarne menetlus,  mis ra­
huldab t ingimust P k  - 0(p k ),  s i is  lause 12.4 (a)  kohaselt  on 
°M p  =  c -
LAUSE 12.5.  Kui konservatiivne kolmnurkne maatriks ra­
huldab tingimust 
l im (I a I -  E ja ,  j )  > 0,  (12.3)  
r, " k=0 
siis Сд - с. 
Tõestus. Vastavalt  teoreemile 10.5 pi isab näidata, et  
mainitud omadustega maatriks A e i  summeeri  ühtki  tõkestamata 
jada.  Olgu x e  сЛи» ja К > 0 suvalised, si is leidub sell ine 
j e&l, et }x.j > M ja }xj < К (k - 0 , . . ., j-1) . Tähistades 
у. (Ах). - а..х. + £f_ 1  а, х, , 1 з hi Н=о jv "к • 
saame hinnangu 
|у.| * |a 3 j | j x-l - Vi a. J |xj * М(|а м | - JJa ) k |). 
Kui М -• со, siis ka j -* ® ning eelduse (12.3) kohaselt у ^ m. 
Seega x j? . 
LAUSE 12.6. Olgu A regulaarne normaalne maatriks, mille 
pi&rdmaatriks А 1  (ы^) rahuldab tingimust 
- k. 5 0 (к > i), - k k  > 0 (k,v G frl). (12.4) 
Siis eeldusel Re <- > -1 kehtib võrdus с- с. 
Tõestus. Vahetu kontroll näitab, et maatriks A on rnitte-
negatiivne, täpsemalt 
a r k  ž 0 (n > к), a r r >  > 0 (n,k g 01). 
Seega ori ridade summad s r  I^_ 0  a r k  (n G IH) rangelt posi­
tiivsed, liin^ - 1 (vrd. teoreem 2.1 (c)) ning 
E -ir. s, L ARA = £ E - l TAR>K =1 D G IN). 
r» = 0 r» = 0 к =0 к =0 г,-к 
Väite tõestamiseks piisab näidata, et kui jada x on (I + «^AJ-
summeeruv, siis у :=• Ax on tõkestatud, sest sel juhul on ka 
jada x - (I + ^A)x - -<Ax tõkestatud ning väide järeldub teo­
reemist 10.5. 
Tähistame z •- (I + =<A )x - (A 1  + <*1 )y. Kuna x G С , 
siis z on koonduv jada. Oletame, et у г m, siis ori ka jada 
(Iу I s" 1) tõkestamata, mistõttu leidub indeksite jada (n.) 
omadusega 
I у j /s r  - J y k  I /s k  (к - 0", . . ., n., j g IN ). 
R'I 'J 
Viimase võrratuse ja eelduse (12.4) põhjal saame n - n. 
korral hinnangu 
I zj = l <-r,r, + -)Уп +  
- Kr. + -llyj - V KJlyJ 
к =0 
> Re (- + -) j у I - I yj s' 1  E |- r i ) < |s k  
к =0 
> Re - j у J + |yjs~* E -, i ks k  
к = о 
- (s r  Re + 1 )s r  1  y r  I . 
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Et lira (s Re - + 1) : Re - + 1 > 0, siis j z j -• ®, mis on 
Т. r. j 
vastuolus eeldusega x e с ^
ы
д. 
Na-idft 4. Aritmeetiliste keskmiste menetluse föörd-
maatriks rahuldab ilmselt tingimust (12.4) seega, c- с, 
kui Re •< > -1. 
Täiendused ja märkused 
Limiteerivaid tingimusi on leitud paljude konkreetsete 
summeerimismenetluste jaoks, hoopis vähem on saadud selle­
suunalisi üldisemaid tulemusi. Jurkat ja Peyerimhoff [125] 
tõestasid esimestena 1imiteerivad teoreemid üldiste AB-
roaatriksite jaoks. Tatehe 11 [236] arendas edasi ideed anda 
1imiteerivaid tingimusi pöördmaatriksi abil. Nagu näitasid 
Mazur ja Orlicz [166], leidub lõplike ridadega konserva­
tiivse maatriksi A korral jada X omadusega с
д  
с X « m 
parajasti siis, kui dim (x e Сд | Ax - 0} < a>. Skerry ja 
Wilansky [219] tõestasid sama väite ilma konservatiivsuse 
eelduseta. Lõpmatute ridadega maatriksite puhul on olukord 
nõnevõrra keerulisem. Mõnikord (näiteks Abeli menetluse 
korral, vt. Wilson [266]) õnnestub anda limiteeriv tingimus 
kujul x^ =• 0(Х^Г,>) (n e W). Märgime ka Jakimovski ning 
Russelii [123] väga üldisi tulemusi. Limiteerivate tingimus­
te kohta vt. veel Knopp [137], Zeller ja Beekmann [279], 
art.42. 
Merceri teoreemid said oma nime Merceri. poolt erijuhul 
A = (vt. näide 4) tõestatud lause 12.6 järgi. Lause 12.4 
väite (a) tõestus kuulub Wilanskyle [248], väite (b) tõestus 
aga Meyer-Königiie ja Zelleriie [170]. Lause 12.5 tõestas 
Agnew [2], lause 12.6 Beekmann [13]. 
Merceri tüüpi teoreemidele omaseid tõestusmeetodeid ra­
kendasid Meyer-König jb Zeller [170] Tauberi tüüpi teoree­
mide puhul. Fridy [99] tõestas eelpool toodud lausete 12.4 
(b) ja 12.5 analoogid, aga ka aPned teised samalaadsed 
väited absoluutse summeeruvuse korral. Lause 12.6 oli lähte­
punktiks Kuttnerile ja Lawrence'iie [142], kes defineerisid 
maatriksi A Merceri hulga 
S(A) := t-eC I c
- I + ( 1_- ) A  = c> 
ja tõestasid järgmise väite. 
TEOREEM. Olgu Q lahtine hulk kompleks tasand il, mis si­
saldab punkti •< = 1. Siis leidub selline regulaarne nor­
maalne maatriks A, etS(A) - Q. 
Lause 8.5 (b) tõestamisel veendusime, et maatriksid D 
omadusega c^ - с mängivat tähtsat osa maatriksite ekviva­
lentsuse uurimisel. Veelgi üldisema probleemiasetuse korral 
püütakse leida tingimusi, mil Сд - G, kus G on mingi ettean­
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tud jadaruum. Sel le kohta vt.  Hil l  [114], Beekmann [13], 
Zeller [274].  Teisalt  on na idatud, et  pal jud jadaruumid e i  
saa ol la u hegi  maatriksi  summeeruvusvä1jaks.  Teoreemist  10.5 
järeldub näiteks,  et  Сд * го, Lorentz [147] tõestas,  et  
C A * f • Kuna Сд on tugevas topoloogias separaabel (vt. 
Bennett [32]), si is ei ole ka võrdus с
д  
= 1 ühegi  maatriksi  
A puhul  võimalik.  Sel l iste nn. mitteekvivalentsusteoreemide 
kohta vt.  veel  Tietz [239], Zeiler [277].  
§13. SOHMEEROVÖSTEGÖBID 
Summeeruvustegurite teooria lähtepunktiks on lemma 1.1 
(b),  mil le  võib lühidalt  üles märkida võrdusena cs^ = bv.  
üldiselt  nimetatakse jadaruumi E koonduvusteguriteks arve 
* k  (k e  IN), kui  *  ••= (« k  )  e  J«/5 .  Juhul  E = Сд IPneldakse 
maatriksi A koonduvusteguritest. (А,В)-summeeruvustegurite 
puhul nõutakse rea koonduvuse asemel tema summeeru-
vust  maatriksiga B. Sel le  definitsiooni  (vt.  §1) kohaselt  on 
A-koonduvustegur id (A ,5T)-summeeruvus tegur id (vrd.  §1, näide 
2 ) .  
Lepime kokku, et  käesolevas paragrahvis on В t^ikjal 
RJ-regulaarne maatriks. 
Lihtne on näha summeeruvustegurite probleemi vahetut 
seost maatriksite sisalduvusega. Tähistame D :  = (b^ k » k  ) y j k  
ja  paneme tähele,  et  arvud * k  on (А,В)-summeeruv.ustegurid 
parajasti si is, kui с
д  
с c^. Olgu A normaalne ja В lõplike 
ridadega maatriks,  sel  juhul  on maatriksi  T := DA 1  konser­
vati ivsus tarvi l ik ja pi isav t ingimus sel leks,  et  arvud * k  
oleksid (A.B )-summeeruvustegurid (vt.  §11 algus).  Seda 
pöörd te isend use meetodit summeeruvustegurite leidmiseks on 
võimalik rakendada, kui  pöördmaatriks A - 1  on teada ja omab 
l ihtsa kuju.  
Kaide 1.  Leiame Rieszi  kaalutud keskmiste menetluse M p  
koonduvustegur id,  kusjuures eeldame, et  p k  *• 0  (k e  IN).  Kuna 
e  e  c M  si is  peavad kõik -koonduvustegurid * k  rahuldama 
t ingimust e  cs.  Sel l ise jada * korral  rakendame näidet 1 
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paragrahvist 11, võttes seal В =• 2:*^ - • Saame 
tarvilikud ja piisavad tingimused 
sv 
1) E |P„A—I < ®. 
к 
yk 
ev 
2) eksisteerib Ilm P. — 
Pk 
sisalduvuseks c^ <= Cg, s.t. selleks, et arvud oleksid Mp-
koonduvustegurid. Seejuures järeldub toodud tingimustest 
võrduse 
k-i si. к *k 
E РЛ— = - P„ — (k.e W> 
tõttu omakorda rea Ek 'e k  koonduvus. 
Teine, nn. funktsionaalanalüütiline meetod summeeruvus­
tegurite leidmiseks tugineb kahele lauses 5.8 formuleeritud 
faktile. 
1° Iga FK-ruumi E korral kehtib E^ с E^ . 
2° Kui E on FAK-FK-ruum, siis б/ 5  = E* . 
Vaadeldava meetodi põhisisu moodustavad kaks alljärgnevat 
teoreemi. 
TEOREEM 13.1. (a) Olgu A regulaarne kB-maatriks. Arvud 
*k  on (А ,B)-summeeruvus tegur id parajasti siir,, kui (* k  ) 
e  CA' 
(b) Olgu A regulaarne reversiivne AB-maatriks. Arvud *' k  on 
(A,B)-summeeruvustegurid parajasti siis, kui 
= E t_a r_k (te 1, к e 01). 
Toestus., (a) Tarvilikkus. Tähistame (А,В)-.summeeruvus­
tegurite ^k  korral 
f(x) := lim E b r kskxk  (x e >, (13.1) 
siis lause 5.3 (a) ja järelduse 4.21 kohaselt f e ci. Kuna А 
к 
A  
on regulaarne maatriks, siis e e с
о
д, maatriksi В RJ-regu­
laarsuse tõttu 
«k - lim b k*-k = f(ek) (к g 0») . 
Seega £ e Сд . 
Piisavus. Olgu s e , r*» itame, et rida E^W koondub 
iga x e Сд korral, tema B-summeeruvus järeldub sel juhu1 
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J Л 
maatriksi В RJ-regulaarsusest. Maatriksi A regulaarsuse 
tõttu on iga x e 
С д  
esitatav kujul 
x - 2 + (11тдх)е, 
kus s x - (1иадХ)е e с
о
д. Kuna A on AB-maatriks, siis 
lause 7.7 (d) kohaselt on с
о
д AK-ruum, mistõttu (vrd. lause 
5.8 (f )) с' 0д = с^д = сд. Tähendab, kuna c 0  c  CA' s" s  °д 
с cl, millest tänu BK-ruumi (с0,и AK-omadusele järeldub 
1 " co " c^ 3  c^. Niisiis koondub rida ja kokkuvõttes 
ka rida 
f ""Л f +  l i r oA x  £ ek 
f iga x g Сд ja *• = Сд korral. 
Väide (b) järeldub vahetult väitest (a) ja seosest 
(3.1). 
Teoreemist 13.1 selgub tähelepanuväärne fakt", regulaar­
se AB-maatriksi A puhul ei sõltu (А,В)-summeeruvustegurid 
üldsegi maatriksist B. Seetõttu saame feõigi RJ-regulaarsete 
maatriksite В korral samad (A,B)-summeeruvustegurid, nimelt 
A-koonduvustegurid, kuivõrd ka £ on RJ-regulaarne maatriks. 
Moodustame regulaarse normaalse maatriksi A korral 
maatriksi Ä (a^), kus 
ä . := Ea. (n.k с 04). 
i = k  m  
Ilmselt on Ä normaalne. Edasi, u (uk) puhul 
£ ~ E ( E a r i l  4 - E а г Л  E 
k = 0  k  =  0  1 = 1 «  i = o  к  = o  
- E a^x (n G tl), 
s.t. 
x : = ( e  CA " U  G  CÄ' 
x  6  coA ~ u e coÄ' 
Järelikult on A RJ-regulaarne. Kui u G с-д, siis 
Ишд(и - (lim^u)e° ) = limgu - (lim^u) limAe° = 0. 
Niisiis saab iga u e сд esitada kujul 
u - v + (lim^u)e , 
kus vee » . Jada £ korral 
°A  о 
£'u - ^• v + eo(lim^u)e , 
seega arvud ori (Ä,В)-summeeruvustegurid parajasti siis. 
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kui 
s* v e Cg iga v e korral. 
TEOREEM 13.2. Olgu к regulaarne normaalne kB-maatriks. 
(a) ^rvud on (.k ,B)-summeeru\ jstegurid parajasti siis, kui 
- v + E t,ä r k  (te 1, p eK, кеИ) (13.2) 
%Л5 
s«x e с ^ i£a х е c q  korral, (13.3) 
* В А 
£us В •-= (ДЬ
уД 
> r  к  ning В on kolmnurkne maatriks. 
( b )  A r v u d  o n  к - k o o n d u v u s t e g u r i d  p a r a j a s t i  s i i s ,  k u i  k e h ­
tivad tingimused (13.2) ja 
£k - °Чк>- (13.4) 
Tõestus. (a) Kui ort (Ä, В )-sunimeeruvustegurid, siis 
- f(e k) (к e IH ), kus f e с-д ' on  äratud seosega (13.1). 
Kasutades maatriksi к RJ-regulaarsust, saame seosest (3.1) 
vörduse (13.2), seega ori viimane tarvilik. Seejuures arvud 
Д^> - Eta. - E ta,. 
к _ >  r> r»k _ ^ ^  r, 7,,к +-1 
-ta,. - E t (а , - а , ) 
x  x k  - k l  T '  T >  
- E t (к e «) 
ori teoreemi 13.1 (b) kohaselt A- koonduvustegur id. Rea 
osasummade jaoks saame Abeli teisenduse abil v®rduse 
E * 
л  
- E 4 + S„x z i, k=0 k=0 
millest omakorda 
i  Ъг* £Л = 2 b i k  (A* k  )x k  4- E b^^x,) 
)i =0 к =0 к =o 
=  J o b„k ( i sk4 +  Д лЧ,к-к*к * Ч.„ е,Л, • 
kus Ä (s^xk  ) ^x^ - ja « j - 0 . Nagu märkisi­
me , ori i«h  A-koonduvus tegur id, seega iga x e с од korral 
eksisteerib piirväärtus liie^"* Ь,
л  
(Д^ )х
ь  
. Niisiis ori 
arvud s (Ä,В)-summeeruvustegurid parajasti siis, kui 
Jada <t-'x on В - summe er uv iga x e с ^ korral. See tingi­
mus ori vastavalt käesolevale teoreemile eelnevale 
märkusele samaväärne tingimusega (13.3). 
(b) KSigepealt märgime, et tingimus (13.4) on tarvilik 
selleks, et arvud oleksid A- koonduvustegur id . Tõepoo lest, 
sel juhul on maatriks T := DA"1, kus D := >» konserva­
tiivne, mistõttu peadiagonaal ( s k  ) - (^/a^) on tõkes­
tatud. Jääb näidata, et tingimusest (13.4) järeldub juhul 
В - £ tingimus (13.3). Vastavalt lausele 12.3 (c) kehtib iga 
x e с
о
д jaoks hinnang x^ - od/a^), seetõttu saame tingimu­
sest (13.4), et -e kxk  - 0. Väide on tõestatud. 
X 
Näide 2. Kui eeldame, et Rieszi kaalutud keskmiste me­
netlus ori normaalne (s.t. p f c  * 0 (к e W)) ja regulaarne, 
siis on ta AB-menetlus (vt. §7, näide 1) ning teoreemist 
13.1 (b) saame (Mp,В)-summeeruvustegurite jaoks tarviliku ja 
piisava tingimuse 
- P k  E t r  P r  * (t <s 1, к « W ), 
mis ori ilmselt samaväärne näites 1 saadud tingimusega 1). 
Teoreemi 13.2 (b) abil kirjeldame Mp- kooriduvustegureid. Tin­
gimuse (13.2) saab esitada kujul (vrd. teoreemi 13.2 (a) 
tõestus) 
:= Pv  E t rP r >  (te 1, keW) 
ehk 
Viimane ning seos 
»• = 0<p„/P,> 
ongi tarvilikud ja piisavad tingimused M - koonduvustegurite 
jaoks. 
Täiendused ja märkused 
Summeeruvustegurite teooria sai alguse Hardy [109] ja 
Bohri [43] töödest, milles nad üldistasid Dedekiridi-Hada­
mar d '  i teoreemi (vt., lemma 1.1 (b)) C^-summeeruvatele rida­
dele juhul -> e W . Seetõttu kõneldakse ka Hardy-Bohri tüüpi 
summeeruvusteguritest. Nende uurimisel ori. olnud valdavaks 
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paragrahvi algul käsitletud poördteiseriduse meetod, roide 
rakendati edukalt paljude konkreetsete normaalsete summeeri-
misroenetluste A korral. Selle meetodi elegantse käsitluse 
reversiivsete maatriksite A jaoks andis 1955. a . Mazur-Hiili 
teoreemile (vt. §11, täiendused ja märkused) toetudes Kangro 
[289], seejuures lähtus ta tolle aja summeeruvusteoor ia 
uusimatest tulemustest. Pöördteiseriduse meetodi üks modi­
fikatsioon, mida saab edukalt kasutada Nörlundi menetluse 
koonduvustegurite leidmiseks, kannab Moore 'i-Kangro meetodi 
niroe . Ta ori rakendatav üldiselt selliste normaalsete maat­
riksite A korral, mis rahuldavad tingimust 
E nsupja^ - l < oo 
г, к 
(vt. Moore [181], Kangro [290]). 
Käesoleva paragrahvi põhisisu moodustava furiktsionaal-
analüütilise meetodi idee on pärit Zelleri tööstQ  [271J, 
milles ta esimesena tõestas eelpoolmainitud faktid 1 ja 2 . 
Seda ideed rakendas Peyerimhoff [193] edukalt regulaarsete• 
AB-maatriksite koonduvus- ja summeeruvustegurite leidmisel. 
Talle kuuluvad väited 13.1 (a), (b) ning 13.2 (a). Väite 
13.2 (b) tõestus on Jurkati ja Peyerimhoffi töös [125]. 
Samas on näidatud, et normaalse regulaarse AB-maatriksi 
puhul ori arvud *k  (к e 0J) (А, А )-summeeruvustegur id parajasti 
siis, kui nad on kujul (13.2). 
Funktsionaalana 1üüti1ise meetodi rakenduspiirkonda saab 
laiendada niisugustele regulaarsetele maatriksitele A, mille 
nullsummeeruvusvä1jas c0  д kehtib B-lõikesummeeruvus, s.t. 
lim E b r kxke ( i" - x FK-ruumis с од. (*) 
See on samaväärne tingimusega, et jadad ek  (к e 01) moodusta­
vad ruumis cop B-summeeruvusbaasi (vt. §3 ja §5, täiendused 
ja märkused). Kuna sel juhul f(x) - lim j,Ekb r kxkf (ek) 
(x e с
о
д) iga f e с 0д korral, siis jäävad väited 13.1 (a), 
(b) ja 13.2 (a) kehtima ka eeldusel (*). Viimane ori riõrgeic 
kui AB-omadus ja võimaldab muuhulgas leida (C^,CV.)- nirig 
(C^,C )-suroroeeruvustegurid juhul - > 1 ja у > ы + l. Kui 
0 £ ~ -• 1, saab (C^.B)- ja (C^., В)-summeeruvustegur id määrata 
teoreemide 13.1 ja 13.2 järgi. Summeeruvusbaaside ja -tegu­
rite vaheliste seoste kohta vt. Buntirias [72], Täht [343], 
[349]. Need seosed ori olulised mu 11ip 1 ikaatorite teoorias ja 
leiavad rakendamist trigonomeetrilistele ridadele, vt. Tõn-
nov [343], [344], Goes [105]. 
Märgime veel, et summeeruvustegurite leidmise meetodeid 
on Aasiaa [230], [1] kasutanud roaatriksteisenduste M -Сд -» Cg 
uurimiseks. Soomer [331] rakendas neid peaaegu koonduvuse 
tegurite puhul. 
Summeeruvustegurite teooria moodustab ridade teooria 
suhteliselt iseseisva ja küllalt mahuka peatüki. Hea ülevaa­
te selle teooria meetoditest, tulemustest ja võimalustest 
saab lugeja Baroni raamatust [284] (IV pt.). 
J Г0 
§14. LOIXEPQSITIIVSED MAATRIKSID 
Me oleme siiani ekspluateerinud funktsionaalanalüüsi 
traditsioonilisi meetodeid, mis on pärit lineaarsest algeb­
rast ja topoloogiast. Kuna peaaegu kõigis praktikas tähtsust 
omavates topoloog ilistes vektorruumides on olemas mingi loo­
mulik järjestus, siis kasutab kaasaegne funktsionaalanalüüs 
üha enam ka järjestusteoreetilisi, täpsemalt, Järjestatud 
vektorruumide teooria meetodeid . Summeeruvusteoorias mängi­
vad viimased seni üsna tagasihoidlikku osa. Kuigi iga jada-
ruum on loomulikul viisil, s.o. koordinaaditi järjestatud 
vektorruum, ort see jär jestusstruktuur summeeruvusvä 1 jas 
praktilisteks rakendusteks üldiselt vähe pakkuv . Ometi raja­
nevad mitmete teoreemide tõestused maatriksite positiivsus-
või monotoonsusomadustele . Suurepärane näide selle kohta ori 
lause 12.6 tõestus. 
Käesolevas paragrahvis püüame rtõningaid summeeruvus­
teoor ia probleeme järjestatud vektorruumide teooria seisu­
kohalt mõtestada ja selle meetodite abil lahendada. Selleks 
defineerime maatriksi summeeruvusvä1jas uue, esialgsest 
soodsama järjestuse. 
Kõigepealt meenutame mõningaid põhimõisteid. Olgu vek­
torruum is X defineeritud refleksiivne, antisümmeetri1ine ja 
transitiivne järjestussuhe £, mis rahuldab tingimusi 
x < y  x + z S y  +  z ,  ( 1 4 . 1 )  
X 5 у -»• Xx 5 Xy (x,y,Z G X, x > 0). 
Sel juhul ütleme, et X on Järjestatud vektorruum. Positiiv­
sed elemendid x ^ 0 moodustavad positiivse koonuse X . Kui 
X  =  X +  -  X + ,  s . t .  k u i  i g a  x  e  X  o n  e s i t a t a v  k u j u l  
+ •  -  ,  +  -  v + .  X - X - x  ( x  , X f c X ) ,  
siis nimetatakse koonust X+  genereerivaks. ütleme, et alam-
hulk D с X ort o-tßkestatud, kui leiduvad sellised elemendid 
а , b  e  X ,  e t  •  
D  e  [ a , b ]  • - =  ( x  e  X  |  а  £  x  S  b > .  
Kui ruumis X kehtib implikatsioon 
(VX > 0 : x e [-Xa ,Xa] > •* x = 0, 
kus а e X, siis nimetatakse järjestatud vektorruumi X peaae­
gu arhimeediliseks. Elementi u e X nimetatakse järjestus-
ühikuks, kui iga x e X jaoks leidub selline - >0, et x <-u. 
Peaaegu arhimeedilises järjestatud vektorruumis X määrab 
järjestusühik u normi p u  seosega 
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P u ( x )  : =  i r i f  О > 0 j x e p[-u,ul}, 
sealjuures langevad normi p^ järgi tSke status ning o-t3kes-
tatus kokku. 
KBigi jadade ruum loomuliku järjestusega 
x £ у •- *• xk  5 У к  (к e »1 ) 
on järjestatud vektorruum, järelikult on seda ka tema 
ruum c. Iga element x e с on esitatav kujul x - x - x 
(x ) b  
alam-
, kus 
, kui Re 2: 0 ja Im 0, 
Re , kui Re 0 ja Im £ 0, 
Im , kui Re £ 0 ja Im Xv 0, 
0, kui Re *v £ 0 ja Im Xv 0, 
kui Re Xx £ 0 ja Im £ 0, 
-Re , 'ku i Re Xv £ 0 ja Im *v 0, 
- Im Xv , kui Re Xk * 0 ja Im Xv < 0, 
0, kui Re *v * 0 ja Im Xv % 0 . 
Cx ),. 
Lihtne on veenduda, et x ja x on koonduvad jadad. Niisiis 
on c+  genereeriv koonus. Vahetu kontroll näitab, et с on 
peaaegu arhimeediline ning e on tema järjestusühik, seejuures 
Р
е
(х)=Ихв
а >  (x e с ). 
Maatriksit А, mille korral a r k  ž 0 (n, к e Dl), nimeta­
takse positiivseks. Ilmselt on tema poolt määratud operaator 
A : to. •* w (vrd. §1) samuti positiivne, s.t. А Од ] с to*, kus 
4- 4-toд а>д pj а> . Positiivse maatriksi puhul on tingimused te­
ma konservatiivsuseks v3i regulaarsuseks oluliselt lihtsamad 
kui üldjuhul. Vastavalt teoreemile 2.1 (c) on selline A 
regulaarne parajasti siis, kui 
Итде - 1 ja \ Итде к  - 0 (к e »«). 
Nagu selgub järgnevast lausest, saab positiivsete maatriksi­
te regulaarsust testida isegi ruumi с kaheelernend iiisei hul­
gal. 
LAOSE 14.1. Positiivne maatriks A on regulaarne para­
jasti siis, kui Итде = 1 ning lin^n = 0 mingi w e c o  korral, 
mis rahuldab tingimust v» k  > 0 (к e W). 
Tõestus. Ilmselt on toodud tingimused tarvilikud A re­
gulaarsuseks. Nende piisavuse toestuseks on vaja nä idata, et 
neist järeldub ak  - 0 (к e И), Kuna iga к e W korral kehtib 
0 e k  £ , 
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kus M, on itiingi positiivne arv, siis tänu maatriksi A posi­
tiivsuse le 
0 = AO < Aek  < M^Aw. 
Eeldusest Ит
д
н = 0 järeldub seega ak  = 1 Й8 де к  = 0 (к e W). 
Normaalset maatriksit A nimetatakse diapositiivseks, 
kui 
\r i  > 0, а п к  £ 0 (к < n,. n e W ) . 
Märgime nende maatriksite üht omadust, mille tõestuseks vii­
tame lause 12.5 toestusele. 
LAOSE 14.2. Kui diapositiivse maatriksi A korral eksis­
teerib lim^e > 0, siis Сд с га. On A sealjuures konservatiiv­
ne, siis Сд - с j 
Tähelepanuväärse klassi moodustavad sellised maatriksid, 
mille pbördmaatriks on diapositiivne (vrd. lause 12.6). Nen­
de uurimisele ongi pühendatud ülejäänud osa käesolevast pa­
ragrahvist . 
Kuni selle paragrahvi lõpuni eeIdane, et A on normaalne 
maatriks. Defineerime vektorruumis ы uue järjestuse £д seo­
sega ! 
x - :£ 2 : «• Ax £ Az, (14.2) 
s.t. 
x £
д 
2 *• E a ] r kxk  £ E a r ks, (n e W ). 
Lihtne on veenduda, et £д on tõepoolest järjestus, mis ra­
huldab tingimusi (14.1). Märgime, et A normaalsus garantee­
rib seose £д antisümmeetri1isuse : kui-x £д z ja г £д x,siis 
Ax - Az, millest operaatori А : » -» " üksühesuse tõttu jä­
reldub x - z. Operaator A korraldab BK-ruumide (Сд,И »д) ja 
(с,И * ) vahel isomeetrilise isomorfismi (vrd. §3), rais 
definitsiooni (14.2) kohaselt säilitab ka järjestuse. Nii­
siis, Сд ja с kui normeeritud järjestatud vektorruumid on 
isomorfsed. Muuhulgas järeldub sellest, et positiivne koonus 
Сд := fx 6  Сд I x -д 0} 
ori genereeriv ning 
v := A _ 1e = • 
kus A - 1  (•>-,.. ) on A pöördmaa tr iks, on jär jestusühik ruumis 
с
д
. Seejuures p v(x) = #x« д  (x « с д) ja tõkestatus ning 
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о-tõkestatus langevad kokku. 
Normaalset maatriksit A nimetatakse I&ikepositiivseks 
ehk AP-maatriksiks, kui 
x 0 -» x" -д 0 (m e Dl) 
s.t. kui 
E a r kx v  ž 0 (n « W) E a7.kxk  * 0 (n,m •= »)). 
Nagu selgub, on maatriksi AP-omadus määratud märkide jaotu­
sega temas eridas ning ta pöördmaatriksis. 
LAOSE 14.3. Järgmised tingimused on samaväärsed -
(a) A on föikepositiivne, 
(b) (A~V )Г '"5  >
д  
0 (m.l e »I), 
(c) t. (n.m) := E ar,k*'kt - 0 (i £ m 5 n, l.m.n e W), 
(d) 1° а
г г л
«-
г л т л  
2 0 (n.m e W), 
2° & r  r  "т  k  5 0 (k < n, к n e fc ). 
Kui A on positiivne maatriks, siis on tingimused (a)-(c) 
sama vää rsed vä i tega 
(e ) A ' o n  d i a p o s i t i i v n e .  
Tõestus. (a) (b) •* (c) •+ (a) Olgu A IS ike positiivne, 
siis tingimuse A 1e1  -д 0 (i e W ) tõttu kehtib (b). Edasi, 
seosest 
järeldub implikatsioon (b) (c). Kui on täidetud tingimus 
(c) ja x 5:
д 
0, siis seose у : - Ах ^ 0 tõttu 
m », V r„ 
E a r  k  xk  - E a r  k  E ы к- y ;  - E t. (n, то) у. ^ 0 (n.m e 01), 
к  =0  к  =  О  у  -  О х  -  О 1  
s.t. x r" J  0 iga m « О 1 ' korral. 
(с) (d) Kui A rahuldab tingimust (c), siis juhul 
m - 1 saame otsekohe tingimuse 1°, aga 2° tuleneb v*rdusest 
tj(n.m) - - E a r k^k. (m < n, < ,n,m e W), (14.3) 
kui võtame selles n := m + 1. Vastupidi, tingimustest 1° ja 
2° ning seosest (14.3) saame t (n,m) > 0 juhul m < n. Kui 
n - Kl, siis t. (n.m) = <5 * 0 (s ,n « W ). 
Positiivse maatriksi A puhu 1 kehtib ilmselt (d) *+ (e). 
flälde Luu Positiivse kaalutud keskmiste menetluse M 
. . .  - t  *  korral on poördmaatriks diapositiivne (vrd. (3.6)), see­
ga on ISikepositiivne menetlus. Erijuhul, kui pk  - 1 
(к e ffl), saame, et aritmeetiliste keskmiste menetlus C i  on 
AP-omadusega . 
Normaalse maatriksi 13 ikepositiivsuse testimiseks lause 
14.3 (d) v3i (e) abil peame eelnevalt leidma tema pöördmaat­
riksi, mis paljudel juhtudel on tehniliselt vSimatu. Järg­
mine tunnus võimaldab mõnikord 13ikepositiivsuse kindlaks 
teha maatriksi enda kujust lähtudes. • 
LAUSE 14.4. Maatriks A on l&ikepositiivne, kui tema ri­
dade vahel kehtib seos 
a . v - d . a , d £ d £ . . . > d > 0 y»+"i, * г  »к r»k 7>o rii r , r ,  ,  „  .  .  .  (14.4) 
(к - 0 , . . ., n, n e W ). 
Tõestus. Näitame, et t. (n,m).2r 0 (i m n), selleks 
kasutame induktsioonimeetodit n järgi. Väide kehtib juhul 
n = 0, sest t (0,0) - a ~ -1. Eeldame, et ta kehtib n 
' О OO oo 
korral ja veendume , et siis t, (n+1,m) ž 0 (i < m 5 n+1). 
Juhul n - tn+1 saame 
tj(n+l,n+-l) - Ea = 6n**.v - °-
к - i 
Kui > m n, siis 
t. (n+l,m) = E - E d r >a n k^ k. 
- E Ad r, k  E а о Г. $  + d , w (  E a, r j. 
k=i j=i j» 
- E ^d r kt (n, k) + d r w  t. (n,m) ž 0 . 
Maidf: 2 .  Veendume lause 14.4 abil, et Cesaro menetlus 
on 13 ike positiivne, kui 0 < - < 1. Tähistame d / k  c"+ t  y  
/ С-  (к - о , . . . , ii, n e IM), siis vastavalt- seosele (2.7) 
f n- k+=0 
tn- k+lj t (rn1 1 1 fn-t-^ + l"] L n+i J 1 
f n- k+<*- 21 
l n-k-1 J 
fn+°'+1"1 
l fi+1 J 
1 fn- k-t-»'-
1 t n- к ") 1 ["• 
- k+^- 11 
n-k j ! (T) 
fn- к+-Л fn-k+w-2) (.ri- к+1 j t n- к- 1 J 
fn- k+=<- 11 2 
l n-к J 
Kasutades valemit - (n+«< )•• • * (^ + 1)/n ! (n > 0), saame, et 
, fn- к+ч- 1) f n- k*<x- 21 
Qr-k ri-k+- ii-к t n-k J L n-k-1 J 
fn-k+— 21 fn-k+— 11 
L n-k-1 J t n-k J 
n-k+1 
1-Ы 
1 -
> 1 <k - 0 n— 1, n б Й), 
n-k 
s . t. d _ ž d . 2: . . . > d < r »  e W ). Kuna seejuures 
M m 
Го
1) (t:;1) 
(-+l)(n+l) 
n+o'+l ' ^ ' 
siis on tingimus (14.4) täidetud, seega on С (0 < =< < 1) 
ISikepositiivne menetlus. Sama kehtib ka C o  - I ja C f  (vt. 
näide 1) kohta. 
Teatavasti (vt. §11) taandub normaalsete maatriksite А 
ja В korral sisalduvuse с
д  
с c-g uurimine maatriksi T BA" 1  
konservatiivsuse kontrollimisele. Viimane on eriti lihtne 
juhul kui T on positiivne. 
LAOSE 14.5. Olgu A l&ikepositiivne Ja В selline nor­
maalne maatriks, kus b,A  - d^a^ (к = 0, . . . ,n, n e »I). Kui 
~ 
d
rtl  - ••• - d r r  5r 0 (n « W), siis maatriks T BA 1  
on positiivne. 
Tõestus. Tõepoolest, tehtud eeldustel 
r,-l к 
- E Ad k  E t.(n,k) + d 6 . 
k= i  j = 1  
-  0  ( l  -  0 n ,  n  е й ) ,  
Lõikepositiivsus on tingimus, mis väljendab teatavat 
seost summeeruvusvä1ja kahe struktuuri - jadaruumi ja jär-
jestusstruktuuri - vahel.- Osutub aga, et ta määrab olulisel 
määral ära ka summeeruvusvä1ja topoloogilised omadused. Ees­
kätt on 13ikepositiivsus väga tugevalt seotud 18iketskestä­
iuse g a . Nagu selgub järgmisest teoreemist, saab AP-maatriksi 
15 ike tS1  kes ta tust testida summeeruvusvä 1 ja ühes punktis. 
TEOREEM 14.6. l& ikepositiivne maatriks к on hB-omadu-
sega, kui on täidetud üks Jžrgmistest tingimustest-
(a) v A 'e e Вд , 
(b) e 6 Bj Ja 
0 < £ an k  - г * (j (n * »>), (14.5) 
(c) A on positiivne Ja regulaarne. 
Tõestus. (a) Eeldame, et v e B^ , siis v lõiked on 
o-tõkestatud ruumis с
д
. Järelikult eksisteerib z e с^ omadu­
sega 0 £
д 
v'" 1  -д z (l 6 W ), Fikseerime suvalise x e сt. Ku­
na v ori ruumis с
д  
järjestusühik, siis leidub positiivne arv 
et О £
д 
x £
д 
-v. Siit saame maatriksi А АР-omaduse tõttu 
seosed 
О £д x t n °  5д «-v r 7 t i  £д -*z (m e EN ), 
s.t., et jada x läiked on o-tõkestatud ning seega ka t<3kes­
tatud . Järelikult et с В.. Kasutades koonuse c, +  genereeri-
vust, saamegi 
CA " CA °A C  BA +  BA " BA• 
(b) Tähistame t --La. ning moodustame maatriksi 
г» nk 
Aj (t~* a r > k) , . Kuna t r  >0 (ri e IN), siis eksisteerib 
pöördmaatriks A~' =• (^k.t. )k  „ Pidades silmas, et A on AP-
maatriks, saame 
"lk С \x Л* 4 - 0  (n, к «s W'), 
a' r -  ы' к  - t™' a r - r -  - r > k  \ £ 0 (k<n, n.keW), 
s.t. Aj lõikepositiivsuse (vrd. lause 14.3). Vahetu kontroll 
näitab, et с. - е., millest tänu alamruumi B. invariantsuse-Aj A « 
le järeldub В
д  
= В
д
. Kuna A,e - e «г В
д  
= В
д  
, siis väite (а) 
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Põhjal kehtib Сд - , s.t. B^ - . 
Väide (с) on vahetu järeldus väitest (b) . 
Märgime, et näite 2 ning teoreemi 14.6 (c) põhjal on 
Juhul 0 < <* < 1 hB-roenetlus (vrd. §-7, näide 1). 
Olgu s  e a ' . .  Arve nimetame positiivseteks (1& ikeposi-
tiivseteks) k-koonduvusteguriteks, kui iga x e с*д puhul rida 
koondub ja kehtib võrratus - 0 (vastavalt 
С 0« Л  - 0  (m e D-l)) . Märgime, et kui с д  - с д  - с д, siis 
järeldub rea koonduvusest koonuses с-д tema koonduvus 
ruumis с-д . , 
Mõlemat tüüpi koonduvustegurite uurimisel vajame posi­
tiivseid pidevaid lineaarseid funktsionaale järjestatud BK-
ruumis Сд. Nende hulga tähistame (с-д' ) , niisiis, 
(c^ '  ) +  := {  f  e  Сд '  I V x  e  Сд :  f (x )  ž  0 } .  
Leiame selliste funktsionaa1ide üldkuju. 
LAÖSE 14.7. Funktsionaal f e Сд' on positiivne parajas­
ti siis, kui ta on esitatav kujul (vrd. teoreem 3.1 (b)) 
f (x> - рИтдХ + t(Ax) (x e Сд), (14.6) 
kus te 1 ja A>, t n  5r 0 (n «. W ) . 
Tõestus. On selge, et iga funktsionaa1 f kujul (14.7), 
kus M  ja t r  on mittenegatiivsed, kuulub hulka (с-д '  )• . Tei­
salt, kuna А ^д 0, siis t, - f (A 1e r ') ^  0 (n e W ) iga 
f «s (cA ')+  puhul. Seosest А 1  (e - e 1"') ž-д 0 järeldub 
ц +• if1  t r ]  = f (A 1  (e - e'"")) 2: 0 (n e W), seega /и - lim(^ 
+ V ) > 0. 
TEOREEM 14.8. (a) Kui f> с с 0д Ja arvud e- v  on maatriksi 
A positiivsed koonduvustegurid, siis iga к e W korral 
"  < .  =  E  t  »  .  ( t  e  1 ,  t  > 0 ) .  ( 1 4 . 7 )  
r,= k r' " 
(b) Arvud on positiivse regulaarse AP-maatriksi I^ikepo-
sitiivsed koonduvustegurid parajasti siis, kui nad on 
esitatavad kujul (14.7). 
Tõestus.(a) Kui arvud ^ on positiivsed A-koonduvuste­
gurid , siis seosega f(x) (x e 
С д
) määratud posi­
tiivne funktsionaal f on lause 5.3 (a) põhjal BK-ruumis Сд 
pidev ja lineaarne. Lause 14.7 järgi on ta esitatav kujul 
(14.6), kus A-, t 2: 0 (n 6 W). Niisiis, - f(e V) = t a 
" , к 4,=VVr, nk (к e IN). 
(b) Tingimuse (14.7) tarvilikkus järeldub vahetult väi­
test (a). Piisavuse tõestuseks märgime, et teoreemi 14.6 (c) 
kohaselt on A AB-maatriks. Seega, kui arvud on antud ku­
jul (14.7), kus tel, süs teoreemi 13.1 (b) põhjal on meil 
tegemist A-koonduvusteguritega . Jääb veenduda, et X^O 
(m e IN), kui x 6 Сд. Tõepoolest, sel juhul у :: Ах > 0 ja 
E = E «к .E ЛхУ; = .E E ^ k ty t  
k = « >  k = ö  x =  0  г  = o  k  =  l  
= ,F; 
" " „ . Е Л - "  Ж 
= E E t rt. (rt,m)y. t 0 (m 6 IN), 
kuivõrd A lõikepositiivsuse tõttu t^<n,m) ^ 0 (i 5 m £ n). 
(vrd. teoreem 14.3). 
Näide 3. Vastavalt näitele 2 on positiivne regulaarne 
menetlus С iga •»< e [0,1] korral lõikepositiivne, mistõttu 
saame tema puhul rakendada teoreemi 14.3 (b). Niisiis on 
(к <s DJ) (lõike )pos it iivsed C^- koonduvustegur id (0 < ы < l) 
parajasti siis, kui 
-- E ИТЛтИГ (te 1. t > 
„ = k  l -  n  ' (  )  
0) 
Täiendused ja märkused 
Konkreetsete summeerimismenetluste positiisvus- ja mo­
no toonsusomadusi, eriti märkide jaotust maatriksis või 
pöördmaatriksis, on erinevate probleemide lahendamisel kasu­
tanud paljud autorid.' Juba 1911. a. tõestas Riesz [196] 
väite 14.6 (c) ning juhtis tähelepanu selliste maatriksite 
headele omadustele, mille pöördmaatriks on diapositiivne. 
Neid omadusi kasutas Beekmann [13], [16] maatriksite täieli­
ku sisalduvuse (vt. §1, täiendused ja märkused) uurimisel 
ning Meroeri tüüpi teoreemide tõestamisel (vt. lause 12.6). 
Bosanquet [63] näitas, et kui maatriks rahuldab tingimust 
(14.4), siis on ta lõiketõkestatud (vt. veel Zeller [273], 
Wilansky ja Zeller Г262]). Esimestena püüdsid neid ja teisi 
tulemusi järjestus teoreetiliselt nßtestada Beekmann ja 
Zeller [23], kellele kuulub ka maatriksi lõikepositiivsuse 
it&islf- (AP - Abschnittspos it ivität). Nad juhtisid tähelepanu 
sellel' , et positiivsete maatriksite korral piisab nende 
regulaarsuse testimiseks kahest punktist ruumis с (vt. lause 
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14.1). Sama tulemuseni juudis ka Kershaw [1353 
Beekioann ja Zeller [233, [293 (vt. ka Leiger L14vJ) 
andsid AP-omaduse le järgmise olulise üldistuse. Olgu В 
leplike ridadega maatrifcs . Normaalset maatriksit A nimeta­
takse B- Jõ ikeposi tiivseks ehk B-АР- maatriksiks, kui 
x >
д  
0 -• v t B '"' ):= E -д 0 e  ' • 
Viimane implikatsioon ort samaväärne tingimusega 
p 
tf(n.m) := E а 7 ЛЬ ж к^. > 0, 
kus i,m,n e 0-J, p :- miri{n,n> r  3 ja b r m  - 0 iga к > \n y  korral. 
Varem olid Lorents ja Zeller [150 3 näidanud, et Cesaro 
menetlus on ^ 0 korral C^^-AP- ning ori Cj- AP-
menetlus.Jakimovski, Meyer-König ning Zeller [120] tõestasid 
PTR- menetluse Q (vt. §1, täiendused ja märkused) Q- lõike­
positiivsuse . Analoogiliselt väitega 14.6 (a) tõestatakse 
(vt. Leiger [145]) 
TEOREEM. Olgu E Jadaruum JarJestusühikuga u ning _ fA 
selline B- AP- maatriks, et Ед -- p. Kui Jada v A u 
B- I&iked V R '" ]  (m e D-J ) on tõkestatud normeeritud ruumis 
(Ед,р
у 
), siis (E^,P v) on В-AB-ruum. 
Erijuhul saadakse järgmine tulemus. 
TEOREEM.(vrd. Baiser [83). Olgu A selline B-AP-
maatriks, et с-д ~ (p ja kehtib (14.5). Ä'ui jada e В -läiked 
e r B-'"' on BK-ruumis (с-д, * И д) tõkestatud, siis A on B-AB-
вааtriks. 
Artiklis [145] on vaadeldud positiivseid <А,В)- summee-
ruvustegureid ning on tõestatud teoreemi 14.3 analoog juhul, 
kui A on В- AP-raaatjr iks . 
Teine üld istussuund (vt. Leiger [310 3) on loobumine 
maatriksi A reversiivsusest. Sel juhul puudub järjestusel 
antisümmeetria omadus. Sisukamaid tulemusi saadakse eeldu­
sel, et 
А [ С д ]  П 1 5  c \ c o  1^ ) 0  ( к  e  D i ) }  x 0 .  
Seda eeldust rahuldavad kõik reversiivsed maatriksid, samuti 
maatriksid omadusega (14.5), se«ga ka kõ ik positiivsed 
regulaarsed maatriksid. Samas töös on uuritud sisalduvust 
Сд e c-g, kui maatriksite A ja В poolt määratud järjestused 
on ^võrreldavad. Kasutades üht KrasnoseIski, Klimovi ja 
Lifsitsi [304] poolt tõestatud Korovkini tüüpi teoreemi, 
saadakse tulemus, mille erijuhuks on 
TEOREEM. Olgu A normaalne positiivne regulaarne maat­
riks omadusega Ц,а
г к  
- 1 (n e 1>1 ) . Kui regulaarse l&plike 
ridadega maatriksi В korra] с^ с Cg, siis kehtib sisalduvas 
с-д с Cg ning A ja В on koosk-las. 
Maatriksite positiivsus- ning monotooriRusomaduste ra­
kendamise kohta vt. veel Beekmann ia Zeller [27], [30], 
Meyer-König ja Zeller [174], Jakimovski, Meyer-K®nie ja 
Zeller [121]. 
II OSA 
§15. ANTUD KIIRUSEGA KOONDUVAD JADAD JA READ 
Koonduva protsessi koonduvuskiiruse hindamiseks võrrel­
dakse teda mingi teise tuntud koonduvusprotsessiga. Selleko­
haseks heaks näiteks on funktsionaalanalüüsi kursusest tun­
tud Banachi püsipunktiprintsiip'- surveoperaatori f: X •+ X 
korral koondub i tera ts ioonide xn  := f(xn l) (n= 1,2,...) jada 
täielikus meetrilises ruumis X vähemalt geomeetrilise prog­
ressiooni kiirusega. Kiirusehinnangud on aktuaalsed arvutus­
meetodite puhul, samuti funktsioonide lähendusteoorias jm. 
See üldine idee on lähtekohaks järgmisele definit­
sioonile. Olgu X: = (X^) positiivsete liikmetega mortotoon-
selt kasvav arv jada. Jada x e с nimetame -tõkestataks kiiru­
sega X ehk lühidalt X-tõkesta tuks, kui seosega 
4 ; =  \ - limx) (к e IN) 
defineeritud jada b : = (t^) on tõkestatud, s.t. kui b e m. 
Juhul b e с ütleme, et jada x e с on X-koonduv ehk koonduv 
kiirusega X. Niisiis, jada x on X-koonduv parajasti siis, 
kui eksisteerivad piirväärtused 
? lim xk  , ß := P(x) := lim xk (xk - ?). 
к v 
Tähistame 
mX  {x e с | b e m} (tß igi X-fBkestatud jadade hulk), 
c" (x «5 с j b e c> ( Ä5 igi X - fis kestatud jadade hulk), 
•- Cx e с I b e c 0>, 
n£ :- {x e co  I b e m> = {x e щ Х  | f = 0), 
Z X  (x e c o  I b e c> = {x e C X | ? = 0}, 
n X  {x G c o  I b e c Q  > = (x G с I? - ß - 0}. 
Vahetu kontroll näitab, et kõik need kuus hulka on jadaruu-
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x _ X 
mid, s.t. vektorruumi w alamruumid. Kui X e m, siis m - с 
- c X  - с ning m X  - z X  ~ ri X  - c q  . Seepärast eeldame edaspidi, 
kui ei ole spetsiaalselt väidetud vastupidist, et X.fc * о». 
Sel juhul kehtivad ranged sisalduvused 
x x x x x x x x x 
n с г с с с m с с, n с с 0. n  mo • 
Paneme tähele, et jadad ek  ( к  e  ! N ) ,  e ja 
X" 1  := (1A V) 
kuuluvad ruumi c X, seejuures 
EK E NX (К E W ), X - 1  G z > v  \NX , E G CX\ZX . 
LAOSE 15.1. (a) m X  on BK-ruum normiga 
1 x*j sup t|bj , I? I } . 
к 
(b) c X  on ruumi n X  kinnine alamruum. 
( c )  I g a  e l e m e n t  x  g  c X  o n  e s i t a t a v  k u j u l  
x = ?e + /?X - 1  + £ — e . (15.1) 
к к 
(d) Pideva lineaarse funktsionaali üldkuju BK-ruumis cX  an­
takse valemiga 
f(x) = climx + p/5(x) + tb (x G cX), (15.2) 
kus & G К ja t G 1. 
(e) m X, c X, z X  ja n X  on ruumi m X  kinnised alamruumid ning 
kehtivad seosed . 
X X X X X X . —1 
Г о  ~ т о Ф < е > »  С о  =  П  ^  < 6  >  ,  2  -  n  Ф  < X  > ,  
X X _ X Ä  
с — n • <e > • <e> . 
Toestus. (a) Me jätame lugejale kontrollida, et * и on 
x tõepoolest norm vektorruumis m, ning näitame, et normeeritud 
ruum (mX, 8 #x) on täielik. Olgu (x' r") selles mingi Cauchy 
jada, siis iga n g IN korral eksisteerivad lim^x^, 
b \ ( \ n >  -  f ' r , > )  ( k  g  W ) ,  ( 1 5 . 3 )  
kusjuures b' r" '• - (b^ r" ) G m, ning kehtib tingimus 1 im r  n  # x< r >  
- xUx  = 0. Viimane on samaväärne seostega 
lim #b , n >- b'"X = 0, lim |?'n >- r.(m"J r o, 
s.t. (b' r") ja (f'n >) on Cauchy jadad vastavalt Banaohi ruu­
mides m da К. Niisiis eksisteerivad piirväärtused 
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lim b' r >=: b e m, lim ?< r , >=: ? с K, (15.4) 
seejuures kehtib tänu ruumi m BK-omadusele võrdus bk  
=• lim rb^ r , >, mistõttu (vrd. (15.3)) 
(r»> 1 , ,  t  r»> . „  C r » >  .  1 „  .  .  .  - ,  x  \ = x (4 Z > -* x  (Ц, + ? ) =: x k  (n-»0D, k«ä>l). . 
Tähistades x (xk), saame tingimustest b e m ja 1 Ak  -» 0 
(k -» <») õigepealt x e с. Seejuures f = lim kx k  ja = X f c  (x k  
- ? ), niisiis x e m X  ning tingimustest (15.4) järeldub »x' r" 
- xöx •* 0, s.t. x" -"* x ruumis mX  (n * co). Me tõestasime, et 
X 
m v  on Banachi ruum. 
Võrratuctest 
I lim x| £ « xHx  , 
|bj £ 1 x*x  (x e cX  ) 
järeldub lineaarsete f unkts ionaa Iide lim ning x •+ b, (к e IN ) 
X pidev uu ruumis m , sellest ja võrdusest x^ - (1 Ak  )bk  + limx 
saame koord inaatf unkts ionaa1ide я pidevuse iga к e IN korral. 
X Seega on m BK-ruum. 
(b) Olgu x' r" alamruumi c X  elementide jada, mis koondub 
BK-ruumis m X  punktiks x. Säilitades väite (a) tõestuse tä­
histused, saame jada (x' r") jaoks tingimused b' r"e с (n e fN ), 
b e m ja Иb' r >- b'l -»0 (n -» ®). Alamruumi с kinnisusest BK-
0 0  XX 
ruumis m järeldub b « c, seega x e с . Niisiis on с kinnine 
alamruum. 
(c) Tähistame x e cX  puhul 
bk-/3 
x"':- Jfe + /5Х"1 + E e k  (n « W ), 
к =0 к 
siis 
* x - x r"ii x  - sup jb^ - /з| * 0 (n ®), 
s.t. kehtib (15.1). 
(d) Rakendades funktsionaal! f « (c )' võrduse (15.1) 
nõlemale poolele ning tähistades о f (e ), o' f (X ) ja 
t^ f (e k  ) A k  (к 6 IN), esitame f kujul 
f (x) - с limx + c'/J(x) + E 4 < bw - f t )  < x  e  °X>-
к 
Näitame, et t e 1, sel juhul saamegi viimasest võrdusest va­
lemi (15.2), kus AI := о' - . Võtame elemendid kus 
J sgn tk  Ak  , .kui к £ n, 
^ \ 0 '  k u i  к > n 
ning paneme tähele, et limkx^ r" - 0, 
\ 
,П> J sgn ч • к"1 k - n' 
0, kui к > n, 
ft (x' r") - 0 ja И x' r , /И x  £ 1 iga n e OI korral. Seetõttu 
»f» * sup |f(xtr,>)j = sup^E \\\ = Е1Ч1 " 
Me tõestasime, et iga f e (cX)' on esitatav kujul (15.2), 
kus tel. Lihtne on veenduda, et iga niisuguse esitusega 
funktsionaal f on ruumis cX  pidev ja lineaarne. 
(e) Kuna lim e (mX)', siis on mX  - kern lim ja z 1  - с Х  
f) го Х  kinnised ruumis m X  . Funktsionaal ft -с" •* К kui pidevate 
lineaarsete f unkts ionaa Iide piirväärtus puri kt iv i isi koondu­
vuse mõttes on samuti pidev ja lineaarne, seega on c0  
- kern ft ja nX  - c-X  n z >  kinnised ruumis с 4. Lihtne on veen­
duda , et kehtib ka väite (e) teine osa. 
Vaadeldavate BK- ruumide topoloogiliste omaduste kohta 
märgime veel, et ruumis cX  moodustavad jadad e, X 1  ja ek  
(к e IN) Schauderi baasi. Alamruumides c X, z X  ja n X  on baa­
siks vastavalt {e ,ek  } к e IN}, {X 1  , e k  | к e IN > ning (e k | 
к e IN>, seega on n X  AK- ruum. AB-omadusega on ruum z X, 
seevastu c X, c- X  ja m X  ei ole X a m korral AB-ruumid. 
Näiteks, jada e lõiked ei ole neis ruumides tõkestatud: 
lle r 7 n ,llx  = sup X f c  •* со (m -» а>). 
Arvrida Z^x k  nimetame X- koonduvaks, kui tema osasummad 
koonduvad kiirusega X, s.t. kui eksisteerib piirväärtus 
1 im rX r iI^> = r i <.1  x^, . Tähistame 
co _ 
3 lim X E x. > — E Cc 3, 
k = r,*l 
3  l*m  Xr. J0 xk }  
< E \)n  e cX} = E~* С z X  3 , 
lim x r, E x^ = 0} 
(^E \ ) T i  « nX} = E"1  CnX  3. 
Me jätame lugejale kontrollida, et 
2S 1 - ПБХ ® <ДХ-1 ) , 
kus Äx 1  (1 Ak  - 1 Ak - 1), 1 A_ s  0. ja 
X ,  , 
cs - - tx e CS I 
X . 
zs -- {x e cs j  
- {x e es I 
X .  , 
ns --  i x  e  cs j  
- (x e cs j  
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csX  = nsX  ® <ДХ 1  > Ф <e°>. 
Kuna maatriks Z (vt. §1, näide 2) korraldab ruumide csX  ja 
с vahel lineaarse isomorfismi, siis on cs X  BK-ruum normiga 
«хй x  := sup {Xj E xj, |E xj }. 
CS k = r>* 1 к 
Seejuures on ruumid cs X  ja c X  isomeetriliselt isomorfsed, 
sama kehtib ka alamruumide zs X  ja z X  ning ns X  ja n X  kohta. 
Olgu A mingi maatriks . Jada x e nimetatakse A-sum-
meeruvaks kiirusega X ehk lühidalt AX- summeeruvaks, kui Ax 
e cX  . Juhul Ах e m X  ütleme, et jada x on AX  - tõkestatud. Kõi­
gi A'-summeeruvate jadade hulka nimetatakse maatriksi А X-
summeeruvusv* ljaks ning tähistatakse Сд. Märgime, et iga AX-
summeeruv jada x on eelkõige A-summeeruv, seetõttu eksis­
teerib (vrd. (1.1)) 
T) НтдХ lim у
т
. 
Lisaks sellele eksisteerib ka piirväärtus 
Yk  rA(x) lim dn, 
kus 
d r  dj(x) •-= Х л(у л  - 7>) (n e «). 
Niisiis, 
Сд - (x e Сд j d := (d r  ) e c> = А 1  [c X  3, 
analoogiliselt defineerime 
Год := {x e c^ I d <5 m3 = А 1  [m X  3, 
2д '•= (x e c0^ I d « c} = {* « с'д j li-ГидХ - 0> - А 1  [c o  3, 
Пд •-= {x e с
о Д  
j d e c o} = (x e Сд | Ит дх - г Л(х) = 0} 
- А"*[п Х3. 
X  X  ,  —  ^ ,  x . x . x x  Seejuures с
д  
- s f t  ® <v>, kus v - 0 või v e с д\г д, ja 2д = п д  
• <u>, kus u - 0 või u e z^\n^ . 
Teoreemidest 6.3. (b), 6.4 (b) ja (e) ning lausest 15.1 
(b) ja (d) järeldub vahetult 
TEOREEM 15.2. (a) Maatriksi А X-summeeruvusvä1l c f t  on 
FK-ruum poolnormidc süsteemiga {# И . } U kus poolnormide 
А 
Esteem P on fikseeritud paragrahvis 6 ja 
Я xB x  : = # Ax* x  = sup( }d r  j , }?>}}. 
A 
X (b) Pideva lineaarse funktsionaali üldkuju FK-ruumis е-д 
antakse valemiga 
f (x) = о - Н и д Х  + w'(x) + td + «<x (x g  С д ) ,  <15.5) 
kus 6 к, te 1 ja e (Сд/* . 
öeldakse, et maatriks A ort X-reversiivne, kui iga 
у e с 4  korral leidub parajasti üks jada x e Сд, et Ax =• у. 
Sel juhul on Сд BK-ruum normiga " ' x  п* п6 f G  (Сд)' korral 
leidub selline esitus (15.5), kus - = 0 (vrd. lause 3.1). 
Täiendused ja märkused 
Arv jadade koonduvus- ja summeeruvuskiirusega seotud 
probleeme on eelpool toodud definitsioonist sõltumatult 
käsitlenud mitmed autorid. Näiteks Dawson [87] ja Miller 
С1783 uurisid selliseid konservatiivseid maatrikseid А, mille 
puhul x ja Ax koonduvad ühesuguse kiirusega iga x e с 
korral. Vt. veel Dawson [883, Bajrakterevic [63, Miller 
[177], [1793,Fröhlich [1013 . Selles paragrahvis defineeritud 
X-koonduvuse mõiste kuulub Kangrole ning oli esmakordselt 
esitatud artiklis [291] 1967.a. Aasta hiljem valmis tema 
juhendamisel Soomeri diplomitöö [227], milles vaadeldakse 
jadade ja ridade kiirusega summeeruvuse probleeme, põhitähe­
lepanu oli pööratud maatriksite X-perfektsusele (vrd. §18). 
Kangro järgmistes artiklites [292], [294] uuritakse kiiruse­
ga summeeruvuse tegureid, osutub, et just need mängivad 
olulist rolli uue teooria rakendustes. Selle teooria 
funktsionaalanalüütilised alused esitas Kangro töös [295], 
sealt on pärit ka lause 15.1 ja teoreemi 15.2 tulemused. 
Nagu paragrahvi alguses rõhutatud, on jada koonduvus-
kiirusc hindamine tema võrdlemise teel teiste koonduvate 
jadadega tavaline võte paljudes matemaatika valdkondades. Me 
toome siinkohal kaks näidet probleemidest, mille puhul 
kiirusega summeeruvuse teooria rakendamine osutus eriti 
efektiivseks. Need on ortogonaalridade summeeruvus ning 
jääkliikmega Tauberi teoreemid. Nii ühel kui ka teisel juhul 
oli konkreetsete menetluste korral saadud rida tulemusi, mi­
da Kangrol õnnestus üldistada kas suvalistele regulaar­
setele maatriksitele või olulisemalt laiemale menetluste 
klassile. Seejuures vabanes ta, lähtudes X-summeeruvuse 
definitsioonist, mitmetest tõestusmeetodist sõltuvatest tin­
gimustest, mis varasemates töödes vaadeldavatele kiirustele 
olid esitatud. 
Ortogonaalridade teooria uurib ridade 
E С ¥> (t) (*) 
к 
koonduvust ning summeeruvust, kus > on lõigus [a,b] mää­
ratud funktsioonide ortogonaalne süsteem, öeldakse, et jada 
w - (wk), kus 0 < wk  on rea (*) A- summeeruvuse Weyli 
tegqr RF- regulaarse menetluse A puhul, kui tingimusest 
2^ck  < o) järeldub rea (*) A-summeeruvus peaaegu kõikjal 
lõigus [a,b]. Summeeruvuse kõrval on oluline ka selle kii­
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rus. Mitmete konkreetsete menetluste, eeskätt ja M kor­
ral olid teatavate fikseeritud kiiruste Weyli tegureid leid­
nud Tandori [235], Alexits ja Kralik [4], Leindler [146], 
Andri jenko [283] jt. Nende tulemused võtab kokku järgmine 
TEOREEM (Kangro [292], [291]). Kui rida (*) koondub 
ruumis Lfo b] ning w on tema A-summeeruvuse Hey li tegur, 
siis tõkestamata kiiruse X korral, mis rahuldab tingimust 
x  G  CA - Ч А
к
> 6  CA-
on jada (w^X^ 2) rea (*) AX- summeeruvuse Ney li tegur. 
t&ä kl ii kraega Tauber i teoreemid. Mäletatavasti (vt. § 1, 
täiendused ja märkused) fikseerivad Tauberi teoreemid 
menetluse A jaoks tingimusi T, mil jada x e U^, või rea 
g и
ф  
A-summeeruvusest järeldub selle koonduvus, kus on 
kSigi tingimust T rahuldavate jadade või ridade hulk. 1928. 
а. tõestas Morde 11 [182] sellise Tauberi teoreemi menetluse 
C4  jaoks, kus rea Ц £х ) е  summeeruvuse kiiruse põhjal tehakse 
teatavaid hinnanguid selle rea koonduvuskiiruse kohta. Kui-
võrd seda tüüpi teoreemide puhul hinnatakse rea £ x. jääk-
liikme nulliks koonduvuse kiirust, siis hakatigi neid 
nimetama jääkliikmega Tauberi teoreemideks (Tauberian 
remainder theorems). Käesolevas paragrahvis defineeritud 
nß isted ja toodud tähistused võimaldavad selle probleemi 
selgelt püstitadaotsitakse tingimusi T, mil kehtib sisal-
duvus Cj ^ с / või mj л ö,|, с /, kus X ja v on mingid 
kiirused. 
Higaki [112] ning Minakshisundaram ja Rajagopal [180 ] 
üldistasid Morde lii teoreemi menetlusele M^, seejuures olid 
vaatluse all konkreetsed kiirused, mis sobisid kasutatavale 
tõestusmeetodile. Kangrol [296], õnnestus asendada kiirus­
tele esitatavad tingimused summe e ruvus teoo r ia seisukohalt 
loomuliku tingimusega M [cX] с с (X-konservatiivsus) või 
u г X. X P M p[m ] с m 
TEOREEM (vt. [296]). Olgu M p  regulaarne menetlus, kus 
p k  >0 (k G IN) ja P r  = 0(P n l). Kui kehtib M p[c X  ] <= c X, 
siis rea £^xv MX-summeerиvasest ning Tauberi tingimusest 
т?
л  
- 0(p k> Järeldub selle rea koonduvus, kus 
•= < Vk > • 
Tammeraid [336], [337] tõestas analoogilised teoreemid 
Cesaro menetluste С
ы  
(<- > 1) ja teiste menetluste korral, 
vt. ka [338], [339], [340], [341]. 
Antud kiirusega summeeruvuse rakenduste 1 funktsiooni-
teoorias peatume veel paragrahvi 20 täiendustes ja märkus­
tes. Siinkohal nimetame Oja, Klaari ning Rinne toid [321], 
[322], samuti Heinsaare [111] ja Hängi [116] diplomitöid 
ridade korrutiste ning jadade konvolutsioonide koonduvuskii­
ruse kohta, vt. ka Bojanic ja Lee [44]. 
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§16. ANTUD KIIKUSEGA KOOHDUVATE JADADE 
MAATRIKSTEISEHDUSED. X-KONSERVATIIVSED MAATRIKSID 
Kiirusega summeeruvuse nßiste rakenduste puhul on iß ige 
olulisem küsimus antud maatriksi ning fikseeritud kiiruste 
kokkusobivus uuritava probleemi lahendamiseks. Harilikult 
otsitakse vaadeldavate kiiruste X ja v korral tingimusi 
maatriksi A jaoks, mil ta teisendab kõik X-koonduvad või 
-tõkestatud jadad i>-koonduvateks või -tõkestatud jadadeks . 
Paljudel juhtudel on aga fikseeritud summeerimismenetlus 
ning otsitakse neid kiirusi X, mida see menetlus säilitab. 
Järgnevas teoreemis on vaatluse all ka juhud, kus üks 
kiirustest X või v on tõkestatud. 
TEOREEM 16.1. (a) Selleks, et maatriks A teisenetaks iga 
^-koonduva jada **-koonduvaks (s.t., et kehtiks sisalduvus 
ACcX] с c U). on tarvilikud ja piisavad tingimused 
Ae k  e с" (к e JN), (16.1) 
AX"*e c v, ' (16.2) 
Ae e c P, (16.3) 
KJ 
E —T— = 0(1). (16.4) 
к к 
Kk -aj 
E x - 0(1), kus a^ =• lim a^ (k e W). (16.5) 
(b) Selleks, et maatriks A teisendaks iga X-tõkestatud 
jada v-tõkestatud jadaks (s.t., et kehtiks sisalduvus A[mX] 
с m"j, on tarvilikud ja piisavad tingimused 
Ae V  с с (к e IN), Ae e m", (16.6) 
(16.4) ja (16.5). Juhul, kui v k= 0(1) ning X f cx 0(1), tuleb 
tingimuses (16.5) 0(1) asendada sümboliga o(l). 
(c) Maatriks A teisendab iga X-koonduva jada *»-tõkesta­
tud jadaks parajasti siis, kui A[mX ] с m 1 -", kusjuures juhul 
=0(1) tuleb m V  asendada ruumiga m. 
Tõestus. (a) Vastavalt lauses 15.1 (e) tõestatud seose­
le с = n • <X'S ® <e> leiab sisalduvus ACcX] с C M  aset 
parajasti siis, kui kehtivad tingimused (16.2), (16.3) ja 
A[n ] с с . Niisiis on vaja veenduda, et viimane sisalduvus 
on samaväärne tingimustega (16.1), (16.4) ning (16.5). 
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Kuria e fc ri (k e (N) (  siis on (16.1), mis tähendab 
piirväärtuste 
Ч
т  ar,k - :  ii" v r, <a r > k  - ) '(к e !N ) (16.7) 
olemasolu, tarvilik tingimus. Kui x e n\ siis x^ - b^ A k  
(к e  IN ), kus b e с . Seega 
ar.k 
yT, = £ an ] tXy = E -5— b^ (n e M) 
ja sisalduvus A[r;X  ] с с leiab aset parajasti siis (vrd. teo­
reem 2.2 (a)), kui eksisteerib piirväärtus Иш а^Л^- a vA J {  
(к e W) (vrd. (16.7)) ja kehtib (16.4). Sel juhul 
J? := lim y r  - E x* (x e n X  ) . 
Edasi moodustame 
a r i k-a k  
У (у - i?) = «> E —; h (X e nX , n e SN) 
' k k 
ning paneme tähele, et sisalduvus A[n ] с с kehtib parajas­
ti siis, kui maatriks (*> r  (a^ - ak) Ak  ) r > k  summeerib kõik 
null jadad, s.t. kui eksisteerib piirväärtus lim^ (a r k~a J <) 
(к e W) (vrd. (16.7)) ja on täidetud (16.5). Väide on tões­
tatud . 
(b) Kõigepealt märgime, et kuna ek  e mX  (к e »1) ja e 
e mX, siis on tingimused (16.6) tarvilikud. Neist järeldub 
rea Ца^ koonduvus iga n e Ш korral, mistõttu seosest 
\ - Z - bk  Ak  (к 6 IN) saame iga x e m X  puhul 
y„ = E »„Л -- E ^  4 • t E <» « »>• 
к kk к 
Vaatleme algul juhtu X^ *• 0(1). Tingimuste (16.6) koha­
selt eksisteerib lim r^a r k, seega kehtib sisalduvus A[mX] 
с с parajasti siis, kui maatriks (a r k  A k  > n  k  teisendab kõik 
tõkestatud jadad koonduvateks. Teoreemi 10.2 põhjal on 
selleks tarvilikud ja piisavad tingimused Ae* e c, (16.4) 
ning 
lar,k"ak I 
lim E -) = 0, (16.8) 
r
' к 4 
7) <- 1 im y n  - E x 4 +  Г- Ц™ E a r  k  . 
Moodustame 
3L . ~~ 
V (y - y) - vTt E — 4 + ar,k - Um Z a„k) 
T
' 
T >  kk к ^ 
(n e (N) ning paneme tähele, et tingimuse (16.3) tõttu 
1 8 *  J 39 
"г,
(
Ц<а,.к " 11т
г
,Ц,а
г 1 ) () = 0(1). Seega leiab sisalduvus А[го л] 
с m X  aset parajasti siis, kui maatriks (^ r >  (a^-a^) A k  ^ k  
teisendab kõik tõkestatud jadad tõkesta tuks, s.t. kui kehtib 
tingimus (16.5) (vrd. teoreem 2.2 (b)). Seejuures tuleb 
viimases juhul ъ>
г
- 0(1) seose (16.8) tõttu 0(1) asendada 
sümboliga о(1). 
Juhul X =0(1) kehtib iga x e m X  korral bec, seega 
r ' x leiab sisalduvus ACm "] с с aset parajasti siis, kui maatriks 
(а
п к
А
к
) k  summeerib kõik null jadad, s.t. kui on rahuldatud 
tingimused Aek  e с ja (16.4). ülejäänud osas jääb tõestus 
samaks, mis juhul X^ x 0(1). 
Väide (c) jääb lugejale iseseisvalt kontrollida. 
Maatriksit A omadusega A[cX] с c X  nimetatakse X-konser­
vatiivseks . Juhul, kui Xn  = 0(1), langevad konservatiivsuse 
ja X-konservatiivsuse гаЗ isted kokku, seetõttu eeldame X-kon­
servatiivsusest kõneldes, et X^ * 0(1). Antud maatriksi A, 
mis rahuldab tingimust Сд p, ning kiiruse X puhul definee­
rime maatriksi : = (a ) seosega 
°nk " \(ank - «к) (n'k G W)-
Osutub, et А X-konservatiivsust saab kirjeldada maatriksi 
<U.x" := (O r i kA k) r i i l <  = (X T.(a n k  - a k)A k) r > k  abil. 
LAOSE 16.2. Maatriks A on X-konservatiivne parajasti 
siis, kui kehtivad tingimused (16.4) ja Ae e c X  ning maat­
riks 41'X-1 eksisteerib ja on konservatiivne. 
Toestus. Võrdleme teoreeme 2.1 (a) ning 16.1 (a), kus 
и - X. Ilmselt piisab väite tõestuseks näidata, et kui 
kehtivad (16.1), (16.3)-(16 .5), siis tingimus (16.2) on 
samaväärne piirväärtuse 
ar,k~ak 
lim Xn  £ —— = : г (16.9) 
olemasoluga. Paneme tähele, et tänu tingimustele (16.1) ja 
(16.4) kehtib Ц, j a k} A k  < «>. Seega on rida Z^ak  Ak  koonduv 
ja seose (16.5) ning eelduse X^ * 0(1) tõttu 
ar,k a. Kk"akl 
I E ~x~ - E X I - E у •* 0 (n -* oo), 
к к kk к Vk 
r , x  <* и 
lim Е---ЕЛ 
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Süüd on selge, et, (16.2) tähendab just, piirväärtuse (16.9) 
eksisteerimist. 
Maatriksi *U«X konservatiivsuse puhul eksisteerivad 
piirväärtused 
lim °k  (к 6 W), 
lim £ o r k  Ak  = г , 
(vrd. (16.9)), seega ka 
о 
Х(Я1«Х-1) - T - •£ -*• . 
к 'к 
Seejuures nimetatakse X-konservatiivset maatriksit A x-kore-
gulaarseks, kui *(II-X x) x o, vastasel juhul ütleme, et A on 
X- konullmaatriks. Nende mõistete topoloogilise iseloomustuse 
anname paragrahv is 17. 
Järgmise radiste - X-regulaarsuse - defineerimisel läh­
tume regulaarse (täpsemalt, т-multiplikatiivse (т x 0)) 
maatriksi D omadusest Cj-> - c Qp * <e>. Me nimetame X-konser-
vatiivset maatriksit A X-regulaarseks. kui 
X X X . X X X 
coA n c - co JA ZA П с - 2 . 
Sel juhul Пд f| c X  - n X  ning kuna codim Пд £ 1 ruumis zl ja 
X X X X 
codim £ 1 ruumis с-д (vt. §15), siis tänu seosele с = n 
Ф <x 1  > <J> <e> kehtib 
x x „ .  -1 
С Г Пд • <X > » <e > . 
X X Viimane tingimus on juhul Сд с ilmselt ka piisav maatrik­
si А х-regulaarsuseks. 
LAOSE 16.3. Maatriksi А X-regulaarsuseks on tarvilikud 
ja piisavad järgmised tingimused: 
lira an k  = 0 (к e IN ), 
Ae e c' X  \ z , 
maatriks 41«X 1  eksisteerib ja on т-multiplikatiivne (т x 0), 
.fcus r on antud seosega (16.9). 
Tõestus. Tarvilikkus. Kui A on X-regulaarne, siis on ta 
ka X-konservatiivne. mistõttu У-x 1  on konservatiivne maat­
riks. Edasi, kuna AEnX] с r X  . siis Ae k  e n X  . s.t. a k= o k= 0 
(к 6 IN). Tingimusest AX^e z X\r X  järeldub r - liin.X^ a r kAk  
* 0, seega on U-X"1 т-multiplikatiivne . Tingimuse Ae e c X\z 
tarvilikkus tuleneb vahetult X-regulaarsuse definitsioonist. 
Piisavuse tõestuseks näitame, et kui If-A on т - mu 1-
tiplikatiivne, т x 0 ja a^ = 0 (n G W), siis AA G z Xri 
ning A[ri X] с n X  . Tõepoolest. sel juhul lim А 1  - 0 (vrd. 
lause 16.2 tõestus) ning (A 1) = T  * 0, mis tähendabki, et 
А 
1  e 2д\Пд . Kui x e n x  , siis A-x (A^x^) g c q  ja 
y A ( x )  -  lim а £ а x = lim \ E  \\ 
' к ' kk 
- lim A«x = 0. 
41• А 
А А , 
s.t. Ах G ri iga x € n korral. 
Tõestatud lausest järeldub vahetult, et A-regulaarne 
maatriks on A-koregulaarne. 
Nfiide 1 . Olgu selline Rieszi kaalutud keskmiste me­
netlus, et pk  >0 (k G IM) ja P r  •* oo (n •* <») (vrd. §2. näide 
1). Lause 16.3 esimesed kaks tingimust on sel juhul täide­
tud, kuna а, - 0 (k G IM) ja Ae = e G c X\z X  . Niisiis on M 
^ Л A-konservatiivne parajasti siis, kui maatriks II« А 
- ( X T  P),/Р г, х к  > r, k  on konservatiivne, s.t. kui on olemas piir­
väärtused lim А /р ja 
x  r ' P k  
lim 5 й  E , = r. (16.10) 
r ' г, к =o 4 
Tegelikult ori just piirväärtuse (16.10) olemasolu tarvilik 
ja piisav M A-konservatiivsuseks. Nimelt järeldub selle p 
olemasolust ilmselt А /Р - 0(1), seega leidub niisugune 
konstant M >0, et P r -A r  ž Mp r/Рт  (ri g IM ) . Et rida E r -P r,/P„ 
hajub eelduse P r  * cc tõttu, siis hajub ka rida Ц,р А . 
millest järeldub lim A^^/P - 0. 
Seega on M A-konservatiivne parajasti siis, kui eksis­
teerib piirväärtus (16.10), ning A-regulaarne. kui see 
piirväärtus ei võrdu nulliga. 
Näide 2. Erijuhul, kui pk  = 1 (k G IM), saame tingimuse 
kiiruste A jaoks, mille suhtes aritmeetiliste keskmiste me­
netlus С on A-regulaarne 
X 7> 
eksisteerib lim E x  ® • 
Seda tingimust rahuldavad näiteks kõik kiirused А :- (k^>, 
kus 0 < s < 1. 
Täiendused ja märkused 
Käesoleva paragrahvi põhitulemused - teoreem 16.1 (a) 
ja (b) nirig lause 16.2 - kuuluvad Kangrole [292], [294], kes 
defineeris ka X-konull- ning X-koregulaarsed maatriksid (vt. 
[295]). X-regulaarsuse mõiste on antud Leigeri ja Maasiku 
artiklis [312]. 
Sikk [217] vaatles kahte tüüpi kiirusega seotud jada-
ruume. Antud jadaruumi E ning kiiruse X puhul tähistas ta 
E(X) :- (x g I» J X- x : = (X^ ) 6 E;, 
EC(X) •-= (x e с I b e E> 
ning uuris selliste ruumide maatr ikste isendus i. Muuhulgas on 
tõestatud järgmine 
TEOREEM. Olgu E ja F jadaruumid, X ja v mingid kiirused 
ning A selline maatriks, et p <= с
д  
j a  (^Ц, ( а г, к - а), > 6  ^  • 
Maatriks A teisendab ruumi Ec (X ) ruumi Fc(^) parajasti siis. 
kui maatriks (i- , r  (a r k_a k) ) r k  teisendab ruumi E ruumi с ja 
maatriks (v (а .- а. ) /X, ) , ruumi E ruumi F . 
r ,  r.k к к r.k 
Märgime, et ruume Ec(X ) ning nende 1ineaar-topoloogili­
si omadusi käsitles Soomer [227] juhul E - 1 ja E - bv. Ta 
leidis ka tarvilikud ja piisavad tingimused selleks, et 
A[lc(X)] с 1 C(X). 
Antud kiirusega koonduvate ridade maatriksteisendusi on 
uuritud Kameniku diplomitöös [130], kus muuhulgas ort leitud 
tarvilikud ja piisavad tingimused sisalduvusteks A[csX] с 
• • г X. X ja A[cs ] с cs . 
§17. X-SOMMEERÖVOSVALJA STRUKTUUR 
Kiirusega summeeruvuse puhul tuleb lahendada samad 
probleemid. mis hariliku summeeruvuse korral, need on ees­
kätt konservatiivsus, sisalduvus, kooskõla1isus, asendatavus 
ning summeeruvustegurid. Raamatu esimeses osas saadud koge­
mused lubavad arvata. et edu nende probleemide uurimisel 
sõltub suurel määral sellest, kui hästi roe tunneme X-summee­
ruvusvä 1ja struktuuri. Järgides eelpool väljakujunenud uuri-
misskeemi, keskendame me käesolevas paragrahvis oma tähele­
panu X-summeeruvusvä 1 ja tähtsatele alamruumidele. 
Kõigepealt lepime kokku, et kõik selles ja järgnevates 
paragrahvides vaadeldavad maatriksid A rahuldavad tingimust 
*> с Сд, s.t., et eksisteerivad piirväärtused 
Ч
т  ank \ • Ц™ Q r.„ = lim \,Ч
к 
- **> =•• ax ( k  G  N )-
Sel juhul on FK-ruumis с-д defineeritud alamruumid (vrd. §5) 
^ == В ^ F. . < H x  . Sl $ 
А А x  
CA А 
I^$iket3 kesta tuse FK-ruum is . (Сд. (8 * >  } U määrab ära 
poolnorm II U x  , kuna supm  p(x™1) < oo iga x G ^д ning p G  ^
A x _x 
korral. Seega kuulub jada x g Сд alamruumi Вд parajasti siis, 
kui 
1  =»P 4*J> = 0(1). (17.1) 
А к-О к=0 
Selle tingimuse täpsustamiseks tõestame algul 
LEMMA 17.1. Maatriksi A  puhul kehtivad järgmised väited. 
(a) Iga jada x  e  сд Л ***-summeeruv ning lim^x = (x). 
(b) Kui jada x g Сд korral 
8*$ <  °°• <1 7 '2 )  
siis rida \ koondub ning kehtivad vordused lim^x =• ax 
jar^(x) - lim<yX . 
Tõestus, (a) Kui x  e  сд Л Ад- siis 
y A(x) = lim x^(£ a r i kxk  - lim f tx) - lim \ E<an k  - ak  )x J t  - lim^x. 
к ^ к 
(b) Rahuldagu jada x e с
д  
tingimust (17.2). siis eelduse 
X n  * 0(1) tst tu lim r  sup T f t  |l£' = 0  (a r k  - a^ )xk  |  - 0. Suvalise 
•s > 0 korral leidub seepärast selline no  G iN, et 
|Ц,"0  (a r  k  - a^ )x k  j < s /4 (• 6 Jt), Niisiis kehtib iga indek­
site paari i ja m puhul. kus 1 < m. võrratus (a^ k  
- a^ )xk  j < £ /2. Edasi, kuna rida koondub. siis saab 
valida niisuguse mo  g (N . et kui m0  5 1 5 r a, siis IZ^I'^a^ kxk} 
< s/2. Seetõttu 
|E akxk |  5 |E (a r i  k  - ak)xk |  + |E a^ ^xj < с / 2  +  s/2 -  £  
к = 1 к = l о к = l о 
kikide m ja i puhul, mis rahuldavad tingimust m < 1 5 m. 
Järelikult on rida Ц (а кх к  koonduv ning x G . Tingimusest 
(17.2) tuleneb x g m,y , sellest ning eeldusest X x 0(1) 
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saame . et 1шДа
л Л  
- Ц^х, = lim^ (a r J t  - а^ = 0. Võr­
dus z (x) - lim^jX järeldub vahetult väitest (a). 
Lemma 17.1 (b) põhjal on tingimused (17.1) ja (17.2) 
samaväärsed, seetõttu (vrd. lause 7.1 (b)) 
BA =  { x  e  °A I < 0 0  > c  % - Ц|. 
Niisiis eksisteerivad iga x g Вд ja t g 1 korral summad (t*U)x 
ja t(41x). mis langevad kokku omavahel (vrd. lause 7.1 (a)) ja 
summaga J^t rd r  (x). Kokkuvõtteks sõnastame 
LAOSE 17.2. Maatriksi A puhul 
В
А = в у П с д = Ч | П С д  
ning iga x G Вд korral kehtivad v&rdused Нт
д
х = . 
rA(x) - НпццХ ja (tM)x = t(Ух) = E r,t r id r  (x) (t G 1). 
Alamruumide Ед ja uurimisel lähtume funktsionaali 
f G (cX)' üldkujust (vt. teoreem 15.2 (b)) 
f (x) - p 1 im^x + w ^ (x) + td + -<x (x g сд), 
kus G DC. t G 1, Ы G (с-д/5  ning d- := (d^) = (X^ d^a r k  
- 1im^x)) r. Kõigepealt märgime, et alamruumil Вд on funktsio-
naalil f hoopis lihtsam kuju lause 17.2 kohaselt 
f(x) = "E a^x^ +• Mlira,yX + (fU)x + =<x 
= plimn.x + px (x g Вд). (17.3) 
„х ß 
kus aa^ + rk  + (k G IH). Seejuures p G (B^ ) 
ning f (ek ) = pok + p^ (k g W ). Kui avaldame viimasest võr-
dusest Pk  ning asendame seosesse (17.3). siis saame f jaoks 
esituse 
f(x) - pliio«yX + E (f (ek  ) - А«э
к  
)xk  (x g B^ ). (17.4) 
mille abil tõestame 
LAOSE 17.3. Maatriksi A korral kehtivad Järgmised väi­
ted . 
( a )  - Вд n 1<ц - ^ fl °j' 
(b) Kui f e (Сд)'. siis f(x) = A"\,(X) + I^xJ (f(ek) iga x G ЕД 
korra 1. 
(С) ^ = Вд ft n Л£ - H<u n Сд. 
(d) Ед - ® <u>. kus u = 0 või u g F^\W^. 
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Toestus. (a) Lause 5.5 (a) kohaselt kehtib ^д c  ®A" 
Sisalduvuse с I«y tõestuseks märgime. et kuna e (Сд) . 
siis rida 
E ^ £ x^Ae1*) (17.5) 
koondub tõepoolest iga x & F д korral. Niisiis (vrd . laused 
17.2 ja 7.1) F^ с Вд n Iy = Syfl Ц| П cд =  F<u П <= д • Vastupi­
di, kui x <s Вд п 1«ц> siis eksisteerib Ц^х^ ja seose (17.4) 
põhjal peab rida Ц (х ) <£ (e k  ) koonduma. Seega B^ n Ц c  ^ ning 
kokkuvõttes on väide tõestatud. 
(b) järeldub vahetult^ seosest (17.4). 
(c) Kuna e (сд)'. siis lausest 17.2 ning seosest 
(17.5) järeldub lim^x - zA(x) - iga x e puhul, tä­
hendab, с Л Lausest 5.5 (a) tuleneb sisalduvus с B^ 
xx Xx X й  Ä 
ning seega saame väitest (а) ^ c  П \ z  А ^ ЛЦ' teiselt 
poolt, kui x e B^ n Ay) siis väite (b) kohaselt f(x) 
= Ц <х к£(е") iga f e (Сд)' korral, s.t. Вд Л Л«ц ^ ^д • 
(d) järeldub väidetest (a) ja (с) : kuna codim W«y i- 1 
alamruumis F«y (vrd. lause 7.2 (d)). siis codim ^ 1 alaro-
ruumis Рд. 
Kokkuvõttes tõestasime me järgmised seosed (vrd. lause 
5.5 (a)): 
* > c S A c W A  =  B A n / 4 l c F A ~  В А П 1 ^ с В > д с В У П Л Д  >  
BV BA П -- W Ä. (17.6) 
Nagu me paragrahvis 15 märkisime, ei ole cX AB-ruum: 
lõike tõke status leiab aset alamruumis zX, kuid jada e lõiked 
on tõkestamata. Sellest asjaolust lähtudes nimetame me 
X-kB- maatriksiks sellist maatriksit A, mille puhul kehtib 
sisalduvus 2д с B^. Kui <" c  пд c  S д > ütleme, et A on Х-АК-
maatriks. 
Näide 1. Olgu Mp regulaarne . X-konservatiivne ßieszi 
kaalutud keskmiste menetlus. Sel juhul p с z^ ja on täide-
p 
tud tingimus (vrd. teoreem 16.1 (a)) 
Xn r, IpJ icr»= ~ = 0(1>-
У? Г 
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millest võrratuste 
r. IPJ |Pv 
E  k=o * E k = 0 
IP I 
- E Pv - (m -- n) 
põhjal järeldub, et 
xnPm 
= 0(1) (m 5 n) 
Seetõttu 
X J  £  * , ъ \ \  =  J F T  I  s  P k X j  =  
к = О » г» 1 к = О 
I Е "UxJ 
8 =  0 ( 1 )  ( х  G  2 ^  ,  m  £  п ) ,  
р 
niisiis z^ с B^j , s.t. М on Х-AB-menetlus. See juures ei 
p p 
kehti lõiketõkestatus kogu summeeruvusväljas с M > näiteks 
jada e lõiked ei ole tõkestatud. Kui p с n^ . siis M^ on 
p 
X-AK-maatriks . 
Märgime, et X-AB-maatriksi A puhul langeb Вд kokku kas 
kogu X-summeeruvusvä1jaga Сд või selle maksimaalse alamruu-
miga Zj. Tõepoolest, kui z, с Вд * с*, siis leidub selline 
XX X X X > 4  
element v e С д  \ г ' д ,  et сд ~ 2д ® <v>* mistõttu = В д  
(vastasel juhul oleksid jada v lõiked tõkestatud ning seega 
kehtiks võrdus В д  = Сд). Kui В д  = сд ,  siis с- д  - с
у  
= В ^  (vrd. 
lause 17.2). Juhul В^ = гд on а^ = 0 ning = х^а^ 
( п .  к  G  i N ) ,  n i i s i i s  2 д  -  с < ц  -  B y  •  S e e t õ t t u  j ä r e l d u b  l a u s e s t  
7 . 7  v a h e t u l t  
LAOSE 17.4. (a) Kui A on selline maatriks, milles ei 
ole nullveerge ning гд = Вд, siis 2д on BK-ruum normiga 
Ях» := sug |^E (x e zд). 
(b) x-reversiivne maatriks A omadusega p с z^ on X-AB-maat­
riks parajasti siis. kui leidub selline M > 0. et 
sujg 1
к
Е
о
°л1«^1 - M  " x 1 1  Ax ( x  e  ZA )-
Viited (a) ja (b) jžävad kehtima, kui neis 2д asemel kirju­
id 
tada Сд. 
( c )  Kui A on normaalne X-AB-maatriks, siis leidub selline 
M > 0, et 
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I°rj - MKJ (к.пвИ). 
(d) Kui к on selline X-AB-maatriks, et с , siis A on X-
AK-maatriks. 
Edasi märgime, et kui #> с Зд, siis = By, Е^д = F«y ja 
- W«y. see järeldub võrduse 2д = с<ц tõttu lausetest 7.2 
ning 7.3 (a) ja (с). Teoreemist 7.6 saame vahetult 
LAOSE 17.5. Kui maatriksi A korral kehtib sisalduvus 
p с гд. siis Järgmised tingimused on samaväärsed: 
U> z* -- B*, 
(b) z* -- !*, 
(c) 2д = või zд = ® <u>, kus u e F^ \ ( 
(d) 2д — 5д või 2д — Sд ® <u> ^ Jius u g Е^д \ Sд. 
Kui kehtib üks tingimustest (a )- (d ), siis z д = 1<ц. 
Väide jääb kehtima, kui temas z. asemel A3 i к ja 1 kirju-
X 
tada Сд. 
Lugeja saab hõlpsasti kontrollida, et tegelikkuses 
realiseeruvad nii juhud Сд = ja Сд = Нд ® <u> kui ka 
ZA " **A j® ZA ~ **A ® <U> (U E ^ A N WA>-
Teeme nüüd mõned märkused X-konservatiivsete maatriksi­
te A kohta . Sel-juhul on *U*X 1 konservatiivne, mistõttu (vrd. 
teoreem 2.1 (а)) Ц, l a k  I A k  < co. Kui x e m X  П сд ;  siis 
b = (X ] ix k) g m ;  mistõttu ühelt poolt rida Ek°]e\ - Ц, 0,,Ч ^ k 
koondub, s.t. x g Iy. Teiselt poolt, 
, - , ". fr.k j |°r.k I 
E -ЗГ™ 4 - S*?P E ~x— "Ьйсо < 
к -О к =о к к к 
niisiis х G В'д. Kokkuvõttes oleme tõestanud (vrd. lause 17.3 
( а ) )  
LAOSE 17.6. Kui к on X-konservatiivne maatriks, siis 
X 
A' 
x -
П с. e F 
Selles väites ei saa ruumi mX asendada ruumiga mX või 
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с . n- iteks ühikmaatriksi I korral e e cX - cX л ст c  mX  f) с у 
kuid e «г Fj = zX. 
seevastu jada X kuulub X-konservatiivse maatriksi А 
korral alamruumi ro^ л с-д с F^, mistõttu iga f e (сд)' korral 
eksisteerib (vrd. lause 17.3 (b)) 
f (e k  ) 
* x(f) := f(X > - E —3 = и* ЛХ' 1) - A-XCU-X *). (17,7) 
к \ 
Saadud seose abil on lihtne tõestada järgmist teoreemi. 
TEOREEM 17.7. X-konservatiivne maatriks A qp X-koregu-
laarne parajasti siis, kui х - 1  г . 
Tõestus. Olgu А X- koregulaarne, s.t. x(tl*X 1) x 0 (vrd. 
§16). Pidades silmas, et e (c^)'. saame seose 
И(Х-) -- lin^ х- 1  X E ^  = E 
tõttu x 1 ^ . Vastupidi, kui X 1 «r . siis leidub selline 
f «= (с д)' , et x x  (f ) x 0, millest võrduse (17.7) kohaselt 
järeldub x(41« X 1) x 0 . 
JABELDOS 17.8. (a) X-koregulaarse maatriksi A korral 
kehtib võrdus - Нд ф  <X~* > . 
(b) Kui A on x-konullmaatriks ning Cg => Сд, siis ka В on X-
konullmaatriks. 
Tõestus. Teoreemist 17.7 järeldub lause 17.2 (c) põhjal 
väide (a) ning lause 5.5 (b) põhjal väid« (b). 
Täiendused ja märkused 
Maatriksi X-summeeruvusvä1ja struktuuri uurimine sai 
alguse Kangro artiklist [295], samast on pärit ka idee ruumi 
Op omadusi kirjeldada maatriksite "У ja 4I«X abil. Selles 
töös defineeris autor X— ко regulaarsed ja X-konu1lroaatr iks id 
ning. tõestades teoreemi 17.7. andis neile mõistetele topo-
loogilise sisu. Samas on leitud tarvilikud ja piisavad tin­
gimused jada x 6 cX lõigete nõrgaks koonduvuseks (vrd. lause 
17.3 (c)) ja selleks, et A oleks X-AK-maatr iks (vrd . lause 
17.4 (d)) . Muuhulgas tõi autor ka näiteid Х-коregulaarsete 
klassikaliste sumroeerimismenetluste kohta. 
Ruumi с'д tähtsaid alamruume käsitleb Leigeri artikkel 
[311], kust on pärit suur osa käesoleva paragrahvi tulemus­
test. Х-AB-maatriksi mõiste oli defineeritud Leigeri ja Maa­
siku töös [312] . 
Beckmann [18] tõestas, et A on X-konu1lraaatriks para­
jasti siis, kui с-д on konu lii line alamruumi cX  suhtes (Beek-
marmi ja Changi io5ttes, vt. §8, täiendused ja märkused). Ta 
näitas, et antud kiiruse X korral saab valida maatriksi D, 
mis rahuldab tingimusi - с 4  ja lim^x = /? (x). Veelgi enam, 
Beekmann ja Chang tõestasid, et iga kiiruse X ja maatriksi A 
puhul leidub selline maatriks B, et Cg =• с-д . 
§18. MAATRIKSITE X-ASEHDATAVUS. ALAMRÖÜM Рд 
Samuti, kui funktsionaali fee.' puhul, kerkib ka 
X f e (c )' korral üles küsimus kordaja p ühesusest selle 
funktsionaali erinevates esitustes 
f(x) = суЦГОДХ + w ^ (x) + td + ЧХ (x e Сд), (18.1) 
kus e 0C }  tel ja °< e (Сд)^ (vt. teoreem 15.2 (b)). 
Arutledes samamoodi nagu §8 alguses, jSuarae kahe lihtsa, 
kuid olulise faktini'- 1) kui kordaja ^ on üheselt määratud 
nullfunktsionaali 0 e (c*)# korral (s.t. kui v - 0 funktsio-
X 
naali 0 igas esituses), siis on ta seda kõikide f e (с
д
)' 
puhul ning sel juhul nimetame maatriksit A üheseks, 2) 
kui A ei ole X-^-ühene, saab iga p e К jaoks leida iga 
f e (сд)' niisuguse esituse (18.1), kus и - p. 
LAOSE 18.1 (a) Kui maatriksi A korral В'д , siis А 
on Х-р-йДеле. 
(b) Iga X-koregulaarne maatriks on x-p-üAene. 
Toestus. (a) Oletame, et A ei ole x-/u-ühene . Eelneva 
märkuse 2) põhjal on nullfunktsionaalil О е (Сд)' selline 
esitus (18.1), kus н - 1. Valemist (17.4) saame seose 
lim^x -- E ok X k  (x e Вд), 
ic is tst tu Вд - Ид (vrd. lause 1 7 . 3  (с)). 
Väide (b) tuleneb vahetult väitest (a) ning järeldusest 
17.3 (a). 
Tulles maatriksite asendatavuse juurde X-summeeruvuse 
mattes, tõestame me enne selle nßiste defineerimist lausega 
8.5 analoogilise väite, millele suuresti tugineb asenda­
tavuse uurimine. Selleks vajame roe järgmist funktsionaalana­
lüüsi kursusest tuntud Hahni teoreemi. 
LEMMA 18.2. Sisalduvuse 1 <= c^, kehtivuseks on maatriksi 
T (trik) korral tarvilikud Ja piisvad tingimused 
eksisteerib lim t =: (к e W), 
S UP 14.1c I < "• 
Sel Juhul 
limpX = E (x e 1), 
Toodud väite tõestus kuulub funktsionaalanalüüsi harju­
tusvarasse. Selleks võib kasutada kas Banach-Steinhausi teo­
reemi või teoreemi kinnisest graafikust. 
LAOSE 18.3. Olgu A maatriks. 
(a) Iga f e (c.")' korral leidub selline maatriks B, et cn 
X X  X й .  B ,  x  x  ,  X ,  а  
°A' ZB 2A "mg r (x) - f(x) (x e с
д
). 
(b) Kui funktsionaali f e (Сд)' mingis esituses (18.1) p * 0, 
siis leidub niisugune maatriks В, et 
X XX X В, 
'В 'В 
= 2., Г (Х) = f(x) (Х е С
д
). 
Tõestus. (а) Lähtume funktsionaali f е (Сд)' esitusest 
(18.1) ning defineerime maatriksi D seosega 
\ 
Ч 5T~> k u i  k  <  n' 
cf „ Г, -1 
r , k  
P + 5; x E t.X. , kui к = ri, 
0, kui к > n. 
Edasi moodustame maatriksid С -- DA, R (г
п к
), kus 
J <*
к  
A r j, kui к ^ n, 
^ 0, kui к > n, 
ja В seosega 
I •< , kui n - 0. 
4* - {  
j  C r , k  +  Г т , к  '  ^U ^  n  ~  1  '  
Kuna 
1 
с . = E d . a.. = f E t. x .a., + d а . , 
r » k  T -  r , x  x k  Л  .  x  x  x k  r . r ,  r » k  »  
siis iga x e cl ja ri e SN korral 
.£ Ч\*иЛ + С ^ .гЛг.к^ * X Л 
_ 1 
~ х 
Е t-X.y. ^ (а> - х Е t-x.)y n. 
kus у Ах ja millest protsessis N * OD saame 
limgX = р11тдХ. ( 1 8 . 2 )  
Viimase võrduse tõestuseks märgime kõigepealt, et tänu 
eeldusele X^ f m on ümri(cAT,, )Z^,arдхк = 0 ja lim r  (lA r_) 
E/.V^ = 0. Jääb näidata veel, et 
1 r'~1 lim £ E t.X.y. _ 0 (18.3) 
ja 
1 n ~1 lim £ E t.X.y, = 0. (18.4) 
Esimese tingimuse kontrollimiseks tähistame fikseeritud 
x e с-д korral 
\ <V\, >yL > ^u^ * < n; 
1 0, kui i 2: ri, 
siis 
I t r >. } 5 I у. { £ и xli д (n,i б Я) 
ja 
1 im t r l  = 0 (i 6 IH). 
Kuna tel, siis lemmast 18.2 saamegi võrduse (18.3). Seos 
(18.4) tõestatakse analoogiliselt. Sellega on võrdus (18.2) 
tõestatud. 
Edasi, 
d.®(x) - X^(E Ь
г Д
з^ - limgx) 
r,-l 
= \<£ £ t.X. y. + pyr| + £ yn 
Т,-i 
~ X V4yn * X E-e<k2S< ~ А'Ин.дХ) 
- 
о у
т. 
+  ^Х„<7
Г
,- lim Ax) + Е \\(у гу п) + Е 
ning protsessis n * ю saame 
Y (x) - lim d® (x) = о г11тдХ + a»z A  (x) + E tr d* (x) + -<x 
X  =  f < X >  
iga x e Сд korral. Seejuures on problemaatiline vaid võrdus 
lim E t.X (у. - у ) - Et d A(x). (18.5) 
t = о . „ n r' 
Selle toestuseks tähistame fikseeritud x e Сд puhul 
f Xi ( yi " kui i < n, 
<L: := < 
[ 0, kui i > n 
ja hindame 
K i i  =  M y i  -  у  J  =  M < n  -  l i M A x )  *  ( l l m A x "  V I  
£ |d*(x)| + X. j limAx - у J 
< |d. A(x)| + |d r A(x)l s 2supJd A(x) J 
< 2B x# 
д
х (i < n). 
Kuna li» q. - dA(x) ja t e 1, siis lemma 18.2 kohaselt 
limQX - Z^tdA(x), s.t. kehtib (18.5). Kokkuvõttes on väide 
tõestatud (märgime, et sisalduvus 2n =• 2* tuleneb sisalduvu-
XX 
sest Cg Сд ja seosest (18.2)). 
(b) Kuivõrd limriZ^_0«<1|xk ja lim^a^x^ on olemas iga 
x 6 c^ korral, siis d®(x) avaldisest väite (a) tõestuses 
в  
näeme, et liandri(x) eksisteerib parajasti sel juhul, kui 
eksisteerib 
limC E tx. (y. - yn) + pdA(x)) 
= liroC^E tx.(yt- А 1 
n~ 1  
ИЙДХ) •+ Aidr (x) - £ E t»x.Xn(y,-limAx)> 
R'-1 Л 
- limC E tdr(x) + (M - J VtX)dJ(x)J 
r ' l =o 1  r> г =0 
- limC E tdf(x) + PndA(x)), 
kus 
P T >  := а» - J E V vi « «>• 
Seejuures saame lemmast 18.2 tänu tingimustele t s 1 ja 
xr -r «», et lim^lAjOA = °. s-t- pr. - " (n - ®). Ra­
kendades lemmat 8.6, jõuamegi soovitud tulemuseni: juhul 
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v * 0 eksisteerib lim^d^x) parajasti siis, kui eksisteerib 
lim^dA(x), s.t. kui x e Сд . Kokkuvõttes oleme saanud vSrduse 
Cg = Сд, millest tänu seosele (18.2) tuleneb Zg - 2д. 
Maatriksit A nimetatakse ^-asendatavaks, kui leidub 
selline maatriks B ;  et Cg - Сд ja kern z B  P. Nagu hariliku 
summee ruvuse puhul, on ka siin asendatavuse uurimisel 
esiplaanil tema seos vastava summeeruvusvä1ja struktuuri-
probleemidega. 
LAOSE 18.4. (a) Maatriks A on X-asendatav, kui leidub 
niisugune funktsionaal f e (сд)', et kern f =• p Ja и x  0 
t e m a  m i n g i s  e s i t u s e s  ( 1 8 . 1 ) .  
(b) Iga maatriks, mis ei ole ^ -н-ühene, on ^-asendatav. 
( c )  Kui A  on x - asendatav, siis Вд = Ед. 
(d) Kui с-д = I,y , siis A on ^ -asendatav. 
(e) Kui Сд = B^, siis А ол ^-asendatav. 
Tõestus, (a) Antud tingimustel saab vastavalt lausele 
18.3 (b) valida maatriksi В omadustega Cg - Сд ning z B  (x) 
- f(x) = 0 iga x e с korral. Seega on A x-asendatav 
maatriks. 
Väide (b) järeldub vahetult väitest (a). 
(c) Kui В on selline maatriks, et Cg = Сд ja kern f, 
siis I 9  => Bg kus $ (X r  (b r > k  - b f c)) r A  ning Fg = Bg 
n I» в
в  
-- Вд. 
(d) Juhul Ly Сд on funktsionaal 
x  -  z A ( x )  -  E  
x  k  pidev ja lineaarne FK-ruumis Сд. Kuna tema selles esituses 
l-i - siis väite (a) kohaselt saab valida maatriksi В 
niimoodi, et Cg = Сд ja z B(x) = z A(x) - (x e Сд). 
Seejuures z B(e k  ) = o k  - o k  = 0 (к e IH ), s.t. kern *>. 
Väide (e) järeldub lausest 17.5 ning väitest (d). 
TEOREEM 18.5. (a) Selleks, et X-koregulaarne maatriks 
A oleks X-asendatav, on tarvilik Ja piisav tingimus 
X 1 «г p FK-ruumis с д . (18.6) 
(b) Olgu A selline X-konservatiivne maatriks, et z X t  => p ja 
X А 
e «F zft. Tingimus (18.6) on tarvilik Ja piisav selleks, et 
leiduks X-regulaarne maatriks В omadusega Cg - Сд. 
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Toestus, (a) Tarvilikkus. Rahuldagu maatriks В tingimu-
si Cg = Сд ja kern =• p f kus A on X- koregulaarne. Oletame 
vastuväiteliselt, et X 1 <= *>. Sel juhul leidub alamruumi p 
elementide jada (x ), mis koondub FK-ruumis с-д punktiks 
X . Tänu funktsionaali pidevusele ruumis с-д kehtib 
В« 1 ... в, rr,> , R -1 R V Y (X ) - lim^z (x ) = 0, mistõttu y(X > - Цг (e )A k  
- 0, s.t. В on X-konullmaatriks. Järelduse 17.3 (b) põhjal 
on see vastuolus eeldusega,™ et A on X-koregu laarne . Niisiis, 
X-1 & p, 
Piisavus. Kui x - koregulaarne maatriks A rahuldab tingi­
must (18.6), siis lause 4.11 (a) kohaselt leidub f e (c^)' 
nii, et kern f p ja f (X 1) x o. Seejuures (vrd. (17.7)) 
0 * f(X-1) = *x(f) = MfcW'X"1), 
mistõttu и * 0. Valime vastavalt lausele 18.3 (b) niisuguse 
maatriksi B, et c'g - с-д ja z B(x) = f (x) iga x e сд korral. 
Siis kern p, seega on A X-asendatav. 
Väide (b) on järeldus väitest (a). Tuleb vaid silmas 
pidada, et viimase piisavuse tõestamisel konstrueeritud 
maatriks В rahuldab lause 18.3 (b) kohaselt ka tingimust z^ 
- 2д. seega Zg =- p ja e e Cg\Zg. Kuna В on X-koregu laarne 
(vrd. järeldus 17.8 (b)), siis maatriks 93 = (X b . A.) , on 
' r> r»k к rtk 
r-multiplikatiivne, kus т lim X Ц^Ь A k  * 0. Lause 16.3 
põhjal on В X-regulaarne. 
Teoreem on tõestatud. 
Siinkohal märgime üht asjaolu, mida lugeja eelmises ja 
Eesolevas paragrahvis on kindlasti juba tähele pannud. 
FK-ruumide Сд ja с-д struktuuriprobleemid taanduvad nii või 
teisiti jadade lõigete, s.o. alamruumi p omadustele. See­
juures on X-konservatiivse A korral FK-topoloogia ruumis Сд 
sedavõrd tugev, et jada e ei kuulu p sulundisse ega ka 
alamruumi Вд. Rolli, mida e mängib konservatiivse maatriksi 
summeeruvusvä1jas, võtab FK-ruumis Сд enda kanda jada X 
Sõltuvalt sellest, kas X-1 kuulub alamruumi või mitte, 
jagunevad X-konservatiivsed maatriksid А X-konu Uil isteks ja 
X- koregulaarseteks. Viimased omakorda jagunevad kahte klassi 
vastavalt sellele, kas X™ 1  ori p puutepunkt või ei, niisiis 
mitte-X-asendatavateks ja x-asendatavateks maatriksiteks. 
Muidugi saab konstrueerida X-konservatiivseid maatrikse 
(sealjuures väga lihtsaid), mille korral e e y> või koguni 
e e cx toaid nende roll piirdub enamasti kontranä idetega. 
1 A' 
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öeldut silmas pidades võib arvata, et ka alamruum Рд, 
mille me järgnevalt Рд eeskujul (vt. §9) X-summeeruvusvä1jas 
Сд defineerime, ei ulatu X-koregulaarse A korral punktini e. 
Funktsionaali f e ( С д ) '  nimetame maatriksi А X - test-
funktsiooniks, kui kern f =• *> ja А» = 0 tema mingis esituses 
(18.1). Edasi defineerime 
Рд {x e Сд j f(x) = 0 iga X-testfunktsiooni f korral}, 
s.t. P д = f) {kern f j f on x-testf unkts ioon) . Viimasest seo­
sest tuleneb võrdus P^ = Рд. Lihtne on naha, et Рд ^ Вд ;  kui 
f ori X - te s tf uri kts ioon, siis f(x) = px iga x e В д korral 
(vrd. (17.3)), kusjuures p, - f (e 1" ) - 0 (к e iN), s.t. kern f 
^ 8 х  
А' 
LAOSE 18.6. Olgu A selline maatriks, et Вд * . 
(a) Kui kern f => Вд, siis f <s (Сд)' on maatriksi А X-test-
funktsioon. 
(Ы p£ = 
( c )  Kui A  on x  _  koregu laa r ne j siis Рд - z X  . 
Tõestus. (a) Olgu f e (Сд)' niisugune funktsionaal, et 
x  kern f Вд, kuid p * 0 tema esituses (18.1) (peame silmas, 
et eelduse Вд * tõttu on A X-^-ühene maatriks (vrd. lause 
18.1 (a ))). Kuna (vrd . (17.3)) 
f(x) = wA(x) + px (x e B^ ), 
X  ß  A  '  kus p e (Вд) , siis 
0 - f (e k  ) - ААз
к  
+ p k  (к e W), 
mistõttu 
0 = f(x) = p(zA(x) - E °kxk ) (x e Вд). 
Seega Вд с ning lause 17.3 (с) põhjal B^ - . 
(b) Olgu f g (c^)' suvaline selline funktsionaal, mis 
rahuldab tingimust kern f => Вд. Väite (a) kohaselt on f 
maatriksi A X-testf unkts ioon, seetõttu kern f => P^ . Lause 
А 
4.11 (a) põhjal Рд с , millest sisalduvüse B^ <= Рд ja Рд 
kinnisuse tõttu järeldub seos P^ = Вд . 
(c) Kui A on X-koregulaarne, siis zX  с F^ с P^ (vrd. 
lause 17.6), seega z с p x  - Рд. Vastupidise sisalduvuse 
näitamiseks võtame funktsionaali f e (Сд)' omadusega kern f 
=> z" ning veendume, et tema (üheselt määratud) kordaja и 
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võrdub nulliga. Sel juhul on f X-testfunktsioon. niisiis 
kehtib kern f z> PX ja lause 4.11 (a) annab sisalduvuse Рд 
T 
c  2д. 
Tingimuse kern f => 2 X  tst tu 
0 = f (X™ 1  ) = сЦщдХ -* + W A(X" 1  ) + £ tr dA (X-1 ) + -Л"1 
ja 
f(e k) a k  ° k  a „ k - a k  
0 = E ~x =°£ — MEX- + EE t x — 4- -л1. 
k k  к  A k  к  Л к  к  г .  Г '  "  Л к  
millest tingimuse Х - 1  e Вд (vrd. lause 17.6) ja lause 17.2 
põhjal saame 
д ° k  
0 - (J (Y (X-1 ) - Z — ) = А»ЛГ( « * х  )  .  
к к 
Et *(ЗД'Х - 1) x о. siis 
Järgmised kaks väidet jätame lugejale lausete 9.3 (b) 
ja 9.4 eeskujul iseseisvalt tõestada. 
LAÖSE 18.7. (a) Iga maatriksi A korral on Pд - P v®* 
PA = p ® <u>, kus u e РдХр. 
(b) Kui Рд x siis A on X-^-üAene nin# X-asendatav 
maatriks. 
Nüüd teeme mõned märkused selliste maatriksite kohta, 
mis rahuldavad tingimust => p. Kuna sel juhul 8^ = 0 
( к  e  N ) ,  s i i s  Л д  -  с
о Д  
n i n g  5 д с Н д с Е д с В А с г А  ( v r d .  
(17.6)). Vahetu kontroll näitab, et 
x •> -1 
ZA ~ C <U *°B 
ja 
f e <ZX)' f - x"1 e CR', (18.7) 
kus R := <xrAk )r-k - ja f - X_1(w) : = f(X_1.w) iga 
w e Cd korral. Seejuures 
W>A - -- X-'-WR. (18.8) 
Esimene võrdus on ilmne, teise kontrollimiseks võtame 
suvalised w e ja f e c<y' siis £ • X cg ning 
f (Х-1*ч) = (f - X - 1)(w) = E <f • X"1)(ek)wk 
к  
Wk 
E  f ( e k ) r  ,  
к  к  
s t X™ 1- Wp с Wy. Vastupidine sisalduvus tõestatakse sama­
moodi. 
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Lihtne on veenduda, et võrdustega (13.8) analoogilised 
seosed kehtivad ka teiste eelmises paragrahvis vaadeldud 
tähtsate alamruumide puhul, siinkohal vaatleme sama prob­
leemi Рд korral. Kõigepealt paneme tähele, et kui funktsio­
naal f € (c^ )' kujul 
f ( x )  =  с И г о д Х  +  E  t r d A ( x )  +  - < x  ( x  e  С д ) ,  ( 1 3 . 9 )  
kus о- € K, t e 1 ja«-e on X-testf unkts ioon, siis on 
seda ka kõik funktsionaalid g e (Сд )', mis erinevad valemiga 
(18.9) määratud funktsionaalist f ainult kordaja с poolest. 
S e e  j ä r e l d u b  v a h e t u l t  s e o s t e s t  g ( e k )  =  f  ( e k  )  =  0  ( k  «  W ) .  
/LAOSE 18.8. Kui A on maatriks omadusega 2д =• ¥>, siis 
(a) Рд с z A >  
( b )  =  Р у  =  х . р
в
.  
Tõestus. (a) On selge, et juhul P^ = p väide kehtib. 
Samuti on väite kehtivus ilmne, kui Вд * sest lause 13.6 
(b) põhjal on siis Рд - Вд <= z д = 2д (vrd. lause 17.2). Vas­
tavalt lausele 18.7 (a) jääb üle vaadelda veel seda juhtu, 
kui B^=W^jaP^-p® <u> ning игр. Olgu f mingi X-test-
f unkts ioon kujul (13.9). Võttes x : •= u, saame võrduse 
0 = сЦгОди +• £ tr dA(u) + =<u. 
Kui oletada, et lin^u * 0, võime fikseeritud t ja - korral 
kordaja о üheselt määrata, see on vastuolus Eesolevale 
lausele eelnenud tähelepanekuga. Niisiis, P^ с: zд. 
(b) Kuna Рд с 2д = Су, siis Рд määravad X-testfunkt-
sioonide ahertdid alamruumile 2д , need on aga parajasti maat­
riksi 11 te stf unkts ioon id. Seega P^4 = Py . Samal põhjusel 
võime öelda, et f e (z^)' on maatriksi A X-testfunktsioon 
parajasti siis, kui f • X 1 on maatriksi R te stf unkts ioon 
(vrd . (18.7)), järelikult Рд = x  * PR • 
Tulles X-konservatiivsete maatriksite juurde, seame 
endale eesmärgiks välja selgitada, kuidas paiknevad X-tõkes­
tatud jadad sellise maatriksi x-summeeruvusvä1jas. 
LAOSE 18.9.(a) Kui A on X-koregulaarne maatriks, siis 
X X ~x 
m n Сд с с . 
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(b) Kui maatriks A on konservatiivne ning cX on FK-ruumi 
CA klnnine alamruum f  siis A on X-koregulaarne. 
( c )  I g a  > - - k o n u  l l m a a  t r  i k s i  A  k o r r a l  С д  e r  m X  .  
(d) A'ui X-konservatiivse maatriksi A korrai cX с mX, siis 
CA ~ ° ' 
Tõestus. (a > Lausete 17.6 ja 18.6 (c) põhjal mX f) сд 
„х -x T 
c  
А 
C  
А 
C  2  }  lause 4.11 (c) kohaselt saame 
mX  П Сд = (®o ф  <e>> П Сд = (mX  Л Сд) ® <e> 
с zX  ® <e> = 2 4 ® <e > = cX . 
(b) Kui cX = cX FK-ruumis Сд, siis FK-topoloogia ühesu­
se tõttu on poo lnormide süsteem {Я 8 . > U У a lamruum il cX  
А 
ekvivalentne normiga * . Kuna X 1«r nX = W x, siis X , 
s.t. A on X-koregulaarne . 
(c) Eeldusel cX с Сд с mX  on cX  kinnine FK-ruumis Сд 
(vt. lausele 10.4 eelnenud märkus). Väite (b) kohaselt on А 
sel juhul X-koregulaarne. 
(d) Kui cX  с с-д с mX, siis väite (c) põhjal on А X-
koregulaarne maatriks y  mistõttu väite (a) kohaselt Сд = mX  
П с д с с. Seejuures on cX  = cX, järelikult kehtib Сд = cX  . 
TEOREEM 18.10. Järgmised tingimused on X-konservatiivse 
maatriksi A korral samaväärsed-
.  .  X  X  x  (a) m п Сд - с , 
(b) mX  п Сд = 2X, 
(c) zX  on FK-ruumi Сд kinnine alamruum, 
(d) cX  on FK-ruumi с
д  
kinnine alamruum. 
x x . X X . 
Tõestus, (a) -• (b) Kuna m П сд - (ш 0  с д) ® <e> ja 
cX = zX ® <e> ning jada e ei kuulu alamruumidesse ra^ ja z^ 
siis väitest (a) järeldub väide (b). 
(b) -t (c) Seosest (b) järeldub, et 
с - X - zX  - X- (mX  n Сд) - (ХмоХ) n <х*сд) = m n <х*сд>, 
seejuures on X-Сд FK-ruum. Nimelt võib teda vaadelda ruumina 
Ey (vrd. teoreem 6.3 (b)), kus E с-д ja V on maatriks, 
mille peadiagonaaliks on jada X" 1  ning ülejäänud koordinaa-
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did on võrdsed nulliga. Selline maatriks korraldab FK-ruumi­
de X«Сд ja Сд vahel topoloogi1ise isomorfismi. Kuna х-Сд ei 
sisalda ühtki tõkestatud hajuvat jada, siis lause 10.6 
kohaselt on c0 П (X•°д) tema kinnine alamruum. Järelikult on 
Vtc0 n х*СдЗ = X" 1« (c0 n х'Сд) = zX  n ca = zX  
kinnine alamruum FK-ruumis Сд. 
(c) (d) Kui FK-ruum is Сд kehtib zX  = zX, siis (vrd . 
lause 4.11 (c)) 
X X  ~ x  ~ x ~  x  
с = z * <e> - z & <e> - z ® <e> = с . 
(d) •+ (a) Kui cX - cX FK-ruumis Сд, siis lause 18.9 (b) 
põhjal on А X-koregulaarne maatriks ning lausest 18.9 (a) 
. . . . . .  x  x  x  järeldub m fj Сд = с . 
Lõpuks vaatleme põgusalt x - perfektse id maatrikse, nii 
nimetatakse X-konservatiivseid maatrikse A, mille X-summee-
ruvusvä 1 jas с-д jadad e k  (к e W), X 1  ja e moodustavad põhi-
hulga. Viimane tingimus on samaväärne seosega Сд = cX  (vrd. 
§9 algus). Lause 18.6 (c) põhjal on X-koregulaarne maatriks 
parajasti siis X-perfektne, kui Сд •= Рд ® <e>. 
LAOSE 18.11. Olgu A niisugune x-reversiivne X-koregu-
laarne maatriks, et Z^ark = 1 (n e IN). 
(a) A on X-perfektne parajasti siis, kui R (xr,ark Ak )rk 
on M-tüüpi maatriks. 
(b) Kui A on normaalne ning xk»*ki  = Ok (1) (i e IN), kus 
A 1 := («<ki) on A pšbrdmaatriks, siis A on X-perfektne. 
Tõestus. (a) Antud eeldustel kehtib *> с zX  с гд, täpse­
malt 
С д  =  z д  ®  < e > .  ( 1 8 . 1 0 )  
Tänu viimasele seosele järeldub А X-konservatiivsusest, et 
operaator А : 2д -* z" on pööratav, millest omakorda tuleneb 
maatriksi R reversiivsus. Tõepoolest, iga у e с korral 
kehtib v (у А ) e z'\ mistõttu võrrand Гг ,н, - у 
т> г» / г»к к г» 
(n е W) on üheselt lahenduv parajasti siis, kui võrrandil 
arik= vr (ri e W ) on ühene lahend x '• - X"1-« iga v e zX 
puhul. Kokkuvõttes on R reversiivne koregulaarne maatriks 
ning X "cg - 2д- Lause 9.6 (a) põhjal on R parajasti siis 
M-tüüpi, kui ta on perfektne, s.t. kui Pg - Cg ehk (vt. 
Г60 
lause 18.8 (b)) 
PA = X * = X '" CR = zA • 
Viimane seos on lause 18.6 (c> ja võrduse (18.10) põhjal sa­
maväärne maatriksi A perfektsusega. 
(b) Lihtne on veenduda, et kui A on normaalne, siis 
maatriksi R pöördmaatriks R"*:= (p^ ) on kujul 
Xb-'v , 
J ~ , kui i 5 k, 
Pki - £ i 
l 0, kui i > k. 
Seega on R juhul X^. = 0k(l) (i e W) lause 9.6 (b) põhjal 
perfektne, millest väite (a) kohaselt järeldubki maatriksi A 
X-perfektsus. 
Näide 1. Vaatleme X-regulaarset Rieszi kaalutud kesk­
miste menetlust M^. Kuna tema pöördmaatriksi veerud sisalda­
vad vaid kaks nullist erinevat koordinaat! (vt.(3.6)); siis 
on lauses 18.9 (b) toodud tingimus täidetud ning M^ on 
X-perfektne menetlus. 
Täiendused ja märkused 
Käesoleva paragrahvi põhitulemused - lause 18.3 ning 
teoreemid 18.5 ja 18.10 - kuuluvad Jürimäele [358], [359], 
[127], kes esimesena püstitas ka probleemi maatriksite 
x-asendatavusest. Siin defineeritud mõiste ÜSrval pakuvad 
huvi mitmed teised asendamisprintsiibid (vt. Jürimäe [359], 
Beekmann [18]; vrd . §17, täiendused ja märkused). Alamruum 
on defineeritud Leigeri artiklis [311], seal on tõestatud 
ka laused 18.1 (b), 18.6 (c) ja 18.7 (a). Kangro [295] tõi 
sisse x-perfektse maatriksi nõiste ja uuris nende omadusi ja 
rakendusvõimalusi s isalduvuse ning summeeruvustegur ite 
puhul. Samuti leidis ta tingimused mitmete klassikaliste 
summeer imisme riet luste X-perfektsuseks . 
Juhime lugeja tähelepanu nõnedele probleemidele. Kui 
võrrelda selle ning paragrahvide 8 ja 9 tulemusi, siis 
märkame; et x-summeeruvuse korral jääb lahendamata küsimus 
м-ühesuse ja alamruumi Рд invariantsusest. 
PROBLEEM 1. Olgu A X-p-ühene maatriks. Kas iga maatriks 
B, mis rahuldab tingimust c-g = Сд, on x-p-ühene? 
PROBLEEM 2. Kas kehtib implikatsioon 
X X pX pX ^ 
CA c св - rA c  FB ?  
Viimase küsimuse kohta märgime, et juhul ^ või Рд 
- p on vastus ilmselt jaatav. , , . 
Teatavasti lahendatakse nõlemad esitatud probleemid 
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juhul Х
т  
= 1 (n e IN) faktoriseerimisteoreemi 8.2 abil. See­
tõttu ning mitmetel muudel põhjustel pakub huvi küsimus 
analoogilisest faktoriseerimisest sisalduvuse Cg с Сд 
korral. Probleem on selliste maatriksite С ja D olemasolus, 
et 
d r B<x) r £ c^tx) 4- E (xe <>, n - W) 
ja oleksid rahuldatud teoreemi 8.2 seostega (a) - (d) ana­
loogilised tingimused. 
Kerkib üles rida X-summeeruvusele spetsiifilisi küsi­
musi. mis siin jäävad vastuseta. Formuleerime neist mõnin­
gad . x 
PROBLEEM 3. Kas kordaja с võib funktsionaali f e (с
д
)' 
esituses (18.1) olla üheselt määratud? Lihtne on tuua 
näiteid, kus see nii ei ole. Kui с ei ole üheselt määratud, 
siis võib ta omandada mistahes väärtusi, kaasa arvatud 
о - 0. See võimaldab alamruumi Рд uurimisel piirduda sellis­
te X-testfunktsioonidega, kus & - Q. 
PROBLEEM 4. Olgu A x-p-ühene maatriks. Kas kordaja A» on 
üheselt määratud ka funktsionaa 1 ide f «= (Зд )' esituste kor­
ral? Teisi sõnu: kas kehtib implikatsioon 
f ( x )  -  0  ( x  e  2 д )  p = 0  
esituses 
f  ( x )  =  p l i m g X  +  t ( S x )  +  < - x  ( x  e  2 д ) ,  
kus Af e К, te 1, Ы e (2д ning S := ( x r,a n ) t  > п к  ? 
PROBLEEM 5. Kas Рд с Лд ? Teatavasti (vt. lause 18.8 
(a)) on see nii jut«|l Вд => f>. 
§19. MAATRIKSITE SISALDÜVUS JA KOOSKOLALISOS 
KIIROSEGA KOOHDÜVÜSK MÕTTES 
Maatriksite A ja В ning kiiruste X ja v korral kerkib 
loomulik küsimus : millistel tingimustel kehtib Сд с Cg ? 
Kui » = X ja lisaks vaadeldavale sisalduvusele leiavad aset 
veel võrdused 
^ r\ x _ X X 
А " А л  В > соА ™ СА п  соВ ' 
siis ütleme, et maatriksid A ja В on X-kooskolas. üldisemalt 
nimetame maatrikseid A ja В X-koos&lalisteks hulgal M с 
С
д 
П Cg , kui 
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"  n  2 *  г «Л ' в . «Л^ - "Л  =-B  ,  
teiste sõnadega, kui hulga M elementide x puhul 
Нш
д
х = 0 **• limBx = 0, rA(x) = 0 **• zB(x) = 0. 
Selline X-kooskölalisuse definitsioon vastab eelpool defi­
neeritud X-regulaarsuse иРistele. See selgub järgmisest lau­
sest . 
LAOSE 19.1. (a) Maatriks A on X-regulaarne parajasti 
siis, kui ta on X-konservatiivne ning X-Moosl& las ühikmaat-
riks iga I. 
(b) Ifeik X-regulaarsed maatriksid on omavahel X-koosJ&las 
h u l g a l  c X .  
(c) Selleks, et X-regulaarsed maatriksid к Ja В rahuldaksid 
tingimist с-д с Cg , on tarvilik Ja piisav siealduvus п
д  
с n^ 
Sel Juhul on к Ja В X-koosJ&las. 
Tõestus. Väite (a) kontrollimiseks piisab võrrelda kahe 
nßiste - X-regulaarsuse ja X-koos УЗ lal isuse - definitsioone. 
( b )  Kui A  ja В  on x - regulaarsed ning x  e  c X ,  siis 
limftx = 0 «• limx = 0 lim^x = 0, 
rA(x) = 0 «• /5(х) = 0 «• yB(x) = 0. 
Seega on A ja В hulgal cX X-kooslus las. 
(c) Olgu A ja В X-regulaarsed maatriksid. Seoste 
X X . —i X X . —4 
c# ~ nA > <e>; CB ~ nB > <G> > 
e e СсХ д \ Xх) n <cX B  X 4> 
ning 
X G (2д \ CoA) n (zB X Ce>B* 
x X . . . . . , . X X 
tõttu kehtib sisalduvus с
д  
с c ß  parajasti sus, kui п д  с n ß. 
Sel juhul cX Л пв - r iA ' m i s t Z 5 t' t u  CA n  ZB " nA Ф  < X  ^ ~ ZA 
ja Сд п cX B  = n A  ® <e> = сХ д. Niisiis on A ja В X-kooskõlas . 
Sisalduvuse Сд с Cg lähemat uurimist alustame  5ige 
lihtsama juhuga. 
LAOSE 19.2. Olgu A normaalne ning В leplike ridadega 
maatriks. 
( a )  Sisalduvus c\ с с* ieiab aset parajast^ si is, kui maat­
riks T := BA"1 rahuldab tingimust ТСсЧ с с . 
21* 
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( b )  Selleks, et kehtiks sisalduvus с-д с c-g ning A Ja В 
oleksid X-koosIP las, on tarvilik Ja piisav maatriksi T X-re­
gulaarsus . 
Tõestus.  ( a )  T e h t u d  e e l d u s t e l  
Bx = B(A-1Ax) = (BA ~ *  )  ( А х )  =  Т у  ( у  : =  A x ,  x  g  c X )  ( 1 9 . 1 )  
ning A korraldab Сд ja cX  vahel üksühese vastavuse. Seetõttu 
n - X . У m г X — У 
ВСсд] с с ** Т[с 3 с с . 
(b) Väite (а) põhjal on maatriksi Т Х-konservatiivsus 
tarvilik ja piisav tingimus s isalduvuse ks сд c  св -  Pidades 
silmas seost (19.1) ning arvestades asjaolu, et A korraldab 
üksühese vastavuse nii z^ ja zX kui ka сХд ja c^ vahel,saame 
z д с Zg ** T [ zX  3 с zX, 
X . X X . X rn r x . X _ X . X 
°A А c  °B В ** T Cc \ 2 ] с с \ 2 , 
X X — — X — Xi 
COÄ CCoB ~ T Cco] c Co. 
X * . X X Y X f X у X — X e X 
CA coA c eB coB ~ T Cc X co3 c  c X co-
Seega on A ja В X-kooskõlalisus samaväärne maatriksi T 
X-regulaarsusega. 
Näide 1. Olgu Mp Rieszi kaalutud keskmiste menetlus, 
kus pk * 0 (к e IN) #  ja olgu В kolmnurkne maatriks omaduse-
ga Zg p ning 
к  
=1 (пей) (märgime, et viimaseid 
tingimusi rahuldab enamus klassikalisi summeerimismenetlusi). 
Maatriks T := BM"1 on kujul 
b . 
л , kui i < t ,  -  {  p v  
L 0, kui 1 > r>, 
kusjuures Ц1 0^ л  = Х^ 0Ь т А  =1 (n G m ) ja lim^t = 0 
(i 6 W) (vt. §11. näide 1). Maatriks R : = (г.. ) := (X^t r i  
Aj)^ on konservatiivne parajasti siis, kui eksisteerivad 
piirväärtused 
(k g W) 
b , 
lim x £ 
T
' 
r
' k=o 
ning kehtib 
b 
lpk д  —I = 0(1) 
164 
( v t .  t e o r e e m  2 . 1  ( a ) ) .  P i d a d e s  s i l m a s  l a u s e i d  1 9 . 2  ( a )  j a  
16.*., on selge} et viimased kolm tingimust on tarvilikud ja 
piisavad s isa lduvuse ks «г Cg. Seejuures on M^ ja В X-koos­
kõlas parajasti siis, kui = о (к e N ) ning т x 0, see 
t u l e n e b  l a u s e t e s t  1 9 . 2  ( b )  j a  1 6 . 3 .  
Raskused, sisalduvuse Сд с Cg uurimisel on põhimõtteli­
selt needsamad, millega roe puutusime kokku paragrahvis 11 
sisalduvuse Сд с Cg puhul : asi takerdub lõpmatute maatrik­
site korrutamise mitteassotsiatiivsuse taha. Ohte võimalust 
selle raskuse ületamiseks kasutasime me eelmises lauses ja 
näites 1, teine võimalus on eeldada maatriksi A X-summeeru-
vusväljas lõiketõkestatuse olemasolu. Nimelt kehtib 
LAOSE 19.3. (a) Kui maatriks В on määratud seosega 
Ь . E t .о., (n, к e IN ) 
nk V . rtx xx ' ' 
kus T on konservatiivne maatriks, siis Вд с Zg. 
( b )  Kui 2 д  => F ,  ning 
b . = ~h~ Et.x.a., (n,k e IN) 
r>k А . тп. i ik ' 
kus T  on T-multiplikatiivne maatriks ( т  x  0 ) ,  siis 
sid A ja В on hulgal Вд X-koosi&las. 
Tõestus. (a) Maatriksi T konservatiivsuse tõttu kuulu­
v a d  t e m a  r e a d  ( t r l ) ;  ( n  e  W )  j a d a r u u m i  1  ( v r d .  t e o r e e m  2 . 1  
(a>), seetõttu on lause 17 .2 kohaselt iga x e Вд puhul 
(Bx) = -J- E (E t r i ;o. ) t)x k  = -J- E t r >.df (x) (n g IN). 
. 7> к г г» г 
Kuna d •-= (df(x)) e с ja TCc] с с, siis tingimuse 
tõttu limpx = limr (Bx)ri = 0. Järelikult 
f  ^ ( x )  =  l i m  » r i  ( B x ) r i  =  l i ®  E  " t ^ d .  ( x )  ( x  e  В д ) .  ( 1 9 . 4 )  
( b )  V ä i t e  ( a )  t õ e s t u s e  p õ h j a l  v õ i m e  ö e l d a ,  e t  k u i  m a a t ­
riks T on seoses (19.3) т-multiplikatiivne ning т * 0, siis 
iga x e Вд korral (vrd. (19.4)) 
z A ( x )  =  0  * +  r  ( x )  -  0  
e h k  x X ^  x 
Вд П c o A  - Вд л co B-
( 1 9 . 2 )  
( 1 9 . 3 )  
maa tri к-
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Sellega ongi maatriksite A ja В X-kooskõlalisus hulgal Вд 
kindlaks tehtud, sest B^ с 2д n (vrd. väide (a) ja lause 
1 7 . 2 ) .  
Märgime lause 19.3 (a) juurde, et see väide jääb kehti­
ma ka siis, kui üks vaadeldavatest kiirustest X ja v on tõ­
kestatud. Juhul XR - 0(1) võtame X^ - 1 (Q G £N ), siis 
Сд = Сд ,B^ = Вд ja seoses (19.2) tuleb <» 1 к  asemel võtta a-k 
(i. к « W). Juhul v - 0(1) võtame valemis (19.2) » - 1 
у 
(n e W) ja saame s isa lduvuse Вд с Cg. 
On selge, et lause 19.3 (a) annab meile piisavad tingi­
mused s isalduvuse ks Сд с Cg juhul Сд = Вд. Kuid nagu juba 
varem märgitud, on viimane tingimus täidetud vaid suhteli­
selt väheoluliste maatriksite korral, seetõttu ei rahulda 
saadud tulemus meid. Järgnevalt leiame tarvilikud tingimused 
vaadeldavaks sisalduvuseks eeldusel, et A on X-reversiivne 
maatriks. Sel juhul on üldisega võrreldes kaks olulist 
eelist. Kõigepealt on X-reversiivse A korral operaator 
V  1  С д  -  с .  x  *  d Ä ( x >  ( 1 9 . 5 )  
sür je kt iivne. Veelgi enam, kui operaatorid А : 2д •* гХ  ja 
А : Пд -• nX on pööratavad (näiteks, kui maatriks A on 
normaalne), siis korraldavad V ahendid üksühese vastavuse 
2д ja с ning Пд ja c 0  vahel. Selles on lihtne veenduda, 
kui pidada silmas, et V = 0 • A. kus 
U : c> -> c, x •* b (^k(\ - lim x))k 
on sürjektiivne, aga tema ahendid üj > : zX * с ja 
X 2 
Uj >  : n -» c0 on pööratavad. 
n v 
Teine asjaolu, mida me X-reversiivse maatriksi A korral 
rõhutame, seisneb selles, et iga f g (c^)' on esitatav kujul 
f(x) = с11щд
Х  
+ w A(x) + td (x G Сд), (19.6) 
kus or ) fj G К ja t G 1. See tuleneb lausest 15.1 (d), sest А 
korraldab BK-ruumide ( С д ,  И » x) ja (cX; И »x) vahel iso-
Av 
meetrilise isomorfismi. 
LAOSE 19.4. Olgu A reversiivne maatriks omadusega 
X_1 e 
Рд 
v  
Ид. Sisalduvuse Сд с Cg korral leiduvad maatrik­
sid T ja S nii, et maatriks ® := (Ъ ) (и (b - h )) 
'  T i k  г »  r » k  к  г »  к  
on esitatav kujul 
95 = Ш + S, 
kusjuures T on konservatiivne. Juhul 2д =• ч> on S = 0. 
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Tõestus. Kuna dB e ic»y ja c\ <= , siis dBj x 
* {CA> ^"ga n e w korral (vrd. järeldus 5.3 (a)). Seepärast 
leiduvad vastavalt valemile (19.6) о e К ja t < T > >  
( tm e  1, et 
d®<*> := «„(E - ll^x) 
= + А'„ЛА(Х) + E t^df(x) (X E С д ) ,  
millest 
br.k =  d- ( e k )  = "Л +  "Л +  £ 4n°ik <n-k e ">• 
Eelduse X G ^д tõttu eksisteerib 
k,к  а, о t .о 
E — = E — PE — • E E <n - ••), 
k k  k k  k k  к  x  к  
teiselt poolt saame tänu seostele X"1 e F^ с Fg с Ag (vrd. 
l a u s e d  5 . 5  ( b ) ,  1 7 . 2  j a  1 7 . 3  ( a ) ) ,  e t  
^r,k 4>k~kk Ь
л к  
E -- v n  E — -- -JE — - = dn<X"$> 
к к kk kk 
= с lim.x - 1  + и r A(X _ 1) + E t .df (X - 1). T> Д 7"» , Г|\ T 
Võrreldes summa Ц,Ь^
к
A k  toodud kahte esitust ja pidades 
silmas, et X - 1  G  F^ с с Лд , 
д 
u (у й(Х~*) - E "Г ) = 0 (n e &t ) , 
к *k 
millest X" 1  & tõttu järeldub и - 0 iga n e &f korral. 
Niisiis, 
d B(x) = & lim.x + E t .d A(x) (x e c, ) Tl Л Q » ТЛ 1 Д 
ja 
b - E t .o + s , , 
nk ~ m Ue nk > 
kus s k  - f (n.k G W). Jääb veel veenduda, et T on kon­
servatiivne . 
Tähistame u •-= A_ie, siis df (u) - 0 ning dr>(u) = ^ 
(l,n G IN ). Kuna u G сд с Cg , siis eksisteerib lim o^. Järe­
likult 
z B ( x )  =  l i m  d B ( x )  =  l i m  & n  П т д х  +  l i m  E  ( x )  
iga x G 
С
Д korral. Et seosega (19.5) defineeritud operaator 
V on sürjektiivne, siis peab maatriks T olema konservatiivne 
saame 
"k 
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Lähtudes lausest 19.3 ja 19.4, fikseerime nüüd (küllalt 
rangetel eeldustel) tarvilikud ja piisavad tingimused sisal-
duvuseks с-д с Cg ning maatriksite A ja В х-kooskõlaks . 
TEOREEM 19.5. Olgu A  selline X - reversiivne X-kB-maat­
r i k s ,  e t  2 д  -  * > ,  X " 1  e  H *  \  Ja e  g  С д  \  2 д .  
( a )  S i s a l d u v u s  С д  с  C g  l e i a b  t i n g i m u s t  z ^ = > p  r a h u l d a v a  
maatriksi В korral aset parajasti siis, kui 
B e  e  c "  ( 1 9 . 7 )  
Ja 
b  „  =  E  t  . X »  ( n . k  e  N ) ,  ( 1 9 . 8 )  
r.k V •ml xx 
kus T on konservatiivne maatriks. 
( b )  Kui к on normaalne Ja e g с^д \ 2д , siis selleks, et 
tingimust Zg *> rahuldava maatriksi В korral kehtiks sisal­
duvus Сд с Cg ning к Ja В oleksid X-koosi&las, on tarvilikud 
Ja piisavad tingimused 
B e  g  c X  4  2 X  ( 1 9 . 9 )  
Ja ( 1 9 . 3 ) ,  kus T  on т-multiplikatiivne maatriks Ja т x 0 .  
Toestus. (a) Tingimuse (19.7) tarvilikkus on ilmne, 
s e ose (19.8) puhul järeldub see vahetult lausest 19.4, vaja 
on vaid silmas pidada, etav = h^ = 0 (k G fN). Toodud tin­
gimuste piisavus tuleneb lausest 19.3 (a) ja seosest Сд = 2д 
*  < e >  =  B ^  ®  < e > .  
А 
( b )  T i n g i m u s e  ( 1 9 . 9 )  t a r v i l i k k u s  t u l e n e b  X - k o o s k õ l a l i -
suse definitsioonist ja eeldusest e G CX , \ 2^. Väitest (a) 
о А А 
järeldub tingimuse (19.3) tarvilikkus, kui T on konserva­
tiivne, aga ka mõlema vaadeldava tingimuse piisavus sisaldu-
X X , .  x  x  .  ,  .  
vuseks Сд с Cg. Kuna Cg = 2g ® <e> ja punktis e on A ja В 
X-koos las (s.t. limfte * 0, limge * 0 ning (e ) = (e ) 
= 0), siis 2д с Zg ning vaadeldavad maatriksid on x-kooskõ-
las parajasti sel juhul, kui Пд - Л ng • 
Seosest 
d B ( x )  =  X  г  b  ,  X  =  E  E  t  . X . a .  x .  
rt г? ~ rtk к к rix x xk x 
- E t r.d A(x) (x G 2Д , n G IN ) 
saame maatriksi A normaalsuse tõttu (vt. lausele 19.4 eelne­
nud märkus), et 
X X m r T  [ c x ]  с  c „ ,  
'А "B 
X 
'А 4  "А - "B 
X . X . X _ r . 
z, \ п. с 2 B  \ n n  **• T [c \ с ] с с \ с 
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Seeg<t on A ja В X kooskõlas parajasti siis, kui T on 
T-multiplikatiivne ning т x о 
Juhime veel kord lugeja tähelepanu eelpool tõestatud 
lausele 19.1 (c). Kui regulaarsete maatriksite A ja В korral 
ei garanteerinud sisalduvus Сд с Cg sugugi nende maatriksite 
k o o s k õ l a  ( s e l l e k s  p i d i  A  o l e m a  p e r f e k t n e ,  v t .  t e o r e e m  1 1 . 6 ) ,  
siis sisalduvus Сд с Cg toob X-regulaarsete A ja В puhul 
alati kaasa nende X-kooskõlalisuse. See tuleneb X-regulaar-
suse suhteliselt avarast mõistest. Seos X-perfektsusega sel­
gub järgmisest väitest. 
LAOSE 19.6. Selleks, et X-konservatiivne maatriks А  
oleks x-perfektne, on tarvilik ja piisav, et iga maatriksi В 
korral, mis rahuldab tingimust 
C B  ^  C A  1  r  I  x  ~  z  I x »  ( 1 9 . 1 0 )  
kehtiks zB(x) = zA(x) (x G С д ) .  
Toestus. Tarvilikkus. Olgu А X-perfektne maatriks ja 
rahuldagu maatriks В tingimusi (19.10). Tähistame 
f  ( X )  =  X A ( x )  -  Z B ( x )  ( X  G  С д ) ,  
siis f G (c^)' ja kern f ^ с , millest А X-perfektsuse tõttu 
kern f :> cX = Сд, s.t. z®(x) = zA(x) iga x g СД korral. 
Piisavus. Eeldame, et iga maatriksi В korral, mis ra­
huldab tingimust (19.10), on ^B|cx = zA, kusjuures A on 
X-konservatiivne maatriks. Olgu f G (Сд)' niisugune funktsi­
o n a a l ,  e t  k e r n  f  c X ,  j a  l e i a m e  v a s t a v a l t  l a u s e l e  1 8 . 3  ( a )  
maatriksi D omadusega c^ ^ Сд ja zD(x) = f(x) (x G СД) . Tä­
histame В := D + A, siis z B(x) = f(x) + z A(x), seejuures 
kehtib z B(u) = z A(u) iga u G с" puhul. Vastavalt eeldusele 
järeldub sellest 
f  ( X )  =  Z A ( X )  -  Z B ( X )  =  0  ( X  G  С д ) ,  
s . t .  f  =  0 .  L a u s e  4 . 1 1  ( a )  k o h a s e l t  o n  С д  =  c X .  
Erinevalt teoreemist 11.6 jääb teine regulaarsete maat­
riksite klassikaline 4oOS уз lateoreem - teoreem 11.7 - kehti­
ma ka X-regulaarsete maatriksite puhul. 
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TEOREEM 19.7. Kui A  Ja В  on Х-regulaarsed maatriksid 
ning m X  n Сд с Cg, siis on А Л В hulgal ш Х  n сд X-koosid las. 
Tõestus. Maatriksite A ja В X-regulaarsuse ning võrduse 
mX = щХ  » <e> tõttu kehtivad seosed 
=  4  =  ° k  =  \ 0  ( k  e  W ) '  
Z A (X - 1 )  X 0,  Z B (X - 1 )  X 0,  
Ишдв x 0, limge *• 0, zA (e) = yB(e) = 0 
ja 
mX Л сд = (mX  л гд) ® <e>. (19.11) 
Väite tõestuseks piisab ilmselt kontrollida A ja В X-koos­
kõlal isust hulgal mo Л 2д• Teiste sõnadega, vaja on veenduda, 
et jadade x e mX л 2д korral 
Л ( х )  =  0  z B ( x )  -  0 .  ( 1 9 . 1 2 )  
Vastavalt seostele (19.11) ja e e cXg \ Zg saame eeldu­
sest mX л сд с Cg sisalduvuse щХ  л 2д c  zg , millest omakor­
da järeldub m л Cg с Cq , kus R ™ (X^a^k Ak )гД ja 
Q :•= (X b , Л. ) . (vt. märkus pärast lauset 18.7). Kuna maat-
r. r»k к nk 
riks id R ja Q on lause 16.2 kohaselt konservatiivsed, siis 
teoreemi 11.8 põhjal kehtib sisalduvus Ш л Wg С WQ. Sellest 
saame võrdust (18.8) rakendades tingimuse 
" о  П  W A =  " в -  x  <19-13 )  
Esitame suvalise fikseeritud elemendi x e m o  л 2д ku­
jul x = (x - k^x 1) + kx 1 = u + k^x 1, kus u := x - kA 1 
ja к
я  
•-= zA(x)/zA(X 1). Seejuures zA(u) = yA(x) - к (У А(Х 1) 
= 0, niisiis, u e mX  л kern r k  - mX  л c  Л r  ^д. 
millest seose (19.13) kohaselt u e с - kern z B  . Saame 
r
B(X- ) 
z B ( x )  =  к  x B ( X  1 )  =  — — — —  y A ( x )  ( x  e  m X  л  2 д  ) ,  
Г (X ) Oft 
siit järeldubki (19.12). 
Täiendused ja märkused 
Sisalduvuse Сд с Cg uurimisele on pühendatud Leigeri ja 
Maasiku artikkel [312], kus on tõestatud lausetega 19.3 (a), 
19.4 ja teoreemiga 19.5 sarnased, aga ka mõned neist tulene­
vad väited juhul - x . Siintoodud tulemused X-kooskõlali-
suse kohta ei ole varem trükis ilmunud. 
Teoreemi 19.7 juurde märgime, et Boosi ja Leigeri [57] 
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täienduste is +1 abil> ®ilie me formuleeris ime §11 
Mazur-Orl ir^i osas» saab toestada üldisemaid. nn. 
kehtib upi ^еогеете X-summeeruvuse kohta . Näiteks 
TEOREEM. Olgu Z soliidne jadaruum ning A ja В sellised 
m a a t r i k s i d ,  e t  ч >  с  z  л  с  C g .  K u i  Z л  Р д  =  < z  Л  И д )  ®  < v >  
ning v e I f  siis 
z B < x )  =  * ( x A ( x >  -  E okXk) + E b k \  (x  e Z л В д ) ,  
kus * - 0 juhul v = 0 ja * - л^(*)/ л^(у) juhul v * 0. 
§20. SOMMEERUVUSTKGOBID KIIROSEGA SÖMMEERUVDSE 
KORRAL 
Maatriksite A ja В ning kiiruste X ja v puhul, mille­
dest üks võib olla ka tõkestatud, nimetatakse arve 
( k  e  in)  
1) .e£ )-summeeruvusteguriteks, kui iga A -tõkestatud jada 
x korral on jada x := (•» ) Bu-tõkestatud, 
2 )  ( A X ,  B ^ )-summeeruvusteguriteks, kui iga A'-summeeruva jada 
x korral on jada s- x B^-sumroeeruv, 
3 )  ( A X , B ^)-summeerususteguri teks, kui iga A'-summeeruva jada 
x korral on jada £* x Bv-tõkestatud. 
Definitsioonist ort pikemata selge, et nii (А\В^)- kui ka 
(AX  , B^ )-summeeruvustegurid ort (AX  , B^ )-summeeruvustegur id . 
Täpsemalt selgitab nertde nPistete vahekorda 
LAOSE 20.1. (a) Olgu А  X-perfektne ning 3  suvaline 
maatriks omadusega c ß  =• *> • Arvud on (AX,B1")- summee ruvus-
tegurid parajasti siis, kui 
1° S on (AX,B^)-summeeruvustegurid ja 
2° ßVek ), B^-X"1), B* e <? (к e И ). 
(b) /fui А on normaalne ja В on &plike ridadega maatriks, 
siis võib väites (a) tingimuse 1° asendada tingimusega 
1°° /дх В 1 - 1)- summeeruvustegurid, 
к  
v  
О  '  О  
22* 
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kusjuures juhul ur = 0 ( 1 )  tuleb ш  asemel v&tta m .  
Tõestus, (a) Arvud <k on (AX , B^)-summeeruvustegur id 
parajasti siis, kui maatriksi D '-=• (Ь
тк
^
к
) korral kehtib 
sisalduvus Сд с Ср. Näitame, et see on samaväärne tingimus­
tega 
°А c  mD De k/ DX 1, De e с (к e IN ), (20.1) 
mis ilmselt langevad kokku tingimustega 1° ja 2 . ühelt 
poolt järeldub seosest Сд с sisalduvus Сд с m^ ja tänu 
maatriksi А X-perfektsuse le ka e\ * *,e e (к e W). Vas­
tupidi, väite (20.1) kehtivuse korral vaatleme FK-ruumis с
д  
f unkts ionaa le 
f r j(x) := *>n  (E d^X, - liropX) (X e CX, n e IN), 
mis tänu eeldusele Сд с on määratud. Veelgi enam, nad on 
pidevad ja lineaarsed ning moodustavad punktiviisi 
tõkestatud jada. Järelduse 4.22 kohaselt on hulk 
L (x e Сд j 31 im r  f n  (x)} ruumis Сд kinnine . Seejuures jä­
reldub tingimustest (20.1), et lin tek ,x 1 ,e j к e IN > с L, 
mistõttu А X-perfektsusest saame 
Сд = lin {ek ,x 1  ,e j  k e ! N } c L  =  L c : C p .  
( b )  N o r m a a l s e  A  n i n g  l õ p l i k e  r i d a d e g a  m a a t r i k s i  В  k o r ­
ral 
°A c mD ** "T 3 °X> 
1Сд ^ ^ ПЬр ^ Ш j  
kus T : - DA 1. Väide järeldub teoreemist 16.1 (c). 
Eeldame järgnevas, et A on normaalne ning В kolmnurkne 
maatriks. Nii nagu (А,В)-summeeruvustegurite korral, saab ka 
siin vaadeldavate leidmiseks kasutada poördteisenduse meeto­
dit. Me piirdume ainult (AX,B^)-summeeruvustegurite uurimi­
sega, sest, esiteks, mängivad just need tähelepanuväärset 
osa rakendustes funkts ioon iteoorias (vt. täiendused ja mär­
kused) ja, teiseks, saab lause 20.1 kohaselt nende abil 
leida ka (А ,В )-summeeruvustegurid. 
Moodustame antud jada s korral maatriksi T := (t n k) 
seosega 
4,к E b rv= l-' t ) l  (n.k « W). (20.2) 
kus А on A pöördmaatriks. Kuna A korraldab BK-
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ruumide Год ja m vahel üks"hese vastavuse, siis võrdusest 
^  4 > k  \  ~  .  E  b n .  ä .  ^  ( x  : =  A ~ * z ,  г  g  m X  ,  n  6  I H )  Jc=o 
tuleneb, et arvud s. on (A^,)-summeeruvustegurid parajasti 
siis, kui maatriks T teisendab iga x-tõkestatud jada 
»>-tõkestatud jadaks. Selleks leiame tarvilikud ja piisavad 
tingimused teoreemist 16.1 (b). Kuna tk : = lim^trk eksistee­
rib iga к e W korral (vrd. (16.6)), siis tingimuse (16.4) 
võime ilmselt kirjutada kujul Ц, 1j A k  < ®. Tingimuse 
(16.5) puhul tuleb silmas pidada, et maatriksi T kolm-
nurksuse tõttu 
I Ч>к~Ч I Г, 1Чк"Ч1 CD l4 I 
E x - E x + E ~T (n e w ). 
к к к =o к k = r,*i к 
Niisiis kehtib 
TEOREEM 20.2. Olgu A  normaalne ja В  kolmnurkne maat­
riks . 
( a )  A r v u d  o n  (A0 ,B^ )-summeeruvustegurid parajasti siis, 
kui 
eksisteerib lim trk = t^ (к G W ), 
Te e m u, (20.3) 
0 D  1 Ч  I  
E  — —  =  0 ( 1 ) ,  ( 2 0 . 4 )  
n  h n k - 4 l  
V  E  ;  = 0 ( 1 ) .  ( 2 0 . 5 )  
П 
к =0 
Juhul v e  m ,  tuleb 0 ( 1 )  asendada sümboliga o ( l ) .  
(b) Kui an0 =• 1 (n G W) ning Be° G m*, siis on tingimus 
(20.3) täidetud. 
Väite (b) põhjendamiseks paneme tähele, et kui a^ - 1 
(n G IN), siis A-1e = e° ehk lj^-ц, = 6 l o  (i G IN). Seosest 
(20.2) saame vaadeldavatel eeldustel, et 
Te - ( Г b <5. ) - (b S ) - e Be° G m" . IC - x Ld *-*г,х V гО r> riO От» О 
Märgirae~° et tingimus ar-Q =1 (n G IN) on täidetud 
paljude RJ-regulaarsete menetluste korral. 
1. olgu А = В = 2, siis teoreemi 20.2 (b) eeldu-
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sed on täidetud ning 
f Ack, kui к < n, 
trk := i , kui к = n, 
(. 0, kui к > n (n 6 W). 
Seejuures tk = Д«к (к G IN) ning tingimused (20.4) ja (20.5) 
saavad vastavalt kuju 
co I^J 
У E — = 0(1) 
T
' V = r> * 1 к 
ja 
* - 0(Xr ). 
Need ongi tarvilikud ja piisavad tingimused selleks, et 
arvud «k oleksid (2X )-summeeruvustegurid . 
Pöördte isertduse meetodit saab (AX , )- või (AX , BP )-sum-
meeruvustegurite leidmisel praktiliselt rakendada sobivalt 
valitud maatriksite A ja В korral. Oluline on, et maatriks T 
oleks seosega (20.2) piisavalt lihtsalt avaldatav. Teine, 
f unkts ionaa lana lüüti line meetod on kasutatav sel juhul, kui 
maatriksi A X-summeeruvusväli on lihtsa struktuuriga, ena­
masti eeldatakse, et A on Х-AB-maatriks. 
Defineerime antud kiiruse v ja alamruumi p sisaldava 
FK-ruumi E puhul jadaruumi 
e/3(v) := (s e у I Vx G E : £*x G es"} 
ja kaasruumi E' alamruumi 
Е'(м) := {f e E'| VX g E 3 lim ^(f (x) - f (x^))}. 
Ilmselt sisaldab E'(v) kõik koordinaatfunktsionaa1 id, seega 
ka jadaruumi p. Täpsemalt, seosega 
f£(x) := E (x G E) (20.6) 
määratud funktsionaal kuulub hulka E' (v) iga с ^ p korral. 
Lihtne on veenduda, et 
£ G E^(u ) 3 f e E' (y ) : £v - f (ek ) (k G W ). 
Toepoolest, ühelt poolt rahuldab seosega (20.6) defineeritud 
funktsionaal t£ iga s e E^) puhul tingimusi f£ G E' (^) ja 
= fs (ek ) (k G W). Teiselt poolt, kui «k = f(ek) (k G IN ) 
mingi f e E' (v) korral, siis f(x) = limrf (x™) = ja 
eksisteerib lim^J^^«^ =. limn*»n(f(x) - f (x™ )) iga 
x G E puhu 1, s.t. •£ G Е^(р). 
Me nimetame jadaruumi Е^(м) elemente FK-ruumi E »-fak­
tor jadadeks. On selge, et ruumi Сд »-faktorjadadeks on para-
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Jasti i&ik (A ,-L ) summeeruvustegurite Jadad. 
LAOSE 20.3. Olgu X mingi kiirus ning A selline 
normaalne maatriks, et с
оД 
з p ja S^ - Пд. Jada e on BK-ruu-
r' A  v~ faktor Jada parajasti siis, kui 
= JkVroamk (k « W), (20.7) 
jois Jada t (t^) rahuldab tingimust 
3 M > 0: E |tj < M (n e IN ) . (20.8) 
Tõestus. Iga f e (n^)' puhul leidub t e et 
f(x) = L K\Zo ать*к (x 6 nA> 
(vt. teoreem 15.2 da sellele järgnev märkus). Seejuures 
kuulub seosega (20.7) määratud jada « = (f (ek)) tänu ruumi 
Пд AK-omadusele selle ß-kaasruumi (Пд sest 
E - E xkf(ek) = f(x) (x e Пд). 
Väite toestuseks on vaja näidata, et tingimused f e (Пд)'(^) 
ja (20.8) on samaväärsed. 
Tähistame 
= k=La"kXk ( x  e  n A ' n  e  W ) -
Kui tingimus (20.8) on täidetud, siis 
|fn(x)| < vr> ^ E |tm|xm I £ 
5 ^ E |tj sup I E a^xj 
T/l- r>> 1 TTl^Ti к =7>* 1 
<  И  » X -  x ™ #  X  -  0  
> A X 
iga x e Пд korral protsessis n -» oo . Seega f e (пд)'(^1). 
Eeldame, et sUpr | tj = 00 ning moodustame indek­
site n ja p korral jada 
- (0, ...,0,Х
л
«8вп 4.«' sgn %»°. •••>> 
kus n > p ja arvule xri>1sgn tr>1 eelneb n + 1 nulli. Kuna 
X 
n. 
»ХГ"Р>11 x = » 2,r"P>»x - L-
А 
Seepärast 
sup ^ sup j £n (xr ,p> ) I 
Г», p 
= sup и J E Vm E amlt^n,p>| 
r> , p r/>= Г.4-1 к = r»+-l 
= SUP Vr,l7 ^iVm2)!r"P'l 
p 
= sup I E tmSgn tw I 
n.p m=ri*l 
= sup E |tm| 
ühtlase t<3 kesta tuse printsiibi kohaselt ei ole funktsionaa-
lide jada (fn) BK- ruumis Пд pun kt iv i isi tõkestatud, niisiis 
f ? (Пд)'(f ). Lause on tõestatud. 
Erijuhul А = I saame lausest 20.3 
-(n y(u)~ {# € а» I i> E ~7— - 0(1)}. 
к = nt-1 V 
Selleks, et « e (nX )^(v) oleks ruumi zX i>-f aktor jada, on 
seose zX = nX ® <x~% tsttu tarvilik ja piisav, et eksistee­
riks 
lim t»n E ~ 
Viimane tingimus on iga * e (nX (м) korral taidetud, kui 
= 1 (n e W)J üldjuhul aga mitte, nagu selgub järgnevast 
näitest. 
Näide 2. Olgu Xf| := ^ := 2 ning e := (0,4,1,4,1,...), 
siis 
00 £\ 1 00 00 
E x - = 0  +  2  +  ^ +  J +  f ß + . . . =  2  t  E  2 " k +  3  E  2 " 2 k -  3 .  
b  =  0  I t  V = 2  k  =  3  
Vahetu arvutus näitab, et 
J 3*2 r', kui n = 2i, 
k E Г" 
seega 
cd £i< 
E 
^ 2 <T' ly, kui n = 2i + 1, 
J 3, kui n = 2i, 
k =  ^  2 ,  k u i  n  = •  2 i +  1  ( i e W )  
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Niisiis, £ e (nX )'*{v )\ (zx /*(!,). 
Järgmine teoreem 011 otsene järeldus lausest 20.3, tuleb 
vaid silmas pidada, et X-regulaarse maatriksi A korral 
kehtib seos с
д 
= 
Пд 
* <л~*> * <e> (vt. §16 ja lause 17.4 <d)). 
TEOREEM 20.4. Olgu A normaalne X-regulaarne- X-AB-maat­
riks. Arvud on (АХ,ГЫ)-summeeruvustegurid parajasti siis, 
kui 
**" Jj4 0 ( 1 )  
Ja 
< G csy n X«csv. (20.9) 
Olgu A järgnevas normaalne X-regulaarne maatriks ning 
Ä := (Ц"
к
а
л
. )rk (vrd. §13). Kuna 
i -i am E \ (n 6 «). 
к =0 x =0 к =0 
siis = £ Сед] ja n^ - E [Пд]. Seejuures 
°Ä " n\ ® <^x"1> ® <e°>, (20.10) 
kus ДХ"1 = (X- - X-'_A ja = о. ^ 
Eeldame, et arvud on (A )-summeeruvustegurid 
mingi tõkestamata kiiruse ъ» korral. Moodustame maatriksi T 
seosega (20.2), milles В :=• X, siis T [cX ] с . Seega peab 
maatriks T rahuldama teoreemi 16.1 (a) tingimusi (16.1) 
(16.5), kusjuures samuti, kui teoreemile 20.2 eelnevas 
arutelus, võib tingimused (16.4) ja (16.5) asendada 
tingimustega (20.4) ja (20.5). Seosest (20.4) saame, et 
14. J 
I E Vt.n«l = 0(1). 
= 0(XM ) ehk 
\akk 
* = 0(- ) . (20.11) 
k 
See on tarvilik tingimus (ÄX,TV)-summeeruvustegurite 
jaoks. Täpsed tingimused annab järgmine 
-rsriRKKM 20 5 Olgu A normaalne X-regulaarne X-AB-maat-
rikslZ' shun. .Urus, et 
23  177 
Arvud on )-summeeruvustegurid parajasti siis, kui 
on Pidetud tingimused ( 2 0 . 1 1 ) ,  
Aek = E 4ftX7/.aw,k' *us pri E jt J = 0(1), (20.12) 
m=k «• 1 ' ' ' rn= r.4-1 
Ja 
1 e esV . - (20.13) 
Tõestus. Lähtudes Abeli teisendusest 
E W - E (Ä£k)zk' + Ämz™ (m e W), 
kus zk -- Ц^0х (к e IN), veendume õigepealt, et tänu tar­
vilikule tingieusele (20.11) kehtib seos 
Sk e (Пд )^(v) «• Ac — (Ac k  ) e (Пд ) ^  ( » )  .  (20 . 14) 
Olgu x e пд, siis punktis z e n д leiab aset 18 ike koonduvus, 
s .t. 
sup XJ Ea^l = * z p l  -  -  0 
k = q A 
protsessis p,q •* oo, mistõttu xr, I ar,r> I I zn I 0 (n -» o o ) .  Siit 
ja tingimusest (20.11) saame , et <rizn = о (1 ), seega 
koondub rida parajasti siis, kui 3^ (Aek )zk koondub, 
ning sel juhul on nende kahe rea summad võrdsed. Edasi, 
"n E «
к
*к = *%> E Ck)2v + 
к = n+ Ж к =fi*-i 
lim v с г = lim -—v « z =0, 
r> r» r» r> r»  ^ 7>—1 r» r> ' 
siis on selge, et 
и . V X E CS AE* Г E CS 
iga x e nд korral. Väide (20.14) on tõestatud. Sellest ja 
lausest 20.3 tuleneb, et (20.12) - on samaväärne väitega 
£ « (nj/^**). Kuna e° e cs^, siis võrduse (20.10) tõttu on 
tingimused (20.11) - (20.13) tarvilikud ja piisavad (Ä,XU )-
summeeruvustegurite <k jaoks. 
Hžide .3. Olgu Mp x-regulaarne Rieszi kaalutud keskmiste 
menetlus, mis teatavasti (vt. §17, näide 1) ori X-AB-omaduse­
ga . Rakendades teoreemi 20.4 ning pidades silmas, et kui 
= 
Ц-Гк Ч.\А,к = РкСк ЧЛгЛп. s i i s  
pk *k 
Ч = — V  < k * i N ) ,  
к 
Fk 
c£ Ъ Г 
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saame tarvilikud ja piisved tingiaused 
00 Pk ck 
^ к,.?*, ~ 0(1} (20.15) 
ning (Л3.9) (М^.л )-suewseruvustegurite jaoks. Analoo-
6 lt _eiame teoreemist 20.5 tarvilikud ja piisavad tin­
gimused 
°> Pk 
kj» l~AT"l = 0(1)- (20.16) 
£v = OC-
ja (20.13) selleks, et arvud oleksid (M^ ,2?)-summeeruvus­
tegurid. 
Erijuhul, kui Pk = 1 (к e W). saavad seosed (20.15) ja 
(20.16) vastavalt kuju 
«> k+1 
к
.ЕдК1 = °<1> 
ning 
® k+1 
Pft 
k-W kl "*0(1,1 
kus д д (Ack ) (k € Dl) . See võimaldab meil hõlpsasti 
leida (C^.Z )- ja (C^,z")-summeeruvustegurid eeldusel, et 
menetlus Ct on X-regulaarne . 
Täiendused ja märkused 
Pöördteisenduse meetodit kasutas Kangro [2923 (A,A^)-
summeeruvustegurite leidmiseks, sealjuures vaatles ta 
erijuhte А M ja А : = С (-« = 0,1,...). Artiklis [294] 
^ X _Л 
rakendas ta sama meetodit (A^, ET )-summeeruvustegurite 
uurimiseks. Funktsionaalanalüü-fcilist meetodit käsitlevad 
teoreemid 20.4 ja 20.5 olid tõestuseta esitatud Leigeri 
poolt (vt. [309])-
Summeeruvustegurite teooria rakendused funktsiooni teoo­
rias (ülevaate sellest probleemideringist leiab lugeja 
Капяго artiklist [291]) olid üheks lähtekohaks süstemaa-
+ilistele uurimustele kiirusega summeeruvuse valdkonnas. 
1963 a leidis Aljartcic [5] piisavad tingimused teatavat 
liiki (ŽX Ž**)-summeeruvustegurite jaoks, kus Z := Z^ on 
menetlus \ juhul Py : = (k+l)"" - k" (- > 0) (Zygmundi menet­
23* 
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lus) ja X selline tõkestamata kiirus, mille puhul k°Ak kas­
vab monotoonselt mingi a > 0 korral, üldistades Alexitsi ja 
Kraliku [4] tulemust, kes olid vaadelnud juhtu - 1 (s.t. 
= C1), tõestas ta, et arvud XkA*k on <20,Ž0)-
summeeruvustegurid, kui 
1) Л2»
к 
ž 0 (к б И) ja k^1" mingi b e (0,«--a) korral 
või 
2 )  - >  > a, *kt , Д < 0 (n 6 IH) ja к mingi с > 0 
korra1. 
Seejuures näitas Aljancic, et kui 2"-perioodilise funktsioo­
ni f korral ruumist С või Lp (p ^ 1), mille Fourier' rida on 
^aQ + E akcoskt + bksinkt, 2 к 
on teada tema enda või ta tuletiste pidevus- või siledusmoo-
dulite kahanemiskiirus, siis võimaldab saadud tulemus hinna­
ta sellise funktsiooni f vastavte moodulite kahanemiskii­
rust, mille Fourier' reaks on 
1 ® 
2s0a0 + £ sk(akcoskt + bksinkt). 
к = 1 
Aljancici töö, milles ei kasutatud summeeruvustegurite mõis­
tet, ajendas Kangrot uurima üldisi (AX , B^bsumroeeruvustegu-
reid. Artiklis [294], kust on pärit teoreem 20.2, leidis ta 
tarvilikud ja piisavad tingimused (m\b^)- ja (C\,B^)-
p(J О о/О О 
summeeruvustegurite jaoks. Aljancici tulemust üldistab ja 
täpsustab 
TEOREEH ([294]). Olgu regulaarne menetlus, mis säi­
litab nii X- kui ka t>- t&kestatuse (s.t. Mp[mX] с щХ  ja 
M [m^] с в"), Aus и - О (и ). Arvud *. on (й\,М u^)-sum-
р л 7>—1 к р о рО 
meeruvustegurid parajasti siis, kui on Pidetud tingimused 
(20.15), 
и P Ас г О (X p ) 7> T) ГН-Ж > 
- 0(Xn). 
Juhul, kui v e m, tuleb Emboli 0 asemel kirjutada o. 
Kiirusega summeeruvuse tegurite teise rakendusena 
Fourier' ridade teoorias märgime Siku [327] poolt 
defineeritud T - konstruktiivseid funktsiooniruume. Olgu T 
RJ-regulaarne kolmnurkne maatriks. Banachi funktsiooniruumi 
X ning kiiruse x puhul tähistatakse 
V '•= {f° I Sn := lC,rf - f°»X = °(1). Xr,Sr. = 
kus f° on funktsiooni f e X Fourier' rida kujul 
о 
00 
f : = := E akcoskt + t^sinkt 
ning 
"„f0 ;= ^E trk(akcoskt + ^sinkt) (n e W), 
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+ /t,r^8onoioeetrilised polünoomid moodustavad ruumis X 
tiheda hulga, siis on BK-ruum normiga 
Иf » *f 8 ^ +- sup sn . 
Artiklites [327], [328] ja [329] uuritud arvukate konkreet­
sete T -konstruktiivsete ruumide hulgast märgime näiteks 
seost 
W^LipCl.p) = (p 2r l), 
kus - 0 on paarisarv, X (k-), Lip(l.p) on selliste 
funktsioonide f hulk, mille korral »f (t + h) - f (t)l 
- 0(h), ja W X tähistab kõigi selliste funktsioonide f hul­
ka, mille i-ndat järku tuletis f11'kuulub ruumi X. 
Sikk näitas, et vaadeldavate ruumide X ^ multiplikaato-
T 
rite probleei saab paljudel juhtudel taandada summeeruvus­
tegurite le . Näiteks kehtib 
TEOREEM ( [328]) .  Olgu A j a  В sellised maatriksid. et 
а : 1 (n 6 IH) ja Be° e xau. Iga Jada mille korral arvud 
^ XX 
on (AQ,BQ)-summeeruvustegurid on multiplikaator klassist 
M(X x,X >. 
А В 
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