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Notational Conventions
Symbol Denition
|, q 2 | arbitrary eld and a nonzero, non root of unity
g  h complex semisimple Lie algebra and choice of Cartan subalgebra
, _, + root system of rank r, coroots, and positive roots
 = f1; : : : ; rg, _ choice of simple roots, coroot of 
h ; i symmetric bilinear form on R normalized to h; i = 2 for short roots
Q  P , Q0, P0 roots lattice, weight lattice, dominant integral part of root and weight lattice
I  , QI parabolic subset of simple roots and corresponding root lattice
f$1; : : : ; $rg fundamental weights of g
w 2 W , si1 ; : : : ; sir Weyl group of g and generating simple reections
i, w, Ww reduced word for w, reduced decomposition of w, Bruhat order interval
B, Ti1 ; : : : ; Tir braid group associated to the W and generators
Uq(g) quantized universal enveloping algebra of g
M semisimple category of nite dimensional integrable Uq(g)-modules
V () 2M irreducible highest weight Uq(g)-module of highest weight 
U [w], SpecU [w] quantum Schubert cell algebra associated to w, n.c. prime spectrum of U [w]
H, H-SpecU [w] algebraic torus (|)r and the H-prime spectrum of U [w]
' : U [w] ,! U [w] Cauchon's deleting derivations map to the Cauchon quantum ane space
G connected, simply connected, algebraic group G with Lie algebra g
Rq[G]  R quantized coordinate ring of G, dominant part of Rq[G]
Rw  R0w localization of R, Cartan-invariant subalgebra of Rw (under right hit)
w : R
0
w  U [w] Yakimov's surjection from the representation theoretic approach to U [w]
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Abstract
In recent years the quantum Schubert cell algebras, introduced by Lusztig and De Concini{
Kac, and Procesi, have garnered much interest as this versatile class of objects are furtive
testing grounds for noncommutative algebraic geometry. We unify the two main approaches
to analyzing the structure of the torus-invariant prime spectra of quantum Schubert cell
algebras, a ring theoretic one via Cauchon's deleting derivations and a representation the-
oretic characterization of Yakimov via Demazure modules. As a result one can combine
the strengths of the two approaches. In unifying the theories, we resolve two questions of
Cauchon and Meriaux , one of which involves the Cauchon diagram containment problem.
Moreover, we discover explicit quantum-minor formulas for the nal generators arising from
iterating the deleting derivation method on any quantum Schubert cell algebras. These for-
mulas will play a large role in subsequent research. Lastly, we provide an independent and
elegant proof of the Cauchon{Meriaux classication. The main results in this thesis appear
in [GY] and are joint with Milen Yakimov.
x
Introduction
Approximately twenty years ago, Joseph [Jos94,Jos95] and Hodges{Levasseur{Toro [HLT97]
obtained a number of important results on them the spectra of quantum groups for generic
parameter q,
One of their main goals was to understand these spectra in terms of symplectic foliations
in an attempt to extend the orbit method [Dix96] to more general classes of noncommu-
tative algebras. This lead to the study of various quantum analogs of universal enveloping
algebras of solvable Lie algebras. The quantum Schubert cell algebras U [w], dened by De
Concini{Kac{Procesi [DCKP95] and Lusztig [Lus93], comprise a large and versatile such
class algebras. For every simple Lie algebra g and an element w, one constructs U [w],
which is a deformation of the universal enveloping algebra U(n  \w(n+)) and a subalgebra
of the quantized universal enveloping algebra Uq(g) Alternatively, we can view the algebra
U [w] as a deformation of the coordinate ring of the Schubert cell corresponding to w of the
full ag variety of g equipped with the standard Poisson structure [GY09]. These algebras
played important roles in many dierent contexts in recent years such as the study of coideal
subalgebras of Uq(b ) and Uq(g) [HS,HK12] and quantum cluster algebras [GLS].
There are two very dierent approaches to the study of the spectra of U [w]. One is purely
ring theoretic and is based on the Cauchon procedure of deleting derivations [Cau03a]. The
second is a representation theoretic one and builds on the above mentioned methods of
Joseph, Hodges, Levasseur, and Toro [Jos95,HLT97]. Each of these methods has a number
of advantages over the other, and relating them was an important open problem with many
potential applications. Previously there were no connections between them even for special
cases of the algebras U [w], such as the algebras of quantum matrices.
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In this paper we unify the ring theoretic and the representation theoretic approaches
to the study of SpecU [w]. Furthermore, we resolve several other open problems on the
deleting derivation procedure and the spectra of U [w], two being questions posed by
Cauchon and Meriaux [MC10]. Before we proceed with the statements of these results, we
need to introduce some additional background.
There is a canonical action of the torus H = (|)r on U [w] by algebra automorphisms,
where | is the base eld and r is the rank of g. By a general stratication result of Goodearl
and Letzter [GL00], one has a partition
SpecU [w] =
G
I
SpecIU
 [w] over I 2 H-SpecU [w]
Here H-SpecU [w] denotes the set of H-invariant prime ideals. By two general results of
[GL00] H-SpecU [w] is nite and each stratum
SpecIU
 [w] =
(
L 2 SpecU [w] j
\
t2H
t(L) = I
)
is homeomorphic to the spectrum of a (commutative) Laurent polynomial ring. The problem
of the description of the Zariski topology of SpecU [w], however, is wide open.
The Cauchon method of deleting derivations is a multi-stage recursive procedure [Cau03a]
beginning with an iterated Ore extension A of length l (of a certain general type) equipped
with a compatible H-action and ending with a quantum ane space algebra A with a H-
action. Cauchon constructed in [Cau03a] a set-theoretic embedding of SpecA into SpecA. It
restricts to a set-theoretic embedding H-SpecA ,! H-SpecA. The H-invariant prime ideals
of A are then parametrized by some of the subsets of [1; l], called Cauchon diagrams. The H-
prime ideal of A corresponding to a Cauchon diagram D  [1; l] will be denoted by JD. The
problem of determining which subsets of [1; l] arise in this way (i.e., are Cauchon diagrams),
is the essence of the method and is very dicult for each particular class of algebras. It
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was solved for the algebras of quantum matrices by Cauchon [Cau03a] and for all algebras
U [w] by Cauchon and Meriaux [MC10]. To state the latter result, we denote the set of
simple roots of g by  and the corresponding simple reections of W by s,  2 . A
word i = (1; : : : ; l) in the alphabet  will be called a reduced word for w if s1 : : : sl
is a reduced expression of w. Each reduced word i for w gives rise to a presentation of
U [w] as an iterated Ore extension of length l. The subsets of [1; l] are index sets for the
subwords of i by the assignment fj1 < : : : < jng .. .(j1 ; : : : ; jn). We will denote by
 the (strong) Bruhat order on W and set Ww = fy 2 W j y  wg. For each y 2 Ww
there exists a unique left positive subword of i corresponding to y (see Section 2.2 for its
denition and details on Weyl group combinatorics). Its index set will be denoted by D+i (y).
The Cauchon{Meriaux classication theorem states the following:
For all Weyl group elements w 2 W and reduced words i for w, consider the presentation
of U [w] as an iterated Ore extension correspodning to i. The Cauchon diagrams of the
H-prime ideals of U [w] are precisely the index sets D+i (y) for y 2 Ww.
The representation theoretic approach [Yak10] to the spectra SpecU [w] relies on a family
of surjective H-equivariant antihomomorphisms w : Rw0 .. .U [w], where Rw0 are certain
quotients of subalgebras of the quantum groups Rq[G]. The algebras R
w
0 were introduced by
Joseph [Jos95] as quantizations of the coordinate rings of w-translates of the open Schubert
cell of the ag variety of g, see Section 4.2 for details. Via these maps one can transfer
back and forward questions on the spectra of U [w] to questions on the spectra of quan-
tum function algebras. The latter can be approached via representation theoretic methods,
building on the works of Joseph [Jos94,Jos95], Gorelik [Gor00], and Hodges{Levasseur{Toro
[HLT97]. This leads to an explicit picture for H-SpecU [w]. First, the H-invariant prime
ideals of U [w] are parametrized by Ww, and the ideal Iw(y) corresponding to y 2 Ww
is explicitly given in terms of Demazure modules using the maps w, see 4.2.2 for a precise
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statement. Second, each of the strata SpecIw(y)U
 [w] consists of ideals constructed by con-
tractions from localizations of U [w]=Iw(y) by explicit small multiplicative sets of normal
elements.
Each of the above two methods has many advantages over the other. Using the representa-
tion theoretic approach, it was proved that all ideals Iw(y) are polynormal, it was established
that U [w] are catenary and satisfy Tauvel's height formula, the containment problem for
H-SpecU [w] = fIw(y) j y 2 Wwg was solved, and theorems for separation of variables for
U [w] were established (see [Yak10,Yakb,Yakc]). In the special case of the algebras of quan-
tum matrices, catenarity and ideal containment was proved earlier [Cau03b, Lau07] within
the framework of the ring theoretic approach (though with more complicated arguments),
but there was no progress on polynormality or proofs of these results for more general U [w]
algebras. On the other hand using the ring theoretic approach, it was proved that for all
H-primes JD of U [w] the factor U [w]=JD always has a localization that is a quantum
torus, its center (which is closely related to the structure of the stratum SpecJDU
 [w]) was
described, and in the case of quantum matrices H-primes were related to total positivity (see
[Cau03a,BCL,GLL11]).
Our rst result resolves Question 5.3.3 of Cauchon and Meriaux [MC10] and unies the
two approaches to H-SpecU [w]
Theorem 0.0.1. Let | be an arbitrary base eld, q 2 | not a root of unity, g a simple
Lie algebra, w an element of the Weyl group of g, and i a reduced word for w. Consider
the presentation of the quantum Schubert cell algebra U [w] as an iterated Ore extension
corresponding to i.
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Then for all Weyl group elements y  w the Cauchon diagram of the H-prime ideal Iw(y)
of U [w] (from the representation theoretic approach from 4.2.2 (i)) is equal to D+i (y), the
index set of the left positive subword of i whose total product is y.
Thus the H-prime ideals of U [w] from the representation theoretic approach are related
to the ideals JD from the ring theoretic approach via
Iw(y) = JD+i (y):
Furthermore, we prove a theorem that explicitly describes the behavior of the represen-
tation theoretic ideals Iw(y) of U
 [w] in each stage of the Cauchon deleting derivation
procedure. This appears in 5.2.5 below and will not be stated in the introduction since it
requires additional background.
With the help of 0.0.1, one can now combine the strengths of the two approaches to the
spectra of the quantum Schubert cell algebras. We expect that the combination of the two
methods will lead to substantial progress in the study of the topology of SpecU [w]. We use
0.0.1 and previous results of the second author to resolve Question 5.3.2 of Cauchon and Meriaux [MC10],
thereby solving the containment problem for the ideals
fJD+i (y) j y 2 W
wg
of the classication of [MC10].
Theorem 0.0.2. In the setting of Theorem 0.0.1, the map
Ww .. . H-SpecU [w] given by y .. .JD+i (y)
is an isomorphism of posets with respect to the (strong) Bruhat order and the inclusion order
on ideals.
Finally, 0.0.1 also gives a new, independent proof of the Cauchon{Meriaux classication
[MC10] described above. (The proof of 0.0.1 does not use results from [MC10].)
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Let us return to the general case of Cauchon's method of deleting derivations. It relates
the prime ideals of an initial iterated Ore extension A to the prime ideals of the nal algebra
A, the Cauchon quantum ane space algebra associated to A. In order to study these ideals,
one needs an explicit description of A as a subalgebra of the ring of fractions of A. We obtain
such for all algebras U [w], establishing yet another relationship between the two approaches
to the structure of the algebras U [w]. Given a reduced word i = (1; : : : ; l) for w, dene
a successor function s : [1; l] t f1g .. . [1; l] t f1g by
s(j) = minfk j k > j; k = jg; if 9k > j such that k = j; s(j) =1; otherwise:
For j 2 [1; l] denote by i;j 2 U [w] the element obtained by evaluating the quantum minor
corresponding to the fundamental weight $j and the Weyl group elements s1 : : : sj 1 ,
w 2 W on the R-matrix Rw corresponding to w. We refer to Section 4.2 and Section 5.1
for details and the description of these elements in the framework of the antiisomorphisms
w : R
w
0 .. .U
 [w].
Theorem 0.0.3. In the setting of 0.0.1, for all Weyl group elements w and reduced words
i = (1; : : : ; l) for w, the generators x1; : : : ; xl of the corresponding Cauchon quantum ane
space algebras are given by
xj =
8>><>>:
(q 1j   qj) 1 1i;s(j)i;j; if s(j) 6=1
(q 1j   qj) 1i;j; if s(j) =1
for the standard powers qj 2 | of q, see Section 3.1.
This theorem establishes a connection between the initial cluster for the cluster algebra
structure on U [w] of Gei{Leclerc{Schroer and Cauchon's method of deleting derivations.
We will present a deeper study of this in a forthcoming publication. 0.0.3 is also an important
6
ingredient in a very recent proof [Yakd] of the second author of the Andruskiewitsch{Dumas
conjecture [AD08].
The paper is organized as follows. Section 3.4 contains background on the quantum Schu-
bert cell algebras and the representation theoretic and ring theoretic approaches to the study
of their spectra. Section 5.1.2 contains the proof of 0.0.3. Theorems 0.0.1 and 0.0.2 are proved
in Section 5.2, where we also establish a theorem describing the behavior of the ideals Iw(y)
under the iterations of the deleting derivation procedure.
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Chapter 1
Lie theory background
1.1 Lie algebra preliminaries
Throughout this introduction | will denote a eld of characteristic 0. All vector spaces
will be over | and all |-algebras will be unital and associative. We begin by constructing
several important algebras associated to V . Let V be a vector space and T iV := V 
i. We
adopt the convention T 0V := |.
Denition 1.1.1. The tensor algebra T (V ) of V is the vector space
1M
i=0
T iV
with multiplication dened by the concatenation isomorphism TmV 
 T nV .. .Tm+nV:
By this denition it is clear that T (V ) is a graded algebra if we take the k-th graded piece
to be T kV .
Denition 1.1.2. The symmetric algebra S(V ) is the quotient T (V )=I, where I is the ideal
of T (V ) generated by x
 y   y 
 x for all x and y in V .
Here and after we identify V with its canonical image in T (V ).
Denition 1.1.3. The exterior algebra
V
(V ) is the quotient T (V )=I, where I is the ideal
of T (V ) generated by x
 x for all x in V .
The exterior algebra inherits a natural grading from T (V ). We denote its k-th graded
piece by
Vk(V ).
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Denition 1.1.4. A Lie algebra is a vector space g endowed with an alternating bilinear
map [ ; ] : g g .. .g satisfying the Jacobi identity
[[x; y]; z] + [[y; z]; x] + [[z; x]; y] = 0
The Jacobi identity fullls the role of an associativity condition for the (Lie) bracket [ ; ],
which is a nonassociative product. If the bracket is 0, then the Lie algebra is called abelian.
We record the canonical example of a lie algebra. If A is any associative |-algebra, we may
dene [x; y] = xy   yx, the commutator bracket. Then, A equipped with this product is a
Lie algebra. This procedure denes a functor Lie( ) from the category associative algebras
to the category of Lie algebras. Given any vector space V , we can form the Lie algebra
Lie(End(V )). We will simplify notation and write gl(V ) to denote the aforementioned Lie
algebra. A Lie algebra map ' : g .. .g0 is a linear map preserving the bracket, that is,
satisfying '([x; y]) = ['(x); '(y)]. If a subspace h of g is closed under the bracket, then it is
Lie subalgebra. To encode this we write h  g. If h satises the stronger condition [g; h]  h,
then we write h g and call h an ideal. We should note that if a E g is an ideal and b  g is
a subalgebra, then a + b is a subalgebra. An ideal is called proper if it is not the zero ideal
or g itself. A nonabelian Lie algebra with no proper ideals is called simple. Given two Lie
algebras g and g0, we may construct the coproduct g g0. It is the usual categorical vector
space coproduct with bracket
[(x1; y1); (x2; y2)] := ([x1; y1] ; [x2; y2]) :
If g = a  i for some subalgebra a and some ideal i then we write g = a n i. If a is also an
ideal, then g is a coproduct a  i, which is also a product a  i. For any derivation action
' : a  ! Der(i) mapping a to 'a, we can give an i a Lie algebra structure by dening
[(x1; y1); (x2; y2)] := ([x1; y1] ; [x2; y2] + 'x1(y2)  'y1(x2)) :
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A representation of g or a g-module (when | is merely a commutative ring) is a |-module
M and a bilinear product g
|M  !M satisfying [x; y]m = x(ym)  y(xm). Equivalently,
a representation of g is a Lie algebra morphism ' : g .. . End(M). We will denote the
category of all g modules by g-Mod. Dene a map
ad : g  ! End(g)
by x 7! adx, where adx( ) = [x; ]. This is called the adjoint representation of g. The kernel
of ad is called the center of g denoted by z(g). It is clear by construction that kerad = g if
and only if g is abelian. Let R be a (not necessarily associative) graded ring. A derivation @
is an endomorphism of R satisfying
@(ab) = @(a)b+ ( 1)jaja@(b);
where jaj denotes the degree of a. Let Der(R) denote the derivation algebra of R. The Jacobi
identity and alternating property of the bracket give immediately that adx : g .. .g is in
Der(g); here we consider g with the trivial grading, that is, g is concentrated in degree zero.
A Lie algebra derivation @ is called an inner derivation if @ = adx for some x in g.
Although Lie algebras are not associative in general, we can construct an associative
algebra by forcing the bracket to be a commutator. This construction gives much insight into
the representation theory of g. The universal enveloping algebra U(g) of g is the quotient
T (g)=I, where I is the ideal of T (V ) generated by [x; y]  x
 y  y
 x for all x and y in g.
By construction we see that a g-module is precisely a module for U(g). More precisely, for
every |-algebra A there is a natural isomorphism
Hom|-Alg(U(g); A)
= HomLie(g;Lie(A)):
The statement follows from setting A = End(g).
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We briey give an alternate denition of a Lie algebra in terms of a construction of
Chevalley and Eilenberg [CE48]. Given a vector space V with an alternating bilinear map
[ ; ] : V  V ! V , we can construct the sequence of vector spaces
CV := : : :  ! n^+1(V )  ! n^(V )  ! : : :  ! V  ! |  ! 0
with maps @ :
Vn+1(V )  ! Vn(V ) dened by
@(x1 ^    ^ xn+1) = 1
n+ 1
X
i<j
( 1)i+j+1 [xi; xj] ^ x1 ^    ^ bxi ^    ^ bxj ^    ^ xn+1
A routine inductive argument shows
@(!1 ^ !2) = @!1 ^ !2 + ( 1)j!1j!1 ^ @!2;
where jxj denotes the degree of x.
Lemma 1.1.5. Suppose g is a vector space equipped with such a bracket. The sequence Cg
is a chain complex if and only if g is a Lie algebra.
Proof. Consider the rst nontrivial case @2 :
V3(g)  ! g. A direct computation yields
@2(x ^ y ^ z) = 1
3
@([x; y] ^ z   [x; z] ^ y + [y; z] ^ x)
=
1
6
[[x; y]; z]  [[x; z]; y] + [[y; z]; x]
=
1
6
[[x; y]; z] + [[z; x]; y] + [[y; z]; x]
which is 0 if and only if [ ; ] satises Jacobi. The general case follows from applying @2 to
x1 ^    ^ xn = x1 ^ ! to obtain
@ [@(x1 ^ !)] = @ [@(x1) ^ !   x1 ^ @(!)]
= @2(x1) ^ ! + @(x1) ^ @(!) 

@(x1) ^ @(!)  x1 ^ @2(!)

= @2(x1) ^ ! + x1 ^ @2(!)
= x1 ^ @2(!);
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which is zero by the inductive hypothesis.
By the previous lemma, we may dene a Lie algebra to be a vector space g with a linear
map ' :
V2(g)  ! g such that (Cg; ') is a chain complex. The abelian group Hn(g) :=
ker @n+1= im @n is called the n-th homology group of g. If M is any g-module we apply the
functor Hom( ;M) to Cg to obtain the analogously dened cohomology groups H(g;M)
with values in M .
The following collections of Lie algebras will play a major role in Lie algebra representation
theory. A Lie algebra g is called solvable if the derived series
g(0)  g(1)  : : : g(n)  : : :
terminates. Here g(0) = g and g(i+1) =

g(i); g(i)

. A less restrictive property than solvability
is nilpotence. A Lie algebra g is nilpotent if the lower central series
g0  g1  : : : gn  : : :
terminates. Here g0 = g and gi+1 = [g; gi].
Proposition 1.1.6. Consider the short exact sequence of Lie algebras
..0 .a .g .b .0i 
We have g is solvable (resp. nilpotent) if and only if a and b are solvable (resp. nilpotent).
If g has basis fX1; : : : Xng, then the Lie algebra structure is completely determined by the
structure constants| elements cki;j 2 | such that
[Xi; Xj] =
nX
k=1
cki;jX
k
Proposition 1.1.7. Suppose a and b are solvable (resp. nilpotent) ideals of g, then a+ b is
a solvable (resp. nilpotent) ideal.
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We dene rad(g) the radical of a Lie algebra to be the sum of all the solvable ideals of g.
Similarly, the nilradical nil(g) is the sum of all the nilpotent ideals. We call g semisimple if
rad(g) = 0 and reductive if g = s a where s is a semisimple Lie algebra and a is an abelian
Lie algebra.
Reductive Lie algebras are generalizations of semisimple Lie algebras in the sense that
every semisimple Lie algebra is reductive. This follows immediately from the straightforward
observation
0 = rad(s a)  z(s a) = a:
Fixing g gives a non-split (in general) exact sequence
..0 .nil(g) .g .b .0i 
and a split exact sequence
..0 .rad(g) .g .l .0:i 
By construction we see that l is semisimple. This subalgebra is called the levi subalgebra
and the decomposition g = ln rad(g) is called the levi decomposition.
Example 1.1.8. Let sl and t be the subalgebras of gl = gl(V ) given by traceless endomor-
phisms and scalar multiples of the identity transformation, respectively. We have gl = sl t.
1.2 The Cartan{Killing Form
Let h ; i be the usual inner product on gl(V ) given by
hA;Bi = trAB:
For any lie algebra representation ' : g .. .gl(V ), we dene the symmetric bilinear form
hx; yi' = h'x; 'yi = tr'x'y:
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When ' = ad we obtain the Cartan{Killing form, which we will denote by h ; i in unam-
biguous circumstances. For any subspace a  g, we dene the orthogonal complement a? to
be all the elements of g whose bracket with every element of a is 0. In symbols
a? = fx 2 g j hx; ai = 0g :
Such a product is called nondegenerate on g if g? = 0.
Proposition 1.2.1. The Killing form is invariant in the sense that
h[X;Y ]; Zi = hX; [Y; Z]i:
Proof. A straightforward computation yields
h[X; Y ]; Zi = tr ad[X;Y ] adZ
= tr [adX ; adY ] adZ
= tr adX adY tr adZ   tr adY adX adZ
= tr adX adY adZ   tr adX adY adZ
= tr adX [adY ; adZ ]
= tr adX ad[Y;Z] = hX; [Y; Z]i:
The equality ad[A;B] = [adA; adB] follows immediately from the Jacobi identity.
An immediate corollary is if a is an ideal, then so is a?.
Proposition 1.2.2. If a is an ideal of g, then the Cartan form of a coincides with the Cartan
form on g restricted to a.
Proof. We have ada(g)  a. Thus, we choose a basis for g so that for all z 2 a
adz =
0B@adz a 0
0 0
1CA
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We then have that for all x; y 2 a
hx; yi = tr
0B@adx a 
0 0
1CA
0B@ady a 
0 0
1CA = tr
0B@adx aady a 0
0 0
1CA = hx; yia
Proposition 1.2.3. A Lie algebra is semisimple if and only if it is a direct sum of simples.
Proof. Suppose a is a proper ideal of g, then
g = a a?
If a0 is an ideal of a, then a0 is also an ideal in g. This is clear since
[g; a0] =

a a?; a0
and

a?; a0

vanishes.
Corollary 1.2.4. The lie algebra g is semisimple if and only if g = [g; g]
Theorem 1.2.5 (Cartan's Criterion). The Killing form is nondegenrate on g if and only if g
is semisimple.
1.3 Classication of semisimple Lie algebras
A linear map ' 2 End(g) is called diagonalizable or semisimple if g has a basis consisting
of eigenvectors v1; v2; : : : ; vn of '. This is equivalent to g being semisimple as a |[']-module.
g = |v1  |v2  : : : |vn
An element x 2 g is called semisimple with respect to a representation ' if 'x is a semisimple
endomorphism. Subablgebras of g consisting entirely of semisimple elements are often called
toral.
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Let S  g be a subset. The normalizer of S in g is the set stabilzer under the action of
the bracket, that is,
N(S) = fx 2 g j [x; s] 2 S for all s 2 Sg
By construction if S is a subalgebra of g, then N(S) it is the largest Lie subalgebra of g
containing S as an ideal. A nilpotent subalgebra h  g that is self-normalizing (N(h) =
h) is called a Cartan subalgebra. Since the center z(g) is a solvable ideal, it is clear that
a semisimple Lie algebra is centerless. If | is algebraically closed, however, then Cartan
subalgebras are maximal abelian, toral subalgebras.
A weight of g is a 1-dimensional representation  : g .. .|. Thus, '

[g;g]
= 0. Moreover,
since semisimple Lie algebras coincide with their derived subalgebras, semisimple Lie algebras
have no nontrivial weights. Restricted to a Cartan, however, weights  2 h need not be zero.
Let ' : g .. .gl(V ) be a representation of a semisimple Lie algebra and let h be a
maximal toral subalgebra of g. Then, '(h) is a commutative subalgebra of gl(V ) consisting
entirely of semisimple operators. Let  2 h be a weight, and dene the -weight space V
with respect to ' (really '

h
) to be
V = fv 2 V j 'h(v) = (h)v for all h 2 hg
When ' is the adjoint representation restricted to h and  2 h is a weight, the denition
becomes
g = fv 2 g j [h; v] = (h)v for all h 2 hg
Immediately, we see g0 = h, and by construction g is a semisimple |[adh]-module for all
h 2 h. That is,
g = g0 
M
2
g = h
M
2
g
Elements in g are called weight vectors. The nonzero weights  for which g are nonzero
are called roots of g. The set of roots of g is denoted by .
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It is clear that if g is nilpotent, then adx will be nilpotent for any x 2 g since
g  [g; g]  [g; [g; g]]  : : :
terminating in n steps implies (adx)
n(y) = 0 for all x; y 2 g. Engel's theorem is the converse
statement.
Theorem 1.3.1 (Engel). Let ' : g .. .gl(V ) be a dimension n > 0 representation of g,
and suppose 'x is nilpotent for all x 2 g, then there is a ag in V
0 = V0  V1          Vn = V
with 'g(Vi)  Vi 1 for 1  i  n.
Corollary 1.3.2. If adx is nilpotent for all x 2 g, then g is nilpotent.
Proof. Applying Engel's theorem to ' = ad, we have
adx1 adx2 : : : adxn(g) = [x1; [x2; [xn; g]]] = 0
for any xi 2 g. Therefore, gn+1 = 0 since (in particular) gn  g.
Two remarks: A nonzero nilpotent lie algebra g must have nonzero center since the last
gi nonzero in the derived series is contained within z(g). Also, ad : g .. . End(g) is a
faithful representation when z(g) = 0, e.g., when g is semisimple. For centerless Lie algebras
this observation proves the simplest case of
Theorem 1.3.3 (Ado's Theorem). Any nite dimensional Lie algebra has a faithful nite
dimensional representation.
If g is semisimple and g = h L2 g is a root space decomposition, dene the subal-
gebras
n =
M
2
g; b = h n
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Proposition 1.3.4. The subalgebras n are nilpotent and b are solvable.
We call g = n  h n+ a triangular decomposition. Triangular decompositions gives rise
to a corresponding decompostion of universal enveloping algebras
U(g) = U(n )
 U(h)
 U(n+)
1.4 Root systems and Cartan matrices
We have seen the denition of roots in the classication of semisimple Lie algebras. Collec-
tions of roots, however, are intrinsically important as the following classical theorem suggests:
Theorem 1.4.1. Simple Lie algebras are completely determined by the irreducible crystal-
lographic root systems.
We proceed by dening root systems as abstract combinatorial objects.
Denition 1.4.2. Let V be a nite dimensional real vector space with standard inner prod-
uct h ; i. A (reduced, crystallographic) root system in V is a nite set  of vectors such
that
(i) the R-span of  is V
(ii) if r 2 , then r = 1
(iii) for all i; j 2 , we have si(j) = j   ciji is in , where cij = 2hi; ji=hi; ii
(iv) each cij is an integer.
The invertible maps ' : V .. .V satisfying '()   form a nite subgroup O of
Aut(V ). The subgroup of O generated by all the reections si is called the Weyl group
of  and is denoted W. A root system  in V is reducible if  = 1 t 2, where i is a
root system for the nonempty Wi, and V = W1W2. An isomorphism of root systems is an
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isomorphism of vector spaces ' : V .. .V 0 such that '() = 0 and the matrix entries
cij are preserved. The rank of a root system is the dimension of V
Denition 1.4.3. A generalized Cartan matrix is a matrix C = (cij) with integral entries
such that
(i) all diagonal entries are 2
(ii) all other entries are not positive.
(iii) the matrix C is the product of a symmetric matrix and an invertible diagonal matrix
Generalized Cartan matrices with positive determinant are exactly Cartan matrices.
Theorem 1.4.4 (Serre). A Cartan matrix C uniquely determines a semisimple Lie algebra
g isomorphic to |hf1; : : : ; fn; h1; : : : ; hn; e1; : : : ; eni modulo the following relations:
(i) [hi; hj] = 0
(ii) [ei; fj] = ijhi
(iii) [hi; ej] = cijej
(iv) [hi; fj] =  cijfj
(v) ad1 cijei (ej) = 0
(vi) ad
1 cij
fi
(fj) = 0
Recall the reection s adds a multiple of the root  to any root . In particular,
s( + k) =    cij  k =    (cij + k):
The Serre relations (v) and (vi) reect the fact that for  6= , the chain
   s;    (s  1); : : : ;  + t
is comprised of all roots, where s; t are the largest integers such that    s and  + t
are roots. To see this, note that ei   ej is not a root so s = 1 and then t =  cij. Thus,
ei + (1  cij)ej is not a root, and we have the anologous property
ad1 cijei (ej) = 0:
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Since [x; y] equals xy   yx 2 U(g), we obtain the following simple formula whose straight-
forward proof we leave to the reader
Proposition 1.4.5. For all x; y 2 g, the formula for adnx(y) in U(g) is given by
adnx(y) =
nX
k=0

n
k

xkyxn k
Corollary 1.4.6. In U(g) the Serre relations are
1 cijX
k=0

1  cij
k

eki eje
1 cij k
i = 0; (i 6= j)
1 cijX
k=0

1  cij
k

fki fjf
1 cij k
i = 0; (i 6= j)
Example 1.4.7. Let C be the Cartan matrix dene by
C =
0B@ 2  1
 1 2
1CA :
The corresponding Lie algebra is then isomorphic to sl3. The generators e1 and e2 satisfy
the Serre relations
[e1; [e1; e2]] = 0 and [e2; [e2; e1]] = 0:
In U(sl3) the corresponding relations are
[e1; [e1; e2]] = e
2
1e2   2e1e2e1 + e2e21 = 0
[e2; [e2; e1]] = e
2
2e1   2e2e1e2 + e1e22 = 0
Quantized analogues of the Serre relations in U(g) will play a major role in the study of
the positive part U+q of the quantized universal enveloping algebra of g .
We conclude this section with the following well-known classication which highlights the
deep interplay between Lie theory and root system combinatorics.
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Theorem 1.4.8. There are bijective correspondences between any two of the following:
(i) irreducible Cartan matrices
(ii) isomorphism classes of simple Lie algebras
(iii) isomorphism classes of irreducible root systems
(iv) connected Dynkin diagrams
Furthermore, the following exhaust all connected Dynkin diagrams
An
.
1 2
. . .
n 1 n
(n+ 1)
Bn
.
1 2
. . .
n 1 n
) (2)
Cn
.
1 2
. . .
n 1 n
( (2)
Dn
.
1 2
. . .
n 2 n 1
n
(4)
E6
.
1 2 3 4 5
6
(3)
E7
.
1 2 3 4 5 6
7
(2)
E8
.
1 2 3 4 5 6 7
8
(1)
F4
.
1 2 3 4
) (1)
G2
.
1 2
V
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Chapter 2
Stratifying SpecR
2.1 Goodearl{Letzter Stratication
Following the notational conventions in [BG02], we outline a procedure of Goodearl and
Letzter for analyzing the prime spectrum of a ring R. First, we say a proper ideal P C R is
prime if the product of ideals IJ being in P implies I or J is contained in P . We will call P
completely prime if it is prime with respect to ideals, that is, if P is prime is the usual sense
of commutative algebra. Primes need not be completely prime. The zero ideal in Mn(R), for
instance, is prime but not completely prime. If H is a group acting on R, we say the ideal I
is H-invariant (or an H-ideal) if h(I) = I for all h 2 H, and we call a proper H-ideal P an
H-prime ideal of R if the product of two H-ideals being in P implies at least one is in P . We
pause to make the important observation that H-invariant prime ideals are H-primes, but
the converse is false. Note that H-prime need not be prime. For instance,
Example 2.1.1. Let A be any simple ring. Set R =
Qn
1 A, let G be the symmetric group on
n symbols Sn, and suppose G acts on R by permuting coordinates. Clearly, 0 is an H-prime,
but is clearly not prime.
If 0 is an H-prime in R, we shall call R and H-prime ring. Let us denote by H-SpecR the
collection of H-prime ideals of R. We can endow H-SpecR with the Zariski topology, but
this will not play a role in this paper.
The action of H on R induces an action on SpecR, thereby partitioning SpecR into H-
orbits. An investigation of spectra with respect to H-orbits, however, may be impractical
as there are often more H-orbits than H-primes. We take the simple example of a Manins
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quantum plane
Rq[|2] = |hx; y j xy = qyxi
to observe the dierence between H-primes and H-orbits. Let | be a eld. The ane plane
H = |2 acts on this quantum ane space by
(|)2 y Rq[|2]
(s; t) xiyj = sitjxiyj:
There are six H-orbits
(i) h0i
(ii) hx; yi
(iii) hxi
(iv) hyi
(v) hx  ; y j  2 |i
(vi) hx; y    j  2 |i,
but only the rst four are H-primes. With this in mind, we dene (I : H) to be the largest
H-ideal contained in I, that is,
(I : H) =
\
t2H
t(I):
Observe the following: If P is prime, then (P : H) is an H-prime, and if P1 and P2 are in the
same H-orbit, then (P1 : H) = (P2 : H) Following Goodearl and Letzter [GL00], we can now
dene the H-stratum of SpecR corresponding to J dened by
SpecJR = fP 2 SpecR j(P : H) = Jg
and, thus, rene the orbit-stratication of SpecR to the H-stratication
SpecR =
G
J
SpecJR;
where the union is over all H-primes in R. In this theory H-primes parametrize the strata of
SpecR. Moreover, we have H-prime ideal containment represented in the following diagram.
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..fhx; y    j  2 |ig .fhx; yig .fhx  ; y j  2 |ig
.fhxig . .fhyig
. .fh0ig .
We will later observe that this poset is isomorphic to the initial Bruhat order interval Ws1s2 .
By restricting a result of Lorenz [Lor] if H is an algebraic torus acting rationally (see [[BG02]
Section II.2.6]) on R, then each H-stratum is H-equivariantly isomorphic to a torus|Spec of
a commutative Laurent polynomial algebra. TheH-stratication theory is especially powerful
when the number of H-strata is known to be nite, as will be our case.
2.2 Cauchon diagrams
We follow the conventions of Cauchon [Cau03a,Cau03b] and very briey outline a proce-
dure for obtaining . We later require more precise statement; see Section 4.1 for a proper
treatment of Cauchon's algorithm.
Let A be a unital |-algebra, let A[X;; ] be an Ore extension of A, and let S = fXn j
n 2 Ng. The deleting derivation homomorphism is a map  : A .. .A[X; ; ]S 1 given
by
..a .
P1
n=0
(1 q) n
(n)q !
n n(a)X n;
here (n)q! = (1)(1+q) : : : (1+q+q
2+   +qn 1). Under appropriate hypotheses, for instance
the ones in [Cau03a], this sum gives well-dened algebra map  satisfying
X(a) = ((a))X for all a 2 A:
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By the universal property of Ore extensions, we therefore have a unique map ' extending 
and mapping Y to X.
.
.A[Y ;] .
.A .A[X; ; ]S 1
'

The image of ' is the algebra obtained from the algorithm. Cauchon's method is an process
that starts with some iterated Ore extension R(N+1) = |[X1][X2; 2; 2] : : : [XN ; N ; N ] and
yields a sequence of algebras
R(j) = |[Y1] : : : [Yj 1; j 1; j 1][Yj; j] : : : [YN ; N ]
terminating with R(2) = R | the Cauchon (quantum ane) space
To illustrate this method, we restrict to the case of quantum matrices. Let | be an alge-
braically closed eld (for simplicity), and assume q 2 | is not a root of unity. The |-algebra
of nn quantum matrices A is given by n2 generators Xi;j (1  i; j  n) subject to relations:
If ( a bc d ) is a 2 2 submatrix of (Xi;j), then
ab = qba; ac = qca;
bd = qdb; cd = qdc;
bc = cb; and
da = ad+ (q   q 1)bc:
Another realization of A due to Faddeev, Reshetikhin, and Takhtadzhyan [RTF89] is as the
associative algebra over |[q; q 1] generated by formal entries Xij of a matrix X such that
R(X 
 I)(I 
X) = (I 
X)(X 
 I)R
holds for the R-matrix
R = q 1
X
1in
eii 
 eii +
X
1i6=jn
eii 
 ejj + (q 1   q)
X
1j<in
eij 
 eji:
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We denote this algebra by Rq[Mn] and note that the name \quantum matrices" or quantized
coordinate ring of matrices is warranted, though we will not justify it here. Furthermore, it
is easy to generalize this construction to obtain m n quantum matrices.
There is a natural action of the algebraic torus H = (|)2n by |-algebra automorphisms
on A given by
(1; : : : ; n; 1; : : : ; n) Xi;j = ijXi;j:
This induces an action on SpecRq[Mn]. It is well known that Rq[Mn] is an iterated Ore
extension of | and thus is a noetherian domain. In fact, the automorphisms and derivations
can be read o by the relations in Rq[Mn]. A result of Goodearl and Letzter [GL00] gives
that all H-primes of A are completely prime and that H-SpecRq[Mn] is nite.
The deleting derivations algorithm gives rise to an inclusion of sets
..' : SpecRq[Mn] .SpecRq[Mn];
where Rq[Mn] is given by the generators and relations of A, except that now the relation
da = ad + (q   q 1)bc is modied to da = ad. Moreover, this map descends to an inclusion
on the respective H-prime spectra. If we denote the generators of Rq[Mn] by X1; : : : ; Xn2 ,
then it is well-known that the H-primes in the quantum ane space Rq[Mn] have the form
QD = Rq[Mn]hXi j i 2 D 

1; : : : ; n2
	i:
Cauchon deduced the preimage of ' is a disjoint union of strata indexed by elementary
combinatorial objects called Cauchon diagrams, which also parametrize H-orbits of symplec-
tic leaves inMn [GLL11] and restricted permutations,  2 S2n such that  n+i  (i)  n+i
for 1  i  2n [BCL].
Denition 2.2.1. The Cauchon diagram of J 2 H-SpecRq[Mn] is the unique set D such
that '(J) = QD.
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For n n quantum matrices, the governing relation
da  ad = (q   q 1)bc (2.2.1)
implies that if d is in a completely prime ideal, then either b or c must be as well. With
some small additional argument, we conclude that the Cauchon diagrams for Rq[Mn] can be
described combinatorially by n n boxes such that if one square is lled, then every square
to its left or every square above it is also lled. Explicitly, the general theory of deleting
derivations yields the decomposition
'(SpecRq[M2]) =
G
D
SpecDRq[M2];
where the union is over all Cauchon diagrams. Moreover, Cauchon proves [Cau03a] that the
collections ' 1(SpecDRq[Mn]) coincide with the Goodearl{Letzter stratication of SpecRq[Mn].
In the spirit of a running example, we observe the poset of Cauchon diagrams, which does
not correspond to the poset of H-primes in Rq[Mn]. The Cauchon diagram poset is missing
two H-prime inclusions, which we denote in Figure 2.2 by dashed lines. We will later observe
that the full poset of H-primes, with the dashed lines honestly included, is isomorphic to (for
instance) the initial Bruhat order interval Ws2s1s3s2 . This consideration from the basis for
[[MC10] Question 5.3.2], which is the simple Corollary 5.2.4 following from one of our main
theorems. We shall make this precise in subsequent sections.
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FIGURE 2.1. The fourteen Cauchon diagrams of Rq[M2] with missing inclusions
28
Chapter 3
Constructing quantum Schubert cells
3.1 Quantized Universal Enveloping Algebras
Let g be complex semisimple Lie algebra of rank r with root system , Weyl groupW , Car-
tan matrix C = (cij) = 2hj; ii=hi; ii corresponding to the choice of Cartan subalgebra
h and with simple roots  = f1; : : : ; rg  h; here h ; i is the invariant bilinear form on
the real vector space R normalized by h; i = 2 for short roots. Denote by _ = 2=h; i
and s 2 W the corresponding coroot and reection. Let g have the associated triangular de-
composition g = n hn+ with corresponding universal enveloping algebra decompostion
U(g) = U(n )
 U(h)
 U(n+):
Let f$1; : : : ; $rg be the fundamental weights of g. These are the weights dual to the simple
coroots, i.e. those given by the condition
h$i; ji = i;jdj; where dj = hj; ji
2
2 f1; 2; 3g : (3.1.1)
Note that dicij = djcji, where D = diag(d1; : : : ; dn) is the symmetrizer of C. We will denote
the root and weight lattices of g by Q and P and their dominant integral counterparts by
Q0 =
rX
i=1
Z0i; , and P0 =
rX
i=1
Z0$i:
By denition of the fundamental weights. we have that for any  2 Q and root , the number
h; i is an integer. Therefore, by manipulating 3.1.1, we dene hh ; ii : P Q  ! Q by
hh; _ii = 2 h; ih; i: (3.1.2)
When no confusion exists we will drop the double-angle brackets in favor of single-angle
brackets. Note, in particular, that hj; _i i is the Cartan matrix entry cij. The simple reec-
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tion s acts on P by
s() =   h; _i
For a parabolic subset I   set QI =
P
i2I Zi. Recall the standard partial order on P
given by
1  2 if 1 = 2 +  for some  2 Q0 and
1 > 2 if 1  2 and 1 6= 2:
If  =
P
i2I ni!i 2 P0, ni > 0, for all i in I we will say that the support of  is I.
Henceforth, | shall be a eld of arbitrary characteristic and q will be a nonzero element
in | which is not a root of unity. Set qi = qdi . We will use the following notation in the
subsequent sections:
[n]qi =
qni  q ni
qi q 1i
[n]qi ! = [1]qi : : : [n]qi
[ nk ]qi =
[n]qi !
[k]qi ![n k]qi !
(n)qi =
qni  1
qi 1
(n)qi ! = (1)qi : : : (n)qi
 
n
k

qi
=
(n)qi !
(k)qi !(n k)qi !
expqi(x) =
P1
n=0
xn
(n)qi !
cXi = Xi  X 1i
ccX = bc bX
Dene the quantized universal enveloping algebra Uq(g) to be the associative, unital |-
algebra with generators E1; : : : ; Er; K
1
1 ; : : : ; K
1
r ; F1; : : : ; Fr and the following relations:
KiEjK
 1
i = q
cij
i Ej KiFjK
 1
i = q
 cij
i Fj (3.1.3)
KiKj = KjKi; EiFj   FjEi = i;jbqi 1cKi (3.1.4)
1 cijX
k=0

1 cij
k

qi
F ki FjF
1 cij k
i = 0; (i 6= j) (3.1.5)
1 cijX
k=0

1 cij
k

qi
Eki EjE
1 cij k
i = 0; (i 6= j) (3.1.6)
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The algebra Uq(g) is graded by the root lattice Q by setting
degFi =  i; degEi = i; degK1i = 0; (3.1.7)
We label the  component of Uq(g) by Uq(g). There is a unique (noncommutative, non-
cocommutative) Hopf algebra structure on Uq(g) determined by the following comultiplica-
tion, antipode, and counit:
(Fi) = Fi 
K 1i + 1
 Fi S(Fi) =  FiKi (Fi) = 0 (3.1.8)
(Ki) = Ki 
Ki S(Ki) = K 1i (Ki) = 1 (3.1.9)
(Ei) = Ei 
 1 +Ki 
 Ei S(Ei) =  K 1i Ei (Ei) = 0 (3.1.10)
For any subset S of Uq(g), let |hSi be the subalgebra of Uq(g) generated by S. When
confusion should not arise, we will drop the set braces for notational convenience. We set
notation for the following important subalgebras to be utilized throughout this paper:
U q = |hfFigri=1i
U0q = |hfKi; Eigri=1i
U0q = |hfKigri=1i
U0q = |hfFi; Kigri=1i
U+q = |hfEigri=1i
U iq = |hFi; K1i ; Eii.
For any simple root i, the corresponding algebra U
i
q is canonically isomorphic to Uqi(sl2).
The isomorphism being Xi 7! X1. Many arguments regarding Uq(g) are simple extensions of
those for U iq. For instance,
Lemma 3.1.1. There is a unique algebra automorphism !, and a unique algebra anti-
automorphism  of Uq(g) such that !
2 = 1 =  2 and
!(Ei) = Fi
(Ei) = Ei
!(Fi) = Ei
(Fi) = Fi
!(Ki) = K
 1
i
(Ki) = K
 1
i
31
We call ! the Cartan involution and  the principal involution. The algebras U0q and U
0
q
are Hopf subalgebras of Uq(g). There is a unique Hopf pairing
h ; i : (U0q )op  U0q  ! | (3.1.11)
called the Rosso{Tanisaki form satisfying the following for all i; j 2 [1; l]:
hKi; Kji = q hi;ji hKi; Fji = 0
hEi; Fji =  ij(bqi) 1 hEi; Kji = 0:
Let g have Weyl group W . The Artin braid group of g, in abstract terms, is the group B
with generators T1; : : : ; Tr and relations TiTjTiTj    = TjTiTjTi : : : if and only if we have
the braid relation sisjsisj    = sjsisjsi : : : in W .
Let X
(r)
i =
Xri
[r]qi !
. The braid group B of g acts on Uq(g) by algebra automorphisms
TiEi =  FiKi; TiFi =  K 1i Ei; TiKj = KjK ciji ; (3.1.12)
TiEj =
 cijX
k=0
( 1)k(qi) kE( cij k)i EjE(k)i (j 6= i); (3.1.13)
TiFj =
 cijX
k=0
( 1)k(qi)kF (k)i FjF ( cij k)i (j 6= i): (3.1.14)
Suppose that A is a commutative |-algebra, M is an A-module and  : A! | is a weight.
In staunch analogy with Lie algebra representation theory, we dene the -weight spaces of
M by
M = fv 2M j a  v = (a)v for all a 2 Ag
All modules are left modules unless declared otherwise. Let M be a 1-dimensional repre-
sentation of Uq(g). Alternatively, consider the weight  : Uq(g) ! |. The relations in 3.1.3
imply that (Ei)M = (Fi)M = 0 and so (K
2
i )M = M . It is only necessary to consider
the case in which Ki acts by 1. See, for instance, [[BG02] Section I.6.12] for a summary.
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The weight spaces of Uq(g)q as a module over itself are all trivial. Thus we let Uq(g) act
on itself by the adjoint representation, or Hopf-algebra conjugation as follows: Let H be a
Hopf algebra with comultiplication (X) =
P
Ai 
Bi. Then adX : H  ! H is dened by
adX(Y ) =
X
AiY S(Bi)
Recalling the Hopf algebra structure of from 3.1.8, we observe the adjoint action of Uq(g) on
itself is
adKi(x) = KixK
 1
i
To keep track of the weights, we will write  for the weight satisfying (Ki) = q
h;ii The
(quantized) -weight space of the Uq(g)-module Uq(g) is then given by
Uq(g) =

v 2M j Ki  v = KixK 1i = qh;iiv for all i in [1; r]
	
: (3.1.15)
In analogy with this, we dene the -weight space of any Uq(g)-module M by
M =

v 2M j Ki  v = qh;iiv for all i in [1; r]
	
: (3.1.16)
Denition 3.1.2. Let M be a Uq(g)-module. We call M integrable (or type 1) if
M =
M
2P
M:
Let M denote the category of nite dimensional, integrable Uq(g)-modules. The rst
important fact is thatM is a semisimple category when q is not a root of unity (see [Jan96,
Theorem 5.17] and the remark on p. 85 of [Jan96]). Furthermore,M is closed under taking
tensor products and duals (dened as left modules using the antipode of Uq(g)). Denote by
V () the irreducible integrable Uq(g)-module of highest weight  2 P0. We have the well-
known theorem from [[BG02] Section I.6.12], which shows thatM is the quantized analogue
of the category of nite dimensional , irreducible U(g)-modules.
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Theorem 3.1.3. The following hold:
(i) There is a bijection between dominant integral weights and highest weight modules in
M given by
.. .V ()
(ii) Each V () is the quotient of the Verma module
Indgb() = Uq(g)
U0q |()
(iii) Each V () has a highest weight vector of weight , and the Weyl character formula
gives the weights of V ()
(iv) Every module in M is completely reducible.
Now, the braid group B acts on all Uq(g)-modules in a manner that is compatible with
the fact that Uq(g) is a left module over itself; specically, for all simple roots , u in Uq(g)
and v in M we have
T(x  v) = T(x)  T(v): (3.1.17)
(see [Jan96, eq. 8.14 (1)]). Let m = h; _i and explicitly we dene the braid automorphisms
T and T
0
 by
T(v) =
X
a;b;c0
 a+b c=m
( 1)bqb ac E(a) F (b) E(c) (3.1.18)
T 0(v) =
X
a;b;c0
 a+b c=m
( 1)bqac b E(a) F (b) E(c) (3.1.19)
cf. [Jan96, Section 8.6] and [Lus93, Section 5.2]. Let Tw denote the automorphism Ti1 : : : Til
for some reduced decomposition of w. When indices are irrelevant, we will label the simple
braid automorphisms by Ti for i 2 [1; r]. The notation Tw is well-dened according to the
following theorem.
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Theorem 3.1.4 (Lusztig, De Concini{Kac{Procesi). The Ti satisfy the braid group relations,
hence the braid automorphism Tw is independent of the choice of reduced decomposition of
w.
In particular we have
Tw(x  v) := (Twx)  (Twv); for all v 2 V () and  2 P0; (3.1.20)
For all w 2 W ,  2 P0, and  2 P , the braid group action satises
Tw(V ()) = V ()w (3.1.21)
From this, the remark [Jan96, Section 5. Remark 1], and the fact that the weights of V ()
are the negatives of the weights of V () we have
dimV ()w = dimV ()

 w = 1; (3.1.22)
and w0 is the unique lowest weight of V (). Such weight spaces V ()w in the Weyl group
orbit of a highest weight are called extremal weight spaces. In subsequent sections we will
make use of
Lemma 3.1.5. Let v be a highest weight vector of highest weight  = n$i for an irreducible,
nite dimensional, integrable U iq-module. For all m;n 2 Z0 such that m  n we have
(i) Ti(v) = ( qi)nF (n)i v; and T 1i (v) = F (n)i v;
(ii) Emi F
m
i v =
[m]i![n]i!
[n m]i!v
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Proof. By [Jan96, eqs. 8.6 (6), (7)] we have
T 1i (v) = ( qi)nT 0i (v)
= ( qi)n
X
a;b;c0
 a+b c=m
( 1)bqac bi E(a)i F (b)i E(c)i v
= ( qi)n( qi) nF (n)i v
= F
(n)
i v
The proof of Ti(v) = ( qi)nF (n)i v is equally straightforward and omitted . Now, observe
Emi F
m
i v = [m]qi !
mY
j=1
(qj m   q (j m))cKiv
= [m]qi !
mY
j=1
[n m+ j]i v
= [m]qi ![n m+ 1]i : : : [n]iv
=
[m]qi ![n]qi !
[n m]qi !
v
The rst equality follows from [Jan96, Lemma 1.7] and the second from [Jan96, eq. 5.12 (7)].
The third and forth follow from common sense.
We will also use the following fact regarding the previously dened 3.1.1 principal involu-
tion  : For all x 2 Uq(g) and w 2 W ,  satises
(Twx) = T
 1
w 1((x)): (3.1.23)
In particular, we have (Tix) = T
 1
i ((x)) see [Jan96, eq. 8.18(6)].
3.2 Quantized Coordinate Rings
We construct Rq[G] the (single parameter) q-quantized coordinate ring of a connected,
simply connected, complex semisimple algebraic group G with Lie algebra g. Let A be a
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|-algebra. We dene the nite or restricted dual A to be the algebra with underlying set
ff 2 Hom(A; |) j f(I) = 0 on some ideal of A satisfying dim|A=I <1g (3.2.1)
Intuitively, these are the functionals which vanish on almost all of A (in an algebraic sense). It
is well-known that A is a coalgebra with comultiplication and counit induced by Hom(A; ).
We pause here to draw an analogy with the universal enveloping algebra . For the moment
allow G to be any algebraic group over | with Lie algebra g. Another interpretation of U(g)
is the algebra of k-valued algebraic functions on the coordinate ring O(G) that die on a
formal neighborhood of the identity of G. Explicitly, let me be the ideal of functions in O(G)
which vanish at the identity of G. It is well known that
U(g) = ff 2 O(G) j f(mne ) = 0 for some n > 0g :
In general U(g) is not isomorphic to O(G), but we have the following classical result:
Theorem 3.2.1 (Cartier). For a semisimple, connected and simply connected algebraic group
G over an algebraically closed eld of characteristic 0
O(G) = U(g)
We wish to mimic the behavior Theorem 3.2.1 in the non-classical setting. To this end let
H be a Hopf algebra, and suppose M is an H-module. For any f 2 Hom(M; |) and v 2M ,
we dene the coordinate function cMf;v 2 Hom(H; |) = H determined by pairing f against
xv for any x 2 H. Explicitly,
x .. .cMf;v(x) = f(xv): (3.2.2)
Lemma 3.2.2. If M is a nite dimensional H-module, then cMf;v(x) is in H
.
Proof. Note that if s is the annihilator ofM , then cMf;v(s) = 0. Thus, we may take I = AnnM
in the notation of 3:2:1.
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Recall M|the category of nite dimensional, integrable Uq(g)-modules. Let M+ be the
full subcategory of M consisting of modules M satisfying
M =
M
2P0
V () (3.2.3)
We dene Rq[G] to be the Hopf subalgebra of Uq(g)
 generated by coordinate functions of
the modules in M+. Equivalently, Rq[G] is generated by the coordinate functions of the
highest weight modules V () 2 M for  2 P0. We abbreviate these functions to cf;v and
summarize:
cf;v(x) = f(xv) v 2 V () f 2 V () x 2 Uq(g)
For any bialgebra H we may endow all of H with a ring structure by setting
fg(x) =
X
f(x1)
 g(x1); where (x) =
X
x1 
 x2 (3.2.4)
Here we are using Sweedler's notation for (x). Thus, Rq[G] inherits this standard ring
structure. For the sake of clarity we investigate multiplication in Rq[G]. For all x we have
the string of equalities
cf;ucg;v(x) =
X
cf;u(x1)cg;v(x2) =
X
f(x1u)g(x2v)
= (f 
 g)(
X
x1u
 x2v) = f 
 g(x(u
 v))
= cf
g;u
v(x)
Thus, we have shown cf;ucg;v = cf
g;u
v(x).
It will be useful to keep in mind an alternative formulation of Rq[G] that is independent
from the coordinate functions. If H is a bialgebra, then H has a natural H{H-bimodule
structure given by
(a:f)(x) = f(xa) and (f:a)(x) = f(ax);
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where a; x 2 H and f 2 H. A straightforward check shows H is a sub-bimodule of H.
Thus, Uq(g)
 is naturally a Uq(g){Uq(g)-bimodule with structure arising from the bimodule
structure on Uq(g). We can express the left and right actions of x 2 Uq(g), on c 2 Uq(g)
given by the following: If (f) =
P
f1 
 f2, then set
f:a( ) =
X
f2(a)f1( ) and (3.2.5)
a:f( ) =
X
f1(a)f2( ) (3.2.6)
Dene the double weight space (compatible with the construction in 3.1.15) by
Uq(g)

21
=

v 2 Uq(g) j Ki  v = qh1;iiv and v K 1i = qh2;ii for all i in [1; r]
	
(3.2.7)
We then have
Rq[G] =
M
1;22P
Uq(g)

21
We remark that the notation Rq[G] is common although it does not include the eld | on
which the construction of Uq(g) depends. Thus, G is more of a suggestive symbol.
3.3 Weyl group combinatorics
Let W be the Weyl group of a xed rank r Lie algebra g, and let S = fs1; : : : ; srg be a
set of generators for W corresponding to a choice of simple roots  = f1; : : : ; rg for g,
that is, sj is the simple reection sj . Let [m;n] denote the set of integers from m to n. For
simplicity of notation, we dene the following: If i = i1 : : : il is an expression or string of
numbers in [1; r], then the corresponding Weyl group element si in the symbols of S is given
by mapping a subword to its index set.
si := si1 : : : sil
By construction there is a natural bijection D : Sw  ! Pl between subwords of si and the
2l subsets of [1; l] given by
sij1 : : : sijm 7 ! fj1; : : : ; jmg (3.3.1)
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We suggestively denote the empty subword of si by 1. Let us pause to stress that we consider
elements in Sw to merely be subwords and not Weyl group elements; therefore, for example,
sijsij 6= 1 as elements of Sw . Observe 1  j1 <    < jm  l by construction. With this
bijection in mind, we set the following notation: For each expression i = i1 : : : in and each
subset D  [1; l] set
sDj =
8>><>>:
sj if j 2 D
1 if j =2 D
we dene sDi := D 1(D). Explicitly, we have
sDi = s
D
1 : : : s
D
n : (3.3.2)
Let Dl be the quotient of Pl dened by D  D0 if sDi and sD0i are equal as Weyl group
elements. Elements in Dl are called diagrams. Note that in general D does not descend to
a bijection Sw onto Dl. In the spirit of a running example, observe that if i = 2132, then
jPlj = 16, while jDlj = 14. To see this we simply observe
f1g  f4g and f1; 4g  ?:
We will be interested in the subset of Sw that D maps bijectively onto Dl.
To this end we dene the standard length function on W ; it is a map
` : W  ! Z0
where `(w) is dened to be the smallest number l so that w is a product of l simple reections.
Example 3.3.1. Let i = 12121 so that si determines an element in 3, the symmetric group
on three symbols. We have `(si) = 1 since s12121 = s12212 = s2.
By denition it is clear that
(i) `(1) = 0
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(ii) `(w) = `(w 1)
(iii) `(ww0)  `(w) + `(w0)
If a length l word i = i1 : : : il in the elements of [1; r] has the property `(si) = l, then i is
called a reduced expression for the Weyl group element represented by si. When i is a reduced
expression for w, we write w to denote the representative si. By niteness W contains an
element of maximal length. Now, if w 2 W is any element and si 2 S a simple reection,
then
`(siw) = `(w) 1
Theorem 3.3.2. There is a unique maximal length element w0 of W called the longest word.
It is characterized by the property
`(siw0) < `(w0) for all simple reections si
Proof. Existence follows immediately from niteness of W . Such a word can be constructed
from any maximally long sequence i satisfying
`(si1)  `(si1i2)      `(si)
Let w1 be any other maximal length word. Uniqueness follows from showing `(w0w
 1
1 ) = 0.
If not then w0w
 1
1 = sj for some reduced expression. We proceed by induction on the length
of j. Note that the length of j cannot be 1, otherwise `(w0) = `(w1)  1. Similarly, j cannot
be length two. because w0 = si1si2w1
Henceforth, let the longest word have length N . Multiple reduced expressions for the
longest word exist for Weyl groups containing at least two simple generators. In general
many reduced expressions may exist for a Weyl group element. With this in mind, we dene
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a partial order on W . Let i be a reduced expression for w. The Bruhat order on W is dened
by
w0  w if some reduced word for w0 is a subword of i.
The intial Bruhat order interval Ww is dened by
Ww = fv 2 W j v  wg
By construction exp : Dl  ! Ww (determined by D 7! wD) is a bijection. For m and n in
[0; l], we dene the truncations of w by
w[m;n] =
8<:simsim+1 : : : sim 1sin if m  n (3.3.3)simsim 1 : : : sin+1sin if m > n (3.3.4)
We setw[j;j] = wj for notational simplicity, and we adopt the conventionw0 := 1. Observe the
simple (but useful) facts w[1;l] = w and w
 1
[m;n] = w[n;m]. Furthermore, observe that truncation
commutes with diagram exponentiation so the notation wD[1;j], for instance, is unambiguous.
Following [MR04] we call a subexpression y of w right positive if its diagram D = D(y)
has the property that
wD[1;j]sij+1 > w
D
[1;j] for all j 2 [1; l   1]:
and left positive if
sijw
D
[j+1;l] > w
D
[j+1;l] for all j 2 [1; l   1]: (3.3.5)
Let Lw denote the collection of left positive subexpressions of the reduced expression w
corresponding to the reduced word i.
Example 3.3.3. Let i = 2132 so that w = s2s1s3s2. Then every subset of f1; 2; 3; 4g except
for f1; 4g and f4g corresponds to left positive subexpressions. Both sets fail immediately
since
1 = s2(s1s3s2)
f1;4g  (s1s3s2)f1;4g = s2
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Analogously, we see that that every subexpression of w is right positive except (again) s2s2
and s2, this time though with index sets f1; 4g and f1g.
The following lemma is the rst step to establishing a bijection Ww  ! Lw .
Lemma 3.3.4 (Marsh{Rietsch). For any reduced expression i for w and any element y 2
Ww, there is a unique right positive subexpression for y.
Corollary 3.3.5. For any y 2 Ww, there is a unique left positive subword y 2 Lw whose
diagram D = D(y) satises wD = y.
Proof. The inversion map i = i1 : : : il 7! il : : : i1 = i 1 gives rise to a bijection between the
left positive subwords of w and the right positive subwords of w 1. The claim follows because
the induced (honest inversion) map Ww  !Ww 1 dened by y 7! y 1 is a bijection.
The bijection L arising from corollary is represented by the diagram
.
.Ww .Lw .Dl .Ww
.y .y .D .wD = y
L D exp
We will denote the composition DL by D+; this is the left positive diagram bijection to be
heavily used in subsequent sections. We now summarize the results and observations of this
section. For any reduced word i we have the commutative diagram
.
.Sw .Pl .Dl
.Lw . .Ww:
D 
expD
L
3.4 Explicit construction
In this section we outline the original construction of the upper and lower quantum Schu-
bert cell algebras U[w] due to De Concini{Kac{Procesi[DCKP95] and Lusztig [Lus93, Sec-
tion 40.2]. We also gather relevant facts regarding these algebras. The naming suggests that,
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from the quantized ring of functions vantage-point, that these algebras are deformations of
the coordinate ring of Schubert cells BwB=B. This is compatible with the underlying theme
quantum groups are quantized coordinate rings of algebraic groups.
For every w 2 W set
w = + \ w :
This is the set of positive roots  such that w 1 < 0; in particular w0 = +, where w0
denotes the longest word. For each reduced word i = i1 : : : il for w, we obtain an ordered list
of distinct positive roots 1; : : : ; l dened by
j = w[1;j 1]ij (3.4.1)
It is well known that w = f1; : : : ; lg. Recall the Lusztig braid group action on Uq(g)
3.1.12. In complete analogy with the previous construction of positive roots, we dene an
ordered list of positive (negative) Lusztig root vectors. Following Lusztig [Lus93, Section
39.3] we dene the positive root vectors E1 ; : : : ; El and the negative ones F1 ; : : : ; Fl by
Ej = Tw[1;j 1]Eij and Fj = Tw[1;j 1]Eij : (3.4.2)
For every m = (m1; : : : ;ml) 2 (Z0)l and i; j 2 [1; l], dene the standard monomials
Xm[i;j] =
8<:
Xmii X
mi+1
i+1
: : : X
mj 1
j
X
mj
j
if i  j
Xmii X
mi 1
i+1
: : : X
mj+1
j
X
mj
j
if i > j
Let us adopt the conventions Xm = Xm[1;l] and Xm(i;j) = Xm[i+1;j 1] or Xm[i 1;j+1] (according
to whether i < j).
Theorem 3.4.1 (Lusztig, De Concini{Kac{Procesi). Let `(w0) = N and suppose w has
reduced word i = (1; : : : ; l), then
(i) We have the containment E1 ; : : : ; EN  U+q
44
(ii) If j = i, then Ej = Ei. Thus, fE1 ; : : : ; ENg contains all the generators of U+q .
(iii) Dene U+[w] = |hE1 ; : : : ; Eli, the subalgebra of U+q generated by E1 ; : : : ; El. The
collection of monomials fEmg forms a vector-space basis for U+[w].
(iv) U+[w0] = U
+
q :
We have analogous results for U [w]|the subalgebra of U q generated by F1 ; : : : ; Fl .
The basis fFmg is called a Poincare{Birkho{Witt basis because specializing to q = 1, we
obtain the usual PBW basis for U(n+ \ wn ). The following lemma [DCKP95, Prop. 2.2]
and [Lus93, Prop. 40.2.1] shows that the notation U+[w] is appropriate.
Proposition 3.4.2 (De Concini{Kac{Procesi, Lusztig). The algebras U[w] do not depend
on the choice of reduced word i for w.
The Levendorskii{Soibelman straightening law will play a major role in our study of U [w].
Proposition 3.4.3 (Levendorskii{Soibelman ). For i < j there are structure constants
cm[j;i] 2 | such that
FjFi   q hi;jiFiFj =
X
m[j;i]
cm[j;i]F
m(j;i) : (3.4.3)
The support of w 2 W is dened by
S(w) = fi 2 [1; r] j si  wg: (3.4.4)
Its complement is given by
nS(w) = fi 2 [1; r] j w$i = $ig; (3.4.5)
see [Yaka, Lemma 3.2 and equation (3.2)]. Now observe that the Q-grading on Uq(g) 3.1.7
induces a Q-grading on U[w]. We will label the  graded component by U[w]; we have
the following easy fact
Zf 2 Q j U[w] 6= 0g = QS(w); (3.4.6)
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see e.g. [Yaka, equation (2.44) and Lemma 3.2 (ii)].
Recall the unique ! involution 3.1.1 of Uq(g). It satises
!(T(u)) = ( 1)h_;iq h;iT(!(u)); for all  2 Q and u 2 Uq(g);
see [Jan96, equation 8.14(9)]. In other words, if  is the sum of all fundamental weights of g
and _ is the sum of all fundamental coweights of g, then !(T(u)) = ( 1)hs() ;_iq hs() ;iT(!(u))
for u 2 Uq(g). Thus
!(Ty(u)) = ( 1)hy() ;_iq hy() ;iTy(!(u)); for all y 2 W;  2 Q; u 2 Uq(g);
see [Jan96, equation 8.18(5)] for an equivalent formulation of this fact. In particular, the
restrictions of ! induce the isomorphisms
! : U+[w]! U [w]; !(Ej) = ( 1)hj j ;
_iq hj j ;iFj for all j 2 [1; l]: (3.4.7)
To each  2 Q associate a character as follows: Let t 2 H be given by (t1; : : : ; tr), and
dene the multiplicative character X 2 Hom(H; |) by
X(t) = t
h;$1i
1 : : : t
h;$ri
r (3.4.8)
The torus H acts rationally on Uq(g) by characters. Specically, if 2 Uq(g), then we set
t  x = X(t)x = th;$1i1 : : : th;$rir x: (3.4.9)
This torus-action preserves the subalgebras U[w]. We will denote by H-SpecU [w] the set
of H-prime ideals of U [w]. We can endow this H-spectrum with the Zariski topology, but
this topology will play no role in this paper.
Fix a length l reduced word i for w and recall the positive roots j from equation (3.4.1).
Equation (3.4.6) implies that for all j 2 [1; l] there exists a unique tj = (tj;1; : : : ; tj;r) 2 H
such that for all k  j and i 2 [1; r]nS(w[1;j]), respectively, we have
Xk(tj) = t
hk;$1i
j;1 : : : t
hk;$ri
j;r = q
hk;ji; and tj;i = 1: (3.4.10)
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See, for example, [BG02, Proposition I.6.10] for details. The following lemma is a direct con-
sequence of Theorem 3.4.1 (iii), equation (3.4.10), and the Levendorskii{Soibelman straight-
ening law in Proposition 3.4.3.
Lemma 3.4.4. For all elds | with q 2 | not a root of unity, Weyl group elements w,
reduced words i = (i1; : : : ; il) for w, and j 2 [1; l] we have:
(i) The subalgebra of U [w] generated by F1 ; : : : ; Fj is equal to U
 [w[1;j]].
(ii) There is an algebra isomorphism U [w[1;j]] = U [w[1;j 1]][xj; j; j] given by the identity
on U [w[1;j 1]] and Fj 7! xj. Furthermore, U [w0] = U [1] = |, 1 = id, and 1 = 0.
(iii) The eigenvalues tj  Fj = qjFj are not roots of unity.
In Lemma 3.4.4 (ii) we have j = (tj) as automorphisms of U [w[1;j 1]], and j is a
locally nilpotent j-derivation of U
 [w[1;j 1]] satisfying jj = q
 2
ij
jj. This j-derivation j
is explicitly given by
j(x) = Fjx  qhj ;ixFj ; for x 2 (U [w[1;j 1]]) (3.4.11)
and is computed using the Levendorskii{Soibelman straightening law. The isomorphisms in
Lemma 3.4.4 (ii) give rise to the Ore extension presentations
U [w[1;j]] = U
 [w[1;j 1]][Fj ; j; j]; for all 1  j  l:
Inductively, we obtain a presentation for U [w] as an iterated Ore extension for any reduced
word i for w given by
U [w] = |[F1 ][F2 ;2; 2] : : : [Fl ;l; l]:
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Chapter 4
Ring vs representation theoretic approaches
to SpecU [w]
4.1 Cauchon's eacement des derivations
We outline Cauchon's ring theoretic approach to the study of SpecU [w] via the method
of deleting derivations. We follow [Cau03a,MC10] and the review in [BL10, Section 2].
Fix an iterated Ore extension
A = |[x1][x2; 2; 2] : : : [xl; l; l]; (4.1.1)
For all j 2 [2; l], j is an automorphism and j is a (left) j-skew derivation of
A[1;j 1] = |[x1][x2;2; 2] : : : [xj 1;j 1; j 1]:
Denition 4.1.1. An iterated Ore extension A as in equation (4.1.1) is called a Cauchon{
Goodearl{Letzter (CGL) extension if it is equipped with an action of an algebraic torus
H = (|)l by algebra automorphisms satisfying the following conditions for all 1  i < j  l:
(i) j(xi) = qj;ixi for some qj;i 2 |
(ii) j is a locally nilpotent j-skew derivation of A[1;j 1]
(iii) The elements x1; : : : ; xl are H-eigenvectors and the following set is innite:
fp 2 | j there is a t in H satises t  x1 = px1g :
(iv) There exists tj 2 H such that tj  xj = qjxj for some qj 2 |, which is not a root of
unity, and tj  xi = qj;ixi, for all i 2 [1; j   1]
A length l CGL extension is called torsion-free if the subgroup of | generated by all
qj;i, 1  i < j  l is torsion-free. Condition iv is merely the statement that j = (tj) as
automorphism of A[1;j 1].
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Lemma 4.1.2. For all CGL extensions A = R[x; ; ], we have  = q.
Proof. For all r 2 R we have
(r) = xr   (r)x: (4.1.2)
This follows directly from the multiplication in A. Upon applying , we obtain
((r)) = (x)(r)  2(r)(x)
= qx(r)  q2(r)x
On the other hand, equation (4.1.2) is valid in particular for r = (r) yielding
((r)) = x(r)  2(r)x:
Thus, (r) = q(r).
By applying the lemma to any length l Ore extension, we obtain jj = qjjj for all
j 2 [2; l]. Given a CGL extension A as in (4.1.1), for j = l + 1; l; : : : ; 2, Cauchon iteratively
constructed in [Cau03a] l-tuples of nonzero elements
(x
(j)
1 ; : : : ; x
(j)
l )
and families of subalgebras of Frac(A) given by
A(j) = |hx(j)1 ; : : : ; x(j)l i:
We begin by setting
(x
(l+1)
1 ; : : : ; x
(l+1)
l ) = (x1; : : : ; xl) and A
(l+1) = A:
For j = l; : : : ; 2, the l-tuple (x
(j)
1 ; : : : ; x
(j)
l ) is determined from (x
(j+1)
1 ; : : : ; x
(j+1)
l ) by
x
(j)
i =
8><>:
x
(j+1)
i if i  j (4.1.3)
1X
m=0
(1  qj) m
(m)j!
h
mj 
 m
j

x
(j+1)
i
i
x
(j+1)
j
 m
if i < j. (4.1.4)
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For j 2 [2; l + 1], Cauchon constructed an algebra isomorphism
A(j) .. .
= |[y1] : : : [yj 1;j 1; j 1][yj; j] : : : [yl; l]; (4.1.5)
where k denotes the automorphism of |[y1] : : : [yj 1; j 1; j 1][yj; j] : : : [yk 1; k 1] such that
k(yi) = qk;iyi for all i 2 [1; k   1]. This variable substitution isomorphism is given by
x
(j)
i .. .yi, i = 1; : : : ; l. For each j 2 [2; l], dene
Sj =
n
x
(j+1)
j
m m 2 Z0o :
Then Sj is an Ore subset of A
(j) and A(j+1). Moreover, we have A(j)[S 1j ] = A
(j+1)[S 1j ] by
[[Cau03a] Theorem 3.2.1. (1)].
Set qi;i = 1 for i 2 [1; l] and qi;j = q 1j;i for 1  i < j  l. The multiparameter quantum
ane space algebra Rq[Al] associated to the multiplicatiively antisymmetric l  l matrix
q = (qi;j) is the |-algebra with generators X1; : : : ; Xl and relations
XiXj = qi;jXjXi; for all i; j 2 [1; l]:
We will call the algebra A = A(2) obtained at the end of the Cauchon deleting derivation
procedure the Cauchon space of A; the nal l-tuple of generators of A will be denoted by
(x1; : : : ; xl) = (x
(2)
1 ; : : : ; x
(2)
l ). For j = 2 equation (4.1.5) gives an isomorphism
A .. .
= Rq[An] determined by xi .. .Xi: (4.1.6)
We now proceed by describing the induced set-theoretic embeddings
'j : SpecA
(j+1) .. . SpecA(j) (4.1.7)
for j 2 [2; l]. By Goodearl and Letzter [GL00, Proposition 4.2] all H-prime ideals of a CGL
extension are completely prime (recall equation (4.1.5)), and by another result of Good-
earl and Letzter [GL94, Theorem 2.3] all prime ideals of a torsion-free CGL extension are
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completely prime. Thus, the above mentioned condition is satised for all torsion-free CGL
extensions A because of equation (4.1.5). Now, suppose J is in H-SpecA(j+1) or SpecA(j+1).
As an immediate corollary of the preceeding observation, we have
x
(j+1)
j =2 J ) J \ Sj+1 = ?:
Let gj : A
(j) .. .A(j+1)=(x
(j+1)
j ) be the homomorphism
gj(x
(j)
i ) = x
(j+1)
i + (x
(j+1)
j ) for i 2 [1; l]: (4.1.8)
The induced spectrum map in (4.1.7) is given by
'j(J) =
8<:
JS 1j \ A(j) if x(j+1)j =2 J (4.1.9)
g 1j

J=(x
(j+1)
j )

if x
(j+1)
j 2 J (4.1.10)
This constructions applies, in particular, when A = U [w] as these algebras are torsion-free
CGL extensions when q 2 | is not a root of unity by 3.4.4. We summarize this conditional
set theoretic embedding following diagram:
.
.SpecA(j+1)=(x
(j+1)
j ) . .SpecA
(j+1) . .SpecA(j+1)S 1j
. . .SpecA(j) . .SpecA(j)S 1j
g 1 'j
Setting ' = '2 : : : 'l we have the set inclusion
..SpecA(l+1) .SpecA(l) .: : : .SpecA(2)
'l 'l 1 '2
from SpecA to SpecA. This map restricts to an inclusion
..' : H-SpecA .H-SpecA; (4.1.11)
which we also label '. Now, A is a quantum ane space by (4.1.6). Hence, the H-prime
ideals of A are in bijection with the subsets of [1; l], that is, they are of the form
KD = Ahxi j i 2 Di for D  [1; l]:
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The Cauchon diagram of J 2 H-SpecA is the unique set D  [1; l] such that '(J) = KD.
We will denote the Cauchon diagram of J by C(J). If D  [1; l] is the Cauchon diagram of
a H-invariant prime ideal of A, then this prime ideal will be denoted by
JD = '
 1(KD): (4.1.12)
To dene the leading terms of an ideal in A, we set
A[1;l 1] = |hx1; : : : ; xl 1i = |[x1][x2; 2; 2] : : : [xl 1;l 1; l 1] and (4.1.13)
A
(l)
[1;l 1] = |hx(l)1 ; : : : ; x(l)l 1i
so that we have the equalities
A = A[1;l 1][xl;l; l]; A(l) = A
(l)
[1;l 1][xl; l]; and A
(l)S 1l = A
(l)
[1;l 1][x
1
l ; l]:
It is clear that A[1;l 1] and A
(l)
[1;l 1] are H-stable subalgebras of A and A
(l), respectively.
Furthermore, the deleting derivations map establishes an H-equivariant algebra isomorphism
.. : A[1;l 1] .A
(l)
[1;l 1]
= (4.1.14)
determined by
..xi .x
(l)
i =
1X
m=0
(1  ql) m
(m)ql !
[ml 
 m
l (xi)]x
 m
l : (4.1.15)
for i 2 [1; l   1]. Suppose J an ideal of A. Each nonzero element of J can be written in the
form
j = amx
m
l + am 1x
m 1
l +   + a1xl + a0;
where am 6= 0 and each ai is in A[1;l 1]. We let eJ denote the collection of all such am as j
ranges over J . We call this the leading part of J . We will make use of the equality of the left
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and right leading parts of J , that is,
eJ = a 2 A[1;l 1] j there exists b 2 J and m 2 Z0 such that a  bxml 2 A[1;l 1]xm 1l + : : :+ A[1;l 1]	
(4.1.16)
=

a 2 A[1;l 1] j there exists b 2 J and m 2 Z0 such that a  xml b 2 xm 1l A[1;l 1] + : : :+ A[1;l 1]
	
:
This follows because l is locally nite.
Recall a regular element in a ring R is an element that is neither a right nor a left zero
divisor. The proof of the following lemma is analogous to [KL00, Lemma 4.7] and is left to
the reader.
Lemma 4.1.3. Let x be a regular element of the |-algebra A for which there exist two |-
linear maps ;  : A .. .A such that  is locally nite,  is locally nilpotent,  = q for
some q 2 |, and
xa = (a)x+ (a); for all a 2 A:
Then the set 
 = f1; x; x2; : : :g is an Ore subset of A and
GKdimA[
 1] = GKdimA:
Suppose J is an H-prime ideal of a CGL extension such as in equation (4.1.1), there are two
possibilities|either xl is in J or it is not. This simple observation paired with the following
two important proposition will aord us methods for recursive computation.
Proposition 4.1.4 (G., Yakimov). Let A be a length l CGL extension, and assume J is in
H-SpecA. If xl =2 J , then
(i) JS 1l =
M
m2Z
( eJ)xml and 'l(J) = M
m2Z0
( eJ)xml
(ii) C(J) = C( eJ); and
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(iii) GKdim(A=J) = GKdim(A[1;l 1]= eJ) + 1.
Proof. Part i: By [LLR06, Lemma 2.2] every H-invariant ideal L of AS 1l = A
(l)
[1;l 1][x
1
l ; l]
has the form
L =
M
m2Z
L0x
m
l for some ideal L0 of A
(l)
[1;l 1]: (4.1.17)
Indeed, if a =
P
m amx
m
l is in the H-invariant ideal L, then
tkl  (x kl axkl ) =
X
m
qkml amx
m
l is in L for all k 2 Z0;
where tl 2 H is the element from Defeinition 4.1.1 iv. Thus, amxml 2 L, for all m 2 Z, which
proves equation (4.1.17).
We apply this to the ideal L = JS 1l . Equation (4.1.15) implies that for all a 2 A[1;l 1]
and m 2 Z
(a)xml = ax
m
l +
m 1X
k=m n
bkx
k
l
for some n  0, and bk 2 A[1;l 1]. Now, every nonzero element of JS 1l  A[1;l 1]S 1l has the
form
j = axml +
m 1X
k= n
akx
k
l for some a 2 eJnf0g; and ak 2 A[1;l 1]:
It should also have the form
j = (a)xml +
m 1X
k=m n
a0kx
k
l for some a 2 eJnf0g; and a0k 2 A(l)[1;l 1]:
Now the two equalities in i follow from equation (4.1.17). Claim ii that C(J) equals C( eJ) is
immediate from the denition of Cauchon diagrams, and claim iii easily follows from Lemma
4.1.3 and the isomorphism
(A=J)[S 1l ] = (A[1;l 1]= eJ)[xl ; l]:
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We will also make use of the following proposition, which is complementary to Proposition
4.1.4:
Proposition 4.1.5 (G., Yakimov). Let A be a length l CGL extension, and assume J is in
H-SpecA. If xl 2 J , then
(i) 'l(J) = (J \ A[1;l 1]) + A(l)xl,
(ii) C(J) = C(J \ A[1;l 1]) t flg, and
(iii) there are H-equivariant algebra isomorphisms
A=J = A(l)='l(J) = A[1;l 1]=(J \ A[1;l 1]) = A(l)[1;l 1]=('l(J) \ A(l)[1;l 1]):
In particular, GKdim(A=J) = GKdim(A[1;l 1]=J \ A[1;l 1]).
Proof. Statements i and ii follow from the denition of 'l. The latter also implies that
gl : A
(l) .. .A(l+1)=(x
(l+1)
l ) = A=(xl)
induces the H-equivariant algebra isomorphism A(l)='l(J) =(A=(xl)) =(J=(xl)) = A=J: Since
xl 2 J and xl 2 'l(J) the inclusions
..A[1;l 1] .A and ..A
(l)
[1;l 1] .A
(l)
induce the H-equivariant algebra isomorphisms
..A[1;l 1]=(J \ A[1;l 1]) .A=J= and ..A(l)[1;l 1]=('l(J) \ A(l)[1;l 1]) .A(l)='l(J)
=
The claim follows by the H-equivariant isomorphism A(l)[1;l 1] = A[1;l 1] from 4.1.14.
All quantum Schubert cell algebras U [w] over arbitrary elds | such that q 2 | is not
a root of unity are torsion-free CGL extensions by equation 3.4.4. Moreover, each reduced
word i for w gives rise to a presentation (5.1.1) of U [w] as a CGL extension. We conclude
this section by recalling the following classication of H-SpecU [w].
55
Theorem 4.1.6. (Cauchon{Meriaux , [MC10]) For any simple Lie algebra g, Weyl group
element w, reduced word i for w, and any eld | such that q 2 | not a root of unity, let
U [w] have the presentation given in equation (5.1.1). In this presentation of U [w] as a
torsion-free CGL extension, the H-prime ideals of U [w] are the ideals JD+(y) for the elements
y 2 Ww (recall equation (4.1.12)), where D+(y)  [1; l] is the index set of the left positive
subword of i whose total product is y, cf. Section 3.3.
This theorem gives a bijection between Cauchon diagrams of the H-invariant prime ideals
of U [w] and the index sets of all left positive subwords of i. We note that in [MC10] Theorem
4.1.6 was formulated for the upper quantum Schubert cells U+[w]. However, these formula-
tions are equivalent by the Cartan involution from (3.4.7). We give a second, independent
proof of this theorem in Section 5.2.
4.2 The prime spectrum of U [w] via Demazure modules
We proceed with the realization of the algebras U [w] in terms of quantum function
algebras and the description of the spectra of U [w] via Demazure modules from [Yak10].
Recall that, for  2 P0 and w 2 W , the extremal weight spaces V ()w are all one
dimensional and that the braid group permutes the weight spaces of the V () (see 3.1.15
and 3.1.21). We then have vw = T
 1
w 1v is in V ()w, and there is a unique f

w 2 (V ()) w
such that
hfw; vw i = 1: (4.2.1)
Also, recall the previously dened coodinate functions 3.2. For each dominant integral weight
, x a highest weight vector v of V (), and let c

f 2 Uq(g) be given by
cf (x) = f(xv)
Note that cf = c

f;v
. Now we dene the subalgebra R of Rq[G] by
R = Span

cf j  2 P0 and f 2 V ()
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For y; w 2 W and  2 P0, dene the elements ew;y 2 Rq[G] and ew 2 R by
ew;y(x) = f

w(xTyv) (4.2.2)
ew(x) = f

w(xv): (4.2.3)
Note that ew = e

w;1. When $ is a fundamental weight, the element e
$
w is called a quantum
minor, cf. [BZ05].
Proposition 4.2.1. For all 1; 2 2 P0 and w 2 W; we have
e1w e
2
w = e
1+2
w = e
2
w e
1
w : (4.2.4)
Proof. Proved analogously to [Yaka, eq. (2.18)] using the second equality in (i).
Joseph proved the multiplicative subsets Ew = few j  2 P0g  R are Ore sets, see
[Jos95, Lemma 9.1.10]. We remark Joseph's proof works for all base elds |, q 2 | not a
root of unity, see [Yakb, Section 2.2]. For a xed w, dene Rw to be the localization of R
Rw = R[E
 1
w ] (4.2.5)
Following Joseph [Jos95, Section 10.4.8] we dene subalgebras R0w  Rw by
R0w = Span

cf (e

w)
 1 j  2 P0; f 2 V ()
	
; (4.2.6)
The subalgebras R0w are invariant subalgebras of Rw with respect to the left action 3.2.5 of
Ki for all i. We remark that we do not need to take span in the right hand side of the above
formula, cf. [Jos95, Section 10.4.8] or [Yakb, eq. (2.18)]. For 1; 2 2 P0, set
e1 2w = e
1
w (e
2
w )
 1 2 R0w: (4.2.7)
It follows from (4.2.4) that this does not depend on the choice of 1; 2 and that e
1
w e
2
w =
e1+2w for all 1; 2 2 P . The algebra R0w is Q-graded by
(R0w) =

cfe
 
w j  2 P0; and f 2 (V ())+w()
	
:
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For any Weyl group element y there is a corresponding Demazure module U+q V ()y 
V (). These are extremal U0q -submodules of V (). Because the extremal weight spaces of
V () are all one-dimensional, we may also write U+q Tyv for the Demazure module corre-
sponding to y. For example, note that U+q Tw0v = V () since Tw0v is a lowest weight vector
for V (). Similarly, we have U0q -submodules of V () given by U
 
q Tyv. These upper and
lower Demazure modules give rise to the upper and lower quantum Schubert cell ideals S(y)
of R paramentrized by y 2 W . These ideals are dened by
S(y) = Span

cf j  2 P0 and f 2 V () such that f ? UTyv
	
:
By extension to Rw and contraction along R
0
w, we obtain the counterparts of S
(y) in R0w.
These ideals are given by
Sw (y) =

cfe
 
w j  2 P0; f 2 V () such that f ? UTyv
	
= S(y)E 1w \R0w: (4.2.8)
Analogously to (4.2.6) one does not need to take a span in (4.2.8), see [Gor00,Yak10]. For
 2 Q0n f0g, we have dimU+[w] = dimU [w] . Denote this dimension bym, and choose
dual bases fu;igmi=1 and fu ;igmi=1 of U+[w] and U [w]  with respect to the Rosso{Tanisaki
form, see [Jan96, Ch. 6]. The quantum R matrix corresponding to w is given by
Rw = 1
 1 +
X
 6=0
2Q0
mX
i=1
u;i 
 u ;i 2 U+b
U ; (4.2.9)
where U+b
U  is the completion of U+
U  with respect to the descending ltration [Lus93,
Section 4.1.1].
The following far-reaching theorem summarizes the representation theoretic approach to
SpecU [w] via quantum function algebras and Demazure modules.
Theorem 4.2.2 (Yakimov). For any eld | with q 2 | not a root of unity, any simple Lie
algebras g, and Weyl group elements w 2 W , the following hold:
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(i) The maps w : R
0
w ! U [w] given by
cfe
 
w 7 !

cf;vw 
 id

( 
 id)Rw; with  2 P0; f 2 V () (4.2.10)
are well-dened surjective Q-graded algebra homomorphisms with kerw = S
+
w (w).
(ii) For y 2 Ww the ideals
Iw(y) = w(S
+
w (w) + S
 
w (y)) = w(S
 
w (y))
are distinct, H-invariant, completely prime ideals of U [w]. Moreover, all H-prime
ideals of U [w] are of this form.
(iii) The map y 2 Ww 7! Iw(y) 2 H-SpecU [w] is an isomorphism of posets with respect
to the Bruhat order on Ww and the inclusion order on H-SpecU [w].
Part (i) is [Yaka, Theorem 2.6]. It was rst proved in [Yak10] for another version of the
Hopf algebra Uq(g) equipped with the opposite coproduct, and a dierent braid group action.
Theorem 2.6 in [Yaka] used Twv in place of v
w
 = T
 1
w 1 in equation (4.2.1) and Theorem 4.2.2
(i). The two formulations are equivalent since dimV ()w = 1 and Tw(V ()) = V ()w for
all w 2 W ,  2 P0,  2 P . Parts (ii) and (iii) of Theorem 4.2.2 are proved in [Yakb, Theorem
3.1 (a)] relying on results of Gorelik [Gor00] and Joseph [Jos94]. These statements were earlier
proved in [Yak10, Theorem 1.1 (a)-(b)] under slightly stronger conditions on | and q.
For  2 P0 dene the elements by;w 2 U [w] by
by;w = w
 
eye
 
w

;
and let by;w also denote the canonical images of b

y;w 2 U [w]=Iw(y). We will keep this nota-
tional convention throughout. For the sake of transparency, we trace through the denition
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of by;w to obtain
by;w =
 
ey;w 
 id
Rw
=
 
fy (Twv) 
 id
 
1
 1 +
X
 6=0
2Q0
mX
i=1
u;i 
 u ;i

For all  2 P0 and  2 QS(w), these are nonzero normal elements of U [w]=Iw(y) by
[Yakb, Theorem 3.1(b) and eq. (3.1)]:
by;wx = q
 h(w+y);ixby;w: for all x 2 (U [w]=Iw(y)): (4.2.11)
The R-matrix commutation relations in R (see e.g. [BG02, Theorem I.8.15]) and eq. (4.2.4)
imply that for all 1; 2 2 P0
b1y;wb
2
y;w = q
 h1;2 y 1w2ib1+2y;w :
Thus, the multiplicative subset of U [w]=Iw(y) given by
By;w =

kby;w j  2 P0 and k 2 |
	
consists entirely of normal elements. Let Ry;w be the localized quotient of U
 [w]
Ry;w = (U
 [w]=Iw(y))[B 1y;w]
This quotient is H-simple, its center Z(Ry;w) is a Laurent polynomial ring of dimension equal
to dimker(w + y), and the prime spectrum of U [w] is partitioned into
SpecU [w] =
G
y2Ww
SpecIw(y)U
 [w]:
The strata SpecIw(y)U
 [w] are given by

P 2 SpecU [w] j P  Iw(y) and P \By;w = ?
	
:
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Moreover, extension and contraction establishes the homeomorphisms:
..SpecZ(Ry;w) .SpecRy;w .SpecIw(y)U
 [w]:
= =
We refer to [Yakb, Theorem 3.1 and Proposition 4.1] for details and proofs of the above
statements. The dimensions of the Laurent polynomial rings Z(Ry;w) were determined in
[BCL, Yakb]. The previous results are compatible with the general Goodearl{Letzter H-
stratication theory[GL00]. The above framework for SpecU [w] is much more explicit. It
deals with specic H-prime ideals and localizations by small sets of normal elements.
For all a; b; j 2 [1; l] and m[a;b] = (ma; : : : ;mb) 2 Nb a, dene the symbols pj and pm by
pj =
(q 1ij   qij) 1
q
mj(mj 1)=2
ij
[mj]ij !
; and (4.2.12)
pm[a;b] =
(
papa+1 : : : pb 1pb if a  b
papa 1 : : : pb+1pb if a > b
Proposition 4.2.3. Fix a Weyl group element w. For all  2 P0 and f 2 V () the
antihomomorphisms w : R
w
0 ! U [w] are explicitly given by
w(c

fe
 
w ) =
X
m2Nl
pmhf; (Em[l;1])vw iFm[l;1] (4.2.13)
=
X
m2Nl
pmhf; (E)mvw iFm[l;1] (4.2.14)
Proof. This follows from Theorem 4.2.2 (i) and the standard formula [Jan96, eqs. 8.30 (1)
and (2)] for the inner product of the pairs of monomials (iii) with respect to the the Rosso{
Tanisaki form.
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Chapter 5
Main results and implications
5.1 Statement of main result
We recall from Section 4.1 that each length l reduced word i for a Weyl group element
w gives a presentation of the quantum Schubert cell algebra U [w] as a torsion free CGL
extension
U [w] = |[F1 ][F2 ;2; 2] : : : [Fl ;l; l]: (5.1.1)
By iteratively deleting derivations, we obtain a presentation of the associated Cauchon space
U [w] = |[F 1 ][F 2 ; 2] : : : [F l ; l]: (5.1.2)
For brevity we write F i in place of F i . In this section we explicitly describe of each of
these quantum ane spaces using the antiisomorphisms from 4.2.2 (i); the generators of the
Cauchon spaces U [w] are quantum minors or quotients of two quantum minors.
Given i = i1 : : : il, we dene the successor function s : [1; l] t f1g ! [1; l] t f1g by
s(j) =
(
min fk j j < k and ik = ijg if such a k exists
1 otherwise
Example 5.1.1. Let i = 121321, then
s(1) = 3
s(4) =1
s(2) = 5
s(5) =1
s(3) = 6
s(6) =1
It is clear that s is locally nilpotent in the sense that for any j, we have sn(j) = 1 for
some n. Thus, we dene the order of j 2 [1; l] by
jjj = max fn 2 Z0 j sn(j) 6=1g : (5.1.3)
Example 5.1.2. Let i = 121321, then
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j1j = 2
j4j = 0
j2j = 1
j5j = 0
j3j = 1
j6j = 0
Recall the notation for the quantum minors e$w , the R-matrixRw, the tau involution  , and
Yakimov's surjection w : R
0
w ! U [w] from equations (4.2.2), (4.2.9), (3.1.1), and Theorem
4.2.2 (i). For each j 2 [1; l] dene the quantum minor j 2 U [w] by
j = b
$ij
w
[1;j 1];w (5.1.4)
This notation is extremely compact; upon unraveling it we obtain
j = w

e
$ij
w
[1;j 1]e
 $ij
w

=

e
$ij
w
[1;j 1];w 
 id

Rw
=

f
$ij
w
[1;j 1](Twv$ij ) 
 id

1
 1 +
X
 6=0
2Q0
mX
i=1
u;i 
 u ;i

We stress that \j" is abbreviated notation as j is heavily dependent upon i. We have the
following main theorem:
Theorem 5.1.3 (G., Yakimov). [G., Yakimov] Assume that | is an arbitrary base eld,
q 2 | is not a root of unity, g is a simple Lie algebra, w 2 W is a Weyl group element,
and i is a reduced word for w. Then the generators F 1; : : : ; F l of the Cauchon space U [w]
are given by
F j =
8<:cqij
 1 1s(j)j if s(j)  l
cqij 1j if s(j) =1
Theorem 5.1.3 is equivalent to the the following theorem to be proved in Section 5.1.2.
Theorem 5.1.4. In the setting of Theorem 5.1.3 the quantum minors 1; : : : ;l (5.1.4) are
explicitly given by
j =cqij jjjF sjjj(j) : : : F j: (5.1.5)
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As an illustration of the generality of this theorem, consider the following very special
situation: Given two non-negative integers m and n, let g be slm+n and set
w = (12 : : :m+ n)m 2 Sm+n (5.1.6)
By [MC10, Proposition 2.1.1] and [Yakb, Lemma 4.1] the algebras U[w] is then isomorphic
to m  n quantum matrices Rq[Mm;n]. By [Yakb, Lemma 4.3] the elements b$ijy;w 2 U [w]
correspond (under this isomorphism) to scalar multiples of quantum minors of Rq[Mm;n] for
all j 2 [1;m+ n] and y in the Bruhat-order interval Swm+n (depending on the normalization
from 4:2:1). The special case of this theorem for the algebras of quantum matrices Rq[Mm;n]
is due to Cauchon [Cau03b]
5.1.1 Leading terms of quantum minors
The presentation of U [w] as iterated Ore extension in the generators F1 ; : : : ; Fl is by
no means unique. The Levendorskii{Soibelman straightening law implies that we may adjoin
the generators in the opposite order as well. Translation from one presentation to the reverse
presentation will play a major role in our proof of Theorem 5.1.4 in Section 5.1.2. In Sections
5.1.1 and 5.1.2 we examine reversed iterated Ore extensions and prove a leading term result
for the elements j.
For a length l reduced expression w, we dene the upper and lower truncated algebras
U [w][j;k] = |

Fj ; Fj+1 ; : : : ; Fk 1 ; Fk

These algebras do, in general, depend on the reduced expression of w. The Levendorskii{
Soibelman straightening law gives that U [w][j;k] are subalgebras of U [w]. The truncated
algebras are closely related to truncated reduced expressions (cf. (3.3.3)) as the following
proposition suggests.
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Proposition 5.1.5. For all length l reduced expressions w and j  k 2 [1; l], we have
T 1w
[1;j 1]
U 

w[j;k]

= U [w][j;k]
Proof. Tracing through the denitions of the inherent symbols, we obtain
T 1w
[1;j 1]
U 

w[j;k]

= T 1w
[1;j 1]
|
h
Fij ; TijFij+1 ; : : : ; Tw[j;k 2]Fik 1 ; Tw[j;k 1]Fik
i
= |
h
T 1w
[1;j 1]
Fij ; Tw[1;j]Fij+1 ; : : : ; Tw[1;k 2]Fik 1 ; Tw[1;k 1]Fik
i
= |

Fj ; Fj+1 ; : : : ; Fk 1 ; Fk

= U [w][j;k]
By noting that (w[1;j 1])
 1w[1;k] = w[j;k] we obtain the immediate and useful corollary
T 1w
[1;j 1]
U 

(w[1;j 1])
 1w[1;k]

= T 1w
[1;j 1]
U 

w[j;k]

(5.1.7)
Towards the main result we prove the following theorem.
Theorem 5.1.6. For all elds |, q 2 | not a root of unity, simple Lie algebras g, length l
reduced expressions w, and j 2 [1; l], we have
j =
8>><>>:
cqijs(j)Fj modU [w][j+1;l] s(j) 6=1
cqijFj modU [w][j+1;l] s(j) =1 (5.1.8)
Proof. For all k 2 [1; l] we construct a twisted algebra Rk = Tw
[1;k 1](U
k). Recall this algebra
is isomorphic to Uqik (sl2)
op, see (3.1). Set 1  k  j   1, and consider the Rk-submodule of
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V ($ij) generated by x = T
 1
w
[j 1;1]
v$ij . It is irreducible since
(Fk)x =

(Tw
[1;k 1]Fk)

T 1w
[j 1;1]
v$ij (5.1.9)
=

T 1w
[k 1;1]
Fk

T 1w
[j 1;1]
v$ij (5.1.10)
= T 1w
[j 1;1]

(Tw
[j 1;1]T
 1
w
[k 1;1]
Fk)v$ij

(5.1.11)
= T 1w
[j 1;1]

(Tw
[j 1;k]Fk)v$ij

= 0; (5.1.12)
see equations (3.1.17) and (3.1.23). In the last equation we used that Tw
[j 1;k](Fk) 2 U+.
Therefore, there is a Rk-module Vk such that
V ($ij) = R
kx Vk:
It follows that Vk is also U
0-stable. From this, equation (5.1.9), and the fact that dimV ($ij)w[1;j 1]$ij =
1 it follows that
hf$ijw
[1;j 1] ; (Ek)vi = 0; for all v 2 V ($ij) and 1  k < j; (5.1.13)
recall (4.2.1).
Next, we consider the Rj-submodule of V ($ij) generated by x. Using (i){(ii), we obtain:
(Ej)

T 1w
[j;1]
v$ij

=

(Tw
[1;j 1]Ej)

T 1w
[j;1]
v$ij

(5.1.14)
=

T 1w
[j 1;1]
Ej

T 1w
[j;1]
v$ij

= T 1w
[j 1;1]

EjT
 1
j v$ij

= x: (5.1.15)
Analogously one shows that
(Ej)x = 0 and

(T 1w
[j 1;1]
Kj)

x = q 1ij x:
Therefore,
Rjx = |x |T 1w
[j;1]
v$ij :
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Let v be in V ($ij). Using the preceeding fact, the complete reducibility of nite dimensional
type one U iq-modules, and equation (5.1.14), we obtain :
hf$ijw
[1;j 1] ; (Ej)
mvi =
8>><>>:
hf$ijw
[1;j]
; vi m = 1
0 m > 1
In a similar way one proves that for all j < k  min fl; s(j)  1g
 
Rk

T 1w
[1;k 1]
v$ij = |T
 1
w
[1;k 1]
v$ij and T
 1
w
[1;k 1]
v$ij = T
 1
w
[1;k]
v$ij :
From this one obtains that for all j < k  min fl; s(j)  1g
hf$ijw
[1;k 1] ; (Ek)vi = 0 and f
$ij
w
[1;k 1] = f
$ij
w
[1;k]
: (5.1.16)
Proof of the Theorem 5.1.3. Equation (5.1.8) is deduced from from equations (5.1.13), (5.1.1),
and (5.1.16) as follows. Using (4.2.13), (5.1.13), and (5.1.1), we obtain:
j =
X
m[j;l]
pm[j;l]hf
$ij
w
[1;j 1] ; (E
m[l;j])T 1w 1viFm[l;j]
=cqij X
m[j+1;l]
pm[j+1;l]hf
$ij
w
[1;j]
; (Em[l;j+1])T 1w 1viFm[l;j+1] modU [w][j+1;l]
If s(j)  l,we apply equation (5.1.16) to the above expression to obtain
j =cqij X
m[s(j);l]
pm[s(j);l]hf
$ij
w
[1;s(j) 1] ; (E
m[l;sj])T 1w 1viFm[l;s(j)]Fj modU [w][j+1;l]
=cqijs(j)Fj modU [w][j+1;l]
This proves equation (5.1.8). The proof of equation (5.1.6) is analogous, requiring only a
small modication of the last argument. It is left to the reader.
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Starting from a reduced word i = i1; : : : ; il for w 2 W , one can construct a presentation
of U [w] as an iterated Ore extension by adjoining the elements F1 ; : : :, Fl (recall (3.4.2))
in the opposite order. For all j 2 [1; l] we have the Ore extension presentation
U [w][j;l] = U [w][j+1;l][Fj ;
 
j ; 
 
j ]; (5.1.17)
where  j and 
 
j are dened as follows. Let t
0
j be an element of H such that
(t0j)
k = q hk;ji; for all k  j
(cf. (3.4.8) and (3.4.10)). We have that  j (x) = (t
0
j  x) in terms of the restriction of the
H-action (3.4.9) to U [w][j+1;l]. The skew derivation  j of U [w][j+1;l] is dened by
 j (x) = Fjx  q hj ;ixFj ; where x 2 (U [w][j+1;l]); and  2 Q;
cf. (3.4.11). The Levendorskii{Soibelman straightening law (3.4.3) implies that  j preserves
U [w][j+1;l], where  l = id, and 
 
l = 0.) Equations (iii) and (3.4.3) imply (5.1.17). Iterating
(5.1.17) with the convention U [w][l+1;l] = | leads to the presentation
U [w] = |[Fl ][Fl 1 ;
 
l 1; 
 
l 1] : : : [F1 ; 
 
1 ; 
 
1 ];
which is reverse to the presentation (5.1.1). It is straightforward to show U [w] is a torsion
free CGL extension for the action (3.4.9). Theorem 5.1.6 gives that the quantum minors j
are in U [w] [j;l] and provides a formula for its leading term as a left polynomial with respect
to the Ore extension (5.1.17), for all j 2 [1; l], cf. Section 4.1.
5.1.2 Proof of Theorem 5.1.4
We keep the notation for i, w, and l from the previous two subsections. For j 2 [1; l]
consider the chain of extensions
| = U [w][j;j 1]  U [w][j;j]  U [w][j;j+1]  : : :  U [w][j;l]:
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It follows from the Levendorskii{Soibelman straightening law (3.4.3) and the denition of the
H-action in equation (3.4.9) that the maps k and k from 3.4.4 (ii) preserve the subalgebra
U [w][j;k 1] of U [w[1;k 1]] = U
 [w][1;k 1] for all 1  j  k  l. For brevity set
jk = kjU [w][j;k 1] and jk = kjU [w][j;k 1] :
In particular, 1k = k and 1k = k. By 3.4.4 (ii) we have the presentation
U [w][j;k] = U [w][j;k 1][Fk ; jk; jk]; for 1  j  k  l:
Using that U [w][j;j 1] = |, jj = id, and jj = 0, we obtain
U [w][j;l] = |[Fj ][Fj+1 ; jj+1; jj+1] : : : [Fl ; jl; jl]: (5.1.18)
It follows now from 3.4.4 that U [w][j;k] is a CGL extension. Since f0g is an H-prime ideal of
U [w][j;k], we can apply the strong rationality theorem of Goodearl [BG02, Theorem II.6.4]
to obtain
Z(Fract(U [w][j;l]))H = |: (5.1.19)
where Z(A) denotes the center of an algebra A. As in Section 4.1, Fract(A) denotes the
division ring of fractions of a domain A, and ( )H refers to the xed point subalgebra with
respect to the action of H.
Fixing i as before, we denote by T the quantum torus algebra generated by F11 ; : : : ; F

l .
The Q-grading on U0q induces a grading on T. Equations (3.4.3) and (4.1.6) imply that
F jF k = q
hj ;kiF kF j; for all 1  j < k  l: (5.1.20)
For j; k 2 [1; l] denote by T[j;k] the quantum subtorus of T generated by F1i for j  i  k.
Using that
k(Fj) 2 U [w][k+1;j 1];
by a simple induction argument one proves the following lemma:
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Lemma 5.1.7. In the above setting, the following hold for all j 2 [1; l]:
(i) Fj   F j 2 T[j+1;l]
(ii) The generators for the Cauchon space of U [w][j;l] (with presentation as in equation
(5.1.18)) are F j, : : :, F l. Therefore,
U [w][j;l] = U [w][j;l]
.
The lemma implies that
U [w][j;l]  T[j;l]  Fract(U [w][j;l]):
Therefore, the strong rationality result (5.1.19) gives that
Z(T[j;l])0 = |: (5.1.21)
Next, we apply a theorem of Berenstein and Zelevinsky [BZ05, Theorem 10.1], to obtain that
for all 1  j < k  l there exists an integer njk such that
e
$ij
w
[1;j 1]e
$k
w
[1;k 1]
= qnjke$kw
[1;k 1]
e
$ij
w
[1;j 1] :
We remark that the setting of [BZ05] is for | = Q(q), but the proof of Theorem 10.1 in
[BZ05] only uses the R-matrix commutation relations in Rq[G] and the left and right actions
of U0q on Rq[G] (from (3.2.5)), which are dened for all elds | and q 2 | not a root
of unity. Moreover, the R-matrix commutation relations in Rq[G] (see e.g. [BG02, Theorem
I.8.15]) imply that for all  2 P , f 2 V () , and ;  2 P0
ewc

f = q
 h;+w 1icfe

wmodQ(w)
+:
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Using (5.1.4) and the fact that the maps w : R
0
w ! U [w] are antihomomorphisms by 4.2.2
(i), we obtain that there is some n0jk 2 Z for which
jk = q
n0jkkj; for all 1  j < k  l: (5.1.22)
Proof of 5.1.4. By Lemma 5.1.7 (ii)
U [w][j;l]  T[j;l]; for all j 2 [1; l]:
Combining this, Theorem 5.1.6, and Lemma 5.1.7 (i), we obtain
j =
8<:cqijs(j)F j modT[j+1;l] if s(j)  l (5.1.23)cqijF j modT[j+1;l] if s(j) =1 (5.1.24)
We prove equation (5.1.5) by induction on j, from l to 1. By equation (5.1.24), l  bqlF l 2 |.
Since l is a homogeneous element of nonzero degree (equal to l), this implies equation
(5.1.5) for j = l.
Now assume that for some j 2 [1; l   1]
k = bqk jkjF sjkj(k) : : : F k for all k 2 [j + 1; l]: (5.1.25)
If
j =cqij jjjF sjjj(j) : : : F j; (5.1.26)
then we are done with the inductive step. Assume the opposite, that (5.1.26) is not satised.
Combining the inductive hypothesis with (5.1.23) and (5.1.24) (whichever applies for the
particular j), we get that
j  cqij jjjF sjjj(j) : : : F j 2 T[j+1;l]: (5.1.27)
It follows from equations (5.1.20), (5.1.22), and (5.1.25), that
jF k = q
mkF kj; for all k = j + 1; : : : ; l
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for some mj+1; : : : ;ml 2 Z. Quantum tori have bases consisting of Laurent monomials in
their generators. By comparing the coecients of F sjjj(j) : : : F jF k in the two sides of the
above equality and using (5.1.27), we get that
(F sjjj(j) : : : F j)F k = q
mkF k(F sjjj(j) : : : F j); for all k = j + 1; : : : ; l
for the same collection of integers mj+1; : : : ;ml. From the last two equalities it follows that
y := (F sjjj(j) : : : F j)
 1j
commutes with F j+1; : : : ; F l:
yF k = F ky; for all k = j + 1; : : : ; l: (5.1.28)
Since (5.1.26) is not satised, (5.1.27) implies that
y =cqij + y0F 1j for some y0 2 T[j+1;l]nf0g: (5.1.29)
But y commutes with itself and by (5.1.28) it commutes with y0 6= 0. Thus y also commutes
with F j. Combining this with (5.1.28) leads to the fact that y belongs to the center of T[j;l].
Since j is a homogeneous element of U
 [w] with respect to its Q-grading, (5.1.27) implies
y 2 Z(T[j;l])0:
At the same time y =2 | by (5.1.29), which contradicts the strong rationality result (5.1.21).
Thus equation (5.1.26) holds. This completes the proofs of the inductive step and the theo-
rem.
5.2 Unication of the two approaches to H-SpecU [w]
5.2.1 Solutions of two questions of Cauchon and Meriaux
In this section we establish a dictionary between the representation theoretic and ring
theoretic approaches to H-SpecU [w], see Section 4.2 and Section 4.1. Theorem 5.2.5 ex-
plicitly describes the behavior of all H-prime ideals Iw(y), from Theorem 4.2.2, under the
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deleting derivations. We also describe the Cauchon diagrams of all ideals Iw(y) and use this
to resolve [MC10, Question 5.3.3] of Cauchon and Meriaux ; see Theorem 5.2.1. We use the
combination of Theorems 4.2.2 and 5.2.1 to give an independent and elegant proof of the
Cauchon and Meriaux classication in our proof of Theorem 5.2.3. Finally, we also settle
[MC10, Question 5.3.2] of Cauchon and Meriaux , solving the poset containment problem in
the classication of 4.1.6, see 5.2.4.
Recall Section 3.3 and Corollary 3.3.5 for denitions and details of the left positive diagram
bijection
..D+ : Ww .Lw .DlL D
and its counterpart the Cauchon diagram bijection
..C : H-SpecU [w] .H-SpecU [w] .Pl .Dl:' = 
Also, recall the quantum Schubert cell ideals S+w (y) 2 R0w and the algebra isomorphism
w : R
0
w=S
+
w (w) .. .
= U [w]. For a xed Weyl group element w, set
S w =

S w (y) + S
+
w (w) j y 2 Ww
	
:
By the Yakimov's classication Theorem, 4.2.2 iii, the map w induces a poset isomorphism
..Iw : W
w .S w .H-SpecU [w]
S w w
The following main theorem summarizes and relates all known approaches to analyzing the
H-prime spectrum of U [w]:
Theorem 5.2.1 (G., Yakimov). For any eld | with q 2 | not a root of unity, simple
Lie algebra g, weyl group element w, and reduced word i for w representing w, we have a
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commutative diagram
.
.Sw .Pl .Dl . .H-SpecU [w]
.Lw . .Ww . .S w
D  C
D
Iw
D+
L S w
w
The left hand square commutes by the analysis conducted in Section 3.3, and commu-
tativity of the right hand square is proved in subsection 5.2.2. This main theorem is the
bridge between the representation theoretic and the ring theoretic approach to analyzing
H-SpecU [w]. In particular, the theorem implies
C(Iw(y)) = D+(y): (5.2.1)
The following is, therefore, an immediate consequence of Theorem 5.2.1. It settles Question
5.3.3 of Cauchon and Meriaux [MC10]; the Cauchon{Meriaux [MC10] and Yakimov [Yak10]
classications of H-SpecU [w] of described in 4.1.6 and Theorem 4.2.2 coincide.
Theorem 5.2.2 (G., Yakimov). For all base elds |, q 2 | not a root of unity, simple Lie
algebras g, Weyl group elements w, and reduced words i for w,
Iw(y) = JD+(y) for all y 2 Ww: (5.2.2)
Proof. By Theorem 5.2.1 we have Iw(y) = C 1(D+(y)), but C 1(D+(y)) = JD+(y) by deni-
tion. Therefore, we obtain the result.
The Cauchon{Meriaux classication [MC10]|a result whose abridged version we restate
for convenience|is now a simple corollary of Theorem 5.2.1.
Theorem 5.2.3. (Cauchon{Meriaux , [MC10]) The H-prime ideals of U [w] are the ideals
JD+(y) for the elements y 2 Ww.
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Proof. By an application of Yakimov's classication Theorem 4.2.2 ii and our unication
result, Theorem 5.2.2, we have
H-SpecU [w] = fIw(y) j y 2 Wwg = fJD+(y) j y 2 Wwg:
Finally, the next theorem answers Question 5.3.2 of Cauchon and Meriaux [MC10].
Theorem 5.2.4 (G., Yakimov). For all base elds |, q 2 | not a root of unity, simple Lie
algebras g, Weyl group elements w, and reduced words i for w, the mapWw .. . H-SpecU [w]
y .. .JD+(y)
is an isomorphism of posets with respect to the Bruhat order and inclusion of ideals.
Proof. By Theorem 4.2.2 iii, the map sending y to Iw(y) is a poset isomorphism. Thus, by
Theorem 5.2.2, the result follows.
We provide a complete description of the behavior of the ideals Iw(y) under the deleting
derivation procedure. Recall the denition of leading part eJ of an ideal in an Ore extension.
According to Proposition 4.1.4, Cauchon's method relies on taking leading parts of ideals or
contracting ideals. For the remainder of this section assume that i = (i1; : : : ; il) is a reduced
word for w 2 W . It follows immediately that
w[1;l 1] = wsil ; (5.2.3)
and Theorem 3.4.4 (i) and (ii) imply
U [w[1;l 1]] = U
 [w[1;l 1]]  U [w] and U [w] = U [w[1;l 1]][Fl ;l; l]: (5.2.4)
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Theorem 5.2.5 (G., Yakimov). Let | be an arbitrary base eld, q 2 | not a root of unity,
g a simple Lie algebra, w 2 W a Weyl group element, and i = (i1; : : : ; il) a reduced word
for w. Then the following hold for all y 2 Ww inside U [w] = U [w[1;l 1]][Fl ;l; l] (from
equation (5.2.4)):
(i) If l =2 D+(y), then ]Iw(y) = Iw
[1;l 1](y)
(ii) If l 2 D+(y), then Iw(y) \ U [w[1;l 1]] = Iw[1;l 1](ysil)
We prove Theorem 5.2.1 using 5.2.5 in this subsection, and we establish 5.2.5 in Section
5.2.3{5.2.4. With the goal of proving Theorem 5.2.1, we rst establish an auxiliary lemma.
Lemma 5.2.6. In the setting of Theorem 5.2.5, if y is ssuch that l 2 D+(y), then
Tw
[1;l 1]v$il =2 U Tyv$il : (5.2.5)
Proof. We proceed by induction on `(w). If l = 1, then Twsi1v$i1 = v$i1 Now, since 1 2 D+(y)
eliminates the possibility that y = id. Thus, y($i1) < $i1 and the result follows.
Now assume the statement for `(w) = l   1, and suppose that (5.2.5) does not hold, that
is,
Tw
[1;l 1]v$il 2 U Tyv$il : (5.2.6)
There are two possibilities: 1 2 D+(y) or 1 =2 D+(y).
Case (A): 1 2 D+(y). We begin by noting that i[2;l] = (i2; : : : ; il) is a reduced word for
si1w. By the denition of positivity D+(y), we have
y = si1w
D+(y)
[2;l] > w
D+(y)
[2;l] = si1y: (5.2.7)
Moreover, we have si1y  si1w and D+(si1y) = D+(y)nf1g. Recall the denition (3.1) of
the subalgebras U iq of Uq(g) for i 2 [1; r]. Equation (5.2.6), (5.2.7) and [Jos95, Lemma 4.4.3
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(iii){(iv)] imply
Tsi1w[1;l 1]v$il 2 U i1Tw[1;l 1]v$il  U i1U Tyv$il = U U i1Tyv$il = U Tsi1yv$il ;
which contradicts the inductive hypothesis for si1y, si1w, and i[2;l].
Case (B)`: 1 =2 D+(y). The argument in this case is similar to the previous one. From the
left positivity of the index set D+(y) we have
si1y = si1w
D+(y)
[2;l] > w
D+(y)
[2;l] = y: (5.2.8)
Furthermore, y < si1w and D+i[2;l](y) = D+(y). Equations (5.2.6), (5.2.8) and [Jos95, Lemma
4.4.3 (iii){(iv)] imply
Tsi1w[1;l 1]v$il 2 U i1Tw[1;l 1]v$il  U i1U Tyv$il = U U i1Tyv$il = U Tyv$il ;
but this contradicts the inductive hypothesis on y, si1w, and i[2;l].
One can similarly show Tw
[1;l 1]v =2 U Tyv for  2
P
2 Z>0$, which follows from
[Jos95, Lemma 4.4.5] and the simple fact that y 6 w[1;l 1].
5.2.2 Proof of Theorem 5.2.1
Before proceeding, we establish the following lemma to aid our inductive arguments:
Lemma 5.2.7. Suppose y is a left positive subexpression for y 2 Ww with diagram D.
(i) If l =2 D, then D is left positive diagram for y 2 Wwsil . Thus, ysil = wD[1;l 1].
(ii) If l 2 D, then D0 = Dnflg is a left positive diagram for ysil 2 Wwsil . Therefore,
y = wD
0
[1;l 1]:
Proof. Let D = D+(y). By assumption sijw
D
[j+1;l] > w
D
[j+1;l] for all j 2 [1; l   1].
Part i: If l =2 D, then we obtain for all j 2 [1; l   2] that D satises
sijw
D
[j+1;l 1] = sijw
D
[j+1;l] > w
D
[j+1;l] = w
D
[j+1;l 1];
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Part ii: If l 2 D, then for all j 2 [1; l   1] we have that D0 satises
sijw
D0
[j+1;l 1]sil = sijw
D
[j+1;l] > w
D
[j+1;l] = w
D0
[j+1;l 1]sil :
Upon right multiplication by sil ; we obtain the result.
Proof of Theorem 5.2.1. We prove Theorem 5.2.1 by induction on the length `(w). The case
`(w) = 0 is trivial. Therefore, we assume the hypothesis for `(w) = l   1. Note that
i[1;l 1] = (i1; : : : ; il 1)
is a reduced word for the the reduced expression w[1;l 1] = wsil . In the setting of Section 4.1,
xl = xl. 5.1.3 implies that, for some pl 2 |,
Fl = pll = plb
$il
w
[1;l 1];w:
Again, we have two cases: (A) l =2 D+(y) and (B) l 2 D+(y).
Case (A): l =2 D. It follows from Lemma 5.2.7 (i) that y = wD[1;l 1]  w[1;l 1] and
D+i[1;l 1](y) = D. By the inductive hypothesis, we therefore have
C(Iw
[1;l 1](y)) = D: (5.2.9)
Recall from Section 4.2 that b
$il
w
[1;l 1];w =2 Iw(w[1;l 1]); see [Yakb, Theorem 3.1 (b)]. Moreover,
y  w[1;l 1] implies Iw(y)  Iw(w[1;l 1]) by 4.2.2 ii. Thus,
Fl = plb
$il
w
[1;l 1];w =2 Iw(y)  Iw(w[1;l 1]):
Now, we can apply Proposition 4.1.4 i to the J = Iw(y). By Theorem 5.2.5 i, ]Iw(y) =
Iw
[1;l 1](y). Finally, by combining Proposition 4.1.4 i and equation (5.2.9) we obtain
C(Iw(y)) = C(Iw
[1;l 1](y)) = D:
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Case (B): l 2 D. By Lemma 5.2.7 (i), we have ysil = wDsil = wD0[1;l 1] and hence D0 =
D+i[1;l 1](ysil). The inductive hypothesis, applied to ysil  w[1;l 1], implies
C(Iw
[1;l 1](ysil)) = D
0: (5.2.10)
Lemma 5.2.6 gives that Tw
[1;l 1]v$il =2 U Tyv$il ; therefore, by denition fw[1;l 1];$il 2 (U Tyv$il )?,
and we have Fl = plb
$il
w
[1;l 1];w 2 Iw(y). Now we are in a position to apply Proposition 4.1.4 ii
(again) to J = Iw(y). Theorem 5.2.5 ii implies Iw(y) \ U [w[1;l 1]] = Iw[1;l 1](ysil). It follows
from Proposition 4.1.4 ii and equation (5.2.10) that
C(Iw(y)) = C(Iw
[1;l 1](ysil)) t flg = D0 t flg = D:
5.2.3 Proof of Theorem 5.2.5 (i)
Let U [w] have the prescribed Ore extension presentation
U [w] = U [w[1;l 1]][Fl ;l; l]:
The following result, important in its own right, will help us prove Part i of the theorem.
Theorem 5.2.8 computes the leading term of the right polynomial in Fl
w(c

fe
 
w ) 2
NX
m=0
Fml U
 [w[1;l 1]];
where N = h; _ili. We remark that this result is strongly analogous to Theorem 5.1.6.
Proposition 5.2.8 (G., Yakimov). For all base elds |, q 2 | not a root of unity, Weyl
group elements w 2 W , reduced words i = (i1; : : : ; il) for w, dominant integral weights
 2 P0, and f 2 V (), we have
w(c

fe
 
w ) =
(q 1il   qil)N
q
N(N 1)=2
il
FNl w[1;l 1](c

fe
 
w
[1;l 1]
) + lower order terms.
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Proof of Theorem 5.2.8. Recall (3.1). The vector v is a highest weight vector for U
il of
highest weight N$il . Lemma 3.1.5 (i) and (ii) (respectively) imply that for all m > N
ENil T
 1
il
v =
1
[N ]il !
ENil F
N
il
v = [N ]il !vil
and
Emil T
 1
il
v = 0:
Therefore, for all m > N
(El)
NT 1w 1v =

T 1w
[l 1;1]
(ENil )

T 1w
[l 1;1]
T 1il v

= T 1w
[l 1;1]
 
ENil T
 1
il
v

= [N ]il !T
 1
w
[l 1;1]
v
and similarly
(El)
mT 1w 1v = 0:
Using the formula (4.2.13) for the antihomomorphism w : R
w
0 ! U [w], we obtain that for
all  2 P0, f 2 V ()
w(c

fe
 
w ) =
(q 1il   qil)N
q
N(N 1)=2
il
X
m[1;l 1]2Nl 1
pm[1;l 1]hf; (Em[1;l 1])T 1w[l 1;1]viF
N
l
Fm[l 1;1]
=
(q 1il   qil)N
q
N(N 1)=2
il
FNl w[1;l 1](c

fe
 
w
[1;l 1]
)mod
N 1X
m=0
Fml U
 [w[1;l 1]]:
We proceed by showing Iw
[1;l 1](y)  ]Iw(y) by Theorem 5.2.8. We will then will compare
the Gelfand{Kirillov dimensions of U [w]=Iw(y) and U [w[1;l 1]]=
]Iw(y) to obtain the reverse
inclusion
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Proof of Theorem 5.2.5 (i). In the proof of Theorem 5.2.1 we showed that l =2 D implies
Fl =2 Iw(y). Now, Iw(y) is an H-invariant completely prime ideal of U [w]. Applying Propo-
sition 4.1.4 i to J = Iw(y), we see that ]Iw(y) is an H-invariant, completely prime ideal of
U [w[1;l 1]]. By Theorem 4.2.2 i, there is a y
0 2 Wws such that
]Iw(y) = Iw
[1;l 1](y
0):
Proceeding, we let  2 P0 and f 2 (U Tyv)?  V (). By denition and by Theorem
5.2.8, respectively, we have
w(c

fe
 
w ) 2 Iw(y) and w[1;l 1](cfe w[1;l 1]) 2 ]Iw(y):
Therefore, Iw
[1;l 1](y)  ]Iw(y); which is true if and only if y  y0. To prove the opposite
containment note that by (iii),
GKdim(U [w]=Iw(y)) = GKdim(U [w[1;l 1]]=]Iw(y)) + 1
= GKdim(U [w[1;l 1]]=Iw(y
0)) + 1:
On the other hand, [Yakb, Theorem 5.8] gives that
GKdim(U [w]=Iw(y)) = l   `(y) and GKdim(U [w[1;l 1]]=Iw(y0)) = l   1  `(y0):
Therefore, `(y0) = `(y), but since y  y0 we must have y0 = y, which yields the result
]Iw(y) = Iw
[1;l 1](y):
5.2.4 Proof of Theorem 5.2.5 (ii)
A straightforward computation of the contraction Iw(y) \ U [w[1;l 1]] is complicated and
impractical. We instead deduce
Iw(y) \ U [w[1;l 1]] = Iw[1;l 1](y0) for some y0 2 W
w
[1;l 1]
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and analyze the homogeneous, nonzero P -normal elements in
U [w]=Iw(y) = U [w[1;l 1]]=(Iw(y) \ U [w[1;l 1]]) (5.2.11)
to conclude y0 = ysil .
Observe there is a natural inclusion P .. .H of the weight lattice given by
 .. .(qh;1i; : : : ; qh;ri):
This in turn gives rise to a P -action on Uq(g), U
 [w], and U [w]=Iw(y), given by
  x = qh;ix for x 2 (Uq(g)):
Suppose a group G acts on a ring R. An element r of R is called G-normal or equivariantly
normal with respect to G if there exists g 2 G such that
rx = (g  x)r for all x 2 R:
For all y 2 Ww and  2 P , the elements by;w 2 U [w]=Iw(y) are nonzero, homogeneous,
and P -normal by equation (4.2.11). Alternatively, The next proposition is a result in the
opposite direction concerning the possible weights of all homogeneous P -normal elements of
U [w]=Iw(y).
Proposition 5.2.9 (G., Yakimov). For all base elds |, q 2 | not a root of unity, Weyl
group elements y 2 Ww, and nonzero, homogeneous, P -normal elements u 2 U [w]=Iw(y),
there exists  2 (1=2)P such that (w  y) 2 QS(w), u 2 (U [w]=Iw(y))(w y), (w + y) 2 P ,
and
ux = q h(w+y);ixu; for all  2 Q and x 2 (U [w]=Iw(y)):
Proof. Let u 2 (U [w]=Iw(y)) be a homogeneous P -normal element such that
ux = qh
0;ixu for all  2 Q and x 2 (U [w]=Iw(y)) (5.2.12)
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for some 0 2 P ; here  is an element in the support lattice QS(w). Equations (4.2.11) and
(5.2.12) imply that for all  2 P0
by;wu = q
 h(w+y);iuby;w
= q h(w+y);iqh
0;(w y)iby;wu:
Now q 2 | is not a root of unity and U [w]=Iw(y) is a domain, so the preceding equality is
only possible if
 h(w + y); i+ h0; (w   y)i = 0 for all  2 P0:
Therefore,
hw; (wy 1 + 1)i+ hw; (wy 1   1)0i = 0 for all  2 P0;
that is,
(wy 1 + 1) = (wy 1   1)( 0) = 0:
By a standard linear algebra argument for Cayley transforms (see[Yaka, Theorem 3.6])), we
obtain that there exits  2 Q satisfying
 = (wy 1   1)y = (w   y) and   0 = (wy 1 + 1)y = (w + y) (5.2.13)
Thus, we have
(w   y) 2 QS(w),u 2 (U [w]=Iw(y))(w y), and (w + y) 2 P:
Combining the equalities in (5.2.13) and solving for  gives
 =
1
2
w 1(   0):
Finally, substituting  (w + y) for  in (5.2.12) gives the nal claim
ux = q h(w+y);ixu for all  2 Q and x 2 (U [w]=Iw(y)):
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Proof of 5.2.5 (ii). In the proof of Theorem 5.2.1, we saw that l 2 D implies Fl 2 Iw(y).
Recall equation (5.2.3). Since Iw(y) is a H-invariant, completely prime ideal of U [w], we
have that Iw(y)\U [w[1;l 1]] is a H-invariant completely prime ideal of U [w[1;l 1]]. It follows
from Theorem 4.2.2 (i) that there is some y0 2 Ww[1;l 1] such that
Iw(y) \ U [w[1;l 1]] = Iw[1;l 1](y0):
The H-eigenvectors of Uq(g) are precisely the homogeneous vectors of the Q-grading of Uq(g).
Thus, by Proposition 4.1.5 ii we have a Q-graded algebra isomorphism
U 0 := U [w[1;l 1]]=Iw[1;l 1](y
0) = U [w]=Iw(y):
Denote the support of the Q-grading of the above algebras:
Q0 = Zf 2 Q j U 0 6= 0g  Q:
For  2 P equation (4.2.11) implies that by;w is a nonzero, homogeneous, P -normal element
of U 0(w y) and
by;wx = q
 h(w+y);ixby;w for all  2 Q0 and x 2 U 0: (5.2.14)
Applying Proposition 5.2.9 to the algebra U 0 = U [w[1;l 1]]=Iw[1;l 1](y
0) and the homogeneous,
P -normal element by;w, we have there exists 
0 2 (1=2)P such that by;w 2 U 0(w
[1;l 1] y0),
(w[1;l 1] + y
0) 2 P , and
by;wx = q
 h(w
[1;l 1]+y
0);ixby;w for all  2 Q0 and x 2 U 0: (5.2.15)
As before we use the fact that q 2 | is not a root of unity, that U 0 is a domain, and we
combine equations (5.2.14) and (5.2.15) to obtain that for all  2 Q0
(w   y) = (w[1;l 1]   y0) and h(w + y); i = h(w[1;l 1] + y0); i: (5.2.16)
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Therefore, for all  2 Q0; we have
hw; i = h(w   y)+ (w + y); i
= h(w[1;l 1]   y0)+ (w[1;l 1] + y0); i
= hw[1;l 1](); i:
For all  2 P0 Since 0 6= bw
[1;l 1];y
0 2 U 0(w
[1;l 1] y0) , we have (w[1;l 1]   y
0) 2 Q0; hence, by
the previous string of equalities,
hw[1;l 1](sil  ); (w[1;l 1]   y0)i = 0;
that is,
h(y0  w[1;l 1])(sil  ); y0i = 0:
Thus, (y0  w[1;l 1]) = (y0  w[1;l 1])sil. The rst part of (5.2.16) then gives
(w   y) = (w[1;l 1]   y0)sil:
and so y = y0sil() for all  2 P0. This, however, is only possible if y0 = ysil ; hence,
Iw(y) \ U [w[1;l 1]] = Iw[1;l 1](ysil);
and our proof is complete.
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Appendix: Relations in U+[w0] for type A3
Consider the A3 quantum Schubert cells U
+
q [w0] for the lexicographically minimal reduced
decomposition w0 = s1s2s1s3s2s1 = s121321. From this we obtain an order on + given by
 <  +  <  <  +  +  <  +  < :
Recall that a theorem of Levendorskii and Soibelman gives that
XjXi   q hi;jiXjXj =
X
cnX
ni+1
i+1
: : : X
nj 1
j 1 for j > i: (A.17)
In general the right hand side of (A.17) is unknown. Abbreviate Xi to Xi. We investigate a
very specic case with further analysis to come in forthcoming publications. Let us note that
the relation immediately gives that the root vectors Xi and Xi+1 commute if hi+1; ii = 0
and q-commute otherwise. Due to the prevalence of relations of the form  XY +q 1Y X = Z,
we denote the q-commutator by [Xi; Xj]q = XiXj   q 1XjXi. In particular [Xi; Xj]1 is the
usual commutator bracket. Note that [X; Y ]q is related to [Y;X]q by
 [X; Y ]q = [ X;Y ]q = [X; Y ]q = q 1[Y;X]q 1 :
Consider the A3 quantum Schubert cells U
+
q [w0] for the lexicographically minimal reduced
decomposition w0 = s1s2s1s3s2s1 = s121321. From this we obtain an order on + given by
 <  +  <  <  +  +  <  +  < :
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To this order we associate the generators
E = E1
E+ =  E1E2 + q 1E2E1
=  [E1; E2]q
E = E2
E++ = E1E2E3   q 1E2E3E1   q 1E3E1E2 + q 2E3E2E1
= [E1; [E2; E3]q]q = [[E1; E2]q; E3]q
E+ =  E2E3 + q 1E3E2
=  [E2; E3]q
E = E3
Note that we are using the braid group action in [[BG02] Section I.6.7 equation (6)] and not
the previously one from (3.1.12). We construct a diagram to encode the following relations
among these generators:
.
.X . .Y .X . .Z .X . .Y
. . . . . .Y . . .
. . [X; Y ]q = 0 . . . [X; Y ]q = Z . . .[X; Y ] = 0 .
. .Y X = qXY . . .Y X = qXY + qZ. . .Y X = XY .
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..X .Y . .[X;W ] = (q   q 1)Y Z
.Z .W . .XW + q 1Y Z = qY Z +WX
Here are explicit relations (in positive form) for U+[s121321]:
qX2X1 = X1X2 qX3X2 = X2X3 qX4X2 = X2X4
qX5X3 = X3X5 qX5X4 = X4X5 qX6X5 = X5X6
q 1X3X1 = X1X3 +X2 q 1X6X3 = X3X6 +X5
q 1X5X1 = X1X5 +X4 q 1X6X2 = X2X6 +X4
X2X5 + q
 1X3X4 = X5X2 + qX3X4
For any subset D of f1; : : : ; 6g, we can consider the subalagebra of U+ genrated by fXi j
i 2 Dg. Denote this by U+D . More details later. If D = f1; 2; 4g, then U+D is a quantum
ane space on three generators. If D = f1; 2; 3g, then U+D is a q-deformed version of the
Heisenberg Lie algebra. If D = f2; 3; 4; 5g, then U+D is 2  2 quantum matrices. There are
obvious relation subdiagrams corresponding to these subalgebras.
We conclude by providing the relation diagrams for all sixteen reduced decompositions of
w0. These diagrams will play a major role in our future results on U
 [w].
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..E .E+ .E++
. .E .E+
. . .E
FIGURE A.1. Relation diagram for i = 121321
.
.X1 .X2 .X4
. .X3 .X5
. . .X6
FIGURE A.2. Relation diagram for i = 121321
.
.X1 .X2 .X3
. .X4 .X5
. . .X6
FIGURE A.3. Relation diagram for i = 123121
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..X1 .X2 .X3
. .X6 .X5
. . .X4
FIGURE A.4. Relation diagram for i = 123212
.
.X1 .X4 .X3
. .X6 .X5
. . .X2
FIGURE A.5. Relation diagram for i = 132312
.
.X1 .X5 .X3
. .X6 .X4
. . .X2
FIGURE A.6. Relation diagram for i = 132132
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..X3 .X2 .X4
. .X1 .X5
. . .X6
FIGURE A.7. Relation diagram for i = 212321
.
.X5 .X2 .X4
. .X1 .X3
. . .X6
FIGURE A.8. Relation diagram for i = 213231
.
.X6 .X2 .X4
. .X1 .X3
. . .X5
FIGURE A.9. Relation diagram for i = 213213
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..X6 .X3 .X4
. .X1 .X2
. . .X5
FIGURE A.10. Relation diagram for i = 231213
.
.X5 .X3 .X4
. .X1 .X2
. . .X6
FIGURE A.11. Relation diagram for i = 231231
.
.X6 .X5 .X4
. .X1 .X2
. . .X3
FIGURE A.12. Relation diagram for i = 232123
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..X2 .X5 .X3
. .X6 .X4
. . .X1
FIGURE A.13. Relation diagram for i = 312132
.
.X2 .X4 .X3
. .X6 .X5
. . .X1
FIGURE A.14. Relation diagram for i = 312312
.
.X4 .X5 .X3
. .X6 .X2
. . .X1
FIGURE A.15. Relation diagram for i = 321232
96
..X6 .X5 .X3
. .X4 .X2
. . .X1
FIGURE A.16. Relation diagram for i = 321323
.
.X6 .X5 .X4
. .X3 .X2
. . .X1
FIGURE A.17. Relation diagram for i = 323123
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