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A graph G is called (k, n)-pendant tree-connected, iff for any subset A of the ver- 
tex set of G with cardinahty k there exist n edge-disjoint trees T,,..., T, which con- 
tain A as set of endvertices and are vertex-disjoint with the exception of A. This is a 
specialization of the tree-connectivity introduced in (M. Hager, Tree-connectivity in 
graphs, submitted) and includes the usual vertex-connectivity for k = 2. Necessary 
and sutlicient conditions are given for a graph to be (k, n)-pendant tree-connected 
proving that K(G)> 2 n’k+ r) implies the (k, n)-pendant tree-connectivity and 
k + M + 1 is a lower bound for this implication. Then we handle the case (3,2) show- 
ing that nonplanar graphs G with K(G) > 4, such that G-{e] for some edge e is 
planar, are (3.2)-pendant tree-connected. :c 1985 Academic Press. Inc. 
1. INTRODUCTION AND NOTATIONS 
Let k, n be two positive integers. Then we call a graph G with 
1 V(G)( 2 k + n (k, n)-pendant tree-connected ((k, n)-ptc), iff for any k-subset 
A of the vertex set V(G) of G there exist n edge-disjoint trees Ti, 1~ i < n, 
such that V( r,) n V( Tj) = A for i # j, 1 < i,j < n, and the degree of a E A in 
Ti is equal to one. So the kth-pendant tree-connectivity number of a graph G 
is the greatest integer n such that G is (k, n)-ptc and will be denoted by 
r,JG). This definition is an extension of the usual vertex-connectivity of a 
graph, because r?(G) = k(G), the vertex-connectivity number of G. 
It is also a specialization of the tree-connectivity, introduced in [3], 
where we only search for edge-disjoint trees which include A and are ver- 
tex-disjoint with the exception of A. The corresponding tree-connectivity 
number is denoted by O,(G). Another specialization is the case of path-con- 
nectivity (see [4]). This article will give first results on this new concept. 
In Section 2 we calculate the p&-number of special graphs and prove 
necessary conditions for a graph to be (k, n)-ptc, showing in (2.8) that 
k(G) 2 n + k + 1 (k 2 3, n 3 2) is necessary for t,JG) 3 n. Section 3 gives 
sufficient conditions for (k, n)-prc, where in (3.4) is proved that 
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K(G) 2 2”‘k + ‘) implies zJG) 2 n. Section 4 handles the case (k, n) = (3,2) 
showing in detail in (4.1) that planar graphs fulfill rk(G) < 1 for k > 3 and 
in (4.2) that a graph G with rc(G) 2 4 and a crossing edge is (3,2)-ptc. 
Our graphs are always simple and finite and we use the usual notations, 
i.e., V(G) the vertex set, E(G) the edge set of a graph G. The degree of a 
vertex will be denoted by d(v); 6(G) is the minimal degree of G, ti(G) the 
vertex-connectivity number. A graph G is minimal n-connected, if rc(G) = n 
and the deletion of any edge decreases K(G). The neighbourhood NG(u) of 
a vertex u E V(G) is the set of all vertices x E V(G), such that x and u are 
incident with the same edge. U(G) is a subdivision of the graph G if U(G) 
results from G by replacing each edge of G by a finite path. 
2. EXTREME CASES AND NECESSARY CONDITIONS FOR 
PENDANT TREE-CONNECTIVITY 
The tree-connectivity number 8,(G), which we have introduced in [3], 
and r,JG) are equal for k = 1,2, such that r,(G) = 6(G), rZ(G) = K(G). For 
k > 3 rk(G) 6 t?,(G) holds at once. 
2.1. PROPOSITION. If G is a graph with zJG) > n for k > 3, then 
K(G) z n + k - 2 holds. 
Proof. Let us assume that G has an (n + k - 3)-element cut S. Then we 
choose the k-set A to be a (k - 2)-subset R of S, together with {u, u> in 
two different components of G-S. Since each of the trees containing A 
must contain a different vertex of S- R, where (S-RI <n, we have 
rk(G) <n. I 
2.2. PROPOSITION. Let be G a graph with z~(G) > n. Then 
G(G)>k+n- 1. 
Proof. Let us assume that u E G exists with 6(u) <k + n - 2. Then we 
choose the k-set A to be u and k- 1 neighbours of u. Thus 
z,(G)<n- 1. 1 
COROLLARY 1. z,(G)an implies IV(G)1 >n+kfor k>3. 
Therefore the restriction 1 V(G)] 2 n + k in our definition is justified. 
COROLLARY 2. Let be G a (n + k - 2)-minimal connected graph. Then 
Q(G) < n, because such graphs have vertices of degree (n + k - 2) (see 
[5 or 91). 
Now we look at the full sequence of ptc-numbers and get easily: 
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2.3. LEMMA. Zf z~(G) 2 n, then zk _ ,(G) > n, for k 2 2, 
Hence the sequence of ptc-numbers fulfills: 
2.4. THEOREM. Let G be a graph. Then zJG) > 7k + ,(G) for k > 1 and 
rk(G) = 0 for k = 1 V(G)j. 
Now we handle special graphs. 
2.5. PROPOSITION. Let be K,,, the complete graph with m vertices. Then 
TJK,,,)=m-k, m>k>3. 
2.6. LEMMA. Let be K,,* the complete bipartite graph with r + s vertices. 
Then rk(Kr,s)=max{min{r-k+ 1, s-k+ l},O}. 
Proof Let R u S be the bipartition of K,,, with (RI = r, ISJ = s, r < s. 
Let AsRuS, where (AnRl=t, lAnSI=u,and t+u=k.Thenumberof 
edge-disjoint trees with vertices of attachment A is at most min {r - t, 
s - u >, and this expression is smallest if t = k - 1. 1 
With (2.6) and r(k, n) = max{rc(G)IG a graph with zJG) <n} + 1 we can 
state 
2.7. THEOREM. For k3 3, z(k, n) >n + k- 1 holds with equality for 
n= 1. 
Proof For the first assertion choose r =s=n + k - 2 in Lemma 2.6; 
t(k, 1) = k follows at once using Menger’s theorem for a vertex x outside a 
k-element vertex set. 1 
In order to improve the lower bound of Theorem 2.7 we will handle an 
example of Watkins [13, p. 24.51, which we modify to a maximal planar 
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graph GO (see Fig. 1). GO is not (3,2)-ptc, if we choose a,, u2, u3, (see also 
Theorem 4.1), and ic(G,) 2 5. Thus r(3,2) > 6 = k + n + 1 for k = 3, n = 2. 
Now we take a new vertex x1 and define G, as the Cartesian product of 
G, and x1, such that x1 is adjacent to any vertex of G,; rc(G,) = 6. Hence 
t,(G,)=2, because one tree needs x1. Also rq(G1)= 1, if we choose 
a,, 4, a39 Xl. Continuing this procedure we get a graph G, with m new 
vertices such that IC(G,) = 5 + m and z3 + ,(G,) < 2 + s for Y + s = m. Thus 
(2.8) holds: 
2.8. THEOREM. For k > 3 and n > 2 z(k, n) 2 k + n + 1. 
3. SUFFICIENT CONDITIONS FOR PENDANT TREE-CONNECTIVITY 
For our first theorem in this section we need the term “k-linked graph.” 
A graph G is called k-linked iff for any subset B E V(G) with B = {x1 ,..., xk, 
yl,..., yk} we have k independent paths PI,..., P, such that xi is linked by 
Pi to yi. This was introduced by Jung [7], see also Halin [6, pp. 235-2381 
or Thomassen [ 111, who conjectured that K(G) 2 2k + 2 is sufficient for G 
to be k-linked. 
3.1. THEOREM. Let be G u graph with 6(G) > 2n(k- 1) + 1, such that for 
each vertex x E V(G) hofds: G - {x} is n(k - l)-linked. Then zJG) > n. 
Proof. Let A = {a,,..., uk} be a k-subset of V(G) with uk =x E V(G). We 
shall find n internally disjoint trees T, (1 < j < n) in G with endvertices 
a, )...) Uk. Now we choose sets A, ,..., A,- 1 and B, ,..., B, with the following 
properties: 
(i) ~AiJ=n,ui~Aj,andAi~N,(ui)u{ai), l<i<k-1, 
(ii) IBJ =k- 1, and there is a vertex bjE N,(a,) n B, with 
BjcN,(bj)u {b,}, 1 <j<n. 
Since 6(G) > 2n(k - 1) + 1 = Cf=,’ 1 Ai1 + c,“= 1 1 Bjl + 1, we can choose 
the sets Ai (1 < i < k) and B, (1 < j d n) to be pairwise disjoint, where 
k-l 
ak$ u A~u fi Bj. 
i=l j=l 
Write Ai = {xi,, xi2 ,..., Xin} for 1 < i < k - 1, and Bj= { J’jl) J’jz,..., yj(k- I,} 
for l<j<n. Let xil=uj (l<i<k-1) and yjI=bj (l<j<n). Since 
G- {uk} is n(k- 1)-linked, the n(k- 1) pairs xii, yji (1 bidk-1, 
1 < j < n) are each joined by paths P, in G - { ak} which are independent 
of each other. Then T,= ufz: Piju iJf=,' {x~x~,} u lJ:~i {YjiJJjl} u 
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(Yjlak) t2GjGn) and T, = Uf:/ Pgu (Jf:i {y,iv,,} u {y,,a,} are the 
desired n internally disjoint trees with endvertices A. 1 
3.2. THEOREM. Let be G a graph with K(G) 3 2n(k - 1) + 1 and 
6(G) > 23n(k-‘), then TV > n. 
Proof. Jung [7] and independently Larmann and Mani [S] proved 
that a graph G is k-linked if G contains a subdivision of the complete graph 
with 3k vertices and K(G) 3 2k holds, see also Halin [6, pp. 236-2371. 
Mader [lo] showed that [E(G)1 > 2kP ’ ( V(G)( is sufficient for G to contain 
a subdivision of Kk, which means that 6(G) B 2k implies the existence of 
this subdivision. So 6(G)323k and rc(G)32k is sufficient for G to be k- 
linked, see also Thomassen [12, Theorem 41. Thus 6(G) > 23”(k- ‘) > 
2n(k - 1) + 1 and lc(G)>2n(k- l)+ 1 implies 7k(G) 2 n using 
Theorem 3.1. 1 
With Theorem 3.2 and K(G) < 6(G) we get 
COROLLARY. IC( G) > 23n(k ~ ” implies rk( G) B n. 
Hence 23n’k-‘) is an upper bound for T(k, n). 
As we have seen in Theorem 3.1 a graph G fulfills rk(G) 3 n if G - (x> is 
n(k - l)-linked for each x E k’(G). But the connectivity conditions for a 
graph to be n(k - I)-linked are not very sharp in the light of Thomassens 
conjecture [ 111. Therefore we improve the upper bound for 7(k, n) using 
the following theorem. 
3.3. THEOREM. If G is a graph with K(G) > nk and if G contains a sub- 
division U of the complete graph with n(k + 1) vertices, K,,,k + 1,, then 
7k(G) > n. 
Proof Let be V the set of the branch vertices of U, V= {u, ,..., vnCk+ r,>, 
and let A = (a,,..., ak} be k distinct vertices of G. Now we choose sets 
A 1 ,..., A, with u,EA;, Ai~N,(a,)u{ai}, jAJ=n, and AjnAi=@, i#j. 
This is possible, because K(G) 2 nk = Cf= 1 /Ail. 
Further let X be the union of the sets Ai. Then we know that there exist 
nk disjoint paths P1 ,..., P,#k from X to V (see Dirac [2]). Thus there are n 
vertices of v, u,k+ 1 )..., r,(k+ r), which are not met by the paths Pi. For each 
P, there are maximal subpaths Q, of P, with Q,E U. Let be si the number 
of such maximal subpaths of Pi, 1 < i < nk. 
Let us now assume that the path system ‘$3 = {PI,..., Pnk} is chosen such 
that the sum s, + ... +s,,k is minimal, and denote the subdivided edges 
r$,k+j by e,, 1 < i< nk, 1 <j< n. Now the following assertion can be 
proved: Only one path P, intersects eti. 
For this we suppose that P, and P, intersect eV. Then there exists a ver- 
tex u E e, n P, such that the section of e. from ~4 to vnk +i does not intersect 
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P,. The endvertex of P, is not v,,~+~ and so the part of P, from X to u and 
the section of eU from u to u,,~ + j form a new path P* with the property that 
the path system ‘$*=(‘$-{P,})u{P*} contradicts the minimality of 
s1+ ... +s&. 
It also can easily be proved, with the same contradiction, that P, n eq is a 
section of eU which includes vi. Let Y, be a system of distinct represen- 
tatives xi E Ai (1~ id k). Further let Py be the path consisting of the 
section of P, from xi to Z.J~E eirr M, the first vertex of P,ne, on Pi, and the 
section of e, from U, to vRk+?. 
If we connect the paths Pp from Y, to u,,~+ ,., we get a tree c with the 
branch vertex v,~ + , . Now T,= TV {aixi)l d i< k, for a,#xi} is a tree 
with the desired property. Hence (T,, 1 6 r 6 n) forms a tree system which 
shows r,(G)>n. 1 
With Theorem 3.3 and [lo] we get 
3.4. THEOREM. Let be G a graph with K(G) 3 2n’k + “. Then tk( G) >, n. 
Combining Theorems 2.8 and 3.4, we have the following bounds for 
r(k, n): 
3.5. THEOREM. 2 n’k+‘l)>z(k,n)>k+n+l for kb3, n&2; z(k, l)=k, 
t(1, n) = 2(2, n) = n. 
At last we state a proposition which demonstrates a connection between 
k-linked and ptc graphs. 
3.6. PROPOSITION. u r,,(G) > k, then G is k-linked. 
4. THY MINIMAL CASE (k,n)=(3,2) 
The minimal case (k, n) = (3, 2) is the first nontrivial case worth con- 
sidering. 
4.1. THEOREM. Each planar graph G fulfills TV < 1 for k > 3. 
Proof. If K(G) < 1, then Theorem 4.1 holds at once. Hence we can 
assume that K(G) >, 2. Let be F a face of an imbedding of G in the plane 
and C the boundary of F. Thus 1 V(C)( >, 3. Now we choose three vertices 
a, b, c on C. Then there exists at most one tree T, such that a, b, c are 
endpoints of T (see Fig. 2), because any other tree T*, which also has 
a, b, c as endvertices, has at least one vertex in common with T. So 
z,(G) < 1 is proved, and by Lemma 2.3 the theorem holds. m 
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FIGURE 2 
The following theorems will give positive results for (3, 2)-ptc. Here 
~,(a, 6. c) denotes the maximal number of distinct trees in G with a, 6, c as 
endpoints. We say that e E E(G) is a crossing edge if G is nonplanar and 
G - (e}. is planar. If C is a cycle in G and a, b, c E V(C), then we call the 
subpath of C with endvertices a and c, which avoids 6, the (a, c)-segment of 
C-b. 
4.2. THEOREM. Let be G a graph with K(G) 2 4 and a crossing edge. Let 
a, b, c E V(G) such that a, b, c are on the boundary of the same face B for an 
imbedding of G - {e} in the plane. Then z,(a, 6, c) > 2 holds. 
Proof: Let be xI?cz the crossing edge and y, y, the edge such that y, y, 
is crossed by x,x2 and x1 lies on the boundary of the same face as y, y, in 
the planar drawing of G - {x1x,} (see Fig. 3), and there are as few edge- 
crossings as possible. 
Now there are three independent paths from a, 6, c to y,, x,, y2 in 
G- {x2}. Without loss of generality we assume that a is linked to y,, b to 
FIGURE 3 
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x1, and c to yz. Further we choose the paths such as F, consisting of the 
faces bounded by a-y,-x, -y,-c-b-a, has as few faces as possible. From 
K(G) > 4, it follows that a path from b to y2 exists which avoids x,, a, c. Let 
us assume that this path meets the c-y,-path. Thus the first tree T, can be 
defined by the paths a-y,, y, y_ ?, c-y, and the b-y,-path. It is also possible 
to choose the b-y,-path P in such a way that a b-x,-path P exists with 
Pn P = {b}, because rc(G) >, 4. The segment of P from b to T, can be 
chosen to run along the boundary of the faces incident with the (b, c)- 
segment of C-a. 
r, consists of a c-x,-path in the exterior of F (x2 is in the exterior of F 
by the minimality of edge-crossings), and either an a-.x1 -path in the interior 
or an a-x,-path in the exterior of F according as the fourth edge incident 
with a meets the y,-x,-b-path or goes into the exterior of F. T2 is com- 
pleted by the b-x,-path and the edge x,x*. 
T2 n T, = {a, b, c > can be reached, because F has been chosen in a 
minimal way relative to the faces in the interior of F (see Fig. 4). 1 
4.3. THEOREM. Let be G a planar graph with K(G) 3 3 and a, b, c E V(G), 
such that a, b, c are not on the boundary qf the same face in any imbedding of 
G in the plane. Then ?,(a, b, c) > 2 holds. 
Proof If the vertices a, b, c induce a complete subgraph G* of G, then 
G* is a separating triangle in G and z&a, b, c) Z 2 follows at once. Hence 
we assume ab + E(G). Thus 1 V(G)( > 5. Now we choose a cycle C through 
a, b, c and the edges bc, ac, if they exist (see [l] for the existence of C), 
such that in the interior Co of C there are as few faces as possible. In Co 
there is without loss of generality a shortest path P from b to c which 
avoids a, where “shortest” is used in the sense of the minimal number of 
FIGURE 4 
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FIGURE 5 
bounded faces by P and the (b, c)-segment of C-a, which form a cycle 
called C*. 
If the edges ac, bc exist, then the situation of Fig. 5 holds, where a tree T 
with endvertices a, 6, c in the exterior of C can be found. Otherwise a, 6, c 
are on the boundary of a face in another imbedding of G in the plane, or 
one of these vertices can be separated by a two element vertex set; both 
contradictions. Hence we assume that ac$ E(G) (see Fig. 6, where the 
endpoint of Q is b, if bc exists). 
In the exterior of C there is a path Q with {a, b, c) P V(Q), such that 
the ends of Q lie in V(C). Let us first assume that c$ V(Q). If there is one 
path with endpoint x on the (a, c)-segment of C-b and the endpoint y of P 
is an interior vertex of the (x, c)-segment of C-b, then two trees T,, T2 with 
the desired properties exist (Fig. 6). 
If such a path does not exist, then the situation of Fig. 7 holds, where c 
FIGURE 6 
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FIGURE I 
corresponds to a, because a, b, c are not on the boundary of the same face 
in each imbedding of G into the plane. Therefore we can assume that the 
path Q avoids the vertex a (Fig. 7), because b and c are symmetric to P. 
We choose x, (resp. x’), to be the nearest endpoint to b (resp. c), for any 
path Q. Now we have two cases (Fig. 7 or Fig. 8) with respect to the 
endvertices x of Q and y of P on the (a, b)-segment of C-c. 
If for any path Q x is an interior vertex of the (a, y)-segment of C-c, then 
there exists an u-P-path in Co, because otherwise Q can be drawn in Co 
and C is the boundary of a face. Thus we have a contradiction to the 
minimality of C (see Fig. 8). Therefore only the case of Fig. 7 can appear. 
Now we have a path from y to the (b, c)-segment of C-u which avoids x 
and z, because K(G) 2 3. Hence there is a path from y to the (6, c)-segment 
of C-u in the interior of C* by the minimality of C* and x, or b = x holds. 
In the first case we get two trees at once. If not, then yc E E(G), such that 
P consists only of the edge yc. But then we use the same argument for z = c 
and get also a b-y-path not meeting c and x in the interior of C* or 
by E E(G) which also is sufficient for forming two trees. 
A similar argument holds for the case b = X, symmetrically for b and z, 
such that (4.3) is proved. [ 
FIGURE 8 
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Now we can combine Theorems 4.2 and 4.3 to a sufficient condition for 
graphs to be (3,2)-ptc: 
4.4. THEOREM. Let G be a nonplanar graph with K(G) > 4. If G contains 
a nonplanar subgraph G* with V(G) = V(G*), such that ti(G*) 3 4, and there 
exists a crossing edge in G*, then TV > 2. 
Remark. K(G) 3 4 is essential, because tj(K,~,) = 1 holds for each non- 
planar K,., (see Lemma 2.6). 
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