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1 Introduction
Over the past decade, there has been quite some interest in extending gauge/gravity du-
alities to theories that are not conformally invariant but still exhibit some kind of scaling
symmetry. The scaling symmetry that we consider in this note is so-called Lifshitz-type
scaling, where time scales diﬀerently from space, x → λx while t → λzt. The parame-
ter z is the so-called dynamical critical exponent. This anisotropic scaling symmetry is
realized geometrically in holography and the resulting geometry is called Lifshitz space-
time [1, 2]. Holography for these spacetimes does not yet stand on the same ﬁrm footing
as ordinary AdS spacetimes, and it is therefore interesting to ﬁgure out to what extent the
usual AdS/CFT techniques apply to these Lifshitz spacetimes.
As our gravity dual we take 3+1 dimensional Einstein gravity coupled to a massive
vector [3], also known as the Einstein-Proca theory. In this note we are particularly inter-
ested in the case where the dynamical exponent is equal to the number of spatial boundary
dimensions, i.e. z = ds = 2. In this case one ﬁnds that the solutions of the Einstein-Proca
ﬁeld equations contain a logarithmic branch. In particular, the leading behavior of the
metric is no longer simply a power of the radial coordinate; it contains leading logarithms.
In [4, 5] it was argued that these leading logs are related to having a marginally relevant
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operator in the system. We will build on this observation, although our method of renor-
malizing the on-shell action will be radically diﬀerent. In particular, we show that one
can renormalize the on-shell action by adding only local counterterms without the need to
introduce explicit dependence on the radial cutoﬀ.
In order to perform holographic renormalization, one needs to specify boundary con-
ditions for the ﬁelds. In the Hamilton-Jacobi (HJ) formalism, there is a natural way to ﬁx
these boundary conditions by ﬁxing the radial scaling of the ﬁelds. This input is restrictive
enough to ﬁnd the renormalized on-shell action, while at the same time it is lenient enough
to allow for the leading logarithms. For simplicity, we assume translational invariance in
the boundary directions. Our method for renormalizing the on-shell action is based on the
results of [6], though the special case of z = 2 will bring some interesting new features.
In particular, we ﬁnd that the renormalized on-shell action will be a non-analytic function
of the only Lorentz scalar one can construct at the non-derivative level: the square of the
massive vector.
Before we discuss holographic renormalization we ﬁrst construct a holographic RG ﬂow
that interpolates between a Lifshitz-like ﬁxed point in the UV and a conformally invariant
ﬁxed point (AdS4). This Lifshitz-to-AdS ﬂow can be seen as a result of turning on the
marginally relevant operator. We check that it makes sense to view AdS as an IR solution
by studying the renormalized entanglement entropy, where the entangling surface is a strip.
This was proposed as a nice candidate c-function in [7] for d ≥ 3 boundary dimensions.
Namely, we will check whether the renormalized entanglement entropy decreases mono-
tonically as one follows the RG ﬂow from the Lifshitz-like ﬁxed point to the conformally
invariant ﬁxed point.
This paper is organized as follows. In the next section we give a brief overview of some
interesting properties of the massive vector model. We explain why the case where the
dynamical exponent is equal to the number of (boundary) spatial dimensions (z = ds) is
special. In section 3 we study the Lifshitz-to-AdS ﬂow using the renormalized entanglement
entropy of a strip, which we compute holographically. In the process, we derive a nice
and simple expression for this holographic renormalized entanglement entropy. Finally,
section 4 contains the main discussion of this paper: holographic renormalization in the
presence of the marginally relevant operator.
2 The massive-vector model
In order to holographically describe a quantum theory that exhibits Lifshitz-like scaling, we
should have a geometry that has this scaling symmetry as isometries. Lifshitz spacetime [1]
is such a geometry; it is given by
ds2 = −e2z r dt2 + e2r d~x 2 + dr2 (2.1)
A shift in the radial coordinate r → r + ℓ log λ generates an anisotropic scaling transfor-
mation (t, x) → (λzt, λx). For future reference, we mention that the physical scale µ of
the dual ﬁeld theory is related to the radial coordinate as µ ∼ er, so when we talk about
power-law divergences we mean ∼ e#r, while terms like r# we call logarithmic. As our
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gravity dual we take Einstein gravity coupled to a massive vector. For other models based
on dimensional reduction of the well-established AdS5 holography, see e.g. [8–10]. The
action for our massive vector theory is:1
I =
1
16πG
∫
d4x
√
g
(
R− 2Λ− 1
4
FµνF
µν − m
2
2
AµA
µ
)
+
1
8πG
∫
d3x
√
γ K . (2.2)
This action was introduced in the context of Lifshitz holography in [3]. The Lifshitz
geometry is a solution to the ﬁeld equations derived from this action provided we also turn
on the vector,
A =
√
2(z − 1)
z
ezr dt . (2.3)
The parameters of the theory are related to the parameters of the geometry as m2 = 2z/L2
and Λ = (z2 + z + 4)/2L2. (We had set the curvature length scale L = 1 in (2.1)). For
future reference, we note that the same action also has an AdS solution:
ds2 = e2r/ℓ ℓ2
(− dt2 + d~x 2)+ dr2 , A = 0 . (2.4)
We picked our coordinates such that the Lifshitz length scale is set to one, which ﬁxes the
AdS scale to be ℓ =
√
3/5.
2.1 The special nature of z = ds
Before we continue our discussion, let us mention some interesting facts about Lifshitz
systems with critical values of the dynamical exponent, z = ds, where ds is the number of
spatial dimensions on the ﬁeld theory side.2
Fixed point of a duality transformation. A ﬁrst hint at the special nature of z = ds
in the massive-vector model comes from the following argument. Consider the values of
the mass and cosmological constant that give rise to a Lifshitz geometry with dynamical
exponent z in ds + 2 bulk dimensions,
m(z, ℓ) =
√
dsz
ℓ
, Λ(z, ℓ) = −z
2 + (ds − 1)z + d2s
2ℓ2
. (2.5)
In [13] it was noticed that there is a dual pair (z′, ℓ′) that gives rise to the same m and
Λ, because the above relation is quadratic. Solving m(z, ℓ) = m(z′, ℓ′) together with
Λ(z, ℓ) = Λ(z′, ℓ′) yields
z′ =
d2s
z
, ℓ′ =
dsℓ
z
. (2.6)
The critical value z = ds is the unique ﬁxed point for the above duality transformation.
1In our notation,
√
g ≡
√
| det(g)|.
2This paper focuses on the massive vector theory; indications of the special nature of z = ds in Maxwell-
dilaton-type models can be found e.g. in [11, 12].
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A logarithmic branch. If we focus on ds = 2 for the moment, we know from the
perturbative analysis [14] that a basis for the independent modes can be chosen as follows:
1 , e−(z+2)r , e−
1
2
(z+2−β)r , e−
1
2
(z+2+β)r , (2.7)
where β2 = (z + 2)2 + 8(z − 2)(z − 1). For z = 2 we see that β = z + 2 = 4, which means
that two pairs of modes will coincide and so a logarithmic branch will emerge. We will now
see what this logarithmic branch looks like when we consider solutions to the equations of
motion derived from (2.2).
Seemingly bad logs. At present, we do not have a closed-form solution of the equations
of motion that exhibits the expected logarithmic behavior, so we study two approximate
solutions instead. For one, we can look at linearized perturbations around the Lifshitz
background (2.1) and (2.3). The other approximate solution is an asymptotic expansion,
where one expands in powers of e−r (and r−1) for large values of the radius r.
We start with the linearized solution. The linearized ﬁeld equations of the massive-
vector theory were solved some time ago in [14] for ds = 2. For z = ds = 2, it was found
that a logarithmic mode emerges that seemed to grow quicker than the background mode.
For this reason, it was generally expected to be an irrelevant perturbation of the (pure)
Lifshitz solution.3 The mode (proportional to c) appears in the linearized solution as
−gtt = e4r(1− 2c r + . . .) , (2.8)
gij = e
2r(1 + c r + . . .) , (2.9)
At = e
2r
(
1− c
(
1
2
+ r
)
+ . . .
)
. (2.10)
This looks pretty bad, because it looks like the asymptotics are destroyed by this mode.
One can see, however, that the Lorentz scalar A2 and the volume form constructed from
these ﬁelds do behave nicely, e.g.
A2 = −1 + c+ . . . , √g = e4r(1 + . . . ) . (2.11)
The ellipses denote other linearized modes that are suppressed by powers of e−4r. The
mode proportional to c shifts the background value of A2.
Now let us turn to the asymptotic solution, which was ﬁrst obtained in [4]. The leading
behavior of the asymptotic solution is:
−gtt = e
4r
r4
(
1 +O(r−1)
)
, (2.12)
gxx = r
2e2r
(
1 +O(r−1)
)
, (2.13)
At =
e4r
r2
(
1 +O(r−1)
)
. (2.14)
3It was not phrased in this precise way. It was said that the mode proportional to c should be switched
off so as to satisfy the asymptotically Lifshitz boundary conditions. The latter depends on what specific
boundary conditions one has in mind.
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In this case, the logarithmic modes look even worse. However, just as in the linearized
solution, one sees that A2 and the volume form do behave nicely. In this case they only
receive sub-leading logarithmic corrections:
A2 = −1 + 2
r
+O(r−2) ,
√
|g| = e4r
(
1 +
1
r
+O(r−2)
)
. (2.15)
The shift in A2 can thus be seen as a logarithmic correction, which vanishes when r →∞.
It was argued in [4] that the logarithms ∼ r that appear in the asymptotic solution comprise
a marginally relevant perturbation of the “pure” Lifshitz solution (2.1). Our results agree
with this statement, although our method of renormalizing the on-shell action is inherently
diﬀerent. We discuss this at the end of section 4.
In conclusion, we see that a logarithmic branch opened up when z = ds = 2. This
logarithmic branch looks problematic if one considers quantities that are not covariant.
However, everything appears ﬁne again once we consider only covariant quantities (and
the volume density). In particular, we checked explicitly that the curvature invariants and
the geodesic deviation behave in this same way. In light of this, it seems appropriate to call
the conﬁguration (2.12)–(2.14) asymptotically Lifshitz, even though the metric looks quite
diﬀerent from the pure Lifshitz geometry (2.1). Since the asymptotics are not changed in
this covariant sense, one can expect that the logarithmic branch is related to a marginally
relevant perturbation of the pure-Lifshitz solution. We will make this more precise in the
context of holographic renormalization.
Tidal forces in the infra-red. It was previously argued that the Lifshitz geometry (2.1)
is singular in the infra-red. Even though the curvature invariants are ﬁnite everywhere,
one ﬁnds that the tidal forces that a local observer experiences diverge as er → 0 whenever
z 6= 1, cf. [15, 16]. The logarithmic Lifshitz solution is free of such singularities for the
obvious reason that the dynamical exponent ﬂows to z = 1 in the infra-red (cf. ﬁgure 1).4
This is in contrast to what was expected in [15], where it was argued that a sensible
IR geometry that is free of these pathologies was unlikely to exist. The reason why the
analysis from [15] does not apply to this particular ﬂow is that we allow for the presence
of leading logs.
Weyl anomaly. Finally, let us also mention that when z = ds there is an anomaly akin
to the Weyl anomaly in Lorentz-invariant theories. This was ﬁrst computed in [17] for
z = ds = 3. For z = ds = 2, the anomaly is given by [8, 18, 19]:
A = C1
16π
(
KijK
ij − 1
2
K2
)
+
C2
16π
(
R− 1
N2
∂iN∂
iN +
1
N
∆N
)2
, (2.16)
where R[hij ] and Kij are the intrinsic and extrinsic curvatures on a constant-time slice
and N is the associated time lapse. The central charges C1 and C2 depend on the details
of the theory; for instance, a free scalar ﬁeld minimally coupled to the background ﬁelds
(N,Ni, hij) has C1 = 1/4 and C2 = 0. In this note, we only consider systems that are
4See appendix B for the numerical setup.
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Figure 1. The dynamical exponent is evaluated on a numerical background that interpolates
between AdS4 in the interior (left) and Lifshitz spacetime in the asymptotic region (right). The
dynamical exponent ﬂows from zeff = 1 in the IR to zeff = 2 in the UV.
L˜
L
Figure 2. The entangling region is a strip. The two length scales associated to this geometry is
the width L of the strip and a long-distance cutoﬀ L˜.
invariant under translations in the boundary direction, i.e. ∂t = 0 and ∂i = 0, so the
anomalous breaking of Lifshitz scaling symmetry will play no role at present.
3 Renormalized entanglement entropy
We would like to have a measure for the eﬀective number of degrees of freedom. For this
purpose, we shall look at the renormalized entanglement entropy, which was proposed as
a candidate c-function in [7] for RG ﬂows that interpolate between conformally invariant
ﬁxed points in d ≥ 3 dimensions. We will follow [7] and study the entanglement entropy
associated to a strip-shaped region in ﬂat space (see ﬁgure 2). For a strip in d ≥ 3
dimensions, the entanglement entropy contains only the leading area-law divergence and a
universal piece [7, 20]:
Sent =
Area
ǫd−2
+ Sfinite , (3.1)
The strip is particularly convenient, because there are no sub-leading power-law divergences
beyond the leading area-law term and Sfinite is independent of the UV-cutoﬀ (so no log ǫ
dependence).5 Let L be the width of the strip and let L˜ be an IR length scale associated
5For a more generic entangling geometry that is not flat, one finds curvature-dependent power-law
divergences that are sub-leading compared to the leading area-law term. Such terms typically do depend
on L and even though its dependence can be scaled away by rescaling the UV-cutoff ǫ, it is far simpler to
consider a strip for the purpose of finding a quantity that behaves as a c-function.
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to the transverse directions. For conformally invariant ﬁxed points, one ﬁnds Sfinite ∝
cd
(
L˜/L
)d−2
, where cd are the known a-type central charges when d is even. The strip
geometry is special, because the non-universal power-law divergent piece is independent
of the width L of the strip. This means that the universal piece can be extracted rather
easily by taking the derivative with respect to the width of the strip L,
Sfinite ∝ L∂LSent . (3.2)
The right-hand side we shall call the renormalized entanglement entropy of the strip (in
analogy to the renormalized entanglement entropy of the sphere [21]). In the case where
a theory ﬂows between two conformally invariant ﬁxed points, it was suggested in [7] that
the renormalized entanglement entropy would be a good candidate c-function:
cd(L) = βd
(
L
L˜
)d−2
L∂LSent . (3.3)
The prefactor βd is a dimensionless constant that depends on the number of dimensions as
βd =
1
√
π 2d Γ
(
d
2
)
Γ
(
1
2(d−1)
)
Γ
(
d
2(d−1)
)
d−1 . (3.4)
The function cd was constructed in such a way that it reduces to the known a-type central
charges at conformally invariant ﬁxed points.
In our situation, one of the ﬁxed points we are interested in is not conformally invariant,
so it is not a priori clear whether it makes sense to interpret (3.3) as a c-function. However,
we will compute (3.3) holographically, in which case one ﬁnds that the computations of the
entanglement entropy done either in AdS or in Lifshitz spacetime go through in precisely
the same manner. The monotonicity of (3.3) for non-Lorentz invariant situations was
recently discussed in [22]. One can easily check that our setup meets the requirements
of [22]. In particular, the null energy condition is satisﬁed, uµuνT
µν = m
2
2 (u
µAµ)
2 ≥ 0,
where uµ is a future-directed null vector. Furthermore, the Ryu-Takayanagi formula holds
in the massive vector bulk model, so our computation will be very similar to the known
AdS/CFT computations in Einstein gravity.6
We will use the function (3.3) to see how the eﬀective number of degrees of freedom
decrease along the RG ﬂow. Before we do so, however, we will ﬁrst derive a simple formula
for cd(L) using holography.
3.1 A simple holographic formula for the entanglement c-function
Generically it is rather diﬃcult to compute the entanglement entropy away from a scale-
invariant ﬁxed point. This why we will use holography. The holographic formula for
the entanglement entropy associated to some subregion A was proposed by Ryu and
Takayanagi [23]. It is given by the area (in Planck units) of a minimal surface in the
6One can see that the Wald charge (or improvements thereof) reduces to the area formula in the massive
vector model.
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bulk that is suspended from the boundary ∂A of the subregion A.7 So, the entanglement
entropy is given by the on-shell value of the Nambu-Goto type action
Sent =
1
4Gd
∫
dd−1x
√
γ , (3.5)
where γab = gµν(x) ∂ax
µ ∂bx
ν is the induced metric on the hypersurface and Gd is Newton’s
constant in d dimensions. Consider the situation in which the metric at constant time is
given by
ds2
∣∣∣
t=const
= f(r) d~x 2 + dr2 . (3.6)
Note that this includes both AdS as well as Lifshitz spacetime. Focusing on the case where
the entangling subregion is a strip yields
Sent =
∫ L
0
dxL L(r, r˙) = L˜
d−2
4Gd
√
f(r)
(
f(r) + r˙2
)
(3.7)
where r˙ = dr/dx. We have chosen our coordinates such that the strip lies perpendicular
to the coordinate x in such a way that it covers the interval −L < x < L, so x has been
rescaled by a factor of 1/2 compared to the standard one. Furthermore, we have used the
symmetry x → −x, such that the integral runs from 0 < x < L rather than −L < x < L.
These two redeﬁnitions generate two factors of 2, which mutually cancel.
One can associate a Hamiltonian to x-evolution,
H(r, p) = p r˙ − L(r, r˙)
∣∣∣
r˙(p,r)
, (3.8)
which is conserved, such thatH(r, p) = E. The on-shell action is a function of the boundary
data r(0) and r(L) = − log ǫ. The integration constant r(0) is related to the constant of
motion E by imposing that r(0) is the turning point of the minimal surface in the bulk,
see ﬁgure 3. Thus,
0 = r˙(0) =
∂H
∂p
(
r(0), E
)
. (3.9)
In our case this yields E = L˜2Gd f
(
r(0)
)
. So it seems that given ǫ and E, we get a value of
the on-shell action. However, the physical input that we give the system is L rather than
E, so we need to express E in terms of L. In summary, the boundary conditions are set
by the two integration constants L and ǫ via:
f(r(0)) = E(L) , r(L) = log
1
ǫ
(3.10)
Because the Hamiltonian is a constant of motion, we can write the on-shell action as the
Legendre transform of the so-called characteristic function W (ǫ, E),8
Sent(ǫ, L) = −E L+W (ǫ, E) , L = ∂W
∂E
. (3.11)
7This formula is incomplete e.g. when higher derivatives are taken into account.
8See e.g. chapter 10 of [24].
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b
b
b
b
b
b
bb
r(x)
x
∞
− log ǫ
−L L0
r(0)
Figure 3. The minimal surface at ﬁxed y. We have chosen our coordinates such that x runs from
−L to L. We use the symmetry x → −x to reduce the problem such that x runs from 0 to L
instead.
Now, we assume that the characteristic function is separable, by which we mean that it
splits up into two pieces:
W (ǫ, E) =Wǫ(ǫ) +WE(E) . (3.12)
The ﬁrst piece Wǫ contains the area-law divergence, while the second one WE contains
information about the ﬁnite piece of the entanglement entropy (3.1). The above separation
is justiﬁed if there is a clean separation between the UV and IR, which is the case when
the entangling surface is a strip (3.1). The reason why we want the separation (3.12) is
that L = ∂W∂E = W
′
E(E) depends only on E this way. The renormalized entanglement
entropy (3.3) then becomes simply
cd(L) = −βd L
d−1
L˜d−2
E(L) (3.13)
where E(L) is obtained by inverting the relation9
L(E) =
∫ ∞
r(0)(E)
dr
r˙(r, E)
=
∫ ∞
r(0)(E)
dr
(
∂H
∂p
)−1 ∣∣∣∣
p=p(E,r)
. (3.14)
We have thus reduced the problem of ﬁnding the renormalized entanglement entropy of a
strip to inverting L(E) to E(L).
9This integral would not converge if we were not allowed to separate the characteristic function as
in (3.12). In other words, we would need to introduce the cut-off ǫ. The integral would then run up to
r = 1/ǫ instead of all the way to r →∞, which would introduce a dependence of E on ǫ.
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A relation between bulk and boundary length scales. It is known that the physical
scale, i.e. the scale at which one probes the theory, is related to a radial scale in the bulk
as µ ∼ er/ℓ. Although this relation between bulk and boundary scales formally true, it is
not always easy to make this more precise. The holographic version of the renormalized
entanglement entropy is a nice quantity to consider, because it gives an explicit relation
between a boundary scale µ = 1/L and a bulk scale r(0) (or E).
3.2 AdS4 and Lifshitz central charges
Let us put formula (3.13) to good use. We restrict ourselves to d = 3 boundary
dimensions henceforth. The AdS4 and Lifshitz backgrounds correspond to f(r) = e
2r/ℓ,
where the curvature length scale is either ℓ = ℓAdS or ℓ = ℓLif; they are related as ℓAdS/ℓLif =√
3/5. First of all, we have
r˙(r, E) = er
√
e4(r−r(0))/ℓ − 1 , (3.15)
where r(0) is given in terms of E via E = L˜4G e
2r(0)/ℓ. Then, we ﬁnd
L(E) =
√
ℓ2
2G
L˜
β3E
, (3.16)
which can easily be inverted to E(L). The central charges for the AdS and Lifshitz ﬁxed
points are thus given by
cAdS =
ℓ2AdS
2G
, cLif =
ℓ2Lif
2G
. (3.17)
As a ﬁrst consistency check, we see that cAdS/cLif = 3/5 < 1, which gives credence to the
statement that the ﬂow must be from a Lifshitz-type ﬁxed point in the UV to a conformally
invariant ﬁxed point in the IR. Using formula (3.13) it is actually quite easy to evaluate
the renormalized entanglement entropy on a numerical background. The result of this is
shown in ﬁgure 4. We clearly see that as L becomes large enough, the minimal surface dips
into the bulk deep enough to become sensitive to the AdS4 part of the geometry.
4 Holographic renormalization
In this section we show that the on-shell value of the action (2.2) can be renormalized by
adding only local covariant counterterms. We will work in the Hamilton-Jacobi formal-
ism [25, 26], in which the on-shell action is found by solving the Hamiltonian constraint.
One usually splits up the on-shell action in terms of a local and a non-local part. When
we consider only relevant operators, all power-law divergences are contained in the local
part, which consists of a ﬁnite number of terms (these will be the counterterms). In the
present case, however, we have a marginally relevant operator. For simplicity we assume
translational invariance in the boundary directions. In the presence of the marginally rele-
vant operator, we still ﬁnd that all divergences are contained in the local piece, but we ﬁnd
that we need an inﬁnite number of local counterterms. Because we impose translational
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L
3
5
1
ccLif
Figure 4. The renormalized entanglement entropy is evaluated on the numerical background.
Along the horizontal axis we have the width of the strip L. We divided by the Lifshitz value
cLif =
ℓ
2
Lif
2G .
invariance, there is only one Lorentz scalar one can construct (namely A2), so the coun-
terterms will just be powers of A2. Although having an inﬁnite number of counterterms
may sound problematic, we show that we only really need the ﬁrst few in order to ﬁnd the
renormalized on-shell action. After that, it is enough to know that one is able to determine
all counterterms in principle.
In this section we ﬁrst compute the counterterm action as an inﬁnite series expansion.
Since we have an inﬁnite number of counterterms, the typical way of renormalizing the
on-shell action by subtracting counterterms is not very convenient. We propose a new way
of ﬁnding the renormalized action using the Hamilton-Jacobi equation, which elegantly
overcomes the diﬃculty associated to having an inﬁnite number of counterterms. At the
end of this section we will compare this method to the one proposed in [4].
4.1 The Hamilton-Jacobi method
The generating functional of the ﬁeld theory is identiﬁed with logZ on the gravity side,
which (in the saddle-point approximation) is given by the on-shell value of the action (2.2).
The holographic counterterms can be obtained in the Hamilton-Jacobi (HJ) formalism by
assuming that the full on-shell action can be written as the sum of a local piece (U) and
a non-local piece (W ).10 We assume translation invariance in the boundary directions, so
the most general Ansatz for the on-shell action is a general function of α ≡ AaAa,
Ion-shell =
∫
ddx
√
g
(
U(α) +W (α)
)
. (4.1)
We assume that U can be written as a power series around the Lifshitz point α = −1:
U(α) =
∑
n≥0
un(α+ 1)
n . (4.2)
10The distinction between ‘local’ and ‘non-local’ may seem a bit artificial if one assumes translational
invariance. Our working definition of whether something is considered ‘local’ will be whether it is fixed by
UV data alone.
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The non-local part of the on-shell action W (α) generally cannot be written as a power
series. Even though it may not be immediately obvious, we will ﬁnd that all divergences
are contained in
√
g U(α). An equivalent way of saying the same thing is that
√
gW (α)
will have a ﬁnite limit as r →∞, which we check explicitly below. The counterterm action
is simply
Ict = −
∫
ddx
√
g U(α) . (4.3)
The non-local piece will thus be interpreted as the regularized generating functional in the
(tentative) dual ﬁeld theory,
Ireg =
∫
ddx
√
gW (α) . (4.4)
The full on-shell action (4.1) is a solution of the HJ equation
{U +W,U +W} − L = 0 . (4.5)
where the brackets are deﬁned as the “kinetic” piece of the Hamiltonian constraint, with the
momenta replaced by derivatives of the on-shell action e.g. p = ∂S∂q . For the speciﬁc theory
that we are using as our gravity dual (and assuming translational invariance) we have
{F,G} ≡ −
∫
ddx
√
g
[(
gacgbd − 1
d− 1 gabgcd
)
∂F
∂gab
∂G
∂gcd
+
1
2
gab
∂F
∂Aa
∂G
∂Ab
]
, (4.6)
where gab and Aa are the metric and the vector pulled back onto the constant-r slice. The
split of Ion-shell into a local and a non-local piece induces a split in the HJ equation,
{U,U}+ 2{U,W}+ {W,W} − L(α) = 0 . (4.7)
Our method is the following. First we solve the local part of the HJ equation,
0 = {U,U} − L(α) (4.8)
=
3
8
U2 − 1
2
αUU ′ − 1
2
α(α+ 4)
(
U ′
)2
+ 2α− 10 , (4.9)
which gives us U(α) expanded to arbitrary high order in (α+1). After we have solved (4.8),
we plug the solution for U(α) into the non-local part of the HJ equation
2{U,W}+ {W,W} = 0 , (4.10)
which is solved for the regularized on-shell action W (α).
Finally we should mention that in the case of anomalous breaking of (anisotropic)
Weyl symmetry, there are subtleties related to possible mixing of the local with the non-
local part of the HJ equation; see [6, 19] for more details. As mentioned before, assuming
translation invariance in the boundary directions ensures that such mixing does not occur
in this analysis.
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4.2 Covariant counterterms
The ﬁrst step in the computation (ﬁnding U(α)) was done in [6]. Let us brieﬂy review
this computation. We expand U(α) around the Lifshitz solution (α = −1), cf. (4.2). The
local part of the HJ equation (4.8) can then be solved perturbatively by solving for the
coeﬃcients un order by order:
0 = {U,U} − L(α) (4.11)
=
1
8
(
3u20 + 4u1u0 + 12u
2
1 − 96
)
+
(
u0u1
4
+ u0u2 − u
2
1
2
+ 6u2u1 + 2
)
(α+ 1) + . . .
Here and throughout the rest of this section, all ellipses denote (α+ 1) ∼ 1/r corrections.
This equation has two integration constants that need to be ﬁxed. This is done by ﬁxing
the leading-order behavior of the radial Hamiltonian ﬂow, see section 2.3 of [6]. The initial
conditions come down to setting u0 = 6 and u1 = −1. There is a discrete ambiguity
in determining u2, which is related to the choice between the normalizable and the non-
normalizable mode for (α + 1) (see §2.4 of [6]); one must pick the sign that corresponds
to the non-normalizable mode, which gives u2 =
1
4 . All the other coeﬃcients can then be
found recursively. It is straightforward to implement this in an automated algorithm. The
ﬁrst few coeﬃcients are:
u0 = 6 , u1 = −1 , u2 = 1
4
, u3 = −1
8
, u4 =
3
64
,
u5 = − 1
128
, u6 =
1
256
, u7 = − 11
2048
, u8 = − 9
4096
, u9 =
99
65536
. (4.12)
One can renormalize the on-shell action by simply subtracting
√
g U(α), whose series ex-
pansion we just obtained. However, because of the presence of the logarithmic deformation,
we need an inﬁnite number of counterterms. So this simple subtraction of counterterms is
not the most convenient way to ﬁnd the renormalized on-shell action. In the present note we
take the HJ method one step further and solve for the non-local part of the on-shell action.
4.3 Renormalized on-shell action
We will now compute W (α) by solving the non-local part of the HJ equation, 2{U,W}+
{W,W} = 0. The non-local HJ equation can be rewritten as11
∂r (
√
gW (α)) =
1
2
√
g {W,W} . (4.13)
We can use the fact that ∂r generates dilatations (up to
1
r corrections) to expand W (α) in
dilatation weights in the spirit of [27],
W (α) =
∑
n≥n0
Wn(α) ,
∂rWn
Wn
= −n+O(r−1) , (4.14)
11In general, one can see that
√
g {U +W, . . .} = ∂r(√g (. . .)), cf. [6].
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such that (4.13) becomes a set of decent equations:
2(4− n)Wn =
∑
j+k=n
{Wj ,Wk} . (4.15)
The above expansion simpliﬁes our analysis, because the right-hand side of (4.13) vanishes
at lowest order, which ﬁxes the starting point n0 of the expansion to be n0 = 4. For this
it also follows that the non-trivial terms in the expansion (4.14) are given by W4k with
k = 1, 2, 3, . . . . Let us switch back to how the non-local part of the HJ was written before.
The expansion (4.14) gives
2{U,Wn} = −
∑
j+k=n
{Wj ,Wk} . (4.16)
The leading order (n = 4) part can then be written as
ϕ(α)W4(α) = β(α)W
′
4(α) , (4.17)
where ϕ(α) and β(α) are known functions of U(α) and U ′(α):
ϕ(α) ≡ −3
4
U(α) +
1
2
αU ′(α) , (4.18)
β(α) ≡ −1
2
αU(α)− (α2 + 4α)U ′(α) . (4.19)
Remember that at this stage in the calculation the power-series expansion for U(α) is
known up to arbitrarily high order. The solution of the marginal piece of the HJ equation
is then
W4(α) = exp
[∫
dα
ϕ(α)
β(α)
]
, (4.20)
The function W4(α) is non-analytic in some point α = α0 if the integrand ϕ(α)/β(α) has
a pole there.12 Moreover, the function β(α) only has a zero when there is some sort of
scale invariance. Namely, there is a reason we use the notation β(α), since this function
can be interpreted as the beta-function of α, that is β(α) = ∂rα up to 1/r corrections,
cf. [6].13 So, a zero in β(α) means that there is some scale-invariant ﬁxed point at which
the renormalized on-shell action is non-analytic.
Let us return to the calculation. The series expansion of U(α) induces a series expan-
sion for the integrand in (4.20):
ϕ(α)
β(α)
=
8
(α+ 1)2
+
10
α+ 1
+ . . . , (4.21)
12This is not strictly true. For instance, let us say ϕ(α)/β(α) = c/(α−α0) then W (α) = (α−α0)c, which
is only non-analytic in α = α0 if c < 1.
13The physical mass scale µ in standard AdS/CFT is identified with the radial coordinate as µ ↔ er,
which is why µ∂µ ↔ ∂r. Also, there is a relation similar to β(α) = ∂rα for the other function, ϕ(α). Namely
the function ϕ(α) can be seen as the “beta function” associated to the scaling of the volume form, because
it turns out that ϕ(α) = ∂r log(
√
|g|).
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such that14
W4(α) = w ε(α) + . . . , ε(α) ≡ e−
8
α+1 (α+ 1)10 . (4.22)
where w is some integration constant that comes from the α integral and we deﬁned ε(α),
because it provides us with a nice expansion parameter. The non-analytic nature (around
α = −1) of this function is obvious from the factor e−8/(α+1). The result of the expansion
in powers of ε(α) is
W4k(α) =
w˜k (εw)
k
(α+ 1)4(k−1)
+ . . . (4.23)
where the ﬁrst few coeﬃcients are
w˜0 = 1 , w˜1 = 24 , w˜2 = 1152 , w˜3 = 73728 , w˜4 = 5529600 . (4.24)
We can check explicitly whether the renormalized on-shell action is ﬁnite by evaluating it
on the asymptotic solution from [4], cf. appendix A,15
αasymp = −1 + 2
r
+
2 log Λ + 5 log r + 2− λ
r2
+ . . . , (4.25)
ε(αasymp) = e
−4r
(
Λ4 e4−2λ + . . .
)
. (4.26)
It is pleasing to see that the somewhat convoluted expressions for αasymp and ε(α) conspire
to give this simple power-law form. The integration constant Λ may be seen as the source
for the marginal operator. Besides Λ we also have the metric sources:
N ≡ lim
r→∞
e−2rr2 (−gtt)1/2 , h δij ≡ lim
r→∞
e−2rr−2 gij . (4.27)
The renormalized on-shell action can be written in terms of these sources as
Iren = lim
r→∞
√
gW (α) = NhΛ4 e4−2λw . (4.28)
4.4 One-point functions
The one-point functions can be computed by taking derivatives with respect to the sources.
In [29] it was argued that the appropriate sources are frame ﬁelds rather than the metric
components. That is, the vector ﬁeld cannot be viewed separately from the metric, because
both depend on the frames: gab = ηAB e
A
a e
B
b and Aa = AA e
A
a . The frames are chosen such
that the vector lies along the 0-direction in the tangent space: Aa =
√−α e0a. The degrees
of freedom in this description are thus eAa and (α + 1). The corresponding conserved
charges are16
T ab ≡ 1√
g
eAb
δIon-shell
δeAa
= 2πab + E
aAb (4.29)
πα ≡ 1√
g
δIon-shell
δα
(4.30)
14This expression for W4 also appeared in [28].
15In order to have the source Λ appear as a coefficient in the expression for α we used (A.6), such that
we expand in r rather than r − log Λ.
16In the metric formalism, the HJ momenta are given by the derivatives of the on-shell action (charac-
teristic function) with respect to the fields, i.e.
√
g πab = δIon-shell/δgab and
√
g Ea = δIon-shell/δAa.
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The non-zero (bare) charges in our Ansatz are πα, the energy density E = T tt and the
pressure density P = −T xx = −T yy. A Weyl transformation acts on the ﬁelds as (see
also [6, 29])
δωe
0
a = zω e
0
a , δωe
I
a = ω e
I
a , δω(α+ 1) = λαω (α+ 1) , (4.31)
with λα ≡ −12
(
z + 2−√9z2 − 20z + 20
)
. The (bare) on-shell action thus transforms as
δωIon-shell =
∫
ddx
√
g (zE − 2P + λαπα) ω , (4.32)
We see that λα vanishes for z = 2 in our case. This means that Lifshitz scaling symmetry
is preserved if the equation of state E = P is satisﬁed. We investigate whether this Lifshitz
equation of state is satisﬁed in our present setup below.
The momenta that appear in (4.29) split up due to the split (4.1), such that πab =
πabU + π
ab
W and E
a = EaU + E
a
W , where
πabW =
1
2
gabW (α)−AaAbW ′(α) , EaW = 2AaW ′(α) , (4.33)
and similarly for W → U . This gives the simple expression for the tensor (4.29), such that
T aW b = W (α) δab . In order to be able to take derivatives with respect to the sources, one
rescales the ﬁelds in such a way that the rescaled ﬁelds have a ﬁnite limit as r →∞, so17
Nˆ ≡ e−2rr2 e0t , hˆ δij ≡ e−2rr−2 ηAB eAi eBj , αˆ ≡ α . (4.34)
These rescaled ﬁelds reduce to N and h from (4.27) in the limit r → ∞. Notice that α
does not change under these ﬁeld rescalings. The regularized on-shell action becomes:
√
gW (α) = Nˆ hˆ Wˆ (α) , (4.35)
where we introduced Wˆ ≡ e4rW . The renormalized energy and pressure one-point func-
tions are thus given by the simple expressions
Eˆ = Wˆ (α) , Pˆ = −Wˆ (α) , (4.36)
Before we can evaluate these on the asymptotic solution, we need to ﬁgure out what how
w is related to the integration constants of the solution.
17These rescalings are slight modifications of the ones in [29], taking into account the logarithmic scaling of
the non-normalizable modes. The boundary conditions specified in [29] can be rephrased as ∂r ≈ δD, where
‘≈’ means equality up to sub-leading power-law (e−r) corrections. We relax these boundary conditions to
allow for sub-leading logarithmic (1/r) corrections in ∂r ≈ δD. The approach in [29] can nonetheless still
be used for z = 2, where one computes all counterterms for 1 < z < 2 (such that the operator dual to α
is marginal) and setting z = 2 afterwards. The method from [29] is especially powerful if one considers
non-translationally invariant configurations, which necessitate inclusion of derivative counterterms.
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Finding w. Since W (α) = ε(α)w up to 1/r corrections, we see that we can extract w
by taking the derivative of W (α) with respect to ε(α):
w =
∂W
∂ε
=
∂α
∂ε
∂W
∂α
=
(α+ 1)2
2 (5α+ 9)
W ′(α)
ε(α)
. (4.37)
The next step is to ﬁnd an expression forW ′(α). Consider the canonical (radial) momentum
conjugate to the vector Aa, which is related to the vector ﬁeld as Ea = −∂rAa. When we
contract the momentum Ea with Aa/2α and use (4.33), we ﬁnd the relation
W ′(α) = −U ′(α)− 1
2α
Aa ∂rAa . (4.38)
We can plug this into (4.37), so that we are left the following covariant expression for w:
w = − lim
r→∞
e
8
α+1 (α+ 1)−8
2 (5α+ 9)
(
U ′(α) +
1
2α
Aa ∂rAa
)
. (4.39)
When we evaluate this on the asymptotic solution listed in appendix A, we get:
w = e2λ−4M , (4.40)
where M is the integration constant that is associated to the normalizable mode as ex-
pected, cf. appendix A. We have thus obtained a ﬁnite expression for the on-shell action,
given in terms of the integration constants of the asymptotic solution:
Iren = NhΛ
4M (4.41)
The renormalized energy and pressure densities (4.36) associated to the asymptotic solution
are Eˆ = −Pˆ = Λ4M, which is the same as what one would obtain by taking derivatives
of (4.41) with respect to N and h, switching oﬀ the sources (N = h = 1) afterwards.
Notice that the Lifshitz equation of state is not satisﬁed for non-vanishing Λ andM:18
Eˆ − Pˆ = 2Λ4M , (4.42)
As was emphasized in [4], Λ should be regarded as a dynamically generated scale.19 In
other words, Lifshitz scaling symmetry is broken dynamically.
Finally, notice that the renormalized free energy does not depend on λ (or λ˜). This
is somewhat curious, because in principle one could expect any function of the dimension-
less20 combinations Λ4M as well as Λ2 e−λ. At this stage, we do not have an intuitive
understanding of why this is the case. It might be similar to what we know from planar
N = 4 SYM, where the free energy is independent of the marginal (gauge) coupling at
weak and at strong coupling, though the exact answer does depend on it.
18The right-hand side of this equation is non-zero even when Λ = 0 if we consider non-translationally
invariant configurations [8, 18, 19].
19The pure Lifshitz spacetime geometry can be obtained from the asymptotic solution by taking Λ → 0
while holding r fixed and rescaling t and x accordingly.
20By ‘dimensionless’ we mean invariant under the Lifshitz scaling transformation (A.6).
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Figure 5. The regularized on-shell action Ireg and the expectation value w are evaluated on
the numerical interpolating solution. Although Ireg tends to a constant only logarithmically, its
asymptotic value can be found by ﬁtting it against a + b
r
+ c+d log r
r2
to extract a. In this case we
ﬁnd Iren = limr→∞ Ireg ≈ −4.67.
HJ method for numerics. Now that we expressed the expectation value in terms of
the normalizable mode β, we could (in principle) compare it to the value of beta of the
numerical interpolating solution. However, the usual method of inverting the asymptotic
series is not easy, because the power-law expansion is contaminated by the logs. Another
way to ﬁnd the renormalized on-shell action Iren and the expectation value w is to integrate
2{U,W} + {W,W} = 0 numerically. This is quite straightforward to do, since it is just
a ﬁrst-order equation albeit non-linear. The only thing one should be careful of is not to
expand U(α) to arbitrarily high order, because it is an asymptotic series [28]. The result
of this is shown in ﬁgure 5.
Comparison with previous result. Let us compare our results to [4]. The method of
renormalizing the free energy used in [4] does not follow the typical prescription of removing
divergences by adding local covariant variant counterterms. The proposed counterterms
were written on a local covariant basis, c0
√
g, c1
√
g (α + 1) and c2
√
g (α + 1)2, but their
coeﬃcients were allowed to be explicit functions of the cut-oﬀ of the form cn ∼ 1 + 1/r +
1/r2 + . . .. Because the dependence of the renormalized on-shell action on α = A2 is
diﬀerent between the two methods, the one-point functions obtained through functional
derivation is also diﬀerent. Indeed, we ﬁnd that the expressions for the one-point functions
do not agree.
Another mismatch between this work and [4] comes from the integration constants.
Looking at the Euler-Lagrange equations (eqs. (14)–(16) of [4]), one expects to ﬁnd ﬁve
integration constants. The generic asymptotic solution that one ﬁnds, however, has six.
One of the integration constants must thus be ﬁxed. The HJ formalism requires that this
spurious integration constant be ﬁxed in a very speciﬁc way, which does not break Lifshitz
symmetry explicitly. As it turns out, the way the integration constant was ﬁxed in [4] does
break Lifshitz symmetry explicitly. See appendix A for more details.
5 Conclusion
We have seen that the leading logarithmic modes that are present in the solution of the
ﬁeld equations in the massive-vector model can be interpreted as a marginally relevant
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operator in the z = 2 Lifshitz ﬁeld theory. The theory ﬂows to a conformally invariant
ﬁxed point in the IR due to this marginally relevant operator. We derived a nice formula for
the holographic entanglement c-function and we saw how it decreased along the RG ﬂow.
We found a way to renormalize the on-shell action without introducing explicit dependence
on the radial cutoﬀ. This did require that we have an inﬁnite number of counterterms,
although we showed that one can obtain the renormalized on-shell action without knowing
all counterterms explicitly. The fact that we need an inﬁnite number of counterterms
despite the fact that we are not dealing with an irrelevant operator seems to be an artifact
of the non-analyticity of the renormalized on-shell action around the Lifshitz background
value A2 = −1.
The Hamilton-Jacobi method typically has an ambiguity that comes from the freedom
to add ﬁnite local counterterms to the renormalized on-shell action. This ambiguity is
absent in our case, because there are no ﬁnite local covariant counterterms when one
assumes translational invariance in the boundary directions. This can also be seen in
the free 3D Lifshitz scalar, φ˙2 + (∇2φ)2, where there are no ﬁnite counterterms at the
non-derivative level.
The closed-form expression we found for the renormalized on-shell action is a non-
analytic function of A2 + 1, which reduces to a very simple expression once it is evaluated
on the asymptotic solution. We computed the expectation values if the renormalized energy
and pressure densities and we found that the Lifshitz equation of state zE = dsP (which
is equivalent to the anisotropic tracelessness condition) is broken dynamically.
A possible extension of this work would be to study the thermodynamic properties of
these asymptotically Lifshitz geometries. In particular, it would be interesting to ﬁnd an
AdS-to-Lifshitz crossover in the free energy as a function of temperature. The temperature-
scaling of the free energy depends on the dynamical exponent z, F ∼ T 1+ds/z, so one may
see a transition F ∼ T 3 to F ∼ T 2 as T is increased. Another extension of this work would
be to let go of translation invariance, though at this stage this seems to complicate matters
quite severely.
The Hamilton-Jacobi method proved powerful when dealing with the presence a
marginal operator. It would be interesting to see how this method applies to the more
canonical example of Einstein gravity coupled to a marginal scalar.
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A Asymptotic solution
The asymptotic solution was found in [4]. Because the solution itself does not look too
pretty we have kept it out of the main text. The non-zero metric and vector components are
gtt = −N2 Λ
4 e4ρ
ρ4
(
1 +
10 log ρ+ 10− 2λ
ρ
+ . . .
)
+
M
4ρ2
(
1 +
5 log ρ+ 416 − 2λ− λ˜
ρ
+ . . .
)
(A.1)
gii = hΛ
2 ρ2 e2ρ
(
1 +
5 log ρ+ 4− λ
ρ
+ . . .
)
+
M ρ4 e−2ρ
8
(
−1 + 10 log ρ+
13
6 − λ+ λ˜
ρ
+ . . .
)
(A.2)
At = N
Λ2 e2ρ
ρ2
(
1 +
5 log ρ+ 4− λ
ρ
+ . . .
)
+
5M e−2ρ
8
(
1− λ˜+ λ−
35
6
ρ
+ . . .
)
(A.3)
The ellipses denote terms that are sub-leading in (log ρ)/ρ. The radial coordinate we use
here is related to the one in [4] as ρ = − log(Λr[4]). In terms of the radial coordinate r that
we use throughout the rest of this note, we have ρ = r − log Λ. One can see that the pure
Lifshitz geometry is obtained by Λ→ 0 keeping r ﬁxed (and rescaling t and ~x accordingly).
The integration constants (N, h, λ,M, λ˜) are related to the ones in [4] as
N =
√
f0 , h = p0 , λ = λ , M = 4β
3
√
2
, λ˜ =
α
β
, (A.4)
where α is an integration constant that appears in [4], it is not A2. A useful contraction
that we use in the main text is:
α ≡ AaAa = −1 + 5 log ρ+ 2− λ
ρ2
+
2
ρ
+ . . .
+
3M ρ2 e4ρ
2
(
−1 + 5 log(ρ) + 1 + λ˜
ρ
)
(A.5)
A Lifshitz scaling transformation acts on the integration constants in the following way:(
Λ, λ,M, λ˜
)
→
(
eλ
′/2Λ, λ+ λ′, e−2λ
′M, λ˜− λ′
)
(A.6)
So a Lifshitz rescaling can be seen as a redeﬁnition of the scale Λ. In the gauge chosen both
here as well as in [4], there is one spurious integration constant, which must be removed
from the solution. This spurious integration constant should be removed by ﬁxing a di-
mensionless combination of integration constants, which is a combination that is invariant
under (A.6). This is necessary so as not to break the Lifshitz symmetry explicitly. The
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Hamilton-Jacobi formalism will tell us uniquely which dimensionless combination we must
ﬁx. In [4] the extra integration constant is removed in a way that does not preserve (A.6),
thereby breaking Lifshitz symmetry explicitly.
We will now show how the spurious integration constant is ﬁxed in the HJ formalism.
Consider the canonical momenta
πab =
1√
g
δIon-shell
δgab
Ea =
1√
g
δIon-shell
δAa
(A.7)
which split up into πab = πabU + π
ab
W and E
a = EaU + E
a
W , where
πabW =
1
2
gabW (α)−AaAbW ′(α) EaW = 2AaW ′(α) (A.8)
and similarly for W → U . It is useful to deﬁne the tensor
T ab ≡ 2πab + E(aAb) = gab (U +W ) (A.9)
From these expressions we can isolate W (α) and W ′(α) by respectively taking the trace of
T ab and by contracting Ea with Aa/2α:
W (α) =
1
3
(
2gab ∂rgab −Aa ∂rAa
)
− U(α) (A.10)
W ′(α) = − 1
2α
Aa ∂rAa − U ′(α) (A.11)
where we used the canonical relations πab = −Kab + gabK (with Kab = 12∂rgab) and
Ea = ∂rAa. On the other hand, from the leading-order Hamilton-Jacobi equation for W
one ﬁnds
√
gW (α) =
(α+ 1)2
2(5α+ 9)
√
gW ′(α) + . . . (A.12)
where the ellipses denote α+1 ∼ 1/ρ corrections. Thus, if one computes the renormalized
on-shell action on the asymptotic solution using (A.10) and (A.11) one should get the same
answer on both sides of the equation. On the left-hand side we get (up to 1/r corrections)22
√
gW (α) = −1
3
NhM
(
λ+ λ˜− 17
6
)
(A.13)
while on the right-hand side we get
(α+ 1)2
2(5α+ 9)
√
gW ′(α) = −NhM (A.14)
Comparing these two expressions gives
λ+ λ˜ = −1
6
, (A.15)
22Subtracting U in (A.10) ensures that all power-law (∼ e4ρ), logarithmic (∼ ρ#), and double-logarithmic
(∼ log ρ) divergences cancel. This can be checked explicitly up to arbitrarily high order in the asymptotic
expansion.
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Notice that this does not aﬀect the scaling transformation (A.6), because the combination
λ + λ˜ is invariant. A further check that this is the correct value for λ + λ˜ comes from
looking at the expectation value of the energy and pressure densities, which turn out to be
related to the tensor (A.9):
〈E〉 = lim
ρ→∞
e4ρ T tW t =M
(
λ+ λ˜+
7
6
)
, (A.16)
〈P〉 = lim
ρ→∞
e4ρ T xW x = −M
(
λ+ λ˜− 5
6
)
, (A.17)
where we used the same trick with the canonical momenta. For the special value (A.15)
we get
〈E〉 =M , 〈P〉 =M . (A.18)
We thus see that the equation of state 〈E〉 = 〈P〉 holds, i.e. 2T tW t = T iW i. The fact that
this had to be true can be seen directly from (A.9):
T aW b = δ
a
b W (α) (A.19)
Finally, we should mention that one can expand in r rather than ρ = r− log Λ. This comes
down to performing a rescaling (A.6) with λ′ = −2 log Λ. This is the convention we use in
the main text.
B Numerics
In this section we set up the numerical solution that interpolates between AdS in the
interior and Lifshitz in the asymptotic region, see e.g. [30] for previous work on ﬂows that
involve a Lifshitz scaling region in the massive-vector model. We use the Ansatz consistent
with translational invariance and we focus on scalar modes only. The Ansatz is:
ds2 = −f(r) dt2 + g(r) (dx2 + dy2)+ dr2 , A = h(r) dt . (B.1)
In our numerical set-up, we shoot from the AdS solution outward. The AdS background
is (absorbing ℓ factors into t, x, y, cf. (2.4))
f(r) = e2r/ℓ , g(r) = e2r/ℓ , h(r) = 0 . (B.2)
We work in coordinates such that the Lifshitz curvature scale is set to one, which ﬁxes
the AdS scale to ℓ =
√
3/5. In order to ensure that the solution ﬂows to Lifshitz quickly
enough we turn on the source for the irrelevant operator discussed in the main text. The
linearized mode that plays the role of this source is
δh(r) = ε eνr/ℓ , ν =
1
2
(
−1 +
√
1 + 16ℓ2
)
. (B.3)
The small parameter ε sets the radial scale at which the irrelevant mode picks up speed.
To be more precise, the crossover point is at r ∼ r∗, where
r∗ =
ℓ
ν
log (1/ε) . (B.4)
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Figure 6. The quantity α = AaA
a is evaluated on the numerical solution. On the left (IR) we
have AdS, α = 0, and the right (UV) we have log-Lifshitz, α = −1. The red dashed curves are the
approximate analytic solutions α = e∆(r−r∗) with ∆ = 2(ν − 1)/ℓ (left) and α = −1+ 2
r−r∗
(right).
We will let the numerical integration run from r = −40 to r = 140, and we set the crossover
radius to zero, so ε = 1. The result of this calculation is plotted in terms of α = AaA
a in
ﬁgure 6.
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