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5Abstract
Hidden Markov models (HMMs) [13] and discrete time stopped Markov processes [23,
Section 2.2.3] are used to model phenomena in a wide range of fields. However, as prac-
titioners develop more intricate models, analytical Bayesian inference becomes very dif-
ficult. In light of this issue, this work focuses on sampling from the posteriors of HMMs
and stopped Markov processes using sequential Monte Carlo (SMC) ([29], [28], [43]) and,
more importantly, particle Markov chain Monte Carlo (PMCMC) [2].
The thesis consists of three major contributions, which enhance the performance of
PMCMC. The first work focuses on HMMs, and it begins by introducing a new SMC
smoothing ([10], [36]) estimate of the HMM’s normalising constant; we prove the esti-
mate’s unbiasedness and a central limit theorem. We use this estimate to develop new
PMCMC algorithms that, under certain algorithmic settings, require less computational
time than the algorithms of [2]. Our new estimate also leads to the discovery of an optimal
setting for the smoothers of [10] and [36]. As this setting is not available for the general
class of HMMs, we develop three algorithms for approximating it.
The second major work builds from [51] and [91] to develop new SMC and PMCMC
algorithms that draw from HMMs whose observations have intractable density functions.
While these types of algorithms have appeared before (see [51], [52] and [67]), this work
uses twisted proposals as in [91] to reduce the variance of SMC estimates of the normalising
constant to improve the convergence of PMCMC in some scenarios.
Finally, the third project is concerned with inferring the unknown parameters of stopped
Markov processes that are only observed upon reaching their terminal sets. Bayesian infer-
ence has not been attempted on this class of problems before. The parameters are inferred
through two new adaptive and non-adaptive PMCMC algorithms.
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Chapter 1
Introduction and Motivation
The main aim of this thesis is to make contributions to a recently discovered class of numer-
ical methods which are used in computational Bayesian statistics, called particle Markov
chain Monte Carlo (PMCMC) algorithms [2]. Before delving into the specifics of PMCMC
(a review of which is given in Chapter 2), we begin here with a brief review of Bayesian
inference problems and their usefulness (see also [46, Chapter 11]). We observe that an-
alytical solutions to Bayesian inference problems are not always available in real world
applications, thereby motivating the need for numerical methods.
1.1 Bayesian parameter inference
The following discussion is limited to continuous random variables, with the extension to
discrete random variables being obvious.
Suppose that, in advance of observing realisations of a real-valued (possibly multi-
dimensional) random variable Y ∈ RdY , one establishes a model (with input parameters
collectively denoted by θ) that assigns measures of uncertainty to the values that Y might
take. In Bayesian statistics, those measures of uncertainty are probabilities, and they are
defined on scales from zero to one. Thus, under our model, the probability
P (Y ∈ E | θ) =
∫
E
pi (y | θ) dy,
1.2 Some applications of the posterior density 16
with density pi, is a measure of the belief that Y will take a value in the set E ⊆ RdY , given
some parameter θ. Just as the exact value of Y is unknown, the exact value of θ may also
be unknown. In this case, θ becomes another random variable θ ∈ Rdθ , and the belief that
this parameter takes a certain value in F ⊆ Rdθ is given by
P (θ ∈ F ) =
∫
F
pi (θ) dθ.
Note that this measure of belief may also condition on other random variables (called hyper-
parameters). For example, we may write pi (θ) = pi (θ | , ν) where  ∼ ξ(·) and ν ∼ φ(·).
Let us assume that pi (θ) only conditions upon fixed hyperparameters. As pi (θ) is ulti-
mately used to give a measure of the belief of the value of θ before a value of Y is observed,
we say that pi (θ) is a prior density. After observing a value Y = y (hereafter, y is called
the data), updating the belief of the value of θ amounts to constructing pi (θ | Y = y). This
density is named the posterior density, and its exact expression is given by Bayes’ theorem:
pi (θ | Y = y) = pi (θ)pi (Y = y | θ)
pi (Y = y)
∝ pi (θ) pi (Y = y | θ). (1.1.1)
In this context, pi (Y = y | θ) is referred to as a likelihood and the expression pi (Y = y) is
a normalising constant.
1.2 Some applications of the posterior density
The expression (1.1.1) is useful when a practitioner is trying to infer the parameter θ for a
particular model after having observed a data set y. Consider the real-valued function h(θ)
and the integral ∫ ∞
−∞
h(θ)pi (θ | Y = y) dθ. (1.2.1)
When h(θ) = θ for all θ ∈ Rdθ , then (1.2.1) is the conditional expectation of θ with respect
to the posterior, and it is denoted as Epi(θ | Y = y). This expectation is also known as
the first moment, and the ith moment can be calculated when h(θ) = θi for all θ ∈ Rdθ .
Alternatively, by setting h(θ) = [θ − Epi(θ | Y = y)]i for all θ ∈ Rdθ , (1.2.1) becomes the
ith central moment with respect to the posterior. With this definition of h(θ), one obtains
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the conditional variance of θ when i = 2.
The expression (1.2.1) arises when trying to determine an appropriate estimate of θ
(denoted θˆ). Consider a loss function L(θ, θˆ), such as the squared error function. The
Bayes risk of θˆ is defined as the expected value of the loss function with respect to the
density pi (θ), or Epi[L(θ, θˆ)]. Any estimator that minimises the Bayes risk is known as
a Bayes estimator. If one’s loss function is the squared error function, then the Bayes
estimator can be calculated as Epi(θ | Y = y).
1.3 Difficulty in computing the posterior density
The density (1.1.1) is useful, for as the last section shows, it enables us to update our model
parameters as we observe new datasets. However, the posterior is only analytically tractable
in a limited number of specific scenarios. One such scenario is when a conjugate prior pi (θ)
exists for pi (y | θ). In this case, one can find a closed form expression for (1.1.1), and in
fact, pi (θ | Y = y) will be in the same family of densities as the prior. Unfortunately,
the conjugate families only apply in some applications of interest (i.e., they are mainly
available for exponential family problems), and one can find many more examples where
there is no known analytically tractable expression for (1.1.1). Chapter 2 gives a more
detailed review of some of those specific models for which the posterior density can be
difficult to compute. However, to gain some appreciation for the problem at hand now, we
review a real world model here.
The random effects model is a standard linear statistical model that is used for study
in a wide array of fields, including epidemiology ([1], [70]) and fMRI research [82]. The
intuition behind the model is easy to grasp, but in practice, the model can become difficult
to work with analytically. In a random effects model, one might have a multi-dimensional
Y , whose real-valued elements {Yij} are independent of one another and have distributions
which depend on a hierarchy of different random factors (i.e., Yij = µ + Ai + Bij). The
parameter µ is an expected value common to all elements of Y , Aw follows some distribu-
tion that is only common to Yij’s where i = w, and Bwz follows some distribution that is
only common to Yij’s where i = w and j = z. In more complex models, Y could be of an
even higher dimension (e.g., Yijkl = µ+ Ai +Bij + Cijk +Dijkl).
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For Yij = µ + Ai + Bij , suppose i ∈ {1, . . . , 2} and j ∈ {1, . . . , 3}. We addi-
tionally set µ = 0, with Ai being normally distributed with mean µAi and variance σ
2
Ai
and Bij being normally distributed with mean µBij and variance σ
2
Bij
. If the elements of
θ = (µA1:2 , σ
2
A1:2
, µB1:2,1:3 , σ
2
B1:2,1:3
) independently follow exponential priors with common
parameter λ, then the density (1.1.1) is
pi (θ | Y1:2,1:3 = y1:2,1:3) ∝ exp
[
− λ
2∑
i=1
(
µAi + σ
2
Ai
+
3∑
j=1
µBij +
3∑
j=1
σ2Bij
)]
×
exp
[ 2∑
i=1
3∑
j=1
−(yij − µAi − µBij)2
2(σ2Ai + σ
2
Bij
)
]
Direct analytical computations with respect to pi (θ | Y1:2,1:3 = y1:2,1:3) are not possible.
1.4 Numerical integration
When a probability density is analytically intractable, computations of the form (1.2.1)
must be estimated. Numerical integration offers one class of solutions for such approxi-
mations. A complete review of numerical integration is covered in [79], but here, we give
a brief introduction to a subset of those techniques (i.e., Newton-Cotes approximations) to
give the reader a basic idea of the methods.
To begin, consider a real-valued function f(θ) : R → R with θ ∈ R, which is to be
integrated in a one-dimensional, finite region E ⊂ R. In the Newton-Cotes approximation
methods (or, quadrature methods), the definite integral is divided into segments of width w,
and f is approximated by a polynomial at each segment. The areas under the polynomials
are taken to be approximations of the integral at each segment, and summing those areas
provides an estimate of the entire integral of interest. There are many forms of the Newton-
Cotes methods that use polynomials of different degrees. One such basic form uses straight
lines, and each segment between points θ1 ∈ E and θ2 ∈ E is approximated as∫ θ2
θ1
f(θ)dθ ≈ w
2
[
f(θ1) + f(θ2)
]
,
where ζ ∈ E is a point satisfying θ1 ≤ ζ ≤ θ2 (this formula is called the trapezoidal rule).
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Using quadratic polynomials gives Simpson’s rule:
∫ θ2
θ1
f(θ)dθ ≈ w
6
[
f(θ1) + 4f(ζ) + f(θ2)
]
,
where θ1 < ζ < θ2, and the three points are equally spaced apart. In general, as the degree
of the polynomials increases, they more appropriately fit the function f and the error of the
approximation of the integral at each segment shrinks. Furthermore, as the entire integral
is divided into more segments, the approximation becomes more fine.
In the specific case of approximating a finite integral where f(θ) = h(θ)pi (θ | Y = y)
and the normalising constant of pi is unknown, one needs to perform two approximation
steps. In the first step, ∫
E
h(θ)pi (θ | Y = y) dθ
is approximated using some quadrature rule. Then, as the normalising constant of pi is
unknown, the integral ∫
E
pi (θ | Y = y) dθ
must also be approximated using a quadrature method. The first estimate is divided by the
second estimate to obtain a normalised approximation of the integral of interest. For the
reasons mentioned above, we know that this scheme will not be without error.
When the integrals of interest are multi-dimensional, methods such as the trapezoidal
rule and Simpson’s rule have to be repeated across those multiple dimensions. The evalua-
tions, therefore, can become very complex. Furthermore, in the case of computing (1.2.1),
where the limits of integration are not finite, numerical integration can be prone to many
errors because only a finite number of segments can actually be approximated.
1.5 Monte Carlo and Markov chain Monte Carlo methods
Monte Carlo (MC) and Markov chain Monte Carlo (MCMC) methods offer a second class
of solutions to the approximation problem (see [12] and [81]). In these types of algo-
rithms, samples are drawn from intractable densities known point wise up to a normalising
constant, and those samples are used to approximate any analytical computations that oth-
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erwise must be performed with respect to those densities. The samples can also be used to
approximate the intractable densities themselves, as well as estimators of normalising con-
stants and the parameter θ. A more detailed review of MC and MCMC is given in Chapter
2.
MC and MCMC methods can be particularly attractive over numerical integration pro-
cedures in the cases where the boundaries of integration are very complicated. MC and
MCMC methods can also be easier to implement in multi-dimensional analyses. Their
general applicability to a wider range of problems is one of the main reasons that MC and
MCMC methods are studied by so many researchers. For large or complex models, numer-
ical integration methods typically only perform well when they are carefully tailored to the
problem at hand.
As increasing amounts of data become available to practitioners, real world models are
becoming more complex and their dimensionality is increasing; see [21], [48] and [93] for
examples. Therefore, in this thesis, we choose to focus on studying the more general class
of numerical methods. That is, we study MC and MCMC methods with the ultimate goal
of performing Bayesian inference.
1.6 Contributions of this thesis
We are concerned with sampling from (i.e., “targeting”) complex posterior densities whose
state spaces include the random variables X1:n ∈ Rdx1:n with n ≥ 1 where each Xn corre-
sponds to the state of a Markov chain. Recall that in a Markov chain, P (Xn = xn | x1:n−1)
= P (Xn = xn | xn−1). The state spaces will also sometimes contain a static random vari-
able θ ∈ Rdθ which is invariant to changes in n. These types of targets arise in many
models/processes where Bayesian inference can be difficult, and our work focuses on a
specific subset of those models and processes. That subset is properly reviewed in the
beginning of the next chapter, but briefly, it consists of:
• Hidden Markov models (see Section 2.2): a hidden Markov model (HMM) with
static parameter θ essentially consists of discrete observations y1:n from which the
unobservable Markov random variables X1:n must be inferred through sequences of
“filtering densities” of the form piθ (xn | y1:n) or “smoothing densities” of the form
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piθ (xn1:n2 | y1:T ), for 1 ≤ n1 ≤ n2 < T . The parameter θ is also sometimes un-
known, in which case we aim to infer it and the Markov process through the density
pi (θ, x1:n | y1:n) and its marginals.
• Discrete time stopped Markov processes (see Section 2.3): these Markov processes
{Xn}n≥1 require a parameter θ and are initialised in some set B0. They evolve in
discrete time until they reach a target set A at some random time τ and terminate.
In this thesis, the only observation is y = xτ , and inference relies on the density
pi (θ, x1:τ , τ | y). One major application of such processes is the modelling of phe-
nomena in population genetics.
The structure for the thesis is as follows. Chapter 2 opens by introducing the models
and Markov processes of interest and formulating their inference problems. We then review
the MC and MCMC techniques that can be used to sample from the posteriors of these
models/processes. The review takes a special interest in the major advancements leading to
sequential Monte Carlo ([29],[28],[43]) and PMCMC. Sequential Monte Carlo (SMC) is a
methodology tailored to sampling from the sequence
pi (x1) , pi (x1:2) , . . . , pi (x1:n) , . . .
where the Xn’s do not necessarily have to evolve from a Markov process. In the case of the
HMM, SMC can also be used to infer Xn1:n2 using piθ (xn1:n2 | y1:T ). PMCMC is suited to
sample from challenging densities of the general form pi (θ, x1:n); again, the Xn’s do not
necessarily have to evolve from a Markov process. PMCMC algorithms make use of SMC
in their sampling steps, and we will explain exactly how that is done in the next chapter in
Section 2.18.
The later chapters of the thesis build from the methodologies reviewed in Chapter 2
and include our original work. The basic strategy that we follow in our original work
is to identify an SMC algorithm that performs with low variance for a particular model
(when the parameters for the model are known) and then embed that SMC technique in
a PMCMC algorithm. An SMC algorithm will yield an unbiased estimate of its targeted
model’s normalising constant, and some PMCMC algorithms actually rely on this unbiased
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estimate in order to run. We will explain exactly how these samplers work in the next
chapter, but we give this level of detail to the reader now to make it clear why the thesis has
a heavy focus on the bias of estimates of normalising constants.
Chapter 3 focuses on the hidden Markov model, and it begins by introducing a new
unbiased estimate of the HMM’s normalising constant (also known as the marginal like-
lihood function). That estimate (for which we also prove a central limit theorem) can be
calculated using existing SMC smoothing methods. A study of the estimate leads to
1. the development of new PMCMC algorithms that can be used to target densities of the
general form pi (θ, x1:n | y1:n). As part of the algorithms’ settings, a practitioner needs
to input an arbitrary sequence of densities {ξn,θ (xn)}. The choice of sequence will
impact the performance of the algorithms, and when each ξn,θ (xn) = piθ (xn | y1:n−1),
our new techniques require much less computational time than PMCMC algorithms
appearing in the original paper [2];
2. the discovery of a new SMC smoothing technique that has a very low variance across
multiple runs because it allows for exact sampling of the target HMM. The technique
also requires the algorithmic setting ξn,θ (xn) = piθ (xn | y1:n−1).
The major issue with our proposed methods is that that setting ξn,θ (xn) = piθ (xn | y1:n−1)
is typically not analytically available in a real world application of interest; if one can cal-
culate piθ (xn | y1:n−1), then there is likely no need to resort to computational methods to
begin with. However, if one has access to a good approximation of piθ (xn | y1:n−1), then
our methods can potentially outperform existing SMC and PMCMC strategies. Thus, the
latter part of Chapter 3 includes an exploration of alternative smoothing algorithms that
approximate the ideal SMC smoothing technique mentioned in point 2 above by approxi-
mating piθ (xn | y1:n−1). These alternative smoothing methods unfortunately fail to achieve
the desired low variance.
Chapter 4 introduces improved SMC and PMCMC algorithms that enable one to per-
form Bayesian inference for HMMs whose observations are drawn from distributions with
intractable or unknown probability density functions. These types of algorithms have ap-
peared in the literature before (see [51], [52], and [67]), but in our work, we introduce a
change of measure on the algorithms of [51] to improve upon them in terms of precision
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and speed (similar to as in [91]). Our methods work particularly well when the true vari-
ances of the targeted HMM are very low. Unfortunately, the change in measure that we
introduce is often times not analytically available in a real world application (as in [91]),
and so it must be approximated when possible. We do show via numerical simulation (of a
stochastic volatility HMM with S&P 500 daily logarithmic returns) that the approximation
must be very accurate in order for our methods to outperform the methods of [51].
Chapter 5 is entirely concerned with inferring the unknown parameter θ of a stopped
Markov process that is only observed when it reaches the terminal set A. Bayesian infer-
ence has not been attempted on this class of problems before, and we introduce computa-
tional strategies that enable the scientific community to perform such inference for the first
time. We infer θ by developing two new types of PMCMC sampling algorithms. One type
adapts the sampling scheme as new values for θ are drawn, while the other does not. Our
numerical studies show that our new methods vastly outperform standard PMCMC meth-
ods when one is attempting inference on models from the population genetics literature.
Finally, Chapter 6 concludes the thesis with a summary and a discussion of future work.
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Chapter 2
Literature Review
This literature review provides the background for the models and numerical techniques
that are studied throughout the later chapters of the thesis. The descriptions of the models
and algorithms offer details on how they are developed and, in the case of the algorithms,
outline their specific steps.
This chapter is organised as follows. Section 2.1 introduces our notation. Sections 2.2
and 2.3 review hidden Markov models and stopped Markov processes, respectively. The
review of the models is followed by a review of Monte Carlo techniques, which follows a
programme that is similar to that of [29]. We discuss the basics of Monte Carlo methods
in Section 2.4, importance sampling in Section 2.5, and sequential importance sampling in
Section 2.6. By establishing the principles of these methods, we can introduce sequential
Monte Carlo in Section 2.7. Specific sequential Monte Carlo methods tailored for hidden
Markov models are reviewed in Sections 2.8, 2.9 and 2.10, and specific methods tailored
for stopped Markov processes are discussed in Section 2.11. We look at more advanced
sequential Monte Carlo algorithms in Sections 2.12, 2.13 and 2.19.
We also cover Markov chain Monte Carlo methods, with the basic concepts discussed
in Section 2.14. The basic methods can struggle to perform well for complex models, and
we discuss what this means in more technical detail and introduce some advanced solutions
in Sections 2.15, 2.16 and 2.17. Section 2.17 additionally serves the purpose of establishing
the theoretical groundwork for particle Markov chain Monte Carlo, which is reviewed in
Section 2.18.
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Finally, the literature review closes with some notes on implementing Monte Carlo
and Markov chain Monte Carlo in parallel computing architectures in Section 2.20. Final
remarks are given in Section 2.21.
2.1 Notation
The conventions
∑n−1
i=n = 0 and
∏
∅ = 1 are used throughout, and a ∧ b denotes the
minimum between the two real numbers a and b. When we write a  b, we mean to say
that a is much less than b. Z denotes the set of all integers, and R denotes the real numbers.
The brackets bc are used to denote rounding down to the nearest integer.
Consider a random variable Xk ∈ Rdx (with index k) which may take a value xk. The
vector of all Xk’s corresponding to all k ∈ {1, . . . , n} for n ≥ 1 will be designated X1:n
(with Xn:n−1 = ∅), and the joint density of X1:n will be written piθ (x1:n). The parameter
θ ∈ Θ ⊆ Rdθ is static across all values of n;B(Θ) denotes the Borel sets on Θ andP(Θ)
denotes the class of probability measures on Θ. The sequence of densities piθ (x1), piθ (x1:2),
. . . , piθ (x1:n) will be denoted as {piθ (x1:k)}k∈{1,...,n}.
Each joint density piθ (x1:n) may be decomposed as
piθ (x1:n) =
γθ (x1:n)
Zθ,1:n
,
where Zθ,1:n (sometimes written Zθ) is a normalising constant. When a density conditions
on a sequence of random variables (and that sequence of random variables is obvious), we
may interchangeably use piθ (x1 | x2:n) = piθ (x1 | · · · ). Any approximations to any density
piθ (x1:n) will be denoted pˆiθ (x1:n), and the approximation of the normalising constant will
be similarly written as Zˆθ,1:n.
A collection ofN samples with a common density piθ (x1:n) will be written as {xi1:n}i∈{1,...,N},
{x1:N1:n } or x1:n. We will sometimes assign the value aik ∈ {1, . . . , N} to be the index of
a sampled value for Xk, and in that instance, we allow x
aik
k = x
a(i)
k . This notation will
essentially mean that xik+1 was sampled dependent on the value of x
a(i)
k (i.e., x
a(i)
k is the
ancestor of xik+1). A sequence of index assignments will be denoted a
i
1:n. For example,
suppose xi3’s sampling depends on x
j
2 and x
j
2’s sampling depends on x
l
1. Then the ordered
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list of indices (l, j, i) can be written ai1:3.
Some samples will have a weight assigned to them (e.g., the weight of xi1:n would be
written W in (x
i
1:n)). We will use “W
i
n (x
i
1:n)” and “W
i
n” interchangeably.
Some of the algorithms reviewed in the thesis will build samples {x1:N1:n } in increments
where n increases (e.g., {x1:N1:n } to {x1:N1:n+1}) or decreases (e.g., {x1:Nn:T } to {x1:Nn−1:T}). When
it is necessary to distinguish between sampling with increasing values of n versus decreas-
ing values of n, we will use a system of rightward and leftward arrows. For example,
random variables (and their respective sampled values) which are associated with algo-
rithms that increase n will be written as
−→
X n =
−→x n; random variables which are sampled
with decreasing values of n will be written
←−
X n =
←−x n.
A probability space (Ω,F ,Pθ) consists of a sample space Ω and a set of events F .
Pθ is a probability measure defined for every θ ∈ Θ such that for every A ∈ F , Pθ(A)
is B(Θ)−measurable. Furthermore, M (Ω) denotes the collection of measures on Ω and
P(Ω) can also denote the collection of probability measures on Ω. When clearly stated,
F may alternatively denote a filtration.
We use δa (b) to denote the Dirac measure defined for real numbers a and b with mass at
a. Similarly, for the real-valued numbers a and b, Ia (b) will denote the indicator function
that equals one when a = b and zero when a 6= b. For some measurable space (E, E), let
B (a) ∈ E be a ball of radius  centred on a ∈ E. Thus, for b ∈ E, IB(a) (b) will be an
indicator function whose value is one when b ∈ B (a) and zero otherwise.
For a measurable function ϕ : Rd → R such that supx∈Rd |ϕ(x)| < +∞, we write
ϕ ∈ Bb(Rd). Bb(Rd) is the Banach space that is complete with respect to the norm
supx∈Rd |ϕ(x)|.
For a measure space (E, E , σ) and a measurable function ϕ(x) : E → R, the essential
supremum of ϕ will be denoted ess supx ϕ = inf{a ∈ R : σ ({x : ϕ(x) > a}) = 0}.
The notation a.s.→ will mean “converges almost surely”, whereas⇒will mean “converges
weakly”.
At times, we will write a vector of zeros with a value of 1 in the ith position as ei. The
sum of the values of all elements of any d-dimensional vector Y ∈ (Z+ ∪ {0})d is written
|Y |. For example, |ei| = 1. The m× n transpose of a matrix A ∈ Rn×m is AT. The inverse
of a square matrix A will be A−1. The identity matrix is written as I.
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Standard notation Epi[X] is adopted for the expected value of a random variable X with
respect to pi(x). Similarly, the variance of the same random variable is denoted Vpi[X].
The covariance of two random variables X and Y with respect to a measure pi will be
Covpi[X, Y ].
Finally, any distributions and acronyms used in the thesis can be found in Tables 2.1
and 2.2, respectively.
Table 2.1: Distributions used throughout the thesis
Distribution Parameters Notation Expected value
Gamma shape α > 0 and scale β > 0 Ga (α, β) αβ
Gaussian mean µ ∈ (−∞,∞) and variance σ2 > 0 N (µ, σ2) µ
Geometric success probability 0 < p ≤ 1 G (p) p−1
Stable stability α ∈ (0, 2], skewness β ∈ [−1, 1], S (α, β, γ, δ) µ when α > 1
scale γ > 0, and location δ ∈ (−∞,∞)
Uniform boundaries −∞ < a < b <∞ U (a, b) 1
2
(a+ b)
(continuous)
2.2 Hidden Markov models
We begin with an introduction to the models and Markov processes used in this work, as
well as an introduction to their associated inference problems. This first section offers a
review of the hidden Markov model and the filtering and smoothing inference problems
for HMMs. We then review stopped Markov processes, their inference problems, and their
application within population genetics.
Consider an evolving discrete time Markov process. At each time point n ≥ 1, the
state of this process is denoted by the random variable Xn ∈ Rdx . Assume that we cannot
directly observeXn, but we can only indirectly observe this latent state through the random
variable Yn ∈ Rdy . Assume also that the observations are statistically independent of one
another, conditioned upon the latent process. This model is called a hidden Markov model
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Table 2.2: Acronyms used throughout the thesis
Acronym Definition
ABC Approximate Bayesian computation
ACF Autocorrelation function
APF Auxiliary particle filter
CPU Central processing unit
ESS Effective sample size
FFBS Forward filtering backward smoothing
FFBSi Forward filtering backward simulation
GIMH Grouped independence Metropolis-Hastings
GPU Graphical processing unit
HMM Hidden Markov model
IS Importance sampling
M-H Metropolis-Hastings
MC Monte Carlo
MCMC Markov chain Monte Carlo
ML Multi-level
MRCA Most recent common ancestor
MS Multi-level splitting
PG Particle Gibbs
PMCMC Particle Markov chain Monte Carlo
PMMH Particle marginal Metropolis-Hastings
SIS Sequential importance sampling
SMC Sequential Monte Carlo
STR Stopped time resampling
[13], and it can be formally written as
Xn | (X1:n−1 = x1:n−1, Y1:n−1 = y1:n−1) ∼ fθ (· | xn−1)
Yn | (X1:n = x1:n, Y1:n−1 = y1:n−1) ∼ gθ (· | xn) ,
for n ≥ 1 where X1 ∼ fθ(· | x0) = µθ(·). θ ∈ Θ ⊆ Rdθ is a static parameter which may
or may not be known. HMMs are very flexible, and so they are used in a wide array of
real world applications. Some examples include stochastic volatility models [62], real-time
hand writing recognition [47], and DNA segmentation [75].
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When θ is known, inference on the hidden process at time n relies on the joint density
piθ (x1:n | y1:n) = γθ (x1:n, y1:n)
Zθ,1:n
=
∏n
k=1 gθ (yk | xk) fθ (xk | xk−1)∫ ∏n
k=1 gθ (yk | xk) fθ (xk | xk−1) dx1:n
. (2.2.1)
The normalising constant Zθ,1:n is the probability density of the observations given θ (i.e.,
Zθ,1:n = pθ (Y1:n = y1:n) = pθ (y1:n)). It is often referred to as the marginal likelihood. Two
densities of interest which are related to (2.2.1) are the filtering density and the smoothing
density [29] (see below). If θ is unknown, then we would be interested in inferring not only
the hidden process but also values for θ. In this case, we assign a prior density pi (θ), and
Bayesian inference at time n relies on the joint density
pi (θ, x1:n | y1:n) ∝ pi (θ) γθ (x1:n, y1:n) . (2.2.2)
2.2.1 Filtering
In the filtering problem, one infers the state of the hidden process each time a new obser-
vation is made available, and so at time n, the density of interest is
piθ (xn | y1:n) =
∫
piθ (x1:n | y1:n) dx1:n−1. (2.2.3)
Computing (2.2.3) can be difficult, especially when n is large and one is presented with
a complex version of (2.2.1). To make the integration potentially less cumbersome, there
exists a recursive relationship that links piθ (xn | y1:n) to piθ (xn−1 | y1:n−1):
piθ (xn | y1:n) ∝ gθ (yn | xn)
∫
fθ (xn | xn−1)piθ (xn−1 | y1:n−1) dxn−1. (2.2.4)
Thus, the filtering density computed at time (n − 1) can be used to calculate the filtering
density at time n.
Even the recursion (2.2.4) will be analytically intractable in most applications, in which
case one will have to resort to numerical approximation methods. However, when the
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Algorithm 1 Kalman filter
Let µn and σ
2
n be the mean and covariance, respectively, of piθ (xn | y1:n−1).
Let µn and σ2n be the mean and covariance, respectively, of piθ (xn | y1:n).
At time step n > 1,
• Prediction step: calculate µn = Bn + Anµn−1 and σ2n = Anσ2n−1ATn + Σn.
• Update step: calculate the Kalman gain Kn = σ2nCTn
(
Cnσ
2
nC
T
n + τ
2
n
)−1 for
µn = µn +Kn (yn − Cnµn)
σ2n = (I−KnCn)σ2n
HMM of interest is linear Gaussian,
X1 ∼ fθ(· | x0) = N (µ0,Σ0)
Xn | X1:n−1 ∼ fθ (· | xn−1) = N (Bn + Anxn−1,Σn)
Yn | Y1:n−1, X1:n ∼ gθ (· | xn) = N
(
Cnxn, τ
2
n
)
(with An, Bn, and Cn being known matrices of appropriate dimension), then the Kalman
filter [56] (see Algorithm 1) can be used to compute the recursion (2.2.4) exactly.
We briefly note that there are extensions to Algorithm 1 specifically designed for deter-
ministically approximating the hidden states of non-linear Gaussian HMMs. The extended
Kalman filter and the unscented Kalman filter [55] are two examples. When fθ and gθ are
non-linear, they can only be used to calculate µn and µn. Exact deterministic equations of
σ2n and σ
2
n are unavailable. However, provided that the state and observation equations are
differentiable, the extended Kalman filter can use Jacobians of those equations to linearise
them so that at least approximations of σ2n and σ
2
n can be computed. This technique is
difficult to tune and really only reliable when the HMM in question is nearly linear. The
unscented Kalman filter offers a more accurate and robust solution when a HMM is highly
non-linear. At a time point n, the unscented Kalman filter deterministically chooses a set
of points around µn. The points are then propagated through the state and observation
equations, and µn and σ2n are recovered through these simulations.
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2.2.2 Smoothing
In the smoothing problem, all of the observations up to time T > 1 are presented, and one
infers the hidden state at a time point t < T :
piθ (xt | y1:T ) =
∫
piθ (x1:T | y1:T ) dx1:t−1,t+1:T . (2.2.5)
Actually, to be even more general, one might infer the state throughout a block of time:
piθ (xt1:t2 | y1:T ) =
∫
piθ (x1:T | y1:T ) dx1:t1−1,t2+1:T ,
for 1 ≤ t1 ≤ t2 ≤ T .
If one has access to the sequence of filtering densities, then, similar to the filtering prob-
lem, there exist two well-known recursive methods that can ease the burden of computing
the smoothing density. The forward filtering backward smoothing (FFBS) recursion,
piθ (xn | y1:T ) = piθ (xn | y1:n)
∫
piθ (xn+1 | y1:T ) fθ (xn+1 | xn)
piθ (xn+1 | y1:n) dxn+1, (2.2.6)
relies on {piθ (xk | y1:k)}k∈{1,...,T} to compute piθ (xn | y1:T ) at each time n using the density
piθ (xn+1 | y1:T ) obtained at time (n + 1). The two-filter formula of [9] is an alternative to
the FFBS recursion. In this algorithm, one uses a “backward information filter”,
piθ (yT | xT ) = gθ (yT | xT )
piθ (yn:T | xn) = gθ (yn | xn)
∫
fθ (xn+1 | xn) piθ (yn+1:T | xn+1) dxn+1,
to compute piθ (yt:T | xt) for t < T ; the backward information filter is a recursive formula
that is not a probability density in the argument xn. The two-filter formula then gives
piθ (xt | y1:T ) = piθ (xt | y1:t−1) piθ (yt:T | xt)
pθ (yt:T | y1:t−1) ∝ piθ (xt | y1:t−1) piθ (yt:T | xt). (2.2.7)
2.2 Hidden Markov models 32
2.2.3 Towards the approximation of hidden Markov models
In the later sections of this thesis, we will present simulation techniques that can be used
to perform Bayesian inference for HMMs, and some of those simulation techniques will
require repetitious calculation of the likelihood function gθ. For instances where this cal-
culation is expensive or impossible (such as in some stochastic volatility models [51] and
portfolio allocation problems [52]), we will also review other simulation techniques that
bypass the calculation of gθ at the expense of introducing a bias. More specific details will
follow in subsequent sections of the thesis (namely, Section 2.10), but we introduce here
some mathematical framework that will be essential in developing these alternative, biased
methods.
Allow the sequence {Xn}n≥1 to be an (E, E)−valued discrete-time Markov process
with transition densities
{Mθ (xn | xn−1)}n≥2 and Mθ (x1 | x0) = µ (x1) . (2.2.8)
for some static parameter θ ∈ Θ ⊆ Rdθ . Considering the sequence of measurable spaces
{(En, En)}n≥1 and the sequence of points {an ∈ En}n≥1, we define a sequence of indicator
potentials for each Xn = xn:
{Wn (xn) = IBn,(an) (xn)}n≥1, (2.2.9)
where (xn, Bn, (xn)) ∈ En × En. Thus, as the sequence {Xn}n≥1 propagates, the values
taken by the Markov process are assigned weights (2.2.9) according to their proximity to a
sequence of points {an ∈ En}n≥1.
This process’s connection to HMMs is established with a more specific definition of
{Xn}n≥1. Allow {Yn}n≥1 to be the (H,H)−valued discrete-time observations of a hidden
(R,R)−valued Markov process {Kn}n≥1, and let E = R×H . By [52], an approximation
of the joint density (2.2.1) is
piθ (k1:n | y1:n) =
∏n
t=1 g

θ (yt | kt) fθ (kt | kt−1)∫ ∏n
t=1 g

θ (yt | kt) fθ (kt | kt−1) dk1:n
, (2.2.10)
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where
gθ (yt | kt) =
∫
B(yt)
gθ (u | kt) du∫
B(yt)
du
.
We set (2.2.8) as
{Mθ (xn−1, xn) = fθ (kn | kn−1) gθ (un | kn)}n≥2 (2.2.11)
Mθ (x0, x1) = µ (x1) = fθ (k1 | k0) gθ (u1 | k1)
and (2.2.9) as
{Wn (xn) = IR×Bn,(yn) (xn)}n≥1, (2.2.12)
where xn = (kn, un) and Bn, (yn) ∈ H. Now, the sequence {Xn}n≥1 propagates with
kn ∼ fθ (· | kn−1) and un ∼ gθ (· | kn). The values taken by this propagating sequence
are assigned weights (2.2.12) according to whether or not un ∈ Bn, (yn). Under strong
assumptions, [52, Theorem 1] and [52, Theorem 2] show that (2.2.10) is a consistent ap-
proximation of (2.2.1) as  tends to zero.
2.3 Stopped Markov processes
A second type of Markov process which is of interest in this thesis is the partially observed,
discrete time stopped Markov process [23, Section 2.2.3]. In this model, a Markov process
evolves in discrete time until it reaches a target set A and terminates. The Markov chain
is only observed once it has reached A. This process is used to model phenomena in
neuroscience [8], finance [15], and population genetics ([22],[58]), to name a few areas. For
example, in neuroscience, the stopped Markov process can be used to model the membrane
potential of a neuron, which fires once its membrane potential reaches some upper threshold
[8].
In more detail, let θ ∈ Θ ⊆ Rdθ be a parameter with an associated prior pi (θ). Now
let the sequence {Xn}n≥1 be an (E, E)−valued discrete-time Markov process defined on a
probability space (Ω,F ,Pθ). The sequence {Xn}n≥1 begins its evolution in a non-empty
set B0 ∈ F with some initial distribution and some appropriate Markov transition kernel
fθ (xn | xn−1) (with fθ (x1 | x0) = µθ(x1)). The process is killed once it reaches the target
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set A ∈ F (note that Pθ(X1 ∈ A) = 0 ). The stopping time is defined as
τ = inf {n ≥ 2 : Xn ∈ A} , τ ∈ I, (2.3.1)
where it is assumed that Pθ(τ < ∞) = 1 (as in [50]) and I is a collection of positive
integer values related to possible stopping times. With the final state of the process (i.e.,
the data) being written as y = xτ , Bayesian inference on θ relies on the posterior density
pi (θ, x1:τ , τ | y) ∝ pi (θ) γθ (x1:τ , τ, y) , (2.3.2)
where
γθ (x1:τ , τ, y) = I{a∈(A×(Ac)τ−1)} (x1:τ ) piθ (y | x1:τ )
[ τ∏
n=1
fθ(xn|xn−1)
]
(2.3.3)
is the complete-data likelihood with normalising constant
Zθ,1:τ =
∑
τ∈I
∫
Eτ
γθ (x1:τ , τ, y) dx1:τ . (2.3.4)
The density piθ (y | x1:τ ) is the conditional density of the data given the trajectory of the
process.
Section 2.11 will introduce a numerical technique which one can employ to sample the
stopped Markov process from piθ (x1:τ , τ | y). We will see that simulation of {Xn}1≤n≤τ
becomes much easier when one re-defines the stopped Markov process as another stopped
Markov process, {Xl}1≤l≤p, that is guided to propagate into the terminal set A. We do not
yet explain how the simulation methods will work, but we do feel that this is an appropriate
place to introduce the mathematical groundwork for Section 2.11. Thus, we commence by
defining {Xl}1≤l≤p here.
Consider an arbitrary sequence ofF−sets B0, B1, . . . ,Bp (with Bp = A) that, in some
way, must interpolate between B0 and A (see [17] and [23, Section 12.2]). As a stopped
Markov process propagates, it will reach each set Bl at a stopping time
Tl = inf{n ≥ 2 : Xn ∈ Bl}. (2.3.5)
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To ensure that the process passes through each of theF−sets B0, B1, . . . ,Bp in order and
to ensure that the terminal set A is not reached before some Bl is reached, we impose the
restriction that theF−sets must be defined such that
0 ≤ T1 ≤ · · · ≤ Tp = τ. (2.3.6)
With the condition (2.3.6), knowledge of {x1:τ , T1:p−1} implies knowledge of the event
Tp = τ . Furthermore, each Tl must be finite and integer-valued, as we assumed above that
P(τ <∞) = 1 (see just below (2.3.1)).
For clarity on howF−sets may be defined, let us consider an example. If B0 ⊃ A, we
could define the sets as
B0 ⊃ B1 ⊃ · · · ⊃ Bp = A, p ≥ 2
with the corresponding stopping times defined as (2.3.5). The condition (2.3.6) is implied.
TheF−sets can be used to redefine {Xn}1≤n≤τ as {Xl}1≤l≤p:
X1 = (x1:τ1 , τ1)
Xl =
(
xτl−1+1:τl , τl
)
for 2 ≤ l ≤ p
X1 ∈ {x1:τ1 , τ1 : x1:τ1−1 ∈ B0, x1:τ1−1 /∈ B1, xτ1 ∈ B1}
Xl ∈ {xτl−1+1:τl , τl : xτl−1+1:τl−1 ∈ Bl−1, xτl−1+1:τl−1 /∈ Bl, xτl ∈ Bl},
where τl is a realisation of the stopping time Tl. It follows from [23, Propositions 12.2.2
and 12.2.4] that the sequence {Xl}1≤l≤p forms a Markov chain taking values in
El =
⋃
τl∈Il
{τl} × Eτl ,
Furthermore, there exists a natural sequence of probability densities{
piθ (X1:l) = γθ (X1:l)
Zθ,1:l
}
1≤l≤p
(2.3.7)
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such that γθ (X1:p) is equivalent to (2.3.3):
γθ (X1) =
[ τ1∏
n=1
fθ(xn|xn−1)
]
I{a∈(B0∩Bc1)}(x1:τ1−1)I{a∈B1}(xτ1),
γθ (X1:l) = γθ (X1:l−1)
[ τl∏
n=τl−1+1
fθ(xn|xn−1)
]
I{a∈(Bl−1∩Bcl )}(xτl−1+1:τl−1)I{a∈Bl}(xτl),
γθ (X1:p) = γθ (X1:p−1)
[ τ∏
n=τp−1+1
fθ(xn|xn−1)
]
×
piθ (y | x1:τ ) I{a∈(Bp−1∩Ac)}(xτp−1+1:τ−1)I{a∈A}(xτ ). (2.3.8)
Due to the relationship γθ ≡ γθ (and hence Zθ ≡ Zθ), we have an identity for moving
between the sequences {Xn}1≤n≤τ and {Xl}1≤l≤p.
2.3.1 The Wright-Fisher model and Kingman’s coalescent
In this thesis, several numerical examples will concentrate on the stopped Markov process’s
applications in population genetics, and so we now turn to descriptions of the Wright-Fisher
model and Kingman’s coalescent [58].
Wright-Fisher model
We start with the Wright-Fisher model. Consider a very large population of N individuals.
The population will evolve over time, but N is held constant. By evolve, we mean that the
individuals from generation Gn−1 die off immediately after giving birth to the individuals
of generation Gn. The generations G1, G2, G3, . . . are assumed to be non-overlapping,
and we assume that the time index has no minimum and can be negative. Each child of
generation Gn has exactly one parent from generation Gn−1, but the number of children
born to the j th member of Gn−1 is a random variable vj , with
∑N
i=1 vi = N ; we assume
here that the vj’s collectively follow a symmetric multinomial distribution [58]. Given these
assumptions, one can show – as on [58, page 29] – that there must exist some generation
Gn−l back in time that contains a most recent common ancestor (MRCA) from which
all members of generation Gn descended. The value l is the realisation of some random
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variable L. Thus, to get better insight into the structure of the Wright-Fisher model and the
time at which the MRCA appeared, we would like to determine a density for the random
variable L. Kingman’s coalescent [58] allows us to approximate this density.
Kingman’s coalescent
In the coalescent model, one starts with a sample of m ≤ N individuals. The sample now
evolves backward in time: two randomly chosen individuals at time (n + 1) coalesce, and
this event yields a new sample at time n whose size is reduced by one. [58] proves that this
coalescent model converges to the Wright-Fisher model as N → ∞ (i.e., the coalescent
describes the ancestral process of the original sample of size m as N → ∞). This result
is powerful, as the coalescent model has many useful properties that help to determine
the nature of L. Namely, consider the sequence {Tn}2≤n≤m, where each Tn is a random
variable corresponding to the time required for the sample to evolve from n individuals to
(n− 1) individuals. [58] shows that, as N →∞, the times {T2:m} are independent of one
another, and each Tn is exponentially distributed with rate parameter
(
n
2
)
= n(n−1)
2
. Thus,
if one starts with a sample of m individuals, the density of L can be obtained by
f(t2, . . . , tm) =
m∏
n=2
n(n− 1)
2
exp
[
− n(n− 1)
2
tn
]
,
and the approximation becomes exact as N →∞.
There are extensions to the coalescent of [58]. Two numerical examples in Chapter
5 are concerned with the coalescent with mutation and the coalescent with mutation and
migration:
• The coalescent with mutation assigns each member of the sample m a genetic type
from an exhaustive and mutually exclusive classification scheme of d different types.
As the sample evolves and coalesces, any randomly chosen member could mutate
into another of the d− 1 other types.
• The coalescent with mutation and migration is a collection of coalescent trees that
allows for the migration of individuals from one tree to another. It is only within each
of the sub-trees that mutation and coalescent activity occurs [22].
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In both models, the random time is independent of the mutation and migration rates. Thus,
the random time can be removed and the stopped Markov process of Section 2.3 offers a
framework through which a practitioner could infer the mutation and migration rates when
given a sample of size m. Following the ideas of [22] and [44], we now formulate these
models in the language of discrete time stopped Markov processes {Xn}n≥1, where time
steps n increase in the direction of the MRCA evolving down to a sample of size m.
Coalescent with mutation
Starting with the coalescent with mutation, each random variable within the sequence can
be defined as
Xn =
(
X1n, X
2
n, . . . , X
d
n
)
(2.3.9)
where each X in is the number of individuals of type i. The chain begins as a vector of zeros
with a one in the position of the MRCA, and the sequence is initialised by the density
fθ(x1 | x0) =
{
νi if x1 = ei
0 otherwise,
(2.3.10)
where νi is the ith element of the stationary density of the Markov chain; this holds for any
i ∈ {1, . . . , d}. The sequence propagates from time (n − 1) to time n by first selecting an
individual at random with probability x
i
n−1
|xn−1| . According to [44], mutations occur according
to a Poisson process with rate µ
2
and splits follow an exponential distribution of rate
(|xn−1|
2
)
.
Thus, after selecting an individual, a mutation occurs with probability µ|xn−1|−1+µ and a
split occurs with probability |xn−1|−1|xn−1|−1+µ . Additionally, if a mutation occurs, one assigns a
probability ril to each mutation of type i to type l. The one-step transition density of the
sequence is
fθ(xn|x1:n−1) = fθ(xn|xn−1) =

xin−1
|xn−1|
µ
|xn−1|−1+µril if xn = xn−1 − ei + el (mutation)
xin−1
|xn−1|
|xn−1|−1
|xn−1|−1+µ if xn = xn−1 + ei (split)
0 otherwise,
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where θ = {µ,R} is a static parameter; note that rii 6= 0 is permitted. The sequence is
stopped at time n = τ > 1 when |xτ | = m, and we set y = y1:d = xτ with piθ (y | x1:τ ) =∏d
i=1 y
i!
m!
. An example of the coalescent with mutation is presented in Figure 2.3.1.
τ = 6, stop, y = {2, 3}
1 1
n = 6, split
2 2
n = 5, mutation
2→ 1
n = 4, split
2 2
n = 3, split
2 2
n = 2, split
2
n = 1, MRCA
Figure 2.3.1: In this example of the coalescent model with mutation, d = 2. The tree prop-
agates forward in time from the MRCA (labeled “2”) downwards by a sequence of genetic
events (i.e., splits and mutations). Arrows denote a mutation of one type of individual to
another. This figure is only a particular realisation of the ancestry and is not the only possi-
ble tree that could link a MRCA to the dataset y. For example, the bottom of the tree could
have been obtained by setting “1” to be the MRCA. The sequence of genetic events could
then be split, mutation, split, split, mutation, and split.
The chain just described starts at x1 ∈ B0 ∈ F and terminates when the set A = {xτ ∈
(Z+ ∪ {0})d : |xτ | = m} is reached. If one wanted to redefine {Xn}1≤n≤τ as {Xl}1≤l≤p,
an arbitrary sequence of sets B0, B1, . . . ,Bp (with Bp = A) would be required. There are
multiple ways to structure theF−sets, but one possible formulation would be
B0 = {x1 ∈ (Z+ ∪ {0})d : |x1| = 1},
Bl = {xn ∈ (Z+ ∪ {0})d : |xn| = hl}, 1 ≤ l ≤ p,
where 1 < h1 < h2 < · · · < hp = m is a collection of integers. The sets are defined such
that the associated stopping times are (2.3.5) and they satisfy (2.3.6). Also, note that these
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sets do interpolate between the MRCA and y.
Coalescent with mutation and migration
A similar stopped Markov process representation can be structured for the coalescent with
mutation and migration as follows. Consider the discrete time process {Xn}n≥1 moving
forward in time (i.e., from MRCA to a sample of size m). We assign g to be the number of
sub-groups in this coalescent model. The state at time n is the concatenation of the different
genetic types that comprise each of the g sub-groups:
Xn =
(
X11,n, X
2
1,n, . . . , X
d
1,n, . . . , X
1
g,n, X
2
g,n, . . . , X
d
g,n
)
where X ij,n is the number of individuals of type i in sub-group j. The chain is again
initialised by the density (2.3.10), and the process undergoes transitions according to
Xn = Xn−1 + eα,i (split)
Xn = Xn−1 − eα,i + eα,l (mutation)
Xn = Xn−1 − eα,i + eβ,i (migration),
where α, β ∈ {1, . . . , g}, α 6= β.
The transition probabilities are parametrised by the mutation parameter µ and the mu-
tation matrix R, as before. Additionally, the transition probabilities are parametrised by
the migration matrix G, which is a symmetric matrix with zero values on the diagonal and
positive values on the off-diagonals. Each element gil gives the rate associated to migrating
from sub-group i to sub-group l. Thus, we allow the sum of the rates of all possible events
across all sub-groups at time n to be
1
2
D(xn) =
g∑
j=1
[(|xj,n|
2
) |xn|
|xj,n| + |xj,n|
µ
2
+ |xj,n|
∑g
i=1 gji
2
]
=
1
2
g∑
j=1
[
|xj,n|
(
(|xj,n| − 1) |xn||xj,n| + µ+
(
g∑
i=1
gji
))]
.
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Within a sub-group α, a type i is selected at random with probability
xiα,n−1
|xα,n−1| at time (n−1),
and so as splits follow exponential distributions of rate
(|xα,n−1|
2
)
, an individual of type i
splits with probability
xiα,n−1
|xα,n−1| ·
|xα,n−1|(|xα,n−1| − 1)
2
· |xn−1||xα,n−1| ·
2
D(xn−1)
=
xiα,n−1
|xα,n−1| ·
|xn−1|(|xα,n−1| − 1)
D(xn−1)
.
Mutation from type i to type l occurs with probability
xiα,n−1
|xα,n−1| ·
µ|xα,n−1|
D(xn−1)
ril = µ
xiα,n−1
D(xn−1)
ril,
and an individual migrates from sub-group α to sub-group β with probability
xiα,n−1
|xα,n−1| ·
|xα,n−1|gαβ
D(xn−1)
=
xiα,n−1
D(xn−1)
gαβ.
The one-step transition density of the sequence is
fθ(xn|x1:n−1) = fθ(xn|xn−1) =

xiα,n−1
D(xn−1)
gαβ if xn = xn−1 − eα,i + eβ,i
µ
xiα,n−1
D(xn−1)
ril if xn = xn−1 − eα,i + eα,l
xiα,n−1
|xα,n−1| ·
|xn−1|(|xα,n−1|−1)
D(xn−1)
if xn = xn−1 + eα,i
0 otherwise.
We stop the process at time τ and set y = y1:gd = xτ when the number of individuals in the
population reaches m, with piθ (y | x1:τ ) =
∏gd
i=1 y
i!
m!
. TheF−sets
B0 = {x1 ∈ (Z+ ∪ {0})gd : |x1| = 1},
Bl = {xn ∈ (Z+ ∪ {0})gd : |xn| = hl}, 1 ≤ l ≤ p,
can be used to redefine {Xn}1≤n≤τ as {Xl}1≤l≤p.
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2.4 Basics of Monte Carlo
The models reviewed so far can be difficult to work with analytically. In challenging sce-
narios, performing Bayesian inference via (2.2.1), (2.2.2), or (2.3.2) may only be feasible
if one resorts to sampling from these posteriors. We review some numerical techniques in
the remainder of this chapter, and we focus on advancements in the sequential Monte Carlo
and Markov chain Monte Carlo literature. It is important to keep in mind that the utilisation
of many of these algorithms is not limited to the models discussed above.
Starting with the basics of MC, consider the random variables X1:n ∈ E ⊆ Rdx1:n for
n ≥ 1 with joint density piθ (x1:n) depending on the fixed parameter θ. Assume piθ (x1:n)
is only known point wise up to a multiplicative constant; it is not possible (or at least
desirable) to evaluate the normalising constant Zθ,1:n =
∫
E
γθ (x1:n) dx1:n. Therefore, for
some function h : Rdx1:n → R, the expectation
µ = Epiθ [h(x1:n)] =
∫
E
h(x1:n)piθ (x1:n) dx1:n (2.4.1)
is not analytically available. However, suppose it is possible to independently sample
X i1:n ∼ piθ (·) for i ∈ {1, . . . , N}. The strong law of large numbers states that, as N →∞,
µˆN
a.s.→ µ, where µˆN = 1N
∑N
i=1 h(x
i
1:n). Thus, one can estimate µ numerically by sampling
from piθ and computing µˆN . This process defines a basic Monte Carlo scheme.
The simplicity of basic MC allows for easy calculation of standard results related to the
behaviour of µˆN . The unbiased estimator µˆN is a random variable itself, and its variance is
Vpiθ [µˆN ] =
1
N
[
Epiθ [h
2(x1:n)]− µ2
]
=
1
N
[ ∫
E
h2(x1:n)piθ (x1:n) dx1:n − µ2
]
.
This expression tells us that the variance of the estimator is O (N−1). As N → ∞, the
probability distribution of µˆN will converge to a limiting distribution, and the central limit
theorem states that
√
N(µˆN − µ) ⇒ N (0, σ2), where σ2 = Vpiθ [h(x1:n)] (assuming 0 <
σ2 <∞).
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Finally, the form of µˆN motivates an unbiased approximation of piθ (x1:n):
pˆiθ (dx1:n) =
1
N
N∑
i=1
δXi1:n (dx1:n) .
It is easy to compute the variance of this estimator and show that asN increases, its variance
will decrease.
2.5 Importance Sampling
Suppose that sampling directly from piθ (x1:n) is difficult, or even impossible. As an al-
ternative to the basic MC scheme, one may resort to importance sampling (IS). In IS, one
identifies an importance density qθ (x1:n) with which it is easier to draw samples (also, it
is required that q (x1:n) = 0 implies pi (x1:n) = 0). Rather than obtaining {x1:N1:n } from
piθ (x1:n), the samples are drawn using qθ (x1:n) and each xi1:n ∈ {x1:N1:n } is assigned an
un-normalised weight:
W in
(
xi1:n
)
=
γθ (x
i
1:n)
qθ (xi1:n)
. (2.5.1)
The motivation behind defining the weights as such is that each weight is an unbiased
estimate of the normalising constant:
Eqθ [Wn (x1:n)] =
∫
E
Wn (x1:n) qθ (x1:n) dx1:n =
∫
E
γθ (x1:n) dx1:n = Zθ,1:n.
Averaging the N weights produces an unbiased estimate whose non-asymptotic variance
decreases as N increases: the relative variance of the estimate
Zˆθ,1:n =
1
N
N∑
i=1
W in
(
xi1:n
)
is
Vqθ [Zˆθ,1:n]
Z2θ,1:n
=
1
N
[
Eqθ [W 2n (x1:n)]
Z2θ,1:n
− 1
]
=
1
N
[ ∫
E
pi2θ (x1:n)
qθ (x1:n)
dx1:n − 1
]
. (2.5.2)
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A drawback to IS is that the approximation of (2.4.1),
µˆN =
N∑
i=1
winh(x
i
1:n)
where
win
(
xi1:n
)
=
W in (x
i
1:n)∑N
l=1W
l
n
(
xl1:n
) ∝ W in (xi1:n) ,
is biased for finite N . However, by using the delta method and Taylor series expansions,
one can derive the asymptotic bias and show that µˆN is consistent [29]:
lim
N→∞
N(µˆN − µ) = −
∫
E
pi2θ (x1:n)
qθ (x1:n)
(h(x1:n)− µ)dx1:n.
The estimate also satisfies a central limit theorem with asymptotic variance as follows [29]:
1
N
∫
E
pi2θ (x1:n)
qθ (x1:n)
(h(x1:n)− µ)2dx1:n.
Once again, the form of µˆN motives an approximation of the density piθ (x1:n):
pˆiθ (dx1:n) =
N∑
i=1
winδXi1:n (dx1:n) .
This expression is biased, but it will become more precise as N increases.
2.5.1 Random weight importance sampling
We note here that using random unbiased estimates of (2.5.1) will still yield a valid impor-
tance sampling algorithm ([42],[49],[84]). To illustrate this point, consider the following
simple example. Suppose that we have a target piθ(x1:n) and a proposal qθ(x1:n). For the
random variables X1:n ∈ E and U ∈ F , assume we have a function ψθ(x1:n, u) which
takes values in R+. Assume also that Eγ[ψθ(x1:n, u)] = Wn (x1:n), where the expectation
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is taken with respect to some density γ. For some piθ−integrable function h(x1:n), we have:
Epiθ [h(x1:n)] =
∫
E
h(x1:n)Wn (x1:n) qθ(x1:n)dx1:n
=
∫
E
h(x1:n)
[ ∫
F
ψθ(x1:n, u)γ(u)du
]
qθ(x1:n)dx1:n.
Thus, one could perform importance sampling by sampling from the extended proposal
qθ × γ.
2.6 Sequential importance sampling
Allow n to now be a discrete (time) index which increases in increments of one. Consider
the scenario where, at each time point n, we are required to sample from piθ (x1:n). It
would not be sensible to use IS to sample X1:n for each value of n without making use
of the samples {x1:N1:n−1} obtained at time (n − 1). It would be more efficient to retain the
samples {x1:N1:n−1} obtained at time (n− 1) and simply draw Xn | x1:n−1 to build the union
X1:n. This more efficient scheme is called sequential importance sampling (SIS).
Rewriting the target piθ (x1:n) as
piθ (x1:n) ∝ γθ (x1:n) = γθ (x1:n)
γθ (x1:n−1)
γθ (x1:n−1)
=
γθ (x1:n)
γθ (x1:n−1)
· · · γθ (x1:2)
γθ (x1)
γθ (x1)
= γθ (x1)
n∏
k=2
γθ (xk | x1:k−1) ,
we can construct an importance density as
qθ (x1:n) = qθ (x1)
n∏
k=2
qθ (xk | x1:k−1) .
Essentially, at each time point of the SIS algorithm, a target piθ (xn | x1:n−1) is approxi-
mated with weighted samples obtained from qθ (xn | x1:n−1). The specific steps of SIS are
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detailed in Algorithm 2, where
W in =
γθ
(
xin | xi1:n−1
)
qθ
(
xin | xi1:n−1
) . (2.6.1)
Similar to IS, one can use the weights (2.6.1) obtained at any iteration n of SIS to calculate
an approximation of a target density via
pˆiθ (dx1:n) =
N∑
i=1
ωinδXi1:n (dx1:n) ,
where
ωin
(
xi1:n
)
=
∏n
k=1W
i
k (x
i
1:k)∑N
l=1
[∏n
k=1W
l
k
(
xl1:k
) ] .
An unbiased estimate of that target’s normalising constant is
Zˆθ,1:n =
1
N
N∑
i=1
[ n∏
k=1
W ik
(
xi1:k
) ]
. (2.6.2)
As SIS is just a special case of standard IS, the relative variance of (2.6.2) will follow
(2.5.2). Also, according to [29], SIS yields the unbiased estimate
Ẑθ,1:n
Zθ,1:n−1
=
N∑
i=1
ωin−1W
i
n, (2.6.3)
which can be used to calculate Zˆθ,1:n and is originally motivated by the expression∫
E
Wn (xn)piθ (x1:n−1) qθ (xn | x1:n−1) dx1:n
=
∫
E
γθ (x1:n)
γθ (x1:n−1)
piθ (x1:n−1) dx1:n =
∫
E
γθ (x1:n)
Zθ,1:n−1
dx1:n =
Zθ,1:n
Zθ,1:n−1
.
As SIS is just a special case of standard IS, the variance of SIS estimators behave
similarly to their IS counterparts. Thus, the variance of SIS estimators will, in the worst
case, increase exponentially with increasing values of n ([29],[60]). For example, note that
the variance of (2.6.2) follows (2.5.2), which includes the term pi2θ (x1:n). Also, the variance
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Algorithm 2 Sequential importance sampling (SIS) algorithm
• Step 1: For i ∈ {1, . . . , N}, sample X i1 ∼ qθ (·) and compute the un-normalised
weight:
W i1 =
γθ (x
i
1)
qθ (xi1)
.
Set n = 2.
• Step 2: For i ∈ {1, . . . , N}, sample X in | xi1:n−1 ∼ qθ
(· | xi1:n−1) and compute the
un-normalised weight, W in. Set n = n+ 1 and return to the start of Step 2.
of a sampled path i’s weight is
Vqθ
[ n∏
k=1
W ik
]
=
∫
E
γ2θ (x1:n)
qθ (x1:n)
dx1:n − Z2θ,1:n,
which includes γ2θ (x1:n). It turns out that as the variance of the weights increases, the
simulations suffer from weight degeneracy (i.e., all but one of the sampled paths will have
a normalised importance weight that is effectively equal to zero). A resampling technique
can be introduced to the SIS algorithm to combat weight degeneracy, thereby turning SIS
into sequential Monte Carlo.
2.7 Basics of sequential Monte Carlo
In an SMC algorithm, one performs the same sampling and weighting steps as in SIS, but
after computing the weights (2.6.1) at time n, the samples {x1:N1:n } are resampled propor-
tional to their normalised weights (see Algorithm 3). This resampling step has the effect of
removing those samples with a smaller weight and multiplying those with a larger weight.
Also, by resetting the normalised weights to equal 1/N at each time step n, we avoid mul-
tiplying n incremental weights together to determine a potential for each sample. Resetting
the system as such removes the weight degeneracy problem. It also has a positive effect on
Zˆθ,1:n/Zθ,1:n, whose asymptotic variance does not include exponential terms that depend
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on n:
1
N
[ ∫
E
pi2θ (x1)
qθ (x1)
dx1 − 1 +
n∑
k=2
∫
E
piθ (x1:k) piθ (xk | x1:k−1)
qθ (xk | x1:k−1) dxk−1:k − 1
]
,
as N →∞ [29].
After a resampling step is applied at an iteration of Algorithm 3, the output can be used
to approximate a density piθ (x1:n) via
pˆiθ (x1:n) =
1
N
N∑
i=1
IXi1:n (x1:n) .
The estimate (2.6.2) is not unbiased when using Algorithm 3, but (2.6.3) is still unbiased.
Thus, by [23, page 112], an unbiased estimate of the normalising constant is
Zˆθ,1:n =
n∏
k=1
[
1
N
N∑
i=1
W ik
(
xi1:k
) ]
. (2.7.1)
We also mention that sometimes the order of the sampling and re-sampling steps can be
reversed so that more unique samples are present at time n.
2.7.1 A note on resampling
There are several ways of performing the resampling step in an SMC algorithm (e.g., see
Algorithms 4 and 5, which also appear in [29]). For an algorithm to constitute valid re-
sampling, it must adhere to the following condition: if N in is the number of times that x
i
1:n
is resampled, then E[N in | win] = Nwin. In other words, we require that the resampled
particles be distributed according to some distribution which is an unbiased approximation
of the distribution related to pˆiθ (x1:n).
In practice, resampling at every iteration of Algorithm 3 may not be desirable. A draw-
back to resampling is that, as particles with high importance weights are selected more
frequently than those with low importance weights, it is likely that there will be fewer than
N unique paths after a resampling step. After many successive resampling steps through a
time n, there may be very few unique paths through time (n−k). This loss of path diversity
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Algorithm 3 Generic sequential Monte Carlo (SMC) algorithm
• Step 1: For i ∈ {1, . . . , N}, sample X i1 ∼ qθ (·) and compute the un-normalised
weight:
W i1 =
γθ (x
i
1)
qθ (xi1)
.
For i ∈ {1, . . . , N}, sample Ai1 ∈ {1, . . . , N} from a discrete distribution on
{1, . . . , N} with j th probability wj1 ∝ W j1 . The sample {a1:N1 } are the indices of
the resampled particles. Set all normalised weights equal to 1/N , and set n = 2.
• Step 2: For i ∈ {1, . . . , N}, sample X in | xa(i)1:n−1 ∼ qθ
(
· | xa(i)1:n−1
)
and compute the
un-normalised weight:
W in =
γθ
(
xin | xa(i)1:n−1
)
qθ
(
xin | xa(i)1:n−1
) .
For i ∈ {1, . . . , N}, sample Ai1:n ∈ {1, . . . , N} from a discrete distribution on
{1, . . . , N} with j th probability wjn ∝ W jn. Set all normalised weights equal to 1/N ,
and set n = n+ 1. Return to the start of Step 2.
Algorithm 4 Multinomial resampling
At time step n of an SMC algorithm, and for i ∈ {1, . . . , N},
• Step 1: Sample the random variable U ∼ U (0, 1). Set g = 1.
• Step 2: If ∑g−1k=1wkn ≤ U ≤ ∑gk=1 wkn, then set ain = g (thereby sampling the entire
set of indices Ai1:n). Otherwise, set g = g + 1 and return to the beginning of Step 2.
Algorithm 5 Systematic resampling
At time step n of an SMC algorithm,
• Step 1: Sample the random variable U1 ∼ U
(
0, 1
N
)
. For i ∈ {2, . . . , N}, set Ui =
Ui−1 + 1N . Set g = 1.
• Step 2: For i ∈ {1, . . . , N}, if∑g−1k=1wkn ≤ Ui ≤∑gk=1 wkn, then set ain = g (thereby
sampling the entire set of indices Ai1:n). Otherwise, set g = g + 1.
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is called path degeneracy. Heuristic solutions are available to mitigate the effects of path
degeneracy. For example, one could choose to resample only when the effective sample
size ([60],[64]) falls below a certain threshold. In such an adaptive SMC scheme, effective
sample size (ESS) is defined as
ESS =
N
1 + Vqθ
[∏n
k=1 Wk
] ≈ 1∑N
i=1(w
i
n)
2
.
Note that every SMC algorithm implemented in this thesis and most of the algorithms
discussed in this literature review either implicitly or explicitly make use of Algorithm 4.
2.7.2 Block-sampling within sequential Monte Carlo
Path degeneracy issues can also be mitigated by further modifying Algorithm 3, such as in
the block-sampling approach of [27]. Consider propagating the samples {x1:N1:n−1} at time
n, where the samples {x1:Nn−B+1:n−1} for B > 1 are sampled again and the originals are
discarded. This scheme requires extending the target piθ (x1:n) for n > B. Thus, denoting
xin as a new sample at time n, the new extended target at time n > B will be
pθ (x1:n−1, xn−B+1:n) = piθ (x1:n−B, xn−B+1:n)λθ (xn−B+1:n−1 | x1:n−B, xn−B+1:n)
with some constructed density λθ and associated proposal density
qθ (x1:n−1, xn−B+1:n) = piθ (x1:n−1) qθ (xn−B+1:n | x1:n−1) .
(see Algorithm 6). It can be shown that larger values for B typically reduce the variance of
the importance weights (2.7.2) and reduce path degeneracy ([29], [27]).
2.7.3 High dimensionality
While a strong effort has been devoted to reducing the variance of SMC algorithms as n in
the sequenceX1:n increases, less work has focused on the dimensionality of each individual
Xk. Standard SMC algorithms’ errors grow as the dimension of each Xk increases, and so
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Algorithm 6 SMC with fixed lag block-sampling
• Step 1: For i ∈ {1, . . . , N}, sample X i1 ∼ qθ (·) and compute the un-normalised
weight:
W i1 =
γθ (x
i
1)
qθ (xi1)
.
For i ∈ {1, . . . , N}, sample Ai1 ∈ {1, . . . , N} from a discrete distribution on
{1, . . . , N} with j th probability wj1 ∝ W j1 . The sample {a1:N1 } are the indices of
the resampled particles. Set all normalised weights equal to 1/N , and set n = 2.
• Step 2: If n ≥ B, then go to Step 3. Otherwise, for i ∈ {1, . . . , N}, sample X i1:n |
x
a(i)
1:n−1 ∼ qθ
(
· | xa(i)1:n−1
)
and compute the un-normalised weight:
W in =
γθ
(
xi1:n
)
λθ
(
x
a(i)
1:n−1 | xi1:n
)
γθ
(
x
a(i)
1:n−1
)
qθ
(
xi1:n | xa(i)1:n−1
) .
Set {x1:N1:n } = {x1:N1:n }. For i ∈ {1, . . . , N}, sample Ai1:n ∈ {1, . . . , N} from a
discrete distribution on {1, . . . , N} with j th probability wjn ∝ W jn. Set all normalised
weights equal to 1/N , and set n = n+ 1. Return to the start of Step 2.
• Step 3: For i ∈ {1, . . . , N}, sample X in−B+1:n | xa(i)1:n−1 ∼ qθ
(
· | xa(i)1:n−1
)
and com-
pute the un-normalised weight:
W in =
γθ
(
x
a(i)
1:n−B, x
i
n−B+1:n
)
λθ
(
x
a(i)
n−B+1:n−1 | xa(i)1:n−B, xin−B+1:n
)
γθ
(
x
a(i)
1:n−1
)
qθ
(
xin−B+1:n | xa(i)1:n−1
) . (2.7.2)
Set {x1:Nn−B+1:n} = {x1:Nn−B+1:n}. For i ∈ {1, . . . , N}, sample Ai1:n ∈ {1, . . . , N}
from a discrete distribution on {1, . . . , N} with j th probability wjn ∝ W jn. Set all
normalised weights equal to 1/N , and set n = n+ 1. Return to the start of Step 3.
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as the size ofXk increases, prohibitively higher numbers of samples must be drawn to keep
errors at an acceptable level. The problems related to dimensionality collectively form an
open area of research. Work has been done recently to get a better understanding of the
issue and begin moving forward towards a solution ([6],[7],[80]).
2.8 Sequential Monte Carlo filtering techniques for hidden Markov
models
Up to this point, the SMC discussion has focused on general algorithms where the target at
time n takes the form piθ (x1:n). We now switch to the specific case where piθ (x1:n) is the
joint density (2.2.1) of an HMM. The next three sections review how SMC can be used to
sample from the filtering and smoothing densities introduced in Sections 2.2.1 and 2.2.2.
Recall that in the filtering problem, one has the recursion
piθ (xn | y1:n) ∝ gθ (yn | xn)
∫
fθ (xn | xn−1)piθ (xn−1 | y1:n−1) dxn−1. (2.8.1)
If piθ (xn | y1:n) is not analytically available, then one may use (2.8.1) to build samples
from it recursively (i.e., if samples from piθ (xn−1 | y1:n−1) are obtained at time (n − 1),
then the expression (2.8.1) gives a framework for propagating those samples into draws
from piθ (xn | y1:n)). Any of the numerical algorithms discussed so far can be used to sam-
ple from this recursion. However, the SIS and SMC algorithms are particularly attractive
because they offer online solutions; an online algorithm is one that does not increase in
complexity as n increases and only requires a fixed allocation of memory as it iterates. To
illustrate these ideas, we re-write Algorithm 3 in terms of the HMM filtering problem (see
Algorithm 7).
Algorithm 7 is sometimes called a particle filter, where the term “particle” refers to a
sample xi1:n. Throughout the literature, different choices of proposal density qθ have led to
the development of different particle filters. The simplest choice of qθ = fθ yields the boot-
strap particle filter of [43]. The choice of qθ
(
xin | xa(i)n−1
)
= piθ
(
xin | yn, xa(i)n−1
)
minimises
the conditional variance of the importance weights ([28, Proposition 2], [94]). Coupling the
optimal importance density with a slight modification of the resampling procedure yields
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Algorithm 7 SMC filtering algorithm for HMMs
• Step 1: For i ∈ {1, . . . , N}, sample X i1 ∼ qθ (·) and compute the un-normalised
weight:
W i1 =
µθ (x
i
1) gθ (y1 | xi1)
qθ (xi1)
.
For i ∈ {1, . . . , N}, sample Ai1 ∈ {1, . . . , N} from a discrete distribution on
{1, . . . , N} with j th probability wj1 ∝ W j1 . The sample {a1:N1 } are the indices of
the resampled particles. Set all normalised weights equal to 1/N , and set n = 2.
• Step 2: For i ∈ {1, . . . , N}, sample X in | xa(i)n−1 ∼ qθ
(
· | xa(i)n−1
)
and compute the
un-normalised weight:
W in =
fθ
(
xin | xa(i)n−1
)
gθ (yn | xin)
qθ
(
xin | xa(i)n−1
) . (2.8.2)
For i ∈ {1, . . . , N}, sample Ai1:n ∈ {1, . . . , N} from a discrete distribution on
{1, . . . , N} with j th probability wjn ∝ W jn. Set all normalised weights equal to 1/N ,
and set n = n+ 1. Return to the start of Step 2.
the auxiliary particle filter (APF) of [77]; see also [14], [78], and [53] for extensions and
improvements over the original APF that show reduced variance.
The APF of [14] and [53] is reprinted here as Algorithm 8. It assumes that one has
access to “optimal” proposals which are not ordinarily available; these proposals should
be approximated when they are not analytically available. We note that the incremental
weights are equal to one, but [53] show that the asymptotic variances of estimates obtained
via Algorithm 8 are not always less than those of estimates obtained via Algorithm 7.
2.8.1 Comparison to Kalman filters
As mentioned in Section 2.2.1, the extended and unscented Kalman filters can be used to
obtain biased approximations of the hidden state of non-linear Gaussian HMMs. SMC
offers a more flexible solution to HMM filtering, as it is not limited to Gaussian models.
The SMC algorithms are also easier to implement in high dimensional problems. Espe-
cially in the case of the extended Kalman filter, the deterministic solutions require tedious
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Algorithm 8 Auxiliary particle filter for HMMs
• Step 1: For i ∈ {1, . . . , N}, sample X i1 | y1 ∼ qθ (· | y1) and compute the un-
normalised weight:
W i1 =
µθ (x
i
1) gθ (y1 | xi1)
qθ (xi1 | y1)
.
For i ∈ {1, . . . , N}, sample Ai1 ∈ {1, . . . , N} from a discrete distribution on
{1, . . . , N} with j th probability wj1 ∝ piθ
(
y2 | xj1
)
W j1 . The sample {a1:N1 } are the
indices of the resampled particles. Set all normalised weights equal to 1/N , and set
n = 2.
• Step 2: For i ∈ {1, . . . , N}, sample X in | xa(i)n−1, yn ∼ qθ
(
· | xa(i)n−1, yn
)
and compute
the un-normalised weight:
W in =
fθ
(
xin | xa(i)n−1
)
gθ (yn | xin)
piθ
(
yn | xa(i)n−1
)
qθ
(
xin | xa(i)n−1, yn
) = 1.
For i ∈ {1, . . . , N}, sample Ai1:n ∈ {1, . . . , N} from a discrete distribution on
{1, . . . , N} with j th probability wjn ∝ piθ (yn+1 | xjn)W jn. Set all normalised weights
equal to 1/N , and set n = n+ 1. Return to the start of Step 2.
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calculations in the high dimensional cases.
As n grows to be large, the Kalman filters encounter additional problems. The esti-
mated covariances will continue to increase as the filters iterate, and this issue becomes a
significant problem when one has limited memory for storing a covariance matrix obtained
via computer simulation. The ensemble Kalman filter is another extension of Algorithm
1 that solves this problem by using Monte Carlo techniques [31]. This filter samples the
state of the system at time n and calculates a sample covariance of the draws (also called
ensembles). The sample covariance is then used in place of the deterministically estimated
covariance. The ensemble Kalman filter assumes that the HMM is Gaussian, and so SMC
still offers a class of more general solutions.
2.9 Sequential Monte Carlo smoothing techniques for hidden Markov
models
Running a particle filter (e.g., Algorithm 7) through time T and marginalising the output
to obtain pˆiθ (xt | y1:T ) is a valid smoothing procedure. However, as a result of path degen-
eracy (see Section 2.7.1), there will be fewer unique samples of xt as t becomes smaller
relative to T . In fact, when t  T , it is possible that xt will be approximated by a single
unique particle.
To mitigate the path degeneracy issue, SMC approximations to the FFBS (2.2.6) and
the two-filter formula (2.2.7) have been developed, and we review those methods in the
following two subsections.
2.9.1 Approximation of FFBS
[59] originally proposed using a particle filter to obtain the sequence of filtering approxima-
tions {pˆiθ (xn | y1:n)}n∈{1,...,T}, with corresponding normalised weights {w1:N1:T }, to compute
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an approximation to (2.2.6):
pˆiθ (dxn | y1:T ) =
N∑
i=1
win|T δXin (dxn) =
N∑
i=1
win
[∑N
j=1w
j
n+1|Tfθ
(
xjn+1 | xin
)∑N
l=1 w
l
nfθ
(
xjn+1 | xln
) ]δXin (dxn) ,
(2.9.1)
where pˆiθ (dxn+1 | y1:T ) =
∑N
i=1w
i
n+1|T δXin+1 (dxn+1). At each time step n of the particle
filter, the approximation pˆiθ (xn | y1:n) and the weightsw1:Nn are saved before the resampling
step is carried out. Thus, there are many unique elements used to compute (2.9.1), leading
to a diverse set of samples from piθ (xn | y1:T ). However, note that computing (2.9.1) is an
O (N2) procedure, and calculating pˆiθ (x1 | y1:T ) requires a forward and a backward pass
across the time index n. There are two modifications of this procedure that simplify it by
either reducing its complexity or eliminating its need for a backward pass.
To bypass the O (N2) complexity, [26] consider a Markov chain {Jn}t≤n≤T which
moves backward in time where the value jn+1 corresponds to the index of the smoothed
particle xjn+1 sampled from pˆi (xn+1 | y1:T ). In other words, wjn+1|T is the probability that
Jn+1 = jn+1, thereby making
winfθ
(
xjn+1 | xin
)∑N
l=1 w
l
nfθ
(
xjn+1 | xln
)
of (2.9.1) the transition probability dictating a move from Jn+1 = jn+1 to Jn = in. This
idea can be exploited to formalise theO (N) forward filtering backward simulation (FFBSi)
algorithm (see Algorithm 9), and the estimator (2.9.1) is replaced with
pˆiθ (dxt | y1:T ) = 1
N
N∑
i=1
δ
X
j(i)
t
(dxt) .
for t ∈ {1, . . . , T − 1}.
In the specific application where one is computing a smoothed additive functional of
the form
Sθ,T = Epiθ(x1:T |y1:T )
[
ST (X1:T ) | y1:T
]
(2.9.2)
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Algorithm 9 Forward filtering backward simulation (FFBSi) algorithm
• Step 0: Run Algorithm 7 (or a suitable SMC filtering alternative) to target the
sequence {pi (x1:n | y1:n)}n∈{1,...,T}, and save the normalised incremental weights
{w1:N1:T }.
• Step 1: For i ∈ {1, . . . , N}, sample J iT ∝ wiT . Set n = T − 1.
• Step 2: If n = t− 1, stop. Otherwise, for i ∈ {1, . . . , N}, sample
J in ∝ winfθ
(
x
j(i)
n+1 | xin
)
and set n = n− 1. Return to the start of Step 2.
where
ST (x1:T ) = s1 (x1) +
T∑
n=2
sn (xn−1, xn)
and each sn is a real-valued function, one could eliminate the backward pass of FFBS to
yield an online SMC smoothing algorithm [25]. One notable example of (2.9.2) would be
the score for an HMM:
∇logpθ (y1:T ) =
T∑
n=1
Epiθ(x1:T |y1:T )
[∇logfθ (Xn | xn−1) ]
+
T∑
n=1
Epiθ(x1:T |y1:T )
[∇loggθ (yn | xn) ].
To name just a few of its applications, the score can be used to calculate Jeffreys prior (a
non-informative prior that is invariant under re-parametrisations of θ), and it is used in the
classical Fisher scoring algorithm for finding the maximum likelihood estimate of θ. To
eliminate the backward pass of FFBS, [25, Proposition 2.1] defines the recursion
Tθ,n (xn) =
∫
Sn (x1:n) piθ (x1:n−1 | y1:n−1, xn) dx1:n−1
=
∫ [
Tθ,n−1 (xn−1) + sn (xn−1, xn)
]
piθ (xn−1 | y1:n−1, xn) dxn−1,
where Tθ,1 (x1) = 0 and Sθ,n =
∫
Tθ,n (xn) piθ (xn | y1:n) dxn. The SMC approximation
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Algorithm 10 Online SMC computation of FFBS
• Step 0: Run the appropriate steps of Algorithm 7 (or a suitable SMC filtering alterna-
tive) to target pi (x1 | y1), and save the normalised incremental weights {w1:N1 }. Set
n = 2.
• Step 1: Continue running the SMC filtering algorithm to target pi (x1:n | y1:n), and
save the normalised incremental weights {w1:Nn }. For i ∈ {1, . . . , N}, calculate
Tˆθ,n
(
xin
)
=
∑N
l=1w
l
n−1fθ
(
xin | xln−1
) (
Tˆθ,n−1
(
xln−1
)
+ sn
(
xln−1, x
i
n
))
∑N
l=1 w
l
n−1fθ
(
xin | xln−1
)
Sˆθ,n =
N∑
i=1
winTˆθ,n
(
xin
)
,
and set n = n+ 1. Return to the start of Step 1.
to this recursion (as given in Algorithm 10) yields an O (N2) version of FFBS that only
requires a forward-in-time pass.
2.9.2 Generalised two-filter smoothing
Before we review SMC approximations to the two-filter formula (2.2.7), notice that the
term piθ (yt:T | xt) is not necessarily a probability density in the argument xt in the general
case. Monte Carlo methods are only valid when their targets have finite integrals. As there
is no guarantee that
∫
piθ (yt:T | xt) dxt < ∞, we cannot use SMC to target piθ (yt:T | xt).
[10] propose a slight alteration to the two-filter formula that, using pseudo-priors, removes
the term piθ (yt:T | xt) and replaces it with a term that can be targeted using SMC. The way
this is achieved is as follows. First, consider a sequence of pseudo-priors {ξn,θ}n∈{1,...,T}
such that if piθ (yn:T | xn) > 0, then ξn,θ > 0. [10, Proposition 1] defines a sequence of
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artificial probability densities
piθ (xn:T | yn:T ) =
ξn,θ (xn) gθ (yn | xn)
[∏T
k=n+1 gθ (yk | xk) fθ (xk | xk−1)
]
∫
ξn,θ (xn) gθ (yn | xn)
[∏T
k=n+1 gθ (yk | xk) fθ (xk | xk−1)
]
dxn:T
(2.9.3)
=
ξn,θ (xn) gθ (yn | xn)
[∏T
k=n+1 gθ (yk | xk) fθ (xk | xk−1)
]
Z˜θ,n:T
for n ∈ {1, . . . , T − 1} and
piθ (xT | yT ) = ξT,θ (xT ) gθ (yT | xT )∫
ξT,θ (xT ) gθ (yT | xT ) dxT =
ξT,θ (xT ) gθ (yT | xT )
Z˜θ,T
(2.9.4)
such that
piθ (yn:T | xn) = Z˜θ,n:T piθ (xn | yn:T )
ξn,θ (xn)
∀n ∈ {1, . . . , T}. (2.9.5)
Combining (2.2.7) and (2.9.5) yields the generalised two-filter smoothing formula,
piθ (xt | y1:T ) ∝ piθ (xt | y1:t−1) piθ (xt | yt:T )
ξt,θ (xt)
. (2.9.6)
Now, the term piθ (yt:T | xt) is replaced with piθ (xt | yt:T ), which can be sampled from using
SMC as follows.
We have already discussed how to use SMC to approximate piθ (xt | y1:t−1). Approx-
imation of piθ (xt | yt:T ) relies on the backward-in-time SMC filter (see Algorithm 11).
Algorithm 11 uses the same principles as Algorithm 7, but it targets the sequence of den-
sities (2.9.3),(2.9.4) and propagates from time T to time t < T . It can also be made more
efficient in the same ways that Algorithm 7 can be optimised [10] (e.g. qθ
(
xin | xa(i)n+1
)
=
piθ
(
xin | yn, xa(i)n+1
)
minimises the variance of the importance weights (2.9.7), and a back-
ward version of Algorithm 8 is straightforward). With a forward filter and a backward filter
defined, the generalised two-filter SMC smoother follows (see Algorithm 12).
The third step of Algorithm 12 is O (N2) in complexity, which can be undesirable
when one needs to calculate pˆiθ (xt | y1:T ) many times. [36] develop an O (N) version of
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Algorithm 11 Backward SMC filtering algorithm for HMMs
• Step 1: For i ∈ {1, . . . , N}, sample X iT ∼ qθ (·) and compute the un-normalised
weight:
W iT =
ξT,θ (x
i
T ) gθ (yT | xiT )
qθ (xiT )
.
For i ∈ {1, . . . , N}, sample AiT ∈ {1, . . . , N} from a discrete distribution on
{1, . . . , N} with j th probability wjT ∝ W jT . The sample {a1:NT } are the indices of
the resampled particles. Set all normalised weights equal to 1/N , and set n = T − 1.
• Step 2: If n = t − 1, stop. Otherwise, for i ∈ {1, . . . , N}, sample X in | xa(i)n+1 ∼
qθ
(
· | xa(i)n+1
)
and compute the un-normalised weight:
W in =
ξn,θ (x
i
n) fθ
(
x
a(i)
n+1 | xin
)
gθ (yn | xin)
ξn+1,θ
(
x
a(i)
n+1
)
qθ
(
xin | xa(i)n+1
) . (2.9.7)
For i ∈ {1, . . . , N}, sample Ain:T ∈ {1, . . . , N} from a discrete distribution on
{1, . . . , N} with j th probability wjn ∝ W jn. Set all normalised weights equal to 1/N ,
and set n = n− 1. Return to the start of Step 2.
Algorithm 12 O (N2) generalised two-filter SMC smoother for HMMs
• Step 1: Run Algorithm 7 (or a suitable SMC forward filtering alternative) to target
pi (−→x 1:t−1 | y1:t−1), and save the normalised incremental weights {−→w 1:N1:t−1}.
• Step 2: Run Algorithm 11 (or a suitable SMC backward filtering alternative) to target
pi (←−x t:T | yt:T ), and save the normalised incremental weights {←−w 1:Nt:T }.
• Step 3: Calculate
pˆiθ (dxt | y1:T ) ∝
N∑
i=1
←−w it
[ N∑
j=1
−→w jt−1
fθ
(
xt | −→x jt−1
)
ξt,θ (xt)
]
δ←−
X it
(dxt) .
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Algorithm 13 O (N) generalised two-filter SMC smoother for HMMs
• Step 1: Run Algorithm 7 (or a suitable SMC forward filtering alternative) to
target pi (−→x 1:t−1 | y1:t−1), where the final resampling step samples −→A l1:t−1 ∈
{1, . . . , N} from a discrete distribution on {1, . . . , N} with kth probability −→β kt−1 ∝
piθ
(
yt:T | −→x kt−1
)−→
W kt−1 ≈ piθ
(
yt | −→x kt−1
)−→
W kt−1. Assign the indices of the resampled
forward particles to be the values of the vector i1:N .
• Step 2: Run Algorithm 11 (or a suitable SMC backward filtering alternative)
to target pi (←−x t+1:T | yt+1:T ), where the final resampling step samples ←−A lt+1:T ∈
{1, . . . , N} from a discrete distribution on {1, . . . , N} with kth probability←−β kt+1 ∝
piθ
(
y1:t | ←−x kt+1
)←−
W kt+1 ≈ piθ
(
yt | ←−x kt+1
)←−
W kt+1. Assign the indices of the resampled
backward particles to be the values of the vector j1:N .
• Step 3: For l ∈ {1, . . . , N}, sample X lt | −→x i(l)t−1,←−x j(l)t+1 ∼ qθ
(
· | −→x i(l)t−1,←−x j(l)t+1
)
and
compute the un-normalised incremental weight:
W lt ∝
fθ
(
xlt | −→x i(l)t−1
)
gθ
(
yt | xlt
)
fθ
(←−x j(l)t+1 | xlt)
−→
β
i(l)
t−1
←−
β
j(l)
t+1ξt+1,θ
(←−x j(l)t+1) qθ (xlt | −→x i(l)t−1,←−x j(l)t+1) .
the generalised two-filter SMC smoother by re-writing (2.9.6) as
piθ (xt | y1:T ) =
∫
piθ (xt−1 | y1:t−1) fθ (xt | xt−1) dxt−1piθ (xt | yt:T )
ξt,θ (xt)
(2.9.8)
=
∫
piθ (xt−1 | y1:t−1) fθ (xt | xt−1) fθ (xt+1 | xt) piθ (xt+1 | yt+1:T )
ξt+1,θ (xt+1)
dxt−1,t+1.
The target (2.9.8) can be sampled from using the algorithm of [36], which is reproduced
here as Algorithm 13.
2.10 HMM inference using approximate Bayesian computation and
SMC
In the filtering and smoothing algorithms just discussed, it is necessary to calculate the
likelihood density gθ. The likelihood density can actually be quite difficult to evaluate for
complex models. As practitioners are developing ever more intricate ways of modelling
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real world phenomena, likelihood-free inference methods, such as approximate Bayesian
computation [87], constitute an active area of research. In a basic approximate Bayesian
computation (ABC) algorithm, one samples an unknown parameter from its prior distribu-
tion and then, based on the value of that sample, draws from the likelihood distribution.
When a sample from the likelihood is sufficiently close to the actual observed data (with
the samples and observed data usually being compared via summary statistics; see [34]
for an advanced example), then the corresponding parameter value is accepted as a sam-
ple from a biased approximation of its posterior. In this scheme, the likelihood density
is never actually calculated, although it is assumed that one can draw from the likelihood
distribution.
SMC and ABC have been combined throughout the literature; see [51], [52], and [67]
for examples of algorithms that can perform filtering and smoothing for HMMs. We focus
here on two particular combinations of SMC and ABC: the particle filter of [52] and the
alive particle filter of [51].
The authors of [52] use the second model of Section 2.2.3 to obtain a biased approxima-
tion of an SMC algorithm targeting an HMM with transitions fθ and likelihoods gθ when gθ
is either impossible or undesirable to compute (assuming it is still possible to simulate from
the likelihood distribution). Basically, the particle filter of [52] commences by simulating
kn ∼ fθ (· | kn−1), simulating un ∼ gθ (· | kn), and then finally considering kn to be a draw
from the latent process of the HMM only if un ∈ Bn, (yn) (see Algorithm 14).
As some incremental weights will be intentionally set to equal zero, it is possible that
Algorithm 14 will die out in practice (i.e., all chains after a sampling step at time n might
have a weight of zero). The alive particle filter of [51] is a special version of Algorithm 14
that cannot die out. At time n, [51] propose obtaining the samples {x1:Tnn }, where
Tn = inf
{
h ≥ N :
h∑
i=1
W in ≥ N
}
. (2.10.1)
In other words, sampling continues until N samples of non-zero weight are obtained (see
Algorithm 15, which has a random running time). The alive particle filter has an upper
bound on its error that does not depend on n [51, Theorem 3.1], and its associated unbiased
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Algorithm 14 ABC filtering algorithm for HMMs
• Step 1: For i ∈ {1, . . . , N}, sample X i1 ∼ µ (·) and compute the un-normalised
weight:
W i1 = IR×B1,(y1)
(
xi1
)
.
For i ∈ {1, . . . , N}, sample Ai1 ∈ {1, . . . , N} from a discrete distribution on
{1, . . . , N} with j th probability wj1 ∝ W j1 . The sample {a1:N1 } are the indices of
the resampled particles. Set n = 2.
• Step 2: For i ∈ {1, . . . , N}, sample X in | ka(i)n−1 ∼ Mθ
(
· | xa(i)n−1
)
and compute the
un-normalised weight:
W in = IR×Bn,(yn)
(
xin
)
.
For i ∈ {1, . . . , N}, sample Ai1:n ∈ {1, . . . , N} from a discrete distribution on
{1, . . . , N} with j th probability wjn ∝ W jn. Set n = n + 1. Return to the start of
Step 2.
estimate of the normalising constant is given by [51, Proposition 3.1]:
Zˆθ,1:n =
[ n−1∏
k=1
N − 1
Tk − 1
]
1
Tn − 1
Tn−1∑
i=1
W in =
n∏
k=1
N − 1
Tk − 1 (2.10.2)
Note that in proving these results, the authors of [51] make use of a nuance in their algo-
rithm: the last sampled particle is deleted at every time step.
The applications of the particle filters of [51] and [52] are not actually limited to infer-
ence on HMMs. Both algorithms can be used in any case where one wishes to assign some
forms of indicator potentials to be the incremental weights of samples of a Markov chain
X1:n obtained via the transitions Mθ. The HMM case was simply presented first for ease
of exposition. A general version of the alive particle filter is given as Algorithm 16, where
we assume that one aims for each sample of Xn to be arbitrarily close to some value bn.
Finally, we note that the conditional density of the stopping time Tn = tn and the
particles x1:tnn generated by either Algorithm 15 or Algorithm 16 at time n is
pi
(
x1:tnn , tn | Fn−1
)
=
(
tn − 1
N − 1
) tn∏
i=1
1
tn−1−1
∑tn−1−1
l=1 W
l
n−1
(
x
a(l)
n−1
)
Mθ
(
xin | xa(l)n−1
)
1
tn−1−1
∑tn−1−1
j=1 W
j
n−1
(
xjn−1
)
 ,
(2.10.3)
2.10 HMM inference using approximate Bayesian computation and SMC 64
Algorithm 15 Alive particle filter for HMMs
• Step 1: Set h = 1 and S = 0.
• Step 2: Sample Xh1 ∼ µ (·) and compute the un-normalised weight:
W h1 = IR×B1,(y1)
(
xh1
)
.
Compute S =
∑h
i=1 W
i
1. If S < N , then set h = h + 1 and return to the beginning
of Step 2. Otherwise, set T1 = h and n = 2.
• Step 3: Set h = 1 and S = 0.
• Step 4: Sample Ah1:n−1 ∈ {1, . . . , Tn−1 − 1} from a discrete distribution on
{1, . . . , Tn−1 − 1} with j th probability wjn−1 ∝ W jn−1. Sample Xhn | aa(h)n−1 ∼
Mθ
(
· | xa(h)n−1
)
and compute the un-normalised weight:
W hn = IR×Bn,(yn)
(
xhn
)
.
Compute S =
∑h
i=1W
i
n. If S < N , then set h = h + 1 and return to the beginning
of Step 4. Otherwise, set Tn = h and n = n+ 1 and return to the start of Step 3.
Algorithm 16 General alive particle filter
• Step 1: Set h = 1 and S = 0.
• Step 2: Sample Xh1 ∼ µ (·) and compute the un-normalised weight:
W h1 = IB1,(b1)
(
xh1
)
.
Compute S =
∑h
i=1 W
i
1. If S < N , then set h = h + 1 and return to the beginning
of Step 2. Otherwise, set T1 = h and n = 2.
• Step 3: Set h = 1 and S = 0.
• Step 4: Sample Ah1:n−1 ∈ {1, . . . , Tn−1 − 1} from a discrete distribution on
{1, . . . , Tn−1 − 1} with j th probability wjn−1 ∝ W jn−1. Sample Xhn | xa(h)n−1 ∼
Mθ
(
· | xa(h)n−1
)
and compute the un-normalised weight:
W hn = IBn,(bn)
(
xhn
)
.
Compute S =
∑h
i=1W
i
n. If S < N , then set h = h + 1 and return to the beginning
of Step 4. Otherwise, set Tn = h and n = n+ 1 and return to the start of Step 3.
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whereFn−1 is the filtration generated by the particle system through time (n− 1) and we
require that
∑tn
i=1W
i
n (x
i
n) = N and W
tn
n (x
tn
n ) = 1. This is a result which is used in the
original work appearing in Chapter 4.
2.11 Sequential Monte Carlo techniques for stopped Markov processes
There is also a type of SMC algorithm particularly suited for sampling from the stopped
Markov process of Section 2.3. Recall that the stopped Markov process {Xn}1≤n≤τ prop-
agates from B0 to A, and one can introduce the F−sets B1, . . . ,Bp (where Bp = A) to
interpolate betweenB0 and A and redefine {Xn}1≤n≤τ as {Xl}1≤l≤p. To introduce an SMC
solution for sampling from the stopped Markov process {Xn}1≤n≤τ , we first review another
sampling technique called multi-level splitting (see [41] for an example).
Multi-level splitting (MS) uses the construction {Xl}1≤l≤p to obtain samples of {Xn}1≤n≤τ .
The algorithm is initialised with s0 particles inB0. Using some appropriate importance dis-
tribution, a trajectory is simulated for each particle until it either lands in B1 or it lands in
some absorbing set K (K is defined by the practitioner, as are the interpolating sets). The
particles that land in K are removed from the simulation. For each of the particles that
lands in B1, s1 independent replicas are created and their trajectories are propagated until
B2 or K is reached. The process is iterated until all trajectories lead to A or K. Thus,
MS uses theF−sets to focus computational effort on simulating paths that actually reach
the target set. MS can be rather difficult to implement efficiently, though, when A is a set
consisting only of a few rare events. Hitting a rare target set A from an arbitrary starting
point in B0 may require a careful calibration of the importance distribution and the factors
{sj}0≤j≤p−1.
[17] and [23, Section 12.2.6] introduce an SMC resampling procedure inspired by
MS called stopped time resampling (STR). Their work is essentially equivalent to re-
engineering generic SMC so that one may propagate N parallel trajectories of X1:p with
the true intention of targeting (2.3.3). In SMC with STR (henceforth called multi-level
SMC), samples ofX1:τ are generated via SIS. As the simulations propagate, a sampleX i1:τ il
is frozen when it reaches a set Bl. After all samples have reached the set Bl, a resampling
step is performed and SIS commences towards Bl+1 (see Algorithm 17). As Zθ ≡ Zθ (re-
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call Section 2.3), the multi-level SMC approximation of the normalising constant (2.3.4)
is
Ẑθ = Ẑθ =
p∏
n=1
[
1
N
N∑
l=1
W ln
]
. (2.11.1)
Similar to MS, Algorithm 17 focuses computational effort on simulating those paths
that will reach the target set most quickly. Notice by the weight expression (2.11.2) that a
path which reaches a set Bl more quickly will have a larger incremental weight and will
have a greater chance of being resampled. Thus, Algorithm 17 prunes away those paths
which require too many steps to reach A.
2.11.1 Backward importance sampling for stopped Markov processes
Suppose A is a target set that consists only of a few rare events and B0 is a set that consists
of many common events. As presented so far, Algorithm 17 would not necessarily be
better suited than MS for hitting a rare target set A from B0. It is more sensible to follow
the methods of [44] and adopt IS with time reversed. We can initialise Algorithm 17 in
the rare event set and then propagate towards the set of common events. More specifically,
we can initialise the sampling scheme with the data y and introduce an importance density
qθ (xn−1 | xn) through which we sample {Xn}1≤n≤τ backward in time. This procedure
ensures that the data is hit when the process is considered forward in time.
To properly structure backward SIS for stopped Markov processes, the definitions of
the initial set B0 and the terminal set A must be swapped (i.e., B0 now contains the data
y). We denote the reverse of the event sequence {Xn}1≤n≤τ as {Xj}1≤j≤τ , where we
are replacing the forward time index n with the reverse time index j. The un-normalised
likelihood (2.3.3) is re-written
γθ (x1:τ , τ, y) = I{a∈(A×(Ac)τ−1)} (x1:τ ) piθ (y | x1:τ )
[ τ∏
j=1
fθ(xj−1|xj)
]
, (2.11.3)
and the normalising constant (2.3.4) is unchanged. A proposal density for the full path
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Algorithm 17 Multi-level SMC
• Step 0: For i ∈ {1, . . . , N}, initialise X i0 ∈ B0.
• Step 1: For i ∈ {1, . . . , N}, start from n = 1 and sample X in | xin−1 ∼ qθ
(· | xin−1)
until xin ∈ B1 (i.e., increase n and iterate until xin ∈ B1). If xin ∈ B1, set τ i1 = n and
X i1 =
(
xi
1:τ i1
, τ i1
)
, and compute the un-normalized weight:
W i1 =
γ1(X i1)
q1(X i1)
,
where q1 (X i1) =
∏τ i1
n=1 qθ
(
xin | xin−1
)
. Once xi
τ i1
∈ B1 for all i, then for i ∈
{1, . . . , N}, sample Ai1 ∈ {1, . . . , N} from a discrete distribution on {1, . . . , N}
with j th probability wj1 ∝ W j1 . The sample {a1:N1 } are the indices of the resampled
particles. Set all normalised weights equal to 1/N , and set l = 2.
• Step 2: If l = p + 1, stop. Otherwise, for i ∈ {1, . . . , N}, start from n = τa(i)l−1 + 1
and sample X in | xa(i)n−1 ∼ qθ
(
· | xa(i)n−1
)
. Continue to increase n and sample from
the appropriate importance distribution until xin ∈ Bl. If xin ∈ Bl, set τ il = n,
X il =
(
xi
τ
a(i)
l−1 +1:τ
i
l
, τ il
)
, and X i1:l = (X a(i)1:l−1,X il ). Compute the un-normalized weight:
W il =
γl (X i1:l)
γl−1
(
X a(i)1:l−1
)
ql
(
X il | X a(i)1:l−1
) , (2.11.2)
where ql
(
X il | X a(i)1:l−1
)
= qθ
(
xi
τ
a(i)
l−1 +1
| xa(i)
τ
a(i)
l−1
)∏τ il
n=τ
a(i)
l−1 +2
qθ
(
xin | xin−1
)
. Once
xi
τ il
∈ Bl for all i, then for i ∈ {1, . . . , N}, sample Ail ∈ {1, . . . , N} from a dis-
crete distribution on {1, . . . , N} with j th probability wjl ∝ W jl . Set all normalised
weights equal to 1/N , and set l = l + 1. Return to the start of Step 2.
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starting from the dataset y can now be written as
qθ (x1:τ ) = I{a∈(B0∩y)} (x1)
[ τ∏
j=1
qθ (xj | xj−1)
]
I{a∈A} (xτ ) ,
which means the likelihood (2.11.3) can again be re-written as
γθ (x1:τ , τ, y) = piθ (y | x1:τ )
[ τ∏
j=1
fθ (xj−1 | xj)
qθ (xj | xj−1)
]
qθ (x1:τ ) (2.11.4)
with
Zθ,1:τ =
∑
τ∈I
∫
Eτ
piθ (y | x1:τ )
[ τ∏
j=1
fθ (xj−1 | xj)
qθ (xj | xj−1)
]
qθ (x1:τ ) dx1:τ .
Redefining a backward-in-time version of {Xl}1≤l≤p from {Xj}1≤j≤τ requires that we
appropriately modify all interpolating sets B1, . . . ,Bp−1 in such a way that the relationship
0 ≤ T1 ≤ · · · ≤ Tp still holds. We also modify (2.3.8) as
γθ (X1) = piθ (y | x1:τ ) Iy(x1)
τ1∏
j=1
fθ(xj−1 | xj)I{a∈(B0∩Bc1)}(x1:τ1−1)I{a∈B1}(xτ1),
(2.11.5)
γθ (X1:n) = γθ (X1:n−1)
τn∏
j=τn−1+1
fθ(xj−1 | xj)I{a∈(Bn−1∩Bcn)}(xτn−1+1:τn−1)I{a∈Bn}(xτn)
for n = 2, . . . , p (note that we are now denoting {Xn}1≤n≤p as the backward version of
{Xl}1≤l≤p). Due to the relationship γθ ≡ γθ, we still have an identity for moving between
the sequences {Xj}1≤j≤τ and {Xn}1≤n≤p.
Going forward, the backward SIS scheme will take the place of the forward sampling
scheme in Algorithm 17.
Backward importance sampling for coalescent models
The above framework is somewhat abstract, and so to be clear, we illustrate some concepts
on the coalescent models of Section 2.3.1. Essentially, the backward SIS procedure would
begin in B0 with the sample of size m and propagate until the MRCA is reached in set A.
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The likelihoods would be
γθ (x1:τ , τ, y) = I{a∈(A×(Ac)τ−1)} (x1:τ )
m− 1
m− 1 + µ ·
∏d
i=1 y
i!
m!
[ τ∏
j=1
fθ(xj−1|xj)
]
for the coalescent with mutation and
γθ (x1:τ , τ, y) = I{a∈(A×(Ac)τ−1)} (x1:τ )
m− 1
m− 1 + µ ·
∏gd
i=1 y
i!
m!
[ τ∏
j=1
fθ(xj−1|xj)
]
for the coalescent with mutation and migration. Note the m−1
m−1+µ terms. When simulating
the coalescent models forward in time, one would normally propagate until a sample of
size (m+ 1) is obtained and then delete the last additional individual. This process ensures
that, once all m individuals are present, all possible mutations and migrations at that point
are considered before the evolution process is stopped. Finally, the interpolating sets could
now be structured as
B0 = {x1 ∈ (Z+ ∪ {0})d : x = y}, (2.11.6)
Bn = {xj ∈ (Z+ ∪ {0})d : |xj| = hn}, 1 ≤ n ≤ p,
for the coalescent with mutation and
B0 = {x1 ∈ (Z+ ∪ {0})gd : x = y}, (2.11.7)
Bn = {xj ∈ (Z+ ∪ {0})gd : |xj| = hn}, 1 ≤ n ≤ p,
for the coalescent with mutation and migration, where m > h1 > h2 > · · · > hp = 1 is a
collection of integers.
2.12 Twisted particle filters
To complete a thorough review of the methodology, we close the discussion that is specific
to SMC with an examination of two more major extensions.
A recent study in [91] has led to a better understanding of how introducing a change
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of measure on the particle system of a traditional SMC scheme might yield an ideal SMC
algorithm in the following sense:
1
n
log
(
E[Zˆ2θ,1:n]
Z2θ,1:n
)
a.s.→ 0 as n→∞, (2.12.1)
where the expectation is taken with respect to the joint density of the samples obtained by
the algorithm. One will notice that (2.12.1) implies that the variance of Zˆθ,1:n will be low,
which is important when one is using SMC to run particle marginal Metropolis-Hastings
algorithms (see Section 2.18 below).
To explain this notion in more detail, recall the generic SMC algorithm: Algorithm
3. For an (E, E)−valued Markov process {Xn}n≥1, one can write the associated SMC
algorithm’s transition density Mθ : EN × E⊗N → [0, 1] as
Mθ (xk−1, xk) =
N∏
i=1
Φθ
(
ηN
) (
xik
)
,
Φθ
(
ηN
) (
xik
)
=
1
N
∑N
j=1 W
j
k−1
(
xjk−1
)
qθ
(
xik | xjk−1
)
1
N
∑N
l=1W
l
k−1
(
xlk−1
) ,
ηN (W ) =
1
N
N∑
l=1
W l
(
xl
)
.
The authors of [91] define the additive, non-negative functional
h(x1:N) =
1
N
N∑
i=1
h(xi),
where each h : Rdx → R+ is a particular eigenfunction such that, for the operator
Qθ(ϕ)(xk) =
∫
Qθ(u | xk)ϕ(u)du
Qθ(xk+1 | xk) ∝ qθ(xk+1 | xk)Wk(xk),
one has
Qθ(h) = λh
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for λ ∈ R+; the eigenfunctions and their eigenvalues are defined in [91, Proposition
2], and they are also stated later in Chapter 4. By using the additive functional h to
change the measure of the entire particle system (i.e., by replacing Mθ (xk−1, xk) with
M˜θ (xk−1, xk) ∝ Mθ (xk−1, xk)h(xk)), one obtains the ideal SMC algorithm of [91] that
achieves (2.12.1). This algorithm uses a new estimate of the normalising constant,
Zˆθ,1:n =
n∏
k=1
1
N
∑N
i=1 Qθ(h)(x
i
k−1)
h(x1:Nk )
=
n∏
k=1
[
1
N
N∑
i=1
W ik
(
xik
) ]dMθ (xk−1, ·)
dM˜θ (xk−1, ·)
(xk) ,
which is clearly unbiased when the expectation is taken with respect to M˜θ. As re-weighting
Markov transitions using eigenfunctions is typically referred to as “twisting”, the authors
call their algorithm the twisted particle filter (see Algorithm 18).
It is worth mentioning that there are difficulties in using this strategy. Deriving the
optimal h and Qθ(h)(xk) is impossible (or at least extremely difficult) in most cases, and
so they usually need to be approximated. However, as the numerical examples in [91]
show (and as Sections 4.4 and 4.6 of Chapter 4 of this thesis will also show), even good
approximations of the optimal h and Qθ(h)(xk) can lead to lower variance estimates of
Zˆθ,1:n.
2.13 Sequential Monte Carlo samplers
Finally, it is important to note that the SMC methodology is not limited to approximating
target densities that are defined on state spaces of increasing dimension. Allow m to be a
discrete time index which increases in increments of one, and consider the scenario where,
at each time point m, we are required to target the time-inhomogeneous density pim,θ (xm).
For all values of m, each pim,θ is defined on some common measurable space (E, E) (e.g.,
one could have pim,θ (xm) = pim,θ (x | y1:m) where y1:m are realisations of some random
variable Y ). The SMC samplers of [24] are designed specifically for sampling from the
sequence {pim,θ}m≥1. [24] use backward Markov kernels of the form Lk−1 (xk−1 | xk) to
create a new sequence of targets {pim,θ}m≥1 whose state spaces do increase in dimension
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Algorithm 18 Twisted particle filter
• Step 0: For i ∈ {1, . . . , N}, sample X i0 from some approximate initial distribution
and set the un-normalised weight: W i0 = 1. Set n = 1.
• Step 1: Resampling steps:
- Sample K from the discrete uniform distribution on {1, . . . , N}.
- Sample Akn−1 ∈ {1, . . . , N} from a discrete distribution on {1, . . . , N} with j th
probability proportional to Qθ(h)(x
j
n−1).
- For i ∈ {1, . . . , N} and i 6= k, sample Ain−1 ∈ {1, . . . , N} from a discrete distribu-
tion on {1, . . . , N} with j th probability proportional to W jn−1.
• Step 2: Sampling steps:
- Sample Xkn | xa(k)n−1 ∝ qθ
(
· | xa(k)n−1
)
h(·).
- For i ∈ {1, . . . , N} and i 6= k, sample X in | xa(i)n−1 ∼ qθ
(
· | xa(i)n−1
)
.
• Step 3: For i ∈ {1, . . . , N}, compute the un-normalised weight:
W in =
γθ
(
xin | xa(i)n−1
)
qθ
(
xin | xa(i)n−1
) .
Set n = n+ 1 and return to the start of Step 1.
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with increasing values of m. Each pim,θ is defined as
pim,θ (x1:m) ∝ γ˜m,θ (x1:m) = γm,θ (xm)
m∏
k=2
Lk−1 (xk−1 | xk) .
Forward Markov kernels of the form Qm (xm | xm−1) can be used in an SMC algorithm to
sample from pim,θ, where the incremental weights take the form
W˜m =
γ˜m,θ (x1:m)
γ˜m−1,θ (x1:m−1)Qm (xm | xm−1) =
γm,θ (xm)Lm−1 (xm−1 | xm)
γm−1,θ (xm−1)Qm (xm | xm−1) .
The true targets of interest pim,θ can clearly be marginalised from pim,θ and standard esti-
mates of the normalising constants apply.
2.14 Basics of Markov chain Monte Carlo
Suppose now that we would like to sample from
pi (θ, x1:n) = pi (θ) piθ (x1:n) (2.14.1)
for n ≥ 1 and θ ∼ pi (·) with θ ∈ Θ ⊆ Rdθ and X1:n ∈ E ⊆ Rd1:n; one example is the case
where we want to infer θ and the hidden process X1:n of an HMM using an analytically
intractable density pi (θ, x1:n | y1:n). The MCMC methodology offers a class of algorithms
that can be used to sample from densities of the form pi (θ, x1:n). To match the style of the
introduction to MC methods in Section 2.4, the following introduction to MCMC is based
around the goal of computing an approximation to the expectation Epi[h(θ, x1:n)], for some
real-valued function h. However, please keep in mind that computing the first moment is
not the primary interest of this thesis.
2.14.1 Metropolis-Hastings algorithm
To introduce MCMC algorithms, we begin by following the discussion of [83]. We simplify
the notation by setting n = 1 without loss of generality; thus, we set X1:n = X1 = X . We
consider below a Markov chain with kernel κ and measurable space (W,W) with W =
2.14 Basics of Markov chain Monte Carlo 74
Θ× E.
In an MCMC algorithm, one defines a Markov chain (θ1, x1), (θ2, x2), . . . such that,
if the chain iterates long enough, each (θi, xi) is eventually an approximate sample from
the target of interest pi (θ, x). In other words, when i is greater than some positive constant
B, (θi, xi) is approximately sampled from the target. The samples are not independent of
one another (as they correspond to consecutive realisations of a Markov chain), but when
1 B M and as M →∞, then
µˆ(M−B) =
1
M −B
M∑
i=B+1
h(θi, xi)
a.s.→ Epi[h(θ, x)] = µ
when the Markov chain is ergodic for the target pi (θ, x). Our Markov chain {(θi, xi)}i≥1
must satisfy three conditions to be ergodic for pi:
• the chain must be irreducible, meaning that there exists a probability measure ν on
(W,W) such that ν (Y > 0) ⇒ ∫
W
f (Y | u)κ (du | w) > 0 for all w ∈ W , all
Y ∈ W , and f = ∑∞n=0 κn;
• all states of the chain must be aperiodic (i.e., for each state w ∈ W , the period
dw = gcd{n ≥ 1 : κn (w | w) > 0} = 1, where “gcd” denotes “greatest common
divisor”); and
• if the state of the chain is ever distributed according to pi, then all future states will
also always be distributed according to pi (i.e., pi is the unique stationary density of
the chain, and
∑
(θ,x)∈W pi (θ, x)κ (ζ, y | θ, x) = pi (ζ, y), with (ζ, y) ∈ W ).
The third item above explains why a Markov chain {(θi, xi)}i≥1 will have to run for B
iterations (called a burn in period) before one can sample from the target pi. The reason for
the burn in period is that, in practice, a practitioner will likely not know if the chain has
been initialised in its stationary distribution. The burn in period allows the chain to reach
its steady state.
[45] and [68] developed the Metropolis-Hastings (M-H) algorithm, which runs an er-
godic Markov chain {(θi, xi)}i≥1 to sample from any pi (θ, x). This general algorithm is
formally presented here as Algorithm 19, where q is a density that proposes a move within
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Algorithm 19 Basic Metropolis-Hastings
• Step 0: Set θ0 and x0 arbitrarily. Set k = 1.
• Step 1: Sample θ∗, X∗ | θk−1, xk−1 ∼ q (· | θk−1, xk−1).
• Step 2: With acceptance probability
1 ∧ pi (θ
∗, x∗) q
(
θk−1, xk−1 | θ∗, x∗)
pi (θk−1, xk−1) q (θ∗, x∗ | θk−1, xk−1) , (2.14.2)
set θk = θ∗ and xk = x∗. Otherwise, discard θ∗ and x∗ and set θk = θk−1 and
xk = xk−1. Set k = k + 1. Return to the start of Step 1.
the chain to (θi, xi) from (θi−1, xi−1) and (2.14.2) is the probability of accepting the pro-
posed move. In Algorithm 19, we could alternatively sample θ∗, X∗ ∼ q (·) to obtain the
independent M-H, or even θ∗, X∗ | θ, x ∼ q (· | θ, x) = q (θ, x | θ∗, x∗) to obtain the sym-
metric M-H. In any event, the proposal q must always be chosen in such a way that the
Markov chain is irreducible. The acceptance probability (2.14.2) is chosen to ensure that
the Markov chain is reversible with respect to pi, which implies that pi is the stationary den-
sity. Finally, aperiodicity is ensured because the probability of eventually rejecting a move
is greater than zero.
2.14.2 Gibbs sampler
When possible, it is advantageous to sample the random variables (θ,X) from their condi-
tional densities given all other random variables in the target pi. Suppose (ζ, z) has already
been accepted as a sample from pi. If we choose the proposal density q (θ, x | ζ, z) =
pi (θ | z)pi (x | θ), then the acceptance probability (2.14.2) becomes
1 ∧ pi (θ, x) pi (ζ | x) pi (z | ζ)
pi (ζ, z) pi (θ | z) pi (x | θ) . (2.14.3)
The R.H.S. of (2.14.3) is always equal to one. Thus, the choice q (θ, x | ζ, z) = pi (θ | z)×
pi (x | θ) results in an M-H algorithm that always accepts a proposed move from (ζ, z) to
(θ, x). This particular algorithm is called the (fixed scan) Gibbs sampler ([38], [39]), and
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Algorithm 20 Basic Gibbs sampler
• Step 0: Set θ0 and x0 arbitrarily. Set k = 1.
• Step 1: Sample θk | · · · ∼ pi (· | xk−1).
• Step 2: Sample Xk | · · · ∼ pi (· | θk). Set k = k + 1. Return to the start of Step 1.
it is detailed in Algorithm 20. One could also implement a Gibbs sampler that randomly
chooses which component of the state space to update at each iteration, but we do not
consider that algorithm here.
2.14.3 Convergence of Markov chain Monte Carlo
Standard convergence results are available for MCMC algorithms that justify their use. As
the Markov chain {(θi, xi)}i≥1 is ergodic, the following holds true:
P
(
(θM , XM) ∈ A) = ∫
A
pi (θ, x) dθdx
for A ⊆ (Θ × E) as M → ∞, where the chain starts from some arbitrary point (θ1, x1).
This result implies that MCMC algorithms can effectively target (2.14.1) after the burn in
period. Furthermore, we can be more specific about the type of ergodicity and the rate
of convergence. Letting κi (θ, x | ζ, z) be the marginal at time step i conditioned on the
starting point (ζ, z), the Markov chain {(θi, xi)}i≥1 is said to be geometrically ergodic if
the following holds:
sup
θ,x
|κi (θ, x | ζ, z)− pi (θ, x) | ≤ C(ζ, z)ρi
with ρ ∈ [0, 1) and C is a non-negative real-valued function that is finite for any (ζ, z) ⊆
(Θ×E). By geometrically ergodic, we mean that the chain converges at a geometric rate to
the equilibrium pi. If there exists a finite constant C ∈ R+, which is independent of (ζ, z),
such that
sup
θ,x
|κi (θ, x | ζ, z)− pi (θ, x) | ≤ Cρi,
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then the Markov chain is said to be uniformly ergodic.
We have already mentioned in Section 2.14.1 that µˆ(M−B)
a.s.→ µ as M →∞. A central
limit theorem for ergodic Markov chains with unique stationary distributions additionally
states that √
(M −B)(µˆ(M−B) − µ)⇒ N
(
0, σ2
)
,
where
σ2 = Vpi[h(θB+1, xB+1)] + 2
∞∑
i=1
Covpi[h(θB+1, xB+1), h(θB+1+i, xB+1+i)] <∞ (2.14.4)
for a bounded h (assuming 0 < σ2) [54]. The expression (2.14.4) tells us that as sam-
ples from the Markov chain move closer to being independent, the approximation µˆ(M−B)
becomes more precise.
A practitioner likely does not know the ideal values of B and M . Thus, MCMC simu-
lations must be monitored to determine when the equilibrium might have been reached and
when estimators can start being calculated. There are several ways of tracking convergence,
but in this thesis, we will focus on the following methods:
• In some numerical simulations, we will monitor trace plots and autocorrelation func-
tion (ACF) plots of the sampled random variables. Trace plots show the trajectory
that a single random variable follows as it is sampled across iterations. These plots
give a sense of how a random variable’s state space is being explored and whether
or not an algorithm appears to be sampling from a random variable’s entire state
space. The ACF plots show the autocorrelation between the samples of a single ran-
dom variable across iterations. Due to the expression (2.14.4), we would like to see
autocorrelation approach zero.
• In other numerical simulations, we will monitor convergence through the ideas of
[11]. Essentially, [11] state that we should run a new MCMC algorithm multiple
times, and if the variance measured within copies of the algorithm matches the vari-
ance measured across the iterations of all copies of the algorithm, then one does not
have evidence that the MCMC scheme is not ergodic.
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2.15 Block updating for Markov chain Monte Carlo
The applicability of the original MCMC algorithms is limited in the real world, and many
extensions have been proposed in the literature to sample from more complex forms of
the target pi. For example, when pi has a large state space, Algorithm 19 requires many
iterations to fully explore the full state space. Consider the target pi (θ, x1:n) for n  1.
Algorithm 19 may find difficulty in proposing a high dimensional sample that also has a
high probability of being accepted. If one wishes to obtain samples as quickly as possible,
then it is necessary to design more efficient MCMC algorithms that can quickly explore
many different sections of the state space. Block updating is one extension of the basic
MCMC methodology that can be of aid. In a block updating MCMC algorithm, one designs
a series of proposal densities similar to
q (θ, x1:K | xK+1:n) , (2.15.1)
q (xk+1:k+K | θ, x1:k, xk+K+1:n) for k ∈ {K, 2K, . . . },
for some 1 ≤ K ≤ n. The adjacent blocks of K random variables are updated in turn in an
M-H algorithm or a Gibbs sampler. Thus, a block updating version of Algorithm 20 uses
fewer sampling iterations to obtain a new sample. A block updating version of Algorithm
19 proposes lower dimensional moves, which might have a higher probability of being
accepted. In practice, block updating must be carefully crafted. If K is too small, then the
resulting MCMC algorithm will still require many iterations to yield a new sample. If K is
too large, then it may become difficult to find a suitable sequence (2.15.1).
2.16 Parallel tempering for Markov chain Monte Carlo
When the target pi is highly multi-modal with large regions of low probability density in
between modes, the basic M-H and Gibbs algorithms can again have long mixing times.
Algorithms 19 and 20 transition by conditioning on their current state, and so the proposals
will likely assign high probability to local moves within a current mode. This makes it
difficult to jump to new and far away modes. Even the independent M-H has a tendency to
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remain in a single mode for many iterations, as it is challenging to determine a proposal q
that can facilitate jumps between modes when one does not know where the modes of the
target actually reside.
Parallel tempering is a scheme that is more adapted for sampling from highly multi-
modal targets ([30], [66]). In a parallel tempering MCMC algorithm, one runs N > 1
Metropolis-Hastings or Gibbs algorithms that each target pi. We label each chain with the
index i. For a sequence of real-valued constants 1 = T1 < T2 < · · · < Ti < · · · < TN <
∞, each chain i targets a version of pi that is scaled by Ti (i.e., multiplied by Ti). Note
that those chains operating under higher values of Ti jump more easily between modes of
the target because the modes are closer together. As the N chains run, a randomly chosen
chain i is proposed to swap its samples with either the (i− 1)th chain or the (i+ 1)th chain,
and a swap is accepted according to some Metropolis-Hastings criterion that depends on
the ratio Ti−1/Ti or Ti/Ti+1. After many of these swaps, the hope is that chains propagating
under lower values of Ti are exploring regions of the state space that otherwise would have
only been found under high values of Ti. Furthermore, at any time point after the burn in
period, the samples that are currently being propagated by the first chain (which, recall, is
targeting a version of pi that is scaled by T1 = 1) are considered to be samples from the true
target pi.
Parallel tempering can be very difficult to implement, as it is challenging to find a
sequence 1 = T1 < T2 < · · · < Ti < · · · < TN < ∞ that encourages wide exploration
of the state space and allows for the high probability of a swap being accepted. Some
adaptive schemes have been proposed in the literature to deal with these issues; see [69]
for an example.
2.17 Exact approximation of Markov chain Monte Carlo
If a target density pi is difficult or expensive to compute, then calculating the acceptance
probability of a Metropolis-Hastings algorithm is also a challenge. Promising work has
been done in the direction of constructing exact approximations of MCMC algorithms that
allow one to circumvent the calculation of the exact acceptance probability in this scenario.
In an exact approximation to an MCMC algorithm, auxiliary random variables are used to
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define an extended target piN that admits the true target of interest pi as a marginal. An
MCMC algorithm is then defined to directly draw samples from piN .
To illustrate the basic concept, we follow the discussion of [92] and establish the fol-
lowing constraints. We assume that an ideal Metropolis-Hastings algorithm (similar to
Algorithm 19) exists, where one can theoretically target pi (θ) via the proposal q (θ | ζ) for
some previously accepted draw ζ ∼ pi. Defining a Monte Carlo estimate of pi (θ) to be r (θ),
assume E[r (θ) | θ] = pi (θ), where the expectation is taken with respect to the estimate’s
noise. We define Z = r (θ) /pi (θ) to be the noise of the estimate and let Z ∼ q(· | θ). The
final condition that we will impose is that E[Z | θ] = 1.
Given these constraints, one can define an extended target piN (θ, z) = pi (θ) q(z | θ)z
= r (θ) q(z | θ). It is clear that this target admits pi (θ) as a marginal, as E[Z | θ] = 1. It
is also clear that one can define a Metropolis-Hastings algorithm to target piN (θ, z) via the
proposal q(z | θ)q (θ | ζ). Hence, one has an exact approximation of a Metropolis-Hastings
algorithm that targets pi (θ).
This idea was first introduced in [5] in the form of the grouped independence Metropolis-
Hastings (GIMH) algorithm (see also [3] for a good introduction). To run GIMH, consider
the target pi (θ) as above, from which we assume it is difficult to sample even though an
MCMC algorithm does exist in theory. Also, consider the real-valued auxiliary random
variable Z, and the artificial target
r (θ) =
1
N
N∑
i=1
pi (θ, zi)
q (zi | θ) , (2.17.1)
where q (zi | θ) is a proposal density with which one can sample the ith component of
the auxiliary random variable Z. Assuming it is easier to target r (θ) than it is to target
pi (θ), samples of pi (θ) can be obtained marginally by drawing from r (θ) via GIMH (see
Algorithm 21). To see this more clearly, [5] re-writes the acceptance probability (2.17.2)
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Algorithm 21 Grouped independence Metropolis-Hastings (GIMH)
• Step 0: Set θ0 arbitrarily. Set k = 1.
• Step 1: Sample θ∗ | θk−1 ∼ q (· | θk−1).
• Step 2: For i ∈ {1, . . . , N}, sample Z∗i | θ∗ ∼ q (· | θ∗).
• Step 3: With acceptance probability
1 ∧ r (θ
∗) q
(
θk−1 | θ∗)
r (θk−1) q (θ∗ | θk−1) , (2.17.2)
set θk = θ∗ and Zk = Z∗. Otherwise, discard θ∗ and Z∗ and set θk = θk−1 and
Zk = Zk−1. Set k = k + 1. Return to the start of Step 1.
as
1 ∧
qN (z | θ) q (θ | θ∗)
[
1
N
∑N
i=1 pi (θ
∗, z∗i )
∏N
l=1, 6=i q (z
∗
l | θ∗)
]
qN (z∗ | θ∗) q (θ∗ | θ)
[
1
N
∑N
i=1 pi (θ, zi)
∏N
l=1,6=i q (zl | θ)
] =
1 ∧ q
N (z | θ) q (θ | θ∗)piN (θ∗, z∗)
qN (z∗ | θ∗) q (θ∗ | θ) piN (θ, z) ,
where qN (z | θ) is the joint proposal density of all components of Z and piN (θ, z) is an
extended target that clearly admits pi (θ) as a marginal. Thus, GIMH can be formulated
as an M-H algorithm that targets piN (θ, z) (and marginally targets pi (θ)) via the proposal
density q (θ∗ | θ) qN (z∗ | θ∗).
2.18 Particle Markov chain Monte Carlo
Particle Markov chain Monte Carlo [2] algorithms are similar to GIMH. In a PMCMC
algorithm, we still aim to target an extended density piN that yields the true target of interest
pi as a marginal, only now pi is extended in such a way that SMC algorithms can be used to
sample some of the variables of piN . More specifically, consider the true target of the form
(2.14.1). We have already seen in Section 2.7 that piθ (x1:n) can be targeted using forms
of Algorithm 3. In [2], the authors propose using Algorithm 3 within an MCMC proposal
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density to target an extension of pi (θ, x1:n).
To develop the PMCMC methodology, we start by building the extended target piN .
First, consider that when one excludes the very final resampling step, the joint density of
the simulated variables through time n of Algorithm 3 will be
ψθ(x1:n, a1:n−1) =
[ N∏
i=1
qθ(x
i
1)
][ n∏
j=2
r(aj−1|wj−1)
N∏
i=1
qθ(x
i
j|xa(i)1:j−1)
]
, (2.18.1)
where r(aj−1|wj−1) =
∏N
i=1w
a(i)
j−1. Given a value of θ, the density of {x1:N1:n , a1:N1:n−1} condi-
tioned on (Xk1:n = x
k
1:n, A
k
1:n−1 = a
k
1:n−1) will be
ψθ(x1:n, a1:n−1)
qθ(xk1)
(∏n
j=2w
a(k)
j−1 qθ(x
k
j |xa(k)1:j−1)
) . (2.18.2)
One can use (2.18.1) and (2.18.2) to establish an extended target as
piN
(
k, θ, x1:n, a1:n−1
)
=
pi
(
θ, xk1:n
)
Nn
· ψθ(x1:n, a1:n−1)
qθ(xk1)
(∏n
j=2w
a(k)
j−1 qθ(x
k
j |xa(k)1:j−1)
) , (2.18.3)
where
pi
(
θ, xk1:n
)
Nn
= piN
(
θ, xk1:n, a
k
1:n−1 | · · ·
)
.
The random variable K corresponds to the index of a single sample (xk1:n, a
k
1:n−1) that is
resampled from {x1:N1:n , a1:N1:n−1}. Thus, if one has a sample {k, θ, x1:n, a1:n−1} from (2.18.3),
the path (xk1:n, a
k
1:n−1) and the parameter θ can be selected as a sample from the marginal
pi (θ, x1:n). To obtain the sample {k, θ, x1:n, a1:n−1}, one can target (2.18.3) via the parti-
cle marginal Metropolis-Hastings (PMMH) algorithm (see Algorithm 22), whose proposal
density takes the form
qN
(
k, θ, x1:n, a1:n−1
)
= q (θ | ζ)ψθ(x1:n, a1:n−1)wkn.
q (θ | ζ) is the density that proposes a new value θ ∈ Θ conditional on a current accepted
value ζ ∈ Θ and wkn is the probability of resampling the path (xk1:n, ak1:n−1).
Recall that if pi (θ, x1:n) = pi (θ, x1:n | y1:n) and γ (θ, x1:n) = pi (θ, x1:n, y1:n), then the
Chapter 2. Literature Review 83
Algorithm 22 Particle marginal Metropolis-Hastings (PMMH)
• Step 0: Set l = 0. Set θl arbitrarily. All remaining random variables can be sampled
from their full conditionals defined by the target (2.18.3):
- Sample xl1:n, a
l
1:n−1 | · · · ∼ ψθl(·) via Algorithm 3, excluding the final resampling
step.
- Choose kl ∝ W l,kln .
Finally, calculate the marginal likelihood estimate, Zˆ l
θl,1:n
, via (2.7.1).
• Step 1: Set l = l + 1. Sample θ∗ ∼ q (· | θl−1). All remaining random variables can
be sampled from their full conditionals defined by the target (2.18.3):
- Sample x∗1:n, a
∗
1:n−1 | · · · ∼ ψθ∗(·) via Algorithm 3, excluding the final resampling
step.
- Choose k∗ ∝ W ∗,k∗n .
Finally, calculate the marginal likelihood estimate, Zˆ∗θ∗,1:n, via (2.7.1).
• Step 2: With acceptance probability
1 ∧ pi
N
(
k∗, θ∗, x∗1:n, a
∗
1:n−1
)
piN
(
kl−1, θl−1, xl−11:n , a
l−1
1:n−1
) · qN (kl−1, θl−1, xl−11:n , al−11:n−1)
qN
(
k∗, θ∗, x∗1:n, a
∗
1:n−1
) =
1 ∧ pi(θ
∗)
pi(θl−1)
q(θl−1 | θ∗)
q(θ∗ | θl−1)
Zˆ∗θ∗,1:n
Zˆ l−1
θl−1,1:n
,
set kl = k∗, θl = θ∗, xl1:n = x
∗
1:n, and a
l
1:n−1 = a
∗
1:n−1. Otherwise, set k
l = kl−1,
θl = θl−1, xl1:n = x
l−1
1:n , and a
l
1:n−1 = a
l−1
1:n−1.
Return to the beginning of Step 1.
normalising constant of piθ (x1:n) = piθ (x1:n | y1:n) is Zθ,1:n = pθ (y1:n) (see the review
of HMMs in Section 2.2). In this scenario, the acceptance probability of Algorithm 22
suggests that PMMH targets pi (θ | y1:n) ∝ pi(θ)pθ (y1:n), which is a marginal density of
pi (θ, x1:n | y1:n). Hence the name particle marginal Metropolis-Hastings.
A PMCMC version of the Gibbs sampler also targets (2.18.3). Similar to Algorithm 20,
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the particle Gibbs (PG) sampler draws from the following conditional densities, in turn:
piN
(
θ | x1:n, a1:n−1, k
)
= pi
(
θ | xk1:n
)
piN
(
x1:n, a1:n−1 | k, θ
)
=
ψθ(x1:n, a1:n−1)
qθ(xk1)
(∏n
j=2w
a(k)
j−1 qθ(x
k
j |xa(k)1:j−1)
)
piN
(
k | θ, x1:n, a1:n−1
)
= wkn,
where we assume it is possible to sample from pi (θ | x1:n). In order to sample from
piN
(
x1:n, a1:n−1 | k, θ
)
, the authors of [2] develop a conditional version of Algorithm 3
where the path xk1:n, a
k
1:n−1 is chosen to survive all resampling steps (see Algorithm 23).
The PG sampler is formalised as Algorithm 24.
2.18.1 Extensions of particle Markov chain Monte Carlo
PMCMC is a new, active area of research, and its success is helping to popularise the
use of extended state spaces in simulation methods. It is likely that computational statis-
tics will see more work using extended state spaces in the years to come. Some exten-
sions/applications of the original PMMH and PG algorithms have already been developed.
The SMC2 algorithm [19] is one such application in Bayesian parameter inference for
HMMs where the aim is to sample from pi (θ, x1:n | y1:n). Essentially, the SMC2 algorithm
initialises by drawing M samples of a parameter θ from its prior distribution. For each θi,
one runs Algorithm 7 (placing the resampling step before the sampling step) and computes
the marginal likelihood estimates Zˆθi,1:n at each time step n of Algorithm 7. The marginal
likelihood estimates act as weights for each sample (θi, xi1:n, a
i
1:n−1). As the particle filters
are running, some degeneracy criterion is monitored. When that criterion is satisfied, a
weighted mixture of PMCMC kernels is used to rejuvenate the sample (θi, xi1:n, a
i
1:n−1) and
its corresponding weight is reset to one. The SMC2 algorithm has shown to be effective in
numerical simulations where pi (θ, x1:n | y1:n) is highly multi-modal.
Specific PMCMC algorithms have also been designed to sample from multiple change
point models [90]. In a multiple change-point problem, one tries to segment a sequence of
time-series observations y1, y2, . . . , yT by choosing change-point locations 0 < τ1 < · · · <
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Algorithm 23 Conditional SMC algorithm
• Step 0: Set k, ak1:T−1 to be the ancestry of a path which is to survive all resampling
steps.
• Step 1: For i ∈ {1, . . . , N} and i 6= ak1, sample X i1 ∼ qθ (·) and compute the un-
normalised weight:
W i1 =
γθ (x
i
1)
qθ (xi1)
.
For i ∈ {1, . . . , N} and i 6= ak1, sample Ai1 ∈ {1, . . . , N} from a discrete distribution
on {1, . . . , N} with j th probability wj1 ∝ W j1 . The sample {a1:N1 } are the indices of
the resampled particles. Set all normalised weights equal to 1/N , and set n = 2.
• Step 2: If n = T , go to Step 3. Otherwise, for i ∈ {1, . . . , N} and i 6= akn, sample
X in | xa(i)1:n−1 ∼ qθ
(
· | xa(i)1:n−1
)
and compute the un-normalised weight:
W in =
γθ
(
xin | xa(i)1:n−1
)
qθ
(
xin | xa(i)1:n−1
) .
For i ∈ {1, . . . , N} and i 6= akn, sample Ai1:n ∈ {1, . . . , N} from a discrete distribu-
tion on {1, . . . , N} with j th probability wjn ∝ W jn. Set all normalised weights equal
to 1/N , and set n = n+ 1. Return to the start of Step 2.
• Step 3: For i ∈ {1, . . . , N} and i 6= k, sample X iT | xa(i)1:T−1 ∼ qθ
(
· | xa(i)1:T−1
)
and
compute the un-normalised weight:
W iT =
γθ
(
xiT | xa(i)1:T−1
)
qθ
(
xiT | xa(i)1:T−1
) .
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Algorithm 24 Particle Gibbs (PG) sampler
• Step 0: Set l = 0. Set a path x1:n arbitrarily. Set its genealogy to s1:n = 1.
• Step 1: Set l = l + 1. Sample θl | · · · ∼ pi (· | x1:n).
• Step 2: Sample
xl1:n | θl, x1:n, s1:n ∝
ψθl(x
l
1:n, a
l
1:n−1)
qθl(x1)
(∏n
j=2 w
l,s
j−1qθl(xj|x1:j−1)
)
via Algorithm 23, where x1:n will survive all resampling steps.
• Step 3: Sample kl ∝ W l,kln , and set s1:n = kl, al,k
l
1:n−1. Set x1:n = x
k
1:n.
Return to the beginning of Step 1.
T that identify when different trends are present in the data. MCMC algorithms applied to
sample from the posteriors of these models have been slow mixing in the past, due to the
strong correlations between change-points. The specially designed PMCMC algorithms of
[90] offer a more efficient solution for sampling from the posteriors by using a type of SMC
(see [33]) that is suited for change point models. Essentially, the SMC algorithm of [33]
exploits the fact that the change point locations take values in a finite space to avoid the
random importance sampling step of standard SMC. It also employs a resampling algorithm
that avoids particle duplication.
Finally, the original PMMH algorithm of [2] performs inference on models where it is
assumed that the normalising constant is not a function of θ. [32] proposes a new PMMH
algorithm that can be used for inference in models where the normalising constant is an
intractable function of θ (partially observed Markov random fields are one such type of
model, and they can be used to study social networks, pixelated images, and the structure
of the world wide web). For a noisy observation Y ∈ Rdy of a hidden random variable
X ∈ Rdx and model parameter θ ∈ Θ ⊆ Rdθ , first suppose we want to sample from a
posterior that factorises as
pi(θ | x, y) ∝ pi(θ)γ(x, y | θ)
Z(θ)pi(y)
, (2.18.4)
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where
• pi(θ) is a prior density of θ,
• γ(x, y | θ) is the likelihood of (x, y),
• pi(y) is the probability density of the observed random variable, and
• Z(θ) is an intractable normalising constant that is a function of θ.
Allowing ζ ∈ Θ to be an accepted parameter sample of (2.18.4), a PMMH algorithm could
be used to target pi(θ | x, y): it would use an SMC sampler (see Section 2.13) in place of
Algorithm 3 and it would rely on the proposal q(θ | ζ). However, this PMMH algorithm
will have the term Z(ζ)/Z(θ) appear in its acceptance ratio, therefore making it impossible
to run. [32] uses an idea from [71] to eliminate the ratio Z(ζ)/Z(θ) by further extending
the target and defining a new PMMH to sample from that extended target.
2.19 Markov chain Monte Carlo moves within sequential Monte Carlo
PMCMC is not the only example of SMC and MCMC being combined in the literature.
In order to combat the path degeneracy problem faced by SMC algorithms (see Section
2.7.1), some have proposed embedding MCMC within SMC. Following [40], we intro-
duce the sequence of Markov kernels {φθ(z1:k | x1:k)}k∈{1,...,n} with respective stationary
densities {piθ (z1:k)}k∈{1,...,n} = {piθ (x1:k)}k∈{1,...,n}. One could construct an SMC algo-
rithm with MCMC moves as in Algorithm 25. The MCMC moves serve the purpose of
randomising the resampled paths, thereby creating more unique trajectories after the re-
sampling step. This algorithm constitutes valid IS, as it simply corresponds to sampling
from the enlarged spaces {qθ (x1:k)φθ (z1:k | x1:k)}k∈{1,...,n} and extending the targets to
{piθ (z1:k)Kθ (x1:k | z1:k)}k∈{1,...,n}, where Kθ is some Markov kernel:∫
piθ (x1:n) dx1:n =
∫ ∫
qθ (x1:n)φθ (z1:n | x1:n)piθ (z1:n)Kθ (x1:n | z1:n)
qθ (x1:n)φθ (z1:n | x1:n) dx1:ndz1:n.
Note that, if one so desires, it is straightforward to modify Algorithm 25 so that the MCMC
move only updates a path of fixed length B at each time step n > B.
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Algorithm 25 SMC with MCMC moves
• Step 1: For i ∈ {1, . . . , N}, sample X i1 ∼ qθ (·) and compute the un-normalised
weight:
W i1 =
γθ (x
i
1)
qθ (xi1)
.
For i ∈ {1, . . . , N}, sample Ai1 ∈ {1, . . . , N} from a discrete distribution on
{1, . . . , N} with j th probability wj1 ∝ W j1 . The sample {a1:N1 } are the indices of
the resampled particles. Set all normalised weights equal to 1/N , and set n = 2.
• Step 2: For i ∈ {1, . . . , N}, sample Zi1:n−1 ∼ φθ(· | xa(i)1:n−1) and set xa(i)1:n−1 = zi1:n−1.
• Step 3: For i ∈ {1, . . . , N}, sample X in | xa(i)1:n−1 ∼ qθ
(
· | xa(i)1:n−1
)
and compute the
un-normalised weight:
W in =
γθ
(
xin | xa(i)1:n−1
)
qθ
(
xin | xa(i)1:n−1
) .
For i ∈ {1, . . . , N}, sample Ai1:n ∈ {1, . . . , N} from a discrete distribution on
{1, . . . , N} with j th probability wjn ∝ W jn. Set all normalised weights equal to 1/N ,
and set n = n+ 1. Return to the start of Step 2.
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2.20 Parallel computing
As the amount of data being produced by researchers continuously grows, and as these
massive datasets are accompanied by models whose dimensionality is also increasing, the
classical computational techniques are reaching their limits. Practitioners are finding that
Monte Carlo methods are requiring an excessively long time to run because the algorithms
need to draw many samples and run for very long burn in periods to effectively target the
densities of interest. This problem is driving the research trends in the wider Monte Carlo
community, and the current chapter has already shown some examples of how research
is developing to answer these demands of the real world. Additionally, we have yet to
mention that new adaptive methods are also being developed so that tuning parameters
can be automatically optimised as an algorithm iterates (some relevant examples include
adaptive MCMC [4], adaptive SMC samplers [35], and Chapter 5 of this thesis). Adaptive
PMCMC methods have also been developed for non-linear hidden Markov model selection
[76].
In the literature, one can see examples of increased interest in hardware as well. The
use of parallel computing and graphical processing units ([63], [86]) to shorten the runtime
of Monte Carlo algorithms (including SMC and PMCMC) is gaining popularity. Monte
Carlo techniques must obtain samples consecutively when implemented on a single central
processing unit (CPU), but graphical processing units (which consist of many independent
processors that are linked together on a single electronic circuit) offer an inexpensive av-
enue through which parallel sampling can be performed. As graphical processing units
(GPUs) are so easily available to practitioners, more research is being conducted on how
the technology can best be used. Some GPU implementations of Monte Carlo algorithms
have been shown to run 250 times faster than their counterpart CPU implementations [63].
In the case of SMC, the resampling step still prevents the chains from running completely
independently of one another. However, new resampling schemes are being tested to ad-
dress this (see [72] and [73] for examples).
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2.21 Final remarks
This literature review has presented SMC and PMCMC in the context of importance sam-
pling. In a more theoretical discussion, the algorithms could have been presented in an
even more abstract sense, where, for example, an incremental weight would be any strictly
positive, bounded, real-valued function that assigns a potential to a sampled path. As the
original work in this thesis mostly pertains to advances in methodology, such an advanced
introduction would have been unnecessary and off topic. The reader who is interested in a
more theoretical introduction to particle methods should refer to [23].
91
Chapter 3
Generalised Two-filter Smoothing and
Particle Markov chain Monte Carlo
Recall that the acceptance probability of a PMMH algorithm depends upon the unbiased
estimate of the normalising constant, (2.7.1), obtained via SMC. Therefore, it is reasonable
to assume that reducing the variance of the estimate of the normalising constant may im-
prove the convergence of a PMMH algorithm. With this intuition, we set out to develop
a new, more precise estimate Zˆθ with the ultimate goal of developing faster converging
PMCMC methods for HMMs.
Section 3.1 presents our new estimate, which uses generalised two-filter smoothing to
approximate Zθ,1:T = pθ (y1:T ) for an HMM as the product of three marginals: pθ (y1:t−2),
pθ (yt+2:T ), and
pθ (yt−1 | y1:t−2)pθ (yt+1 | yt+2:T )
∫
fθ (xt | xt−1) gθ (yt | xt) fθ (xt+1 | xt)
ξt+1,θ (xt+1)
×
piθ (xt−1 | y1:t−1) piθ (xt+1 | yt+1:T ) dxt−1:t+1,
for a fixed time T > 4 and some t ∈ {3, . . . , T − 2}. Essentially, we use the output of
Algorithm 13 (which is an O (N) method) to calculate an approximation of each of these
marginals; the exact formula is presented in Section 3.1.2 as equation (3.1.4). Calculation
of our estimate isO (N) in complexity, which can be beneficial when one wants to quickly
run SMC repeatedly (as in PMCMC). However, a major potential issue for our strategy is
Chapter 3. Generalised Two-filter Smoothing and Particle Markov chain Monte
Carlo 92
that the samples which are used to calculate pˆθ (y1:t−2) are drawn independently from the
samples which are used to calculate pˆθ (yt+2:T ). Thus, our estimate can have a high vari-
ability under the wrong algorithmic settings, thereby nullifying the benefits of Zˆθ,1:T being
O (N) in complexity. We do identify algorithmic settings that will significantly reduce the
variance (see below), but these settings will often times not be available analytically and
they will need to be approximated.
Section 3.1 also presents a central limit theorem for our estimate. The asymptotic vari-
ance term of that central limit theorem is very difficult to evaluate analytically, and so we
explore the estimate’s variability via two numerical examples (a linear Gaussian model and
a stochastic volatility model) in Section 3.2. The numerical analysis leads to two insights:
• within Algorithm 13, when one sets the sequence of pseudo-priors {ξn,θ}n≥1 to be
{pi (xn | y1:n−1)}n≥1, the incremental weights of Algorithm 11 are equal to one; and
• our O (N) unbiased estimate of the marginal likelihood has a much lower variance
than that obtained by Algorithm 7 (the SMC filter) when the sequence {ξn,θ}n≥1 =
{pi (xn | y1:n−1)}n≥1 is employed.
These findings motivate the application of our unbiased estimate in developing a new
PMMH algorithm which uses generalised two-filter smoothing to sample from the latent
process of an HMM in lieu of the SMC filter; we develop the algorithm in Section 3.4
and compare it in Section 3.5 to single-filter PMCMC. In those same sections, we also
formulate and test a new PG sampler. The new PMCMC algorithms only converge faster
than their single-filter counterparts when ξn,θ (xn) = piθ (xn | y1:n−1), meaning that using
two filters as opposed to one is not actually all that beneficial when running PMCMC.
Rather, the optimal sequence {ξn,θ}n≥1 = {pi (xn | y1:n−1)}n≥1 is the real driver of any
boost in performance, and perhaps one should instead aim to employ Algorithm 11 (with
{ξn,θ}n≥1 ≈ {pi (xn | y1:n−1)}n≥1) when possible.
Finally, the discovery of the optimal sequence {ξn,θ}n≥1 = {pi (xn | y1:n−1)}n≥1 is dis-
cussed further in Section 3.3, where we identify an ideal O (N) smoothing algorithm that
only requires a single backward pass. The ideal algorithm is analytically unavailable for
most models, but we do formulate and test algorithms that approximate it in Sections 3.6
Chapter 3. Generalised Two-filter Smoothing and Particle Markov chain Monte
Carlo 93
and 3.7. Unfortunately, these alternative algorithms prove to have high variance. Section
3.8 concludes the chapter with a summary and discussion.
3.1 Unbiased estimates of the marginal likelihood for HMMs
Our effort to expedite the convergence of a PMMH algorithm targeting an HMM begins
with a study of how one might reduce the variance of Zˆθ, which is used to calculate the
acceptance probability of a PMMH algorithm. Recall the HMM of Section 2.2. If one were
to run Algorithm 7 through time T , an unbiased estimate of the marginal likelihood could
be calculated via (2.7.1). Using two filters as opposed to one could possibly reduce the
variance of an estimate of Zθ,1:T . Thus, we now show that it is possible to use Algorithm
13 to calculate an O (N) unbiased estimate of Zθ,1:T . We first review the derivation of
an O (N2) unbiased estimate, from which a derivation of the O (N) unbiased estimate
follows.
3.1.1 Estimate of complexity O (N 2)
We begin with the two-filter smoothing formula (2.2.7),
piθ (xt | y1:T ) = piθ (xt | y1:t−1) piθ (yt:T | xt)
pθ (yt:T | y1:t−1) ·
ξt,θ (xt)
ξt,θ (xt)
=
∫
piθ (xt−1 | y1:t−1) fθ (xt | xt−1) dxt−1piθ (xt | yt:T ) p˜θ (yt:T )
pθ (yt:T | y1:t−1) ξt,θ (xt) ,
where piθ is the artificial density constructed to be the target of Algorithm 11. This implies
pθ (yt:T | y1:t−1) piθ (xt | y1:T ) =
∫
piθ (xt−1 | y1:t−1) fθ (xt | xt−1) dxt−1
ξt,θ (xt)
×
piθ (xt | yt:T ) p˜θ (yt:T ) ,
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which subsequently implies
pθ (y1:T ) = pθ (y1:t−1) p˜θ (yt:T )
∫
piθ (xt−1 | y1:t−1) fθ (xt | xt−1)
ξt,θ (xt)
piθ (xt | yt:T ) dxt:t−1
= pθ (y1:t−1) p˜θ (yt:T )
∫
fθ (xt | xt−1)
ξt,θ (xt)
×
piθ (x1:t−1 | y1:t−1)
piθ (x1:t−2 | y1:t−2) qθ (xt−1 | xt−2) ·
piθ (xt:T | yt:T )
piθ (xt+1:T | yt+1:T ) qθ (xt | xt+1)×
piθ (x1:t−2 | y1:t−2) piθ (xt+1:T | yt+1:T ) qθ (xt−1 | xt−2) qθ (xt | xt+1) dx1:T .
Recalling the definitions of the weights (2.8.2) and (2.9.7) yields
pθ (y1:T ) = pθ (y1:t−1) p˜θ (yt:T )
pθ (y1:t−2)
pθ (y1:t−1)
p˜θ (yt+1:T )
p˜θ (yt:T )
∫
fθ (xt | xt−1)
ξt,θ (xt)
−→
W t−1
←−
W t×
piθ (x1:t−2 | y1:t−2)piθ (xt+1:T | yt+1:T ) qθ (xt−1 | xt−2) qθ (xt | xt+1) dx1:T .
Recall that we are using rightward and leftward arrows to distinguish between forward and
backward incremental weights, respectively. The final form of the marginal likelihood is
Zθ,1:T = pθ (y1:t−2) p˜θ (yt+1:T )
∫
fθ (xt | xt−1)
ξt,θ (xt)
−→
W t−1
←−
W t× (3.1.1)
piθ (xt−2 | y1:t−2) piθ (xt+1 | yt+1:T ) qθ (xt−1 | xt−2) qθ (xt | xt+1) dxt−2:t+1.
Algorithms 7 and 11 can be used to approximate (3.1.1) via the formula
Zˆθ,1:T =
t−2∏
n=1
[
1
N
N∑
j=1
−→
W jn
]
T−t−1∏
n=0
[
1
N
N∑
j=1
←−
W jT−n
][
1
N2
N∑
i=1
N∑
j=1
←−
W it
−→
W jt−1
fθ
(←−x it | −→x jt−1)
ξt,θ (
←−x it)
]
.
(3.1.2)
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3.1.2 Estimate of complexity O (N)
The estimate (3.1.2) is perhaps slightly undesirable, as it has a computational cost of
O (N2) due to the term
1
N2
N∑
i=1
N∑
j=1
←−
W it
−→
W jt−1
fθ
(←−x it | −→x jt−1)
ξt,θ (
←−x it)
.
This term dictates how the forward and backward filters are combined at the meeting time
t. Thus, we can reduce the computational cost to O (N) if we change how the forward and
backward filters meet. To that end, we turn to Algorithm 13.
In order to use Algorithm 13, the expression (3.1.1) must be adjusted. Recalling the
definitions of the weights (2.8.2) and (2.9.7) yields
pθ(y1:T ) = pθ (y1:t−1) p˜θ (yt+1:T )
∫
piθ (xt−1 | y1:t−1) piθ (xt+1 | yt+1:T )×
fθ (xt | xt−1) fθ (xt+1 | xt)
ξt+1,θ (xt+1)
gθ (yt | xt) dxt−1:t+1.
We can again apply some standard manipulations to obtain
pθ(y1:T ) = pθ (y1:t−1) p˜θ (yt+1:T )
∫
fθ (xt | xt−1) fθ (xt+1 | xt)
ξt+1,θ (xt+1)
gθ (yt | xt)×
piθ (x1:t−1 | y1:t−1)
piθ (x1:t−2 | y1:t−2) qθ (xt−1 | xt−2) ·
piθ (xt+1:T | yt+1:T )
piθ (xt+2:T | yt+2:T ) qθ (xt+1 | xt+2)×
piθ (x1:t−2 | y1:t−2) piθ (xt+2:T | yt+2:T ) qθ (xt−1 | xt−2) qθ (xt+1 | xt+2) dx1:T ,
and using the definitions of the weights (2.8.2) and (2.9.7) leads to
pθ(y1:T ) = pθ (y1:t−1) p˜θ (yt+1:T )
pθ (y1:t−2)
pθ (y1:t−1)
· p˜θ (yt+2:T )
p˜θ (yt+1:T )
×∫
fθ (xt | xt−1) fθ (xt+1 | xt)
ξt+1,θ (xt+1)
gθ (yt | xt)−→W t−1←−W t+1×
piθ (x1:t−2 | y1:t−2) piθ (xt+2:T | yt+2:T )×
qθ (xt−1 | xt−2) qθ (xt+1 | xt+2) dx1:T .
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The final form of the marginal likelihood will be
Zθ,1:T = pθ (y1:t−2)p˜θ (yt+2:T )
∫
fθ (xt | xt−1) fθ (xt+1 | xt)
ξt+1,θ (xt+1)
× (3.1.3)
gθ (yt | xt)−→W t−1←−W t+1piθ (xt−2 | y1:t−2) piθ (xt+2 | yt+2:T )×
qθ (xt−1 | xt−2) qθ (xt+1 | xt+2) dxt−2:t+2.
We can run Algorithm 13 and approximate (3.1.3) via the formula
Zˆθ,1:T =
t−2∏
n=1
[
1
N
N∑
j=1
−→
W jn
]
T−t−2∏
n=0
[
1
N
N∑
j=1
←−
W jT−n
][
1
N3
N∑
l=1
−→
W
i(l)
t−1W
l
t
←−
W
j(l)
t+1
]
. (3.1.4)
Under assumption (A1) (which is detailed in the chapter appendix in Section A), the
following theorem states that the estimate (3.1.4) is unbiased. It provides a central limit the-
orem for the expression as well; the notations for the expression of the asymptotic variance
are defined in the chapter appendix in Section A.
Theorem 3.1.1 We have
E[Zˆθ,1:T ] = Zθ,1:T ∀θ ∈ Θ.
In addition, assume (A1). Then for fixed T > 4, t ∈ {3, . . . , T −2} and any θ ∈ Θ we have
√
N(Zˆθ,1:T − Zθ,1:T )⇒ Aθ
where Aθ ∼ N (0, σ2t,T (θ)) with
σ2t,T (θ) = σ
2−→γ t−1,θ
(−→
W t−1
←−γ t+1,θ[←−W ξt+1Igf (., ·)]
)
+ σ2←−γ t+1,θ
(←−
W ξt+1
−→γ t−1,θ(−→W t−1Igf (·, .))
)
where, for ϕ ∈ Bb(R2dx),
σ2−→γ t−1,θ(ϕ) =
t−1∑
q=1
−→γ q,θ(1)2−→η q,θ
([−→
Q q,t−1(ϕ)−−→η q,θ(−→Q q,t−1(ϕ))
]2)
σ2←−γ t+1,θ(ϕ) =
T−t−1∑
q=0
←−γ T−q,θ(1)2←−η T−q,θ
([←−
QT−q,t+1(ϕ)−←−η T−q,θ(←−QT−q,t+1(ϕ))
]2)
.
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In the expression for σ2−→γ t−1,θ(ϕ), each summand gives the variance of a forward filter start-
ing at time point q and ending at time point (t − 1). The variance is taken with respect
to the sampling law of the forward filter. The expression for σ2←−γ t+1,θ(ϕ) has an analogous
interpretation for the backward filter.
Remark 3.1.1 The delta method can be used to obtain
√
N
(
log
(
Zˆθ,1:T
)
− log (Zθ,1:T )
)
⇒ A∗θ
where A∗θ ∼ N
(
0,
σ2t,T (θ)
Z2θ,1:T
)
. Under some additional mixing conditions, one can establish
that the asymptotic variance obeys
σ2t,T (θ)
Z2θ,1:T
≤ C1,θ(t− 1) + C2,θ(T − t)
where C1,θ(t − 1) is Algorithm 7’s L2-relative error and C2,θ(T − t) is Algorithm 11’s
L2-relative error. Thus, the central limit theorem provides little intuition on how to select
t. It simply implies that if the forward filter performs better, one should choose a large t,
and vice versa.
Remark 3.1.2 For some function ϕ : Rdx → R with ϕ ∈ Bb(Rdx), consider the expecta-
tion E[ϕ(Xt) | y1:T ], which is taken with respect to the joint smoothing distribution, with
3 ≤ t ≤ T − 2. One can show that
1
Zˆθ,1:T
t−2∏
n=1
[
1
N
N∑
j=1
−→
W jn
]
T−t−2∏
n=0
[
1
N
N∑
j=1
←−
W jT−n
][
1
N3
N∑
l=1
ϕ(xlt)
−→
W
i(l)
t−1W
l
t
←−
W
j(l)
t+1
]
(3.1.5)
is an unbiased estimate of E[ϕ(Xt) | y1:T ]. Furthermore, we have been using piθ (xt, y1:t)
to denote the joint density of (xt, y1:t). If we momentarily abuse our notation and use
piθ (xt, y1:t) to denote the probability measure as well, we can denote (3.1.5) as pˆiθ (ϕ(xt), y1:t) /Zˆθ,1:T
and E[ϕ(Xt) | y1:T ] as piθ (ϕ(xt), y1:t) /Zθ,1:T . Standard calculations (for example, as on
[23, page 301]) then yield
pˆiθ (ϕ(xt), y1:t)
Zˆθ,1:T
− piθ (ϕ(xt), y1:t)
Zθ,1:T
=
Zθ,1:T
Zˆθ,1:T
pˆiθ
(
1
Zθ,1:T
[
ϕ(xt)− piθ (ϕ(xt), y1:t)
Zθ,1:T
])
.
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From the proof in Section A, one can deduce that Zθ,1:T/Zˆθ,1:T converges in probability to
one and, for ϕ˜ = 1
Zθ,1:T
[
ϕ(xt)− piθ (ϕ(xt), y1:t)/Zθ,1:T
]
,
√
Npˆiθ
(
1
Zθ,1:T
[
ϕ(xt)− piθ (ϕ(xt), y1:t)
Zθ,1:T
])
⇒ Aθ(ϕ˜).
We have Aθ(ϕ˜) ∼ N (0, σ2t,T (ϕ˜)) with
σ2t,T (ϕ˜) = σ
2−→γ t−1,θ
(−→
W t−1
←−γ t+1,θ[←−W ξt+1Igfϕ˜(., ·)]
)
+ σ2←−γ t+1,θ
(←−
W ξt+1
−→γ t−1,θ(−→W t−1Igfϕ˜(·, .))
)
and
Igfϕ˜(x˜t−1, x˜t+1) =
∫
Rdx
gθ(yt|xt)ϕ˜(xt)fθ(x˜t+1 | xt)fθ(xt | x˜t−1)dxt.
3.2 Numerical comparison of O (N) estimates
We now compare the variability of (3.1.4) to that of (2.7.1) and show that under certain
settings and scenarios, (3.1.4) is preferred to (2.7.1); we do this via numerical illustration
because the asymptotic variance expression in Theorem 3.1.1 is too difficult to evaluate
analytically. We consider two example HMMs. The first is a simple linear Gaussian model
[36, Section 4]:
X0 ∼ N (µ0,Σ0)
Xn+1 | (X1:n = x1:n, Y1:n = y1:n) ∼ N (Fxn, Q) = fθ (xn+1 | xn)
Yn | (X1:n = x1:n, Y1:n−1 = y1:n−1) ∼ N (Gxn, R) = gθ (yn | xn)
G = (1, 0) F =
(
1 1
0 1
)
R = τ 2 Q = ν2
(
1
3
1
2
1
2
1
)
.
(3.2.1)
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The second is a more challenging non-linear, non-Gaussian stochastic volatility model [88]:
X0 ∼ N (µ0,Σ0) (3.2.2)
Xn+1 | (X1:n = x1:n, Y1:n = y1:n) ∼ N
(
xn, ν
2
)
= fθ (xn+1 | xn)
Yn | (X1:n = x1:n, Y1:n−1 = y1:n−1) ∼ Ga (1, τ · exp(xn)) = gθ (yn | xn) .
For (3.2.1), Algorithm 7 is used to calculate Zˆθ,1:T via (2.7.1) and Algorithm 13 is used to
calculate Zˆθ,1:T via (3.1.4). Two versions of Algorithm 13 are implemented:
• Type A: Only the predict equations of Algorithm 1 are used to determine the mean
and covariance for {ξ1:T,θ}. In other words, the observations do not influence the
calculation of the pseudo-priors. This technique yields a sequence of pseudo-priors
that are not ideal but are reflective of the information that might be available in an
application of interest.
• Type B: The predict and the update equations of Algorithm 1 are used to determine
the mean and covariance for the sequence of pseudo-priors (i.e., the observations do
influence {ξ1:T,θ}). This technique yields a sequence of pseudo-priors that each take
the form piθ(xn | y1:n−1). The pseudo-priors are optimal in the sense that they lead
to incremental weights in Algorithm 11 that are of minimum variability (see Section
3.3). Note that these priors would generally not be available for many models.
For (3.2.2), we again compare (2.7.1) and (3.1.4) by running Algorithms 7 and 13. How-
ever, as the optimal pseudo-priors are not analytically available for this model, we only run
the Type A version of Algorithm 13.
In each example, we calculate
log
[
V
[
ZˆAlgo7θ,1:T
]]
− log
[
V
[
ZˆAlgo13θ,1:T
]]
for different pairs of values of the state noise ν and the observation noise τ , where the
variance is taken with respect to the appropriate algorithm. As Theorem 3.1.1 does not
specify an optimal t, we run two batches of experiments. In the first batch, t = T/2. In
the second batch, t varies from one simulation to the next; it is sampled from a discrete
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uniform on
(
T
4
, 3T
4
)
centred at T/2.
3.2.1 Linear Gaussian model
For all simulations, the filters use the optimal importance densities and β resampling
weights as defined in [36, Appendix A]:
qθ
(−→x n | −→x in−1, yn) ∝ N (−→x n | µin|n−1,Σn|n−1)
qθ
(←−x n | ←−x jn+1, yn) ∝ N (←−x n | µjn|n+1,Σn|n+1)
qθ
(
xt | −→x i(l)t−1,←−x j(l)t+1, yt
)
∝ N (xt | µlt|T ,Σt|T )
−→
β
i(l)
t−1 ∝
−→
W
i(l)
t−1N
(
yt | GF−→x i(l)t−1, R +GQG
′
)
←−
β
j(l)
t+1 ∝
←−
W
j(l)
t+1N
(
yt | G
(
F˜t
←−x j(l)t+1 + Q˜tΣ−1t µt
)
, R +GQ˜tG
′
)
,
where
F˜t = ΣtF
′
Σ−1t+1
Q˜t = ΣtF
′
Σ−1t+1QF
′−1
Σn|n−1 =
(
Q−1 +G
′
R−1G
)−1
µin|n−1 = Σn|n−1
(
Q−1F−→x in−1 +G
′
R−1yn
)
Σn|n+1 =
(
Σ−1n +G
′
R−1G+ F
′
Q−1F
)−1
µjn|n+1 = Σn|n+1
(
Σ−1n µn +G
′
R−1yn + F
′
Q−1←−x jn+1
)
Σt|T =
(
Q−1 +G
′
R−1G+ F
′
Q−1F
)−1
µlt|T = Σt|T
(
Q−1F−→x i(l)t−1 +G
′
R−1yt + F
′
Q−1←−x j(l)t+1
)
and Σn and µn are the variance and mean of the pseudo-prior, respectively, at time n.
When t = T/2, we consider values for ν2 and τ 2 that range from one to 98 in steps of
seven, and 50 simulations per pair (ν2, τ 2) are run. When t is allowed to vary, ν2 and τ 2
range from one to 99 in steps of 33, and we run 300 simulations per pair of values. The
experiment is repeated under different values of N and T . Algorithms 7 and 13 always
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require approximately the same computational time (approximately two seconds per run
for the case where T = 100 and N = 200, using a Linux workstation with an Intel Core 2
Quad Q9550 CPU at 2.83 GHz).
We acknowledge that this experiment does not follow a full factorial design. As with
other numerical analyses in this thesis, the simulations have quite a long running time
(especially when one wants to run the same algorithm 50 or 300 times per algorithmic
setting). In order to test a more broad range of scenarios in a timely fashion (with the
computational power that is available to us), we skip some of the scenarios that one would
have chosen in a full factorial design.
Results
• T = 100, N = 200, fixed t: see Figure 3.2.1
• T = 200, N = 200, fixed t: see Figure 3.2.1
• T = 300, N = 300, fixed t: see Figure 3.2.1
• T = 100, N = 2000, fixed t: see Figure 3.2.2
• T = 200, N = 2000, fixed t: see Figure 3.2.2
• T = 300, N = 2000, fixed t: see Figure 3.2.2
• T = 100, N = 1000, variable t: see Figure 3.2.3
• T = 200, N = 1000, variable t: see Figure 3.2.3
• T = 300, N = 1000, variable t: see Figure 3.2.3
When the Type A version of Algorithm 13 runs, the variability of (2.7.1) is much lower than
the variability of (3.1.4) in most cases, as the combination step of Algorithm 13 is a major
source of variability (this is explained in the next paragraph). When the state noise is large
relative to the observation noise, the combination step performs better and the variances of
the two algorithms are about the same. The figures also illustrate that the results do not
change significantly as T or N is increased.
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With the Type B version of Algorithm 13, we see that the two-filter smoother outper-
forms the forward filter by several orders of magnitude in most cases. One will also notice
that the two-filter algorithm outperforms the forward filter even more as T becomes larger,
whereas increases in N do not change the output. However, when the observation noise is
large relative to the state noise, the forward filter algorithm provides the more consistent
estimates. This phenomenon is likely a result of the combination step of the two-filter al-
gorithm. When the hidden Markov process cannot vary widely relative to the observation
noise, the chances of the forward and backward chains meeting naturally are small. We
force them to meet when we propagate at the midpoint t, which is why the algorithm pro-
duces such variable results over several simulations. This variability becomes worse as τ 2
is increased, as the observations provide even less information to guide the hidden process.
The significance of these results is explained in Section 3.3.
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Figure 3.2.1: Here we focus on small values for N , with Type A simulations at left and
Type B at right. We set T = 100 (top), 200 (middle), and 300 (bottom). Each block
represents the average of 50 simulations. In the two-filter SMC algorithm, the filters meet
at the fixed time point T/2.
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Figure 3.2.2: Here we focus on large values forN , with Type A simulations at left and Type
B at right. We set T = 100 (top), 200 (middle), and 300 (bottom). Each block represents
the average of 50 simulations. In the two-filter SMC algorithm, the filters meet at the fixed
time point T/2.
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Figure 3.2.3: In the two-filter SMC algorithm, the filters now meet at a variable time point
(with Type A simulations at left and Type B at right). We set T = 100 (top), 200 (mid-
dle), and 300 (bottom), with large values for N . Each block represents the average of 300
simulations.
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3.2.2 Stochastic volatility model
In this model, the optimal importance distributions and optimal β resampling weights are
analytically unavailable. Thus, Algorithms 7 and 11 propagate via the model’s Markov
dynamics, and we use
−→
β
i(l)
t−1 =
−→
W
i(l)
t−1 and
←−
β
j(l)
t+1 =
←−
W
j(l)
t+1. When t = T/2, we consider
values for τ that range from one to 98 in steps of seven, and we allow ν to range from 0.25
to seven in steps of 0.5. Fifty simulations are run per pair (ν, τ). When t varies, τ ranges
from one to 99 in steps of 33 and ν ranges from 0.25 to 9 in steps of three. We run 300
simulations per pair (ν, τ). The experiment is again repeated under different values of N
and T . Algorithms 7 and 13 always require approximately the same computational time
(approximately two seconds per run for the case where T = 100 and N = 200).
Results
• T = 100, N = 200, fixed t: see Figure 3.2.4
• T = 200, N = 200, fixed t: see Figure 3.2.4
• T = 300, N = 300, fixed t: see Figure 3.2.4
• T = 100, N = 2000, fixed t: see Figure 3.2.4
• T = 200, N = 2000, fixed t: see Figure 3.2.4
• T = 300, N = 2000, fixed t: see Figure 3.2.4
• T = 100, N = 1000, variable t: results not pictured
• T = 200, N = 1000, variable t: results not pictured
• T = 300, N = 1000, variable t: results not pictured
The combination step of Algorithm 13 is still a source of variability. In all scenarios, the
two-filter algorithm outperforms the forward filter algorithm as one increases the state noise
relative to the observation noise (as in the linear Gaussian example of Section 3.2.1). Also,
one can observe the increased variability of (3.1.4) when T is increased and its decreased
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variability when N is increased. This trend can be traced back to the degeneracy of the
backward filter. Recall that we use sub-optimal importance distributions in the forward
and backward filters. Thus, changes to T and N have a significant impact on the filters’
degeneracy and variability. When we increase T , the backward filter’s effective sample
size decreases more than that of the forward filter and the estimate (3.1.4) suffers. When
we increase N , the backward filter’s degeneracy becomes less of an issue and the estimate
(3.1.4) shows less variability. These results are in line with Remark 3.1.1.
Note that while we monitor the effective sample sizes of the two filters throughout the
simulations, we do not report the values here. Also, as the results are the same regardless
of whether t is fixed or allowed to vary, we omit the plots for a variable t.
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Figure 3.2.4: Left: small values for N . Right: large values for N . We set T = 100 (top),
200 (middle), and 300 (bottom). Each block represents the average of 50 simulations. In
the two-filter SMC algorithm, the filters meet at the fixed time point T/2.
3.2.3 Primary findings
The simulations from Sections 3.2.1 and 3.2.2 demonstrate that the variability of (3.1.4)
is really only significantly reduced in a broad range of scenarios when the pseudo-priors
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each take the form piθ(xn | y1:n−1), and by running the Type A and Type B algorithms,
we illustrated just how significant that boost in performance can be. Although the Type
B algorithmic settings will generally not be available in a real application of interest, the
findings still suggest that one should aim to use a pseudo-prior that approximates piθ(xn |
y1:n−1) as closely as possible when trying to obtain low variance estimates of the HMM
normalising constant.
3.3 Optimal pseudo-priors
We now take a closer look at the results of Section 3.2.1. Recall the sequence of targets
(2.9.3) and (2.9.4) for Algorithm 11:
piθ (xn:T | yn:T ) =
ξn,θ (xn) gθ (yn | xn)
[∏T
k=n+1 gθ (yk | xk) fθ (xk | xk−1)
]
Z˜θ,n:T
, (3.3.1)
for n ∈ {t, . . . , T − 1}. In the Type B simulations of Section 3.2.1, ξn,θ was set to equal
piθ (xn | y1:n−1) for all n ∈ {t, . . . , T}. With ξn,θ = piθ (xn | y1:n−1), the expression (3.3.1)
becomes
piθ (xn:T | y1:T ) =
piθ (xn | y1:n−1) gθ (yn | xn)
[∏T
k=n+1 gθ (yk | xk) fθ (xk | xk−1)
]
Z˜θ,n:T
(3.3.2)
for n ∈ {t, . . . , T − 1}, which is a sequence of targets that each condition on the full
set of observations y1:T . In other words, the backward filter becomes an O (N) backward
smoother. When we use ξn,θ = piθ (xn | y1:n−1), the incremental weights of this backward
smoother also have a low variance. At times T − 1 through t,
←−
W n ∝ piθ (xn:T | y1:T )
piθ (xn+1:T | y1:T ) qθ (xn | xn+1) (3.3.3)
∝ piθ (xn+1:T | y1:T ) piθ (xn | xn+1:T , y1:T )
piθ (xn+1:T | y1:T ) qθ (xn | xn+1) =
piθ (xn | xn+1:T , y1:T )
qθ (xn | xn+1) .
In our simulations, we set qθ (xn | xn+1) = qθ,opt (xn | xn+1, yn) = piθ (xn | xn+1:T , y1:T ),
thereby yielding incremental weights equal to one. These weights offer a significant boost
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in performance over the forward filter, where the targets can differ significantly from
one another from one time point to the next and the incremental weights are equal to
piθ (yn | xn−1). The Type B two-filter algorithm performs so well because, essentially, it
replaces the latter steps of a degenerate forward filter with a backward filter that does not
degenerate with time. For this reason, the Type B two-filter algorithm outperforms the
forward filter even more as T becomes larger.
With the optimal pseudo-priors available (they are optimal in the sense that they lead
to incremental weights which are each equal to one and allow for exact sampling of the
target), one could ignore the combination step of the two-filter algorithm and reduce the
variability of the estimate of the marginal likelihood even further by only running the back-
ward smoother from time T to time one. One could also perform backward smoothing with
very low variance.
Our study of estimating the marginal likelihood via generalised two-filter smoothing
now branches into two pursuits. In Sections 3.4 and 3.5, we apply our O (N) unbiased
estimate and the two-filter smoother in developing new PMCMC algorithms. In Sections
3.6 and 3.7, we use the newly discovered optimal pseudo-priors to explore some alternative
smoothing algorithms.
3.4 Application of generalised two-filter smoothing in PMCMC
The previous sections show that the estimate (3.1.4) has a lower variance than (2.7.1) under
the appropriately chosen settings. In Algorithm 22, one uses an estimate of the marginal
likelihood to compute the acceptance probability. A better estimate of Zθ,1:T may lead to
a PMMH that converges faster. Thus, we motivate the application of two-filter smoothing
within PMMH (i.e., we aim to replace the forward filter used in Algorithm 22 with Algo-
rithm 13). Also, as Zˆθ,1:T is computed via the SMC incremental weights, a better estimate
implies that the incremental weights are also more precise. This latter point means that the
generalised two-filter formula could potentially aid the performance of a PG sampler as
well.
We now apply two-filter smoothing within PMCMC, for the purpose of estimating the
static parameter θ ∈ Θ ⊆ Rdθ when t is variable and T is fixed. For completeness, we first
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present samplers that are of complexity O (N2) per iteration. We then present samplers
that are of complexity O (N).
3.4.1 Samplers of complexity O (N 2)
The goal is to introduce Algorithm 12 into Algorithms 22 and 24 in order to sample from
pi (θ, x1:T | y1:T ) ∝ pi (θ) γθ (x1:T , y1:T )
Zθ,1:T
. (3.4.1)
Just as in Section 2.18, we start by building an extended target piN . Algorithm 12 uses
forward and backward filters that meet at a time t. Thus, an auxiliary random variable t is
added to the state space of (3.4.1):
piN (θ, t, x1:T | y1:T ) ∝ piT (t)pi (θ) γθ (x1:T , y1:T )
Zθ,1:T
, (3.4.2)
where t is drawn from some arbitrary piT (t). Next, we already know from Section 2.18
that when one excludes the very final resampling step, the joint density of the variables
simulated by the forward filter through time (t− 1) will follow (2.18.1). The joint density
of the variables simulated by the backward filter (Algorithm 11) will similarly be
←−
ψ θ(
←−x t:T ,←−a t+1:T ) =
[ N∏
i=1
qθ(
←−x iT )
][ T−t∏
n=1
r(←−a T−n+1|←−w T−n+1)
N∏
i=1
qθ(
←−x iT−n|←−x a(i)T−n+1)
]
,
(3.4.3)
where r(←−a T−n+1|←−w T−n+1) =
∏N
i=1
←−w a(i)T−n+1. One can use (2.18.1), (3.4.2), and (3.4.3) to
establish an extended target as
piN
(
θ, t,−→x 1:t−1,−→k ,−→a 1:t−2,←−x t:T ,←−k ,←−a t+1:T | y1:T
)
= (3.4.4)
piT (t)
pi
(
θ,−→x k1:t−1,←−x kt:T | y1:T
)
NT
·
−→
ψ θ (
−→x 1:t−1,−→a 1:t−2)
qθ
(−→x k1) (∏t−1n=2−→w a(k)n−1qθ (−→x kn | −→x a(k)n−1))×
←−
ψ θ (
←−x t:T ,←−a t+1:T )
qθ
(←−x kT ) (∏T−tn=1←−w a(k)T−n+1qθ (←−x kT−n | ←−x a(k)T−n+1)) .
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To keep the discussion as simple as possible, we limit piT (t) so t cannot equal 1 or T .
The expression (3.4.4) looks somewhat complicated. To obtain a more usable form, we
first replace the normalised weights with the un-normalised weights:
= piT (t)
1
N2
pi
(
θ,−→x k1:t−1,←−x kt:T | y1:T
)(∏t−2n=1 1N ∑Ni=1−→W in)−→ψ θ (−→x 1:t−1,−→a 1:t−2)
qθ
(−→x k1) (∏t−1n=2−→W a(k)n−1qθ (−→x kn | −→x a(k)n−1)) ×(∏T−t
n=1
1
N
∑N
i=1
←−
W iT−n+1
)←−
ψ θ (
←−x t:T ,←−a t+1:T )
qθ
(←−x kT ) (∏T−tn=1←−W a(k)T−n+1qθ (←−x kT−n | ←−x a(k)T−n+1))
Expanding pi
(
θ,−→x k1:t−1,←−x kt:T | y1:T
)
, expanding the products in the denominator, and sim-
plifying gives us:
=
pi (θ)
Zθ,1:T
piT (t)
1
N2
·
gθ
(
yt−1 | −→x kt−1
)
fθ
(−→x kt−1 | −→x a(k)t−2 ) gθ (yt | ←−x kt )
qθ
(−→x kt−1 | −→x a(k)t−2 ) qθ (←−x kt | ←−x a(k)t+1 ) ×
fθ
(←−x a(k)t+1 | ←−x kt) fθ (←−x kt | −→x kt−1)
ξt+1,θ
(←−x a(k)t+1 )
[ t−2∏
n=1
1
N
N∑
i=1
−→
W in
][ T−t∏
n=1
1
N
N∑
i=1
←−
W iT−n+1
]
×
−→
ψ θ (
−→x 1:t−1,−→a 1:t−2)←−ψ θ (←−x t:T ,←−a t+1:T ) .
Recall the definitions of the weights (2.8.2) and (2.9.7) to obtain the final form:
=
pi(θ)
Zθ,1:T
piT (t)Zˆθ,1:t−2Zˆθ,t+1:T
1
N2
−→
W kt−1
←−
W kt× (3.4.5)
fθ(
←−x kt | −→x kt−1)
ξt,θ(
←−x kt )
−→
ψ θ (
−→x 1:t−1,−→a 1:t−2)←−ψ θ (←−x t:T ,←−a t+1:T ).
Assuming that we can sample θ ∈ Θ using the conditional density q (θ | ζ), which
is a density that conditions on a current accepted value ζ ∈ Θ, we can define a PMMH
algorithm with proposal density
qN
(
θ, t,−→x 1:t−1,−→k ,−→a 1:t−2,←−x t:T ,←−k ,←−a t+1:T
)
∝
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q (θ | ζ) piT (t)−→ψ θ (−→x 1:t−1,−→a 1:t−2)←−ψ θ (←−x t:T ,←−a t+1:T )−→W kt−1
←−
W kt
fθ(
←−x kt | −→x kt−1)
ξt,θ(
←−x kt )
as in Algorithm 26. The acceptance probability of the PMMH will be
1 ∧ pi(θ
∗)
pi(θ)
q(θ | θ∗)
q(θ∗ | θ)
Zˆθ∗,1:T
Zˆθ,1:T
.
Particle Gibbs
Furthermore, all random variables can be sampled from their full conditionals defined by
the target’s two forms: (3.4.4) and (3.4.5). Plus, given the prior pi (θ), assume that we can
sample θ using the conditional density
pi (θ | x1:T , y1:T ) ∝ pi (θ)
T∏
n=1
gθ (yn | xn) fθ (xn | xn−1), (3.4.6)
which is invariant to changes to t. A PG sampler can therefore be defined as in Algorithm
27. In Step 1 of the PG sampler, we make use of the fact that
piN (t | · · · ) = piN (t | θ,−→x k1:t−1,←−x kt:T , y1:T ) = piT (t).
In other words, the target path x1:T is invariant to changes in t, and so the full conditional
for t is the arbitrary density given to t. We additionally implement the discussion point of
[89], where we sample the individual elements of (−→a k1:t−1,←−a kt:T ) via their full conditionals
(as opposed to implicitly sampling the full paths via
−→
k and
←−
k ). This sampling scheme aids
in the exploration of all possible ancestries and helps the PG sampler to mix more quickly
[20].
3.4.2 Samplers of complexity O (N)
Algorithms 26 and 27 have a high computational cost. It would be preferable to develop
analogues that areO (N) in complexity. Assume again that we want to sample from (3.4.1),
and sampling from (3.4.6) is feasible. We now aim to apply Algorithm 13 within the
PMCMC framework.
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Algorithm 26 O (N2) two-filter PMMH
• Step 0: Draw θ and t from their priors. All remaining random variables can be
sampled from their full conditionals defined by the target (3.4.5):
- Sample −→x 1:t−1,−→a 1:t−2 | · · · ∼ −→ψ θ (·) via Algorithm 7, excluding the final resam-
pling step.
- Sample←−x t:T ,←−a t+1:T | · · · ∼ ←−ψ θ (·) via Algorithm 11, excluding the final resam-
pling step.
- Choose
−→
k ,
←−
k with probability proportional to
−→
W kt−1
←−
W kt
fθ(
←−x kt |−→x kt−1)
ξt,θ(
←−x kt )
.
Finally, calculate the marginal likelihood estimate, Zˆθ,1:T , via (3.1.2).
• Step 1: Sample θ∗ ∼ q (· | θ). All remaining random variables can be sampled from
their full conditionals defined by the target (3.4.5):
- Choose t∗ ∼ piT (·).
- Sample −→x ∗1:t∗−1,−→a ∗1:t∗−2 | · · · ∼
−→
ψ θ∗ (·) via Algorithm 7, excluding the final
resampling step.
- Sample ←−x ∗t∗:T ,←−a ∗t∗+1:T | · · · ∼
←−
ψ θ∗ (·) via Algorithm 11, excluding the final re-
sampling step.
- Choose
−→
k ∗,
←−
k ∗ with probability proportional to
−→
W k
∗
t∗−1
←−
W k
∗
t∗
fθ∗ (
←−x k∗
t∗ |−→x k
∗
t∗−1)
ξt∗,θ∗ (
←−x k∗
t∗ )
.
Finally, calculate the marginal likelihood estimate, Zˆθ∗,1:T , via (3.1.2).
• Step 2: With acceptance probability
1 ∧ pi(θ
∗)
pi(θ)
q(θ | θ∗)
q(θ∗ | θ)
Zˆθ∗,1:T
Zˆθ,1:T
,
set θ=θ∗, t=t∗, −→x 1:t−1=−→x ∗1:t∗−1, −→a 1:t−2=−→a ∗1:t∗−2, ←−x t:T=←−x ∗t∗:T , ←−a t+1:T = ←−a ∗t∗+1:T ,−→
k =
−→
k ∗, and
←−
k =
←−
k ∗.
Return to the beginning of Step 1.
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Algorithm 27 O (N2) two-filter PG
• Step 0: Set l = 0. Set a path x1:T arbitrarily. Set its genealogy to s1:T = 1.
• Step 1: Set l = l + 1. Choose tl ∼ piT (·).
• Step 2: Sample θl | · · · ∼ pi (· | x1:T , y1:T ) via (3.4.6).
• Step 3: Sample
−→x l1:tl−1 | θl, x1:tl−1, s1:tl−2 ∝
−→
ψ θl
(−→x l
1:tl−1,
−→a l
1:tl−2
)
qθl (x1)
(∏tl−1
n=2
−→w l,sn−1qθl (xn | xn−1)
)
via a conditional version of Algorithm 7, where x1:tl−1 will survive all resampling
steps.
• Step 4: Sample
←−x ltl:T | θl, xtl:T , stl+1:T ∝
←−
ψ θl
(←−x l
tl:T
,←−a l
tl+1:T
)
qθl (xT )
(∏T−tl
n=1
←−w l,sT−n+1qθl (xT−n | xT−n+1)
)
via a conditional version of Algorithm 11, where xtl:T will survive all resampling
steps.
• Step 5: Sample −→k l,←−k l ∝ −→W l,kl
tl−1
←−
W l,k
l
tl
f
θl
(←−x l,kl
tl
|−→x l,kl
tl−1)
ξ
tl,θl
(←−x l,kl
tl
)
, and set st−1:t =
−→
k l,
←−
k l.
• Step 6: Sample the ancestral lineage s1:tl−2 for a selected path −→x l,k
l
1:tl−1 backward in
time via −→a l,kln ∝
−→
W l,k
l
n fθl(
−→x l,kln+1 | −→x l,k
l
n ),
and record the path x1:tl−1 =
−→x l,kl
1:tl−1 that will survive all resampling steps at the next
iteration of the algorithm.
• Step 7: Sample the ancestral lineage stl+1:T for a selected path←−x l,k
l
tl:T
forward in time
via
←−a l,kln ∝
fθl(
←−x l,kln | ←−x l,k
l
n−1)gθl(yn | ←−x l,kln )fθl(←−x l,k
l
n+1 | ←−x l,kln )
qθl(
←−x l,kln | ←−x l,kln+1)
,
and record the path xtl:T =
←−x l,kl
tl:T
that will survive all resampling steps at the next
iteration of the algorithm.
Return to the beginning of Step 1.
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To develop an appropriate extended target, it is necessary to introduce some extra ran-
dom variables that were not needed in (3.4.4) (due to the simulation techniques employed
in Algorithm 13). Namely, in order to resample a single path that is drawn via Algorithm
13, we need to introduce i to denote the indices of the N resampled forward particles, j to
denote the indices of the N resampled backward particles, and u to denote the index of a
single particle xut . Combining (2.18.1), (3.4.2), and (3.4.3), a target probability density is
defined as
piN
(
θ, t,−→x 1:t−1,−→a 1:t−2,←−x t+1:T ,←−a t+2:T , xt, u, i, j
)
= (3.4.7)
piT (t)
pi(θ,−→x c1:t−1, xut ,←−x dt+1:T |y1:T )
NT
×
−→
ψ θ(
−→x 1:t−1,−→a 1:t−2)
qθ (
−→x c1)
(∏t−1
n=2
−→w a(c)n−1qθ
(−→x cn | −→x a(c)n−1))×
←−
ψ θ (
←−x t+1:T ,←−a t+2:T )
qθ
(←−x dT ) (∏T−t−1n=1 ←−w a(d)T−n+1qθ (←−x dT−n | ←−x a(d)T−n+1))×
pi
(
i(1:u−1,u+1:N), j(1:u−1,u+1:N) | · · · )∏
l 6=u
qθ(x
l
t | −→x i(l)t−1,←−x j(l)t+1),
where u is the index of the particle chosen at time t, c = i(u), and d = j(u). Furthermore,
the probability of selecting i and j via their full conditional will be
pi(i, j| · · · ) = 1
N2
∏
l 6=u
−→
β
i(l)
t−1
←−
β
j(l)
t+1,
where 1
N2
is the probability of selecting i(u) and j(u).
A PMMH algorithm that targets (3.4.7) with the proposal density
qN
(
θ, t,−→x 1:t−1,−→a 1:t−2,←−x t+1:T ,←−a t+2:T , xt, u, i, j
) ∝
q (θ | ζ) piT (t)−→ψ θ (−→x 1:t−1,−→a 1:t−2)←−ψ θ (←−x t+1:T ,←−a t+2:T )× (3.4.8)[
N∏
l=1
−→
β
i(l)
t−1
←−
β
j(l)
t+1qθ(x
l
t | −→x i(l)t−1,←−x j(l)t+1)
]
−→
W
i(u)
t−1
←−
W
j(u)
t+1W
u
t
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is given as Algorithm 28. All random variables can be sampled from their full conditionals
defined by the target (3.4.7), and so the PG sampler follows (see Algorithm 29).
Algorithms 28 and 29 could potentially outperform the O (N2) algorithms presented
in Section 3.4.1, as the two O (N) methods can complete more iterations within the same
computational time frame. However, as the results of Section 3.2 indicate, the variance of
Algorithms 28 and 29 may be high if the optimal pseudo-priors (or good approximations
of the optimal pseudo-priors) are unavailable; in this case, the O (N2) algorithms may
actually exhibit the superior performance. In the next section, we will test Algorithms 28
and 29 to illustrate the significant effects that the choice of pseudo-prior can have on the
O (N) schemes.
3.5 Implementation of the O (N) PMMH and PG algorithms
We use the HMMs from Section 3.2 to compare Algorithms 28 and 29 to the standard
PMCMC algorithms from Section 2.18. For the linear Gaussian model (3.2.1), we compare
our O (N) PG sampler to Algorithm 24. For the stochastic volatility model (3.2.2), we
compare our O (N) PMMH algorithm to Algorithm 22.
In the linear Gaussian example, the algorithms are organised as follows:
• Algorithm A is Algorithm 29 with ξn,θ (xn) = piθ (xn).
• Algorithm B is Algorithm 29 with ξn,θ (xn) = piθ (xn | y1:n−1).
• Algorithm C is Algorithm 24.
A similar organisation scheme is used for the stochastic volatility model, only Algorithm
29 is replaced with Algorithm 28 and Algorithm 24 is replaced with Algorithm 22. Note
that the optimal pseudo-prior piθ (xn | y1:n−1) is analytically unavailable for model 3.2.2,
and so we cannot run an Algorithm B for the stochastic volatility example.
In each trial, the aim is to compare the convergence of Algorithms A and/or B to that
of Algorithm C as we attempt to infer τ and ν for different datasets. Across several trials,
we vary the number of observations T , the number of particles N , and the number of
iterations M of each algorithm. We also vary any necessary prior parameters (see below).
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Algorithm 28 O (N) two-filter PMMH
• Step 0: Draw θ and t from their priors, and
- Sample −→x 1:t−1,−→a 1:t−2 | · · · ∼ −→ψ θ (·) via Algorithm 7, excluding the final resam-
pling step.
- Sample ←−x t+1:T ,←−a t+2:T | · · · ∼ ←−ψ θ (·) via Algorithm 11, excluding the final re-
sampling step.
- For h ∈ {1, . . . , N}, sample i(h) ∝ −→β i(h)t−1 and sample j(h) ∝
←−
β
j(h)
t+1 .
- For h ∈ {1, . . . , N}, sample xht ∼ qθ(· | −→x i(h)t−1,←−x j(h)t+1 ).
- Choose u, i(u), j(u) with probability proportional to
−→
W
i(u)
t−1
←−
W
j(u)
t+1
fθ(x
u
t |−→x i(u)t−1)fθ(←−x j(u)t+1 |xut )
ξt+1,θ(
←−x j(u)t+1 )
gθ(yt|xut ).
Finally, calculate the marginal likelihood estimate, Zˆθ,1:T , via (3.1.4).
• Step 1: Sample θ∗ ∼ q (· | θ), and
- Choose t∗ ∼ piT (·).
- Sample −→x ∗1:t∗−1,−→a ∗1:t∗−2 | · · · ∼
−→
ψ θ∗ (·) via Algorithm 7, excluding the final
resampling step.
- Sample ←−x ∗t∗+1:T ,←−a ∗t∗+2:T | · · · ∼
←−
ψ θ∗ (·) via Algorithm 11, excluding the final
resampling step.
- For h ∈ {1, . . . , N}, sample i(h)∗ ∝ −→β i(h)∗t∗−1 and sample j(h)∗ ∝
←−
β
j(h)∗
t∗+1 .
- For h ∈ {1, . . . , N}, sample x∗,ht∗ ∼ qθ∗(· | −→x ∗,i(h)
∗
t∗−1 ,
←−x ∗,j(h)∗t∗+1 ).
- Choose u∗, i(u∗)∗, j(u∗)∗ with probability proportional to
−→
W
∗,i(u∗)∗
t∗−1
←−
W
∗,j(u∗)∗
t∗+1
fθ∗(x
∗,u∗
t∗ |−→x ∗,i(u
∗)∗
t∗−1 )fθ∗(
←−x ∗,j(u∗)∗t∗+1 |x∗,u
∗
t∗ )
ξt∗+1,θ∗(
←−x ∗,j(u∗)∗t∗+1 )
gθ∗(yt∗|x∗,u∗t∗ ).
Finally, calculate the marginal likelihood estimate, Zˆθ∗,1:T , via (3.1.4).
• Step 2: With acceptance probability
1 ∧ pi(θ
∗)
pi(θ)
q(θ | θ∗)
q(θ∗ | θ)
Zˆθ∗,1:T
Zˆθ,1:T
,
set θ=θ∗, t=t∗, −→x 1:t−1=−→x ∗1:t∗−1, −→a 1:t−2=−→a ∗1:t∗−2, ←−x t+1:T=←−x ∗t∗+1:T ,←−a t+2:T=←−a ∗t∗+2:T , xt=x∗t∗ , u=u∗, i=i∗, and j=j∗.
Return to the beginning of Step 1.
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Algorithm 29 O (N) two-filter PG
• Step 0: Set l = 0. Set a path x1:T arbitrarily. Set its genealogy to s1:T = 1.
• Step 1: Set l = l + 1. Choose tl ∼ piT (·).
• Step 2: Sample θl ∼ pi (· | x1:T , y1:T ) via (3.4.6).
• Step 3: Sample
−→x l1:tl−1 | θl, x1:tl−1, s1:tl−2 ∝
−→
ψ θl
(−→x l
1:tl−1,
−→a l
1:tl−2
)
qθl (x1)
(∏tl−1
n=2
−→w l,sn−1qθl (xn | xn−1)
)
via a conditional version of Algorithm 7, where x1:tl−1 will survive all resampling
steps.
• Step 4: Sample
←−x ltl+1:T | θl, xtl+1:T , stl+2:T ∝
←−
ψ θl
(←−x l
tl+1:T
,←−a l
tl+2:T
)
qθl (xT )
(∏T−tl−1
n=1
←−w l,sT−n+1qθl (xT−n | xT−n+1)
)
via a conditional version of Algorithm 11, where xtl+1:T will survive all resampling
steps.
• Step 5: For h ∈ {1, . . . , N}, sample i(h)l ∝ −→β i(h)l
tl−1 and sample j(h)
l ∝ ←−β j(h)l
tl+1
.
• Step 6: For h ∈ {1, . . . , N}, sample xl,h
tl
∼ qθl(· | −→x l,i(h)
l
tl−1 ,
←−x l,j(h)l
tl+1
).
• Step 7: Choose ul, i(ul)l, j(ul)l with probability proportional to
−→
W
l,i(ul)l
tl−1
←−
W
l,j(ul)l
tl+1
fθl(x
l,ul
tl
|−→x l,i(ul)l
tl−1 )fθl(
←−x l,j(ul)l
tl+1
|xl,ul
tl
)
ξtl+1,θl(
←−x l,j(ul)l
tl+1
)
gθl(ytl |xl,u
l
tl
),
and set stl−1:tl+1 = i(ul)l, ul, and j(ul)l, respectively. Set xtl = x
l,ul
tl
.
• Step 8: Sample the ancestral lineage s1:tl−2 for a selected path −→x l,i(u
l)l
1:tl−1 backward in
time via −→a l,uln ∝
−→
W l,u
l
n fθl(
−→x l,uln+1 | −→x l,u
l
n ),
and record the path x1:tl−1 =
−→x l,i(ul)l
1:tl−1 .
• Step 9: Sample the ancestral lineage stl+2:T for a selected path ←−x l,j(u
l)l
tl+1:T
forward in
time via
←−a l,uln ∝
fθl(
←−x l,uln | ←−x l,u
l
n−1)gθl(yn | ←−x l,uln )fθl(←−x l,u
l
n+1 | ←−x l,uln )
qθl(
←−x l,uln | ←−x l,uln+1)
,
and record the path xtl+1:T =
←−x l,j(ul)l
tl+1:T
.
Return to the beginning of Step 1.
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We are trying to explore and find those scenarios where one might see a striking difference
in performance between the algorithms. Thus, for the sake of running as many trials as
possible in a timely fashion, we only repeat five simulations of each algorithm per trial
(with the random number generator seeded differently for each simulation and with the
algorithms initialised by sampling random variables from their appropriate priors). All
algorithms have approximately equal running times (approximately 30 hours per run for
the case where T = 1000, N = 100, and M = 10000, using a Linux workstation with an
Intel Core 2 Quad Q9550 CPU at 2.83 GHz).
To track convergence, we produce a set of three graphs per algorithm per trial, following
the ideas from [11]:
• Graph i: This figure monitors the convergence of the observation and state noises
together. Rˆp is defined in [11] and is essentially a scalar value measuring the relative
sizes of Vˆ and W . One would like to see Rˆp approach one. The variables Vˆ , W , and
B/n are also defined in [11], and they are the posterior variance-covariance matrix,
the within-sequence covariance matrix, and the between-sequence covariance matrix,
respectively. One would like to see the determinants of W and B/n stabilise.
• Graphs ii and iii: These figures monitor the convergence of the observation and state
noises separately. Rˆ, Vˆ and W are defined in [11] and take the same meanings as in
Graph ii. We would like to see Rˆ approach one, to show that each of the simulations
is close to the target. We would also like to see
√
Vˆ and
√
W stabilise at the same
value.
3.5.1 Linear Gaussian model
Per trial, we generate sets of observations y1:T from an HMM. Further details of the trials
follow below. Under each of the following subsections, we present the output per trial
and explain how the graphs are to be read. We explain the meaning of these results in the
context of our research goals in Section 3.5.3; that section also summarises the results of the
simulations performed on the stochastic volatility HMM, which are presented in Section
3.5.2 below.
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Results: trial 1
The generated data has a length of T = 1000, with τ 2 = 2000 and ν2 = 2000. All
algorithms use 1
τ2
∼ Ga(2, 0.001) and 1
ν2
∼ Ga(2, 0.0003).
• Algorithm A, N = 100, M = 10000: see Figure 3.5.1
• Algorithm B, N = 100, M = 10000: see Figure 3.5.1
• Algorithm C, N = 100, M = 10000: see Figure 3.5.1
We run this trial to see what happens when ν2 = τ 2; this is a scenario under which the
Type B two-filter SMC performed better than the forward-filter SMC in Section 3.2.1. We
find that Algorithms A and C do not appear to converge within 10000 iterations. This
is immediately obvious from the fact that the plots of Rˆp and Rˆ do not stabilise at one.
Algorithm B seems to converge after approximately 4000 iterations. The determinants of
W and B/n stabilise, and
√
Vˆ and
√
W stabilise at the same values. The inferred values
for ν and τ which are sampled via Algorithm B also appear to be accurate (output not
shown).
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Figure 3.5.1: These graphs measure the convergence of the PG algorithm (Type A in top
row, Type B in middle row, and Type C in bottom row). The minimum value on the vertical
axis of each Rˆp and Rˆ graph is one, and the horizontal axis on all graphs is “Iteration
number (including burn-in)”.
Results: trial 2
The generated data has a length of T = 500, with τ 2 = 1000 and ν2 = 3000. All algorithms
use 1
τ2
∼ Ga(2, 0.001) and 1
ν2
∼ Ga(2, 0.000003).
• Algorithm A, N = 500, M = 5000: see Figure 3.5.2
• Algorithm B, N = 500, M = 5000: see Figure 3.5.2
• Algorithm C, N = 500, M = 5000: see Figure 3.5.2
In this trial, the goal is to try to boost the performance of Algorithm A. Relying on the
results from Section 3.2.1, we set the state noise to be much greater than the observation
noise. We also set N = T to try to improve the performance of Algorithm C.
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Algorithm B converges after about 2500 iterations and provides an accurate inference
(sampled τ 2 and ν2 values are not shown). However, Algorithms A and C have some
trouble. Regarding Algorithm A, the graph of the determinant of W does not seem to
stabilise, and the graphs of
√
Vˆ and
√
W in the plot for τ 2 do not stabilise at the same value.
Regarding Algorithm C, the graph of the determinant of W does not seem to stabilise.
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Figure 3.5.2: These graphs measure the convergence of the PG algorithm (Type A in top
row, Type B in middle row, and Type C in bottom row). The minimum value on the vertical
axis of each Rˆp and Rˆ graph is one, and the horizontal axis on all graphs is “Iteration
number (including burn-in)”.
Results: trial 3
The generated data has a length of T = 500, with τ 2 = 4000 and ν2 = 1000. All algorithms
use 1
τ2
∼ Ga(2, 0.00025) and 1
ν2
∼ Ga(2, 0.000125).
• Algorithm A, N = 500, M = 5000: see Figure 3.5.3
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• Algorithm B, N = 500, M = 5000: see Figure 3.5.3
• Algorithm C, N = 500, M = 5000: see Figure 3.5.3
Here, we set the variance of the observations to be relatively high. Algorithm A does not
seem to converge, as the graph of the determinant of W does not stabilise. Algorithm B
also has some trouble converging here. The graph of the determinant of W does not seem
to stabilise, and the graphs of
√
Vˆ and
√
W in the plot for τ 2 do not stabilise. Algorithm C
has some trouble converging as well. The graphs of Rˆp and Rˆ appear to be a little jumpy.
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Figure 3.5.3: These graphs measure the convergence of the PG algorithm (Type A in top
row, Type B in middle row, and Type C in bottom row). The minimum value on the vertical
axis of each Rˆp and Rˆ graph is one, and the horizontal axis on all graphs is “Iteration
number (including burn-in)”.
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3.5.2 Stochastic volatility model
In the previous section, we only considered synthetic data. We will now run the algorithms
against actual datasets. We choose three different datasets consisting of S&P 500 daily
closing values to serve as our direct observations. The first dataset (3rd January 2012
through 7th August 2012, T=150 trading days) represents a time of relatively low market
volatility. The second dataset (1st May 2008 through 1st December 2009, T=400 trading
days) represents a time of relatively high market volatility. We also choose this dataset for
its larger value of T . The third dataset (3rd January 2000 through 31st December 2001,
T=500 trading days) is chosen for its even larger value of T . Also, the market volatility
during this third period seems to be higher than that of the first dataset and lower than that
of the second dataset.
To sample θ, a log normal random walk of the form log(θ∗) = log(θ) + ,  ∼
N (0, 0.005) is used. Further details of the trials follow below. We remind the reader
that, under each of the following subsections, we present the output per trial and explain
how the graphs are to be read. We explain the meaning of these results in the context of our
research goals in Section 3.5.3.
Results: trial 1
The data consists of daily S&P 500 closing values from 3rd January 2012 through 7th
August 2012. For all algorithms, the priors τ ∼ Ga(2, 2) and ν ∼ Ga(2, 2) are used.
• Algorithm A, N = 100, M = 40000: see Figures 3.5.4 and 3.5.5
• Algorithm C, N = 100, M = 40000: see Figure 3.5.4
• Algorithm A, N = 1000, M = 50000: results not pictured
• Algorithm C, N = 1000, M = 50000: see Figure 3.5.4
Algorithm A seems to converge regardless of the value of N , whereas Algorithm C seems
to have some trouble. The graphs of
√
Vˆ and
√
W do not stabilise at the same values for
any value of N , and the graph of Rˆp does not reach a value of one when N = 100. The
graphs of the determinant of W do not seem to stabilise either, for both values of N .
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Figure 3.5.4: These graphs measure the convergence of the PMMH algorithm (Type A with
N = 100 in top row, Type C with N = 100 in middle row, and Type C with N = 1000 in
bottom row). The minimum value on the vertical axis of each Rˆp and Rˆ graph is one, and
the horizontal axis on all graphs is “Iteration number ×104 (including burn-in)”. As the
output for the Type A simulations does not vary with N , we omit the plots for N = 1000.
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Evolution of τ (top) and ν (bottom)
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Figure 3.5.5: Here we present the inferred values for τ and ν (on the log scale), as sampled
via Algorithm A with N = 100.
Results: trial 2
The data consists of daily S&P 500 closing values from 1st May 2008 through 1st Decem-
ber 2009. For all algorithms, the priors τ ∼ Ga(2, 2) and ν ∼ Ga(2, 2) are used.
• Algorithm A, N = 100, M = 23000: see Figures 3.5.6 and 3.5.7
• Algorithm C, N = 100, M = 23000: see Figure 3.5.6
• Algorithm A, N = 1000, M = 23000: see Figure 3.5.6
• Algorithm C, N = 1000, M = 23000: results not pictured
Algorithm C seems to converge for both values of N . Algorithm A appears to have some
trouble, as the graphs of
√
Vˆ and
√
W for τ do not stabilise at the same values (for both
values of N ).
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Figure 3.5.6: These graphs measure the convergence of the PMMH algorithm (Type A with
N = 100 in top row, Type C with N = 100 in middle row, and Type A with N = 1000 in
bottom row). The minimum value on the vertical axis of each Rˆp and Rˆ graph is one, and
the horizontal axis on all graphs is “Iteration number ×104 (including burn-in)”. As the
output for the Type C simulations does not vary with N , we omit the plots for N = 1000.
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Evolution of τ (top) and ν (bottom)
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Figure 3.5.7: Here we present the inferred values for τ and ν (on the log scale), as sampled
via Algorithm C with N = 100.
Results: trial 3
The data consists of daily S&P 500 closing values from 3rd January 2000 through 31st
December 2001. For all algorithms, the priors τ ∼ Ga(2, 2) and ν ∼ Ga(2, 2) are used.
• Algorithm A, N = 100, M = 20000: see Figure 3.5.8
• Algorithm C, N = 100, M = 20000: see Figure 3.5.8
• Algorithm A, N = 1000, M = 20000: see Figures 3.5.8 and 3.5.9
• Algorithm C, N = 1000, M = 20000: see Figures 3.5.8 and 3.5.9
Algorithm C converges for the larger value of N , but there is evidence that more iterations
may be required for the smaller value of N . The graphs of Rˆ do not reach a value of one,
and the graphs of
√
Vˆ and
√
W do not stabilise at the same values. Algorithm A also
converges for N = 1000, but there is evidence that more iterations (or more simulations)
may be required for the N = 100 case. The graphs of
√
Vˆ and
√
W do not stabilise, and
the graph of the determinant of W is thrown off by a single simulation around iteration
12000.
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Figure 3.5.8: These graphs measure the convergence of the PMMH algorithm (Type A with
N = 100 in top row, Type C with N = 100 in second row, Type A with N = 1000 in third
row, and Type C with N = 1000 in bottom row). The minimum value on the vertical axis
of each Rˆp and Rˆ graph is ne, and the horizontal axis o all graphs is “Iteration number
×104 (including burn-in)”.
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Figure 3.5.9: Here we present the inferred values for τ and ν (on the log scale), as sampled
via Algorithm A (top) and Algorithm C (bottom) with N = 1000.
3.5.3 Primary findings
Similar to Section 3.2, the results of Sections 3.5.1 and 3.5.2 show that the main benefits to
using ourO (N) two-filter PMCMC algorithms are only realised when the optimal pseudo-
prior ξn,θ (xn) = piθ (xn | y1:n−1) is used:
• For the linear Gaussian example, Algorithm B usually converged faster than Algo-
rithms A and C. This superior performance can be attributed to the low variance in-
cremental backward weights yielded by the optimal version of Algorithm 13, which
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was employed within Algorithm B.
• In the stochastic volatility example, little to no benefit is seen when one uses Al-
gorithm A over Algorithm C. This finding gives further evidence that the estimator
(3.1.4) does not benefit PMCMC unless one has access to the optimal pseudo-priors.
Thus, we would recommend that one should only use our O (N) two-filter PMCMC algo-
rithms when (at least a very good approximation of) piθ (xn | y1:n−1) is analytically avail-
able, which implies that our PMCMC algorithms will have a limited applicability. Almost
every real world application of interest will look more like the stochastic volatility exam-
ple of Section 3.5.2 than it will resemble the linear Gaussian example of Section 3.5.1 (in
the sense that, in the latter, the practitioner has unrealistic knowledge of the exact, easily
calculable, closed form of piθ (xn | y1:n−1)).
3.6 New smoothing algorithms
We now break from PMCMC to revisit an idea from Section 3.3. In that section, we ex-
plained how Algorithm 1 yielded a sequence of optimal pseudo-priors in the Type B simu-
lations of Section 3.2.1, which explained their very good performance. One could use this
idea to develop new ways to perform smoothing.
Re-write the FFBS recursion (2.2.6) in the form
piθ (xt, xt+1 | y1:T ) = piθ (xt | y1:t) piθ (xt+1 | y1:T ) fθ (xt+1 | xt)
piθ (xt+1 | y1:t) , (3.6.1)
and re-write the two-filter smoothing formula (2.2.7) in the form
piθ (xt+1 | y1:T ) = piθ (yt+1:T | xt+1)
∫
fθ (xt+1 | xt)piθ (xt | y1:t) dxt
pθ (yt+1:T | y1:t)
⇒ piθ (xt, xt+1 | y1:T ) = piθ (yt+1:T | xt+1) fθ (xt+1 | xt) piθ (xt | y1:t)
pθ (yt+1:T | y1:t) . (3.6.2)
If we combine (3.6.2) and (2.9.5), we find
piθ (xt, xt+1 | y1:T ) = p˜ (yt+1:T ) piθ (xt+1 | yt+1:T ) fθ (xt+1 | xt) piθ (xt | y1:t)
ξt+1,θ (xt+1) pθ (yt+1:T | y1:t) . (3.6.3)
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Choosing the optimal pseudo-prior ξt+1,θ (xt+1) = piθ (xt+1 | y1:t), and recalling how this
modifies the target (3.3.2) of the backward filter, we demonstrate that the generalised two-
filter smoothing formula (3.6.3) is actually a special case of the FFBS recursion (3.6.1)
when the optimal pseudo-prior is used:
piθ (xt, xt+1 | y1:T ) = p˜ (yt+1:T ) piθ (xt+1 | y1:T ) fθ (xt+1 | xt) piθ (xt | y1:t)
piθ (xt+1 | y1:t) pθ (yt+1:T | y1:t)
=
p (yt+1:T | y1:t) piθ (xt+1 | y1:T ) fθ (xt+1 | xt) piθ (xt | y1:t)
piθ (xt+1 | y1:t) pθ (yt+1:T | y1:t)
= piθ (xt | y1:t) piθ (xt+1 | y1:T ) fθ (xt+1 | xt)
piθ (xt+1 | y1:t) .
This section develops three new smoothing algorithms in which one uses an approxima-
tion of piθ (xt+1 | y1:t) and a modified version of Algorithm 11 to target piθ (xt:T | y1:T ). The
first algorithm uses a parametric approximation of piθ (xt+1 | y1:t). The second algorithm
uses Algorithm 7 to obtain a non-parametric kernel approximation:
pˆiθ (xt+1 | y1:t) = 1
N
N∑
j=1
fθ
(
xt+1 | −→x jt
)
, (3.6.4)
where −→x t have been resampled. We will see that this second algorithm is of complexity
O (N2) per iteration. To bypasses this O (N2) complexity, we will develop a third algo-
rithm in which the O (N2) algorithm is approximated via the use of random weights (see
Section 2.5.1).
3.6.1 Parametric and marginal smoothers
Recall that we would like to target the sequence of densities (3.3.2) for n ∈ {1, . . . , T −1}.
The parametric backward smoother is simply Algorithm 11 with the pseudo-prior ξn,θ (xn)
replaced with a parametric approximation, which is denoted by piparamn,θ (xn | y1:n−1). The
algorithm is formalised as Algorithm 30.
Using the parametric approximations is not ideal, as the backward importance weights
lose their unbiasedness. We prefer to target the sequence of densities (3.3.2) using a back-
ward SMC filter where the pseudo-priors {ξn,θ (xn)}n∈{1,...,T} are replaced with unbiased
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Algorithm 30 Backward parametric smoother for HMMs
• Step 1: For i ∈ {1, . . . , N}, sample X iT ∼ qθ (·) and compute the un-normalised
weight:
W iT =
piparamT,θ (x
i
T | y1:T−1) gθ (yT | xiT )
qθ (xiT )
.
For i ∈ {1, . . . , N}, sample AiT ∈ {1, . . . , N} from a discrete distribution on
{1, . . . , N} with j th probability wjT ∝ W jT . The sample {a1:NT } are the indices of
the resampled particles. Set all normalised weights equal to 1/N , and set n = T − 1.
• Step 2: If n = 0, stop. Otherwise, for i ∈ {1, . . . , N}, sample X in | xa(i)n+1 ∼
qθ
(
· | xa(i)n+1
)
and compute the un-normalised weight:
W in =
piparamn,θ (x
i
n | y1:n−1) fθ
(
x
a(i)
n+1 | xin
)
gθ (yn | xin)
piparamn+1,θ
(
x
a(i)
n+1 | y1:n
)
qθ
(
xin | xa(i)n+1
) .
For i ∈ {1, . . . , N}, sample Ain:T ∈ {1, . . . , N} from a discrete distribution on
{1, . . . , N} with j th probability wjn ∝ W jn. Set all normalised weights equal to 1/N ,
and set n = n− 1. Return to the start of Step 2.
approximations. To obtain an O (N2) unbiased algorithm, one can run a forward SMC fil-
ter similar to Algorithm 7. A backward SMC filter with ξn,θ (xn) approximated by (3.6.4)
at each time step n would then constitute the backward smoother (see Algorithm 31). We
call this smoother a “marginal smoother” because in the next section we will present an
algorithm that admits it as a marginal.
3.6.2 Random weight smoothing
We now develop an O (N) backward smoother that admits Algorithm 31 as a marginal.
The key trick employed in the algorithm of this section uses the principles of Section 2.5.1:
we will sample random weights and use these random weights to approximate the weights
(3.6.5).
Referring to (3.3.2) and (3.6.4), one can introduce a discrete valued auxiliary variable
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Algorithm 31 O (N2) marginal smoother for HMMs
• Step 0: Run Algorithm 7 to obtain resampled {−→x n}n∈{1,...,T−1}.
• Step 1: For i ∈ {1, . . . , N}, sample ←−X iT ∼ qθ(·) and compute the un-normalised
weight:
←−
W iT =
gθ (yT | ←−x iT )
∑N
h=1 fθ
(←−x iT | −→x hT−1)
qθ (
←−x iT )
.
For i ∈ {1, . . . , N}, sample ←−A iT ∈ {1, . . . , N} from a discrete distribution on
{1, . . . , N} with j th probability←−w jT ∝
←−
W jT . The sample {←−a 1:NT } are the indices of
the resampled particles. Set all normalised weights equal to 1/N , and set n = T − 1.
• Step 2: If n = 0 stop. Otherwise, for i ∈ {1, . . . , N}, sample ←−X in|←−x a(i)n+1 ∼
qθ(·|←−x a(i)n+1) and compute the un-normalised weight:
←−
W in =
gθ (yn | ←−x in) fθ
(←−x a(i)n+1 | ←−x in)∑Nh=1 fθ (←−x in | −→x hn−1)
qθ
(←−x in | ←−x a(i)n+1)∑Nh=1 fθ (←−x a(i)n+1 | −→x hn) . (3.6.5)
For i ∈ {1, . . . , N}, sample ←−A in:T ∈ {1, . . . , N} from a discrete distribution on
{1, . . . , N} with j th probability←−w jn ∝
←−
W jn. Set all normalised weights equal to 1/N ,
and set n = n− 1. Return to the start of Step 2.
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J ∈ {1, . . . , N} and consider the sequence of extended backward targets
piθ (j, xn:T | y1:T ) ∝ fθ
(
xn | −→x jn−1
)
gθ (yn | xn)
[
T∏
l=n+1
gθ (yl | xl) fθ (xl | xl−1)
]
(3.6.6)
for n ∈ {1, . . . , T}. The incremental weights (2.9.7) for Algorithm 11 then take the form
←−
W in ∝
piθ
(
j,←−x in,←−x a(i)n+1:T | yn:T
)
piθ
(←−x a(i)n+1:T | yn+1:T) qθ (j,←−x in | ←−x a(i)n+1) (3.6.7)
∝
gθ (yn | ←−x in) fθ
(←−x a(i)n+1 | ←−x in) fθ (←−x in | −→x jn−1)
qθ
(
j,←−x in | ←−x a(i)n+1
)
pˆiθ
(←−x a(i)n+1 | y1:n) .
To obtain an exact draw from the target (3.6.6), the optimal importance density would be
qoptθ
(
j,←−x in | ←−x a(i)n+1
)
∝ gθ
(
yn | ←−x in
)
fθ
(←−x a(i)n+1 | ←−x in) fθ (←−x in | −→x jn−1)
∝ pθ
(
yn,
←−x a(i)n+1,←−x in | −→x jn−1
)
∝ pθ
(←−x in | yn,←−x a(i)n+1,−→x jn−1) pθ (yn,←−x a(i)n+1 | −→x jn−1) .
Thus, we should select
qoptθ
(
j | ←−x a(i)n+1
)
∝ pθ
(
yn,
←−x a(i)n+1 | −→x jn−1
)
∝ pθ
(
yn,
←−x a(i)n+1,−→x jn−1
)
(3.6.8)
∝
pθ
(
yn,
←−x a(i)n+1,−→x jn−1
)
∑N
j=1 pθ
(
yn,
←−x a(i)n+1 | −→x jn−1
)
and
qoptθ
(←−x in | j,←−x a(i)n+1) ∝ pθ (←−x in | yn,←−x a(i)n+1,−→x jn−1) , (3.6.9)
which means the incremental weights (3.6.7) would now be proportional to
∑N
j=1 pθ
(
yn,
←−x a(i)n+1 | −→x jn−1
)
pˆiθ
(←−x a(i)n+1 | y1:n) . (3.6.10)
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Based on the above derivations, we could develop a smoothing algorithm that looks sim-
ilar to Algorithm 11, only now the proposal densities would take the forms (3.6.8) and
(3.6.9) and the incremental weights would be (3.6.10). However, we must address how the
new incremental weights will be calculated, as expression (3.6.10) is still O (N) in com-
plexity (and performing an O (N) calculation for each of N particles leads to an O (N2)
algorithm). In practice, we could approximate (3.6.8) with pθ
(
yn | −→x jn−1
)
so that we do
not need to evaluate the sum in the numerator of (3.6.10). If we can determine a suitable
method for evaluating the denominator, then we would break the O (N) complexity of
(3.6.10).
There does not appear to be an auxiliary variable trick available to bypass calculating
pˆiθ
(←−x a(i)n+1 | y1:n), but we can obtain an unbiased estimate of 1pˆiθ(←−x a(i)n+1|y1:n) (and thus an
unbiased estimate of (3.6.10)) as follows. We make the assumption that
fθ
(←−x a(i)n+1 | −→x jn) ≤ C,
where C might depend on ←−x a(i)n+1 but is independent of −→x jn. Also, consider a discrete
probability distribution over {1, . . . , N}:
piθ (j) =
γθ (j)
Zθ
=
1
N
fθ
(←−x a(i)n+1 | −→x jn)
pˆiθ
(←−x a(i)n+1 | y1:n) , (3.6.11)
where Zθ is a normalising constant and is equal to the denominator of (3.6.10). We can
sample from (3.6.11) via rejection sampling using the uniform proposal q˜ (j) = 1
N
, as
γθ (j)
q˜ (j)
= fθ
(←−x a(i)n+1 | −→x jn) ≤ C.
Within a rejection sampling scheme, the acceptance probability of a candidate index j is
given by
Pθ
(
U ≤ γθ (j)
Cq˜ (j)
)
=
N∑
i=1
γθ (i)
Cq˜ (i)
q˜ (i) =
Zθ
C
,
where U ∼ U (0, 1). The number of trials until a successful draw from (3.6.11) will follow
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G (Zθ
C
)
. Hence, the expectation of this number of trials is going to be C
Zθ
. To obtain an
unbiased estimate of 1
Zθ
, we can run rejection sampling until M samples from (3.6.11)
have been obtained. Then, denoting by Nm the number of trials needed to obtain sample m
after having obtained sample (m− 1), an estimate is given by
1̂
Zθ
=
1
MC
M∑
m=1
Nm. (3.6.12)
To set the variance (with respect to the rejection sampling scheme) of this estimate to some
desired value, consider the following:
Vθ
[
1̂
Zθ
]
=
M
(MC)2
V[Nm] =
1
MC2
(
1− Zθ
C
Z2θ/C
2
)
=
1
M
(
C − Zθ
CZ2θ
)
. (3.6.13)
Now if we set (3.6.13) equal to some value , we see that the optimal choice for M will be
M opt = b(C − Zθ)/CZ2θ c.
One may not be able to calculate M opt in a real world application. Furthermore, M opt may
be larger than N (depending on ), thereby defeating the purpose of trying to approximate
the marginal smoother. Thus, we suggest setting M = dlog(N)e to boost algorithm speed.
We formalise the O (MN) random weight smoother in Algorithm 32.
3.7 Implementation of the new smoothing algorithms
In the following numerical tests, we compare the new smoothing algorithms, as well the
ideal backward smoother noted in Section 3.3, for the linear Gaussian model and the
stochastic volatility model of Section 3.2. The four algorithms are labelled as follows:
• Algorithm A: random weight smoother (Algorithm 32).
• Algorithm B: marginal smoother (Algorithm 31).
• Algorithm C: backward parametric smoother (Algorithm 30).
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Algorithm 32 O (MN) random weight smoother for HMMs
• Step 0: Run Algorithm 7 to obtain resampled {−→x n}n∈{1,...,T−1}.
• Step 1: For i ∈ {1, . . . , N},
- Sample J ∼ qθ (·) = pθ
(
yT | −→x jT−1
)
.
- Sample
←−
X iT |j ∼ qθ (· | j) ∝ pθ
(←−x iT | yT ,−→x jT−1).
- Compute the un-normalised weight:
←−
W iT ∝
gθ (yT | ←−x iT ) fθ
(←−x iT | −→x jT−1)
pθ
(←−x iT | yT ,−→x jT−1) pθ (yT | −→x jT−1) .
For i ∈ {1, . . . , N}, sample ←−A iT ∈ {1, . . . , N} from a discrete distribution on
{1, . . . , N} with kth probability←−w kT ∝
←−
W kT . The sample {←−a 1:NT } are the indices of
the resampled particles. Set all normalised weights equal to 1/N , and set n = T − 1.
• Step 2: If n = 0 stop. Otherwise, for i ∈ {1, . . . , N},
- Sample J ∼ qoptθ
(
· | ←−x a(i)n+1
)
≈ pθ
(
yn | −→x jn−1
)
.
- Sample
←−
X in|j,←−x a(i)n+1 ∼ qoptθ
(
· | j,←−x a(i)n+1
)
∝ pθ
(←−x in | yn,←−x a(i)n+1,−→x jn−1).
- Run a rejection sampling algorithm to obtain M samples from (3.6.11), and com-
pute 1
pˆiθ
(←−x a(i)n+1|y1:n) via (3.6.12).
- Compute the un-normalised weight:
←−
W in ∝
gθ (yn | ←−x in) fθ
(←−x a(i)n+1 | ←−x in) fθ (←−x in | −→x jn−1)
pθ
(
yn | −→x jn−1
)
pθ
(←−x in | yn,←−x a(i)n+1,−→x jn−1) pˆiθ (←−x a(i)n+1 | y1:n) .
For i ∈ {1, . . . , N}, sample ←−A in:T ∈ {1, . . . , N} from a discrete distribution on
{1, . . . , N} with kth probability ←−w kn ∝
←−
W kn. Set all normalised weights equal to
1/N , and set n = n− 1. Return to the start of Step 2.
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• Algorithm D: ideal backward smoother of Section 3.3 (recall that in this algorithm,
one runs Algorithm 11 with ξn,θ(xn) = piθ(xn | y1:n−1)).
We implement all four algorithms for the linear Gaussian model. For the stochastic volatil-
ity model, only the first three algorithms are implemented because the ideal backward
smoother is analytically unavailable. For Algorithms B,C, and D, we use the same im-
portance distributions as in Section 3.2. For Algorithm A, we use
qθ
(
j | ←−x a(i)n+1
)
≈ pθ
(
yn | −→x jn−1
) ∝ N (yn | GF−→x jn−1, R +GQG′)
qθ
(←−x in | j,←−x a(i)n+1) ∝ pθ (←−x in | yn,←−x a(i)n+1,−→x jn−1) ∝ N (←−x in | µ(j,i),Σ)
with
Σ =
(
Q−1 +G
′
R−1G+ F
′
Q−1F
)−1
µ(j,i) = Σ
(
Q−1F−→x jn−1 +G
′
R−1yn + F
′
Q−1←−x a(i)n+1
)
for the linear Gaussian model, and we use
qθ
(
j | ←−x a(i)n+1
)
≈ −→W jn−1
qθ
(←−x in | j,←−x a(i)n+1) ≈ pθ (←−x in | ←−x a(i)n+1,−→x jn−1) ∝ N (←−x in | 0.5(←−x a(i)n+1 +−→x jn−1) , 0.5ν2)
for the stochastic volatility model. In both examples, M = dlog(N)e when performing the
rejection sampling step of Algorithm A.
Using the unbiased estimate
Zˆθ,1:T =
T∏
n=1
[
1
N
N∑
l=1
←−
W ln
]
, (3.7.1)
we compare the variances of the algorithms’ estimates of the marginal likelihood for dif-
ferent pairings of values of the observation noise and the state noise. We also examine
the algorithms’ degeneracies via their effective sample sizes. The numerical tests below
show that the random weight smoother is able to approximate the marginal smoother quite
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well. However, the incremental weights of the marginal smoother have a high variance by
construction, and so the marginal smoother does not offer a suitable alternative to the ideal
backward smoother.
3.7.1 Linear Gaussian model
For each of the four algorithms (A, B, C, and D), we consider values for ν2 and τ 2 that
range from one to 98 in steps of seven. Per algorithm, we run 50 simulations for each pair
(ν2, τ 2).
In this example, the optimal pseudo-priors are known to be Gaussian distributions.
Thus, for Algorithm C, Student’s t-distribution is used to approximate the optimal pseudo-
priors. We run three versions of Algorithm C, where we set the degrees of freedom of the
t-distributions to either one, five, or 10.
Results
• Algorithms A-D: T = 100, N = 100: see Figures 3.7.1 and 3.7.2
• Algorithms A-D: T = 100, N = 1000: see Figures 3.7.3 and 3.7.4
Algorithm A does not perform much worse than Algorithm B. There is some additional
variance, but this is expected as the value M = dlog(N)e is far smaller than M opt. The
most important result is in Figures 3.7.1 and 3.7.3, where we see that Algorithm B has
a low effective sample size. As Algorithm B iterates, the estimate (3.6.4) conditions on
an increasing number of observations. Therefore, the tails of the approximation become
thinner. When one considers the backward incremental weights (3.6.5), one will notice
that the tails in the numerator will be thicker than the tails in the denominator. Unless the
observations are very informative, the weights will not be well behaved. This is why the
simulations do better when τ 2  ν2. When the exact expressions for the optimal pseudo-
priors are available (or when N in the estimate (3.6.4) is very large), we do not observe this
problem. Thus, by construction, Algorithm B cannot approximate Algorithm D well in the
general case.
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In general, we would not recommend Algorithms A or B to calculate unbiased estimates
of the HMM normalising constant. Perhaps if one knew for certain that τ 2  ν2 then
we could recommend either algorithm for smoothing, as in this case both have very high
effective sample sizes and (with large values of N ) the variances of the algorithms can
be close to that obtained by the ideal backward smoother. However, this insight does not
encourage us to apply Algorithms A or B in a PMCMC framework because parameters
such as τ 2 and ν2 would likely be unknown if one were running PMCMC. Furthermore, we
can also not recommend Algorithm C in a PMCMC framework. The effective sample size
of this algorithm can be quite high when parametric approximations of the optimal pseudo-
priors are very accurate, but one must not forget that we cannot apply biased estimates of
Zˆθ,1:T within PMCMC without introducing bias to PMCMC.
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Figure 3.7.1: The graphs display the effective sample size of each version of Algorithms
A, B, and C for the case T = 100 and N = 100. Each block represents the average
of 50 simulations. The effective sample size is measured after the final iteration of each
algorithm. Note that the effective sample size of Algorithm D is not graphed because its
effective sample size is always exactly equal to N .
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Figure 3.7.2: Each graph measures the difference between the log of the variance of esti-
mates of Zθ,1:T obtained by two smoothing algorithms. We set T = 100 and N = 100.
Each block represents the average of 50 simulations.
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Figure 3.7.3: The graphs display the effective sample size of each version of Algorithms
A, B, and C for the case T = 100 and N = 1000. Each block represents the average
of 50 simulations. The effective sample size is measured after the final iteration of each
algorithm. Note that the effective sample size of Algorithm D is not graphed.
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Figure 3.7.4: Each graph measures the difference between the log of the variance of esti-
mates of Zθ,1:T obtained by two smoothing algorithms. We set T = 100 and N = 1000.
Each block represents the average of 50 simulations.
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3.7.2 Stochastic volatility model
Algorithm D is analytically unavailable for this stochastic volatility model, and so we only
look at Algorithms A, B, and C for this example. For each of the three algorithms, we
consider values for τ that range from one to 98 in steps of seven. We allow ν to range from
0.25 to seven in steps of 0.5. Per algorithm, we run 50 simulations for each pair (τ, ν).
In this example, the form of the optimal pseudo-priors is unknown. Thus, we use
Algorithm 7 to output samples from the optimal pseudo-priors. Using an expectation max-
imisation algorithm, we fit a mixture of two Gaussian distributions to each sample to create
a sequence of parametric pseudo-priors. These parametric pseudo-priors are used in Algo-
rithm C.
Results
• Algorithms A-C: T = 100, N = 100: see Figures 3.7.5 and 3.7.6
• Algorithms A-C: T = 100, N = 1000: results not pictured
These results fortify the conclusion from Section 3.7.1: we cannot recommend Algorithms
A, B or C to calculate estimates of the HMM normalising constant or to be used within
PMCMC. We notice the same trends as for the linear Gaussian example, which is that
Algorithm A performs about as well as Algorithm B, but as the weights of Algorithm B
are not well behaved by construction both algorithms exhibit low effective sample sizes.
Algorithm C performs similarly to Algorithm B, which is not surprising, as the parametric
approximations to the optimal pseudo-priors are based off of the output of Algorithm 7.
The results are similar for N = 100 and N = 1000, and so they are not pictured.
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Figure 3.7.5: The graphs display the effective sample sizes of Algorithms A, B, and C for
the case T = 100 and N = 100. Each block represents the average of 50 simulations. The
effective sample size is measured after the final iteration of each algorithm.
Chapter 3. Generalised Two-filter Smoothing and Particle Markov chain Monte
Carlo 149
log
[
V
[
ZˆAlgo Cθ,1:T
]]
− log
[
V
[
ZˆAlgo Aθ,1:T
]]
log
[
V
[
ZˆAlgo Bθ,1:T
]]
− log
[
V
[
ZˆAlgo Aθ,1:T
]]
State noise, nu
O
bs
er
va
tio
n 
no
is
e,
 ta
u
log(variance pN, parametric smoother)−log(variance pN, random weight smoother)
T=100, N=100, Comp=2
Number of simulations = 50 per block
 
 
0.25 0.5    1  1.5    2  2.5    3  3.5    4  4.5    5  5.5    6  6.5    7
 1
 7
14
21
28
35
42
49
56
63
70
77
84
91
98
−250
−200
−150
−100
−50
0
50
100
150
200
250
Student Version of MATLAB
State noise, nu
O
bs
er
va
tio
n 
no
is
e,
 ta
u
log(variance pN, order N2 marginal smoother)−log(variance pN, random weight smoother)
T=100, N=100
Number of simulations = 50 per block
 
 
0.25 0.5    1  1.5    2  2.5    3  3.5    4  4.5    5  5.5    6  6.5    7
 1
 7
14
21
28
35
42
49
56
63
70
77
84
91
98
−250
−200
−150
−100
−50
0
50
100
150
200
250
Student Version of MATLAB
log
[
V
[
ZˆAlgo Cθ,1:T
]]
− log
[
V
[
ZˆAlgo Bθ,1:T
]]
State noise, nu
O
bs
er
va
tio
n 
no
is
e,
 ta
u
log(variance pN, parametric smoother)−log(variance pN, order N2 marginal smoother)
T=100, N=100, Comp=2
Number of simulations = 50 per block
 
 
0.25 0.5    1  1.5    2  2.5    3  3.5    4  4.5    5  5.5    6  6.5    7
 1
 7
14
21
28
35
42
49
56
63
70
77
84
91
98
−250
−200
−150
−100
−50
0
50
100
150
200
250
Student Version of MATLAB
Figure 3.7.6: Each graph measures the difference between the log of the variance of esti-
mates of Zθ,1:T obtained by two smoothing algorithms. We set T = 100 and N = 100.
Each block represents the average of 50 simulations.
3.8 Discussion
In this chapter, we initially introduced the following:
• an O (N) unbiased estimate of the marginal likelihood of an HMM that is calcu-
lated via generalised two-filter smoothing (for which we also proved a central limit
theorem) and
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• anO (N) PMMH algorithm and anO (N) PG sampler that employ generalised two-
filter smoothing within their sampling procedures.
In the wider literature, only a single particle filter had previously been used to calculate
Zˆθ,1:T , and the original PMCMC algorithms of [2] also use a single particle filter. The
motivation for using two-filter smoothing came from the hypothesis that perhaps using
two filters as opposed to one would reduce the variance of the importance weights that
are used in that estimate and by those algorithms. Through extensive numerical studies in
Sections 3.2 and 3.5, we found that using generalised two-filter smoothing is only a benefit
here when one can set ξn,θ (xn) = piθ (xn | y1:n−1) in Algorithm 11 within Algorithm 13.
Without this setting, the weight of a sampled path from time one to time T is actually
greater when one uses two filters as opposed to one because the point at which the two filters
meet is a source of great variance. However, when one uses ξn,θ (xn) = piθ (xn | y1:n−1), the
incremental weights of the backward particle filter have a very low variance because one
is able to sample directly from the target of interest. Thus, using two filters as opposed to
one is not actually all that beneficial when calculating Zˆθ,1:T or running PMCMC. Rather,
employing a backward filter with ξn,θ (xn) = piθ (xn | y1:n−1) as opposed to a forward filter
leads to superior performance.
The pseudo-prior ξn,θ (xn) = piθ (xn | y1:n−1) is typically not analytically available in a
real world application of interest. In fact, if one can calculate piθ (xn | y1:n−1), then there is
likely no need to resort to particle methods at all. The findings of this first part of the chapter
do hint, though, that if one has access to a good approximation of piθ (xn | y1:n−1), then our
methods introduced in this chapter should be used. An even better strategy would be to use
the approximation of piθ (xn | y1:n−1) to run an approximation of the ideal backward SMC
smoother of Section 3.3 all the way through time point one and forego using the forward
filter entirely.
Approximations of piθ (xn | y1:n−1) may not be easy to determine. Thus, the latter part
of this chapter includes an exploration of alternative smoothing algorithms that approxi-
mate the ideal backward SMC smoother of Section 3.3. We developed anO (N2) marginal
smoother and an O (MN) random weight smoother. While numerical tests showed that
the random weight smoother is able to approximate the marginal smoother quite well, the
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same tests also demonstrated that the incremental weights of the marginal smoother have a
high variance by construction. Thus, our smoothers do not offer suitable alternatives to the
ideal backward smoother. In future work, it may be worthwhile to make other attempts at
approximating the ideal backward SMC smoother.
Appendix
A Proof of the central limit theorem from Section 3.1.2
We first describe a Feynman-Kac representation (see [23]). Let t ∈ {3, . . . , T − 2}, with
T > 4 also fixed. To simplify the notation in this section, we drop the arrows from the
latent process (i.e., −→x and←−x ) that we have used throughout. It should remain clear when
we are referring to a forward particle and when we are referring to a backward particle.
For n ∈ {1, . . . , t − 1}, define the forward Feynman-Kac un-normalised n−time
marginal as
−→γ n,θ(dxn) =
∫ [ n−1∏
p=1
−→
W p(xp)Mp(xp−1, dxp)
]
Mn(xn−1, dxn),
with xp = (x′p, x˜p) ∈ R2dx , M1(x0, dx1) = δx˜0(dx′1)q1,θ(x˜1|x′1)dx˜1 and
Mp(xp−1, dxp) = δx˜p−1(dx
′
p)qp,θ(x˜p|x′p)dx˜p.
The normalised measure is
−→η n,θ(dxn) = −→γ n,θ(dxn)/−→γ n,θ(1),
and the particle approximation of this measure is denoted −→η Nn,θ(dxn). We also define the
forward semi-group operator as
−→
Q p,n(xp, dxn) =
∫ n−1∏
q=p
−→
W q(xq)Mq+1(xq, dxq+1),
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with 1 ≤ p ≤ n ≤ t− 1. The selection mutation operator is
−→
Φ q(
−→η q−1,θ)(·) =
−→η q−1,θ(−→W q−1Mq(·))
−→η q−1,θ(−→W q−1)
q ∈ {0, . . . , t− 1},
with the conventions
−→
Φ 1(
−→η 0,θ) = −→η 1,θ.
For n ∈ {0, . . . , T − t − 1}, we define the backward Feynman-Kac un-normalised
n−time marginal as
←−γ T−n,θ(dxn) =
∫ [ T−n−1∏
p=0
←−
W T−p(xT−p)MT−p(xT−p+1, dxT−p)
]
Mn(xn+1, dxn),
with xn = (x′n, x˜n) ∈ R2dx , MT (dx˜T ) = qT (x˜T )dx˜T and
Mn(xn+1, dxn) = qn,θ(x˜n|x′n)dxnδx˜n+1(dx′n), n ∈ {t+ 1, . . . , T − 1}.
The normalised measure is
←−η T−n,θ =←−γ T−n,θ(dxn)/←−γ T−n,θ(1),
and the particle approximation of this measure is denoted ←−η NT−n,θ. Also, we define the
backward semi-group operator as
←−
Q p,n(xp, dxn) =
∫ p−n−1∏
s=0
←−
W p−s(xp−s)Mp−s−1(xp−s, dxp−s−1),
with T ≥ p ≥ n ≥ t+ 1. The selection mutation operator is
←−
Φ T−q(
←−η T−q+1,θ)(·) =
←−η T−q+1,θ(←−W T−q+1MT−q(·))
←−η T−q+1,θ(←−W T−q+1)
q ∈ {0, . . . , T − t− 1},
and
←−
Φ T (
←−η T+1) =←−η T .
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We use the notation
Igf (x˜t−1, x˜t+1) =
∫
Rdx
gθ(yt|xt)fθ(x˜t+1|xt)fθ(xt|x˜t−1)dxt
W ξt+1(xt+1) =
←−
W t+1(xt+1)
ξt+1,θ(x˜t+1)
with the definitions
µt−1(
−→
W t−1
←−γ t+1,θ[←−W ξt+1Igf (., ·)]) =
∫
µt−1(dxt−1)
−→
W t−1(xt−1)×
[
∫ ←−γ t+1,θ(dxt+1)←−W ξt+1(xt+1)Igf (x˜t−1, x˜t+1)]
µt+1(
←−
W ξt+1
−→γ t−1,θ(−→W t−1Igf (·, .))) =
∫
µt+1(dxt+1)
←−
W ξt+1(xt+1)×
[
∫ −→γ t−1,θ(dxt−1)−→W t−1(xt−1)Igf (x˜t−1, x˜t+1)]
for σ−finite measures µt−1, µt+1.
Using the above notations, we can write (3.1.4) as
Zˆθ,1:T =
−→γ Nt−1(1)←−γ Nt+1(1)×
N∑
l=1
−→
W t−1(x
i(l)
t−1)
←−
W t+1(x
j(l)
t+1)fθ(x
l
t|x˜i(l)t−1)fθ(x˜j(l)t+1|xlt)
N3ξt+1,θ(x˜
j
t+1)
−→
β
i(l)
t−1
←−
β
j(l)
t+1qt,θ(x
l
t|x˜i(l)t−1, x˜j(l)t+1)
gθ(yt|xlt)
with
−→γ Nt−1(1) =
t−2∏
p=1
1
N
N∑
i=1
−→
W p(x
i
p)
←−γ Nt+1(1) =
T−t−2∏
p=0
1
N
N∑
i=1
−→
W T−p(xiT−p).
To prove the central limit theorem, we make use of the following assumption, which is
similar to (H)m (m = 2) of [16]. It is used to control remainder terms when constructing
a central limit theorem. It implies that the backward Markov proposal kernels mix very
quickly.
A Proof of the central limit theorem from Section 3.1.2 154
(A1) 1. The incremental weights all satisfy
δθ = sup
x,y,n
−→
W n(x)−→
W n(y)
<∞
where 1 ≤ n ≤ t− 1 and
δθ = sup
x,y,n
←−
W n(x)←−
W n(y)
<∞
where t + 1 ≤ n ≤ T . For each θ ∈ Θ, there exist 0 < Cθ < Cθ < ∞ such
that for every x, x′ ∈ Rdx , n ∈ {1, . . . , T}, yn ∈ Rdy ,
Cθ ≤ fθ(x′|x) ≤ Cθ, Cθ ≤ ξn,θ(x) ≤ Cθ, Cθ ≤ gθ(yn|x) ≤ Cθ.
In addition, for each θ ∈ Θ, there exist 0 < Cθ < Cθ <∞ as above, such that
for each xt, xt−1, xt ∈ Rdx and for i ∈ {1, . . . , N},
Cθ ≤ qt,θ(xt|xt−1, xt+1) ≤ Cθ
Cθ ≤
−→
β it−1 ≤ Cθ, Cθ ≤
←−
β it+1 ≤ Cθ.
2. For some sequence of numbers ω(2)p ∈ [1,∞) such that for each p ∈ {−1, . . . , T−
t− 2} and any (x, x′) ∈ R2dx we have
MT−p,T−p−2(x, dy) ≤ ω(2)p MT−p,T−p−2(x′, dy)
where Mp,q = Mp−1 . . .Mq, p ≥ q.
Proof of Theorem 3.1.1 Consider the following:
E[Zˆθ,1:T |−→FNt−1 ⊗
←−
FNt+1] =
−→γ Nt−1(1)←−γ Nt+1(1)
1
N2
∑
i
∑
j
(
−→
W it−1
←−
W ξ,jt+1Igf )
= −→γ Nt−1(1)←−γ Nt+1(1)−→η Nt−1 ⊗←−η Nt+1(
−→
W t−1
←−
W ξt+1Igf )
= −→γ Nt−1 ⊗←−γ Nt+1(
−→
W t−1
←−
W ξt+1Igf ),
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where
−→
FNt−1 and
←−
FNt+1 are the filtrations generated by the forward and backward particle
systems up-to times t− 1 and t+ 1, respectively. We use⊗ to denote the product sigma al-
gebra. Let w =
−→
W t−1(xt−1)
←−
W ξt+1(xt+1)Igf (xt−1, xt+1). Through standard manipulations,
we obtain
E[Zˆθ,1:T |−→FNt−1 ⊗
←−
FNt+1]− Zθ,1:T = (−→γ Nt−1 ⊗←−γ Nt+1(w))− (−→γ t−1 ⊗←−γ t+1(w))
= (−→γ Nt−1 ⊗←−γ Nt+1(w))− (−→γ t−1 ⊗←−γ t+1(w))
− (−→γ Nt−1 ⊗←−γ t+1(w)) + (−→γ Nt−1 ⊗←−γ t+1(w))
− (−→γ t−1 ⊗←−γ Nt+1(w)) + (−→γ t−1 ⊗←−γ Nt+1(w))
− (−→γ t−1 ⊗←−γ t+1(w)) + (−→γ t−1 ⊗←−γ t+1(w)),
which can be rewritten as
=
[
(−→γ Nt−1 −−→γ t−1)⊗←−γ t+1(w)
]
+
[
−→γ t−1 ⊗ (←−γ Nt+1 −←−γ t+1)(w)
]
+[
(−→γ Nt−1 −−→γ t−1)⊗ (←−γ Nt+1 −←−γ t+1)(w)
]
.
We can use the decomposition of [23, Proposition 7.4.1] to obtain the following formula:
E[Zˆθ,1:T |−→FNt−1 ⊗
←−
FNt+1]− Zθ,1:T = α(N) + β(N) +R(N) (A1)
where
α(N) =
t−1∑
q=1
−→γ Nq (1)[−→η Nq −
−→
Φ q(
−→η Nq−1)](
−→
Q q,t−1[
−→
W t−1
←−γ t+1(←−W ξt+1Igf (., ·))])
β(N) =
T−t−1∑
q=0
←−γ NT−q(1)[←−η NT−q −
←−
Φ T−q(
←−η NT−q−1)](
←−
QT−q,t[W
ξ
t+1
−→γ t−1(Wt−1Igf (·, .))])
R(N) =
t−1∑
q=1
−→γ Nq (1)[−→η Nq −
−→
Φ q(
−→η Nq−1)](
−→
Q q,t−1[
−→
W t−1[
←−γ Nt+1 −←−γ t+1,θ](
←−
W ξt+1Igf (., ·))]).
As each of α(N), β(N), and R(N) is a sum of martingale differences, it is straightforward
to verify that the expectation of each is exactly zero. Thus, the unbiasedness property is
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established.
By using the Marcinicwiez-Zygmund inequality, we obtain
E
[√
N |Zˆθ,1:T − E[Zˆθ,1:T |−→FNt−1 ⊗
←−
FNt+1]|
]
= E
[√
N |−→γ Nt−1(1)←−γ Nt+1(1)|
N3
E
[
|
N∑
l=1
(wl − E[wl])|2
] 1
2
]
≤ E
[√
N |−→γ Nt−1(1)←−γ Nt+1(1)|
N3
(
Cθ
N∑
l=1
E|wl − E[wl]|2
) 1
2
]
≤ E
[√
N |−→γ Nt−1(1)←−γ Nt+1(1)|
N3
(
CθN
) 1
2
]
≤ Cθ
N2
E[|−→γ Nt−1(1)←−γ Nt+1(1)|] (A2)
for some Cθ < +∞. For any fixed t, T , we have
sup
N≥1
E[−→γ Nt−1(1)2]1/2 <∞
sup
N≥1
E[←−γ Nt+2(1)2]1/2 <∞
by the proof of Lemma A.1 below. Thus, via Cauchy-Schwarz, the expression (A2) ap-
proaches zero in the limit as N →∞, and we can deduce that
√
N(Zˆθ,1:T − E[Zˆθ,1:T |−→FNt−1 ⊗
←−
FNt+1])→P 0,
where→P denotes convergence in probability. Thus, recalling (A1), we have
√
N(Zˆθ,1:T − Zθ,1:T )−
√
Nα(N)−
√
Nβ(N)−
√
NR(N)→P 0.
The weak convergence of
√
Nα(N) and
√
Nβ(N) can be obtained by the independence of
the terms and [23, Proposition 9.4.1]. By Lemma A.1, the remainder
√
NR(N) converges
to zero in probability. 
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Lemma A.1 Assume (A1). Then for fixed T > 2, t ∈ {3, . . . , T − 2} we have
√
NR(N)→P 0.
Proof To shorten the subsequent notations, define:
ξNq,t−1(x) =
−→
Q q,t−1[
−→
W t−1[
←−γ Nt+1 −←−γ t+1,θ](
←−
W ξt+1Igf (., ·)](x) (A3)
ξ¯Nq,t−1 = sup
x
−→
W t−1(x) sup
x
−→
Q q,t−1(|[←−γ Nt+1 −←−γ t+1,θ](
←−
W ξt+1Igf (., ·)|)(x). (A4)
It is remarked that for any bounded function ϕ, supx
−→
Q q,t−1(ϕ)(x) <∞ by assumption.
We will now show that
√
NR(N) approaches zero in L1. To that end, we can consider
the expectation of each summand in the series for R(N). Via Cauchy-Schwarz, we have
E
[∣∣∣−→γ Nq (1)[−→η Nq −−→Φ q(−→η Nq−1)](ξNq,t−1ξ¯Nq,t−1
)
ξ¯Nq,t−1
∣∣∣]
≤
E
[∣∣∣−→γ Nq (1)[−→η Nq −−→Φ q(−→η Nq−1)](ξNq,t−1ξ¯Nq,t−1
)∣∣∣2]1/2E[(ξ¯Nq,t−1)2]1/2. (A5)
For the first expectation on the R.H.S. , one can condition on
−→
FNq−1 ⊗
←−
FNt+1 and apply the
Marcinicwiez-Zygmund inequality (noting that supx |ξNq,t−1(x)|/ξ¯Nq,t−1 is upper-bounded by
a finite deterministic constant) to obtain
E
[∣∣∣−→γ Nq (1)[−→η Nq −−→Φ q(−→η Nq−1)](ξNq,t−1ξ¯Nq,t−1
)∣∣∣2]1/2 ≤ C√
N
E[−→γ Nq (1)2]1/2.
Note that for each q, E[−→γ Nq (1)2]1/2 < ∞ due to the upper-bound on
−→
W n. Now consider
the second expectation on the R.H.S. of (A5). From the definition (A4), we have
E[(ξ¯Nq,t−1)2]1/2 = sup
x
−→
W t−1(x) sup
x
−→
Q q,t−1(1)E[
−→
Q q,t−1(|[←−γ Nt+1−←−γ t+1](
←−
W ξtIgf (., ·))|)2]1/2,
where
−→
Q q,t−1(x) := supx
−→
Q q,t−1(x)/ supx
−→
Q q,t−1(1). Application of Jensen’s inequality
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and Fubini’s theorem leads to E[(ξ¯Nq,t−1)2]1/2 being less than or equal to
sup
x
−→
W t−1(x) sup
x
−→
Q q,t−1(1)
−→
Q q,t−1
(
E[|[←−γ Nt+1 −←−γ t+1,θ](
←−
W ξtIgf (., ·))|2]
)1/2
.
Then by [16, Theorem 5.1, Corollary 5.2] (it is remarked that the corollary of that paper
can be adapted to deal when ←−γ t+1 integrates a bounded function), it follows for N large
enough relative to T − t (we will takeN to infinity and T − t is fixed) that there exists some
finite constant C(T, t) which depends upon T, t but not q or xt−1 such that
E[(ξ¯Nq,t−1)2]1/2 ≤ sup
x
−→
W t−1(x) sup
x
−→
Q q,t−1(1)
C(T, t)√
N
.
Hence we have √
NE[|R(N)|] ≤ C(T, t)√
N
,
where C(T, t) is some finite constant that may grow with T . We thus conclude the proof,
as T <∞. 
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Chapter 4
Twisting the Alive Particle Filter
The focus now switches to a particular subset of HMMs whose observations have unknown
or intractable likelihood densities (see Section 2.2.3). This chapter develops new SMC and
PMMH algorithms that enable one to perform Bayesian inference for these models. Similar
algorithms have appeared in the literature before; see [51], [52], and [67], and also Section
2.10. However, this work uses twisted proposals as in Section 2.12 to reduce the variance
of SMC estimates of Zθ in order to improve the convergence of PMMH. We call our new
algorithms “alive twisted SMC” and “alive twisted PMMH”, as we are twisting the alive
algorithms of [51].
The chapter begins by introducing new notation in Section 4.1, which is similar to the
Feynman-Kac notation of [23] and [91]. Doing this allows for a more concise statement of
the alive twisted algorithms and the accompanying theoretical work. Section 4.2 states the
new SMC algorithm, which is a twisted version of the alive SMC algorithm of [51]. Sec-
tion 4.3 states the choice of additive functional with which the proposals of this algorithm
should be twisted. The function is often times not analytically available in a real world
application (as in [91]), and so it must be approximated when possible. The assumptions
and the main theorem that justify this choice of additive functional are stated as well. A
proof of this result is given in the chapter appendix (Section A), and it very closely follows
the work of [91].
We compare the alive twisted SMC algorithm to Algorithm 15 in Section 4.4 by im-
plementing both on a linear Gaussian HMM (for which the optimal additive functional
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can be very accurately approximated). The numerical example shows that the new algo-
rithm’s estimate of the normalising constant has a lower variance when the true variances
of the targeted HMM are low. This encouraging performance of the alive twisted parti-
cle filter prompts us to embed it within a PMMH algorithm in Section 4.5, and the alive
twisted PMMH is compared to a PMMH which employs Algorithm 15 in Section 4.6. In
that second numerical illustration, both algorithms are implemented on stochastic volatil-
ity models. In one model, the optimal choice of additive functional can be very closely
approximated, and in the other it cannot. This numerical illustration demonstrates that it
is only when the choice of additive functional can be very closely approximated that our
alive twisted algorithm will outperform the non-twisted method. Section 4.7 concludes the
chapter with a summary and discussion.
4.1 Notation and definitions
We begin by defining some notation that is specific to this chapter. We prove our results in
a similar way to [91], and to make it easier for the interested reader to compare our work
to that of [91], we use as similar a notation as possible to that original article.
Consider the HMM from Section 2.2.3. For the probability space (Ω,F ,P), let Ω =
HZ be the set of doubly infinite sequences valued in H and let F = H⊗Z. Then for
ω = {ω (n)}n∈Z ∈ Ω, we can write each observation random variable as Yn (ω) = ω (n).
We use z to define a shift operator z : Ω → Ω as (zω) (n) = ω (n+ 1), where applying z
m−times is written zm. Thus, for example, Yn (zω) = Yn+1 (ω) and Yn (zmω) = Yn+m (ω).
At any time point, define
Mθ (ω, x, dx) = fθ (dk | k) gθ (u(zω) | dk) = fθ (dk | k) gθ (du(ω) | dk) .
Let Mm1,m2θ : Ω×Em1 × E⊗m2 → [0, 1] be the transition density of a particle system (that
uses multinomial resampling) with m1 ancestral paths and m2 propagated samples:
Mm1,m2θ (ω, x, dx) =
m2∏
i=1
Φω,m1θ (η
m1
ω )
(
dxi
)
(4.1.1)
Chapter 4. Twisting the Alive Particle Filter 161
Φω,m1θ (η
m1
ω )
(
dxi
)
=
1
m1
∑m1
j=1W (ω, x
j)Mθ (ω, x
j, dxi)
1
m1
∑m1
j=1 W (ω, x
j)
ηm1ω (W ) =
1
m1
m1∑
j=1
W
(
ω, xj
)
,
where W (ω, xj) takes the form of (2.2.12) with yn = y (ω) and xn = xj . Also, de-
fine Wm1 (ω, x) = 1
m1
∑m1
j=1W (ω, x
j), and define the additive functional fm1 (ω, x) =
1
m1
∑m1
j=1 f (ω, x
j), where f : Ω × E → (0,∞). To make our proofs easier to follow, we
further establish some kernel and operator notation in Table B1 in Section B of the chapter
appendix.
Let M˜m1,m2θ : Ω × Em1 × E⊗m2 → [0, 1] be some other sampling law, which may or
may not be the same as Mm1,m2θ , and define a family of kernels Mm1,m2 similar to as in
[91]:
Definition 4.1.1 Any M˜m1,m2θ is said to be a member of Mm1,m2 if and only if there exist
positive, finite constants (˜−, ˜+) and probability measures ν ∈ P(E) and ν˜ ∈ P(Em2)
such that
1. ν˜ (·) ˜− ≤ M˜m1,m2θ (ω, x, ·) ≤ ˜+ν˜ (·) ∀ (ω, x) ∈ Ω× Em1 ,
2. ν⊗m2 is dominated by ν˜, and
3.
∫
Em2
(
dν⊗m2
dν˜
(
x
′))2
ν˜
(
dx
′)
<∞.
Furthermore, when M˜m1,m2θ is a member ofMm1,m2 , we write
φω,m1,m2θ (x, dx) =
dMm1,m2θ (ω, x, ·)
dM˜m1,m2θ (ω, x, ·)
(dx) , (4.1.2)
which allows us to define the following:
Rm1,m2θ
(
ω, x, dx
′
)
= Wm1 (ω, x)2 φω,m1,m2θ
(
x, x
′
)2
M˜m1,m2θ
(
ω, x, dx
′
)
,
Jm1,m2θ (ω, x) =
∫
Em2
Wm1 (ω, x)2 φω,m1,m2θ
(
x, x
′
)2
M˜m1,m2θ
(
ω, x, dx
′
)
, and
Lm1,m2θ
(
ω, x, dx
′
)
=
Rm1,m2θ
(
ω, x, dx
′)
Jm1,m2θ (ω, x)
.
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Finally, this chapter frequently refers to the ratio
V˜ωθ,n =
∫
Em2
∏n
k=1W
mk
(
zkω, x
)2
φ
zkω,mk,mk+1
θ
(
x, x
′)2
M˜
mk,mk+1
θ
(
zkω, x, dx
′)[ ∫
E
∏n
k=1 W (z
kω, x)Mθ (zkω, x, du)
]2 (4.1.3)
=
∫
Em2
∏n
k=1R
mk,mk+1
θ
(
zkω, x, dx
′)[ ∫
E
∏n
k=1W (z
kω, x)Mθ (zkω, x, du)
]2
and to the additive functional
hm2 (ω, x) =
1
m2
m2∑
j=1
h
(
ω, xj
)
, (4.1.4)
where h : Ω× E → (0,∞).
4.2 Alive twisted sequential Monte Carlo
Recall that Algorithm 15 can be used to sample from the HMM of Section 2.2.3. In an
effort to try to reduce the variance of Algorithm 15’s estimate of Zθ, let us introduce a
change of measure on the particle system generated by that algorithm. First, we can use the
notation established in the previous section and simply re-write the stopping time (2.10.1)
of Algorithm 15 as
Tω = inf
{
p ≥ N :
p∑
i=1
W
(
ω, xi
) ≥ N} . (4.2.1)
Next, we can use some additive functional of the form (4.1.4) to introduce the change of
measure (similar to as in [91] and Section 2.12). The conditional density (2.10.3) of the
alive particle filter then becomes
pi
(
x
1:tzn−1ω
n , tzn−1ω | Fn−1
)
(4.2.2)
∝ pi
(
x
1:tzn−1ω
n , tzn−1ω | Fn−1
) 1
tzn−1ω − 1
tzn−1ω−1∑
i=1
h
(
zn−1ω, xin
)
.
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This change of measure allows us to better guide the sampling procedure of Algorithm 15.
We will show below in Sections 4.3, 4.4, and 4.6, that when h is chosen appropriately (i.e.,
as (4.3.1)), the change in measure can be used to introduce future information about the
model which is being sampled to a current time point of the particle system at the time
of sampling, thereby lowering the variance of the unbiased estimate of the normalising
constant.
The expression (4.2.2) can be normalised by changing the summand to
~
(
zn−1ω, xin
)
= h
(
zn−1ω, xin
)×[
W
(
zn−1ω, xin
) · I{a:a≥N} (tzn−1ω) · N − 1
tzn−1ω − 1
+ (1−W (zn−1ω, xin)) · I{a:a≥N+1} (tzn−1ω) · tzn−1ω −Ntzn−1ω − 1
]
and dividing the entire R.H.S. of (4.2.2) by
Φ
zn−2ω,tzn−2ω−1
θ
(
η
tzn−2ω−1
zn−2ω
) (
h
(
zn−1ω, ·)) .
One can sample from the normalised version of (4.2.2) via Algorithm 33, which is known
hereafter as the alive twisted particle filter, or alive twisted SMC. Algorithm 33 may appear
complicated at first sight, but one must keep in mind that we are only changing the sampling
of a single particle. All other particles are sampled as they would have been sampled in
Algorithm 15. From a coding standpoint, there is little additional effort required by the
practitioner. There is also no real increase in computational cost.
For a simulated path x1:n generated by Algorithm 33, where Tzp−1ω samples of xp have
been obtained, we have
Zˆθ,1:n =
n−1∏
k=0
N − 1
Tzkω − 1
·
∑T
zkω
−1
i=1 Q
zk−1ω
θ
(
h(zkω, ·)) (xa(i)k )∑T
zkω
−1
i=1 W
(
zkω, xik+1
)
h
(
zkω, xik+1
) (4.2.3)
=
n−1∏
k=0
 1
Tzkω − 1
T
zkω
−1∑
i=1
W
(
zkω, xik+1
)φzk−1ω,Tzk−1ω−1,Tzkω−1θ (xk, xk+1) .
This estimate is clearly unbiased when the expectation is taken with respect to the transition
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Algorithm 33 Alive twisted particle filter for HMMs
In the following, it is assumed that the first observation of the HMM is given the index of
one (e.g., y1 = y1(z0ω) and y2 = y1(z1ω)).
• Step 0: Set n = 0.
• Step 1: Sample the twisted particle X1n+1 from the probability
Φ
zn−1ω,tzn−1ω−1
θ
(
η
tzn−1ω−1
zn−1ω
) (
dx1n+1
)
~
(
znω, x1n+1
)
Φ
zn−1ω,tzn−1ω−1
θ
(
η
tzn−1ω−1
zn−1ω
)
(h (znω, ·))
and compute the un-normalised weight:
W
(
znω, x1n+1
)
= IR×Bn+1,(y1(znω))
(
x1n+1
)
.
• Step 2: Set r = 2 and S = 0.
• Step 3: Sample the non-twisted particle Xrn+1 from the probability
Φ
zn−1ω,tzn−1ω−1
θ
(
η
tzn−1ω−1
zn−1ω
) (
xrn+1
)
and compute the un-normalised weight:
W
(
znω, xrn+1
)
= IR×Bn+1,(y1(znω))
(
xrn+1
)
.
Compute S =
∑r
i=1W
(
znω, xin+1
)
. If S < N , then set r = r + 1 and return to the
beginning of Step 3. Otherwise, set Tznω = r.
• Step 4: Sample Kn+1 from the discrete uniform distribution on {1, . . . , tznω − 1};
this is the index of the twisted particle in Step 1. Set n = n+ 1 and return to the start
of Step 1.
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densities of Algorithm 33:
M˜Tω−1,Tzω−1θ (ω, x,D) =
∫
D
MTω−1,Tzω−1θ
(
ω, x, dx
′)
hTzω−1
(
zω, x
′)∫
ETzω−1 M
Tω−1,Tzω−1
θ (ω, x, du)h
Tzω−1 (zω, u)
,
for all D ∈ E⊗(Tzω−1), and M˜Tω−1,Tzω−1θ is a member of MTω−1,Tzω−1. Of course, any
generic choice of the function h is not guaranteed to induce a low variance for (4.2.3).
Section 4.3 states the unique optimal choice of h which leads to the low variance.
4.3 Optimal change in measure
The purpose of introducing the change of measure on the alive particle filter is to reduce
the variance of the algorithm’s estimate of the normalising constant, Zˆθ. More specifically,
we would like to achieve
1
n
log V˜ωθ,n =
1
n
log
(
E[Zˆ2θ,1:n]
Z2θ,1:n
)
→ Υ
(
M˜θ
)
= 0 as n→∞, P− a.s.,
which is similar to expression (2.12.1) of Section 2.12. The non-negative, finite constant
Υ
(
M˜θ
)
is some limiting value which depends on the transition density of Algorithm 33.
We show below that the optimal choice of h which leads to Υ
(
M˜θ
)
= 0 is
h (ω, x) = lim
n→∞
Qωθ,n (1) (x)
Φz
−nω
θ,n (σ)Q
ω
θ,n (1)
, (4.3.1)
which also happens to be an eigenfunction and the unique solution to the system of equa-
tions
ηωQωθ (·) = λωηzω (·) (4.3.2)
Qωθ (h (zω, ·)) (x) = λωh (ω, x)
ηω(h (ω, x)) = 1,
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for the limit
ηω(A) = lim
n→∞
Φz
−nω
θ,n (σ) (A)
and theF−measurable eigenvalue
λ : ω ∈ Ω→ ηω (W ω) .
A similar result has been proven before in [91]. However, that work only considers the case
whereMθ (ω, x, dx) can be evaluated pointwise (i.e., the likelihood density gθ (u(zω) | dk)
can be computed). The result in this thesis extends the work of [91] to the case where that
likelihood density is not computable.
To prove our result, we adopt slightly different assumptions from those of [91]:
(B1) The shift operator z preserves P and is ergodic.
(B2) At any time point,
sup
ω∈Ω
sup
(x,u)∈E2
Mωθ (W ) (x)
Mωθ (W ) (u)
≤ ∆1, (4.3.3)
for some ∆1 ∈ (0,∞). Furthermore, there exist positive, finite constants (−, +)
and a probability measure ν ∈P(E) such that
ν (·) − ≤Mθ (ω, x, ·) ≤ +ν (·) ∀ (ω, x) ∈ Ω× E. (4.3.4)
Given the definition of the incremental weights, note that (4.3.3) and (4.3.4) imply,
for all σ, σ1, σ2 ∈P(E),
sup
n≥1
sup
ω∈Ω
sup
(x,u)∈E2
σ1Q
ω
θ,n (x)
σ2Qωθ,n (u)
≤ ∆2, 0 < sup
n≥1
sup
ω∈Ω
σQωθ,n (1) <∞,
0 < sup
n≥1
sup
(x,u)∈E2
Qωθ,n (1) (x)
Qωθ,n (1) (u)
<∞
for some ∆2 ∈ (0,∞).
(B3) We always fix N such that 1 < N < ∞, and for all ω ∈ Ω,  is always set in such a
way that Tω as in (4.2.1) is finite.
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Essentially, the first assumption means that the process producing the observations is sta-
tionary and ergodic [91]. The second and third assumptions effectively place upper and
lower bounds on the estimate of the normalising constant, and they place a finite restriction
on the running time of Algorithm 33. We acknowledge that these assumptions may be dif-
ficult to verify in a real world example. Nonetheless, they allow us to prove an optimality
result which gives us a sense of how twisting the alive particle filter might be beneficial.
We note that the algorithms presented in this chapter are still valid regardless of whether
the assumptions hold (although they might not be optimal).
In the chapter appendix in Section A, the following theorem is proven for when h is
defined as in (4.3.1):
Theorem 4.3.1 Assume (B1), (B2) and (B3), and let h be defined as in (4.3.1). For each
M˜Tω−1,Tzω−1θ any member of aMTω−1,Tzω−1, the following are equivalent:
1. Υ
(
M˜θ
)
= 0.
2. For P−almost all ω ∈ Ω, ∃Aω ∈ E⊗(Tω−1) such that ν⊗(Tω−1) (Acω) = 0 and ∀x ∈
Aω,
M˜Tω−1,Tzω−1θ (ω, x,D) =
∫
D
MTω−1,Tzω−1θ
(
ω, x, dx
′)
hTzω−1
(
zω, x
′)∫
ETzω−1 M
Tω−1,Tzω−1
θ (ω, x, du)h
Tzω−1 (zω, u)
for all D ∈ E⊗(Tzω−1).
3. For P−almost all ω ∈ Ω, supn V˜ωθ,n <∞.
This theorem states that there is a unique choice for the change in measure of the particle
system that, when analytically available, leads to Υ
(
M˜θ
)
= 0. However, that optimal
h often needs to be approximated. In the following section, we implement Algorithm
33 on an example where the exact form of h needs to be approximated. The numerical
illustration shows that under certain scenarios, the approximation of h is sufficient to reduce
the variance of Zˆθ.
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4.4 Implementation of alive twisted SMC on a linear Gaussian model
We compare the variability of the alive particle filter’s normalising constant estimator
(2.10.2) to that of the alive twisted particle filter’s normalising constant estimator (4.2.3).
We consider the linear Gaussian HMM of [91, Section 4.4]:
X0 ∼ N
(
0, ν2
)
(4.4.1)
Xn+1 | (X1:n = x1:n, Y1:n = y1:n) ∼ N
(
0.9xn, ν
2
)
= fθ (xn+1 | xn)
Yn | (X1:n = x1:n, Y1:n−1 = y1:n−1) ∼ N
(
xn, τ
2
)
= gθ (yn | xn) .
In our numerical illustrations, we assume it is undesirable to repetitively calculate the den-
sity gθ to obtain exact importance weights, but it is possible to simulate from the corre-
sponding distribution.
We know from [91] that the best approximation of h appropriate for a twisted bootstrap
particle filter targeting an HMM is
h
(
zn−1ω, xn
)
= piθ
(
y1(z
n−1+lω) | xn
)
= piθ
(
yn(z
lω) | xn
)
,
where l ≥ 0 is a lag length. As this expression is analytically available for 4.4.1, we use
this h in our simulations. [91, Section 4.4] illustrates that the ideal lag length appears to be
five for this example (at least when ν = τ = 1), and so we use l = 5. Furthermore, given
this form of h, it is possible to obtain the closed form expression
Qz
n−1ω
θ (h(z
nω, ·)) (xa(i)n ) = IR×Bn+1,(y1(znω)) (·) piθ (y1(zn+lω) | xa(i)n ) .
In our analysis, we calculate
log
[
V
[
ZˆAlgo15θ,1:T
]]
− log
[
V
[
ZˆAlgo33θ,1:T
]]
for different pairs of values of the state noise ν and the observation noise τ , where the
variance is taken with respect to the appropriate algorithm. We first consider values for ν
and τ that range from one to 84 in steps of 14, and we run 40 simulations per pair (ν, τ).
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The experiment is repeated under different values of N for a fixed T = 100. We also
consider different values of , which is defined as
 =
|un − y1(zn−1ω)|
|y1(zn−1ω)| =
|un − yn(ω)|
|yn(ω)| ,
with u being the simulated data.
As the below output shows, the most striking differences between the algorithms’ per-
formances in the tests just described appear when N is large and when ν = τ = 1. To
better understand the behaviour of the filters in this specific case, we run further simula-
tions where values for (ν, τ) remain concentrated around (1, 1); see below.
Results
• N = 100,  = 0.25, broad grid: see Figure 4.4.1
• N = 100,  = 0.75, broad grid: see Figure 4.4.1
• N = 100,  = 1.5, broad grid: see Figure 4.4.1
• N = 100,  = 3.5, broad grid: see Figure 4.4.1
• N = 1000,  = 1.5, broad grid: see Figure 4.4.2
• N = 1500,  = 3.5, broad grid: see Figure 4.4.2
• N = 750,  = 1.5, concentrated grid: see Figure 4.4.3
• N = 1250,  = 1.5, concentrated grid: see Figure 4.4.3
• N = 1500,  = 1.5, concentrated grid: see Figure 4.4.3
In Figure 4.4.1, we first observe that changing  has little effect on the output, despite the
fact that the twisted algorithm twists its proposal more as  increases. More twisting occurs
also when ν is large relative to τ , but again, without any real impact on the output.
Secondly, comparing Figures 4.4.1 and 4.4.2 shows that increasing N does seem to
have some effect on the output. When N is large, the alive twisted algorithm outperforms
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the alive algorithm by several orders of magnitude in the case where ν = τ = 1. When
we focus the simulations around the case where N is large and ν and τ each remain close
to one (see Figure 4.4.3), we see that the best performance happens when ν and τ are
both less than or equal to one. Thus, these results do suggest that twisting can improve
the performance of the alive particle filter when a) the variances of the HMM are low and
b) one has access to a good approximation of the true h (i.e., when piθ (yn(z5ω) | xn) can
be computed or closely approximated). Granted, the subset of HMMs whose observations
have unknown or intractable likelihood densities and have a known, useful approximation
for piθ (yn(z5ω) | xn) is small, but examples do exist. In Section 4.6, we consider an HMM
whose observations are drawn from a stable distribution with stability parameter close to
two (a setting under which the stable distribution is Gaussian and piθ (yn(z5ω) | xn) can
easily be computed).
Finally, comparing the actual formulas (2.10.2) and (4.2.3) more closely explains why
the alive twisted algorithm outperforms the alive algorithm more as N increases. The two
expressions are identical, except for this additional incremental term in (4.2.3):
∑T
zkω
−1
i=1 Q
zk−1ω
θ
(
h(zkω, ·)) (xa(i)k )∑T
zkω
−1
i=1 W
(
zkω, xik+1
)
h
(
zkω, xik+1
) . (4.4.2)
Of the (Tzkω − 1) simulated paths, suppose that we were to order the paths so that those
with zero weight were all placed after the (N−1) paths with non-zero weight. Then, as we
are using incremental weights that equal either zero or one, (4.4.2) is effectively equivalent
to ∑N−1
i=1 Q
zk−1ω
θ
(
h(zkω, ·)) (xa(i)k )∑N−1
i=1 h
(
zkω, xik+1
) = 1N−1 ∑N−1i=1 Qzk−1ωθ
(
h(zkω, ·)) (xa(i)k )
1
N−1
∑N−1
i=1 h
(
zkω, xik+1
) .
We could think of the numerator and the denominator as Monte Carlo estimates of some
integrals that are only getting more accurate as N increases, thereby reducing the variance
of (4.2.3) even more relative to (2.10.2) as N increases.
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log
[
V
[
ZˆAlgo15θ,1:T
]]
− log
[
V
[
ZˆAlgo33θ,1:T
]]
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Figure 4.4.1: Each graph measures the difference between the log of the variance of esti-
mates of Zθ,1:T obtained by the two algorithms. We set T = 100 and N = 100 in each
case. Each block represents 40 simulations. The weights have an  of 0.25 (top left), 0.75
(top right), 1.5 (bottom left), and 3.5 (bottom right). Twisting ranges from happening 10%
of the time when  = 0.25 to 90% of the time when  = 3.5.
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Figure 4.4.2: Each graph measures the difference between the log of the variance of es-
timates of Zθ,1:T obtained by the two algorithms. We set T = 100 in each case. Each
block represents 40 simulations. Left: N = 1000 and the weights have an  of 1.5. Right:
N = 1500 and the weights have an  of 3.5.
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Figure 4.4.3: Each graph measures the difference between the log of the variance of es-
timates of Zθ,1:T obtained by the two algorithms. We set T = 100 and  = 1.5 in each
case. Each block represents 300 simulations, where N = 750 at top left, N = 1250 at top
right, and N = 1500 at bottom. Notice that the bottom plots are more concentrated around
ν = τ = 1 than those plots at top left and top right.
4.5 Alive twisted particle marginal Metropolis-Hastings
The previous section shows that Algorithm 33 can indeed reduce the variance of unbiased
estimates of the normalising constant in certain scenarios. Thus, following the same strat-
egy from Chapter 3, it is sensible to embed the alive twisted particle filter in PMMH to
attempt to expedite its convergence.
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With an unbiased estimate of the normalising constant available, it is straightforward to
define an alive twisted PMMH as Algorithm 34, whose extended target density piN is struc-
tured as follows. The joint density of the simulated variables through time n of Algorithm
33 is
ψθ(x1:n, a1:n−1, tω, . . . , tzn−1ω) ∝[(
tω − 1
N − 1
) tω∏
i=1; 6=k1
Mθ
(
z−1ω, xa(i)0 , x
i
1
)]
×
[ n∏
j=2
(
tzj−1ω − 1
N − 1
) tzj−1ω∏
i=1; 6=kj
W
(
zj−2ω, xa(i)j−1
)
∑t
zj−2ω−1
l=1 W
(
zj−2ω, xlj−1
)Mθ (zj−2ω, xa(i)j−1, xij)]×[
Mθ
(
z−1ω, xa(k)0 , x
k
1
)
h
(
ω, xk1
) ]×[ n∏
j=2
{
Qz
j−2ω
θ
(
h(zj−1ω, ·)) (xa(k)j−1)}Mθ (zj−2ω, xa(k)j−1 , xkj)h (zj−1ω, xkj ) ],
where we slightly abuse the notation and use a1:n−1 to denote the full ancestry of the twisted
and non-twisted particles (note also that kn is being used to denote the index of the twisted
particle at time step n). One can use this expression to establish an extended target as
piN
(
k, θ, x1:n, a1:n−1, tω, . . . , tzn−1ω | y1:n
) ∝ (4.5.1)
pi (θ)ψθ(x1:n, a1:n−1, tω, . . . , tzn−1ω)×
Zˆθ,1:n ·
W
(
zn−1ω, xkn
)∑tzn−1ω−1
l=1 W (z
n−1ω, xln)
,
where pi (θ) is an appropriate prior for the parameter θ. In both of the above expressions, it
is assumed that, at any time step k, each sample (xk, tzk−1ω) satisfies the following:
t
zk−1ω−1∑
l=1
W
(
zk−1ω, xlk
)
= N − 1 and W
(
zk−1ω, x
t
zk−1ω
k
)
= 1.
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Algorithm 34 Alive twisted PMMH for HMMs
• Step 0: Draw θ from its prior. All remaining random variables can be sampled from
their full conditionals defined by the target (4.5.1):
- Sample x1:n, a1:n−1, tω, . . . , tzn−1ω | · · · via Algorithm 33 using parameter value θ.
- Choose k with probability
W(zn−1ω,xkn)∑t
zn−1ω−1
l=1 W(zn−1ω,xln)
.
Finally, calculate the marginal likelihood estimate, Zˆθ,1:n, via (4.2.3).
• Step 1: Sample θ∗ ∼ q (· | θ). All remaining random variables can be sampled from
their full conditionals defined by the target (4.5.1):
- Sample x∗1:n, a
∗
1:n−1, t
∗
ω, . . . , t
∗
zn−1ω | · · · via Algorithm 33 using parameter value θ∗.
- Choose k∗ with probability
W(zn−1ω,xk
∗
n )∑t
zn−1ω−1
l=1 W(zn−1ω,xln)
.
Finally, calculate the marginal likelihood estimate, Zˆθ∗,1:n, via (4.2.3).
• Step 2: With acceptance probability
1 ∧ pi(θ
∗)
pi(θ)
q(θ | θ∗)
q(θ∗ | θ)
Zˆθ∗,1:n
Zˆθ,1:n
,
set k = k∗, θ = θ∗, x1:n = x
∗
1:n, a1:n−1 = a
∗
1:n−1, and tω, . . . , tzn−1ω = t
∗
ω, . . . , t
∗
zn−1ω.
Return to the beginning of Step 1.
Similarly, the proposal density of the PMMH takes the form
qN
(
k, θ, x1:n, a1:n−1, tω, . . . , tzn−1ω
) ∝
q (θ | ζ)ψθ(x1:n, a1:n−1, tω, . . . , tzn−1ω)×
W
(
zn−1ω, xkn
)∑tzn−1ω−1
l=1 W (z
n−1ω, xln)
,
where q (θ | ζ) is the density that proposes a new value θ ∈ Θ conditional on a current
accepted value ζ ∈ Θ.
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4.6 Implementation of alive twisted PMMH on a stochastic volatility
model
In the next numerical illustration, we compare the convergence of Algorithm 34 to that of
a PMMH employing the non-twisted alive particle filter; the PMMH employing the non-
twisted alive particle filter first appeared in [51]. We consider a stochastic volatility model
which is similar to the one appearing in [51]:
X0 ∼ N
(
0, ν2
)
(4.6.1)
Xn+1 | (X1:n = x1:n, Y1:n = y1:n) ∼ N
(
Fxn, ν
2
)
= fθ (xn+1 | xn)
Yn | (X1:n = x1:n, Y1:n−1 = y1:n−1) ∼ exp (xn/2)S (α, 0.05, γ, 0) .
This model is more challenging than the linear Gaussian HMM (4.4.1) because the proba-
bility density functions of the observations are not defined for all parameter values of the
stable distribution. However, the stable distribution is Gaussian when the stability parame-
ter is α = 2. Thus, this section uses the same approximation for h that was used in Section
4.4, and when calculating
h
(
zn−1ω, xn
)
= piθ
(
y1(z
n−1+lω) | xn
)
{l=5} = piθ
(
yn(z
lω) | xn
)
{l=5} ,
we use a Gaussian density as an approximation for the density of the observations.
The observations are daily logarithmic returns of the S&P 500. We consider three
datasets that each begin with 10th December 2009 and run for T = 200, T = 500, or
T = 700 time steps (see Figure 4.6.1). The datasets are chosen for their different time
lengths, to study how T affects the relative performance of the algorithms.
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Figure 4.6.1: Daily closing index value of S&P 500 (left) and the daily logarithmic returns
(right). In each plot, the first time step corresponds to 10th December 2009.
Both PMMH algorithms are used to infer the scalars F , 1
ν2
, and 1
γ
(with priors F ∼
N (0, 0.15), 1
ν2
∼ Ga (2, 100), and 1
γ
∼ Ga (2, 1)). We set the number of alive particles N ,
the number of PMMH iterations M , and the stability parameter α to different values across
simulations, with a fixed  = 3.5 (see below). In order to run the algorithms under many
different settings in a timely fashion, we only repeat five simulations of each algorithm per
trial. All algorithms have approximately equal running times for equal values of N . We
track the convergence of the algorithms using the autocorrelation functions (ACFs) and the
trace plots of F , ν2, and γ (see Section 2.14.3).
Results: trial 1
The data has a length of T = 200, and the stability parameter is set as α = 1.75. The
proposals for the parameters ν2 and γ are log normal random walks: log(θ∗) = log(θ) + ι,
ι ∼ N (0, 0.5). The proposal for F is a normal random walk: θ∗ ∼ N (θ, 1).
• Alive PMMH, N = 50, M = 100000: see Figure 4.6.2
• Alive twisted PMMH, N = 50, M = 100000: see Figure 4.6.2
• Alive PMMH, N = 100, M = 100000: see Figures 4.6.2 and 4.6.3
• Alive twisted PMMH, N = 100, M = 100000: see Figures 4.6.2 and 4.6.3
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• Alive PMMH, N = 1000, M = 20000: see Figure 4.6.2
• Alive twisted PMMH, N = 1000, M = 20000: see Figure 4.6.2
Both algorithms seem to perform similarly. The ACF plots (see Figure 4.6.2) demon-
strate that the alive twisted PMMH converges more slowly than the alive PMMH. This
issue is likely a result of the eigenfunction h being a poor approximation in the case where
α = 1.75. However, the trace plots (see Figure 4.6.3) show that both algorithms explore
the state spaces of the unknown parameters thoroughly and without sticking too much.
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Figure 4.6.2: Results for N = 50 (left), N = 100 (middle), and N = 1000 (right). ACF
plots for F , ν2, and γ (from top to bottom). The alive PMMH corresponds to the blue lines,
and the alive twisted PMMH corresponds to the red lines.
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Figure 4.6.3: Results for N = 100. Left: alive PMMH; right: alive twisted PMMH. Trace
plots for F , log ν, and log γ (from top to bottom). Only one of the five repetitions of each
simulation is shown.
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Results: trial 2
The data has a length of T = 200, and the stability parameter is set as α = 1.95. The
proposals for the parameters ν2 and γ are log normal random walks: log(θ∗) = log(θ) + ι,
ι ∼ N (0, 0.5). The proposal for F is a normal random walk: θ∗ ∼ N (θ, 1).
• Alive PMMH, N = 50, M = 100000: see Figure 4.6.4
• Alive twisted PMMH, N = 50, M = 100000: see Figure 4.6.4
• Alive PMMH, N = 100, M = 100000: see Figures 4.6.4 and 4.6.5
• Alive twisted PMMH, N = 100, M = 100000: see Figures 4.6.4 and 4.6.5
• Alive PMMH, N = 1000, M = 20000: see Figure 4.6.4
• Alive twisted PMMH, N = 1000, M = 20000: see Figure 4.6.4
Both algorithms seem to perform similarly, although now the ACF plots (see Figure
4.6.4) show the alive twisted PMMH slightly outperforming the non-twisted alive PMMH.
It appears our eigenfunction h is a fair approximation to the true, optimal hwhen α = 1.95;
this is not surprising, as when α = 1.95 the stable distribution is nearly Gaussian, and we
know from [91] and from Section 4.4 that our eigenfunction h is a good approximation
for linear Gaussian HMMs. It is also not surprising to see a boost in performance when
N = 1000, as this is a scenario in Section 4.4 where the alive twisted SMC performed
much better than the alive SMC. Finally, the trace plots (see Figure 4.6.5) again show that
both algorithms explore the state spaces of the unknown parameters thoroughly.
The output of Trials 1 and 2 illustrate that if the true, optimal h cannot be well approx-
imated, then twisting alive PMMH is not useful. In this particular numerical example, that
means twisting will only be useful when the HMM (4.6.1) is nearly linear Gaussian. The
performance of the twisted algorithm when α = 1.95 versus when α = 1.75 also suggests
that the twisted scheme will continue to perform worse as the model moves further away
from the Gaussian settings. Thus, the range of models to which our method may be appli-
cable seems limited to a small subset. Given that implementing the alive twisted PMMH is
not much more difficult than implementing the standard alive PMMH, however, one could
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argue that the twisted algorithm is still a useful tool when one is working within that small
subset of HMMs.
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Figure 4.6.4: Results for N = 50 (left), N = 100 (middle), and N = 1000 (right). ACF
plots for F , ν2, and γ (from top to bottom). The alive PMMH corresponds to the blue lines,
and the alive twisted PMMH corresponds to the red lines.
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Figure 4.6.5: Results for N = 100. Left: alive PMMH; right: alive twisted PMMH. Trace
plots for F , log ν, and log γ (from top to bottom). Only one of the five repetitions of each
simulation is shown.
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Results: trial 3
The data has a length of T = 500, and the stability parameter is set as α = 1.75. The
proposals for the parameters ν2 and γ are log normal random walks: log(θ∗) = log(θ) + ι,
ι ∼ N (0, 0.5). The proposal for F is a normal random walk: θ∗ ∼ N (θ, 1).
• Alive PMMH, N = 50, M = 100000
• Alive twisted PMMH, N = 50, M = 100000
• Alive PMMH, N = 100, M = 100000
• Alive twisted PMMH, N = 100, M = 100000
The two PMMH algorithms show similar performance to one another. There is no
significant benefit to twisting the embedded SMC algorithm in this case. As the results
are similar to those of Trial 1, it appears to be that increasing T slightly from T = 200 to
T = 500 has little effect on the output (we do not present the output for this reason).
Results: trial 4
The data has a length of T = 500, and the stability parameter is set as α = 1.95. The
proposals for the parameters ν2 and γ are log normal random walks: log(θ∗) = log(θ) + ι,
ι ∼ N (0, 0.5). The proposal for F is a normal random walk: θ∗ ∼ N (θ, 1).
• Alive PMMH, N = 50, M = 100000
• Alive twisted PMMH, N = 50, M = 100000
• Alive PMMH, N = 100, M = 100000
• Alive twisted PMMH, N = 100, M = 100000
The results (not shown) are similar to those of Trial 2, which corroborates the hypothe-
sis that increasing T slightly from T = 200 to T = 500 has little effect on the output. This
point is even further exemplified by the results of Trials 5 and 6 below.
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Results: trial 5
The data has a length of T = 700, and the stability parameter is set as α = 1.75. The
proposals for the parameters ν2 and γ are log normal random walks: log(θ∗) = log(θ) + ι,
ι ∼ N (0, 0.5). The proposal for F is a normal random walk: θ∗ ∼ N (θ, 1).
• Alive PMMH, N = 50, M = 100000
• Alive twisted PMMH, N = 50, M = 100000
• Alive PMMH, N = 100, M = 100000
• Alive twisted PMMH, N = 100, M = 100000
The results are similar to those of Trial 1, and thus not shown.
Results: trial 6
The data has a length of T = 700, and the stability parameter is set as α = 1.95. The
proposals for the parameters ν2 and γ are log normal random walks: log(θ∗) = log(θ) + ι,
ι ∼ N (0, 0.5). The proposal for F is a normal random walk: θ∗ ∼ N (θ, 1).
• Alive PMMH, N = 50, M = 100000
• Alive twisted PMMH, N = 50, M = 100000
• Alive PMMH, N = 100, M = 100000
• Alive twisted PMMH, N = 100, M = 100000
The results are similar to those of Trial 2, and thus not shown.
4.7 Discussion
The authors of [91] show numerically (and also prove theoretically) that with a good ap-
proximation of (4.3.1) available, twisting can significantly reduce the variance of the unbi-
ased SMC estimate of Zθ of an HMM whose observations have tractable likelihood den-
sities. In this chapter, we applied the same twisting concept to a particle filter that targets
Chapter 4. Twisting the Alive Particle Filter 185
HMMs whose observations have unknown or intractable likelihood densities. That is, we
introduced a change of measure on the alive particle filter of [51] to reduce the variance
of its estimate of the normalising constant. By adopting similar assumptions as in [91],
we demonstrated that nearly the same theoretical arguments of [91] can be used to deter-
mine the unique, optimal change of measure for the alive algorithm. That optimal choice
is (4.3.1) – i.e., the same unique choice discovered in [91].
Our theoretical findings were used to formalise an alive twisted particle filter and an
alive twisted PMMH. Both methods were implemented on HMMs, with the PMMH being
used in a real world example. The numerical analyses illustrated that when the change of
measure on the alive algorithms is not a close approximation of the ideal change in mea-
sure, twisting may not be worthwhile. However, when a very good approximation of the
ideal change in measure was available, our algorithms did exhibit reduced variability. In
Section 4.4, the approximation of (4.3.1) is very close to the optimal measure, and we saw
a significant reduction in the twisted algorithm’s variance when the variances of the under-
lying linear Gaussian model were themselves very low. In Section 4.6, the approximation
of (4.3.1) was less close to the true measure, and we saw evidence of only a modest boost
in the performance of the twisted algorithm over the non-twisted algorithm; furthermore,
any observable benefits were quickly erased as the approximation of (4.3.1) became just
slightly worse.
We know generally that piθ (yn(z5ω) | xn) is a good approximation for (4.3.1) for the
class of HMMs which were studied in this chapter. However, the subset of HMMs whose
observations have unknown or intractable likelihood densities and have a known, useful
approximation for piθ (yn(z5ω) | xn) is probably small. So far, we do know that when the
underlying distributions of the HMM are nearly Gaussian (e.g., stable distributions with sta-
bility parameters that are very close to two), a useful approximation for piθ (yn(z5ω) | xn)
is known (see Section 4.6). We currently do not know of any other HMMs (whose obser-
vations have unknown or intractable likelihood densities) outside of this subset for which a
good twisting measure has been tested.
We close by acknowledging that the assumptions used to prove our theoretical results
may be difficult (or even impossible) to verify in a real world application. Assumption
(B1), in particular, would be very hard to verify when one knows little about the process
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producing the observations. A future work might consider proving the same results under
weaker assumptions, although that will likely not be a straightforward task.
Appendix
A Proof of the main result from Section 4.3
We first illustrate that Zθ,1:n is actually finite in the limit as n → ∞, for otherwise there
would be no circumstance under which Υ
(
M˜θ
)
= 0. The result is established as the
following proposition.
Proposition A.1 Assume (B1) and (B2). There exists a finite, real-valued constant Λ,
which is independent of the initial distribution µ, such that
1
n
log µQωθ,n (1)→ Λ
as n→∞, P−almost surely.
Proof of Proposition A.1 This proof closely follows the proof of [91, Proposition 1], with
only some minor modifications. Assuming (B2), we can define a constant g = inf(ω,x) νQωθ (x) >
0 which also must be finite. Consider a sequence of random variables {κωn}n≥1 where
κωn = νQ
ω
θ,n−1 (1) g.
We know κωn > 0, and as
κωn+p = νQ
ω
θ,p+n−1 (1) g
= νQωθ,pQ
zpω
θ,n−1 (1) g
= νQωθ,p−1Q
zp−1ω
θ Q
zpω
θ,n−1 (1) g
≥ κωpκz
pω
n ,
we have
− log κωn+p ≤ − log κωp − log κz
pω
n . (A1)
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Furthermore, (B2) and the definition of g ensure that each κn is finite, and so∫
Ω
− log κωnP(dω) > −∞. (A2)
Considering A1, A2, and the ergodicity of the shift operator assumed by (B1), we can apply
Kingman’s subadditive ergodic theory [57] to obtain
1
n
log κωn → Λ, (A3)
as n→∞, P−almost surely, where Λ is a finite constant.
As (B2) implies
0 <
κωn
µQωθ,n (1)
≤ νQ
ω
θ,n (1)
µQωθ,n (1)
=
νQωθQ
zω
θ,n−1 (1)
µQωθQ
zω
θ,n−1 (1)
≤ ∆2,
we have
sup
ω∈Ω
∣∣∣∣ 1n log κωn − 1n log µQωθ,n (1)
∣∣∣∣ ≤ 1n log ∆2. (A4)
Considering (A3) and (A4), we find
1
n
log µQωθ,n (1)→ Λ,
as n→∞, P−almost surely. 
The next two propositions clearly define the triple (η, h, λ) that uniquely satisfies the
system of equations (4.3.2). It is not yet shown that h is the optimal function by which
Algorithm 33 should be twisted. Before proving that, we have to first show that the measure
exists. The fact that the triple (η, h, λ) uniquely satisfies (4.3.2) is used in calculations in
later parts of the proof of the main result.
Proposition A.2 Assume (B2).
1. Fixing σ ∈P(E), the limits
ηω(A) = lim
n→∞
Φz
−nω
θ,n (σ) (A) and h (ω, x) = lim
n→∞
Qωθ,n (1) (x)
Φz
−nω
θ,n (σ)Q
ω
θ,n (1)
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exist, where ηω(A) is a member of a family of probability measures, η = {ηω ∈
P(E);ω ∈ Ω}, and h (ω, x) is a member of a family of real-valued,F⊗E−measurable
functions, h : Ω× E → R.
2. The families of probability measures and measurable functions just defined are inde-
pendent of σ, and there exist constants C <∞ and ρ < 1 such that
sup
ω∈Ω
sup
σ∈P(E)
∣∣∣∣[Φz−nωθ,n (σ)− ηω] (ϕ) ∣∣∣∣ ≤ sup
x
|ϕ (x) |Cρn (A5)
and
sup
ω∈Ω
sup
x∈E
sup
σ∈P(E)
∣∣∣∣ Qωθ,n (1) (x)Φz−nωθ,n (σ)Qωθ,n (1) − h (ω, x)
∣∣∣∣ ≤ Cρn (A6)
for ϕ ∈ Bb(E) and n ≥ 1.
3. The function λ : ω ∈ Ω→ ηω (W ω) isF−measurable, and
sup
(ω,ω)′∈Ω2
λω
λω′
<∞, sup
(ω,ω′ ,x,x′ )∈Ω2×E2
h (ω, x)
h (ω′ , x′)
<∞. (A7)
4. Consider the triples that consist of (a) a family of probability measures on (E, E)
indexed by Ω, (b) anR+−valued measurable function on Ω×E, and (c) a measurable
function on Ω. For all ω ∈ Ω, the triple (η, h, λ) uniquely satisfies
ηωQωθ (·) = λωηzω (·)
Qωθ (h (zω, ·)) (x) = λωh (ω, x)
ηω(h (ω, x)) = 1.
Proof of Proposition A.2 The proof is the same as the proof of [91, Proposition 2]. Even
though our assumption (B2) differs slightly from the analogue in [91], the necessary impli-
cations are the same. 
Proposition A.3 Assume (B1) and (B2). Then for Λ as in Proposition A.1 and λ as in
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Proposition A.2, we have
Λ = E[log λ] =
∫
Ω
Qωθ (h (zω, ·)) (x)
h (ω, x)
P (dω) ,
for any x ∈ E.
Proof of Proposition A.3 The proof is the same as the proof of [91, Proposition 3]. It only
relies on the assumptions (B1) and (B2) because it makes use of Propositions A.1 and A.2.

Now that the triple (η, h, λ) is clearly defined and it is known that Zˆθ,1:n is approximat-
ing a finite value in the limit as n→∞, we can begin to establish how the optimal h affects
the particle filter. That illustration begins by showing how the particle filter behaves when
its transition density is any M˜θ (which is a member ofM) and not necessarily one twisted
with h.
The functions Jθ and Lθ of Definition 4.1.1 can be used to construct 4.1.3. Thus, for
any M˜θ, we establish bounds on those functions via Lemmas A.1 and A.2 below to show
that
1
n
log V˜ωθ,n → Υ
(
M˜θ
)
as n→∞,
P−almost surely, in Proposition A.4 below.
Lemma A.1 Assume (B2) and (B3). For all ω, ω′ ∈ Ω, x, x′ ∈ E, Tω ≥ N , and Tω′ ≥ N ,
WTω−1 (ω, x)
WTω′−1 (ω′ , x′)
≤ ∆3
for some ∆3 ∈ (0,∞). Furthermore,
Tzω−1− ν
⊗(Tzω−1) (·) ≤MTω−1,Tzω−1θ (ω, x, ·) ≤ Tzω−1+ ν⊗(Tzω−1) (·) .
Proof of Lemma A.1 Under (B3), it is clear that any
WTω−1 (ω, x) =
1
Tω − 1
Tω−1∑
j=1
W
(
ω, xj
)
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is positive and finite, and so a positive and finite upper bound on
WTω−1 (ω, x)
WTω′−1 (ω′ , x′)
is obvious.
Recalling (B2) and Definition (4.1.1), we can calculate
MTω−1,Tzω−1θ (ω, x, dx) =
Tzω−1∏
i=1
1
Tω−1
∑Tω−1
j=1 W (ω, x
j)Mθ (ω, x
j, dxi)
1
Tω−1
∑Tω−1
j=1 W (ω, x
j)
≤
Tzω−1∏
i=1
(N − 1) +ν (dxi)
N − 1 = 
Tzω−1
+ ν
⊗(Tzω−1) (dx)
Similarly, we have the lower bound
MTω−1,Tzω−1θ (ω, x, dx) ≥
Tzω−1∏
i=1
(N − 1) −ν (dxi)
N − 1 = 
Tzω−1− ν
⊗(Tzω−1) (dx) .

Lemma A.2 For any ω ∈ Ω, assume (B2) and (B3), let M˜Tω−1,Tzω−1θ be any member
of MTω−1,Tzω−1, and let ν˜ be as in the definition of MTω−1,Tzω−1. There exist constants
α ∈ (0,∞) and (δ−, δ+) ∈ (0,∞)2 and a probability measure σ ∈P(ETzω−1) such that
JTω−1,Tzω−1θ (ω, x)
J
T
ω
′−1,T
zω
′−1
θ (ω
′ , x′)
≤ α
for all
(
ω, ω
′
, x, x
′) ∈ Ω2 × ETω−1 × ETω′−1 and
δ−σ (·) ≤ LTω−1,Tzω−1θ (ω, x, ·) ≤ δ+σ (·)
for all (ω, x) ∈ Ω× ETω−1, where
σ (dx) ∝
(
dν⊗(Tzω−1)
dν˜
(x)
)2
ν˜ (dx) .
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Proof of Lemma A.2 For any A ∈ E⊗(Tzω−1),∫
A
WTω−1 (ω, x)2 φω,Tω−1,Tzω−1θ
(
x, x
′
)2
M˜Tω−1,Tzω−1θ
(
ω, x, dx
′
)
(A8)
= WTω−1 (ω, x)2×∫
A
(
dMTω−1,Tzω−1θ (ω, x, ·)
dν⊗(Tzω−1)
(
x
′
) dν⊗(Tzω−1)
dν˜
(
x
′
) dν˜
dM˜Tω−1,Tzω−1θ (ω, x, ·)
(
x
′
))2
×
M˜Tω−1,Tzω−1θ
(
ω, x, dx
′
)
≤ sup
(ω′ ,z)∈Ω×ETω′ −1
WTω′−1
(
ω
′
, z
)2(
∆3
Tzω−1+
˜−
)2
˜+
∫
A
(
dν⊗(Tzω−1)
dν˜
(
x
′
))2
ν˜
(
dx
′
)
<∞,
by Lemma A.1 and Definition (4.1.1). Similarly,∫
A
WTω−1 (ω, x)2 φω,Tω−1,Tzω−1θ
(
x, x
′
)2
M˜Tω−1,Tzω−1θ
(
ω, x, dx
′
)
(A9)
= WTω−1 (ω, x)2×∫
A
(
dMTω−1,Tzω−1θ (ω, x, ·)
dν⊗(Tzω−1)
(
x
′
) dν⊗(Tzω−1)
dν˜
(
x
′
) dν˜
dM˜Tω−1,Tzω−1θ (ω, x, ·)
(
x
′
))2
×
M˜Tω−1,Tzω−1θ
(
ω, x, dx
′
)
≥ inf
(ω′ ,z)∈Ω×ETω′ −1
WTω′−1
(
ω
′
, z
)2(Tzω−1−
∆3˜+
)2
˜−
∫
A
(
dν⊗(Tzω−1)
dν˜
(
x
′
))2
ν˜
(
dx
′
)
,
by Lemma A.1 and Definition (4.1.1). Taking A = ETzω−1 and dividing (A8) by (A9), we
have
JTω−1,Tzω−1θ (ω, x)
J
T
ω
′−1,T
zω
′−1
θ (ω
′ , x′)
≤
(
(∆3)
3 ˜+
Tzω−1
+
˜−Tzω−1−
)2
˜+
˜−
= α.
Finally, as LTω−1,Tzω−1θ (ω, x, ·) is a kernel that has JTω−1,Tzω−1θ (ω, x) as a normalising con-
stant, it is clear via (A8) and (A9) that
δ− = inf
(ω′ ,z)∈Ω×ETω′ −1
WTω′−1
(
ω
′
, z
)2(Tzω−1−
∆3˜+
)2
˜−
(∫
E
(
dν⊗(Tzω−1)
dν˜
(
x
′
))2
ν˜
(
dx
′
))−1
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and
δ+ = sup
(ω′ ,z)∈Ω×ETω′ −1
WTω′−1
(
ω
′
, z
)2(
∆3
Tzω−1+
˜−
)2
˜+
(∫
E
(
dν⊗(Tzω−1)
dν˜
(
x
′
))2
ν˜
(
dx
′
))−1
when
σ (dx) ∝
(
dν⊗(Tzω−1)
dν˜
(x)
)2
ν˜ (dx) .

Proposition A.4 Assume (B1), (B2) and (B3). For each M˜Tω−1,Tzω−1θ any member of a
MTω−1,Tzω−1, there exists a non-negative, finite constant Υ
(
M˜θ
)
, which is independent of
the initial distribution µ, such that
1
n
log V˜ωθ,n → Υ
(
M˜θ
)
as n→∞, P−almost surely.
Proof of Proposition A.4 Assume (B1) and (B2). By Proposition A.1, for any µ ∈P(E),
2
n
log µQωθ,n (1)→ 2Λ
as n→∞, P−almost surely.
Next, assume (B3) and consider the bounds presented in Lemma A.2. Following the
exact same steps as in the proof of [91, Proposition 1], one can show that there exists a
constant Ξ ∈ (−∞,∞) such that
1
n
log µ⊗(Tω−1)Rω,Tω−1,Tznω−1θ,n (1)→ Ξ (A10)
as n→∞, P−almost surely.
By the definition (4.1.3), we have
V˜ωθ,n =
µ⊗(Tω−1)Rω,Tω−1,Tznω−1θ,n (1)(
µQωθ,n (1)
)2 ,
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and so Υ
(
M˜θ
)
= Ξ− 2Λ. 
There is one final lemma which is needed to prove Theorem 4.3.1. The following is a
technical result establishing that an additive functional of the form (4.1.4), with optimal h
as defined in Proposition A.2, is an eigenfunction for Qθ.
Lemma A.3 Assume (B2). Then for any ω ∈ Ω,
Qω,m1,m2θ (h
m2 (zω, ·)) (x) = λωhm1 (ω, x) ,
where λω is as in Proposition A.2.
Proof of Lemma A.3
Qω,m1,m2θ (h
m2 (zω, ·)) (x) =
∫
Em2
Qm1,m2θ (ω, x, du)h
m2 (zω, u)
=
1
m2
m2∑
j=1
∫
Em2
Qm1,m2θ (ω, x, du)h
(
zω, uj
)
=
1
m2
m2∑
j=1
Wm1 (ω, x)
∫
E
∑m1
i=1 W (ω, x
i)Mθ (ω, x
i, duj)∑m1
l=1W (ω, x
l)
h
(
zω, uj
)
=
1
m1
1
m2
m2∑
j=1
m1∑
i=1
∫
E
W
(
ω, xi
)
Mθ
(
ω, xi, duj
)
h
(
zω, uj
)
=
1
m1
1
m2
m2∑
j=1
m1∑
i=1
λωh
(
ω, xi
)
= λω
1
m1
m1∑
i=1
h
(
ω, xi
)
= λωh
m1 (ω, x) ,
where we have applied Proposition A.2. 
Finally, we use the optimal h of Proposition A.2 and prove that the specific, unique M˜θ
defined in Theorem 4.3.1 achieves Υ
(
M˜θ
)
= 0. The main result is presented as Theorem
4.3.1 in Section 4.3, and its proof follows.
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Proof of Theorem 4.3.1 It is obvious that 3)⇒ 1). Thus, we show 1)⇒ 2) and 2)⇒ 3).
This proof is nearly identical to the proof of [91, Theorem 1].
1) ⇒ 2) : Assume (B2) and (B3), and consider the bounds presented in Lemma A.2.
Following the same steps as in the proofs of [91, Proposition 2] and [91, Proposition 3],
one can show the following:
• there exists a random variable ξω,m1 : Ω→ R+ and a function lm1 : Ω× Em1 → R+
which is measurable with respect toF ⊗ E⊗m1 such that
sup
ω,ω′
ξω,Tω−1
ξω′ ,T
ω
′−1
<∞, sup
ω,ω′ ,x,x′
lTω−1(ω, x)
lTω′−1(ω′ , x′)
<∞, (A11)
Rω,Tω−1,Tzω−1θ
(
lTzω−1 (zω, ·)) (x) = ξω,Tω−1lTω−1 (ω, x) ;
• for any x ∈ ETω−1, we have
Ξ = E[log ξ·,T·−1] =
∫
Ω
Rω,Tω−1,Tzω−1θ
(
lTzω−1 (zω, ·)) (x)
lTω−1 (ω, x)
P (dω) , (A12)
where Ξ ∈ (−∞,∞) is as in (A10). By the concluding lines of the proof of Proposition
A.4 above, we know that Υ
(
M˜θ
)
= Ξ− 2Λ, and by Proposition A.3 and (A12), we have
Ξ− 2Λ = E[log ξ·,T·−1
λ2
]. Therefore, the first part of Theorem 4.3.1 implies that
Υ
(
M˜θ
)
= Ξ− 2Λ = E[log ξ·,T·−1
λ2
] = 0. (A13)
The results (A11), (A12), and (A13) are used extensively throughout the following proof.
Next, define γm1(ω, x) = h
m1 (ω,x)2
lm1 (ω,x)
and ρm1ω = ess supx γ
m1(ω, x) for x ∈ Em1 . From
the third part of Proposition A.2 and from (A11) above, we note that
sup
ω,ω′ ,x,x′
γTω−1(ω, x)
γTω′−1(ω′ , x′)
<∞ ⇒ 0 < ρTω−1ω <∞ ∀ω ∈ Ω.
This bound on ρTω−1ω allows us to write the following: by (A11), we have, for P−almost all
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ω and any x ∈ ETω−1,
ξω,Tω−1 =
Rω,Tω−1,Tzω−1θ
(
lTzω−1 (zω, ·)) (x)
lTω−1 (ω, x)
=
∫
WTω−1 (ω, x)2 φω,Tω−1,Tzω−1θ
(
x, x
′)2
M˜Tω−1,Tzω−1θ
(
ω, x, dx
′)
lTzω−1
(
zω, x
′)
lTω−1 (ω, x)
≥
∫
WTω−1 (ω, x)2 φω,Tω−1,Tzω−1θ
(
x, x
′)2
M˜Tω−1,Tzω−1θ
(
ω, x, dx
′)
hTzω−1
(
zω, x
′)2
lTω−1 (ω, x) ρTzω−1zω
(A14)
≥
[ ∫
QTω−1,Tzω−1θ
(
ω, x, dx
′)
hTzω−1
(
zω, x
′) ]2
lTω−1 (ω, x) ρTzω−1zω
,
where the last line follows from Jensen’s inequality and (4.1.2). Furthermore, Lemma A.3
guarantees that
ξω,Tω−1 ≥
[ ∫
QTω−1,Tzω−1θ
(
ω, x, dx
′)
hTzω−1
(
zω, x
′) ]2
lTω−1 (ω, x) ρTzω−1zω
=
λ2ωh
Tω−1 (ω, x)2
lTω−1 (ω, x) ρTzω−1zω
, (A15)
and so, as (A14) and (A15) hold for any x ∈ ETω−1,
ξω,Tω−1 ≥
1
ρTzω−1zω
×
ess sup
x
∫
WTω−1 (ω, x)2 φω,Tω−1,Tzω−1θ
(
x, x
′)2
M˜Tω−1,Tzω−1θ
(
ω, x, dx
′)
hTzω−1
(
zω, x
′)2
lTω−1 (ω, x)
≥ λ2ω
ρTω−1ω
ρTzω−1zω
.
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These two inequalities, combined with assumption (B1) and equation (A13), allow for
E[log ξ·,T·−1]
≥
∫
Ω
log
[
1
ρTzω−1zω
ess sup
x
∫
RTω−1,Tzω−1θ
(
ω, x, dx
′)
hTzω−1
(
zω, x
′)2
lTω−1 (ω, x)
]
P(dω)
=
∫
Ω
log
[
ess sup
x
∫
RTω−1,Tzω−1θ
(
ω, x, dx
′)
hTzω−1
(
zω, x
′)2
lTω−1 (ω, x)
]
P(dω)− E[log ρT·−1· ]
=
∫
Ω
log
[
1
ρTω−1ω
ess sup
x
∫
RTω−1,Tzω−1θ
(
ω, x, dx
′)
hTzω−1
(
zω, x
′)2
lTω−1 (ω, x)
]
P(dω)
≥
∫
Ω
log
[
λ2ω
ρTω−1ω
ρTω−1ω
]
P(dω) = E[log λ2] = E[log ξ·,T·−1],
which implies
E[log ξ·,T·−1] =
∫
Ω
log
[
1
ρTω−1ω
ess sup
x
∫
RTω−1,Tzω−1θ
(
ω, x, dx
′)
hTzω−1
(
zω, x
′)2
lTω−1 (ω, x)
]
P(dω)
=
∫
Ω
log
[
1
ρTω−1ω
ess sup
x
Rω,Tω−1,Tzω−1θ
(
hTzω−1 (zω, ·)2) (x)
lTω−1 (ω, x)
]
P(dω).
(A16)
For any e > 0 and any ω ∈ Ω, let us introduce a set Aω,e ∈ E⊗(Tω−1) such that
Aω,e =
{
x : lTω−1 (ω, x) <
1 + e
ρTω−1ω
hTω−1 (ω, x)2
}
.
For P−almost all ω and all x ∈ ETω−1, it is then clear that
lTω−1 (ω, x) ≥ 1 + e
ρTω−1ω
hTω−1 (ω, x)2 IAcω,e (x) .
By assumption (B3), the third part of Proposition A.2, and equations (4.1.4) and (A11),
we know lTω−1 (ω, x) and hTω−1 (ω, x) are each greater than zero for any (ω, x). Thus, for
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x ∈ ETω−1,
ξω,Tω−1 =
Rω,Tω−1,Tzω−1θ
(
lTzω−1 (zω, ·)) (x)
lTω−1 (ω, x)
≥ R
ω,Tω−1,Tzω−1
θ
(
hTzω−1 (zω, ·)2) (x)
lTω−1 (ω, x) ρTzω−1zω
+
e
∫
Aczω,e
RTω−1,Tzω−1θ
(
ω, x, dx
′)
hTzω−1
(
zω, x
′)2
lTω−1 (ω, x) ρTzω−1zω
≥ R
ω,Tω−1,Tzω−1
θ
(
hTzω−1 (zω, ·)2) (x)
lTω−1 (ω, x) ρTzω−1zω
+
eκσ
(
Aczω,e
)
ρTzω−1zω
,
where the measure σ (·) from Lemma A.2 aids in taking the place ofRTω−1,Tzω−1θ
(
ω, x, dx
′)
and κ is some strictly positive constant that acts as an upper bound for hTzω−1
(
zω, x
′)2,
lTω−1 (ω, x), and the weight included within RTω−1,Tzω−1θ
(
ω, x, dx
′). As this expression
holds for all x ∈ ETω−1 and as z preserves P under assumption (B1),
E[log ξ·,T·−1] ≥
∫
Ω
log
[
ess sup
x
Rω,Tω−1,Tzω−1θ
(
hTzω−1 (zω, ·)2) (x)
lTω−1 (ω, x) ρTω−1ω
+
eκσ
(
Aczω,e
)
ρTω−1ω
]
P(ω).
(A17)
The R.H.S. of (A17) and (A16) together imply that, for P−almost all ω, σ (Aczω,e) = 0 −
i.e., P
({
ω : σ
(
Aczω,e
)
= 0
})
= 1. The definition of σ (·) from Lemma A.2 then indicates
1 = P
({
ω : σ
(
Aczω,e
)
= 0
})
= P
({
ω : ν⊗(Tzω−1)
(
Aczω,e
)
= 0
})
= P
({
ω : ν⊗(Tzω−1) (Azω,e) = 1
})
= P
({
ω : ν⊗(Tω−1) (Aω,e) = 1
})
.
The definitions of lTω−1 (ω, x), Aω,e, and ρTω−1ω imply
⋂
t≥1
Aω, 1
t
=
{
x : lTω−1 (ω, x) =
1
ρTω−1ω
hTω−1 (ω, x)2
}
(A18)
and
Aω, 1
t+1
⊆ Aω, 1
t
, ∀t ≥ 1. (A19)
We denote (A18) by A∗ω. Given a probability measure ν
⊗(Tω−1), continuity of probability
states that if Aω, 1
t
∈ E⊗(Tω−1) is a decreasing family of sets (see (A19)) and if⋂t≥1Aω, 1t is
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equal to some set A∗ω (see (A18)), then limt→∞ ν
⊗(Tω−1)
(
Aω, 1
t
)
= ν⊗(Tω−1) (A∗ω). Thus,
if for some ω ∈ Ω, ν⊗(Tω−1)
(
Aω, 1
t
)
= 1 for all t ≥ 1, then the continuity of proba-
bility implies that ν⊗(Tω−1) (A∗ω) = 1. Additionally, by the definitions of A
∗
ω and Aω, 1
t
, if
ν⊗(Tω−1) (A∗ω) = 1, then it must be that ν
⊗(Tω−1)
(
Aω, 1
t
)
= 1 for all t ≥ 1. It is then clear
that {
ω : ν⊗(Tω−1) (A∗ω) = 1
}
=
⋂
t≥1
{
ω : ν⊗(Tω−1)
(
Aω, 1
t
)
= 1
}
. (A20)
Furthermore, (A19) indicates that{
ω : ν⊗(Tω−1)
(
Aω, 1
t+1
)
= 1
}
⊆
{
ω : ν⊗(Tω−1)
(
Aω, 1
t
)
= 1
}
, ∀t ≥ 1. (A21)
Again, by the continuity of probability, equations (A20) and (A21), together with
P
({
ω : ν⊗(Tω−1) (Aω,e) = 1
})
= 1
from above, imply that P
({
ω : ν⊗(Tω−1) (A∗ω) = 1
})
= 1.
We now know that A∗ω is non-empty, and so for any x ∈ A∗ω, we can write
ξω,Tω−1
λ2ω
=
Rω,Tω−1,Tzω−1θ
(
lTzω−1 (zω, ·)) (x)
lTω−1 (ω, x)
· h
Tω−1 (ω, x)2[
Qω,Tω−1,Tzω−1θ (hTzω−1 (zω, ·)) (x)
]2 .
The definition of A∗ω then allows for
=
Rω,Tω−1,Tzω−1θ
(
hTzω−1 (zω, ·)2) (x)
ρTzω−1zω
· ρ
Tω−1
ω[
Qω,Tω−1,Tzω−1θ (hTzω−1 (zω, ·)) (x)
]2
=
ρTω−1ω
ρTzω−1zω
×
WTω−1 (ω, x)2
∫
ETzω−1 φ
ω,Tω−1,Tzω−1
θ
(
x, x
′)2
M˜Tω−1,Tzω−1θ
(
ω, x, dx
′)
hTzω−1
(
zω, x
′)2
WTω−1 (ω, x)2
[ ∫
ETzω−1 φ
ω,Tω−1,Tzω−1
θ (x, x
′) M˜Tω−1,Tzω−1θ (ω, x, dx
′)hTzω−1 (zω, x′)
]2
≥ ρ
Tω−1
ω
ρTzω−1zω
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by Jensen’s inequality. Additionally, by (A13) and assumption (B1),
E
[
log
ξω,Tω−1
λ2ω
· ρ
Tzω−1
zω
ρTω−1ω
]
= E
[
log
ξω,Tω−1
λ2ω
]
+ E
[
log ρTzω−1zω
]
− E
[
log ρTω−1ω
]
= 0→ ξω,Tω−1
λ2ω
· ρ
Tzω−1
zω
ρTω−1ω
= 1,
for P−almost all ω, and this result implies that equality must hold in the last use of Jensen’s
inequality:∫
ETzω−1
φω,Tω−1,Tzω−1θ
(
x, x
′
)2
M˜Tω−1,Tzω−1θ
(
ω, x, dx
′
)
hTzω−1
(
zω, x
′
)2
(A22)
=
[ ∫
ETzω−1
φω,Tω−1,Tzω−1θ
(
x, x
′
)
M˜Tω−1,Tzω−1θ
(
ω, x, dx
′
)
hTzω−1
(
zω, x
′
)]2
=
[ ∫
ETzω−1
MTω−1,Tzω−1θ
(
ω, x, dx
′
)
hTzω−1
(
zω, x
′
)]2
Straight calculation shows that the following satisfies (A22):
M˜Tω−1,Tzω−1θ
(
ω, x, dx
′
)
=
MTω−1,Tzω−1θ
(
ω, x, dx
′)
hTzω−1
(
zω, x
′)∫
ETzω−1 M
Tω−1,Tzω−1
θ (ω, x, du)h
Tzω−1 (zω, u)
. (A23)

2) ⇒ 3) : Consider (A23). By Lemma A.1, Lemma A.3, the third part of Proposition
A.2 and the definition (4.1.4), we know that
M˜Tω−1,Tzω−1θ
(
ω, x, dx
′
)
=
WTω−1 (ω, x)MTω−1,Tzω−1θ
(
ω, x, dx
′)
hTzω−1
(
zω, x
′)
λωhTω−1 (ω, x)
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is clearly a member ofMTω−1,Tzω−1. Thus, we can use (4.1.2) and Lemma A.3 to write
n−1∏
k=0
WTzkω−1
(
zkω, xk
)
φ
zkω,T
zkω
−1,T
zk+1ω
−1
θ (xk, xk+1)
=
n−1∏
k=0
WTzkω−1
(
zkω, xk
)×
∫
E
T
zk+1ω
−1 M
T
zkω
−1,T
zk+1ω
−1
θ
(
zkω, xk, duk+1
)
hTzk+1ω−1
(
zk+1ω, uk+1
)
hTzk+1ω−1 (zk+1ω, xk+1)
=
n−1∏
k=0
Q
zkω,T
zkω
−1,T
zk+1ω
−1
θ
(
hTzk+1ω−1
(
zk+1ω, ·)) (xk)
hTzk+1ω−1 (zk+1ω, xk+1)
=
hTω−1 (ω, x0)
hTznω−1 (znω, xn)
n−1∏
k=0
Q
zkω,T
zkω
−1,T
zk+1ω
−1
θ
(
hTzk+1ω−1
(
zk+1ω, ·)) (xk)
hTzkω−1 (zkω, xk)
=
hTω−1 (ω, x0)
hTznω−1 (znω, xn)
n−1∏
k=0
λzkω.
Now consider the following, where the expectation is taken with respect to M˜θ :
µ⊗(Tω−1)Rω,Tω−1,Tznω−1θ,n (1)
= E
[ n−1∏
k=0
WTzkω−1
(
zkω, xk
)2
φ
zkω,T
zkω
−1,T
zk+1ω
−1
θ (xk, xk+1)
2
]
=
(
n−1∏
k=0
λzkω
)2
E
[
hTω−1 (ω, x0)
2
hTznω−1 (znω, xn)
2
]
.
Recall that (A23) is defined such that ν⊗(Tω−1) (Acω) = 0 and x ∈ Aω. This fact, combined
with the assumption (B1) that z preserves P yields
≤
(
n−1∏
k=0
λzkω
)2(
sup
(ω,ω′ ,x,x′ )
h (ω, x)
h (ω′ , x′)
)2
.
Now, due to the fourth part of Proposition A.2, we also have
W (ω, x)Mωθ (h (zω, ·)) (x) = λωh (ω, x) .
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This result implies the following, where the expectation is taken with respect to Mθ:
(
µQωθ,n (1)
)2
= E
[ n−1∏
k=0
W
(
zkω, xk
) ]2
= E
[ n−1∏
k=0
λzkωh
(
zkω, xk
)
M z
kω
θ (h (z
k+1ω, ·)) (xk)
]2
=
(
n−1∏
k=0
λzkω
)2
E
[
h (ω, x0)
h (znω, xn)
n∏
k=1
h
(
zkω, xk
)
M z
k−1ω
θ (h (z
kω, ·)) (xk−1)
]2
≥
(
n−1∏
k=0
λzkω
)2(
inf
(ω,ω′ ,x,x′ )
h (ω, x)
h (ω′ , x′)
)2
.
Finally, we have, by the third part of Proposition A.2,
sup
n≥1
µ⊗(Tω−1)Rω,Tω−1,Tznω−1θ,n (1)(
µQωθ,n (1)
)2 ≤
(
sup
(ω,ω′ ,x,x′ )
h (ω, x)
h (ω′ , x′)
)4
<∞. 
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B Table of kernel and operator notation
Table B1: Kernel and operator notation used throughout Chapter 4
Kernels
1. Qθ (ω, x, dx) = W (ω, x)Mθ (ω, x, dx)
2a. Qθ,n
(
ω, x, x
′)
=
∫
Qθ,n−1 (ω, x, u)Qθ
(
zn−1ω, du, x
′)
, n ≥ 1
2b. Qθ,n
(
ω, x, x
′)
= Qωθ,n−1Qθ
(
zn−1ω, ·, x′) , n ≥ 1, with Qθ,0 (ω, x, x) = I
2c. Qθ,p+n (ω, x, dx) = Qωθ,pQθ,n (z
pω, ·, dx) − via induction as in [91]
3. Qm1,m2θ (ω, x, dx) = W
m1 (ω, x)Mm1,m2θ (ω, x, dx)
Operators
1. Mωθ (W ) (x) =
∫
E
Mθ
(
ω, x, dx
′)
W
(
zω, x
′)
2a. Qωθ (ϕ) (x) =
∫
E
Qθ
(
ω, x, dx
′)
ϕ
(
x
′)
, ϕ ∈ Bb(E)
2b. Qωθ,n (ϕ) (x) =
∫
En
Qθ,n
(
ω, x, dx
′)
ϕ
(
x
′)
, ϕ ∈ Bb(E)
3a. σQωθ (·) =
∫
E
Qθ (ω, x, ·)σ (dx) , σ ∈M (E) or σ ∈P(E)
3b. σQωθ,n (·) =
∫
En
Qθ,n (ω, x, ·)σ (dx) , σ ∈M (E) or σ ∈P(E)
3c. σQωθ,n
(
W z
nω
)
=
∫
En+1
Qθ,n
(
ω, x, x
′)
W
(
znω, x
′)
σ
(
dx
′)
= σQωθ,n+1 (1)
4a. Qω,m1,m2θ (f
m2 (zω, ·)) (x) = ∫
Em2
Qm1,m2θ
(
ω, x, dx
′)
fm2
(
zω, x
′)
, f ∈ Bb(E)
4b. σQω,m1,m2θ (·) =
∫
Em1
Qm1,m2θ (ω, x, ·)σ (dx) , σ ∈M (Em1) or σ ∈P(Em1)
Probability measures
1. Φωθ (σ) (·) = σQ
ω
θ
σQωθ (1)
(·)
2. Φωθ,n (σ) (·) =
(
Φz
n−1ω
θ ◦ Φωθ,n−1
)
(σ) (·) , n ≥ 1, with Φωθ,0 (σ) (·) = I
3a. Φωθ,n (σ) =
σQωθ,n
σQωθ,n(1)
− via induction as in [91]
3b. Φωθ,n (σ) =
(
Φzωθ,n−1 ◦ Φωθ
)
(σ) − via induction as in [91]
3c. Φωθ,n+p (σ) =
(
Φz
nω
θ,p ◦ Φωθ,n
)
(σ) − via induction as in [91]
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Chapter 5
Inference for Partially Observed
Stopped Markov Processes
At this point, it is clear how the PMCMC methodology can be applied to perform Bayesian
inference on HMMs. In this chapter, we expand the applicability of PMCMC to a new
class of problems (namely, the stopped Markov processes of Section 2.3). We introduce
multi-level SMC (see Algorithm 17) into PMMH (see Algorithm 22) to allow one to per-
form Bayesian parameter inference on stopped Markov processes that are only partially
observed. That is, we assume no direct access to the past states of the process {Xn}1≤n≤τ ;
we may only observe the process through the final state y = xτ . The wider literature
largely focuses on simulation methodology for stopped Markov processes with known pa-
rameters, and the only work on Bayesian parameter inference that we are aware of has been
concerned with the scenario where {Xn}1≤n≤τ is fully observed [8].
Recall that Algorithm 17 uses an arbitrary sequence ofF−sets (orF−sets)
B0, B1, . . . , Bp,
which are defined by the practitioner on a case-by-case basis. When all model parame-
ters are known, trial runs can be used to determine a sensible sequence of F−sets in a
multi-level SMC scheme. However, when one is trying to infer the model parameters, trial
runs are less of a feasible option. Thus, we introduce two types of PMMH algorithms that
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use multi-level SMC (henceforth called multi-level PMMH algorithms, or ML-PMMH).
One algorithm (see Section 5.1) uses a fixed sequence ofF−sets, which are again defined
by the practitioner. The second algorithm (see Section 5.2) uses an adaptive sequence of
F−sets. In Section 5.3, we compare the resulting algorithms via numerical simulation to
the standard Algorithm 22. In these examples, we infer model parameters for a partially
observed coalescent with mutation and a partially observed coalescent with mutation and
migration. Our methods converge significantly faster than Algorithm 22, with the adap-
tive scheme providing the most accurate output. Section 5.4 concludes the chapter with a
summary and discussion.
5.1 Multi-level PMMH: fixedF−sets
We begin by defining the multi-level PMMH algorithm that uses some fixed sequence of
F−sets (fixed ML-PMMH). We thereby establish the groundwork to define the adaptive
algorithm in the next section.
Recall the definition of the backward-in-time stopped Markov process {Xj}1≤j≤τ , and
recall that it can be redefined as {Xn}1≤n≤p using the fixed F−sets B0, B1, . . . ,Bp = A
(see Section 2.11.1). For some known parameter θ, the joint density piθ (X1:p) as defined by
(2.11.5) can be targeted using Algorithm 17 where one employs the backward SIS scheme
of Section 2.11.1. Similar to (2.18.1), when one excludes the very final resampling step,
the joint density of the variables simulated by Algorithm 17 will be
ψθ(X 1:p, a1:p−1) =
[ N∏
i=1
q1
(X i1) ][ p∏
n=2
r(an−1 | wn−1)
N∏
i=1
qn
(
X in | X a(i)1:n−1
)]
. (5.1.1)
When θ is unknown with prior density pi(θ), we will want to sample from
pi(θ,X1:p) = γθ(X1:p)pi(θ)
Zθ,1:p
=
γθ (x1:τ , τ, y)pi (θ)
Zθ,1:p
. (5.1.2)
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We can use (5.1.1) to extend this density and obtain a target for a PMMH algorithm:
piN
(
k, θ,X 1:p, a1:p−1
)
=
pi(θ,X k1:p)
Np
· ψθ(X 1:p, a1:p−1)
q1
(X k1 ) (∏pn=2 wa(k)n−1qn (X kn | X a(k)1:n−1)) . (5.1.3)
Assuming again that q (θ | ζ) is the arbitrary density that proposes a new value θ ∈ Θ
conditional on a current accepted value ζ ∈ Θ, we can define a fixed ML-PMMH algorithm
with proposal density
qN
(
k, θ,X 1:p, a1:p−1
)
= q (θ | ζ)ψθ(X 1:p, a1:p−1)wkp
as in Algorithm 35. [50] present convergence results for this algorithm and prove that using
multi-level SMC within PMMH is valid.
We now have a multi-level PMMH algorithm, yet we still need to determine how best to
structure the F−sets B0, B1, . . . , and Bp so that they efficiently guide the sampled paths
fromB0 to the terminal setAwith as few trajectories as possible leading to some absorbing
set in between. Furthermore, if the F−sets are too far apart (i.e., Algorithm 17 does not
resample enough), then one can expect weight degeneracy. If the F−sets are too close
to one another (i.e., Algorithm 17 resamples too often), then one can expect extreme path
degeneracy. In the next section, we develop an ML-PMMH algorithm that adapts itself to
changing values of θ so as to automatically pick the bestF−sets structure.
5.2 Multi-level PMMH: adaptiveF−sets
We begin by introducing the arbitrary auxiliary parameter v defined on the abstract state-
space (U,V ) with V ∼ Λθ(·). This variable will induce, for every θ ∈ Θ, a random number
of sets p(v) ∈ J ⊂ Z+ and a sequence of F−sets {Bn(v)}1≤n≤p(v), with Bp(v)(v) = A
(the terminal set). Similar to before, the sequence {Xn}1≤n≤p(v) still forms a valid Markov
chain taking values in
En =
⋃
τn∈In
{τn} × Eτn ,
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Algorithm 35 Fixed multi-level particle marginal Metropolis-Hastings
• Step 0: Draw θ from its prior. Fix the F−sets B0, B1, . . . ,Bp appropriately. All
remaining random variables can be sampled from their full conditionals defined by
the target (5.1.3):
- Sample X 1:p, a1:p−1 | · · · ∼ ψθ(·) via Algorithm 17, excluding the final resampling
step. Use the backward methodology of Section 2.11.1.
- Choose k ∝ W kp .
Finally, calculate the marginal likelihood estimate, Ẑθ,1:p, via (2.11.1).
• Step 1: Sample θ∗ ∼ q (· | θ). All remaining random variables can be sampled from
their full conditionals defined by the target (5.1.3):
- Sample X ∗1:p, a∗1:p−1 | · · · ∼ ψθ(·) via Algorithm 17, excluding the final resampling
step. Use the backward methodology of Section 2.11.1.
- Choose k∗ ∝ W k∗p .
Finally, calculate the marginal likelihood estimate, Ẑθ∗,1:p, via (2.11.1).
• Step 2: With acceptance probability
1 ∧ pi(θ
∗)
pi(θ)
q(θ | θ∗)
q(θ∗ | θ)
Ẑθ∗,1:p
Ẑθ,1:p
,
set k=k∗, θ=θ∗, X 1:p=X ∗1:p, and a1:p−1=a∗1:p−1.
Return to the beginning of Step 1.
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where each In is a collection of positive integer values related to possible stopping times.
Thus, for every θ ∈ Θ, we have
Zθ =
∑
τp(v)∈Ip(v)
∫
E
τp(v)
γθ
(
x1:τp(v) , τp(v), y
)
dx1:τp(v) =
∑
τ∈I
∫
Eτ
γθ (x1:τ , τ, y) dx1:τ ,
which implies that our estimate of (5.1.2) will be unaffected by the addition of the auxiliary
variable V .
We still want to ultimately sample from (5.1.2). So, by adding V to the state space of
the target (5.1.3), we obtain a target probability density for an adaptive ML-PMMH as
piN
(
k, θ,X 1:p(v), a1:p(v)−1, v
)
=
pi(θ,X k1:p(v))
Np(v)
× (5.2.1)
ψθ(X 1:p(v), a1:p(v)−1)Λθ(v)
q1
(X k1 ) (∏p(v)n=2 wa(k)n−1qn (X kn | X a(k)1:n−1)) .
Note that the auxiliary process associated with V will be conditionally independent of k,
X 1:p, and a1:p−1 given θ. An adaptive ML-PMMH algorithm with proposal density
qN
(
k, θ,X 1:p(v), a1:p(v)−1, v
)
= q (θ | ζ) Λθ(v)ψθ(X 1:p(v), a1:p(v)−1)wkp(v)
is given as Algorithm 36. [50] present convergence results for this algorithm and prove its
validity.
Note that in computational statistics the word “adaptive” is typically used to label algo-
rithms whose transition kernels change based on the past history of the chain. Our adaptive
ML-PMMH is not adaptive in this sense.
5.3 Implementation of the multi-level PMMH algorithms
We consider two examples from population genetics to compare different PMMH imple-
mentations. The first example is a coalescent model with mutation that has a low dimen-
sional observed dataset. The second example is a more challenging coalescent model with
mutation and migration that has a larger dataset. Both models were introduced in Section
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Algorithm 36 Adaptive multi-level particle marginal Metropolis-Hastings
• Step 0: Draw θ from its prior. All remaining random variables can be sampled from
their full conditionals defined by the target (5.2.1):
- Sample v ∼ Λθ(·). Based on v, set the sequence ofF−sets {Bn(v)}1≤n≤p(v).
- Sample X 1:p(v), a1:p(v)−1 | · · · ∼ ψθ(·) via Algorithm 17, excluding the final resam-
pling step. Use the backward methodology of Section 2.11.1.
- Choose k ∝ W kp(v).
Finally, calculate the marginal likelihood estimate, Ẑθ,1:p(v), via (2.11.1).
• Step 1: Sample θ∗ ∼ q (· | θ). All remaining random variables can be sampled from
their full conditionals defined by the target (5.2.1):
- Sample v∗ ∼ Λθ(·). Based on v∗, set the sequence ofF−sets {Bn(v∗)}1≤n≤p(v∗).
- Sample X ∗1:p(v∗), a∗1:p(v∗)−1 | · · · ∼ ψθ(·) via Algorithm 17, excluding the final
resampling step. Use the backward methodology of Section 2.11.1.
- Choose k∗ ∝ W k∗p(v∗).
Finally, calculate the marginal likelihood estimate, Ẑθ∗,1:p(v∗), via (2.11.1).
• Step 2: With acceptance probability
1 ∧ pi(θ
∗)
pi(θ)
q(θ | θ∗)
q(θ∗ | θ)
Ẑθ∗,1:p(v∗)
Ẑθ,1:p(v)
,
set v=v∗, k=k∗, θ=θ∗, X 1:p(v)=X ∗1:p(v∗), and a1:p(v)−1=a∗1:p(v∗)−1.
Return to the beginning of Step 1.
Chapter 5. Inference for Partially Observed Stopped Markov Processes 209
2.3.1.
We illustrate the performance of the following PMMH algorithms on the coalescent
with mutation:
• Fixed ML-PMMH: see Algorithm 35.
• Adaptive ML-PMMH: see Algorithm 36.
• Generic PMMH: see Algorithm 22. To clarify, we code a version of the PMMH
sampler that uses an SMC algorithm (similar to Algorithm 3) that does not rely on any
F−sets but still uses the backward sampling scheme of Section 2.11.1. Essentially,
this algorithm resamples after every genetic event (i.e., at every time-point of the
SMC algorithm).
For the coalescent with mutation and migration, we again compare the performance of
the adaptive ML-PMMH to the generic PMMH, but we do not test the fixed ML-PMMH
algorithm.
In each example, we aim to compare the convergence and the mixing of the ML-PMMH
algorithms to the generic PMMH. In the first example, we also illustrate the advantages of
adaptive over fixed ML-PMMH, in regard to mixing and convergence rates. To track such
quantities, we present the autocorrelation functions and the trace plots for several compo-
nents of θ. We also plot the estimated probability density functions of several components
of θ given the data to track each algorithm’s exploration of its target’s state space.
5.3.1 Coalescent with mutation
We set the model as presented in Section 2.3.1, using a known stochastic matrix R with all
entries equal to 1/d. In this example, d = 4 and the dataset is y = (10, 5, 9, 5) (note that
this is a small toy example and the next numerical example uses a larger dataset; this first
example serves more as a proof of principle). We attempt to infer µ ∈ Θ = [0, 1.5], where
µ has prior U (0, 1.5). All simulations employ the backward sampling scheme of Section
2.11.1, and the SMC algorithms use the optimal proposal distributions of [85]. When
appropriate, the F−sets take a form similar to (2.11.6). Also, for all of the algorithms
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described in this section, the PMMH proposal is a log normal random walk: log(θ∗) =
log(θ) + 0.4,  ∼ N (0, 1).
Several versions of the fixed ML-PMMH are implemented, with the number ofF−sets
denoted by p and the number of particles in the SMC denoted by N . For N = 50, 100, and
200, p is set to equal eight, 14, 21, and then 28, for a total of twelve implementations. For
each implementation, the number of iterations of the ML-PMMH is M = 100000. Also,
each simulation is repeated twenty times. TheF−sets are always roughly equally spaced
apart for a given value of p.
Several versions of the adaptive ML-PMMH (where p is allowed to vary) are also im-
plemented. ForN = 50, 100, and 200, we allow p ∈ {8, 14, 21, 28} and p ∈ {8, 9, . . . , 28},
for a total of six implementations. M = 100000 for each implementation, and each simu-
lation is repeated twenty times. We always place the F−sets almost equally spaced apart
for a given value of p, and we sample p directly using a multinomial distribution defined
on p’s range with probabilities proportional to µp.
Only one version of the generic PMMH is implemented for each N value of 50, 100,
and 200, with M = 100000. We only run each simulation once, for reasons which will
become clear in the discussion of the results below.
For N = 50, all algorithms require approximately two to four hours to complete, while
for N = 100 and 200, the algorithms require approximately four to eight hours and eight
to 16 hours, respectively. Those algorithms that resample the least fall on the shorter end
of the spectrum. The algorithms are implemented in MATLAB 7.14 R2012a and run on a
Windows desktop using an Intel Core i7-2600 CPU at 3.40 GHz.
Results
• Fixed ML-PMMH: see Figures 5.3.1, 5.3.2, 5.3.3
• Adaptive ML-PMMH: see Figures 5.3.1, 5.3.2, 5.3.3
• Generic PMMH: results not pictured
The two ML-PMMH algorithms demonstrate fast mixing, as is illustrated by the ACFs (see
Figure 5.3.2). The adaptive ML-PMMH exhibits faster mixing when p is chosen from a
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smaller range. This is expected because expanding the range of p also increases the size
of the state space of the extended target (5.2.1). Furthermore, the trace plots (see Figure
5.3.3) show both multi-level algorithms are non-sticky. Increasing values of N do yield
slightly faster convergence rates in the fixed ML-PMMH, but the adaptive ML-PMMH’s
rate of mixing is approximately constant given N .
The two ML-PMMH algorithms do yield significantly different estimates of the pdf of
µ (see Figure 5.3.1). The fixed ML-PMMH give a consistent estimate of the likelihood for
all fixed values of p, regardless of the value of N . In all cases, the density appears to have
a single mode close to zero. However, the adaptive ML-PMMH reveals a different mode
when p is allowed to be chosen from the range {8, 14, 21, 28}. In that case, the density
appears to have a single mode close to one. When we allow p to be chosen from the larger
range {8, 9, . . . , 28}, the adaptive ML-PMMH is able to find both modes simultaneously.
Thus, it would seem a finer distribution on p (i.e., the case p ∈ {8, 9, . . . , 28}) facilitates
the movement between these aforementioned modes. These results are consistent across
the many repetitions.
The output illustrates, for this example, that adapting p allows ML-PMMH to better
traverse the state space compared to when a fixed number of F−sets is used. To obtain
further confidence that a non-adaptive algorithm is insufficient for this first example, we
implement seven more versions of the fixed ML-PMMH with p fixed at various other values
in the range of eight to 28 (results not shown). Each algorithm is only run once with
N = 50. In all instances, the same single mode estimate of the likelihood is obtained.
Furthermore, the size of the range of p has a clear impact on the performance of the
adaptive ML-PMMH. The two implementations of the adaptive algorithm seem to suggest
that larger ranges for p yield more efficient PMMH, possibly because it is easier to tailor
SMC to changing values of θ through a more refined range for p.
Generic PMMH fails in this example for N = 50, 100, and 200. After 100000 itera-
tions, generic PMMH does not come close to converging. Plots of the ACF with a lag of
1000 (not shown) never drop below 0.8, and the average acceptance rates are on the order
of 0.02% to 0.4%.
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Figure 5.3.1: We present the output for N = 50 (red) , 100 (blue) , and 200 (green) . Left:
fixing p = 8. Middle: allowing p ∈ {8, 14, 21, 28}. Right: allowing p ∈ {8, 9, . . . , 28}. In
the top row, we select one run from each algorithm for each value of N and compare the
estimated pdfs of µ. In the latter rows, we plot the results of all 20 repetitions per value of
N , with black lines representing the average across the repetitions.
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Autocorrelation
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Figure 5.3.2: We present the output for N = 50 (red) , 100 (blue) , and 200 (green) . Left:
fixing p = 8. Middle: allowing p ∈ {8, 14, 21, 28}. Right: allowing p ∈ {8, 9, . . . , 28}.
Each plot shows the ACFs for 20 repetitions.
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Trace plots for one repetition
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Figure 5.3.3: We present the output for N = 50 (red) , 100 (blue) , and 200 (green) . Left:
fixing p = 8. Middle: allowing p ∈ {8, 14, 21, 28}. Right: allowing p ∈ {8, 9, . . . , 28}.
For p = 8, the average acceptance ratio is on the order of 0.07, 0.09, and 0.10, for N =
50, 100, and 200, respectively. For p ∈ {8, 14, 21, 28}, the average acceptance ratio is
always about 0.07, regardless of N . For p ∈ {8, 9, . . . , 28}, the average acceptance ratio is
0.09, 0.11, and 0.12, for N = 50, 100, and 200, respectively.
5.3.2 Coalescent with mutation and migration
We set the model as presented in Section 2.3.1, using data generated withm = 100, d = 64,
and g = 3 (see Figure 5.3.4). We set the mutation matrix R to be known and uniform.
Such an R is realistic if one assumes a Jukes-Cantor-type model of evolution [37, Chapter
11]. We concentrate on inferring θ = (µ,G), with true values of µ = 0.5, g12 = 0.5,
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g23 = 0.25 and g13 = 0.25. Each of the components of θ has a Ga (1, 1) prior. In all
sampling strategies, time is reversed and the backward sampling scheme of Section 2.11.1
is employed. When appropriate, theF−sets take a form similar to (2.11.7). More specific
details of the implementation can be found in [22].
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5
Figure 5.3.4: Dataset for the coalescent with mutation and migration. The types (g×d) run
along the horizontal axis, and the height of each bar represents the count of each genetic
type at time τ .
We implement several versions of the adaptive ML-PMMH. For N = 10, 50, 100, and
200, we allow either
p ∈ {10, 20, 33} ,
p ∈ {10, 16, 21, 27, 33} , or
p ∈ {10, 13, 16, 19, 21, 24, 27, 30, 33} ,
for a total of twelve implementations. For each implementation, M = 100000 and each
simulation is repeated ten times. We always place theF−sets almost equally spaced apart
for a given value of p, and p is chosen with probability proportional to plog{µ+
∑
i>j Gij+1}.
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The proposals for µ and the elements of G are log normal random walks: log(θ∗) =
log(θ) + ,  ∼ N (0, 1).
Similar to the experiments in Section 5.3.1, only one version of the generic PMMH is
run for N = 10, 50, 100, and 200. One batch of simulations sets M = 100000, and the
other batch uses M = 500000. We only run each simulation once.
The simulations run on a Linux workstation that uses an Intel Core 2 Quad Q9550 CPU
at 2.83 GHz. When using multi-level SMC with p ∈ {10, 20, 33}, the running time for each
algorithm is approximately 36, 180, 360, and 720 minutes for N = 10, 50, 100, and 200,
respectively. When we allow p ∈ {10, 16, 21, 27, 33}, the running times increase by about
50% in each case, as opposed to a 100% increase when p ∈ {10, 13, 16, 19, 21, 24, 27, 30, 33}.
Results
• Adaptive ML-PMMH: see Figures 5.3.5, 5.3.6, 5.3.7
• Generic PMMH: results not pictured
The adaptive ML-PMMH algorithms give consistent output regardless of the way in which
we choose p, and so we only present the output for the case in which p ∈ {10, 16, 21, 27, 33}.
The estimated density of θ appears to be accurate across the algorithms (see Figure 5.3.5),
and each version of ML-PMMH mixes quickly and efficiently (see the ACF and trace plots
of Figures 5.3.6 and 5.3.7). The algorithm converges a bit more slowly as we increase the
size of the range of p, much like in the example in Section 5.3.1. Given the algorithms’
ability to mix so well, we find the output to be consistent for N ∈ {10, 50, 100, 200} and
to be reproducible amongst the ten repeated simulations.
PMMH using generic SMC performs quite poorly again. We find that after 100000
iterations, and even after 500000 iterations, PMMH using generic SMC completely fails to
converge. Plots of the ACF with a lag of 200 (not shown) never drop below 0.7, and the
average acceptance rate is on the order of 0.01% to 0.1% (the average acceptance rate is on
the order of 15% to 20% for ML-PMMH).
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Choosing p ∈ {10, 16, 21, 27, 33}
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Figure 5.3.5: Results for N = 10 (black) , 50 (red) , 100 (blue) , and 200 (green) . Esti-
mated pdfs for µ, g12, g23, and g13 (clockwise from top left corner). Only one of the ten
repetitions of each simulation is shown.
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Choosing p ∈ {10, 16, 21, 27, 33}
0 20 40 60 80 100 120 140 160 180 200
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
lag
A
C
F
0 20 40 60 80 100 120 140 160 180 200
−0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
lag
A
C
F
0 20 40 60 80 100 120 140 160 180 200
−0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
lag
A
C
F
0 20 40 60 80 100 120 140 160 180 200
−0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
lag
A
C
F
Figure 5.3.6: Results for N = 10 (black) , 50 (red) , 100 (blue) , and 200 (green) . ACF
plots for µ, g12, g23, and g13 (clockwise from top left corner). Only one of the ten repetitions
of each simulation is shown.
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Choosing p ∈ {10, 16, 21, 27, 33}
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Figure 5.3.7: Results for N = 100. Trace plots for µ, g12, g23, and g13 (clockwise from top
left corner). Only one of the ten repetitions of each simulation is shown.
5.4 Discussion
In this chapter, we used multi-level SMC within PMCMC to develop fixed and adaptive
ML-PMMH algorithms that are tailored for inference on partially observed stochastic pro-
cesses that start from an initial set and are stopped at the first hitting time of a target set.
The algorithms were implemented on two examples from population genetics: the simple
coalescent with mutation and the more advanced coalescent with mutation and migration.
Our multi-level algorithms performed well in numerical testing. We demonstrated that
ML-PMMH can greatly outperform generic PMMH when one is sampling from a stopped
Markov process. The tests also illustrated the significant increase in precision that the
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adaptive scheme is able to provide over the fixed scheme. These results are encouraging, as
computational Bayesian inference has not been attempted for this class of problems before.
Finally, we note that while this chapter focuses on PMMH, extensions using PG (recall
Algorithm 24) might prove valuable for other specific applications. In the case where one
uses fixed F−sets, we have already defined the extended PMCMC target (5.1.3) and a
conditional version of Algorithm 17 is straightforward. Thus, following the lines of the
transition from PMMH to PG in Section 2.18, one can easily formulate a fixed multi-level
PG. In the case where one uses adaptive F−sets, a little more fine tuning is required in
exactly how the the conditional version of Algorithm 17 would be structured. We address
this point in the concluding chapter of the thesis.
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Chapter 6
Summary and Future Work
The main aim of this thesis was to make contributions to PMCMC algorithms which
were specifically designed for sampling from HMMs and partially observed, discrete time
stopped Markov processes. The basic strategy followed in each of three original works was
to identify an SMC algorithm that performed with low variance for the particular model at
hand (when the parameters for the model are known) and then embed that SMC technique
in a PMMH algorithm. We also followed the same strategy to develop some PG samplers.
In each work, it was necessary to clearly state how one could use SMC to compute unbi-
ased estimates of the model’s likelihood, for otherwise a PMMH algorithm would not be
obtainable.
We close with just a few remarks on how each research chapter was in line with the
main aim of the thesis, and we also discuss some possible extensions of our work in each
case.
6.1 Review of Chapter 3
The first research project presented a new unbiased estimate of the HMM’s normalising
constant and illustrated how it could be calculated using the O (N) two-filter smoother of
[36]. We then used this estimate to develop newO (N) PMMH and PG algorithms by plac-
ing the two-filter smoother of [36] within PMCMC. Numerical examples showed that our
PMCMC algorithms performed best when the pseudo-priors {ξn,θ}n≥1 of the smoother’s
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backward filter took the form {pi (xn | y1:n−1)}n≥1. As the sequence {pi (xn | y1:n−1)}n≥1
is only analytically available for a subset of HMMs, we developed three alternative smooth-
ing algorithms (one biased and two unbiased) that could be used to approximate these ideal
settings. Numerical tests showed that none of those alternative methods were able to mimic
the ideal settings very well.
We briefly mentioned at the end of Chapter 3 that it may be worthwhile to make other
attempts at approximating the ideal backward SMC smoother of Section 3.3, as our two
alternative unbiased smoothing algorithms seemed to have a high variance by construction.
Furthermore, a future work might consider properly comparing Algorithms 31 and 32 to
the standard unbiased FFBS algorithms and the generalized two-filter smoothers for the
purposes of testing whether or not Algorithms 31 and 32 are superior smoothing strategies.
Such a comparison was not conducted in this work because it runs too far off topic from the
thesis’s main goal of making contributions to the PMCMC methodology. Even if a compar-
ison of Algorithms 31 and 32 to other smoothers told us that our algorithms were superior
smoothing strategies, we already explained at the end of Section 3.7.1 that Algorithms 31
and 32 are not suited to be used within PMCMC.
6.2 Review of Chapter 4
Chapter 4 continued the focus on HMMs, only now we considered HMMs whose obser-
vations have unknown or intractable likelihood densities. These types of models can arise
in finance when one wants to place a skewed or heavy tailed stable distribution on a time
series of returns and the particular choice of stable distribution does not have a known den-
sity function. Standard SMC and PMCMC methods cannot be applied to such models, and
so one would normally resort to ABC approximations. In this chapter, we combined the
works of [51] and [91] to develop lower variance ABC approximations that draw from these
models. Basically, we introduced a twisted version of Algorithm 15 in order to develop a
twisted version of the alive PMMH of [51]. Adopting similar assumptions as in [91], we
demonstrated that the same theoretical arguments of [91] can be used to determine the
unique, optimal twisting function for our new ABC algorithms. This optimal choice also
happens to be the same unique choice discovered in [91].
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When the true variances of the HMM are less than or equal to one and when one has
access to an accurate approximation of the optimal twisting function, our alive twisted par-
ticle filter produced lower variance estimates of the normalising constant of a linear Gaus-
sian HMM when compared to the non-twisted Algorithm 15. Similarly, our alive twisted
PMMH converged slightly faster than the non-twisted PMMH appearing in [51] (again,
when an accurate approximation of the optimal twisting function was used). The greatest
insight from the numerical simulations is perhaps that when the change of measure on the
alive algorithms is not a close approximation of the ideal change in measure, twisting may
not be worthwhile. The alive twisted algorithms have the potential to perform well when a
good approximation of the ideal change in measure is at hand, but such an approximation
is only available for a limited group of HMMs.
We also briefly mention that, using the assumptions adopted in Chapter 4, one can
follow the same proof presented in that chapter’s Section A to prove the same theoretical
results for a twisted version of Algorithm 14. Such an algorithm (and the accompanying
PMMH) might be of interest in a situation where the stochastic running time of Algorithm
15 is undesirable. Further investigation would be required, but it may be the case that
twisting Algorithm 14 helps mitigate its chances of dying out (for it would run with a
reduced variance).
6.3 Review of Chapter 5
The final research chapter switched the focus from HMMs to discrete time stopped Markov
processes that are only partially observed. We developed PMMH algorithms to sample
from these processes, thereby expanding the applicability of PMCMC to a new class of
problems and attempting Bayesian inference on a class of problems for which it had not
been attempted before.
Embedding multi-level SMC within PMCMC, we formalised fixed and adaptive ML-
PMMH algorithms that are tailored for inference on partially observed stochastic processes.
When implemented on two examples from population genetics (i.e., the coalescent with
mutation and the more advanced coalescent with mutation and migration), our multi-level
algorithms performed well. ML-PMMH can greatly outperform generic PMMH when sam-
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pling from either stopped Markov process, and the tests also illustrated the significant in-
crease in precision that the adaptive scheme is able to provide over the fixed scheme.
Chapter 5 did not consider multi-level PG samplers. While structuring a fixed scheme
multi-level PG is straightforward, the adaptive version requires more investigation. Con-
sider the following. Algorithm 36 uses a random number of level-sets from iteration to
iteration. Actually, the level-sets used from iteration to iteration could have very different
structures as well. A PG analogue to Algorithm 36 could also use different level-sets from
iteration to iteration, and so the accompanying conditional version of Algorithm 17 must
account for this. The conditional version of Algorithm 17 would have to allow for the case
where the sampled paths have different level-sets than the path on which the algorithm is
conditioning.
Now, the process {Xn}1≤n≤p is just a construction that we use to run multi-level SMC.
The true process of interest is {Xj}1≤j≤τ . Thus, it is samples of {Xj}1≤j≤τ that the multi-
level SMC is producing, and it is a sample of {Xj}1≤j≤τ on which the multi-level SMC
is conditioning. In the numerical examples of Section 5.3, any slight shifting of the level-
sets 2.11.6 and 2.11.7 could always fit any sample of {Xj}1≤j≤τ . So, in the case of those
numerical examples, one could run conditional multi-level SMC where, when necessary,
the level-sets of a sample on which the algorithm conditions are adjusted to match the
structure of the new samples. In the general case, this scheme will not work, as there is
nothing to say that a previously sampled path can fit any scheme of interpolating sets. A
future work might address this issue, with the ultimate intention of forming an adaptive
multi-level PG sampler that works in the general case.
We close by pointing out that a non-adaptive PG sampler that can be used to perform
inference on Kingman’s coalescent is now available in the wider literature. In [18], the
authors adopt a representation of the coalescent in which the state space considers the
coalescent events and their times but ignores the mutations and their times. This is the same
representation as in, for example, [61]. The PG sampler of [18] runs by iteratively sampling
the genealogy structure of the coalescent tree and the times at which coalescent events
occur. Recall that in this thesis, we adopted a competing representation of the coalescent.
The state spaces of our models considered the coalescent and mutation events but ignored
the times (as in [44] and [85]).
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