We determine all complex hyperelliptic curves with many automorphisms and decide which of their jacobians have complex multiplication.
Introduction
Let X be a smooth connected projective algebraic curve of genus g 2 over the field of complex numbers. Following Rauch [17] and Wolfart [21] we say that X has many automorphisms if it cannot be deformed non-trivially together with its automorphism group. Given his life-long interest in special points on moduli spaces, Frans Oort [15, Question 5.18 . (1)] asked whether the point in the moduli space of curves associated to a curve X with many automorphisms is special, i.e., whether the jacobian of X has complex multiplication.
Here we say that an abelian variety A has complex multiplication over a field K if End Wolfart [22] observed that the jacobian of a curve with many automorphisms does not generally have complex multiplication and answered Oort's question for all g 4. In the present paper we answer Oort's question for all hyperelliptic curves with many automorphisms.
For this we first determine all isomorphism classes of such curves. For any hyperelliptic curve X over C the automorphism group G is an extension of degree 2 of a finite subgroup G of PGL 2 (C), called the reduced automorphism group of X. The classification proceeds by going through all possibilities forḠ, using a criterion of Wolfart [21] . The result is that the isomorphism classes of hyperelliptic curves with many automorphisms fall into three infinite families withḠ cyclic or dihedral and 15 further curves withḠ ∼ = A 4 , S 4 , A 5 .
All this is essentially known: For the infinite families see for instance Wolfart [22, §6.1] ; for the others see Shaska [19] ; and we do use the explicit equations from [19, Table 2 ]. But as we restrict ourselves strictly to hyperelliptic curves with many automorphisms, we can present the classification more succinctly.
A list of all hyperelliptic curves with many automorphisms up to isomorphism is collated in Table 1 . The equations are given in terms of certain separable polynomials from Table 2 . For the sake of completeness Table 1 also contains a description of G = Aut C (X) in all cases, taken from and in the notation of Shaska [19, Table 1 ].
For every curve X in the three infinite families the jacobian has complex multiplication, because X is a quotient of a Fermat curve: see Wolfart [22, §6.1] .
For 5 of the other curves the jacobian also has complex multiplication. We establish this by verifying a representation theoretic sufficient condition given by Streit [20] , which essentially shows that Jac(X) cannot be deformed non-trivially as a polarized abelian variety together with the action of G.
For each of the 10 remaining curves X it turns out that Jac(X) does not have complex multiplication. To prove this it suffices to exhibit an abelian subvariety of Jac(X) without complex multiplication. A natural candidate for this is the jacobian of the quotient of X by
XḠ

Genus Affine equation
G Jac(X) has Table 1 : All hyperelliptic curves with many automorphisms a subgroup H < Aut C (X), whose genus is positive but small. In 5 of the cases we found a quotient H\X of genus 1 and were done when its j-invariant was not an algebraic integer.
In the last 5 cases we only found quotients of genus 2, 4, or 6 (except for a quotient of genus 1 of X 10 which does have complex multiplication). In these cases we first tried to find a place where Jac(X) has partially multiplicative reduction, using the theory of Bosch [4, Th. 4.2] that describes the reduction of a hyperelliptic curve at a place of odd residue characteristic. For more details about this see Section 10 of the master thesis of the first author [14] , on which much of the present paper is based. But in all these cases we only found good reduction, and an analogous description of the reduction of a hyperelliptic curve at a place of residue characteristic 2 is not available.
Instead we formulate and implement a simple criterion for complex multiplication that is based solely on the characteristic polynomials of Frobenius. It relies on the Tate conjecture for endomorphisms of abelian varieties and the fact that a non-trivial semisimple algebraic group over Q ℓ always possesses non-isomorphic maximal tori. Thus if Jac(X) does not have complex multiplication, the characteristic polynomials of Frobenius cannot all split over t 4
x(x 4 − 1) All the calculations are performed with computer algebra systems. To find equations for the quotient curves H\X and to verify the criterion about characteristic polynomials of Frobenius we employ Sage [25] . To verify Streit's representation theoretic criterion we use GAP [23] . The respective worksheets can be downloaded from [26] both as text files and as pdf files with output.
A criterion of Wolfart
Throughout the following we consider a smooth connected projective algebraic curve X of genus g 2 over C and abbreviate G := Aut C (X). Following Rauch [17] and Wolfart [21] , [22] we say that X has many automorphisms if the corresponding point p on the moduli space M g of compact Riemann surfaces of genus g has (in the complex topology) a neighbourhood U ⊂ M g such that the Riemann surface corresponding to any point of U {p} has an automorphism group strictly smaller than G. In other words, the number of automorphisms strictly decreases under proper deformations of X.
We will use the following criterion of Wolfart:
The following are equivalent:
(a) The curve X has many automorphisms.
(b) There exists a subgroup H < G, such that H\X has genus 0 and the projection morphism X ։ H\X has at most three branch points in H\X.
(c) The quotient G\X has genus 0 and the projection morphism X ։ G\X has at most three branch points in G\X.
C is a Belyi function. Thus (b) itself is equivalent to saying that there exists a Belyi function X → P 1 C defining a normal covering. The equivalence of (a) and (b) is therefore precisely the content of Wolfart [21, Thm. 6] . But the proof of [21, Lemma 8] actually shows that (a) implies (c). Since (c) trivially implies (b), all three statements are equivalent.
Hyperelliptic curves
By definition X is hyperelliptic if and only if it there exists a morphism π : X → P 1 C of degree 2. In that case π is a Galois covering and X is determined up to isomorphism by the set Br(π) ⊂ P 1 C of 2g +2 branch points of π. Conversely, for any set of 2g +2 closed points in P 1 C there is a hyperelliptic curve with precisely these branch points. Moreover, the covering involution σ of π lies in the center of G := Aut C (X), and the factor groupḠ := G/ σ , called the reduced automorphism group of X, embeds into Aut C (P 1 C ) ∼ = PGL 2 (C). Since X is determined by Br(π), it turns out (see for instance [18, §2] 
In particular Br(π) is a union ofḠ-orbits.
Let Fix(Ḡ) denote the set of closed points in P is preciselyḠ\(Br(π)∪Fix(Ḡ)). Since the quotient G\X ∼ =Ḡ\P 1 C automatically has genus 0, Theorem 2.1 shows that X has many automorphisms if and only if the cardinality of G\(Br(π) ∪ Fix(Ḡ)) is at most 3. As we have assumed that X has genus g 2, and every covering of P 1 C with fewer than 3 branch points has genus 0, the cardinality must actually be equal to 3.
The well-known classification following Klein [10] and Blichfeldt [2, § §52-55] states that every finite subgroup of PGL 2 (C) is isomorphic to precisely one of the cyclic group C n of order n 1, the dihedral group D n of order 2n for n 2, or of A 4 , S 4 , A 5 , and that each isomorphism class of such groups corresponds to precisely one conjugacy class of subgroups of PGL 2 (C). The classification also tells us the branch points of P 
Combining this with the above criterion we deduce that X has many automorphisms if and only if
Since | Br(π)| = 2g + 2 must be even, the first of these cases is in fact impossible. The second case amounts to saying that Br(π) contains precisely one freeḠ-orbit, and the third to saying that Br(π) contains no freeḠ-orbit.
We can now compile an explicit list of all hyperelliptic curves with many automorphisms. For each conjugacy class of finite subgroupsḠ < PGL 2 (C) we choose the representative in the coordinates from Shaska [19] . By the above we must haveḠ = 1; so we now assume that n > 1 in both the casesḠ ∼ = C n , D n .
For eachḠ we first write down the decomposition of Fix(Ḡ) intoḠ-orbits. For this let V (p) denote the set of zeros of a polynomial p ∈ C[x], viewed as a subset of P Table 2 above, we can extract from [19, §4] the following description ofḠ-orbits:
respective orbit sizes
Next we list all the possibilities for the branch locus Br(π) ⊂ P 1 C . This must be a subset of even cardinality 2g + 2 6 which is a union ofḠ-orbits and satisfies the condition in (3.3), but is subject to no other requirements.
In the caseḠ ∼ = C n it must be a union ofḠ-orbits in Fix(Ḡ). In the casesḠ ∼ = S 4 , A 5 any non-empty union ofḠ-orbits in Fix(Ḡ) is okay, yielding 7 possibilities for X each. As each of S 4 , A 5 is a maximal finite subgroup of PGL 2 (C), the reduced automorphism group of X is then reallyḠ. Since the orbit structures are different in all these cases, the resulting curves X are pairwise non-isomorphic.
For the caseḠ ∼ = A 4 observe that V (t 4 ) ∪ {∞} and V (p 4 ) ∪ V (q 4 ) = V (s 4 ) are already orbits of S 4 . To obtain the reduced automorphism group A 4 the branch locus must therefore contain exactly one of the orbits V (p 4 ) and V (q 4 ). As the action of S 4 A 4 interchanges these, to avoid duplicity of isomorphic curves we can restrict ourselves to the case that
Then | Br(π)| = 10, which does not occur for any larger group; hence the reduced automorphism group of X is really A 4 in this case.
For the caseḠ ∼ = D n observe that {0, ∞} and V (x n − 1) ∪ V (x n + 1) = V (x 2n − 1) are already orbits of D 2n . To obtain the reduced automorphism group D n the branch locus must therefore contain exactly one of V (x n − 1) and V (x n + 1). As the action of D 2n D n interchanges these, to avoid duplicity we can restrict ourselves to the case that
The condition | Br(π)| = 2g + 2 6 then implies that n is even and at least 6, respectively 4. If n = 4 we have Br(π) = V (x 4 − 1) ∪ {0, ∞} = V (t 4 ) ∪ {∞}, in which case the reduced automorphism group is S 4 , as seen above. Thus we must have n 6. Then D n does not embed into S 4 or A 5 and | Br(π)| is too small to be invariant under a larger dihedral group, so the reduced automorphism group is indeed D n . This gives precisely two curves for every even n 6. Consider now the caseḠ ∼ = C n . ThenḠ acts on P 1 C by multiplication with n-th roots of unity, and Br(π) must contain precisely one freeḠ-orbit. This orbit must have the form V (x n − a n ) for some a ∈ C × . After rescaling by x → ax, which commutes with the action ofḠ, we may assume that this orbit is V (x n − 1). If n is even, the parity requirement implies that Br(π) = V (x n − 1) or V (x n − 1) ∪ {0, ∞}. In both these cases Br(π) is also invariant under the substitution x → x −1 , so that the reduced automorphism group of X contains the dihedral group D n , which is already covered by the preceding case. If n is odd, the parity requirement implies that Br(π) = V (x n − 1) ∪ {0} or V (x n − 1) ∪ {∞}. These cases correspond to each other under the substitution x → x −1 which normalizesḠ, so it suffices to consider the case V (x n − 1) ∪ {∞}. The condition n + 1 = | Br(π)| 6 then requires that n 5. We claim that in this situation the reduced automorphism group is really C n . Indeed, the equality | Br(π)| = n + 1 admits no larger cyclic group, and by the preceding case it can admit at most a dihedral group D m with | Br(π)| = m or m + 2. In that case we would have m = n ± 1, which renders an embedding C n ֒→ D m impossible for n 5. Of the remaining candidates A 4 , S 4 , A 5 , only one contains a cyclic subgroup of order n 5, namely A 5 with n = 5. But in each of the cases above withḠ = A 5 we have | Br(π)| 12 > 5 + 1, so A 5 cannot occur either. This proves the claim.
All in all this shows that the hyperelliptic curves with many automorphisms are, up to isomorphism, precisely those in Table 1 of the introduction and that those are pairwise non-isomorphic.
Remark 3. 4 The curve X 4 can already be defined over Q. Wolfart [22, §6.4] gives the affine equation y 2 = x(3x 4 + 1)(3x 4 + 6x 2 − 1) and states that the hyperelliptic curve defined by this equation has many automorphisms and its automorphism group is isomorphic to SL 2 (3). It defines a curve isomorphic to X 4 because there is, up to isomorphism, only one hyperelliptic curve of genus 4 with these properties.
Representation theoretic condition for complex multiplication
For the moment let X be an arbitrary smooth complex algebraic curve of genus g 2 with automorphism group G. Let χ X denote the character of the representation of G on H 0 (X, Ω X ). Let Sym 2 χ X denote its symmetric square, that is, the character of G on Sym 
In fact Sym
2 C H 0 (X, Ω X ) is naturally isomorphic to the tangent space of the Siegel moduli space A g at the point corresponding to Jac(X), and the assumption implies that Jac(X) cannot be deformed non-trivially as a polarized abelian variety together with the action of G. The point on A g is therefore an isolated point of a certain Shimura subvariety of PEL-type and hence a special point. By the Torelli theorem X itself can then also not be deformed non-trivially together with the action of G, so X has many automorphisms.
Let us now return to a hyperelliptic curve X as above. To use Streit's condition, we need to calculate Sym 2 χ X .
Proposition 4.2 Let τ ∈ G and let n be the order of its image τ ∈Ḡ. Let P ∈ P 1 C be a fixed point of τ and let ζ be the eigenvalue of τ on the tangent space at P . Set k := 1 if P ∈ Br(π) and k := 0 otherwise. Then we have the following character values:
Proof. After a change of coordinates in P 1 C mapping P to 0 and the other fixed point of τ to ∞, we may assume without loss of generality that τ has the form x → ζx. In these coordinates the affine equation for X takes the form y 2 = x k h(x n ) for a separable polynomial h ∈ C[x] with h(0) = 0. The action of τ is therefore given by
for some sign and some choice of the fractional power ζ k 2 . It it well known that the differentials
for all 0 j g − 1 form a basis of H 0 (X, Ω X ). As they are also eigenvectors with eigenvalues ±ζ j+1− k 2 under τ , a quick computation now yields the desired values of χ X (τ ) = tr τ | H 0 (X,Ω X ) and χ X (τ 2 ). The values of Sym 2 χ X follow from these using the formula Sym
) and the fact that ζ = −1 if n = 2.
Remark 4.3 Since the hyperelliptic involution σ acts as multiplication by −1 on H 0 (X, Ω X ), it acts trivially on the symmetric square; hence Sym 2 χ X comes from a character ofḠ. The formula for Sym 2 χ X (τ ) in Proposition 4.2 also depends only onτ . To compute Sym 2 χ X it therefore suffices to work only withḠ.
Proposition 4. 4 The jacobians of X 4 , X 5 , X 7 , X 9 and X 14 have complex multiplication.
Proof. By Proposition 4.1 it suffices to show that Sym 2 χ X , χ triv = 0 for each of these curves. We verify this using the formulas in Proposition 4.2 and the calculations in the respective worksheet [26] using GAP. For X 4 and X 5 this is already known: Wolfart [22, §6] states that the curves X 4 and X 5 have jacobians with complex multiplication.
Quotients of small genus
To show that Jac(X) does not have complex multiplication, it suffices to exhibit an abelian subvariety without complex multiplication. A natural candidate for this is the jacobian of the quotient of X by a subgroup H < G whose genus is positive but small. We therefore make a list of suitable quotients for the 10 curves left over from the preceding section.
Note that H must not contain the hyperelliptic involution σ, because in that case the quotient morphism X ։ H\X factors through π : X ։ P 1 C , forcing H\X to have genus 0. Thus H must map isomorphically to a subgroupH <Ḡ. While thisH does not always determine H up to conjugation, in all our cases we can actually find an equation for H\X by working only withH.
Proposition 5.1 In each of the following cases there is a subgroup H < G mapping isomorphically toH <Ḡ where the quotient H\X of genusḡ is described in the following table.
XḠHḡ
Affine equation of H\X
Herer 5 andt 5 are the unique polynomials satisfyingr 5 (
Proof. In several cases it suffices to note that the given affine equation for X has the form y 2 = g(x n ) for some polynomial g and some integer n > 1, so that y 2 = g(z) is the affine equation of a suitable quotient. This and more was already done, e.g. for X 6 by Wolfart [22, §6] In the general case we proceeded as follows. For each curve X we know the precise automorphism group G by Table 1 . After a preliminary search through subgroups of G we identified a likely candidate for H. The details of these calculations are immaterial for the desired result, because we only need to know or guess a good choice ofH. So suppose that H is given. Let y 2 = f (x) be an affine equation for X, where f is a separable polynomial of degree n.
Assume first thatH is cyclic of order n > 1. Then for a suitable fractional linear transformation x = az+b cz+d the groupH acts on z by multiplication with n-th roots of unity. After the substitution y = v/(cz + d)
⌉ we compute a new affine equation for X in the form v 2 = z k g(z n ) for a separable polynomial g and an integer k ∈ {0, 1}. If n is odd and k = 0, the quotient H\X must have the affine equation v 2 = g(u). If n is odd and k = 1, the further substitution v = w/z ⌊ n 2 ⌋ brings the equation into the form w 2 = z n g(z n ), so the quotient has the affine equation w 2 = ug(u). If n is even and k = 0, the formula v 2 = g(z n ) does not tell us whether v is fixed by H or not. If not, the new variable w := vz n 2 is fixed by H and satisfies the equation w 2 = z n g(z n ). The affine equation for H\X is thus either v 2 = g(u) or w 2 = ug(u). The other equation then describes the quotient H ′ \X for another subgroup H ′ < G liftingH, but if we do not care about the precise form of H, we can continue with either choice. Finally, if n is even and k = 1, the equation v 2 = zg(z n ) implies that a generator of H which multiplies z with a primitive n-th root of unity must multiply v with a primitive 2n-th root of unity. The n-th power of that generator is then the hyperelliptic involution and lies in H, which we had ruled out before (or thisH was a bad choice).
IfH is not cyclic, it is nevertheless solvable in each of our cases. Thus by repeating the same procedure over a composition series ofH we can find an explicit equation for the desired quotient in that case, too. (If at an earlier stage with n even and k = 0 we choose the wrong quotient for a subgroup ofH, we detect that later when the equation is no longer invariant underH.) Finally, the genus of H\X can be read off directly from the degree of the affine equation for it.
The actual calculations were carried out with Sage in the respective worksheet [26] . In some cases we applied an additional fractional linear transformation at the end to simplify the equation.
Corollary 5.2
The jacobians of X 6 , X 8 , X 12 , X 13 , and X 15 do not have complex multiplication.
Proof. By Proposition 5.1 each of these curves possesses a quotient of genus 1. By the same worksheet [26] as above the respective j-invariant comes out to be:
In each case the j-invariant is not an algebraic integer. Thus the elliptic curve H\X does not have complex multiplication, and hence Jac(X) does not, either. (For X 6 this is known: Wolfart [22, §6.3] shows that Jac(X 6 ) does not have complex multiplication by exhibiting, up to a change of coordinates, the same elliptic quotient.)
For the remaining 5 curves we have to deal with quotients of genus 2, 4, and 6, for which no suitable analogue of the j-invariant criterion is available. We will return to these curves after discussing a different criterion based on characteristic polynomials of Frobenius.
Computational criterion for complex multiplication
Given an abelian variety A over a number field K, one can effectively determine the endomorphism ring EndK(A) over an algebraic closureK of K, at least in principle. All methods for this use the Tate conjecture for endomorphisms and either specific height estimates based on Faltings [8] or from Masser and Wüstholz [13] , or a day and night algorithm as in Lombardo [12, §5] (compare also the proof of Lemma 2 in Achter [1] ). In particular one can effectively decide whether A has complex multiplication overK. But these methods require complicated code whose computational feasibility is unclear.
To keep computations to a minimum, we formulate and implement a simple criterion based solely on characteristic polynomials of Frobenius. Let Γ ℓ < GL 2 dim(A) (Q ℓ ) be the image of the ℓ-adic Galois representation associated to A. Then the Tate conjecture for endomorphisms implies that A has complex multiplication overK if and only if Γ ℓ possesses a commutative subgroup of finite index. Our criterion exploits the fact that otherwise Γ ℓ contains an open subgroup of a non-trivial semisimple algebraic group over Q ℓ , which possesses non-isomorphic maximal tori, and that therefore the characteristic polynomials of Frobenius cannot all split over the same number field. The article with Larsen [11] was based on essentially the same principle.
As a preparation consider any monic polynomial f ∈ Q[T ] without multiple factors. Then f (T ) = r i=1 (T − α i ) for pairwise distinct α i ∈Q, and the factor ring E f := Q[T ]/(f ) is a finite direct product of number fields. Let t ∈ E f denote the residue class of T , so that f is precisely the minimal polynomial of t over Q. Let E ′ f denote the intersection of the subrings Q[t n ] ⊂ E f for all integers n 1. Since E f has finite dimension over Q and
is the minimal polynomial of t n 0 over Q.
Proposition 6.1 One can effectively find such n 0 and g and decide whether E ′ f = E f . Moreover we have E ′ f = E f if and only if for all i = j with α j = 0 the ratio α i /α j is not a root of unity.
Proof. By construction t is a semisimple element of E f . Thus t n is semisimple and its minimal polynomial over Q is the product of the linear factors T − α Let S be the set of ratios α i /α j for all i = j which are well-defined and roots of unity. Let n 0 be the least common multiple of the orders of all elements of S. Then for any multiple n of n 0 and any i = j, we have α To determine n 0 effectively we first replace f (T ) by f (T )/T if possible. Next we compute the polynomial h(T ) := r i,j=1 (T −α i /α j ) ∈ Q[T ], say, using symmetric polynomials. Then n 0 is the least common multiple of the set of integers n > 1 such that the n-th cyclotomic polynomial Φ n divides h. Since there there exist only finitely many cyclotomic polynomials of degree ϕ(n) = deg Φ n deg h and we can list them all explicitly, we can effectively determine n 0 .
Again using symmetric polynomials we can effectively compute the polynomial k(
is a polynomial with the same roots but all repeating factors removed; hence it is the desired polynomial g. Now we fix an abelian variety A of dimension d over a number field K. We call a prime p of the ring of integers of K good if A has good reduction at p. For any good prime p let f p ∈ Q[T ] denote the minimal polynomial of the Frobenius endomorphism Frob p acting on the Tate module of the reduction of A. As this endomorphism is semisimple, the polynomial f p has no multiple factors, and we can apply the preceding theory to it. We call a good prime p very good if E ′ fp = E fp in the notation above. (c) There exists a commutative semisimple Q-algebra E of dimension 2d such that for every very good prime p there exists an embedding E fp ֒→ E.
(d) There exists a number field F such that for every very good prime p the polynomial f p splits completely over F .
(e) There exists a prime number ℓ such that for every very good prime p the polynomial f p splits completely over Q ℓ .
Proof. We first show that (a) implies (b). So assume that A has complex multiplication overK. By definition this means that R := End •K (A) contains a commutative semisimple Q-algebra E of dimension 2d. We claim that E has the property in (b). To see this consider any good prime p. Note that R = End
be a prime of the ring of integers of K ′ that lies above p, and let k p ⊂ k p ′ denote the corresponding residue fields. Then the reduction of endomorphisms induces an injective homomorphism R ֒→ R p ′ := End Clearly (b) implies (c). Next, given any E as in (c), choose a number field F that is Galois over Q such that every simple factor of E embeds into F . Then by the construction of E fp , for every very good prime p the polynomial f p splits completely over F . Thus (c) implies (d). Also (d) implies (e) by taking any prime number ℓ that splits completely in F .
It remains to show that (e) implies (a). So let ℓ be a prime number as in (e). Consider the associated Galois representation ρ ℓ : Gal(K/K) → Aut Q ℓ (V ℓ (A)) ∼ = GL 2d (Q ℓ ), let Γ ℓ denote its image, and let G ℓ be the Zariski closure of Γ ℓ in the algebraic group GL 2d,Q ℓ . By Faltings [8] the representation ρ ℓ is semisimple and End •K (A) ⊗ Q Q ℓ contains a commutative semisimple Q ℓ -subalgebra of dimension 2d. Since End
•K (A) is a semisimple Q-algebra, it then contains a commutative semisimple Q-subalgebra of dimension 2d; so A has complex multiplication overK.
Suppose that A does not have complex multiplication overK. Then G
• ℓ is not a torus; hence its derived group (G
der possesses a non-split maximal torus defined over Q ℓ , for instance because every maximal torus is non-split if (G
der is non-split and by [11, Thm. 3.6] otherwise. Thus G • ℓ possesses a non-split maximal torus T ℓ . Choose a finite extension
and consists of matrices that are congruent to the identity modulo ℓ. For later use we fix an auxiliary prime ℓ ′ = ℓ and, after enlarging K ′ , assume that the ℓ ′ -adic representation of Gal(K/K ′ ) is also congruent to the identity modulo ℓ ′ . By Bogomolov [3] the subgroup Γ ′ ℓ < G ℓ (Q ℓ ) is open; hence it contains an open subgroup of T ℓ (Q ℓ ); so there exists a regular semisimple element t ∈ Γ ′ ℓ ∩ T ℓ (Q ℓ ). Thus T ℓ is the centralizer of t in G • ℓ . As T ℓ is non-split, it follows that the characteristic polynomial of t does not split over Q ℓ . Now observe that the set of monic polynomials of degree 2d over Q ℓ which are split over Q ℓ is the image of a proper continuous map
It is thus a closed subset of the set of all monic polynomials of degree 2d over Q ℓ . Since it does not contain the characteristic polynomial of t, and the characteristic polynomial of g ∈ GL 2d (Q ℓ ) varies continuously with g, there exists an open neighborhood U ⊂ GL 2d (Q ℓ ) of t such that the characteristic polynomial of any g ∈ U does not split over Q ℓ . Note that Γ ′ ℓ ∩ U is then a non-empty open subset of Γ ′ ℓ . Now recall that the primes p ′ of absolute degree 1 of the ring of integers of K ′ form a subset of Dirichlet density 1. This remains true if we restrict ourselves to primes that do not divide ℓ or any prime of K where A has bad reduction. By the Cebotarev density theorem there therefore exists a prime p ′ with these properties, such that γ := ρ ℓ (Frob p ′ ) lies in Γ ′ ℓ ∩ U. By construction the prime p of K below p ′ is then good. Also, the fact that p ′ has absolute degree 1 implies that the residue field extension k p ′ /k p is trivial; hence γ = ρ ℓ (Frob p ) as well. Then the minimal polynomial of γ in the given representation is precisely the polynomial f p from before. Write f p (T ) = r i=1 (T − α i ) with pairwise distinct α i ∈Q. Then by the choice of K ′ we have f p (T ) ≡ (T − 1) r modulo ℓ and modulo ℓ ′ . Thus for any i = j the algebraic number α i /α j is congruent to 1 modulo a prime above ℓ and modulo a prime above ℓ ′ . Since ℓ and ℓ ′ are distinct, this implies that α i /α j cannot be a non-trivial root of unity. By Proposition 6.1 it follows that p is a very good prime.
Finally, since γ lies in U, the characteristic polynomial and hence also the minimal polynomial of γ does not split over Q ℓ . As this minimal polynomial is f p , we have achieved a contradiction to (e). Therefore (e) implies (a), as desired.
Remark 6.3
If A has no complex multiplication overK, Theorem 6.2 provides a good chance to prove that efficiently. But it cannot prove that A has complex multiplication with a finite calculation. Yet, in that case the computation gives some information about the endomorphism ring which might indicate a direction where one can find endomorphisms. . . , p r such that the splitting field of the product f p 1 · · · f pr has degree > 2 d d! over Q, one can deduce that A has no complex multiplication overK. But while this provides a simple algorithm in principle, the size of 2 d d! made it impracticable in some of our cases.
Remark 6.5 If one knows for some reason that A is simple overK, the ring R := End
• K ′ (A) in the proof of Theorem 6.2 is simple; hence its center E is a field. In that case we obtain the same equivalences with a field E in (b) and (c). But this observation presumes information about the endomorphism ring which we might not have in a given situation. Yet perhaps one finds a very good prime p such that the characteristic polynomial of Frob p is already irreducible over Q. Then the reduction A p is simple overk p ; hence A is simple overK. 
