[1] With increasing computational resources, atmospheric/environmental models continue to run at finer-grid spacing that can resolve land surface characteristics, such as topography, land use/land cover, and soil texture. This paper assesses the improvement in land surface information data sets and its impact on atmospheric modeling. The study focuses on the Heihe River Basin (HRB) in northwestern China. Fine-scale, remotely sensed, and in situ land surface data in HRB are derived and compared with the global data sets used in most mesoscale models. The incorporation of these fine-scale land surface data, compared to those currently used in MM5, yields substantially improved HRB land surface data sets. HRB local and regional data sets and the global land data set are used in a nonhydrostatic mesoscale model (MM5) to investigate the influences of land surface uncertainty on meteorological modeling in the lower atmosphere. Main results suggest the following: (1) enhanced land data sets have a stronger impact on atmospheric water vapor fields in the lower boundary layer than other meteorological fields. Soil texture data greatly impacts the local precipitation simulation and landuse data improves the air temperature simulation in the lower atmosphere; (2) generally, the average land surface temperature biases are reduced using the enhanced land surface information, but the low bias in zones with higher elevation and high bias in zones with lower elevation still persist; (3) the wet bias over rugged terrain and dry bias in the simulated water vapor in the flat plains are both reduced. Area mean bias of simulated accumulated monthly precipitation is greatly reduced using the enhanced soil data. Convective available potential energy was larger in the HRB mountain regions using the default land data, while it was decreased using the enhanced ones; (4) analysis of the correlation coefficient between simulation bias and the geographic features shows that there are some patterns in the simulation bias distribution. Generally, larger bias still exists in the foothills of the mountains.
Introduction
[2] An accurate description of land surface characteristics is important to a wide range of applications because the land surface plays a distinctive role in weather and climate. In general, the land surface is highly heterogeneous such that bare soil, rock, short grass, tall grass, trees and snow patches can all coexist in small areas [Yang, 2004] . Such surface variability affects environmental processes on micro, meso, regional, and global Holt et al., 2006; Giorgi and Avissar, 1997; Pielke, 2002; Feddema et al., 2005; Avissar and Pielke, 1989; Avissar et al., 2004] scales because land surface characteristics exert an important control on the surface-atmosphere exchange and atmospheric processes leading to a broad range of environmental phenomena [LeMone et al., 2002 . Similarly, land cover and terrain have been linked to the development of mesoscale circulations [Anthes, 1984; Segal et al., 1988] , the initiation of convective storms [Pielke, 2001; Trier et al., 2004; Holt et al., 2006] , and the distribution of atmospheric precipitation [Chen and Dudhia, 2001; Pielke et al., 2006] .
[3] Soil and vegetation processes play a key role in atmospheric modeling by partitioning the energy, water, and momentum fluxes and determining temperature and moisture at the interface between soil/vegetation and the atmosphere. This has led to the incorporation of soilvegetation-atmosphere transfer (SVAT) schemes of varying complexity in weather and climate models in order to obtain more reliable predictions [e.g., Deardorff, 1978; Sellers et al., 1986; Dickinson et al., 1993; Chen et al., 1996; Chen and Dudhia, 2001] . Both soil and vegetation cover affect the atmospheric boundary layer. Some studies [Noilhan and Planton, 1989; Henderson-Sellers et al., 1993] have considered modeling of vegetation cover to be more important, while others authors insist that soil moisture has a greater influence on the atmospheric boundary layer than does vegetation [Wetzel and Chang, 1987; Wilson et al., 1987; Sun and Bosilovich, 1996; Cuenca et al., 1996; Schar et al., 1999; Baker et al., 2001] . The terrain elevation not only exerts thermal and dynamic influences on weather and climate, but also has a direct effect on the surface hydrologic cycle. When using a physics-based description of water movement in unsaturated soil like the Richards equation [Marshall and Holmes, 1979] , soil moisture depends on the formulation of hydraulic conductivity and soil metric potential. These quantities must be parameterized depending on soil type.
[4] Presently, with increasing computational resources, environmental models continue to run at finer grid spacing and can resolve more land surface characteristics. In order to fully describe or correctly model the role of the land surface in atmospheric or environmental processes, an accurate representation of the land surface characteristics is needed. Alapaty et al. [1997] and Niyogi et al. [1999] analyzed the impact of uncertainty in the surface characteristics and concluded that errors in the surface characterization propagate into the modeling of both the surface energy budget and the evolution of the boundary layer. While land surface data sets developed to represent a generalized regional scale may provide an adequate representation on that scale, small (but potentially important) local surface features may not be represented [Wardlow and Egbert, 2003; Wickham et al., 2005 .
[5] Global GTOPO30 topography, USGS 24 category land use/cover and USDA 17 category soil texture maps are widely used in modern land surface and distributed hydrological/ecological models [Sellers et al., 1996; Wilson et al., 1987; Chen and Dudhia, 2001; Huang, 1997] . Nevertheless, these land information maps cannot adequately represent the land surface condition at local and regional scales in China, especially in the northwestern arid/semiarid regions. Therefore, in this study, the Heihe River Basin (HRB) located in northwestern China is the focus of improved land surface data sets. This basin is selected because it displays complex land surface characteristics. For example, the HRB contains a mixture of glacial, snow, forests, agricultural fields, desert/Gobi and developed areas. Additionally, this basin contains both expanses of gently rolling hills and steeper, more rugged terrain. This study merges several fine-scale land surface data sets to improve the accuracy of the global data sets while focusing on the HRB. These enhanced land surface data sets are applied in a coupled atmosphere-land model to explore impacts of uncertainties in the distribution of land surface properties on predicted atmospheric variables, and to assess whether vegetation or soil has more influence on the lower atmosphere.
[6] The following section describes some characteristics of the Heihe River Basin and the land surface model. Section 3 presents the enhanced local land surface characteristics fields and parameters in the Heihe River Basin. Section 4 describes the numerical model and experimental design, followed by section 5 discussing the results of the analysis and section 6 presenting the conclusions and discussion.
Description of the Heihe River
[7] The Heihe River Basin (HRB), the second largest interior river basin in China, is located in northwest China. The Qilian Mountains lie in the southwest part of the basin with Badanjilin desert to the east, ranging approximately from 5000 to 1000 m in elevation [Chen and Qu, 1992; Kang et al., 1999; Gao et al., 2004] . The HRB terrain elevation is shown in Figure 1 along with 19 meteorology station locations used for comparison with model results. The HRB possesses a distinctive vertical zonality pattern of landscape. Basically, the mountainous area can be divided into high mountain glacier, snow, permafrost zone and the mountain vegetation zone by the 3600 m altitude line [Kang et al., 1999] . The watershed is characterized by southwestnortheast gradients in precipitation, geology and vegetation cover. The southwest part of the HRB, which is characterized by steeper slopes along the edge of the Qilian Mountains, is dominated by glaciers, snow cover, permafrost and alpine meadow. The mountain vegetation zone consists mainly of gently rolling hills and is dominated by forest, shrub and grassland. The plains to the northeast of the mountainous region contain oases and desert/Gobi. Because of the complex topography and physical geographic characteristics of the mountainous watersheds in the arid area of northwest China, the land surface processes and their relationship with the atmosphere are also extremely complicated. Existing meteorological and hydrological stations are sparsely distributed in the mountainous area, and field experiments are rarely conducted in this mountainous watershed. Therefore, it is very difficult to study the impact of land-atmosphere interactions solely based on studying field data and numerical simulation is thus a useful tool for investigation.
Enhancement of Land Surface Characteristics Fields
[8] The coupled fifth-generation Pennsylvania State University/National Center for Atmospheric Research nonhydrostatic Mesoscale Model (MM5)/Noah land surface modeling system is the investigative tool used in this study. For details about this modeling system, refer to Dudhia [1989 Dudhia [ , 1993 , Grell et al. [1994] , Warner et al. [1992] , and Chen and Dudhia [2001] . In MM5, surface landscape characteristics are defined on the basis of a number of alternative data sets. Topography is taken from the U.S. Geological Survey's (USGS) GTOPO30 global digital elevation model (DEM). There are two primary variables upon which other secondary parameters are determined, the vegetation (land cover) type and the soil texture. For vegetation classification, the 1 km resolution USGS vegetation categorization is used and has 24 land cover classes. This land cover data set is derived from the 1 km Advanced Very High Resolution Radiometer (AVHRR) satellite data obtained from April 1992 through March 1993 [Loveland et al., 1995] . Vegetation amount is assigned by the monthly 5 year climatology of green vegetation cover data with 0.15°resolution derived from AVHRR [Gutman and Ignatov, 1998 ]. In the U.S. regions, the soil texture in MM5 is determined by using the 1 km resolution multilayer 16 category soil characteristics data set developed by Miller and White [1998] , which is based on the U.S. Department of Agriculture's State Soil Geographic Database (STATSGO). Outside the U. S., it is based on a 5 min resolution Food and Agriculture Organization (FAO) 16 category soil texture data. The soil texture data provides information on the soil texture, bulk density, porosity, and available water capacity. The following section describes the enhancements to different surface fields used in the coupled MM5/Noah modeling system.
Topography
[9] GTOPO30 is a global DEM regularly spaced at 30 arc seconds (approximately 1 km) developed for regional and continental scale topographic applications by the staff at the USGS EROS Data Center in late 1996 and is based on data derived from eight sources of elevation information including raster and vector data sets. The horizontal coordinate system is latitude and longitude referenced to WGS84 and the vertical unit is meters above mean sea level. The majority of global land surface coverage was derived from the digital terrain elevation data (DTED) (50%), digital chart of the world (DCW) (29%), the USGS 1°DEMs (6.7%) and the international map of the world (3.7%). The absolute vertical accuracy of GTOPO30 DEMs depends upon the location in accordance with the source data. Since the previous release in 1996, several areas have been updated and the entire global data set has been repackaged. (http://edc.usgs.gov/ products/elevation/gtopo30/gtopo30.html).
[10] However, the highly heterogeneous hypsography in HRB may not be resolved. Therefore, 30 m resolution topography data for HRB is digitized for this study from China's relief map published by the State Bureau of Surveying and mapping (http://heihe.westgis.ac.cn). For comparison, the super high 30 m resolution data are resampled to the same 30 s resolution (referred to HRB_DEM) as the GTOPO30.
[11] When the GTOPO30 and the HRB_DEM were compared within the HRB, the spatial topography pattern was found to be basically the same, but there are some magnitude differences between them. The maximum grid difference between the two data sets is 160 m. Detailed comparison between the two topographic data sets and with the 19 meteorological stations within HRB are shown in Table 1 . The five stations located outside of the basin (A'lashan, Yumen, Yongchang, Menyuan, Delingha) use the GTOPO30 data. Of the remaining 14, the HRB_DEM data are closer to the elevation of the observation station at 12 locations. Only at 2 stations (Mingle and Tuole) are the station elevations in GTOPO30 more accurate. Among 19 stations, the max difference (46.6 m) between the two DEM data sets occurred at Yeniugou site. In general, the error in the HRB_DEM increases in the mountainous regions, which is likely due to averaging of the 30 m data to 30s.
Vegetation Data Sets
[12] Modern land surface parameterizations (LSP) in numerical weather prediction and general circulation models require specification of two major vegetation characteristics: vegetation type and amount (see review by Avissar and Verstraete [1990] , Los et al. [2000] , Matthews [1983] , and Pielke et al. [1997] ). In many models, other parameter values such as albedo and roughness length are prescribed as a function of vegetation type and to capture the true nature of vegetation spatial heterogeneity, specification of these variables are needed. Vegetation type is usually prescribed from the available global vegetation maps on the basis of ground observations [e.g., Matthews, 1983 Matthews, , 1995 . Vegetation amount is parameterized through the fractional area of the vegetation occupying each model grid cell (horizontal density) and the leaf area index (vertical density) [Gutman and Ignatov, 1998 ]. There are an increasing number of studies that have used satellite-derived vegetation type and/or seasonality in coupled LSMs and GCMs [Bounoua et al., 2000; Buermann et al., 2001; Chen and Dudhia, 2001; Bonan et al., 2002a Bonan et al., , 2002b .
[13] For vegetation classification, the 1 km resolution USGS 24 vegetation categorization is widely used in modern land surface and distributed hydrological/ecological models [Chen and Dudhia, 2001; Chen, 2005] . This land cover data set uses data obtained from April 1992 through March 1993 and, therefore, the distribution of land cover may be somewhat outdated.
[14] The AVHRR land cover data set is shown for the HRB in Figure 2a . Compared to the Landsat data (described below), this land cover map cannot clearly show water bodies, oasis edges, the heterogeneity in the basin middle and snow cover distribution in the mountains. This is incorrect on the basis of the author's own field investigation and the investigation results of Hexi land and water resources survey team organized by Lanzhou Institute of Desert Research, Chinese Academy of Science [Chen and Qu, 1992; Gao and Li, 1990] .
[15] In the HRB, a high-resolution land type map (HRB_LC) based on Landsat ETM image for 2000 at a spatial scale of 1: 100,000 has been generated by visual interpretation and digitalization with technical support from Intergraph MGE (Modular GIS Environment) software. The classification standard follows the landcover classification system of China [Liu et al., 2002] . There are 16 land cover types in the HRB_LC classification map: irrigated croplands, dryland croplands, forest, shrub lands, high-coverage fraction grasses, middle-coverage fraction grasses, rivers and trenches, lakes, reservoirs and pothole, glacial and snow, urban and builtup, desert, Gobi, Salinas, bare lands, bare rocks and gravels. Five types in the USGS 24 categories are the same as the types in HRB_LC classification (irrigated croplands, dryland croplands, shrub lands, glacial and snow, urban and builtup). The remaining 11 types need to be reclassified.
[16] High-coverage fraction grass and middle-coverage fraction grass in HRB_LC are reclassified as grassland, corresponding to the USGS landuse classification. Because the vegetation coverage fraction is lower than 5%, the desert, Gobi, Salinas, bare lands, bare rocks and gravels categories are all assigned to the ''Barren or Sparsely Vegetated'' USGS category. The rivers and trenches, lakes, reservoirs and pothole are assigned to water bodies in the USGS classification.
[17] In HRB_LC, there is just one type defined as ''forest.'' There is no finer classification for ''forest.'' However, there are five classes of forest in the USGS classification: ''Deciduous Broadleaf Forest,'' ''Deciduous Needleleaf Forest,'' ''Evergreen Broadleaf Forest,'' ''Evergreen Needleleaf Forest,'' and ''Mixed Forest.'' In the 1:1,000,000 resolution vegetation map of China (HRB_VEG), there are the five forest types named the same as forest types in USGS categories. In HRB, there are no grids defined as ''Deciduous Needleleaf Forest'' or ''Evergreen Broadleaf Forest.'' The cover locations and area of the forest type in HRB_LC are same as the 3 forest types in HRB_VEG from an image comparison. Therefore, the areas covered by the forest in HRB_LC are replaced by the 3 types in HRB_VEG.
[18] The 11 final land use types (Table 2) in HRB (HRB_LU for short) are shown in Figure 2b . The HRB_LU data set describes the land use more accurately than the global land use distribution made by USGS (Figure 2a ) in all areas of the basin. The land use type at the 19 meteorological stations is irrigated croplands. According to field investigation and the references on HRB [Chen and Qu, 1992] , most meteorological stations are located at an oasis.
According to the USGS data set, most are classified as either dryland cropland or grassland (Table 3 ). The HRB_LU more accurately classifies the stations as irrigated cropland or grassland since most oases in the middle of the HRB are agricultural croplands relying heavily on irrigation, especially at Zhangye and Linze, the two largest agriculture regions in Hexi corridor. The Xishui station is located in a water resources conservation forest zone and is realistically assigned in the HRB_LU data set [Chen and Qu, 1992; Chen and Xiao, 2003; Gao and Li, 1990] .
[19] Green vegetation fraction (GVF) in arid and semiarid regions is an important variable in hydrological and ecological modeling studies. Vegetation temporal dynamics and spatial distributions are often needed in global circulation models (GCMs) in order to compute the energy or water fluxes. Estimation of GVF from remotely sensed data is often associated with computation of spectral vegetation indices and their empirical relationships with GVF. Among various AVHRR-derived vegetation indices [Huete et al., 1994] , the most frequently used for global applications is the normalized difference vegetation index (NDVI)
where r 1 and r 2 are reflectance measurements in AVHRR channels 1 (0.63 mm) and 2 (0.85 mm). [20] In MM5/Noah LSM, the GVF is assigned by a monthly 5 year climatology of GVF data with 0.15°resolu-tion derived from the NOAA AVHRR NDVI data [Gutman and Ignatov, 1998 ]. The climatological data interpolated to 3 km resolution (CLI_GVF) is shown in Figure 3a .
[21] Although many vegetation indices can be used in the HRB, NDVI is selected because of its traditional use in deriving vegetation variables and its aforementioned use in calculating global GVF [Gutman and Ignatov, 1998 ].
[22] In the HRB, daily 1 km NDVI data in 2002 is preprocessed by the NOAA AVHRR Processing Chain (NOAA-CHAIN) system and converted to monthly NDVI by the Maximum Value Compositing (MVC). It is very close to the simulation period of the selected case (June 2003) . The same bidirectional method as CLI_GVF is adapted here [Gutman and Ignatov, 1998 ]
where NDVI soil is the NDVI value of an area of bare soil or objects void of vegetation, and NDVI veg is the NDVI value of a pixel fully occupied by vegetation.
[23] Gutman and Ignatov [1998] specified NDVI soil and NDVI veg as global constants independent of both vegetation and soil type. The values of NDVI soil and NDVI veg needed for deriving GVF from equation (2) should be region and season specific. They can be estimated as minimum and maximum NDVI, NDVI min , and NDVI max , in each space box, assuming one can find bare soil and fully vegetated pixels within each box. Sellers et al. [1996] , for example, defined NDVI soil and NDVI veg , as the lower and upper 2-5% NDVI for each biome. Here, NDVI soil and NDVI veg are specified as the minimal and maximal value within HRB.
[24] The 1 km monthly GVF is calculated in the HRB (HRB_GVF) and resampled to 0.15°for comparison with the default 0.15°GVF. Comparison of the two data sets is shown in Figure 3 after both are interpolated to the 3 km model configuration. The two data sets have similar patterns, but HRB_GVF contains more heterogeneity than CLI_GVF, especially in the middle of the basin. Table 3 lists the GVF values for CLI_GVF and HRB_GVF for the 19 meteorology stations. HRB_GVF is greater than CLI_GVF at 11 stations and less at 7 with one unchanged. Averaged over all stations, GVF difference is about +3%, but the mean absolute difference is about 8%.
Soil Texture Data Sets
[25] The soil controls the downward movement of water in the subsurface and the amount of water available for evapotranspiration. Knowledge of soil physical and hydraulic properties is, therefore, a key element in correctly modeling land surface-atmosphere exchange processes.
[26] Unfortunately, a lack of information about soils at the regional scale has impeded the improvement of SoilVegetation-Atmosphere-Transfer-System (SVATS) components in small-scale (large area) atmospheric and hydrologic models. Despite the implementation of soil hydrologic processes in SVATS there has been a dearth of spatial information on soil physical and hydraulic properties for regional climate and hydrology applications. The STATSGO/FAO database was used to develop a multilayer soil characteristics data set for application in regional climate and hydrology models [Miller and White, 1998 ].
[27] In the coupled MM5/Noah LSM, the soil texture at each model grid is based on hybrid 30 s State Soil Geographic (STATSGO) (for CONUS) and 5-min Food and Agriculture Organization (FAO) (outside CONUS) 16 category soil texture [Miller and White, 1998 ]. The soil texture classes of the first surface soil layer in this data set are applied to the soil texture throughout the whole soil column for a given model grid cell. Many detailed soil features in the United States can be shown using this data set. However, areas outside of the United States, and in particular China, need improvement. FAO soil texture in HRB is shown in Figure 4a . Obviously, this figure has very low resolution. A majority of the HRB is covered by loam and only areas near the mouth of the river are covered by sand. Near both sides of the river, there are some points classified as clay loam and clay. The FAO texture map does not represent the real heterogeneous distribution in this area based on field investigations and the references [Chen and Qu, 1992; Chen and Xiao, 2003; Gao and Li, 1990] .
[28] A 1:100,000 resolution subgroup soil type map (http://westdc.westgis.ac.cn) using the genetic soil classification system is used to generate a new soil texture map. There are 20 main types and 57 subtypes in the HRB. The classification system is different than the USDA soil classification system. To transfer the genetic soil type to the USDA soil texture system, the particle-size (sand, silt and clay) fractions for 53 subtype soil profiles in HRB are collected and analyzed. The soil texture of each genetic soil sample is determined by the texture triangle of the United States Department of Agriculture [Soil Survey Staff, 1975; Marshall and Holmes, 1979; Huang, 1997; Miller and White, 1998 ]. The genetic subtype soil samples belonging to the same main type are ascribed to the same soil texture except for the gypseous gray/brown soil (listed in Table 4 ). Figure 4b shows the distribution of HRB soil texture type in the HRB. The HRB soil map provides more accurate and [29] Frequently, climate and hydrology models require information about soil physics properties in the form of a continuous distribution rather than discrete classes. This is frequently the case with the percentages of sand, silt and clay within the soil profile. As an alternative to using the clay content and sieve information [Miller and White, 1998 ], the USDA soil texture diagram can be used to determine the midpoint values of sand, silt and clay for each of the soil texture classes. These values are then used to determine percentages of sand, silt and clay in each STATSGO/FAO component layer.
[30] In the HRB soil data, the associated particle size (sand, silt and clay) fractions of each soil texture type were averaged and named as the particle fraction of this type in the HRB, as listed in Table 5 . This method is not the same as the geometric midpoint value of each texture in the texture triangle as usually used [Miller and White, 1998; Huang, 1997] .
[31] Soil parameters related to soil texture such as porosity (Q s ), saturated metric potential (y s ), saturated hydraulic conductivity (K s ), and slope of the retention curve (b) are specified on the basis of the soil type by the same equations as Cosby et al. [1984] 
where C p is the clay fraction of soil texture and S p is the silt fraction.
[32] The field capacity (Q ref ) and wilting point (Q w ) are not provided by Cosby et al. [1984] , but calculated for each soil type using the approach of Chen and Dudhia [2001] 
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Figure 4. Soil texture maps in the Heihe River Basin using (a) FAO data and (b) new HRB data. On the basis of the particle size fraction of each soil type listed in Table 5 , equations (3) and (4) are used to calculate the soil parameters specifically in the HRB and are shown in Table 6 . There are some differences compared to the lookup [33] All the local and regional data mentioned above replaces the global land data used in the MM5 model when focusing on the HRB to investigate the influence of land information on atmospheric modeling.
Coupled MM5/Noah Modeling System and Experiment Design

Numerical Model
[34] MM5 is a mesoscale model that uses a terrainfollowing vertical coordinate. For this study, 23 vertical levels were specified from the surface to 50 hPa, where a radiative boundary condition is used. Details of the model are given by Dudhia [1989 Dudhia [ , 1993 , Grell et al. [1994] , and Warner et al. [1992] .
[35] The planetary boundary layer parameterization, based on Hong and Pan [1996] , is the ''nonlocal'' technique employed in the Medium-Range Forecast (MRF) model of NCEP. Grell cumulus parameterization is used in the outer domain(described below). Horizontal resolution is sufficient to resolve gross features of deep atmospheric convection in the inner 3 km domain, therefore, no cumulus parameterization is used [Trier et al., 2004] . A simple explicit treatment of cloud microphysics is employed and is based on Dudhia [1989] . Both ice and liquid phases are permitted for cloud and precipitation, but mixed phases are not permitted. The model uses a radiation scheme in which longwave and shortwave radiation interact with the clear atmosphere, cloud, precipitation, and the ground [Dudhia, 1989] . The Noah land surface model (LSM) and its previous version, known as the Oregon State University (OSU) LSM, is based on the diurnally dependent Penman potential evaporation approaches of Mahrt and Ek [1984] , the multilayer soil model of Mahrt and Pan [1984] , and the primitive canopy model of Pan and Mahrt [1987] . It has been extended by Chen et al. [1996] including the canopyresistance approach of Jacquemin and Noilhan [1990] and the surface runoff scheme of Schaake et al. [1996] .
Simulations
[36] MM5 is configured for the current study with horizontal grid spacings of 30 and 3 km and grid point dimensions of 120 Â 160 and 121 Â 160, and centered at (99.5°E, 39°N). A one-way nesting was used between domains. The inner simulation region covers a 360 Â 480 km area located at the upper and middle reaches of the HRB. The simulation results of this inner domain are analyzed. The simulation region, along with terrain contours, is shown in Figure 5 .
[37] NCEP/NCAR reanalysis data (NCEP-1) [Kalnay et al., 1996] are used to initialize the atmosphere and force the lateral boundary conditions. NCEP-1 is also used to initialize soil moisture and temperature. The global landscape data with and without the enhancements in the HRB are used in the MM5/Noah LSM coupling system.
[38] June 2003 is chosen to investigate the influence of the land information uncertainty on the lower atmosphere modeling because the month contains substantial periods of clear and rainy days. From 1 to 10 June, the plains of the study region are mostly clear, with light precipitation during 4-6 June in some areas of the mountain region. During 11 -20 June, the entire simulation region is clear. Rain occurs from 24 to 29 June. The simulation period is divided into three subperiods (1 -10 June, 11 -20 June, 21-30 June) to investigate the impact of the land information on the air temperature, wind, and precipitation simulation. The following six simulation experiments are performed: (1) using the original global land information data sets (CNTRL); (2) CNTRL plus the enhanced topography data (TOPO); (3) TOPO plus the new land use data sets (LU); (4) LU plus the new soil texture data sets (SOIL); (5) SOIL plus the new soil parameters specific to HRB (PARA); Average 2 m humidity simulation biases of the sensitivity experiments range from À21.6% to À25.95% and precipitation bias from À8 to À9.3 mm. So, on average, warm and dry simulation bias exists at 19 stations in this region.
[41] To discern which enhanced land surface characteristics field has the strongest influence on different meteorological elements simulated in this region, the bias percentage
is calculated as the general regional influence index after each land surface field is replaced. In the current study, n = 19 is the number of stations, Y E(j) is the simulated meteorological variable (e.g., precipitation) using the enhanced HRB land surface field from experiment j, and Y obs is the observation value at each station. Five modeled predictors (2 m air temperature, 2 m relative humidity, 10 m wind speed, 10 m wind direction and precipitation) are analyzed.
[42] Figure 6 presents the bias percentage of each enhanced land surface field change on meteorology elements simulation. The y axis is bias percentage, which stands for the degree of impact land information changes have on the atmosphere simulation. The left columns are the biases of each simulated element due to different land field changes for experiments (2) -(6), respectively. Biases are shown for 2 m air temperature, relative humidity, wind speed, wind direction and precipitation. The right columns are the biases of the five predictors due to each land field change x axis ''T,'' ''RH,'' ''WS,'' ''WD,'' and ''P'' corresponds to the simulated 2 m air temperature, relative humidity, wind speed, wind direction and precipitation. Biases are shown for topography, landuse, soil texture, soil parameters, and GVF changes. . Average bias percentages of simulated meteorology elements at 19 meteorology stations due to each land data enhancement: (a) simulated 2 m air temperature biases, (b) simulated relative humidity biases, (c) simulated wind speed biases, (d) simulated wind direction biases, (e) simulated precipitation biases, (f) biases due to topography change, (g) biases due to land use change, (h) biases due to soil texture change, (i) biases due to soil parameters change, and (j) biases due to GVF change. [43] Relative humidity is affected by a large extent for each land characteristic change (Figures 6b and 6f -6j ). On average, humidity fields change 7 -8.5% because of the land characteristic change. The soil texture map change causes the greatest impact on the humidity in the lower boundary layer being as high as 8.5%. That means the soil texture change has a stronger influence on air humidity simulation at the lower boundary layer than the other land characteristic fields in this region. So, when the humidity variation is simulated in northwest China, the soil characteristics should be prescribed carefully.
[44] The second largest simulation bias caused by the land information enhancement is the precipitation (Figure 6e ). It is also highly sensitive to the soil texture map change reaching À5.6%. Soil texture change affects the precipitation simulation more greatly than land use change indicating that the heterogeneity in the soil texture is extremely important. Influences of soil texture and land use map change on precipitation are negative when the land fields are changed from the original global data to the enhanced land data (Figures 6e, 6g, and 6h ). This suggests that heterogeneity in the soil and land use map could weaken the local circulation and reduce the precipitation amount simulated. The topography, green vegetation fraction and soil parameters changes have little impact on the precipitation simulation.
[45] The third largest impacted element is the wind speed. It is more affected by the soil parameters and topography field change than the other land fields (Figures 6c and 6i) .
[46] Two m air temperature simulation was impacted by the land use map and topography change more than the other land fields. In general, wind direction simulation biases are not improved much by land information enhancements (Figures 6d and 6f -6j) . Only when the land use map is changed does the wind direction simulation become affected. This may be because the roughnesses of different landuse types are influenced.
[47] Similarly, topography change has an impact on 2 m air humidity and wind speed simulation. Land use changes affect 2 m air temperature, 2 m air humidity and precipitation simulation more so than wind components. Soil texture map change greatly affects the 2 m air humidity and precipitation simulation. Soil parameters change has more influence on humidity and wind speed simulation. Influence of greenness vegetation fraction change on meteorology elements simulation is small except for relative humidity in the lower atmosphere.
[48] In general, each land field change could cause large variation in the air humidity simulation in the lower atmospheric layer. The soil heterogeneous distribution has much greater influence on the precipitation simulation. Land use map change has more influence on air temperature near the surface. The results of the land use change experiment are further analyzed to explore the impact of land information change on the temperature field and the simulation of the soil texture change for the influence on precipitation.
Land Use Impact on Temperature
[49] The simulated land surface temperature in TOPO and LU were analyzed and compared with MODIS land surface temperature. Then, modeled 2 m height air temperature of these two experiments was compared with observations at 19 stations.
Land Surface Temperature Pattern Compared With MODIS Land Surface Temperature
[50] As mentioned above, it is very clear from 11 to 14 June over most of the simulation region. In spite of this, there are cloud impacts in the mountainous areas every day. To minimize cloud contamination, the daily MODIS/Terra products of these days are composited to get the average land surface temperature at 1200 local time (LT) (0400 UTC) (Figure 7a ). Because the simulated output was saved every 3 h, the nearest time to the observation is 1100 LT and 1400 LT. In order to compare with the satellite observation, the 1100 LT and 1400 LT ground surface temperatures of each day are interpolated to 1200 LT and averaged (Figures 7b and 7c) .
[51] Observed land surface temperatures range from 0°C to 55°C. The highest temperature lies over the desert located at the northeast corner of the simulation region. The Qilian Mountains in the southwest possess lower land temperature than the plains to the northeast of the mountains. The lowest temperature occurs in the Hala Lake region. The land surface temperature gradient is from northeast to southwest opposite to the topography gradient.
[52] There are no obvious differences between the two simulated ground temperature distributions. In the oases region, simulated ground temperatures using enhanced land use data are somewhat higher than using the original land use data. They are closer to the observations at oases of Figure 7a . In two simulated results, the ground temperature shows the same pattern with the observation. The gradient is from the desert at the northeast part to the mountain at the southwest part. The lowest ground temperature is also located at Hala Lake. In the desert, simulated ground temperatures of the two experiments are a little lower than the satellite observation. This is probably due to the characteristic parameters uncertainty of the desert, for instance the albedo, emmisivity, and roughness.
Comparison Between Simulated 2 m Air Temperature and Observation
[53] For comparing between station observations and simulations, the simulated monthly mean 2 m air temperatures with (GVF) and without (CNTRL) enhanced HRB land information are interpolated to the 19 station locations. Influence of enhanced land information change on local 2 m air temperature simulation was analyzed.
[54] Figure 8 shows the monthly mean bias of the two simulations (GVF and CNTRL) compared to the observations at 19 stations. The x axis contains stations listed by increasing elevation from high to low. The biases increase with the decreasing elevation. Generally, simulated 2 m air temperatures have cold biases at stations higher than 2000 m and warm biases with lower elevation regions in front of the mountain in both simulations. The simulated 2 m air temperature using HRB enhanced land information data are slightly closer to the observations than when using the global data set.
[55] Simulated 2 m air temperatures display mostly the same performance except for three stations: Qilian, Xishui and Yeniugou. The mainly differences lie near Qilian and Xishui stations between the two experiments using global land data and HRB land data. Cold biases exist at these two stations using global data and warm bias using HRB data. The warm bias at Yeniugou using global land data is reduced greatly using the HRB land data.
[56] In order to know which individual factor is most important in the aforementioned differences, biases of each experiments are analyzed in Table 7 . Differences in 2 m air temperature simulation bias near Qilian and Xishui stations are mainly caused by land use data changes. Near Xishui station, the land use type is grass in the global land data, while it is mixed forest in HRB land use data set (Table 3) . Simulation bias is largely reduced using the HRB land data. At Yeniugou, the land use types are the same in the two data sets (Table 3) . Topography changes 46.6 m from global GTOPO30 to HRB DEM and the GVF changes from 52% [57] As mentioned above, the precipitation simulation is impacted largely by the underlying soil texture distribution pattern. Figure 9 presents the precipitation simulation using the enhanced soil texture map (SOIL), the original soil texture field (LU) and the observed rainfall field rainfall interpolated from the 19 stations. These two rainfall simulation results are interpolated to the same 0.5°resolution as the objective analysis results of the observed monthly rainfall. The model accumulated precipitation pattern is similar between the two simulation results and the observations with two rainfall centers in the southeast part (Menyuan and surroundings) and Hala Lake. Differences are maximum at the rainfall centers. The rainfall in the plains region is underestimated and the mountainous zone was overestimated.
[58] Excluding the outermost row and column, the grid average wet bias of 7.4 mm using the original soil texture field is decreased to a dry bias of À2.2 mm using the new texture field, a significant improvement.
Simulated Convective Available Potential Energy (CAPE) Difference
[59] Accumulated precipitation differences are probably due to convective process differences. Humidity is the main factor affecting the convective energy. Through the comparison with observed 2 m height relative humidity at 19 meteorological stations in the simulation region, it is found that simulated 2 m height relative humidity is, on average, 5.6% lower using the enhanced soil texture distribution than when using the global soil map. The maximum differences are located at Qilian and Menyuan stations. Simulated results using the original land data are 9.2% and 8.6% higher than when using the improved land data. The simulated air temperature is lower at Menyuan using enhanced land information than using the original global land data sets producing drier and colder air using the enhanced soil data.
[60] The humidity and temperature differences in the lower atmosphere lead to convective available potential energy differences. The heaviest rainfall happens on 29 June when daily accumulated rainfall exceeded 30 mm. The simulated CAPE of this day using the original and enhanced soil texture map is taken as an example to explore the convection energy responses in soil texture change. Figure 10 shows the calculated CAPE at 0600 and 0900 (CST) 29 June of the two experiments using the enhanced soil texture and the original global soil texture data. It is very clear that CAPE is mainly located in the mountain region in the two results. The CAPE maximum calculated by the experiment using the original soil map is greater than when using the enhanced soil texture data, which may be one of the reasons causing the greater rainfall center.
Simulation Biases Distribution With the Geographical Features
[61] Simulation biases of monthly average 2 m air temperature, 2 m relative humidity, 10 m wind speed, 10 m wind direction, and precipitation at each observation stations of each experiment are calculated.
[62] Each station is located at different longitude, latitude and elevation. Correlation coefficient between biases of the meteorology preditors and the three geographical features (longitude, latitude and altitude) are calculated and listed in Table 8 .
[63] The largest correlation (À0.89) is between the 2 m relative humidity simulation biases and latitude because of the soil characteristic parameters change. Besides the soil parameters change, topography, land use map, soil texture map and the GVF change biases also have a strong humidity correlation with latitude. The correlation coefficients between humidity biases and elevation are of opposite sign than those with latitude because the higher elevations located at lower latitude. There no obvious relationship between humidity simulation bias and longitude.
[64] Besides the humidity, the second largest correlation coefficient is between the precipitation simulation biases and elevation. When the land use map and soil texture map are changed, the correlation coefficient between precipitation simulation bias and elevation reaches À0.79 and À0.6, respectively. Because the Qilian Mountains are located in the southwest corner of the simulation region, changing these two fields leads to a larger precipitation simulation bias in the plains zone than in the mountains. There is a positive correlation between precipitation biases and latitude. The positive coefficient between bias and longitude after the land use map change suggests that large bias lies in the northeast part in the plains. The negative coefficient between bias and longitude after the soil texture map change hints that large bias lies in the northwest part in the plain. The topography changes cause the inverse phenomenon. Positive correlation coefficient between biases and elevation and negative coefficients between biases and longitude suggests that large bias lies in the mountain zone in the southwest corner of the simulation region. Soil parameters change bias distribution is the same as the topography change and lies in the mountain region. Precipitation is more weakly related with geographical features for greenness coverage fraction change.
[65] The third atmospheric element related to the geographical features is wind speed simulation, especially related with the elevation distribution after the land use map, soil texture map and soil parameters changes. The negative values show that larger bias exists in the plain when land use and soil texture maps change. Looking at the positive coefficients between biases and latitudes, the larger bias exists in the plains in the north part of the simulation region. The soil parameters change lead to greater bias in the mountain. There are no obvious relationships between wind bias distribution and features beyond topography and greenness coverage fraction.
[66] The 2 m air temperature simulation bias is a little related to the elevation after the topography is enhanced. Larger bias exists in the plains. There are no obvious relations with other features and when other land information is enhanced.
[67] Wind direction simulation bias is not strong related to the geographical features except for the latitude and longitude when the soil texture map is enhanced. The negative correlation coefficient between latitudes and biases and positive value between longitude and biases shows that the larger bias lies in the plains of the southeast corner.
Summary and Conclusions
[68] The global land surface characteristic distribution of topography, vegetation and soil texture was enhanced over the Heihe River Basin located in northwest China. The enhanced 30 m DEM data of the HRB and the default GTOPO 30 s data were compared with the elevation of the meteorology stations in the simulation region. The grid elevations in the local enhanced topography data were closer to the altitude at 19 meteorology stations than the original global GTOPO30 data. The 1:100,000 land cover map, combined with the 1:1,000,000 vegetation map, was re-classified to produce a local 1 km resolution land use distribution of the HRB using the same classification as the USGS category and can be used in the MM5-LSM coupled system. Monthly GVF data was obtained by the dimidiate pixel model, in which the normalized difference vegetation index (NDVI), coming from NOAA-CHAIN preprocess system, was used. Sand, silt, and clay percentage of 53 soil samples was analyzed and reclassified to the 16 category soil texture type on the basis of the soil triangle. Sand, silt, and clay percentages of the same category were averaged as the percentage of this type in the HRB. The soil texture distribution of the HRB was setup on the basis of 1:100,000 soil subset map of the HRB. Soil characteristic parameters in the HRB based on the soil texture were specified as the same approaches as those used by Cosby et al. [1984] .
[69] The global land surface fields and specified parameters were replaced with the local enhanced land surface fields and parameters in the MM5-LSM modeling system. June 2003 was modeled to investigate the uncertainty of land surface data on the lower atmosphere modeling.
[70] Land surface distribution improvements had a stronger impact on lower boundary layer humidity fields than other meteorological fields in the simulation region. Soil texture distribution enhancement had an impact on local precipitation simulation and land use enhancement improved the air temperature simulation in the lower atmosphere layer.
[71] The distribution pattern of the land surface temperature was similar between the simulated values and those observed from MODIS data. Modeled 2 m air temperature using the HRB land surface data set and using the original global data sets were compared near 19 meteorological stations. Generally, the average land surface temperature biases were reduced to some extent using the enhanced land surface information. Main differences occurred near Qilian, Xishui, and Yeniugou stations. This was mainly caused by land use, topography and green vegetation fraction changes. The lower bias in zones with higher elevation and higher bias in zones with lower elevation still exists in 2 m air temperatures modeling.
[72] The wet bias over mountainous regions and dry bias in the plains were both reduced. Area mean bias of simulated accumulated monthly precipitation was much reduced using the enhanced soil data likely because of the simulated humidity and temperature causing a smaller convective available potential energy in the mountains.
[73] By the correlation coefficient analysis between simulation bias and the geography features, it was shown that there are some regulations in the simulation bias distribution. Generally, larger biases occurred in the plains northeast of the mountain range.
[74] Clearly, only improvements in local numerical simulation because of the land information data enhancements are discussed in this paper. The conclusions of this study are drawn from short-term simulations and thus may not be universally applicable. To determine whether land use or soil characteristics play a more important role in weather and climate modeling further research is still needed on this issue. 
