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ABSTRACT
The Integration of Iterative Convergent Photogrammetric Models and UAV View and Path
Planning Algorithms into the Aerial Inspection Practices in Areas with Aerial Hazards
Michael James Freeman
Department of Civil and Environmental Engineering, BYU
Master of Science
Small unmanned aerial vehicles (sUAV) can produce valuable data for inspections,
topography, mapping, and 3D modeling of structures. Used by multiple industries, sUAV can
help inspect and study geographic and structural sites. Typically, the sUAV and camera
specifications require optimal conditions with known geography and fly pre-determined flight
paths. However, if the environment changes, new undetectable aerial hazards may intersect new
flight paths. This makes it difficult to construct autonomous flight path missions that are safe in
post-hazard areas where the flight paths are based on previously built models or previously
known terrain details. The goal of this research is to make it possible for an unskilled pilot to
obtain high quality images at key angles which will facilitate the inspections of dangerous
environments affected by natural disasters through the construction of accurate 3D models. An
iterative process with converging variables can circumvent the current deficit in flying UAVs
autonomously and make it possible for an unskilled pilot to gather high quality data for the
construction of photogrammetric models. This can be achieved by gaining preliminary
photogrammetric data, then creating new flight paths which consider new developments
contained in the generated dense clouds. Initial flight paths are used to develop a coarse
representation of the target area by aligning key tie points of the initial set of images. With each
iteration, a 3D mesh is used to compute a new optimized view and flight path used for the data
collection of a better-known location. These data are collected, the model updated, and a new
flight path is computed until the model resolution meets the required heights or ground sample
distances (GSD). This research uses basic UAVs and camera sensors to lower costs and reduce
the need for specialized sensors or data analysis. The four basic stages followed in the study
include: determination of required height reductions for comparison and convergent limitation,
construction of real-time reconnaissance models, optimized view and flight paths with vertical
and horizontal buffers constructed from previous models, and develop an autonomous process
that combines the previous stages iteratively. This study advances the use of autonomous sUAV
inspections by developing an iterative process of flying a sUAV to potentially detect and avoid
buildings, trees, wires, and other hazards in an iterative manner with minimal pilot experience or
human intervention; while optimally collecting the required images to generate geometric
models of predetermined quality.

Keywords: Structure from Motion (SfM), automated, photogrammetry, reconnaissance, aerial
hazards, small Unmanned Aircraft Systems (sUAS), Unmanned Aerial Vehicle (UAV)
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INTRODUCTION

Using UAVs for geospatial data collection and topographic mapping is a relatively new
development and have grown in the past few years [1]. This innovation technology has piqued
the interest of many innovators and scientists because it provides an effective way to accurately
model terrain and structures [2]. When applied to data collection procedures for
photogrammetry, surveyors and inspectors can use the constructed 3D point clouds and mesh for
accurate investigations, measurements, and documentations [3] [4] [5] [6]. Accurate models
require manpower to collect and tie-in ground control points (GCPs) into usable survey grade
models developed from the UAV’s data [7]. Even without the GCPs the models are useful, but
with the GCPs the uses of the models increase [8] [28]. When processed with a few GCPs, the
data provided by the UAVs can produce topographic surveys and allow accurate measurements
of project sites in the fraction of the time required with traditional surveying methods [3] [4].
With the benefits aerial data offer to diverse enterprises, it is no surprise that research is being
done to increase the serviceability of unmanned aerial vehicles (UAVs) [2] [4].
Drones or small unmanned aerial vehicles (sUAV) show promising results in reducing
human error in the final products through automation procedures [3]. Not only does automation
reduce human error, but it increases the final quality of engineering products while reducing the
risk to the site and equipment [2] [9] [10]. This thesis proposes and tests a new autonomous
flight procedure that minimizes the required pilot experience level for a complicated geometric
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site by reducing manual flight requirements while simultaneously improving the final model
before global georeferencing occurs.

Background
The following subsections outline some of the previous studies and results researchers
produced related to unmanned aerial vehicles (UAV) assisted civil infrastructure inspections,
photogrammetric models, and methods of obtaining optimized aerial data sets.

1.1.1

Use of 3D Modeling in Civil Infrastructure Inspection

The operations and maintenance of critical infrastructure rely heavily on the ability to
properly inspect the at-risk elements of a structure. Civil infrastructures are infrequently
inspected due to the high cost and duration of comprehensive inspections [11]. The increase in
cost has prompted inspectors to look into other means of completing critical inspection more
effectively, yet more efficiently [11]. UAVs are one such tool that have allowed infrastructure
inspectors to collect high-quality vital images which can yield accurate measurements and to
identify areas of the structure that require maintenance. High-quality 3D modeling of structures
via photogrammetry have been successfully developed at various levels of precision for civil
infrastructure inspection and maintenance practices in recent years. The images and videos
gathered from the UAVs, the final 3D models, and tools available within photogrammetric
software facilitate critical infrastructure inspections while reducing the cost and risk associated
with collecting similar data sets using other methods.
Final photogrammetric products including 3D models with texture overlays, digital
elevation models (DEMs), and Orthomosaics have been used for volumetric measurements,
movement detection, high altitude detection, and safety inspections of buildings [12]. Yet, the
2

products require the images to be taken with specific coverage and overlap to obtain the desired
accuracy. To allow autonomous flights tailored to civil infrastructure to be possible, pre-flight
knowledge or reconnaissance information of the target is necessary. If the site conditions have
little variability and are relatively flat, then previously built models including Google Earth’s
KML files are used to create autonomous flight paths, and time lapse models can be made to
show progression of construction or slope movement. If site conditions vary greatly and there is
uncertainty about the aerial hazards, then other options must be considered.
In many instances, physical characteristics of the site may be altered due to new
construction, foliage growth, earthquakes, fires, and other emergency situations which create
aerial hazards that were not previously recorded. In emergency situations, completion of the
preliminary or reconnaissance missions and final detailed flights are critical, and time becomes a
significant factor for multiple flights. During inspections of critical civil infrastructure, the
absolute, positional, and relative accuracy measurements must meet the required examination
parameters with minimal positional error. The American Society for Photogrammetry and
Remote Sensing [13] defines positional error as “the difference between data set coordinate
values and coordinate values from an independent source of higher accuracy for identical
points”. Moreover, it defines absolute accuracy as “a measure that accounts for all systematic
and random errors in a data set”; positional accuracy as “the accuracy of the position of features,
including horizontal and vertical positions, with respect to horizontal and vertical datums”; and
relative accuracy as “a measure of variation in point-to-point accuracy in a data set”. Each of
these accuracy and error measurements need to meet the parameters of the project or inspection
conditions, else the data cannot be used with an adequate degree of confidence.
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Pilot experience, wires, fences, trees, and recent changes of the site all affect and disrupt
the ability to use prebuilt models and may require time consuming reconnaissance missions to
create safe automated flight paths that capture all the desired data sets. Lenjani et al [10], stated
that preliminary surveys are “time-consuming” yet critical to understanding the overall situation
of the environment, and that they must be performed before the final detailed survey is
performed. Understanding the overall condition of a hazardous job site is essential to flying
automated flights safely. Many flight missions are limited to high altitude autonomous nadir grid
path unless time consuming ground reconnaissance manual flights are performed.
Most path finding algorithms planned around complicated geometric sites are dependent
on either expensive and experimental machine learning techniques or on accurately represented
pre-built 3D models. Perry et al [14], asserted that inspection methods involving machine
learning to collect images have made bridge inspections “trivial”. Yet, he claimed that machine
learning methods generally require custom or experimental UAVs and expensive equipment.
These drawbacks have strongly motivated inspectors to use methods involving pre-built models
or multiple manual flights to reduce their training and equipment costs.
Methods involving previously built models require potential aerial hazards be identified
and integrated into the flight path algorithm before autonomous flights can be planned. For
optimal data collection in complicated geometric space, post hazard, or cluttered environments, a
skilled photogrammetrist or UAV surveyor required. Currently, including avoidance of aerial
hazards in pre-built flight paths requires significant time and skill. This thesis addresses these
concerns by advancing UAV autonomous flight inspections dependent on pre-built elevation
models towards the goal of allowing new, unexperienced pilots to generate real-time 3D models
despite complicated geometric civil infrastructure or environments.
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1.1.2

Use of LiDAR to collect and build point cloud models

Originally, light detection and ranging systems (LiDAR) have been used extensively in
scanning and mapping surveyed sites, terrain, and civil infrastructure [15]. LiDAR measurements
are made by sending light pulses and timing their reflective return. By knowing the precise
orientation of the sensor, the LiDAR system can construct point clouds which represent the
three-dimensional spatial environment. LiDAR data are generated using the speed of light and
the time intervals between the initiation and reception of each pulse to calculate the distance
from the sensor to the inspected surface; thereby building a “cloud” of individual points.
Subsequent processing can develop vector layers from these point clouds [16].
A plane mounted LiDAR system uses the aircraft’s onboard GPS receiver and precise
information on the sensor position and orientation to locate the target in a given space. It then
assigns position data to the reflection spot either locally or by global coordinates. This results in
a point cloud, with reflection points mapped into three-dimensional space. With high-power
pulses, the sensor can penetrate dense vegetation and measure the distance to the ground once the
reflected light pulses are isolated and the x, y and z coordinates for the ground surface are
differentiated from the higher vegetation [17]. After the field work is complete, the data can be
processed to produce a georeferenced point cloud model or further processed to identify surfaces
and objects in the data.
When first applied to aerial applications, LiDAR systems were large, heavy, and required
separate receptor points, and had to be attached to the wings on small planes [9]. Now, more
compact systems have been developed and can be used on industrial UAVs. These UAVs are a
good alternative to the larger manned planes because they provide a cheaper, fast, and accurate
approach to obtaining the required data. Moreover, these systems can still provide geospatial
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reference data with “high spatial resolution” [18]. New LiDAR systems still dictate the size of
the UAV due to payload capacity, however, they are much easier to use, have lower costs than
using manned fixed-wing aircraft, and can be implemented in dangerous circumstances such as
floods and fires [19]. Unfortunately, for the conventional pilot and business flight program, the
larger industrial UAVs with LiDAR attachments to collect desired data products are expensive
and are tailored for more specific uses.

1.1.3

Photogrammetric Technique - Structure from Motion (SfM)

Photogrammetry is a new alternative to LiDAR generated point clouds. Photogrammetry
is defined as “the art, science, and technology of obtaining reliable information about physical
objects and the environment, through processes of recording, measuring, and interpreting images
and patterns of electromagnetic radiant energy and other phenomena” [20]. In more simple terms
it is the process of using a collection of photographs to measure distances and to obtain
information about a given site [21].
Most of the past survey methods using UAVs, like LiDAR and early Photogrammetric
practices, always required expensive and time-consuming techniques and equipment for precise
position and orientation data from the platform. Structure from Motion (SfM) eliminates those
drawbacks by permitting the use of data obtained from standard grade cameras. SFM methods,
originally developed as part of the computer vision process, uses image-to-image restoration
methods to reconstruct a 3D model in which measurements can then be made [22]. The initial
camera positions are calculated and adjusted to match either the GCPs or average camera
position error. For highest accuracy, these models are tied to survey points, making them
relevant in survey applications [23].
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The SfM method is the same process that our mind uses with our eyes similar to some
traditional photogrammetry techniques. Our eyes record an image from two slightly different
angles which provide perspective and depth. Then, our mind calculates distances as the object
moves in our vision. Likewise, from a collection of overlapping digital photographs, SfM can
create topographic and 3D models as it finds similarities from sequential images and uses those
key tie points to evaluate a group of images and derive a dense point cloud.
Finished photogrammetric SfM products can include dense point clouds, 3D mesh and
textures, contour maps, digital elevation models (DEMs), and orthomosaics. Each of the projects
are generated from the results of the SfM alignment procedure. For complex changes in
topography, accurate dense point clouds may be constructed for cloud to cloud change detection
and measurements [5]. Furthermore, with the use of raster interpolation and transformations,
digital elevation models (DEMs) and contour maps can be generated from the point clouds for
surveying and mapping applications [24]. For a 3D visualizing of the object or site, a texturize
3D mesh is made by filling in and colorizing the triangulated irregular network (TIN) obtained
from either the sparse or dense point cloud [25]. Finally, a georeferenced orthomosaic or a
stitched overhead image that is true-to-scale can be created as a powerful tool for many
businesses [26]. These products are used over a wide range of industries for 3D reference and
measuring applications.
In its alignment procedure, SfM may be divided into two main steps: “correspondence
search”, and “incremental reconstruction” [27]. Within the correspondence search SfM identifies
matching components and projections of a similar scenic point in a group of overlapping photos
[27]. Camera metadata and photo order may assist in finding projections in a set of photos with
closely positioned geospatial data. These projections are then used to estimate initial camera
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positions with trigonometric or geometric calculations [28]. The incremental reconstruction will
take initial pairs of projected points, typically at areas with the most projections, to begin
building or reconstructing the 3D model [29]. Then, it will estimate individual bundle locations
and refines the coverage of the sparse cloud’s geometric parameters until each bundle aligns with
acceptable errors [30]. If needed, the sparse clouds are adjusted and brought into the correct
location on a desired map coordinate system by using optimal GCPs or estimations from the
camera metadata [6]. Figure 1-1 outlines the general SfM alignment workflow used when
constructing finished products.
In the past, fixed-wing UAVs were used extensively to collected desired data sets. Now,
in addition to fixed-wing drones, multi-rotor sUAV are used which allow SfM to improve the
model’s precision and accuracy by getting multiple camera positions and angles. With the
integration of multi-rotor sUAV into data collection methods, the final resolution or quality of
3D model have improved drastically. Ruggles et al, [31] reported that by including multi-rotor
sUAV datasets into the image database the final model improved by more than 16%. The images
obtained from a sUAV can be taken from more optimal angles and locations than the limited
angles used with fixed-wing UAVs [31]. Surfaces that are at oblique angles to the collected are
constructed with less accuracy, but they help with delineating vertical faces, corners, and ledges.
In many cases these oblique images are essential to capturing high priority features and
increasing the accuracy of the model. Thus, while not considering different photogrammetric
software and settings, the final accuracy of the model depends on initial image resolution or
quality of camera, coverage, degree of overlap between photos, and the number of additional
oblique images containing the sharp and vertical faces.
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Figure 1-1: Schematic workflow of SfM as contained within the Alignment process leading
to various finished products
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The accuracy of the model is determined by the amount, location, and clarity of images
containing the georeferenced GCPs. By incorporating global navigation satellite systems using
real-time kinematic positioning (GNSS RTK) upgrades onto the UAV, the camera metadata may
also be used to increase the final products’ accuracy in addition to reducing the time to align the
images. These improved models are used for inspecting structures, surveying, slope change
detection, mapping terrain, and in modeling geographic and archaeologically significant
locations [32].

1.1.4

Geospatial Reference and Ground Control Points

Depending on project requirements, GCPs or surveyed markers are used to provide a
geospatial reference to dense point cloud LiDAR models and to photogrammetric models. When
the GCPs are applied to photogrammetric models, the geospatial errors that models may have
when only using camera metadata for global and local positioning are mitigated. They also can
play a crucial role in comparing point clouds [8]. Without GCPs to tie the models into a global
position the models remain in a local coordinate system and additional work may be required to
obtain measurement and make comparisons.
To put a dense point cloud model into a desired geospatial coordinate system a minimum
of three GCPs are required [33]. The system will perform an adjustment to the model to allow it
to fit the best position of the three markers. This same principle will also correct warping of
photogrammetric models when additional ground control targets are added throughout the
project area [33]. The georeferencing correction will force the point cloud to meet the GCPs by
adjusting points. Oniga et al, 2020 attempted to determine the optimal quantity of GCPs for UAS
enhanced photogrammetric models [7]. The conclusion of the study was that 20 GCPs produced
errors “5 times smaller” in addition to a Root Mean Square Error (RMSE) reduction to 50% than
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the errors recorded with four GCPs in the model. Any number GCPs past 20 did not add a
significant decrease to the recorded errors in the model. The main downside to the results is the
field time spent placing and recording all the GCPs.
SfM allows the user to construct a 3D model from a set of images and associated camera
metadata. The metadata allows the photogrammetric software to tie the model and associated
cameras in a spatial coordinate system. With increasing requirements for accurate models in site
surveys and civil infrastructure inspection a wide range of horizontal and vertical error is
undesirable [14]. With many projects, placing and recording GCPs is simply not possible. This
can be caused by various factors including a large area of focus, disaster areas, hazardous
ground, restricted areas, and politics. Without GCPs, positional error is introduced.
For large projects spread over cities or country sides, placing GCPs is time consuming. In
some situations, the time spent setting up sufficient GCPs exceeds actual flight time and can be
very costly. At present, the only other methods available are to use real-time kinematic (RTK)
upgrades [34] [35], or other post-processing kinematic techniques (PPK) [36]. However, these
corrections take money and time to perform.
Kalacska et al, [37] performed test in 2020 in which ten of the tested UAVs had a
positioning error ranging from one to six meters, and only those with PPK and RTK corrections
recorded positioning errors of less than 1 cm. With PPK and RTK corrections Da-Jian
Innovations (DJI) claims that the accuracy in the camera metadata on their Phantom 4 RTK
system is 1 cm in the horizontal positioning, 1.5 cm in the vertical positioning accuracy, and 5
cm in the absolute horizontal accuracy of photogrammetric models when flying at 100 meters
above the target with 2.7 cm GSD [38]. This error may still be considered unacceptable when
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producing survey grade products and GCPs may still be required to provide survey-grade
geospatial products.

1.1.5

Comparison of LiDAR and SfM

Wallace [39] compares airborne laser scanning (ALS) and SfM points clouds in a
forested environment where tree canopies occlude sightlines to the ground. The study was
performed with the generic autopilot flying the sUAV and showed that the airborne laser scanner
(ALS) had a significantly less dense point cloud with 174 pts/m2, while SfM has 5652 pts/m2.
However, the results of the study showed that ALS can penetrate upper canopy layers and have a
less dense point cloud while gathering data of the ground that is covered by vegetation, while
SfM is limited to the surface of the upper most layer. This was particularly evident in the middle
of the canopy, where the SfM model missed most of the layer. To get a better model, the pilot
was required to either fly the site over again with the camera tilted to catch the oblique images,
or addition manual flights were used to collect the additional needed angles. From the author’s
personal experience, due to human error or unintentional neglect on low elevated zones or steep
inclinations gaps in the data occur and low-resolution areas in the model are developed.
It is difficult to state which of the two different methods of data collection is better
because each has its pros and cons. Laser scanning and LiDAR have been in use for many
decades and have a great variety of scientific research and studies based on applications [40]. For
a given distance, LiDAR can detect smaller objects like wires, cables, or fences, and can
penetrate through visual clutter, such as dense vegetation, while SfM cannot be used for surfaces
obscured by clutter. SfM is relatively new and is dependent on camera capabilities and lighting
conditions. It is also more dependent on weather and visibility. SfM struggles with characterizing
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thin edges such as fences and, as noted above, cannot be used for surfaces that are obstructed by
vegetation or other clutter.
The use of SfM in many industries has become favored over LiDAR due to the low cost
of the sensors in addition to the ability to use smaller sUAV platforms [41] [42]. In specialized
industries, the use of LiDAR is used because of its ability to accurately construct point clouds of
cluttered environments with small objects quickly. The LiDAR based point clouds can also be
used in detection and tracking of objects [43]. However, in the last five years SfM modeling has
progressed significantly and is becoming more accurate and efficient. LiDAR is becoming less
attractive to many small industries because of its high costs and requirement for more specialized
knowledge [4]. On the other hand, SfM is more common because of its relatively low costs and
less need for specialized equipment and knowledge.
In recent years photogrammetry has become a more viable inspection method as
commercial off-the-shelf (COTS) UAVs and optical sensors have advanced. The models
generated from SFM produce products that are visually realistic and provide a “near true
depiction of the scene” [44]. As a result, UAVs with low cost cameras collect images that
produce high quality digital surface models (DSM) that match the quality of, and in some cases
is more accurate than LiDAR models [4]. While there is a gradual shift to photogrammetry,
LiDAR is a proven and consistent method for inspecting civil infrastructure [4].

1.1.6

Drawbacks of Current Photogrammetric Image Collection Methods

Many flight planning apps have autopilot software. These off-the-shelf apps have many
uses and have been a benefit in collecting aerial data sets. However, the current flight path
algorithms in the industry are slow and inefficient when used with photogrammetry in mind [45].
When used in open fields and flat terrain the basic nadir and linear waypoint methods work for
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most photogrammetric projects, but when the focus is infrastructure the basic nadir grid flight
paths do not collect sufficient images of complicated geometric shapes [46]. They leave out
optimal view locations to obtain the required images containing faces that require a change in
camera angle.
Often the quality of the final 3D product of complicated geometric shapes like civil
infrastructure is determined by the skill and experience of the pilot who manually constructs
flight paths to collect photogrammetric data. The incorporation of oblique manual piloted images
in addition to the normal nadir grid data sets have reduced systematic errors in their final
products [47]. Unfortunately, manual flights and current autonomous flight path applications
inevitably collect more photos than is necessary. The pilot may also limit the capabilities of SfM
by not collecting adequate oblique photos which provide the much-needed data for vertical faces
of buildings. Additionally, as shown in Figure 1-2 adding too many oblique photos without the
needed SFM tie-in images can overwhelm the data set, duplicate, warp, or tilt the final product.
In some situations, the irregular alignment of a set of images may be manually fixed by adding
tie-points, but the process to manually add tie-points is long and does not work for every
situation.
Another major drawback with modeling sites includes recognizing unknown hazards in
either an unknown site or a post-disaster reconnaissance inspection. This increases the time
required to construct or adjust flight paths to avoid hazards known to the UAV and pilot. Before
pilots can successfully fly a new location, they must have specific knowledge about the site to
determine the aerial hazards, which generally includes walking around the site and while
surveying the GCPs.
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Figure 1-2: Badly aligned model of BYU’s cougar statue caused by not using sufficient nadir
tie-in images

If a 3D model of a hazardous environment like in flooded city or collapsing buildings (as
shown in Figure 1-3) is desired, walking around the site may not be possible. Thus, the pilot is
forced to either conduct a long and possibly risky manual reconnaissance flight, physically code
into the autopilot areas to avoid, fly a high-altitude autopilot path and build a low-quality endproduct model, or construct new flight paths from known digital elevation models (DEMs). Each
option requires experience to consistently perform correctly and required a significant amount of
time and resources. Especially in emergency situations a less experienced pilots can significantly
increase the time, risk, and cost of the inspections.
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Figure 1-3: 3D model of Accumoli, Italy, devastated by the 2016 earthquakes, depicting thin
alleyways and vertical faces (walls) which make it difficult to obtain adequate camera
locations with normal nadir UAV flights [48]
1.1.7

Better Flight Paths Increase Accuracy of Photogrammetric Models

The integration of UAVs or UAVs into photogrammetric inspections increased an
inspector’s ability to assimilate high priority regions into constructed 3D models [49]. Yet,
models derived from SfM are known to contain errors that may be significant in the inspection of
high hazard infrastructures. A skilled photogrammetrist and pilot can perform a variety of
techniques to help reduce the errors in the final model, but these methods are generally time
consuming [50]. One study has shown that the DEM can be more influenced by a change in
flight design rather than an increase of photo count, GCPs, or by including higher calibrated
cameras and RTK/PPK corrections on the images [51]. If the optimal number of pictures are
taken normal to the object surfaces, then SfM calculations can produce an accurate model with as
few inputs as possible. Better flight paths result in a more accurate and higher quality
photogrammetric model.
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In 2020, Zhang et al, conducted an experiment and demonstrated the impact that UAVs
add to the accuracy of survey grade inspection models [1]. By using real-time adaptive flight
paths and laser scanning the UAV collected superior image of a wind turbine blade with a
complex shape and curvature. The results of these tests provided additional support to the theory
that higher quality images can be obtained by keeping the UAV in a distance range normal to the
area of focus while still obtaining images with desired overlaps.
The gap in the UAV application in civil engineering research is the process of
standardizing reproducible flight plans to obtain the desired coverage of the target without
overloading the photogrammetric software with an overabundance of images in cluttered aerial
or complicated geometric environments. With a recent study by Gorodetsky et al, [2] on
automated building inspection procedures using UAVs, a “standardized” procedure for
inspecting a building was tested on a Syracuse University campus site to simulate a high priority
region. The tested standardized procedure was created by parameters generated from a
summarized comprehensive review of various literature which focus on inspection of civil
infrastructure with the use of UAS. The procedure entailed a pre-flight or reconnaissance
inspection to determine the parameters of the study, visually identify areas of interest and
thermal anomalies during final inspection, and a final 3D model developed in CAD. The
conclusion of the paper suggests that while the methodology was considered a success,
consistent replication was not possible and further research needs to be made to refine the
procedure [2].
UAVs are gaining popularity among professionals for their ability to achieve elevated
data sets and facilitate as-built surveying models [52]. Yet, automated, and consistent flight paths
for complicated civil infrastructure are still in the development stages and are not regularly used
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in the field. Agisoft Metashape has released an experimental version 1.5.3 mission planning and
redundant image detection update [53]. The mission parameters allow the user to change the
camera model, capture distance, image overlap, max images, safety distance, min altitude, min
waypoint spacing, and max waypoints per flight. While still in the development stage, the
mission planning feature will place camera locations normal to the surface of a previously
constructed building or landscape.
This Agisoft Metashape mission planning methodology is new in the UAV surveying
field, and incidentally follows similar methodology to BYU’s previously developed view and
path finding algorithms (See section 1.2.2 BYU’s Optimized View and Flight Path Algorithm).
Just like BYU’s algorithms, a previously constructed 3D model is required to develop new image
locations and the final flight path. This makes it viable for reoccurring inspections but
impractical for first inspections or recently changed environments like construction sites, as-built
mapping, disaster sites, and new locations. This method of optimized image locations and flight
paths does work well for modeling earthen dams, crop fields, and recurring inspections of civil
infrastructure.

Progression of UAV Application in Civil Engineering at Brigham Young University
BYU is a pioneer in the development of autonomous flight optimization algorithms for
the collection of imagery from infrastructure sites [12] [31] [54]. Progress has been in stages as
grad students come and go with many various projects coming out of the program. At its most
basic level, the images created by cameras attached to UAVs produce valuable data for
inspections, topography, mapping, and 3D modeling of structures. This type of data is used in
diverse industries to inspect and study geographic and structural sites. However, the slow pace
and time required to construct accurate models is often unacceptable.
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BYU’s Optimized Flight Planning Algorithm supports data collection methods that
allows for the creation of SfM models that are similar to LiDAR models in low vegetative
environments. In cluttered environments LiDAR is still considered better than SfM for data
acquisition below the vegetative canopy. Advances in optimal data collection and algorithms
enable models created from optical images to compete with LiDAR models and meet a variety of
industry product requirements, but errors and deficiencies can occur without adjustments.

1.2.1

In-Field 3D LiDAR Modeling from a UAV at BYU

In a 2014 thesis, Wolfe et al, [55] took the idea of making real-time model generations in
the field using data sensors on a UAV. A Velodyne LiDAR sensor mounted on a custom
engineered sUAS collected point-cloud data of a stadium in near real-time. The point-cloud was
constructed by combining a robot operating system (ROS) program for navigation with Ji Zhang’
LOAM technology using simultaneous localization and mapping (SLAM) algorithms to collect
the data from the UAV and process it on a field computer in real-time [56]. SLAM optimizes the
variables or local coordinates in LiDAR data by simultaneously using two algorithms [56]. The
KAARTA system utilizes a LiDAR sensor connected to the UAV for fast data collection and
analysis, while requiring the inspector to either buy KAARTA’s CLAY Stencil device, which
uses the two algorithms to construct the real-time model, or to upload the LiDAR data to their
website for “cheap, yet fast” processing [57].
The ROS is an open-source algorithm that “provides a structured communications layer
above the host operating systems of a heterogeneous computer cluster” [58]. Wolfe used a ROS
to interface the communication between the UAV and a ground-based computer to process,
analyze, and accurately export near real-time outdoor models. The final results of the models
included an indoor model accuracy range of 1-3 cm and an outdoor model accuracy of 2 cm.
19

1.2.2

BYU’s Optimized View and Flight Path Algorithms

Since the work on in-field 3D modeling with LiDAR, BYU’s ROAM (Research in
Optimized Arial Modeling) research team has redirected its focus to the photogrammetric
technique of SfM. This was largely due to its sponsors desiring a more affordable and easy
solution to modeling a site in real time. Martin et al, [12] led the team in the initial determination
of optimal view locations for SfM by writing genetic algorithms to explore virtual space to locate
image positions that produce models with high coverage and accuracy. Later, Okenson [59]
documents the python code “Omega” for optimized view and path finding outputs for targeted
inspections at a given site. The algorithms developed by Martin et al and Okenson were field
tested at Tibble Fork Dam, UT [45]. These developments allow an inspector to collect data from
a large area and then focus and acquire data points around high priority areas of interest. Each
new advancement helps increase the capabilities of SfM modeling by streamlining the in-field
data collection process.
BYU’s optimized algorithm uses a method called Optimized View Planning to identify
“the best sensor locations for observing an object or site” through a photogrammetric network
[12]. It is designed to collect the required images normal to the three-dimensional (3D) plane (x,
y, z coordinates). This allows for more accurate SfM for non-horizontal surfaces like dams,
valleys, cliffs, and man-made structures [12]. The result of the algorithm is a set of camera
locations that that provide a mathematical percent coverage of the surface with a default 95%
coverage of the visual surface contained in the initial surface data. Martin et al [12], noted that
when comparing one model that used an optimized view plan with one that uses standard grid
patterns, models using View Planning have been found to yield a greater accuracy, up to 43%.
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The increase in accuracy allows for more confidence in civil infrastructure inspections and
change detection capabilities for slope or foundation movements.
The method developed by the BYU’s ROAM research team uses a model-based view
planning category, which means that prior knowledge about the inspection site, i.e., a geometric
model, is required. Open sources like Google Earth or the United States Geological Survey
(USGS) can meet this requirement for prior site knowledge. Once the data are obtained, the
geometric model of the site can be used to determine a selection of camera angles, and x, y, and z
coordinates to optimize camera collection points. In addition, the user can identify high priority
areas for higher resolution data collection at desired locations. After the site information has
been loaded and the parameters of the desired product has been entered, the algorithms generate
optimal view locations and calculate the least path distance to determine which route to take to
capture each view location. A detailed description of the view and path finding algorithms can be
found in Okenson et al. [59].

1.2.3

Application of BYU’s Optimized View Planning and Path Finding
Algorithms with Previous Models

BYU’s optimized flight path algorithms requires an initial low-quality 3D model,
polygon file format (PLY), or x, y, and z points to plan flight paths, image locations, and camera
angles. Unfortunately, the DEM data or KML files retrieved from Google Earth or other
elevation sources often do not meet the required accuracy for automated flight planning nor do
they always model the buildings and trees at the survey area [60]. In emergency conditions, these
data almost never capture recent changes to the environment, nor do they provide sufficient
resolution to identify potential fixed aerial hazards such as tree branches, fences, ropes, or wires.
However, a high altitude, previous flight of the site can create an initial baseline or rough
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elevation model that meets the requirement for prior site knowledge. Then it can be imported
into BYU’s optimized view planning algorithm to generate new camera view locations.
For a pilot to fly a difficult location and collect the critical data viewpoints required to
make photogrammetric models four major variables come into play. The first is the time required
to scope out an area and make note of each aerial hazard. The second variable is the pilot’s
ability to collect images at optimal locations that cover the whole area, but not to over collect
images. The third is the inconsistency of prior surface data when pre-built nadir grid flight plans
are used for locations with mountains, buildings, and trees. The final variable is the unknown
aerial hazards that are difficult for pilots to avoid. The study outlined in this thesis addresses
these issues by creating and combining various algorithms to allow UAVs to autonomously fly
efficiently in locations without initial accurate DEMs or Google Earth data.

1.2.4

Initial Test of the Iterative Flight application at Pescara del Tronto, Italy

In the summer of 2018, BYU’s ROAM research team went to Pescara del Tronto, Italy
for a post-earthquake retime-lapse reconnaissance project. The team was only given a few days
from Italy’s military to model the city, but were still able to complete many different flights. In
addition to many manual flights, the city was flown with the BYU’s optimized view and path
finding algorithms within the required time frame. A PLY file from the 2016 reconnaissance
flights was used to plan new camera location and angles [54]. When compared to the nadir
models, the final 2018 optimized 3D model provided a “better understanding of the current
conditions of the village.” Additionally, it contained “fewer holes on angled surfaces, included
an additional 17% surface area, and had a comparable ground-sampling distance (GSD) of ≈2.4
cm/px (≈1.5 cm/px when adjusted for camera pixel density)” [54].
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The process to obtain the 2016 flight data, create new optimized camera viewing
positions, and then upload the new flight paths to the UAV wasted hours of valuable field time,
which could have spent collecting data. Instead, the team was were required to have personnel
back at BYU search the ROAM database for the old files, create a new flight path back at the
office, email it to the pilots in Italy, then upload the file to our phone and onto the UAV. Hours
of precious field time could have been saved if all the data were available on the scene prior to
arrival. Moreover, the data had errors in it which had the potential for a UAV mishap. With
proper planning the wasted time could have been reduced and the errant data checked, and the
mishap avoided. However, emergencies are unpredictable and prior knowledge of the
environment may not be available.

Autonomous Iterative Approach Methodology
Building new flight paths from previous models is at the forefront of UAV research, yet
little progress has been made to automate the process [53] [59] [61]. The idea that the
autonomous iterative approach is built upon is that the individual codes developed to address
various sUAS issues are sufficient, and by joining them together with a python iterative loop
even an unskilled pilot can use a complicated set of algorithms simultaneously in a simple
process. The lessons learned at Pescara del Tronto proved that the various algorithms used
individually were highly valuable in helping experienced pilots collect optimal images of the city
in the limited available time to fly the site. The iterative methodology involves combining the
algorithms used in Italy with photogrammetric software, Agisoft Metashape, in an iterative loop
to meet the needs of an inspector while avoiding unknown aerial hazards. For example, the
methods of generating flight paths from previous models progresses in this thesis by joining
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Metashape’s python code and the optimized view and path finding algorithms developed at BYU
into a separate python console.
The methodology tested in this thesis involves autonomous iterative approach or iterative
process to inspect civil-infrastructure and other complicated geometric shapes. Additionally, the
same approach can be used to avoid aerial hazards including trees, fences, buildings, and other
hazards not known to the pilot. The sUAV iterative 3D inspection flight methodology involves
creating a high-quality modeling system that is mostly autonomous and requires minimal pilot
intervention while flying a complicated iterative process. The iterative process includes flying an
initial or reconnaissance standard nadir flight path, developing a low-quality mesh from the
images, creating a new optimized view location and flight path, and then flying the site again.
The process is then repeated until the desired data have been obtained and a final model can be
processed (Figure 1-4).

Figure 1-4: Iterative flight theory initiating with standard known data and finalizing with a
focused flight path
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With this research, various tools and developments are combined into a single function
that iteratively create 3D models until the final high-quality model meet the objectives of the site
inspection. This is completed by incorporating autonomous optimized view and flight paths
algorithms on unknown and potentially hazardous environments and iteratively running them
through Metashape’s Python scrip. Once a rough model is made, a new flight path is derived and
uploaded to the UAV. As the UAV flies the new path it automatically sends data back to a
ground station for analysis and then repeats the process (Figure 1-5). The end-product is a more
detailed and accurate model of an environment in which prior knowledge has not been obtained
before iterative process.

Figure 1-5: Iterative flight theory involving a data collection, data processing, developing
new flight path, and data collection loop
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2

METHODOLOGY

This chapter outlines the basic techniques originally planned to create iterative models
and describes the execution of the individual techniques and autonomous combination of the
iterative process.

Plan Outline
The method tested in this thesis is that previously created codes used to address various
sUAS issues can be joined together within a python iterative loop, in such a way that an
unskilled pilot can use a complicated set of algorithms simultaneously in a simple process. Initial
flights are flown at high altitudes to generate a coarse low-resolution model to use for subsequent
flight plans. A decimated mesh made from the generated dense point cloud is made into a vector
poly (PLY) file which is uploaded into BYU’s optimized view and flight path algorithms. The
algorithms create a new flight path at a higher accuracy which is then uploaded to the UAV. This
iterative procedure continues until the resulting model has the resolution and accuracy required.
The methodology of this research is divided into four parts:
Stage 1.

Determine the required flight heights and ranges of iterative descent.

Stage 2.

Create and fly optimized flight paths based on models developed in the

field from previous reconnaissance flights.
Stage 3.

Automate this process with python code by combining each of the

individual python developments in an iterative fashion to create a model with
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sufficient resolution to meet inspection requirements in an aerial high hazard
environment.
Stage 4.

2.1.1

Field test the algorithms and analyze the models.

Test Sites

The test sites used for this study are Rock Canyon Park, and Brigham Young University,
both within Provo, Utah. Each location is in class G airspace with no additional airframes from
hobbyists in the air allowed. No flights were conducted until permissions from Provo City, Provo
City Airport, and Brigham Young University were obtained. With their complex environments,
airspace type, and in proximity to BYU, these sites were ideal for the flight tests. Safety plans
outlined by the FAA were followed to avoid possible mishaps. No mishaps or damage to city or
private property were caused by the flight tests.
Rock Canyon Park was used for the first stage to determine the required flight heights in
the iterative descent. The park is actually a backup flood control area and is bowl-shaped. At the
invert of the bowl, Provo City installed a small parking lot with a thick wood fence. Because the
site does not have thick cables or a tall fence, varying sizes of rebar (0.5-inch and 0.75-inch)
were placed on top of ladders for the test. Extensive sUAV flights have previously occurred at
the site by BYU’s ROAM research team and its aerial hazards are known.
Two other locations were also used for iterative flights. BYU’s Engineering Building
courtyard was used for several flights to demonstrate different aspects of the iterative flight
proposal (more below). The courtyard lies at the west entrance to BYU’s Engineering building.
This confined space was useful because of its medium complexity of aerial hazards and its
propinquity to the Engineering Building and the computing power there.
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The last place was the Karl G. Maeser Memorial building (Maeser). This building is a
neoclassical structure built in 1911 by the architect firm Ware & Treganza (see Figure 2-1) [62].
It features several pillars at its entrance reminiscent of the architecture of Ancient Rome and was
built with a white marble exterior, perhaps representative of the background in the School of
Athens by Raphael.

Figure 2-1: Karl G. Maeser Memorial Building, shortly after its completion in 1911 [47]
The structure is surrounded by many trees and smaller aerial hazards. These hazards and
the building’s many windows, pillars, and entrances make the site ideal for the final iterative test
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because many of the higher aerial hazards are blocked by trees and are not visible from the
ground. The site was also chosen because of its proximity to the engineering building while
being in class G airspace outside of the 5-mile restricted airspace around the Provo Airport.
Standing permissions from the airport and FAA obtained for other projects were applied to this
study. Flights were performed when the general public was not walking around the building.

2.1.2

Required Ground Sample Distance

The GSD is the distance between each pixel in a photograph in the real world. It depends
on the camera’s parameters such as image width, image height, sensor width, sensor height, and
focal length (equation 2-1). The end output of the GSD does not give a height that the UAV
should fly to capture and define the object. Instead, the pilot should plan so that the final GSD is
many times smaller than the desired object to accurately capture fine details.

𝐺𝐺𝐺𝐺𝐺𝐺 =

𝐹𝐹𝑙𝑙𝑙𝑙𝑙𝑙ℎ𝑡𝑡 𝐻𝐻𝑒𝑒𝑖𝑖𝑔𝑔ℎ𝑡𝑡 ∗ 𝑆𝑆𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝐻𝐻𝑒𝑒𝑒𝑒𝑒𝑒ℎ𝑡𝑡 𝐹𝐹𝑙𝑙𝑙𝑙𝑙𝑙ℎ𝑡𝑡 𝐻𝐻𝑒𝑒𝑖𝑖𝑔𝑔ℎ𝑡𝑡 ∗ 𝑆𝑆𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊ℎ
<
𝐹𝐹𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝐿𝐿𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ ∗ 𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝐻𝐻𝑒𝑒𝑒𝑒𝑒𝑒ℎ𝑡𝑡
𝐹𝐹𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝐿𝐿𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ ∗ 𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑊𝑊𝑊𝑊𝑑𝑑𝑑𝑑ℎ

(2-1)

The Technical Services Center (TSC) at the Bureau of Reclamation’s Denver Office
suggested a GSD of 30 to 60 times smaller than the object for 3D modeling in SfM, using nadir
grid flights for consistent modeling. However, little has been published about optimal GSD
requirements. The end-product of the iterative code is not to inspect thin objects but to include
their outlines within the model for the purpose of avoiding them. Flying a UAV at an altitude of
seven feet to get a GSD of 0.025 inch/pixel with the Zenmuse X4S camera is not practical for
capturing wires in a large area. Consequently, a GSD of 30 to 60 times smaller than the desired
thin object is not the right methodology to pursue within the iteration process. Instead,
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consideration is given to the contrast between the pixels within the models, in addition to varying
target-to-UAV distances to identify and contain any thin objects.
Another problem that arises with COTS UAVs is that the distance required to collect
images at the required resolution may contain aerial hazards. For example, flight paths may be
lower than the height of tall trees or cables going across a valley. A solution to this includes a
preliminary reconnaissance flight at a much higher altitude within the iterative process. For the
final iterative test at the Maeser building, a reconnaissance height of 300 feet was used. The
extreme height allowed the UAV to fly above any expected or potential hazards.
In sum, GSD is an important element in the creation of end products, but it is not the
focus of this thesis. For this thesis, GCD’s importance lies in the model’s ability to capture or
contain thin objects that double as aerial hazards.

2.1.3

SfM Modeling

SfM modeling for these tests were performed using Agisoft PhotoScan’s Metashape
Package, referenced as “Metashape”, released December 31, 2018 [63]. While ContextCapture
and other SfM modeling software packages were available and used for initial model
comparisons, Metashape’s Python console makes it ideal to interconnect with BYU’s view and
path finding algorithms which are programmed in Python. None of the other modeling software
packages installed on BYU’s modeling computers had a ready python package.
The standard workflow for Metashape’s batch process includes alignment of data
collection to create key tie points in a sparse cloud, generation of dense point cloud from key
points, and final position calculation to generate the Mesh. During the tests, GCPs are used to
compare the final products but are not used in the alignment stage. Six GCPs are used in the tests
at Rock Canyon Park, and nine GCPs are used as comparison control points for the final Maeser
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model. Automated Metashape Reports for each model include computing parameters, times, and
model results. These reports are contained in 0, APPENDIX B, and APPENDIX C of this Thesis.

Iterative Flight Path Characteristics and Height Reductions
To properly inspect an unknown site with aerial systems, reconnaissance models used to
develop the flight path need to be at a quality that identifies and characterizes aerial hazards.
Lower resolution models, such as those from Google Earth or high-altitude topographic models
can be used for the initial computation. Unfortunately, most of these models do not have
sufficient resolution to characterize or identify buildings, trees, fences, and aerial hazards. As
such, basic nadir grid paths are used for the initial high-altitude reconnaissance flights and a new
model is developed to provide a new basis for the next iteration loop.
The objective in Stage 1 is to obtain an idea at what distance from the targeted structure
the UAV should fly on each iteration to capture objects of varying widths. These heights can be
characterized as the distance above ground level (AGL) required for the image capture or the
distance ‘normal’ from the face of the area of interest. The required distance and overlap needed
to capture the objects will determine whether consideration of small thin objects is practical in
the interval of reduced distances in the iteration process. If the height is less than 25-feet, the
height requirement will not be used in the interval reductions.
The results from the test are integrated into the iterative code called FireFly to increase
the safety and probability of success for each flight by avoiding each newly captured aerial
hazard as the UAV progresses closer to the surface. The decrease in altitude between each
iteration is determined by the distance identified during this stage. However, the distance change
has a minimum reduction of 25-feet to avoid requiring a huge amount of iterations in the final
iteration test. Success in this stage depends on the precision of models at a chosen altitude, along
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with how each model includes pre-determined aerial hazards starting with larger objects down to
½ inch rebar.

2.2.1

Flight Planning

Two flight planning methods were used to conduct all the flights at Provo’s Rock Canyon
Park. The objects of interest included, vehicles, wood post fences, a ladder, GPS poles, 1 ft3 box,
0.75-inch rebar, and 0.5-inch rebar. From GSD calculations and recommendations, the UAV
would need to fly 7.5-feet away from ¾ - inch rebar and 4.7-feet away from the ½ - inch rebar to
consistently contain the features in this test. However, for the iteration process a reduction of 7.5feet would not be sensible because it would be more efficient to fly the site manually rather than
follow the iteration process and have 22 iterations for a 100-foot initial flight. Instead each test
has a minimum flight elevation of 25 feet.
The flight path characteristics of each of the missions are recorded in Table 2-1. The first
method is designed to test the optimal flight elevations above various objects by gradually
increasing flight altitudes by 25-feet increments with nadir grid flight paths. The images are
taken with the default image front overlap of 80% and a side overlap of 60% (80x60). The
second method is to fly at 25-feet at 80x60, 80x70, 80x80, and 85x85 nadir grid overlaps. It is
recognized that a few oblique images would increase the likelihood of containing the objects of
interest. However, because of the increased time and difficulty of quantifying repeatable location
and optimal additional images, additional oblique images are not taken with each flight but are
only taken for comparisons.
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Table 2-1: UAV Flight Path Characteristic
Inspection Mission

UAV
Platform

Overlap

Test 1 - Optimal Heights - 08/09/2019
Flight 1 - Nadir
Inspire 2
80 x 60
Flight 2 - Nadir
Inspire 2
80 x 60
Flight 3 - Nadir
Inspire 2
80 x 60
Flight 4 - Nadir
Inspire 2
80 x 60
Flight 5 - Nadir
Inspire 2
80 x 60
Flight 6 - Nadir
Inspire 2
80 x 60
Flight 7 - Nadir
Inspire 2
80 x 60
Flight 8 - Nadir
Inspire 2
80 x 60
Flight 9 - Manual
Inspire 2
N/A
Test 2 - Optimal Overlaps - 08/30/2019
Flight 1 - Nadir
Inspire 2
80 x 60
Flight 2 - Nadir
Inspire 2
80 x 70
Flight 3 - Nadir
Inspire 2
80 x 80
Flight 4 - Nadir
Inspire 2
85 x 85

2.2.2

Height
(feet)

Number of
Images

GSD
(in/pix)

25
50
75
100
125
150
175
200
Various

226
141
96
99
77
84
54
62
250

0.09
0.18
0.27
0.35
0.44
0.53
0.62
0.71
0.11

25
25
25
25

178
120
173
265

0.09
0.09
0.09
0.09

Flight Execution

Thirteen flight paths in total were executed at Rock Canyon Park. The pre-made nadir
grid flights were conducted with the DroneDeploy phone application after UAV calibration.
Each test was completed on the same day that they were started on, with steady overcast for
consistent lighting conditions. The flights were performed with an Inspire 2 quadcopter equipped
with a Zenmuse X4S camera. The Inspire 2 was chosen due to its availability to BYU’s research
team and its gimbal control in the DJI SDK system. Camera parameters and specifications are
provided in Table 2-2 [64].
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Table 2-2: Camera Specifications
Zenmuse X4S
Weight
Dimensions
Sensor
Effective Pixels
Photo resolution
Sensor Width
Sensor Height
Focal Length
2.2.3

253g
125 x 100 x 80mm
CMOS, 1"
20 MP
3:2, 547 x 3648
13.2mm
8mm
8.8mm

SfM Model Analysis

The evaluation of the models created from the data obtained from the Zenmuse X4S
camera was via visual observation of the desired targets to see if they were present in the final
PLY export. Once the models were built to their respective levels of heights and overlaps, each
model view was moved to the same position on the screen. The models were then visually
compared to determine which ones include the appropriate mesh detail of the targeted objects.
The desired objects did not need to be clear or precise. Instead the objects just needed to be
represented in the terrain data imported into the Optimized View and Path Finding algorithms.
Then, the same methods were employed to understand at what heights or overlaps the aerial
hazards are accurately contained in the models.

Create and fly optimized flight paths based on models developed in the field from
previous reconnaissance flights
The reliability of an optimized flight based on a previous model was proved by BYU’s
research team at Pescara del Tronto, Italy. Stage 2 takes the method used in Italy and fully
streamlines it in python code. A method was then developed to fly and create a model in the field
autonomously. Python code was written to automate Metashape to construct a model from a set
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of photos and export a PLY file. New flight plans are then created from the PLY files and plans
were created to test the process at the BYU’s Engineering building’s courtyard.

2.3.1

Concurrent Development of Models

The final goal of the iterative process is to have a model that is being made or is
concurrently being uploaded to modeling software as the sUAV is still completing flight paths.
However, this is still not possible due to data transfer requirements and computer processing
requirements. Hardware limitations govern the ability to transfer data from the UAV down to a
computer in real time and process the data. Successful completion requires near real-time model
computation without hardware limitations.
A limiting factor with the iteration process is the time required to process the models with
current SfM capabilities and processing it on the UAV is not presently feasible. Processing
images in SfM software requires a computer with high CPU and processing capabilities. One
method of overcoming this issue is to process a model in sections or chunks. This allows a model
to be under construction as the UAV is still collecting images for different sections of the model.
Metashape can develop the model in small chunks, however, all the photos required for
this smaller area would need to be loaded before the model can begin processing. Unfortunately,
significant manual editing of Metashape parameters are required to separate models into usable
chunks, and human error in this process may result in leaving out crucial oblique images of a
structure. Thus, the iteration process will require all the images to be taken and upload before
computing a model for locations more complex than a flat field.
BYU’s optimized view and flight path algorithms significantly reduces the required
number of photos and thereby reduces the time required to build each 3D model. The end goal is
to drastically reduce the model’s processing time to support an iterative flight approach for
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developing the model on-site. This may be accomplished by using optimal image collections to
reduce the number of photos and using high-powered computers. It may be necessary to
decimate the photos or process them on a lower quality to speed up the processing time and
reduce pilot intervention in the iteration process. Unfortunately, this would reduce the quality of
the final product and limit the ability to capture thin objects.
Thus, to effectively create and evaluate the models in the field, one would either need a
mobile hotspot that can transfer data quickly to the cloud for processing, or a high-end computer
on-site. While it is preferable to have data transferred directly from the UAV to a field computer,
for this thesis a lab computer was used to provide proof of concept. The basic specs of the
computer are shown in Table 3-2.

2.3.2

UAV to Computer Data Transfer

A difficult part of Stage 2 is to incorporate a method that will transfer data directly from
the UAV down to a computer for in-field processing while the UAV is still in the air. The photos
need to be broadcasted from the UAV to a base computer right after each photo has been taken,
and then uploaded and aggregated into Agisoft Professional or another SfM modeling package.
The issue that arises is the hardware capability to transfer the full image including the geotagged
metadata from the UAV down to a base computer in real-time.
DJI has developed a feature called DJI Lightbridge 2 that allows the pilot to view the
images and high-definition (HD) video that the UAV is taking in real-time on a smart device or
monitor [65]. It is designed with two main components comprising of a sUAS transmitter that
attaches to the UAV and a receiver that attaches to the pilot’s monitor or computer [65]. The
deficiency in this feature is how the data is transferred. While a 12 Mb image may be transferred
to the ground computer, the georeferenced metadata is stripped from it. In effect, this will
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remove all georeferencing in the model and put the final product in an unusable and in a unitless
local datum. This drawback makes the Lightbridge feature unusable for the iteration process.
Commercial off-the-shelf UAV packages have the same drawback. They do not allow for
full data transfer back to the pilot in real-time, nor do they allow access for 3rd party data transfer
software to connect to the UAV. Thus, their ability to work for the full iteration process is
limited.
Constructing a custom UAV that can be integrated into the iterative process is outside of
the scope of this thesis. Instead, pilot intervention is used during the iterative process to collect
the data when the UAV lands and transfer the images to a base computer. The thesis proves the
theory, while awaiting advances in computer processing.

2.3.3

Iterative Flights at BYU’s Engineering Courtyard

Two flights were planned for the initial iteration test. A DJI Phantom 4 Pro was used to
fly the site. Google Earth data were used for the initial input into the optimized view and path
finding algorithms. With the sequential flight and model, a PLY file was exported and uploaded
to the optimized view and path finding algorithms for a new waypoint mission. The first flight at
50 feet from the target, had a total of 32 camera locations and contained a large area surrounding
the area of focus. The second flight consisted of 103 camera locations at 25 feet away from the
targeted area.
For the tests outside of BYU’s Engineering Building, Google Earth data were used for
the initial flight. After the reconnaissance flight was flown and the point-cloud developed, the
point-cloud were exported into the optimized view and flight path algorithms and sent back to
the UAV with minimal to no pilot intervention. In theory, with a few minor changes, this will be
a straight-forward development to automatically integrate mesh output files into the optimized
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flight path algorithm, so long as the modeling software, flight path algorithm, and UAV are all
connected and being managed by the pilot.
The optimal overlap determined in Stage 1 is used for the initial reconnaissance flight.
After the reconnaissance flight was conducted and processed, BYU’s optimized view and path
algorithms created the next reconnaissance flight path with elevations that avoided any possible
fixed aerial hazards. The algorithms used a buffer distance of half the target normal distance
when computing flight paths to avoid both vertical and horizontal aerial hazards. The initial
elevation parameters provided to the algorithm was limited to the tallest object in the vicinity,
which may be greater than the minimum elevation determined in Stage 1. The data can be
processed either on a field laptop or back in the office. This can also be done on the cloud if a
fast-enough Wi-Fi is available.

2.3.4

UAV Altitude Inconsistencies

A concern was the altitude error recorded by the UAV. BYU’s UAV team has recorded
altitude errors up to 65-feet which will cause inaccurate models if not fixed by inputting GCPs.
An even worse situation would be an iterative flight that has a wrongly recorded surface location,
which may cause the UAV to crash. Some methods similar to GNSS and barometer sensor
upgrades may be used fix this absolute altitude error [66]. However, to avoid possible error
associated with incorrectly recorded altitudes a relative altitude approach with the UAV taking
off at the same location will be incorporated with each iteration. By avoiding absolute altitude
reference points, the view and path finding algorithms will ignore and circumvent the issue.
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Automate the Iterative Process
While each of the previous stages may be completed individually, the final stages take
the previous methods, procedures and python algorithms and combines them into an automated
process. Each procedure will flow into the next gathering the required optimized images with
minimal, if any, pilot intervention. The ROAM research team created new code called FireFly
that joined Metashape with Omega (BYU’s view and path finding algorithms). This code
automatically receives the first flight’s reconnaissance data, provides initial processing settings,
and initiates Agisoft Metashape to produce a 3D mesh. Once processed a PLY file will be
exported from Metashape and uploaded into Omega to generate a new view and path finding
waypoint mission.
The iterative process was used to fly multiple field tests with various conditions at
Brigham Young University. With the processing and data transfer limitations, pilot intervention
with the sUAV will be initially required but limited once the ground computer obtains the
reconnaissance data. When the new flight path has been developed it will upload itself to the
sUAV, and then have the sUAV start its new flight once the pilot tells the application the UAV is
ready. Success of this stage will be determined on the amount of pilot intervention required to
get the final desired Model.

2.4.1

Flight Planning

The final iterative flight was performed at Brigham Young University’s Karl G. Maeser
Building. The building was the primary focus. Trees, fences, light poles and other objects
surrounding the building made it an ideal test location. The first (reconnaissance) flight was
planned at an average of 300 feet from the camera’s targeted point using Omega. Google Earth
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data was used to plan the reconnaissance flight. The flight was approximately 200 feet above the
Maeser building.
The height of each consecutive flight was half the height of the previous flight but will
not have a reduction greater than 25-feet. The second iterative flight height drops from 300 feet
to 150 feet to capture the surfaces around the building. The third and final flight is at 75 feet to
obtain a GSD of 0.2658 inches per pixel. To meet FAA 107 requirements the UAV must remain
visible at all times (line of sight). The final two heights may be paused to allow the pilot and
visual observer time to get into position to proper line of sight when the UAV moves around the
building. Pausing the UAV to allow proper safety practices will not be counted towards pilot
intervention time.

2.4.2

Data Transfer Obstacles

The difficulty of this stage is the ability to take the initial data collection, develop usable
mesh, and then optimize the flight path based on the exported mesh all autonomously with the
least amount of pilot intervention after the initial flight is initiated. If possible, the ideal outcome
would be to have the sUAV stay in the air after it completes the reconnaissance flight, and then
continue with a new flight path after Metashape and BYU’s algorithms quickly output a new
flight path. However, a big issue is the data transfer and integrating with the sUAV. Due to
hardware limitations with transferring data from the UAV to a computer autonomously, initial
pilot intervention may be required, and a fully automated process may not be possible with the
current equipment.
The time required to complete the automated process of sending data to a computer,
computing a point-cloud, and then generating a new optimized flight path, makes the ideal
outcome improbable with the current computing times required to make a model and run the
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optimized flight path algorithm. This forces the sUAV to pause during that time and land
between flights. However, this undesirable delay provides a space for the pilot to exchange
batteries and connect the sUAV back to the network. Future work may be done to join all the
features autonomously once an adequate commercial UAV is purchased, DJI opens its UAV
features to the public, or DJI’s Lightbridge function allows metadata to be transferred along with
the images. Until then, the combined algorithms are limited to starting with the already
downloaded file of images.

2.4.3

Global 3D Model Comparison

To validate the final models made from images collected during the iteration process,
GCPs are used to quantify the model point errors associated with global positioning. Each side of
the building have a surveyed landmark that is clearly viewed from the UAV. Additional
surveyed points are taken at the front of the building on the statue, stairs, and other elevated
features for a total of nine surveyed points. A further test is performed by collecting thirty
random measurements and comparing them with the final photogrammetric 3D model. These
points and measurements are used to quantify the accuracy of the derived models created without
GCPs during iterative and manual flight models.

Validation of Iteration Process
The goal of this research is to make it possible for an unskilled pilot to autonomously
obtain high quality images at key angles which will facilitate in the inspections of complicated
geometric civil infrastructure inspections. Quality assurance and validation of the results of this
research are based on the ability to create a 3D model with predetermined resolution, by using
the concept of autonomous in-field developing of optimized flight paths for unknown and
41

environments in an iterative approach. The approach is to have a pilot go out to a new location
which has not previously been flown, determine an area of interest, initiate the autonomous
iterative process, and then have minimal intervention outside of switching out batteries between
flights.
The final success of this work is determined by how clearly various focus points can be
modeled with minimum degree of pilot intervention once the iterative process has been initiated.
If needed, an additional new area of interest is chosen and flown to test the iterative process. The
validation of this research is to reduce the time that a pilot will interact with all the equipment,
besides the batteries, after the iterative process is initiated.
The methodology validation of this research is divided into four intermediate evaluations:
Evaluation 1

Ascertain required distances and optimal overlaps required to

adequately contain pre-determined aerial hazards starting with the larger objects
down to ½ inch rebar within a computed mesh.
Evaluation 2

Ability of the FireFly code to run a complete loop given a set of

starting parameters.
Evaluation 3

The hands-on time spent during each flight, transferring data to the

modeling computer, and running the modeling software.
Evaluation 4

Comparisons of final model quality with model(s) made from

standard data collection methods.
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3

RESULTS

This chapter outlines the results of the various flights at Brigham Young University and
Rock Canyon Park, Provo, Utah. Flights and processing for this thesis are performed by the
author and by Bryce Berrett. The chapter outlines how the flights were planned and executed to
gather the data. It also outlines the processing or modeling of the data and analysis of the models.
The research results of this chapter include flight time of semi-automated process, significant
findings, current hardware restrictions, validation of the iterative process, and future work.

Iterative Flight Elevation Reduction and Overlap Requirements
The flights to obtain optimal height requirements for the iteration process were performed
on two separate occasions. The first on 8/7/2019 was designed to obtain the desired height to
capture ½ and ¾-inch rebar. The second flight on 8/30/2019 was designed to test optimal nadir
grid overlap at 25-feet above ground level (AGL). The following subsections outline the results
of the two tests.

3.1.1

Flight Execution

A total of twelve flights were conducted over the course of the two days. Each flight was
conducted after the Inspire 2 was leveled and GPS calibrated. The weather for both days was
overcast which provided constant lighting on the surfaces. Table 2-1 provides a summary of the
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planned flights. A reproducibility study was not performed but can be completed in future
studies to get specific details on desired elevations.
With Test 1, the number of images varied greatly because of the different dimensions of
area flown in addition to height variations. The number of images collected ranged from 54 to
256. The reason of the differing area size was due to the concern that higher flights may not have
the desired coverage for the small area containing the items of focus. To reduce this risk, the
nadir flight paths were constructed with two times the size of the first nadir grid path at 25-feet.
With Test 2, the varying number of images collected with each flight was largely due to the
increase of overlap with each flight and slight changes in the flight area.

3.1.2

The SfM Modeling

For each of the flights performed, SfM models were produced and targets were visually
analyzed to determine if they were contained in the model. Two extra models were developed
combining each day’s flights into one combined model making a total of 15 developed models.
These two combined models were generated at higher parameters to provide as much detail as
possible for accurate comparisons. The 15 generated models were generated using Agisoft’s
Metashape software package with pre-determined parameters as summarized in Table 3-1.
Processing of the models took place on two of BYU’s ROAM modeling team’s
computers: Sky-Net and Friday. Specifications for Sky-Net and Friday are shown in Table 3-2.
The amount of time to generate each flight’s Dense Cloud and Mesh after the alignment took
place was not ideal and ranged from 20 minutes at the high altitudes to 2.5 hours at low altitudes.
The increased time is greatly influenced by the Metashape parameter outline in Table 3-1, and by
the number of photos taken for each test. For the iteration process, the increase in time would
make the process inefficient.
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Table 3-1: Summary of Agisoft Metashape Parameters
Metashape Parameters
General Settings
Coordinate System
Accuracy
Key Pont Limit
Tie Point Limit
Generic Preselection
Reference Preselection
Quality
Depth Filtering
Reuse Depth Maps
Surface Type
Source Data
Face Count
Interpolation
Point Classes

Models for Each Flight
(13 Models)
WGS 84 (EPSG::4326)
Alignment
High
500,000
40,000
True
True
Dense Cloud Construction
High
Mild
True
Mesh Generation
Arbitrary
Dense Cloud
High
Enabled
All

Combined Images
(2 Models)
WGS 84 (EPSG::4326)
Ultra High
5,000,000
400,000
True
True
Ultra High
Mild
True
Arbitrary
Dense Cloud
High
Enabled
All

Table 3-2: Computer Specifications
SKY-NET – Computer
Platform Type
Processor
CPU
Cores
Physical Memory (RAM)
Graphics Card (GPU)

Tower
Intel(R) Core(TM) i7-6700
2.4 GHz (3.4 GHz overclocked)
20 Core(s), 16 Logical
Processor
240 GB
GeForce TITAN RX
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FRIDAY - Computer
Tower
Intel(R) Xeon® Gold 6134
3.2 GHz (3.7 GHz Turbo)
16 Core(s), 32 Logical
Processor
128 GB
NVIDIA Quadro RTX 5000

3.1.3

SfM Model Analysis

A total of 15 models were generated from the flights at various heights and overlaps.
Metashape’s “Generate Report” function was used to provide a statistical analysis of each model.
These reports are contained in Appendix A and a summary of the processing times, average
heights, number of images, and GSD (in/pixel) are shown in Table 3-3.

Table 3-3: Summary of Metashape Model Reports
Inspection Mission

Overlap

Time
Processing
(Hours)

Test 1 - Optimal Heights - 08/09/2019
Model 1 - Nadir
80 x 60
3.16
Model 2 - Nadir
80 x 60
1.90
Model 3 - Nadir
80 x 60
1.41
Model 4 - Nadir
80 x 60
1.63
Model 5 - Nadir
80 x 60
1.33
Model 6 - Nadir
80 x 60
1.50
Model 7 - Nadir
80 x 60
1.05
Model 8 - Nadir
80 x 60
1.20
Model 9 - Manual
N/A
2.59
Model 10 - Full
N/A
25.75
Test 2 - Optimal Overlaps at 25-feet - 08/30/2019
Model 1 - Nadir
80 x 60
0.90
Model 2 - Nadir
80 x 70
0.88
Model 3 - Nadir
80 x 80
0.97
Model 4 - Nadir
85 x 85
1.52
Model 5 - Full
N/A
24.14

Average
Height (feet)

Number of
Images

GSD
(in/pix)

25.13
59.06
91.21
116.8
146
174.21
200.13
225.39
Various
Various

226
141
96
99
77
84
54
62
250
914

0.08
0.18
0.28
0.36
0.45
0.54
0.62
0.69
0.11
0.16

22.41
26.9
27.1
28.74
26.35

178
120
173
265
779

0.08
0.07
0.07
0.08
0.06

The reports show a discrepancy in the average heights of each flight in Test 1, while the
recorded GSDs remained relatively close to the planned outcome. After a few tests, the
discrepancy in heights was found to be caused by two potential issues. The first issue was change
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in barometric atmospheric pressure as recorded on the Inspire 2. The weather was overcast with
intermittent showers as a storm rolled in. The flights were completed before the storm hit in
force, but the change in pressure may have interfered with the flight altitudes. The second
potential issue was largely due to the discrepancy in Metashape’s model boundary box and
ground elevation level. This issue had a greater effect on the camera heights contained in the
model reports. The issues could have been resolved by manual editing in Metashape but were left
intentionally to provide an idea of the model’s characteristics generated from default settings.
From the 10 generated models created from Test 1, none of the output mesh PLY files
contained the 0.5-inch rebar attached to the ladder (Figure 3-1). With the first set of tests, the 25foot, 50-foot and the 75-foot models showed a few floating points in the dense point-cloud that
represented portions of the 0.75-in rebar. This supports the theory that in addition to required
GSD needed to contain small wires, an increase in overlap is critical to provide the required
projection points in the alignment process. (See Appendix for images of each model.)

0.5-inch diameter

0.75-inch diameter

Figure 3-1: Image of 0.5-inch rebar attached to the top of the middle ladder and the 0.75inch rebar spanning the three support items
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The optimal overlap test performed on the second day, revealed that even though the
overlaps were increased, capturing 0.75-in rebar was very difficult at 25-feet above the target.
This is caused by the GSD being very large which makes it difficult for Metashape to recognize
and place projections and tie points on the rebar during the alignment process. Even at
Metashape alignment quality set to High, few projections and tie points were placed on the rebar.
At the 80% front and 70% side (80x70) overlaps the dense point-cloud began containing a few
points along the rebar (See Figure 3-2). Unfortunately, the dense points on the rebar did not
translate to the final Mesh and cannot be used in the iterative process. It was not until the 85front and 85-side (85x85) overlaps that the dense cloud containing the rebar translated onto the
final Mesh (Figure 3-3).

0.75-inch diameter

Figure 3-2: Image of (80x70) Overlap Model is the lowest overlap model that contains the
rebar
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Figure 3-3: Image containing the (85x85) dense point-cloud on the top and (85x85) mesh
model on the bottom
The result of the change in overlap test concluded that even though the GSD is 0.09
in/pix, the overlap controls whether thin objects are included in the final Mesh product. The
higher the overlap, the more likely the 0.75-inch rebar would be contained in the model. For the
iteration process, this is an issue and risk because thin objects are not consistently contained in
the model at (85x85) overlap with the same Metashape parameters. When every image is
included in the model from the second day and processed on the Ultra-High settings the rebar is
captured in full in the dense point-cloud and 90% of the rebar is captured on the final mesh
model (Figure 3-4).
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Figure 3-4: Image containing the dense point-cloud on the top and mesh model on the bottom
processed on the Ultra-High settings after combining all the images from the second day into
one flight
The conclusion of the Iterative Flight Elevation Reduction and Overlap Requirements test
shows that it is possible to include elevation reduction and overlap characteristics into the
iteration test. However, including a 0.75-inch rebar in the mesh model is not reasonable with the
current computer capabilities. To do so would increase the number of required iterations, overlap
percentage and the time to process each iteration on Ultra-High. As such the minimum elevation
change in the iteration process for this thesis is 25-feet to avoid having more than eight iterations
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when starting at an elevation of 200-feet at an unknown area. A height change of greater than 25feet increases the risk of not containing the aerial hazards. However, the purpose of the iteration
methodology is not to model objects in detail between iterations but merely contain an outline of
the feature in the mesh and exported file. Instead, a greater focus on automating the process and
reducing time in the field for the iteration process by ignoring small objects and focusing on the
general shape of the terrain for the initial models was made.
The results of these tests do not limit the versatility of the iteration method of collecting
images but creates guidelines that are followed in the remainder of this thesis. To reduce the
required number of iterations even further, the height reduction between each iteration will be
half the height of the previous flight until the minimum safety height of 25 feet has been met.
This reduction parameter reduces the number of required iterations, while still providing a model
containing most of the hazards to the UAV.
Adjustments may be applied to the process to meet the needs of the inspection depending
on what hazards are in the area. For example, a site with high voltage power lines which cannot
be easily identified by the pilot may require that the height reduction between iterations is
reduced to 10% the current height of the drone. The change in height may also be associated with
the diameter of the power lines and the required GSD calculation for a given camera. Locations
with trees and buildings similar to sites tested with this thesis may allow a reduction height to be
higher or completely removed. In each situation these parameters may be adjusted to match the
confidence a pilot has in knowing the aerial hazards.

Development of Iterative Flights Paths from Reconnaissance Flights
The methodology of constructing real-time reconnaissance models in a fully automated
process is outlined in this section. The final test of the code involved combining the various
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algorithms with a python console into a single automated script and field testing it on 6/5/2020.
A total of four flights was performed with the first two being preliminary tests and the last two
being used with the iterative loop. Only the two flights flown in conjunction with the iterative
loop are summarized in this thesis.

3.2.1

Initial Flight Execution and Processing

The initial reconnaissance flight was an 80x80 overlap nadir grid at 50 feet above ground
level, at BYU. The flight was performed Friday, June 5, 2020 at 9:28 AM. Temperature was
about 80-degrees Fahrenheit with partly cloudy skies. The UAV connected with 14 satellites and
had a total flight time of 2 minutes and 17 seconds from take-off to touch-down. A total of 32
images were taken at 50 feet AGL. The flights and processing of the models went smoothly with
no complications.
During the risk analysis and safety meeting performed prior to the iteration flight tests the
Phantom 4 Pro was chosen by the ROAM research team to test the algorithms instead of the
Inspire 2. This was a risk mitigation decision, and was founded upon the cost/benefits of the
Inspire 2 equipped with the Zenmuse X4S vs the Phantom 4 Pro. The cost risk associated with
the Inspire 2 was estimated to be about $4,600.00. This risk was mitigated by using the Phantom
4 Pro which has an estimated cost risk around $1,440.00.
The cameras used with the two UAVs have comparable specifications although the
Zenmuse X4S is newer. DJI has reported that the newer Zenmuse X4S cameras obtain higher
quality images [64]. However, Table 3-4 contains a summary of the specifications on the
Phantom 4 Pro’s camera which are no different to the Zenmuse X4S (see Table 2-2). As such,
the drawback to using the Phantom 4 Pro was the possibility of a reported lower image quality.
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Table 3-4: Phantom 4 Pro Camera Specifications
Phantom 4 Pro
Sensor
Effective Pixels
Photo resolution
Focal Length

3.2.2

CMOS, 1"
20 MP
3:2, 5472 x 3648
8.8mm

Processing the Reconnaissance Flight

After the reconnaissance flight was conducted, the photos were manually uploaded to
Sky-Net fifteen minutes later and the processing loop was initiated at 9:48 AM (See Table 3-5
for Metashape parameters). The output file from Metashape contained many of the surfaces
included the trees, bushes and retaining wall. It also provided a sufficient base map for the
successful construction of a new flight path. The total time to produce a new Metashape model
and optimized flight path was 5 minutes and 6 seconds.
When first processed, the results displayed a flat terrain with the photos positioned within
a foot from the ground. The issue was evident because the newly constructed flight plan
resembled a nadir flight path and did not contain any of the elevated surfaces. This was resolved
by including the Adaptive Camera Model Fitting feature within the Metashape python code.
Once resolved, the final mesh contained the taller objects. It should be noted that a mesh
decimation to 10,000 was necessary for the current computing power of BYU’s optimized view
and path finding algorithms to perform without crashing or taking a Signiant amount of time.
The decimation is large drawback with the iteration methodology as it tends to entirely eliminate
the number of thin features contained in the model.
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Table 3-5: Summary of Agisoft Metashape Parameters
Metashape Parameters
General Settings

Models for Flight

Coordinate System

WGS 84 (EPSG::4326)
Alignment

Accuracy
High
Key Pont Limit
5,000,000
Tie Point Limit
500,000
Generic Preselection
True
Reference Preselection
True
Adaptive Camera Model Fitting
True
Dense Cloud Construction
Quality
Medium
Depth Filtering
Mild
Reuse Depth Maps
True
Mesh Generation
Surface Type
Arbitrary
Source Data
Dense Cloud
Face Count
High
Interpolation
Enabled
Point Classes
All
Decimation
10,000

3.2.3

Metashape Results – First Flight

The dense cloud as shown on the top of Figure 3-5 contained a significant number of
vertical faces, trees, and part of the light poles. Just over 2.9 million points are contained in the
point cloud. Unfortunately, when Metashape performed the Mesh Generation function many of
those high priority points would not translate to the final product as shown in wired frame
portion in Figure 3-5. Currently, there is not a way to force it to generate a higher quality mesh
within FireFly without manual work on the computer or removing the decimation feature.
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Figure 3-5: Metashape output models with the Dense Cloud (2,929,690 points) on the top,
colored mesh (10,000 faces) in the middle and wired frame (10,000 faces) on the bottom
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3.2.4

Optimized View and Path Finding Product

The new flight path generated from the iteration loop processed and exported a new flight
path without any errors. At first, it was noted that the altitude exported was not relative to the
takeoff potion but was absolute altitude. The absolute altitude will work with BYU’s flight app
and other industry flight apps. With the possible altitude errors that easily occur with the UAVs,
a change to relative altitude was made. The flight path contained 103 desired camera potions as
shown in Figure 3-6 and was broken up into a few individual files. Each camera position was set
to have a safety margin of 25 feet above any surface contained in the first iterative model. The
camera angles produced images with good surface area of the sides of the trees, shrubs, and light
poles.

Figure 3-6: Plotly output model containing the camera positions, direction of flight and view
angles of the cameras [67]
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3.2.5

Second Flight – Iteration Test

The second flight and actual iteration test went without mishap or error. The flight was
performed Friday, June 5, 2020 at 12:17 PM. Temperature was about 83-degrees Fahrenheit with
partly cloudy skies. The UAV connected with 14 satellites and had a total flight time of 16
minutes and 50 seconds from take-off to touch-down. A total of 103 images were recorded. The
flight and processing went smoothly with no complications.

3.2.6

Metashape Results – Second Flight

The final model of the second flight revealed two areas of concern with the iterative
process. The first concern was iterative creeping of the model’s footprint or surface area. The
first model recorded a surface area of 20,300 ft2. The second model recorded a surface area of
33,660 ft2 for an increase of 66% (see Figure 3-7). The surface area creep grew considerably
with each iteration resulting in a considerable amount of undesirable boardering surface area.
The second issue was the tilting of the model as shown in its DEM (see Figure 3-8). The
inaccuracy of the model elevation creates the issue as the resulting new iterative flight path and
view locations will have spatial errors and can introduce aerial hazards to the sUAV.
To avoid collecting excess surface area for the second iteration additional manual labor
during the model construction process was required. After alignment of photos, additional coding
was inserted into the iteration algorithm that pauses the process to allow the pilot to manually
draw the boundary of the area of focus within Metashape. While this increased pilot intervention
in the iteration process, it decreased the final processing time considerably by ignoring the
outlying surface area.
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Figure 3-7: Model comparisons with the first flight model of 20,300 ft2 on the left and second
flight model of 33,660 ft2 on the right

Figure 3-8: Digital Elevation Model (DEM) of the second flight model
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The second concern introduced possible aerial hazards into the camera view locations.
With the tilted models the top right portion of the model was more than 5 feet higher than its
expected location. The bottom left section of the model was 5 feet below the expected position.
This caused an error that potentially put trees and light poles in the UAV’s new flight path. It is
unknown what caused the discrepancy, but it was resolved by flying a larger area and using a
different Phantom 4 for the final iteration test around the BYU Maeser Building.

3.2.7

Combination of Algorithms

The Metashape and BYU’s Optimized View and Path finding algorithms were combined
in a python console named FireFly. To allow the iterative loop to occur FireFly incorporated
with additive features and functions which would allow the code to call the three algorithms and
execute them until the designated conditions have been met. More details on the View and Path
finding algorithms can be found in Okenson’s research [59]. Iterative if-then and loop functions
are used to tie the various algorithms together and allow settings to be adjusted with each
iteration.
To initiate the code, the pilot inputs the starting flight height, the number of desired
iterations, final flight height, and take off positions. The results from the flight elevation
reduction test are contained within the safety height variable built into the FireFly python code.
The reduction of safety height within each sequential iteration is half the height of the height
normal to the face the camera is focusing on but will be greater than 25ft. This safety height can
be adjusted as field validations direct.
The exported Metashape python code can stand alone to develop a model from start
(importing photos from a folder) to finish (exporting the PLY file). Multiple modeling tests were
performed to find the optimal settings. The code was adjusted on a regular basis due to the ever59

changing reference names contained in the <import Metashape> function. Until Metashape
releases a final version of its python code, adjustments will need to be made to allow the calling
tasks to be correct.

Final Execution of Iterative Process on the Historic Maeser Building at Brigham
Young University, Provo Utah
The iterative flights of the Maeser building were performed Friday, June 26, 2020
starting at 9:06 AM and finalized at 3:36 PM. Temperature ranged from 70-degrees Fahrenheit
with partly cloudy skies to 80-degrees Fahrenheit with clear skies. The temperature variation and
cloudy to clear skies weather is not as optimal for photogrammetry as constant overcast but was
acceptable for the iteration test. Cones were set up around the building to deter personnel from
walking through the site and halting the flight. The UAV connected with 14 satellites at takeoff
and 16 at above 75 feet AGL, which was typical for each flight. Three flight paths were
constructed including the initial 80x80 nadir grid at 300 feet AGL and the two following
optimize iterative flight paths at 150 and 75 feet AGL. A total of 15 flights were conducted (see
Table 3-6) to meet the three required flight paths. One initial nadir grid flight, six optimized view
flight paths for the first iteration and eight optimized view flight paths for the final iterative flight
were performed.

Table 3-6: Final Iterative Test
Inspection Mission

UAV Platform

Overlap

Initial Reconnaissance Flight - 6/26/2020, 9:06AM
Flight A – Nadir
Phantom 4 Pro
80 x 80
Iterative Flight 1 - 6/26/2020, 10:05AM
Flight A – Optimized
Phantom 4 Pro Various 9>
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Distance Normal
from Face (feet)

Number of
Images

300

50

150

32

Table 3-7 Continued
Inspection Mission

UAV Platform

Flight B – Optimized
Phantom 4 Pro
Flight C – Optimized
Phantom 4 Pro
Flight D – Optimized
Phantom 4 Pro
Flight E – Optimized
Phantom 4 Pro
Flight F – Optimized
Phantom 4 Pro
Iterative Flight 2 - 6/26/2020, 12:37AM
Flight A – Optimized
Phantom 4 Pro
Flight B – Optimized
Phantom 4 Pro
Flight C – Optimized
Phantom 4 Pro
Flight D – Optimized
Phantom 4 Pro
Flight E – Optimized
Phantom 4 Pro
Flight F – Optimized
Phantom 4 Pro
Flight G – Optimized
Phantom 4 Pro
Flight H – Optimized
Phantom 4 Pro

3.3.1

Overlap

Distance Normal
from Face (feet)

Number of
Images

Various 9>
Various 9>
Various 9>
Various 9>
Various 9>

150
150
150
150
150

31
31
31
31
14

Various 9>
Various 9>
Various 9>
Various 9>
Various 9>
Various 9>
Various 9>
Various 9>

75
75
75
75
75
75
75
75

36
33
34
35
33
34
35
25

Reconnaissance Flight Path and Model

The first flight in the iteration process is the reconnaissance flight that simulates an infield nadir flight path made in the field of an area without previous knowledge. Constructed
through the flight application GSPro, the flight path was made at 300 ft AGL with five passes for
a total of 50 images taken at 80x80 overlap. Figure 3-9 shows the location of the reconnaissance
flight above the targeted BYU Maeser Building. The blue squares represent the aligned camera
positions as viewed in Metashape and the purple line represent the UAV’s flight path. The flight
paths contained extra images of the surrounding environment to minimize warping of the model
around the edged and mitigate the positional error of the model. This boundary was reduced in
processing.
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Figure 3-9: Reconnaissance flight path and image locations

The reconnaissance model was processed on BYU’s ROAM modeling team’s computer
called Friday. The model provided a rough outline of the targeted area’s surface in the latitudinal
and longitudinal coordinates. Although Metashape could have processed a higher detailed model
from the images, the final product was decimated down to 10,072 faces to facilitate the
optimized view and path finding algorithms. Moreover, the model boundary was reduced to 22%
of the actual surface area contained in the model alignment. Figure 3-10 defines the model
surface area and clearly defined faces of the Maeser building which allows for adequate coverage
in the iteration process.
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Figure 3-10: Reconnaissance mesh model of BYU’s Maeser building

3.3.2

First Iterative Flight Path and Model

The first iterative flight was constructed from the model generated from the
reconnaissance flight (see Figure 3-10). Each camera position was designed to be 150 feet
normal from the focused face. The flight path contained 214 desired camera potions as shown in
Figure 3-11 and was broken up into a six individual files. Each camera position was set to have a
safety margin of 75 feet above any surface contained in the reconnaissance model. The camera
angles produced images with good surface area of the sides of the building, trees, shrubs, and
light poles.
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Figure 3-11: Model for the first iteration flights containing the camera positions, direction
of flight and view angles of the cameras for the first iteration [67]
The photos from the first iterative flight produced a model that more accurately included
the critical faces of the Maeser building. The constructed model provided a rough outline of the
targeted area’s surface in the latitudinal and longitudinal coordinates. While Metashape may
process a higher detailed model from the images, the final product was decimated down to
10,089 faces to facilitate the optimized view and path finding algorithms. Figure 3-12 contains
clearly defined faces of the building which allow for a more detailed coverage in the iteration
process.
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Figure 3-12: First iteration mesh model of BYU’s Maeser building

3.3.3

Final Iterative Flight Path and Model

The final iterative flight was constructed from the model generated from the first iterative
flight (see Figure 3-12). Each camera position was designed to be 75 feet normal from the
focused face. The flight path contained 305 desired camera potions as shown in Figure 3-11 and
was broken up into an eight individual files. Each camera position was set to have a safety
margin of 37.5-feet above any surface contained in the reconnaissance model. The camera angles
produced images with good surface area of the sides of the building, trees, shrubs, and light
poles.
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Figure 3-13: Model for the final iteration flights containing the camera positions, direction
of flight, and view angles of the cameras for the first iteration [67]

Photos from each of the flights in the iteration process were used in the final model’s
construction for a total of 484 images. The parameters used in Metashape for the construction of
the model were set to the highest settings and an additional textured tiled model was generated
for easier viewing and measurements (see Appendix Section B – Final Iteration Test – Iterative
Flight at 75 feet in addition to 150 and 300-feet images for model report). The model took 24
hours to process starting from the alignment through the tiled model generation.
The results of the test provided a highly detailed surface area of the Maeser building and
contained most of its curves and faces. The final model made from the majority of the collected
images has a reprojection error of 0.4 pix and contained 199,865,250 faces with a ground
resolution texture overlay of 1.18 cm/pix (C - i)(D - iii). Figure 3-12 is a 2D representation of the
final 3D model with a quality usable for inspectors.
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Figure 3-14: Final model of BYU’s Maeser building using all photos collected during the
iteration process

The surface of the tiled model contained the full exterior of the building with minor
warping around the columns and windows. No photos were at the proper angles to collect data
from behind the columns resulting in warping behind them. The roof’s protective cover was
contained in the model in addition to the hand railings on the stairs. One outcome that was not
expected with the test was the degree that the model contained the trees, even though the site
contained many complicated geometric shapes. Individual branches and in some cases, trunks
were represented. If a few ground photos were added into the modeling process the final product
may have contained the trunks under the canopy and faces behind the granite columns. Overall,
the mesh containment of the Maeser building was complete even though the surrounding trees
were close to the building and proposed a difficult geometric shape for the data collection flights
to work around.
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Validation of Iteration Process
Quality assurance and validation of the results of this research is met by the FireFly
python code which is complete when working with BYU’s view and path finding algorithm. The
code is designed to work in an iterative loop given the takeoff location, starting height and
number of iterations. It will continue until the number of iterations, and final height has been
met. The final height is tied to the desired predetermined GSD for the inspection.
The initial criteria are based on the ability to create a 3D model with predetermined
resolution, by using the concept of autonomous in-field developing of optimized flight paths for
unknown and potentially hazardous environments in an iterative approach. BYU’s Maeser
building meets the location criteria and provides an area of focus with a building, statue,
benches, and multiple trees of various sizes. This location was not previously flown and besides
the hazards easily observed from the ground possessed unknown aerial hazards. These aerial
hazards and unknown potential hazards surrounding the building made it an ideal location to test
the iterative approach which is designed to avoid comparable risks.
The models made from the reconnaissance flight and first iterative flight data provided
surfaces used to construct new flight paths. The models contain the building, trees, and have a
representational mound around the statue, metal benches, bike racks, and other obstacles.
Because of the decimation of the mesh down to around 10,000 faces, the intermediary models do
not contain the hand railings going up the steps nor do they contain other thin objects. It is very
unlikely for any future models to contain elevated small objects like wires and hand railings
when significant decimation of the mesh is required.
Finally, the intermediary flights at 150 feet and accompanying model did not add any
benefits to the iteration loop. Most information contained in the first iteration’s PLY file (see
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Figure 3-12) did not provide new faces when compared to the reconnaissance PLY file (see
Figure 3-10). The main difference between the reconnaissance and first iteration loops were the
altitude parameters which directly relates to the number of view locations (see Figure 3-11 and
Figure 3-13). This was caused by the need to decimate the Metashape model to 10,000 faces for
the view and path finding algorithms. If decimation were not needed, both the reconnaissance
and first iteration full 3D mesh would have been beneficial. The results of this test suggest that
multiple iterations designed to contain smaller objects are not useful at this point due to
computing capabilities, however, building a flight path based on the reconnaissance flight
remains highly valuable for complicated sites.
With the current outline of FireFly, unskilled pilot will be able to fly a complicated
geometric site for civil infrastructure inspections successfully. While detailed aerial hazards may
not be considered in the new flight paths, a pilot will still be able to collect required data in a
new location. Trees and buildings will be contained in the intermediatory models and the
algorithms will produce view locations and flight paths to accurately model the desired site.

3.4.1

Global and Local Comparisons – Accuracy and Positional Error

The iteration method is designed to be used without global control points to fix model
accuracy and positional error due to the restrictions that may occur at hazardous sites. These
restrictions may be caused by disaster sites, steep slopes, rivers, or simple ground inaccessibility.
However, in this case, validation of the model was accomplished using GCPs to understand the
error in the models. Nine GCPs were obtained by the ROAM research team in addition to thirty
measured lengths surrounding the Maeser building to validate the final results. These
measurements and control points were used to calculate the positional error (see Table 3-7),
absolute accuracy, positional accuracy, and relative accuracy (see Table 3-8).
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Table 3-7: Position Error of the Nine Control Points of the Final Iterative Model of the
Maeser Building
Final Maeser Iterative Model - Control Point Position Errors
East err (ft) North err (ft)
Alt. err (ft)
East Maeser north corner
East Maeser south corner
Maeser NE sidewalk
Maeser east north stair
Maeser east south stair
Maeser south east corner
Maeser statue north
Maeser statue south
Maeser west sidewalk

-0.987
-1.056
-0.734
-1.007
-1.069
-1.152
-1.169
-1.146
-0.159

1.660
1.850
1.157
1.725
1.894
2.413
1.759
1.864
2.172

19.114
18.950
19.678
19.212
19.000
18.388
19.220
18.910
18.573

Pos. Error (ft)
19.211
19.069
19.726
19.316
19.124
18.581
19.336
19.036
18.700

Table 3-8: Absolute Accuracy, Positional Accuracy, and Relative Accuracy of the Final
Iterative Model of the Maeser Building when compared to 9 GCPs and 30 measurements
Positional Accuracy (Directional RMS)

Abs. Accuracy
Mean Pos. Err.

East Error

North Error

Altitude Error

Rel. Accuracy
RMS Error/ft.

19.122

-0.990

1.862

19.008

0.237

The results of the accuracies and positional errors suggest that the entire model shifted
2.1 feet to the Northwest and elevated 19 feet without the use of GCPs to fix the model to the
global coordinate system. These results were obtained from the automated reports feature built
into Agisoft Metashape ((C - i)(D - iii). From the nine control points, the model error had a
standard deviation of 0.342, skewness of 0.015, and a 95% confidence level of 0.263. The
conclusion of the data analysis supports the theory that the UAV metadata saved to the images
does not provide sufficient accuracy without RTK and PPK correction to tie a model to the
global coordinate system for a given survey project. However, if GCPs are used to fix the errors
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in the model, then a surveyor can have a high confidence in the model’s measurements with a
standard photogrammetric confidence level.
Most of the local positional accuracy error is representational of the camera position
error. Photoscan Metashape provides a project report that summarizes the camera error. For the
final iterative model, the average altitude camera error was 18.498 feet and the average XY error
was 6.553 feet for a total error of 19.624 feet. With projects that include multiple flights over a
few hours the relative error can be expected to be less than or equal to the camera alignment
error. The Maeser model was performed over the course of six hours and had an absolute
accuracy error of 19.122 feet.
In some cases, models do not need to be tied to a global coordinate system to meet the
needs of civil infrastructure inspections so long as the local representation or relative accuracy is
acceptable. Acceptability of an inspection is largely due to the risk analysis parameters
previously determined by the owning or operating entity. For the Maeser building low relative
accuracy of 0.3-inch error per foot may not be an issue if spalling or deterioration is the issue but
will be insufficient for measuring small crack propagation. With a relative accuracy of 0.237inch-error-per-foot taken from thirty measured lengths around the building (Table 3-9), crack
propagation measurements should not be done with the Maeser model without performing global
corrections first.
The relative accuracy of the model was obtained by taking the Root Mean Square error of
each of the thirty measured lengths around the Maeser building. From the measured lengths a
few anomalies occurred. First, the measured lengths under 24-iches had less than 0.15 error feet
per feet (ft./ft.) length. With the twenty-two measured lengths greater than 24-inches the RMS
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was 0.232 ft./ft. with a range of 0.445. As shown in Figure 3-15 true length of an object does not
significantly correlate with the normalized measured error used to calculate the relative accuracy.

Table 3-9: Relative Accuracy and Distance Error obtained from 30 Measured Lengths
Measured Controls

Real (in.)

Final Iterative
Model (in.)

Error (in.)/ft
length.

Statue Marble Base (East to West)
45.81
45.60
-0.06
East North Concrete Wall by Stairs (Short)
47.94
46.80
-0.28
East North Concrete Wall by Stairs (Long)
182.75
177.60
-0.34
East South Concrete Wall by Stairs (Short)
47.88
47.88
0.00
East South Concrete Wall by Stairs (Long)
183.00
177.60
-0.35
East Side Walk (Two Squares)
116.25
113.52
-0.28
Outside of Two Central Pillars (East Side)
156.38
153.60
-0.21
South East Corner Retaining Wall by GCP
18.00
18.00
0.00
South Stair Retaining Wall (East Side)
17.25
17.04
-0.15
South Stair Retaining wall (West Side)
17.25
17.04
-0.15
Middle Level South East Window
78.50
76.80
-0.26
Middle Level South West Window
78.50
77.88
-0.09
South Sidewalk by the Stairs (East to West)
72.63
71.04
-0.26
South Doorstep Width
69.50
69.12*
-0.07
West South Corner Retaining Wall
18.19
18.00
-0.12
West South Concrete Wall by Stairs (Short)
87.75
86.28*
-0.20
West South Concrete Wall by Stairs (Long)
147.25
144.00*
-0.26
West North Concrete Wall by Stairs (Short)
87.88
87.60
-0.04
West North Concrete Wall by Stairs (Long)
148.00
145.20
-0.23
West Sidewalk Two Squares by GCP
189.00
183.60
-0.34
Outside of Two Central Pillars (West Side)
156.00
154.80
-0.09
West Stairs Entire Width
513.25
499.20
-0.33
West North Corner Retaining Wall
18.00
18.00
0.00
North West Retaining Wall by Stairs
17.00
17.04
0.03
North East Retaining Wall by Stairs
16.75
16.68
-0.05
Middle Level North West Window
78.50
75.60
-0.44
Middle Level North East Window
78.50
75.60
-0.44
North Sidewalk by Stairs (East to West)
72.00
70.80
-0.20
North Doorstep Width
69.75
67.20
-0.44
East North Corner Retaining Wall
18.00
18.00
0.00
* Measurements with low confidence due to overhead trees causing the warping of the model
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Normalized Measured Error
(in./ft.)

0.100
0.000
-0.100
-0.200
-0.300
-0.400
-0.500
10.000

100.000
Object True Length (ft.)

1000.000

Figure 3-15: Normalized Measured Error vs Objects True Length

Lastly, only two of the models’ thirty measured lengths were larger than the real
measurements. With a median of -0.201 for the thirty measured lengths and a standard deviation
of 0.145, it suggests that the model is about 0.2 in./ft smaller in any given direction than reality
due to the error in image alignment. Overall, without RTK, PPK or GCP corrections, the final
model should not be used for survey measurements or computations that require measurements
on a global coordinate system.

3.4.2

Standard Nadir and Manual Flight Model Comparison

To obtain a qualitative validation of the iterative method of collecting images a
comparison of a model made from images collected with traditional flight paths was made. A
skilled BYU pilot flew the Maeser building and collected 930 images using both nadir grid and
manual flight techniques. Initially, the model appeared to be comparable to the final iterative
model, but at closer inspection the results conclude that the final iterative model is inconclusive
in one analysis and superior in the other two statistical evaluations (Table D-6, Table D-8).
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First, the accuracies of the nine control survey points show the iterative model to be
superior to the manual flight model (see Table 3-9 and Table 3-10). The absolute accuracy of the
manual flight model is 70.835, which is 51.6-feet greater than the iterative model. At first glance,
this would suggest the iterative model to be superior to the other, but at a closer look the results
are not as conclusive.

Table 3-10: Absolute Accuracy, Positional Accuracy, and Relative Accuracy of the Nadir
and Manual Flight Model when compared to 9 GCPs and 30 measurements
Positional Accuracy (RMS)

Abs. Accuracy
Mean P.E. - ft.

East Error

North Error

Altitude Error

Rel. Accuracy
RMS Error/ft.

70.835

0.869

1.204

70.820

0.350

When broken up into the individual vectors, the manual flight model slightly
outperformed the iterative model. The manual flight’s East and North error is 0.869-feet and
1.204-feet, respectively. That is 1.5-inches smaller than the iterative flight model with the East
error and 7.9-inches smaller with the North error. A possible cause may be the greater number of
photos is used on the manual flight model which provided a more accurate average of horizontal
positions.
The reason for the significant difference in the absolute accuracy is due to the altitude
error variance. The altitude error for the iterative flight model was 19-feet, about 51.8-feet less
than the manual flight model - but does not necessarily mean that the iterative flight model
outperformed the manual flight model’s positional and absolute accuracy as GPS positioning on
a UAV can be as high as 10 meters [34]. For the iterative process, this altitude error is removed
by using the local altitude. This was due to the large discrepancy and uncertainty in the UAV’s
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altitude readings. When compared to the global coordinate system the iterative flight
outperformed the manual flight model, but this may be a consequence of chance. At this stage,
the results of which flight methods generated a model that outperformed the other’s positional
accuracy is inconclusive.
Secondly, the measured length errors show that the iterative model was superior to the
nadir and manual flight mode (Table 3-11). The calculated mean of the 30 measured lengths for
the standard nadir and manual flight model was .008 better than the final iterative model. This
was caused by a significant number of points being measured larger than the actual
measurements. The range difference also demonstrated why the calculated mean was similar for
the two models. The range for the standard nadir and manual flight model was 1.076 larger than
the other with 0.911 of that difference being in the positive direction.

Table 3-11: Analysis of the Final Iterative Model and the Standard Nadir and Manual Flight
Model Comparing Statistical Calculations of the 30 Measured Lengths
Statistics

Final Iterative
Model

Standard Nadir and
Manual Flight Model

Mean
Standard Error
Median
Root Mean Square
Standard Deviation
Sample Variance
Kurtosis
Skewness
Range
Minimum
Maximum
Count
Confidence Level (95.0%)

-0.189
0.027
-0.201
0.237
0.145
0.021
-1.084
-0.191
0.472
-0.443
0.028
30
0.054

-0.181
0.056
-0.260
0.350
0.305
0.093
5.365
1.919
1.548
-0.608
0.939
30
0.114
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Every other statistical calculation showed the final iterative model to be better (Table
3-11). The measured length for the iterative model produced a lower standard deviation of 0.145,
half of the standard nadir and manual flight model. The sample variance and skewness were
0.021 and -0.191, a reduction from 0.093 and 1.919. While the GCPs error comparisons were
inconclusive, the measured length error statistical analysis indicate that the method used to
images collected with the iterative flight paths is superior to the standard nadir and manual flight
methods.
Finally, the iterative method is designed to be used by a pilot who is inexperienced with
photogrammetry. By using the FireFly code in conjunction with BYU’s view and path finding
algorithms 484 photos with a high coverage of the Maeser Building with sufficient image
overlap were obtained with minimal pilot intervention. For a conservative comparison, the 930
images collected with standard nadir and manual flights methods were obtained by a skilled pilot
employed with modeling the BYU campus. The pilot was not made aware of the iterative
comparison until after the flights of the Maeser building were conducted and obtained 92% more
images than the iterative method.
Metashape outputs the resolution of the model calculated from the average flying altitude
above the ground and not from the normal distance of the image from the surface. This makes
the ground resolution output contained in the Metashape built-in report inaccurate for
complicated geometric shapes. Instead, the more relevant or closest set of images that provide
the highest coverage are used to calculate a GSD of 0.25 inch/pixel for each of the two models.
The photo count of a data set directly effects the time spent to collect and process the
images and correlates with the final model resolution and final quality of the mesh. More photos
correlate with either an increase in overlap or images closer to the target. As shown in the
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manual flight model, an increase in overlap may add additional viewpoints that will allow SfM
software to contain branches, fences, and other smaller objects more clearly. Even though both
models had similar GSD, the manual flight model took over 38-hours to process similar square
footage, while the iterative model took only 24-hours to process. The 60% more processing time
requirement with similar model resolution makes the standard nadir and manual flight path
methods inferior to the autonomous iterative method of collecting images.

3.4.3

Iteration Time Comparisons

During the iterative process, minimal pilot intervention was used outside of manually
uploading the data to the computer and adding new flight paths to the UAV. Pilot intervention
occurred to exchange data and batteries, which is a task that a pilot with minimal experience
could complete. Experienced pilots were not needed for the iteration tests but were used to
mitigate the risk that developing code may introduce into test flights. Recorded times for each
flight are summarized in Table 3-12 and total flight times and processing times are recorded in
Table 3-13.
The results of the times for the final iterative loop test were promising. The total iteration
time including the time in the air, processing and Metashape boundary adjustments was 2 hours
and 10 minutes. Extra batteries were brought out to the field and all images where kept on a
single micro SD card to help reduce time. Ultimately, the hand-on time spend during each flight
was minimized by varying degrees depending on the consistency with which the UAV operated.
When the UAV operated correctly, pilot intervention was minimal. When the UAV did not
operate correctly, time was spent to retransfer flight paths and extra battery exchanges took
place.
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Table 3-12: Iteration Flight Times
Inspection Mission

UAV Platform

Start Time

Initial Reconnaissance Flight - 6/26/2020, 9:06AM
Flight 1 - Nadir
Phantom 4 Pro
9:06 AM
Iterative Flight 1 - 6/26/2020, 10:05AM
Flight 1 - Optimized
Phantom 4 Pro
10:05 AM
Flight 2 - Optimized
Phantom 4 Pro
10:20 AM
Flight 3 - Optimized
Phantom 4 Pro
10:30 AM
Flight 4 - Optimized
Phantom 4 Pro
10:41 AM
Flight 5 - Optimized
Phantom 4 Pro
10:51 AM
Flight 6 - Optimized
Phantom 4 Pro
11:01 AM
Iterative Flight 2 - 6/26/2020, 12:37AM
Flight 1 - Optimized
Phantom 4 Pro
12:37 PM
Flight 2 - Optimized
Phantom 4 Pro
12:45 PM
Flight 3 - Optimized
Phantom 4 Pro
12:58 PM
Flight 4 - Optimized
Phantom 4 Pro
1:06 AM
Flight 5 - Optimized
Phantom 4 Pro
1:16 AM
Flight 6 - Optimized
Phantom 4 Pro
1:26 AM
Flight 7 - Optimized
Phantom 4 Pro
1:40 AM
Flight 8 - Optimized
Phantom 4 Pro
3:30 AM*

End Time

Total Time
(m:s.dec)

9:12 AM

05:23.6

10:13 AM
10:28 AM
10:38 AM
10:49 AM
10:58 AM
11:04 AM

08:01.8
07:52.5
07:32.6
07:42.5
07:35.1
03:00.1

12:43 PM
12:52 PM
1:03 AM
1:12 AM
1:23 AM
1:33 AM
1:45 AM
3:36 AM*

06:36.1
06:34.7
06:37.7
06:40.9
06:39.2
06:45.2
05:23.7
06:42.7

Table 3-13: Total Times
Steps

Total Time
(h:m:s.dec)

Initial Reconnaissance Flight
Processing Time
Metashape Boundary Adjustments
Iteration 1 Flight
Processing Time
Metashape Boundary Adjustments
Iteration 2 Flight
Total Iteration Time
Final Model Processing Time

0:05:24
0:06:21
0:02:18
0:41:45
0:20:07
0:02:22
0:52:00
2:10:17
24:00:22
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The altitude error was lower than the average positional errors and made the final altitude
error smaller. One theory derived from this unintentional test was flights made over a larger
period of time may reduce the altitude error by taking an average over a large data set.
Two unavoidable interventions were quickly found: Metashape Boundary Adjustments,
and the transfer of data from the UAV to and from the modeling computer. Metashape boundary
adjustments included 4 minutes and 40 seconds of manual intervention. About 15 minutes was
spent waiting for the UAV to load the new flight paths and take off. An hour and a half of extra
time was spent walking from the site back to the engineering building, exchanging, and charging
batteries, and uploading new flights to the UAV. The extra time introduced is a money and
hardware issue and not a practice issue. As such, they are not considered into the pilot
intervention time recorded. These interventions added additional time as the process required reup of the UAV, safety measures retaken, intermediary downloading and uploading of new flight
paths, and pausing of algorithm loop to adjust boundaries and downloaded images
When compared to the manual flight model the iterative process had a significant
reduction in pilot intervention. The pilot manually flying the site was required to proceed
cautiously around the trees and behind the building. Extra time was spent to make sure images
were taken at each surface causing an overcollection of images to occur. Coincidently, for both
methods of collecting images, the UAV spent 1-hour and 39-minutes in the air. Pilot intervention
for the standard manual method of collecting images is the entire 1-hour and 39-minutes. The
pilot intervention for the iterative method is 4-minutes and 40-seconds which only included
Metashape boundary conditions (see Figure 3-16).
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Time Comparisons
Pilot Intervention (minutes)

120
100
80
60
40
20
0

Manual Method

Iterative Method

Figure 3-16: Pilot intervention time comparison between the Iterative Method and
standard Manual Method of collecting images.

3.4.4

Explanation of why a field laptop was not used (money vs methodology)

The field computer requirement is fundamentally an issue of funds and not of
methodology. Essentially, the better the field computer the faster the model will be developed.
However, moving from a field laptop to a desktop tower makes the process undesirable for
applicable industrial use unless a large amount of money is spent on a field laptop. It also does
not add any validity to the research by bringing a desktop to the site. Instead, processing the
models for these tests were performed on two of BYU’s ROAM modeling team’s computers
called “Sky-Net” and “Friday”. The basic specs of Sky-Net and Friday are shown in Table 3-2.

3.4.5

Explanation of why the real-time transfer of full data was not performed
(technical/mechanical development vs research)

To transmit data, a NanoStation attached to a Rasperry Pi was planned to download the
images with their metadata from the UAV during flight and then transfer it to the pilot or
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computer in real-time. However, this cannot be done without getting access to the UAV’s
software or hacking the system to allow the data export during flight. DJI does not allow access
to connect with any DJI UAV software to pull the full image and its metadata off in mid-flight.
This is the same with other brand-name UAVs as they are unlikely to provide access to the
UAV’s software due to copyright and proprietary issues. As the direction of this research is test
the methodology of the iteration process and not to develop new hardware, the locked UAVs
essentially shut down the attempt to create a full iterative and automatize process.

3.4.6

Future advances to fully automate the iteration process

With the current computing capabilities associated with BYU’s Firefly and Optimized
View and Path Finding algorithms in addition to the time to process high quality models in
Metashape, the iterative process can be reduced to a single iterative flight. The first flight being a
basic nadir grid flight bath and the second being the optimized path and view locations made
from BYU’s algorithms. The FireFly iterative code requires more rigorous testing in other more
complex applications for field validation. Once validated, with a set of instructions and a good
field laptop, the algorithms made into a mobile application which will allow an unskilled pilot to
fly a difficult location containing trees and buildings and construct a high-quality model.
Future work may take this further by integrating the code into the UAV’s mainframe or
into a controller with computing capabilities. It will not take a large amount of computing power
and RAM to process a set of 25 to 50 images. These images can be obtained at altitudes above
300 feet AGL which will allow the user to collect a large surface area. Then a new flight path
may be developed in the field, possibly even when the UAV is still in the air. This new feature
would greatly decrease a time an inspector needs in the field to collect the required data to
construct a survey grade 3D model, DEM or time lapse orthomosaic. While conversations have
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been made with various companies to develop a data transfer feature for future products, no
results have come from such conversations.
Another option of integrating the iterative process into current UAVs available to the
market is to develop an onboard computer to which the UAV saves its images. Connection can
be made with the micro SD slot on the UAV. Computing capabilities will be limited to the size
of the small processing unit and the RAM available to it. This may reduce the application to a
single reconnaissance flight but would be ideal for as-built models of civil infrastructure.
Currently, the algorithms incorporated into Firefly limit the face count of the mesh and
heavy decimation is required. Moreover, processing a model at the highest settings to contain
thin wires and other aerial hazards takes a very long time. These issues prevent the iterative
solution to collecting data from avoiding flight paths that pass-through wires and tall poles. Once
the decimation of the mesh is no longer needed in BYU’s view and path finding algorithms and
the processing time of such a dense mesh in Metashape can be completed in a few minutes, then
the automation process can advance. Moreover, with new advances in data collection equipment
and UAVs arriving each year, the 25-feet restraint will likely change and will be a source of
possible further research in the future. With these advances in computing capabilities and
hardware additional aerial hazards can be avoided as outlined in this research.
Finally, for geological mapping and DEM generation the current method works well in
obtaining the desired results. However, when applied to a historic building like BYU’s Maeser
building many obstacles surround the structure. These obstacles, in addition to the complicated
geometric shape of trees, were not the focus of the model. Yet, many of the images collected in
the Maeser iteration test were focused on the trees. An incorporation of feature identification into
BYU’s optimized view location algorithm which will identify and focus the new flight path on
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the civil infrastructure in question would be a valuable addition. The ability to only output photos
focusing on the structure will greatly increase the iteration’s application to buildings and manmade objects. The project may include one initial reconnaissance flight at a high altitude, one
iteration at a medium high to model the trees and surrounding objects, and a final close-up flight
targeting the building and avoiding the aerial hazards seen in the second model. If the mesh
decimation of the first two models are no longer required, then the low priority region of the
surrounding environment and the high priority civil infrastructure may be combined into a single
output process. This new smart targeting view and path finding process would be a great benefit
to the engineering community.
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4

CONCLUSIONS

This study advances the use of autonomous sUAV inspections by developing an iterative
process of flying a sUAV to potentially detect and avoid buildings, trees, wires, and other
unknown hazards in an iterative manner with minimal pilot experience and human intervention;
while optimally collecting the required images to generate geometric models of predetermined
quality. For an unskilled pilot to fly a difficult location and collect the critical data viewpoints
required to make photogrammetric models four variables come into play: time to identify aerial
hazards, pilot’s ability to collect optimal images, inconsistency of prior surface data, and realtime avoidance of aerial hazards. The methodology tested in this thesis is whether individual
codes which have been created to address various sUAS issues, can be successfully joined
together in an iterative loop in such a way that an unskilled pilot can use a complicated set of
algorithms simultaneously in a simple process. The iterative approach involves combining the
algorithms used in Italy [54] with photogrammetric software, Agisoft Metashape, in an iterative
loop called FireFly to meet the needs of an inspector by collecting required photogrammetric
data while avoiding aerial hazards.
First, a total of 15 flights were conducted at various heights and overlaps to determine the
optimal height reduction in the iterative loop. None of the normal nadir grid 80x60 overlap
flights ranging from 25 to 200 feet contained the represented aerial hazard 0.75-inch rebar. GSD
calculations support this result with the outcome being that the UAV would need to fly 7.5-feet
away from the rebar to consistently contain the feature. At 25-feet with 80-front and 70-side
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(80x70) overlaps the dense point-cloud began containing points along the rebar. Additionally,
since the iteration methodology with current hardware and computing capabilities does not
consistently contain thin objects like powerlines, the focus with the remainder of the thesis will
be to adequately contain larger objects like trees and buildings.
A decimation of the mesh is required for the view and path finding algorithms to compute
a new flight path. This decimation essentially eliminates any large mesh containing thin aerial
hazards like light poles and fences. With these results and the current computing capabilities of
our algorithms and photogrammetric software, thin objects cannot be consistently identified with
the iterative approach. As such, the optimal height reduction in the iterative loop is half the
height of the UAV’s altitude above ground level but is limited to no less than 25 feet to conserve
time between each iteration.
Two flights were used to initially test the iteration loop called FireFly. The tests involved
flying a nadir grid path and constructing a new optimized flight based of the model generated
from the reconnaissance flight. When Metashape performed the Mesh Generation function of the
first flight, many of the high priority hazards did not translate to the final model. After the
second flight the models where compared. The first model recorded a surface area of 20,300 ft2.
The second model recorded a surface area of 33,660 ft2 for an increase of 66%. The surface area
creep grew considerably with each iteration resulting in a large amount of undesirable outlying
surface area. Without a new python function within Metashape, the computing boundary would
have to be manually adjusted with each loop which results in an increase of pilot intervention.
The final test of the iteration loop involved 15 flights around BYU’s Maeser building
with an iterative pattern. The first flight was a reconnaissance flight path which was made at
300-feet AGL with five passes for a total of 50 images taken. The Mesh decimation was high,
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but the faces of the building were clearly contained, and a new flight path with 214 desired
camera positions at 150 feet normal from the area of focus was developed. The first iterative
flights were conducted and resulted in a final flight path at 75 feet normal from the area of focus
collecting 305 images. The final model made from all the collected images clearly defined all the
edges of the building and had a ground resolution of 1.18 cm/pix with a reprojection error of 0.4
pixels.
The total iteration time including the time in the air, processing and Metashape boundary
adjustments was 2-hours and 10-minutes. Unavoidable pilot intervention in the iterative process
included 4-minutes and 40-seconds spent to adjust the Metashape boundary box. An hour and a
half of extra time was spent walking from the site back to the engineering building, exchanging,
and charging batteries, and uploading new flights to the UAV. That extra time is a money or
hardware issue and is not a methodology issue. As such, it is not considered into the pilot
intervention time of 4-minutes and 40-seconds.
To obtain a qualitative validation of the iterative method of collecting images, GCPs, and
measured lengths; it was necessary to do a comparison of a model made from images collected
with traditional flight paths. With an absolute accuracy error of 19.1-feet and a relative accuracy
(RMS error/foot) of 0.237, without RTK, PPK or GCP corrections, the final iterative model
should not be used for survey measurements or computations due to the inaccuracies of the
UAV’s metadata. This was largely due to the 19-feet of altitude error but was impacted by the
horizontal error of 2.1-feet. When compared to a model generated from 930 images collected by
a skilled pilot, the iterative method of collecting images has half the number of images in the
dataset, yet still has a similar resolution and a better standard error, RMS error, standard
deviation, sample variance, kurtosis, skewness, and range. Statistical results conclude that the
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iterative method of collecting images is superior to the traditional methods of collecting images
involving nadir and manual piloted flight paths but is still inaccurate.
Through the construction of accurate photogrammetric 3D models, this research furthers
the objective of making it possible for an unskilled and skilled pilot to obtain high quality images
at key angles which will facilitate in the inspections of dangerous environments effected by
natural disasters. The iterative process and associated algorithms fly environments changed by
natural disasters, construction projects, or just simply fly a site with unknown characteristics and
aerial hazards. FireFly requires additional validation and rigorous testing in other complex
applications will be required. As computing capabilities continue to progress, the iterative flight
approach will also progress, allowing a pilot not only to adequately model a difficult site but also
avoid thin aerial hazards without the use of unreliable obstacle avoidance sensors.
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APPENDIX A.

FLIGHT ELEVATION REDUCTION AND OVERLAP
REQUIREMENTS MODEL REPORTS

This section contains completed Agisoft Metashape reports generated for each model
generated in the flight elevation reduction and overlap requirement tests. Close up 2D
representation of the 3D models are also included after each Metashape report.
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Figure A-1: Test 1 – 25 AGL Dense Cloud

Figure A-2: Test 1 – 25 AGL Mesh
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Test 1 – 50 AGL
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Figure A-3: Test 1 – 50 AGL Dense Cloud

Figure A-4: Test 1 – 50 AGL Mesh
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Test 1 – 75 AGL
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Figure A-5: Test 1 – 75 AGL Dense Cloud

Figure A-6: Test 1 – 75 AGL Mesh
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115

116

117

118

119

120

Figure A-7: Test 1 – 100 AGL Dense Cloud

Figure A-8: Test 1 – 100 AGL Mesh
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Figure A-9: Test 1 – 125 AGL Dense Cloud

Figure A-10: Test 1 – 125 AGL Mesh
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129

130

131

132

133

134

Figure A-11: Test 1 – 150 AGL Dense Cloud

Figure A-12: Test 1 – 150 AGL Mesh
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Test 1 – 175 AGL
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Figure A-13: Test 1 – 175 AGL Dense Cloud

Figure A-14: Test 1 – 175 AGL Mesh
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Figure A-15: Test 1 – 200 AGL Dense Cloud
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Figure A-17: Test 1 – Obliques Dense Cloud

Figure A-18: Test 1 – Obliques Mesh
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Figure A-19: Test 1 – Full Dense Cloud

Figure A-20: Test 1 – Full Mesh
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Figure A-21: Test 2 – 25 AGL (80x60 Overlap) Dense Cloud

Figure A-22: Test 2 – 25 AGL (80x60 Overlap) Mesh
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Test 2 – 25 AGL (80x70)
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Figure A-23: Test 2 – 25 AGL (80x70 Overlap) Dense Cloud

Figure A-24: Test 2 – 25 AGL (80x70 Overlap) Mesh
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Figure A-25: Test 2 – 25 AGL (80x80 Overlap) Dense Cloud

Figure A-26: Test 2 – 25 AGL (80x80 Overlap) Mesh
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Figure A-27: Test 2 – 25 AGL (85x85 Overlap) Dense Cloud

Figure A-28: Test 2 – 25 AGL (85x85 Overlap) Mesh
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Figure A-29: Test 2 – Full Dense Cloud

Figure A-30: Test 2 – Full Mesh
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APPENDIX B.

ITERATIVE LOOP MODEL REPORTS

This section contains screen captures of the Agisoft Metashape reports generated for each
model generated in the two iterative loop tests.
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Iteration Test 1 – Reconnaissance Flight at 50 feet
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Iteration Test 1 – Iterative Flight at 25 feet
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Final Iteration Test – Reconnaissance Flight at 300 feet
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Final Iteration Test – Iterative Flight at 150 feet
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(B - v)

Final Iteration Test – Iterative Flight at 75 feet in addition to 150 and 300-feet
images
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APPENDIX C.

NADIR GRID AND MANUAL FLIGHT MODEL REPORT

This section contains the reports generated for the model constructed from the 930
images collected by a skilled pilot flying manually in addition to a nadir grid flight path.
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APPENDIX D.

RECORDED TABLES FOR THE FINAL ITERATIVE TEST

AND NADIR/MANUAL FLIGHT MODEL COMPARISON

This section contains the recorded measurements for the GCPs and the measured lengths
errors for the final iterative test and nadir and manual flight model comparison. Each
measurement and calculation were recorded and calculated with the use of Microsoft Excel.
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(D - i)

Maeser Model Constructed From the 300-Feet Nadir Grid Flight Path

Table D-1: Measured GCPs Error of the Maeser Building 300-Feet Nadir Grid Flight Path
Model
Maeser Model 300 Ft Grid
East err (ft) North err (ft)
East Maeser north corner
East Maeser south corner
Maeser NE sidewalk
Maeser east north stair
Maeser east south stair
Maeser south east corner
Maeser statue north
Maeser statue south
Maeser west sidewalk

-5.273
-5.271
-5.631
-5.486
-5.201
-4.845
-6.150
-4.666
-3.937

1.965
1.997
0.978
1.910
2.091
2.744
-3.863
8.125
1.545

Alt. err (ft)

Error (ft)

47.127
46.967
47.317
47.156
47.137
47.182
46.822
47.105
48.115

47.462
47.304
47.661
47.513
47.469
47.510
47.382
48.027
48.301

Table D-2: Statistical Analysis of the Measured GCPs Error of the Maeser Building 300-Feet
Nadir Grid Flight Path Model
Statistics
Mean
Standard Error
Root Mean Square
Median
Standard Deviation
Sample Variance
Kurtosis
Skewness
Range
Minimum
Maximum
Count
Confidence Level (95.0%)

Maeser Model 300 Ft Grid
East err (ft) North err (ft)
-5.162
0.210
5.196
-5.271
0.630
0.397
1.100
0.572
2.212
-6.150
-3.937
9
0.484

1.943
1.012
3.459
1.965
3.035
9.210
3.632
0.230
11.988
-3.863
8.125
9
2.333
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Alt. err (ft)

Error (ft)

47.214
0.122
47.216
47.137
0.365
0.133
5.764
2.158
1.293
46.822
48.115
9
0.281

47.625
0.109
47.626
47.510
0.328
0.107
1.242
1.436
0.997
47.304
48.301
9
0.252

(D - ii)

Maeser Model Constructed from the 150-Feet Optimized Flight Path

Table D-3: Measured GCPs Error of the Maeser Building 150-Feet Optimized Flight Path
Model
Maeser Model 150 Ft Optimized
East err (ft) North err (ft) Alt. err (ft)
East Maeser north corner
East Maeser south corner
Maeser NE sidewalk
Maeser east north stair
Maeser east south stair
Maeser south east corner
Maeser statue north
Maeser statue south
Maeser west sidewalk

-0.297
-0.222
-0.453
-0.255
-0.067
-0.094
-0.184
-0.117
-0.100

3.036
3.049
3.070
3.263
3.068
3.088
3.174
3.095
2.952

42.265
42.178
42.477
42.407
42.320
41.442
42.621
42.483
40.240

Error (ft)
42.375
42.288
42.590
42.533
42.431
41.557
42.739
42.596
40.348

Table D-4: Statistical Analysis of the Measured GCPs Error of the Maeser Building 150-Feet
Optimized Flight Path Model
Statistics
Mean
Standard Error
Root Mean Square
Median
Standard Deviation
Sample Variance
Kurtosis
Skewness
Range
Minimum
Maximum
Count
Confidence Level (95.0%)

Maeser Model 150 Ft Optimized
East err (ft) North err (ft) Alt. err (ft)
-0.199
0.041
0.231
-0.184
0.124
0.015
0.906
-1.063
0.386
-0.453
-0.067
9
0.095

3.088
0.029
3.089
3.070
0.088
0.008
1.524
0.772
0.311
2.952
3.263
9
0.067
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42.048
0.253
42.054
42.320
0.759
0.575
4.342
-2.100
2.381
40.240
42.621
9
0.583

Error (ft)
42.162
0.254
42.168
42.431
0.761
0.579
4.347
-2.098
2.391
40.348
42.739
9
0.585

(D - iii)

Final Maeser Model Constructed from the 75-Feet Optimized Flight Path and
All Previous Images Captured in the Iterative Process

Table D-5: Measured GCPs Error of the Maeser Building Final Iterative Model
Final Maeser Iterative Model - Control Point Errors
East err (ft) North err (ft) Alt. err (ft)
East Maeser north corner
East Maeser south corner
Maeser NE sidewalk
Maeser east north stair
Maeser east south stair
Maeser south east corner
Maeser statue north
Maeser statue south
Maeser west sidewalk

-0.987
-1.056
-0.734
-1.007
-1.069
-1.152
-1.169
-1.146
-0.159

1.660
1.850
1.157
1.725
1.894
2.413
1.759
1.864
2.172

19.114
18.950
19.678
19.212
19.000
18.388
19.220
18.910
18.573

Error (ft)
19.211
19.069
19.726
19.316
19.124
18.581
19.336
19.036
18.700

Table D-6: Statistical Analysis of the Measured GCPs Error of the Maeser Building Final
Iterative Model
Final Maeser Iterative Model - Control Point Errors
Statistics
East err (ft) North err (ft) Alt. err (ft)
Mean
Standard Error
Root Mean Square
Median
Standard Deviation
Sample Variance
Kurtosis
Skewness
Range
Minimum
Maximum
Count
Confidence Level (95.0%)

-0.942
0.107
0.990
-1.056
0.322
0.104
5.031
2.198
1.011
-1.169
-0.159
9
0.248

1.833
0.115
1.862
1.850
0.346
0.120
1.679
-0.310
1.256
1.157
2.413
9
0.266
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19.005
0.126
19.008
19.000
0.377
0.142
0.622
0.026
1.291
18.388
19.678
9
0.289

Error (ft)
19.122
0.114
19.125
19.124
0.342
0.117
0.389
0.015
1.145
18.581
19.726
9
0.263

Table D-7: Thirty Measured Length Errors of the Maeser Building Final Iterative Model
Measured Controls

Real (in.)

Final
Iterative
Model
(Inches)

Statue Marble Base (East to West)
East North Concrete Wall by Stairs (Short)
East North Concrete Wall by Stairs (Long)
East South Concrete Wall by Stairs (Short)
East South Concrete Wall by Stairs (Long)
East Side Walk (Two Squares)
Outside of Two Central Pillars - East Stairs
South East Corner Retaining Wall by GCP
South Stair Retaining Wall (East Side)
South Stair Retaining wall (West Side)
Middle Level South East Window
Middle Level South West Window
South Sidewalk by the Stairs (East to West)
South Doorstep Width
West South Corner Retaining Wall
West South Concrete Wall by Stairs (Short)
West South Concrete Wall by Stairs (Long)
West North Concrete Wall by Stairs (Short)
West North Concrete Wall by Stairs (Long)
West Sidewalk Two Squares by GCP
Outside of Two Central Pillars (West)
West Stairs Entire Width
West North Corner Retaining Wall
North West Retaining Wall by Stairs
North East Retaining Wall by Stairs
Middle Level North West Window
Middle Level North East Window
North Sidewalk by Stairs (East to West)
North Doorstep Width
East North Corner Retaining Wall

45.813
47.938
182.750
47.875
183.000
116.250
156.375
18.000
17.250
17.250
78.500
78.500
72.625
69.500
18.188
87.750
147.250
87.875
148.000
189.000
156.000
513.250
18.000
17.000
16.750
78.500
78.500
72.000
69.750
18.000

45.600
46.800
177.600
47.880
177.600
113.520
153.600
18.000
17.040
17.040
76.800
77.880
71.040
69.120
18.000
86.280
144.000
87.600
145.200
183.600
154.800
499.200
18.000
17.040
16.680
75.600
75.600
70.800
67.200
18.000
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Error
(Inches)

Error/ft

-0.213
-1.138
-5.150
0.005
-5.400
-2.730
-2.775
0.000
-0.210
-0.210
-1.700
-0.620
-1.585
-0.380
-0.188
-1.470
-3.250
-0.275
-2.800
-5.400
-1.200
-14.050
0.000
0.040
-0.070
-2.900
-2.900
-1.200
-2.550
0.000

-0.056
-0.285
-0.338
0.001
-0.354
-0.282
-0.213
0.000
-0.146
-0.146
-0.260
-0.095
-0.262
-0.066
-0.124
-0.201
-0.265
-0.038
-0.227
-0.343
-0.092
-0.328
0.000
0.028
-0.050
-0.443
-0.443
-0.200
-0.439
0.000

(D - iv)

Maeser Model Constructed from the 130 Images Collected with Nadir Grid and
Manual Flight Paths.

Table D-8: Measured GCPs Error of the Maeser Model Constructed from the 130 Images
Collected with Nadir Grid and Manual Flight Paths.
Manual Flight - 930 Cameras
East err (ft) North err (ft) Alt. err (ft)
East Maeser north corner
East Maeser south corner
Maeser NE sidewalk
Maeser east north stair
Maeser east south stair
Maeser south east corner
Maeser statue north
Maeser statue south
Maeser west sidewalk

-0.826
-0.944
-0.487
-0.853
-0.959
-1.188
-0.949
-0.948
-0.344

-1.262
-1.145
-1.625
-1.257
-1.165
-0.807
-1.310
-1.314
-0.689

-70.896
-70.814
-71.111
-70.944
-70.726
-70.595
-70.793
-70.813
-70.684

Error (ft)
70.912
70.829
71.131
70.960
70.742
70.610
70.811
70.832
70.688

Table D-9: Statistical Analysis of the Measured GCPs Error of the Maeser Model
Constructed from the 130 Images Collected with Nadir Grid and Manual Flight Paths.
Statistics
Mean
Standard Error
Root Mean Square
Median
Standard Deviation
Sample Variance
Kurtosis
Skewness
Range
Minimum
Maximum
Count
Confidence Level (95.0%)

Manual Flight - 930 Cameras
East err (ft) North err (ft) Alt. err (ft)
-0.833
0.087
0.869
-0.944
0.260
0.067
0.609
0.981
0.844
-1.188
-0.344
9
0.200

-1.175
0.093
1.204
-1.257
0.280
0.078
0.480
0.491
0.935
-1.625
-0.689
9
0.215
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-70.820
0.051
70.820
-70.813
0.152
0.023
0.684
-0.572
0.516
-71.111
-70.595
9
0.117

Error (ft)
70.835
0.051
70.835
70.829
0.154
0.024
0.645
0.564
0.522
70.610
71.131
9
0.119

Table D-10: Measurement validation controls.
Measured Controls

Real (in.)

Standard
Nadir and
Manual
Model

Statue Marble Base (East to West)
East North Concrete Wall by Stairs (Short)
East North Concrete Wall by Stairs (Long)
East South Concrete Wall by Stairs (Short)
East South Concrete Wall by Stairs (Long)
East Side Walk (Two Squares)
Outside of Two Central Pillars - East Stairs
South East Corner Retaining Wall by GCP
South Stair Retaining Wall (East Side)
South Stair Retaining wall (West Side)
Middle Level South East Window
Middle Level South West Window
South Sidewalk by the Stairs (East to West)
South Doorstep Width
West South Corner Retaining Wall
West South Concrete Wall by Stairs (Short)
West South Concrete Wall by Stairs (Long)
West North Concrete Wall by Stairs (Short)
West North Concrete Wall by Stairs (Long)
West Sidewalk Two Squares by GCP
Outside of Two Central Pillars (West)
West Stairs Entire Width
West North Corner Retaining Wall
North West Retaining Wall by Stairs
North East Retaining Wall by Stairs
Middle Level North West Window
Middle Level North East Window
North Sidewalk by Stairs (East to West)
North Doorstep Width
East North Corner Retaining Wall

45.813
47.938
182.750
47.875
183.000
116.250
156.375
18.000
17.250
17.250
78.500
78.500
72.625
69.500
18.188
87.750
147.250
87.875
148.000
189.000
156.000
513.250
18.000
17.000
16.750
78.500
78.500
72.000
69.750
18.000

45
48.48
178.8
47.4
178.8
113.52
153.6
17.4
17.64
18.6
76.8
76.92
72.12
67.56
17.64
85.44
144
87.12
145.2
183.6
151.2
502.8
17.52
17.4
16.8
75.72
74.52
68.4
70.8
17.4

263

Error
(Inches)

Error/ft

-0.8125
0.5425
-3.95
-0.475
-4.2
-2.73
-2.775
-0.6
0.39
1.35
-1.7
-1.58
-0.505
-1.94
-0.5475
-2.31
-3.25
-0.755
-2.8
-5.4
-4.8
-10.45
-0.48
0.4
0.05
-2.78
-3.98
-3.6
1.05
-0.6

-0.213
0.136
-0.259
-0.119
-0.275
-0.282
-0.213
-0.400
0.271
0.939
-0.260
-0.242
-0.083
-0.335
-0.361
-0.316
-0.265
-0.103
-0.227
-0.343
-0.369
-0.244
-0.320
0.282
0.036
-0.425
-0.608
-0.600
0.181
-0.400

