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Abstract
We cannot use directly the results of zero-temperature at finite temper-
ature, for at finite temperature the average is to be carried over all highly
degenerate excited states unlike zero-temperature average is only on unique
ground state. One of the formal way to take into account the finite temper-
ature into quantum field theory is due to Matsubara, to replace temporal
component of eigenvalues k4 by ωn =
2pin
β
(
2pi(n+ 1
2
)
β
)
with summation over all
integer values of n. The summation is done with the infinite series expansion
of coth(piy). With the chemical potential µ, ωn will be replaced by ωn − µ
in the eigenvalues and the summation over n cannot be done easily. Various
methods exist to evaluate it. We use the infinite series expansion of coth(piy)
to work operationally for such Matsubara frequency sums.
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Euclidean field theory at zero-temperature is extended to the finite tem-
perature with Matsubara’s imaginary time formalism [1]. At zero-temperature,
it is convenient to have analytical continuation from real time to imaginary
time : t → iτ or x0 → ix4 to make Minkowski space-time, Euclidean. Eu-
clidean partition function Z in the path integral formalism
Z =
∫
[dA]e
∫
d4xL (1)
is performed to get effective action. Effective action of the form Tr log det(operator)
under Gaussian approximation [2]. Under the spell of Matsubara formalism
the k4 is replaced by
2pin
β
for bosons and by
2pi(n+ 1
2
)
β
for fermions and the
integration over k4 is replaced by the sum over all integer values of n. We
consider bosons and introduce ωn = ω0n, where ω0 =
2pi
β
. Savvidy vacuum
of QCD at finite temperature has been studied by several authors [2-9] with
Matsubara frequency sums. To evaluate typical Matsubara frequency sums
[10]
S =
∞∑
n=−∞
ln(ω2n + ω
2) (2)
we use the trick
dS
dω
=
∞∑
n=−∞
2ω
(ω2n + ω
2)
=
∞∑
n=−∞
(
1
ω0
) 2 ( ω
ω0
)
(n2 + ( ω
ω0
)2)
. (3)
We use the infinite series expansion of coth(piy) [14-18]
∞∑
n=−∞
y
(n2 + y2)
= pi coth(piy) (4)
With the equation (4), S,
S = 2
∫
d
(
pi ω
ω0
)
coth(pi ω
ω0
)
= 2
∫ d
(
e
(pi ωω0 )−e−(pi
ω
ω0
)
)
e
(pi ωω0 )−e−(pi
ω
ω0 )
= 2 ln
(
e
(
pi ω
ω0
)
− e
−
(
pi ω
ω0
))
.


(5)
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Inclusion of chemical potential µ, ωn will be replaced by ωn−µ in the eigen-
values [2-9], equation (3)
dS
dω
=
∞∑
n=−∞
2ω
((ωn − µ)2 + ω2)
. (6)
We cannot use equation (4) directly to evaluate the summation in equation
(6). This summation are evaluated in [12] using contour integration and in
[11, 13] using some particular trick. We use the infinite series expansion of
coth(piy) to evaluate this summation with modification and it works opera-
tionally for any complex chemical potential. We consider equation (6) with
the complex chemical potential z0 = µR + iµI
dS
dω
=
∞∑
n=−∞
2ω
((ωn − z0)2 + ω2)
. (7)
We can always factorise the equation (7) to have the power of n in the
denominator 1,
∞∑
n=−∞
2ω
(ωn − z0)2 + ω2
=
∞∑
n=−∞
1
ω + iωn − iz0
+
∞∑
n=−∞
1
ω − iωn + iz0
. (8)
We rewrite the equation (8)
∞∑
n=−∞
2ω
(ωn − z0)2 + ω2
=
1
ω0

 ∞∑
n=−∞
1(
ω
ω0
)
− i
(
z0
ω0
)
+ in
+
∞∑
n=−∞
1(
ω
ω0
)
+ i
(
z0
ω0
)
− in

 .
(9)
We rewrite the expansion coth(piy) in equation (4) to have the power of n in
the denominator 1,
∞∑
n=−∞
1
y + in
+
∞∑
n=−∞
1
y − in
= 2pi coth(piy);
∞∑
n=−∞
1
y + in
=
∞∑
n=−∞
1
y − in
= pi coth(piy).


(10)
With equation (9) and equation (10), the equation (7) reads
dS
d
(
pi ω
ω0
) = [coth pi (( ω
ω0
)
− i
(
z0
ω0
))
+ coth pi
((
ω
ω0
)
+ i
(
z0
ω0
))]
(11)
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The solution of equation (11) is similar to equation (5)
S =
[
ln
(
e
pi
((
ω
ω0
)
−i
(
z0
ω0
))
− e
−pi
((
ω
ω0
)
−i
(
z0
ω0
)))
+ ln
(
e
pi
((
ω
ω0
)
+i
(
z0
ω0
))
− e
−pi
((
ω
ω0
)
+i
(
z0
ω0
)))]
=
[
2pi
(
ω
ω0
)
+ ln
(
1− e
−2pi
((
ω
ω0
)
−i
(
z0
ω0
)))
+ ln
(
1− e
−2pi
((
ω
ω0
)
+i
(
z0
ω0
)))]
.
(12)
As a special case, we take z0 = iµ, and for ω0 =
2pi
β
, S in equation (12)
S = ωβ + ln
(
1− eβ(ω−µ)
)
+ ln
(
1− eβ(ω+µ)
)
. (13)
The expression for S in equation (13) matches with the expression for Ω in
equation (3.63) of reference [12].
To summarise, we factorise the summation to be performed and coth(piy)
expansion so that the power of n in the denominator is one and by doing
this chemical potential separate out as constant term from n. This method
works operationally for the range of summation n = −∞ to n =∞ or for the
range of summation can be made n = −∞ to n = ∞. In the Appendix we
give more identities closely related to coth(piy) with the hope this method
can extended to other kinds of Matsubara sums with only care about the
convergence of the series. It is shown to be true for one known example.
For more mathematical details regarding Matsubara frequency sums one can
refer to [19].
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Appendix
The infinite series expansion of coth(piy) is a special case
∞∑
n=−∞
a2l−1
n2l + a2l
=
pi
2l
l−1∑
k=−l
e(
(2k+1)
2l )pii cot
(
piae(
(2k+1)
2l )pii
)
(14)
where a is real and positive and l is a positive integer [15]. For l = 1
∞∑
n=−∞
y
(n2 + y2)
= pi coth(piy). (15)
The following identities follow from equation (10)
∞∑
n=−∞
n
(n2 + y2)
= 0
∞∑
n=−∞
1
(x− in)(y − in)
= pi(coth(piy)−coth(pix))
x−y
∞∑
n=−∞
1
(x+ in)(y − in)
= pi(coth(piy)+coth(pix))
x+y


(16)
We differentiate both sides of equation (10) to get
∞∑
n=−∞
1
(y + in)2
=
pi2
sinh2(piy)
∞∑
n=−∞
1
(y − in)2
=
pi2
sinh2(piy)
.


(17)
With the equation (17) we can manipulate the following identities with the
help of logarithmic function [14-18]
∞∑
n=−∞
(−1)n
(y2 + n2)
=
pi
y sinh(piy)
(18)
y
∞∏
n=1
(
1 +
y2
n2pi2
)
= sinh(piy) (19)
∞∏
n=−∞

1 +
(
x
2pin+ y
)2 = cosh(pix)− cos(y)
1− cos(y)
(20)
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