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Abstract
In 1978 Kostant suggested the Whittaker model of the center of
the universal enveloping algebra U(g) of a complex simple Lie algebra
g. The main result is that the center of U(g) is isomorphic to a com-
mutative subalgebra in U(b+), where b+ is a Borel subalgebra in g.
This observation is used in the theory of principal series representa-
tions of the corresponding Lie group G and in the proof of complete
integrability of the quantum Toda lattice. In this paper we generalize
the Kostant’s construction to quantum groups. In our construction we
use quantum analogues of regular nilpotent elements defined in [13].
Using the Whittaker model of the center of 5the algebra Uh(g) we de-
fine quantum deformations of Whittaker modules. The newWhittaker
model is also applied to the deformed quantum Toda lattice recently
studied by Etingof in [6]. We give new proofs of his results which
resemble the original Kostant’s proofs for the quantum Toda lattice.
Introduction
In 1978 Kostant suggested the Whittaker model of the center of the universal
enveloping algebra U(g) of a complex simple Lie algebra g. An essential role
in this construction is played by a non–singular character χ of the maximal
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nilpotent subalgebra n+ ⊂ g. The main result is that the center of U(g)
is isomorphic to a commutative subalgebra in U(b−), where b− ⊂ g is the
opposite Borel subalgebra. This observation is used in the theory of principal
series representations of the corresponding Lie group G and in the proof of
complete integrability of the quantum Toda lattice.
The goal of this paper is to generalize the Kostant’s construction to quan-
tum groups. An obvious obstruction is the fact that the subalgebra in Uh(g)
generated by positive root generators (subject to the quantum Serre rela-
tions) does not have non-singular characters. In order to overcome this dif-
ficulty we use a family of new realizations of quantum groups introduced in
[13]. The modified quantum Serre relations allow for non–singular characters,
and we are able to construct the Whittaker model of the center of Uh(g).
Using the Whittaker model of the center of Uh(g) we introduce quantum
deformations of Whittaker modules.
The new Whittaker model is also applied to the deformed quantum Toda
lattice recently studied by Etingof (see [6]). We give new proofs of his results
which resemble the original Kostant’s proofs for the quantum Toda lattice.
The paper is organized as follows. Section 1 contains a review of Kostant’s
results on the Whittaker model and Whittaker modules [10], [11]. In order
to create a pattern for proofs in the quantum group case we recall most of
the Kostant’s proofs. The central part of the paper is Section 2. There we
discuss properties of new realizations of finite-dimensional quantum groups
and present the Whittaker model of the center of Uh(g). In Section 2.4
we introduce quantum deformed Whittaker modules. Section 2.6 contains a
discussion of the deformed quantum Toda lattice.
1 Whittaker model
In this section we recall the Whittaker model of the center of the universal
enveloping algebra U(g), where g is a complex simple Lie algebra.
1.1 Notation
Fix the notation used throughout of the text. Let G be a connected simply
connected finite–dimensional complex simple Lie group, g its Lie algebra.
Fix a Cartan subalgebra h ⊂ g and let ∆ be the set of roots of (g, h) . Choose
2
an ordering in the root system. Let αi, i = 1, . . . l, l = rank(g) be the
simple roots, ∆+ = {β1, . . . , βN} the set of positive roots. Denote by ρ a
half of the sum of positive roots, ρ = 1
2
∑N
i=1 βi. Let H1, . . . , Hl be the set of
simple root generators of h.
Let aij be the corresponding Cartan matrix. Let d1, . . . , dl be coprime
positive integers such that the matrix bij = diaij is symmetric. There exists
a unique non–degenerate invariant symmetric bilinear form (, ) on g such that
(Hi, Hj) = d
−1
j aij . It induces an isomorphism of vector spaces h ≃ h
∗ under
which αi ∈ h
∗ corresponds to diHi ∈ h. We denote by α
∨ the element of h
that corresponds to α ∈ h∗ under this isomorphism. The induced bilinear
form on h∗ is given by (αi, αj) = bij .
Let W be the Weyl group of the root system ∆. W is the subgroup of
GL(h) generated by the fundamental reflections s1, . . . , sl,
si(h) = h− αi(h)Hi, h ∈ h.
The action of W preserves the bilinear form (, ) on h. We denote a repre-
sentative of w ∈ W in G by the same letter. For w ∈ W, g ∈ G we write
w(g) = wgw−1.
Let b+ be the positive Borel subalgebra and b− the opposite Borel sub-
algebra; let n+ = [b+, b+] and n− = [b−, b−] be their nil-radicals. Let
H = exp h, N+ = exp n+, N− = exp n−, B+ = HN+, B− = HN− be the Car-
tan subgroup, the maximal unipotent subgroups and the Borel subgroups of
G which correspond to the Lie subalgebras h, n+, n−, b+ and b−, respectively.
We identify g and its dual by means of the canonical invariant bilinear
form. Then the coadjoint action of G on g∗ is naturally identified with the
adjoint one. We also identify n+
∗ ∼= n−, b+
∗ ∼= b−.
Let gβ be the root subspace corresponding to a root β ∈ ∆, gβ = {x ∈
g|[h, x] = β(h)x for every h ∈ h}. gβ ⊂ g is a one–dimensional subspace. It
is well–known that for α 6= −β the root subspaces gα and gβ are orthogonal
with respect to the canonical invariant bilinear form. Moreover gα and g−α
are non–degenerately paired by this form.
Root vectors Xα ∈ gα satisfy the following relations:
[Xα, X−α] = (Xα, X−α)α
∨.
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1.2 The Whittaker model
In this section we introduce the Whittaker model of the center of the uni-
versal enveloping algebra U(g). We start by recalling the classical result of
Chevalley which describes the structure of the center.
Let Z(g) be the center of U(g). The standard filtration Uk(g) in U(g)
induces a filtration Zk(g) in Z(g). The following important theorem may be
found for instance in [1], Ch.8, §8, no. 3, Corollary 1 and no.5, Theorem 2.
Theorem (Chevalley) One can choose elements Ik ∈ Zmk+1(g), k =
1, . . . l, where mk are called the exponents of g, such that Z(g) = C[I1, . . . , Il]
is a polynomial algebra in l generators.
The adjoint action of G on g naturally extends to S(g). Let S(g)G be
the algebra of G–invariants in S(g). Clearly, GrZ(g) ∼= S(g)G. In particular
S(g)G ∼= C[Î1, . . . , Îl], where Îi = GrIi, i = 1, . . . , l. The elements Îi, i =
1, . . . , l are called fundamental invariants.
Following Kostant we shall realize the center Z(g) of the universal en-
veloping algebra U(g) as a subalgebra in U(b−). Let
χ : n+ → C
be a character of n+. Since n+ =
∑l
i=1CXαi ⊕ [n+, n+] it is clear that χ is
completely determined by the constants ci = χ(Xαi), i = 1, . . . , l and ci are
arbitrary. In [10] χ is called non–singular if ci 6= 0 for all i.
Let f =
∑l
i=1X−αi ∈ n− be a regular nilpotent element. From the
properties of the invariant bilinear form (see Section 1.1) it follows that
(f, [n+, n+]) = 0, (f,Xαi) = (X−αi, Xαi), and hence the map x 7→ (f, x), x ∈
n+ is a non–singular character of n+.
Recall that in our choice of root vectors no normalization was made.
But now given a non–singular character χ : n+ → C we will say that f
corresponds to χ in case
χ(Xαi) = (X−αi, Xαi).
Conversely if χ is non–singular there is a unique choice of f so that f corre-
sponds to χ. In this case χ(x) = (f, x) for every x ∈ n+.
Naturally, the character χ extends to a character of the universal envelop-
ing algebra U(n+). Let Uχ(n+) be the kernel of this extension so that one
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has a direct sum
U(n+) = C⊕ Uχ(n+).
Since g = b− ⊕ n+ we have a linear isomorphism U(g) = U(b−)⊗ U(n+)
and hence the direct sum
U(g) = U(b−)⊕ Iχ, (1.1)
where Iχ = U(g)Uχ(n+) is the left–sided ideal generated by Uχ(n+).
For any u ∈ U(g) let uχ ∈ U(b−) be its component in U(b−) relative to
the decomposition (1.1). Denote by ρχ the linear map
ρχ : U(g)→ U(b−)
given by ρχ(u) = u
χ. Let W (b−) = ρχ(Z(g)).
Theorem A ([10], Theorem 2.4.2) The map
ρχ : Z(g)→W (b−) (1.2)
is an isomorphism of algebras. In particular
W (b−) = C[I
χ
1 , . . . , I
χ
l ], I
χ
i = ρχ(Ii), i = 1, . . . , l
is a polynomial algebra in l generators.
Proof. First, we show that the map (1.2) is an algebra homomorphism. If
u, v ∈ Z(g) then uχvχ ∈ U(b−) and
uv − uχvχ = (u− uχ)v + uχ(v − vχ).
Since (u − uχ)v = v(u − uχ) the r.h.s. of the last equality is an element of
Iχ. This proves u
χvχ = (uv)χ.
By definition the map (1.2) is surjective. We have to prove that it is
injective. Let U(g)h be the centralizer of h in U(g). Clearly Z(g) ⊆ U(g)h.
From the Poincare´–Birkhoff–Witt theorem it follows that every element z ∈
U(g)h may be uniquely written as
z =
∑
p,q∈NN ,<p>=<q>
Xp1−β1 . . .X
pN
−βN
ϕp,qX
q1
β1
. . .XqNβN ,
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where < p >=
∑r
i=1 piβi ∈ h
∗ and ϕp,q ∈ U(h).
Now recall that χ(Xβi) = 0 if βi is not a simple root, and we easily obtain
ρχ(z) =
∑
p,q∈Nl,<p>=<q> 6=0
X
pj1
−αk1
. . .X
pjl
−αkl
ϕp,q
l∏
i=1
c
qji
ki
+ ϕ0,0.
Let z ∈ Z(g). One knows that the map
Z(g)→ U(h), z 7→ ϕ0,0,
called the Harich-Chandra homomorphism, is injective (see (c), p. 232 in
[3]). It follows that the map (1.2) is also injective.
Remark 1.1 The first part of the proof of Theorem A only used the fact that
v ∈ Z(g). Therefore
ρχ(uv) = ρχ(u)ρχ(v)
for any u ∈ U(g), v ∈ Z(g).
Definition A The algebra W (b−) is called the Whittaker model of Z(g).
Next we equip U(b−) with a structure of a left U(n+) module in such a
way that W (b−) is realized as the space of invariants with respect to this
action.
Let Yχ be the left U(g) module defined by
Yχ = U(g)⊗U(n+) Cχ,
where Cχ denotes the 1–dimensional U(n+)–module defined by χ. Obviously
Yχ is just the quotient module U(g)/Iχ. From (1.1) it follows that the map
U(b−)→ Yχ; v 7→ v ⊗ 1 (1.3)
is a linear isomorphism.
It is convenient to carry the module structure of Yχ to U(b−). For u ∈
U(g), v ∈ U(b−) the induced action u ◦ v has the form
u ◦ v = (uv)χ. (1.4)
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The restriction of this action to U(n+) may be changed by tensoring with
1–dimensional U(n+)–module defined by −χ. That is U(b−) becomes an
U(n+) module where if x ∈ U(n+), v ∈ U(b−) one puts
x · v = x ◦ v − χ(x)v. (1.5)
Lemma A ([10], Lemma 2.6.1.) Let v ∈ U(b−) and x ∈ U(n+). Then
x · v = [x, v]χ.
Proof. By definition x · v = (xv)χ − χ(x)v. Then we have xv = [x, v] + vx
and hence x · v = ([x, v])χ+ (vx)χ−χ(x)v. But clearly (vx)χ = vχ(x). Thus
x · v = ([x, v])χ.
The action (1.5) may be lifted to an action of the unipotent group N+.
Consider the space U(b−)
N+ of N+ invariants in U(b−) with respect to this
action. Clearly, W (b−) ⊆ U(b−)
N+ .
Theorem B ([10], Theorems 2.4.1, 2.6) Suppose that the character χ is
non–singular. Then the space of N+ invariants in U(b−) with respect to the
action (1.5) is isomorphic to W (b−), i.e.
U(b−)
N+ ∼= W (b−). (1.6)
1.3 Whittaker modules
In this section we recall basic facts on Whittaker modules (see [10]).
Let V be a U(g) module. The action is denoted by uv for u ∈ U(g), v ∈
V . Let χ : n+ → C be a non–singular character of n+ (see Section 1.2). A
vector w ∈ V is called a Whittaker vector (with respect to χ) if
xw = χ(x)w
for all x ∈ U(n+). A Whittaker vector w is called a cyclic Whittaker vector
(for V ) if U(g)w = V . A U(g) module V is called a Whittaker module if it
contains a cyclic Whittaker vector.
If V is any U(g) module we let UV (g) be the annihilator of V . Then
UV (g) defines a central ideal ZV (g) by putting
ZV (g) = Z(g) ∩ UV (g). (1.1)
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Now assume that V is a Whittaker module for U(g) and w ∈ V is a cyclic
Whittaker vector. Let Uw(g) ⊆ U(g) be the annihilator of w. Thus UV (g) ⊆
Uw(g), where Uw(g) is a left ideal and UV (g) is a two–sided ideal in U(g).
One has V = U(g)/Uw(g) as U(g) modules so that V is determined up to
equivalence by Uw(g). Clearly Iχ = U(g)Uχ(n+) ⊆ Uw(g) and U(g)ZV (g) ⊆
Uw(g).
The following theorem says that up to equivalence V is determined by
the central ideal ZV (g).
Theorem F ([10], Theorem 3.1) Let V be any U(g) module which admits
a cyclic Whittaker vector w and let Uw(g) be the annihilator of w. Then
Uw(g) = U(g)ZV (g) + Iχ. (1.2)
The proof of Theorem F is based on the following lemma. We use the
notation of Section 1.2. If X ⊆ U(g) let Xχ = ρχ(X). Note that Uw(g)
is stable under the map u 7→ ρχ(u). We recall also that by Theorem A ρχ
induces an algebra isomorphism Z(g) → W (b−), where W (b−) = Z(g)
χ.
Thus if Z∗ is any ideal in Z(g) then W∗(b−) = Z
χ
∗ is an isomorphic ideal in
W (b−). But (U(g)Z∗)
χ = U(b−)W∗(b−) by Remark 1.1. Thus by (1.1) one
has the direct sum
U(g)Z∗ + Iχ = U(b−)W∗(b−)⊕ Iχ. (1.3)
Lemma B ([10], Lemma 3.1) Let X = {v ∈ U(b−)|(x ·v)w = 0 for all x ∈
n+}, where x · v is given by (1.5). Then
X = U(b−)WV (b−) +W (b−), (1.4)
where WV (b−) = ZV (g)
χ. Furthermore if we denote Uw(b−) = Uw(g)∩U(b−)
then
Uw(b−) = U(b−)WV (b−). (1.5)
Proof of Theorem F. Let u ∈ Uw(g). We wish to show that u ∈ U(g)ZV (g)+
Iχ. But by (1.3) it suffices to show that u
χ ∈ U(b−)WV (b−). Since u
χ ∈
Uw(b−) the result follows from (1.5).
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Now one can determine, up to equivalence, the set of all Whittaker mod-
ules. They are naturally parametrized by the set of all ideals in the center
Z(g).
Theorem G ([10], Theorem 3.2) Let V be any Whittaker module for U(g),
the universal enveloping algebra of a simple Lie algebra g. Let UV (g) be the
annihilator of V and let Z(g) be the center of U(g). Then the correspondence
V 7→ ZV (g), (1.6)
where ZV (g) = UV (g)∩Z(g), sets up a bijection between the set of all equiv-
alence classes of Whittaker modules and the set of all ideals in Z(g).
Proof. Let Vi, i = 1, 2 be two Whittaker modules. If ZV1(g) = ZV2(g) then
clearly V1 is equivalent to V2 by (1.2). Thus the map (1.6) is injective on
equivalence classes.
Conversely, let Z∗ be any ideal in Z(g) and let L = U(g)Z∗ + Iχ. Then
V = U(g)/L is a Whittaker module, where we can take Uw(g) = L. But
then L = U(g)ZV (g)+ Iχ by Theorem F. By (1.2) this implies ZV (g)
χ = Zχ∗ .
However by Theorem A ρχ is injective on Z(g). Therefore ZV (g) = Z∗.
Hence the map (1.6) is surjective.
Now consider the subalgebra Z(g)U(n+) in U(g). By Theorem 2.1 in [11]
Z(g)U(n+) ∼= Z(g) ⊗ U(n+). Now let Z∗ be any ideal in Z(g) and regard
Z(g)/Z∗ as a Z(g) module. Equip Z(g)/Z∗ with a structure of Z(g)⊗U(n+)
module by u ⊗ vy = χ(v)uy, where u ∈ Z(g), v ∈ U(n+), y ∈ Z(g)/Z∗.
We denote this module by (Z(g)/Z∗)χ
The following result is another way of expressing Theorem G.
Theorem H ([10], Theorem 3.3) Let V be any U(g) module. Then V is
a Whittaker module if and only if one has an isomorphism
V ∼= U(g)⊗Z(g)⊗U(n+) (Z(g)/Z∗)χ (1.7)
of U(g) modules. Furthermore in such a case the ideal Z∗ is unique and is
given by Z∗ = ZV (g), where ZV (g) is defined by (1.1).
Proof.If 1∗ is the image of 1 in Z(g)/Z∗ then the annihilator in Z(g)⊗U(n+)
of 1∗ is U(n+)Z∗+Z(g)Uχ(n+). Thus the annihilator in U(g) of 1⊗1∗ = w in
the right side of (1.7) is U(g)Z∗ + Iχ. The result then follows from Theorem
G since w is clearly a cyclic generator of this module.
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Now one can determine all the Whittaker vectors in a Whittaker module
and duscuss the question of irreducibility for Whittaker modules.
Theorem K ([10], Theorem 3.4) Let V be any U(g) module with a cyclic
Whittaker vector w ∈ V . Then any v ∈ V is a Whittaker vector if and only
if v is of the form v = uw, where u ∈ Z(g). Thus the space of all Whittaker
vectors in V is a cyclic Z(g) module which is isomorphic to Z(g)/ZV (g).
Proof. Obviously if v = uw for u ∈ Z(g) then v is a Whittaker vector.
Conversely let v ∈ V be a Whittaker vector. Write v = uw for u ∈ U(g).
Then clearly v = uχw so that we can assume u ∈ U(b−). But now if x ∈ n+
then xuw = χ(x)uw. But also usw = χ(x)uw. Thus [x, u]w = 0 and hence
[x, u]χw = 0. But x·u = [x, u]χ by Lemma A. Thus in the notation of Lemma
B one has u ∈ X . But then by Lemma B one can write u = u1 + u2, where
u1 ∈ Uw(b−) and u2 ∈ W (b−). But then u1w = 0. Thus v = u2w. But now
u2 = u
χ
3 , where u3 ∈ Z(g) by Theorem A. But then v = u3w which proves
the theorem.
If V is any U(g) module then EndU V denotes the algebra of operators on
V which commute with the action of U(g). If πV : U(g)→ End V is the rep-
resentation defining the U(g) module structure on V then clearly πV (Z(g)) ⊆
EndU V . Furthermore it is also clear that πV (Z(g)) ∼= Z(g)/ZV (g).
Theorem L ([10], Theorem 3.5) Assume that V is a Whittaker module.
Then EndU V = πV (Z(g)). In particular one has an isomorphism
EndU V ∼= Z(g)/ZV (g).
Note that EndU V is commutative.
Proof. Let w ∈ V be a cyclic Whittaker vector. If α ∈ EndU V then αw
is a Whittaker vector. But then by Theorem K there exists u ∈ Z(g) such
that αw = uw. For any v ∈ U(g) one has αvw = vαw = vuw = uvw. Thus
α = πV (u).
Now one can describe all irreducible Whittaker modules. A homomor-
phism
ξ : Z(g)→ C
is called a central character. Given a central character ξ let Zξ(g) = Ker ξ
so that Zξ(g) is a typical central ideal in Z(g).
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If V is any U(g) module one says that V admits an infinitesimal character,
and ξ is its infinitesimal character, if ξ is a central character such that uv =
ξ(u)v for all u ∈ Z(g), v ∈ V . Recall that by Dixmier’s theorem any
irreducible U(g) module admits an infinitesimal character.
Given a central character ξ let Cξ,χ be the 1-dimensional Z(g) ⊗ U(n+)
module defined so that if u ∈ Z(g), v ∈ U(n+), y ∈ Cξ,χ then u ⊗ vy =
ξ(u)χ(v)y. Also let
Yξ,χ = U(g)⊗Z(g)⊗U(n+) Cξ,χ.
It is clear that Yξ,χ admits an infinitesimal character and ξ is that character.
Theorem M ([10], Theorem 3.6.1) Let V be any Whittaker module for
U(g), the universal enveloping of a simple Lie algebra g. Then the following
conditions are equivalent:
(1) V is an irreducible U(g) module.
(2) V admits an infinitesimal character.
(3) The corresponding ideal given by Theorem G is a maximal ideal.
(4) The space of Whittaker vectors in V is 1–dimensional.
(5) All non–zero Whittaker vectors in V are cyclic vectors.
(6) The centralizer EndU V reduces to constants C.
(7) V is isomorphic to Yξ,χ for some central character ξ.
Proof. The equivalence of (2), (3), (4) and (6) follows from Theorems K and
L. This is also equivalent to (5) since (5) implies that Z(g)/ZV (g) is a field
by Theorem K. One gets the equivalence with (7) by Theorem H. It remains
to relate (2)–(7) with (1). But (1) implies (2) by Dixmier’s theorem. The
proof of the equivalence (2)–(7) with (1) may be found in [10].
2 Quantum deformation of theWhittaker model
Let g be a complex simple Lie algebra, Uh(g) the standard quantum group
associated with g. In this section we construct a generalization of the Whit-
taker model W (b−) for Uh(g).
Let Uh(n+) be the subalgebra of Uh(g) corresponding to the nilpotent Lie
subalgebra n+. Uh(n+) is generated by simple positive root generators of
Uh(g) subject to the quantum Serre relations. It is easy to show that Uh(n+)
has no non–singular characters (taking nonvanishing values on all simple
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root generators). Our first main result is a family of new realizations of the
quantum group Uh(g), one for each Coxeter element in the corresponding
Weyl group (see also [13]). The counterparts of U(n+), which naturally arise
in these new realizations of Uh(g), do have non–singular characters.
Using these new realizations we can immediately formulate a quantum
group version of Definition A. We also prove counterparts of Theorems A
and B for Uh(g).
Finally we define quantum group generalizations of the Toda Hamilto-
nians. In the spirit of quantum harmonic analysis these new Hamiltonians
are difference operators. An alternative definition of these Hamiltonians has
been recently given in [6].
2.1 Quantum groups
In this section we recall some basic facts about quantum groups. We follow
the notation of [2].
Let h be an indeterminate, C[[h]] the ring of formal power series in h. We
shall consider C[[h]]–modules equipped with the so–called h–adic topology.
For every such module V this topology is characterized by requiring that
{hnV | n ≥ 0} is a base of the neighbourhoods of 0 in V , and that translations
in V are continuous. It is easy to see that, for modules equipped with this
topology, every C[[h]]–module map is automatically continuous.
A topological Hopf algebra over C[[h]] is a complete C[[h]]–module A
equipped with a structure of C[[h]]–Hopf algebra (see [2], Definition 4.3.1),
the algebraic tensor products entering the axioms of the Hopf algebra are re-
placed by their completions in the h–adic topology. We denote by µ, ı,∆, ε, S
the multiplication, the unit, the comultiplication, the counit and the antipode
of A, respectively.
The standard quantum group Uh(g) associated to a complex finite–dimensional
simple Lie algebra g is the algebra over C[[h]] topologically generated by el-
ements Hi, X
+
i , X
−
i , i = 1, . . . , l, and with the following defining relations:
[Hi, Hj] = 0, [Hi, X
±
j ] = ±aijX
±
j ,
X+i X
−
j −X
−
j X
+
i = δi,j
Ki−K
−1
i
qi−q
−1
i
,
where Ki = e
dihHi, eh = q, qi = q
di = edih,
(2.1)
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and the quantum Serre relations:
∑1−aij
r=0 (−1)
r
[
1− aij
r
]
qi
(X±i )
1−aij−rX±j (X
±
i )
r = 0, i 6= j,
where[
m
n
]
q
= [m]q!
[n]q![n−m]q!
, [n]q! = [n]q . . . [1]q, [n]q =
qn−q−n
q−q−1
.
Uh(g) is a topological Hopf algebra over C[[h]] with comultiplication defined
by
∆h(Hi) = Hi ⊗ 1 + 1⊗Hi,
∆h(X
+
i ) = X
+
i ⊗Ki + 1⊗X
+
i ,
∆h(X
−
i ) = X
−
i ⊗ 1 +K
−1
i ⊗X
−
i ,
antipode defined by
Sh(Hi) = −Hi, Sh(X
+
i ) = −X
+
i K
−1
i , Sh(X
−
i ) = −KiX
−
i ,
and counit defined by
εh(Hi) = εh(X
±
i ) = 0.
We shall also use the weight–type generators defined by
Yi =
l∑
j=1
di(a
−1)ijHj ,
and the elements Li = e
hYi. They commute with the root vectors X±i as
follows:
LiX
±
j L
−1
i = q
±δij
i X
±
j . (2.2)
The Hopf algebra Uh(g) is a quantization of the standard bialgebra struc-
ture on g, i.e. Uh(g)/hUh(g) = U(g), ∆h = ∆ (mod h), where ∆ is the
standard comultiplication on U(g), and
∆h −∆
opp
h
h
(mod h) = δ,
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where δ : g→ g⊗ g is the standard cocycle on g. Recall that
δ(x) = (adx ⊗ 1 + 1⊗ adx)2r+, r+ ∈ g⊗ g,
r+ =
1
2
l∑
i=1
Yi ⊗Xi +
∑
β∈∆+
(Xβ, X−β)
−1Xβ ⊗X−β. (2.3)
Here X±β ∈ g±β are root vectors of g. The element r+ ∈ g ⊗ g is called a
classical r–matrix.
The following proposition describes the algebraic structure of Uh(g).
Proposition 2.1 ([2], Proposition 6.5.5) Let g be a finite–dimensional
complex simple Lie algebra, let Uh(h) be the subalgebra of Uh(g) topologically
generated by the Hi, i = 1, . . . l. Then, there is an isomorphism of algebras
ϕ : Uh(g)→ U(g)[[h]] over C[[h]] such that ϕ = id (mod h) and ϕ|Uh(h) = id.
Proposition 2.2 ([2], Proposition 6.5.7) If g is a finite–dimensional
complex simple Lie algebra, the center Zh(g) of Uh(g) is canonically iso-
morphic to Z(g)[[h]], where Z(g) is the center of U(g).
Corollary 2.3 ([2], Corollary 6.5.6) If g be a finite–dimensional com-
plex simple Lie algebra, then the assignment V 7→ V [[h]] is a one–to–one
correspondence between the finite–dimensional irreducible representations of
g and indecomposable representations of Uh(g) which are free and of finite
rank as C[[h]]–modules. Furthermore for every such V the action of the gen-
erators Hi ∈ Uh(g), i = 1, . . . l on V [[h]] coincides with the action of the
root generators Hi ∈ h, i = 1, . . . l.
The representations of Uh(g) defined in the previous corollary are called
finite–dimensional representations of Uh(g). For every finite–dimensional rep-
resentation πV : g → EndV we denote the corresponding representation of
Uh(g) in the space V [[h]] by the same letter.
Uh(g) is a quasitriangular Hopf algebra, i.e. there exists an invertible
element R ∈ Uh(g)⊗ Uh(g), called a universal R–matrix, such that
∆opph (a) = R∆h(a)R
−1 for all a ∈ Uh(g), (2.4)
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where ∆opp = σ∆, σ is the permutation in Uh(g)
⊗2, σ(x⊗ y) = y ⊗ x, and
(∆h ⊗ id)R = R13R23,
(id ⊗∆h)R = R13R12,
(2.5)
where R12 = R⊗ 1, R23 = 1⊗R, R13 = (σ ⊗ id)R23.
From (2.4) and (2.5) it follows that R satisfies the quantum Yang–Baxter
equation:
R12R13R23 = R23R13R12. (2.6)
For every quasitriangular Hopf algebra we also have (see Proposition 4.2.7
in [2]):
(S ⊗ id)R = R−1,
and
(S ⊗ S)R = R. (2.7)
We shall explicitly describe the element R. First following [9] we recall
the construction of root vectors of Uh(g). We shall use the so–called normal
ordering in the root system ∆+ = {β1, . . . , βN} (see [14]).
Definition 2.1 An ordering of the root system ∆+ is called normal if all
simple roots are written in an arbitrary order, and for any theree roots α, β, γ
such that γ = α + β we have either α < γ < β or β < γ < α.
To construct root vectors we shall apply the following inductive algorithm.
Let α, β, γ ∈ ∆+ be positive roots such that γ = α + β, α < β and [α, β] is
the minimal segment including γ, i.e. the segment has no other roots α′, β ′
such that γ = α′+β ′. Suppose that X±α , X
±
β have already been constructed.
Then we define
X+γ = X
+
αX
+
β − q
(α,β)X+β X
+
α ,
X−γ = X
−
β X
−
α − q
−(α,β)X−αX
−
β .
(2.8)
Proposition 2.4 For β =
∑l
i=1miαi, mi ∈ N X
±
β is a polynomial in the
noncommutative variables X±i homogeneous in each X
±
i of degree mi.
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The root vectors Xβ satisfy the following relations:
[X+α , X
−
α ] = a(α)
ehα
∨
− e−hα
∨
q − q−1
.
where a(α) ∈ C[[h]]. They commute with elements of the subalgebra Uh(h)
as follows:
[Hi, X
±
β ] = ±β(Hi)X
±
β , i = 1, . . . , l. (2.9)
Note that by construction
X+β (mod h) = Xβ ∈ gβ,
X−β (mod h) = X−β ∈ g−β
are root vectors of g. This implies that a(α) (mod h) = (Xα, X−α).
Let Uh(n+), Uh(n−) be the C[[h]]–subalgebras of Uh(g) topologically gen-
erated by the X+i and by the X
−
i , respectively.
Now using the root vectors X±β we can construct a topological basis of
Uh(g). Define for r = (r1, . . . , rN) ∈ N
N ,
(X+)r = (X+β1)
r1 . . . (X+βN )
rN ,
(X−)r = (X−β1)
r1 . . . (X−βN )
rN ,
and for s = (s1, . . . sl) ∈ N
l,
Hs = Hs11 . . .H
sl
l .
Proposition 2.5 ([9], Proposition 3.3) The elements (X+)r, (X−)t and
Hs, for r, t ∈ NN , s ∈ Nl, form topological bases of Uh(n+), Uh(n−) and
Uh(h), respectively, and the products (X
+)rHs(X−)t form a topological ba-
sis of Uh(g). In particular, multiplication defines an isomorphism of C[[h]]
modules:
Uh(n−)⊗ Uh(h)⊗ Uh(n+)→ Uh(g).
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An explicit expression for R may be written by making use of the q-
exponential
expq(x) =
∞∑
k=0
xk
(k)q!
,
where
(k)q! = (1)q . . . (k)q, (n)q =
qn − 1
q − 1
.
Now the element R may be written as (see Theorem 8.1 in [9]):
R = exp
[
h
l∑
i=1
(Yi ⊗Hi)
]∏
β
expq−1
β
[(q − q−1)a(β)−1X+β ⊗X
−
β ], (2.10)
where qβ = q
(β,β); the product is over all the positive roots of g, and the
order of the terms is such that the α–term appears to the left of the β–term
if α < β with respect to the normal ordering of ∆+.
Remark 2.2 The r–matrix r+ =
1
2
h−1(R − 1 ⊗ 1) (mod h), which is the
classical limit of R, coincides with the classical r–matrix (2.3).
2.2 Non–singular characters and quantum groups
In this section following [13] we recall the construction of quantum counter-
parts of the principal nilpotent Lie subalgebras of complex simple Lie algebras
and of their non–singular characters. Subalgebras of Uh(g) which resemble
the subalgebra U(n+) ⊂ U(g) and possess non–singular characters naturally
appear in the Coxeter realizations of Uh(g) defined in [13] as follows.
Denote by Sl the symmetric group of l elements. To any element π ∈ Sl we
associate a Coxeter element spi by the formula spi = spi(1) . . . spi(l). Let U
spi
h (g)
be the associative algebra over C[[h]] with generators ei, fi, Hi, i = 1, . . . l
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subject to the relations:
[Hi, Hj] = 0, [Hi, ej] = aijej , [Hi, fj] = −aijfj,
eifj − q
cpiijfjei = δi,j
Ki−K
−1
i
qi−q
−1
i
,
Ki = e
dihHi,
∑1−aij
r=0 (−1)
rqrc
pi
ij
[
1− aij
r
]
qi
(ei)
1−aij−rej(ei)
r = 0, i 6= j,
∑1−aij
r=0 (−1)
rqrc
pi
ij
[
1− aij
r
]
qi
(fi)
1−aij−rfj(fi)
r = 0, i 6= j,
(2.1)
where cpiij =
(
1+spi
1−spi
αi, αj
)
are matrix elements of the Cayley transform of spi
in the basis of simple roots.
Theorem 2.1 ([13], Theorem 4) For every solution nij ∈ C, i, j =
1, . . . , l of equations
djnij − dinji = c
pi
ij (2.2)
there exists an algebra isomorphism ψ{n} : U
spi
h (g) → Uh(g) defined by the
formulas:
ψ{n}(ei) = X
+
i
∏l
p=1L
nip
p ,
ψ{n}(fi) =
∏l
p=1 L
−nip
p X
−
i ,
ψ{n}(Hi) = Hi.
We call the algebra Uspih (g) the Coxeter realization of the quantum group
Uh(g) corresponding to the Coxeter element spi.
Let Uspih (n+) be the subalgebra in U
spi
h (g) generated by ei, i = 1, . . . l.
Proposition 2.2 ([13], Proposition 2) The map χspih : U
spi
h (n+) → C[[h]]
defined on generators by χspih (ei) = ci, ci ∈ C[[h]], ci 6= 0 is a character of
the algebra Uspih (n+).
18
The proof of this proposition given in [13] is based on the following
Lemma.
Lemma 2.3 ([13], Lemma 3) The matrix elements of 1+spi
1−spi
are of the form
:
cpiij =
(
1 + spi
1− spi
αi, αj
)
= εpiijbij , (2.3)
where
εpiij =

−1 π−1(i) < π−1(j)
0 i = j
1 π−1(i) > π−1(j)
Now we shall study the algebraic structure of Uspih (g). Denote by U
spi
h (n−)
the subalgebra in Uspih (g) generated by fi, i = 1, . . . l. From defining relations
(2.1) it follows that the map χspih : U
spi
h (n−) → C[[h]] defined on generators
by χspih (fi) = ci, ci ∈ C[[h]], ci 6= 0 is a character of the algebra U
spi
h (n−).
Let Uspih (h) be the subalgebra in U
spi
h (g) generated by Hi, i = 1, . . . , l.
Define Uspih (b±) = U
spi
h (n±)U
spi
h (h).
We shall construct a Poincare´–Birkhoff-Witt basis for Uspih (g). It is con-
venient to introduce an operator K ∈ End h such that
KHi =
l∑
j=1
nij
di
Yj. (2.4)
In particular, we have
nji
dj
= (KHj , Hi).
Equation (2.2) is equivalent to the following equation for the operator K:
K −K∗ =
1 + spi
1− spi
.
Proposition 2.4 (i)For any solution of equation (2.2) and any normal or-
dering of the root system ∆+ the elements eβ = ψ
−1
{n}(X
+
β e
hKβ∨) and fβ =
ψ−1{n}(e
−hKβ∨X−β ), β ∈ ∆+ lie in the subalgebras U
spi
h (n+) and U
spi
h (n−), re-
spectively.
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(ii)Moreover, the elements er = er1β1 . . . e
rN
βN
, f t = et1β1 . . . e
tN
βN
and Hs =
Hs11 . . . H
sl
l for r, t, s ∈ N
N , form topological bases of Uspih (n+), U
spi
h (n−)
and Uspih (h), and the products f
tHser form a topological basis of Uspih (g). In
particular, multiplication defines an isomorphism of C[[h]] modules
Uspih (n−)⊗ U
spi
h (h)⊗ U
spi
h (n+)→ U
spi
h (g).
Proof. Let β =
∑l
i=1miαi ∈ ∆+ be a positive root, X
+
β ∈ Uh(g) the corre-
sponding root vector. Then β∨ =
∑l
i=1midiHi, and soKβ
∨ =
∑l
i,j=1minijYj.
Now the proof of the first statement follows immediately from Proposition
2.4, commutation relations (2.2) and the definition of the isomorphism ψ{n}.
The second assertion is a consequence of Proposition 2.5.
Now we would like to choose a normal ordering of the root system ∆+ in
such a way that χspih (eβ) = 0 and χ
spi
h (fβ) = 0 if β is not a simple root.
Proposition 2.5 Choose a normal ordering of the root system ∆+ such that
the simple roots are written in the following order: αpi(1), . . . , αpi(l). Then
χspih (eβ) = 0 and χ
spi
h (fβ) = 0 if β is not a simple root.
Proof. We shall consider the case of positive root generators. The proof for
negative root generators is similar to that for the positive ones.
The root vectors X+β are defined in terms of iterated q-commutators (see
(2.8)). Therefore it suffices to verify that for i < j
χspih (eαpi(i)+αpi(j)) =
χspih (ψ
−1
{n}((X
+
pi(i)X
+
pi(j) − q
(αpi(i),αpi(j))X+
pi(j)X
+
pi(i))e
hK(dpi(i)Hpi(i)+dpi(j)Hpi(j)))) = 0.
From (2.4) and commutation relations (2.2) we obtain that
ψ−1{n}((X
+
pi(i)X
+
pi(j) − q
(αpi(i),αpi(j))X+
pi(j)X
+
pi(i))e
hK(dpi(i)Hpi(i)+dpi(j)Hpi(j))) =
q−dpi(j)npi(i)pi(j)(epi(i)epi(j) − q
bpi(i)pi(j)+dpi(j)npi(i)pi(j)−dpi(i)npi(j)pi(i)epi(j)epi(i))
(2.5)
Now using equation (2.2) and Lemma 2.3 the combination bpi(i)pi(j) +
dpi(j)npi(i)pi(j) − dpi(i)npi(j)pi(i) may be represented as bpi(i)pi(j) + ε
pi
pi(i)pi(j)bpi(i)pi(j).
But εpipi(i)pi(j) = −1 for i < j and therefore the r.h.s. of (2.5) takes the form
q−dpi(j)npi(i)pi(j) [epi(i), epi(j)].
Clearly,
χspih (eαpi(i)+αpi(j)) = q
−dpi(j)npi(i)pi(j)χspih ([epi(i), epi(j)]) = 0.
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2.3 Quantum deformation of the Whittaker model
In this section we define a quantum deformation of the Whittaker model
W (b−). Our construction is similar the one described in Section 1.2, the
quantum group Uspih (g), the subalgebra U
spi
h (n+) and characters χ
spi
h : U
spi
h (n+)→
C[[h]] serve as natural counterparts of the universal enveloping algebra U(g),
of the subalgebra U(n+) and of non–singular characters χ : U(n+)→ C.
Let Uspih (n+)χspi
h
be the kernel of the character χspih : U
spi
h (n+) → C[[h]] so
that one has a direct sum
Uspih (n+) = C[[h]]⊕ U
spi
h (n+)χspi
h
.
From Proposition 2.4 we have a linear isomorphism Uspih (g) = U
spi
h (b−)⊗
Uspih (n+) and hence the direct sum
Uspih (g) = U
spi
h (b−)⊕ Iχspih , (2.1)
where Iχspi
h
= Uspih (g)U
spi
h (n+)χspi
h
is the left–sided ideal generated by Uspih (n+)χspi
h
.
For any u ∈ Uspih (g) let u
χ
spi
h ∈ Uspih (b−) be its component in U
spi
h (b−)
relative to the decomposition (2.1). Denote by ρχspi
h
the linear map
ρχspi
h
: Uspih (g)→ U
spi
h (b−)
given by ρχspi
h
(u) = uχ
spi
h .
Denote by Zspih (g) the center of U
spi
h (g). From Proposition 2.2 and The-
orem 2.1 we obtain that Zspih (g)
∼= Z(g)[[h]]. In particular, Zspih (g) is freely
generated as a commutative topological algebra over C[[h]] by l elements
I1, . . . , Il.
Let Wh(b−) = ρχspi
h
(Zspih (g)).
Theorem Ah The map
ρχspi
h
: Zspih (g)→Wh(b−) (2.2)
is an isomorphism of algebras. In particular, Wh(b−) is freely generated as a
commutative topological algebra over C[[h]] by l elements I
χ
spi
h
i = ρχspih (Ii), i =
1, . . . , l.
Proof is similar to that of Theorem A in the classical case.
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Remark 2.3 Similarly to Remark 1.1 we have
ρχ(uv) = ρχ(u)ρχ(v)
for any u ∈ U(g), v ∈ Z(g).
Definition Ah The algebra Wh(b−) is called the Whittaker model of Z
spi
h (g).
Next we equip Uspih (b−) with a structure of a left U
spi
h (n+) module in such
a way that Wh(b−) is identified with the space of invariants with respect to
this action. Following Lemma A in the classical case we define this action by
x · v = [x, v]χ
spi
h , (2.3)
where v ∈ Uspih (b−) and x ∈ U
spi
h (n+).
Consider the space Uspih (b−)
U
spi
h
(n+) of Uspih (n+) invariants in U
spi
h (b−) with
respect to this action. Clearly, Wh(b−) ⊆ U
spi
h (b−)
U
spi
h
(n+).
Theorem Bh Suppose that χ
spi
h (ei) 6= 0 (mod h) for i = 1, . . . l. Then the
space of Uspih (n+) invariants in U
spi
h (b−) with respect to the action (2.3) is
isomorphic to Wh(b−), i.e.
Uspih (b−)
U
spi
h
(n+) ∼= Wh(b−). (2.4)
The proof of this theorem, as well as proofs of many statements in this
paper, is based on the following Lemma.
Lemma 2.1 Let V be a complete C[[h]] module, A,B ⊂ V two closed sub-
spaces. Denote by p : V → V/hV the canonical projection. Suppose that
B ⊆ A, p(A) = p(B) and for any a ∈ A, b ∈ B such that a− b = hc, c ∈ V
we have c ∈ A. Then A = B.
Proof. Let a ∈ A. Since p(A) = p(B) one can find an element b0 ∈ B such
that a − b0 = ha1, a1 ∈ A. Applying the same procedure to a1 one can
find elements b1 ∈ B, a2 ∈ A such that a1 − b1 = ha2, i.e. a − b0 − hb1 =
0 (mod h2). We can continue this process. Finally we obtain an infinite
sequence of elements bi ∈ B such that a−
∑p
i=0 h
pbp = 0 (mod h
p+1). Since
the subspace A is closed in the h–adic topology the series
∑∞
i=0 h
pbp ∈ B
converges to a. Therefore a ∈ B. This completes the proof.
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Proof of Theorem Bh. Let p : U
spi
h (g) → U
spi
h (g)/hU
spi
h (g) = U(g) be the
canonical projection. Note that p(Uspih (n+)) = U(n+), p(U
spi
h (b−)) = U(b−)
and for every x ∈ Uspih (n+) χ
spi
h (x) (mod h) = χ(p(x)) for some non–singular
character χ : U(n+) → C. Therefore p(ρχspi
h
(x)) = ρχ(p(x)) for every x ∈
Uspih (g), and hence by Theorem Aq p(Wh(b−)) = W (b−). Using Lemma A
and the definition of action (2.3) we also obtain that p(Uspih (b−)
U
spi
h
(n+)) =
U(b−)
N+ = W (b−).
Now Theorem Bh follows immediately from Lemma 2.1 applied to V =
Uspih (g), A = U
spi
h (b−)
U
spi
h
(n+), B = Wh(b−).
2.4 Quantum deformations of Whittaker modules
In this section we define quantum deformations of Whittaker modules. The
construction of these modules is similar to that for Lie algebras (see Section
1.3).
Fix a Coxeter element spi ∈ W . Let Vh be a U
spi
h (g) module, which is also
free as a C[[h]] module. The action is denoted by uv for u ∈ Uspih (g), v ∈ Vh.
Let χspih : U
spi
h (n+) → C[[h]] be a non–singular character of U
spi
h (n+) (see
Proposition 2.2). We shall assume that χspih (ei) 6= 0 mod h, i = 1, . . . l. We
call a vector wh ∈ Vh a Whittaker vector (with respect to χ
spi
h ) if
xwh = χ
spi
h (x)wh
for all x ∈ Uspih (n+). A Whittaker vector wh is called a cyclic Whittaker
vector (for Vh) if U
spi
h (g)wh = Vh. A U
spi
h (g) module Vh is called a Whittaker
module if it contains a cyclic Whittaker vector.
Remark 2.4 Note that in this case V = Vh/hVh is naturally a Whittaker
module for U(g), w = wh mod h ∈ V being a cyclic Whittaker vector for V
with respect to the non–singular character χ of U(n+) defined by χ(ei mod h) =
χspih (ei) mod h.
If Vh is any U
spi
h (g) module we let U
spi
h,V (g) be the annihilator of Vh. Then
Uspih,V (g) defines a central ideal Z
spi
h,V (g) by putting
Zspih,V (g) = Z
spi
h (g) ∩ U
spi
h,V (g). (2.1)
Now assume that Vh is a Whittaker module for U
spi
h (g) and wh ∈ Vh is a
cyclic Whittaker vector. Let Uspih,w(g) ⊆ U
spi
h (g) be the annihilator of wh. Thus
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Uspih,V (g) ⊆ U
spi
h,w(g), where U
spi
h,w(g) is a left ideal and U
spi
h,V (g) is a two–sided
ideal in Uspih (g). One has Vh = U
spi
h (g)/U
spi
h,w(g) as U
spi
h (g) modules so that Vh is
determined up to equivalence by Uspih,w(g). Clearly Iχspih = U
spi
h (g)U
spi
h (n+)χspi
h
⊆
Uspih,w(g) and U
spi
h (g)Z
spi
h,V (g) ⊆ U
spi
h,w(g).
The following theorem, similar to Theorem F for Lie algebras, says that
up to equivalence Vh is determined by the central ideal Z
spi
h,V (g).
Theorem Fh Let Vh be any U
spi
h (g) module which admits a cyclic Whittaker
vector wh and let U
spi
h,w(g) be the annihilator of wh. Then
Uspih,w(g) = U
spi
h (g)Z
spi
h,V (g) + Iχspih . (2.2)
Proof. Denote by p : Uspih (g)→ U
spi
h (g)/hU
spi
h (g)
∼= U(g) the canonical projec-
tion. Then we have p(Uspih,w(g)) = Uw(g), where Uw(g) is the annihilator of the
Whittaker vector w = wh mod h in the Whittaker module V = Vh/hVh for
U(g) (see Remark 2.4). On the other hand from Theorem F we have Uw(g) =
U(g)ZV (g)+Iχ. But clearly p(U
spi
h (g)Z
spi
h,V (g)+Iχspih ) = U(g)ZV (g)+Iχ. Now
the result of the theorem follows immediately from Lemma 2.1 applied to
A = Uspih,w(g) and B = U
spi
h (g)Z
spi
h,V (g) + Iχspih .
We also have the following quantum counterpart of Lemma B. We use
the notation of Section 2.3. If X ⊆ Uspih (g) let X
χ
spi
h = ρχspi
h
(X). Note
that Uspih,w(g) is stable under the map u 7→ ρχspih (u). We recall also that by
Theorem Ah ρχspi
h
induces an algebra isomorphism Zspih (g)→ Wh(b−), where
Wh(b−) = Z
spi
h (g)
χ
spi
h . Thus if Zh,∗ is any ideal in Z
spi
h (g) thenWh,∗(b−) = Z
χ
spi
h
h,∗
is an isomorphic ideal in Wh(b−). But (U
spi
h (g)Zh,∗)
χ
spi
h = Uspih (b−)Wh,∗(b−)
by Remark 2.3. Thus by (2.1) one has the direct sum
Uspih (g)Zh,∗ + Iχspih = U
spi
h (b−)Wh,∗(b−)⊕ Iχspih . (2.3)
Lemma Bh Let X = {v ∈ U
spi
h (b−)|(x·v)wh = 0 for all x ∈ U
spi
h (n+)}, where
x · v is given by (2.3). Then
X = Uspih (b−)Wh,V (b−) +Wh(b−), (2.4)
whereWh,V (b−) = Z
spi
h,V (g)
χ
spi
h . Furthermore if we denote Uspih,w(b−) = U
spi
h,w(g)∩
Uspih (b−) then
Uspih,w(b−) = U
spi
h (b−)Wh,V (b−). (2.5)
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Proof is similar to that of Theorem Fh: one should apply Lemma 2.1 to
A = X and B = Uspih (b−)Wh,V (b−) +Wh(b−).
Now one can determine, up to equivalence, the set of all Whittaker mod-
ules for Uspih (g). They are naturally parametrized by the set of all ideals in
the center Zspih (g).
Remark 2.5 The proofs of Theorems Gh, Hh, Kh and Lh below are based
on Theorems Ah, Fh, Lemma Bh and completely similar to the proofs of
Theorems G, H, K and L in the classical case (see Section 1.3). We do not
reproduce these proofs in this section.
Theorem Gh Let Vh be any Whittaker module for U
spi
h (g). Let U
spi
h,V (g)
be the annihilator of Vh and let Z
spi
h (g) be the center of U
spi
h (g). Then the
correspondence
Vh 7→ Z
spi
h,V (g), (2.6)
where Zspih,V (g) = U
spi
h,V (g) ∩ Z
spi
h (g), sets up a bijection between the set of all
equivalence classes of Whittaker modules and the set of all ideals in Zspih (g).
Now consider the subalgebra Zspih (g)U
spi
h (n+) in U
spi
h (g). Using the argue-
ments applied in the proof of Theorem Ah it is aesy to show that Z
spi
h (g)U
spi
h (n+)
∼=
Zspih (g)⊗U
spi
h (n+). Now let Zh,∗ be any ideal in Z
spi
h (g) and regard Z
spi
h (g)/Zh,∗
as a Zspih (g) module. Equip Z
spi
h (g)/Zh,∗ with a structure of Z
spi
h (g)⊗U
spi
h (n+)
module by u ⊗ vy = χspih (v)uy, where u ∈ Z
spi
h (g), v ∈ U
spi
h (n+), y ∈
Zspih (g)/Zh,∗. We denote this module by (Z
spi
h (g)/Zh,∗)χspih
The following result is another way of expressing Theorem Gh.
Theorem Hh Let Vh be any U
spi
h (g) module. Then Vh is a Whittaker module
if and only if one has an isomorphism
Vh ∼= U
spi
h (g)⊗Zspih (g)⊗U
spi
h
(n+) (Z
spi
h (g)/Zh,∗)χspih (2.7)
of Uspih (g) modules. Furthermore in such a case the ideal Zh,∗ is unique and
is given by Zh,∗ = Z
spi
h,V (g), where Z
spi
h,V (g) is defined by (2.1).
Note that the question of reducibility for Uspih (g) modules which are free as
C[[h]] modules does not make any sense since if Vh is such a module then hVh
is a proper subrepresentation. However it is natural to study indecomposable
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modules for Uspih (g). Below we describe all indecomposable Whittaker mod-
ules for Uspih (g). First we determine all the Whittaker vectors in a Whittaker
module for Uspih (g).
Theorem Kh Let Vh be any U
spi
h (g) module with a cyclic Whittaker vector
wh ∈ Vh. Then any v ∈ Vh is a Whittaker vector if and only if v is of the
form v = uwh, where u ∈ Z
spi
h (g). Thus the space of all Whittaker vectors in
Vh is a cyclic Z
spi
h (g) module which is isomorphic to Z
spi
h (g)/Z
spi
h,V (g).
If Vh is any U
spi
h (g) module then EndUh Vh denotes the algebra of operators
on Vh which commute with the action of U
spi
h (g). If πV : U
spi
h (g)→ End Vh is
the representation defining the Uspih (g) module structure on Vh then clearly
πV (Z
spi
h (g)) ⊆ EndUh Vh. Furthermore it is also clear that πV (Z
spi
h (g))
∼=
Zspih (g)/Z
spi
h,V (g).
Theorem Lh Assume that Vh is a Whittaker module. Then EndUh Vh =
πV (Z
spi
h (g)). In particular one has an isomorphism
EndUh Vh
∼= Zspih (g)/Z
spi
h,V (g).
Note that EndUh Vh is commutative.
Now one can describe all indecomposable Whittaker modules for Uspih (g).
A homomorphism
ξh : Z
spi
h (g)→ C[[h]]
is called a central character. Given a central character ξh let Z
spi
h,ξh
(g) = Ker ξh
so that Zspih,ξh(g) is a typical central ideal in Z
spi
h (g).
If Vh is any U
spi
h (g) module one says that Vh admits an infinitesimal char-
acter, and ξh is its infinitesimal character, if ξh is a central character such
that uv = ξh(u)v for all u ∈ Z
spi
h (g), v ∈ Vh.
Given a central character ξh let C[[h]]ξh,χspih be the 1-dimensional Z
spi
h (g)⊗
Uspih (n+) module defined so that if u ∈ Z
spi
h (g), v ∈ U
spi
h (n+), y ∈ C[[h]]ξh,χspih
then u⊗ vy = ξh(u)χ
spi
h (v)y. Also let
Yξh,χspih = U
spi
h (g)⊗Zspih (g)⊗U
spi
h
(n+) C[[h]]ξh,χspih .
It is clear that Yξh,χspih admits an infinitesimal character and ξh is that char-
acter.
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Theorem Mh Let Vh be any Whittaker module for U
spi
h (g). Then the follow-
ing conditions are equivalent:
(1) Vh is an indecomposable U
spi
h (g) module.
(2) Vh admits an infinitesimal character.
(3) The corresponding ideal given by Theorem Gh is a maximal ideal.
(4) The space of Whittaker vectors in Vh is 1–dimensional (over C[[h]]).
(5) The centralizer EndUh Vh reduces to C[[h]].
(6) Vh is isomorphic to Yξh,χspih for some central character ξh.
Proof. The equivalence of (2), (3), (4) and (5) follows from Theorems Kh and
Lh. One gets the equivalence with (7) by Theorem Hh. It remains to relate
(2)–(6) with (1).
First we shall prove that (1) implies (4). Suppose that Vh is inde-
composable. Then the corresponding Whittaker module V = Vh/hVh for
U(g) is irreducible, and hence by Theorem M the space of Whittaker vec-
tors of V is one–dimensional. We denote this space by Wh(V ). Let wh
be a cyclic Whittaker vector for Vh. Denote Wh
′(Vh) = C[[h]]wh. Then
clearly Wh′(Vh) mod h = Wh(V ). On the other hand if Wh(Vh) is the
space of all Whittaker vectors in Vh then Wh(Vh) mod h = Wh(V ). Now
from Lemma 2.1 applied to A = Wh(Vh), B = Wh
′(Vh) it follows that
Wh(Vh) = Wh
′(Vh) = C[[h]]wh.
Now we shall prove that (6) implies (1). Assume that (6) is satisfied.
Then by construction the corresponding Whittaker module V = Vh/hVh for
U(g) is isomorphic to Yξ,χ for some central character ξ. Now suppose that Vh
is decomposable. Then V must be reducible which is impossible by Theorem
M. This completes the proof of Theorem Mh.
2.5 Coxeter realizations of quantum groups and Drin-
feld twist
In this section we show that the Coxeter realizations Uspih (g) of the quantum
group Uh(g) are connected with quantizations of some nonstandard bialgebra
structures on g. At the quantum level changing bialgebra structure corre-
sponds to the so–called Drinfeld twist. We shall consider a particular class
of such twists described in the following proposition.
Proposition 2.1 ([2], Proposition 4.2.13) Let (A, µ, ı,∆, ε, S) be a Hopf
algebra over a commutative ring. Let F be an invertible element of A ⊗ A
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such that
F12(∆⊗ id)(F) = F23(id⊗∆)(F),
(ε⊗ id)(F) = (id⊗ ε)(F) = 1.
(2.1)
Then, v = µ(id⊗ S)(F) is an invertible element of A with
v−1 = µ(S ⊗ id)(F−1).
Moreover , if we define ∆F : A→ A⊗ A and SF : A→ A by
∆F (a) = F∆(a)F−1, SF(a) = vS(a)v−1,
then (A, µ, ı,∆F , ε, SF) is a Hopf algebra denoted by AF and called the twist
of A by F .
Corollary 2.2 ([2], Corollary 4.2.15) Suppose that A and F as in Propo-
sition 2.1, but assume in addition that A is quasitriangular with universal
R–matrix R. Then AF is quasitriangular with universal R–matrix
RF = F21RF
−1, (2.2)
where F21 = σF .
Fix a Coxeter element spi ∈ W , spi = spi(1) . . . spi(l). Consider the twist of
the Hopf algebra Uh(g) by the element
F = exp(−h
l∑
i,j=1
nji
dj
Yi ⊗ Yj) ∈ Uh(h)⊗ Uh(h), (2.3)
where nij is a solution of the corresponding equation (2.2).
This element satisfies conditions (2.1), and so Uh(g)
F is a quasitriangular
Hopf algebra with the universal R–matrix RF = F21RF
−1, where R is given
by (2.10). We shall explicitly calculate the element RF . Substituting (2.10)
and (2.3) into (2.2) and using (2.9) we obtain
RF = exp
[
h(
∑l
i=1(Yi ⊗Hi) +
∑l
i,j=1(−
nij
di
+
nji
dj
)Yi ⊗ Yj)
]
×∏
β expq−1β
[(q − q−1)a(β)−1X+β e
hKβ∨ ⊗ e−hK
∗β∨X−β ],
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where K is defined by (2.4).
Equip Uspih (g) with the comultiplication given by : ∆spi(x) = (ψ
−1
{n} ⊗
ψ−1{n})∆
F
h (ψ{n}(x)). Then U
spi
h (g) becomes a quasitriangular Hopf algebra with
the universal R–matrix Rspi = ψ−1{n} ⊗ ψ
−1
{n}R
F . Using equation (2.2) and
Lemma 2.3 this R–matrix may be written as follows
Rspi = exp
[
h(
∑l
i=1(Yi ⊗Hi) +
∑l
i=1
1+spi
1−spi
Hi ⊗ Yi)
]
×∏
β expq−1β
[(q − q−1)a(β)−1eβ ⊗ e
h 1+spi
1−spi
β∨fβ].
(2.4)
The element Rspi may be also represented in the form
Rspi = exp
[
h(
∑l
i=1(Yi ⊗Hi)
]
×∏
β expq−1β
[(q − q−1)a(β)−1eβe
−h 1+spi
1−spi
β∨ ⊗ fβ ]exp
[
h(
∑l
i=1
1+spi
1−spi
Hi ⊗ Yi)
]
.
(2.5)
The comultiplication ∆spi is given on generators by
∆spi(Hi) = Hi ⊗ 1 + 1⊗Hi,
∆spi(ei) = ei ⊗ e
hdi
2
1−spi
Hi + 1⊗ ei,
∆spi(fi) = fi ⊗ e
−hdi
1+spi
1−spi
Hi + e−hdiHi ⊗ fi.
Note that the Hopf algebra Uspih (g) is a quantization of the bialgebra
structure on g defined by the cocycle
δ(x) = (adx ⊗ 1 + 1⊗ adx)2r
spi
+ , r
spi
+ ∈ g⊗ g, (2.6)
where rspi+ = r+ +
1
2
∑l
i=1
1+spi
1−spi
Hi ⊗ Yi, and r+ is given by (2.3).
We shall also need the following property of the antipode Sspi of Uspih (g).
Proposition 2.3 The square of the antipode Sspi is an inner automorphism
of Uspih (g) given by
(Sspi)2(x) = e2hρ
∨
xe−2hρ
∨
,
where ρ∨ =
∑l
i=1 Yi.
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Proof. First observe that by Proposition 2.1 the antipode of Uspih (g) has the
form: Sspi(x) = ψ−1{n}(vSh(ψ{n}(x))v
−1), where
v = exp(h
l∑
i,j=1
nji
dj
YiYj).
Therefore (Sspi)2(x) = ψ−1{n}(vSh(v
−1)S2h(ψ{n}(x))Sh(v)v
−1). Note that Sh(v) =
v, and hence (Sspi)2(x) = ψ−1{n}(S
2
h(ψ{n}(x))).
Finally observe that from explicit formulas for the antipode of Uh(g) it
follows that S2h(x) = e
2hρ∨xe−2hρ
∨
. This completes the proof.
In conclusion we note that using Corollary 2.3 and the isomorphism ψ{n}
one can define finite–dimensional representations of Uspih (g).
2.6 Quantum deformation of the Toda lattice
Recall that one of the main applications of the algebraW (b−) is the quantum
Toda lattice [12]. Let χ : n− → C be a non–singular character of the opposite
nilpotent subalgebra n−. We denote the character of N− corresponding to χ
by the same letter. The algebra U(b−) naturally acts by differential operators
in the space C∞(Cχ⊗N−B−). This space may be identified with C
∞(H). Let
D1, . . . , Dl be the differential operators on C
∞(H) which correspond to the
elements Iχ1 , . . . , I
χ
l ∈ W (b−). Denote by ϕ the operator of multiplication
in C∞(H) by the function ϕ(eh) = eρ(h), where h ∈ h. The operators Mi =
ϕDiϕ
−1, i = 1, . . . l are called the quantum Toda Hamiltonians. Clearly, they
commute with each other.
In particular if I is the quadratic Casimir element then the corresponding
operator M is the well–known second–order differential operator:
M =
l∑
i=1
∂2i +
l∑
i=1
χ(Xαi)χ(X−αi)e
−αi(h) + (ρ, ρ),
where ∂i =
∂
∂yi
, and yi, i = 1, . . . l is an ortonormal basis of h.
Using the algebra Wh(b−) we shall construct quantum group analogues
of the Toda Hamiltonians. A slightly different approach has been recently
proposed in [6].
Denote by A the space of linear functions on C[[h]]χspi
h
⊗Uspi
h
(n−) U
spi
h (b−),
where C[[h]]χspi
h
is the one–dimensional Uspih (n−) module defined by χ
spi
h . Note
30
that C[[h]]χspi
h
⊗Uspi
h
(n−) U
spi
h (b−)
∼= Uspih (h) as a linear space. Therefore A =
Uspih (h)
∗. The algebra Uspih (b−) naturally acts on C[[h]]χspih ⊗U
spi
h
(n−) U
spi
h (b−)
by multiplications from the right. This action induces an Uspih (b−)–action in
the space A. We denote this action by L, L : Uspih (b−)→ EndA. Clearly, this
action generates an action of the algebra Wh(b−) on A.
To construct deformed Toda Hamiltonians we shall use certain elements
in Wh(b−). These elements may be described as follows. Let µ : U
spi
h (g) →
C[[h]] be a map such that µ(uv) = µ(vu). By Proposition 2.3 (Sspi)2(x) =
e2hρ
∨
xe−2hρ
∨
. Hence from Remark 1 in [5] (see also [7]) it follows that (id⊗
µ)(Rspi21R
spi(1⊗e2hρ
∨
)), whereRspi21 = σR
spi , is a central element. In particular,
for any finite–dimensional g–module V the element
CV = (id⊗ trV )(R
spi
21R
spi(1⊗ e2hρ
∨
)), (2.1)
where trV is the trace in V [[h]], is central in U
spi
h (g).
Using formulas (2.4) and (2.5) we can easily compute elements ρχspi
h
(CV ) ∈
Wh(b−). For every finite–dimensional g–module V we have
ρχspi
h
(CV ) = (id⊗ trV )(e
t0
∏
β expq−1β
[(q − q−1)a(β)−1fβ ⊗ eβe
−h 1+spi
1−spi
β∨ ]×
et0
∏
β expq−1β
[(q − q−1)a(β)−1χspih (eβ)⊗ e
h 1+spi
1−spi
β∨fβ ](1⊗ e
2hρ∨)),
(2.2)
where t0 = h
∑l
i=1(Yi ⊗Hi).
We denote by WReph (b−) the subalgebra in Wh(b−) generated by the ele-
ments ρχspi
h
(CV ), where V runs through all finite–dimensional representations
of g. Note that for every finite–dimensional g–module V ρχspi
h
(CV ) is a poly-
nomial in noncommutative elements fi, e
hx, x ∈ h.
Now we shall realize elements of WReph (b−) as difference operators. Let
Hh ∈ U
spi
h (h) be the subgroup generated by elements e
hx, x ∈ h. A difference
operator on A is an operator T of the form T =
∑
fiTxi (a finite sum), where
fi ∈ A, and for every y ∈ Hh Txf(y) = (ye
hx), x ∈ h.
Proposition 2.1 ([6], Proposition 3.2) For any Y ∈ Uspih (b−), which is a
polynomial in noncommutative elements fi, e
hx, x ∈ h, the operator L(Y ) is
a difference operator on A. In particular, the operators L(I), I ∈ WReph (b−)
are mutually commuting difference operators on A.
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Proof. It suffices to verify that L(fi) are difference operators on Hh. Indeed,
L(fi)f(e
hx) = f(ehxfi) = e
−hαi(x)f(fie
hx) = χspih (fi)e
−hαi(x)f(ehx).
This completes the proof.
Let  : Hh → U
spi
h (h) be the canonical embedding. Denote Ah = 
∗(A).
Let T be a difference operator onA. Then one can define a difference operator
∗(T ) on the space Ah by 
∗(T )f(y) = T ((y)).
Let Dhi = 
∗(L(ρχspi
h
(CVi))), where Vi, i = 1, . . . l are the fundamental
representations of g. Denote by ϕh the operator of multiplication in Ah by the
function ϕh(e
hx) = ehρ(x), where x ∈ h. The operators Mhi = ϕhD
h
i ϕ
−1
h , i =
1, . . . l are called the quantum deformed Toda Hamiltonians.
From now on we suppose that π = id and that the ordering of positive
roots ∆+ is fixed as in Proposition 2.5. We denote sid = s. Now using
formula (2.2) we outline computation of the operatorsMhi . This computation
is simplified by the following lemma.
Lemma 2.2 ([6], Lemma 5.2) Let X = fγ1 ...fγn . If the roots γ1, ..., γn are
not all simple then L(X) = 0. Otherwise, if γi = αki, then
∗(L(X))f(ehy) = e−h(
∑
αki ,y)f(ehy)
∏
i
χsh(fki)
Proof follows immediately from Proposition 2.5 and the arguments used in
the proof of Proposition 2.1.
Using this lemma we obtain that if β is not a simple root then the term
in (2.2) containing root vector fβ gives a trivial contribution to the operators
L(ρχs
h
(CVi)). Note also that by Proposition 2.5 χ
s
h(eβ) = 0 if β is not a simple
root. Therefore from formula (2.2) we have
L(ρχs
h
(CVi)) =
L(id⊗ trV )(e
t0
∏
i expq−2di [(qi − q
−1
i )fi ⊗ eie
−hdi
1+s
1−s
Hi]×
et0
∏
i expq−2di [(qi − q
−1
i )χ
s
h(ei)⊗ e
hdi
1+s
1−s
Hifi](1⊗ e
2hρ∨)).
(2.3)
In particular, let g = sl(n), V1 = V the fundamental representation of
sl(n). Then direct calculation gives
M1f(e
hy) =
(
n∑
j=1
T 2j − (q − q
−1)2
n−1∑
i=1
χsh(ei)χ
s
h(fi)e
−h(y,αi)Ti+1Ti
)
f(ehy),
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where Ti = Tωi , ωi are the weights of V . The last expression coincides with
formula (5.7) obtained in [6].
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