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Abstract
We propose a covariant scheme for measuring entanglement on general hypersurfaces in
relativistic quantum field theory. For that, we introduce an auxiliary relativistic field, ’the
discretizer’, that by locally interacting with the field along a hypersurface, fully swap the field’s
and discretizer states. It is shown, that the discretizer can be used to effectively cut-off the
field’s infinities, in a covariant fashion, and without having to introduce a spatial lattice. This,
in turn, provides us an efficiently way to evaluate entanglement between arbitrary regions on any
hypersurface. As examples, we study the entanglement between complementary and separated
regions in 1+1 dimensions, for flat hypersurfaces in Minkowski space, for curved hypersurfaces
in Milne space, and for regions on hypersurfaces approaching null-surfaces. Our results show
that the entanglement between regions on arbitrary hypersurfaces in 1+1 dimensions, depends
only on the space-time endpoints of the regions, and not on the shape of the interior. Our
results corroborate and extend previous results for flat hypersurfaces.
1 Introduction
Recently, there has been much progress in understanding the special nature of entanglement in the
framework of relativistic quantum field theories (RQFT), and black-hole physics.
RQFT provides an attractive set-up for quantum information theory. It comes equipped with a
built-in causal structure, and therefore, provides concise meaning to the invariance of entanglement
under local operations. It has been long suggested, that the properties of entanglement are closely
related with fundamental properties of RQFT; for instance, with the result of the Reeh-Schlieder
theorem [1,2]. The theorem can indeed be understood as operationally equivalent to the ability to
perform remote field-operations on arbitrary separated regions, using classical communication and
the field’s vacuum state [3]. On a fundamental level, this turns to be a consequence of the persistence
of vacuum entanglement in RQFT, between arbitrary separated regions: Bipartite entanglement
and multipartite entanglement between arbitrary regions never vanishes [4–11].
Black-holes carry entropy, that at least in part, accounts for the entanglement between field
degrees of freedom, residing at interior and exterior regions. The properties of black-hole entan-
glement, had an essential role in the study of the unitarity puzzle [12–15]. In this case, however,
while some results from flat space-times may be used, it becomes essential to examine the harder
problem of entanglement on curved Cauchy hypersurfaces, which so far, received less attention.
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Several methods have been developed and used to study vacuum entanglement: a) Methods that
impose some sort of discretization, typically, by converting the system to a spatial lattice, while
retaining time continuous [10, 12, 13, 16, 17]. b) Methods that build on results from conformal field
theory in 1+1 dimensions [18–21]. c) And methods that use, two or more, Unruh-DeWitt (UDW)
detectors [7,22–27]. From the present perceptive, each has its own drawback. Spatial discretization
breaks relativistic invariance, and thus seems less helpful for general hypersurfaces. Conformal
methods have been used in 1+1 dimensions. Finally, the probe method, can be adapted and used
in curved space-times [28–38]. However, such ”harvesting” schemes with point-like probes, provide
only lower bounds, and are unable to fully account for the entanglement. In 1+1 dimensions,
for instance, given by two regions of size R and separation L, the detectors provide the bound
EN ≥ e−(L/R)3 [7], while other methods find EN ∝ e−cL/R, where c ∼ 2
√
2 [10,20].
In the present work, we propose a new approach to entanglement on general hypersurfaces, that
overcomes some of the eluded drawbacks of methods a) and c). For that, we introduce an auxiliary
relativistic field, ’the discretizer’, that replaces the point-like UDW detectors. We show that by
locally interacting with the field along a hypersurface, we can fully swap (instantaneously in the
ideal case) the field’s and discretizer’s states. Furthermore, we show that the discretizer field can
be used to effectively cutoff infinities, in a covariant fashion, without having to introduce a spatial
cutoff. This, in turn, provides us with an efficient method for evaluating the entanglement between
arbitrary regions on any hypersurface.
2 Relativistic von-Neumann measurements
We begin by formulating von-Neumann measurements, in the framework of a relativistic quantum
field theory. In the simplest case, the system and measuring device, will be represented by two
relativistic scalar fields, φ(x) and Φ(x), respectively, in a Minkowskian spacetime.
In the Hamiltonian formalism, each field has a conjugate momenta pi and Π, that satisfy the
ordinary canonical commutation relations, [φ(x), pi(x′)] = iδ(x − x′), on hypersurfaces with t =
const. The systems are initially uncoupled and described by the free relativistic Hamiltonians,
H0 = HS +HD.
Next we add a measurement interaction that is temporarily “switched on” between the detector
and system, and designed to couple with the relevant to-be-measured field observable. To measure
φ(x), consider the interaction Hamiltonian
HI = −
∫
dnxg(x, t)Φ(x, t)φ(x, t). (1)
It is non-zero, only in a spacetime regions wherein the coupling function g(x, t) 6= 0. In the limit of
an instantaneous measurement, g(x, t) = f(x)δ(t).
Integrating Hamilton’s eqs. we have
δΠ(x) = f(x)φ(x, 0) (2)
where δΠ(x) = Π(x, t)−Π(x, 0−), is the local change of the field pointer in the limit t→ 0+. The
proportionality of the shift to the observable, motivates the familiar terminology, referring to Π as
the ”pointer” (in fact, one pointer, per each spacetime point in the present case).
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It will be helpful to consider an averaged field pointer ΠD =
∫
Π(x)dnx
δΠD =
∫
dnxf(x)φ(x) (3)
Rather then measuring the field at a point, something that often diverges, ΠD couples to a field
distribution, that is, the a field that is smeared with (our choice) of the ”test function” f(x).
Smeared fields are better behaved mathematical objects, and often used within Algebraic field
theory [2].
It is well known that, unlike the case of non-relativistic quantum theories, special relativity
limits the set of observables that can be measured instantaneously without conflicting with causality
[39–43]. In the following, we must therefore keep our formalism covariant.
It is easy to check that the measurement interaction Hamiltonian is local and Lorentz invariant,
by recasting it in its corresponding Lagrangian,
L = g(x)Φ(x)φ(x). (4)
For a complete measurement scheme, we need to include “velocity“ measurements. Our field
has a ”velocity” operator, that is related to the conjugate field pi = ∂tφ. This then suggests a
velocity measurement of a form
HI = −
∫
dnxg(x, t)Φ(x, t)pi(x, t) (5)
that seems at first sight, as a harmless extension of the former field case. Notice however, that
while φ and Φ transform like scalars, their conjugates pi and Π, do not.
The Lagrangian in this case is
L =
∫
dnx
(
g(x)Φ(x)∂tφ(x) +
1
2
g(x)2Φ(x)2
)
(6)
The first term, on the right-hand-side, can be written as g(x)Φ(x)µ∂µφ(x), where 
µ is a four-
vector orthogonal to the hypersurface t = 0, and is hence invariant. However, unlike the former
case, there appears an extra negative spring-like term ∼ g2φ2. A similar term, has been discussed
first by Bohr and Rosenfeld, in their classic work on the measurability of the electromagnetic field.
They refer to it as the “spring compensation” [44,45].
Its role is as follows: when we couple to the conjugate momentum pi, we necessarily disrupted
the equality of pi to the velocity ∂tφ, while the interaction is “on”: pi 6= ∂tφ. It can be easily verified,
that the spring term, acts to restore this relation, so that the measurement detects the undisturbed
value of ∂tφ, that the field would have had, in an undisturbed evolution. Adding the compensation
force to the system will amend it to be δ∂tΦ(x) = ∂tφ(x) + g(x)Φ(x), which is constant and equals
to ∂tφ(x) just before the measurement.
Having discussed von Neumann’s measurement model for a relativistic field, we turn to the prob-
lem of measuring field entanglement. Entanglement is a kinematic property of the wave function,
(not an operator). It can be expressed in terms of correlations like 〈φφ〉 , 〈φpi〉 , 〈pipi〉, and higher
orders if the field state is not Gaussian. Hence, entanglement is, as in the non relativistic case,
expressible by some function of correlations, which as a matter of principle can be measured as
above by extending the coupling function g(x) to be nonzero at two (or more) spatially separated
regions A and B . The correlation can then be measured by performing a set of experiments with
suitable g(x)’s. The combined set of measurements enables to read out the correlations.
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3 The problem of discretization on curved hypersurfaces
The measurement scheme discussed in the previous section provides us with the necessary correla-
tions for evaluating entanglement. However, a field carries infinitely many degrees of freedom, one
at each point, even in a finite region. To control the infinities, one often imposes some sort of a
cut-off, by discretizing the field in space. However by imposing a particular cut-off, we lose Lorentz
invariance, and its causal structure [46].
To illustrate this, let us consider two d−1-dimensional hypersurfaces, σ0 and σ1, with coordinate
systems x and z, respectively. Consider now scalar field φ0(x), and a momentum piφ0(x
′), such that
[φ0(x), piφ0(x
′)]|σ0 = iδ(x−x′), for points x, x′ on σ0. Suppose that the field is in the state |Ψ(σ0)〉.
For this state we can derive the entanglement between regions in σ0. We can evolve forward in time
the state |Ψ(σ0)〉 → |Ψ(σ1)〉 using the Tomonaga-Schwinger formalism [47,48]. Given by the state
on σ0, how should we evaluate the entanglement on the hypersurface σ1?
A common practice, has been to discretize the continuum to some sort of a lattice, and eval-
uate entanglement in the limit of a sufficiently refined mesh. As we now discuss, such a naive
discretization has certain disadvantages when considering general hypersurfaces.
Consider for example, the two following schemes of discretization. In the naive approach one
discretizes the field on the initial hypersurface: φ(x)|σ0 → φn(σ0), such that [φn(σ0), piφm(σ0)] =
iδnm, and the system becomes equivalent to a set of coupled harmonic oscillators.
In the Heisenberg picture we can evolve operators using the corresponding Latticized-Hamiltonian
from σ0 to σ1, such that φn(σ0)→ φn(σ1), and pim(σ0)→ pim(σ1). However, one can easily see that
in general the φn(σ1), and pim(σ1), no longer form a conjugate pair, and in fact, the fields at differ-
ent points on σ1 do not commute. This means that our map destroyed the tensor product structure
we had on σ0, with respect to the transformed operators. By imposing a particular discretization
on σ0, we hence lost the notion of locality and tensor product structure on σ1.
We could approach the problem differently. First construct suitable conjugate fields on σ1,
[φ1(z), piφ1(z
′)]|σ1 = iδ(z − z′), with z, z′ ∈ σ1, and subsequently discretize the fields. In this
case a suitable locally factorized Hilbert space on σ1 can be obtained. Clearly this approach is
not equivalent to our first naive attempt. In fact, one can see that there is no transformation
that relates the creation and annihilation operators of the two quantizations schemes; it becomes
meaningless to operate one field on the state obtained from the other scheme.
Only in the limit of a vanishing cut-off scale, the theory becomes continuous again, and recovers
causality. But in a theory with a particular frame-dependent cut-off, it becomes meaningless to talk
about entanglement on other different hypersurfaces, apart from the trivial case of global uniform
evolution. In the next section, we suggest a new discretization method that circumvents these
problems.
4 Discretizer-field
In this section, we propose a new covariant discretization method. To this end, we introduce an
auxiliary relativistic field, to be referred to as the ”discretizer”. The discretizer interacts with the
system in an intermediate step, prior to a final observation.
The measurement therefore, becomes a two stage process. In the first step, the discretizer field,
ψ′, interacts with our system along a particular section, σA of the hypersurface σ1, as depicted in
Fig. 1. In the second stage, after the interaction is turned off, the relevant observables are measured
by observing the discretizer rather than the original system.
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The role of the discretizer will therefore be twofold: (a) To impose an effective cut-off on a general
hypersurface, without breaking causality. And (b), to map the system’s continuous spectrum into a
discrete one, thus providing simpler means to compute entanglement, or observe it in a subsequent
step.
After the correlations are transformed between the discretizer and the system field, the two
systems remain decoupled. Therefore, a subsequent measurement of the discretizer, will not be
restricted to σA, and can instead be carried out within the spacetime future domain of this section
(denoted by a shaded region in Fig. 2).
The ancillary discretizer ψ′, interacts with the field φ along σA, but otherwise, prior to and
subsequent to the interaction, remains uncoupled. The dashed lines in Fig. 1 denote boundary
conditions for the discretizer: ψ′(boundary) = 0.
Next, consider an interaction along σA that swaps the system’s state |ϕ〉, and the discretizer
state |ϕ′〉′:
|ϕ′〉′ → |ϕ〉′ , (7)
|ϕ〉 → |−ϕ′〉 . (8)
Due to the presence of finite boundary, the system’s state |ϕ〉′, belongs in momentum space to an
enumerable discrete tensor product Hilbert space,
|ϕ〉′ ∈ H′ =
{
H1 ⊗ · · · ⊗ HN
}
⊗HN+1 ⊗HN+2 ⊗ · · · (9)
After the swap, the original field’s entanglement between σA and its complement σ − σA, is now
”stored” between the discretizer’s degrees of freedom and, the field’s degrees of freedom at σ −
σA. Hence the original fields entanglement can be expressed as a function of correlations between
operators that belong to the discrete Hilbert space.
Esys(σA)→ ED(σA) = lim
Nc→∞
ENc(H1 ⊗ · · · ⊗ HNc), (10)
where ENc stands for the contribution to entanglement, of all modes up to Nc.
We notice that the set-up provides a simple way to impose a cut-off. By truncating the limit
in (10), we consider the entanglement contribution of only a finite set of modes, say 1 ≤ n ≤ Nc,
in a sub-space denoted above by curly braces. The highest mode, gives rise to a cut-off scale
which is controlled by Nc, therefore, rather then imposing the cut-off in space (by discretizing the
Hamiltonian), the cut-off will be imposed by omitting higher modes.
We now turn to describe the swap between the discretizer and the field, by considering first the
simplest case of a flat hypersurface (t = 0, in Minkowski spacetime). Consider the unitary evolution
operator
U(α) = e−iα
∫
A
dnx(φpi′−piψ′), (11)
where [ψ′(x, t = 0), pi(x′, t = 0)] = iδ(x− x′).
It can easily be verified that U(α), with the choice α = pi/2, transforms the operators as,
ψ′(x)→ φ(x), (12)
pi′(x)→ pi(x), (13)
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where x ∈ σA. As we have seen in Sec. 2, the interaction, HI = g(t)(φpi′ − piψ′), corresponds to a
Lorentz invariant Lagrangian, which includes compensation terms.
In order to generalize the swap to a curved hypersurface, as depicted in Fig. 1, we change the
region of integration to σA and the variables of integration to be the coordinates along that surface.
Let us denote zi as those coordinates. Providing the commutation relations remain canonical such
that, [φ(x(z)), pi(x(z′))] = iδ(z − z′), U(α) operates as a swap.
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Figure 1: The impulsive coupling acts in the hyper-region σA, which is part of some Cauchy surface
σ1
For a general hypersurface σ1, we need to introduce a one parameter foliation of hypersurfaces
σ(τ), such that σ(τ = τ0) = σ1. This can be defined using the canonical form of the metric,
ds2 = gµνdx
µdxν = g00dτ
2 + 2g0idτdz + gij(τ, z
k)dzidzj . The corresponding free action becomes
S0 =
∫
dτL(τ) with a Lagrangian L0 =
∫
στ
dd−1zL(z), and
L = 1
2
√
|g(z)| (gµν∂µφ(z)∂νφ(z)−m2φ(z)2) , (14)
The corresponding conjugate momentum, pi(z) = ∂L/∂(∂τφ), is given by
pi(z) =
√
|g(x)|g0ν(z)∂νφ. (15)
and by a similar expression for the discretizer, pi′. They can be viewed as directional derivatives of
their conjugate fields in a direction normal to σ1. It is always possible, and will be convenient in
the following sections, to chose a synchronous coordinate gauge, with g0i = 0, which simplifies the
momentum to the form pi(z) =
√|g(x)|gττ (z)∂τφ.
Now lets consider the swap interaction term on a general hypersurface. In covariant action is
then:
S = S0 +
∫
σ
ddx
√−g(1
2
µ(z)µ(z)(φ
2 + ψ′2)− µ(z)(φ∂µψ′ − ψ′∂µφ)) (16)
where S0 = S0(system) + S0(discretizer) is the free action, 
µ = δ(τ − τ0)nµ has support only in
the region, and nµ being the unit vector normal to that surface.
As one might expect, the last term on the left-hand-side, is just the rotation operator betw en
the field and the detector, and corresponds to a Noether charge, provided that mφ = mψ′ .
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5 Evaluating the entanglement
Having formulated a swap between the field and the discretizer, we now discuss the process of
evaluating the entanglement. Given the boundary conditions on the discretizer, we can expend,
prior to the interaction, the field in terms of any set of normalized orthogonal functions hn(z), that
satisfies the boundary conditions, and form a basis to discretizer fields:
ψ′(x(z)) =
∑
n
hn(z)ψn ; ψn =
∫
σA
dnzhn(z)ψ
′(z) (17)
pi′(x(z)) =
∑
n
hn(z)piψn ; piψn =
∫
σA
dnzhn(z)pi
′(z). (18)
Rather then considering point-to-point correlations such as 〈ψ′(z)ψ′(z′)〉, we see the correlations
from the discrete set of modes, 〈ψn, ψm〉, etc.
After the swap interaction acts along σA, the discretizer field will be mapped (locally) to
ψ′(z, τ)→ φ(z, τ). Inserting to the above relations, we obtain
ψn →
∫
σA
dnzhn(z)φ(z) (19)
piψn →
∫
σA
dnzhn(z)pi(z), (20)
Therefore, we see that the problem of evaluating the entanglement of the original (system) field,
translates to the problem of evaluating the discretizer moments after the interaction. In the limit
Nc →∞, the two methods are equivalent. However, using the discretizer, we managed to transform
our original continuous problem, to a discrete one.
For the particular case of Gaussian states, as the Minkowski vacuum state, the evaluation turns
out simpler, since the entanglement can be determined from only the first and second moments, the
expectation values of the modes and the covariance matrix M [49]. To calculate the entanglement
between N modes to their environment, we need to find the symplectic eigenvalues of a 2N × 2N
covariance matrix M . This can be done by a symplectic diagonalization (see e.g. [50]) or by
finding the eigenvalues of the matrix |iΩM |, where Ω is the symplectic form. In a similar way, the
logarithmic negativity [51] between two regions σA, σB ∈ σ1 can be evaluated with the symplectic
eigenvalues of the partially transposed covariance matrix.
It should be emphasised that in the present approach we can quantize the original system field
φ, only once, along some particular initial hypersurface σ0, which generally need not be the same
as the hypersurface σ1, used for evaluating the entanglement (see Fig. 2). The state of the systems
is given prior to the interaction, on σ0.
To exemplify the idea, consider the simplest case, of an initial Minkowski vacuum state, and
suppose we wish to compute the entanglement with respect to another general hypersurface σ1. We
quantize the field φ(xµ) on a surface with a constant x0. We then expand the field with respect
to the ordinary creation and operators that diagonalize the Hamiltonian, with the vacuum defined
as ak|0〉 = 0. We can now evolve the field to σ1 in the Heisenberg representation and express the
Minkowski coordinates as functions of σ1’s coordinates, z. The discretizer modes along σ1 become
in a synchronous gauge
ψn →
∫
σA
dnzhn(z)φ(x
µ(z)) (21)
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and
piψn →
∫
σA
dnz
√−ghn(z)gττ∂τφ(xµ(z)) (22)
with
φ(xµ(z)) =
∫
dnk
(2pi)n
√
2ωk
(ake
−ikµxµ(z) + a†ke
ikµx
µ(z)), (23)
where xµ are the coordinates with the flat Minkowski metric.
6 Coupling to Williamson modes
When diagonalizing the matrices |iΩM | and |iΩM˜ |, we might find that the contribution to the
entanglement primarily comes from a single eigenvalue, which corresponds to a single non local
mode. This is the case when evaluating the entanglement between regions of a flat hypersurface in
the Minkowski vacuum. Hence, if we wish to extract the entanglement, it would be efficient if we
could measure this single mode, instead of the infinite degrees of freedom that are needed for the
complete entanglement.
The given eigenvectors of |iΩM | and |iΩM˜ |, can be treated as Fourier coefficients that multiply
the hn(z) modes of the detector: If vn is an eigenvector, we can define fn(z) =
∑
i(vn)ihi(z). By
Fourier transforming the problem of diagonalizing |iΩM | and |iΩM˜ |, we get for the entanglement
entropy of a single region:∫ b
a
dy 〈φ(x)φ(y)〉 fn(y) = iνn
2
gn(x)
∫ b
a
dy 〈pi(x)pi(y)〉 gn(y) = −iνn
2
fn(x), (24)
and for the logarithmic negativity between separated places:∫ b
a
ds 〈φ(z)φ(s)〉 fn(s) +
∫ d
c
ds 〈φ(z)φ(s)〉 fn(s) = i ν˜n
2
gn(z) (25)
−
∫ b
a
ds 〈pi(z)pi(s)〉 gn(s) +
∫ d
c
dy 〈pi(z)pi(s)〉 gn(s) =

i ν˜n2 fn(z) x ∈ (a, b)
−i ν˜n2 fn(z) x ∈ (c, d).
(26)
The discrete version of these equations for an harmonic chain can be found in [16]. It is interesting
to note that these equations can be derived if we heuristically take the covariance matrix of the
field to be in position space and treat it as a functional.
We can normalize the functions such that,
∫
dxfn(x)gn(x) = 1. These functions define the
symplectic transformation that diagonalize the covariance matrix. In other words
∫
dxfn(x)φ(x)
and
∫
dxgn(x)pi(x), where the integration is over both regions, are the Williamson modes. If we
define
qAn =
∫ b
a
dzfn(z)φ(z)√∫ b
a
dzfn(z)gn(z)
, (27)
pAn =
∫ b
a
dzgn(z)pi(z)√∫ b
a
dxfn(z)gn(z)
, (28)
8
we can define a new system of modes which qAn , p
A
n , q
B
n , p
B
n are a part of, and the rest of the system’s
modes are defined such that all together, they respect the canonical commutation relations. Then,
the reduced covariance matrix of only mode n in region A and B will have the same symplectic
eigenvalue νn. This can be seen by expressing Eqs. (25) and (26) in terms of the new modes
and comparing to the equations that are obtained for the symplectic eigenvalue of the reduced
covariance matrix of mode n.
Therefore we can interpret fn(x) and gn(x) as the weight functions that specify the spatial
structure of the modes that carry such entanglement between them. Given fn(x) and gn(x), we
can preform measurements on just a single mode. In Eq. (3), we can adjust the coupling such that
f(x) = fn(x) and the same can be done for the momentum mode.
We comment that the modes qAn and p
A
n , are in fact non-local objects in σA, that cannot be
observed instantaneously (without violating causality). However, we can perform the measurements
on the discretizer field after the swap. The discretizer field remains decoupled in the causal future
of σA, and therefore the duration of the final measurement is not restricted in time. It is reasonable
to suspect that we can realize such interaction by considering a local non instantaneous coupling
with a single degree of freedom such as an oscillator. We leave the problem of finding a realization
for future work.
7 Flat hypersurfaces
In this section we apply the discretizer method in a two-dimensional space, and consider flat surfaces,
and an initial state of a Minkowskian vacuum. We shall compare our method to previously known
results for the entanglement entropy of a single region and the logarithmic negativity between
separated regions. We begin by expanding the discretizer in region A = (x1, x2):
Figure 6: asdf
x
x1 x2 x3 x4
Figure 7: asd↵
10
x
x1 x2
R
R
L
Figure 2: The discretizers are set in regions of size R marked in red. The upper configuration is for
measuring the entanglement between a single region and its environment and the lower configuration
is for measuring the entanglement between two regions with distance L between them.
ψ′A(x) =
∞∑
n=1
√
2
Rωn
ψ′An sin(kn(x− x1)) ; ψ′An =
√
2ωn
R
∫ x2
x1
dxψ′A(x) sin(kn(x− x1)); (29)
pi′A(x) =
∞∑
n=1
√
2ωn
R
pi′An sin(kn(x− x1)) ; pi′An =
√
2
Rωn
∫ x2
x1
dxpi′A(x) sin(kn(x− x1)); (30)
where kn =
pin
R , R = x2 − x1 and ωn =
√
k2n +M
2
0 . Similarly, we expand the discretizer in region
B = (x3, x4), by changing the interval of integration and replacing sin(kn(x−x1)) in the equations
above with sin(kn(x− x3)).
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The evolution operator for the two regions is given in the interaction picture as
U = e−i
pi
2
∫
A
dx(φpi′A−piψ′A) ⊗ e−ipi2
∫
B
dx(φpi′B−piψ′B), (31)
The effect of this operator on our field modes is given by:
U†ψ′An U = ψ
A
n =
√
2ωn
R
∫
A
dxφ(x) sin(kn(x− x1)), (32)
U†pi′An U = pi
A
n =
√
2
Rωn
∫
A
dxpi(x) sin(kn(x− x1)), (33)
and similar transformation happen for the operators in region B. Suppose that both regions are of
size R and the separation between them is x3 − x2 = L.
We can compute the CM’s elements:
MψAn ,ψBm =
4
R
√
ωnωm
∫ R
0
dx
∫ R
0
dy sin(
pin
R
x) sin(
pim
R
y)
∫ ∞
−∞
dk
4piωk
eik(x−y−L−R), (34)
MpiAn piBm =
4
R
√
ωnωm
∫ R
0
dx
∫ R
0
dy sin(
pin
R
x) sin(
pim
R
y)
∫ ∞
−∞
dkωk
4pi
eik(x−y−L−R), (35)
where the case of a single region, MO˜An ,O˜Am
, is obtained by setting L+R = 0 in Eqs. (34) and (35).
A change of variables x→ Rx and k → k/R will give:
MψAn ,ψBm =
√
ω′nω′m
∫ 1
0
dx
∫ 1
0
dy sin(pinx) sin(pimy)
∫ ∞
−∞
dk
pi
√
k2 + (M0R)2
eik(x−y−
L
R−1), (36)
MpiAn piBm =
1√
ω′nω′m
∫ 1
0
dx
∫ 1
0
dy sin(pinx) sin(pimy)
∫ ∞
−∞
dk
√
k2 + (M0R)2
pi
eik(x−y−
L
R−1), (37)
where ω′n =
√
(pin)2 + (M0R)2. We can see that the integrals of the self correlations for a massless
field are independent of R so without introducing a physical scale like an energy cutoff the entangle-
ment entropy is also independent of R. We can set R = 1 so that L and M0 are now dimensionless.
Doing the spatial integration we find
MψAn ,ψBm =
√
ωnωm2pinm

∫
dk
ωk
2 cos2( k2 ) cos(k(1+L))
(k2−n2pi2)(k2−m2pi2) n odd, m odd,∫
dk
ωk
sin(k) sin(k(1+L))
(k2−n2pi2)(k2−m2pi2) n odd, m even,∫
dk
ωk
− sin(k) sin(k(1+L))
(k2−n2pi2)(k2−m2pi2) n even, m odd,
∫
dk
ωk
2 sin2( k2 ) cos(k(1+L))
(k2−n2pi2)(k2−m2pi2) n even, m even,
(38)
The integrals can be further simplified to be more numerically tractable, by contour integrating in
the complex plan. This gives:
MψAn ,ψBm =−
√
ωnωm2pinm
∫ ∞
M
dy√
y2 −M2
(−1)ne−y|L| + (−1)me−y(L+2) − (1 + (−1)n+m)e−y(L+1)
(y2 + n2pi2)(y2 +m2pi2)
+ δn,m (39)
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MpiAn ,piBm =−
2pinm√
ωnωm
∫ ∞
M
dy
√
y2 −M2 (−1)
ne−y|L| + (−1)me−y(L+2) − (1 + (−1)n+m)e−y(L+1)
(y2 + n2pi2)(y2 +m2pi2)
+ δn,m (40)
 ˜Bn =
r
2
 B
Z z4
z3
dz (x(⌧, z)) sin(
⇡n
 B
(z   z3)), (59)
⇡˜Bn =
r
2
 B
Z z4
z3
dz⌧@⌧ (x(⌧, z)) sin(
⇡n
 B
(z   z3)), (60)
[ (x),  ˙(y)] = i (
p
 x2   t2) , (61)
[ ˙(x),  ˙( )] =  i 2 
Z
dk
2⇡
k sin(k x
p
1  ( t/ x)2), (62)
⇢ (✏(t)) =
0BB@
⇢##,## ⇢##,"" 0 0
⇢"",## ⇢"","" 0 0
0 0 ⇢#",#" ⇢#","#
0 0 ⇢"#,#" ⇢"#,"#
1CCA (63)
  (64)
 A (65)
µ=10 3 (66)
µ=10 2 (67)
µ=10 1 (68)
µ=1 (69)
µ=10 (70)
17
 ˜Bn =
r
2
 B
Z z4
z3
dz (x(⌧, z)) sin(
⇡n
 B
(z   z3)), (59)
⇡˜Bn =
r
2
 B
Z z4
z3
dz⌧@⌧ (x(⌧, z)) sin(
⇡n
 B
(z   z3)), (60)
[ (x),  ˙(y)] = i (
p
 x2   t2) , (61)
[ ˙(x),  ˙(y)] =  i 2 
Z
dk
2⇡
k sin(k x
p
1  ( t/ x)2), (62)
⇢ (✏(t)) =
0
B@
⇢##,## ⇢##,"" 0 0
⇢"",## ⇢"","" 0 0
0 0 ⇢#",#" ⇢#","#
0 0 ⇢"#,#" ⇢"#,"#
1
CA (63)
  (64)
 A (65)
µ=10 3 (66)
µ=10 2 (67)
µ=10 1 (68)
µ=1 (69)
µ=10 (70)
17
 Bn =
r
2
 B
Z z4
z3
dz (x(⌧, z)) sin(
⇡n
 B
(z   z3)), (59)
⇡˜Bn =
r
2
 B
Z z4
z3
dz⌧@⌧ (x(⌧, z)) sin(
⇡n
 B
(z   z3)), (60)
[ (x),  ˙(y)] = i (
p
 x2   t2) , (61)
[ ˙(x),  ˙(y)] =  i 2 
Z
dk
2⇡
k sin(k x
p
1  ( t/ x)2), (62)
⇢ (✏(t)) =
0BB@
⇢##,## ⇢##,"" 0 0
⇢"",## ⇢"","" 0 0
0 0 ⇢#",#" ⇢#","#
0 0 ⇢"#,#" ⇢"#,"#
1CCA (63)
  (64)
 A (65)
µ=10 3 (66)
µ=10 2 (67)
µ=10 1 (68)
µ=1 (69)
µ=10 (70)
17
 ˜Bn =
r
2
 B
Z z4
z3
dz (x(⌧, z)) sin(
⇡n
 B
(z   z3)), (59)
⇡˜Bn =
r
2
 B
Z z4
z3
dz⌧@⌧ (x(⌧, z)) sin(
⇡n
 B
(z   z3)), (60)
[ (x),  ˙(y)] = i (
p
 x2   t2) , (61)
[ ˙(x),  ˙(y)] =  i 2 
Z
dk
2⇡
k sin(k x
p
1  ( t/ x)2), (62)
⇢ (✏(t)) =
0BB@
⇢##,## ⇢##,"" 0 0
⇢"",## ⇢"","" 0 0
0 0 ⇢#",#" ⇢#","#
0 0 ⇢"#,#" ⇢"#,"#
1CCA (63)
  (64)
 A (65)
µ=10 3 (66)
µ=10 2 (67)
µ=10 1 (68)
µ=1 (69)
µ=10 (70)
17
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(c) (d)
Figure 3: (a) Entanglement Entropy SA of region A with size R = 1, as a function of N , the
number of lowest modes that are included in the covariance matrix. SA diverges as expected and
behaves like 13 logN+c for small masses. (b) The Logarithmic Negativity between the two intervals
as a function of the number of lowest modes that are included in the covariance matrix. (c) The
Logarithmic Negativity as a function of y (defined in (41)) for a flat Cauchy surface. The results
are fitted to EN = −1/4 log(1− y)− 1/2 log(K(y)) + 0.1615 (d) The divergence of the Logarithmic
negativity as a function of number of lowest modes in the intervals, for a flat Cauchy surface. The
intervals are of size 1. The results are fitted to EN = −1/4 log(1− (1+a/2piN)−2)−1/2 log(K((1+
a/2piN)−2)) + 0.1615, a = 1.176.
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In Fig. 3a we show the entanglement entropy SA for a single region with N lowest modes in
the calculation. It corresponds to the entropy seen by a detector in region A, if it cannot detect
particles with energy higher than that of the N ’th mode. We get that in the massless limit, the
entropy fits well with SA =
1
3 logN + c which is the same as in the results obtained for a 1+1 scalar
field theory [14,16,18].
It is interesting to notice that the correct 1/3 pre-factor appears in our case for any NC ≥ 1.
This is a somewhat surprising feature, since in the usual spatial-cutoff care, the pre-factor depends
on the number of points n within the region R, and approaches the value 1/3 only asymptotically.
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Figure 4: The shapes of the most entangled Williamson mode (solid for fn(x), dashed for gn(x))
for different separations. Each region is taken with 30 of the lowest modes and the mass is 10−14/R
In Fig. 3b, the logarithmic negativity between the two detectors, is plotted for different separa-
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tions as a function of the number of modes at each detector. We can see the logarithmic negativity
diverges when the blocks are not separated. Additionally, we observe that saturation of entangle-
ment is reached when the number of modes at each box is one over the separation, i.e. when the
spatial resolution is enough to tell that the regions are separated.
In [20], Calbrese et al. obtained that the entanglement is a function of y where
y =
(x2 − x1)(x4 − x3)
(x3 − x1)(x4 − x2) . (41)
This function diverges as y goes to one, and goes to zero as y vanishes. For y close to 1, the
logarithmic negativity acts as [21]:
N = −1/4 log(1− y)− 1/2 log(K(y)) + C. (42)
In Fig. 3c we can see an excellent agreement of our results with Eq. (42).
As y goes to 1 the entanglement diverge but for a finite number of modes at each interval, i.e.
the cutoff, we can say that the effective minimum separation is 12piN instead of 0. If we plug this
separation to y we get again an excellent fit with our results, seen in Fig. 3d.
We can also check how does the shape of the modes relate to the entanglement they carry, based
on the weight function that are described in Sec. 6
For the entanglement entropy of a single region, the shapes of the modes are similar to the
results in [16] except for noisy oscillations that comes from the fact that the number of modes in
the region is finite. We also note that the mode with the largest symplectic eigenvalue is localized
near the edges of the region, and its extremum gets larger as we increase the number of modes
in the calculation. This shows that the divergence of the entanglement entropy comes from the
boundary of the region.
For the entanglement between two regions, we can see in Fig. 4 how the shape of the most
entangled Williamson mode change as the regions are further separated from each other. When the
two regions touch, the modes are localized near the edge, but as they separate, the modes need to
be shielded from their near environment, and hence we see that they are pushed to the centre.
8 Milne surfaces
The Milne coordinates are defined by x = e
aη
a sinh(az), t =
eaη
a cosh(az), with the metric ds
2 =
e2aη(dz2− dη2). Surfaces of constant η and z can be seen in Fig. 5. In this section we evaluate the
Minkowski vacuum’s entanglement between regions on a hypersurface σ, defined by a constant η.
Interval A will be between (z1, z2) and interval B between (z3, z4). A single and two intervals, are
illustrated in Fig. 5a and Fig. 5b.
The momentum operator along σ is pi(x) = ∂φ(x)∂η . The discretizer operators after the swap
become:
ψBn =
√
2
∆B
∫ z4
z3
dzφ(x(η, z)) sin(
pin
∆B
(z − z3)), (43)
piBn =
√
2
∆B
∫ z4
z3
dz∂ηφ(x(η, z)) sin(
pin
∆B
(z − z3)), (44)
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u1
u2
u3
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(b)
Figure 5: The different configurations we consider for entanglement evaluations on a Milne hyper-
surface. The blue lines mark hypersurfaces of constant η, and the dashed lines of constant z. (a)
The swap is performed at a region embedded on a Milne surface. The entanglement is the same as
for a region on a flat surface which shares the same causal diamond. (b) The swap is preformed
at two regions on a constant η hypersurface. ui are the points in spacetime that mark the regions’
ends: ui = (t(η, zi), x(η, zi))
where ∆B = z4 − z3. Let us take a to be equal to 1. For small masses, the CM elements will be:
MψAn ,ψBm =
−2
pi
√
∆A∆B
∫ ∆A
0
dz
∫ ∆B
0
dz′ sin
(
pin
∆A
z
)
sin
(
pim
∆B
z′
)
log
(∣∣∣∣2M0eη sinh(z − z′ + z1− z32
)∣∣∣∣) ,
(45)
MpiAn piBm =
−2
pi
√
∆A∆B
∫ ∆A
0
dz
∫ ∆B
0
dz′ sin
(
pin
∆A
z
)
sin
(
pim
∆B
z′
)
1
4 sinh2
(
z−z′+z1−z3
2
) , (46)
where ∆A = z2 − z1. We can see that these equations are Lorentz invariant as they depend on
differences in the z axis. Additionally, for vanishing masses, they do not depend on η. We can
integrate by parts Eq. (46) to get:
MpiAn piBm =
−2pinm
∆A∆B
√
∆A∆B
∫ ∆A
0
dz
∫ ∆B
0
dz′ cos
(
pin
∆A
z
)
cos
(
pim
∆B
z′
)
log
(∣∣∣∣sinh(z − z′ + z1− z32
)∣∣∣∣) ,
(47)
and then, by finding a vector −u(z, z′)dz + u(z, z′)dz′ who’s curl equal the integrand, we can use
green’s theorem to simplify the numeric integration.
To check how does the entanglement change with the region’s size, we increase the region with
N , the number of lowest modes in the covariance matrix such that ∆A = ∆N , where ∆ is constant.
This insures that the wavelength of the highest mode stays constant and what that increases with
the region’s size, is the number of times this wavelength enters in the region. This corresponds
in lattice discretization to holding the lattice space constant and increasing the number of lattice
points of the region. We find that for ∆ < 1 the entanglement entropy of a single region centred
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around the origin is:
SA =
1
3
log(
2τ sinh(∆2 N)
τκ
) + c =
1
3
log(
R

) + c, (48)
where κ is some constant that serves as a dimensionless ultraviolet cutoff,  = τκ controls the
spatial resolution, and τ = eη. This result was also obtained in [52] and is similar to the result on
the flat surface. This suggests that the entanglement does not depend on deformations inside the
casual diamond. For ∆ > 1 the factor of the logarithm decreases as ∆ gets larger.
We can check how the entanglement changes with the effective cutoff when holding ∆A constant
while increasing N . This corresponds to increasing the spatial resolution while keeping the region’s
size constant. We get that for ∆A < 1,  = 2τ sinh(
∆A
2N ). This is what we expect as for small ∆A
the region is in a part of the surface that is approximately flat. For ∆A > 1 the fit is not as good
due to data points with small N .
This shows that for spatial resolutions higher then τ , Eq. (48) holds and the entanglement
is indeed the same in any region inside the casual diamond. For  larger then τ we suspect that
the deviation from Eq. (48) is because the sin modes, as defined in (43), are not modes that
diagonalize the Hamiltonian on that surface thus the effective energy cutoff is not proportional to
N. In addition, it is only reasonable that we will not notice the true entanglement when the effective
cutoff is less than τ , as the degrees of freedom that are not traced, are not continuous with respect
to the curvature.
For the case of two separated regions, if we extend the definition of y, the four point function to
y → ||u2 − u1|| ||u4 − u3||||u4 − u2|| ||u3 − u1|| (49)
where ui is a point in space time and || ∗ || is the Minkowski spacetime interval, we get that the
logarithmic negativity is the same function of y for a flat surface, found in [21]. Equation (41) is just
the special case of y on a flat region. We can express y in terms of the flat and Milne coordinates
on the Milne surface:
y =
√
(∆21)2 − (
√
τ2 + x22 −
√
τ2 + x21)
2
√
(∆43)2 − (
√
τ2 + x24 −
√
τ2 + x23)
2√
(∆42)2 − (
√
τ2 + x24 −
√
τ2 + x22)
2
√
(∆31)2 − (
√
τ2 + x23 −
√
τ2 + x21)
2
(50)
=
sinh( z2−z12 ) sinh(
z4−z3
2 )
sinh( z4−z22 ) sinh(
z3−z1
2 )
9 Remarks on general hypersurfaces and lightcone entangle-
ment
The results in the previous section are in agreement with the notion that the entanglement does
not depend on deformations inside the casual diamonds of the regions, and on the shape of the
hypersurface. In the definition above, y is the quotient of proper distances along straight lines in
Minkowski spacetime. There is no reminiscence to the fact that the entanglement was evaluated
on Milne hypersurfaces. We can conclude that this is a feature of the Minkowski vacuum and true
for any surface we choose.
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In the definition above, y is the quotient of proper distances along straight lines in Minkowski
spacetime. There is no reminiscence to the fact that the entanglement was evaluated on Milne
hypersurfaces
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Figure 6: Different hypersurfaces that intersect at the endpoints of the causal diamonds of certain
regions. The entanglement between regions does not depend on the shape of the hypersurface, but
only on the endpoints of the regions
Let us consider some interesting scenarios . If we take two infinite regions that are separated
on the Milne surface, meaning the limit of z1 = −∞, z4 = ∞ in Eq. (50), we get that y does not
approach one, hence the entanglement between the regions is finite. This is unlike two separated
infinite regions on a flat surface for which the entanglement diverges. We can also hold the separation
between them in the x axis constant and decrease τ so that the two regions approach the light cone
(as depicted on the left plot of Fig. 7). We get that y goes to zero and the entanglement vanishes,
showing that the two sides of the light cone are not entangled if separated by a finite region.
Further more, we can look at two finite regions on the same side of the light cone. We take two
regions with x1 > 0 and decrease τ while holding the positions on the x axis (depicted on the right
plot of Fig. 7). In this limit, y is the same as in Eq. (41): the spacetime intervals are replaced with
the lengths of the projections of those regions on the x axis. To derive this result it is enough to
use the result on a flat surface by [20] for which y is defined as in Eq. (41) and assume the Lorentz
invariance of the vacuum.
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Figure 7: We consider sections with a constant separation on the x axis that approach the light
cone. (Left) the sections are symmetric on either sides of the light cone, getting disentangled as
they approach it. (Right) the sections are on the same side of the light cone and stay entangled.
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On the other hand, from the vacuum’s Lorentz invariance and the results on a flat surface for
which the entanglement is proportional to log(R), we might expect that the entanglement entropy
of a region on the lightcone is zero. How can it be then, that a region on the lightcone is not
entanglement with its environment but has non zero negativity with a distant region? To claim
that the entanglement entropy depends on the region’s size, we need to add an energy cutoff to
the theory. But with the cutoff, the vacuum is no longer Lorentz invariant. This relates to the
discussion in Sec. 3. In order for the vacuum to be invariant we need to look at infinite degrees of
freedom that will give a diverging entanglement entropy for any region in spacetime.
It seems that although deforming the surface inside the regions does not effect the total entan-
glement, it might change the arrangement of the degrees of freedom that are entangled. Consider
again the two regions with constant separation, symmetric around the t axis (Left plot on Fig. 7).
As the regions approach the light cone, the entanglement between them vanishes. What happens
to the entangled degrees of freedom in this process? If we look at the direction of the vector that
is orthogonal to the Milne surface, we see that it points to the origin. This is the direction of
time on that surface. From that we can speculate that the density of the degrees of freedom that
are responsible for the entanglement on the flat regions are now concentrated in the middle of the
lightcone wedge.
If this is the case, we can further speculate on the entangled degrees of freedom of two light cone
wedges that are next to each other (such as the hypersurfaces that approach the dashed lines in the
causal diamonds of Fig. 6). While the degrees of freedom that are entangled to the environment
are at the endpoints, those that are entangled between the regions are now localized at the centre.
This corresponds to the Williamson modes’ shapes we saw in Sec. 7, which are not localized at the
edges. When deforming the flat regions to the light cone wedges, the modes are squeezed to the
centre.
10 Conclusions
We presented a covariant scheme, that is appropriate for studying entanglement between arbitrary
regions on general hypersurfaces. To this end, we replaced the UDW point-like detector, with a rel-
ativistic ”discretizer field”, and introduced a covariant interaction that fully swaps the system’s and
discretizer’s states, within the regions. The method provides a natural cutoff bypassing difficulties
that arise when imposing a spatial discretization.
We applied the approach in several toy examples and computed the entanglement of comple-
mentary and separated regions in 1+1 dimensions, flat and Milne hypersurfaces, in the Minkowski
vacuum. In the flat case, our results corroborate with previous works. For the Milne hypersur-
face we obtained, that entanglement remains invariant under local deformations inside the causal
diamond, and depends only on the boundary.
The method also provides a way to examine the spatial structure of entanglement within partic-
ular regions. This ”internal” entanglement structure is manifested for each region by the shape of
the Williamson modes, with respect to their relative partial contribution to entanglement. We find
that as regions become more separated, entanglement arises from modes that are localized further
away from the boundaries. It is interesting to note, that while that total entanglement remains
unchanged by local deformations, the ”internal” entanglement structure depends on the shape of
the hypersurface.
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