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Abstract
The recent advancements in computational power and machine learning algorithms have led to vast
improvements in manifold areas of research. Especially in finance, the application of machine learning
enables both researchers and practitioners to gain new insights into financial data and well-studied areas
such as company classification. In our paper, we demonstrate that unsupervised machine learning algo-
rithms can be used to visualize and classify company data in an economically meaningful and effective
way. In particular, we implement the data-driven dimension reduction and visualization tool t-distributed
stochastic neighbor embedding (t-SNE) in combination with spectral clustering. The resulting company
groups can then be utilized by experts in the field for empirical analysis and optimal decision making.
By providing an exemplary out-of-sample study within a portfolio optimization framework, we show that
the application of t-SNE and spectral clustering improves the overall portfolio performance. Therefore,
we introduce our approach to the financial community as a valuable technique in the context of data
analysis and company classification.
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1. Introduction
Machine learning has become one of the most influential phrases in the business world as well as
within the recent financial literature. The applications are manifold and include, among others, stock
selection (Rasekhschaffe and Jones, 2019), stock prediction (Patel et al., 2015), stock trading (Dash
and Dash, 2016) and portfolio optimization (Jain and Jain, 2019). Moreover, globalization and digital
technology allow for the generation and aggregation of financial data in vast amounts, which in turn
requires more automated approaches for data analysis. However, the practical implementation of such
complicated techniques is often time-consuming and does not coincide with the real challenges an investor
has to face with respect to efficiency and performance. Therefore, the correct use of machine learning
algorithms necessitates deep knowledge of the underlying mechanics and, more importantly, a functional
and straight-forward framework.
In this paper, we combine recent advancements in the field of unsupervised learning with the practical
expertise of an investor and introduce a tool for company classification which is easy to implement and
works best when used as a decision support module. In particular, we apply the t-SNE algorithm,
developed by Maaten and Hinton (2008) to decrease the dimension of a high-dimensional financial dataset
and thereupon, produce a reasonable and easily-understandable graphical visualization. In a second step,
these illustrations can be either visually interpreted by an expert or used within an efficient, data-driven
classification analysis to detect groups (or clusters) of similar companies. In a final step, the resulting
clusters can be utilized to improve the performance of existing frameworks from the financial research
and the practice, for example portfolio optimization.
In general, we focus on the problem that investors are often confronted with complex and potentially
high-dimensional datasets, such as stock returns. To obtain more precise knowledge of such data, it is
crucial to reduce the data dimension in a way that increases interpretability and simultaneously minimizes
information loss. Up to this date, the principal component analysis (PCA), introduced by Hotelling
(1933), remains the most commonly used unsupervised learning tool for dimension reduction within the
financial literature (see, e.g. Pattarin et al., 2004; Rothman et al., 2010; Fan et al., 2014; Han and Ge,
2020). Nonetheless, in other fields, the t-SNE algorithm has recently increased in popularity as a tool for
dimension reduction and data illustration (see, e.g. Pezzotti et al., 2017; Schubert and Gertz, 2017; Arora
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et al., 2018). As a result, various applications have been developed, for example in natural science (see,
e.g. Macosko et al., 2015; Li et al., 2017; Traven et al., 2017). In the financial literature, the application
of the t-SNE is yet rare. Kalsyte and Verikas (2013) exploit the properties of t-SNE for analyzing the
financial soundness of companies. Sarlin (2015) provides a qualitative overview of data and dimension
reduction methods for visual financial performance analysis. Wu et al. (2019) introduce a deep learning
framework for predicting stock prices. Throughout the analysis, they use a two-dimensional t-SNE on the
final stock representation to assess and interpret the stocks’ universe. Still, to the best of our knowledge,
the current financial research exploits t-SNE solely for visualization purposes, whereas our approach
includes the dimension reduction feature of the technique directly into existing approaches, e.g. portfolio
optimization.
The low-dimensional data resulting from the application of t-SNE can be either provided to experts
for visual and exploratory data analysis, or used within a clustering algorithm for grouping purposes.
Especially in the financial literature, company classification plays an important role in the fields of
company valuation, financial performance and portfolio optimization (see, e.g. Kahle and Walkling, 1996;
Linares-Mustaro´s et al., 2018; Fan et al., 2016, among others). Farrell (1974) and Arnott (1980) belong to
the first who analyze the covariates and correlations of stock returns to build homogeneous stock groups.
In the following decades, however, more sophisticated methods have been investigated in the context of
financial time series. Golosnoy and Okhrin (2009) use K-means clustering to group assets and develop
a flexible shrinkage estimator for the optimal portfolio weights. The econophysics literature proposes
correlation-based clustering procedures such as hierarchical clustering for filtering the ill-conditioned
correlation coefficient matrix (see, e.g. Bonanno et al., 2004; Tola et al., 2008; Tumminello et al., 2010;
Brida and Risso, 2010). Nanda et al. (2010) compare different clustering algorithms for the application
within a portfolio optimization framework. Furthermore, De Prado (2016) introduces an entirely new
method for portfolio optimization, which exploits hierarchical clustering and graph theory. Since it models
pairwise relations within data, graph theory has already been successfully applied for the estimation of
the covariance matrix of stock returns (see, e.g. Friedman et al., 2008; Goto and Xu, 2015).
Here, we implement the spectral clustering algorithm by Ng et al. (2002) as a way to connect the
importance of both clustering algorithms and graph theory for identifying groups and relations within
stock returns’ data. Using a similarity rather than a distance measure, spectral clustering can more
efficiently cluster high-dimensional and less compact data. Moreover, since no assumptions are made
for the particular shape of the derived clusters, the algorithm can detect non-convex data structures.
Both of these properties fit the idea and mathematics behind t-SNE, as shown in Rogovschi et al. (2017)
and Linderman et al. (2019). Additionally, t-SNE can provide the necessary affinity matrix and hence,
speed up the otherwise computationally expensive spectral clustering algorithm. Therefore, our approach
leads to an effective and efficient classification of company data by combining the dimension reduction
properties of t-SNE with spectral clustering.
To validate the proposed approach, we first show that the clusters resulting from an application of
t-SNE on stock returns provide similar results to a proprietary industry classification scheme even if
groups are formed just by visual representation. However, if instead of visual representation the data
is passed to a clustering algorithm, we can combine the t-SNE plus clustering with any standard model
from the financial literature, allowing for machine-based cross-validation (CV) even within problems
which naturally do not incorporate any parameter tuning. In this way, our approach can potentially lead
to overall performance improvement, especially if the modeler has to estimate certain parameters. We
refer to this as a decision engine. We demonstrate within an exemplary portfolio optimization framework
that our decision engine yields better results than other standard classification approaches in terms of
Sharpe ratio.
The rest of the paper is organized as follows: In Section 2, we introduce the main properties of t-SNE
for company classification. Section 3 outlines a decision engine for the optimal selection of algorithm-
specific tuning parameters within a general model framework. In Section 4, we provide an exemplary
application for portfolio optimization and report the corresponding empirical results. Section 5 summa-
rizes and concludes.
2. t-SNE for Company Classification
Due to its property to reduce a dataset’s dimension and to provide a good interpretation of underlying
data structures, the t-SNE algorithm of Maaten and Hinton (2008) is nowadays mostly used as an
unsupervised visualization tool for high-dimensional data. In that sense, t-SNE can be compared to the
well-known PCA. While PCA achieves dimension reduction by a linear projection, t-SNE utilizes present
nonlinear relationships within the dataset. Moreover, PCA aims at retaining only the global structure
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of the data (the global variance across the entire dataset), whereas t-SNE balances global and local
structure. The t-SNE algorithm has, therefore, the benefit that clusters formed in the low-dimensional
space are interpretable as data points that were also very similar in the high-dimensional space, making
the resulting visualization easier to analyze from a practitioner’s perspective.
The consideration of local and global structure with the t-SNE technique is assured by the following
two-step process. First, t-SNE creates a normal (Gaussian) probability distribution over the full dimension
of the dataset to measure the similarity between different data point series xi to xj by computing the
corresponding conditional probability pj|i for each data pair with
pj|i =
exp
(−||xi − xj ||2/2σ2i )∑
k 6=i exp (−||xi − xk||2/2σ2i )
, (1)
where σi refers to the standard deviation of the data series xi, or the so-called bandwidth of the Gaussian
kernel. Assuming the neighboring data points are selected in proportion to their probability density under
a Gaussian, centered at xi, the similarity of xj to xi is the conditional probability pj|i that xi would pick
xj as a neighbor (Maaten and Hinton, 2008). As a result, similar data series have a high probability of
being picked as a neighbor and vice versa. In a second step, t-SNE maps these probabilities to a lower,
usually two- or three-dimensional space by modeling the similarity of map point yj to map point yi with
the conditional probability qj|i given as
qj|i =
(1 + ||yi − yj ||−1)∑
k 6=i(1 + ||yi − yk||−1)
, (2)
where the new lower-dimensional representations of xi and xj are yi and yj , respectively. The main novelty
of t-SNE lies in the definition of the conditional probability qj|i. In particular, whereas the original SNE
algorithm by Roweis et al. (2002) uses a Gaussian distribution as well in the low-dimensional space, t-SNE
employs a Student-t distribution with one degree of freedom, also known as the Cauchy distribution, to
solve for the so-called “crowding problem”.1 Hence, by introducing a heavy-tailed distribution, t-SNE
ensures that the data can be spread wider and more distinctly within the low-dimensional (visualization)
space. Such a feature is extremely valuable for a dimension reduction tool, which is supposed to work
well for high-dimensional data. Furthermore, an exact or perfect representation of the high-dimensional
space on the low-dimensional map would imply that the conditional probabilities pj|i and qj|i are equal.
Therefore, to achieve the best dimensionality reduction, in a final step t-SNE aims to minimize their
difference. A typical measure for the difference between probability distributions is the relative entropy
- the Kullback-Leibler (KL) divergence (Kullback and Leibler, 1951). Contrary to SNE, t-SNE uses the
single KL divergence between the joint probabilities pij and qij as a cost function
C = KL(P ||Q) =
∑
i
∑
j
pij log(
pij
qij
) , (3)
with the gradient
δC
δyi
= 4
∑
j
(pij − qij) (yi − yj) , (4)
which is much simpler and more computationally efficient than in the case of SNE.2 In addition, Maaten
(2014) approximates the gradient by implementing the Barnes-Hut algorithm and proves the outperfor-
mance both in results’ quality and computational acceleration. Overall, the final step of t-SNE minimizes
the divergence between two distributions: a distribution that measures pairwise similarities of the input
data and a distribution that measures pairwise similarities of the corresponding low-dimensional points.
The resulting two- or three-dimensional data can be easily visualized to represent distinct clusters, referred
to as groups, and henceforth, utilized for specific financial applications.
2.1. Challenges
Despite its broad applicability and promising properties for dimension reduction and visualization
of high-dimensional data, t-SNE does exhibit some drawbacks. One practical problem, originating from
1The crowding problem is defined in Maaten and Hinton (2008) as “the area of the two-dimensional map that is
available to accommodate moderately distant datapoints will not be nearly large enough compared with the area available
to accommodate nearby datapoints”.
2The cost function within both SNE and t-SNE is minimized with a gradient descent algorithm.
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the two-step process in Equations (1) and (2), is that the distances between the resulting data points
on the low-dimensional space do not have any meaningful interpretation without further manipulation
(Wattenberg et al., 2016). Contrary to PCA, t-SNE does not provide a functional representation of how
to map the data. It is, therefore, necessary to always apply the t-SNE algorithm on the full dataset with
all its components.
Most importantly, the performance of t-SNE depends strongly on the choice of the so-called perplexity
parameter, which per definition is an information measure for the prediction inaccuracy of a probability
distribution pi and increases monotonically with the variance σi of the data series xi. Within t-SNE, the
perplexity parameter can be interpreted as a smooth measure for the effective neighbors of xi and defines
how strongly to consider the local and the global aspects of the data. For instance, if the perplexity
is chosen to be too low, then the t-SNE algorithm will incorporate more of the local data structure.
This initial setting is useful for more dense data with lower variance. Otherwise, it would result in
too many groups with a lower inter-group dissimilarity. In contrast, if the perplexity is chosen too
high, relevant groups cannot be detected, as the algorithm puts too much weight on the global data
structure. The corresponding groups would display a lower intra-group similarity. On the contrary, an
adequate dimension reduction technique should result in both high intra-group similarity and inter-group
dissimilarity.
To demonstrate the outlined challenges, we exemplary show different outcomes of the t-SNE applica-
tion on daily returns of 318 S&P500 companies in Figure 1. For creating the pictures from top left to
bottom right, we use the stock returns of 318 companies from the S&P500 index over a four-year period
from 01/14/14 to 12/31/18 and apply t-SNE for dimension reduction on this dataset. Each orange point
in the pictures corresponds to the transformed values yi and therefore represents one company. The main
idea is, that based on the proximity of certain points, arranged to clusters, the user can now refer to
companies that are close together as a group. This can be done either manually, by visual interpretation,
or automatically, in a data-driven way. For the purpose of illustration at this point, within each picture,
we perform a manual grouping by circling data points or companies, which visibly form a distinct cluster.
For each picture, we use the same dataset but yet various perplexities within t-SNE, namely 6, 12, 30,
and 60, respectively. It is obvious, that the different choice for perplexity leads to strongly different
outcomes. In the case of a high perplexity, e.g. 60, only one distinct group can be found. However, for
low perplexities such as 6, one can find eight groups and more. As argued beforehand, it can be easily
observed from Figure 1 that the perplexity parameter influences the amount of visibly detectable groups.
For lower perplexity levels, there are more visible groups, since the algorithm incorporates more of the
local data structure, and vice versa.
Figure 1: Visualization of companies after applying a two-dimensional t-SNE with different perplexities.
Since hyperparameters influence strongly the results of t-SNE, to properly exploit its benefits, prac-
titioners and researchers should use it as an effective decision support module - either by additionally
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incorporating expert knowledge of the data, for example, which groups do indeed make sense, or by
applying a proper data-driven validation method such as cross-validation.
2.2. Classification
In a real-life scenario, after applying t-SNE on a high-dimensional data with different perplexities,
an investor or a researcher could determine which parameter to use by examining the groups of each
outcome. That could be achieved either in accordance with individual practical experience or industry
knowledge or by applying a data-driven classification (clustering) algorithm. In case no knowledge of
the underlying groups is present or assumed, clustering algorithms can be applied for a data-driven
classification. Technically, not all clustering algorithms can utilize t-SNE. In general, the output of t-
SNE does not keep the information of the original data density which can be challenging, especially for the
class of density-based clustering methods such as DBSCAN (Ester et al., 1996). Moreover, since t-SNE
allows for various types of cluster shapes, methods such as the K-means clustering (MacQueen, 1967)
may not suffice to build groups and categorize the output in a meaningful way.3 In the case of t-SNE,
however, as shown in Figure 1 and desired in the case of high-dimensional financial data, the clusters
can have a multitude of shapes. This property of t-SNE makes it an effective choice for dimensionality
reduction of heterogeneous high-dimensional data such as stock returns but limits its applicability in
combination with centroid-based clustering algorithms.
Up to this point, the literature on t-SNE considers graph-based clustering algorithms, in particu-
lar, the spectral clustering algorithm (see, e.g. Xie et al., 2016; Rogovschi et al., 2017; Linderman and
Steinerberger, 2019). The main idea here is that, before the actual clustering process, spectral clustering
constructs an undirected graph, represented by its so-called adjacency matrix A, where Aij measures the
similarity (or affinity) between the data pair xi and xj . Only thereafter, the algorithm calculates the cor-
responding Laplacian matrix L = D−A, where D = ∑j Aij , and utilizes its k largest eigenvalues to carry
out the clustering analysis in the feature space constructed by the respective eigenvectors.4 Although
spectral clustering is suitable for a dataset with arbitrary shape and high-dimension, the construction of
the affinity matrix can be computationally expensive. This is where t-SNE can be applied as a dimension
reduction tool. This combination of the two algorithms is supported additionally by Linderman and
Steinerberger (2019) who perform a rigorous analysis on the t-SNE mathematical foundations and prove
the connection to Laplacian eigenmaps and matrices. Following this line of research, we use the spectral
clustering algorithm as implemented by Karatzoglou et al. (2004).
To provide some insight into the quality of the performed grouping from combining t-SNE with the
spectral clustering algorithm, in Figure 2 we show the established groups with an exemplary perplexity
parameter of 12. On the right-hand side of Figure 2 every point is colorized according to the result of
the spectral clustering algorithm, applied on the output of the t-SNE. On the left-hand side, we visualize
the results of a proprietary industry classification system as a benchmark.
By using the first two digits of the Thomson Reuters Business Classification (TRBC2) for each com-
pany, we depict the companies from the same industry according to TRBC2 with the same color - for
example, every teal-colored point represents a company which belongs to the same group, independent
of its position in the two-dimensional graph. Here, we can notice that the grouping, based on visual
analysis of the proximity between data points, would indeed lead to groups, which seem to cluster com-
panies within the same industry. However, we point out that the Thomson Reuters Codes are not what is
referred to as “ground truth” - the only real and true grouping for the considered companies. In fact, the
real grouping is always unknown and constantly changing due to changes in companies’ policies, market
size, and other factors. For the application of the spectral clustering algorithm, we set the group size
to 10, so that the results can be compared fairly to the ones, produced by the industry classification
with TRBC2. We can clearly observe that spectral clustering performs the grouping more consistently
than the industry classification and more similar to an investor who visually differentiates between the
mapped data points. Still, an advantage of the spectral clustering algorithm is that it performs the
company grouping data-driven as opposed to a possibly subjective assessment by an investor.
2.3. Validation
After applying either a visual or data-based classification, the resulting groups might be checked for
plausibility by an expert. As the ground truth of the underlying groups is unknown, expert knowledge
about the business models and/or companies’ sectors can be applied to validate or change the group
3In detail, K-means aims to identify groups by calculating measures such as the Euclidean distance between different
points towards a so-called “centroid”. This leads to promising results only when the data is clustered mostly spherical.
4For more details on the application of Laplacian eigenmaps and matrices, see, e.g. Belkin and Niyogi (2003).
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Figure 2: Visualization of companies based on a two-dimensional t-SNE with a perplexity of 12. The colors of the points
correspond to a grouping, performed with the Thomson Reuters 2-digit industrial code (left) and a classification using
spectral clustering with 10 groups (right).
membership of companies. In the case of the dataset at hand, one could, for instance, argue why the
group, colored in green (identified with the code 55, referring to ”Financials“) in the left-hand side of
Figure 2, is spread around three distinctive clusters, while in the right-hand side of the pictures, these
seem to have different groupings, colored in purple, orange, and yellow, respectively. Thus, the application
of t-SNE indicates that the TRBC Financials group forms sub-groups based on their multidimensional
similarity profile. The spectral clustering acknowledges this by giving them three distinct colors, for
example, one subset forms the purple group in the upper right corner. After manually studying the
business profile of the companies in question, we discover that the purple dots all belong to the real estate
industry, while the others are mostly banks and investment companies. This shows that the combination
of t-SNE and spectral clustering, as opposed to the industry codes TRBC2, could indeed provide further
insight into the grouping. However, the yellow group produced by the t-SNE with spectral clustering
seems to include companies that are not found in the 55 industry code of TRBC2. Analyzing them shows
that this divergence is likely due to a wrong classification, as these are all automotive-related companies.
An expert would have easily identified these as wrongfully grouped and thus discarded them. Without
the presence of such an expert, the investor can still use data-driven approaches to adjust the grouping
by tuning different parameters - for instance, by setting different starting points for the algorithm or
changing the number of classes for the spectral clustering.
We perform exactly these adjustments, i.e. new starting points and a group size of 16, and display
the results in Figure 3. It can now be recognized that the grouping for the financial companies is more
accurate and in accordance with the visual representation of the t-SNE.
Still, even if some tuning parameter setting for t-SNE with spectral clustering might match the
results from classification with the TRBC-Codes, such grouping is not necessarily beneficial for the usage
within, for instance, a portfolio optimization framework. Moreover, a group formation merely on visual
analysis by an expert and the general practical expertise may suffer from confirmation bias and subjective
reasoning. Accordingly, here we argue that t-SNE becomes especially relevant, if the ground truth of the
underlying grouping of some or all the companies is unknown. Examples include groupings by industry,
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Figure 3: Visualization of companies based on a two-dimensional t-SNE with perplexity of 12. The colors of the points
corresponds to a grouping done by the Thomson Reuters 2-digit industrial code (left) and a classification using spectral
clustering with 16 groups (right).
sustainability, profitability. or any similar artificial ranking. In that case, t-SNE can help identify the
relevant cluster of that company by simply using similarities in the provided dataset, e.g. return data,
balance-sheet data, social responsibility measures, and others. Additionally, missing the appropriate
grouping data is often a practical issue, as proprietary data such as the TRBC is often not available for
smaller, not traded companies. In contrast, other information, like the balance sheet, is easily accessible.
Furthermore, the application of a fully data-dependent approach such as t-SNE with spectral clustering
allows for even more precise tuning and quantitative improvement of the performed grouping. To achieve
that, we show how to connect the t-SNE plus spectral clustering with any standard approach in a general
decision engine.
3. Decision Engine for Optimal Grouping
Besides adjusting the parameters of the proposed algorithms to better match the visible clusters, the
approach can be improved in a data-driven way with respect to a certain goodness-of-fit. The choice of
the goodness-of-fit criterion depends on the original purpose of the study or practical application and
can be, for instance, the mean-squared-error (MSE), the penalized maximum-likelihood or the minimum-
variance (MV). In addition, the perplexity parameter within t-SNE, as well as the group size within
spectral clustering can both be regarded as tuning parameters, which, when changed, lead to deviating
results. Moreover, due to the randomization of starting points for both the t-SNE as well as the spectral
clustering algorithms, outcomes differ in general. Such parameter dependency and possible randomness of
the results provide the opportunity and somewhat necessity, to use cross-validation to detect the optimal
parameters and hence, the optimal grouping.
The main advantage of such a data-driven approach is its flexibility in terms of a model setup. For
example, in the practically relevant case of company valuation with multiples (see, e.g. Schreiner, 2009)
the investor is obliged to define peer-groups based on similar idiosyncratic risks. In this case, groups
should be detected so that there is high homogeneity within each group. While choosing too many
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groups leads to high correlations and thus a lack of dissimilarity between them, choosing too few groups
leads to groups that contain companies with too diverse and incomparable business models. Another
example from finance is portfolio optimization. From a theoretical standpoint, a portfolio of stocks is to
be optimized with the least amount of groups as possible (preferably only one group), so that the desired
diversification effect can be achieved (see, e.g. Markowitz, 1952; Green and Hollifield, 1992; Domian et al.,
2007). In practice, on the other hand, this scenario yields large concentration ratios with comparably
many companies per observation point. The negative effect of the curse of dimensionality can then negate
the positive diversification effect due to high estimation error in the necessary parameters - the expected
returns and the covariance matrix of returns (Michaud, 1989; Chopra and Ziemba, 1993; Jagannathan
and Ma, 2003). Considering the trade-off between estimation risk and diversification, the optimal group
size can, therefore, be established by a data-driven grouping optimization.
Since the purpose of an empirical investigation is usually aiming to optimize a parameter of interest,
for instance MV for minimum-variance portfolios or MSE for company valuation, our data-driven machine
learning tool can add value to a general optimization framework by introducing a new layer of decision and
optimizing with respect to the grouping quality. Aiming at designing an easy-to-implement framework
for company classification with machine learning, in Figure 4 we present the decision engine for our
approach.
Figure 4: Decision engine for the incorporation of t-SNE and spectral clustering (spec) into another modeling approach.
OM stands for original model, MP for model parameters, RS for results.
The decision engine requires the data to be split into a training dataset, which is also referred to as
in-sample data, a validation dataset, which is also referred to as out-of-sample data, and a test dataset,
used for the final evaluation.5 As depicted on Figure 4, from left to right, we firstly use the in-sample
data and pass it to the t-SNE with spectral clustering approach. Based on a predefined parameter set, for
instance, for perplexity, group size, etc., there is a variety of different results for the performed grouping.
For illustration purposes, in Figure 4 we show overall three different scenarios with parameter sets Par
A, Par B and Par C, respectively. The generated grouped data can then be used within the original
model (OM). If the model, as in the case of company valuation, requires already grouped companies,
the resulting groups can be directly applied. However, if the original model, as often the case, does
not incorporate grouping, a slight adjustment is necessary. One of the simplest ways for adaptation is
to apply the OM to each of the groups for a certain parameter and later aggregate the results with a
suitable measure, for example, the average. Applying the OM yields the necessary model parameters
(MP). However, for practically relevant performance evaluation, it is necessary to figure out which model
performs best on a new dataset. This is shown on the right-hand side of Figure 4, where the MPs are
now directed to the out-of-sample dataset, keeping the grouping step of earlier intact. The respective
results (RS) can be drawn from any measure-of-fit and give information about each model’s performance,
conditional on the chosen parameters. The parameter set which yields the best results is then chosen
as the best model, providing the investor overall not only a potentially better fit to the data but also
a suitable choice of grouping, given the problem at hand. Using the proposed decision engine multiple
times, by splitting the dataset repeatedly in different training and validation datasets and averaging over
all results or decisions, results in the standard CV approach for parameter choice. The final chosen
5See, e.g. Hjort (1996) for more information on the terminology.
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model is then applied to the test dataset, which is used neither in the training nor in the validation of the
model. This test dataset, if chosen appropriately, is therefore used to reveal the true predictive power of
the chosen model.
The advantage of this approach is that original models, which usually do not have tuning parameters,
such as the group size, can now be fine-tuned to provide a better fit to the data. Generally speaking,
applying an unsupervised machine learning algorithm for grouping enriches the model variety and thus
provides an opportunity for more extensive model evaluation. To show the wide range of applicability
and the performance of our framework for company classification with t-SNE, spectral clustering, and
CV, we present an exemplary application from the field of portfolio optimization.
4. Application for Portfolio Optimization
One of the most important challenges in finance is the problem of optimizing a portfolio. However, due
to uncertainties in the estimation of input parameters, the expected returns and the covariance of asset
returns, the efficient estimation of optimal portfolio weights for each asset remains a challenge. Since
Markowitz postulated what is nowadays known as Modern Portfolio Theory (Markowitz, 1952), financial
researchers apply methods from various scientific fields for implementing portfolio strategies in practical
scenarios. Some penalize the optimal weights by using practically relevant constraints or some form of
regularization (see, e.g. Jagannathan and Ma, 2003; Brodie et al., 2009; DeMiguel et al., 2009a; Fan et al.,
2012; Husmann et al., 2019). Others focus on directly improving the estimation of the expected returns
(see, e.g. Jorion, 1991; Best and Grauer, 1991) and the covariance matrix of returns (see, e.g. Ledoit and
Wolf, 2004, 2017; Fan et al., 2013). DeMiguel et al. (2009b) even show that the estimation-free, equally-
weighted portfolio can be superior to the Markowitz portfolio in terms of return-risk ratio, the so-called
Sharpe ratio. Another line of research considers stock grouping as the appropriate strategy to reduce the
underlying data dimension and therefore, the estimation error due to the curse of dimensionality (see,
e.g. Nanda et al., 2010; Gupta et al., 2011; Long et al., 2014; De Prado, 2016; Han and Ge, 2020). Our
approach extends the financial research about optimal grouping for portfolio optimization by utilizing
state-of-the-art unsupervised machine learning techniques.
In detail, we apply t-SNE with spectral clustering for company classification to improve the perfor-
mance of the tangency portfolio. We use the data-driven approach as described in Section 3 and the
out-of-sample Sharpe ratio as a goodness-of-fit criterion. As a next step, we proceed with the CV-based
optimization, which has been recently proven to be especially useful for minimum-variance portfolios
(DeMiguel et al., 2013; Ban et al., 2018; Husmann et al., 2020). Nonetheless, in the standard Markowitz
portfolio optimization framework there is no need for a CV, as it is assumed that either all necessary
parameters are known or at least can be sufficiently estimated. Hence, the application of our decision en-
gine can yield additional improvement of the results by selecting the tuning parameters in a sophisticated
manner.
4.1. Empirical Set-Up
To incorporate effectively our approach and hence, a company classification into the standard portfolio
optimization problem, we need to slightly adjust the general optimization problem, defined as
ŵ = arg min
w
w′Σ̂w (5)
s.t. 1′w = 1 (6)
µ′w = µf , (7)
where ŵ is the estimated weights vector for the assets, Σ̂ is the estimated covariance of returns, µf
is a target expected return, and (6) is the sum constraint, which ensures that all weights sum up to 1.
Although this optimization is left untouched, following Section 3, we can easily pre-process the companies’
return data with t-SNE to gain relevant, low-dimensional grouped data. Recognizing that the weight
parameter ŵ can be applied to any asset, such as single stocks but as well as portfolios, we can adjust the
underlying dataset in a meaningful way. The standard case, where any asset is treated individually, can
be considered the special case of a grouping with the number of groups equal to the number of assets.
Thus, if we group all companies into smaller subgroups we can technically treat each group as one asset,
i.e. a (sub-)portfolio, as well. In order to keep the analysis simple and to avoid unnecessary estimation
error, we create such a group-based sub-portfolio by assigning to each company the weight 1Ng , where Ng
is the number of companies in that group. Hence, we construct an equally-weighted (also called naive)
portfolio on the intra-group level. On these resulting portfolios, ranging from 1 (no grouping at all)
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to p (each company is its own group with p companies in the dataset), we then construct the tangency
portfolio as in Equation (5). Since our aim is to emphasize the effect of grouping in portfolio optimization,
we use this procedure for a predefined set of groups, ranging from g = 2 to g = 20.
Figure 5 depicts the described process of first creating naive portfolios, given the grouping decision
of the t-SNE and spectral clustering approach, and afterwards forming a tangency portfolio out of all
naive portfolios. Following the set-up, the number of naive portfolios always coincides with the number
(a) Portfolio formation with g = 2 (b) Portfolio formation with g = 3
Figure 5: Using the t-SNE with spectral clustering to create naive portfolios out of grouped companies which subsequently
will be transformed into one global tangency portfolio. The letters A to G represent different companies, which are first
combined into a naive portfolio NPi for each of the corresponding groups i. These portfolios are then combined to one
tangency portfolio, which keeps the weights within the group equally sized, but adjusts the weights of each naive portfolio
in the final portfolio decision. This is represented by the lower bar in each of the figures.
of groups. Both sides of Figure 5 illustrate the difference of the result for seven companies when g = 2
for the left-hand side and g = 3 for the right-hand side. Since the group size can constantly change due
to the data-driven character of the decision engine, the size and constitution of the naive portfolios can
be different for each fixed amount of groups g. We can also observe that the algorithm sometimes tends
to choose a large cluster of companies as one group and leaving only a few other companies together in
another group. However, as all naive portfolios will be passed to the standard optimization, described
in Equation (5), each asset will receive its final weight based on the membership to a certain naive
portfolio and thus depending on the number of groups g. As outlined in Section 3, for each g we create
groups depending on a predefined parameter set. In our study, we use a grid of parameters based on
the perplexity parameter as well as on the randomness of the spectral clustering. For each perplexity
parameter in S = {3, 8, 13, . . . , 53}, we simply apply the spectral clustering 30 times, leading to overall
11 ∗ 30 = 330 different grouping outcomes per predefined group size g. This approach is used to address
the issue of randomness in the spectral clustering. All of these 330 models will then be passed through
our decision engine by combining the different companies into an equally-weighted portfolio for each
group and finally constructing the tangency portfolio out of the resulting portfolios. The size of the
training dataset is 5∗252 = 1260 observations and the validation set consists of 252 observations. We use
the returns of the validation set to decide on the final model, based on the out-of-sample Sharpe ratio,
evaluated as µσ , whereas µ is estimated by the sample mean and σ by the sample standard deviation.
To create a large test dataset, we incorporate our decision engine in a standard daily rolling window
study. We set our initial test data point to the day which directly follows the validation data and report
the returns of our chosen portfolio, depending on the group size g. We then shift the rolling window
by one day, adding the former test data point to the full dataset, deleting the first observation, and
calculating again the return on the new test data point. Every 252 trading days we reapply our decision
engine to adjust our classification and adapt to new market conditions. Overall, we shift our rolling
window exactly 1259 times, leading to 1259 daily test data points, for which we can calculate the true
daily Sharpe ratio an investor would have achieved by applying our framework.
In total, we use 318 companies listed in the S&P 500 from 12/27/11 to 12/31/18, downloaded from
the EIKON database of Thomson Reuters. We use only those companies, for which the price data is
available for the whole period. We use discrete returns and assume that the risk-free rate of return rf
is zero for every period. The number of observations available for estimating the portfolio weights as in
Equation (5), is approximately two trading years, i.e. 2 ∗ 252 = 504. This setting ensures the realization
of a portfolio optimization even in the case of 318 groups (each company is a group on its own).
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4.2. Empirical results
To examine thoroughly the performance of our approach, from now on referred to as TSg, we introduce
some strong, relevant benchmarks. First, the standard tangency portfolio as the global market portfolio
MWfull. It is constructed by simply applying Equation 5 to all companies. Furthermore, as argued by
DeMiguel et al. (2009b), a naive portfolio of the same companies does not suffer from estimation error
and hence, can serve as a powerful benchmark as well. We refer to the naive portfolio on all stocks
as Nfull. However, these two approaches do not consider the grouping of the data and thus, could
be considered unfair benchmarks. Therefore, we introduce three more benchmarks, based on different
grouping strategies. First, we use the Thomson Reuters industry classification system with the two
leading digits of the code, form groups accordingly and apply the decision engine as in Figures 4 and 5
to each group. This is referred to as TR2. Secondly, we again use the Thomson Reuters codes but this
time with four digits. We call this benchmark TR4. Finally, we construct a random grouping strategy,
based on the group sizes of the t-SNE and spectral clustering approach for all different predefined group
sizes and again apply the methods of Figures 4 and 5. By randomly allocating companies to specific
groups, we can determine the effect of the t-SNE in combination with spectral clustering, when all other
relevant factors are held constant. To stabilize the results of the random grouping, we repeat it exactly
100 times with different company allocations and calculate the average Sharpe ratio for each number of
groups. This method is referred to as RNDg.
Figure 6: Annualized Sharpe ratio (left ordinate) of the test data returns, sorted by the amount of groups g. Orange dots
represent the corresponding Sharpe ratio of the t-SNE and spectral clustering approach TSg , gray dots represent the Sharpe
ratio of the grouping approach using random grouping RNDg . Bars and bar colors indicate whether the proposed method
TSg yields better (blue) results or worse (red) than RNDg . The absolute difference of both models is depicted at the right
ordinate. The dashed lines represent the benchmarks for MWfull (red), Nfull (salmon), TR2 (blue) and TR4 (green). The
black line is a trend line for the results of the t-SNE with spectral clustering approach.
The results of our empirical study are shown both in Figure 6 as well as Table 1. The orange dots
in the figure represent the annualized Sharpe ratio of our proposed model TSg for all numbers of groups
we have specified, for example, g = 5 means that the dataset was split into exactly five groups. The
black curve between the orange dots is a trend curve, fitted with b-splines, which shows the general
development of the performance for each number of groups.6 The gray dots represent the corresponding
model but with randomly classified companies. The bars beneath the dots show the difference of our
6The trend curve can be fitted in many ways and hence serves only an illustrative purpose.
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g TSg RNDg MWfull Nfull TR2 TR4 TSg RNDg MWfull Nfull TR2 TR4
Sharpe ratio Standard error
1 - - 0.452 0.371 - - - - 0.270 0.441 - -
2 0.414 0.032 - - - - 0.403 0.424 - - - -
3 -0.359 0.129 - - - - 0.440 0.439 - - - -
4 0.943 0.001 - - - - 0.376 0.428 - - - -
5 0.853 0.094 - - - - 0.336 0.419 - - - -
6 1.491 0.048 - - - - 0.462 0.405 - - - -
7 0.878 0.068 - - - - 0.438 0.438 - - - -
8 0.649 0.112 - - - - 0.326 0.380 - - - -
9 -0.242 0.116 - - - - 0.606 0.368 - - - -
10 0.900 0.113 - - -0.008 - 0.406 0.386 - - 0.484 -
11 0.525 0.097 - - - - 0.326 0.420 - - - -
12 0.959 0.148 - - - - 0.460 0.394 - - - -
13 0.450 0.139 - - - - 0.459 0.423 - - - -
14 0.774 0.118 - - - - 0.451 0.424 - - - -
15 0.648 0.170 - - - - 0.360 0.419 - - - -
16 0.019 0.204 - - - - 0.555 0.450 - - - -
17 0.473 0.236 - - - - 0.325 0.422 - - - -
18 0.490 0.177 - - - - 0.443 0.389 - - - -
19 0.431 0.255 - - - - 0.385 0.376 - - - -
20 0.530 0.190 - - - - 0.502 0.446 - - - -
25 - - - - - 0.065 - - - - - 0.478
Table 1: Annualized Sharpe ratio and standard error of the Sharpe ratio for every model and each group number g.
Standard errors are calculated using standard bootstrap samples with 1000 repetitions. “-” indicates that there was no
model calculated for that number of groups.
approach compared to the random benchmark RNDg. The respective numerical values can be obtained
from the right y-axis. If the bar is filled with blue color, the proposed model performs better, if it is red,
the random model exhibits a higher Sharpe ratio. The dashed lines represent the Sharpe ratio of our
other four benchmarks: MWfull (red), Nfull (salmon), TR2 (blue) and TR4 (green).
By analyzing Figure 6, we can observe that our approach of t-SNE in combination with spectral
clustering TSg has an interesting development of the Sharpe ratio, depending on the number of groups.
First, the Sharpe ratio seems to be quite low. However, increasing the number of groups leads to a steady
increase in the performance measure up to a certain number of groups and forms a maximum. Starting
with six groups, the Sharpe ratio declines and moves towards the performance of the tangency portfolio.
The gray points of the random portfolio seem to slowly move towards the Sharpe ratio of the tangency
portfolio as well when the number of groups increases. This behavior, however, is to be expected, as
increasing the number of groups drives the results more and more towards the standard scenario, where
each company represents a group. In this case, using the before-mentioned scheme leads to the standard
tangency portfolio, as the naive portfolio of one company is the company itself. In accordance with
standard portfolio theory (the more assets are included, the better) and the resulting diversification effect,
the random grouping strategy RNDg performs overall worse than the tangency portfolio. Nonetheless,
RNDg generally outperforms the strategies TR2 and TR4, which exhibit a constant number of groups
per construction (10 and 25, respectively). This result implies that the classification based on Thomson
Reuters industry codes does not properly fit the problem at hand.
Overall, the portfolios based on t-SNE and spectral clustering outperform the tangency portfolio in
almost all cases. By applying grouping into naive portfolios the estimation error within TSg is reduced,
which compensates for the lost diversification. On the contrary, the tangency portfolio, although optimally
diversified, exhibits high estimation error. While in our set-up, the Markowitz portfolio optimization
outperforms the naive portfolio in terms of Sharpe ratio, the outperformance does not seem strong.
Therefore, our results support related literature on the importance of the naive portfolio as a suitable
benchmark. The portfolios based on industry classification, on the other hand, seem to have no real
impact.
Table 1 provides further information on the true annualized Sharpe ratio an investor would have
received when utilizing our or one of the benchmark strategies. While the left-hand side shows the Sharpe
ratio, the right-hand side displays the standard error associated with that Sharpe ratio, constructed by
a standard non-parametric bootstrap with replacement and 1000 repetitions. Analyzing the different
standard errors of the portfolios shows a general problem with the statistical inference in the case of
Sharpe ratios. Even with thousands of observations the Sharpe ratio still suffers from high standard
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errors and hence often lacks statistical significance. However, the difference between the best portfolio
with our approach TS6 and the tangency portfolio MWfull is different on a chosen α-level of 0.05. Aiming
at acceptable statistical significance, further comparisons of the multiple Sharpe ratios between the TSg
and RNDg portfolios is not achievable because of the high standard errors and potential stacking of
α-type errors.
5. Discussion
In this paper, we introduce a novel approach for classifying financial data. To do so, we utilize a
standard machine learning tool, combined with a clustering algorithm. The performed analysis empha-
sizes the importance of this framework for practitioners with expert knowledge as well as for researchers.
While practitioners can use the t-SNE technique to visualize high-dimensional data in a comprehensive
way and enrich further analysis with their expert knowledge, researchers can apply t-SNE in combination
with the spectral clustering algorithm for a data-driven and efficient company classification.
Furthermore, we create a general decision engine which not only shows the implementation steps for
the proposed machine learning approach, but additionally opens up standard approaches such as portfolio
optimization for the incorporation of cross-validation and data-driven detection of optimal parameters.
Hence, by introducing new parameters for grouping, standard models can be fine-tuned with machine
learning. The flexibility of the approach is additionally ensured since the whole model set-up from
classification to, for example, optimization can be constructed specifically for the problem at hand. This
allows the modeler to create company classifications tailor-made for the problem at hand.
Our article contributes to the existing literature of clustering approaches by combining a dimen-
sionality reduction algorithm with a sophisticated clustering method. By transforming the data into a
lower-dimensional space, our approach allows the modeler to tackle the computational problems typi-
cally involved when directly applying such clustering algorithms. This is beneficial especially when the
implemented techniques require the tuning of parameters and thus a thorough setup of a cross-validation
procedure, which is time-consuming on its own. The time saved by our combined approach can be there-
fore fully allocated to exhaustive grid-based searches for these parameters and thus can lead to more
precise results for the underlying area of interest.
The demonstrated effective company classification with machine learning can be used as a substitute
for potentially proprietary classification systems and can help identify company similarities according
to various measures. Even though we have used return data in our empirical example, the method can
be utilized for other data types, such as balance-sheet data or sustainability measures. The empirical
example from the field of portfolio optimization shows that t-SNE in combination with spectral clustering
significantly outperforms standard benchmarks, such as the tangency or the naive portfolio. Still, our
approach is not limited to portfolio theory. We believe that the financial research, as well as the practice
can benefit from more applications of our framework to other related topics in finance, such as company
valuation or factor analysis.
References
Arnott, R. D. (1980). Cluster Analysis and Stock Price Comovement. Financial Analysts Journal,
36(6):56–62.
Arora, S., Hu, W., and Kothari, P. K. (2018). An Analysis of the t-SNE Algorithm for Data Visualization.
arXiv preprint arXiv:1803.01768.
Ban, G.-Y., El Karoui, N., and Lim, A. E. B. (2018). Machine learning and portfolio optimization.
Management Science, 64(3):1136–1154.
Belkin, M. and Niyogi, P. (2003). Laplacian eigenmaps for dimensionality reduction and data represen-
tation. Neural computation, 15(6):1373–1396.
Best, M. J. and Grauer, R. R. (1991). On the sensitivity of mean-variance-efficient portfolios to changes
in asset means: some analytical and computational results. The Review of Financial Studies, 4(2):315–
342.
Bonanno, G., Caldarelli, G., Lillo, F., Micciche, S., Vandewalle, N., and Mantegna, R. N. (2004). Networks
of equities in financial markets. The European Physical Journal B, 38(2):363–371.
Brida, J. G. and Risso, W. A. (2010). Hierarchical structure of the German stock market. Expert Systems
with Applications, 37(5):3846–3852.
References 14
Brodie, J., Daubechies, I., De Mol, C., Giannone, D., and Loris, I. (2009). Sparse and stable Markowitz
portfolios. Proceedings of the National Academy of Sciences, 106(30):12267–12272.
Chopra, V. K. and Ziemba, W. T. (1993). The effect of errors in means, variances, and covariances on
optimal portfolio choice. Journal of Portfolio Management,, 19(2):6–11.
Dash, R. and Dash, P. K. (2016). A hybrid stock trading framework integrating technical analysis with
machine learning techniques. The Journal of Finance and Data Science, 2(1):42–57.
De Prado, M. L. (2016). Building Diversified Portfolios That Outperform Out of Sample. The Journal
of Portfolio Management, 42(4):59–69.
DeMiguel, V., Garlappi, L., Nogales, F. J., and Uppal, R. (2009a). A generalized approach to port-
folio optimization: Improving performance by constraining portfolio norms. Management Science,
55(5):798–812.
DeMiguel, V., Garlappi, L., and Uppal, R. (2009b). Optimal versus naive diversification: How inefficient
is the 1/N portfolio strategy? Review of Financial Studies, 22(5):1915–1953.
DeMiguel, V., Martin-Utrera, A., and Nogales, F. J. (2013). Size matters: Optimal calibration of shrink-
age estimators for portfolio selection. Journal of Banking & Finance, 37(8):3018–3034.
Domian, D. L., Louton, D. A., and Racine, M. D. (2007). Diversification in portfolios of individual stocks:
100 stocks are not enough. The Financial Review, 42(4):557–570.
Ester, M., Kriegel, H.-P., Sander, J., Xu, X., et al. (1996). A density-based algorithm for discovering
clusters in large spatial databases with noise. In Kdd, volume 96, pages 226–231.
Fan, J., Furger, A., and Xiu, D. (2016). Incorporating global industrial classification standard into
portfolio allocation: A simple factor-based large covariance matrix estimator with high-frequency data.
Journal of Business & Economic Statistics, 34(4):489–503.
Fan, J., Liao, Y., and Mincheva, M. (2013). Large covariance estimation by thresholding principal
orthogonal complements. Journal of the Royal Statistical Society: Series B (Statistical Methodology),
75(4):603–680.
Fan, J., Sun, Q., Zhou, W.-X., and Zhu, Z. (2014). Principal component analysis for big data. Wiley
StatsRef: Statistics Reference Online, pages 1–13.
Fan, J., Zhang, J., and Yu, K. (2012). Vast portfolio selection with gross-exposure constraints. Journal
of the American Statistical Association, 107(498):592–606.
Farrell, J. L. (1974). Analyzing Covariation of Returns to Determine Homogeneous Stock Groupings.
The Journal of Business, 47(2):186–207.
Friedman, J., Hastie, T., and Tibshirani, R. (2008). Sparse inverse covariance estimation with the
graphical lasso. Biostatistics, 9(3):432–441.
Golosnoy, V. and Okhrin, Y. (2009). Flexible shrinkage in portfolio selection. Journal of Economic
Dynamics and Control, 33(2):317–328.
Goto, S. and Xu, Y. (2015). Improving mean variance optimization through sparse hedging restrictions.
Journal of Financial and Quantitative Analysis, 50(6):1415–1441.
Green, R. C. and Hollifield, B. (1992). When will mean-variance efficient portfolios be well diversified?
The Journal of Finance, 47(5):1785–1809.
Gupta, P., Inuiguchi, M., and Mehlawat, M. K. (2011). A hybrid approach for constructing suitable and
optimal portfolios. Expert Systems with Applications, 38(5):5620–5632.
Han, J. and Ge, Z. (2020). Effect of dimensionality reduction on stock selection with cluster analysis in
different market situations. Expert Systems with Applications, 147:113226.
Hjort, N. L. (1996). Pattern recognition and neural networks. Cambridge university press.
Hotelling, H. (1933). Analysis of a complex of statistical variables into principal components. Journal of
educational psychology, 24(6):417.
References 15
Husmann, S., Shivarova, A., and Steinert, R. (2019). Sparsity and Stability for Minimum-Variance
Portfolios. arXiv preprint arXiv:1910.11840.
Husmann, S., Shivarova, A., and Steinert, R. (2020). Data-driven covariance estimators for high-
dimensional minimum-variance portfolios. arXiv preprint arXiv:1910.13960.
Jagannathan, R. and Ma, T. (2003). Risk reduction in large portfolios: Why imposing the wrong
constraints helps. The Journal of Finance, 58(4):1651–1683.
Jain, P. and Jain, S. (2019). Can Machine Learning-based Portfolios Outperform Traditional Risk-based
Portfolios? The Need to Account for Covariance Misspecification. Risks, 7(3):74.
Jorion, P. (1991). Bayesian and CAPM estimators of the means: Implications for portfolio selection.
Journal of Banking & Finance, 15(3):717–727.
Kahle, K. M. and Walkling, R. A. (1996). The impact of industry classifications on financial research.
The Journal of Financial and Quantitative Analysis, 31(3):309.
Kalsyte, Z. and Verikas, A. (2013). A novel approach to exploring company’s financial soundness: In-
vestor’s perspective. Expert Systems with Applications, 40(13):5085–5092.
Karatzoglou, A., Smola, A., Hornik, K., and Zeileis, A. (2004). kernlab - an S4 package for kernel methods
in R. Journal of statistical software, 11(9):1–20.
Kullback, S. and Leibler, R. A. (1951). On information and sufficiency. The annals of mathematical
statistics, 22(1):79–86.
Ledoit, O. and Wolf, M. (2004). Honey, I shrunk the sample covariance matrix. The Journal of Portfolio
Management, 30(4):110–119.
Ledoit, O. and Wolf, M. (2017). Nonlinear shrinkage of the covariance matrix for portfolio selection:
Markowitz meets Goldilocks. The Review of Financial Studies, 30(12):4349–4388.
Li, W., Cerise, J. E., Yang, Y., and Han, H. (2017). Application of t-SNE to human genetic data. Journal
of bioinformatics and computational biology, 15(04):1–14.
Linares-Mustaro´s, S., Coenders, G., and Vives-Mestres, M. (2018). Financial performance and distress
profiles. From classification according to financial ratios to compositional classification. Advances in
Accounting, 40:1–10.
Linderman, G. C., Rachh, M., Hoskins, J. G., Steinerberger, S., and Kluger, Y. (2019). Efficient algo-
rithms for t-distributed stochastic neighborhood embedding. Nature Methods, 16(3):243–245.
Linderman, G. C. and Steinerberger, S. (2019). Clustering with t-sne, provably. SIAM Journal on
Mathematics of Data Science, 1(2):313–332.
Long, N. C., Wisitpongphan, N., Meesad, P., and Unger, H. (2014). Clustering stock data for multi-
objective portfolio optimization. International Journal of Computational Intelligence and Applications,
13(02).
Maaten, L. V. D. (2014). Accelerating t-SNE using Tree-Based Algorithms. The Journal of Machine
Learning Research, 15(1):3221–3245.
Maaten, L. v. d. and Hinton, G. (2008). Visualizing data using t-sne. Journal of Machine Learning
Research, 9:2579–2605.
Macosko, E. Z., Basu, A., Satija, R., Nemesh, J., Shekhar, K., Goldman, M., Tirosh, I., Bialas, A. R.,
Kamitaki, N., Martersteck, E. M., et al. (2015). Highly parallel genome-wide expression profiling of
individual cells using nanoliter droplets. Cell, 161(5):1202–1214.
MacQueen, J. (1967). Some methods for classification and analysis of multivariate observations. In
Proceedings of the fifth Berkeley symposium on mathematical statistics and probability, volume 1, pages
281–297. Oakland, CA, USA.
Markowitz, H. M. (1952). Portfolio selection. The Journal of Finance, 7(1):77–91.
References 16
Michaud, R. O. (1989). The Markowitz optimization enigma: Is ‘optimized’ optimal? Financial Analysts
Journal, 45(1):31–42.
Nanda, S. R., Mahanty, B., and Tiwari, M. K. (2010). Clustering indian stock market data for portfolio
management. Expert Systems with Applications, 37(12):8793–8798.
Ng, A. Y., Jordan, M. I., and Weiss, Y. (2002). On spectral clustering: Analysis and an algorithm. In
Advances in neural information processing systems, pages 849–856.
Patel, J., Shah, S., Thakkar, P., and Kotecha, K. (2015). Predicting stock and stock price index movement
using trend deterministic data preparation and machine learning techniques. Expert Systems with
Applications, 42(1):259–268.
Pattarin, F., Paterlini, S., and Minerva, T. (2004). Clustering financial time series: An application to
mutual funds style analysis. Computational Statistics & Data Analysis, 47(2):353–372.
Pezzotti, N., Lelieveldt, B. P. F., Maaten, L. v. d., Hollt, T., Eisemann, E., and Vilanova, A. (2017).
Approximated and user steerable t-SNE for progressive visual analytics. IEEE Transactions on Visu-
alization and Computer Graphics, 23(7):1739–1752.
Rasekhschaffe, K. C. and Jones, R. C. (2019). Machine learning for stock selection. Financial Analysts
Journal, 75(3):70–88.
Rogovschi, N., Kitazono, J., Grozavu, N., Omori, T., and Ozawa, S. (2017). T-distributed stochastic
neighbor embedding spectral clustering. In 2017 International Joint Conference on Neural Networks
(IJCNN), pages 1628–1632, Anchorage, AK, USA. IEEE.
Rothman, A. J., Levina, E., and Zhu, J. (2010). A new approach to Cholesky-based covariance regular-
ization in high dimensions. Biometrika, 97(3):539–550.
Roweis, S. T., Saul, L. K., and Hinton, G. E. (2002). Global coordination of local linear models. In
Advances in neural information processing systems, pages 889–896.
Sarlin, P. (2015). Data and dimension reduction for visual financial performance analysis. Information
Visualization, 14(2):148–167.
Schreiner, A. (2009). Equity valuation using multiples: an empirical investigation. Springer Science &
Business Media.
Schubert, E. and Gertz, M. (2017). Intrinsic t-stochastic neighbor embedding for visualization and outlier
detection. In Beecks, C., Borutta, F., Kro¨ger, P., and Seidl, T., editors, International Conference on
Similarity Search and Applications, volume 10609, pages 188–203. Springer International Publishing.
Tola, V., Lillo, F., Gallegati, M., and Mantegna, R. N. (2008). Cluster analysis for portfolio optimization.
Journal of Economic Dynamics and Control, 32(1):235–258.
Traven, G., Matijevicˇ, G., Zwitter, T., Zˇerjal, M., Kos, J., Asplund, M., Bland-Hawthorn, J., Casey,
A. R., De Silva, G., Freeman, K., et al. (2017). The Galah survey: classification and diagnostics with
t-SNE reduction of spectral information. The Astrophysical Journal supplement series, 228(2):24.
Tumminello, M., Lillo, F., and Mantegna, R. N. (2010). Correlation, hierarchies, and networks in financial
markets. Journal of Economic Behavior & Organization, 75(1):40–58.
Wattenberg, M., Vie´gas, F., and Johnson, I. (2016). How to use t-SNE effectively. Distill, 1(10).
Wu, Q., Zhang, Z., Pizzoferrato, A., Cucuringu, M., and Liu, Z. (2019). A Deep Learning Framework for
Pricing Financial Instruments. arXiv preprint arXiv:1909.04497.
Xie, J., Girshick, R., and Farhadi, A. (2016). Unsupervised deep embedding for clustering analysis. In
International conference on machine learning, pages 478–487.
