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Abstract The present study investigates the dependence of the local auroral electrojet (AEJ) intensity on
solar illumination by statistically examining northward geomagnetic disturbances in the auroral zone in
terms of the solar zenith angle χ. It is found that on the dayside, both westward and eastward electrojets
(WEJ and EEJ) are more intense for smaller χ, suggesting that the solar extreme ultraviolet‐induced
conductance is the dominant factor for the AEJ intensity. On the nightside, in contrast, the χ dependence of
the AEJ intensity, if sorted solely by the magnetic local time, apparently depends on the station longitude
and hemisphere. However, if additionally sorted by the dipole tilt angle ψ, a consistent pattern emerges. That
is, although χ and ψ are correlated, the solar zenith angle and dipole tilt angle have physically different
effects on the AEJ intensity. The nightside AEJ, especially the WEJ, tends to be more intense for smaller |ψ|.
Moreover, whereas theWEJ is statistically more intense when the ionosphere is dark, the EEJ is more intense
when it is sunlit. The preference of the WEJ for the dark ionosphere prevails widely in magnetic local
time from premidnight to dawn, and therefore, it cannot be attributed to the previously proposed processes of
the preferred monoenergetic or broadband auroral precipitation in the dark ionosphere. Instead, it may
be explained, at least morphologically, in terms of the conductance enhancement due to the diffuse auroral
precipitation, which is also prevalent from premidnight to dawn and is more intense in the dark hemisphere.
1. Introduction
Solar illumination affects the electrodynamic coupling between the magnetosphere and ionosphere in
various ways. On the dayside the large‐scale field‐aligned currents (FACs), Region 1 (R1) and Region
2 (R2) currents, are noticeably stronger (i.e., the FAC density is larger) and more intense (i.e., the
FAC intensity is larger) in the summer/sunlit hemisphere than in winter/dark hemisphere (e.g.,Coxon
et al., 2016; Fujii et al., 1981; Haraguchi et al., 2004; Ohtani, Ueno, & Higuchi, 2005; Ohtani, Ueno,
Higuchi, & Kawano, 2005; Wang et al., 2005), which can be attributed to the higher ionospheric con-
ductance of the summer/sunlit hemisphere due to solar extreme ultraviolet (EUV) radiation.
On the nightside, in contrast, the R1 and R2 currents are statistically more intense in the winter/dark
hemisphere (Ohtani, Ueno, & Higuchi, 2005; Ohtani, Ueno, Higuchi, & Kawano, 2005; Ohtani et al.,
2009) and so is auroral precipitation (Newell et al., 1996, 2010) and emission (Liou et al., 2001). It
appears that once the FAC intensifies, the ionospheric conductance in the dark hemisphere becomes
higher than that in the sunlit hemisphere due to more intense and energetic electron precipitation,
overcompensating the absence of solar EUV radiation in the dark hemisphere (Ohtani et al., 2009).
In the present study we seek to advance our understanding of the solar illumination effect on the
magnetosphere‐ionosphere (M‐I) system by examining the local intensity of the auroral electrojets
(AEJs). An emphasis is placed on the nightside. One might expect, based on the aforementioned inter-
hemispheric asymmetries of the FAC intensity and auroral acceleration, that the nightside AEJs would
be more intense in the dark hemisphere. However, we find in this study that the M‐I system behaves in
a more complex way, and this expectation is only partially correct.
We use the solar zenith angle (SZA) χ as a measure of the local solar illumination. The local solar EUV
energy input changes more significantly as a function of the SZA than the solar EUV irradiance (i.e., solar





• The nightside westward electrojet
(WEJ) is more intense when the
ionosphere is dark, and the eastward
electrojet (EEJ) when it is sunlit
• Both WEJ and EEJ are more intense
when the dipole tilt is smaller, and
this effect is comparable to the effect
of solar illumination
• The preference of the WEJ intensity
for the dark ionosphere likely reflects
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phase) itself. Nevertheless, it is highly unlikely, especially for the
nightside AEJs, that the solar illumination is the dominant controlling
factor of the AEJ intensity. It would be ideal if we can examine the AEJ
intensity with other internal and external conditions fixed, which, how-
ever, is not feasible. Therefore, for examining its dependence on the solar
illumination, or on χ as we do in this study, we need to carefully take into
account external and internal factors that may affect the AEJ intensity.
Here we make four points regarding such factors.
First, the AEJ intensity may depend on the solar illumination in different
ways for different intensities of the external driving. If the external driv-
ing is so weak that the contribution of auroral precipitation to the iono-
spheric conductance is negligible, the ionospheric conductance would
be higher in the sunlit hemisphere than in the dark hemisphere, and
accordingly, the AEJs would be more intense in the sunlit hemisphere.
On the other hand, if the AEJ is more intense in the dark ionosphere,
the absence of the solar EUV contribution needs to be overcompensated
by more intense auroral precipitation, which requires a certain level of
external driving.
Second, it is possible that the eastward electrojet current (EEJ) and westward electrojet current (WEJ)
depend on the solar illumination differently because they are distributed in different magnetic local time
(MLT) sectors, and accordingly, the characteristics of the associated precipitation are different. The EEJ
extends from afternoon to midnight, where monoenergetic electron precipitation prevails (e.g., Lin &
Hoffman, 1979), but other types of auroral precipitation coexist especially in the premidnight sector (e.g.,
Newell et al., 2009). The substorm‐associated WEJ at premidnight is also characterized by the coexistence
of various types of auroral precipitation. In contrast, the WEJ associated with the global two‐cell convection
is centered at dawn, where diffuse precipitation is dominant.
Third, the latitude of the auroral oval is a function of MLT, and it also depends on the state of the M‐I system
such as the substorm phase. It is possible that if we examine the AEJ intensity measured at a single station,
and therefore, at a fixed magnetic latitude (MLat), the measurements are biased to a particular state of the
M‐I system, and this bias itself may be different at different MLTs. In addition, the SZA changes as a function
of MLT. Therefore, various factors are linked with each other. One promising approach to resolving this
complexity, which we adopt in this study, is to use data from stations at different MLats and magnetic long-
itudes (MLons) and to deduce consistent features.
Finally, related to the previous point, we need to pay special attention to the dipole tilt angle (DTA) ψ, which
is the complement of the angle between the terrestrial dipole axis and the Sun‐Earth line (ψ > 0 in northern
summer and <0 in northern winter). It has been widely known that geomagnetic activity as measured by
various indices tends to be higher when |ψ| is smaller (e.g.Cliver et al., 2000, Svalgaard, 1977). Since the
SZA(χ) and DTA(ψ) are generally correlated with each other, it is possible that the local AEJ intensity
depends on χ through ψ.
The rest of this paper is organized as follows. In section 2 we briefly describe the ground magnetometer data
that we use in this study. In section 3 we statistically examine the geomagnetic disturbance in terms of MLT,
SZA(χ), and DTA(ψ). The result is discussed in section 4. In section 5 we summarize the overall study.
2. Data Set
In the present study we use ground magnetometer data from various stations, which are listed in Table 1
along with their coordinates and the periods of data. First we examine data from Abisko (ABK). ABK is a
part of the International Monitor for Auroral Geomagnetic Effects (IMAGE) network, and it is one of the
12 stations that are used for deriving the auroral electrojet (AE) index. We then extend our analysis to other
IMAGE stations at different MLats, which range from 63.8° to 71.5°. Finally, we examine data from three
more stations located in different areas of the world. College (CMO) is another AE station, which is located
Table 1
Ground Magnetometer Stations and Their Coordinates and Data Periods





Bear Island BJN 108.2 71.5 19.2 74.5 1987–2017
Soeroeya SOR 106.2 67.3 22.2 70.5 1996–2017
Tromso TRO 103.0 66.6 18.9 69.7 1988–2017
Abisko ABK 101.8 65.2 18.8 68.4 1979–2017
Kiruna KIR 102.7 64.6 20.4 67.8 1995–2017
Sodankyla SOD 107.3 63.8 26.6 67.4 1980–2017
College CMO −96.0 65.3 212.1 64.9 1976–2017
Macquarie
Island
MCQ −111.9 −64.5 159.0 −54.5 1992–2017
Mawson MAW 90.2 −70.1 62.9 −67.6 1991–2017
Note. MLons and MLats are in the Altitude‐Adjusted Corrected
Geomagnetic (AACGM) coordinates based on the International
Geomagnetic Reference Field (IGRF) 2000 model.
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in Alaska on the other side of Earth from ABK. Macquarie Island (MCQ)
and Mawson (MAW) are in the same MLon sectors as CMO and ABK,
respectively, but in Southern Hemisphere.
We use 5‐min averages of geomagnetic disturbances observed at each sta-
tion, which we created from 1‐min data provided through SuperMAG; for
the SuperMAG database, the baseline, which includes diurnal variations,
annual variations, and offsets, is subtracted, and data are given in theNEZ
local magnetic coordinate system (Gjerloev, 2012). For any practical
purpose the N and E components can be regarded as perturbations in
the H (northward) and D (eastward) directions, respectively, and Z is
directed vertically down.
In the present study we use the N component magnetic disturbance, N, as
a measure of the local AEJ intensity;N is positive for the EEJ and negative
for the WEJ. In general, the orientation of the AEJ is not perpendicular to
the N direction for various reasons such as the antisunward shift of the
auroral oval relative to the magnetic pole and geomagnetic activity (e.g.,
substorms). The locality of the geomagnetic field also affects the orienta-
tion ofN (e.g., Laundal & Gjerloev, 2014). However, our analysis concerns
the SZA dependence ofN at individual stations, and therefore, the result is
not sensitive to the selection of the coordinate system. We also note that
the EEJ and WEJ as we examine in this study are equivalent currents.
However, in the auroral zone, the overhead ionospheric current, more
precisely, its divergence‐free part, is usually the primary contributor to
the equivalent currents. In addition, we require |N|>|Z| in this study so
that the AEJs tend to be located around the latitudes of the
ground stations.
3. Data Analysis
We first examine the MLT distribution of N at ABK. For each 1‐hr wide
MLT bin we calculated the median and the central 68.3 and 95.4 percen-
tiles for negative and positive N separately, which we simply denote as
±1σ and ±2σ; σwould correspond to the standard deviation if the distribu-
tion is normal. Figure 1a shows the median, −1σ and −2σ for negative N
and the median and +1σ and +2σ for positive N. The dashed lines are for
the entire data set, whereas the solid lines are for the subset of data points with |N|>|Z|. Figure 1b shows the
numbers of 5‐min data points for this subset (solid) and the entire data set (dashed) for negative (magenta)
and positive (purple) N. We have a total of ~3.76 million 5‐min data points, among which |N|>|Z| for ~2.12
million points, N<0 for ~1.14 million points, and N ≥ 0 for ~0.98 million points.
N tends to be negative on the dawnside corresponding to the WEJ, and it tends to be positive in the
dusk sector corresponding to the EEJ. The overall distribution is consistent with the global two‐cell pat-
tern of equivalent currents, which is known as the DP2 system (Nishida, 1968). The demarcation
between negative and positive N disturbances is sharp on the dayside (the lines are confined in a nar-
row vertical range), and it takes place at prenoon, at MLT = 10–12, as expected from the dawnward
shift of the throat area (e.g., Heppner & Maynard, 1987). On the nightside, in contrast, negative and
positive N disturbances coexist in the evening‐to‐midnight sector, which presumably reflect the
substorm‐related enhancement of the WEJ (e.g., Akasofu et al., 1965). N tends to be larger in magnitude
with the condition |N|>|Z| as this condition favors AEJs flowing near the latitude of the ground station.
In the rest of this paper we will primarily use this subset for ABK, as well as for other stations.
Figures 2a and 2b show the number of ABK 5‐min data points for negative and positive N, respectively,
in the MLT‐SZA(χ) frame. The overall distribution is V‐shaped (rotated clockwise by 90°). In the midday
sector, χ can be as small as ~45°, whereas in the midnight sector, it can be as large as ~135°. At a given
MLT, χ varies by 50–55° because of the precession of Earth's rotation axis. Corresponding to the
Figure 1. (a) Median (green), −1σ (blue), and −2σ (red) of negative N and
median (green), +1σ (blue), and +2σ (red) of positive N observed at ABK
and (b) the number of 5‐min averages for negative (magenta) and positive
(purple) N as a function MLT. The dashed lines are for the entire data set,
and the solid lines are for the subset with |N|>|Z| for each sign of N.
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distribution of N (Figure 1), the negative and positive data points are distributed most densely in the
premidnight‐to‐prenoon and postnoon‐to‐premidnight sectors, respectively. In those favorable MLT
sectors the number of data points in each 1 hr × 5° cell ranges from ~3,000 in the middle of the V‐
shaped band to ~15,000 near its edges. At other MLTs it is typically 1,500–5,000. The number of data
points tend to be larger closer to the edges of the χ range since the tilt angle of Earth's rotation axis
changes most slowly around the solstices; the one or two leftmost and rightmost cells include a few
Figure 2. The MLT‐SZA(χ) diagrams of (a, b) the number of 5‐min averages, (c, d) the medians of N, and (e, f) |N*| for
ABK. N* is the N value of each cell normalized by its average over the corresponding 1‐hr‐wide MLT bin. The left and
right columns are for negative and positive N, respectively.
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months' worth of data around the solstices of each year, and the rest of the data are distributed widely
between them (not shown).
Figures 2c and 2d show the medians of negative and positive N in the same format. The magnitude of nega-
tive N tends to be large in the late premidnight‐to‐dawn sectors, whereas the magnitude of positive N tends
to be large in the postnoon‐to‐late evening sector, which is consistent with the result of Figure 1.
Both negative and positive N distributions appear to have structures in the MLT‐SZA(χ) frame. To make the
χ dependence stand out, we normalized, for each 1‐hr‐wide MLT bin, the value of each cell by the average
magnitude of that MLT bin. Hereafter, we denote this normalized N as N*, and we examine its magnitude
|N*|. The results are shown in Figures 2e and 2f for negative and positive N*, respectively. In each figure
the color is reddish and bluish for |N*|> 1 and <1, respectively, and the gradation represents its extent.
On the dayside (MLT = 06–18), for both negative and positive N*, the left half of the V‐shaped band is red-
dish, whereas the right half is bluish indicating that the AEJs are more intense when the SZA is smaller. The
tendency is the opposite in the dusk‐to‐midnight sector, where both negative and positive N* tend to be lar-
ger in magnitude for larger χ. For negative N*, the transition between the red‐to‐blue and blue‐to‐red pat-
terns takes place sharply at MLT = 20. For positive N*, in contrast, the transition is gradual. In the
midnight‐to‐dawn sector (MLT = 00–06), negative N* apparently prefers the intermediate range of χ,
whereas positive N* shows the red‐to‐blue pattern. We note that N* reveals systematic patterns even for
the MLT sectors where the occurrence is far less frequent than in the other sectors, that is, MLT = 06–21
for negative N (Figure 2c) and MLT = 00–12 for positive N (Figure 2d).
We examined −1σ and −2σ of negative N and +1σ and +2σ of positive N in the same way. The results, as
shown in Figure 3, are more structured than those for the medians, and there are some noticeable differ-
ences. First, for negativeN, the demarcation between the red‐to‐blue and blue‐to‐red patterns shifts to earlier
MLTs fromMLT = 20 for the median to MLT = 19 for −1σ (Figure 3a) and to MLT = 18 for −2σ (Figure 3c).
Note also that in Figure 1a the range of negative N in the premidnight sector extends duskward as its mag-
nitude increases. We therefore suggest that the preference of negativeN for large χ in the premidnight sector
is related to the enhancement of geomagnetic activity (e.g., substorms). Second, for positive N in the
midnight‐to‐dawn sector (MLT = 00–06), the red‐to‐blue pattern, which we found for the median, has
almost disappeared for +1σ, and the pattern is apparently reversed for +2σ showing the blue‐to‐red pattern.
In that MLT sector N is positive far less frequently than it is negative (Figures 1 and 2d). However, when N
becomes positive and large there, its χ dependence is similar to that of negative N in the premidnight sector,
which also suggests that the blue‐to‐red pattern is a feature of active periods.
As a measure of the external driver, we use the Z component of the interplanetary magnetic field (IMF), IMF
BZ, which we averaged over 60 to 5min before the start of each 5‐min groundmagnetometer data point. Here
we used OMNI data set, for which the IMF measurements are already time shifted to the nose point of the
bow shock. We grouped the ABK data into three groups, southward (IMF BZ ≤ −1 nT), small in magnitude
(−1 < IMF BZ < +1 nT), and northward (+1 nT ≤ IMF BZ); each subset includes a roughly equal number
(0.47–0.53 million) of data points. We calculated N* for each subset, and the result is shown in Figure 4.
Whether N* is negative (left) or positive (right), the patterns for the northward (top) and small‐magnitude
(middle) IMF BZ are similar to each other, and they are also similar to those for the median (Figures 2e
and 2f). In contrast, the patterns for the southward IMF BZ (bottom) resemble those for −1σ of negative N
(Figure 3a) and +1σ of positiveN (Figure 3b). This result is reasonable since, in general, geomagnetic activity
is well correlated with the preceding IMF BZ condition.
We conducted the same analysis for five more groundmagnetometer stations in the Scandinavian sector, the
MLats of which range from 63.8° (SOD) to 71.5° (BJN); see Table 1. Figures 5 and 6 show the result for nega-
tive and positive N*, respectively, in the descending order of the MLat from the top. Here we included the
result for ABK (fourth row) for comparison. The left, middle, and right columns are for the southward
(IMF BZ ≤ −1 nT), small‐magnitude (−1 < IMF BZ < +1 nT), and northward (+1 nT ≤ IMF BZ) IMF BZ
conditions, respectively.
As we found for ABK, for each station and for each sign of N*, the patterns are similar for the small‐
magnitude (middle) and northward (right) IMF BZ. At least they are far less different from each other than
from the pattern for the southward IMF BZ (left). Also for each IMF BZ condition and for each sign ofN*, the
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overall patterns are basically consistent among the stations but with some differences for BJN, the most
poleward station. For the midday sector, for example, the preference for smaller χ (i.e., the red‐blue
pattern) can be found in each panel, although the red versus blue contrast and the corresponding MLT
range are not exactly the same.
Of our interest is the preference for larger χ (i.e., the blue‐to‐red pattern) in the premidnight sector. In gen-
eral, it is more noticeable for negativeN* than for positiveN* as we found for ABK. For negativeN*, theMLT
sector of the preference extends more duskward for southward IMF BZ than for the other two IMF BZ con-
ditions. The exception is BJN (top row of Figure 5), for which this preference is most evident for the north-
ward IMF BZ. This might correspond to substorms that take place when the auroral oval is contracted (Lui
et al., 1976). It may also reflect the AEJ during the substorm recovery phase, during which the poleward edge
of the nightside auroral oval can reach the MLat of BJN.
Now we extend our analysis to three more stations, which are located in different areas, that is, CMO, MCQ,
and MAW; see Table 1. CMO is also located in the northern auroral zone but on the opposite side of Earth
from ABK. MCQ is in the same sector as CMO, 15.9° east of CMO, but in Southern Hemisphere. MAW is in
the same sector as ABK, 11.6° east of ABK, and is also in Southern Hemisphere, but higher in MLat, −70.1°.
In this part of the study we focus on the southward (IMF BZ ≤ −1 nT) IMF condition.
Figure 7 show the MLT‐SZA(χ) diagrams of those three stations and ABK for negative N*. The four panels
are arranged in such a way that they reflect the relative locations of the four stations. One may expect that
the diagram of each station is similar to that of ABK. However, Figures 7 shows noticeable differences
among the stations. For N* < 0, the red‐to‐blue pattern we found for the dawnside of ABK can also be
Figure 3. The MLT‐SZA(χ) diagrams of |N*| for (a) −1σ of negative N, (b) +1σ of positive N, (c) −2σ of negative N, and (d) +2σ of positive N.
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found for MCQ. However, for CMO the pattern is just the opposite, and for MAW, N* is apparently larger in
the intermediate range of χ. Moreover, the blue‐to‐red pattern in the premidnight sector, which we found for
ABK, cannot be found for any of the other three stations. In fact, for those three stations the pattern is more
like red‐to‐blue than blue‐to‐red in the premidnight sector.
Figure 4. TheMLT‐SZA(χ) diagrams of (left) negative and (right) positiveN* for (top) northward (+1 nT≤ IMF BZ), (mid-
dle) small magnitude (−1 < IMF BZ < +1 nT), and (bottom) southward (IMF BZ ≤ −1 nT) IMF BZ.
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Figure 5. The MLT‐SZA(χ) diagrams of negative N* at (first row) BJN, (second) SOR, (third) TRO, (fourth) ABK, (fifth) KIR, and (sixth) SOD for (left) southward
(IMF BZ ≤ −1 nT), (middle) small magnitude (−1 < IMF BZ < +1 nT), and (right) northward (+1 nT ≤ IMF BZ) IMF BZ.
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Figure 6. Same as Figure 5 but for positive N*.
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Figure 8 shows the result for positiveN* in the same way as Figure 7. For positiveN*, we can findmore over-
all similarities than differences among ABK, CMO, andMCQ especially for the postnoon‐to‐midnight sector,
where positiveN is prevalent. The result for MAW is noticeably distinct, which clearly shows the red‐to‐blue
pattern with an apparent exception for a few MLT bins at prenoon, and it is akin to that for BJN for N* > 0
(Figure 6a). Note that both MAW and BJN are located poleward of the nominal latitude of the nightside
auroral oval. Thus, for positive N*, the MLT‐SZA(χ) diagram is apparently consistent with the result for
the Scandinavian chain (Figure 6).
It is improbable that the variability among those stations for negativeN* arises from statistical insignificance
or a bias to any particular geomagnetic condition. Note that the data of each station cover more than one
solar cycle (Table 1), and regarding ABK, its MLT‐SZA(χ) pattern is consistent with the patterns of the other
auroral zone stations in the same sector (Figures 5 and 6). The result of Figure 7 strongly suggests that there
is an additional factor, other than the SZA, that statistically affects theNmagnitude somuch that it obscures,
or even reverse, the SZA(χ) dependence (if the data are binned by MLT as we have done).
The first hypothesis we tested was that for a given MLT the solar illumination of the conjugate point is dif-
ferent depending on the longitude of the station, and it affects the magnitude of N. This hypothesis turned
out to be false (not shown). In fact, it is not conceivable that the SZA dependence is reversed depending
on the solar illumination of the conjugate point. However, this exercise reminded us that the DTA changes
significantly (~20°) during a day. In other words, for a given MLT, the corresponding UTs are different for
stations at different longitudes and so are the corresponding DTAs. For stations in the same sector, in con-
trast, the DTA changes with MLT in similar ways. This possibly explains why the MLT‐χ diagram is
Figure 7. The MLT‐SZA(χ) diagrams of negative N* at (a) CMO, (b) ABK, (c) MCQ, and (d) MAW for the southward IMF (IMF BZ ≤ −1 nT) condition.
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consistent among the auroral‐zone stations in the Scandinavian sector (Figures 5 and 6), but it is different for
the stations at different longitudes and in different hemispheres (Figures 7 and 8).
In Figures 9–11 we examine the dependence of the N disturbance on the DTA(ψ) and SZA(χ) for the same
four stations as we examined in Figures 7 and 8. Themedian ofN of each ψ‐χ cell is normalized by its average
over all cells in ψ‐χ and is shown in color, in reddish and bluish colors above and below the average, respec-
tively. Figure 9 shows the result for negative N in the dusk‐to‐midnight (MLT = 18 to 24) sector, for which
substorms are often responsible. In contrast to Figure 7, we can find overall consistency among the four sta-
tions in Figure 9. For CMO and MCQ, although the red‐to‐blue pattern prevails for the corresponding MLT
in Figures 7a and 7c, in Figures 9a and 9c the blue‐to‐red pattern occupies the middle range of ψ, which is
also consistent with the result for ABK (Figure 9b). Most interestingly, N tends to be small for large |ψ|
irrespective of its sign. This tendency can be found for each station including MAW (Figure 9d), for which
the χ dependence, if at all, is far less clear than for the other three stations. It is therefore suggested that N
is partially organized by the DTA(ψ), and the variability of the MLT‐SZA(χ) diagrams arises from the fact
that different χ bins correspond to different ranges of ψ for different stations; this point will be discussed
in more detail in section 4.
Figures 10 and 11 show the results for negative N in the midnight‐to‐dawn (MLT = 00–06) sector and posi-
tive N in the dusk‐to‐midnight (MLT = 18–24) sector, respectively. Those N disturbances are considered to
better reflect the global two cell convection. The consistency among the four stations is again striking in each
figure. For negative N (Figure 10) the blue‐to‐red pattern prevails in the middle range of ψ, and the magni-
tude of N tends to be smaller for larger |ψ|. The result for positive N (Figure 11), in contrast, is characterized
Figure 8. Same as Figure 7 but for positive N*.
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by the red‐to‐blue pattern for all four stations. The reduction of N for large |ψ| is suggestive for CMO
(Figure 11a) and MAW (Figure 11d), but overall, it is not as clear as for negative N (Figures 9 and 10).
The fact that the N magnitude is organized by DTA(ψ) versus SZA(χ) rather than by MLT versus SZA(χ)
strongly suggests that although DTA(ψ) and SZA(χ) are correlated with each other, the DTA affects the N
magnitude independently of the SZA.
Since the monoenergetic and broadband precipitation is most prevalent in the premidnight sector especially
during substorms (e.g., Newell et al., 2010) and those two types of precipitation can be more intense in the
dark hemisphere (section 4), we examined the WEJ and EEJ for MLT = 21–24, rather than MLT = 18–24
(Figures 9 and 11), in the same way. The DTA(ψ)‐SZA(χ) diagram (not shown) basically confirms that the-
dark ionosphere is favorable for the WEJ but not for the EEJ; however, because the MLT range is only 3‐hr
wide, the SZA(χ) varies only within 10°, and accordingly, the SZA dependence turned out to be less clear. We
also emphasize that theWEJ intensity is larger for larger χ not only in the dusk‐to‐midnight sector (Figure 9)
but also in the midnight‐to‐dawn sector (Figure 10), and even in the dawn quadrant, MLT = 03–09 (not
shown), where theWEJ is usually associated with the sunward return flow of the global two‐cell convection.
Therefore, although the monoenergetic and broadband precipitation may contribute to the preference for
the dark hemisphere, it is probably not essential. Furthermore, the EEJ is more intense when the ionosphere
is sunlit, which places an important constraint on the explanation of the solar illumination effect on the
AEJs. That is, any explanation of the preference of the WEJ for the dark ionosphere has to also explain
why it does not apply to the EEJ.
Figure 9. The DTA(ψ)‐SZA(χ) diagrams of negative N at MLT = 18–24 for (a) CMO, (b) ABK, (c) MCQ, and (d) MAW for the southward (IMF BZ ≤ −1 nT) con-
dition. The median of N of each ψ‐χ cell is normalized by its average over all cells in ψ‐χ and shown in color.
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4. Discussion
In the previous section we found for negative N* that the SZA(χ) dependence, if organized by MLT, differs
significantly among the four stations (Figure 7), but if additionally sorted by the DTA(ψ), the result, that
is, the ψ‐χ diagram, shows a consistent pattern (Figures 9 and 10). First we demonstrate that those various
patterns of the MLT‐SZA(χ) diagram can be reproduced from a simple ψ‐χ dependence of the WEJ intensity
as shown in Figure 12. In this figure we assume, based on the results of Figures 9 and 10, that the magnitude
of N gets smaller with increasing |ψ|, and it increases with increasing χ. We emphasize that this ψ‐χ diagram
is for an explanation purpose only. The four curves represent the actual ψ‐χ variations over a year (year =
2010) for the four stations that we examined, that is, CMO, ABK, MCQ, and MAW as denoted. The LT is
fixed at LT = 04 and 22 for Figures 12a and 12b, respectively; for simplicity, we fixed LT, notMLT. In general,
the DTA(ψ) and SZA(χ) are correlated negatively in Northern Hemisphere and positively in Southern
Hemisphere. For a given LT, the corresponding UT is different for different stations and so is the DTA(ψ).
Therefore, ψ has an offset, which depends on the coordinates of the station.
Figure 12 shows that N changes differently as a function of SZA(χ) along different ψ‐χ curves. For LT = 04
(Figure 12a), as the SZA(χ) increases, the magnitude of N tends to increase for CMO, decrease for ABK,
decrease for MCQ, and increase for MAW. Regarding MAW, since its curve is positioned relatively close
to the middle of the DTA(ψ) range, N can actually have a peak in the middle of the corresponding χ range.
These expectations are all consistent with the SZA(χ) dependence ofN* in the dawn sector (Figure 7). For LT
= 22 (Figure 12b), as SZA(χ) increases, the magnitude of N tends to mostly decrease for CMO, increase for
ABK, peak in the middle for MCQ, and decrease for MAW. Again, these expectations are all consistent
Figure 10. The DTA(ψ)‐SZA(χ) diagrams of negative N at MLT = 00–06 for (a) CMO, (b) ABK, (c) MCQ, and (d) MAW for the southward (IMF BZ ≤ −1 nT)
condition.
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with the SZA(χ) dependence ofN* in Figure 7. The actual dependence of theWEJ on the DTA(ψ) and SZA(χ)
may differ for different MLTs or for different drivers (i.e., global convection and substorms). Nevertheless,
the versatility of this simple diagram in explaining the SZA(χ) dependence for different stations at
different LTs suggests that it well reflects the underlying process of the DTA(ψ) and SZA(χ) dependence of
the WEJ intensity.
The dependence of the solar wind (SW)‐M‐I coupling on the DTA(ψ) has been examined in terms of global
geomagnetic indices such as AE and Dst, and it has been known that the coupling is more efficient when the
dipole axis is less tilted either toward or away from Sun (e.g.Cliver et al., 2000, Svalgaard, 1977), which is
often called the equinoctial effect. The efficiency of the SW‐M‐I coupling possibly reflects that of dayside
reconnection, and indeed, a global modeling study suggested that the length of the dayside separatrix is
shorter for a larger tilt angle (Cnossen et al., 2012), which results in a smaller cross‐polar cap potential
difference, and therefore, in lower geomagnetic activity. This result may be interpreted in terms of the defor-
mation of the dayside magnetosphere by the R1 current, which likely affects the efficiency of the SW‐M‐I
coupling (e.g.Merkin et al., 2003, Ohtani et al., 2014). Large dipole tilt is also unfavorable for the Kelvin‐
Helmholtz instability at the flanks of themagnetosphere since themagnetic field on themagnetospheric side
tends to have a large component parallel to the magnetosheath flow, and the associated magnetic tension
works against the instability (Boller & Stolov, 1970).
The dipole tilt effect on the SW‐M‐I coupling is not a focus of our study, which should be investigated with
global measures of geomagnetic activity rather than with local geomagnetic disturbances. Nevertheless, our
result strongly suggests that for the nightside AEJ intensity, the dipole tilt is as important as the solar
Figure 11. The DTA(ψ)‐SZA(χ) diagrams of positive N at MLT = 18–24 for (a) CMO, (b) ABK, (c) MCQ, and (d) MAW for the southward (IMF BZ ≤ −1 nT)
condition.
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illumination. Since the AEJ is physically linked with other quantities such
as FACs and auroral precipitation, the effects of the dipole tilt and solar
illumination are probably comparable for the nightside M‐I system, in
general. This point is also critical for addressing the seasonal dependence
of geomagnetic activity.
In the rest of this discussion, we focus on the difference in the solar illumi-
nation dependence between the WEJ and EEJ, more specifically, the pos-
sible reason why theWEJ tends to bemore intense when the ionosphere is
dark (Figures 9 and 10), whereas the EEJ tends to be more intense when
the ionosphere is sunlit (Figure 11).
First we note that for this issue the solar illumination dependence of the
ionospheric electric field, if any, is not essential. We can address this point
in terms of the asymmetry between the sunlit and dark hemispheres since
we are concerned mostly with the nightside AEJs; if the AEJ is sunlit in
one hemisphere, it is dark at the conjugate point. Here any interhemi-
spheric difference of the ionospheric electric field can be attributed to that
of the field‐aligned potential difference. However, the occurrence of
monoenergetic auroral precipitation, which is a manifestation of the
field‐aligned potential difference, is distributed mostly in the dusk‐to‐
midnight sector, where the EEJ, rather than the WEJ, prevails except at
premidnight (Figure 1). Moreover, the field‐aligned potential difference
is generally much smaller than the cross‐magnetic field potential differ-
ence, and it tends to be larger in the dark hemisphere than in the sunlit
hemisphere (Newell et al., 1996, 2010), which suggests that the iono-
spheric electric field, if it is different between the two hemispheres, is
smaller in the dark hemisphere. Therefore, whereas this may contribute
to the preference of the EEJ for the sunlit hemisphere, it does not explain
why the WEJ tends to be more intense in the dark hemisphere.
We therefore focus on the ionospheric conductance. The result of our
study strongly suggests that for the WEJ, the ionospheric conductance
tends to be higher when the ionosphere is dark than when it is sunlit,
but the other way around for the EEJ. Obviously, the key is auroral preci-
pitation. Interestingly, Gjerloev et al. (2010) found that during the growth
phase of isolated substorms, for which auroral precipitation is generally at
low levels, not only the EEJ but also the WEJ is more intense in the sunlit
hemisphere than in the dark hemisphere. We therefore infer from the
results of our study and Gjerloev et al.'s that for the WEJ, once geomag-
netic activity enhances, the auroral precipitation intensifies more in the
dark hemisphere than in the sunlit hemisphere.
There are two possible ideas suggested in the past for explaining more
intense M‐I coupling in the dark hemisphere than in the sunlit hemi-
sphere. One is based on the interhemispheric asymmetry of the plasma
density in the auroral acceleration region, which is lower in the
winter/dark hemisphere (Johnson et al., 2001). Accordingly, a larger
field‐aligned potential difference is created to carry upward FACs imposed by the magnetosphere, and as
a result, the auroral precipitation enhances the ionospheric conductance more in the dark hemisphere than
in the sunlit hemisphere (Ohtani et al., 2009). Another idea concerns the feedback instability. This instability
was proposed to explain the formation of discrete auroral arcs due to the phase matching between the advec-
tion of the ionospheric conductance modulation and the reflection of the Alfvén wave (e.g.Atkinson, 1970,
Lysak, 1991, Sato, 1978). The associated electron precipitation modulates and enhances the ionospheric con-
ductance more effectively if the background conductance is lower, and therefore, the dark ionosphere is
favorable for the instability.
Figure 12. Schematic explanation of the variability of the SZA(χ) depen-
dence of the negative N geomagnetic disturbance at different geomagnetic
stations. The relative magnitude of the N disturbance is shown in the blue‐
to‐red gradation in the DTA(ψ)‐SZA(χ) frame (see text for details). The four
curves show the actual ψ‐χ variations at the four geomagnetic stations (i.e.,
CMO, ABK, MCQ, and MAW) at (a) LT = 04 and (b) LT = 22.
10.1029/2019JA026707Journal of Geophysical Research: Space Physics
OHTANI ET AL. 6650
The relevant electron precipitation, whether monoenergetic or broadband, is prevalent in the dusk‐to‐
midnight sector and more intense in winter than in summer (Newell et al., 2010). Therefore, those ideas
may explain why in the premidnight sector the WEJ is more intense when the ionosphere is dark.
However, it does not explain why the EEJ does not reveal a similar preference in the same MLT sector.
More critically, the energy flux of those two types of electron precipitation is much lower in the midnight‐
to‐dawn sector (e.g., Newell et al., 2009), where the WEJ becomes more intense when the ionosphere is dark
(Figure 10). Therefore, our results strongly suggest that there is another process that prevails in the
midnight‐to‐dawn sector and works preferentially in the dark hemisphere.
The diffuse auroral precipitation is the most plausible candidate for this missing process. The diffuse preci-
pitation takes place in a wide range of MLT extending from premidnight to late morning, and it constitutes
the majority of auroral energy deposition to the ionosphere (Newell et al., 2009). Therefore, it is the primary
source of the ionospheric conductance in the corresponding sector. Furthermore, the energy flux of diffuse
aurora is higher in the winter/dark hemisphere than in the summer/sunlit hemisphere (Hamrin et al., 2005;
Newell et al., 2010). These features are consistent with the preference of the WEJ for the dark ionosphere
(Figures 9 and 10). This idea, however, still does not explain why the EEJ in the evening‐to‐midnight sector
is more intense when the ionosphere is sunlit rather than when it is dark (Figure 11). One speculative idea is
that when the AEJ is directed eastward in the premidnight sector, as opposed to westward as expected for
substorm periods, the geomagnetic activity tends to be lower and accordingly, the observation of the EEJ
itself is biased to weaker auroral precipitation. In fact, Figure 1 shows that although the number of the
5‐min data points is comparable for positive and negative N (Figure 1), its magnitude is significantly smaller
for positiveN than for negativeN. Accordingly, the solar illumination is considered to play a more important
role for positive N than for negative N.
Therefore, for understanding the solar illumination dependence of the M‐I current system, it is critical to
understand that of the diffuse electron precipitation. However, the conventional explanation of the diffuse
precipitation attributes it to the pitch angle scattering of plasma sheet electrons into the loss cones (e.g.,
Ni et al., 2016), for which we usually do not expect any interhemispheric asymmetry.
One interesting clue is that the interhemispheric asymmetry of the diffuse electron precipitation is more sig-
nificant for the energy flux than for the number flux (Newell et al., 2010), which suggests that its average
energy is higher in the dark hemisphere than in the sunlit hemisphere. There are two possibilities for this.
One is that more energetic electrons are scattered into the loss cone to the dark hemisphere, which requires
that the generation or propagation of responsible waves (e.g., chorus and electrostatic electron cyclotron har-
monic waves) is not symmetric with respect to the equator. Another possibility is that the electrons are accel-
erated on their way to the ionosphere. The diffuse precipitation is usually identified as a type of precipitation
that cannot be classified as either monoenergetic or broadband. Therefore, if electrons are accelerated by a
field‐aligned potential difference, which, however, is smaller than the electron thermal energy, their preci-
pitation can be identified as diffuse rather than monoenergetic. Then the preference of the diffuse precipita-
tion for the dark hemisphere may be explained in the same way as that of monoenergetic precipitation.
The generation of secondary electrons, which can be an important component of the diffuse precipitation
(Khazanov et al., 2017), may also contribute to its interhemispheric asymmetry. If more secondary electrons
are produced in the sunlit nightside hemisphere, possibly because of a largerscale height, they would contri-
bute to the enhancement of the diffuse precipitation in the dark hemisphere. Note, however, that this pro-
cess itself does not include any acceleration.
Obviously, these ideas need to be examined more closely in the future, and we hope that the present study
will drawmore attention to the interhemispheric asymmetry of the diffuse precipitation, which, as suggested
by this study, is a key to understanding the interhemispheric asymmetry of the M‐I system even though it
has been widely overlooked.
5. Summary
In the present study we investigated the dependence of the local AEJ intensity on the solar illumination. We
used negative and positive N component (northward) magnetic disturbances as measures of the WEJ and
EEJ intensities, respectively, and the SZA(χ) as a measure of the local solar illumination. First we
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examined the Nmagnitude at ABK in the MLT‐SZA(χ) frame, and we found that on the dayside, both WEJ
and EEJ are more intense when the ionosphere is sunlit, which can be attributed to the enhanced iono-
spheric conductance by the solar EUV irradiance. On the nightside, in contrast, the AEJ intensity depends
on SZA(χ) in a more complex way. Most noticeably, the intensity of the WEJ in the premidnight sector is
more intense when the ionosphere is dark than when it is sunlit. Whereas other stations in the same sector
reveal similar MLT‐SZA(χ) patterns, the pattern for negative N differs significantly among stations at differ-
ent longitudes and in different hemispheres. However, such variability disappears if we additionally sort
data by the DTA(ψ), which suggests that the dipole tilt is an independent factor that controls the AEJ inten-
sity, and its effect on the local AEJ intensity is comparable to that of the SZA. We found that the AEJ is more
intense when the dipole is less tilted either toward or away from Sun (i.e., for smaller |ψ|), which is consistent
with the result of the past studies of the dipole tilt effect. Most importantly, the preference of the nightside
WEJ for the dark ionosphere, as we reconfirmed with the DTA(ψ)‐SZA(χ) diagram, is not limited to the pre-
midnight sector, but it extends from premidnight to dawn suggesting that this preference is a feature for the
WEJ in general, and it does not matter whether it is driven by substorms or by global convection. In contrast,
we found that the EEJ is more intense in the sunlit hemisphere. This difference between the WEJ and EEJ is
difficult to explain in terms of the previously proposed ideas of the preference of the monoenergetic or
broadband precipitation for the dark ionosphere. Instead, the MLT distribution and solar illumination
dependence of the WEJ are similar to those of the diffuse auroral precipitation. It is therefore suggested that
the observed preference of the WEJ for the dark ionosphere reflects the interhemispheric asymmetry of
ionospheric conductance due to the diffuse auroral precipitation.
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