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Upper bounds for geodesic periods over
hyperbolic manifolds
Feng Su
Abstract. We prove an upper bound for geodesic periods of
Maass forms over hyperbolic manifolds. By definition, such pe-
riods are integrals of Maass forms restricted to a special geodesic
cycle of the ambient manifold, against a Maass form on the cycle.
Under certain restrictions, the bound will be uniform.
1 Introduction
Let X be a d-dimensional connected complete hyperbolic manifold with finite volume,
φ a square integrable Laplace eigenfunction on X, whose eigenvalue is denoted by λ ≥ 0.
In the theory of automorphic forms, φ is also called “Maass form” (after H. Maass [Ma]).
We normalize φ so that it has L2-norm 1. Let Y be a special cycle of X which is compact,
totally geodesic and has codimension 1 (see Section 2 for the precise description). Fix a
hyperbolic measure dy on Y . Given a normalized Maass form ψ on Y with the Laplace
eigenvalue µ ≥ 0, define the period integral
PY (φ,ψ) :=
∫
Y
φ(y)ψ(y)dy.
This integral converges since Y is compact and φ, ψ are smooth (by the elliptic regularity
theorem). We call PY (φ,ψ) geodesic period from the geometric perspective. Such a period
fits into the general notion of automorphic period which plays a central role in the study
of automorphic forms thanks to its close relations with automorphic representations and
special values of certain automorphic L-functions (see [GGP], [II], [Wa], [Zh] and references
therein).
The aim of this paper is to prove an upper bound for the geodesic period PY (φ,ψ).
Theorem 1. There exists a positive constant Cψ depending on ψ such that∣∣PY (φ,ψ)∣∣ 6 Cψ, as λ→∞.
We briefly review the history on the bounds for geodesic periods. Let us first focus on
the case where X is a hyperbolic surface. In this case the compact geodesic cycle Y with
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codimension 1 is just a closed geodesic and we may choose ψ to be a unitary character of
Y ≃ S1. In particular, when X is compact, the boundedness of PY (φ, 1) :=
∫
Y φ(y)dy was
proved in [Go, He] by using the trace formula; in [CS] the PDE techniques was used to
show that PY (φ, 1) converges to 0 as λ tends to ∞ (logarithm decay). See also [Bo, BGT]
and a series of papers by Sogge and his collaborators for various work on PY (φ, 1) in this
setting. When X is not necessarily compact and general unitary characters ψ are involved,
Reznikov [Re] proved that PY (φ,ψ) is bounded (from above) by a constant. As for the
higher dimensional situation, a very general result by Zelditch [Ze] says that PY (φ, 1) is
bounded by a constant, for any compact Riemannian manifold X without boundary and
its submanifold Y (see Remark 3.5 loc. cit.). However, due to Lemma 3.1 loc. cit. where
the Lagrangean distribution (from which the period is constructed) should be positive,
the function ψ has to be a constant.
Our theorem is a natural extension of [Re] to the higher dimensional situation. In this
paper, X is not necessarily compact, and we shall deal with general ψ.
Another type of question is to estimate PY (φ,ψ) where φ is fixed and ψ varies. It
turns out that the period decays exponentially with respect to µ (see [MØ]). We do not
expect such a strong decay in our setting. In fact, Reznikov [Re] has conjectured that
|PY (φ,ψ)| ≪ε λ−1/4+ε over hyperbolic surfaces (when ψ is fixed). This conjecture is, by
Waldspurger’s formula, consistent with the Lindelo¨f conjecture on the critical value of
certain automorphic L-functions. For n-dimensional compact special geodesic cycle Y of
X, we conjecture the following bound: |PY (φ,ψ)| ≪ε,ψ λ−n/4+ε (see Remark 4).
As in [Re], the bound in Theorem 1 is not uniform with respect to ψ. In Section 4, we
shall explain why it is not and then refine the proof of Theorem 1 to get a uniform bound,
when φ and ψ are under certain restrictions.
Write λ =
(
d−1
2
)2 − τ2 and µ = (d−22 )2 − τ ′ 2. When λ, µ are large, τ , τ ′ are purely
imaginary.
Theorem 2. (1) If |τ |, |τ ′| are large and
∣∣|τ | − |τ ′|∣∣ < D where D is any fixed positive
number, then
|PY (φ,ψ)| ≪D |τ |
d
2
− 3
4 .
(2) If |τ |, |τ ′| are large,
∣∣|τ | − |τ ′|∣∣ is not bounded and |τ | > |τ ′|, then
|PY (φ,ψ)| ≪ |τ |
1
2 · |τ ′| d−22(|τ |2 − |τ ′|2) 14 .
(3) If |τ |, |τ ′| are large, ∣∣|τ | − |τ ′|∣∣ is not bounded and |τ | < |τ ′| < C · |τ | where C > 1 is
any fixed positive number, then
|PY (φ,ψ)| ≪C
|τ | 12 · |τ ′| d−22(|τ ′|2 − |τ |2) 14 · e
−π
2
(|τ ′|−|τ |).
Remark 1. (i) In [MØ], the O-constant for the rapid decay of PY (φ,ψ) (as µ goes to
∞) depends on φ. To the author’s knowledge, we do not have a uniform bound when µ
and λ are both large and (absolutely) independent of each other. Unlike the third case of
Theorem 2, when |τ | ≥ |τ ′| and |τ |, |τ ′| are both large we do not expect the exponential
factor to appear in the bound.
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(ii) When Y is noncompact, PY (φ,ψ) still converges as long as φ decays fast at the cusp(s)
of Y . In this case, Theorem 1 and 2 are still valid by the standard truncation method.
(iii) Replacing X with any finite-volume hyperbolic space, Theorem 1 and 2 still hold (see
Section 2).
The method of this paper, an adoption of [Re], is of representation-theoretic nature. We
first express periods as special values of an automorphic functional. By the uniqueness of
invariant functionals of automorphic representations, we shall reduce the study of periods
to that of a special functional and the corresponding proportionality scalar. The value
of the special functional can be explicitly computed. We shall bound the proportionality
scalar via a geometric argument based on Fourier analysis.
The paper is organized as follows. In Section 2 we collect some facts about the structure
and representation theory of the Lorentz group which will be used later. In Section 3 we
prove Theorem 1. In particular, we shall apply the trick “fattening” in [Re] to the higher
dimensional situation. The Multiplicity One Theorem and intertwining operator that we
shall need in this part have been established by Kobayashi–Speh [KS]. In Section 4, we
prove Theorem 2.
Acknowledgement. The author is very grateful to Andre Reznikov for his kind support
and valuable discussions. The author thanks Binyong Sun and the anonymous referees
for their useful suggestions which help to improve the paper. The research was partially
supported by the ISF grant 533/14.
2 Preliminaries
By the uniformization theorem (see, e.g. [FJ] in which the manifolds are assumed to
be orientable), any d-dimensional connected complete hyperbolic manifold X with finite
volume (not necessarily orientable) is isometrically isomorphic to the locally symmetric
space Γ\G/K where G = O(1, d), Γ ∼= π1(X) is a lattice of G, and K ⊂ G is a maximal
compact subgroup. We may and will choose K to be {diag(±1, k)|k ∈ O(d)}.
As X is smooth, Γ is torsion-free. In this paper one can also start with Γ\G, instead
of X. Then we do not have to assume that Γ is torsion-free. Meanwhile, the method of
the paper still works. Hence, Theorem 1 and 2 hold for any lattice Γ ⊂ G.
The quotient space Γ\G is equipped with a G-invariant Radon measure that inherits
from a Haar measure of G and descends to the hyperbolic measure of Γ\G/K. The
group G acts on L2(Γ\G) by the right regular translation R. From this action we get
a unitary representation of G on L2(Γ\G). In view of the isomorphisim L2(Γ\G/K) ∼=
L2(Γ\G)K , we can lift φ ∈ L2(Γ\G/K) to φ˜ ∈ L2(Γ\G) such that φ˜ is K-fixed. Let Vφ˜
denote the closed subspace in L2(Γ\G) which is spanned by {R(g)φ˜ | g ∈ G}. The Killing
form of the Lie algebra g of G defines the Casimir operator  over C∞c (Γ\G) which
extends to L2(Γ\G) as a self-adjoint operator. When restricted to the smooth vectors
in L2(Γ\G)K ,  is identified with ∆ (the hyperbolic Laplacian). The Casimir operator
commutes with the action R. Hence the completed subspace Vλ ⊂ L2(Γ\G) of Casimir
eigenfunctions with eigenvalue λ is a subrepresentation space of G. It is known that V Kλ
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is finite dimensional (say, q-dimensional) and Vλ can be decomposed as a direct sum of
q copies of equivalent subrepresentations: Vλ ∼= qπλ where πλ ⊂ L2(Γ\G) is a unitary
irreducible spherical representation of G and πλ ∼= Vφ˜. This results from the duality
theorem in [GP]. Conversely, each element in πKλ leads to a Maass form in L
2(Γ\G/K).
The spherical unitary dual of G had been determined. Any nontrivil element in the
dual is G-equivalent to an induced representation IndGMAN (1 ⊗ eτ ⊗ 1) where MAN is a
minimal parabolic subgroup of G and τ is an element in a∗
C
. Denote by B the isomorphisim
πλ ∼= IndGMAN (1 ⊗ eτ ⊗ 1). Next we recall the notions which are used to define the
induced representation (they will also be used later). Let Θ be the Cartan involution of
G given by taking the transpose inverse. The Cartan involution θ on Lie algebra level
leads to the vector space decomposition of the Lie algebra g of G, namely, g = p⊕ k where
k = Lie(K) = {X ∈ g | θ(X) = X} is a Lie subalgebra of g and p = {X ∈ g | θ(X) = −X}.
Let a be a maximal abelian subspace of p. For any linear functional α on a, define
gα = {X ∈ g | [H,X] = α(H)X for all H ∈ a}. Those nonzero α such that gα 6= {0}
constitute a root system, denoted (g, a). Let Eij = (eij) be a (d + 1) × (d + 1) matrix
whose entries satisfy elk = 1 for (l, k) = (i, j), and eik = 0 otherwise. Denote
E = E12 + E21 and Ei = E1(i+2) + E2(i+2) +E(i+2)1 − E(i+1)2 (1 6 i 6 d− 1).
We may choose a = RE. Then the root system (g, a) consists of two elements ±α0 where
α0 (the positive root) is defined by ad(E). As ad(E)Ei = Ei (1 ≤ i ≤ d − 1), we have
α0(E) = 1 and gα0 = n := RE1⊕· · ·⊕REd−1. Let A = exp(a), N = exp(n). The groups A
and N are both abelian. We have the Iwasawa decomposition G = NAK. The centralizer
of A in K, denoted M , is isomorphic to O(d− 1)× Z/2Z via the map
ι
♭
: O(d− 1)→M, k 7→ diag(♭, ♭, k),
where ♭ = ±1. Since a is of dimension 1, we may identify a∗
C
with C via the map a∗
C
→ C,
α 7→ α(E). From now on, we shall not distinguish a root from its image in C under this
map. The half sum of positive roots (whose multiplicities are counted) in the root system
(g, a) is ρ = d−12 α0(E) =
d−1
2 . By definition, the induced representation is
I(τ) = IndGMAN (1⊗ eτ ⊗ 1) :=
{
f : G→ C ∣∣ f(gman) = a−(τ+ρ)f(g), f |K ∈ L2(K)}
with the G-action: L(g)f(x) = f(g−1x). It is known that I(τ) is irreducible and unita-
rizable if and only if τ ∈ (−ρ, ρ) ∪ iR. For such τ we have I(τ) ∼= I(−τ). The trivial
representation of G is equivalent to a subrepresentation of I(−ρ), and also equivalent to
the Langlands quotient representation L(ρ) of I(ρ) (note that I(ρ) is reducible and has a
unique nontrivial subrepresentation). The eigenvalue of  on I(τ) is λ = ρ2 − τ2, equal
to the Laplace eigenvalue of φ ∈ V Kλ .
The notion of noncompact picture is important to us in this paper. Here we give an
introduction (see Chapter VII of [Kn], or Section 2.3 of [MØ]). Denote N¯ = NT (T means
transpose). In the Bruhat decomposition
G =MAN ∪ N¯MAN,
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N¯MAN is open and dense in G, so F ∈ I(τ)∞ (the smooth part of I(τ)) is completely
decided by its restriction to N¯ . For x = (x1, . . . , xd−1) ∈ Rd−1, denote
nx = exp
(
d−1∑
i=1
xiEi
)
and n¯x = n
T
x = exp
(
d−1∑
i=1
xiE
T
i
)
.
Given F ∈ I(τ)∞, define AF ∈ C∞(Rd−1) by
(AF )(x) = F (n¯x) .
Denote by J(τ) the image of I(τ) under the map A. Then C∞c (Rd−1) ⊆ J(τ). The action
of G on J(τ) is given by
g.(AF ) = A(L(g)F ).
Write g as g = n¯(g)m(g)a(g)n(g) according to the Bruhat decomposition. The group G
also acts on Rd−1. The action, denoted g.x (where g ∈ G, x ∈ Rd−1), satisfies
n¯g.x = n¯(gn¯x).
The action of G on J(τ) can then be rephrased as
(g.f)(x) = a
(
g−1n¯x
)−(τ+ρ)
f
(
g−1.x
)
, f ∈ J(τ).
Note that the action of G on J(τ) depends on the parameter τ . For τ ∈ iR, the invariant
Hermitian form on J(τ) is
‖f‖2J(τ) =
Γ(2ρ)
πρΓ(ρ)
∫
Rd−1
|f(x)|2dx, f ∈ J(τ).
For τ ∈ (0, ρ), the invariant Hermitian form on J(τ) is
‖f‖2J(τ) =
Γ(2ρ)Γ(τ + ρ)
πρΓ(ρ)Γ(τ)
∫
Rd−1
∫
Rd−1
|x− y|2(τ−ρ)f(x)f(y)dxdy, f ∈ J(τ).
Modulo a unit scalar, the element in J(τ) that corresponds to the normalized Maass form
φ is
f(x) = A ◦ B(φ˜) = (1 + |x|2)−(τ+ρ)
which has L2-norm 1 with respect to the above Hermitian forms.
There is a unique proper subrepresentation J0(ρ) in J(ρ). Each element in J0(ρ) is
annihilated by an intertwining operator (see Section 10 and 11, Chapter VII of [Kn]). In
particular, f ∈ J0(ρ) satisfies
∫
Rd−1
f(x)dx = 0. Thus the form
‖f‖2J(ρ) =
Γ(2ρ)2
πρΓ(ρ)2
∣∣∣∣
∫
Rd−1
f(x)dx
∣∣∣∣
2
, f ∈ J(ρ),
is well-defined on the Langlands quotient J˜(ρ) := J(ρ)/J0(ρ). Since J˜(ρ) is one-dimensional
(it is equivalent to the trivial representation) and ‖f‖2J(ρ) = 1, the above form ‖ · ‖2J(ρ) is
indeed a Hermitian form on J˜(ρ).
Now we introduce the special cycle. Denote
G′ = {diag(g1, g2) ∈ G | g1 ∈ O(1, d− 1), g2 = ±1}.
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Then
K ′ = K ∩G′ = {diag(k1, k2) ∈ K | k1 ∈ O(d− 1), k2 = ±1}
is a maximal subgroup of G′. Passing to a finite cover if necessary, the (d−1)-dimensional
compact special geodesic cycle of X is realized as the image of the quotient Γ′\G′/K ′
embedded in Γ\G/K where the image is a totally geodesic submanifold of X. Here Γ′ =
Γ ∩G′ ∼= π1(Y ) is a uniform lattice of G′. Likewise, the Laplace eigenvalue µ of ψ can be
written as µ = ρ′2− τ ′2 where ρ′ = d−22 is the half sum of positive roots of the root system
(g0, a) and τ
′ ∈ [−ρ′, ρ′]∪iR. Without loss of generality, we identify Y with Γ′\G′/K ′. We
refer the reader to [Sch] for applications of geodesic cycles to the cohomology of arithmetic
groups and automorphic forms.
Denote by J ′(τ ′) the noncompact picture of the induced representation I ′(τ ′) of G′
where I ′(τ ′) = IndG
′
M ′A′N ′(1⊗ eτ
′ ⊗ 1) with M ′ =M ∩G′, A′ = A∩G′ = A, N ′ = N ∩G′.
We use J ′(·) and I ′(·) to distinguish representations of G′ from representations J(·) and
I(·) of G.
3 Proof of Theorem 1
This section is devoted to the proof of Theorem 1. Write x = (x′, x′′) ∈ Rd−2 × R for
x ∈ Rd−1. From now on, we shall always assume that τ ∈ iR since λ = (d−12 )2 − τ2 is
assumed to be sufficiently large in this paper.
By [KS], the intertwining operators in HomG′(J(τ), J
′(τ ′)) exist and are unique up to
scalar multiples, provided that
(τ + ρ, τ ′ + ρ′) ∈ C2 r Leven, (1)
where Leven =
{
(−i,−j) : j ≤ i, j ≡ i (mod 2)}. This is the so-called Multiplicity One
Theorem. All intertwining operators were classified in [KS]. Note that the variables λ, ν in
[KS], when adapted to the present paper, are equal to τ +ρ and τ ′+ρ′, respectively. Since
HomG′
(
J(τ), J ′(τ ′)
) ∼= Hom∆(G′)(J(τ) ⊗ J ′(−τ ′),C), we may translate the intertwining
operator in HomG′
(
J(τ), J ′(τ ′)
)
to be a ∆(G′)-bilinear form on J(τ) × J ′(τ ′). In such a
way, we get a ∆(G′)-bilinear form Lmodτ,τ ′ :
Lmodτ,τ ′ : J(τ)× J ′(τ ′)→ C, (f, h) 7→
∫
Rd−1
∫
Rd−2
Kτ,τ ′(x, y)f(x)h(y)dxdy,
where the kernel Kτ,τ ′ is given by
Kτ,τ ′(x, y) =
(∣∣x′ − y∣∣2 + ∣∣x′′∣∣2)τ ′−ρ′ · ∣∣x′′∣∣τ−ρ−(τ ′−ρ′).
Denote the first term in Kτ,τ ′ by S, and the second term by T . The form Lmodτ,τ ′ is
well-defined on J(τ)× J˜ ′(ρ′) where J˜ ′(ρ′) stands for the Langlands quotient of J ′(ρ′). The
reason is as follows. When τ ′ = ρ′ and d ≥ 3, the kernel is simplified to be |x′′|τ−ρ. Thus,
we have
Lmodτ,ρ′ (f, h) =
∫
Rd−2
h(y)dy ·
∫
Rd−1
|x′′|τ−ρf(x)dx.
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Recall that
∫
Rd−2
h(y)dy = 0 for any h in the (unique) proper subrepresentation J ′0(ρ
′) of
J ′(ρ′) (see Section 2 for the discussion in the setting of J(ρ)), so the functional Lmodτ,ρ′ is
well-defined on J(τ) × J˜ ′(ρ′) = J(τ) × (J ′(ρ′)/J ′0(ρ′)). When d = 2, J ′(τ ′) is empty and
this case was treated in [Re].
Similar to φ, the natural lift ψ˜ (over Γ′\G′) of the Maass form ψ generates an irreducible
automorphic representation V ′µ ⊆ L2(Γ′\G′) of G′. The operator
Lautτ,τ ′ : Vλ × V ′µ → C, (g, j) 7→
∫
Γ′\G′
g(z)j(z)dz
defines a nonzero ∆(G′)-invariant bilinear form on Vλ × V ′µ. Denote by B′ and A′ the
isomorphisims V ′µ
∼= I ′(τ ′) and I ′(τ ′) ∼= J ′(τ ′) respectively. Then there exists a nonzero
scalar bτ,τ ′ ∈ C such that
Lautτ,τ ′(g, j) = bτ,τ ′ · Lmodτ,τ ′ (f, h) (2)
where f = A ◦ B(g), h = A′ ◦ B′(j). Note that, for fixed τ , τ ′, the scalar bτ,τ ′ does not
depend on the choice of f and h. The spherical element in J ′(τ ′) that corresponds to the
normalized Maass form ψ is h(y) = A′ ◦ B′(ψ˜) = (1 + |y|2)−(τ ′+ρ′). In [MØ], the value of
Lmodτ,τ ′ (f, h) was explicitly computed (see Proposition 3.1 therein):
Lmodτ,τ ′ (f, h) =
πρ+ρ
′
Γ(ρ′)Γ
(
τ+ρ+τ ′−ρ′
2
)
Γ
(
τ+ρ−τ ′−ρ′
2
)
Γ(2ρ′)Γ(ρ− ρ′)Γ(τ + ρ) .
By Stirling’s asymptotic formula
|Γ(x+ i y)| =
√
2π |y|x−1/2e−π|y|2
(
1 +O (|y|−1)), as |y| → ∞,
one verifies the following asymptotic
Lmodτ,τ ′ (f, h) ≍ |τ |−
d−1
2 , as |τ | → ∞, (3)
for any fixed τ ′. Taking account of (3), to show Theorem 1 it suffices to bound the scalar
bτ,τ ′ . We shall prove
Proposition 1. For any τ ′ there exists a positive number cτ ′ depending on τ
′ such that
∣∣bτ,τ ′∣∣ ≤ cτ ′ |τ | d−12 , as |τ | → ∞.
Given any fixed ψ, the condition (1) is fulfilled when |τ | is large (since τ ∈ iR). In
view of the uniform asymptotic |τ | ∼ λ1/2 (as λ → ∞), Theorem 1 follows from (3) and
Proposition 1. To prove Proposition 1 we need two lemmas.
Denote ar = exp(log rE) ∈ A for r > 0. We have the following commutativity relations:
arnx = nrxar, arn¯x = n¯r−1xar, ι♭(k)nx = n(xkT)ι♭(k), (4)
where k ∈ Od−1. See Section 2 for the meaning of ι♭ .
Define
N c =
{
nx |x = (xi)d−1i=1 ∈ Rd−1, xi = 0 for i 6 d− 2
}
,
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N¯ c =
{
n¯x |x = (xi)d−1i=1 ∈ Rd−1, xi = 0 for i 6 d− 2
}
.
Then N = N ′N c and N¯ = N¯ ′N¯ c where
N ′ =
{
nx |x = (xi)d−1i=1 ∈ Rd−1, xd−1 = 0
}
,
N¯ ′ =
{
n¯x |x = (xi)d−1i=1 ∈ Rd−1, xd−1 = 0
}
.
According to the Bruhat decomposition, we may write n¯(y1,...,yd−2,0) · n(0,...,0,δ) ∈ N¯ ′N c as
n¯(y1,...,yd−2,0) · n(0,...,0,δ) = nzmatn¯s ∈ NMAN¯ (5)
with z = (zi), s = (si) ∈ Rd−1, t ∈ R+ and m = ι♭(χ) for some χ = (χij) ∈ O(d− 1). The
computation shows t = 1
1+δ2|y|2
and
zi =


δ2yi
1+δ2|y|2
, if 1 6 i 6 d− 2,
δ
1+δ2|y|2
, if i = d− 1,
(6)
si =


yi
1+δ2|y|2
, if 1 6 i 6 d− 2,
δ|y|2
1+δ2|y|2 , if i = d− 1,
(7)
2zd−1sit
−1 + χd−1, i =


0, if 1 6 i 6 d− 2,
1, if i = d− 1.
(8)
Lemma 1. Under the natural quotient map, the image of N cN¯ in G′\G is isomorphic to
F := (N cN¯ r N¯) ∪ N¯ c.
Proof. Assume that there exist n1n2, n3n4 ∈ N cN¯ and g0 ∈ G′ such that n1n2 = g0n3n4.
Write
• n1 = n(0,...,0,β), n3 = n(0,...,0,δ) where β, δ ∈ R,
• n2 = n¯v, n4 = n¯ζ where v = (v1, . . . , vd−1), ζ = (ζ1, . . . , ζd−1) ∈ Rd−1,
• g0 = n(w1,...,wd−2,0) · aℓ · ι♭(k˜) · n¯(y1,...,yd−2,0) ∈ N ′AM ′N¯ ′ = G′ where wi, yi ∈ R, ℓ ∈ R+
and k˜ = diag(k, ω) ∈ O(d− 1) for some k ∈ O(d− 2), ω = ±1.
By (4), (6) and (7), the equality n1n¯2 = g0n3n¯4 reads
n(0,...,0,β)·n¯v = n(w1,...,wd−2,0)+ℓ·z·k˜T · ι♭(k˜ · χ) · aℓt · n¯s+ζ . (9)
Comparing the two sides of (9) yields
k˜ · χ = 1 ∈ SO(d− 1), (10)
ℓt = 1, (11)
v = s+ ζ, (12)
(0, . . . , 0, β) = (w1, . . . , wd−2, 0) + ℓ · z · k˜T. (13)
By (10), the (d− 1)-th row of χ is χd−1, ∗ = (0, . . . , 0, ω). So we have χd−1,d−1 = ω = ±1
and χd−1,i = 0 for i = 1, . . . d− 2.
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• If χd−1,d−1 = ω = 1, then zd−1sd−1 = 0 by (8). It follows that zd−1 = 0 or sd−1 = 0.
Note that zd−1 = 0 is equivalent to δ = 0 by (6).
(1) If zd−1 = 0, i.e., δ = 0, then by (5) we have: t = 1, z = 0, m = 1 ∈ M and
s = (y1, . . . , yd−1, 0). Thus k = 1 ∈ SO(d − 2) by (10), ℓ = 1 by (11), vd−1 = ζd−1
by (12), w1 = · · · = wd−2 = β = 0 by (13). Then we deduce that n1 = n3 = 1 and
g0 = n¯(y1,...,yd−2,0) ∈ N¯ ′. Now (9) reads
n¯(v1, ..., vd−1) = n¯(y1+ζ1, ..., yd−2+ζd−2, ζd−1). (14)
(2) If sd−1 = 0, then δ|y|2 = 0 by (7). This implies that |y| = 0 since δ = 0 is
equivalent to zd−1 = 0 (we have discussed this case in above). Substituting y1 =
· · · = yd−2 = 0 into (5), we get z = (0, . . . , 0, δ), m = 1 ∈ M , t = 1 and s = 0.
Thus k = 1 ∈ SO(d− 2) by (10), ℓ = 1 by (11), and w1 = · · · = wd−2 = 0 by (13).
It follows that g0 = 1. Now (9) reads n1n2 = n3n4 ∈ N cN¯ , from which we get
n1 = n3 and n2 = n4.
• If χd−1,d−1 = ω = −1, then zd−1sd−1t−1 = 1 by (8). Hence zd−1 6= 0 and sd−1 6= 0. As
χd−1,i = 0 (1 6 i 6 d−2), by (8) we have zd−1si = 0 for i = 1, · · · , d−2, which implies
that si = 0 for i = 1, · · · , d − 2. Hence y1 = · · · = yd−2 = 0 by (7). Substituting this
property into (5) yields m = 1 ∈M , whence χd−1,d−1 = 1, a contradiction.
The above discussion shows that the two elements n1n2, n3n4 ∈ N cN¯ have the same image
in G′\G (i.e., n1n2 = g0n3n4 for some g0 ∈ G′) in two situations: (1) g0 = 1, n1 = n3 6= 1
and n2 = n4; (2) n1 = n3 = 1, g0 ∈ N¯ ′. Those elements n1n2 satisfying the former
situation constitute the subset N cN¯ r N¯ ⊂ G whose image in G′\G is identified with
N cN¯ r N¯ itself. Those elements n1n2 satisfying the latter situation constitute the subset
N¯ ⊂ G whose image in G′\G is, by (14), identified with N¯ c.
Denote
N c+ = {n(0,...,0,δ) · n¯ ∈ N cN¯ | δ > 0},
N c− = {n(0,...,0,δ) · n¯ ∈ N cN¯ | δ < 0}.
Then the intuitive picture of F is just the two separate pieces N c+, N c− wielded together by
N¯ c. Note that F is not a manifold as it has a 1-dimensional singularity N¯ c. The quotient
space G′\G is a smooth manifold with dimension d = dimG−dimG′. Lemma 1 essentially
characterizes a special open subset of G′\G in terms of elements in G. Namely, the subset
N cN¯ r N¯ (which is the disjoint union of N c+ and N
c
−), when viewed as its image in G
′\G,
is an open subset of G′\G since dim (N cN¯ r N¯) = dimN c+ = dimN c− = d. From now on
we shall identify F with its image in G′\G.
For f ∈ J(τ), denote by Φf the image of f in Vλ under the map B−1 ◦A−1. Let Uα be
a subset of F defined to be Uα = {n(0,...,0,δ) · n¯(z1,...,zd−1) : 0 < δ < α, |zi| < α} ⊂ N¯ c+ where
α is a positive number. Clearly, Uα is open and simply connected in G
′\G. The point
G′·e ∈ G′\G lies on the boundary of Uα. We require that Uα is fixed and small enough, i.e.,
α is fixed and small. As an open subset of G′\G, Uα is equipped with a measure du induced
from the invariant Radon measure dg˜ of G′\G such that vol(Uα) > 0. Recall that dg˜ is
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uniquely decided by the quotient integral formula:
∫
Gw(g)dg =
∫
G′\G
∫
G′ w(g
′g˜)dg ′dg˜ for
any w ∈ L1(G). Here dg, dg ′ are fixed Haar measures on G and G′ respectively. Let ξ be
a continuous nonnegative real-valued function over Uα such that ξ is compactly supported
and
∫
Uα
ξ(u)du = 1. Let dt be the invariant Radon measure on Γ′\G′ induced from dg ′.
Lemma 2. For large enough T such that T ≥ |τ |, there exist f
T
∈ J(τ), h ∈ J ′(τ ′) such
that ‖f
T
‖2J(τ) = ‖h‖2J ′(τ ′) = 1 and
(i)
∣∣Lmodτ,τ ′ (u.fT , h)∣∣ ≥ df,h · T− d−12 for any u ∈ Uα,
(ii)
∫
Uα
∫
Γ′\G′
∣∣Φf
T
(tu)
∣∣2ξ(u)dtdu 6 b,
where df,h is a positive number depending on f , h, and b is a positive number depending
on ξ.
Proof. To prove (i), we first assume that τ ′ 6= ρ′, i.e., J ′(τ ′) is irreducible. The case where
τ ′ = ρ′ will be discussed later. Let f be a smooth nonnegative real-valued function over
Rd−1 such that
• the support of f is around 0 and sufficiently small;
• ‖f‖2J(τ) = 1.
See Section 2 for the definition of ‖ · ‖J(τ). Define fT to be
f
T
(x) = T
d−1
2 · f(Tx1, . . . , Txd−2, T (xd−1 − 1)).
Clearly, ‖f
T
‖2J(τ) = ‖f‖2J(τ) = 1 (remember that τ is purely imaginary). Let h be a smooth
nonnegative real-valued function on Rd−2 such that
• the support of h is around 0 and sufficiently small;
• ‖h‖2J ′(τ ′) = 1.
Prior to the detailed argument, we give a brief account on the idea for the proof of
property (i). First off, we show that the kernel function Kτ,τ ′(x, y) is, roughly speaking,
a nonzero constant for x ∈ supp(u.f
T
), y ∈ supph (where u lies in Uα) and large T .
Therefore Lmodτ,τ ′ (u.fT , h) is of the same order with
∫
Rd−1
∫
Rd−2
u.f
T
(x)h(y)dxdy, that is, the
kernel function plays no essential role in the model functional (for our choice of u.f
T
and h).
Then we show that the latter integral has the same order with
∫
Rd−1
∫
Rd−2
f
T
(x)h(y)dxdy.
Let u = nν n¯w ∈ Uα ⊂ N cN¯ where ν = (0, . . . , 0, δ), w = (w1, . . . , wd−1) ∈ Rd−1. By
the assumption on Uα, both δ and |w| are small. Let x = (x1, . . . , xd−1) and write n−1ν n¯x
as n−1ν n¯x = n−ν n¯x = n¯zmatns ∈ N¯MAN for some z = (z1, . . . , zd−1), s = (s1, . . . , sd−1) ∈
R
d−1 and t ∈ R+ (note that z, t, s differ from those used in Lemma 1). The computation
shows
t = 1− 2xd−1δ + |x|2δ2, (15)
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zi =


xi
1−2xd−1δ+|x|2δ2
, if 1 6 i 6 d− 2,
xd−1−δ|x|
2
1−2xd−1δ+|x|2δ2
, if i = d− 1.
(16)
Thus we have
u.f
T
(x) = nν.
[
n¯w.fT (x)
]
= a(n−1ν n¯x)
−(τ+ρ)
[
n¯w.fT (n
−1
ν .x)
]
= t−(τ+ρ)
[
n¯w.fT (z)
]
= t−(τ+ρ)f
T
(z − w)
Next we shall analyze T , S and t−(τ+ρ) independently (recall that T · S is the kernel
function). The support of u.f
T
is equal to u.supp(f
T
) = nν.
(
n¯w. supp(fT )
)
= nν.
(
w +
supp(f
T
)
)
. Write p ∈ supp(f
T
) as p = (pi) ∈ Rd−1. By (15) and (16), x ∈ supp(u.fT ) can
be written as x = (xi) ∈ Rd−1 where
xi =


pi+wi
1+2δ(pd−1+wd−1)+|p+w|2δ2
, 1 6 i 6 d− 2,
pd−1+wd−1+|p+w|
2δ
1+2δ(pd−1+wd−1)+|p+w|2δ2
, i = d− 1.
(17)
Any p = (pi) ∈ supp fT can be written as
p1 =
ǫ1
T , . . . , pd−2 =
ǫd−2
T , pd−1 = 1 +
ǫd−1
T ,
where ǫj’s are small real numbers. Denote ǫ = (ǫ1, . . . , ǫd−1). Substituting this parame-
terization on p into (17), we get
xi =


wi+ǫiT−1
V0(δ,w)+V1(δ,w,ǫ)T−1+V2(δ,ǫ)T−2
, 1 6 i 6 d− 2,
W0(δ,w)+W1(δ,w,ǫ)T−1+W2(δ,ǫ)T−2
V0(δ,w)+V1(δ,w,ǫ)T−1+V2(δ,ǫ)T−2
, i = d− 1,
(18)
where
W0(δ, w) = 1 + wd−1 + δ
(|w|2 + 1 + 2wd−1) ,
W1(δ, w, ǫ) = ǫd−1 + 2δ
(
ǫd−1 +
d−1∑
i=1
ǫiwi
)
,
W2(δ, ǫ) = |ǫ|2δ,
V0(δ, w) = 1 + 2δ(1 +wd−1) + δ
2
(|w|2 + 1 + 2wd−1) ,
V1(δ, w, ǫ) = 2δ
(
ǫd−1 + ǫd−1δ +
d−1∑
i=1
ǫiwiδ
)
,
V2(δ, ǫ) = |ǫ|2δ2.
Since δ, |w| and |ǫ| are very small, it follows that W0(δ, w), V0(δ, w) are close to 1, and
W1(δ, w, ǫ), V1(δ, w, ǫ), W1(δ, ǫ), V1(δ, ǫ) are close to 0. Denote by P , Q the numerator and
denominator of xd−1 in (18). It is those x lying in the support of u.fT that contribute to
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the integral Lmodτ,τ ′ (u.fT , h), so in what follows x is always assumed to lie in supp(u.fT ).
For such x, we have P , Q > 0 and
τ log P = τ logW0(δ, w) + τ log
(
1 +
W1(δ, w, ǫ)
W0(δ, w)
T−1 +
W2(δ, ǫ)
W0(δ, w)
T−2
)
. (19)
Since |τ | 6 T (a condition in the lemma), applying the Taylor expansion of log(1 + a) to
a =
W1(δ, w, ǫ)
W0(δ, w)
T−1 +
W2(δ, ǫ)
W0(δ, w)
T−2
shows that the second term on the right hand side of (19) converges to
W :=
W1(δ, w, ǫ)
W0(δ, w)
· lim
T→∞
|τ |T−1,
as T →∞. As limT→∞ |τ |T−1 6 1, the number |W | is very small. Hence, eτ logP is close
to eτ logW0(δ,w) (when T is large enough), a complex number number which is of norm 1
and independent of x. The similar argument and conclusion also hold for eτ logQ. As a
result, when T is sufficiently large, |x′′|τ−ρ = |xd−1|τ−ρ = e(τ−ρ) log(P/Q) is close to
e
τ log
W0(δ,w)
V0(δ,w) =
(
W0(δ, w)
V0(δ, w)
)τ
,
a complex number which is of norm 1 and independent of x. It is easy to see that |x′′|τ ′−ρ′
is close 1 when T is large. In summary, the second component T in the kernel of the model
functional is close to a fixed nonzero complex number independent of x, for x ∈ supp(u.f
T
)
and T large.
Next we consider the term t−(τ+ρ) for x ∈ supp(u.f
T
). Substituting (18) into (15), we
get
t =
F0(δ,w)+
4∑
i=1
Fi(δ,w,ǫ)T
−i
H0(δ,w)+
4∑
i=1
Hi(δ,w,ǫ)T−i
where Fi, Hi are certain polynomials of the relevant variables such that F0(δ, w), H0(δ, w)
are close to 1, and Fi(δ, w, ǫ), Hi(δ, w, ǫ) (i ≥ 1) are close to 0 (for small δ, |w| and |ǫ|). By
use of the argument in the last paragraph (i.e., applying the Taylor expansion log(1+a) to
proper a), we can show that t−(τ+ρ) converges to the nonzero complex number
(
F0(δ,w)
H0(δ,w)
)τ
as T →∞, which is independent of x.
The other term S in the kernel function is easier to be handled. By (18) we have
xi → wi
V0(δ, w)
(1 6 i 6 d− 2) and xd−1 → W0(δ, w)
V0(δ, w)
, as T →∞.
As τ ′ is fixed, we may assume that the support of h is very small (around 0) such that
|x′ − y|2 + |x′′|2 is close to
∑d−2
i=1 w
2
i+W
2
0 (δ,w)
V 20 (δ,w)
. Then S is close to a fixed nonzero complex
number which is independent of x and y (for large T ).
The above discussions show that, for x ∈ supp(u.f
T
) and y ∈ supp(h), the kernel
function of the model functional and t−(τ+ρ) are close to fixed nonzero complex numbers
which are independent of x and y, as T →∞. Thus we have the following estimate
Lmodτ,τ ′ (u.fT , h) =
∫
Rd−1
∫
Rd−2
Kτ,τ ′(x, y)t
−(τ+ρ)f
T
(z − w)h(y)dxdy
12
≍
∫
Rd−1
∫
Rd−2
f
T
(z − w)h(y)dydx
=
∫
Rd−1
f
T
(z − w)dx ·
∫
Rd−2
h(y)dy
To estimate the first integral in above, we deal with the Jacobian
(
∂x
∂z
)
. In view of
∂zi
∂xj
=


δij(1−2δxd−1+|x|
2δ2)−xi(2xjδ2−2δδj,d−1)
(1−2xd−1δ+|x|2δ2)
2 , 1 6 i 6 d− 2,
δd−1,j(1−2δxd−1+|x|
2δ2)−(xd−1−δ|x|
2)(−2δδj,d−1+2δ
2xj)
(1−2xd−1δ+|x|2δ2)
2 , i = d− 1,
where δij denotes the Kronecker symbol, it is clear that
∂zi
∂xj
is close to δij uniformly for
x ∈ supp(u.f
T
), and small δ. Hence the determinant of the Jacobian matrix
(
∂x
∂z
)
is close
to 1 for small enough δ, and we have∫
Rd−1
f
T
(z − w)dx ·
∫
Rd−2
h(y)dy ≍
∫
Rd−1
f
T
(x)dx ·
∫
Rd−2
h(y)dy ≍h T−
d−1
2
which implies that |Lmodτ,τ ′ (u.fT , h)| ≥ df,h ·T−
d−1
2 for some positive number df,h depending
on f and h. Property (i) is then verified for τ ′ 6= ρ′.
Now we treat the case where τ ′ = ρ′. In this case, we choose h = h. Let f and fT be
as before. Then
Lmodτ,ρ′ (u.fT , h) =
∫
Rd−2
h(y)dy ·
∫
Rd−1
|x′′|τ−ρu.fT (x)dx.
The first integral
∫
Rd−2
h(y)dy converges, noting that h(y) = (1+ |y|2)−(d−2) (here we may
assume that d ≥ 3 since J ′(τ ′) is empty when d = 2). As for the second integral, the
argument is completely the same as before, and we have∫
Rd−1
|x′′|τ−ρu.fT (x)dx ≍ T−
d−1
2 .
Next we prove (ii). When α is small, the product space Γ′\G′ × Uα embeds into Γ\G
via the map (t, u) 7→ tu. The subset Xα := {tUα | t ∈ Γ′\G′} is open in Γ\G. So we have∫
Uα
∫
Γ′\G′
∣∣∣Φf
T
(tu)
∣∣∣2 ξ(u)dtdu 6 sup
g∈Uα
ξ(g) ·
∫
Uα
∫
Γ′\G′
∣∣∣Φf
T
(tu)
∣∣∣2 dtdu
= b ·
∫
Xα
∣∣∣Φf
T
(x)
∣∣∣2 dx
6 b ·
∫
Γ\G
∣∣∣Φf
T
(x)
∣∣∣2 dx
= b · ‖f
T
‖2J(τ)
= b
with b = sup
g∈Uα
ξ(g). This proves (ii).
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Remark 2. The technique that is used to show property (ii) is named “fattening” in
[Re]. Indeed, by the action of Uα on fT we enlarge Γ
′\G′ to a small open neighborhood
of Γ′\G′ ⊂ Γ\G. Intuitively, this is “fattening” Γ′\G′.
Proof of Proposition 1. Let Ψh ∈ L2(Γ′\G′) be the corresponding element of h under the
map A′−1 ◦ B′ −1 (applied to J ′(τ ′)). Then
∥∥Ψh∥∥2L2(Γ′\G′) = ‖h‖2J ′(τ ′) = 1. Extend Ψh to
an orthonormal basis {κℓ} of L2(Γ′\G′). By Lemma 2 we have
b ≥
∫
Uα
∫
Γ′\G′
∣∣∣Φf
T
(tu)
∣∣∣2 ξ(u)dtdu
=
∫
Uα
(∫
Γ′\G′
∣∣∣R(u)Φf
T
(t)
∣∣∣2 dt
)
ξ(u)du
=
∫
Uα

∫
Γ′\G′
∣∣∣∣∣
∑
ℓ
〈
R(u)Φf
T
, κℓ
〉
Γ′\G′
· κℓ(t)
∣∣∣∣∣
2
dt

 ξ(u)du
=
∫
Uα
∑
ℓ
∣∣∣∣〈R(u)ΦfT , κℓ
〉
Γ′\G′
∣∣∣∣
2
ξ(u)du
≥
∫
Uα
∣∣∣∣〈R(u)ΦfT ,Ψh
〉
Γ′\G′
∣∣∣∣
2
ξ(u)du
=
∣∣∣∣〈R(u0)ΦfT ,Ψh
〉
Γ′\G′
∣∣∣∣
2
·
∫
Uα
ξ(u)du for some u0 ∈ Uα
=
∣∣∣Lautτ,τ ′ (R(u0)ΦfT ,Ψh
)∣∣∣2
=
∣∣∣bτ,τ ′ · Lmodτ,τ ′ (u0.fT , h)∣∣∣2
≥
∣∣bτ,τ ′∣∣2 · d2f,h · T−(d−1)
Let T = |τ |, then ∣∣bτ,τ ′∣∣ 6 b1/2 d−1f,h · |τ | d−12 = cτ ′ |τ | d−12
with cτ ′ = b
1/2 d−1f,h (see Remark 3). This proves property (ii).
Remark 3. The choice of h in the proof of (i) depends on ψ, or rather, τ ′. The reason
is as follows. To circumvent the possible cancellation in the integral of Lmodτ,τ ′ (u.fT , h) and
then get a lower bound for the integral, we require that the first term S of the kernel
function is close to a fixed nonzero complex number independent of x, y. For fixed τ ′, this
is achieved by choosing a test function h with sufficiently small support around 0. The
larger |τ ′| is, the smaller supp(h) should be. Thus, h and df,h depend on τ ′. However, τ ′
does not influence the choice of f .
Remark 4. The conjecture by Reznikov (see Section 1) amounts to the following bound :
|bτ,τ ′ | ≪ |τ |ε, i.e., −14 in the power of the conjectured bound comes from the special value
of the model functional. This motivates our conjecture for general situation : |PY (φ,ψ)| ≪
λ−
n
4
+ε (as λ → ∞) where Y is the n-dimensional special geodesic cycle of X. That is,
14
−n4 comes from the special value of the model functional (which is confirmed by (3) when
n = d− 1), and the scalar bτ,τ ′ should be bounded by |τ |ε (which is widely open).
4 Proof of Theorem 2
We will prove Theorem 2 by slightly adjusting the test function h appearing in the
preceding section. In particular, we prove uniform versions of Lemma 2 and Proposition 1
for φ, ψ under certain restrictions. The idea for the proof is, for the most part, the same
as in Section 3 (so the proof in this section is sketchy). As before, the key is to show that
S, T and t−(τ+ρ) are close to nonzero complex constants for x, y lying in the support of
special test functions. However, for fixed h, such an attempt fails when |τ ′| is large. The
reason is as follows. Given any z = |x′ − y|2 + |x′′|2 6= 1, the absolute value of τ ′ log z
tends to ∞, as |τ ′| goes to ∞, thus S = (|x′− y|2+ |x′′|2)τ ′−ρ′ (the first term of the kernel
function) is not close to any fixed nonzero constant and our trick then does not work. The
similar problem will also happen to T (the second term of the kernel function) if h is fixed
and |τ ′| is large. When d = 2 (the case treated in [Re]), S does not occur since J ′(τ ′) is
empty, but τ ′ still occurs in T . So the bound in [Re] is not uniform with respect to ψ.
To overcome the above-mentioned problem, we need to remedy the test function h.
Without loss of generality, let us write τ ′ = i r where r ∈ R+. Let f , fT , h be as in Section
3. Define
hr(y) = r
d−2
2 h (ry) .
Then ‖hr‖2J ′(τ ′) = ‖h‖2J ′(τ ′) = 1 and Lemma 2 (ii) still holds in the present situation. Any
y ∈ supp(hr) can be written as y = (y1, . . . , yd−2) where yi = ǫ
′
i
r . Here the norm of
ǫ′ := (ǫ′1, . . . , ǫ
′
d−2) is sufficiently small by the assumption on h. Any x ∈ supp(u.fT ) is
expressed in (18). For the rest of this section, we only consider those x ∈ supp(u.f
T
),
y ∈ supp(hr) which contribute to the value of Lmodτ,τ ′ (u.fT , hr). For such x and y, we can
write |x′ − y|2 + |x′′|2 as
P0(δ, w) +
∑4
i=1
∑2
j=1 Pij(δ, w, ǫ, ǫ
′)T−ir−j
H0(δ, w) +
∑4
i=1Hi(δ, w, ǫ)T
−i
where Hi’s are the same as those appearing in the last section, P0 and Pij are certain
polynomials of the relevant variables (see the proof of Lemma 2 for δ, w, ǫ). All we need
to know is that P0, H0 are close to 1, and Pij, Hi (i, j ≥ 1) are close to 0, for sufficiently
small δ, |w|, |ǫ|, |ǫ′|. When applying the Taylor expansion of the logarithm function to(|x′ − y|2 + |x′′|2)τ ′ = exp [τ ′ · log(|x′ − y|2 + |x′′|2)] and |x′′|τ ′ = exp (τ ′ · log |x′′|), there
will be terms like
e
i
Wj (δ,w,ǫ)
W0(δ,w)
· r
T , e
i
Vj (δ,w,ǫ)
V0(δ,w)
· r
T , e
i
Hj(δ,w,ǫ)
H0(δ,w)
· r
T
occurring (among other terms). See Section 3 for the notations Wj, Vj . As before, we
expect that these terms are close to 1, or equivalently,
Wj(δ,w,ǫ)
W0(δ,w)
· rT ,
Vj(δ,w,ǫ)
V0(δ,w)
· rT ,
Hj(δ,w,ǫ)
H0(δ,w)
· rT (20)
are close to 0 for small δ, |w| and |ǫ|. Since Wj(δ, w, ǫ), Vj(δ, w, ǫ), Hj(δ, w, ǫ) are close
to 0 (arbitrarily, if we require that Uα and the support of f , h are sufficiently small) and
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W0(δ, w), V0(δ, w), H0(δ, w) are close to 1, we pose the following restriction
r
T ≤ C, or equivalently,
∣∣ τ ′
τ
∣∣ ≤ C, (21)
under which our expectation will hold for large r = |τ ′| (namely, those terms in (20) are
close to 0). Here, C is any fixed positive number. In Section 3, the condition (21) is also
needed, but it is automatically satisfied since τ ′ is fixed there.
Under the restriction (21), we can apply the trick used in the proof of Lemma 2 to
show that S is close to a fixed nonzero complex number which is independent of x and y,
for sufficiently large r and T . Similarly and still under the restriction (21), we can show
that T and t−(τ+ρ) are also close to fixed nonzero complex numbers independent of x and
y. Thus, Lmodτ,τ ′ (u.fT , hr) has the same order with
∫
Rd−1
∫
Rd−2
f
T
(x)hr(y)dxdy, which is
T−
d−1
2 |τ ′|− (d−2)2 , and Lemma 2 (i) is modified to be
∣∣Lmodτ,τ ′ (u.fT , hr)∣∣ ≥ c2 · T− d−12 |τ ′|− (d−2)2
for large T , |τ ′| and any u ∈ Uα. Accordingly, the bound in Proposition 1 is modified to
be ∣∣bτ,τ ′∣∣ ≤ c1 · |τ | d−12 |τ ′| (d−2)2 , as |τ |, |τ ′| → ∞. (22)
Note that the restriction (21) is required for the above modified versions of Lemma 2 (i)
and Proposition 1.
When both |τ | and |τ ′| go to ∞, by Stirling’s formula one verifies that
(A) if
∣∣|τ | − |τ ′|∣∣ ≤ D where D is any fixed positive number, then
Lmodτ,τ ′ (f, h) ≍D |τ |−ρ+
1
4 ≍ |τ ′|−ρ+ 14 ;
(B) if
∣∣|τ | − |τ ′|∣∣ is not bounded and |τ | > |τ ′|, then
Lmodτ,τ ′ (f, h) ∼ b1 · |τ |−ρ+
1
2
(|τ |2 − |τ ′|2)− 14 ,
where b1 is a positive constant;
(C) if
∣∣|τ | − |τ ′|∣∣ is not bounded and |τ | < |τ ′|, then
Lmodτ,τ ′ (f, h) ∼ b1 · |τ |−ρ+
1
2
(|τ ′|2 − |τ |2)− 14 e−π2 (|τ ′|−|τ |),
where b1 is as in (B).
Here, b1 depends only on d. Combining (2), (21), (22) and (A)–(C) yields Theorem 2.
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