The purpose of this study is to empirically examine the relationship between structural change and economic growth in Japan during the past 40 years. While using the growth in real value added and labour productivity as measurement of economic growth, we consider the structural change in value added as the structural change in output and that in capital and labour as the structural change in inputs. Specifically, we use the Japan Industrial Productivity database 2014 compiled by the Research Institute of Economy, Trade and Industry, and show (1) the pace of structural change in inputs and output, (2) the evolution of sectoral dispersion of economic growth, (3) the changing distribution of sectoral contribution to aggregate economic growth, and (4) empirical evidence of the relationship between structural change and economic growth. Our main conclusion is that the Japanese growth regime has transformed from a heterogeneity decreased regime with overall growth process to a heterogeneity increased one with uneven growth process since the 1990s; the impact that structural change in output had on economic growth was positive, although its magnitude has weakened since then.
Introduction
This study examines the interrelationship between economic growth and structural change in the Japanese economy. We show how structural changes in inputs and output in the various sectors of the Japanese economy affect its economic growth and stagnation. In this study, we use a disaggregation approach and divide the macroeconomy into sectors on the basis of the Japan Industrial Productivity (JIP) database 2014 compiled by the Research Institute of Economy, Trade and Industry (RIETI). The disaggregation approach is important because, as we will see below, sectoral performances such as growth of labour productivity and value added are not always uniform among sectors and thus sectoral heterogeneity is evolving in Japan.
This study is based on the growth regime analysis of the régulationists and post-Keynesians.
We also try to empirically expand these theories from a multi-sectoral perspective. The régulationists and post-Keynesians have analysed the economic growth regime of a country from a macroeconomic perspective (Boyer and Yamada (2000) ; Boyer et al. (2011) ; Lavoie and Stockhammer (2013); Hein (2014) ). They reduced the dynamic relationship between productivity growth and demand growth into two equations, namely, the demand regime and productivity regime, and revealed different constellation of these regimes in terms of country and period.
Since such macroeconomic analysis is conducted at the aggregate level, we assume no sectorally heterogeneous configuration and structural change. Therefore, we cannot capture the relationship between macroeconomic performance and industrial structure. Even if a macroeconomy reveals an average growth rate in each period, there could be higher growth sectors that lead the aggregate growth and lower ones that stagnate growth in the economy. In other words, even if the aggregate growth rate is unique, it is important to recognize that in reality it is the result of sectorally heterogeneous contributions. Uemura and Tahara (2014) is a recent contribution that overcomes such issues in aggregate analysis. Their multi-sectoral approach integrally analyses the growth regime as well as deindustrialization mechanism in Japan. The study shows that the Japanese economy has undergone both positive and negative de-industrialization, depending especially on the performance of the export-core manufacturing sectors over the past 30 years. Existing literature has tackled the relationship between structural change and aggregate economic growth.
1 One of the most 1 Krüger (2008a) is a comprehensive survey on structural change, economic growth, and productivity. The study reviews the development of the classical three main sector model, multi-sector growth models, evolutionary theories, important research lines originates from Baumol (1967) . According to this study, there is negative feedback on economic growth in the process of tertiarization, in what is well known as 'Baumol's disease'. Studies after Baumol have attempted to see whether expansion in a nonprogressive sector has a negative impact on the overall economic growth. These studies consider expansion of the tertiary sector, also classified as a non-progressive low-productivity sector, as structural change. While some studies support Baumol's prediction (Baumol et al. (1985) ; Peneder (2003) ; Nordhaus (2008) ; Hartwig (2011 Hartwig ( , 2012 ), others present negative results for this prediction ((Maroto-Sánchez and Cuadrado-Roura (2009); Dietrich (2012) ).
While the existing literature focuses mainly on the EU and the US, recent studies on Japan (Fukao and Miyagawa (2008) ; Ito and Lechevalier (2009); Fukao (2012) ; Morikawa (2014)) focus on the industrial structure and attempt to find the cause and consequence of different performance at the industrial and firm level. They focus on the supply side, with the investigation of total factor productivity (TFP) growth certainly the most popular. Papers in Fukao and Miyagawa (2008) indicate that the TFP growth rate differs at the industrial and firm level. Fukao (2012) emphasizes that as the cause of slowdown in TFP growth, Japan lags behind in ICT investment. Morikawa (2014) intensively investigates the economic performance of the services sector and finds that the productivity of firms in the services sector is not necessarily low. He points out that there are a number of high-productivity firms in this sector. Ito and Lechevalier (2009) focus on the dispersion of productivity growth across heterogeneous firms. They find evidence that internationalization has a significant and positive impact on productivity dispersion.
Almost all of these studies point out the heterogeneity of industries and firms. This means that by examining the variables at an average or aggregate level, we cannot correctly understand the overall economic performance. Instead, we need to observe the sectoral distribution that creates the aggregate outcomes. Even though the aggregation approach is useful to analyse the growth process before the 1980s, it cannot explain the uneven growth process after the 1990s, as we will show in this study. The uneven growth process after the 1990s is not satisfactorily explained even by Uemura and Tahara (2014) , because they do not consider the distribution of the sectors contributing to economic growth.
It is in this context that we introduce the multi-sectoral perspective to the growth regime analysis of the post-Keynesians and régulationists. The first novelty of this study is that we shed light and empirical studies.
on the sectoral distribution behind economic growth. In other words, we attempt to investigate the industrial foundation of the growth regime. The second novelty is that to examine the Japanese economic growth and stagnation, we introduce structural change in various sectors. In doing so, we investigate the change in sectoral structure of inputs and output in relation to economic growth. To be more precise, the structural change in output means the change in sectoral composition of value added, which is a proxy for effective demand structure. The structural change in inputs means change in sectoral share of factors of production such as labour and capital. Thus, we also consider the demand side of sectoral performance, which the existing literature has not adequately examined. Hence, the third novelty of this study is that we empirically detect the kind of structural change required to promote economic growth.
The remainder of this paper is organized as follows. Section 2 introduces sectoral classification based on the JIP database 2014. This section also presents the indices used to measure the degree of structural change in this paper. Section 3 considers the Japanese sectoral performance and macroeconomic growth. This section illustrates first the structural change in inputs and output, second the sectoral contribution to growth, and finally the changing configuration of the leading and stagnating sectors in Japan for the past 40 years. Section 4 presents our econometric analysis. This section reports the impact of structural changes in inputs and output on economic growth. Finally, Section 5 concludes the paper.
Measurement of structural change

JIP database and sectoral classification
We use the JIP database 2014 compiled by RIETI throughout our empirical analysis in this study. with regard to real output, the export-core manufacturing industry has shown the strongest response to fluctuations in external demand whereas the business-related services sector has fluctuated almost in line with the export-core manufacturing industry. Second, with regard to capital accumulation rate, the accumulation rate increased sharply in the export-core manufacturing industry during the bubble boom of the late 1980s; capital accumulation also increased in the business-related services sector. Finally, with regard to labour productivity growth, the exportcore manufacturing industry shows high labour productivity growth with large fluctuations, although labour productivity in the other manufacturing sectors remains at a relatively low level. In contrast, the growth rate of labour productivity in the services sector is not unique. The businessrelated services sectors in both the narrow and broad sense show relatively high growth rates.
Indices of structural change
It is well known that theoretically structural changes occur in both the demand and supply sides (Baumol (1967); Pasinetti (1993) ). A structural change in demand occurs on account of a change in relative prices, consumers' preference for higher quality, different income elasticities, and increasing saturation of demand for existing goods. As the demand for each sector grows at a different rate in the process of economic growth, the process influences the quantity and composition of the goods demanded from different industries. On the supply side, learning and technological change can lead to productivity improvement, which enables firms to produce the same goods at lower unit cost, or to create new goods frequently and thus attract new effective demand. In the sector (M1) includes agriculture, forestry, fisheries, livestock, and sericulture farming. The export-core manufacturing sector (M2) mainly consists of transportation equipment, general machinery, electronic and electrical equipment, and precision machinery and equipment. The other manufacturing sector (M3) mainly includes textile, office, and service industry machines. They thus classified the manufacturing industry into the export-core manufacturing industry with high export ratio and other manufacturing industries. The other industry (M4) includes construction, electricity and gas, water supply, mining, and so on. The services industry is classified into business-related services in a narrow sense (M5), business-related services in a broad sense (M6), consumer services, and public services. The business-related services in a narrow sense include finance, rental of office equipment and goods, advertisement, information services, and internet-based services, whereas the business-related services in a broad sense include wholesale, research, telegraph and telephone, mail, and transportation. The consumer services (M7) consist of retail, insurance, real estate, broadcasting, entertainment, eating and drinking places, and accommodation. Finally, the public service sector (M8) mainly includes education, medical services, and hygiene.
process of economic growth, the sectoral productivity grows at different rates. The interaction of these factors leads to sectorally different growth rates of output, inputs, and productivity. One of the consequences of structural change is therefore the change in sectoral share of output and inputs.
3
In order to investigate the structural change process, we need some indices to quantify its magnitude. We use the structural change indices to summarize the changes in sectoral composition of an economy between two points in time. This study takes the two indices used in Dietrich (2012) because they are based on the sectoral share for an economic variable and are thus appropriate to consider structural change.
4
The first index is the norm of absolute value (NAV), the simplest index to measure structural change. Let x i,t be the share of sector i = 1, ...n at time t = 1, ...T − 1 and s = 2, ...T . This index can be given by the following calculation:
The result is a range of NAV between zero and unity, so that the interpretation of NAV is quite simple. This indicates that the structural change is exactly equal to the share of movement of sectors as a percentage of the whole economy. According to Dietrich (2012) : 'If the structure remains unchanged, the index is equal to zero, and if the change in all sectors is at its highestmeaning the whole economy undergoes a total change-then the index is equal to unity' (ibid, p.920).
The second index to measure the degree of structural change is the modified Lilien index 3 The so-called de-industrialization is a well-known example of such structural change. According to related literature (e.g., Rowthorn and Wells (1987) ), 'de-industrialization' means the decreasing share of employment in the industrial (manufacturing) sector. 4 We employ the following two indices to measure the degree of structural change. Naturally, there are some other indices to measure structural change. For instance, Wolff (2002) constructs a structural change index on the basis of the similarity index for two time periods 1 and 2, which is similar to the following equation:
where x i is sector i's share of variable in the total economy. The value is close to unity when the structural change in that variable takes place at a high pace. We similarly calculate the structural change index for value added and employment. Although we do not report this in detail here, their tendency is not drastically different from NAV and MLI.
(MLI), which is based on Lilien (1982) . Lilien (1982) and was originally introduced as an index to measure the standard deviation of the sectoral growth rate of demand for labour from period s to period t and employed to measure the degree of liquidity of factor reallocation. However, in this study, we use a modified version of this index to capture the degree of structural change.
Dietrich (2012) presents a modified version of the Lilien index by augmenting it with weighting by the share of sectors in both periods.
When the MLI is low, the structural change in the economy is at a slow pace; a high MLI means that the structural change is at a high pace.
5
From these calculations, we construct the structural change index for value added, employment, capital stock, and capital-labour ratio. The structural change index for value added reflects the speed of change in sectoral output share. The structural change indices for employment, capital stock, and capital-labour ratio reflect the speed of change in sectoral inputs share. These are also interpreted as approximations of the structural changes in the demand and supply sides.
Labour and capital are the principal factors of production. A change in these inputs can lead to changes in output and productivity and thus may accelerate or decelerate economic growth. In addition, the combination of capital and labour, which reflects the technological level of production, also matters for economic growth. Thus, these are what determine the supply side structure.
The value added can be determined by not only the supply side but also the demand side. For example, Engel's law predicts that a higher income per capita results in a shifting demand structure. Moreover, an innovation that attracts new effective demand in a sector also contributes to the growth in value added in that sector. Thus, these factors lead to changes in the sectoral composition of value added, meaning that the sectoral composition of value added is not independent of the demand side structure. 5 Ansari et al. (2013) introduce the modified Lilien measure as a desirable indicator of structural change that ideally fulfils the following five necessary conditions: (1) the index should take the value of zero if there are no structural changes within one period, (2) the structural change between two periods should be independent of the time sequence, (3) the structural change in one period should be smaller or equal to that between two sub-periods, (4) the index should be a dispersion measure, and (5) the index should consider the weight (size) of the sectors. The
Lilien index violates conditions (2) and (3), whereas the modified Lilien index fulfils all the necessary conditions. 6 Besides, the final demand by sector in the JIP database Input-Output table is also appropriate to capture the Although the speed of structural change differs from period to period, the speed until the 1990s of the lost decade remained almost the same as the previous decade. What is clear from the figure for both calculations is that the structural change in value added began to accelerate gradually since the mid-1990s.
Figures 2 to 4 show results of structural change indices for employment, capital, and capitallabour ratio for annual and 5-year terms. As these are the principal factors of production, they reflect the structural change in terms of inputs and technology. From figure 2, the structural change in employment shows a slightly decreasing trend, with cyclical behaviour from the 1970s to the 1990s. After the 1990s, the cyclical behaviour continues, but it is hard to read a clear trend from the figure. Figure 3 shows the structural change indices for capital stock for annual and 5-year terms. In the 1970s, the pace of structural change in capital stock was high historically. However, these indices show a rather clear trend in the long run. The pace of structural change in capital stock is seen to constantly decrease until recently, except for a short-run high pace during the bubble period of the 1980s, which could have resulted in the excess capital accumulation of the 1990s.
The pace of structural change after the bubble burst decelerated, and became especially slow during the recent 10 years.
demand side dynamics. However, since some data of demand components are not available in this sheet, we cannot conduct the statistical analysis smoothly. Therefore, we employ value added to capture the demand side of the economy. For the statistical processing relationship between value added and final demand, see the JIP database 2014 website of RIETI. 
From the author's calculation based on the JIP database 2014. The structural change in capital-labour ratio reflects the structural change in production technology in terms of combination of capital and labour. It also reflects the industrial development in an economy. If an economy requires more capital equipment than labour, like during the development process of heavy industry, the ratio in the economy will rise. If an economy requires more labour than capital, like during tertiarization, the ratio in the economy will fall. Figure 4 shows the structural change indices for capital-labour ratio for both annual and 5-year terms. It is difficult to read a clear trend from the figure on annual and 5-year change because of its cyclical evolution. For a rough illustration, the structural change index for this variable in 1970 was relatively high, and the pace of change seems to have become faster again during the last 5 years of the 2000s.
What is relatively clear from the above figures are the long-run slowdown of structural change in capital stock and the recent increase in speed of structural change in value added. Prasad (1997) also uses the Lilien index to capture the degree of structural change in employment; it is documented that the Japanese economy has undergone gradual structural change in this term until the beginning of the 1990s, but there is no strong evidence of substantial increase in its speed since then. While this vision is partially true for employment, as figure 2 shows, the pace of structural change, especially in value added, in the Japanese economy, once again accelerated after the 2000s.
The structural change in these terms follows the change in both intra-and inter-sectoral economic performance. Through decomposition by log variance, we measure the change in sectoral dispersion of the level of value added and labour productivity for the eight sectors in intermediate classification.
7 Figure 5 shows the decomposition of the change in log variance of the value added for 5-and 10-year terms. Except for [1985] [1986] [1987] [1988] [1989] [1990] , the change in log variance takes a negative value from 1970 to 2000 for 5-year term, indicating that the sectoral dispersion of economic performance for value added decreases. In contrast, since 2000, the change in log variance began to take a positive sign, indicating that the sectoral dispersion of economic performance for value added increases.
What is interesting is that the leading mechanisms change in these reduction and expansion of dispersion performance. In the process of reduction of change in log variance for value added, it is the within-group effect that was important. In contrast, in the process of increase of change in log variance since 2000, it is the between-group effect that was important. The figure on the change in log variance for 10-year terms also shows sectoral contribution to this value at the large classification. In terms of industry, the manufacture sector (L2) once again mostly led the increase and decrease of dispersion in value added through both effects. It contributed to 7 The log variance measures the degree of inequality in economic outcomes, and it is often used in the analysis of income inequality. It also has an advantage in that we can understand the source of change in inequality by decomposing it into within-group effects (effect of dispersion within each group) and between-group effects (effect of dispersion between different groups). A positive value means that the dispersion is increasing, and a negative value means that it is decreasing. We apply this to measure the sectoral dispersion of value added and labour productivity.
The method follows Uni (2011)'s analysis on wage inequality. The log variance of value added or productivity implies that of their logarithm value. When there are m groups (eight sector in this case), the log variance of these terms is decomposed into within-group log variance and between-group log variance, as formally shown in the following equation:
where LV is the log-variance of value added or labour productivity in aggregate term, LV i is that of the i th sector,
where n i is the number of sub-sectors in the ith sector) is the share of the i th group, and µ i is its mean of log of value added or productivity. From this, the change in the two different periods in log variance can be decomposed as follows:
The first term on the RHS is the contribution of change in the within-group dispersion, and the second term is the contribution of change in the between-group dispersion. Since the share of the i th sector is constant over time in the JIP database 2014, the contributions of different log variance by group and the difference between the overall mean and the mean in each group do not appear in the current study.
decrease in dispersion in value added especially in 1970-1980 and 1990-2000 , and to increase in dispersion since 2000. Figure 6 shows the decomposition of the change in log variance for labour productivity for 5-and 10-year terms. From the figure for 5-year terms, the change in log variance takes a negative value from 1970 to 1985. During the next 15 years, the degree of dispersion seems to remain stable. Similar to the case of value added, the value of change in log variance has taken a positive sign since 2000, which means that the sectoral dispersion of economic performance on labour productivity increased. In the process of large convergence and dispersion of labour productivity, the within-group effect contributes more than the between-group effect in absolute value in most cases. The 10-year calculation indicates a decrease in labour productivity dispersion until 2000, but the convergence gradually slows down during the lost decade. Since 2000, the Japanese economy faces labour productivity dispersion at a high pace. The sectoral contribution to change in log variance in this figure shows that in terms of industry, the manufacture sector (L2) mostly leads the decrease in 1970-1980 and 1980-1990 and the increase since 2000.
The figures presented so far show an important hypothesis on the possibility of change in type of structural change for the past 40 years. The structural change until the 1990s in the Japanese economy accompanied a convergent process of sectoral economic performance as to the level of value added and labour productivity. The change in log variance of productivity and value added shows that the negative sign was more dominant until then. However, since 2000, some structural change indices such as for capital-labour ratio and value added accelerated, newly following the increasing dispersion of value added and labour productivity. Sectoral heterogeneity is apparent especially after 2000 through the lost decade. The hypothesis deduced from this section is that the structural change until 1990 might involve an even growth process, but that at high pace in the 2000s through the lost decade might involve an uneven growth process. The next section examines this hypothesis in terms of distribution of sectoral contribution to economic growth.
Economic growth and distribution of sectoral contribution
The previous sections measured the structural change in inputs and output for the past 40 years in the Japanese economy. They also showed that sectoral dispersion decreased until 1990 but has increased since 2000. This section focuses on the relationship between sectoral performance and overall economic growth. It attempts to show how the performance of each sector contributes to The sunrise-sunset diagram contains important information on the growth in value added and labour productivity. It shows the sectoral distribution that positively or negatively contributes to the aggregate growth in labour productivity and value added. It also shows the maximum and average growth rates of these variables. The average rate is shown at the right-hand side of the distribution (i.e., the sum of all contributions), whereas the maximum growth rate is shown at the top of the curve (i.e., the sum of positive contributions). Consequently, there is an overshooting configuration of the growth rate, indicating both positively and negatively contributing sectors.
8 These plots are modified illustrations of Herberger (1998) . With regard to labour productivity decomposition, the current method also follows Syrquin (1988) . Since the aggregate labour productivity per man-hour y is defined
. where y i is the sectoral labour productivity per man-hour and s L,i the sectoral share of man-hours.
The increment of labour productivity is as follows:
The growth rate of labour productivity at the macroeconomic level is obtained by dividing both sides by y, which is
where the first term in parenthesis represents the 'within effect' and the second term represents the 'between-effect' (Baily et al. (1992) ; Krüger (2008b) ). Therefore, the aggregate productivity growth can be decomposed into withinsector growth in labour productivity and sectoral shift in man-hour share.
This configuration becomes clear as the negative sectoral contribution increases.
9 Figure 7 shows the sectoral value added and productivity growth contribution in 1970-1975 and 1975-1980 1970-1975 and 1975-1980 for the economy as a whole. First, most sectors positively contributed to the growth in labour productivity: 82.9 % and 69.5 % of all sectors positively contributed to growth in labour productivity in 1970-1975 and 1975-1980 , respectively. Second, their maximum growth rates reached 4.6% and 3.8%. Finally, the average annual growth rates in the economy as a whole were 3.4 % and 2.3 % in the first and second 5 years, which are equal to the total positive contribution by the top 41.1 % and 33.3 % of all sectors, respectively.
Similarly, figures 8-10 show the sectoral contribution to growth in value added and productivity after 1980. A comparison of the diagrams for two growth terms over 40 years shows the following characteristics in terms of both growth rate and sectoral distribution. The most striking change is the major transformation in sectoral contribution pattern on growth in value added and productivity before and after 1990. In the 1970s and 1980s, almost 80-85 % of the total sectors positively contributed to value added growth, whose maximum rate reached the annual average of 3.7-4.2 % for 10 years. 10 The share of positively contributing sectors increased from 75.6 % in the 1970s to 84.9% in the 1980s of the total sectors for productivity growth, although the maximum rate for these periods slightly went down from 4.04 % to 3.62 %. However, the share of sectors positively contributing to both variables in the total economy has decreased since the 1990s. The share of sectors positively contributing to growth in value added largely decreased to 55.4 % in the 1990s. Moreover, both the average and maximum growth rates in this period sharply fell to 0.8 % and 1.7 %, respectively. Although both the average and maximum growth rates of value added recovered to 3.5 % and 4.4 %, respectively, in the 2000s, the share of positively contributing sectors remains 62.3 %, which is still lower than the share 20 years ago.
The sectoral distribution of labour productivity follows an evolution similar to the growth in value added. The share of sectors positively contributing to growth in labour productivity largely decreased from 84.9% in the 1980s to 68.0 % in the 1990s to 63.7 % in the 2000s. Therefore, the average and maximum growth rates in the 1990s sharply fell to 2.4 % and 1.6 %, respectively.
Although both the average and maximum growth rates of value added recovered to 4.6 % and 5.3 %, respectively, since 2000, the cumulative share of positively contributing sectors decreased since the 1980s.
What is also striking is that the economic growth since 2000 is mostly led by limited sectors. In sum, the sectoral distribution of growth in value added and labour productivity was relatively uniform before 1990, and the growth was led by all sectors. However, the distribution has generally shifted leftward since 1990, leading to a sharp overshooting configuration in growth in these terms. To use Herberger (1998)'s metaphor, the growth before 1990 followed a yeast-type process (overall growth), whereas that after 1990 followed a mushroom-type process (uneven 10 The annual average growth rate and sectoral share for 10 years for each term are also calculated in a similar manner for 5 years. We do not report the detail in this paper due to space limitations. growth). 11 In the mushroom-type growth process, like after 1990, there appear two types of sectors. That is, there are negatively contributing sectors as well as positively contributing sectors in an economy. The economic growth was intensively led by limited sectors, while others dragged growth. Therefore, even if the Japanese economy grows or stagnates on average, the process is not uniform but uneven among heterogeneous sectors.
Last but not least, our distribution analysis is also related to what is stated in the previous section. The yeast-type growth process before 1990 in the Japanese economy involves a decrease in sectoral dispersion in value added and labour productivity. On the contrary, the mushroomtype growth process after 1990 led to increase in sectoral dispersion in these terms.
Durability of leading and stagnating sectors
As the previous section shows, the leading sectors positively and strongly contribute to growth in value added and labour productivity, whereas the stagnating sectors negatively contribute to growth. To shed more light on the relationship between structural change and economic growth, we need to examine whether the leading (stagnating) sectors are still the leading (stagnating) ones over time. Table 2 shows the Spearman correlation coefficient between periods pertaining to the sectoral order of contribution to growth in value added and labour productivity. Using this, we attempt to measure the durability of the contribution of each sector. If the leading (stagnating) sectors are still leading (stagnating) ones over time, the correlation coefficient should take a high positive value. On the contrary, if the leading (stagnating) sectors shift to stagnating (leading) ones over time, it should take a high negative value. Moreover, if the composition of the sectoral order almost changes over time, it should take an insignificant value close to zero.
First, the upper part of the table shows the durability of the sectoral order of contribution to growth in value added. Specifically, the sectoral order of contribution before 1990 does not seem to be effective over time. Although there is a temporal increase in positive correlation in 11 In his original TFP analysis, Herberger (1998) explained the relationship between the distribution of sectoral performance and macroeconomic outcome as 'yeast versus mushrooms'. This is a metaphor used for economic growth process, and the 'yeast' process means that each industrial sector evenly and mostly contributes to the TFP growth process, whereas the 'mushrooms' process indicates the TFP growth process in which only a small share of industry contributes intensively. Inklaar and Timmer (2007) and Timmer et al. (2013) are applications of this metaphor for industry pattern of growth. VA growth 1970 VA growth -1975 VA growth 1975 VA growth -1980 VA growth 1980 VA growth -1985 VA growth 1985 VA growth -1990 VA growth 1990 VA growth -1995 VA growth 1995 VA growth -2000 VA growth 2000 VA growth -2005 VA growth 2005 VA growth -2010 1970-1975 1975-1980 1980-1985 1985-1990 1990-1995 1995-2000 2000-2005 2005-2010 Thus, the composition of the leading (stagnating) sectors of labour productivity almost changes in the long run as well.
The size of the order correlation in most cases is about 30 % at most, even when it is strong.
Such a case applies only in the short run of 5 or 10 years. However, it is hard to expect the same composition of leading and stagnating sectors to continue in the long run. summarizing, first, the agricultural sector mostly ranks in the bottom half of the order of contribution to labour productivity. Second, most part of the export-core manufacturing leads to an increase in labour productivity. Third, most services sectors contributed to labour productivity growth. The share of services in the top half percentile to contribution is higher than that in the bottom half, as the number in L3 indicates. Note: By author's calculation on the basis of JIP 2014.
A comparison at the large classification shows that leading sectors for both variables change over time especially among the manufacturing (L2) and services (L3) sectors. The sectoral share in the top 25 % of L2 and L3 changes in a fluctuating manner. For an example of value added growth, from the 1970s to the 1980s, the share of L2 in this range increased to 13.21 % while that of L3 decreased to 12.26 %. From the 1980s to the 1990s, the share of L2 in this range decreased to 7.55 % while that of L3 increased to 16.98 %. From the 1990s to the 2000s, the share of L2 in this range again increased to 12.26 % while that of L3 decreased to 13.21 %.
Structural change and economic growth 4.1 Data and some preliminary processing
The previous sections show both accelerating and decelerating patterns of structural change in the past 40 years in the Japanese economy. The structural change in capital stock decelerated almost constantly for the past 40 years, whereas that in value added has largely accelerated since the mid-1990s. The structural change in employment and capital-labour ratio changed in a cyclical manner for the past 40 years.
Along with the development of structural change, the growth patterns of value added and labour productivity have also changed over time. The previous section documents that while the growth process showed an overall even growth pattern during the 1970s and the 1980s, the process seems to have changed into an uneven pattern since the 1990s. During these processes, the durability of the sectoral order of contribution to growth in value added and labour productivity generally decreased in the long run.
The empirical questions in this section relate to (1) the type of structural change in output or inputs that had a significant impact on growth in value added and labour productivity, and (2) the magnitude of the structural changes in growth terms. Moreover, the previous section suggests the possibility of a transformation of growth pattern in value added and labour productivity at the beginning of the 1990s. Taking this into consideration, the next question is (3) whether there is a change in impact of structural change in input and output on these variables if we divide the whole period into sub-periods 1974-1991 and 1991-2010 . This division at 1991 is mainly based on the bubble burst.
In order to examine these questions, we conduct a panel data analysis at the intermediate classification. All the variables are already introduced in the previous sections and are constructed on the basis of the JIP database 2014 of RIETI. Using the real value added, number of workers, man-hours, and real net capital stock from this database, we construct the following variables:
• g V A is the growth rate of real value added. The real value added is taken from the Growth accounting table (sheet name V), evaluated at 2000 prices. The real value added at intermediate classification is based on the sum of the real value added in the corresponding small classification. The growth rate of value added in each of the eight sectors is defined as its annual growth rate.
• g LP is the growth rate of labour productivity. Labour productivity is defined as the ratio of real value added to man-hours. The man-hours in the small classification is taken from the Labour input table (sheet name 3-8). Man-hours at the intermediate classification is evaluated in the same manner as with the value added. The growth rate of labour productivity in each of the eight sectors is defined as its annual growth rate.
• MLI V A and NAV V A are the modified Lilien index and norm of absolute value on real value added. Using the real value added mentioned above, we calculate these indices at intermediate classification from equations (1) and (2).
• MLI EMP and NAV EMP are the modified Lilien index and norm of absolute value on number of workers. We use the number of workers by sector in the Labour input table (sheet name 3-7) to calculate these indices. These indices at intermediate classification are calculated in the manner stated above.
• MLI KPT and NAV KPT are the modified Lilien index and norm of absolute value on capital stock. The capital stock variable is taken from the real net capital stock in the Growth accounting table (sheet name KT), evaluated at 2000 prices. These indices at intermediate classification are also calculated in the manner stated above.
• MLI KL and NAV KL are the modified Lilien index and norm of absolute value on the capitallabour ratio. The capital-labour ratio is defined as the ratio of real net capital to number of workers introduced above. These indices at intermediate classification are also calculated in the manner stated above. Note: By author on the basis of JIP 2014. The computation is based on common samples in each period. The nuber of observation is 296, 144, and 160 in 1974-2010, 1974-1991 and 1991-2010, respectively. 1974 -1991 , is higher than that in 1991 -2010 . These values in 1974 -2010 are almost the average of these two periods.
After constructing these variables and indices, we conduct panel unit root tests to confirm whether each has stationarity. As the panel data include both cross-sectional and time-series items, we need to consider whether these items have common unit root as well as individual unit root processes. Therefore, we conduct four types of panel unit root tests: The Levin, Lin, and Chu (LLC) and Breitung tests, which assume common unit roots in panel data, and the Im, Pesaran, and Shin and Fisher-type augmented Dickey-Fuller tests, which assume individual unit roots panel data.
The results are given in Let i stand for the sectoral code and t for time t. The equations in a panel data context to be estimated are either
or
where g i,t is a placeholder for different variables; it stands for the growth rate of either real value added or labour productivity. S CI V A,it , S CI EMP,it , S CI KPT,it , and S CI KL,it are structural change indices of value added, employment, capital stock, and capital-labour ratio, respectively. As S CI, we employ the MLI and NAV mentioned above. S CI V A,it represents the structural change in output, and we use S CI EMP,it , S CI KPT,it , and S CI KL,it to examine the impact of structural change on input. Equations (7) and (8) are estimated alternatively. While equation (7) presents the role of inputs as separating type, equation (8) presents the role of inputs as ratio. Using the capital-labour ratio enables us to understand the impacts of technological changes in production on economic growth.
All estimations are built on the basis of balanced panel data. We assume that an equation has individual effect for both cross section and period. The effects specification follows the WuHausman test, and this test for each equation indicates the random effect for each estimation. By controlling for both sectoral and periodical heterogeneity, the estimation here attempts to reveal the economy-wide relationship between growth and structural change.
Results
This section reports and discusses the finding of our empirical analysis. Table 5 shows the results for growth in value added and the structural change indices. Models 1 to 6 estimate these relationships using the MLI. To be more precise, models 1 and 2 show the results for the past 40 years, models 3 and 5 the results for 1974-1991, and models 4 and 6 the results for 1991-2010. The estimation is conducted alternatively between capital and labour separation and capital-labour ratio, according to equations (7) and (8). Table 5 also shows the results using the norm of absolute value in a similar manner with the MLI. Models 7 and 8 show the results for the past 40 years, models 9 and 11 the results for 1974-1991, and models 10 and 12 the results for 1991-2010. This estimation is also conducted alternatively, according to equations (7) and (8).
From table 5, the structural change in value added for all models commonly has a positive impact on growth in value added, and is always significant at the 1 % level. This is true regardless of whether the models use MLI and NAV or are conducted separately for labour and capital and capital-labour ratio. On the contrary, the structural change in input has no significant impact on the growth in the value added. The coefficients on structural change in employment, capital, and capital-labour ratio are not significant in almost all models. The indices of structural change on employment have a negative sign, but are not significant at the 10 % level. Only model 10 has a significant coefficient about the impact of structural change in inputs. This model indicates that the structural change in capital stock had a positive impact on growth in value added in 1991-2010 and it was significant at the 5 % level. Generally, the structural change in output is more important than that in inputs to promote the growth in value added.
It is also important to note that the magnitude of the impact of structural change in value added on the growth rate changes between 1974-1991 and 1991-2010 . The models with MLI indicate that this impact was about 2 points in 1974-1991, but this decreased to about 1.3 points in 1991-2010. The models with NAV also indicate that this impact was higher in 1974-1991 than in 1991-2010 . In sum, the impact of structural change in output has been positive, but the magnitude of the impact has been weakened since 1991. By dividing the whole period into two sub-periods, we clearly find a change in impact of structural change in output on growth in value 1974-2010 1974-2010 1974-1991 1991-2010 1974-1991 1991-2010 1974-2010 1974-2010 1974-1991 1991-2010 1974-1991 1991-2010 added. Table 6 shows the results for growth in labour productivity and structural change indices. The table is constructed in the same manner as table 5. The indices of structural change on employment have a negative sign, but are not significant at the 10 % level. The indices of structural change on capital stock and capital-labour ratio have both positive and negative signs, but they are not significant at the 10 % level.
Only the structural change in output is significant to explain labour productivity growth. For all models, it is common that the structural change in value added has a positive impact on growth in labour productivity, and is always significant at the 1 % level. Similar to the results for growth in value added, the structural change in output is more important than that in inputs to promote growth in labour productivity.
From Table 6 , the magnitude of the impact of structural change in value added on labour productivity growth also changed between 1974-1991 and 1991-2010 Table 7 shows the results on this estimation. Similar to the original model 4 in tables 5 and 6, only the structural change in output is positive and significant to explain the growth rate of value added and labour productivity. The coefficient on S CI V A is always significant at the 1 % level.
The structural change in output is still more important than that in inputs to promote economic growth. However, as with the original models, the magnitude of the impact of structural change in output on these growth rates is lower in 1991-2010 than in 1974-1991. In addition to the above two econometric studies, we have evidence to show that in general a 1974-2010 1974-2010 1974-1991 1991-2010 1974-1991 1991-2010 1974-2010 1974-2010 1974-1991 1991-2010 1974-1991 1991-2010 Random refers to the random effects in effects specification in panel option.
structural change in output rather than in inputs causes growth in value added and labour productivity. However, the positive impact of structural change in output has not always been effective, with the magnitude of growth in both value added and labour productivity weakened after the 1990s.
Conclusion
It is important to consider the industrial structure in economic growth regime analysis because sectoral heterogeneity matters in the Japanese economy, especially after the 1990s, as the current study shows. The current study investigated the structural change in inputs and output in the Japanese economy for the past 40 years. We are also concerned with the sectoral and macroeconomic growth process in value added and labour productivity. Moreover, by way of panel data analysis, we find evidence for the relationship between structural change and economic growth.
The main findings of this study are as follows. (1 How do we characterize the growth regime in the Japanese economy in terms of growth process and industrial structure? The results in the current study suggest that there was a break in growth process in the 1990s. As we mentioned earlier, the growth process in value added and labour productivity was relatively uniform before the 1990s. Almost all sectors in the economy positively contributed to growth in these terms during the 1970s and 1980s, and this process accompanied a decrease in sectoral dispersion in value added and labour productivity. On the contrary, the growth in value added and labour productivity after the 1990s was uneven. The number of sectors that positively contributed to growth in value added and labour productivity has decreased since the 1990s, and this process accompanied an increase in sectoral dispersion in value added and labour productivity, especially in the 2000s.
Taking these into consideration, the growth regime before the 1990s can be characterized as a heterogeneity decreased one with overall growth process. To use Herberger (1998)'s metaphor, it corresponds to the yeast-type growth process, in which most sectors positively contribute to economic growth. In contrast, the growth regime after the 1990s can be characterized as a heterogeneity increased regime with uneven growth process. Using Herberger (1998)'s metaphor, it corresponds to the mushroom-type growth process, in which only limited sectors positively contribute to economic growth.
As a result of this heterogeneous structure, the recent growth regime in the Japanese economy could not be sufficiently established. The leading sectors in the 2000s were from the export-core sector, but it is a rather externally depending sector. In a heterogeneity increased regime in which only limited sectors, including this sector, contributed to growth, the stagnation of leading sectors may accelerate the depression of the overall economy. This means that the economy would simply lose its leading pillars, and there would remain only stagnating sectors. On the contrary, a heterogeneity decreased regime is not as vulnerable as this regime, because most sectors positively contribute to growth. Even if a part of the leading sectors stagnates, the other positive part may compensate for such stagnation, and the growth can still be sustained. The Japanese economy needs to realize sustainable growth, and the warped relation between industrial structure and economic growth should be rebalanced.
In addition to change in industrial structure, the impact of structural change should also be enhanced. As the panel data analysis in the current study showed, even if there is a structural change in inputs, it does not contribute to economic growth significantly. Rather, a structural change in output can have a positive impact on economic growth. However, the problem is that such impacts have weakened since the 1990s compared to earlier periods. The structural change in output is related to innovation that improves the sectors' product quality and attracts new consumer preferences. The importance of such innovation that creates new effective demand in existing and new sectors has been emphasized by Pasinetti (1993) and Yoshikawa (2003 , 1973-2010, 1973-1991, and 1991-2010) . Almost all tests for the variables from 1973 to 2010 reject the null hypothesis of both common and individual unit root processes at the 1% significance level. The Breitung test for MLI EMP , MLI KPT , NAV EMP , and NAV KPT from 1973 to 1991 cannot reject the common unit root process at the 10 % significance level, whereas the LLC test for these variables reject the common unit root process at the 1 % significance level. The Breitung test for g V A , MLI KPT , and NAV KPT from 1991 to 2010 cannot reject the common unit root process at the 10 % significance level. Moreover, all the four tests cannot reject that MLI KPT in this period follows both common and individual unit root processes.
