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cepções e pelo socorro nos momentos dif́ıceis. Com estes dois grupos de pessoas
aprendi fatos e sentimentos que jamais imaginaria. Hoje tenho uma imagem mais
prazerosa do mundo.
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Resumo
É um fato elementar, porém importante, em geometria diferencial, o isomorfismo
entre a álgebra de Lie dos campos de vetores em uma variedade diferenciável e
a álgebra de Lie das derivações lineares na álgebra de funções C∞ naquela varie-
dade. O Teorema de Hochschild-Kostant-Rosenberg admite uma versão para va-
riedades diferenciáveis que permite relacionar a Super-Álgebra de Lie Diferencial
dos campos de polivetores sobre uma variedade diferenciável, munidos do colchete
de Nijenhuis-Schouten e diferencial trivial à Super-Álgebra de Lie Diferencial das
poliderivações sobre a Álgebra de funções ali definidas, munidas do colchete de
Gerstenhaber e diferencial de Hochschild. Isto permite estabelecer um paralelo
entre as propriedades do colchete de Gerstenhaber na cohomologia de Hochschild
da Álgebra de funções sobre um sistema hamiltoniano e as equações de evolução
em tais sistemas, que são obtidas através de campos de 2-vetores que satisfazem
relações de comutatividade com respeito ao colchete de Nijenhuis-Schouten. No
presente trabalho, descrevemos de maneira rigorosa e livre de coordenadas os ope-
radores envolvidos. Em outras palavras, poliderivações são definidas de maneira
global e puramente algébrica. É mostrado que, quando restringimos os operado-
res assim definidos a sistemas de coordenadas, obtemos precisamente a definição
apresentada na literatura. Além disso, demonstramos a versão para variedades
diferenciáveis do Teorema de Hochschild-Kostant-Rosenberg.
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Abstract
It is a fundamental fact in Differential Geometry that the Lie algebra of vector
fields on a differentiable manifold is isomorphic to the Lie algebra of linear deriva-
tions of the algebra of C∞ functions on that manifold. The Hochschild-Kostant-
Rosenberg theorem has a version for differentiable manifolds which allows to relate
the differential Lie superalgebra of the polyvector fields with Nijenhuis-Schouten
bracket and null differential, and the differential Lie superalgebra of the polyde-
rivations of the algebra of functions on such manifold, with Gerstenhaber bracket
and Hochschild differential. This allows to stablish a close correspondence between
the properties of the Gerstenhaber bracket in the Hochschild cohomology of the
functions algebra on a Hamiltonian system and the evolutions equations in such
systems, obtained by 2-vector fields which satisfies certain commutativity relati-
ons with respect to Nijenhuis-Schouten bracket. In the present work, we provide
a rigorous definition of the operators involved without appealing to the choice of
some, yet arbitrary, coordinate system. In other words, the polyderivations are
given a global and purely algebraic defintion. It is shown that, by restricting the
operators so defined to a local coordinate system, one gets precisely the usual local
definition available in the literature. Moreover, we give a proof of the Hochschild-
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Uma das maneiras de se estudar a mecânica clássica hamiltoniana é valer-se de
ferramentas como a geometria diferencial como base para seu desenvolvimento.
Por exemplo, o estudo da evolução de um sistema hamiltoniano pode ser efetuado
em termos da álgebra de Lie dos campos de vetores sobre uma variedade dife-
renciável, que freqüentemente é o fibrado cotangente a uma variedade diferenciável
de base, um espaço de fases. Podemos relacionar a álgebra de Lie dos campos de
vetores em uma variedade diferenciável M à álgebra de Lie das derivações sobre
a álgebra das funções C∞(M). Tal abordagem algébrica torna posśıvel por vezes
desvelar com mais facilidade relações que ficariam ocultas sob a complexidade da
análise puramente geométrica, dando assim uma visão mais ampla das posśıveis
abordagens a problemas f́ısicos como este. Obviamente, tais técnicas não se limi-
tam à mecânica clássica, abrangindo qualquer área que se beneficie dos métodos
da geometria diferencial.
A relação entre as álgebras de Lie acima citadas, motiva o estudo das relações
entre modelos geométricos e estruturas algébricas. Uma variedade de Poisson,
por exemplo, possui uma estrutura algébrica, o colchete de Poisson, que permite
expressar equações de evolução em sistemas hamiltonianos. Podemos associar a
tal colchete um campo de bivetores, o tensor de Poisson, que deve satisfazer de-
terminadas condições de comutatividade com relação ao colchete de Nijenhuis-
Schouten. A versão para variedades diferenciáveis do teorema de Hochschild-
Kostant-Rosemberg permite relacionar a super-álgebra de Lie diferencial dos cam-
pos de multivetores sobre uma tal variedade, munidos do colchete de Nijenhuis-
Schouten e do diferencial identicamente nulo, à super-álgebra de Lie diferencial
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das poliderivações da álgebra das funções C∞ sobre tal variedade, munidas do
colchete de Gerstenhaber e do diferencial de Hochschild. Um dos posśıveis desdo-
bramentos desta relação é o estudo de álgebras não comutativas a partir de modelos
geométricos não comutativos, através de deformações de álgebras associativas e co-
mutativas, como feito em [4]. O estudo de quantização de variedades de Poisson
por deformação da álgebra de Poisson associada, cuja relevância é evidenciada nos
trabalhos de [2] e [7], envolve tal relação em um âmbito geral, como mostra [12].
Neste trabalho é feita uma revisão dos principais conceitos relacionados à versão
para variedades diferenciáveis do teorema de Hochschild-Kostant-Rosemberg, se-
guida de uma demonstração. É dada uma definição puramente algébrica de po-
liderivações e demonstrado que, para o caso da álgebra das funções infinitamente
diferenciáveis sobre uma variedade diferenciável, tal definição coincide com a apre-
sentada na literatura, dada em termos de cartas locais. Tal definição torna acesśıvel
a prova de fatos que de outra forma são um tanto obscuros, como por exemplo o
fato de que um campo de multivetores alternado é representado por uma polide-
rivação que é um cociclo de Hochschild, mas não pode ser um cobordo, pois um
cobordo não pode ser anti-simétrico [3].
No caṕıtulo 1 é feita uma revisão de conceitos de álgebra multi-linear necessários
ao longo do texto, de construções algébricas tais como álgebras de Lie, álgebras
de Poisson, álgebras graduadas, derivações e derivações de ordem superior em uma
álgebra e de definições elementares em homologia e cohomologia.
No caṕıtulo 2 é feita uma revisão de alguns conceitos de geometria diferencial,
tais como variedades diferenciáveis, fibrados vetoriais diferenciáveis, campos de
vetores e campos de tensores e conceitos relacionados, e é constrúıdo um fibrado
vetorial diferenciável sobre uma variedade diferenciável M, cujo espaço de seções
C∞ é isomorfo ao espaço das derivações de ordem superior em C∞(M).
No caṕıtulo 3 é feita uma revisão das principais propriedades do colchete de
Nijenhuis-Schouten e de alguns conceitos envolvendo variedades simpléticas e va-
riedades de Poisson.
No caṕıtulo 4 é definido o conceito de multiderivação em uma álgebra associa-
tiva e, no caso em que tal álgebra é a álgebra das funções C∞ sobre uma variedade
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diferenciável, explicitamos sua relação com campos de tensores contravariantes
em tal variedade. Tal conceito visa reproduzir o que se espera de uma multide-
rivação de grau n, que seja uma aplicação n-linear a qual é uma derivação em cada
entrada. É também definido o conceito de derivação composta em uma álgebra
comutativa e associativa, operador linear que surge ao compor-se uma quantidade
finita de derivações em uma tal álgebra. Para o caso em que a álgebra é a álgebra
das funções C∞ sobre uma variedade diferenciável, é mostrado que o espaço das
derivações compostas até a ordem r, ou seja, com compostas de no máximo r de-
rivações, corresponde ao espaço das derivações de ordem menor ou igual a r sobre
tal álgebra. Tal fato é utilizado para dar-se uma definição independente de coor-
denadas de poliderivações sobre a álgebra das funções C∞ sobre uma variedade
diferenciável, isto é, derivações de ordem superior com n entradas em uma va-
riedade diferenciável. A isto segue uma demonstração da versão do teorema de




1.1 Fundamentos de Álgebra Multilinear
Fixemos daqui em diante um corpo K não trivial arbitrário. Sejam U , V K-
espaços vetoriais1. Denotaremos por VecK a categoria dos espaços vetoriais sobre
o corpo K cujos morfismos são as transformações lineares e por VecKf a subcategoria
completa constitúıda apenas pelos espaços vetoriais cuja dimensão sobre K é finita2.
Denotaremos o conjunto dos morfismos de uma categoria C entre os objetos A,B ∈
C por HomC(A,B). Os isomorfismos serão denotados por ≈C.
Precisaremos das seguintes definições e fatos de álgebra multilinear.
Definição 1.1.1 (Forma bilinear). Uma aplicação ω : U × V → K é dita uma
forma bilinear se, e somente se
i) ω(αu+ v, w) = αω(u,w) + ω(v, w);
ii) ω(u, αz + w) = αω(u, z) + ω(u,w)
quaisquer que sejam α ∈ K, u, v ∈ U e z, w ∈ V .
Definição 1.1.2 (Núcleos de uma forma bilinear). Seja ω : U×V → K uma forma
bilinear. Chamamos o conjunto
KerU(ω) = {x ∈ U | ω(x, y) = 0, ∀y ∈ V }
1Para uma definição, veja [22], por exemplo.
2As definições de categoria e notações seguem basicamente o exposto em [9].
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de núcleo à esquerda de ω e o conjunto
KerV (ω) = {y ∈ V | ω(x, y) = 0, ∀x ∈ U}
de núcleo à direita de ω.
Definição 1.1.3 (Forma bilinear não degenerada). Dizemos que uma forma bi-
linear ω : U × V → K é não degenerada se, e somente se, KerU(ω) = 0 e
KerV (ω) = 0, onde 0 denota os subespaços triviais (nulos) de U e V .
Considere uma forma bilinear ω : U ×U → K. Faz sentido considerar simetrias
em seus argumentos.
Definição 1.1.4 (Forma bilinear simétrica). Seja ω : U × U → K uma forma
bilinear. Dizemos que ω é simétrica se, e somente se, ω(x, y) = ω(y, x), ∀x, y ∈ U .
Definição 1.1.5 (Forma bilinear anti-simétrica). Seja ω : U × U → K uma
forma bilinear. Dizemos que ω é anti-simétrica se, e somente se, ω(x, y) =
−ω(y, x), ∀x, y ∈ U .
Dizemos que uma forma bilinear tem alguma simetria quando for simétrica ou
anti-simétrica. Estas definições nos permitem abreviar a definição de forma bilinear
não degenerada para o caso em que tal forma possua alguma simetria.
Definição 1.1.6 (Núcleo de forma bilinear com alguma simetria). Seja ω : U ×
U → K uma forma bilinear com alguma simetria. Chamamos o conjunto
Ker(ω) = {x ∈ U | ω(x, y) = 0, ∀y ∈ U}
de núcleo de ω.
É imediato verificar que se ω possui alguma simetria, então esta definição de
núcleo concorda com as definições de núcleo à direita e núcleo à esquerda. Com
um argumento análogo, a definição de forma bilinear não degenerada com alguma
simetria torna-se a seguinte.
Definição 1.1.7 (Forma bilinear não degenerada com alguma simetria). Dizemos
que uma forma bilinear ω : U ×U → K com alguma simetria é não degenerada se,
e somente se, Ker(ω) = 0, onde 0 denota o subespaço nulo de U .
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A razão para privilegiarmos o núcleo à esquerda ficará clara posteriormente.
Voltemos ao caso sem simetrias.
Definição 1.1.8 (Espaços duais). Sejam V ] e V dois K-espaços vetoriais tais que
existe uma forma bilinear não degenerada ω : V ] × V → K. Neste caso, dizemos
que V ] e V são duais com relação à forma ω e chamamos ω de produto de dualidade
entre V ] e V .
Exemplo 1.1.1. Seja V um K-espaço vetorial não trivial. Considere o conjunto
V ] = HomVecK(V,K) das transformações K-lineares α : V → K, chamadas de
funcionais lineares em V . Tal conjunto admite estrutura natural de K-espaço
vetorial. Podemos definir uma forma bilinear não degenerada 〈 , 〉 : V ] × V → K
dada por
〈α, v〉 = α(v), ∀α ∈ V ], ∀v ∈ V.
De fato, a linearidade é clara. Para mostrar o restante, veja que se α ∈
KerV ](〈 , 〉), então α é a aplicação nula e portanto KerV ](〈 , 〉) = 0. Supo-
nha que exista v ∈ KerV (〈 , 〉) com v 6= 0. Então α(v) = 0, ∀α ∈ V ]. Entretanto,
como v é não nulo, podemos estender o conjunto {v} para uma base algébrica (base
de Hamel) {v, wi}i∈I de V , onde I é algum conjunto de ı́ndices3. Assim, todo vetor
y ∈ V se escreve de maneira única como




onde λ, ζ i ∈ K, ∀i ∈ I e supp(y) = {j ∈ I | ζj 6= 0} é finito. Podemos definir






Então η é claramente linear e ainda η(v) = 1, onde 1 denota a unidade em K. Como
1 6= 0, pois supomos V sobre um corpo não trivial, segue que v /∈ KerV (〈 , 〉).
Contradição. Logo só pode ser v = 0 e 〈 , 〉 é não degenerada. Assim, V ] e V são
duais com relação a 〈 , 〉.
3Veja, por exemplo [20].
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Este exemplo nos leva à seguinte definição.
Definição 1.1.9 (Dual algébrico). Seja V um K-espaço vetorial. Chamamos o
K-espaço vetorial V ] dado por V ] = HomVecK(V,K), com as operações de soma e
produto por escalar elemento a elemento de dual algébrico de V .
Exemplos de espaços duais são abundantes. Se H é um K-espaço de Hilbert4,
com K = R ou C, o produto interno nele definido, sendo não degenerado, estabe-
lece uma dualidade entre H e H∗, o conjunto constitúıdo apenas pelos funcionais
lineares que são cont́ınuos na topologia forte de H. Isso explicita a dependência
do conceito de dualidade com a forma bilinear que a estabelece.
Pode ser mostrado5 que V tem dimensão finita sobre K se, e somente se,
V ] ≈VecK V . Nos casos de dimensão finita onde K é R ou C, os produtos internos
(ou hermitianos) canônicos, que fornecem isomorfismos entre o espaço vetorial V
e seu dual topológico V ∗, fornecem portanto um isomorfismo entre V ] e V ∗. Isto
nos permite confundir tais duais nestes casos, e faremos isto.
Proposição 1.1.1. Sejam U, V K-espaços vetoriais de dimensão finita. Considere
os K-espaços vetoriais Lin(U, V ∗) = HomVecKf (U, V
∗) (com as operações usuais)
das transformações lineares de U em V ∗ e B(U, V ) das formas bilineares definidas
em U × V com valores em K. Então Lin(U, V ∗) ≈VecKf B(U, V ).
Demonstração. Definamos a aplicação ϕ : Lin(U, V ∗) → B(U, V ) que associa a
cada T ∈ Lin(U, V ∗) a forma bilinear BT ∈ B(U, V ) tal que
BT (u, v) = (T (u))(v), ∀u ∈ U, ∀v ∈ V
A linearidade de ϕ é clara. Vejamos que é injetora. Se BT (u, v) = 0 para todos
u, v, então T (u) é o funcional linear nulo, para todo u ∈ U . Portanto T é a
aplicação nula. Vejamos que ϕ é sobrejetora. Sejam m e n as dimensões de
U e V respectivamente. Como toda aplicação linear é unicamente definida pela
sua ação em uma base de seu domı́nio, temos que a dimensão de Lin(U, V ∗) é o
4Veja, por exemplo [24].
5Uma demonstração elegante pode ser encontrada em [20].
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produto das dimensões de U e V ∗, pois isto cobre todas as combinações linearmente
independentes posśıveis, ou seja, dimK(Lin(U, V
∗)) = mn. Por outro lado, como
uma forma bilinear é unicamente definida pela sua ação em uma base de cada um
de seus domı́nios, dimK(B(U, V )) = mn. Do fato de ser ϕ linear e injetora entre
espaços de mesma dimensão (finita), é sobrejetora e portanto bijetora. Como sua
inversa é linear, é um isomorfismo entre Lin(U, V ∗) e B(U, V ).
Isto nos leva à seguinte proposição.
Proposição 1.1.2. Seja U um K-espaço vetorial de dimensão finita. Seja B :
U × U → K uma forma bilinear não degenerada. Então a aplicação T : U → U∗
associada a B pelo isomorfismo da proposição 1.1.1 é um isomorfismo.
Demonstração. De ser B não degenerada, KerU(B) = 0. Como (T (u))(v) =
B(u, v), isso significa que Ker(T ) = 0 e portanto T é injetora. De ser U de
dimensão finita, U é isomorfo a U∗ e portanto T é linear e injetora sobre espaços
de mesma dimensão. Logo é sobrejetora, e portanto isomorfismo.
É esta proposição que nos leva a “privilegiar” o núcleo à esquerda na definição
1.1.7 de uma forma bilinear não degenerada com alguma simetria.
Definição 1.1.10 (Aplicação multilinear). Sejam U, V1, . . . , Vp K-espaços vetori-
ais. Dizemos que uma aplicação f : V1 × . . .× Vp → U é multilinear se, e somente
se, é linear em cada entrada, ou seja:
f(v1, . . . , αvi + wi, . . . , vp) = αf(v1, . . . , vi, . . . , vp) + f(v1, . . . , wi, . . . , vp)
para quaisquer vi, wi ∈ Vi, α ∈ K, em cada i = 1, . . . , p.
Definição 1.1.11 (Produto tensorial). Sejam V1, . . . , Vp K-espaços vetoriais. A
menos de isomorfismos, existe um único K-espaço vetorial, denotado por V1⊗ . . .⊗
Vp e uma transformação multilinear ϕ : V1× . . .×Vp → V1⊗ . . .⊗Vp tais que dados
um K-espaço vetorial U e uma transformação multilinear f : V1 × . . . × Vp → U ,
existe uma única transformação linear T : V1 ⊗ . . . ⊗ Vp → U , com f = T ◦
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ϕ. Chamamos o espaço vetorial V1 ⊗ . . . ⊗ Vp de produto tensorial dos espaços
V1, . . . , Vp.
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Os elementos de um produto tensorial são ditos tensores. Se Ti : Ui → Vi é uma
coleção tal que Ti é uma transformação K-linear entre os K-espaços vetoriais Ui e
Vi para cada i = 1, . . . , p, então podemos definir o produto tensorial das aplicações
T1, . . . , Tp, denotado por T1⊗ . . .⊗Tp, de sorte que (T1⊗ . . .⊗Tp)(u1⊗ . . .⊗up) =
T1(u1) ⊗ . . . ⊗ Tp(up), onde u1 ⊗ . . . ⊗ up denota um elemento decompońıvel7 de
U1 ⊗ . . .⊗ Up.
Também é útil a seguinte proposição8.
Proposição 1.1.3. A menos de isomorfismos, o produto tensorial é associativo.
Definição 1.1.12 (Álgebra tensorial). Seja V um K-espaço vetorial de dimensão
finita. Um elemento do espaço
T qs (V ) = V
∗ ⊗ . . .⊗ V ∗︸ ︷︷ ︸
s
⊗V ⊗ . . .⊗ V︸ ︷︷ ︸
q
é chamado tensor (misto) q vezes contravariante e s vezes covariante. Denotando
T 00 (V ) = K, o K-espaço vetorial
T (V ) =
∞⊕
q,s=0
T qs (V )
munido do produto tensorial é dito álgebra tensorial de V .





T q0 (V )
6Demonstrações de existência, unicidade e universalidade destes objetos podem ser encontra-
dos em [16] ou [13].
7Todo elemento de U1 ⊗ . . . ⊗ Up pode ser escrito como combinação linear de elementos da
forma u1 ⊗ . . . ⊗ up. Quando for posśıvel escrever um elemento com uma única parcela do tipo
u1 ⊗ . . . ⊗ up, dizemos que o tensor é decompońıvel. Caso contrário, dizemos que o tensor é
indecompońıvel.
8Demonstrações podem ser encontradas em [16] e [13].
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munido do produto tensorial e a álgebra dos tensores covariantes como o espaço
vetorial
T •(V ) =
∞⊕
s=0
T 0s (V )
munido do produto tensorial.
Apesar destas definições e resultados envolverem K-espaços vetoriais, o que foi
feito até aqui sobre produtos tensoriais admite análogo para k-módulos, onde k
um anel. Entretanto, nosso interesse reside principalmente em K-espaços vetoriais
e futuramente lidaremos apenas com R-espaços vetoriais, o que justifica algumas
simplificações. Dado um K-espaço vetorial V , denotaremos V ⊗q = T q0 (V ) e V ∗⊗s =
T 0s (V ), por simplicidade.
Definição 1.1.13 (Permutador). Seja V um K-espaço vetorial de dimensão finita.
Considere V ⊗q, com q ≥ 1 e Sq o grupo de permutações9 do conjunto {1, . . . , q}.
Para cada σ ∈ Sq, podemos definir uma aplicação linear τσ : V ⊗q → V ⊗q, dada em
tensores decompońıveis v1 ⊗ . . .⊗ vq por
τσ(v1 ⊗ . . .⊗ vq) = vσ(1) ⊗ . . .⊗ vσ(q)
e estendida por linearidade. Chamamos τσ de permutador em V
⊗q. De ma-
neira inteiramente análoga, definimos o permutador para V ∗⊗s, com s ≥ 1. Para
T 00 (V ) = K, o permutador é definido como a identidade em K (por conveniência).
Por vezes denotaremos a ação do permutador τσ em um elemento v ∈ V ⊗q
(v ∈ V ∗⊗q) por σ · v = τσ(v).
Definição 1.1.14 (Tensor simétrico). Seja V um K-espaço vetorial de dimensão
finita. Um tensor t ∈ V ⊗q (t ∈ V ∗⊗q) é dito simétrico se, e somente se, τσ(t) = t,
onde τσ é o permutador em V
⊗q (V ∗⊗q), para toda permutação σ ∈ Sq.
Definição 1.1.15 (Tensor anti-simétrico). Seja V um K-espaço vetorial de di-
mensão finita. Um tensor t ∈ V ⊗q (t ∈ V ∗⊗q) é dito anti-simétrico se, e somente
se, τσ(t) = ε(σ)t, onde τσ é o permutador em V
⊗q (V ∗⊗q) e ε(σ) denota o sinal da
permutação σ, para toda permutação σ ∈ Sq.
9Para uma definição, veja [22].
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Definição 1.1.16 (Álgebra simétrica). Seja V um K-espaço vetorial de dimensão
finita e seja T•(V ) a sua álgebra de tensores simétricos contravariantes. Considere
o ideal bilateral I gerado por todos os elementos da forma t− τσ(t), com t ∈ V ⊗q,
para toda permutação σ e para todo q ≥ 1. Façamos então o quociente
S•(V ) = T•(V )/I
com o produto induzido pelo produto tensorial denotado por justaposição. A álgebra
assim obtida é associativa, comutativa e é chamada álgebra simétrica contravari-





onde Sq0(V ) = T
q
0 (V )/(I ∩ T
q
0 (V )).
Uma construção inteiramente análoga é válida para T •(V ), definindo assim a
álgebra simétrica covariante S•(V ) de V .
Definição 1.1.17 (Álgebra exterior). Seja V um K-espaço vetorial de dimensão
finita e seja T•(V ) a sua álgebra de tensores simétricos contravariantes. Considere
o ideal bilateral I gerado por todos os elementos da forma t − ε(σ)τσ(t), com t ∈
V ⊗q, para toda permutação σ e para todo q ≥ 1. Façamos então o quociente
Λ•(V ) = T•(V )/I
com o produto induzido pelo produto tensorial denotado pelo śımbolo ∧. A álgebra
assim obtida é associativa10 e é chamada álgebra exterior contravariante de V .





onde Λq0(V ) = T
q
0 (V )/(I ∩ T
q
0 (V )).
Uma construção inteiramente análoga é válida para T •(V ), definindo assim a
álgebra exterior covariante Λ•(V ) de V .
10A álgebra exterior, apesar de não ser comutativa no sentido usual, apresenta uma comutati-
vidade dita comutatividade graduada, a ser discutida posteriormente.
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0 ≤ q ≤ m e dimK(Λq(V )) = 0 se q > m. Disto segue que dimK(Λ•(V )) = 2m
(com seu análogo contravariante).
Segue disto que se V é um K-espaço vetorial tal que dimK(V ) = m, então
dimK(Λ
m(V )) = 1. Escolher um tensor não nulo de Λm(V ) significa escolher uma
orientação para V , devido às caracteŕısticas de alternância do produto ∧.
Como Λq(V ) provém de um produto tensorial de funcionais lineares em V , é
ĺıcito pensar na ação de um elemento ω ∈ Λq(V ) em q vetores v1, . . . , vq ∈ V .
Das propriedades de alternância de ∧, isto se traduz em termos dos elementos
decompońıveis como11
α1 ∧ . . . ∧ αq(v1, . . . , vq) = det[αi(vj)], αi ∈ V ∗, vj ∈ V, i, j = 1, . . . , q
onde det[αi(vj)] é o determinante da matriz cujas entradas são constitúıdas pelos
valores αi(vj) na i-ésima linha e na j-ésima coluna.
Definição 1.1.18 (Produto interior). Seja V um K-espaço vetorial de dimensão
m. Dado um elemento ω ∈ Λq(V ), com 0 < q ≤ m, definimos o produto interior
(ou contração) ι : V × Λq(V ) → Λq−1(V ) como a aplicação bilinear dada por
(ιuω)(v1, . . . , vq−1) = ω(u, v1, . . . , vq−1), ∀u, v1, . . . , vq−1 ∈ V
O produto interior é definido como nulo se q = 0 ou q > m.
Definição 1.1.19 (Forma simplética). Seja V um K-espaço vetorial. Se ω : V ×
V → K for uma forma bilinear anti-simétrica não degenerada, dizemos que ω é
uma forma simplética em V . Também chamamos ω de produto interno simplético
em V .
Definição 1.1.20 (Espaço vetorial simplético). Um espaço vetorial simplético é
um par (V, ω), onde V é um K-espaço vetorial e ω : V × V → K uma forma
simplética nele definida.
11Na realidade, determinantes podem ser definidos assim. Veja, por exemplo [16].
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Exemplo 1.1.2 (Espaço vetorial simplético). Considere o espaço vetorial R2m e
β = {e1, . . . , em, f1, . . . , fm} uma base para tal espaço. Escrevamos um elemento


















, ∀x, y ∈ R2m
Então o par (R2m, ω0) é um espaço vetorial simplético.
Com efeito, a bilinearidade de ω0 e sua anti-simetria são claras. Vejamos que
ω0 é não degenerada. Note que
ω0(ei, ej) = 0, ∀i, j = 1, . . . ,m
ω0(fi, fj) = 0, ∀i, j = 1, . . . ,m
ω0(ei, fj) = δij, ∀i, j = 1, . . . ,m
ω0(fi, ej) = −δij, ∀i, j = 1, . . . ,m
onde δij = 1 se i = j e δij = 0 se i 6= j. Seja v ∈ Ker(ω0). Então ω0(v, x) =
0, ∀x ∈ V . Fazendo sucessivamente x = ei e x = fi para i = 1, . . . ,m, vemos que
vif = 0, i = 1, . . . ,m e v
i
e = 0, i = 1, . . . ,m. Logo v = 0. Assim, (R2m, ω0) é um
espaço vetorial simplético.
Proposição 1.1.4 (Anti-ortogonalização). Sejam V um K-espaço vetorial m di-
mensional e ω : V ×V → K uma forma bilinear anti-simétrica em V . Então existe
uma base {u1, . . . , uk, e1, . . . , en, f1, . . . , fn} de V tal que
ω(ui, v) = 0 , ∀i = 1, . . . , k, ∀v ∈ V
ω(ei, ej) = 0 , ∀i, j = 1, . . . , n
ω(fi, fj) = 0 , ∀i, j = 1, . . . , n
ω(ei, fj) = δij , ∀i, j = 1, . . . , n
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Demonstração. Seja U = Ker(ω) (note que U é K-subespaço vetorial de V ). Es-
colhamos uma base {u1, . . . , uk} para U . Tomemos um subespaço W de V com-
plementar a U , assim V = U ⊕W . Se W = 0, acabou. Caso contrário, tomemos
e1 ∈ W, e1 6= 0. Como e1 /∈ U , existe f1 ∈ W tal que ω(e1, f1) 6= 0. Por line-
aridade, podemos tomar f1 de sorte que ω(e1, f1) = 1. Sejam W1 =< e1, f1 > o
subespaço gerado por e1, f1 e W
⊥ω
1 = {x ∈ W | ω(x, v) = 0, ∀v ∈ W1}. Segue que
W1 ∩W⊥ω1 = 0. De fato, suponha que x ∈ W1 ∩W⊥ω1 . Então x pode ser escrito
como x = ae1 + bf1 e ω(x, e1) = ω(x, f1) = 0. Mas ω(x, e1) = −b e ω(x, f1) = a,
donde x = 0. Temos também que todo elemento de W pode ser escrito como uma
soma de um elemento de W1 e de um elemento de W
⊥ω
1 . Basta notar que dado
x ∈ W , se ω(x, e1) = c e ω(x, f1) = d, x pode ser escrito como
x = (x+ cf1 − de1) + (de1 − cf1)
onde a primeira parcela entre parênteses é um elemento de W⊥ω1 e a segunda é
um elemento de W1. Logo W = W1 ⊕W⊥ω1 . E portanto V = U ⊕W1 ⊕W⊥ω1 .
Se W⊥ω1 = 0, acabou. Caso contrário, repete-se o processo até que W
⊥ω
n = 0.
Como V tem dimensão finita, este processo acaba em um número finito de passos,
produzindo a soma direta
V = U ⊕W1 ⊕ . . .⊕Wn,
na qual dimK(U) = k e dimK(Wi) = 2, i = 1, . . . , n.
Segue desta proposição que se (V, ω) é um espaço vetorial simplético de di-
mensão finita, então V tem dimensão par, pois ω não degenerada significa U = 0.
Definição 1.1.21 (Base simplética). Seja (V, ω) um espaço vetorial simplético
não trivial de dimensão finita. Então V admite uma base {e1, . . . , en, f1, . . . , fn}
na qual
ω(ei, ej) = 0 , ∀i, j = 1, . . . , n
ω(fi, fj) = 0 , ∀i, j = 1, . . . , n
ω(ei, fj) = δij , ∀i, j = 1, . . . , n
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devido à proposição 1.1.4. Qualquer base de V que satisfaça tais condições é cha-
mada base simplética para (V, ω).
Uma forma simplética ω : V ×V → K em um K-espaço vetorial V de dimensão
finita, sendo não degenerada, estabelece um isomorfismo, dado pela proposição
1.1.2. Isto significa que a ω está associado um único isomorfismo Tω : V → V ∗ tal
que
(Tω(u))(v) = ω(u, v), ∀u, v ∈ V
Por outro lado, das definições de produto tensorial e produto exterior, podemos
considerar ω como sendo um elemento de Λ2(V ), pois é bilinear e anti-simétrica.
O produto interior de um elemento u ∈ V por ω é um funcional linear dado por
(ιuω)(v) = ω(u, v), ∀u, v ∈ V
Portanto ιuω = Tω(u) para todo u ∈ V , o que nos leva a concluir que o produto
interior por ω estabelece um isomorfismo entre V e V ∗. Em vista deste isomorfismo,
podemos encarar a forma simplética, nestes casos, como um produto de dualidade
entre V e V ∗.
Suponha que K seja um corpo de caracteŕıstica 0. Do fato de existir uma
base simplética para um K-espaço vetorial simplético de dimensão finita (V, ω),
um cálculo direto nos mostra que, se {e1, . . . , en, f1, . . . , fn} for tal base, então a
n-ésima potência exterior ωn = ω∧ . . .∧ω é proporcional a e1∧ . . .∧en∧f1∧ . . .∧fn
e portanto não nula. Isto nos leva à seguinte definição.
Definição 1.1.22 (Volume simplético). Sejam K um corpo de caracteŕıstica 0 e
(V, ω) um K-espaço vetorial simplético não trivial, com dimK(V ) = 2m. Chama-
mos a m-ésima potência exterior
η = ωm = ω ∧ . . . ∧ ω︸ ︷︷ ︸
m vezes
de volume simplético de V .
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1.2 Derivações de Álgebras e Álgebras Gradua-
das
Nesta seção definiremos algumas das estruturas algébricas que serão utilizadas
futuramente. Entretanto, as mais usuais não serão aqui definidas e podem ser
encontradas em [22], [16] ou [21]. Aqui, K denotará um corpo e k denotará um
anel (com unidade).
Definição 1.2.1 (Operador diferencial de primeira ordem de uma álgebra). Seja
(A, µ) uma k-álgebra associativa. Dizemos que uma aplicação k-linear D : A→ A
é um operador diferencial de primeira ordem da álgebra A se, e somente se, D
satisfaz:
D(µ) = µ(D ⊗ id) + µ(id⊗D)
onde id denota a identidade em A.
A condição acima é conhecida como “regra de Leibniz”. É interessante notar
que se A é uma k-álgebra com unidade e, então
D(e) = D(µ(e⊗ e)) = µ(D(e)⊗ e) + µ(e⊗D(e)) = D(e) +D(e)
logo, D(e) = 0. Disto, se k é um anel comutativo e A é uma k-álgebra associativa,
então D(a) = 0 para todo a ∈ k, onde usamos o fato de, sob tais circunstâncias,
podermos identificar elementos de k com suas imagens em A pela inclusão e : k →
A, o homomorfismo unidade.
Definição 1.2.2 (Derivação de uma álgebra). Sejam (A, µ) uma k-álgebra asso-
ciativa e B uma sub-álgebra de A. Um operador diferencial de primeira ordem
D : A→ A é dito uma derivação (de primeira ordem) da álgebra A sobre B se, e
somente se, D(b) = 0 para todo b ∈ B.
Definição 1.2.3 (Derivações). Sejam A uma k-álgebra associativa e B uma sub-
álgebra de A. O conjunto de todas as derivações D de A sobre B munido das
operações de adição e produto por elemento do anel ponto a ponto constitui um k-
módulo, chamado o módulo das derivações de A sobre B e denotado por DerB(A)
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(tal módulo será à direita, à esquerda ou bi-módulo em acordo com A ser k-álgebra
à direita, à esquerda ou bilateral).
Da linearidade do produto µ e do produto tensorial, não é dif́ıcil verificar que
o espaço acima é de fato um k-módulo.
Definição 1.2.4 (Derivações internas). Sejam (A, µ) uma k-álgebra associativa
e B ⊂ Z(A) uma sub-álgebra de A contida no centro de A. Dizemos que uma
aplicação k-linear f : A→ A é uma derivação interna de A sobre B se, e somente
se, existe a ∈ A tal que
f = µ(a⊗ id)− µ(id⊗ a),
onde a⊗ id denota a⊗ id : A→ A⊗ A tal que (a⊗ id)(b) = a⊗ b. Temos que
f(µ) = µ(a⊗ µ)− µ(µ⊗ a) =
= µ(µ(a⊗ id)⊗ id)− µ(id⊗ µ(id⊗ a)) =
= µ(µ(a⊗ id)⊗ id)− µ(µ(id⊗ a)⊗ id) +
+ µ(µ(id⊗ a)⊗ id)− µ(id⊗ µ(id⊗ a)) =
= µ((µ(a⊗ id)− µ(id⊗ a))⊗ id) +
+ µ(id⊗ µ(a⊗ id))− µ(id⊗ µ(id⊗ a)) =
= µ((µ(a⊗ id)− µ(id⊗ a))⊗ id) +
+ µ(id⊗ (µ(a⊗ id)− µ(id⊗ a))) =
= µ(f ⊗ id) + µ(id⊗ f)
onde usamos a associatividade de µ, que se expressa como µ(µ⊗ id) = µ(id⊗ µ).
Se b ∈ B, então f(b) = µ(a⊗ b)− µ(b⊗ a) = 0, logo f ∈ DerB(A).
O k-módulo das derivações internas (também não é dif́ıcil verificar que é de
fato k-módulo à direita, à esquerda ou bi-módulo, em acordo com A ser álgebra à
esquerda, à direita ou bilateral, dado que µ é linear) será denotado por IDerB(A).
Note que IDerB(A) é sub-módulo de DerB(A).
Precisemos agora a noção de operador diferencial e derivação de ordem superior
em uma k-álgebra. Naturalmente, a definição é recursiva.
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Definição 1.2.5 (Operador diferencial de ordem superior). Sejam k um anel comu-
tativo com unidade e (A, µ, e) uma k-álgebra associativa, comutativa, com unidade.
Dizemos que uma aplicação D : A→ A é um operador diferencial de ordem menor
ou igual a r, com r ∈ N \ {0} se, e somente se, D é k-linear e ainda, para todo
a ∈ A a aplicação
D̃ = D(µ(a⊗ id))− µ(a⊗D)
é um operador diferencial de ordem menor ou igual a r − 1. Dizemos que uma
aplicação D : A→ A é um operador diferencial de ordem 0 se D = µ(a⊗ id) para
algum a ∈ A.
Definição 1.2.6 (Derivação de ordem superior). Sejam k um anel comutativo com
unidade, (A, µ, e) uma k-álgebra associativa, comutativa com unidade e B uma sub-
álgebra de A. Um operador diferencial de ordem menor ou igual a r, D : A→ A,
é dito uma derivação de ordem menor ou igual a r de A sobre B se, e somente se,
D(b) = 0 para todo b ∈ B.
Note que se D ∈ DerB(A), então D é uma derivação de ordem menor ou igual
a 1 sobre B, pois dado a ∈ A
D̃ = D(µ(a⊗ id))− µ(a⊗D) = µ(D(a)⊗ id)
e se b ∈ B, D(b) = 0.
Por outro lado, se D : A → A é linear e ainda, dado a ∈ A, D̃ = D(µ(a ⊗
id))− µ(a⊗D) é a multiplicação por um elemento, ou seja, D̃ = µ(b⊗ id), então
D(a) = ∂(a)+µ(∂(e)⊗a), para algum operador diferencial de primeira ordem ∂.12.
Se D é uma derivação de ordem menor ou igual a 1 sobre B, então dado a ∈ A,
para todo b ∈ A existe c ∈ A tal que
D(µ(a⊗ b))− µ(a⊗D(b)) = µ(c⊗ b)
Como e ∈ B, pela equação acima, temos para todo a ∈ A, D(a) = c. Assim,
D(µ(a⊗ b)) = µ(D(a)⊗ b) + µ(a⊗D(b))
12Para uma demonstração, veja [14].
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e para qualquer b ∈ B, vale D(b) = 0. Logo, D ∈ DerB(A). Isso mostra que as
derivações de ordem menor ou igual a 1 de A sobre B são exatamente as derivações
de primeira ordem de A sobre B.
De agora em diante, dada uma k-álgebra A (com unidade), denotaremos por
Der(A) o k-módulo das derivações de A sobre o anel k, cuja construção é bem
definida, uma vez que podemos identificar tal anel com uma sub-álgebra de A.
Iremos nos referir a elementos de Der(A) simplesmente como derivações de A.
Na maioria dos textos didáticos sobre álgebra o adjetivo “associativa” é supri-
mido, ficando subentendido que a operação de produto da álgebra é associativa.
Entretanto, neste estudo é importante manter expĺıcito este adjetivo, uma vez que
estamos interessados em estruturas algébricas cujos produtos associados não se-
jam necessariamente associativos. As próximas construções devem deixar claro o
porquê desta necessidade.
Definição 1.2.7 (Anel de Lie). Seja L um conjunto munido de duas operações
internas + : L × L → L e [ , ] : L × L → L. Chamamos a tripla (L,+, [ , ]) de
anel de Lie se, e somente se, as seguintes condições são satisfeitas:
i) (L,+) é grupo abeliano;
ii) [x+ y, z] = [x, z] + [y, z], ∀x, y, z ∈ L;
iii) [x, y] = −[y, x], ∀x, y ∈ L (anti-simetria);
iv) [[x, y], z] + [[y, z], x] + [[z, x], y] = 0, ∀x, y, z ∈ L (identidade de Jacobi).
Note que de ii) e iii) segue que [x, y + z] = [x, y] + [x, z].
Definição 1.2.8 (Álgebra de Lie). Dizemos que o par (L, [ , ]) é uma álgebra de
Lie sobre o corpo K se, e somente se:
i) L é um K-espaço vetorial;
ii) (L,+, [ , ]) é um anel de Lie;
iii) [ax, y] = [x, ay] = a[x, y], ∀a ∈ K, ∀x, y ∈ L.
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Claramente, o produto anterior não é necessariamente associativo.
Quando uma estrutura algébrica (L, [ , ]) satisfizer todas as condições ante-
riores, exceto possivelmente a identidade de Jacobi, dizemos que é uma álgebra
quase-Lie.
Exemplo 1.2.1 (Álgebra de Lie das derivações). Sejam (A, µ) uma K-álgebra associ-
ativa e B uma sub-álgebra de A. Definamos o produto [ , ] : DerB(A)×DerB(A) →
DerB(A) por
[D1, D2] = D1 ◦D2 −D2 ◦D1, ∀D1, D2 ∈ DerB(A)
Então (DerB(A), [ , ]) é uma álgebra de Lie.
Em primeiro lugar, devemos mostrar que o produto acima define uma derivação.
Para tanto, sejam D1, D2 ∈ DerB(A), α ∈ K, a, b ∈ A. Então
[D1, D2](αa+ b) = (D1 ◦D2 −D2 ◦D1)(αa+ b) =
= D1(D2(αa+ b))−D2(D1(αa+ b)) =
= αD1(D2(a)) +D1(D2(b))− αD2(D1(a))−D2(D1(b)) =
= α[D1, D2](a) + [D1, D2](b)
E também
[D1, D2](µ) = (D1 ◦D2 −D2 ◦D1)(µ) =
= D1(D2(µ))−D2(D1(µ)) =
= D1(µ(D2 ⊗ id) + µ(id⊗D2))−
− D2(µ(D1 ⊗ id) + µ(id⊗D1)) =
= µ(D1 ◦D2 ⊗ id) + µ(D2 ⊗D1) +
+ µ(D1 ⊗D2) + µ(id⊗D1 ◦D2)−
− µ(D2 ◦D1 ⊗ id)− µ(D1 ⊗D2)−
− µ(D2 ⊗D1)− µ(id⊗D2 ◦D1) =
= µ(D1 ◦D2 ⊗ id) + µ(id⊗D1 ◦D2)−
− µ(D2 ◦D1 ⊗ id)− µ(id⊗D2 ◦D1) =
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= µ((D1 ◦D2 −D2 ◦D1)⊗ id) +
+ µ(id⊗ (D1 ◦D2 −D2 ◦D1)) =
= µ([D1, D2]⊗ id) + µ(id⊗ [D1, D2])
E ainda, se b ∈ B
[D1, D2](b) = D1(D2(b))−D2(D1(b)) = 0
A linearidade segue do fato de que, se D3 ∈ DerB(A)
[αD1 +D2, D3] = (αD1 +D2) ◦D3 −D3 ◦ (αD1 +D2) =
= αD1 ◦D3 − αD3 ◦D1 +D2 ◦D3 −D3 ◦D2 =
= α[D1, D3] + [D2, D3]
A anti-simetria é quase óbvia
[D1, D1] = D1 ◦D1 −D1 ◦D1 = 0
A identidade de Jacobi é um pouco mais trabalhosa, mas é direta
[[D1, D2], D3] + [[D2, D3], D1] + [[D3, D1], D2] =
= [D1 ◦D2 −D2 ◦D1, D3] + [D2 ◦D3 −D3 ◦D2, D1] +
+ [D3 ◦D1 −D1 ◦D3, D2] =
= (D1 ◦D2 −D2 ◦D1) ◦D3 −D3 ◦ (D1 ◦D2 −D2 ◦D1) +
+ (D2 ◦D3 −D3 ◦D2) ◦D1 −D1 ◦ (D2 ◦D3 −D3 ◦D2) +
+ (D3 ◦D1 −D1 ◦D3) ◦D2 −D2 ◦ (D3 ◦D1 −D1 ◦D3) =
= 0
Pois a composição de funções é associativa. Isso mostra que (DerB(A), [ , ]) é uma
álgebra de Lie.
Definição 1.2.9 (Derivação de uma álgebra de Lie). Seja (L, [ , ]) uma álgebra de
Lie. Dizemos que uma aplicação linear D : L→ L é uma derivação da álgebra de
Lie (L, [ , ]) se, e somente se, satisfaz
D([u, v]) = [D(u), v] + [u,D(v)], ∀u, v ∈ L.
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Uma outra estrutura algébrica importante aqui é a álgebra de Poisson.
Definição 1.2.10 (Álgebra de Poisson). Seja A uma K-álgebra associativa, mu-
nida de uma operação linear { , } : A ⊗ A → A. Dizemos que o par (A, { , }) é
uma álgebra de Poisson se, e somente se, ocorre que
i) (A, { , }) é uma álgebra de Lie;
ii) para cada a ∈ A fixado, a aplicação Da : A→ A dada por
Da(b) = {a, b}, ∀b ∈ A
é tal que Da ∈ Der(A).
Se (A, { , }) for uma álgebra quase-Lie que cumpre o item ii), dizemos que (A, { , })
é uma álgebra quase-Poisson.
Uma decomposição em soma direta de um k-módulo pode ser entendida como
segue. Seja M um k-módulo e I um conjunto de ı́ndices. Suponha que exista uma





onde ≈k−Mod denota isomorfismo de k-módulos. Podemos identificar cada Mi com
sua cópia em M , pois a decomposição em soma direta permite definir uma famı́lia
de monomorfismos {fi : Mi → M}i∈I de maneira natural. Quando dissermos
Mi ⊂ M , deve-se entender Mi ≈k−Mod fi(Mi) ⊂ M . Também confundiremos
x ∈Mi com x ∈M , porém tendo em mente que o real significado desta frase é que
x ∈Mi está em correspondência biuńıvoca com fi(x) ∈M .
Definição 1.2.11 (Módulo Z-graduado). Um k-módulo Z-graduado M é um k-





Se x ∈ M é tal que x ∈ Mi para algum i ∈ Z, dizemos que x é um elemento
homogêneo de grau i. Se f ∈ Homk−Mod(M⊗n,M) é tal que f(Mi1 ⊗ . . .⊗Min) ⊂
Mi1+...+in+p, ∀ij ∈ Z, j = 1, . . . , n, n ∈ N, para algum p ∈ Z, dizemos que f tem
grau p.
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Definição 1.2.12 (Álgebra Z-graduada). Seja (A, µ) uma k-álgebra. Dizemos que
A é uma k-álgebra Z-graduada (ou simplesmente uma k-álgebra graduada) se, e
somente se, A é um k-módulo Z-graduado tal que
µ(Ai ⊗ Aj) ⊂ Ai+j, ∀i, j ∈ Z.
Em outras palavras, µ tem grau zero.
Definição 1.2.13 (Álgebra Z2-graduada). Seja (A, µ) uma k-álgebra. Dizemos
que A é uma k-álgebra Z2-graduada (ou uma super-álgebra) se, e somente se, A é
uma k-álgebra Z-graduada tal que se a ∈ Ai e b ∈ Aj, então
µ(a⊗ b) = (−1)ijµ(b⊗ a)
A condição acima é dita simetria graduada ou super-simetria.
Notação 1.2.1 (Convenção da super-simetria). Sempre que fizer sentido comutar
dois objetos homogêneos de graus p e q (por exemplo, funções homogêneas e ele-
mentos homogêneos), o resultado deve ser corrigido por um fator (−1)pq (de modo
a satisfazer às condições de produto tensorial graduado). Isto, em muitos casos,
evita ter de lidar explicitamente com os sinais, simplificando a notação. Façamos
assim. Sejam U, V,W,Z K-espaços vetoriais graduados e f : U → V, g : W → Z
duas aplicações lineares de graus p e q, respectivamente. Dados u ∈ Ui e v ∈ Wj,
convencionamos
(f ⊗ g)(u⊗ v) = (−1)qif(u)⊗ g(v).
Definição 1.2.14 (Derivação graduada). Seja (A, µ) uma k-álgebra graduada.
Uma derivação graduada de grau p é uma aplicação linear D : A→ A homogênea
de grau p que satisfaz
D(µ) = µ(D ⊗ id) + µ(id⊗D), (Leibniz graduada),
ou seja, para quaisquer elementos homogêneos a ∈ Ai, b ∈ Aj, vale (usando a
notação 1.2.1)
D(µ(a⊗ b)) = µ(D(a)⊗ b) + (−1)piµ(a⊗D(b))
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Denotamos o k-módulo (à direita, à esquerda ou bi-módulo) das derivações gradu-
adas de grau p (com as operações usuais de soma e produto por elemento do anel
ponto a ponto) por Derp(A).





Dizemos que o par (L, [ , ]) é uma super-álgebra de Lie se, e somente se, [ , ] é
K-bilinear e satisfaz
i) [Li, Lj] ⊂ Li+j, ∀i, j ∈ Z;
ii) [a, b] = −(−1)ij[b, a], ∀a ∈ Li, ∀b ∈ Lj, (anti-simetria graduada);
iii) (−1)ki[[a, b], c]+ (−1)ij[[b, c], a]+ (−1)jk[[c, a], b] = 0, ∀a ∈ Li, ∀b ∈ Lj, ∀c ∈
Lk, (Jacobi graduada).
Analogamente ao caso anterior, se x ∈ Li, chamamos x ∈ L de elemento ho-
mogêneo de grau i e se f ∈ HomVecK(L⊗n, L) é tal que f(Li1 ⊗ . . . ⊗ Lin) ⊂
Li1+...+in+p, ∀ij ∈ Z, j = 1, . . . , n para algum p ∈ Z, dizemos que f tem grau p
(Assim, [ , ] tem grau 0).
Definição 1.2.16 (Derivação de super-álgebra de Lie). Seja (L, [ , ]) uma super-
álgebra de Lie. Uma aplicação linear D : L → L é uma derivação de grau p da
super-álgebra de Lie L se, e somente se, satisfaz para cada elemento homogêneo
a ∈ Li e para cada b ∈ L
D([a, b]) = [D(a), b] + (−1)ip[a,D(b)]
Definição 1.2.17 (k-álgebra filtrada). Sejam (A, µ) uma k-álgebra associativa e
I ⊂ Z. Uma filtração em A é uma famı́lia {Ai}i∈I de k-sub-módulos Ai de A tal
que






iii) µ(Ai ⊗ Aj) ⊂ Ai+j.
Dizemos que A é filtrada, quando é munida de uma filtração.
1.3 Fundamentos de Homologia e Cohomologia
Definição 1.3.1 (Complexo de cadeias). Seja k um anel comutativo com unidade.
Um complexo de cadeias com coeficientes em k é uma seqüência {(Cn, ∂n)}n∈Z,
onde Cn são k-módulos e ∂n : Cn → Cn−1 são homomorfismos de k-módulos
C• : . . .
∂n+1 //Cn
∂n //Cn−1
∂n−1 // . . .
tal que ∂n◦∂n+1 = 0 para todo n ∈ Z. Os homomorfismos ∂n são ditos operadores de
bordo. Se c ∈ Cn é tal que ∂nc = 0, então dizemos que c é um ciclo. Se c ∈ Cn é tal
que existe b ∈ Cn+1 com c = ∂n+1b, dizemos que c é um bordo. Quando conveniente,
denotaremos o complexo de cadeias em questão simplesmente por (C•, ∂).
Definição 1.3.2 (Complexo de cocadeias). Seja k um anel comutativo com uni-
dade. Um complexo de cocadeias com coeficientes em k é uma seqüência {(Cn, δn)}n∈Z,
onde Cn são k-módulos e δn : Cn → Cn+1 são homomorfismos de k-módulos





δn+1 // . . .
tal que δn ◦ δn−1 = 0 para todo n ∈ Z. Os homomorfismos δn são ditos operadores
de cobordo. Se c ∈ Cn é tal que δnc = 0, então dizemos que c é um cociclo (ou
fechado). Se c ∈ Cn é tal que existe b ∈ Cn−1 com c = δn−1b, dizemos que c é um
cobordo (ou exato). Quando conveniente, denotaremos o complexo de cocadeias em
questão simplesmente por (C•, δ).
Definição 1.3.3 (Grupos de homologia). Dado um complexo de cadeias C• com
coeficientes em k, o n-ésimo grupo de homologia Hn(C•) é o k-módulo definido por
Hn(C•) = Ker(∂n)/Im(∂n+1)
Elementos de Hn são ditos classes de homologia.
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Definição 1.3.4 (Grupos de cohomologia). Dado um complexo de cocadeias C•
com coeficientes em k, o n-ésimo grupo de cohomologia Hn(C•) é o k-módulo
definido por
Hn(C•) = Ker(δn)/Im(δn−1)
Elementos de Hn são ditos classes de cohomologia.
Definição 1.3.5 (Morfismos de complexos de cadeias). Sejam A• e B• dois com-
plexos de cadeias com coeficientes em k. Um morfismo de complexos de cadeias
f• : A• → B• é uma famı́lia de homomorfismos de k-módulos fn : An → Bn tal
que fn−1∂n = ∂nfn, para todo n.
Definição 1.3.6 (Morfismos de complexos de cocadeias). Sejam A• e B• dois
complexos de cocadeias com coeficientes em k. Um morfismo de complexos de
cocadeias f • : A• → B• é uma famı́lia de homomorfismos de k-módulos fn : An →
Bn tal que fn+1δn = δnfn, para todo n.
Proposição 1.3.1 (Morfismo induzido na homologia). Sejam A• e B• dois com-
plexos de cadeias com coeficientes em k e f• : A• → B• um morfismo de complexos
de cadeias. Então para cada n ∈ Z, fn induz um homomorfismo de k-módulos
(fn)∗ : Hn(A•) → Hn(B•), natural.13
Proposição 1.3.2 (Morfismo induzido na cohomologia). Sejam A• e B• dois com-
plexos de cocadeias com coeficientes em k e f • : A• → B• um morfismo de comple-
xos de cocadeias. Então para cada n ∈ Z, fn induz um homomorfismo de k-módulos
(fn)∗ : Hn(A•) → Hn(B•), natural.14
Definição 1.3.7 (Quase-isomorfismo). Sejam A e B dois complexos de (co) ca-
deias com coeficientes em k e f : A → B um morfismo de complexos de (co)
cadeias. Dizemos que f é um quase-isomorfismo se o homomorfismo induzido na
(co) homologia (fn)∗ : Hn(A) → Hn(B) ((fn)∗ : Hn(A) → Hn(B)) é um isomor-
fismo de k-módulos para todo n ∈ Z.
13Para uma demonstração, veja [19].
14Para uma demonstração, veja [19].
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Definição 1.3.8 (Cohomologia de Hochschild). Sejam k um anel comutativo com
unidade, (A, µ, e) uma k-álgebra associativa e M um A-bimódulo. A cohomologia
de Hochschild Hn(A,M) da álgebra A com coeficientes em M é a cohomologia do
complexo de cocadeias (C•(A,M), δH), onde
Cn(A,M) = Homk−Mod(A
⊗n,M)




(−1)if(a1 ⊗ . . .⊗ µ(ai ⊗ ai+1)⊗ . . .⊗ an+1) +
+(−1)n+1µ(f(a1 ⊗ . . .⊗ an)⊗ an+1)
Ao par (C•(A,M), δH), denominamos complexo de cocadeias de Hochschild da
álgebra (A, µ, e) com coeficientes em M .
Definição 1.3.9 (Complexo filtrado). Seja (C•, δ) um complexo de cocadeias. Di-
zemos que o complexo (C•, δ) é filtrado se, e somente se, existem um conjunto de
ı́ndices I ⊂ Z e para cada n ∈ Z, uma famı́lia {F iCn}i∈I de k-sub-módulos F iCn
de Cn de maneira que




F iCn = Cn, ∀n ∈ Z;
iii) δn(F iCn) ⊂ F iCn+1, ∀i ∈ I.






Definição 2.1.1 (Carta local). Seja M um espaço topológico de Hausdorff cuja
topologia possui base enumerável. Se existir um homeomorfismo ϕ : U → V entre
um aberto U de M e um aberto V de Rm, chamamos carta local ao terno ordenado
(U,ϕ,m). Quando não houver risco de confusão quanto à dimensão m, (U,ϕ,m)
será abreviado para (U,ϕ).
Chamaremos ainda de vizinhança coordenada em torno do ponto x, a carta local
(U,ϕ,m) tal que x ∈ U .
Definição 2.1.2 (Cartas compat́ıveis). Dizemos que duas cartas locais
(Uα, ϕα, n) e (Uβ, ϕβ,m) são compat́ıveis se, e somente se, Uα ∩ Uβ = ∅ ou, caso
Uα ∩ Uβ 6= ∅, ambas as funções compostas:
ϕα ◦ ϕ−1β : ϕβ(Uα ∩ Uβ) → ϕα(Uα ∩ Uβ)
ϕβ ◦ ϕ−1α : ϕα(Uα ∩ Uβ) → ϕβ(Uα ∩ Uβ)
são difeomorfismos de classe Ck, com k ≥ 1.
De agora em diante, a menos de menção expĺıcita, todas as cartas compat́ıveis
serão consideradas de classe C∞.
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Proposição 2.1.1. Se (Uα, ϕα, n) e (Uβ, ϕβ,m) são cartas compat́ıveis tais que
Uα ∩ Uβ 6= ∅, então m = n.
Demonstração. De fato, como (Uα, ϕα, n) e (Uβ, ϕβ,m) são compat́ıveis, a com-
posta ϕα ◦ ϕ−1β : ϕβ(Uα ∩Uβ) → ϕα(Uα ∩Uβ) é um difeomorfismo entre um aberto
Vβ ⊂ Rm e um aberto Vα ⊂ Rn. Do fato de tais abertos serem não vazios, segue
que m = n.
Definição 2.1.3 (Dimensão). Dizemos que M nas condições acima tem dimensão
m em x ∈ M se, e somente se, existe uma carta local (U,ϕ,m) tal que x ∈ U . No
caso de ser m a dimensão de M para todo x ∈ M, dizemos apenas que M tem
dimensão m.
Definição 2.1.4 (Atlas). Dizemos que uma famı́lia de cartas locais A(M) =
{(Uα, ϕα)}α∈I é um atlas em M quando, e somente quando:





Definição 2.1.5. Dizemos que uma carta local (U,ϕ) é admisśıvel relativamente
ao atlas A(M) se, e somente se, A(M) ∪ {(U,ϕ)} ainda for um atlas.
Definição 2.1.6 (Atlas máximo). Dizemos que um atlas A(M) é máximo em M
se, e somente se, contém todas as cartas locais admisśıveis.
Definição 2.1.7 (Variedade diferenciável). Chamamos de variedade diferenciável
o par ordenado (M,A(M)), onde M é um espaço topológico de Hausdorff cuja
topologia tem base enumerável e A(M) é um atlas máximo em M.
De agora em diante, abreviaremos “variedade diferenciável (M,A(M))” por
“variedade diferenciável M”.
Definição 2.1.8 (Aplicação diferenciável em um ponto). Sejam M e N duas va-
riedades diferenciáveis. Dizemos que uma aplicação f : M → N é diferenciável
(de classe Ck) no ponto x ∈ M se, e somente se, existem vizinhanças coordenadas
(U,ϕ,m) e (V, ψ, n) de x e f(x) respectivamente, tais que ψ◦f◦ϕ−1 : ϕ(U) → ψ(V )
é diferenciável (de classe Ck) em x.
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É interessante notar que a definição de diferenciabilidade em um ponto é inde-
pendente da escolha das vizinhanças coordenadas, devido à condição de compati-
bilidade das cartas locais.
Definição 2.1.9 (Aplicação diferenciável). Dizemos que uma aplicação f : M →
N é diferenciável, se for diferenciável em x, para todo x pertencente a M.
Denotemos o semi-espaço superior de Rn como Hn = {(x1, . . . , xn) ∈ Rn | xn ≥
0}. Outra notação útil é a restrição à face Hn0 = {(x1, . . . , xn) ∈ Rn | xn = 0}.
Podemos enfraquecer a definição de carta local em variedades diferenciáveis,
exigindo que uma carta local (U,ϕ,m) da variedade diferenciável M seja tal que
ϕ : U → V é um homeomorfismo entre um aberto U de M e um aberto V de Hm,
com a topologia induzida de Rm. Variedades diferenciáveis modificadas assim são
ditas variedades diferenciáveis com bordo. Se um dado ponto p ∈ M é tal que
existe uma carta local (U,ϕ,m), com p ∈ U e ϕ(p) ∈ Hm0 , dizemos que p é um
ponto de bordo de M. O fato de ser ponto de bordo ser uma relação bem definida,
bem como outros resultados sobre o tema, pode ser encontrado em [25].
A classe de todas as variedades diferenciáveis constitui uma categoria ao con-
siderarmos as aplicações diferenciáveis como morfismos1. Aos isomorfismos desta
categoria damos o nome de difeomorfismos e, se existir um difeomorfismo entre
duas variedades diferenciáveis dadas, dizemos que estas são difeomorfas.
Exemplo 2.1.1 (Ação descont́ınua de um grupo [5]). Sejam M uma variedade di-
ferenciável e (G, µ, e) um grupo. Denotemos por (Diff(M), ◦, IdM) o grupo onde
Diff(M) é o conjunto de todos os difeomorfismos f : M → M, a operação
algébrica ◦ é a composta de difeomorfismos e IdM é a identidade em M. Uma
ação do grupo G em M é um morfismo de grupos ψ : G → Diff(M). Dados
g ∈ G e p ∈ M indicaremos por gp = (ψ(g))(p) a avaliação do difeomorfismo ψ(g)
no ponto p. Dizemos que a ação ψ é propriamente descont́ınua quando, e somente
quando, para qualquer p ∈ M, existe U , uma vizinhança aberta do ponto p, tal
que para todo g ∈ G, g 6= e temos necessariamente U ∩ gU = ∅. Podemos agora
definir uma relação ∼ em M tal que, dados p, q ∈ M, p ∼ q ⇔ ∃g ∈ G | q = gp. É
1Veja por exemplo, [15].
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fácil ver que ∼ é uma relação de equivalência. Como tal, permite definir o espaço
quociente M/ ∼, que denotaremos por M/G e classes de equivalência, as quais
escreveremos Gp = [p] para denotar a classe do ponto p segundo esta relação. O
fato de interesse deste exemplo é que M/G pode ser dotada de estrutura dife-
renciável de modo que a aplicação projeção π : M → M/G dada por π(p) = Gp,
para todo p ∈ M, seja um difeomorfismo local (ou seja, um difeomorfismo em
uma vizinhança de cada ponto). Para verificar isto, notemos primeiramente que
ao tomar a topologia quociente em M/G, a aplicação projeção mostra-se aberta,
pois dado U aberto não vazio em M, ao tomar q ∈ π−1(π(U)), temos p ∈ U tal
que q = π−1(π(p)) e portanto g ∈ G tal que q = gp. Como U é aberto e g age
como difeomorfismo, o conjunto V = gU é um aberto de M em torno de q, com
V ⊂ π−1(π(U)). Assim π−1(π(U)) é aberto em M para todo U aberto em M, o
que é equivalente à projeção ser aberta. Obviamente, a projeção é cont́ınua nesta
topologia. Agora, tomemos p ∈ M e (U,ϕ) uma carta local em torno do ponto p.
De ser ψ propriamente descont́ınua, podemos encontrar uma vizinhança W ⊂ U
do ponto p tal que W ∩ gW = ∅, para todo g ∈ G, g 6= e. Façamos V = W ∩ U .
Temos que (V, ϕ) ainda é uma carta local em torno do ponto p. Com isto, π|V é
injetora, logo bijetora em sua imagem. Portanto homeomorfismo sobre sua ima-
gem. Construamos ϕ̄ : π(V ) → ϕ(V ) dada por ϕ̄ = ϕ ◦ π−1 neste domı́nio. Com
isto, vemos que ϕ̄ é homeomorfismo entre os abertos π(V ) ⊂ M/G e ϕ(V ) ⊂ Rm.
Denotemos V̄ = π(V ). Da arbitrariedade de p e da sobrejetividade de π, podemos
construir uma famı́lia {(V̄α, ϕ̄α)} nas condições acima, tal que {V̄α} é uma cober-
tura de M. Tomemos (V̄1, ϕ̄1) e (V̄2, ϕ̄2) desta famı́lia. Se V̄1 ∩ V̄2 6= ∅, tomemos
x ∈ ϕ̄2(V̄1 ∩ V̄2). Chamando p = ϕ−12 (x), π1 a restrição de π a V1 e π2 a restrição
de π a V2, temos que
(ϕ̄1 ◦ ϕ̄−12 )(x) = ϕ1(π−11 (π2(ϕ−12 (x)))) = ϕ1((π−11 ◦ π2)(p))
Mas q = (π−11 ◦ π2)(p), significa que existe g ∈ G tal que π−11 ◦ π2 = ψ(g), um
difeomorfismo, para todo p ∈ V1∩V2. Assim, ϕ̄1 ◦ ϕ̄−12 : ϕ̄2(V̄1∩ V̄2) → ϕ̄1(V̄1∩ V̄2) é
difeomorfismo. Para a composta ϕ̄2◦ϕ̄−11 vale o mesmo e a demonstração é análoga.
Segue que a famı́lia {(V̄α, ϕ̄α)} é um atlas de M/G. Tal atlas pode ser estendido
para um atlas máximo, fornecendo assim uma estrutura diferenciável para M/G.
31
É fácil ver que, segundo esta estrutura, π é um difeomorfismo local.
Uma coleção importante de variedades diferenciáveis são os chamados grupos
de Lie.
Definição 2.1.10 (Grupo de Lie). Um grupo de Lie é um grupo (G, µ, e), onde
G denota o conjunto sobre o qual o grupo está definido, µ é a operação do grupo
e e denota o elemento identidade, tal que G é uma variedade diferenciável, µ é
infinitamente diferenciável e a operação de inversão ι : G → G ; ι : x 7→ x−1 é
infinitamente diferenciável.
Definição 2.1.11 (Partição da unidade subordinada a uma cobertura). Sejam M
uma variedade diferenciável e {Uα}α∈I uma cobertura aberta de M. Uma partição
da unidade subordinada à cobertura {Uα}α∈I é uma coleção de aplicações {ρα :
M → R}α∈I que satisfaz
i) 0 ≤ ρα(p) ≤ 1, ∀α ∈ I, ∀p ∈ M;
ii) supp(ρα) ⊂ Uα, ∀α ∈ I;
iii) dado p ∈ M, existe uma vizinhança U de p tal que U ∩ supp(ρi) 6= ∅ apenas
para um número finito de ı́ndices;
iv)
∑
α∈I ρα(p) = 1, ∀p ∈ M.
onde supp(ρα) denota o suporte da aplicação ρα. Dada uma cobertura de M,
sempre é posśıvel construir uma partição da unidade subordinada a tal cobertura2.
2.2 Fibrados
Definição 2.2.1 (Estrutura Fibrada). Sejam E, B e F espaços topológicos. Di-
zemos que a quádrupla (E,B, π, F ) é uma estrutura fibrada, quando π : E → B é
uma aplicação cont́ınua e sobrejetora tal que π−1(x) é homeomorfo a F , para todo
x ∈ B. Então E é dito espaço total, B é dito espaço base, π é dita projeção, F é
dita fibra t́ıpica e Fx = π
−1(x) é dita fibra sobre x.
2Para uma demonstração veja por exemplo, [17].
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Definição 2.2.2 (Levantamento). Dados uma estrutura fibrada (E,B, π, F ), um
espaço topológico A e uma aplicação cont́ınua f : A → B, dizemos que uma
aplicação cont́ınua g : A→ E é um levantamento de f se, e somente se, π ◦g = f .
Definição 2.2.3 (Seção). Dada uma estrutura fibrada (E,B, π, F ), dizemos que
uma aplicação σ : B → E é uma seção da estrutura fibrada se, e somente se, σ é
um levantamento da aplicação identidade em B.
Definição 2.2.4 (Morfismo de estrutura fibrada). Dadas duas estruturas fibradas
(E1, B1, π1, F1) e (E2, B2, π2, F2), um morfismo de estruturas fibradas é um par de
aplicações cont́ınuas (f̃ , f) tal que:
i) f̃ : E1 → E2 e f : B1 → B2;
ii) π2 ◦ f̃ = f ◦ π1.










Definição 2.2.5 (Estrutura Fibrada Localmente trivial). Seja (E,B, π, F ) uma
estrutura fibrada. Dizemos que (E,B, π, F ) é localmente trivial se, e somente se,
existe uma cobertura aberta {Uα}α∈I de B, tal que π−1(Uα) é homeomorfo ao pro-
duto topológico Uα × F , para cada α ∈ I (I é o conjunto que indexa a cobertura).
Um homeomorfismo ϕα : π
−1(Uα) → Uα × F é dito trivialização da estrutura
fibrada.
Definição 2.2.6 (Fibrado Vetorial). Um fibrado vetorial (E,B, π, F,G) é uma
estrutura fibrada (E,B, π, F ), satisfazendo as seguintes condições:
i) (E,B, π, F ) é localmente trivial;
ii) F é um espaço vetorial topológico;
iii) π−1(x) é espaço vetorial topológico isomorfo a F para cada x ∈ B;
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iv) as trivializações ϕα : π
−1(Uα) → Uα × F , restritas a cada fibra, são isomor-
fismos lineares entre os espaços vetoriais π−1(x) e {x}×F para cada x ∈ Uα
e para cada α ∈ I (e {x} × F herda naturalmente a estrutura vetorial e
topológica de F ) e portanto podem ser escritas como ϕα(p) = (π(p), φα(p)),
com p ∈ Uα, de tal maneira que φα|Fπ(p) é isomorfismo de espaços vetoriais
topológicos entre Fπ(p) e F ;
v) G é um grupo topológico cujos elementos são automorfismos de F , cuja
operação algébrica é a composição de funções, de sorte que a ação de ava-
liação v : G× F → F , dada por v(g, u) = g(u) é cont́ınua;
vi) para todos α, β ∈ I e para todo x ∈ Uα ∩ Uβ, a composta φβ|Fx ◦ (φα|Fx)−1 :
F → F é um elemento de G;
vii) a aplicação induzida (dita função de transição) gα,β : Uα ∩ Uβ → G que
associa x ∈ Uα ∩ Uβ a φβ|Fx ◦ (φα|Fx)−1 é cont́ınua.
Definição 2.2.7 (Fibrado Vetorial Diferenciável). Seja (E,B, π, F,G) um fibrado
vetorial cuja fibra t́ıpica F é um espaço vetorial de dimensão finita. Dizemos que
(E,B, π, F,G) é um fibrado vetorial diferenciável quando as seguintes condições
adicionais forem satisfeitas:
i) E, B e F são variedades diferenciáveis;
ii) G é um grupo de Lie;
iii) π é uma aplicação C∞(E;B);
iv) a cobertura aberta {Uα}α∈I de B referente à condição de trivialidade local
está contida na coleção de abertos que define a estrutura diferenciável de B;
v) as funções de transição são C∞.
Claramente, as noções de levantamento, seção e morfismo podem ser adaptadas
para o contexto de fibrados vetoriais diferenciáveis com poucas modificações.
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Definição 2.2.8 (Levantamento diferenciável). Dados um fibrado vetorial dife-
renciável (E,B, π, F,G), uma variedade diferenciável A e uma aplicação f : A →
B infinitamente diferenciável, dizemos que uma aplicação g : A → E é um levan-
tamento de f se, e somente se, g é infinitamente diferenciável e ainda π ◦ g = f .
Definição 2.2.9 (Seção infinitamente diferenciável). Dado um fibrado vetorial di-
ferenciável (E,B, π, F,G), dizemos que uma aplicação σ : B → E é uma seção
infinitamente diferenciável do fibrado vetorial diferenciável se, e somente se, σ é
um levantamento da aplicação identidade em B.
Definição 2.2.10 (Morfismo de fibrados vetoriais diferenciáveis). Dados os fi-
brados vetoriais diferenciáveis (E1, B1, π1, F1, G1) e (E2, B2, π2, F2, G2), um mor-
fismo de fibrados vetoriais diferenciáveis é um par de aplicações infinitamente di-
ferenciáveis (f̃ , f) tal que:
i) f̃ : E1 → E2 e f : B1 → B2;
ii) π2 ◦ f̃ = f ◦ π1;
iii) para cada x ∈ B1, f̃ |Fx : π−11 (x) → π−12 (f(x)), onde Fx é a fibra sobre x, é
uma aplicação linear.
Um fibrado vetorial diferenciável notável é o (Rm+n,Rm, π,Rn, GL(Rn)), onde
π : Rm+n → Rm é a projeção canônica nas m primeiras coordenadas. Neste caso, a
estrutura fibrada é naturalmente dada pela associação Rm+n ≈ Rm×Rn (o fibrado
é trivial, isto é, a estrutura fibrada é dada pelo produto cartesiano). Com isto em
mente, dado um atlas A(E) no espaço total E de um fibrado vetorial diferenciável
(E,B, π, F,G), podemos nos perguntar quais cartas de A(E) são compat́ıveis com
a estrutura fibrada. Isto nos leva ao seguinte conceito.
Definição 2.2.11 (Cartas fibradas). Seja (E,B, π, F,G) um fibrado vetorial di-
ferenciável, onde dim(E) = m + n e dim(B) = m. Uma carta local (V, ϕ̃) ∈
A(E) é dita uma carta fibrada se, e somente se, existe uma carta local (π(V ), ϕ)
no atlas de B, tal que (ϕ̃, ϕ) é um morfismo de fibrados entre (E,B, π, F,G) e
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B // π(V ) ϕ
// Rm
2.3 Campos de Vetores e Derivações
Se M é uma variedade diferenciável, o conjunto C∞(M) das funções infinitamente
diferenciáveis definidas em M a valores reais tem uma estrutura natural de R-
álgebra. O intuito desta seção é construir o fibrado tangente a M e mostrar que
as seções C∞ deste fibrado estão em correspondência biuńıvoca com as derivações
da álgebra C∞(M).
Seja M uma variedade diferenciável. Para cada p ∈ M, definamos o R-espaço
vetorial Vp, tangente a M no ponto p, a partir dos germes de funções sobre M.
3
Para tanto, definamos a relação ∼ em C∞(M) por f ∼ g se, e somente se, existe
U um aberto de M contendo o ponto p, tal que f |U = g|U . Esta é uma relação
de equivalência e as classes de equivalência a ela associadas são ditas germes de
funções no ponto p. As operações algébricas em C∞(M) podem ser utilizadas para
induzir uma estrutura de R-álgebra em C∞(M)/ ∼. Denotaremos por Fp a álgebra
assim obtida. Seja Ip o ideal de Fp dos germes das funções que se anulam em p.
Como Ip é um ideal em Fp e I2p é um ideal em Ip, temos que Ip/I2p é um R-espaço
vetorial. Definimos então o espaço vetorial Vp = (Ip/I
2
p )
∗, ou seja, Vp é o R-espaço
vetorial dual a Ip/I
2
p . Provemos que Vp tem dimensão finita.
Proposição 2.3.1. Seja (U,ϕ,m) uma carta de M em torno do ponto p. Deno-
tando por ti : Rm → R a i-ésima projeção canônica e por xi = ti ◦ ϕ a i-ésima
função coordenada, então os representantes de xi para i = 1, . . .m em Ip/I
2
p cons-
tituem uma base para tal espaço.
Demonstração. Dada f ∈ Ip/I2p , seja f ∈ C∞(M), um representante desta classe
3Detalhes desta construção podem ser encontrados em [26].
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(classe da classe, para ser mais preciso). Note que f(p) = 0. Sem perda de
generalidade, podemos supor que ϕ(U) é convexo e que ϕ(p) = 0. A expressão de
f em coordenadas é dada por f ◦ ϕ−1 : ϕ(U) → R, que pela fórmula de Taylor
fornece, para y = ϕ(q), q ∈ U








































































representa a classe nula em Ip/I
2









onde xi é a classe de xi em Ip/I
2
p . Logo o conjunto {xi}, i = 1, . . .m gera Ip/I2p .






























i] ∈ I2ϕ(p), pois a função ϕ−1 : ϕ(U) → U induz um
homomorfismo de álgebras (ϕ−1)∗ : Fp → Fϕ(p) dado por (ϕ−1)∗([f ]) = [f ◦ ϕ−1].
Assim, os termos de primeira ordem são nulos, o que significa que para cada j =











e portanto ai = 0, para todo i = 1, . . . ,m.
Isso mostra que Vp tem dimensão finita, e ainda dim(Vp) = m. Chamamos um
elemento ξp ∈ Vp de vetor tangente a M no ponto p.
Para cada p ∈ M, associamos a cada vetor tangente ξp ∈ Vp uma função linear
vp : Fp → R dada por
vp(f) =
0 , se ∃ c ∈ f | c(x) = c ∀x ∈ Mξp([f ]) , se f ∈ Ip
onde [f ] denota a classe correspondente ao germe f em Ip/I
2
p . Como todo germe
f pode ser escrito como f = f̃ + f(p), onde f̃ ∈ Ip e f(p) é o germe da função
constante cujo valor é f(p), vp satisfaz a seguinte propriedade:
vp(fg) = vp((f̃ + f(p))(g̃ + g(p))) =
= vp(f̃ g̃ + f(p)g̃ + g(p)f̃ + f(p)g(p)) =
= vp(f̃ g̃) + vp(f(p)g̃) + vp(g(p)f̃) + vp(f(p)g(p)) =
= ξp(f̃ g̃) + f(p)ξp(g̃) + g(p)ξp(f̃) + 0 =
= f(p)ξp(g̃) + g(p)ξp(f̃) =
= f(p)vp(g̃) + g(p)vp(f̃) =
= g(p)vp(f) + f(p)vp(g)
Quando uma função linear w : Fp → R obedece a tal propriedade, w é dita
derivação de Fp no ponto p.
Por outro lado, se w é uma derivação de Fp no ponto p, podemos associar a
w um único vetor tangente ηp tal que ηp([f ]) = w(f) para todo f ∈ Fp. Para ver
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isto, note que se c representa uma função constante
w(c) = w(c · 1) = cw(1) = cw(1 · 1) = cw(1) + cw(1) = 2w(c)
e portanto w(c) = 0. Disto segue que ao escrever f como f = f̃ + f(p), temos que
w(f) = w(f̃ + f(p)) = w(f̃) + w(f(p)) = w(f̃)
e o valor de w é determinado pelo valor que assume em Ip. Se f ∈ I2p , existem
g, h ∈ Ip tais que f = gh. Logo
w(f) = w(gh) = h(p)w(g) + g(p)w(h) = 0
e w se anula em I2p . Porém, f = f̃ + f(p) resulta
w(f) = w(f − f(p)) = w(f̃)
donde vemos que se f̃ ≡ g̃ mod I2p , então w(f) = w(g) e w induz uma única
transformação linear ηp que toma elementos de Ip/I
2
p e leva a valores reais. Em
outras palavras, ηp ∈ Vp.
Estabelecemos assim uma correspondência biuńıvoca entre as derivações de
Fp no ponto p e os elementos de (Ip/I2p )∗. Não é dif́ıcil verificar que o conjunto
destas derivações em um ponto munido das operações usuais de adição e produto




∗ em derivações de Fp no ponto p descrita acima é um isomorfismo de
espaços vetoriais. Assim, podemos falar em elementos de Vp agindo em um germe
f ∈ Fp, entendido que se trata da ação da derivação no ponto p correspondente,
via a associação acima constrúıda. Podemos ir além. Definimos a ação de um vetor
vp ∈ Vp em uma função f ∈ C∞(M) por
vp(f) = vp(f)
onde f é a classe de f em Fp. Assim, vp(g) = vp(f) sempre que g ∈ f . A linearidade
e a regra de Leibniz seguem diretamente desta definição.
Destes fatos, se M é uma variedade diferenciável de dimensão m, podemos
construir o fibrado vetorial (E ,M, π,GL(Rm)), com E = ∪p∈MVp, a projeção π
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dada por π(vp) = p e Rm como fibra t́ıpica, o qual pode ser dotado de estrutura
diferenciável constrúıda a partir daquela dada em M. De fato, seja (U,ϕ) uma carta
da variedade diferenciável m-dimensional M, em torno do ponto p ∈ M. Fazendo
uso das mesmas notações da proposição 2.3.1, dada f ∈ C∞(M), tomemos os
elementos ∂
∂xi







































e chamaremos tal fórmula de expressão de η em coordenadas segundo a carta (U,ϕ)
e aos valores η(xi) de coordenadas de η. Isto nos habilita a definir uma aplicação
ϕ̃ : π−1(U) → Rm dada por
ϕ̃(η) = (η(x1), . . . , η(xm))
E finalmente podemos definir a aplicação φ : π−1(U) → Rm × Rm dada por
φ(η) = ((ϕ ◦ π)(η), ϕ̃(η)) (2.2)
Seja A(M) o atlas da variedade diferenciável m-dimensional M. Para cada carta
(Uα, ϕα), associamos a aplicação φα : π
−1(Uα) → R2m constrúıda como acima.
Declaramos agora que um conjunto V ⊂ E é aberto em E se existem um aberto V0
de R2m e um ı́ndice α tais que V = φ−1α (V0). A coleção destes conjuntos constitui
uma base para uma topologia em E que torna E uma variedade topológica. Além
disso, se (Uα, ϕα), (Uβ, ϕβ) ∈ A(M), então a aplicação φβ ◦ φ−1α : φα(π−1(Uα)) →
φβ(π
−1(Uβ)) é de classe C
∞. Isto mostra que a coleção (π−1(Uα), φα) define um
atlas diferenciável em E .
Com estas estruturas definidas, vemos que (E ,M, π,GL(Rm)) é um fibrado
vetorial diferenciável, cuja fibra t́ıpica é Rm, onde o espaço total é a variedade
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diferenciável E , de dimensão 2m, o espaço base é a variedade diferenciável M,
π : E → M é uma aplicação sobrejetora e infinitamente diferenciável, as trivia-
lizações são dadas pelas aplicações φα = (ϕα ◦π, ϕ̃α), o grupo estrutural é GL(Rm)
e as condições de compatibilidade das trivializações são satisfeitas, dado que as
aplicações do tipo φβ ◦ φ−1α são difeomorfismos. Para ajustar as notações, escreve-
remos TM = E e chamamos TM de fibrado tangente a M, visto que seus elementos
podem ser encarados como vetores tangentes a pontos da variedade M. A partir
de agora indicaremos o espaço vetorial tangente ao ponto p como TpM = Vp.
Exploremos um pouco a estrutura de fibrado definida em TM.
Definição 2.3.1 (Campos de vetores). Seja M uma variedade diferenciável de
dimensão m. Chamamos as seções C∞ de (TM,M, π,GL(Rm)) de campos de ve-
tores em M. Denotamos o espaço vetorial dos campos de vetores, com as operações
usuais de adição e multiplicação por escalar de funções ponto a ponto, por X(M).
Isso nos leva ao seguinte
Teorema 2.3.1. Sejam M uma variedade diferenciável de dimensão m e C∞(M)
a R-álgebra das funções C∞ em M. Então
X(M) ≈VecR Der(C∞(M))
Demonstração. Dado um campo vetorial X ∈ X(M), definamos a aplicação X̄ :
C∞(M) → C∞(M) dada por
X̄(f)(p) = Xp(f), ∀ f ∈ C∞(M), ∀ p ∈ M
A aplicação X̄ é uma derivação da álgebra C∞(M). De fato, para quaisquer
f, g ∈ C∞(M), a ∈ R vale
X̄(af + g)(p) = Xp(af + g) = aXp(f) +Xp(g) = aX̄(f)(p) + X̄(g)(p)
X̄(fg)(p) = Xp(fg) = g(p)Xp(f) + f(p)Xp(g) = g(p)X̄(f)(p) + f(p)X̄(g)(p)
A associação que leva X 7→ X̄ é claramente linear. Verifiquemos que é bijetora.
Para verificar a injetividade, tomemos X̄ tal que X̄(f) = 0 para toda f ∈ C∞(M).
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Então
X̄(f)(p) = 0, ∀p ∈ M, ∀f ∈ C∞(M)
Xp(f) = 0, ∀p ∈ M, ∀f ∈ C∞(M)
Xp = 0, ∀p ∈ M
X = 0
Para verificar a sobrejetividade, dado D ∈ Der(C∞(M)), definamos para cada
p ∈ M, Xp tal que
Xp(f) = D(f)(p)
e o teorema segue ao se mostrar que Xp é um elemento de uma seção C
∞, para
todo p. Para tanto, dado p ∈ M, sejam f, g ∈ C∞(M) tais que f ≡ g em Fp. Seja
W um aberto de M em torno do ponto p, em que f e g coincidem. Tomemos uma
carta (V, ϕ) em torno de p tal que ϕ(p) = 0 e restrinjamos tal carta a U = V ∩W .
Então (U,ϕ) é uma carta em torno de p. Como f e g coincidem em U , também










onde ti é a i-ésima projeção canônica de Rm. De ser derivação, segue que se c é
uma função constante em M, D(c) = 0 pois
D(c) = cD(1) = cD(1 · 1) = c(1D(1) + 1D(1)) = 2D(c)
e disto conclúımos que se f̃ = f − f(p)
D(f) = D(f̃ + f(p)) = D(f̃) +D(f(p)) = D(f̃)
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Agora, fazendo xi = ti ◦ ϕ, i = 1, . . . ,m estas considerações nos levam a










































































































= D(g̃)(p) = D(g)(p) =
= Xp(g)
o que mostra que Xp pode ser visto como agindo em germes de funções. Porém
f = f̃ + f(p) dá
Xp(f) = D(f)(p) = D(f̃)(p) = Xp(f̃)
e o valor de Xp é determinado pelo valor que assume em Ip. Se f, g ∈ C∞(M),
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ficamos ainda com
Xp(fg) = D(fg)(p) = g(p)D(f)(p) + f(p)D(g)(p) = g(p)Xp(f) + f(p)Xp(g)
e Xp é uma derivação no ponto p, pois a linearidade é clara. Então para cada p,
Xp é uma derivação em um ponto e como D(f) ∈ C∞(M) se f ∈ C∞(M), temos
que a seção X : M → TM do fibrado TM dada por X(p) = Xp é C∞. Assim,
a associação proposta é sobrejetora, o que conclui a construção do isomorfismo de
R-espaços vetoriais entre X(M) e Der(C∞(M)).
Tendo em vista o exemplo 1.2.1, podemos construir o comutador de campos de
vetores [ , ] : X(M) × X(M) → X(M) e assim obter a álgebra de Lie dos campos
de vetores:
[X, Y ](f) = X(Y (f))− Y (X(f)), ∀X, Y ∈ X(M), ∀f ∈ C∞(M)
Segue do referido exemplo e do isomorfismo anterior que (X(M), [ , ]) é de fato
uma álgebra de Lie.
Analogamente ao que foi feito ao construirmos o fibrado tangente TM, po-
demos construir fibrados vetoriais (diferenciáveis) com produtos tensoriais dos
espaços tangentes (chamados então de fibrados tensoriais diferenciáveis). Em
outras palavras, denotando por T qs (TpM) = (TpM)
∗⊗s ⊗ (TpM)⊗q e denotando









π : T qs (TM) → M dada por π(ξp) = p, é um fibrado vetorial que pode ser munido
de estrutura de fibrado diferenciável com uma construção semelhante à que foi feita
para TM.
Vamos a algumas construções que merecem destaque.
Definição 2.3.2 (Fibrado cotangente). Dada uma variedade diferenciável M de
dimensão m, chamamos de fibrado cotangente a M e denotamos T ∗M ao fibrado
tensorial diferenciável (T 01 (TM),M, π,GL(Rm)).
Definição 2.3.3 (Campos de 1-formas diferenciais). Dada uma variedade dife-
renciável M, um campo de 1-formas diferenciais em M é uma seção C∞ de T ∗M.
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Denotemos por Λq(M) =
⋃
p∈M Λq(TpM) o fibrado vetorial diferenciável obtido
ao se fazer a q-ésima potência exterior em cada fibra de TM.
Definição 2.3.4 (Campos de q-vetores). Dada uma uma variedade diferenciável
M, um campo de q-vetores em M é uma seção C∞ de Λq(M). Denotaremos
o R-espaço vetorial dos campos de q-vetores em M por Ωq(M). Identificaremos
Ω0(M) = C
∞(M). Note que Ω1(M) = X(M) e que Ωq(M) = 0 se q > dim(M).





com o produto exterior de campos de q-vetores definido fibra a fibra.
Denotemos por Λq(M) =
⋃
p∈M Λ
q(T ∗p M) o fibrado vetorial diferenciável obtido
ao se fazer a q-ésima potência exterior em cada fibra de T ∗M.
Definição 2.3.5 (q-formas diferenciais). Dada uma uma variedade diferenciável
M, uma q-forma diferencial ou uma forma diferencial de grau q em M é uma
seção C∞ de Λq(M). Denotaremos o R-espaço vetorial das q-formas diferenciais
em M por Ωq(M). Identificaremos Ω0(M) = C∞(M). Note que Ωq(M) = 0 se
q > dim(M).





com o produto exterior de q-formas diferenciais definido fibra a fibra.
Note que tanto (Ω•(M),∧), quanto (Ω•(M),∧) são R-álgebras associativas gra-
duadas.
Definição 2.3.6 (Avanço (ou Push-Forward)). Sejam M e N variedades dife-
renciáveis de dimensões m e n respectivamente e F : M → N uma aplicação
diferenciável. Para cada p ∈ M, podemos definir a aplicação Fp∗ : TpM → TF (p)N
tal que, para toda f ∈ C∞(N)
(Fp∗(Xp))(f) = Xp(f ◦ F ), ∀Xp ∈ TpM
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Chamamos à aplicação F∗ : TM → TN dada por F∗(X) = FπM(X)∗(X), ∀X ∈ TM
de avanço ou “push-forward” associado a F , onde πM é a projeção do fibrado
tangente a M.
Desta definição segue que o par (F∗, F ) é um morfismo de fibrados vetoriais di-











as aplicações F e F∗ são diferenciáveis e F∗ é linear em cada fibra. Para detalhes
destes fatos, veja [17].
Da linearidade da aplicação Fp∗ definida acima (em cada ponto p), podemos
tomar a aplicação dual F ∗p : T
∗
F (p)N → T ∗p M que é dada por
(F ∗η)p(Xp) = ηF (p)(Fp∗(Xp)), ∀Xp ∈ TpM, ∀ηF (p) ∈ T ∗F (p)N
Isto nos leva à seguinte definição.
Definição 2.3.7 (Retrocesso (ou Pullback)). Sejam M e N variedades diferenciáveis
de dimensão m e F : M → N um difeomorfismo. Chamamos à aplicação F ∗ :
T ∗N → T ∗M tal que
(F ∗η)p(Xp) = ηF (p)(Fp∗(Xp)), ∀p ∈ M, ∀Xp ∈ TpM, ∀η ∈ T ∗F (p)N
de retrocesso ou “Pullback” associado a F .
A aplicação F : M → N acima induz um morfismo de fibrados vetoriais di-
ferenciáveis dado por (F ∗, F−1), onde F ∗ : T ∗N → T ∗M é dada por F ∗(η) =
F ∗F−1(πN(η))(η), ∀η ∈ T
∗N.
É interessante notar que se ω ∈ Ωq(N), uma aplicação diferenciável F : M → N
induz um pullback de q-formas diferenciais (e usaremos a mesma notação). Basta
notar que η = F ∗ω é uma q-forma diferencial em M dada por
(F ∗ω)(p)(Xp) = ω(F (p))(Fp∗(Xp)), ∀p ∈ M, ∀Xp ∈ TpM
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e em particular, induz um homomorfismo de R-álgebras F ∗ : C∞(N) → C∞(M),
com F ∗(g) = g ◦ F, ∀g ∈ C∞(N).
Também é válida a seguinte propriedade. Se F : M → N é uma aplicação
diferenciável entre as variedades diferenciáveis M e N e se α, β ∈ Ω•(N), então
F ∗(α ∧ β) = (F ∗α) ∧ (F ∗β) (2.3)
Para detalhes, veja [25] ou [17].
De maneira geral, se F : M → N for um difeomorfismo, podemos definir o
pullback de uma seção de um fibrado tensorial diferenciável T qs (TN) para q, s ∈ N
arbitrários.
Definição 2.3.8 (Retrocesso de campos tensoriais (ou pullback)). Sejam M e N
variedades diferenciáveis difeomorfas e F : M → N um difeomorfismo. Definimos
o retrocesso (ou “pullback”) associado a F como sendo a aplicação F ∗ : T qs (TN) →
T qs (TM) dada por
(F ∗τ)(p)(X1, . . . , Xs, α1, . . . , αq) =
= τ(F (p))(Fp∗(X1), . . . , Fp∗(Xs), (F
−1
p )




∀p ∈ M, ∀X1, . . . , Xs ∈ X(M), ∀α1, . . . , αq ∈ Ω1(M) e para toda seção dife-
renciável τ : N → T qs (TN). Aqui identificamos TpM ≈ T ∗∗p M e TF (p)N ≈ T ∗∗F (p)N
para todo p ∈ M.
Detalhes podem ser encontrados em [25].
Definição 2.3.9 (Diferencial de uma função). Seja M uma variedade diferenciável.
Dada f ∈ C∞(M), podemos definir uma 1-forma diferencial df ∈ Ω1(M) de ma-
neira que
df(X)(p) = X(p)(f), ∀X ∈ X(M)
A qualquer 1-forma diferencial obtida assim damos o nome de diferencial da função
f .
Com base nesta idéia, podemos construir a diferencial exterior de uma q-forma
diferencial.
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Proposição 2.3.2 (Diferencial exterior). Seja M uma variedade diferenciável.
Existe um único operador d : Ω•(M) → Ω•(M) que satisfaz:
i) d ∈ Der1(Ω•(M));
ii) d(f) = df, ∀f ∈ C∞(M);
iii) d(d(ω)) = 0, ∀ω ∈ Ω•(M).
Para a demonstração desta proposição, veja [17].
Em outras palavras, a diferencial exterior dá origem ao complexo de cocadeias
0 // Ω0(M)
d // Ω1(M)
d // . . . d // Ωm(M) // 0
chamado o complexo de de Rham da variedade M. Se ω ∈ Ω•(M) é tal que dω = 0,
então dizemos que ω é um co-ciclo, ou ainda, que é fechada. Se existir η ∈ Ω•(M)
tal que ω = dη, então dizemos que ω é um co-bordo, ou ainda, que é exata.
Em [17] é mostrada a seguinte propriedade. Sejam M e N variedades dife-
renciáveis e F : M → N uma aplicação diferenciável. Então, para toda ω ∈ Ωq(N),
para todo q ∈ N vale
F ∗(dω) = d(F ∗ω) (2.4)
Definição 2.3.10 (Produto interior). Seja M uma variedade diferenciável. Defi-
nimos o produto interior (ou contração) de uma q-forma diferencial ω, q > 0, por
um campo vetorial X ∈ X(M) como sendo a (q − 1)-forma diferencial ιXω tal que
(ιXω)(Y1, . . . , Yq−1) = ω(X, Y1, . . . , Yq−1), ∀Y1, . . . , Yq−1 ∈ X(M)
e se f ∈ Ω0(M), o produto ιXf é identicamente nulo, qualquer que seja X ∈
X(M). Uma propriedade interessante do produto interior é que, dados α ∈ Ωk(M),
β ∈ Ωl(M) e X ∈ X(M), vale4
ιX(α ∧ β) = (ιXα) ∧ β + (−1)−kα ∧ ιXβ (2.5)
Em outras palavras, para todo X ∈ X(M), ιX ∈ Der−1(Ω•(M)).
4Para uma demonstração, veja [17].
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2.4 O Colchete de Lie de Campos de Vetores
Um campo de vetores X ∈ X(M) define um sistema de equações diferenciais or-
dinárias em M. De fato, dados p ∈ M e (U,ϕ) uma carta local em torno de p,












Dos teoremas de existência e unicidade de soluções de equações diferenciais or-
dinárias com condições iniciais e da dependência diferenciável das condições iniciais
em Rm podemos construir uma aplicação diferenciável ρ : (−ε, ε)× U → V , onde
U e V são abertos de M, de sorte que:
i) ρ(0, p) = p, ∀p ∈ U ;
ii) dado p ∈ U , ρ(t, p) = ρp(t) é uma curva integral de X passando por p;
iii) dado t ∈ (−ε, ε), ρt : U → V é um difeomorfismo.
Pois todas as considerações envolvidas são locais. Damos o nome de fluxo associado
ao campo X à aplicação ρ acima descrita. Por vezes é útil pensar em ρ como uma
famı́lia de difeomorfismos {ρt} à qual daremos o mesmo nome. Quando existir um
fluxo ρ : R ×M → M, ou seja, um fluxo global, diremos que o campo de vetores
X é completo.
Para detalhes destas construções, bem como demonstrações dos fatos envolvi-
dos, veja [25].
Considere o fibrado tensorial diferenciável (T qs (TM),M, πM) sobre uma varie-
dade diferenciável M. Denotemos por Γ(T qs (TM)) o R-espaço vetorial das seções
de T qs (TM) e por Γ(T (TM)) a soma direta de todos estes espaços para s ∈ N e
q ∈ N \ {0}, chamando os elementos de Γ(T qs (TM)) de campos de tensores em
M. Então (Γ(T (TM)),⊗) é uma R-álgebra associativa (com o produto definido
fibra a fibra). Podemos definir uma derivação de grau zero em (Γ(T (TM)),⊗) que
carrega informações sobre a geometria de M.
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Definição 2.4.1 (Derivada de Lie). Seja M uma variedade diferenciável. A deri-
vada de Lie é uma aplicação L : X(M) × Γ(T (TM)) → Γ(T (TM)), R-linear em





, ∀p ∈ M
onde X ∈ X(M) é um campo de vetores com fluxo associado {ρt} e τ ∈ Γ(T qs (TM))
é um campo de tensores. Dizemos que LXτ é a derivada de Lie de τ na direção de
X.













Pode ser mostrado5 que se Y ∈ X(M), a definição 2.4.1 nos leva a
LXY = [X, Y ]
onde [ , ] é o comutador de campos de vetores definido logo após o teorema 2.3.1.
Também podem ser mostradas as seguintes propriedades6:
LX(τ ⊗ σ) = LXτ ⊗ σ + τ ⊗ LXσ , ∀τ, σ ∈ Γ(T (TM)) (2.6)
LX(α ∧ β) = (LXα) ∧ β + α ∧ LXβ , ∀α, β ∈ Ω•(M) (2.7)
LX(ξ ∧ ζ) = (LXξ) ∧ ζ + ξ ∧ LXζ , ∀ξ, ζ ∈ Ω•(M) (2.8)
LX [Y, Z] = [LXY , Z] + [Y,LXZ] , ∀Y, Z ∈ X(M) (2.9)
LXω = ιXdω + dιXω , ∀ω ∈ Ω•(M) (2.10)
5Veja, por exemplo [25].
6Veja, por exemplo [25].
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E ainda, se τ ∈ Γ(T qs (TM)), então para todos α1, . . . , αq ∈ Ω1(M) e para todos
X, Y1, . . . , Ys ∈ X(M) vale








τ(α1, . . . , αq, Y1, . . . ,LXYi, . . . , Ys)
(2.11)
E em particular, se X, Y1, . . . , Yq ∈ X(M) e ω ∈ Ωq(M), temos




(−1)iω(LXYi, Y1, . . . , Ŷi, . . . , Yq)
(2.12)
onde o śımbolo “â” significa que o elemento “a” está ausente.
Segue das equações 2.10, 2.7, 2.12, 2.5 e de um argumento de indução no grau
das formas diferenciais a fórmula de Cartan para o diferencial exterior:
dω(X1, . . . , Xq+1) =
q+1∑
i=1




(−1)i+jω(LXiXj, . . . , X̂i, . . . , X̂j, . . . , Xq+1)
(2.13)
para toda ω ∈ Ωq(M), para todo q ∈ N.
Segue das equações 2.5 e 2.12 que para todos X, Y ∈ X(M) e para toda ω ∈
Ω•(M) vale
ι[X,Y ]ω = LXιY ω − ιYLXω (2.14)
Definição 2.4.2 (2-forma diferencial não degenerada). Seja M uma variedade
diferenciável. Uma 2-forma diferencial ω ∈ Ω2(M) é dita não degenerada quando,
e somente quando, ω(p) é uma 2-forma não degenerada, para todo p ∈ M.
Proposição 2.4.1. Sejam M uma variedade diferenciável de dimensão m e ω ∈
Ω2(M) uma 2-forma diferencial não degenerada. Então ω induz um isomorfismo
de R-espaços vetoriais entre X(M) e Ω1(M) dado pelo produto interior de campos
de vetores com a 2-forma diferencial ω.
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Demonstração. A associação X 7→ ιXω, para X ∈ X(M), é claramente linear.
Vejamos que é injetora. Seja X ∈ X(M) tal que ιXpωp(Yp) = 0, ∀Yp ∈ TpM, ∀p ∈
M. Então Xp ∈ Ker(ωp), ∀p ∈ M. Como ωp é não degenerada, Xp = 0, ∀p ∈ M.
Logo X é o campo vetorial nulo. Vejamos que é sobrejetora. Seja η ∈ Ω1(M).
Para cada p ∈ M, pela proposição 1.1.2, Xp 7→ ιXpωp é um isomorfismo entre TpM
e T ∗p M. Portanto, dada ηp ∈ T ∗p M, existe um único Xp ∈ TpM tal que ιXpωp = ηp.
Segue que isto define uma função X : M → TM que comuta com a projeção
π : TM → M do fibrado tangente. Agora, note que tal associação é infinitamente
diferenciável, pois leva campos vetoriais infinitamente diferenciáveis em formas
diferenciais. Como é um isomorfismo linear em cada fibra, é um difeomorfismo local
entre TM e T ∗M. Logo, pelo teorema da aplicação inversa7 segue que sua inversa
é um difeomorfismo local e portanto infinitamente diferenciável em cada ponto
p ∈ M. Segue disto que a aplicação X : M → TM acima obtida é infinitamente
diferenciável e portanto X ∈ X(M).
2.5 Derivações de Ordem Superior em uma Va-
riedade Diferenciável
Nesta seção será constrúıdo um fibrado vetorial diferenciável sobre uma variedade
diferenciável M cujas seções diferenciáveis correspondem a derivações de ordem
menor ou igual a r da álgebra das funções C∞(M) (definição 1.2.6).
Precisemos a noção de derivação de ordem superior em um ponto. Sejam p ∈ M
e Fp a R-álgebra dos germes de funções em p. Se Ip denota o ideal das funções
que se anulam em p, temos que Ip/I
r
p tem estrutura natural de R-espaço vetorial,





∗, podemos repetir o que foi feito
para Vp = (Ip/I
2
p ) e definir uma derivação de ordem menor ou igual a r no ponto p.
Uma aplicação R-linear Dp : Fp → R é um operador diferencial de ordem menor
7Para uma demonstração válida para aplicações definidas em Rm, veja [18]. Como as consi-
derações aqui são locais, o teorema é imediatamente transportado para variedades diferenciáveis.
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ou igual a r no ponto p se, para toda g ∈ Fp, a aplicação dg : Fp → R dada por
dg(f) = Dp(gf)− g(p)Dp(f)
for um operador diferencial de ordem menor ou igual a r − 1 no ponto p, com os
operadores diferenciais de ordem 0 dados por produtos de germes de funções. Dp é
uma derivação de ordem menor ou igual a r no ponto p se for operador diferencial
de ordem menor ou igual a r no ponto p e identicamente nulo em germes de funções
constantes. Compare com a definição 1.2.6.
Jrp tem dimensão finita. Para ver isto, seja (U,ϕ) uma carta local de M em
torno do ponto p. Sem perda de generalidade, podemos tomar (U,ϕ) tal que
ϕ(p) = 0 e ϕ(U) seja convexo. Denotemos por xi = ti ◦ ϕ as coordenadas em
U , onde ti : Rm → R é a i-ésima projeção canônica em Rm. A afirmação segue
ao mostrarmos que os representantes das funções xi, i = 1, . . . ,m, xixj, 1 ≤ i ≤
j ≤ n, . . . , xi1 · . . . · xir , i1 ≤ . . . ≤ ir constituem uma base para Ip/Ir+1p . Seja
f ∈ Ip/Ir+1p . Tomemos f ∈ C∞(M) um representante desta classe. A fórmula de
Taylor com resto integral de f , tendo em vista sua expressão em coordenadas em
































Passando ao quociente, notamos que o último termo do lado direito da equação
anterior é nulo em Ip/I
r+1
























∂ti1 . . . ∂tir
∣∣∣∣
0
xi1 . . . xir
mostrando que xi, i = 1, . . . ,m, xixj, 1 ≤ i ≤ j ≤ n, . . . , xi1 · . . . ·xir , i1 ≤ . . . ≤ ir
gera Ip/I
r+1
p , pois f ◦ ϕ−1 é infinitamente diferenciável.
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i1 . . . tir ∈ Ir+1ϕ(p)
Assim, os termos até ordem r são nulos, donde
∂r

































para todas as combinações de ı́ndices pertinentes. Assim, Ip/I
r+1
p tem dimensão
finita, e portanto Jrp também.
Seja ξp ∈ Jrp . Associamos a ξp uma aplicação linear Dp : Fp → R dada por
Dp(f) =
0 , se ∃ c ∈ f | c(x) = c ∀x ∈ Mξp([f ]) , se f ∈ Ip
onde [f ] denota a classe de f em Ip/I
r+1
p . Temos que, ao escrever germes f ∈ Fp
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como f = f̃ + f(p), com f̃ ∈ Ip, dada g ∈ Fp
∆g(f) = Dp(gf)− g(p)Dp(f) =
= Dp(g̃f̃) + g(p)Dp(f̃) + f(p)Dp(g̃) + 2f(p)g(p)Dp(1)− g(p)Dp(f̃) =
= Dp(g̃f̃) + f(p)Dp(g̃) = ξp(g̃f̃) + f(p)ξp(g̃) (2.15)
Note que, dada f1 ∈ Ip, para toda f0 ∈ Ip, vale
δr−1f1 (f0) = ξp(f1f0)− f1(p)ξp(f0) = ξp(f1f0)
e sucessivamente podemos ver que, dadas f1, . . . , fi
δr−ifi (f0) = ξp(fifi−1 . . . f0)
para toda f0 ∈ Ip. Agora,
δ0fr(f0) = ξp(fr . . . f0) = 0
mostrando que δ1fr−1 é um operador diferencial de ordem menor ou igual a 1 no




operador diferencial de ordem menor ou igual a r− i no ponto p, implica que δr−i+1fi−1
é operador diferencial de ordem menor ou igual a r−i+1 no ponto p. Assim, temos
que ξp é operador diferencial de ordem menor ou igual a r no ponto p e ainda, se
δ : Ip → R é um operador tal que para toda f ∈ Ip, δ(f) = ξp(f1 . . . fkf), com
f1, . . . , fk ∈ Ip, então δ é um operador diferencial de ordem menor ou igual a r−k,
no ponto p. Levando isto na equação 2.15, vemos que ∆g é operador diferencial
de ordem menor ou igual a r − 1 no ponto p, levando à conclusão de que Dp é
operador diferencial de ordem menor ou igual a r no ponto p.
Por outro lado, seja ω : Fp → R uma derivação de ordem menor ou igual a r
no ponto p. Então f ∈ Fp resulta
ω(f) = ω(f̃ + f(p)) = ω(f̃)
mostrando que o valor de ω só depende de sua avaliação em Ip. Temos ainda que,
se f ∈ Ir+1p , existem f1, . . . , fr+1 ∈ Ip tais que f = f1 . . . fr+1 e portanto
ω(f) = ω(f1 . . . fr+1) = δ
r−1
fr+1
(f1 . . . fr) + fr+1(p)ω(f1 . . . fr) =
= δr−1fr+1(f1 . . . fr) = δ
r−2
fr




= f1(p)g = 0
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para alguma g ∈ Fp, onde δr−ifr−i+2 é operador diferencial de ordem menor ou igual a
r− i, para i = 1, . . . , r. Isso mostra que f ≡ g mod Ir+1p em Ip resulta ω(f) = ω(g)
e então ω pode ser visto como um elemento de (Ip/I
r+1
p )
∗. Segue que existe uma
correspondência biuńıvoca entre derivações de ordem menor ou igual a r no ponto
p e elementos de Jrp .
Definimos a ação de uma derivação de ordem menor ou igual a r no ponto p,
Dp, em uma função f ∈ C∞(M) como sendo dada por
Dp(f) = ξp([f ])
onde ξp é o elemento associado a Dp pela correspondência acima estabelecida e [f ]
é a classe da função f em Ip/I
r+1
p .
Estamos aptos a demosntrar o seguinte teorema.
Teorema 2.5.1. Seja M uma variedade diferenciável de dimensão m. Existe
um fibrado vetorial diferenciável8 Jr(M), cujo espaço base é M e cujo espaço de
seções infinitamente diferenciáveis Γ(Jr(M)) é isomorfo como R-espaço vetorial
ao espaço das derivações de ordem menor ou igual a r sobre C∞(M).




com Jrp = (Ip/I
r+1
p )
∗ e cujas funções coordenadas φ : π−1(U) → RK , com π
a projeção de Jr(M) em M e U um aberto de M, sejam da forma φ(ωp) =
(xi(π(ωp)), ωp(x
i), ωp(x
ixj), . . . , ωp(x
i1 . . . xir)), onde os ı́ndices são crescentes de








Seja ω : M → Jr(M) uma seção infinitamente diferenciável de Jr(M). Associ-
amos a ω a aplicação D : C∞(M) → C∞(M) dada por
D(f)(p) = ω(p)(f) ∀f ∈ C∞(M)
D assim definida é uma derivação de ordem menor ou igual a r em C∞(M).
Para verificar isto, note primeiramente que se c é uma função constante, então
D(c)(p) = ω(p)(c) = 0 ∀p ∈ M
8Podeŕıamos chamar Jr(M) de espaço de jatos linearizados de ordem r sobre o fibrado tan-
gente.
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logo D é nula em constantes. Em segundo lugar, dada g ∈ C∞(M), o operador ∆g
dado por
∆g(f) = D(gf)− gD(f) ∀f ∈ C∞(M)
é tal que
∆g(f)(p) = D(gf)(p)− g(p)D(f)(p) = ω(p)(gf)− g(p)ω(p)(f) =
= δg(p)(f)
que é uma seção infinitamente diferenciável (por construção) de Jr−1(M). Porém,
J1(M) = X(M) e o teorema 2.3.1 nos mostra que J1(M) ≈VecR Der(C∞(M)).
Logo, por indução, D é uma derivação de ordem menor ou igual a r em C∞(M).
A associação ω 7→ D é claramente linear. Vejamos que é injetora. Suponha que
ω seja associada a D identicamente nula. Temos que
D(f) = 0 , ∀f ∈ C∞(M)
D(f)(p) = 0 , ∀f ∈ C∞(M), ∀p ∈ M
ω(p)(f) = 0 , ∀p ∈ M, ∀f ∈ C∞(M)
ω(p) = 0 , ∀p ∈ M
ω = 0
Vejamos que a associação proposta é sobrejetora. Seja D : C∞(M) → C∞(M) uma
derivação de ordem menor ou igual a r em C∞(M). Para cada p ∈ M, definamos
ωp : Fp → R por
ωp(f) = D(f)(p) ∀f ∈ C∞(M)
entendido que o śımbolo f no lado esquerdo da igualdade se refere à classe em Fp
da função representada pelo śımbolo f no lado direito. ωp está bem definida, pois
se f, g ∈ C∞(M) são tais que f ≡ g em Fp, podemos tomar uma carta local (U,ϕ)
em torno do ponto p tal que U ⊂ W , onde W é um aberto de M no qual f e g
coincidem, ϕ(p) = 0 e ϕ(U) é convexo. Note agora que, em U , f e g se escrevem
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como































































































































Mas de ser D derivação de ordem menor ou igual a r, temos que
D(xi1 . . . xir+1)(p) = 0
para todas as combinações de ı́ndices pertinentes. De f e g pertencerem ao mesmo
germe de função em p, todas as derivadas parciais até a ordem r de suas expressões
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em coordenadas coincidem, donde resulta































































= D(g)(p) = ωp(g)
De ser D uma derivação de ordem menor ou igual a r, segue por indução em r
que ωp é derivação de ordem menor ou igual a r no ponto p. Logo ωp ∈ Jrp , para
todo p ∈ M. Seja ω : M → Jr(M) a aplicação dada por ω(p) = ωp. Para toda
f ∈ C∞(M), temos que
ω(p)(f) = ωp(f) = D(f)(p)
mostrando que p 7→ ω(p)(f) é infinitamente diferenciável, pois D(f) o é, donde
resulta que ω é uma seção infinitamente diferenciável de Jr(M).
Isto mostra que Γ(Jr(M)) é isomorfo como R-espaço vetorial ao espaço das
derivações de ordem menor ou igual a r em C∞(M).
Decorre do teorema anterior que se M é uma variedade diferenciável de di-
mensão m, uma derivação de ordem menor ou igual a r, D : C∞(M) → C∞(M)






ai1...ik(x1, . . . , xm)
∂kf
∂xi1 . . . ∂xik
,
com ai1...ik infinitamente diferenciáveis [14].
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Caṕıtulo 3
O Colchete de Nijenhuis-Schouten
3.1 O colchete de Nijenhuis-Schouten
A mecânica clássica hamiltoniana pode ser bem descrita utilizando-se modelos
geométricos tais como variedades simpléticas ou variedades de Poisson. Aqui é
visto que pode-se associar campos de bi-vetores, ou seja, elementos de Ω2(M),
a tais estruturas desde que satisfaçam determinadas condições, que podem ser
formuladas em termos algébricos. Será definido o colchete de Nijenhuis-Schouten e
mostrado que a escolha de um campo de bi-vetores em uma variedade diferenciável
corresponde à construção de uma variedade de Poisson se, e somente se, tal campo
comuta consigo mesmo, segundo tal colchete.
Teorema 3.1.1 (O colchete de Nijenhuis-Schouten [8]). Seja M uma variedade
diferenciável. Existe uma única transformação bilinear [ , ] : Ω•(M) × Ω•(M) →
Ω•(M), chamada o colchete de Nijenhuis-Schouten, satisfazendo as seguintes pro-
priedades. Para A ∈ Ωp(M), B ∈ Ωq(M) e C ∈ Ωr(M):
i) [A,B ∧ C] = [A,B] ∧ C + (−1)(p−1)qB ∧ [A,C], com [A,B] ∈ Ωp+q−1(M);
ii) [f, g] = 0, ∀f, g ∈ C∞(M);
iii) [X, f ] = LXf, ∀X ∈ X(M), ∀f ∈ C∞(M);
iv) [X, Y ] = LXY, ∀X, Y ∈ X(M);
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v) [A,B] = −(−1)(p−1)(q−1)[B,A]
Para uma demonstração1, veja [23].
Provemos algumas propriedades importantes para efetuar cálculos com o col-
chete de Nijenhuis-Schouten. Fixemos daqui em diante uma variedade diferenciável
M, de dimensão m. Até o fim desta seção, [ , ] denotará o colchete de Nijenhuis-
Schouten.
Proposição 3.1.1. Sejam X ∈ X(M) e A ∈ Ωp(M). Então
[X,A] = LXA (3.1)
Demonstração. Procedamos por indução. Se A ∈ C∞(M) ou A ∈ X(M), então
[X,A] = LXA por definição. Suponha agora A ∈ Ωp(M) e que a proposição está
provada para p − 1. Localmente, A pode ser escrito como A = B ∧ Y , onde
B ∈ Ωp−1(M) e Y ∈ X(M). Da definição do colchete e da equação 2.8, segue
[X,A] = [X,B ∧ Y ] = [X,B] ∧ Y + (−1)0B ∧ [X, Y ] =
= (LXB) ∧ Y +B ∧ LXY = LX(B ∧ Y ) =
= LXA
E assim, a proposição está provada para todo p ∈ N.
Proposição 3.1.2. Sejam X1, . . . , Xr ∈ X(M) e A ∈ Ωp(M). Então
[X1 ∧ . . . ∧Xr, A] =
r∑
i=1
(−1)r+iX1 ∧ . . . ∧ X̂i ∧Xr ∧ LXiA (3.2)
Demonstração. Procedamos por indução. Para r = 1, esta proposição se reduz à
anterior. Suponha que a proposição está provada para r. Da definição do colchete
e da proposição anterior, temos
[X1 ∧ . . . ∧Xr+1, A] = −(−1)r(p−1)[A,X1 ∧ . . . ∧Xr+1] =
= −(−1)r(p−1)([A,X1 ∧ . . . ∧Xr] ∧Xr+1 +
+(−1)(p−1)rX1 ∧ . . . ∧Xr ∧ [A,Xr+1]) =
1Aqui há a necessidade de uma adaptação nos sinais, mas a demonstração é a mesma.
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= −(−1)r(p−1)(−(−1)(p−1)(r−1)[X1 ∧ . . . ∧Xr, A] ∧Xr+1 +
+(−1)(p−1)r+1X1 ∧ . . . ∧Xr ∧ [Xr+1, A]) =




(−1)r+iX1 ∧ . . . ∧ X̂i ∧ . . . ∧Xr ∧ LXiA ∧Xr+1 +




(−1)r+i+1X1 ∧ . . . ∧ X̂i ∧ . . . ∧Xr ∧Xr+1 ∧ LXiA+




(−1)r+i+1X1 ∧ . . . ∧ X̂i ∧ . . . ∧Xr+1 ∧ LXiA
E assim a proposição vale para todo r ≥ 1.
Proposição 3.1.3. Sejam X1, . . . , Xp, Y1, . . . , Yq ∈ X(M). Então vale






(−1)i+j[Xi, Yj] ∧X1 ∧ . . . ∧ X̂i ∧ . . . ∧Xp ∧
∧Y1 ∧ . . . ∧ Ŷj ∧ . . . ∧ Yq (3.3)
Demonstração. Da proposição 3.2 e da equação 2.8, temos que
[X1 ∧ . . . ∧Xp, Y1 ∧ . . . ∧ Yq] =
p∑
i=1
(−1)p+iX1 ∧ . . . ∧ X̂i ∧ . . . ∧Xp ∧ LXi(Y1 ∧ . . . ∧ Yq) =
p∑
i=1










(−1)p+i+j−1X1 ∧ . . . ∧ X̂i ∧ . . . ∧Xp ∧ (LXiYj) ∧







(−1)i+j[Xi, Yj] ∧X1 ∧ . . . ∧ X̂i ∧ . . . ∧Xp ∧
∧Y1 ∧ . . . ∧ Ŷj ∧ . . . ∧ Yq
Neste ponto, é interessante adotar a seguinte definição.
Definição 3.1.1 (Derivada de Lie formas diferenciais ao longo de um campo de
multivetores [8]). A derivada de Lie de uma forma diferencial α ∈ Ω•(M) ao longo
de um campo de multivetores A ∈ Ωp(M), denotada por LAα, é dada por
LAα = dιAα− (−1)pιAdα (3.4)
Proposição 3.1.4. Dados A ∈ Ωp(M) e B ∈ Ωq(M), para toda forma diferencial
α ∈ Ω•(M), vale
LA∧Bα = (−1)qιBLAα+ LBιAα (3.5)
Demonstração. É um cálculo direto:
LA∧Bα = dιA∧Bα− (−1)p+qιA∧Bdα = dιBιAα− (−1)p+qιBιAdα =
= dιBιAα− (−1)qιBdιAα+ (−1)qιBdιAα− (−1)p+qιBιAdα =
= LBιAα+ (−1)qιBLAα
Isto nos permitirá estabelecer a seguinte propriedade.
Proposição 3.1.5. Sejam A ∈ Ωp(M), B ∈ Ωq(M) e α ∈ Ωp+q−1(M). Então é
válida a seguinte fórmula:
ι[A,B]α = (−1)(p−1)qLAιBα− ιBLAα (3.6)
Demonstração. Procedamos por (dupla) indução. Se A,B ∈ X(M), então esta
é simplesmente a fórmula 2.14. Suponha então o resultado válido para 1 e q e
considere X, Y ∈ X(M) e B ∈ Ωq(M). Segue que
ι[X,B∧Y ]α = ι[X,B]∧Y α+ ιB∧[X,Y ]α = ιY ι[X,B]α+ ι[X,Y ]ιBα =
= ιY (LXιBα− ιBLXα) + LXιY ιBα− ιYLXιBα =
= LXιY ιBα− ιY ιBLXα = LXιB∧Y α− ιB∧YLXα
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e por linearidade, o resultado vale para todo elemento em Ω•(M). Considere agora
A ∈ Ωp(M). Portanto:
ι[A∧X,Y ]α = −ι[Y,A∧X]α = −ι[Y,A]∧Xα− ιA∧[Y,X]α =
= −ιXι[Y,A]α− ι[Y,X]ιAα = ιXι[A,Y ]α+ ι[X,Y ]ιAα =
= ιX((−1)p−1LAιY α− ιYLAα) + LXιY ιAα− ιYLXιAα =
= (−1)p−1ιXLAιY α+ ιY ιXLAα+ (−1)pLXιAιY α− ιYLXιAα =
= (−1)pLA∧XιY α− ιY (LXιAα− ιXLAα) =
= (−1)pLA∧XιY α− ιYLA∧Xα
onde foi usada a proposição anterior. Suponha agora o resultado válido para p e
q. Temos então que:
ι[A∧X,B∧Y ]α = ι[A∧X,B]∧Y α+ (−1)pqιB∧[A∧X,Y ]α =
= ιY ι[A∧X,B]α+ (−1)pqι[A∧X,Y ]ιBα =
= −(−1)p(q−1)ιY ι[B,A∧X]α+ (−1)pqι[A∧X,Y ]ιBα =
= −(−1)p(q−1)ιY (ι[B,A]∧Xα+ (−1)p(q−1)ιA∧[B,X]α) + (−1)pqι[A∧X,Y ]ιBα =
= −(−1)p(q−1)ιY ιXι[B,A]α− ιY ι[B,X]ιAα+ (−1)pqι[A∧X,Y ]ιBα =
= (−1)q−1ιY ιXι[A,B]α− ιY ι[B,X]ιAα+ (−1)pqι[A∧X,Y ]ιBα =
= (−1)q−1ιY ιX((−1)q(p−1)LAιBα− ιBLAα)− ιY ((−1)q−1LBιXιAα− ιXLBιAα) +
+(−1)pq((−1)pLA∧XιY ιBα− ιYLA∧XιBα) =
= −(−1)pqιY ιXLAιBα+ (−1)qιY ιXιBLAα+ (−1)qιYLBιXιAα+
+ιY ιXLBιAα+ (−1)p(q+1)LA∧XιY ιBα− (−1)pqιYLA∧XιBα =
= (−1)p(q+1)LA∧XιB∧Y α+ ιB∧Y ιXLAα+ (−1)qιYLBιA∧Xα−
−(−1)pqιY (LA∧XιBα+ ιXLAιBα) + ιY ιXLBιAα =
= (−1)p(q+1)LA∧XιB∧Y α+ ιB∧Y ιXLAα− ιYLXιBιAα+
+ιY ιXLBιAα+ (−1)qιYLBιA∧Xα =
= (−1)p(q+1)LA∧XιB∧Y α+ ιB∧Y ιXLAα− ιY (LXιB − ιXLB − (−1)qLBιX)ιAα =
= (−1)p(q+1)LA∧XιB∧Y α+ ιB∧Y ιXLAα− ιY ιBLXιAα =
= (−1)p(q+1)LA∧XιB∧Y α− ιB∧YLA∧Xα
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Segue que para todo A ∈ Ωp(M), todo B ∈ Ωq(M) e toda α ∈ Ω•(M), vale:
ι[A,B]α = (−1)(p−1)qLAιBα− ιBLAα (3.7)
Teorema 3.1.2 (Identidade de Jacobi graduada). O colchete de Nijenhuis-Schouten
satisfaz a identidade de Jacobi graduada, relativamente ao grau reduzido (em uma
unidade).
A demonstração segue da equação 3.3 por um cálculo direto, porém tedioso, e
das propriedades da derivada de Lie de funções e campos de vetores.
3.2 Variedades Simpléticas
Definição 3.2.1 (Forma simplética). Seja M uma variedade diferenciável. Dize-
mos que uma 2-forma diferencial ω ∈ Ω2(M) é uma forma simplética se, e somente
se, é fechada e simplética em cada ponto, ou seja,
i) dω = 0;
ii) ωp = ω(p) é simplética em TpM, ∀p ∈ M.
Definição 3.2.2 (Variedade simplética). Uma variedade diferenciável simplética é
um par (M, ω), onde M é uma variedade diferenciável e ω é uma forma diferencial
simplética.
Exemplo 3.2.1 (Variedade simplética padrão). Considere o par (R2n, ω0) onde ω0 ∈





nas coordenadas (q1, . . . , qn, p1, . . . , pn) de R2n.
Então (R2n, ω0) é uma variedade simplética [1]. Chamaremos tal variedade de
variedade simplética padrão e ω0 de forma simplética padrão.
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Definição 3.2.3 (Atlas de Darboux). Seja (M, ω) uma variedade simplética. Um
atlas de Darboux em M é um atlas D(M) tal que em toda carta local (U,ϕ) ∈
D(M), ω se escreve como uma forma simplética padrão.
Teorema 3.2.1 (Teorema de Darboux). Toda variedade simplética admite um
atlas de Darboux.
Para uma demonstração, veja [1].
Definição 3.2.4 (Simplectomorfismo). Sejam (M1, ω1) e (M2, ω2) duas variedades
simpléticas. Uma aplicação ϕ : M1 → M2 é dita um simplectomorfismo se, e
somente se, é um difeomorfismo e ainda ϕ∗ω2 = ω1. Quando existir uma tal
aplicação, dizemos que M1 e M2 são simplectomorfas.
Definição 3.2.5 (Campo vetorial hamiltoniano). Seja (M, ω) uma variedade sim-
plética. Dizemos que um campo vetorial X ∈ X(M) é um campo vetorial hamil-
toniano se, e somente se, existe uma função H ∈ C∞(M) tal que ιXω = dH.
Neste caso, dizemos que H é a função de Hamilton (ou hamiltoniana) do campo
vetorial X. Se um campo vetorial é hamiltoniano, com função hamiltoniana f , é
conveniente explicitá-la denotando o campo com um sub-́ındice como em Xf .
Se (M, ω) é uma variedade simplética, dada H ∈ C∞(M), temos que dH ∈
Ω1(M) e do fato de ser ω não degenerada, a dH corresponde um único XH ∈ X(M)
tal que ιXHω = dH. XH é dito o gradiente simplético da função H.
Proposição 3.2.1. Seja (M, ω) uma variedade simplética. Denotando por XH(M)
o subconjunto de X(M) dos campos vetoriais hamiltonianos, então (XH(M), [ , ])
é sub-álgebra de Lie da álgebra de Lie dos campos vetoriais (X(M), [ , ]).
Demonstração. Comecemos por verificar que XH(M) é subespaço vetorial de X(M).
Temos que
ιαXf+Xgω = αιXfω + ιXgω = αdf + dg = d(αf + g)
para todo α ∈ R e para todos Xf , Xg ∈ XH(M). Verifiquemos que XH(M) é
fechado para o comutador de campos. Usando as fórmulas 2.14 e 2.10 e notando
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que ω é fechada, temos
ι[Xf ,Xg ]ω = LXf ιXgω − ιXgLXfω =
= ιXfdιXgω + dιXf ιXgω − ιXgιXfdω − ιXgdιXfω =
= d(ω(Xg, Xf ))
Como ω(Xg, Xf ) ∈ C∞(M), temos que [Xf , Xg] é um campo vetorial hamiltoniano,
com função de Hamilton ω(Xg, Xf ).
Definição 3.2.6 (Fluxo de fase hamiltoniano). Um fluxo de fase hamiltoniano em
uma variedade simplética é o fluxo associado a um campo vetorial hamiltoniano.
Definição 3.2.7 (Colchete de Poisson de funções hamiltonianas). Seja (M, ω) uma
variedade simplética. Dadas f, g ∈ C∞(M), definimos o colchete de Poisson das
funções f e g como sendo a aplicação { , } : C∞(M) × C∞(M) → C∞(M) dada
por
{f, g} = ω(Xg, Xf ),
onde Xf e Xg são os campos vetoriais hamiltonianos dados pela correspondência
df = ιXfω e dg = ιXgω, respectivamente.
Teorema 3.2.2 (Álgebra de Poisson de uma variedade simplética). Sejam (M, ω)
uma variedade simplética e { , } : C∞(M)×C∞(M) → C∞(M) o colchete de Pois-
son das funções hamiltonianas. Então (C∞(M), { , }) é uma álgebra de Poisson
(definição 1.2.10).
Demonstração. Sejam a ∈ R e f, g, h ∈ C∞(M). Comecemos com a anti-simetria.
{f, g} = ω(Xg, Xf ) = −ω(Xf , Xg) = −{g, f}
Bilinearidade:
{f, ag + h} = ω(Xag+h, Xf ) = (ιXag+hω)(Xf ) =
= d(ag + h)(Xf ) = adg(Xf ) + dh(Xf ) =
= aιXgω(Xf ) + ιXhω(Xf ) = aω(Xg, Xf ) + ω(Xh, Xf ) =
= a{f, g}+ {f, h}
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Que em conjunto com a anti-simetria fornece a bilinearidade. Identidade de Jacobi:
{f, {g, h}} = ω(X{g,h}, Xf ) = (ιX{g,h}ω)(Xf ) = (d{g, h})(Xf ) =
= d(ω(Xh, Xg))(Xf ) = (ι[Xg ,Xh])(Xf ) = ω([Xg, Xh], Xf ) =
= −(ιXfω)([Xg, Xh]) = −df([Xg, Xh]) = [Xg, Xh](f) =
= XhXg(f)−XgXh(f) = Xh(df(Xg))−Xg(df(Xh)) =
= Xh(ιXfω(Xg))−Xg(ιXfω(Xh)) =
= Xh(ω(Xf , Xg))−Xg(ω(Xf , Xh) =
= d(ω(Xf , Xg))(Xh)− d(ω(Xf , Xh))(Xg) =
= ι[Xg ,Xf ]ω(Xh)− ι[Xh,Xf ]ω(Xg) =
= ω(X{f,g}, Xh) + ω(X{h,f}, Xg) =
= {h, {f, g}}+ {g, {h, f}}
Da anti-simetria, é necessário verificar a regra de Leibniz em apenas uma das
entradas:
{f, gh} = ω(Xgh, Xf ) = ιXghω(Xf ) = d(gh)(Xf ) =
= hdg(Xf ) + gdh(Xf ) = hιXgω(Xf ) + gιXhω(Xf ) =
= hω(Xg, Xf ) + gω(Xh, Xf ) =
= h{f, g}+ g{f, h}
mostrando que (C∞(M), { , }) é uma álgebra de Poisson.
Note que estas definições levam à equação
Xf (g) = dg(Xf ) = ιXgω(Xf ) = ω(Xg, Xf ) = {f, g} (3.8)
Teorema 3.2.3. Em uma variedade simplética, existe um homomorfismo de álgebras
de Lie entre a álgebra de Lie dos campos de vetores hamiltonianos e a álgebra de
Poisson das funções hamiltonianas.
Demonstração. Sejam (M, ω) uma variedade simplética e { , } o colchete de Pois-
son das funções de Hamilton. Dados Xf , Xg campos vetoriais hamiltonianos e
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h ∈ C∞(M), temos
(X{f,g} − [Xf , Xg])(h) = X{f,g}(h)−Xf (Xg(h)) +Xg(Xf (h)) =
= {{f, g}, h} −Xf ({g, h}) +Xg({f, h}) =
= {{f, g}, h}+ {{g, h}, f}+ {{h, f}, g} =
= 0
onde usamos a equação 3.8. Logo
[Xf , Xg] = X{f,g}
Definição 3.2.8 (Sistema hamiltoniano). Um sistema hamiltoniano é uma tripla
(M, ω,H), onde (M, ω) é uma variedade simplética e H ∈ C∞(M) é uma função
escolhida, dita a hamiltoniana do sistema.
Definição 3.2.9 (Equação de evolução). Seja (M, ω,H) um sistema hamiltoniano.
A equação de evolução de uma função f ∈ C∞(M) é definida como sendo
d
dt
(f ◦ ρt) = {H, f}
onde {ρt} é o fluxo associado a XH .
Note que o colchete de Poisson carrega informações sobre a integrabilidade do
sistema. Se a função f comuta com a hamiltoniana H, a equação acima nos mostra
que f é uma integral primeira do sistema, pois é constante ao longo do fluxo de
fase do campo hamiltoniano XH .
3.3 Variedades de Poisson
Definição 3.3.1 (Variedades de Poisson). Uma variedade de Poisson é um par
(M, { , }), onde M é uma variedade diferenciável e (C∞(M), { , }) é uma álgebra
de Poisson.
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Em uma variedade simplética (M, ω) é sempre posśıvel definir uma estrutura de
variedade de Poisson. Para tanto, basta definir o colchete de Poisson das funções
hamiltonianas. A rećıproca é falsa, em geral. Basta tomar uma variedade N de
dimensão ı́mpar e nela definir o colchete de funções nulo. Tal construção define uma
variedade de Poisson, sendo entretanto imposśıvel definir uma estrutura simplética
em N, dado que tem dimensão ı́mpar.
Exemplo 3.3.1 (Variedade de Lie-Poisson [4]). Seja (g, [ , ]) uma R-álgebra de Lie
de dimensão finita. Então C∞(g∗) admite um colchete de Poisson { , } constrúıdo
a partir do colchete de Lie em g.
De fato, é claro que g∗, sendo um R-espaço vetorial de dimensão finita, tem
estrutura natural de variedade diferenciável. Sejam f, g ∈ C∞(g∗). Em cada
elemento α ∈ g∗, temos que df(α), dg(α) : Tαg∗ → R são funcionais lineares, logo
elementos de (Tαg
∗)∗. Como g é um espaço vetorial de dimensão finita, podemos
identificar g ≈ g∗∗ e Tαg∗ ≈ g∗. Assim, podemos identificar df(α) e dg(α) com
elementos de g. Façamos { , } : C∞(g∗)× C∞(g∗) → C∞(g∗) com
{f, g}(α) = α([df(α), dg(α)]), ∀f, g ∈ C∞(g∗), ∀α ∈ g∗
Por linearidade, {f, g}(α) varia diferenciavelmente com α (pois g tem dimensão
finita), logo {f, g} é uma função infinitamente diferenciável. Também por linea-
ridade, { , } é linear em cada entrada. Da linearidade dos elementos de g∗ e da
anti-simetria do colchete de Lie, segue que { , } é anti-simétrico. Da linearidade
dos elementos de g∗ e do fato de [ , ] satisfazer a identidade de Jacobi, segue que
{ , } também a satisfaz. Se h ∈ C∞(g∗)
{f, gh}(α) = α([df(α), d(gh)(α)]) = α([df(α), h(α)dg(α) + g(α)dh(α)]) =
= α([df(α), h(α)dg(α)]) + α([df(α), g(α)dh(α)]) =
= h(α)α([df(α), dg(α)]) + g(α)α([df(α), dh(α)]) =
= h(α){f, g}(α) + g(α){f, h}(α)
e portanto {f, gh} = h{f, g} + g{f, h}, mostrando que (C∞(g∗), { , }) é uma
álgebra de Poisson. Logo (g∗, { , }) é uma variedade de Poisson, dita variedade de
Lie-Poisson.
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Definição 3.3.2 (Variedade quase Poisson). Uma variedade quase Poisson é um
par (M, { , }), onde M é uma variedade diferenciável e (C∞(M), { , }) é uma
álgebra quase Poisson.
Teorema 3.3.1. Seja (M, { , }) uma variedade de Poisson. Então existe um único
B ∈ Ω2(M) tal que
{f, g} = ιB(df ∧ dg), ∀f, g ∈ C∞(M)
Demonstração. Como { , } é uma bi-derivação, ou seja, uma derivação em cada
entrada, segue está associado a um único elemento de Γ(TM⊗ TM). De ser { , }
anti-simétrico, segue que tal elemento pertence a Γ(TM∧TM). Temos então que,
para todas f, g ∈ C∞(M)
{f, g} = B(f, g) = ιB(df ∧ dg)
Teorema 3.3.2 (Estrutura co-simplética e variedade quase Poisson). Sejam M
uma variedade diferenciável e B ∈ Ω2(M) um campo de bivetores fixo em M.
Então o colchete { , } : C∞(M)× C∞(M) → C∞(M) dado por
{f, g} = ιB(df ∧ dg), ∀f, g ∈ C∞(M)
é tal que (M, { , }) é uma variedade quase Poisson. E ainda, (M, { , }) é uma
variedade Poisson se, e somente se, [B,B] = 0.
Demonstração. Como B é um campo de bivetores, o colchete { , } acima definido
é claramente linear, anti-simétrico e satisfaz a regra de Leibniz em cada entrada.
Isso mostra que (M, { , }) é uma variedade quase Poisson. Vamos à identidade de
Jacobi. Para tanto, são úteis duas relações. Em primeiro lugar, note que
ιB(df ∧ dg ∧ dh) = ιB(dg ∧ dh)df + ιB(dh ∧ df)dg + ιB(df ∧ dg)dh (3.9)
para quaisquer f, g, h ∈ C∞(M). Para mostrar isto, notemos que localmente
podemos escrever B = X ∧Y , com X, Y ∈ X(M). Tomando Z ∈ X(M) arbitrário,
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para f, g, h ∈ C∞(M) temos
ιB(df ∧ dg ∧ dh)(Z) = df ∧ dg ∧ dh(X, Y, Z) =
= det

df(X) df(Y ) df(Z)
dg(X) dg(Y ) dg(Z)


















dh(Z) = ιB(dg ∧ dh)df(Z) +
+ιB(dh ∧ df)dg(Z) + ιB(df ∧ dg)dh(Z)





para todo α ∈ Ω•(M), pois da definição 3.4 e da fórmula 3.6 segue que
ι[B,B]α = LBιBα− ιBLBα =
= dιBιBα− ιBdιBα− ιBdιBα+ ιBιBdα =
= −2ιBdιBα
A obstrução para { , } satisfazer a identidade de Jacobi é estabelecida pelo seguinte
fato. Dadas f, g, h ∈ C∞(M) arbitrárias
{f, {g, h}}+ {g, {h, f}}+ {h, {f, g}} =
= ιB(df ∧ d{g, h}) + ιB(dg ∧ d{h, f}) + ιB(dh ∧ d{f, g}) =
= −ιB(dιB(dg ∧ dh) ∧ df)− ιB(dιB(dh ∧ df) ∧ dg)− ιB(dιB(df ∧ dg) ∧ dh) =
= −ιBd(ιB(dg ∧ dh) ∧ df) + ιB(dh ∧ df) ∧ dg + ιB(df ∧ dg) ∧ dh) =




ι[B,B](df ∧ dg ∧ dh)
Onde usamos a equação 3.9 e, na última igualdade, a fórmula 3.10. Denotando o
“jacobiador” de f, g, h por J(f, g, h) = {f, {g, h}} + {g, {h, f}} + {h, {f, g}}, da
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arbitrariedade de f, g e h, segue que
J = 0 ⇔ [B,B] = 0
Do fato de podermos sempre associar a uma variedade quase Poisson (M, { , })
um campo de bivetores B ∈ Ω2(M) tal que ιB(df ∧ dg) = {f, g}, ∀f, g ∈ C∞(M),
o teorema acima mostra que [B,B] é uma obstrução para (M, { , }) ser uma va-
riedade de Poisson. No caso em que B define uma estrutura de Poisson, dizemos







Seja (A, µ, e) uma K-álgebra associativa com unidade. Denotemos
Cn(A,A) = HomVecK(A





Definição 4.1.1 (Composta parcial). Dados f ∈ Cm+1(A,A) e g ∈ Cn+1(A,A),
definimos, para 1 ≤ i ≤ m+1, a i-ésima composta parcial de f e g como a aplicação
K-linear ◦i : Cm+1(A,A)⊗ Cn+1(A,A) → Cm+n+1(A,A), dada por
f ◦i g = f(id⊗(i−1)A ⊗ g ⊗ id
(m−i+1)
A )
onde idA denota a identidade em A.
Definição 4.1.2 (Composta total). Dados f ∈ Cm+1(A,A) e g ∈ Cn+1(A,A), a
composta total ◦ : Cm+1(A,A)⊗ Cn+1(A,A) → Cm+n+1(A,A) é dada por





Definição 4.1.3 (Produto ^). Definimos o produto ^ como sendo a aplicação K-
linear ^: C•⊗C• → C•, de grau zero, tal que se f ∈ Cm+1(A,A) e g ∈ Cn+1(A,A),
então
f ^ g = (−1)(m+1)(n+1)µ ◦ (f ⊗ g)
em outras palavras, se a0, . . . , am, am+1, . . . , am+n+1 ∈ A, vale
(f ^ g)(a0 ⊗ . . .⊗ am ⊗ am+1 ⊗ . . .⊗ am+n+1) =
= µ(f(a0 ⊗ . . .⊗ am)⊗ g(am+1 ⊗ . . .⊗ am+n+1))
Proposição 4.1.1. (C•,^) é uma K-álgebra graduada associativa.
Demonstração. Temos que C•(A,A) é K-espaço vetorial graduado por construção.
Por ser ^ K-linear de grau zero, para (C•,^) ser K-álgebra associativa, basta
mostrar que o produto é associativo. Note que µ ∈ C2(A,A), donde
µ2 = µ ◦ µ = µ(µ⊗ idA − idA ⊗ µ) = 0
Então, para f ∈ Cm+1(A,A), g ∈ Cn+1(A,A), h ∈ C l+1(A,A) e denotando
σ = (m+ 1)(n+ 1) + (m+ 1)(l + 1) + (n+ 1)(l + 1), vale
(f ^ g) ^ h− f ^ (g ^ h) = (−1)σµ2(f ⊗ g ⊗ h) = 0
O par (C•(A,A), δH), com δH dado pela definição 1.3.8, é o complexo de Ho-
chschild da álgebra (A, µ), com coeficientes em A.
Proposição 4.1.2. δH , dado na proposição anterior, é uma derivação de grau 1
de (C•(A,A),^).
Demonstração. Para descarregar a notação, denotaremos o produto µ da álgebra
A por justaposição de elementos. Por linearidade, basta considerar a avaliação
de δH em um produto de elementos homogêneos. Sejam f ∈ Cm+1(A,A) e g ∈
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Cn+1(A,A). Para quaisquer ai ∈ A, i = 0, . . . ,m+ n+ 2, temos




(−1)i+1(f ^ g)(a0 ⊗ . . .⊗ aiai+1 ⊗ . . .⊗ am+n+2) +
+ (−1)m+n+2(f ^ g)(a0 ⊗ . . .⊗ am+n+1)am+n+2 =








(−1)i+1f(a0 ⊗ . . .⊗ am)g(am+1 ⊗ . . .⊗ aiai+1 ⊗ . . .⊗ am+n+2) +
+ (−1)m+n+2f(a0 ⊗ . . .⊗ am)g(am+1 ⊗ . . .⊗ am+n+1)am+n+2 =
= (a0f(a1 ⊗ . . .⊗ am) +
m∑
i=0
(−1)i+1f(a0 ⊗ . . .⊗ aiai+1 ⊗ . . .⊗ am+1) +
+ (−1)m+2f(a0 ⊗ . . .⊗ am)am+1)g(am+2 ⊗ . . .⊗ am+n+2) +




(−1)m+i+2g(am+1 ⊗ . . .⊗ aiai+1 ⊗ . . .⊗ am+n+2) +
+ (−1)n+1g(am+1 ⊗ . . .⊗ am+n+1)am+n+2) =
= ((δHf) ^ g)(a0 ⊗ . . .⊗ am+n+2) + (−1)m+1(f ^ δHg)(a0 ⊗ . . .⊗ am+n+2)
Definição 4.1.4 (O colchete de Gerstenhaber). O colchete de Gerstenhaber é uma
aplicação K-linear [ , ] : C•(A,A) ⊗ C•(A,A) → C•(A,A) de grau -1 tal que, se
f ∈ Cm+1(A,A) e g ∈ Cn+1(A,A), então
[f, g] = f ◦ g − (−1)mng ◦ f
Proposição 4.1.3. Seja (A, µ) uma K-álgebra associativa. Então se f ∈ Cm(A,A)
δH(f) = (−1)m−1[µ, f ]
onde [ , ] é o colchete de Gerstenhaber.
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Demonstração. Seja f ∈ Cm(A,A). Como µ ∈ C2(A,A), temos que








Proposição 4.1.4. Seja A uma K-álgebra, onde K tem caracteŕıstica diferente de
2. Fixemos um produto ν ∈ C2(A,A). Então ν é associativo se, e somente se,
[ν, ν] = 0 e neste caso, define um diferencial de Hochschild em C•(A,A).
Demonstração. Dada f ∈ Cm+1(A,A), temos que
δ2H(f) = δH(δH(f)) =




[[ν, ν], f ]
Pois o colchete de Gerstenhaber satisfaz a identidade de Jacobi graduada1 Mas
1
2
= [ν, ν] = ν(ν ⊗ idA)− ν(idA ⊗ ν)
donde segue o resultado.
Definição 4.1.5 (Multiderivação). O espaço das multiderivações da K-álgebra
associativa (A, µ, e), denotado por MDer(A), é a sub-álgebra de (C•(A,A),^)
gerada por Der(A).





onde MDern(A) = MDer(A) ∩ Cn(A,A).
Teorema 4.1.1 (O sub-complexo MDer(A)). Toda multiderivação é um cociclo
de Hochschild.
1Para uma demonstração, veja [10].
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Demonstração. Procedamos por indução para mostrar que δH é identicamente nulo
em MDer(A). Seja X ∈ Der(A). Então para todos a, b ∈ A
δHX(a⊗ b) = µ(a⊗X(b))−X(µ(a⊗ b)) + µ(X(a)⊗ b) = 0
Suponha agora que o resultado seja válido para elementos de MDern−1(A) e con-
sidere D ∈MDern(A). Como MDer(A) é gerado por Der(A), D pode ser escrito
como combinação linear de elementos da forma X ^ D̃, com X ∈ Der(A) e
D̃ ∈ MDern−1(A). Por linearidade, basta considerar a avaliação de δH em tais
elementos. Do fato de ser δH uma derivação de grau 1 de (C
•(A,A),^), segue que
δH(X ^ D̃) = (δHX) ^ D̃ −X ^ δHD̃ = 0
Assim, MDer(A) é subcomplexo de (C•(A,A), δH) e δH é identicamente nulo em
MDer(A).
O próximo teorema relaciona campos de tensores contravariantes sobre uma
variedade diferenciável M com as multiderivações da álgebra C∞(M). Antes de
enunciá-lo, convém relacionar tais campos a multiderivações em um ponto, conceito
cuja construção é análoga à desenvolvida na seção 2.3.1. Precisemos a noção de
multiderivação em um ponto.
Seja M uma variedade diferenciável de dimensão m. Como o espaço tangente
em cada ponto da variedade M tem dimensão finita, (TpM)




∗⊗n, onde Ip denota o ideal dos germes de funções que se anulam em p.
Tomemos o fibrado tensorial diferenciável T n0 (TM). Sejam p ∈ M e τp ∈
T n0 (TM) tal que τp ∈ V ⊗np = (Ip/I2p )∗⊗n. Denotando por Fp o R-espaço vetorial
dos germes de funções no ponto p, definimos a aplicação linear ϑp : F⊗np → R dada
por
ϑp(f1 ⊗ . . .⊗ fn) =

0 , se ∃ c ∈ fi | c(x) = c ∀x ∈ M,
para algum i, i = 1, . . . , n
τp([f1]⊗ . . .⊗ [fn]) , se fi ∈ Ip, ∀i = 1, . . . , n
e estendida por linearidade, onde [fi] denota a classe correspondente ao germe fi
em Ip/I
2
p . Como todo germe f pode ser escrito como f = f̃ + f(p), onde f̃ ∈ Ip
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e f(p) é o germe da função constante cujo valor é f(p), ϑp satisfaz a seguinte
propriedade:
ϑp(f1 ⊗ . . .⊗ figi ⊗ . . .⊗ fn) =
= gi(p)ϑp(f1 ⊗ . . .⊗ fi ⊗ . . .⊗ fn) + fi(p)ϑp(f1 ⊗ . . .⊗ gi ⊗ . . .⊗ fn)
em cada i-ésima entrada. Uma aplicação linear ω : F⊗np → R tal que
ω(f1 ⊗ . . .⊗ figi ⊗ . . .⊗ fn) =
= gi(p)ω(f1 ⊗ . . .⊗ fi ⊗ . . .⊗ fn) + fi(p)ω(f1 ⊗ . . .⊗ gi ⊗ . . .⊗ fn)
para todo i = 1, . . . , n é dita uma multiderivação de grau n, no ponto p.
Entretanto, se ω : F⊗np → R é uma multiderivação no ponto p, podemos associá-
la a um único elemento ηp ∈ V ⊗np , tal que ηp([f1]⊗ . . .⊗ [fn]) = ω(f1 ⊗ . . .⊗ fn),
para todo f1 ⊗ . . . ⊗ fn ∈ F⊗np . Para ver isto, note em primeiro lugar que, se c
representa uma função constante, então
ω(f1 ⊗ . . .⊗ c⊗ . . .⊗ fn) = c ω(f1 ⊗ . . .⊗ 1 · 1⊗ . . .⊗ fn) =
= c(ω(f1 ⊗ . . .⊗ 1⊗ . . .⊗ fn) + ω(f1 ⊗ . . .⊗ 1⊗ . . .⊗ fn)) =
= 2 ω(f1 ⊗ . . .⊗ c⊗ . . .⊗ fn)
Portanto, só pode ser ω(f1 ⊗ . . . ⊗ c ⊗ . . . ⊗ fn) = 0. Segue disto que, dado
f1 ⊗ . . . ⊗ fn ∈ F⊗np , ao escrever cada fi como fi = f̃ + fi(p), com f̃ ∈ Ip, da
linearidade de ω ficamos com
ω(f1 ⊗ . . .⊗ fn) = ω(f̃1 ⊗ . . .⊗ f̃n)
mostrando que o valor de ω é determinado apenas pelo valor que assume em I⊗np .
Suponha agora que, para algum i, fi ∈ I2p . Então existem gi, hi ∈ Ip tais que
fi = gihi, resultando em
ω(f1 ⊗ . . .⊗ fi ⊗ . . .⊗ fn) = ω(f1 ⊗ . . .⊗ gihi ⊗ . . .⊗ fn) =
= gi(p)ω(f1 ⊗ . . .⊗ hi ⊗ . . .⊗ fn) + hi(p)ω(f1 ⊗ . . .⊗ gi ⊗ . . .⊗ fn) = 0
Logo, se f̃i ≡ g̃i mod I2p , ∀i = 1, . . . , n, então ω(f1 ⊗ . . . ⊗ fn) = ω(g1 ⊗ . . . ⊗ gn)
e assim ω induz uma única transformação linear ηp ∈ (Ip/I2p )∗⊗n. Isto mostra que
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existe uma correspondência biuńıvoca entre elementos de V ⊗np e multiderivações
de grau n no ponto p, permitindo-nos confundir estes conceitos.
Definamos a ação de ϑp ∈ V ⊗np em elementos de (C∞(M))⊗n por ϑp(F1 ⊗ . . .⊗
Fn) = ϑp(f1 ⊗ . . . ⊗ fn) em elementos decompońıveis e estendida por linearidade,
onde fi denota o representante de Fi ∈ C∞(M) em Fp, i = 1, . . . , n.
Estamos aptos agora a demonstrar o seguinte
Teorema 4.1.2. Seja M uma variedade diferenciável de dimensão m. Então
Γ(T n0 (TM)) ≈VecR MDern(C∞(M)), ∀n ≥ 1.
Demonstração. Dado τ ∈ Γ(T n0 (TM)), definimos uma aplicação τ̄ : C∞(M)⊗n →
C∞(M), dada por
τ̄(f1 ⊗ . . .⊗ fn)(p) = τp(f1 ⊗ . . .⊗ fn), ∀p ∈ M
Note que τp ∈ (Ip/I2p )∗⊗n significa que τp pode ser escrito como combinação linear
de elementos da forma v1p ⊗ . . . ⊗ vnp , com vip ∈ (Ip/I2p )∗, ∀i = 1, . . . , n, sendo que
(v1p⊗ . . .⊗vnp )(f1⊗ . . .⊗fn) = v1p(f1) . . . vnp (fn). Como τ é uma seção infinitamente
diferenciável, τ̄ é um elemento de MDern(C∞(M)).
A associação τ 7→ τ̄ é claramente linear. Mostremos que é bijetora.
Para verificar a injetividade, basta ver que
τ̄(f1 ⊗ . . .⊗ fn) = 0 , ∀fi ∈ C∞(M), i = 1, . . . , n⇒
⇒ τ̄(f1 ⊗ . . .⊗ fn)(p) = 0 , ∀p ∈ M, ∀fi ∈ C∞(M), i = 1, . . . , n⇒
⇒ τp(f1 ⊗ . . .⊗ fn) = 0 , ∀p ∈ M, ∀fi ∈ C∞(M), i = 1, . . . , n⇒
⇒ τp = 0 , ∀p ∈ M ⇒
⇒ τ = 0
onde na penúltima passagem usamos o seguinte fato. Tomando uma carta local
(U,ϕ) em torno do ponto p, com ϕ(p) = 0 e fazendo xi = ti ◦ ϕ, com ti : Rm → R
a i-ésima projeção canônica2, podemos escrever






⊗ . . .⊗ ∂
∂xin
2Em acordo com as notações da seção 2.3.1.
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onde (i1, . . . , in) sob o śımbolo de somatório significa que a soma deve ser reali-
zada para cada ij, com j = 1, . . . , n, ij = 1, . . . ,m. Avaliando τp sucessivamente
em elementos da forma (xi1 ⊗ . . . ⊗ xin), vemos que ai1...in = 0, para quaisquer
combinações de ı́ndices ij.
Para verificar a sobrejetividade, considere D ∈ MDern(C∞(M)). Definamos
para cada p ∈ M, a aplicação linear τp : F⊗np → R dada por
τp(f1 ⊗ . . .⊗ fn) = D(f1 ⊗ . . .⊗ fn)(p), ∀f1 ⊗ . . .⊗ fn ∈ Fp
onde fi no lado esquerdo da igualdade denota o germe da função fi, escrita no
lado direito da igualdade. Até o final desta demonstração, denotaremos funções
e seus germes pelo mesmo śımbolo, para evitar uma notação desnecessariamente
carregada. Fica claro que o śımbolo se refere a um germe de funções ou a uma
função pelo domı́nio do operador sobre ele aplicado. Mostremos que τp está bem
definido. Tomemos fi, gi ∈ C∞(M), com i = 1, . . . , n, tais que fi ≡ gi em Fp,
para cada i = 1, . . . , n. Sejam Wi abertos de M em torno do ponto p tais que
fi|Wi = gi|Wi , i = 1, . . . , n. Tomemos uma carta local (V, ϕ) de M, tal que
ϕ(p) = 0. Fazendo U = V ∩W1 ∩ . . . ∩Wn, temos que (U,ϕ) ainda é uma carta
local de M em torno de p. Caso necessário, podemos restringir ϕ a uma vizinhança
ainda menor para que ϕ(U) seja um aberto convexo3 de Rm. Como fi e gi coincidem











, ∀j = 1, . . . ,m, ∀i = 1, . . . , n.
De ser D ∈MDern(C∞(M)), temos que
D(f1 ⊗ . . .⊗ fn) = D((f̃1 + f1(p))⊗ . . .⊗ (f̃n + fn(p))) = D(f̃1 ⊗ . . .⊗ f̃n)
3Isto é necessário para podermos tomar a fórmula de Taylor com resto integral.
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donde resulta




































































·D(xj1xl1 ⊗ . . .⊗ xjnxln)(p) = D(g̃1 ⊗ . . .⊗ g̃n)(p) =
= D(g1 ⊗ . . .⊗ gn)(p) = τp(g1 ⊗ . . .⊗ gn)
pois D(xj1xl1⊗ . . .⊗xjnxln)(p) = 0, para quaisquer combinações de ı́ndices (jk, lk).
Assim, τp é bem definida como aplicação linear de F⊗np a valores reais, para cada
p ∈ M. Além disso, temos que
τp(f1 ⊗ . . .⊗ figi ⊗ . . .⊗ fn) = D(f1 ⊗ . . .⊗ figi ⊗ . . .⊗ fn)(p) =
= gi(p)D(f1 ⊗ . . .⊗ fi ⊗ . . .⊗ fn)(p) + fi(p)D(f1 ⊗ . . .⊗ gi ⊗ . . .⊗ fn)(p) =
= gi(p)τp(f1 ⊗ . . .⊗ fi ⊗ . . .⊗ fn) + fi(p)τp(f1 ⊗ . . .⊗ gi ⊗ . . .⊗ fn)
em cada i-ésima entrada. Portanto τp é uma multiderivação de grau n no ponto p,
para cada p ∈ M. Construamos por fim a aplicação τ : M → T n0 (TM) dada por
τ(p) = τp. A aplicação τ é uma seção infinitamente diferenciável, pois para cada
p ∈ M
τ(p)(f1 ⊗ . . .⊗ fn) = τp(f1 ⊗ . . .⊗ fn) = D(f1 ⊗ . . .⊗ fn)(p)
e D(f1 ⊗ . . . ⊗ fn) ∈ C∞(M), quaisquer que sejam os elementos f1 ⊗ . . . ⊗ fn ∈
C∞(M).
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Segue que a associação proposta é um isomorfismo de R-espaços vetoriais entre
Γ(T n0 (TM)) e MDer
n(C∞(M)).
O teorema anterior revela que se M é uma variedade diferenciável de dimensão





D(xj1 ⊗ . . .⊗ xjn) ∂
∂xj1
⊗ . . .⊗ ∂
∂xjn
4.2 Derivações Compostas
Definição 4.2.1 (Derivação composta). Seja A uma K-álgebra associativa, comu-
tativa, com unidade. Chamamos espaço das derivações compostas, e denotamos
SDer(A), a sub-álgebra de (C1(A,A), ◦) gerada por Der(A). Ao conjunto dos
elementos D ∈ SDer(A) tais que podem ser escritos como combinação linear de
elementos do tipo X1◦ . . .◦Xr, com Xi ∈ Der(A), ∀i = 1, . . . , r, r ≤ n, denotamos
por SDern(A).4
Teorema 4.2.1. Se D ∈ SDern(A), então D é uma derivação de ordem menor
ou igual a n (definição 1.2.6).
Demonstração. Denotaremos o produto em A por justaposição. Procedamos por
indução em n. Claramente, se X ∈ Der(A), então X é uma derivação de ordem
menor ou igual a 1. Suponha que D ∈ SDern(A) e que a proposição está provada
para n − 1. Por linearidade, basta considerar D da forma D = D̃ ◦ Xn, onde
D̃ ∈ SDern−1(A) e Xn ∈ Der(A). Pela hipótese de indução e pelo fato de que
SDerr−1(A) ⊂ SDerr(A) para todo r ≥ 1, basta considerar o termo de maior grau
de D̃, ou seja, termos do tipo X1 ◦ . . . ◦Xn−1. Para mostrar que (X1 ◦ . . . ◦Xn) é
operador diferencial de ordem menor ou igual a n, dado a ∈ A, devemos mostrar
que o operador ∆a, dado por
∆a(b) = (X1 ◦ . . . ◦Xn)(ab)− a(X1 ◦ . . . ◦Xn)(b)
4Note que SDer(A) não pode ser escrito como soma direta dos espaços SDern(A). No entanto,
temos que SDerr(A) ⊂ SDern(A), sempre que r ≤ n. Isto define uma filtração na álgebra
SDer(A).
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para todo b ∈ A, é operador diferencial de ordem menor ou igual a n − 1. Temos
que
∆a(b)(X1 ◦ . . . ◦Xn)(ab)− a(X1 ◦ . . . ◦Xn)(b) =
= (X1 ◦ . . . ◦Xn)(a) · b+
n∑
i=1








XÎk(a)XIk(b) + . . .+
n∑
i=1
Xi(a)(X1 ◦ . . . ◦ X̂i ◦ . . . ◦Xn)(b)
onde Ik representa um conjunto de ı́ndices, subconjunto de {1, . . . , n}, com exata-
mente k elementos {i1, . . . , ik}, tais que i1 < . . . < ik, XÎk representa a composta
X1◦ . . .◦X̂ij ◦ . . .◦Xn na qual estão ausentes todos os elementos Xi1 , . . . , Xik , nesta
ordem, e XIk representa a composta Xi1 ◦ . . . ◦ Xik . Temos então que ∆a é um
operador que age em b apenas com compostas de no máximo n − 1 fatores. Logo
∆a ∈ SDern−1(A), que por hipótese é um operador diferencial de ordem menor ou
igual a n− 1, para todo a ∈ A. Logo D é operador diferencial de ordem menor ou
igual a n. Ao considerar operadores do tipo D̃ ◦X, com X ∈ Der(A), claramente
D̃(X(α)) = 0, para todo α ∈ K (devidamente identificado como elemento de A).
Portanto D é uma derivação de ordem menor ou igual a n.
Teorema 4.2.2. Seja M uma variedade diferenciável de dimensão m. Se D é uma
derivação de ordem menor ou igual a r em C∞(M), então D ∈ SDerr(C∞(M)).
Demonstração. Procedamos por indução. Se D é uma derivação de ordem menor
ou igual a 1, então D ∈ Der(C∞(M)) e portanto D ∈ SDer1(C∞(M)). Suponha
o resultado válido para r− 1. Seja D uma derivação de ordem menor ou igual a r
em C∞(M). Então D pode ser associada a um elemento D ∈ Γ(Jr(M)), segundo o
teorema 2.5.1. Para cada p ∈ M, definamos a transformação linear Φr,p : Ip/Ir+1p →
Ip/I
r
p que associa a classe do germe de uma função f em Ip/I
r+1
p à sua classe em
Ip/I
r
p . Isto é bem definido, pois I
r+1
p ⊂ Irp e é uma projeção, pois pela fórmula
de Taylor, se f tem um representante em Ip/I
r
p , então admite um representante
em Ip/I
r+1
p tal que [f ]r = Φr,p([f ]r+1). Notemos que se f ∈ Irp mod Ir+1p , então
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Φr,p(f) = 0 e, por outro lado, se Φr,p(f) = 0, então f ∈ Irp mod Ir+1p . Logo,
Ker(Φr,p) ≈VecR Irp/Ir+1p . Temos, naturalmente, Ip/Ir+1p ≈VecR Ip/Irp ⊕ Irp/Ir+1p .




p → Jrp , dada por
(Φ∗r,p(u))(f) = u(Φr,p(f))
lembrando que Jrp = (Ip/I
r+1
p )
∗. Φ∗r,p é injetora. Isto segue do fato de ser dual a
uma aplicação linear sobrejetora entre espaços vetoriais, pois se u ∈ Jr−1p é tal que
Φ∗r,p(u) = 0, então (Φ
∗
r,p(u))(f) = 0 para toda f ∈ Ip/Ir+1p e disto, u(Φr,p(f)) = 0
para toda f ∈ Ip/Ir+1p . Como Φr,p é sobrejetora, dada g ∈ Ip/Irp , existe f ∈ Ip/Ir+1p
tal que g = Φr,p(f). Assim, u(g) = 0 para toda g ∈ Ip/Irp e portanto u = 0.
A aplicação Φ∗r : J
r−1(M) → Jr(M) tal que Φ∗r(ξ) = Φ∗r,π(ξ)(ξ) é um morfismo
de fibrados vetoriais diferenciáveis. Temos que Φ∗r é linear em fibras e as preserva






ξ(xi1 . . . xik)
∂k
∂xi1 . . . ∂xik






ξ(yi1 . . . yik)
∂k
∂yi1 . . . ∂yik
pois os termos de ordem r não pertencem à imagem de Φ∗r. Como as cartas em
Jr−1(M) e Jr(M) são cartas fibradas, existe um difeomorfismo que leva a expressão
de ξ em termos das coordenadas yi e suas derivadas, na expressão de ξ em termos
das coordenadas xi e suas derivadas. Da coincidência destas expressões, segue que
Φ∗r é infinitamente diferenciável.
Dado p ∈ M, pela hipótese de indução e pela inclusão acima, basta considerar
derivações de ordem menor ou igual a r que em uma vizinhança de p tenham apenas
termos de ordem r. Sejam η uma tal derivação e (U, x1, . . . , xm) uma carta local
de M em torno de p na qual isto ocorra. De ser η derivação de ordem menor ou
igual a r, temos que
η(xi1 . . . xir) = ∆ir(x
i1 . . . xir−1) + xirη(xi1 . . . xir−1)
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com ∆ir operador diferencial de ordem menor ou igual a r−1. Da escolha da carta
local, temos que η(xi1 . . . xir−1) = 0, pois η possui apenas termos de ordem igual a
r. Portanto
η(xi1 . . . xir) = ∆ir(x
i1 . . . xir−1)
e disto decorre que ∆ir é derivação de ordem menor ou igual a r − 1. Podemos






η(xi1 . . . xir−1xk)
r!
∂r








i1 . . . xir−1)
r!
∂r−1












Do fato de ∆k ser derivação de ordem menor ou igual a r−1, a hipótese de indução
nos permite escrever
∆k = vk ◦ uk
onde vk é um campo vetorial e uk é uma derivação de ordem menor ou igual a
r − 2, ambos definidos em U .





























é composta de derivações, é uma derivação, de ordem menor





com vk ∈ Γ(J1(U)) e wk ∈ Γ(Jr−1(U)), para cada k = 1, . . . ,m. Para não sobre-
carregar a notação, denotemos isto por η = v ◦ u.
Sejam {Uα} uma cobertura localmente finita de M e {ρα} uma partição da
unidade subordinada a tal cobertura. Para cada ı́ndice α, podemos encontrar vα e
uα como acima, tais que
η = vα ◦ uα
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α ραvα(ρβ). Note que θ está bem definido, pois se ρβ tem suporte
em Uβ, suas derivadas também têm suporte em Uβ e então, dado p ∈ M, γβ(p)
é não nula apenas para um número finito de ı́ndices β. Temos ainda que, dada
f ∈ C∞(M),
ρλvλ(ρνuν(f)) = ρλρνvλ(uν(f)) + ρλvλ(ρν)uν(f)
donde
ρλρνη(f) = ρλvλ(ρνuν(f))− ρλvλ(ρν)uν(f)
pois se Uλ ∩ Uν = ∅, então ou ρλ ou ρν é nula, donde ρλρνvλ ◦ uν = ρλρνη, e se
























= (ζ ◦ ξ)(f)− θ(f)
Da hipótese de indução, ξ, θ ∈ Γ(Jr−1(M) podem ser associados a elementos
de SDerr−1(C∞(M)), donde η ∈ SDerr(C∞(M)). Como um elemento arbitrário
de D ∈ Γ(Jr(M) é combinação linear de elementos em Γ(Jr−1(M) e elementos de
ordem r, segue que
D ∈ SDerr(C∞(M))
4.3 Operadores Polidiferenciais
Definição 4.3.1 (Poliderivações de uma álgebra). Seja A uma K-álgebra comu-
tativa, associativa, com unidade. Uma poliderivação de uma álgebra A é um ele-
mento do espaço Dpoli(A), definido como a sub-álgebra de (C
•(A,A),^) gerada
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por SDer(A). Denotamos Dnpoli(A) = Dpoli(A) ∩ Cn(A,A). Denotaremos também
por Dn,rpoli(A) o espaço das poliderivações de grau n e ordem menor ou igual a r, ou
seja, elementos de Cn(A,A) que sejam poliderivações geradas por SDerr(A).
Teorema 4.3.1. (Dpoli(A), δH) é sub-complexo filtrado de (C
•(A,A), δH).
Demonstração. Para descarregar a notação, denotaremos o produto da álgebra A
com um ponto. Tomemos um elemento D ∈ Dn,rpoli(A). Então D é combinação
linear de elementos do tipo D1 ^ . . . ^ Dn, com Di ∈ SDerr(A), para todo
i = 1, . . . , n. Note porém que, se Di ∈ SDerr(A), então é combinação linear de
elementos do tipo X i1 ◦ . . . ◦X ij, j ≤ r, com X ij ∈ Der(A), para todo i = 1, . . . , n,
para todo j ≤ r. Então, se a, b ∈ A
δH(X
i
1 ◦ . . . ◦X ij)(a⊗ b) =









onde Ik denota um conjunto de ı́ndices, subconjunto de {1, . . . , j}, com exatamente
k elementos l1, . . . , lk tais que l1 < . . . < lk, para k ≤ j, X iÎk denota a composta
X i1 ◦ . . . ◦ X̂ ils ◦ . . . ◦X
i
j, na qual estão ausentes todos os elementos X
i
ls
, ls ∈ Ik, em
ordem, e X iIk denota a composta X
i
l1
◦ . . . ◦X ilk nesta ordem.
Assim, δH(X
i
1 ◦ . . . ◦X ij) ∈ D
2,j−1
poli (A). Como δH é uma derivação de grau 1 de
(C•(A,A),^), segue que
δH(D1 ^ . . . ^ Dn) =
n∑
i=1
(−1)i+1D1 ^ . . . ^ δH(Di) ^ . . . ^ Dn (4.3)
Por linearidade, D ∈ Dn,rpoli(A), resulta δH(D) ∈ D
n+1,r
poli (A). Isto mostra que
(Dpoli(A), δH) é subcomplexo de (C
•(A,A), δH) e ainda, filtrado pela ordem da
derivação.
Definição 4.3.2 (Alternador em Dn,rpoli(A)). Se A é uma K-álgebra associativa,
comutativa, com unidade e o corpo K tem caracteŕıstica zero, definimos para n ≥ 1,
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a aplicação linear Alt : Dn,rpoli(A) → D
n,r
poli(A) dada em elementos decompońıveis por





ε(σ)Dσ(1) ^ . . . ^ Dσ(n)
onde σ denota uma permutação de Sn, o conjunto de todas as permutações de n
elementos, e ε(σ) denota o sinal da permutação.
Proposição 4.3.1. Seja D ∈ Dn,rpoli(C∞(M)) tal que D é fechado pelo diferencial
de Hochschild. Então existem uma cocadeia E ∈ Dn−1,r+1poli (C∞(M)) e um elemento
η ∈MDern(C∞(M)) alternado, tais que
D = δH(E) + η (4.4)
A demonstração desta proposição é deixada para o apêndice A.
Notação 4.3.1. Seja A uma K-álgebra associativa, comutativa, com unidade. De-
notaremos por D(A) = A ⊕ Dpoli(A). Note que (D(A), δH) é sub-complexo do
complexo de Hochschild (C•(A,A), δH).
Teorema 4.3.2 (O teorema de Hochschild-Kostant-Rosemberg para variedades
diferenciáveis5). Seja M uma variedade diferenciável de dimensão m. Os com-
plexos (D(C∞(M)), δH) e (Ω•(M), d), onde d : Ω•(M) → Ω•(M) é o diferencial
identicamente nulo, são quase-isomorfos.
Demonstração. Seja Alt(MDern(C∞(M))) a imagem do alternador em
MDern(C∞(M)) = Dn,1poli(C
∞(M)). Definamos a aplicação linear ψ : Ωn(M) →
Alt(MDern(C∞(M))) dada em elementos decompońıveis por
ψ(X1 ∧ . . . ∧Xn) = Alt(X1 ^ . . . ^ Xn)
para n ≥ 1. Note que ψ preserva fibras. Vejamos que ψ é injetora. Seja η ∈ Ωn(M)
tal que ψ(η) = 0. Em cada ponto p ∈ M, ηp se escreve como combinação linear de
elementos de uma base para Λp(TpM), que são do tipo Xi1p ∧ . . . ∧Xinp. Porém
ψ(Xi1p ∧ . . . ∧Xinp) = Alt(Xi1p ^ . . . ^ Xinp) = Alt(Xi1p ⊗ . . .⊗Xinp) =
= Xi1p ∧ . . . ∧Xinp
5Esta demonstração segue a técnica exposta em [3]
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pois em cada ponto o produto ^ coincide com o produto tensorial, dado que
cada Xip pode ser encarado como um funcional linear. Portanto, ψ(η) = 0 re-
sulta em ηp = 0 para todo ponto p, logo η = 0. Vejamos que ψ é sobrejetora.





ε(σ)Xσ(1) ^ . . . ^ Xσ(n). Tomamos então η ∈ Ωn(M) como X1 ∧ . . .∧Xn.
Segue que





ε(σ)Xσ(1) ^ . . . ^ Xσ(n)
Por linearidade, ψ(η) = N . Assim, podemos associar elementos alternados em
MDern(C∞(M)) a campos de n-vetores de maneira biuńıvoca. A partir de agora,
não faremos mais distinção entre tais elementos. Chamemos Jn a famı́lia de
aplicações que tomam cocadeias D ∈ Dn,rpoli(C∞(M)) e as levam em Jn(D) =
Alt(D), para n ≥ 1 e J0 a identidade em C∞(M). Como C∞(M) é comutativa, δH
é identicamente nulo em C∞(M). Logo, J1 ◦ δH = d ◦ J0. Seja D um n-cobordo,
n > 1. Então existe E, uma (n− 1)-cocadeia tal que D = δH(E). As fórmulas 4.2
e 4.3 nos mostram que δH(E) é combinação linear de termos que são simétricos
em duas entradas, logo só pode ser Alt(δH(E)) = 0. Segue que Jn ◦ δH = d ◦ Jn−1,
pois d é identicamente nulo. Assim, cada Jn induz um morfismo em cohomologia
J∗n : H
n(D(C∞(M))) → Hn(Ωn(M)).
Do fato de (Ωn(M), d) ser dotado do diferencial identicamente nulo, temos que
Hn(Ωn(M)) é isomorfo como R-espaço vetorial a Ωn(M), para todo n ≥ 0.
Claramente, J∗0 é isomorfismo. Seja D um n-cociclo, n ≥ 1. Da proposição
4.3.1 temos que D = δH(E) + η, para E uma (n− 1)-cocadeia e η ∈ Ωn(M). Disto
decorre que se θ ∈ Hn(Dpoli(C∞(M))), cujo representante em Dpoli(C∞(M)) é D,
D pode ser escrito como D = δH(E) + η e então
J∗n(θ) = [Jn(D)] = [Jn(δH(E) + η)] = [η] = η
Temos que J∗n é injetora. De fato, se θ é tal que J
∗
n(θ) = 0, então [Jn(D)] = 0,
e portanto Jn(δH(E) + η) = Jn(η) = 0 resultando em η = 0, pois Jn(η) = η.
Logo, D = δH(E) e então θ é a classe nula. J
∗
n é sobrejetora. Para verificar
isto, basta notar que Ωn(M) é isomorfo a Alt(MDer
n(C∞(M))), que está contido
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em MDern(C∞(M)) que por sua vez está contido em Dn,rpoli(C
∞(M)), para todo
r ≥ 1. Então, dado η ∈ Ωn(M), o associamos a η ∈ Dn,rpoli(C∞(M)). Mas pelo
teorema 4.1.1, η é um n-cociclo. Assim, Jn(η) = η. Note ainda que, do fato de
ser η alternado e tendo em vista as fórmulas 4.2 e 4.3, η não pode ser um cobordo
e portanto a classe de η em Hn(Dpoli(C
∞(M))) é não nula. Segue que J∗n é um
isomorfismo em cohomologia para todo n e assim (D(C∞(M)), δH) e (Ω•(M), d)
são quase-isomorfos.
4.4 Eṕılogo
É posśıvel mostrar que para uma R-álgebra associativa, comutativa, com unidade
A, D(A) é fechado para o colchete de Gerstenhaber. É sabido que
(C•(A,A), [ , ]G), onde [ , ]G denota o colchete de Gerstenhaber, é uma super-
álgebra de Lie (com grau reduzido). Definindo o diferencial δ : C•(A,A) →
C•+1(A,A) como a aplicação linear que, para f ∈ Cm(A,A), é dada por δ(f) =
(−1)m−1δH(f) e adicionando-se isto à proposição 4.1.3, da identidade de Jacobi
segue que δ é uma derivação de grau 1 da super-álgebra de Lie (C•(A,A), [ , ]G).
Uma super-álgebra de Lie é dita super-álgebra de Lie diferencial, quando existe
uma derivação de grau 1 d da super-álgebra de Lie que é também um diferencial,
ou seja, d2 = 0. Assim, (C•(A,A), [ , ]G, δ) é uma super-álgebra de Lie diferencial
[6]. Além do mais, o colchete de Gerstenhaber é uma derivação de grau -1 com
relação ao produto ^.
Por outro lado, se M é uma variedade diferenciável, [ , ]NS o colchete de
Nijenhuis-Schouten em Ω•(M), é o único colchete para o qual Ω•(M) adquire estru-
tura de super-álgebra de Lie e ainda é uma derivação de grau -1 com relação ao pro-
duto ∧. Ao tomar o diferencial nulo d = 0 em Ω•(M), temos que (Ω•(M), [ , ]NS, d)
é uma super-álgebra de Lie diferencial. O teorema 4.3.2 permite relacionar, em
cohomologia, as super-álgebras de Lie diferenciais (D(C∞(M)), [ , ]G, δ) e
(Ω•(M), [ , ]NS, d). Notemos que o colchete de Gerstenhaber induzido [ , ]Ḡ torna
(H•(D(C∞(M))), [ , ]Ḡ) uma super-álgebra de Lie, o diferencial induzido δ̄ é uma
derivação de grau 1 desta super-álgebra de Lie e [ , ]Ḡ é uma derivação de grau -1
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com relação ao produto ∧, que é o produto induzido de ^ em cohomologia. Então
[ , ]Ḡ é o colchete de Nijenhuis-Schouten em Ω•(M).
A relação entre as super-álgebras de Lie acima citadas, motiva o estudo das
relações entre modelos geométricos e estruturas algébricas. Uma variedade de
Poisson, por exemplo, possui uma estrutura algébrica, o colchete de Poisson, que
permite expressar equações de evolução em sistemas hamiltonianos. Podemos as-
sociar a tal colchete um tensor de Poisson B, que deve satisfazer [B,B]NS = 0.
Disto inferimos que as propriedades do colchete de Gerstenhaber na cohomologia
de Hochschild dos operadores polidiferenciais nos fornece informações sobre as pro-
priedades de campos de polivetores sobre uma variedade diferenciável, que por sua
vez se relacionam com a dinâmica presente em tal variedade, como por exemplo,
se tal variedade possui ou não estrutura de Poisson, uma vez escolhido um campo
de bivetores.
Um dos posśıveis desdobramentos desta relação é o estudo de álgebras não co-
mutativas a partir de modelos geométricos não comutativos, através de deformações
de álgebras associativas e comutativas, como feito em [4]. Tal relação também é
central no estudo de quantização de variedades de Poisson, por deformação da
álgebra de Poisson associada, como mostra [12].
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Apêndice A
O objetivo desta seção é demonstrar a proposição 4.3.1. Tal proposição permite es-
crever um cociclo do complexo de Hochschild das poliderivações da álgebra C∞(M),
das funções infinitamente diferenciáveis sobre uma variedade diferenciável M, como
soma de um cobordo e uma multiderivação alternada. Em outras palavras, todo
cociclo é coomólogo a uma multiderivação alternada. A demonstração1 será prece-
dida de duas proposições auxiliares. De agora em diante, A denotará a R-álgebra
C∞(M). O produto em A será denotado por justaposição. MDer(A) é o espaço
das multiderivações em A, Dpoli(A) é o espaço das poliderivações em A e δH denota
o diferencial de Hochschild.
Lema A.0.1. Seja C ∈ MDern(A). Então existem E ∈ Dn−1,2poli (A) e ω ∈
Alt(MDern(A)) tais que
C = δH(E) + ω
Demonstração. Para n = 1 o resultado é trivial. Seja C ∈MDern(A), com n ≥ 2.
Então C é combinação linear de elementos do tipo
X1 ^ . . . ^ Xn
com Xi ∈ Der(A) para cada i = 1, . . . , n. Para cada i = 1, . . . , n − 1, seja
Φi : MDer
n(A) → Dn−1,2poli (A), dada em elementos decompońıveis por
Φi(X1 ^ . . . ^ Xn) = (−1)i(X1 ^ . . . ^ (Xi ◦Xi+1) ^ . . . ^ Xn)
1Esta demonstração segue o que foi feito em [11]
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e estendida por linearidade. Segue das propriedades de δH que
δH(Φi(X1 ^ . . . ^ Xn)) = −(X1 ^ . . . ^ δH(Xi ◦Xi+1) ^ . . . ^ Xn) =
= X1 ^ . . . ^ Xi ^ Xi+1 ^ . . . ^ Xn +X1 ^ . . . ^ Xi+1 ^ Xi ^ . . . ^ Xn
Denotando por τi a troca de elementos nas posições consecutivas i e i+1, podemos
escrever
δH(Φi(X1 ^ . . . ^ Xn)) = X1 ^ . . . ^ Xn + τiX1 ^ . . . ^ Xn
que, por linearidade, resulta em
δH(ΦiC) = C + τiC
Então, para transposições consecutivas τi e τj, vale
δH(Φi(τjC)− ΦjC) = δH(Φi(τjC))− δH(ΦjC) =
= τjC + τi · τjC − C − τjC =
= τi · τjC − C
Seja σ uma permutação de {1, . . . , n}, ou seja, σ ∈ Sn. Então σ pode ser escrita
como composta de um número finito de transposições consecutivas. Escrevamos
σ = τi1 · · · τik . Definamos a aplicação Φσ, constrúıda a partir desta permutação,
por




(−1)l+1Φil(τil+1 · · · τikC)




(−1)l+1(τil+1 · · · τikC + τil · · · τikC) = σ · C + (−1)k+1C
Denotando o sinal da permutação σ por ε(σ), ficamos com
ε(σ)δH(Φσ(C)) = ε(σ)σ · C − C
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Tomando
















(ε(σ)σ · C − C) =












Lema A.0.2. Sejam M = Rm e C ∈ Dn,rpoli(A) tal que δHC = 0. Então existem
E ∈ Dn−1,r+1poli (A) e ω ∈ Alt(MDern(A)) tais que
C = δH(E) + ω
Demonstração. Procedamos por indução no grau da derivação. Se C tem grau 1,
então δH(C) = 0 significa que
C(ab) = C(a)b+ aC(b)
ou seja, C ∈ Der(A) donde podemos tomar E = 0 e ω = C. Suponha o resultado







^ DI1 + C̃
onde I1 = (i1, . . . , ir) é um multi-́ındice que denota quais derivadas parciais compõem
o operador diferencial, |I1| denota a ordem do multi-́ındice (quantos elementos pos-
sui) e C̃ é a parte de C com ordem menor que r no primeiro argumento. Não há
prejúızo à argumentação ao supor |I1| = r.
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^ δHDI1 + C
′ = 0
onde C ′ contém os termos de δHC cujas ordens de derivação na primeira entrada
são inferiores a r. Assim, C é um n-cociclo no qual os coeficientes de maior ordem
na primeira entrada constituem (n−1)-cociclos. Da hipótese de indução, podemos
escrever DI1 = δH(EI1) + FI1 , com EI1 ∈ D
n−2,r+1























que também é um cociclo. Chamando









vemos que H possui apenas termos de ordem estritamente menor do que r na
primeira entrada. Nossa intenção é mostrar que é posśıvel escrever C como soma
de um cobordo e de um elemento cuja ordem de derivação na primeira entrada é
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onde Ī1 denota o multi-́ındice que surge da redução de I1 em uma ordem e os
colchetes {} denotam os ı́ndices que são simétricos, ambos efeitos devidos à ação
do diferencial de Hochschild. Os demais termos de H não nos fornecem informação
para nossos propósitos. Tomando todas as permutações nas últimas n entradas,
alternando e somando, ficamos com∑
σ∈Sn
ε(σ)RĪ1,σ(i1),...,σ(in) = 0





onde (I1, is) denota o multi-́ındice Ī1 acrescido do ı́ndice is e îs denota a ausência












onde (I1; îr) denota o multi-́ındice obtido ao retirar-se ir de I1, temos que
n∑
s=2
(−1)sK(I1,is),i2,...,̂is,...,in = (r + n− 1)RI1,i2,...,in
Entretanto, é posśıvel escrever
n∑
s=2




(−1)t(n+ 1− t)(KI1,it,i2,...,̂it,...,in +KI1,it−1,i2,...,̂it−1,...,in)
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e simétricos. Portanto é posśıvel construir um elemento K tal que δHK envolva
todos os termos de R, sem que adicione termos de ordem maior ou igual a r. Isso
mostra que existe uma cocadeia G′ tal que C − δH(G′) tem derivadas parciais de
ordem estritamente menor do que r na primeira entrada. Iterando este procedi-
mento se necessário, é posśıvel construir uma cocadeia G tal que C ′ = C−δHG é de






onde Xi ∈ Der(A). Pelo mesmo argumento utilizado no ińıcio desta demonstração,
δHC = 0 fornece δHDi = 0, e a hipótese de indução novamente nos dá Di =





Xi ^ Di =
∑
i
Xi ^ δHEi +
∑
i















(Bi −Xi ^ Ei)
)
+ ω
Temos então o seguinte
Teorema A.0.1. Seja M uma variedade diferenciável. Se C ∈ Dn,rpoli(A) é um
cociclo, então existem E ∈ Dn−1,r+1poli (A) e ω ∈MDern(A) tais que
C = δHE + ω
Demonstração. Seja C um n-cociclo. Tomemos uma cobertura aberta de {Uα} de






com cada ραC um cociclo com suporte em Uα. O lema anterior garante que, para
cada α, existem Eα e ωα tais que
ραC = δHEα + ωα










são objetos bem definidos, E ∈ Dn−1,r+1poli (A), ω é anti-simétrico e pertencente a
MDern(A), tais que
C = δHE + ω
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