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Summary
The use of 3D models in many multimedia applications is becoming widespread. In 
many of these applications, 3D models are often transmitted over communication net­
works which degrade the quality of the models. This thesis investigates error control 
strategies for the transmission of progressively compressed 3D models over error-prone 
wireless channels.
In the first part of the thesis, the use of product channel codes for protecting the com­
pressed 3D model bitstream is considered. In the scheme proposed therein, bit alloca­
tion between source and parity bits is done in a joint source-channel coding framework.
Next, the use of power control for the protection of 3D models against channel errors 
is investigated. Taking the importance of the various levels of the compressed bistream 
into account, an unequal power allocation scheme is proposed. The proposed scheme 
allocates unequal amounts of transmit power levels to the various levels of the com­
pressed bitstream in such a manner that the expected distortion in the decoded 3D 
model is minimized.
Finally, the problem of transmitting 3D models over wireless networks with feedback 
channels is addressed. For this scenario, an error control system which combines a 
hybrid automatic repeat request scheme with a forward error correction scheme is pro­
posed. With the proposed system, the base mesh is always delivered, thus guaranteeing 
a minimum quality of service for 3D model transmission.
The effectiveness of the proposed schemes is demonstrated through simulations, which 
are assessed with the use of objective and subjective performance measures.
K ey words; 3D Model Transmission, Error Control, Wireless Channels.
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Chapter 1
Introduction
1.1 Pream ble
The growth of the Internet has led to the emergence of new data types for the exchange 
of information over the net. In addition to traditional multimedia formats like video, 
still picture, voice and text, the exchange of three-dimensional (3D) graphic models 
over the web is becoming increasingly popular. This popularity could be attributed 
to the wide availability of 3D data sets resulting from activities ranging from medical 
imaging and geological data on one hand, to entertainment and manufacturing on 
the other hand: 3D models provide an effective visualization and interaction medium 
for accessing and manipulating these data. Consequently, 3D models are becoming 
widely used in many applications including computer gaming, special effects in movies, 
engineering design, virtual reality, e-commerce and scientific visualization.
To achieve a high sense of realism in these applications, complex 3D models are often 
required in order to depict a true representation of the data being represented. These 
complex 3D models, which are often produced from modeling software and 3D laser 
scanning, invariably require a huge amount of storage space and/or bandwidth in their 
raw data format. This is because 3D models are typically represented as polygonal 
meshes: and complex meshes contain millions of polygons which in turn require a very 
large storage or bandwidth for transmission. Efficient compression algorithms have been 
developed in the last decade to reduce the size of 3D models for efficient storage and
1.1. Preamble
transmission over networks. In recent times, progressive compression schemes, which 
produce a scalable bitstream, have attracted widespread interest for the transmission of 
3D models. One reason for this is that they make it possible for a single source encoder 
to meet the demands of several clients, having different bandwidth and rendering power 
capabilities, from a single scalable bitstream: thus saving network bandwidth.
Alongside the evolution of efficient multimedia source coding techniques, the emer­
gence of high bit rate wireless networks has been a major driving force towards the 
rapid growth of wireless multimedia applications. Modern wireless networks like the 
third generation Universal Mobile Telecommunication Service (UMTS) [1], the IEEE
802.11 Wireless Local Area Network (WLAN) [2] and the fourth generation IEEE 802.16 
Worldwide Interoperabilty for Microwave Access (WIMAX) [3] have very high trans­
mission rates, making them suitable for the transmission of multimedia data. However, 
compared to wire-line links, the wireless channel is much noisier due to fading, multi- 
path propagation and shadowing. Accordingly, wireless channels suffer from high Bit 
Error Rates (BER), resulting in degradation in the quality of the received data. Pro­
gressively compressed mesh bitstreams are particularly sensitive to channel errors due 
to the entropy coding used, as well as the dependencies that exist between the vari­
ous levels of the bitstream. Thus, one major challenge to efficient wireless 3D model 
transmission is how to reliably transmit models over the highly error-prone wireless 
channel.
Currently, most 3D data are exchanged over the Internet from desktops or workstations 
in offices and residences. However, the trend in communications over the years has been 
towards accessing and exchanging information at any time, without regard to location 
or mobility. This has led to the rapid growth of the mobile wireless market and the 
emergence of wireless hotspots in many cities. As the storage, processing and graphics 
handling capabilities of mobile terminal equipment (laptop computers, PDAs, mobile 
phones e.tc.) improve, it is envisaged that there would be an increase in 3D model 
traffic over wireless networks.
While a lot of work has been done in the area of developing efficient 3D model com­
pression algorithms, relatively little work has been done on the robust transmission of
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3D models. In particular, not much work exists in the literature on robust 3D model 
transmission over error-prone wireless channels. The objective of this thesis, therefore, 
is to investigate and develop schemes for the robust transmission of progressively com­
pressed 3D models over wireless channels. The constraints imposed on the objective 
highlighted above, by application scenarios considered in the thesis, are discussed in 
the following section.
1,2 Scope of T hesis
As earlier mentioned, 3D models are presently used in many applications. Many of these 
are interactive applications where the models have real-time constraints. Navigation 
of a virtual environment is a typical example of such interactive applications. While 
navigating a virtual environment, the 3D scenes need to be constantly updated in 
response to a user’s commands. This has to be done in real-time in order to ensure a 
smooth navigation experience. In another class of applications, the real-time constraints 
can be relaxed a bit. An example of this class of application may be the downloading, 
from an office server, of the 3D schematic of a component by a technician to enable 
him effect repairs in the field. This thesis is focused on developing robust transmission 
schemes for these delay-sensitive applications.
The approach adopted in this thesis draws its origin from the vast body of literature 
relating to the transmission of still images and video over error-prone channels. In gen­
eral, most multimedia codecs employ error-resilient tools at the source encoders in order 
to protect the transmitted data from channel errors. At the decoder, error-concealment 
schemes are also used to estimate the corrupted data through interpolation, thereby 
improving the decoded data quality. However, in the harsh operating conditions typical 
in wireless channels, additional error protection measures are often employed for reli­
able multimedia transmission. Such measures, which include Forward Error Correction 
(FEC), power control and Automatic Repeat Request (ARQ), have proved effective 
error control techniques for wireless multimedia applications.
In this thesis, the use of FEC, power control and ARQ for the robust transmission of 
3D models is investigated. The 3D models are encoded into a base mesh and several
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refinement levels with a progressive compression algorithm . The aforementioned error- 
control measures are then employed to protect the compressed bitstream, subject to 
a bit budget constraint, in order to satisfy real-time constraints. In the thesis, it is 
assumed that the bit budget is determined by a higher level controller.
FEC is often employed to provide some measure of reliability for delay-sensitive appli­
cations which require data to be delivered within a bounded delay. In the first part 
of the thesis, the use of FEC, based on product channel codes, which have proved 
effective in combating the burst errors that exist in wireless channels is investigated. 
Thereafter, the use of power control for 3D model transmission is investigated. An in­
crease in transmit power reduces the BER in wireless channels, thereby resulting in an 
improved signal quality. The various levels of the 3D model compressed bitstream vary 
in importance in their contribution to the overall decoded model quality. Thus in our 
schemes, different levels of FEC and transmit power levels are used to achieve Unequal 
Error Protection (UEP) of the mesh levels. To avoid the unbounded delay associated 
with conventional ARQ, a novel Hybrid ARQ (HARQ) and FEC error control system 
which protects the base mesh with a delay-sensitive type II HARQ scheme and the 
refinement levels with FEC, is proposed. Using this system, the base mesh is always 
correctly received, thereby guaranteeing a minimum Quality of Service (QoS) for 3D 
model transmission.
Simulation results using the above techniques reveal their effectiveness for the robust 
transmission of 3D models. While some work has been done in the area of the robust 
transmission of 3D models - as will be presented in Chapter 2 - none has specifically 
addressed the issues of transmitting progressively compressed mesh bitstreams across 
wireless networks. To the best of the author’s knowledge, the use of the above-described 
techniques for progressively compressed 3D model transmission have not yet been re­
ported in the literature.
1.3. Contributions
1.3 C ontributions
The main contributions of this thesis include the following:
1. An unequal error protection scheme based on product channel codes for progres­
sively compressed 3D model bitstreams.
2. An unequal power allocation algorithm for 3D model transmission.
3. A novel HARQ and FEC error control system which guarantees a minimum QoS 
for 3D model transmission.
4. A detailed investigation, through simulations, on the robust transmission of 3D 
models over simulated wireless channels.
Some publications have been produced as a result of the research conducted. These are 
listed in Appendix A. In addition, a journal article and a conference paper are currently 
being prepared for submission.
1.4 Structure o f T hesis
Chapter 1 provides an introduction to the thesis, and presents the rationale behind the 
research work undertaken. The remainder of the thesis is organized as follows.
Chapter 2 presents the necessary background information on issues relating to the 
coding and transmission of 3D models. The chapter starts with a discussion on the 
representation of 3D models as triangular meshes. Then, an introduction of mesh 
compression techniques is given. Thereafter, the current state of the art on the robust 
transmission of 3D models is presented. The chapter is concluded with a discussion on 
the objective quality metric used in the thesis
Chapter 3 investigates the use of product channel codes for 3D model transmission. 
The algorithm developed is based on a distortion model which takes into account the 
effect of channel errors on the compressed mesh data. Bit allocation between the source 
and channel coders is done using a joint source-channel coding framework.
1.4. Structure of Thesis
Chapter 4 studies the use of power control for 3D model transmission. An unequal 
power allocation scheme based on genetic algorithms - a stochastic search method - is 
proposed.
In Chapter 5, an HARQ and FEC error control system for progressively compressed 
3D model bitstreams is proposed. Subject to a bit budget constraint, the transmission 
scheme ensures that the base mesh is always correctly received thereby guaranteeing a 
minimum QoS for 3D model transmission.
Finally, Chapter 6 contains conclusions and an outline of future research directions.
Chapter 2
3D M odel Com pression and 
Transmission
2.1 Introduction
This chapter presents an overview of coding and transmission of 3D models. First, 
the representation of 3D models as polygonal meshes is discussed in Section 2.2. Next, 
strategies adopted in the efficient coding of 3D models are presented in Section 2.3. The 
codecs used in our work are described in Section 2.4, while prior art on the the robust 
transmission of 3D models is presented in Section 2.5. This is followed in Section 2.6 
by a brief discussion on the distortion metric used in the thesis. Finally, we conclude 
the chapter in Section 2.7.
2.2 3D M odel R epresentation
Among the various ways of representing 3D models, polygonal meshes are the de facto 
standard for viewing and exchanging 3D data sets [4], While any polygonal mesh can 
be used for representing 3D models, the triangle mesh is the most popular means of 
representing 3D models. This is because most graphic systems, e.g. OpenGL and 
Java 3D, are optimized for rendering triangle meshes. Furthermore, all non-triangular
polygons can be re-triangulated prior to any other operation. Thus, we focus only on 
the transmission of triangle meshes in this thesis.
A triangle mesh is typically defined by its vertex data and connectivity data. Ver­
tex data normally include geometry data (the coordinate values which define vertices 
in 3D space) and optionally, photometry information like normal vectors, colours and 
texture coordinates. Photometry information, also called attributes, are necessary for 
the photo-realistic representation of a mesh. Connectivity data (also called topology) 
captures the incidence relation between the triangles of a mesh and their bounding 
vertices. Connectivity is often represented by a triangle-vertex incidence table, which 
associates each triangle with the references to its three bounding vertices. Common rep­
resentations of triangle meshes usually store the triangles as an indexed face list, where
the coordinates of each vertex are three floating-point numbers, while connectivity is 
depicted using three integer vertex-references per triangle (see Figure 2.1).
For a simple manifold mesh, Euler’s formulai’ is given by
v ~ e - \ - t  = 2 — 2g (2.1)
where u, e, and t are, respectively, the number of vertices, edges, and triangles in the 
mesh, and g is the genus of the manifold [6]. For a triangle mesh with a large number 
of edges and triangles, the number of edges can be approximated by
e Fy 3t/2, (2.2)
since an edge, in general, is shared by two triangles [6]. Substituting (2.2) into (2.1), 
we have v % t /2  4- 2 — 2g. Since t/2  is much larger than 2 — 2g, we get
V «  t /2  (2.3)
Thus, in a typical triangle mesh, the number of triangles is roughly twice the number 
of vertices.
A typical 3D model consists of a large number of triangles. For example. Figure 2.2 
shows a 3D model of a church and its triangle mesh representation. Using the indexed 
face list format, 12 bytes are required to represent each vertex and 12 bytes would 
be required to represent the three integer references of a triangle. This means that
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Index Face
0 (0,1,4)
1 (1,2,4)
2 (2,3,4)
Figure 2.1: The indexed face set representation of a mesh: (a) a mesh representation 
and (b) its face array.
an uncompressed representation of a simple mesh requires 12u bytes and 121 bytes to 
store geometry and connectivity data respectively - where v refers to the number of 
vertices and t to the number of triangles in the mesh. Accordingly, this amounts to 18t 
bytes or 144t bits for the uncompressed mesh. Thus, an uncompressed representation 
of the moderately sized model in Figure 2.2^ would require about 45Mb of storage, 
less attributes. Clearly, compression is needed for efficient storage and transmission 
purposes.
Figure 2.2: An example of a 3D model: (a) 3D model of a church dome and (b) its 
mesh representation (312524 triangles).
It is worth noting that a 3D model, as earlier mentioned, has attributes or photometry 
information, in addition to connectivity and geometry data. Though attributes provide 
additional information necessary for visualizing the model, in the 3D graphics commu-
’ Courtesy of EC Joint Research Centre, Italy.
nity, most research effort is focused on processing models without attributes. This is 
because connectivity and geometry data are more difficult to deal with, and the results 
obtained can easily be extended to models with photometry information. The 3D mod­
els considered in this research; therefore, are without photometry information. Thus, 
in the context of this thesis, a 3D model refers to the triangle mesh representation of 
the model with only connectivity and geometry data. The terms model and mesh are 
used interchangeably in the thesis.
2.3 3D  M esh  C oding
Compression schemes strive to derive a new encoding for a given polygonal mesh model 
such that the total number of bits needed in the new encoding is much lower than the 
number needed for the uncompressed representation. In general, compression could 
be either lossless or lossy, depending on whether the original information can be com­
pletely or partially recovered at the decoder respectively. While connectivity data is 
usually losslessly compressed in order to ensure complete recovery of mesh topology, 
lossy compression is often applied to vertex data. Compression efficiency in 3D model 
compression is often assessed in terms of bits per triangle (bpt) or bits per vertex (bpv). 
Conversion between the two metrics could be simply done by assuming that a mesh 
has twice as many triangles as vertices.
Typically, two basic approaches have been adopted in the compression of 3D models: 
single-rate compression and progressive mesh compression. The basic difference be­
tween these two approaches is in terms of scalability. Unlike single-rate compression, 
progressive mesh compression produces a scalable bitstream which can be truncated 
at well defined points in order to produce models at different resolutions or Levels of 
Detail (LCDs). In the following, we give an overview of both approaches before de­
scribing the codecs used in our work. A more detailed account of 3D mesh compression 
schemes is given in the recent surveys in [6, 7].
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2.3.1 Single-Rate Compression Schemes
In Single Rate Compression (SRC) schemes, the 3D model is compressed and decom­
pressed as an entity, producing a decoded model in only one resolution. This means that 
the whole compressed bitstream must be available at the decoder before decompression 
and rendering can take place. A typical SRC algorithm encodes the connectivity and 
vertex data separately. Most early work on SRC focused on connectivity coding. This 
is because, due to the irregular structure - i.e. topology - of triangle meshes, compress­
ing connectivity is more challenging than geometry compression, which is typically a 
more straight forward process. In a typical triangle mesh, depending on the topology, 
each vertex in a mesh is referenced in five to seven triangles. Thus, any innovative 
way of minimizing the repeated referencing of vertices in the mesh would result in 
a more compact mesh representation, thus achieving connectivity compression. Most 
connectivity compression schemes proceed by traversing all the triangles of a mesh in a 
defined order. They then encode the traversal information efficiently so that after de­
compression at the decoder, this information can be used to rebuild the mesh. Further 
compression can be achieved by using a lossless compression algorithm like Huffman 
coding. An example illustrating a typical connectivity compression scheme is given in 
Section 2.4.2.
For vertex compression, Deering in [8] observed that most applications do not require 
the 32-bit floating-point number level of precision used in representing uncompressed 
vertex coordinates. He noted that fewer bits can be used with little loss in visual qual­
ity. Accordingly, he proposed a lossy vertex compression scheme that has formed the 
basis for the vertex compression component of many subsequent geometry compression 
schemes. In Deering’s scheme, positions are first normalized within an axis-aligned 
bounding box. The coordinates are then uniformly quantized to k bits of precision so 
that they can be represented as integers between 0 and 2^. The scheme makes use of 
simple delta encoding, which codes the differences between successive quantized values. 
The deltas are then entropy coded using a modified Huffman code. Deering reported 
results ranging from 36 bits per vertex (bpv) for a model quantized at 16-bits precision, 
to 17 bpv for a model quantized at 10-bits precision.
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Other vertex compression methods follow Deering’s scheme. Basically, the difference in 
the methods lies in the type of predictor used. In [9], a linear predictor with coefficients 
chosen to minimise least square prediction error, is used to predict vertex positions 
from ancestors in a vertex-spanning tree. On the other hand, the authors in [10] 
use an improved prediction scheme whose geometric interpretation is to predict the 
fourth vertex of a parallelogram whose three other vertices have already been decoded. 
Using this scheme, bit rates of 7 t 12 bpv at an 8-bit quantization level were obtained, 
compared to 13 bpv, with the same quantization, obtained with the scheme in [9].
While the previous methods compress vertex positions through uniform scalar quan­
tization followed by entropy coding of prediction errors, a vector quantization scheme 
is proposed in [11]. The scheme makes use of a method known as predictive vector 
quantization. In vector quantization, input vectors are mapped to a finite ordered set 
of reproduction vectors called a codebook. The quantized input vector can then be 
specified by the index of the codevector, which is an integer that can be encoded as a 
fixed length binary codeword. In this scheme, the encoder forms a prediction of a new 
vertex based on observations of previously encoded vertices. The authors in [11] report 
that this technique offers superior rate-distortion performance without reliance on en­
tropy coding. It was also suggested that the fixed length coding used in the scheme 
could result in better error-resilience when compared to other methods.
Many SRC schemes combine connectivity compression with geometry compression. 
Generally, connectivity coding is done first, followed by geometry coding in the traver­
sal order specified by the connectivity coding. Some efficient SRC schemes include the 
Edgebreaker algorithm [5], the Topological Surgery algorithm adopted in MPEG-4 [9], 
and the Tourna and Gotsman (TG) algorithm [10].
Though SRC schemes achieve compression while minimising end-to-end transmission 
delay, they are not suitable for most interactive 3D graphics applications. This is 
because using SRC, a model cannot be rendered until the entire bitstream is downloaded 
and decoded. The resulting latency, especially when large models are transmitted, 
reduces user satisfaction, which is essential in many interactive graphics applications. 
Thus, in practice, progressive mesh compression schemes are used in most applications.
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Note, however, that a SRC scheme is usually used to compress the base mesh produced 
by a progressive mesh codec.
2.3.2 Progressive M esh Compression
Progressive compression techniques create a compressed representation of 3D models 
in which the early part of the compressed bitstream represents a coarse version of the 
model and the subsequent parts add details, necessary to refine the model progressively. 
In progressive compression and transmission, a base mesh is transmitted and rendered 
first. Then, refinement data are transmitted to enhance the mesh representation until 
the mesh is rendered in its full resolution or the user cancels the transmission task. This 
process produces a scalable bitstream, making possible the transmission and rendering 
of different resolutions or LCDs of a 3D model. The ability to decode the bitstream 
partially in order to render a lower quality of the 3D model allows a high level of user 
interaction. This is because a user can start working with a lower resolution model 
before the full resolution model becomes available. Another advantage of progressive 
compression schemes is that they make it possible for a single server to meet the needs of 
clients with different bandwidth and rendering power capabilities from a single scalable 
bitstream. It is worth noting that in progressive mesh compression and transmission 
schemes, a major goal is to improve the decoded model quality as rapidly as possible. 
This ensures that a high resolution model is presented to the user in the shortest 
possible time.
Progressive mesh compression is closely related to the work, on mesh simplification. 
Mesh simplification is a process which reduces the number of triangles required to rep­
resent a model. Mesh simplification is based on the fact that in many applications, 
rendering a high complexity model with all its details may not have a better visual 
effect than rendering a simplified low-resolution representation. For example, distant, 
small or unimportant models in a virtual scene can be simplified without affecting the 
overall visual effect. A simplification algorithm carries out a series of basic simplifica­
tion operations like vertex-coalescing, vertex-decimation or edge-collapse, in order to 
generate simplified representations of a model at different LODs. Since the simplifica­
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tion operations are invertible, the original full resolution model can also be recovered 
by reversing the series of simplification operations. Typically, to progressively encode 
a 3D model, the model is first gradually simplified to a base mesh; carefully recording 
the simplification operations. Unlike simplification algorithms, progressive mesh coders 
compactly encode the information required to reverse the simplification operations.
Progressive mesh coders differ according to the mesh simplification techniques used, 
geometry coding methods and interaction between connectivity coding and geome­
try coding. They can be broadly classified into two classes: connectivity-driven and 
geometry-driven schemes [6]. In connectivity-driven schemes, the compact representa­
tion of connectivity data is given a priority and geometry is driven, but restrained at 
the same time by connectivity coding. Examples of this class of codecs include the Pro­
gressive Forest Split algorithm [12], Li and Kuo’s algorithm [13] and the Compressed 
Progressive Mesh (CPM) algorithm [14]. Geometry-driven compression includes such 
relatively new techniques incorporating spectral and wavelet coding [15, 16].
In general, a progressive mesh coder is less efficient than a single-rate coder in terms 
of coding gain since it cannot exploit the correlation in mesh data as freely as the 
single-rate coder [6]. For example, CPM achieves bit rates of 7 bpv and 12 - 15 bpv 
respectively for connectivity and geometry compression. However, recent progressive 
coders like the progressive geometry compression algorithm [16], provide compression 
rates comparable to single-rate coders.
2.4  C odecs U sed  in th e  T hesis
In this section, we describe the compression algorithms used in our work. In the main, 
we use the CPM algorithm to progressively compress 3D models. The CPM is chosen 
because it is one of the most efficient progressive codecs and has been optimized for 
real-time applications in [4]. However, our proposed schemes would work, with minor 
modifications, with any mesh codec which produces a scalable bitstream. The TG 
codec, which is the state of the art in single rate compression [6], is used for base mesh 
compression.
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2.4.1 The CPM  Codec
The CPM algorithm is an improvement over the progressive mesh scheme proposed by 
Hoppe in [17]. Hoppe first introduced the concept of progressive mesh coding utilizing 
a new mesh representation called the Progressive Mesh (PM). The PM scheme is based 
on the edge-collapse simplification operation. As shown in Figure 2.3, when an edge is 
collapsed, the two triangles incident on the edge are removed, thereby reducing triangle 
count by two. The inverse of an edge-collapse, called vertex-split, inserts a new vertex 
into the mesh together with corresponding edges and triangles.
V
Figure 2.3: Edge-collapse and vertex-split operations.
In [17], an initial mesh M  — Mk is simplified into a coarser mesh M q  at minimum res­
olution by applying k successive edge-collapse operations. An edge-collapse operation, 
transforms mesh M{ to Mj_i, with i =  A:, — 1, . . . ,  1. Since edge-collapse operations
are invertible, an arbitrary triangle mesh M  can also be represented with a base mesh 
Mq and a sequence of vertex-split operations. Each vertex-split, vspliti, refines mesh 
M i-i to Mi, with z =  1,2, . . . ,  fc. The set, { M q ,  v sp liti,.., vsplitk}, is referred to as the 
progressive mesh representation of M.
In the CPM, each refinement step does not perform one vertex-split. Rather, in each 
refinement step, a set of vertex-split operations which affects the whole mesh is carried 
out. The encoded information from the CPM encoder which drives this set of vertex- 
split operations is called a batch. Using batches allows for a considerable more compact 
encoding with respect to Hoppe’s method, though at a cost of reduced granularity. 
The CPM encoder compresses the model into a base mesh and a number of batches^
^The terms batch, level and layer are used interchangeably in the thesis.
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of decreasing accuracy using a series of edge-collapse operations. The simplification 
process stops at the base mesh when a given error threshold or mesh complexity is 
reached.
The encoding process is iterative. Each iteration produces a coarser LOD of the mesh 
from a given LOD. In addition, each iteration produces a batch (i.e., encoded bit­
stream), comprising information on all edge-collapse operations within the batch, that 
is used by the decoder to produce the finer LOD from the coarser one. To achieve a 
good approximation at each stage of the process, an error metric is used to evaluate the 
error introduced by every edge-collapse operation. Based on this error metric, at the 
beginning of every iteration, a subset of less expensive edges is chosen to be collapsed. 
Typically, the number of vertices between two successive LODs is reduced by about 
33%. Note that the base mesh is usually further compressed using a single-rate coder.
Each edge-collapse operation is specified by connectivity and geometry information that 
enables the decoder perform the inverse vertex-split operation. The connectivity data 
consists of the split-status data and the cut-edges data. The split-status bit, which is 
one bit per vertex, specifies whether the vertex should be split or not. The cut-edges 
data, on the other hand, tells the decoder the edges incident upon the vertex to be 
split. The geometry information specifies the 3D coordinates of the original vertices 
of collapsed edges. In the CPM, the half-edge collapse operation is adopted, where an 
edge is collapsed to one of its vertices. This vertex then becomes the vertex to be split 
at the decoder, i.e. vsplit = Vs- This makes necessary the encoding of only one vertex 
of the collapsed edge, i.e. vt (see Figure 2.3). Instead of encoding the absolute value of 
vt, it is estimated using a simple prediction algorithm. The prediction error between 
the actual and estimated vertex positions is then quantized and entropy coded - using 
Huffman coding - for efficient representation.
At the decoder, the base mesh is first decompressed. Thereafter, batches are decoded 
one at a time, as needed, starting with the batch for the coarsest LOD. While decoding 
each batch, a series of vertex-split operations are performed to add new vertices to 
the mesh. Within each batch, the decoder uses the same vertex traversal order as the 
encoder to read and process the vertex markings. Each visited vertex is checked in turn:
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Progressive simplification and compression
B asqm esh
fC----- ----- ' »
Batch 0 Batch 1 —  ■ Batch M-1
Base mesh
Progressive refinement and rendering
Figure 2.4: Block diagram of the CPM encoding and decoding process. The numbers 
shown on the meshes are the number of triangles each mesh has.
if it is marked for splitting, then additional split information is recovered (i.e. the eut- 
edge data and geometry information) for the vertex-split operation. Each successfully 
decoded batch refines the resolution of mesh M i-\ to a higher resolution Mj, until the 
desired resolution of the model is reached. The CPM encoding and decoding process 
is shown in Figure 2.4. Examples of the progressive coding of two models into a base 
mesh and 11 refinement batches are shown in Figures 2.5 and 2.6.
2.4.2 The TG Codec
The TG algorithm is a valence-based connectivity SRC scheme. The valence or degree 
of a vertex is defined as the number of edges that connects the vertex to other vertices 
in a mesh. In the TG scheme, connectivity information is encoded by traversing (i.e. 
visiting) vertices in a specific order and storing the vertex valencies in the specified 
order.
Before the encoding operation starts, for each boundary loop, a dummy vertex is added
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(a) Full resolution model. (b) LOD 2.
(c) LOD 4. (d) LOD 7.
(e) LOD 9. (f) LOD 11 - base mesh.
Figure 2.5: An example of the progressive coding of the Triceratops model into a base 
mesh and 11 LODs.
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(a) Pull resolution model. (b) LOD 2.
(c) LOD 4. (d) LOD 7.
(e) LOD 9. (f) LOD 11 - base mesh.
Figure 2 .6: An example of the progressive coding of the Igea model into a base mesh 
and 11 LODs.
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and connected to all the vertices in the loop so as to make the topology closed. There­
after, encoding starts from an arbitrary triangle, whose vertices are pushed into a list 
called the active list. Then, the algorithm pops up a vertex from the active list, tra­
verses all un-traversed edges connected to that vertex, while pushing the new vertices 
into the end of the active list.
At each step of the algorithm, one vertex of the active list is considered, called the focus 
vertex. The edges incident on the focus are processed one by one in a counterclockwise 
order. When the focus is saturated (i.e. all its edges have been encoded), it is removed 
from the active list and the following vertex in the list becomes the new focus. The 
process terminates when all vertices have been saturated, and thus all edges have been 
encoded.
At each step of the encoding process, when the current focus and the endpoint of one 
of its free edges is under consideration, three cases can happen:
• add n: this is the most frequent case and is used to encode a new vertex with its 
valence n. The new vertex is inserted at the end of the active list.
• split o: this case happens when the vertex adjacent to the focus belongs to the 
active list: the ojfset a represents the distance between the two vertices in the 
active list and is defined by moving in clockwise order. In this case, the active 
list is split into two lists, with one list pushed into the stack for future treatment 
and the encoding procedure proceeds with the second.
• merge i,o: this case is very rare and means merging the current active list with 
another active list.
Since vertex valences are compactly distributed around 6 in typical meshes, entropy 
coding is combined with run length coding to achieve very high compression ratios. An 
example of the encoding process is shown in Figure 2.7^, while the output step of the 
encoding process is listed in Table 2.1.
During decoding, each add command causes a new vertex and triangle to be generated 
by adding the new vertex to the focus and its predecessor on the active list.
Taken from [10].
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Figure 2.7: Example of the TG encoding process: the thick lines depict the active list, 
while the dashed lines show already traversed (encoded) lines.
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Fig Output Comments
(a) Input mesh
(b) Add dummy vertex and connect it to all boundary vertices
(c) Add 6, add 7, add 4 O utput the valences of starting vertices
(d) Add 4 Expand the active list
(e) Add 8 Expand the active list
(f) Add 5 Expand the active list
(g) Add 5 Focus vertex is full
(h) Choose the next focus vertex
(i) Add 4 Expand the active list
(j) Add 5 Expand the active list
(k) Split 5 Split active list; push new active list onto stack
(1) Choose the next focus vertex
(m) Add 4 Expand the active list
(n) Add 4 Expand active list
(o) Add dummy 6
(P) Active list complete; pop new active list from stack
(q) Add 4 Expand the active list
« Choose the next focus vertex
(4 Choose the next focus vertex
(t) The whole mesh is conquered
Table 2.1: Output of each step in Figure 2.7,
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2.5 Survey of 3D M odel Error Control Techniques
In this section, we present the prior art relating to the robust transmission of 3D 
meshes. First, we explain the need for such techniques by considering the effects of 
transmission errors on 3D models. Next, the existing 3D model error control methods 
are presented. Finally, we conclude the section by way of a summary where our work 
is placed in context in the light of the existing 3D model error control methods.
2.5.1 Need for Error Control
A lot of the work relating to 3D models has been focused on developing efficient com­
pression algorithms for these models. However, 3D models often need to be streamed 
over networks to destinations where they are accessed and utilized. This necessitates 
the transmission of compressed mesh data over communication channels. Communica­
tions channels, especially wireless channels, are often unreliable. They introduce errors 
■ in the transmitted data which result in either significant reduction in the decoded model 
quality or a complete decoding failure when the decoder becomes incapable of handling 
the corrupted data. Hence, in recent times, efforts have been made, starting with Ba- 
ja j’s pioneering work in [19], to propose efficient solutions for the robust transmission 
of 3D models.
Compressed 3D meshes are highly sensitive to transmission errors for a number of 
reasons. Traditional multimedia data like video and still image have regular structures 
which can easily be exploited to compensate for lost or corrupted data. Unlike these 
data, 3D meshes are not defined on a regular grid as any set of vertices can be connected 
in a number of ways to produce different meshes. Due to this irregularity of mesh 
topology, when some of the connectivity data is lost due to channel errors, it is usually 
very difficult to compensate for the lost data. Furthermore, when channel errors occur, 
the entropy coding used in 3D compression schemes may lead to error-propagation in 
codewords, resulting in loss of synchronization at the decoder - leading to decoding 
failures.
The effect of channel errors on 3D models is usually very catastrophic. The extent
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Figure 2.8: Single resolution compressed Cow model at 10  ^ BER.
Figure 2.9: Single resolution compressed Cow model at 10  ^ BER.
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of damage on the transmitted model depends on the part of the mesh affected. For 
geometric data, as shown in Figures 2.8 and 2.9, the effect usually manifests in the 
form of severe distortion on the mesh structure. However, even an uncorrected bit 
error in the Connectivity data could result in decoding failure. This is because with 
geometric data, errors lead to the wrong positioning of vertices in 3D space. On the 
other hand, errors in the connectivity data make it impossible for the decoder to obtain 
the relationship between vertices in order to reconstruct the structure of the original 
mesh.
For progressively compressed mesh bitstreams, the location where channel errors occur 
is also important. As a result of the dependencies that exist in the levels of the com­
pressed bitstream, the decoding of finer levels is dependent on the successful decoding of 
coarser levels. Thus, once errors occur in a level, the bits that come after the corrupted 
level cannot be used in increasing the quality of the decoded model, as illustrated in 
Figure 2.10. Extending this further, in the extreme case where channel errors occur in 
the base mesh of a progressively compressed mesh bitstream, the resultant effect would 
be the complete loss of the 3D model. Consequently, 3D models are very sensitive to 
transmission errors and thus require very robust transmission schemes. .
Depending on whether the sender or receiver plays the primary role, error control tech­
niques can be categorized into sender-based, receiver-based and interactive error control 
techniques - with the latter describing the situation where the sender and receiver work 
cooperatively to mitigate the effect of transmission errors [20]. Using the above classi­
fication, we present in the ensuing discussion an overview of proposed methods for the 
robust transmission of 3D models. It is worth noting that some of these methods use 
a combination of the afore-mentioned techniques for error control.
2.5.2 Sender-based Error Control M ethods
Sender-based error control methods refer to those techniques in which the sender plays 
the primary role. In these techniques, some form of controlled redundancy is added 
to information bits at the sender - either at the source coding level or using a channel 
coder - to make the task of error recovery at the receiver easier. When redundancy
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Figure 2,10: Impact of error location on the progressively compressed mesh bitstream.
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is added at the source coding level, the aim is to reduce the error propagation which, 
arises from the use of variable-length codewords in compression algorithms.
The earliest 3D mesh error-resilient source coding methods are based on partitioning a 
mesh into independent decodable components or segments before transmission. In these 
schemes, the boundary information which is necessary to stitch back these components 
into a 3D model, is the redundancy added to the original 3D model. In most cases, the 
boundary information is either protected using strong channel codes or is assumed to be 
received error-free at the receiver. Partitioning a model ensures that when errors occur, 
the effect of the errors is limited to only the affected segments, father than affecting 
the whole mesh.
In [19], Bajaj et al proposed a robust transmission method for 3D models based on 
partitioning a 3D model into layers according to a depth-first order of vertices. Another 
partition-based method was proposed by Yan et al in [21, 22, 23]. In this scheme, a 3D 
model is partitioned into segments (comprising several components), with each segment 
encoded and transmitted independently. The segments are stitched back at the receiver 
using joint boundary information to obtain the transmitted model. In the scheme, 
joint boundary information is classified as being very important and is protected with 
channel codes. An error-resilient Component-Based Data-Partition (CODAP) scheme 
is also proposed in MPEG-4 [24]. This is based on the scheme in [21]. Here, the* 
compressed data is partitioned and packed into a bitstream in independent data units 
called segments in order to limit error-propagation.
The above-mentioned schemes partition a mesh in its full resolution. Thus, even though 
some error-resilience is introduced, the models can only be decoded at one resolution. 
This restricts these schemes from being used in the vast majority of applications which 
require a multi-resolution bitstream.
The robustness provided by error-resilient source coding is usually not sufficient to 
provide reliable transmission in high error rate links, like wifeless channels [25]. In such 
channels, Forward Error Correction (EEC) codes or channel codes are often employed 
at the sender to combat channel errors by adding redundant (parity) bits to information 
packets before they are transmitted. At the receiver, the parity bits are used to detect
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and correct errors in the received data. FEC methods fall into two classes: Equal Error 
Protection (EEP) and Unequal Error Protection (UEP). EEP methods apply the same 
FEC codes to all parts of the bitstream regardless of the contribution of each part to 
the decoded model quality. UEP methods, on the other, give a higher level of error 
protection to the important parts of the bitstream. The FEC codes used in this thesis 
are described in Chapter 3.
Alregib et al in [18, 26, 27] proposed the use of FEC for the progressive and error- 
resilient transmission of 3D models over packet-loss IP networks. The schemes proceed 
by first computing the Rate-Distortion (RD) statistics during the compression of a 
mesh. Thereafter, based on a statistical distortion measure, an optimization process 
determines the bit allocation between source and channel bits, which minimizes the 
expected distortion introduced in the decoded model. This is a UEP FEC scheme 
and bit allocation is done in a Joint Source-Channel Coding (JSCC) framework. In 
the schemes, parity bits are accommodated by either reducing the number of trian­
gles transmitted [18], or using coai'ser quantizers [27]. In [26], a combination of both 
methods is used to reduce source rate.
Multiple Description Coding (MDC) is an error control method that aims to exploit the 
diversity in transmission links. In an MDC scheme, several independently decodable 
descriptions of a source signal having equal priority are generated. These descriptions 
are then transmitted over separate channels with equal channel characteristics. At the 
receiver, one correctly received description is sufficient to produce a basic signal quality; 
with further descriptions incrementally improving the received signal quality. A basic 
MDC scheme is illustrated in Figure 2.11.
An MDC scheme for 3D meshes is proposed in [28]. In this scheme, the geometry data 
of a 3D mesh is split into two or more independent sub-meshes, with each of them coded 
separately into a co-descriptor. The co-descriptors are transmitted and at the receiver, 
each successfully received co-descriptor improves the fidelity of the reconstructed 3D 
mesh. However, the MDC receiver requires knowledge of connectivity information 
which associates vertices in the different sub-meshes in order to reconstruct the mesh. 
This is sent as side information through a reliable channel and leads to an increase
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Figure 2.11: Multiple description coding and decoding.
in the overhead associated with this scheme. One major disadvantage of MDC is the 
increased complexity of the MDC decoder as shown in Figure 2.11.
2.5.3 Receiver-based Error Control M ethods
The receiver plays the primary role in receiver-based error control methods. In general, 
these schemes attempt to recover lost information by estimation and interpolation, 
without relying on additional information from the sender [20]. Receiver-based methods 
are often referred to as error-concealment schemes since their main purpose is not to 
recover lost or corrupted information. They rather use interpolation techniques to 
compensate for information-loss-induced distortion by estimating the lost or corrupted 
part. Bischoff et al in [29] proposed a receiver-based robust transmission scheme that 
exploits the geometric coherence of the data. The scheme makes use of a geometric 
reconstruction algorithm at the receiver which is able to recover the original 3D mesh 
from the base mesh and a sequence of the surface sampled points. The base mesh is 
assumed to be received without errors.
Whereas these schemes are well developed in image and video communications, error- 
concealment schemes are difficult to implement for 3D models. This is because unlike
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image and video data whose sample connectivity is fixed, 3D models have an irregular 
topology - which can vary with respect to the same set of vertices. As earlier explained 
in Section 2.5.1, this lack of a fixed structure makes it more difficult to devise inter­
polation algorithms that can recover the original mesh without a full knowledge of the 
mesh connectivity information.
2.5.4 Interactive Error Control M ethods
The sender and receiver work cooperatively to minimize the effect of transmission er­
rors in interactive error control techniques. These techniques utilize a feedback channel 
which enable the receiver to inform the sender on how much of the bitstream has been 
received correctly. The sender then takes an appropriate action that improves the de­
coded model quality. A widely used interactive error control technique is retransmission 
or Automatic Repeat Request (ARQ), where corrupted data is retransmitted by the 
sender.
Most 3D model error control schemes in this category have been proposed for the 
streaming of 3D meshes over the Internet. For reliable communications over the Inter­
net, the Transmission Control Protocol (TCP) is used to retransmit lost packets until 
they are correctly received. Though effective for error-sensitive data communications, 
TCP imposes unacceptable delays for delay-sensitive multimedia applications. The 
User Datagram Protocol (UDP), a best-effort protocol, which does not guarantee the 
delivery of all transmitted packets, is often used for delay-sensitive applications.
In [30, 31, 32], hybrid TCP/UDP schemes are proposed for the robust streaming of 
3D models. In these schemes, TCP is used to reliably transmit important data, while 
less important data is transmitted with UDP. The scheme in [30] is based on the PM 
compression algorithm where the resolution of a 3D model is increasingly enhanced as 
more vertex-splits arrive at the decoder. Thus, the scheme begins by transmitting the 
base mesh and important splits using TCP. Part way through the transmission, the 
hybrid sender transmits the remaining data using UDP. Similar to this, the 3D model 
Transmission Protocol (3TP) proposed in [31], employs TCP to transmit the base mesh 
and coarser batches of a CPM bitstream. The other batches are transmitted using UDP.
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The scheme in [32] makes use of a point-based, rather than a triangle representation of 
3D models. This eliminates the need to transmit the connectivity data, thus improving 
resilience to errors. In the scheme, the basic octree structure is transmitted using TCP, 
while UDP is used to transmit the rest of the compressed data.
Some hybrid FEC/ARQ schemes have also been proposed. In [33], the base mesh and 
important vertex-splits are transmitted using FEC, while UDP is used in transmitting 
the rest of the splits. Finally, a transmission system using hybrid UEP and selective- 
retransmission is proposed in [34]. In the scheme, optimal UEP Reed Solomon (RS) 
codes are used to protect the levels of a CPM bitstream, and corrupted/lost packets 
are selectively retransmitted using a TCP-friendly rate control protocol.
2.5.5 Summary
In this section, a review has been carried out on the schemes available for the transmis­
sion of 3D meshes. Error-concealment techniques were seen to be difficult to implement 
for 3D meshes due to the irregular structure of meshes. It was also seen that, while 
providing some resilience, error-resilient source coding schemes are not suitable for high 
error-rate channels. For such high error-prone channels, FEC has proved to be a highly 
effective error control technique, particularly for delay-sensitive data which preclude the 
use of ARQ. For streaming of 3D models over the Internet, many hybrid TCP/UDP 
schemes have been proposed to reduce the high latency associated with using only TCP.
Due to the delay-sensitive applications considered in this thesis, an FEC-based scheme 
is proposed in Chapter 3. Conceptually, the work in Chapter 3 can be seen as an 
extension of AlRegib’s work. However, in contrast to the above work, transmission 
over wireless channels where the effect of bit errors has to be taken into account, is 
considered. Accordingly, the use of product channel codes to combat the bit errors and 
the resulting packet losses in the wireless link is proposed. In Chapter 4, the use of 
transmission power for error control is investigated. To the best of the author’s knowl­
edge, no transmission power error control scheme exists for 3D model transmission over 
wireless networks. As mentioned earlier, the base mesh typically takes a small portion 
of the compressed bitstream and it is essential that it is always received correctly. In
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Chapter 5, an error control system which employs a type II HARQ scheme and a FEC 
scheme, subject to a bit budget constraint, is proposed. This system guarantees the 
delivery of the base mesh,
2.6 D istortion  M easure
Many of the processing operations applied to 3D models imply a change of topology 
in addition to purely geometric distortions. Thus, the number of vertices and triangles 
in the two meshes being compared may not be the same. Therefore, a one-to-one 
mapping between the triangles of the first mesh and the triangles of the second mesh 
cannot be guaranteed. This means that standard error metrics such as the Mean 
Square Error (MSE) metric that is used for the objective assessment of images cannot 
be used for mesh data [35]. In meshes, a surface-based error metric that utilizes the 
approximate distance between surfaces is used in computing the error or deviation 
between two meshes. It is worth noting that for 3D mesh distortion evaluation, the 
relevant distortion is the distance between the surfaces defined by vertices and not the 
distance between the vertices themselves. Accordingly, a meaningful distance between 
two surfaces (bounding two meshes) can be defined as the Hausdorff distance [36].
Let Ml and Mg be two meshes being compared and let 5 i and %  be the surfaces 
described by these meshes. The approximate distance from the surface S 2 to a point p 
on surface S\ is given by
=  m in d (p ,p ), (2.4)
where d(p, S 2) is the approximate distance and d(p,p) is the euclidean distance between 
the two points p and p in 3D space. The approximate distance is used to define the 
Hausdorff distance between the two surfaces.
The Hausdorff distance between the two surfaces S\ and 3^ is defined as
D(p, iSg) =  maxd(p, 5g). (2.5)
This distance is also known as the directed Hausdorff distance and is asymmetric in na­
ture in that D(p, S2) 7^ D(p, S{). An example where D(p, S2) > D(p, Si) is depicted in
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Figure 2.12. Thus, the symmetric Hausdorff distance which evaluates the approximate 
distance in both directions is used in practice and is defined as
D m a x  = max[D{p, S 2 ), D{p, 5i)]. (2 .6)
The asymmetric and symmetric Hausdorff distances provide a maximum (or worst case) 
distortion measure between two surfaces. Prom now onwards, we refer to (2.6) when 
we make use of the Hausdorff distance metric.
P
Figure 2.12: Example of non-symmetric Hausdorff distances: D {p,S2 ) > D{p,Si).
Since it is defined on the surfaces of meshes and not samples ( vertices or triangles), the 
Hausdorff distance metric is widely used in mesh distortion analysis. This is because 
it is still applicable in meshes even where there is not a one-to-one correspondence 
between the vertices of two meshes - which may arise during the simplification process 
of a progressive mesh coder. The Hausdorff distance metric is thus used in this thesis 
for objective quality assessment, in order to evaluate the degradation in a decoded 3D 
model after transmission over a noisy channel. This quality degradation is obtained by 
measuring the deviation between the original model and the decoded model in terms of 
the Hausdorff metric. Intuitively, this means that the further apart a decoded model is 
from the original model, in the Hausdorff distance sense, the greater is the distortion 
arising from channel errors. As an example. Figure 2.13 shows different levels of the Igea 
model with the corresponding Hausdorrf distance metric between the original model 
and these levels. It can be seen from the figure that the higher the Haursdorrf distance,
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the more distorted the level is. In this thesis, the efficient algorithm described in [35] 
is used to compute the Hausdorrf distance metric.
(a) Full resolution model. (b) HD =  69.642.
(c) HD =  144.355. (d) HD =  190.816.
Figure 2.13: Subjective examples illustrating the Hausdorrf Distance (HD) metric for 
the Igea model.
2.7 C onclusion
This chapter has given an overview of techniques for the representation, coding and 
transmission of 3D models. The representation of 3D models as triangle meshes was 
first presented and the need for the compression of 3D models addressed. Next, single­
rate and progressively compressed 3D model compression techniques were introduced. 
Progressive mesh compression schemes were found to be more suitable for 3D model 
transmission since they produce a scalable bitstream. A review of the state of the art 
on the robust transmission of 3D meshes was also carried out. Finally, we discussed the 
Hausdorff distance metric, which is used in the thesis for objective quality assessment.
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Chapter 3
W ireless 3D M odel Transmission  
U sing Product Channel Codes
3.1 Introduction
The wireless channel is characterised by periods of deep fades during which errors 
in the transmitted signal occur in bursts. The degrading effect of burst errors on a 
transmitted signal is usually more severe than for the case-of random bit errors. This is 
because burst errors, unlike random errors, typically affect consecutive packets in the 
compressed bitstream. For such fading channels, error control techniques like FEC and 
ARQ can be adopted to mitigate the effect of channel errors on the transmitted signal. 
In Section 2.3, it was seen that FEC systems are more suitable than ARQ systems for 
delay-sensitive applications since they have lower end-to-end delay.
Typically, error control in fading wireless channels is achieved using bit interleavers 
combined with FEC codes (e.g. convolutional codes). However, a problem with this 
approach is that an interleaver of depth n  introduces a delay of the order of and this 
delay is hxed regardless of channel conditions [37]. Since the goal of progressive cod­
ing and transmission is to improve the decoded model quality rapidly, the fixed large 
delays associated with interleavers impact negatively on the performance of progres­
sive compression and transmission schemes. In recent times, therefore, FEC systems
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based on the product channel code have been proposed for the robust transmission 
of multimedia data over wireless channels. A product code is a two-dimensional code 
constructed by encoding a rectangular array of information bits with one code along 
rows and with another code along columns [38]. Transmission is normally along the 
rows of the resulting product code array. The row code is usually an inner code used 
in protecting against bit errors, while the column code is an outer code used to protect 
against channel erasures (packet losses).
In good channels, where all bit errors are corrected by the row codes, the information 
bits can be used immediately, thus eliminating the delay cost associated with column 
decoding. This allows the immediate progressive decoding of a model, unlike when 
an FBC/interleaver scheme with a fixed delay is used. On the other hand, in poor 
channels, the product code scheme will have an additional delay for column decoding. 
However, unlike the fixed interleaver delay, this delay will be dependent on the number 
of correctly received bits in the product code buffer (as will be explained in Section 3.3).
A product code FEC scheme was first proposed in [37] for the protection of embedded 
bitstreams generated by the Set Partitioning in Hierarchical Trees (SPIHT) image 
coder. The scheme makes use of a product code comprising a column Reed Solomon 
(RS) code and a row code that is a concatenation of a Rate-Compatible Punctured 
Convolutional (RCPC) code and a Cyclic Redundancy Check (CRC) code. Another 
product code image transmission system proposed in [39] employs the same product 
code used in [37]. However, in contrast to the system in [37] which puts the earliest 
symbols of the embedded bitstream in the first rows, this system puts these symbols in 
the first columns: thereby achieving a better reconstruction quality at the decoder. A 
heuristic algorithm that quickly finds the optimal product code for progressive image 
transmission is proposed in [40]. Unlike the earlier mentioned systems, a transmission 
system based on a concatenated Turbo/CRC row code and RS column code is proposed 
to protect SPIHT and JPEG2000 bitstreams in [41] and [42], respectively.
Product code-based transmission systems have also been proposed for other multimedia 
data types. In [43], a product code scheme is proposed for video transmission using 
a cross-layer approach for wireless networks. In the scheme, RS coding is used in
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the transport layer to provide inter-packet protection, while RCPC coding is used at 
the link layer for intra-packet protection. In [44], a product code scheme employing 
the algorithm in [40] is proposed for the transmission of 3D-SPHIT encoded video 
bitstreams over multiple CDMA channels. In [45] and [46], a layered product code 
error protection scheme consisting of row and column RS codes is proposed for scalable 
video and audio streaming over wireless IP networks, respectively. In [47], a product 
code system which comprises row Low-Density Parity Check (LDPC) code and column 
RS code is also proposed for the embedded 3D-SPHIT video bitstream.
In this chapter, the use of a product channel code framework for the transmission of 
progressively compressed 3D meshes is investigated. The proposed system extends the 
existing FEC technique for 3D mesh transmission over packet loss networlcs in [18] to 
wireless networks. This chapter is organised as follows. An overview of the product 
codes used in our work is presented in the next section. The packetization scheme 
adopted in the thesis is described in Section 3.3. In Section 3.4, the bit allocation 
problem formulation is presented. Section 3.5 presents a solution algorithm for the 
bit allocation problem. Experimental results are discussed in Section 3.6. Finally, 
conclusions are given in Section 3.7.
3.2 P rod uct C hannel C odes
As seen in the previous section, most product code schemes use a row code based on 
the combination of an error correction code and an error detecting code: the error 
correction code usually corrects the bit errors in the wireless channel, except during 
deep fades. The concatenated row code essentially transforms a fading channel into a 
packet-erasure channel. This is because after row decoding at the receiver, if the error 
detection code detects residual bit errors in a packet (a row of the product code array), 
the packet is classified as being erased. Erased packets are then easily recovered with the 
erasure-correcting column code. In the work presented in this chapter, we use a product 
code comprising a concatenated RCPC/GRC code and systematic RS codes. Thus, for 
any given array of source bits - the base mesh or a refinement level/batch in the CPM 
bitstream - the rows of the array are encoded with the RCPC/CRC code and the
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columns with RS codes as shown in Figure 3.1.
Legend
Source Packets
RS Packets
RCPC+CRC Packets
Figure 3.1: Product code structure.
Error control codes can be classified into two major categories: linear block codes and 
convolutional codes. The encoder of a block code divides the information data into 
blocks of k symbols each and operates on them independently. It transforms each 
information block into an iV-symbol block called a codeword^ with N  > k. If symbols 
take on values from the Galois Field GF(g), then the set of possible codewords of 
length N  is called a q-ary (iV, k) block code, with r = k /N  denoting its code rate. An 
important Galois field is the binary field GF(2). A binary (N ,k)  block code is said 
to be linear if its 2^ codewords form a k-dimensional subspace of all the N-tuples over 
the field GF(2) [38]. The Hamming distance between two codewords is the number 
of coordinates in which the codewords differ. A block code is characterized by its 
minimum distance^ which is the smallest Hamming distance between all distinct pairs 
of codewords that belong to the considered block code. A desirable property of linear 
block codes is to be systematic. This means that every codeword can be divided into 
two distinct parts: the information symbols part and the redundant symbols part.
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In contrast to block codes, which operate on k-symbol blocks independent of other 
information symbols, convolutional codes have memory. An (N, fc,m) convolutional 
encoder converts k information symbols into a codeword of length N, which depends 
not only on the k information symbols but also on m previous information symbols. 
In this case, m  is called the memory order of the convolutional code. Similar to block 
codes, the code rate of a convolutional code is also defined as r — k /N .
In the following, an overview of the error correcting codes used in this chapter is 
presented. More details about error control in general and the codes used in the thesis 
are found in [38, 48].
3 .2 .1  R S  C o d e s
RS codes belong to the family of linear block codes and are widely used in many 
communication systems. An (N ,k)  RS code encodes k information symbols into N  
symbols by adding N  — k redundant symbols. For a symbol size of q bits, the codeword 
length of the RS code is given by iV =  2*^ — 1. An (iNT, k) RS code belongs to the 
class of the Maximum-Distance Separable (MDS) codes, who have a minimum distance 
N  — k + 1. An RS code can thus correct up to t =  [{{N — fc)/2)J symbol errors as well 
as 2t erasures - when the error positions are known. One can conceptually shorten RS 
codes by making a number of information symbols zero at the encoder, not transmitting 
them and re-inserting them at the decoder. For example, if b information symbols are 
deleted from each of the codewords of an (JV, k) code, a set of vectors of length N  — b 
are obtained. These shortened vectors then form an (iV -  6, /c -  b) code. For RS codes, 
the minimum distance is unchanged after shortening. In our work, we make use of 
systematic shortened RS codes over GF(2^), q — 8 bits.
3 .2 .2  R C P G  C o d es
RCPC codes [49], are a class of convolutional codes where the high-rate codes are 
embedded into the lower-rate codes. A family of RCPC codes is described by the 
mother code of rate r = 1 /N  and memory m with generator tap matrix of dimension 
iV by (m -f 1). RCPC code rates are obtained by puncturing the output of the mother
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code, i.e. deleting some of the bits so that fewer bits are transmitted leading to a 
higher coding rate. The code rates are determined by an {N, p) matrix that consists of 
zeros and ones, where p is called the puncturing period. A zero in the matrix denotes 
puncturing, while a one means that the bit should be transmitted. The range of code 
rates is r  =  p/p  +   ^ =  1 ,2 , . . . ,  (iV — l)p, i.e. r spans from p/p  + 1 to the mother code
1 /N  [49].
Puncturing
matrix
Infonnation
bits
Low-rate 1/3 
encoder
11111111 
I l l l l l l l  
11101110 
X. V
p
Coded
bitsream
Figure 3.2: Structure of an RCPC encoder.
Figure 3.2 depicts the basic structure of an RCPC encoder with a mother code of rate 
1/3 and a puncturing period of 8. Encoding of 8 information bits with the mother code 
results in 3 X 8 intermediate bits at its three output branches. A puncturing matrix 
for one of the code rates in this code family has 3 rows and 8 columns as shown in 
the figure: with each row corresponding to the branches at the output of the rate 1/3 
coder^. In the figure, every fourth and eight output bit of the third branch is deleted. 
Thus, instead of transmitting 3 x 8  bits, only 22 bits are transmitted per 8 information 
bits, giving a rate 8/22 code. The other rates in this family of codes are obtained by 
simply using the appropriate puncturing matrix.
Rate compatibility requires that all protection symbols of the higher-rate punctured 
codes are used by the lower-rate codes (the higher rate codes are embedded into the 
lower-rate codes). Because of rate-compatibility, if a higher-rate code does not provide 
enough protection, one can easily switch to a lower-rate code by transmitting some of 
the punctured bits.
RCPC codes are usually decoded using the Viterbi algorithm, which is a maximum
^The puncturing matrix in this example is obtained from Table 1 [49].
40
likelihood decoding algorithm. A commonly used variation of the standard Viterbi 
algorithm is the List Viterbi Algorithm (LVA) [50]. For an RCPC/CRC encoded packet, 
the LVA selects the trellis path with the best metric - subject to the constraint that 
it also satisfies the CRC check - from a ranked list of candidates. The correct path is 
typically among the first few top candidates, so a long search is rarely necessary [37]. 
In our work, we use an implementation of the RCPC encoder and fast LVA described 
in [51].
3.3 Transm ission Schem e
Figure 3.3 depicts the block diagram of the product code transmission system, where 
3D models are streamed from a server to a client over a wireless channel. At the server, 
a 3D model is first compressed into a base mesh and M  levels (batches) using the CPM 
encoder. The CPM bitstream is then protected using product channel codes before 
transmission over the wireless channel. At the client, the reconstructed bitstream is 
passed to the CPM decoder after channel decoding, before the model is available for 
viewing. The system assumes that prior to transmission, an estimate of the the channel 
condition (e.g. channel BER and channel bandwidth) is available at the server. This 
provides information to the bit allocation block, which allows it to find the best source- 
redundancy tradeoff for error control.
3 ,3 .1  P a c k e tiz a tio n
In this thesis, the Block of Packets (BOP) method [52, 53], which is a widely used 
packetization method for transmission over burst error channels, is used. Using this 
packetization method, for the j th  BOP, information symbols are first placed into kj 
horizontal packets of size mj symbols each. Thereafter, RS codes of length N  are applied 
on each of the mj groups of kj information symbols to produce BOPs comprising N  
packets. Finally, each BOP row is encoded with the same concatenated RCPC/CRC 
code of rate rj, so that dj RCPC/CRC symbols are appended.
Since the various batches produced by the CPM algorithm contribute differently to
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Figure 3.3: Block diagram of product code mesh transmission scheme.
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Figure 3.4: A two-level UEP product code structure.
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the decoded model quality, UEP RS codes are used to protect BOPs. This ensures 
that coarser levels are given more protection than finer levels. Similar to the scherne in 
[18], the base mesh and each LCD’s batch are packetized into separate BOPs. There 
are thus M  +  1 BOPs in an M-level encoded bitstream. The resulting product code 
structure is shown in Figure 3.4^. Note that the number of packets in a BOP is fixed 
(i.e. iV), while both kj, mj and dj are variable and satisfy the following constraints;
l < k j < N ,
kjirij =  (3.1)
{N ~  kj)m j  +  Ndj =
where and are the number of source and error protection symbols in jth. level, 
respectively.
Transmission of packets is along the rows of each BOP, starting with the base mesh 
and the coarser BOPs. At the receiver, the BOPs are stored in a buffer, and decoded 
sequentially in accordance with the transmission order. For each BOP, each received 
packet is first decoded with the RCPC decoder. Then, if the row CRC code detects an 
error in the packet, it is declared as an erasure. When all packets in the jth  BOP are 
received, the RS codes ensure that the receiver can recover all information symbols 
provided there are not more than N  — kj erasures in the BOP^.
3.4 B it A llocation  Problem  Form ulation
3 .4 .1  D is to r t io n  M o d e lin g
Due to the high sensitivity of the compressed bitstream to errors, the decoding operation 
at the CPM decoder terminates when corrupted packets - especially those containing 
connectivity data - in a BOP cannot be recovered. The expected distortion in the 
received model is therefore the sum of the products of the probability of not being able 
to decode a certain level and the distortion associated with that level. The expected
^The RS codes used in the figures in this chapter are for illustrative purposes only.
^Alternatively, as soon as kj  packets are received correctly without errors, the jth  BOP can be 
decoded.
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distortion in the received model is thus the sum of the products PjDj, where j  is the 
level index, Pj is the probability of having an irrecoverable packet loss at level-j and 
Dj is the distortion that would result when decoding stops at level-j.
As a result of the progressive nature of the CPM bitstream, dependencies exist between 
the various levels of a mesh. To decode the j th  level, all the source packets in this level 
as well as in all previous (coarser) levels must be correctly received without errors. 
Thus, Pj is a conditional probability which is equal to the products of the probability 
of correctly decoding all data before this level, but not being able to decode level-j. For 
example, let us consider a model encoded into a base mesh and three refinement levels 
(j =  0 , . . . ,  3), and assume that irrecoverable packet loss occurs in the finest level. The 
conditional probability associated with this situation is thus: (1 — Pq)(1 — P i)(1 — P2)Ps•
In line with the above discussion, the expected model distortion at the decoder when 
L levels of a CPM bitstream are transmitted is
L—1 j —1 IL—1 \
D{L)  =  PoDo +  PjDj  ]][(1  -  P,) +  %% (1 -  P,.) D„  (3.2)
j = l  i =0 \ i = o  J
where Pj and Dj are as earlier defined. L, the number of transmitted levels is limited 
to 1 < L < M, where M  is the total number of encoded levels, including the base mesh.
Note that, though connectivity data is more sensitive to channel errors than geometric 
data as explained in Section 2.5, the overall impact of the loss of a level of the mesh 
is fully captured in (3.2). This is because the decoding of connectivity without refining 
geometry tends to amplify the geometry error, and this results in quality degradation 
instead of higher resolution [34]. Thus, from a visualization point of view, the same 
level of importance could be attached to both connectivity and geometry information.
Dj, which is the error introduced in a model when the decoding process is terminated in 
level-j, can be computed from the operational rate-distortion (R-D) curves of a model. 
In our work, it is measured in terms of the Hausdorrf distance between the original 
model and the resulting model produced by successfully decoding level j  — 1.
Using the product code framework, let a rate RCPC code from the set 
P  =  {r i , . . . ,  r.m} be used to protect the BOP rows in a progressively compressed mesh 
bitstream. The probability that a transmitted packet is erased is q = P(?\), where
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P{ri) is the probability that a packet protected with a rate ri code cannot be correctly 
decoded by the RCPC decoder. Therefore, if N  packets in a level are protected by the 
same RCPC code r^, the probability that n  out of N  packets arc erased is given by
P { n ,N ) =  (  (3.3)
\ n  J
Since column RS codes are used to protect each BOP, the RS codes ensure that at the 
receiver, any BOP that contains at most N  — kj erased packets can be recovered. Pj, 
can thus be defined as the sum of the probabilities of having more than N  — kj erased 
packets in the j th  level and is given as
N
P i=  E  A».JV) (3.4)
n = N —
3 .4 .2  P r o b le m  S ta te m e n t
Let an L-level model be transmitted over a wireless channel. Due to the unreliable 
wireless link, the compressed bitstream needs to be protected with redundant symbols. 
The expected distortion at the receiver, thus depends on the amount of redundant 
symbols used in the various levels of the bitstream. This is because Pj in (3.2) is 
related to the amount of error protection symbols in level-j. For example, when lower 
rate row RCPC codes are used in level-j, the number of packets erased due to the 
presence of residual bit errors will be reduced, making it, easier for the column RS 
codes to recover erased packets. Similarly, the use of lower rate RS codes reduces the 
probability of irrecoverable packet loss in the level.
Therefore, given an L-level encoded model, (1 < L < M), which is be transmitted over 
a wireless channel. Our goal is to determine an optimal error protection bit budget, B, 
and the associated error protection allocation vector, B l  =  {B ^ ^ \ . . .  such
that the expected model distortion in (3.2) is minimized. Our optimization problem 
can thus be stated as:
arg mill D(L)B.Bl
L -l (3.5)
subject to: B^^^ <  B,
j=o
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where B  is the total number of available error protection symbols.
3.5 Solution  A lgorithm
One way of solving the optimization problem (3.5) is to use a joint source-channel coding 
(JSCC) approach in which error protection symbols are accommodated by reducing the 
source rate. For 3D models, source rate can be varied by increasing or reducing the 
number of levels in a model. Therefore, for an M-level encoded model, error protection 
symbols can be accommodated by reducing the number of levels to be transmitted. 
For example, when M, M  — 1 or M  — 2 levels are transmitted, the number of error 
protection symbols will be 0, and respectively.
A fast algorithm using this approach is proposed in [18] for the allocation of UEP RS 
codes. In the algorithm, for all values oi L {L = M , . . . ,  1), with corresponding protec­
tion budget C, C = . . . ,  possible allocations
C l =  . . . ,  such that =  C are tested, and the best one is
selected. To speed up the algorithm, the algorithm only allows solutions that satisfy 
the constraint > .. . > This coupled with the BOP constraints' in (3.1) is
used to drastically reduce the number of candidate solutions in the search space.
Our solution algorithm is based on the algorithm described above. However, in contrast 
to this algorithm which uses only column codes, we protect source symbols with product 
codes. Thus for each RCPC code rate ri and an error protection symbol budget B, we 
distribute the available row parity symbols R  and column parity symbols C, among
the L  levels (1 < L < M) on a level-by-level basis, and select the product codes that
minimize the expected model distortion.
The main steps of our product code algorithm are listed below:
1. Select a row code r^.
2. Select an element B from the set {0, starting 
from the first element.
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3. Run a full search algorithm for B l ,  such that >  > B^^
< B  and B^^^ — for the j th  level:
4. Save the vector C l — , C(^), . . . ,  }, from Step 3 that minimizes the
distortion for the row code r.
5. Go back to Step 2 and select the next B.
6. Repeat Steps 2 — 5 for all row codes.
The optimal product code is the (r^, C l ) combination that minimizes the distortion.
3.6 E xperim ents
The proposed product code transmission scheme was experimentally evaluated using 
two channel models. In all simulations, the CPM coder is used to encode the Bunny 
and Triceratops models, producing a base mesh and 12 refinement batches. The base 
mesh in each simulation is compressed using the TG algorithm. The Bunny model has 
5960 vertices and 9580 faces, while the Triceratops model has 2832 vertices and 5660 
faces. In all simulations, the total bit budget is kept the same in the schemes being 
compared for a fair comparison. In the simulations, the base mesh is assumed to be 
always received via a special protocol so as to avoid cases where there is no output at 
the receiver due to base mesh corruption. Both objective and subjective methods of 
comparison are used to evaluate the effectiveness of our scheme: the objective quality 
being measured in terms of the Hausdorrf distance between an original model and a 
decoded model.
In the following, we present the results for progressively compressed 3D model transmis­
sion over wireless.networks using two channel models: i) a flat-fading Rayleigh channel 
and ii) a WCDMA channel.
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3 .6 .1  3 D  M o d e l T ra n sm iss io n  O ver  à  R a y le ig h  F la t-fa d in g  C h a n n el
3 .6 .1 .1  S im ulation Setup
BPSK transmission over a flat-fading Rayleigh channel was simulated using the Jakes’ 
model [54]. Using this model, the channel is characterized by two parameters; the
average received signal-to-noise ratio S N R  and the normalized Doppler spread (see 
Appendix B for further details). In the siniulations, transmission is over a wireless 
channel with normalized Doppler spread, f u  =  10“ ^^ and variable SN R .  The RCPC 
package described in [51] was used during the simulations with the following parameters 
for the row codes: a 16-bit CRC code with generator polynomial 0x15935, an RCPG 
code with generator polynomials (0117, 0127, 0155, 0171), mother code rate 1/4, and 
puncturing rate of 8. Thus, the set of available RCPC code rates was {8/32, . . . ,  8/9}. 
RCPC decoding was done using the list Viterbi algorithm with a maximum number of 
. candidate paths set to 100. For our column codes, RS codes of length N  = 100 were 
used per BOP.
In the simulations, the performances of three schemes are compared. The first is the 
proposed UEP product code system (UEP-PCS). The second scheme is an EBP product 
code system (EEP-PCS), which protects BOP columns with EEP RS codes. The third 
scheme (CC-flnterleaver) is one which uses a convolutional code with an interleaver to 
protect the compressed bitstream. This scheme is similar to the conventional method 
of transmitting data over fading channels. For this scheme, at each channel condition, 
the code used is selected from the set of RCPC codes described above. As in [37], we 
use a bit interleaver of depth 80 to randomize burst errors.
3.6.1.2 R esu lts  and  A nalysis
Figure 3.5 shows the decoded model distortion as a function of S N R  for the Bunny 
model. The three curves in the figure represent the schemes being compared as de­
scribed in the preceding section. Each point in the graph shows the average distortion 
taken from 1000 simulations. The figure shows that UEP-PCS out-performs the other
systems over the range of S N R  tested. In particular, in noisier channels, there is a
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Figure 3.5: Performance comparison for transmission of the Bunny model over Rayleigh 
flat-fading channel.
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significant quality improvement in using UEP-PCS. This is due to the UEP RS protec­
tion used, which enables it to recover more of the coarser levels than the other schemes. 
We note also from Figure 3.5, the poor performance of the RCPC/CRC scheme. This 
is due to the long average fade durations in the channels under consideration, which 
make the use of interleaving ineffective in randomizing burst errors. Similar results are 
obtained for the Triceratops model as shown in Figure 3.6. Subjective results for the 
Bunny model are presented in Figure 3.7.
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Figure 3.6: Performance comparison for transmission of the Triceratops model over a 
Rayleigh flat-fading channel.
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(a) UEP-PCS - 6dB (b) EEP-PCS - 6dB (c) RCPC-f-CRC - 6dB
(d) UEP-PCS - 12dB (e) EEP-PCS - 12dB (f) RCPC-hCRC - 12dB
(g) UEP-PCS - 20dB (h) EEP-PCS - 20dB (i) RCPC-kCRC - 20dB
Figure 3.7: Subjective results for transmission of the Bunny model over a Rayleigh 
flat-fading channel.
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3.6.2 3D M odel Transmission Over W CDMA Channel
3.6.2.1 S im ulation Setup
Transmission over a downlink WCDMA channel was simulated using the UMTS sim­
ulator described in [55]. The simulator consists of the UTRAN data flow model and 
WCDMA physical layer for the downlink. The WCDMA physical layer model was 
developed in a generic manner that enables easy conflguration of the UTRAN link 
level parameters such as channel structures, channel coding/decoding, spreading/de­
spreading, modulation, transmission modelling, propagation environments and their 
corresponding data rates according to the 3GPP speciflcations. In the simulator, the 
transmitted signal is subjected to a multipath fast fading environment. A detailed 
expalnataion of the simulator can be found in [55]. In our experiments, we make use of 
error patterns generated from the simulator for the Pedestrian B channel environment 
with mobile speed at 3 km/h.
3.6 .2 .2  R esu lts and A n alysis
In the simulations, we compare the performance of the proposed UEP product code 
scheme (UEP-PCS) with two EEP product code schemes. The two EEP schemes (EEP- 
PCSl and EEP-PCS2), use link layer rates 1/3 and 1/2 convolutional codes, as the row 
codes, respectively and EEP RS column codes. For the UEP-PCS scheme, at each 
channel condition, an optimal row code is selected from either the rate 1/2 or rate 1/3 
convolutional codes, along with the column UEP RS codes. In all the schemes, CRC 
codes were implicitly simulated.
The performances of the three schemes in terms of the distortion vs. channel condition 
are shown in Figure 3.8 for the Bunny model. Each point on the graphs corresponds 
to the average distortion taken over 1000 simulations. As can be seen, UEP-PCS 
outperforms EEP-PCS 1 and EEP-PGS2 in all channel conditions. In particular in 
poor channel conditions, UEP-PCS outperforms EEP-PCS 1 and EEP-PCS2. This is 
because residual bit error is high for such poor channels, leading to the corruption of 
most of the coarser batches. In these situations, only UEP-PCS is capable of recovering
53
III I
110
100^
<
90 
80 
70 -
I 60-
50 - 
40 - 
30 
20
■q ; . .
■+ UEP-PCS 
0 - -  EEP-PCS1 
*  EEP-PCS2
9
E^/N^(dB)
10
' o :
11 12
Figure 3.8: Performance comparison for transmission of the Bunny model over a 
WCDMA channel.
from these errors due to the strong RS protection used for the coarser batches. Note 
that the quality of the decoded 3D model degrades more gracefully (in poor channels) 
for UEP-PCS than in the other schemes as the channel condition worsens. As channel 
conditions improve, residual bit errors decrease and the performance of EEP-PCS 1 and 
EEP-PCS2 also improves.
Similar results are obtained for the Triceratops model as shown in Figure 3.9. Subjec­
tive results depicting the decoded model quality at various channel conditions for the 
Triceratops model are also shown in Figure 3.10. It is evident from this figure that 
UEP-PCS maintains a better model quality than the other schemes.
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Figure 3.9: Performance comparison for transmission of the Triceratops model over a 
WCDMA channel.
3.7 C onclusion
In this chapter, a UEP product code scheme for 3D model transmission over wireless 
channels has been proposed . In the scheme, optimal bit allocation is done according 
to a JSCC framework. Through simulations, the performance improvement of the 
proposed scheme when compared to the conventional error protection method which 
uses FEC in conjunction with interleaving was demonstrated. The simulations also 
demonstrated the performance improvement of the UEP product code scheme over 
EEP product code schemes.
It is noted that, though some delay is incurred while computing the optimal product 
codes, this can be performed off-line, thus eliminating this delay. Hence, in practice 
when a model is requested by a client, pre-computed values, based on the prevailing 
channel condition, could be used to transmit the model.
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(a) UEP-PCS - 6dB (b) EEP-PCS 1 - 6dB (c) EEP-PCS2 - 6dB
(d) UEP-PCS - 9dB (e) EEP-PCS 1 - 9dB (f) EEP-PCS2 - 9dB
(g) UEP-PCS - 12dB (h) EEP-PC Sl - 12dB (i) EEP-PCS2 - 12dB
Figure 3.10: Subjective results for transmission of the Triceratops model over a
WCDMA channel.
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Chapter 4
A n Unequal Power A llocation  
Scheme for 3D M odel 
Transmission
4.1 Introduction
In the previous chapter, the use of FEC to protect the compressed mesh bitstream 
against channel errors was investigated. Another effective technique for mitigating the 
effects of channel errors is an increase in the transmit power. This is because adjusting 
the transmit power effectively modifies the characteristics of the channel as seen by 
the mesh codec. For example, an increase in the transmit power level reduces the bit 
error rate experienced by the compressed bitstream, thereby resulting in an improved 
decoded model quality.
In this chapter, the use of transmit power for the robust transmission of 3D models is 
investigated. In the chapter, the transmission of compressed mesh data over a wireless 
transmission system for a single user is considered. We assume that a set of transmit 
power levels is available at the transmitter for transmission of mesh data over several 
channels Since the levels of a model contribute differently to the decoded model
^Modern wireless communication system s permit data transmission over several channels. For ex­
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quality, we propose an Unequal Power Allocation (UPA) scheme that ensures that 
levels are transmitted with unequal power: with a constraint on the total energy over 
the length of the bitstream. This scheme ensures that the more important coarser 
levels are given more protection, thus improving the quality of the decoded model at 
the receiver.
There is a large body of literature on the use of power control for the robust transmission 
of image and video data, and a few are mentioned in the following discussion. The 
schemes proposed in the literature can be broadly classified into two categories. In the 
first category, the total transmission and/or processing energy is minimized under a 
targeted quality constraint. The algorithms proposed in [56, 57, 58] are typical of this 
approach.
In the second approach, end-to-end distortion is minimized subject to a transmission 
energy or power constraint. Typically, source data is encoded into different quality 
layers. These layers are then transmitted using unequal power in such a manner as to 
minimize distortion in the decoded data. Such schemes have been proposed in [59] for 
MPEG-4 Fine Granular Scalable (FGS) video transmission and in [60, 61] for JPEG 
2000 image transmission.
While the above-mentioned distortion-optimized schemes use only transmit power for 
error control, schemes that jointly use transmit power and FEC to reduce the effect 
of channel errors on the transmitted data have also been proposed. This is because 
there is often a bound on the amount of transmit power used in many wireless commu­
nication systems, in order to reduce interference to other users and conserve battery 
energy. FEC and power control are therefore used in these systems to ensure reliable 
data transmission. In [44, 62, 43], Joint Source-Channel Coding and Power Allocation 
(JSCCPA) schemes, which minimize end-to-end distortion, are proposed for wireless 
video transmission. Similarly, a JSCCPA scheme is also proposed in [63] for progres­
sive image transmission.
In this chapter, we propose a genetic algorithm UPA scheme that optimizes the power 
. ample, the WCDMA technology used in UMTS allows users to transmit multimedia data over multiple 
channels simultaneously by using different radio bearers: and each bearer can be allocated a different 
transmit power [55].
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allocation vector for the transmission of progressively compressed 3D models. In the 
transmission system considered in the chapter, for reliable 3D model transmission, 
product codes are used to provide some protection for the compressed data, before 
transmitting the bitstream with unequal transmit power levels.
The rest of this chapter is organised as follows. In Section 4.2, a review of genetic 
algorithm concepts which provide a background to our UPA scheme is carried out. The 
UPA problem formulation is presented in Section 4.3, while the proposed UPA scheme 
is described in Section 4.4. Experimental results are discussed in Section 4.5. Finally, 
the chapter is summarised in Section 4.6.
4.2 G enetic A lgorithm
Genetic Algorithms are probabilistic search methods that mimic the behaviour of nat­
ural selection and genetics. In broad terms, a Genetic Algorithm (GA) operates on 
a population of candidate solutions to a problem, by applying evolutionary principles 
in order to produce better and better approximations to a solution. Starting with a 
randomly selected initial population of candidate solutions, the GA produces a new 
generation of solutions, using operators borrowed from genetics. Over successive gen­
erations, the population evolves towards an optimal solution.
The major advantage of a GA is that it works with a population of candidate solu­
tions and can thus quickly search a vast solution set. Furthermore, a GA is largely 
independent of starting conditions: it does not require an initial guess, which may 
bias the final results. A GA effectively searches the whole solution space and can thus 
avoid the danger of being trapped in local minima or maxima. Finally, unlike tradi­
tional optimization methods, G As do not require objective functions to be continuous 
or differentiable, making them suitable for solving many practical problems. G As have 
thus been widely used for solving optimization problems arising in many science and 
engineering fields. A GA is particularly attractive in solving the optimization problem 
in this chapter due its ability to efficiently search a large solution space.
A flow chart of a simple GA operation is depicted in Figure 4.1. A GA starts with
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Figure 4.1: Flow chart of the GA process.
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a randomly generated population of Individuals (or solutions) called chromosomes or 
genomes. The number of individuals in a population is called the population size, N . 
Using an iterative process, these individuals are refined until an optimal solution is 
found. At each step of the iteration, four main procedures are carried out on the cur­
rent population to produce a new population: each successive population being called 
a generation. First, an evaluation procedure measures the fitness of each individual so­
lution in the current population and assigns it a fitness value which typically is related 
to the value of the objective function. Thereafter, the selection procedure is used to 
select individuals according to their fitness, mimicking the genetic behaviour of survival 
of the fittest. In the next stages, the selected individuals reproduce using genetically 
inspired operators known as crossover and mutation, to create new individuals for the 
next generation. Reproduction essentially introduces new individuals into the popu­
lation (i.e. new points in the search space). This iterative process continues until a 
termination condition, e.g. a maximum number of generations (G) or an acceptable 
fitness level, is reached. The stages of a GA are further explained below.
4 .2 .1  E v a lu a tio n
The chromosome is a data structure that encodes a possible solution in a given problem 
space. Each chromosome is made up of genes, which are the independent variables in 
the problem. Chromosomes could be encoded as either binary strings or an array of 
integer or real numbers, depending on the nature of a given optimization problem. To 
each chromosome, there corresponds a value of the objective function referred to as the 
fitness of the chromosome. In the evaluation stage, all chromosomes in a population 
are ranked according to their fitness. The simplest fitness scheme is to assign the 
chromosomes the corresponding values of their objective functions. In other schemes, 
the objective function values are transformed in order to get a desirable ranking metric.
4 .2 .2  S e le c t io n
The selection procedure is the first step in obtaining a new population for the next 
generation. Chromosomes are selected based on the principle of survival of the fittest,
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using the fitness values obtained in the evaluation stage. Selection ensures that only 
the chromosomes with the best genetic materials are passed on to the next generation. 
The chromosomes chosen in this step are referred to as parents.
The roulette wheel and tournament methods are widely used selection schemes. In the 
roulette wheel method, parents are chosen from a population based on the magnitude 
of their fitness values relative to the rest of a population. As the name implies, it can 
best be explained using the analogy of a roulette wheel in which all chromosomes in 
the population are placed according to their fitness, as shown in Figure 4.2. When the 
wheel is spun, the marble falls into one of the slots, and this indicates the chromosome 
selected. In the tournament method, n individuals are picked at random and the fittest 
is selected. The most common type of tournament selection is the binary tournament 
selection, where just two individuals are involved in the tournament. In some G As, the 
efficiency of the optimization process is improved by elitism, where the best individuals 
of the old population are copied into the next population.
o Chl'omosome 1
Chromosome 2
Chromosome 3
Figure 4.2: Roulette wheel selection.
4 .2 .3  C rossover
Crossover is a reproductive operator which combines the genes of a pair of chromosomes 
in order to create new offsprings. The operation involves exchanging parts of the 
parents’ chromosomes to form the offsprings. The simplest form is the single-point 
crossover. In it, a crossover point is selected at random between 1 and C ~ 1  , where C 
is the length of the chromosomes. The genetic material of each parent is then exchanged 
as illustrated in Figure 4.3. Pairs of parents for crossover are chosen randomly, such 
that the probability that a chromosome is chosen for crossover is pcr- This probability
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is usually very high and falls within the range 0.6 — 0.99.
Parent 1 101l|oi0010 1011111111 Child 1
i
I
I
Parent 2 O O l l j l l l l l l  0011010010 Child 2
I
Figure 4.3: Single point crossover operator.
4 .2 .4  M u ta t io n
The mutation operator takes a chromosome and randomly changes each gene of the 
chromosome as illustrated in Figure 4.4. As in natural evolution, the probability of 
mutation is usually very low (e.g. 0.01). This ensures that only a few chromosomes 
undergo a change due to mutation: and of those that are affected, only a few genes are 
modified [64]. The effect of mutation is to introduce randomness into the population 
thereby preventing premature convergence to a local optima.
Before: 1011,010010
After: 1 0 I W 1 0 0 1 0
Figure 4.4: Binary mutation.
4.3 P rob lem  Form ulation
In the last chapter, the expected distortion for the transmission of L  out of M  encoded 
levels of a progressively compressed mesh using row RCPC codes and column RS codes 
was found to be:
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L—1 j —l  /  L —l  \
D{L) =  PqDo + PjDj n ( l  -  a )  +  n  (1 -  Pi) (4.1)
J=1 i= 0 \ i = o  j
where, Pj is the probability of irrecoverable loss at level-j and Dj is the istortion that 
would result when decoding stops at level-j.
With the packetization scheme used in Chapter 3, it was also seen that Pj is a function 
of the RS protection in level-j. Pj was thus found to be sum of the probabilities of 
having more than N  — kj erased packets in the j th  level and is given as;
N
P j ^  P{n ,N )  (4.2)
n = N —k j + l
where p(n, N)  is the probability that exactly n  out of N  transmitted packets are lost 
during transmission.
For a wireless channel, link reliability can also be improved by increasing the trans­
mission power. This is because the bit error probability, pg, decreases when the ratio 
{Eb/No) increases. For example, for a flat Rayleigh fading channel plus AWGN pro­
cess, with independent bit errors, if uncoded BPSK is considered and ideal interleaving 
assumed,
= (4.3)2 y V -^ 0^ ~f“ (ji’Eb
where Et is the bit energy. No is noise power spectral density and a the expected value 
of the square of the Rayleigh distributed channel gain [65].
Equation (4.3) shows that for uncoded modulation, increasing/decreasing the trans­
mission power affects the BER and consequently the loss probability of a transmitted 
packet. Channel coding also reduces the BER - and hence packet loss probability - in 
a wireless channel. Therefore, channel coding and transmission power are parameters 
that can be used to vary the characteristics of the wireless channel. Accordingly, when 
these two parameters are used, it means that Pj in (4.1) will be a function of both the 
channel coding protection for the level as well as the power used in transmitting all 
packets in the level.
Let an L  level product codé structure, formed under a bit budget constraint, be selected 
for transmission using our previous algorithm. Let V  be the set of available transmission
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power levels for transmitting data over several channels. Let B =  . . . ,  be
the vector containing the number of modulated symbols (comprising source and parity 
symbols) in the L  levels. Let p  =  , . . . ,  } denote the power allocation vector
(p(^\ . . .  6 V), and E  =  { E i ^ \  . . . ,  the corresponding symbol energy
vector for the transmission of these L  product code structures. If all the packets in 
level-j are transmitted with the same power such that the energy per symbol in 
the level is then the transmission energy for the transmission of level-j is
Let Es denote the average symbol energy over the length of the transmitted bitstream. 
If T  is the total number of symbols corresponding to the length of the bitstream, then 
the maximum allowable energy (Emax)  over the length of the bitstream is E g T .
Hence, given an L  product code structure, our problem is how to optimize the power 
allocation vector in such a way as to minimize the expected model distortion, with the 
constraint that the sum of the energy allocated to all the levels is not greater than the 
total available energy. This objective can be represented by:
(4.4)
arg minD(L),pEV
subject to : E t o t  <  E m a x  
where Etot is the total energy allocated and is given as:
i=0
4.4  U P A  A lgorithm
In this section, a Genetic Algorithm Unequal Power Allocation (GAUPA) scheme for 
the solution of (4.4) is proposed. An open source C+-f- GA library, known as Galib 
[66], is utilized in developing the UPA algorithm. The stages of the UPA algorithm are 
shown in Figure 4.5 and are described below:
1. Initialize the algorithm so that chromosomes in the initial generation have ran­
domly generated values which are elements of V.
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2. Evaluate the fitness of all chromosomes in a population. In GAUPA, a fitness 
value directly related to the objective function in (4.4) is used. Since we are 
minimizing the objective function, the lower the fitness value of a chromosome, 
the fitter it is. To ensure that more power is allocated to coarser levels, the 
penalty function method is used to scale the fitness of chromosomes that violate 
the condition as well as those that violate the constraint in (4.4).
In the penalty function, we determine how much the constraint violation is, and 
multiply this by a constant factor c (c > 0). The scaled fitness is then given by:
D(L), p in feasible regionFitness value =  {
D{L) +  X,  otherwise 
where X  is the total penalty for constraint violation.
The scaling used above ensures that the fitness value of a chromosome violating 
the constraint is worse than that of a chromosome in the feasible region. It further 
ensures that a chromosome with a lower constraint violation has a better fitness 
than one with a higher constraint violation.
3. Record the fittest chromosome.
4. Create a population for the next generation as follows:
(a) Select parents for reproduction using the pair-wise tournament selection
method. This uses the roulette wheel method to select two chromosomes
and then picks the one with the better fitness value.
(b) Perform crossover on pairs of parents such that the probability that a chro­
mosome is chosen for crossover is pcr-
(c) Perform mutation on chromosomes with probability pm-
5. Repeat Steps 2 — 4 for G generations.
The best chromosome recorded in Step 3 is the optimal solution.
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Figure 4.5: GAUPA scheme.
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4.5 E xperim ents
The proposed UPA scheme was experimentally evaluated for simulated BPSK trans­
mission over flat-fading Rayleigh channels. In all experiments, the common parameters 
shown in Table 4.1 are used to determine the optimal UPA power allocation vector.
Parameter Value
Population size 
Number of generations 
Crossover probability 
Mutation probability
250
1000
0.8
0.05
Table 4.1: G A parameter setting.
As in [67], in the experiments, the transmit power for level-j, is defined in terms of 
the SNR per bit, /N q, Results are presented at each average SNR per bit defined 
as
where is the number of source bits in level-j. Note that we have assumed that 
iVo =  1, without loss of generality. It is further noted that this SNR is the average SNR 
per bit for the entire bitstream, whereas the actual SNRs per bit associated with each 
mesh level is dependent on which channel it is transmitted over.
In the algorithm, each is mapped to the corresponding E^^ using the relationship 
.E^^ ,^ where is the effective code rate in level-j [38]. For the distortion
calculations, the procedure in Chapter 3 is followed to determine the channel loss profile 
for each of the available Rayleigh channels, which are then used in (4.1). Figure 4.6 
shows the power allocation vectors obtained by GAUPA at various ( -^  ) for a 5-level\  ° /  avg
Cow model. In the figure, the horizontal axis indicates the transmitted mesh levels. 
It is noted that though GAUPA is based on a stochastic process, it assigns unequal 
amounts of transmit power to the mesh levels.
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Figure 4.6: Power allocation vector for 5-level Cow model protected with EEP product 
codes comprising rate 8/9 RCPC and rate 90/100 RS codes.
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Figure 4.7: Maximum Error vs. average channel SNR for the Cow model protected 
with rate 8/9 RCPC and rate 90/100 RS codes.
In this experiment, the performance of the proposed UPA scheme is compared with 
an Equal Power Allocation (EPA) scheme. For the UPA scheme, the optimal power 
allocation vector is first computed using GAUPA. The transmission of the product code 
protected bitstream is simulated using the power allocation vector obtained above. For 
a fair comparison, in the EPA scheme, use is made of the same product code structure 
used in the UPA scheme so that both schemes have the same energy budget defined 
over the length of their bitstreams. In the experiment, the product codes are arbitrarily 
selected. Results are presented for the Cow and Triceratops models, where the CPM 
coder is used to encode both models, producing a base mesh and 12 refinement batches, 
with only 8 transmitted. The base mesh is always assumed to be received without errors.
Figures 4.7 and 4.8 show the average Hausdorrf distance between the transmitted and 
decoded Cow model under different average SNR per bit of the entire bitstream. From
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Figure 4.8: Maximum Error vs. average channel SNR for the Cow model protected 
with rate 8/12 RCPC and rate 80/100 RS codes.
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the figures, it is noted that the performance in Figure 4.8 is better than in Figure 4.7. 
This is due to the stronger channel codes used. From these figures, it can be seen that 
there is a gain in the decoded model quality for the UPA scheme, especially at poor 
channel conditions. Since both schemes use the same product channel codes, this gain 
is due to the ability of the UPA scheme to protect the mesh levels with unequal amounts 
of transmit power. Subjective results for this experiment are shown in Figure 4.9. A 
similar result was obtained with the Triceratops model and the results are shown in 
Figures 4.10 and 4.11.
In the next experiment, we compare the performance of GAUPA with a Non-optimal 
UPA (NUPA) scheme where the transmit power levels are selected in such a manner 
as to give more protection to coarser levels. Figure 4.12 shows the objective results 
of this experiment for the Triceratops model. The error bars in the figure represent 
the standard deviation over the averaged Hausdorrf distance values in the experiment. 
The results show that GAUPA yields better results due to its ability to select power 
allocation vectors optimally from the solution space. The optimal solution selected is 
the one that minimizes the expected distortion in the received 3D model.
(a) UPA - 6dB. (b) EPA - 6dB.
(c) UPA - 12dB. (d) EPA - 12dB.
Figure 4.9: Subjective results for Cow model.
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Figure 4.10: Maximum Error vs. average channel SNR for the Triceratops model 
protected with rate 1/2 RCPC and rate 90/100 RS codes.
(a) UPA - 6dB. (b) EPA - 6dB.
(c) UPA - 12dB. (d) EPA - 12dB.
Figure 4.11: Subjective results for Triceratops model.
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Figure 4.12: Maximum Error vs. average channel SNR for the Triceratops model.
4.5.2 Performance Comparison of UCCPA and ECPPA Systems
In this experiment, the performance of two systems are compared: a system which uses 
UEP channel codes and UPA (UCCPA), and another that uses EEP channel codes 
and UPA (ECPPA). The objective of this experiment is to investigate the advantage 
of jointly using both unequal amounts of channel coding and transmit power for the 
transmission of mesh levels. In the experiment, a two-stage procedure is used to obtain 
the two systems. With fixed transmit power and a target bit budget, the product code 
algorithm in Chapter 3 is first used to determine the UEP/EEP product code to be 
used. Thereafter, the UPA algorithm is used to obtain the power allocation vector. 
Though this procedure is sub-optimal, it ensures that the two systems being compared 
have the same bit budget and energy budget constraints.
Results for the Cow model which is compressed into a base mesh and 12 batches are 
presented in this section. Figure 4.13 illustrates the performance of both systems. As 
can be seen, the UCCPA systems achieves some performance gain over the ECCPA 
systems. This gain comes from its ability to protect the mesh levels with both unequal
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Figure 4.13: Maximum Error vs. average channel SNR for the Cow model protected 
with UEP and EEP product codes.
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amounts of both channel coding and transmit power, unlike the ECCPA that uses EEP 
channel codes. It is anticipated that a higher performance can be achieved if an optimal 
Joint Source-Channel Coding and Power Allocation (JSCCPA) algorithm is used.
4.6 C onclusion
In this chapter, we presented a UPA scheme for 3D,model transmission over Rayleigh 
channels in which the 3D model levels are transmitted with unequal transmit power 
levels. The proposed UPA scheme is based on the genetic algorithm, a widely used 
stochastic search method. Through simulations, the performance improvement of the 
UPA scheme over an EPA scheme has been demonstrated. This performance gain is due 
to the unequal allocation of transmit power to mesh levels: rather than transmitting 
the levels with equal power. To the best of our knowledge, no unequal power allocation 
scheme exists for 3D model transmission over wireless channels. The proposed algo­
rithm is generic in nature and can be adapted for 3D model transmission in wireless 
communication systems where a set of transmit power levels is available for data trans­
mission. Through simulations, the advantage of jointly using both unequal EEC and 
transmit power for the compressed 3D model bitstream was also demonstrated.
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Chapter 5
A H ybrid ARQ and FEC Error 
Control System  for 3D M odel 
Transm ission
5.1 In troduction
Progressively compressed 3D models are desirable for mesh transmission over channels 
with different bandwidth and packet loss conditions. As seen in Chapter 2, for delay- 
sensitive applications, FEC is usually the preferred error control method used. For 
reliable 3D model transmission, it is important that the base mesh of a progressively 
compressed mesh bitstream be always correctly received. This is because the non­
decoding of the base mesh due to channel errors, renders all other parts of the bitstream 
useless - even if correctly received.
In FEC schemes, the probability of a decoding error is much greater than the probability 
of an undetected error. This makes error control systems based on FEC incapable of 
achieving high system reliability [38]. The reliability of FEC systems is further reduced 
in the harsh wireless channel conditions which produce long bursts of errors during 
periods of deep fades. In the last chapter, the use of power control for the robust 
transmission of 3D models was investigated. While the use of very high transmission
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power could ensure reliable base mesh transmission, there is often a limit on the amount 
of power that can be used in practice. Reasons for this include the need to conserve 
battery energy and the need to limit the interference caused to other users in a network.
In view of the importance of the base mesh, it is therefore essential that a reliable 
error control method be used for base mesh transmission. One error control scheme 
that guarantees reliable data transmission is ARQ or retransmission. In the basic ARQ 
scheme, the receiver uses a feedback channel to request the continuous retransmission of 
corrupted data until the data is successfully received. This involves sending a series of 
positive acknowledgments (ACK) and negative acknowledgments (NAK) to the trans­
mitter, indicating the status of the received data. However, this significantly reduces 
the transmission throughput. Furthermore, the unbounded delay associated with ARQ 
makes it unsuitable for delay-sensitive multimedia applications.
Over the years, many variants of the basic ARQ scheme have been proposed for reliable 
data transmission. The Hybrid ARQ (HARQ) scheme, which is a combination of 
ARQ and FEC, was proposed to overcome the drawbacks associated with using both 
schemes, individually. In an HARQ scheme, FEC is used to reduce the frequency of 
retransmission by correcting some of the transmission errors: a retransmission being 
only effected when the FEC code is unable to correct the errors. With this, an HARQ 
scheme provides higher reliability than an FEC scheme; and a higher throughput than 
a system with only ARQ.
A number of HARQ schemes have been proposed for multimedia transmission [68, 69, 
70]. For delay-sensitive multimedia transmission, an efficient type II HARQ scheme is 
proposed in [71] for packet loss protection of non-scalable video code. In the scheme, 
for any given encoded data block, the information and parity packets are continuously 
transmitted until an ACK is received at the transmitter. With this scheme, only one 
ACK is used per block of encoded data, thereby increasing transmission throughput 
when compared to the conventional ARQ scheme. Also in the scheme, the number of 
retransmissions is limited in order to satisfy real-time constraints. This scheme was 
extended to the MPEG4-FGS scalable bitstream in [72]. In the scheme of [72], the base 
layer of the scalable video bitstream is transmitted using HARQ, while the enhancement
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layer bitstream is protected with UEP RS codes before transmission over a network.
In this chapter, a transmission scheme similar to the one in [72] is proposed. In the 
proposed scheme, optimal UEP RS codes are first computed using the algorithm in [18]. 
Thereafter, starting with the source packets, the base mesh is transmitted using an 
HARQ scheme. Once an ACK is received, the refinement levels of the compressed 
bitstream are then transmitted.
The proposed scheme, however differs from that in [72] in a number of ways. First, 
the authors in [72] do not discuss how the channel code used to protect the base layer 
of the MPEG4-FGS scalable bitstream is obtained. However, in the proposed scheme, 
an efficient algorithm is used in computing the channel protection for the base mesh. 
Also, as will be described in Section 5.3, in the proposed scheme, when the base mesh 
source packets are received intact during the initial transmission, the un-utilized parity 
bits in the base mesh BOP are used to improve the error-resiliency of the refinement 
levels.
As discussed in Section 2.5, some ARQ-based schemes for 3D model transmission have 
been proposed in the literature. These schemes make use of a transport layer protocol 
(TCP) for reliable base mesh transmission [30, 31, 32]. When transmission is over a 
wireless link, TCP cannot distinguish between packet losses caused by bit errors in the 
wireless link and those caused by congestion. It responds in both cases by decreasing 
the transmission rate at the sender. In contrast to these schemes, the proposed error 
control system is employed at the application. Furthermore, in general, HARQ schemes, 
like the one used in this chapter, are more efficient than ARQ schemes in terms of 
transmission throughput [38]. Finally, though ARQ/FEC is implemented in the link 
layer of many wireless networks, error control can be delegated to the application layer 
in multimedia applications, especially in heterogenous networks. Thus, we consider 
only end-to-end performance in the scheme presented in this chapter.
This chapter is organised as follows. HARQ schemes are introduced in Section 5.2 and 
the RS-based HARQ scheme used in the chapter is described therein. In Section 5.3, the 
proposed HARQ and FEC error control scheme is described. The channel model used 
for the experiments in this chapter, as well as the algorithm used in obtaining optimal
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UEP RS codes are presented in Sections 5.4 and 5.5, respectively. In Section 5.6, 
experimental results are discussed. Finally, the chapter is concluded in Section 5.7.
5.2 H A R Q  Schem es
As mentioned in Section 5.1, an HARQ scheme combines the advantages of a pure FEC 
scheme and a pure ARQ scheme. HARQ schemes can be classified into two categories: 
type I and type II schemes [38]. In a general type I scheme, information packets are 
protected with error detection and correction codes. At the receiver, if uncorrectable 
errors are found after channel decoding, the transmitted packets are discarded and a 
request for retransmission is made. On the other hand, in a general type II scheme, 
information packets are first transmitted with parity bits for error detection and few 
parity bits, for error correction. When uncorrected errors are detected at the receiver, 
packets are not discarded, and only incremental parity bits are transmitted, upon 
a retransmission request. The receiver combines the transmitted and retransmitted 
packets together to form a more powerful error correction code to recover the original 
information. Type II HARQ schemes are thus usually more efficient than type I schemes 
by making use of previous erroneously received packets instead of discarding them [69]
Recently, an efficient type II HARQ scheme based on RS codes was proposed in [71] for 
real-time multimedia transmission over packet-loss networks . This uses an RS-based 
packetization strategy similar to the BOP method described in Chapter 3. In the 
scheme, the video bitstream is first split into groups of k packets. {N  — k) RS packets 
are then applied across the k source packets to provide error protection. Thereafter, a 
HARQ algorithm is used to transmit the encoded data blocks.
To aid in understanding the scheme proposed in [71], we compare it with a pure stop and 
wait ARQ scheme and a pure RS FEC scheme as illustrated in Figure 5.1. The figure 
depicts the scenario for transmitting three source packets in all the schemes^. The pure 
RS (iV, k) FEC scheme is shown in Figure 5.1 (a). As earlier seen in Chapter 3, in this 
scheme, once any k out of N  transmitted packets are received correctly, the decoder
^The RS codes used in the figures in this chapter are for illustrative purposes only.
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Figure 5.1: Error control schemes: (a) (6,3) RS FEC code (b) ARQ scheme (c) HARQ 
Scheme. Source packets are represented by the shaded boxes.
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would be able to recover the k source packets. In the ARQ scheme in Figure 5.1
(b), when a source packet is transmitted, the transmitter waits for the receipt of an 
ACK before proceeding to the next source packet. If a NAK is received, indicating 
the presence of errors in the transmitted packet, the packet is retransmitted repeatedly 
until an ACK is received. The unbounded delay associated with this ARQ scheme thus 
makes it unsuitable for delay-sensitive multimedia applications.
Similar to the RS FEC scheme, the HARQ scheme in Figure 5.1 (c) uses an (AT, k) 
RS code. However, unlike in the pure FEC scheme, only the first k data packets are 
initially sent to the receiver. Thereafter, the transmitter sends the paiity packets, 
sequentially, until one of two events happen: either an ACK is received indicating 
that k transmitted packets have been correctly received, or all the parity packets have . 
been sent. One significant advantage of the the HARQ scheme is that it uses the 
feedback channel less frequently than the pure ARQ scheme, thus improving system 
throughput. Furthermore, the algorithm does not break down even when ACKs are 
lost: the transmitter simply assumes that more parity packets are needed [71]. Finally, 
unlike the pure FEC, it only uses the amount of redundancy required for the successful 
transmission of the source packets.
5.3 P roposed  H A R Q  and FÉC  Error C ontrol System
For 3D model transmission, we propose to apply the HARQ scheme described in the 
preceding section to only the base mesh. This is premised on the fact that the base 
mesh is the most important part of the compressed bitstream, as the refinement levels 
are useless without it. Besides, it is also noted that the size of the compressed base mesh 
is small, relative to the size of the whole compressed bitstream. Thus, using HARQ 
for only base mesh transmission will not significantly affect the high user interactivity 
desirable in progressive mesh transmission^..
The proposed transmission system is illustrated in Figures 5.2 and 5.3. Figure 5.2 
shows an RS protected CPM encoded bitstream, consisting of a base and two refinement
 ^Using HARQ for all refinement levels would detract from the goal of rapid improvement of model 
quality at the decoder
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Figure 5.2: Mesh bitstream after channel coding: (a) Base mesh (b) Batch 1 (c) Batch
0. Source packets are represented by the shaded boxes.
levels, which has been selected for transmission. Each level-j {j =  0. . .  2) has kj packets 
protected with N  — kj RS parity packets. As in Chapter 3, transmission starts from 
the packets of the base mesh. Since, RS codes are used, any level-j can be recovered 
by correctly receiving at least kj packets.
In the proposed scheme, the transmitter starts by sending the /cq base mesh packets to 
the receiver, followed by the RS parity packets until an ACK from the receiver arrives: 
indicating that ko base mesh channel packets have been correctly received or the time 
deadline for the transmission of the model is reached. Assuming that b base mesh 
packets are used for the successful transmission of the base mesh, the remainder of the 
base mesh bit budget could be used to improve the error-resiliency of the refinement 
levels. Thus, in the example in Figure 5.3, the refinement levels would be transmitted 
with (3 * N)  — b channel packets. Due to the delay-sensitive applications considered in 
the thesis, the transmission deadline is limited to the size of the bitstream (i.e., 3 * iV 
packets in Figure 5.3).
The following are worth noting in the proposed transmission system. The maximum 
number of bits for transmitting the base mesh is set to the length of the compressed 
bitstream. This is done in order to get a bounded delay and thus satisfy the real-time 
constraints imposed by the 3D model applications. Furthermore, using the proposed 
scheme, the base mesh will always be received, as long as base mesh channel pack^ 
ets equivalent to the bitstream length are sufficient to correct channel errors. This
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Figure 5.3: Hybrid ARQ and FEC transmission of the mesh in 5.2.
assumption is valid for the channel conditions used in our experiments. Accordingly, 
with this scheme, a user will always be able to receive a basic quality of the 3D model 
to work with. This therefore guarantees a minimum QoS for 3D model transmission. 
Finally, in the event that less than N  base mesh packets are required for the successful 
transmission of the base mesh, the un-utilized base mesh bits are used to improve the 
error-resiliency of the transmission scheme. This is done by using these saved bits to 
transmit extra parity packets for the refinement levels.
5.4 C hannel M odel
The Gilbert-Elliot (GE) model [73, 74] has been used extensively in the literature to 
model wireless channels and networks [75, 76, 77, 78, 52]. The model consists of a good 
state (G), where packets are received correctly, and a bad state (B), where packets are 
lost due to channel errors. In the model, errors occur in bursts, with relatively long 
error-free intervals (called gaps) between them. Figure 5.4 shows the state diagram
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of the two-state Markovian GE model. In the diagram, Pbg represents the transition 
probability from the bad sate to the good state and P q b  represents the transition 
probability from the good state to the bad state.
Figure 5.4: The Gilbert-Elliot channel model.
In simulations using the GE model, two externally observable parameters, the average 
packet loss rate {P l r ) and the average packet burst length (Lb), are used in estimat­
ing the GE transition probabilities. These parameters are related to the transition 
probabilities through the following equations;
L b = 1P b g (5.2)
The selection of RS codes over the GE channel has been investigated in [52, 53] for 
the BOP structure described in Section 5.2. In the following, the main results ob­
tained therein, relevant* to computing the optimal RS codes to be used in our error 
control scheme are summarized. These allow us to compute the probability of having 
n  corrupted packets within a block of N  packets.
The error-free gap is defined as an interval of length v — 1 packets between two erro­
neously received packets. Let g{v) denote the probability of a gap length v, and G{v)
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denote the probability of a gap length greater than v — 1. Then, g{v) and G{v) can be 
given as:
1 — P b g , -y =  1g{v) = { (5.3)
•P b g (1  -  P g b T ~ ^ P g b , v  >  1.
G{y) = < 1, =  1 (5.4)
Pb g O- ~  Pg bY  5^ ^ > 1.
Furthermore, let iî(n, N ) denote the probability of having {n — 1) packet losses within
#  — 1 packets, following a lost packet. Then, i2(n, N) is given by:
G(iV), n  =  1
R {n ,N ) =  «V N ~ n + i  (5 .5 )
1 g{v)R(n -  1, iV -  -u), 2 < n < N .
V f=l
Finally, the probability of losing n  packets within a block of N  packets is:
N —n + l
P { n ,N )=  ^  PLRG{v)R{n,N — V + 1)^  1 < n < (5.6)
V = 1
where P^r  is the packet loss rate.
5.5 RS C ode Selection
The RS codes used in the proposed scheme need to be carefully selected in order 
to optimally protect the compressed bitstream from channel errors. As obtained in 
Chapter 3, the expected distortion for the transmission of L  out M  levels of a CPM 
compressed bitstream is given as:
L - l  3 - 1  ( l - i  \
D(L) =  PoDo +  Y ,  P i ^ i  11(1 -  - P i )  +  1 II ( 1  -  P j )  D l ( 5 . 7 )
j=l i—0 \j= ^ /
where, Pj is the probability of irrecoverable loss at level-j and Dj is the distortion that 
would result when decoding stops at level-j.
Following the packetization scheme described in Section 5.2, Pj is defined as the sum 
of losing more than {N  — kj) packets, where level-j is protected using an {N,kj)  RS
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code. Pj is given by:
N
P i =  E  (5.8)
n=N—fcj+1
where P(n , iV), the probability of losing packets within a block of N packets is obtained 
using Equation 5.6.
In this chapter, the algorithm in [18] is used for optimal UEP RS code selection for 
the compressed bitstream. The algorithm proceeds by distributing error protection 
bits among transmitted levels in a JSSG framework. In the algorithm, for all values 
of L (L =  M , . . . ,  1), with corresponding protection budget C, (7 =  {0, +
_ possible allocations C l =  . . . ,  such that
J 2j=o < C are tested, and the one that minimizes the expected distortion is 
selected. The main steps of the algorithm are summarized below:
1. Choose a value for C and L.
2. Run a full search algorithm for C l =  . . . ,  where >
C(l) > . . .  >  and 5 : 1^0 CÜ) <  C}.
3. Save the C l  vector that minimizes the expected distortion D{L).
4. Repeat the above steps for all possible values of C  and L. The solution is the C l 
vector that minimizes the expected distortion
5.6 E xperim ental R esu lts
In this section, we present a performance evaluation of the proposed error control 
scheme. Transmission over a downlink WCDMA channel is simulated using the UMTS 
simulator described in [55]. Error patterns generated from the simulator for the Pedes­
trian B and Vehicular A channel environments were used. In all simulations, the CPM 
coder is used to encode the Bunny and Triceratops models, producing a base mesh and 
10 refinement batches. The base mesh in each simulation is compressed using the TG 
algorithm. In the simulations, the ACK latency is assumed to be negligible and an 
ACK is aways assumed to be received error-free. In the chapter, the performance of
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the schemes being compared is measured in terms of the average Hausdorrf distance 
between an original model and a decoded model.
In the simulations, the performance of the proposed HARQ and FEC error control 
scheme (HARQ-FEC) is compared with a pure FEC scheme that uses only UEP RS 
codes to protect all the mesh levels [18]. In each simulation run, the same UEP RS 
codes obtained from the algorithm described in Section 5.5 are used in both schemes. 
Thus, both schemes have the same bit budget and the same error protection, in terms 
of the channel codes used. It is worth noting that irrecoverable packet loss in the base 
mesh renders a model undecodable, making model distortion infinite. During the pure 
FEC scheme simulations, instances of irrecoverable packet losses in the base mesh are 
tracked. Rather than using an infinite distortion, for a fair comparison, the distortion 
between the original model and the base mesh is used. This reduces the likelihood of 
exaggerating the performance gains obtained by using the proposed scheme.
120,
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Figure 5.5: Maximum error between the original and decoded Bunny model for Pedes­
trian B channel environment.
The performances of the two schemes in terms of the distortion vs. channel condition
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S I  150
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Figure 5.6: Maximum error between the original and decoded Triceratops model for 
Pedestrian B channel environment.
for simulations over the Pedestrian B channel environment are shown in Figures 5.5 
and 5.6. Each point on the graphs corresponds to the average distortion taken over 500 
simulations. From the figures, it is evident that in poor channel conditions, transmission 
using HARQ-FEC yields better decoded model quality than the FEC scheme. The 
performance of the FEC scheme is worse because of the occasions when the base mesh is 
lost due to uncorrectable packet losses. For example, at Eb/No = the incidence of 
unrecoverable packet losses in the base mesh occurred in about 1.32% of the simulation 
runs for the pure FEC scheme. The higher recorded average distortion can thus be 
attributable to these base mesh loss events. When the proposed HARQ-FEC scheme 
is used, on the other hand, the base mesh is always correctly delivered to the receiver. 
Subjective results for a typical run of the simulations are shown in Figure 5.7.
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(a) HARQ-FEC - 4dB. (b) FEC - 4 dB.
(c) HARQ-FEC - 8dB. (d) FEC - 8dB.
(e) HARQ-FEC - 12dB. (f) FEC - 12dB.
Figure 5.7: Subjective results for transmission of the Bunny model over Pedestrian B 
channel environment.
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Figure 5.8: Maximum error between the original and decoded Bunny model for Vehic­
ular A channel environment.
As the channel condition improves, performance of both schemes also improves. How­
ever, the HARQ-FEC scheme performs slightly better than the FEC scheme because 
extra parity packets are transmitted for the refinement levels using the bits that are 
saved, after base mesh transmission. Similar results are obtained for transmission over 
the Vehicular A channel environment as shown in Figures 5.8, 5.9 and 5.10.
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Figure 5.9: Maximum error between the original and decoded Triceratops model for 
Vehicular A channel environment.
5.7 Conclusion
In this chapter, an error control scheme based on HARQ and FEC has been proposed 
for 3D model transmission over wireless channels. The proposed system combines 
optimally selected UEP RS codes with an HARQ scheme which makes an efficient use 
of acknowlegdments for base mesh transmission. The scheme thus ensures that the base 
mesh, which is the most important part of the compressed bitstream, is always received 
correctly at the receiver. This ensures that a minimum QoS is always guaranteed with 
the proposed system. Experimental results over a simulated WCDMA channel show an 
improvement in the decoded model quality when compared with a pure FEC scheme. 
It is worth mentioning that even though the event of irrecoverable losses in the base 
mesh is low, in many applications, it would be more useful to have a low quality model, 
than no model at all. As an example, in a 3D scene comprising hundreds of models, 
the non-decoding of the most important model in the scene will be highly undesirable.
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(a) HARQ-FEC - 4dB. (b) FEC - 4 dB.
(c) HARQ-FEC - 8dB. (d) FEC - 8dB.
(e) HARQ-FEC - 12dB. (f) FEC - 12dB.
Figure 5.10: Subjective results for transmission of the Triceratops model over Vehicular 
A channel environment.
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C hapter 6
Conclusions
6.1 Pream ble
The demand for multimedia services has been on the ascendency over the last decade. 
Efficient source coding algorithms and high speed communications networks have been 
enabling technologies in the rapid growth of multimedia services. In addition to the 
traditional multimedia data types, the transmission of 3D models over networks is 
becoming widespread. Improvements in the storage, graphics handling capabilities and 
display technologies of terminal equipment have contributed to the rapid growth in the 
demand for applications that require 3D models. Thus, 3D models are increasingly 
being used in many applications like collaborative Computer Aided Design (CAD), 
computer gaming and virtual reality.
A major hinderance to the efficient transmission of 3D models is the effect of unreliable 
communication links on the transmitted 3D model. The wireless channel, in particular, 
is highly error-prone and has a very high degrading effect on transmitted data. The 
progressively compressed mesh bitstream is particularly very sensitive to channel errors. 
This is due to the entropy coding used in 3D model compression algorithms, as well as 
the dependencies that exist between the various levels of the compressed bitstream.
In light of the. above, this thesis has examined and invesigated several error control 
strategies for the robust transmission of progressively compressed 3D models over wire­
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less channels. In the following sections, an appraisal of the error control strategies 
considered in the thesis is given. This is followed by a section on possible directions for 
further research.
6.2 C oncluding O verview
Forward Error Correction (FEC) techniques are the preferred error control strategy 
for delay-sensitive multimedia applications. In Chapter 3, an FEC scheme based on 
the product channel code was proposed for the robust transmission of 3D models. 
Product codes are particularly effective in protecting against the burst errors that 
occur in fading wireless channels. In the proposed scheme, the Block of Packets (BOP) 
packetization scheme is used for each level of the progressively compressed bitsream. 
Using this packetization method, source symbols are first placed in horizontal packets. 
Thereafter, each BOP is encoded with product codes comprising row RCPC/CRC 
codes and Unequal Error Protection (UEP) RS codes along its columns. Bit allocation 
beween source and parity symbols is done using a joint source-channel coding (JSCC) 
framework. Experimental results carried out show performance improvements over a 
conventional error protection system which uses a convolutional code in conjunction 
with an interleaver. Further experiments, also show performance improvements over 
non-UEP schemes: thus demonstrating the importance of using UEP for the compressed 
bitstream.
In addition to FEC, transmission power allocation can be used to achieve UEP of a 
compressed bitstream. This is particularly important in the case of the progressively 
compressed 3D model bitstream where the different parts of the bitstream contribute 
unequally to the overall decoded model quality. An Unequal Power Allocation (UPA) 
scheme has, therefore, been proposed in Chapter 4. The scheme allocates different 
transmit power levels to the various levels of compressed 3D model bitstream in such 
a manner that the expected distortion at the decoded model quality is minimized. 
The different transmit power levels used in transmitting the compressed bitstream thus 
ensure UEP of the compressed bitstream. The proposed UPA scheme was developed 
using the genetic algorithm, which is an efficient stochastic search method. Experiments
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carried out over a simulated Rayleigh flat fading channel shows that the UPA scheme 
outperforms an Equal Power Allocation (EPA) scheme which protects all the mesh 
levels with the same transmit power level.
In the progressive transmission of 3D models over error-prone channels, it is essential 
that the base mesh is always correctly recovered at the receiver. This is because the 
refinement levels are useless without the base mesh - even if they are received without 
errors. Where a feedback channel exists, which is common in modern wireless net­
works, Automatic Repeat Request (ARQ) techniques are often used to ensure reliable 
communications. However, ARQ schemes are not used for delay-sensitive multimedia 
applications due to the resulting unbounded delays inherent in their usage. Hybrid 
ARQ (HARQ) schemes combine ARQ and FEC techniques: with FEC used to reduce 
the frequency of retransmission. While several HARQ schemes have been proposed for 
other multimedia data types, its use for 3D model transmission had not, hitherto, been 
considered. In Chapter 5, an error control system which combines an HARQ scheme 
with a FEC scheme, is proposed for reliable 3D model transmission. The proposed error 
control system uses an efficient HARQ scheme for reliable base mesh transmission and 
FEC for the transmission of the refinement levels. In the proposed system, un-utilized 
base mesh parity bits are used to improve the error-resilience of the refinement levels. 
Experiments carried out over a simulated WCDMA channel show a quality improve­
ment in the decoded model, especially in poor channels, compared to, a traditional FEC 
scheme. Unlike the FEC scheme where irrecoverable losses in the base mesh can lead to 
the complete loss of the transmitted model, the proposed scheme always ensures that 
a model is available for use at the receiver.
A generic wireless network has been considered in developing the schemes investigated 
in this thesis. Depending on the available wireless network, the proposed error-control 
schemes can be used either individually or together, for reliable 3D model transmission. 
Essentially, in the schemes proposed in Chapters 3 and 5, error control is delegated to 
the application layer. In recent times, the cross-layer approach is increasingly being 
used in the allocation of resources in wireless multimedia communications. With this, 
application layer adaptation mechanisms can be combined with lower-layer adaptation 
strategies (e.g. modulation and power at the physical layer) for error-robust multimedia
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communications. Accordingly, a cross-layer approach involving the three proposed 
schemes can be utilised in a wireless 3D model transmission system.
6.3 Future R esearch D irections
This section describes possible areas in which the work presented in this thesis can be 
extended.
An exhaustive search over all the available RCPC codes is carried out in the prod­
uct code algorithm presented in Chapter 3. The delay associated with computing the 
optimal product codes using this method can be eliminated by performing the compu­
tations off-line: and making use of pre-computed values stored in a 3D model server. 
However, a more efficient algorithm would extend the scheme’s use to applications that 
exclude off-line computations. Accordingly, the development of a heuristic algorithm 
that quickly finds the optimal product codes for progressively compressed 3D model 
transmission is a promising research direction.
As was earlier discussed in Chapter 2, the location of the first uncorrectable error in 
the compressed bitstream is important. When irrecoverable errors occur in a mesh 
level, only source packets in levels prior to this would be useful in reconstructing the 
original 3D model: all source packets in the level, as well as in the finer levels would 
be discarded. This is due to the progressive nature of the bitstream, as the decoding 
of a finer level depends on the successful reception of the preceding coarser levels in 
the bitstream. All the error control schemes considered in this thesis are based on this 
meSh decoding strategy. However, this sometimes leads to the discarding of mesh levels 
received without errors, which otherwise would have been used to improve the decoded 
model quality. Further research on interpolation techniques which could be used to 
estimate corrupted data in the bitstream would greatly minimize the amount of data 
discarded. Efficient interpolation techniques, used in conjunction with the schemes 
proposed in the thesis, would thus lead to a more robust error control system for 3D 
model transmission.
The use of power control for mitigating the effect of the error-prone wireless channel
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was addressed in Chapter 4. In the UPA scheme proposed in the chapter, unequal 
amounts of transmit power levels were allocated for the transmission of the compressed 
bitstream in such a manner as to minimize the expected distortion at the decoded 
3D model. In addition to quality improvement, another issue of concern in portable 
wireless communications is that of minimizing the power consumption at the portable 
devices in order to extend battery lifetime. Among other processes, transmission power 
is a significant component of the total power used by a device. Thus, any scheme that 
reduces the total transmit power would impact positively on the bid to extend the 
battery lifetime of portable devices. Accordingly, building on the work in Chapter 4, 
further research could be carried out on how to minimize the total transmit power, 
subject to a 3D model quality constraint. Minimising the total transmit power would 
also have the added benefit of reducing the interference caused to other users in a net­
work. In addition, it is anticipated that a Joint Source-Channel and Power Allocation 
(JSCCPA) scheme would yield better results than those obtained in Chapter 4. Thus, 
further research could be conducted in this direction.
The work in this thesis primarily focuses on error control strategies for a single user in 
a point-to-point (unicast) scenario. However, in many applications, like multi-player 
computer gaming, 3D models need to be streamed to many users at different locations. 
The challanges involved in providing error control in such a multiuser environment, 
require further investigation. To the best of the author’s knowledge, wireless 3D model 
transmission in the context of a multiuser and multicast scenario is still an open prob­
lem.
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A ppendix B
Jakes’ M odel
When dealing with wireless communications and mobile receivers, the transmitted sig­
nal undergoes fades as the receiver moves. The duration and frequency of these fades 
depend on the speed of the receiver, the probability of error for the digital modulation 
technique used and the average signal-to-noise ratio (SNR) over the channel. A channel 
with such characteristics is said to be a flat-fading channel (e.g. there is a constant gain 
across the bandwidth of the received signal) and the envelope of the received amplitude 
is'Rayleigh distributed.
Jakes [54] proposed a model to simulate Rayleigh fading channels. Jake’s model has 
two filtered noise components. These two noise components are comprised of a set 
of six or more sinusoidal signals. Their frequencies are chosen to approximate the U- 
shaped Doppler spectrum. One extra component at the maximum Doppler spread is 
also added, but with a smaller amplitude.
Assuming BPSK transmission over a flat-fading channel, the probability of error can 
be expressed as:
Pe =  \ e r f c  [ V S N R r  )  (B.l)
where S N R r is the received signal-to-noise ratio.
From [79], the BER of the channel can be expressed in terms of the average signal-to-
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noise ratio {S N R )  as;
B E R =  i
and the maximum Doppler spread is determined by
fmax =  /c .“  (B.3)
where fc is the carrier frequency, v the speed of the mobile and c is the speed of light.
The expected number of times the fade envelope crosses a specified signal level R is 
given by [54]
N r  =  V2Tvpe~P  ^.fmax (B.4)
where p is the received amplitude normalised by the RMS amplitude:
p =  ^  '  (B.5)R r m s  V S N R   ^ '
Equation (B.5) shows that every time the fade envelope drops below r = R, a. fade
occurs. Let be the duration of the ith  fade. Then, the average duration of fades (i.e. 
the average burst length) for a total time interval of length T  is:
"  =  =  ^  (E-6)
where fo  is the normalised Doppler spread and is calculated by dividing the maximum
Doppler spread by the data rate fs-
This model has been used to generate error patterns for simulations over Rayleigh 
fading channels in this thesis.
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