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Abstract
The objective of this paper is to establish an intrinsic and simple correspondence between
a multiple Nevanlinna–Pick matrix interpolation (NP) problem in the Nevanlinna class Np
with a denumerable set of nodes and a certain full Hamburger matrix moment problem. With
the help of the indicated correspondence, the solution of an infinite NP problem inNp can be
reduced to what amounts to the study of the associated full Hamburger matrix moment prob-
lem with the so-called block Hankel vector of the former, and vice versa. These investigations
can be regarded as a natural extension of our previous work on both the NP problems with
a finite set of interpolation data and the truncated power matrix moment problems. © 2000
Elsevier Science Inc. All rights reserved.
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1. Introduction
In the present paper we shall pursue our investigations [8–12] of the connections
of the matrix interpolation problems of Nevanlinna–Pick type in certain classes of
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holomorphic Cpp-valued functions, such as the Nevanlinna classNp, the Stieltjes
class Sp, the Caratheodory class Cp, and their variations with a variety of the as-
sociated power or trigonometric matrix moment problems by means of the so-called
block Hankel or block Toeplitz vector approach. Specifically, we deal with both the
multiple interpolation problem in the Nevanlinna class Np .p > 1/ of Cpp-val-
ued functions f .z/ which are holomorphic in the open upper half plane C and
Imf .z/ > 0; 8z 2 C, with a denumerable set of nodes and the full Hamburger ma-
trix moment problem. In what follows, we will denote by NP(Np/1 and HM(R/1
these two problems, respectively. Here we shall reveal a very close connection be-
tween an NP(Np/1 problem and the HM(R/1 problem associated with the block
Hankel vector of the former, as an extension of the previous investigations just men-
tioned.
The case of infinitely many nodes is handled via an analysis of the limiting behav-
iour of approximating problems involving only finitely many nodes (or finitely many
matrix moments). The analysis details lead to the construction of key entire functions
as the limits of the corresponding polynomials, such as the Hermitian interpolation
polynomial matrix wn.z/, the annihilator polynomial an.z/ of interpolation nodes,
(and also the (finite) block Hankel vector h.n/), and the resolvent matrix n.z/. It
turns out that, under suitable restrictions for interpolation nodes, to a given solvable
NP(Np/1 problem there corresponds a unique and infinite sequence of Hermitian
p  p matrices, referred to as the (infinite) block Hankel vector of the NP(Np/1
problem, such that the solution of the NP(Np/1 problem is bound up with and
can be reduced, in a rather simple way, to the study of a certain HM(R/1 problem
associated with that block Hankel vector. This link allows us to obtain a parametriza-
tion of the solutions to the multiple NP(Np/1 problem in both nondegenerate and
degenerate cases by a linear fractional transformation from the corresponding result
of the HM(R/1 problem. (By the way, for the NP(Np/1 problem the solution was
made only in the simple node case in the literature, to the best of our knowledge, and
the Schur type algorithm, made infinitesimal, ceases to a great extent to be effective
in the multiple case.) Theoretically, the HM(R/1 problem is, in general, simpler and
easier to comprehend than the more complicated NP(Np/1 problem since it can
be viewed as a limiting case of the latter, that is, a high order NP.Np/1 problem
at a single node (infinity). Computationally, the HM(R/1 problem is more-studied
and well developed in the literature (see, e.g., [1] for the scalar case: p D 1 and
[27] for the case: p > 1 in the nondegenerate case), and many of the advantageous
properties of different methods of solving the power moment problems carry over
without modification to the NP problems. Also, the mathematical apparatus of the
block Hankel vector used to solve the NP(Np/1 problem is not really complicated
in transition from the simple node case to the multiple node case.
Interest in the question of the present paper was partially motivated by a recent
work [32] (see also [30,31]), in it Krein and Nudelman established an explicit con-
nection of an infinite NP problem in the class S1 (the NP(S1/1 problem) with
the corresponding full Stieltjes moment problem in the scalar situation, and pre-
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sented also an algorithm for solutions of the NP(S1/1 problem in the simple node
case only. This algorithm, however, seems to be difficult and not convenient for
passing to the infinite and multiple NP problem in the classSp .p > 1/ in our opin-
ion.
This paper is divided into three sections besides the Introduction. In Section 2,
we first introduce the notion of the block Hankel vector of an NP(Np/1 problem,
and then establish an integral and explicit correspondence between solutions to a
solvable NP(Sp/1 problem and solutions to the associated HM(R/1 problem with
that block Hankel vector. For a solvable NP(Np/1 problem, an analogue of the
classical Loewner–Hankel matrix relation is made in Section 3. The focal point of
Section 4 is the solution of an HM(R/1 problem in both the nondegenerate and
degenerate cases by means of a certain linear fractional transformation, based on the
use of Schur algorithm involving matrix continued fractions as well as orthogonal
polynomial matrices simultaneously. This leads to the formula describing all solu-
tions to the NP(Np/1 problem via the indicated correspondence in a rather simple
way.
A number of different approaches to the various NP problems and the moment
problems may be found in, for instance, [3–6,14–15,19–24,33–37,26,28,29] and the
references therein.
Finally, some conventions and notation are needed in the sequel. The symbols
R, C and Cpp will denote the real numbers, the complex numbers, and the space
of complex matrices of order p, respectively, whereas C (resp. −) stands for the
open upper (lower) half plane. If A is a matrix, A denotes it adjoint with respect to
the standard inner product, whereas kAk is the spectral norm of A. If A is Hermitian,
thenA > 0 (A > 0) means the positive semidefiniteness (positive definiteness) of A,
while A > B (A > B/ for matrices A, B of the same order means that A− B > 0
(A− B > 0). For a square matrix B, by BD denote the Drazin inverse of B, i.e., the
unique solution of the matrix equations:XBX D X, BX D XB, and Bk D XBkC1,
k Dindex.B/ (in particular, k 6 1 if B > 0). IfA;B 2 Cpp with A nonsingular, we
write BA−1 as the fraction form B=A. The letter J designates always the signature
matrix of order 2p
J D

0 iIp
−iIp 0

:
Each f .z/ 2Np admits an integral representation (see, e.g., [2])
f .z/ D z C  C
Z C1
−1
 1
u− z −
u
1 C u2

d.u/; z 2 C; (1.1)
in which  > 0;  D ; d.u/ > 0, and trR C1−1 .1 C u2/−1 d.u/ < C1, more-
over,
lim
z!1
f .z/
z
D  (1.2)
holds uniformly in each sector " defined by
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z j " 6 arg z 6  − "; " 2

0;

2
o
: (1.3)
A solvable infinite (or finite) NP interpolation problem in the classNp or a full
(or truncated) Hamburger moment problem is called determinate if it has only one
solution, and it is called indeterminate otherwise.
2. The NP(Np/1 problem, the block Hankel vector, and the HM(R/1 problem
Three related objects are introduced and examined in this section: (i) the NP
(Np/1 problem; (ii) its block Hankel vector; and (iii) the HM(R/1 problem. We
shall primarily establish a rigid relationship between a NP(Np/1 problem and the
HM(R/1 problem associated with the block Hankel vector of the former.
2.1. Formulations of the NP(Np)n problem and the HM(R)n problem with n 6
C1
Given a finite or denumerable sequence fzigniD1 .n 6 C1/ of distinct interpolat-
ion nodes in C with finitely large multiplicities 1; 2; : : : ; n, respectively, and a
p  p complex matrix sequence fcikg; i D 1; : : : ; n .n 6 C1/; k D 0; 1; : : : ; i −
1, the NP(Np/n problem is to determine whether or not there exists an f .z/ 2Np
subject to the equations
1
kW
dk
dzk
f .z/

zDzi
D cik; i D 1; 2; : : : ; n .n 6 C1/;
k D 0; 1; : : : ; i − 1; (2.1a)
and if any, to describe the family of such f .z/.
For convenience, denote by NP(Np/n the interpolation problem (2.1a) whenever
n is finite, which can be viewed as the nth truncated problem of the NP(Np/1
problem (with n D C1 in Eq. (2.1a)).
Notice that for each f .z/ 2Np we usually put f .z/ D f .z/ for z 2 −, and
the representation (1.1) is also valid for z 2 −. Thus, f .z/ 2Np is a solution to
the NP(Np/n problem (2.1a) with n 6 C1 if and only if, it is also an interpolant of
the equations
1
kW
dk
dzk
f .z/

zDzi
D cik; i D 1; 2; : : : ; n .n 6 C1/;
k D 0; 1; : : : ; i − 1: (2.1a0)
It is well known that for the case of n < C1, the solvability of the NP(Np/n
problem (2.1a) is connected with the Hermitian nonnegativity of a generalized block
Loewner matrix Ln defined via
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Ln D .Lij /ni;jD1 2 CNpNp; N D
nX
kD1
k; (2.2a)
where Lij D .Lklij /
i−1;j−1
kD0;lD0 2 CNpNp with entries Lklij 2 Cpp determined via the
formula
Lklij D
1
kWlW
@kCl
@kl
hf ./− f ./
− 
i
Dzi ;Dzj
(2.2b)
in which f .z/ is an interpolant of Eqs. (2.1a) and (2.1a0) (such an interpolant al-
ways exists). It should be noted that each Ln depends only on the interpolation data
f.zi; cik/j1 6 i 6 n; 0 6 k 6 i − 1g. In what follows, we denote by L1 the infinite
order matrix .Lij /C1i;jD1 associated with the infinitely many given data f.zi; cik/j 1 6
i 6 C1; 0 6 k 6 i − 1g. Obviously, the Ln .n D 1; 2; : : :/ are the major
submatrices on the left-upper corner of L1, and we say L1 is Hermitian nonnega-
tive: L1 > 0 if, and only if, Ln > 0; n D 1; 2; : : :
With the notation above, from the compactness of the class Np we deduce the
following solvability criterion for the NP(Np/1 problem.
Theorem 2.1. In order that there exists a solution to the NP.Np/1 problem (2.1a),
it is necessary and sufficient that L1 > 0.
Theorem 2.1 implies in fact that the NP(Np/1 problem (2.1a) is solvable if, and
only if, the NP(Np/n problems (2.1a) are solvable for all n D 1; 2; : : :
For our purpose, we always assume that all interpolation nodes zi of the NP(Np/1
problem (2.1a) are situated in a certain strip of finite width parallel to the imaginary
axis and additionally satisfy
C1X
iD1
i
jzi j < C1: (2.3)
This assumption leads to the fact that limi!C1 zi D 1 and all zi lie in some sec-
tor " defined via Eq. (1.3). Thus, by Eq. (1.2), for a solution f .z/ 2Np to the
NP(Np/1 problem (2.1a), if any, we have
lim
z!1
z2"
f .z/
z
D lim
i!C1
f .zi/
zi
D lim
i!C1
ci0
zi
D ; (2.4)
where  > 0 is independent of the choice of such f .z/ 2Np, a useful peculiarity of
the solvable NP(Np/1 problem. Thus, if the NP(Np/1 problem (2.1a) is solvable,
one, without loss of generality, may assume that  D 0, so that each solution f .z/ to
that problem satisfies in advance
lim
z!1
f .z/
z
D 0 (2.1b)
and therefore, under condition (2.3),
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lim
i!C1
ci0
zi
D 0: (2.5)
In the sequel, if n 6 C1, we shall give the name of “the NP(Np/n problem (2.1)”
to the NP(Np/n problem (2.1a) with the restriction (2.1b), and work with it instead
of the NP(Np/n problem (2.1a).
We remark that for finite n in [11] we have confronted with the NP(Np/n prob-
lem (2.1), which is obviously a sub-problem of the NP(Np/n problem (2.1a) and is
showed to be equivalent to a certain truncated Hamburger matrix moment problem
by means of the block Hankel vector approach.
The HM(R/n problem .1 6 n 6 C1) is formulated in the following manner:
Given a finite or infinite p  p Hermitian matrix sequence fhig2n−2iD0 ; n 6 C1, it
is required to find necessary and sufficient conditions for the existence of a nonde-
creasing Cpp-valued function  .u/ .−1 < u < C1/ subject to the equations:
hi D
Z C1
−1
ui d .u/; i D 0; 1; 2; : : : ; 2n− 2 .n 6 C1/ (2.6)
and to describe all of such .u/ .−1 < u < C1/ if these conditions are met. Obvi-
ously, in the case of n < C1 the HM(R/n problem coincides with the nth truncated
Hamburger matrix moment problem of the HM(R/1 problem, the full Hamburger
matrix moment problem associated with fhigC1iD0 : A variation of the HM(R/n prob-
lem is the same as the HM(R/n problem but with the inequality in place of the last
equality therein, that is:
hiD
Z C1
−1
ui d .u/; i D 0; 1; : : : ; 2n− 3;
(2.60)
h2n−2 >
Z C1
−1
u2n−2 d .u/:
The equality versus inequality issue has been confronted and analysed in [7–9,11,26].
It turns out that there exists a subtle distinction between these two related moment
problems. For example, a necessary and sufficient condition for the solvability of the
problem .2:60/ is the nonnegativity of the block Hankel matrix Hn−1
Hn−1 D .hiCj /n−1i;jD0 > 0; (2.7)
while this condition does not ensure the existence of a solution to the HM(R/n prob-
lem (2.6) (n < C1). In fact, it is shown in [7,9] that the HM(R/n problem (2.6) is
solvable if, and only if,Hn−1 is nonnegatively extendable, i.e., there exist two p  p
Hermitian matrices h2n−1; h2n such that Hn D .hiCj /ni;jD0 > 0. In the scalar case:
p D 1, thatHn−1 is nonnegatively extendable is equivalent to thatHn−1 is Hermitian
nonnegative and proper (see, e.g., [8,38]).
In the sequel, we say the infinite block Hankel matrix H1 VD .hiCj /C1i;jD0 built
on h0; h1; : : : is Hermitian nonnegative:H1 > 0, if Hn > 0 for n D 0; 1; 2; : : : Ob-
viously, H1 > 0 implies that each of the Hankel matrices Hn−1 .n D 1; 2; : : :/ is
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nonnegatively extendable. Thus, by using Helly’s theorem we have the following
result (see also [1,30] for the scalar case, and [16] for the operator case).
Theorem 2.2. In order that there exists a solution to the HM.R/1 problem .2:6/;
it is necessary and sufficient that H1 > 0; i.e.; Hn > 0; n D 0; 1; 2; : : :
Lemma 2.3 (Hamburger–Nevanlinna). If n is finite and .u/ .−1 < u < C1/ is a
solution to the HM.R/n problem .2:6/; then there exists .z/ 2Np defined by
.z/ D
Z C1
−1
1
u− z d .u/ (2.8)
for which
lim
z!1 z
2n−1h.z/C h0
z
C h1
z2
C    C h2n−3
z2n−2
i
D −h2n−2 (2.9)
holds uniformly in each ". Conversely, if Eq. .2:9/ holds; at least for z D iy .y !
C1/; for some .z/ 2Np; then .z/ has the representation .2:8/; where  .u/ has
h0; h1; : : : ; h2n−2 as the first 2n− 1 moments.
The Hamburger–Nevanlinna theorem together with Theorem 2.2 says that the
HM(R/1 problem (2.6) is equivalent to that of finding out a function .z/ DR C1
−1 . .u/=u− z/ 2Np with a prescribed asymptotic expansion at infinity for ev-
ery positive integer n
.z/ D −h0
z
− h1
z2
−    − h2n−2
z2n−1
−    ; n D 1; 2; 3; : : : ; (2.10)
in which h0; h1; : : : ; h2n−2; : : : are as in Eq. (2.6).
2.2. Connection of the NP.Np/n problem (2.1) with the HM(R)N problem: The
truncated case
Let n be a given finite positive integer and N D PnkD1 k > 2. The connection of
the NP(Np/n problem (2.1) with the associated HM(R/N problem with the block
Hankel vector of the former has been established and investigated in detail in [11].
This allows us to obtain a parametrization of solutions to the NP(Np/n problem in
a rather simple way from the related results of the associated HM(R/N problem. We
recall some propositions needed from [9,11].
For the NP(Np/n problem (2.1) there exists a unique polynomial p  p matrix
wn.z/ of degree at most 2N − 1 subject to Eqs. (2.1a) and .2:1a0/. Such a polyno-
mial matrix wn.z/ is called the Hermitian interpolation polynomial matrix of that
NP(Np/n problem, which is expressible as
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wn.z/D
nX
iD1
an.z/
.i − 1/W
8<
:

d
d
i−124i−1X
kD0
cik. − zi/iCk
.z− /an./
3
5
Dzi
C

d
d
i−1 24i−1X
kD0
cik. − zi/iCk
.z− /an./
3
5
Dzi
9=
; ; (2.11)
in which
an.z/ D
nY
iD1

1 − z
zi
i
1 − z
zi
i
: (2.12)
Let the Laurent expansion of the rational p  p matrix function wn.z/=an.z/ at
infinity be of the form
wn.z/
an.z/
D h
.n/
0
z
C h
.n/
1
z2
C    C h
.n/
2N−2
z2N−1
C    (2.13)
The block vector h.n/ D .h.n/0 ; h.n/1 ; : : : ; h.n/2N−2/ is referred to as the block Hankel
vector of the NP(Np/n problem (2.1).
A direct calculation leads to
h
.n/
j D 2
nX
iD1
1
.i − 1/W

d
d
i−1 24i−1X
kD0
Re
cik. − zi/iCkj
an./
3
5
Dzi
;
j D 0; 1; 2; : : : (2.14)
Obviously, h.n/0 ; h
.n/
1 ; h
.n/
2 ; : : : are all p  p Hermitian matrices. An important re-
lation between the generalized block Loewner matrix Ln defined by Eq. (2.2) and
the block Hankel matrix H.n/ VD .h.n/iCj /N−1i;jD0 has been established in [8] (see also
[13,39]) as follows:
Ln D .W.n/ ⊗ Ip/H .n/.W.n/ ⊗ Ip/; (2.15)
in which W.n/ is nonsingular and determined via the formulas
col

col
h
b
.n/
ik .z/
ii−1
kD0
n
iD1
D W.n/colTziUN−1iD0 ;
b
.n/
ik .z/Dbn.z/

1 − z
zi
kC1
; i D 1; : : : ; n; k D 0; 1; : : : ; i − 1; (2.16)
bn.z/ D
nY
iD1

1 − z
zi
i
:
Theorem 2.4 [9, 11]. With the notation as before; the following are equivalentV
.a/ The NP.Np/n problem .2:1/ is solvable.
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.b/ The HM.R/N problem .2:6/ with the block Hankel vector h.n/ in place of
.h0; h1; : : : ; h2N−2/ is solvable.
.c/ The block Hankel matrix H.n/ VD .h.n/iCj /N−1i;jD0 is nonnegatively extendable, i.e.;
there exist p  p Hermitian matrices h.n/2N−1; h.n/2N such that .h.n/iCj /Ni;jD0 > 0.
In this case, there exists a one-to-one correspondence between solutions f .z/ to
the NP.Np/n problem .2:1/ and solutions  .u/ .−1 < u < C1/ to the HM.R/N
problem given in (b), which is determined by the formula
f .z/ D wn.z/C an.z/
Z C1
−1
d .u/
u− z : (2.17)
Moreover; if f .z/ admits an integral representation of the form .1:1/ with  D 0
therein; then and only then the  .u/ .−1 < u < C1/ defined via Eq. (2.17) satis-
fies
d .u/ D d.u/
an.u/
; −1 < u < C1: (2.18)
Remark. We emphasize that the condition that Ln > 0 is necessary but not suffi-
cient for the solvability of the NP(Np/n problem (2.1), because thatLn > 0 does not
guarantee that H.n/ D .h.n/iCj /N−1i;jD0 is nonnegatively extendable. In the scalar case:
p D 1, H.n/ is nonnegatively extendable if, and only if, H.n/ is Hermitian nonnega-
tive and proper. Then and only then Ln defined via (2.15) is Hermitian nonnegative
and proper, that is, the sub-NP problems of order r, r D rankLn, of the NP(Np/n
problem (2.1) are all indeterminate (or, equivalently, the corresponding Loewner sub-
matrices of these sub-NP problems are all Hermitian positive). See, e.g., [8] for de-
tails.
2.3. Asymptotic behaviour of an(z); wn(z) and h(n) as n ! C1
Let an.z/;wn.z/ and h.n/ be as before. In order to generalize the results mentioned
in Section 2.2 to the case where the NP(Np/1 problem is considered, we have
to examine the asymptotic behaviour of the quantities an.z/, wn.z/ and the block
Hankel vector h.n/ D .h.n/0 ; h.n/1 ; : : : ; h.n/2N−2/ appearing in Section 2.2 as n ! C1.
We begin with the following.
Lemma 2.5. Let an.z/ be given as in Eq. (2.12). Then
.a/ The limit relation
lim
n!C1 an.z/ D a.z/ D
C1Y
iD1

1 − z
zi
i 
1 − z
zi
i
(2.19)
holds uniformly in every bounded subset of the complex plane.
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.b/ The limit a.z/ is an entire function with its set of zeros equal to z1; z2; : : : ; and
a.z/ > 0 on the real line. Moreover; for an arbitrary polynomial p.u/ of real
variable u;
lim
u!1
p.u/
a.u/
D 0:
Proof. Let E be an arbitrary bounded subset of the complex plane. Then there exists
real R > 0 such that E  fz j jzj 6 Rg. Observe that under assumption (2.3) the in-
finite product
QC1
iD1 .1 C R=jzi j/2i converges. Thus, for a pair of positive integers
m;n with m > n, we have
jan.z/− am.z/j D jan.z/j

mY
iDnC1

1 − z
zi
i
1 − z
zi
i − 1

6
nY
iD1

1 C Rjzi j
2i 0@ mY
iDnC1

1 C Rjzi j
2i
− 1
1
A
D
C1Y
iD1

1 C Rjzi j
2i 
e
Pm
iDnC1 2i ln

1C Rjzi j

− 1

so that jan.z/− am.z/j ! 0 uniformly in E as m;n ! C1: Thus Eq. (2.19) holds
uniformly in E for a unique a.z/. This proves (a) of the theorem.
The first assertion of (b) is a direct consequence of Eq. (2.19). As for the second
one of (b), observe that
a.u/ D lim
n!C1
nY
iD1
1 − u
zi
2i D elimn!C1 PniD1 2i ln
1− uzi

:
Moreover, for a node zn D xn C iyn 2 " with sufficiently large n we have ln 1 − u
zn
. u
zn
 D  ln 1 − 2uxn
x2n C y2n
C u
2
x2n C y2n
.−2uxn C u2
x2n C y2n


−2uxn C u2
x2n C y2n
. jujp
x2n C y2n
6 j − 2xn C ujp
x2n C y2n
6 .2 cos " C 1/;
where " is as in Eq. (1.3). Thus, it follows from assumption (2.3) that the seriesPC1
nD1 2n ln j1 − u=znj converges for any real u, so that a.u/ > 0;8u 2 R, as need-
ed. The last assertion of (b) follows from the fact that for sufficiently large values
of juj the annihilator polynomial sequence fan.u/g is monotonically increasing as n
grows and an.u/ 6 a.u/ 8n. 
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Next, we consider the asymptotic behaviour of the block Hankel vector h.n/ D
.h
.n/
0 ; h
.n/
1 ; : : : ; h
.n/
2N−2/, where the h
.n/
j .j D 0; 1; : : :/ are defined via Eq. (2.14) for
n > 0. Owing to Lemma 2.5 and the fact that jRe zi j 6 a for some a > 0 and i D
1; 2; : : :we can prove the following lemma. (In [32, Section 4.5], a similar result was
laid out without proof for the NP(S1/1 problem in the case when all interpolation
nodes zi are simple and lie in some sector " defined via Eq. (1.3).)
Lemma 2.6. Let the NP.Np/1 problem .2:1/ be solvable and the p  p Hermitian
matrix sequence .h.n/0 ; h
.n/
1 ; : : : ; h
.n/
2n−2; : : :/ be defined via Eq. (2.14). Then the limits
hi D lim
n!C1 h
.n/
i ; i D 0; 1; 2; : : : ; (2.20)
exist and hi D hi for i D 0; 1; 2; : : :
We refer to the infinite block-vector h D .h0; h1; h2; : : :/, given by Eq. (2.20), as
the (infinite) block Hankel vector of the NP(Np/1 problem (2.1). Taking h as an
infinite matrix moment sequence, then we obtain the following HM(R/1 problem of
the form (2.6):
hi D
Z C1
−1
ui d .u/; i D 0; 1; 2; : : : (2.21)
Such a full Hamburger matrix moment problem is called the associated HM(R/1
problem of the NP(Np/1 problem (2.1).
Lemma 2.6 implies that for a given solvable NP(Np/1 problem (2.1), both the
block Hankel vector h thereof and the associated HM(R/1 problem (2.21) do always
exist.
As for the asymptotic behaviour of wn.z/ defined via Eq. (2.11) as n ! C1, we
have the following.
Lemma 2.7. Let the NP.Np/1 problem .2:1/ be solvable and the polynomial ma-
trices sequence fwn.z/g be defined as in Eq. (2.11) for n D 1; 2; : : : Then the limit
relation
lim
n!C1wn.z/ D w.z/ (2.22)
holds uniformly in every bounded subset of the complex plane. Moreover; the limiting
functionw.z/ is entire and is an interpolant of Eqs. (2.1a) and (2.1a0/ with n D C1.
Proof. Let f .z/ be a solution to the NP(Np/1 problem (2.1), which permits an
integral representation:
f .z/ D  C
Z C1
−1
 1
u− z −
u
1 C u2

d.u/: (2.23)
Then f .z/ is obviously a solution to the NP(Np/n problem (2.1) for any n D 1; 2; : : :
It follows from Eqs. (2.17) and (2.18) that
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wn.z/ D f .z/− an.z/
Z C1
−1
d.u/
an.u/.u− z/ : (2.24)
By Lemmas 2.5 and 2.6, we have
h0 D lim
n!C1 h
.n/
0 D limn!C1
Z C1
−1
d.u/
an.u/
D
Z C1
−1
d.u/
a.u/
:
Since a.u/ > 0 for all real u by Lemma 2.5,
R u
−1 d.t/=a.t/ is a nondecreasing
Cpp-valued function such that tr
R C1
−1 d.u/=a.u/ < C1.
Let now E be an arbitrary bounded subset of the complex plane such that E 
fzjjzj < Rg for some real R > 0. For sufficiently large m;n > 0 with m > n, we
obtain
sup
z2E
jwm.z/−wn.z/j
D sup
z2E
an.z/
Z C1
−1
d.u/
an.u/.u− z/−am.z/
Z C1
−1
d.u/
am.u/.u− z/

6
C1Y
iD1

1 C Rjzi j
2i
sup
z2E
2
4Z r
−r

mY
iDnC1
 1−
u
zi

2i
−
mY
iDnC1

1 − z
zi
i
1 − z
zi
i .am.u/ju− zj/−1 d.u/
C
Z
RnT−r;rU
 1
an.u/
C 1
am.u/
 d.u/
ju− zj
3
5
for any r > R. Letting m;n ! C1, we have
lim
m;n!C1 supz2E
jwm.z/−wn.z/j
6 2
C1Y
iD1

1 C Rjzi j
2i Z
RnT−r;rU
d.u/
a.u/juj − R
6 2
C1Y
iD1

1 C Rjzi j
2i Z
RnT−r;rU
d.u/
a.u/.r − R/
6 2h0
r − R
C1Y
iD1

1 C Rjzi j
2i
8r > R:
Then in the limit as r ! C1,
lim
m;n!C1 supz2E
jwm.z/− wn.z/j D 0:
Thus, limn!1 wn.z/
defD w.z/ holds uniformly in E, so that w.z/ is entire.
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Further on, by Lemma 2.5 and Lebesgue’s convergence theorem we have
lim
n!C1
Z C1
−1
d.u/
.u− z/an.u/ D
Z C1
−1
d.u/
.u− z/a.u/:
Obviously, the right-hand side of the last equation is a function analytic in CnR.
From Eq. (2.24), the last equation, and the fact w.z/ is entire we deduce
w.z/ D f .z/− a.z/
Z C1
−1
d.u/
.u− z/a.z/ 8z 2 C; (2.25)
whence w.z/ is an interpolant of Eqs. (2.1a) and (2.1a0/ with n D C1, as
needed. 
We note that if f .z/ is a solution to the solvable NP(Np/1 problem (2.1) which
permits an integral representation of the form (2.23), by Eq. (2.25), then w.z/ can be
written as
w.z/ D  C
Z C1
−1
a.u/− a.z/
.u− z/a.u/ −
u
1 C u2

d.u/: (2.26)
2.4. Connection of the NP(Np)1 problem (2.1) with the associated HM(R)1
problem
Let us turn to the solvable NP(Np/1 problem (2.1). The statements of Lemmas
2.5–2.7 are our starting point. The main concern here is the precise connection be-
tween the solvable NP(Np/1 problem (2.1) and the associated HM(R/1 problem
(2.21), which can be viewed as a sensible generalization of Theorem 2.4.
Theorem 2.8. Let the NP.Np/1 problem .2:1/ be solvable and h D .h0; h1; : : : ;
hn; : : :/ be the block Hankel vector thereof. Let w.z/ and a.z/ be as before. Then the
associated HM.R/1 problem .2:21/ is also solvable. Moreover; the formula
f .z/ D w.z/C a.z/
Z C1
−1
d .u/
u− z (2.27)
realizes a one-to-one correspondence between solutions f .z/ to the NP.Np/1 prob-
lem .2:1/ and solutions  .u/ .−1 < u < C1/ to the HM.R/1 problem .2:21/.
Proof. Let f .z/ be a solution to the NP(Np/1 problem (2.1), which permits an
integral representation (2.23). Then f .z/ is also a solution to the NP(Np/n problem
(2.1) for n D 1; 2; : : : Observe that
h
.n/
i D
Z C1
−1
ui
d.u/
an.u/
; i D 0; 1; 2; : : : ; 2n− 2:
By Lemma 2.6 and Fatou’s theorem, we have
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hiD lim
n!C1 h
.n/
i D limn!C1
Z C1
−1
ui
d .u/
an.u/
D
Z C1
−1
ui
d.u/
a.u/
; i D 0; 1; 2; : : :
Thus,  .u/ D R u−1.d.t/=a.t// .−1 < u < C1/ is well defined and is a solution
to the associated HM(R/1 problem (2.21) of the NP(Np/1 problem (2.1). Now the
formula (2.27) follows from Eq. (2.25).
Suppose, conversely, that f .z/ is a solution to the NP(Np/1 problem (2.1),
of the form (2.23), and that  .u/ .−1 < u < C1/ is a solution to the associated
HM(R/1 problem (2.21). Then by the result obtained just we haveZ C1
−1
uid .u/ D hi D
Z C1
−1
ui
d.u/
a.u/
; i D 0; 1; : : : (2.28)
Let
Qf .z/ defD w.z/C a.z/
Z C1
−1
d .u/
u− z : (2.29)
Obviously, Qf .z/ is holomorphic in C and satisfies Eq. (2.1a) for n D C1. Now, it
suffices to prove that Qf .z/ 2Np: Inserting Eq. (2.26) into Eq. (2.29), then we can
rewrite Qf .z/ in the form
Qf .z/ D  C
Z C1
−1

a.u/− a.z/
.u− z/a.u/ −
u
1 C u2

d.u/
C
Z C1
−1

a.z/− a.u/
.u− z/a.u/ C
1
u− z

a.u/ d .u/:
Then, by Eq. (2.28), we have
Im Qf .z/ D 1
2i
"Z C1
−1
 
a.u/− a.z/
u− z −
a.u/− a.z/
u− z
!
d.u/
a.u/
− d .u/
#
C Im
Z C1
−1
a.u/
ju− zj2 d .u/
D Im
Z C1
−1
a.u/
ju− zj2 d .u/ > 0 8z 2 
C:
Hence, Qf .z/ defined via Eq. (2.29) belongs to the classNp and is obviously a solu-
tion to the NP(Np/1 problem (2.1). This completes the proof. 
Corollary 2.9. For the solvable NP.Np/1 problem .2:1/; it is indeterminate if;
and only if; the associated HM.R/1 problem .2:21/ is indeterminate.
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3. Congruent relation between the infinite generalized block Loewner and
block Hankel matrices
In this short section, we shall present a congruent relation between the infinite
generalized block Loewner matrix L1 of the NP(Np/1 problem (2.1) and the in-
finite block Hankel matrix H1 built on the block Hankel vector h of the former
problem. Such a relation can be viewed as a natural generalization of the classical
relation given in Eq. (2.15).
Theorem 3.1. Let the NP.Np/1 problem .2:1/ be solvable and hD.h0; h1; h2; : : :/
be its block Hankel vector. Then
L1 D .W1 ⊗ Ip/H1.W1 ⊗ Ip/; (3.1)
where L1; H1 are as before andW1 is determined via the formulas
col
h
col [bik.z/]i−1kD0
iC1
iD1 D W1colTz
iUC1iD0 ;
bik.z/ D lim
n!C1 b
.n/
ik .z/ D b.z/

1 − z
zi
kC1
;
k D 0; 1; : : : ; i − 1; i D 1; 2; : : : b.z/ D lim
n!C1 bn.z/; (3.2)
in which bn.z/; b.n/ik .z/ are as in Eq. .2:16/.
Proof. Suppose that f .z/ is an arbitrary solution of the NP(Np/1 problem (2.1)
which permits an integral representation (2.23) and that  .u/ .−1 < u < C1/ is
defined via Eq. (2.27). By the definition of L1 D .Lij /C1i;jD1, entries of Lij are of
the form
Lklij D
1
kWlW
@kCl
@kl
hf ./− f ./
− 
i
Dzi ;Dzj
: (3.3)
Inserting Eq. (2.23) into Eq. (3.3), for all i; j > 1; 0 6 k 6 i − 1, 0 6 l 6 j − 1
we obtain
Lklij D
1
kWlW
@kCl
@k@l
Z C1
−1
1
.u− /.u− / d.u/

Dzi ;Dzj
D
Z C1
−1
1
.u− zi/kC1.u− zj /lC1 d.u/
D
Z C1
−1
a.u/
.u− zi/kC1.u− zj /lC1 d .u/
D
Z C1
−1
bik.u/bjl.u/ d .u/;
where the bik.u/ are defined as in Eq. (3.2). Since each bik.z/ is entire, there exists
a unique infinite matrix, say, W1 such that the first of Eq. (3.2) holds for all z 2 C.
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Hence,
L1 D

.Lklij /
k−1;l−1
k;lD0
C1
i;jD1
D
Z C1
−1

colTcolTbik.u/IpUi−1kD0 UC1iD1 rowTrowTbjl.u/IpUl−1lD0 UC1jD1

d .u/
D .W1 ⊗ Ip/
Z C1
−1
uiCj d .u/
C1
i;jD0
.W1 ⊗ Ip/
D .W1 ⊗ Ip/H1.W1 ⊗ Ip/:
Thus, the proof is complete. 
Further on, denote by V1 the infinite generalized Vandermonde matrix corre-
sponding to the sequence .z1; : : : ; zn; : : :/ of interpolation nodes with multipilicities
1; : : : ; n; : : : respectively:
V1 D

P1.z1/; : : : ; Pn.zn/; : : :

; (3.4)
in which
.Pn.zn//i;j D

i
j

z
i−j
n ;
i D 0; 1; 2; : : : ; j D 0; 1; : : : ; n − 1; n D 1; 2; : : :
The following result is a simple extension of the classical relation between finite
generalized Vandermonde matrix Vn and the transition matrix W.n/ (see Eq. (2.16))
from the so-called interpolation bases to the normal bases [13].
Theorem 3.2. Let W1; V1 be given as in Eqs. .3:2/ and .3:5/; respectively. Then
W1V1 D diag

Qi bi;i−1
(
Ji .zi /
C1
iD1 ; (3.5)
in which Qk is the flip matrix .i;k−j−1/k−1i;jD0 and Ji .zi/ is the super Jordan cell of
order i with zi along the main diagonal.
In a similar argument to that used in the proof of Lemma 2.5, we can show that
bii−1.zi/ =D 0; i D 1; 2; : : : Thus, by Eq. (3.6), we can easily find an infinite matrix
R1, a right inverse of W1, so that
W1R1 D diagT1; : : : ; 1; : : :U
However, we cannot assert the existence of left inverses of W1.
4. Description of solutions to the HM(R/1 problem and to the NP(Np/1
problem in both the nondegenerate and degenerate cases
This section is primarily devoted to the formula describing all the solutions to the
HM(R/1 problem (2.21) in both the nondegenerate case (H1 D .hiCj /C1i;jD0 > 0/
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and the degenerate case (H1 > 0 but with someHn D .hiCj /ni;jD0 singular). For the
degenerate HM(R/1 problem (2.21), the solution thereof depends on the character
of the degeneracy of H1 (see [7,9] for the truncated case) and can be reduced to
the study of the nondegenerate HM(R/1 problem by a variety of methods (see, e.g.,
[6;17, Section 7;25] for the truncated case, and [24, Section 6] for the operator case).
Here, in Section 4.2 we realize this reduction in a simple way based on the use of the
Schur algorithm involving matrix continued fractions. To this purpose, we need to
recall some results on the solution of the nondegenerate HM(R/1 problem in Section
4.1; see, e.g., [12,18,27] for more details. As an application of the existing results,
we obtain in Section 4.3 a parametrization of solutions to the solvable NP(Np/1
problem (2.1) in both nondegenerate and degenerate cases simultaneously.
4.1. The solution of the nondegenerate HM(R)1 problem
The solution of the nondegenerate HM(R/1 problem studied here is mostly
known and involves naturally the consideration of certain results from the theory
of orthogonal polynomial matrices, which form the essential algebraic apparatus of
the subsequent development.
Let H1 D .hiCj /C1i;jD0 > 0, i.e., Hn D .hiCj /ni;jD0 > 0 for n D 0; 1; 2; : : : ; and
let
Cn D H−1n D .nij /ni;jD0; n D 0; 1; 2; : : : (4.1)
Lemma 4.1 [9]. Let H1 > 0. Then for any finite n there exists a unique lower-
triangular block matrix Qn of order .nC 1/p such that
QnHnQ

n D I.nC1/p: (4.2)
We note that Eq. (4.2) is nothing more than thatH−1n D QnQn, the decomposition
of H−1n into triangular block matrix factors.
Taking into account Eq. (4.1), we obtain by a direct computation that
Qn D .ij /ni;jD0; (4.3)
with entries ij 2 Cpp determined by
ij D 0 if i > j I ij D jij .jjj /−1=2 if i 6 j: (4.4)
Define the polynomial p  p matrices pk.z/ and qk.z/; k D 0; 1; : : : ; n; via
Tp0.z/; p1.z/; : : : ; pn.z/U D TIp; zIp; : : : ; znIpUQn;
Tq0.z/; q1.z/; : : : ; qn.z/U D T0; r0.z/; : : : ; rn−1.z/UQn;
n D 0; 1; 2; : : : (4.5)
where
rj−1.z/ D
j−1X
kD0
zj−1−khk; j D 1; 2; : : : ; n: (4.6)
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Since H1 > 0, the set of solutions to HM(R/1 problem (2.21), denoted by
Z.HM(R/1/, is nonempty by Theorem 2.2. Then it is well known that for every
choice of  .u/ 2Z(HM(R/1) and for j; k D 0; 1; 2; : : : the following orthogonal
relations hold:Z C1
−1
pj .u/ d .u/pk.u/ D

0 if j =D k;
Ip if j D k: (4.7)
Further on, let now
Q.n/11 .z/ D Ip C z
Xn
kD0 qk.z/p

k .0/;
Q.n/12 .z/ D z
Xn
kD0 qk.z/q

k .0/;
Q.n/21 .z/ D −z
Xn
kD0 pk.z/p

k .0/;
Q.n/22 .z/ D Ip − z
Xn
kD0 pk.z/q

k .0/
(4.8)
and
Qn.z/ D
2
4 Q.n/11 .z/ Q.n/12 .z/
Q.n/21 .z/ Q.n/22 .z/
3
5 : (4.9)
It follows from Eqs. (4.2), (4.5) and (4.8) that the matrix Qn.z/ in Eq. (4.9) happens
to coincide with the resolvent matrix appearing in TheoremH of [27, p. 434]:
QH.z/ D I2p C z

0 h0    hn−1
−Ip 0    0

.I.nC1/p − zJnC1.0/⊗ Ip/−1
H−1n

Ip 0    0
0 h0    hn−1

: (4.10)
We thereby obtain an important modification of TheoremH of [27] (see also [18,
Theorem 5.1]), which is our starting point of considering the HM(R/1 problem
(2.21).
Theorem 4.2. LetH1 > 0. Then for any finite n; the general solution  .u/ .−1 <
u < C1/ of the HM.R/n problem .2:6/ is representable as a linear fractional trans-
formationZ C1
−1
d .u/
u− z D
Q.n/11 .z/g.z/C Q.n/12 .z/
Q.n/21 .z/g.z/C Q.n/22 .z/
; (4.11)
where the free parameter g.z/ runs over the classNp such that limz!1 g.z/=z D 0
uniformly in each sector .1:3/; and the resolvent matrix Qn.z/ of the form .4:9/ is
J-unitary on real line and J-expanding in C; of full rank; and has a pole of order
one at z D 1.
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It is well known from [27] that the values of U.z/ D R C1−1 .d .u/=u− z/ for
a fixed z 2 C fill out a Weyl matrix disk Kn.z/ whenever  .u/ varies overZ(HM
(R/n), the set of solutions to the HM.R/n problem (2.6):
Kn.z/ V 8.z/ D R−1n .z/Sn.z/C R−1=2n .z/u.z/TSn.z/R−1n .z/Sn.z/− Tn.z/U1=2;
u.z/u.z/ 6 Ip 8z 2 C; (4.12)
where the Weyl matrix Wn.z/ is defined by
Wn.z/ D
−Rn.z/ Sn.z/
Sn.z/ −Tn.z/

D Q−1n .z/J Q−1n .z/ D H−1n .z/JH−1n .z/
D
2
66664
−2 Im z
nX
kD0
pk.z/p

k .z/ iIp − 2 Im z
nX
kD0
pk.z/q

k .z/
−iIp − 2 Im z
nX
kD0
qk.z/p

k .z/ −2 Im z
nX
kD0
qk.z/q

k .z/
3
77775 ;
n D 0; 1; 2; : : : ; (4.13)
with the centre cn.z/ D R−1n .z/Sn.z/, the right radius .n/d .z/ D Sn.z/R−1n .z/Sn.z/−
Tn.z/ > 0 and the left radius .n/g .z/ D R−1n .z/ > 0.
A study of the behaviour of the Weyl matrix disks as n grows leads to that the
centers cn.z/ tend to a finite limit, the radii .n/d .z/ and 
.n/
g .z/ are monotonical-
ly decreasing, and the Weyl matrix disks Kn.z/ are nested. The intersection of the
Kn.z/ is a matrix disk, called the Weyl limiting disk K.z/
K.z/ V U.z/D
Z C1
−1
d .u/
u− z D c.z/C 
1=2
g .z/u.z/
1=2
d .z/;
u.z/u.z/ 6 Ip 8z 2 C; (4.14)
where  .u/ runs over the solution setZ(HM(R/1), and
c.z/ D lim
n!C1 cn.z/; g.z/ D limn!C1 
.n/
g .z/; d.z/ D lim
n!C1 
.n/
d .z/:
Moreover, the ranks of limiting radii g.z/ and d.z/ of the limiting disk do not de-
pend on the choice of the point z 2 C. As special case of the problem of invariance
of ranks we have the “limiting point" case, if one of the limiting radii g.z/ and
d.z/ is equal to zero, and the case of complete indeterminacy if both limiting radii
are invertible.
Also, the following two theorems in a similar way to that used in [27] can be
verified directly.
Theorem 4.3. A necessary and sufficient condition for Wn.z/ to converge for all
z 2 C to a finite limit W.z/ is that PC1kD0 pk.z/pk .z/ converges for a fixed z 2 C
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to a finite limit. If; further; detW.z/ =D 0 for the fixed z 2 C; then and only then
the HM.R/1 problem .2:21/ is in the case of complete indeterminacy.
Theorem 4.4. Let H1 > 0. Suppose that
PC1
kD0 kpk.z/k2 < C1 and
PC1
kD0kqk.z/k2 < C1 for a fixed z 2 C. Then
.a/ The limit relation
lim
n!C1
Qn.z/D lim
n!C1
" Q.n/11 .z/ Q.n/12 .z/
Q.n/21 .z/ Q.n/22 .z/
#
D Q.z/ D
 Q11.z/ Q12.z/
Q21.z/ Q22.z/

(4.15)
holds uniformly in each finite part of the complex plane. Moreover; Q.z/ is J-
unitary on the real line and J-expanding in C.
.b/ The HM.R/1 problem .2:21/ is in the case of complete indeterminacy. The gen-
eral solution  .u/ .−1 < u < C1/ to the HM.R/1 problem .2:21/ is repre-
sentable as a linear fractional transformationZ C1
−1
d .u/
u− z D
Q11.z/g.z/C Q12.z/
Q21.z/g.z/C Q22.z/
; (4.16)
where the free parameter g.z/ runs over the classNp such that limz!1 g.z/=z
D 0 uniformly in each sector .1:3/; and the coefficient matrix Q.z/ of full rank is
defined by Eq. (4.15).
Combining Eq. (4.14), Theorems 2.8 and 4.4 we have:
Theorem 4.5. Let H1 > 0. If one of the limiting radii g.z/ and d.z/ is equal to
zero for a fixed z 2 C; then and only then the NP.Np/1 problem .2:1/ has only
one solution; which has the form
f .z/ D w.z/C a.z/c.z/ (4.17)
in which c.z/ D limn!C1 R−1n .z/Sn.z/ is a finite matrix.
Theorem 4.6. Let H1 > 0. Under the conditions given in Theorem 4:4; the NP
.Np/1 problem .2:1/ is in the complete indeterminate case; the general solution
f .z/ thereof is representable as a linear fractional transformation
f .z/ D Qa11.z/g.z/C Qa12.z/Qa21.z/g.z/C Qa22.z/ (4.18)
with the coefficient matrix defined by Qa11.z/ Qa12.z/
Qa21.z/ Qa22.z/

D

a.z/Ip w.z/
0 Ip
  Q11.z/ Q12.z/
Q21.z/ Q22.z/

; (4.19)
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where . Qij .z//2i;jD1 D Q.z/ is as in Eq. .4:15/; and the free parameter g.z/ goes over
into the classNp such that limz!1 g.z/=z D 0 uniformly in each sector .1:3/.
4.2. The solution of the degenerate HM(R/1 problem
Let H1 D .hiCj /C1i;jD0 > 0, where h D .h0; h1; h2; : : :/ is the block Hankel vec-
tor of the NP.Np/1 problem (2.1). Then, by definition, every Hn D .hiCj /ni;jD0 is
nonnegatively extendable for n D 0; 1; 2; : : : so that every HM(R/n problem (2.6) is
solvable for n D 0; 1; 2; : : : We now introduce a sequence of the so-called general-
ized Schur complements hT0U0 ; h
T1U
0 ; h
T2U
0 ; : : : related to H1 by setting
h
T0U
0 D h0; hTiU0 D h2i − Thi;    ; h2i−1U
2
64
h0    hi−1
::: : :
:
hi−1    h2i−2
3
75
D2
64
h1
:::
h2i−1
3
75 ;
i D 1; 2; : : : (4.20)
which are obviously Hermitian nonnegative: hTiU0 > 0; i D 0; 1; 2; : : : In particular,
H1 > 0 if and only if hTiU0 > 0; i D 0; 1; 2; : : :
Lemma 4.7 [9, Theorem 3.9]. Let H1 > 0. Then
R.h
T0U
0 /  R.hT1U0 /  R.hT2U0 /     ; (4.21)
where R.A/ stands for the column space of a matrix A. Moreover; the limit relation
lim
j!C1 rank.h
Tj U
0 / D r; 0 6 r 6 p;
holds; and there exists a least nonnegative integer; say; d such that
rank.hT0U0 / > rank.h
T1U
0 / >    > rank.hTd−1U0 / > rank.hTlU0 / D r;
l D d; d C 1 : : : (4.22)
Note that r D p if and only if H1 > 0I in this case; d D 0. If 0 6 r < p; then
and only then H1 > 0 but with some Hn is singularI in this case; the HM(R/1
problem .2:6/ is degenerate, to which this subsection is devoted.
Let 0 6 r < p. For the convenience, we defineH T0U1 D .hT0UiCj /C1i;jD0 D H1 and
H TkC1U1 D.hTkC1UiCj /C1i;jD0 D
2
66664
h
TkU
0
.
.
.
h
TkU
0
.
.
.
3
77775
2
66664
h
TkU
0
:::
.
.
.
h
TkU
i    hTkU0
:::
:::
:::
.
.
.
3
77775
D
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
8>>>><
>>>>:
.h
TkU
iCj /
C1
i;jD0 −
2
66664
h
TkU
1
:::
h
TkU
i
:::
3
77775hTkU0
D h
h
TkU
1 ; : : : ; h
TkU
i ; : : :
i
9>>>>=
>>>>;

2
66664
h
TkU
0    hTkUi   
.
.
.
:::   
h
TkU
0   
.
.
.
3
77775
D 2
66664
h
TkU
0
.
.
.
h
TkU
0
.
.
.
3
77775 (4.23)
successively for k D 0; 1; 2; 3; : : : In [9], we have shown that the elements hTkU0 de-
fined via Eq. (4.23) coincide with those given in Eq. (4.20).
Lemma 4.8. LetH1 > 0. Then there exists a unique lower-triangular block matrix
P1 of infinite order such that
P1H1P 1 D diagThT0U0 ; hT1U0 ; : : : ; hTnU0 ; : : :U
in which hT0U0 ; h
T1U
0 ; h
T2U
0 ; : : : are as in Eq. .4:20/.
It is not difficult to verify that the P1 posed in Lemma 4.8 has the form
P1 D
y1Y
iD0
2
6666666666664
Ip
.
.
.
Ip
−hTiU1 hTiU0
D
Ip
:::
.
.
.
.
.
.
−hTiUn−1hTiU0
D    −hTiU1 hTiU0
D
Ip
:::
:::
:::
.
.
.
.
.
.
3
7777777777775

2
6666666666664
Ip
.
.
.
Ip
−hTiU1 hTiU0
D
Ip
:::
:::
.
.
.
−hTiUn−1hTiU0
D
0    Ip
:::
:::
:::
.
.
.
.
.
.
3
7777777777775
: (4.24)
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If we denote by Pn the left-upper submatrix of order .nC 1/p of the infinite matrix
P1, then we have
PnHnP

n D
2
64
h
T0U
0
.
.
.
h
TnU
0
3
75 ; n D 0; 1; 2; : : :
Moreover, it is easy to verify that if H1 > 0 then
R.h
TkU
i /  R.hTkU0 / 8i; k > 0:
This leads to the fact that rank hTlUi 6 r; i > 0; l D d; d C 1; : : : where r is as in Eq.
(4.22).
Lemma 4.9 [9]. Suppose that .z/ 2Np has the asymptotic expansion .2:10/ for
every positive integer n. Then either h0 D 0 and .z/  0 or h0 =D 0 and
.z/ D − h0
zIp − hD0 h1 C hD0 1.z/
; (4.25)
where 1.z/ 2Np admits an asymptotical expansion for every n > 1
1.z/ D −h
T1U
0
z
− h
T1U
1
z2
−    − h
T1U
2n−2
z2n−1
C o.z−2nC1/ (4.26)
in which hT1U0 ; : : : ; h
T1U
2n−2 are defined by formula .4:23/.
Lemma 4.10 [9]. Let H1 > 0 and let 1.z/ 2Np have the asymptotic expansion
.4:26/ for every positive integer n; where hT1U0 ; : : : ; hT1U2n−2 are defined by Eq. .4:23/.
If .z/ is of the form .4:25/; thenH T1U1 defined by Eq. .4:23/ with k D 0 is Hermitian
nonnegative; and .z/ belongs to the class Np and has the asymptotic expansion
.2:10/ for every n > 1.
When h0 =D 0, repeated application of the above procedure for d times, Lemmas
4.9 and 4.10 lead to the following fundamental description of the solutions to the
HM(R/1 problem (2.21).
Theorem 4.11. Let H1 > 0 and 0 6 r < p. Let d be as before. Then the general
solution  .u/ .−1 < u < C1/ to the HM.R/1 problem .2:21/ is representable as
a linear fractional transformationZ C1
−1
d .u/
u− z D
11.z/ .z/C 12.z/
21.z/ .z/C 22.z/ ; (4.27)
whose coefficient matrix is of the decomposable form

11.z/ 12.z/
21.z/ 22.z/

D
y
d−1Y
iD0
"
0 −hTiU0
h
TiU
0
D
zIp − hTiU0
D
h
TiU
1
#
; (4.28)
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where the parameter .z/ is an arbitrary member of the classNp which admits the
asymptotic expansion for every nonegative integer n
 .z/ D −h
TdU
0
z
− h
TdU
1
z2
−    − h
TdU
2n
z2nC1
−    (4.29)
such that if
UhTdU0 U D
 QhTdU0 0
0 0p−r

; QhTdU0 > 0; (4.30)
for a certain p  p unitary matrix U; then
UhTdUi U D
 QhTdUi 0
0 0p−r

; i D 1; 2; : : : ;
U .z/U D
 Q .z/ 0
0 0p−r

;
(4.31)
in which
Q .z/ D −
QhTdU0
z
−
QhTdU1
z2
−    −
QhTdU2n
z2nC1
C    ; n D 0; 1; 2; : : : (4.32)
Corollary 4.12. Let H1 > 0. If r D 0; then the HM.R/1 problem .2:21/ has only
one solution  .u/ which is defined viaVZ C1
−1
d .u/
u− z D
12.z/
22.z/
; (4.33)
where 12.z/; 22.z/ are as in Eq. .4:28/.
In the case of 0 < r < p, there exists a p  p unitary matrix U such that Eqs.
(4.30)–(4.32) hold. Moreover, we have also
UhTlU0 U D
 QhTlU0 0
0 0

; l D d; d C 1; d C 2; : : : ; (4.34)
in which the matrices QhTlU0 are nonsingular since rank.hTlU0 / D r .l > d/. Thus, the
infinite block Hankel matrix QH TdU1 defD . QhTdUiCj /C1i;jD0 is Hermitian positive, i.e., QH TdUn defD
. QhTdUiCj /ni;jD0 > 0 for every nonnegative integer n. The problem of finding out a func-
tion  .z/ 2Np which admits the asymptotic expansion (4.29) for every nonneg-
ative integer n is equivalent to that required to find a function Q .z/ 2Nr which
has the asymptotic expansion (4.32). By the Hamburger–Nevanlinna theorem (Lem-
ma 2.3), an analogous reduction can also be done for the corresponding HM(R/1
problem.
The preceding reasoning suggests a reduction of the degenerate HM(R/1 prob-
lem (2.21) to the study of a certain nondegenerate HM(R/1 problem of finding out
a nondecreasing Crr -valued function Q .u/ .−1 < u < C1/ such that
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QhTdUj D
Z C1
−1
uj d Q.u/; j D 0; 1; 2; : : : (4.35)
Thus the results given in Section 4.1 are applicable to the HM.R/1 problem (4.35)
with QH TdU1 D . QhTdUiCj /C1i;jD0 > 0 in place ofH1 D .hiCj /C1i;jD0 > 0 therein.
For convenience, we denote by Opk.z/, Oqk.z/, Oij .z/, O.z/ D . Oij .z//2i;jD1, Og.z/,
Od.z/ related to QH TdU1 > 0 the analogues of pk.z/, qk.z/, Qij .z/, Q.z/, g.z/, d.z/
appearing in Section 4.1 related to H1 > 0.
By using Theorems 4.11 and 4.4 we have the following.
Theorem 4.13. Let H1 > 0 and 0 < r < p.
.a/ If one of the limiting radii Og.z/ and Od.z/ is equal to zero for a fixed z 2 C;
then the HM.R/1 problem .2:21/ has only one solution  .u/; which is of the
formZ C1
−1
d .u/
u− z D
11.z/ O .z/C 12.z/
21.z/ O .z/C 22.z/
(4.36)
in which the coefficient matrix .ij .z//2i;jD1 is as in Eq. .4:28/; and O .z/ is of
the form
O .z/ D U
 Oc.z/ 0
0 0p−r

U; (4.37)
where U is as in Eq. .4:31/ and Oc.z/ is the same as c.z/ in Eq. .4:14/ but related
to the HM.R/1 problem .4:35/.
.b/ If PC1kD0 k Opk.z/k2 < C1 and PC1kD0 k Oqk.z/k2 < C1 for a fixed z 2 C; then
the general solution  .u/ to the HM.R/1 problem .2:21/ is representable as a
linear fractional transformationVZ C1
−1
d .u/
u− z D
O11.z/g.z/C O12.z/
O21.z/g.z/C O22.z/
(4.38)
with the coefficient matrix defined by O11.z/ O12.z/
O21.z/ O22.z/

D
y
d−1Y
iD0
"
0 −hTiU0
h
TiUD
0 zIp − hTiUD0 hTiU1
#

2
6664
U
 Q11.z/ 0
0 0

U U
 Q12.z/ 0
0 0

U
U
 Q21.z/ 0
0 0

U U
 Q22.z/ 0
0 0

U
3
7775 ;
(4.39)
where . Qij .z//2i;jD1 of order 2r is as in Eq. .4:15/ but related to the HM.R/1
problem .4:35/; U is as in Eq. .4:31/ and
g.z/ D U
 Og.z/ 0
0 0p−r

U;
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in which Og.z/ ranges over the classNr such that limz!1 Og.z/=z D 0 uniformly
in each sector .1:3/.
4.3. The solution of the NP(Np)1 problem (2.1)
In conclusion, we dwell on solutions to the NP(Np/1 problem (2.1). From The-
orems 2.1, 2.8, 4.13 and Corollary 4.12 we deduce the following.
Theorem 4.14. Let L1 > 0. If r D 0; then the NP.Np/1 problem .2:1/ has only
one solution; which is of the formV
f .z/ D w.z/22.z/C a.z/12.z/
22.z/
in which 12.z/; 22.z/ are as in Eq. .4:28/.
Theorem 4.15. Let L1 > 0 and 0 < r < p.
.a/ If one of the limiting radii Og.z/ and Od.z/ is equal to zero for a fixed z 2 C;
then the NP.Np/1 problem .2:1/ has only one solution f .z/; which is of the
form
f .z/ D w.z/C a.z/11.z/ O .z/C 12.z/
21.z/ O .z/C 22.z/
(4.40)
with the coefficient matrix
a.z/Ip w.z/
0 Ip
 
11.z/ 12.z/
21.z/ 22.z/

; (4.41)
where .ij .z//2i;jD1 is as in Eq. .4:28/ and O .z/ is defined as in Eq. .4:37/.
.b/ If PC1kD0 k Opk.z/k2 < C1 and PC1kD0 k Oqk.z/k2 < C1 for a fixed z 2 C then
the NP.Np/1 problem .2:1/ is in the case of complete indeterminacy; and the
general solution f .z/ thereof is representable as a linear fractional transforma-
tion
f .z/ D w.z/C a.z/ O11.z/g.z/C O12.z/O21.z/g.z/C O22.z/
(4.42)
with the coefficient matrix
a.z/Ip w.z/
0 Ip
  O11.z/ O12.z/
O21.z/ O22.z/

; (4.43)
where . Oij .z//2i;jD1 is as in Eq. .4:39/ and g.z/ is defined as in (b) of Theorem
4.13.
We remark that the case of the singularity of the limiting radii Og.z/ and Od.z/
(but the case when one of them is equal to zero) is not considered here.
G.-N. Chen, Y.-J. Hu / Linear Algebra and its Applications 306 (2000) 59–86 85
Acknowledgements
The authors acknowledge with many thanks for the helpful comments and sug-
gestions of the referees.
References
[1] N.I. Akhiezer, The Classical Moment Problem and Some Related Questions in Analysis, Oliver and
Boyd, London, 1965.
[2] G.D. Allen, F.J. Narcowich, R-operators I. Representation theory and applications, Indiana U. Math.
J. 25 (1976) 945–963.
[3] T. Ando, Truncated moment problems for operations, Acta. Sci. Math. (Szeged) 31 (1970) 319-334.
[4] J.A. Ball, Nevanlinna–Pick interpolation: generalizations and applications, in: J.B. Conway, B.B.
Morrell (Eds.), Surveys of Some Recent Results in Operator Theory I, Pitman, Boston, 1988, pp.51–
94.
[5] J.A. Ball, I. Gohberg, L. Rodman, Interpolation of Rational Matrix Functions, Birkhäuser, Basel,
1990.
[6] J.A. Ball, J.W. Helton, Interpolation problems of Pick–Nevanlinna and Loewner types for meromor-
phic matrix functions: parametrization of the set of all solutions, Integral Equations Operator Theory
9 (1986) 155–203.
[7] V. Bolotnikov, On degenerate Hamburger moment problem and extensions of nonnegative Hankel
block matrices, Integral Equations Operator Theory 25 (1996) 253–276.
[8] G.-N. Chen, The general rational interpolation problem and its connection with the Nevanlinna–Pick
interpolation and power moment problem, Linear Algebra Appl. 273 (1998) 83–117.
[9] G.-N. Chen, Y.-J. Hu, The truncated Hamburger matrix moment problem in the nondegenerate and
degenerate cases, and matrix continued fractions, Linear Algebra Appl. 277 (1998) 199–236.
[10] G.-N. Chen, Y.-J. Hu, On the multiple Nevanlinna–Pick matrix interpolation in the class Cp and the
Caratheodory matrix coefficient problem, Linear Algebra Appl. 283 (1998) 179–203.
[11] G.-N. Chen, X.-Q. Li, The Nevanlinna–Pick interpolation problems and the power moment problems
for matrix-valued functions, Linear Algebra Appl. 288 (1999) 123–148.
[12] G.-N. Chen, X.-Q. Li, The Nevanlinna–Pick interpolation problems and the power moment problems
for matrix-valued functions II, J. Beijing Normal University (Natur. Sci.) (to appear).
[13] G.-N. Chen and H.-P. Zhang, More on Loewner matrices, Linear Algebra Appl. 203/204 (1994)
265–300.
[14] Ph. Delsarte, Y. Genin, Y. Kamp, The Nevanlinna–Pick problem for matrix-valued functions, SIAM
J. Appl. Math. 36 (1979) 47–61.
[15] Ph. Delsarte, Y. Genin, Y. Kamp, Schur parametrization of positive definite block-Toeplitz systems,
SIAM J. Appl. Math., 36 (1979) 34–46.
[16] N. Dunford, J. Schwartz, Linear Operators, Part I, Wiley, New York, 1958.
[17] H. Dym, J-contractive Matrix Functions, Reproducing Kernel Hilbert Spaces and Interpolation, Re-
gional Conf. Series in Math. 71, Amer. Math. Soc., Providence, RI, 1989.
[18] H. Dym, On Hermitian block Hankel matrices, matrix polynomials, the Hamburger moment prob-
lem, interpolation and maximum entropy, Integral Equations Operator Theory 12 (1989) 757–812.
[19] Y. Dyukarev, The matrix Stieltjes moment problem. Manuscript deposited at VINITI, No. 2628,
March 22, 1981, Moscow (1981).
[20] Y. Dyukarev, V. Katsnelson, Multiplicative and additive classes of Stieltjes analytic matrix valued
functions, and interpolation problems associated with them, Amer. Math. Soc. Transl. (2), 131 (1986)
55–70.
[21] I.P. Fedchina, A criterion for the solvability of the Nevanlinna–Pick tangent problem, Mat. Issled. 7
(1972), 4 (26), 213–227.
86 G.-N. Chen, Y.-J. Hu / Linear Algebra and its Applications 306 (2000) 59–86
[22] I.P. Fedchina, Tangential Nevanlinna–Pick problem with multiple points, Doklady Akad. Nauk Arm.
SSR 61 (1975) 214–218.
[23] C. Foias, A.E. Frazo, The Commutant Lifting Approach to the Interpolation Problems, Birkhäuser,
Basel, 1990.
[24] T.S. Ivanchenko, L.A. Sakhnovich, An operator approach to the Potapov scheme for the solution of
interpolation problems, in: I. Gohberg, L.A. Sakhnovich (Eds.), Matrix and Operator Valued Func-
tions Operator Theory: Advances and Applications, 72, Birkhäuser, Basel, 1994, pp.48–86.
[25] V.E. Katsnelson, Methods of J-theory in continuous interpolation problems of analysis, Part I. Private
translation by T. Ando, Sapporo, 1985.
[26] A. Kheifets, Hamburger moment problem: Parseval equality and A-singularity, J. Funct. Anal., 141
(1996) 374-420.
[27] I. Kovalishina, Analytic theory of a class of interpolation problems, Math. USSR Izv. 22 (1984)
419–463.
[28] I.V. Kovalishina, V.P. Potapov, Integral representation of Hermitian positive functions, VINITI, 1982;
Private translation by T. Ando, Sapporo, Japan (1982).
[29] I.V. Kovalishina, V.P. Potapov, An indefinite metric in the Nevanlinna–Pick problem, Am. Math.
Soc. Transl. (2) 138 (1988) 15–19.
[30] M.G. Krein, A.A. Nudelman, The Markov Moment Problem and Extremal Problems, Transl. Math.
Monographs 50, Amer. Math. Soc., Providence, RI, 1977.
[31] M.G. Krein, A.A. Nudel’man, On an interpolation problem related to the Stieltjes moment problem,
Doklady Akad. Nauk Ukrainian SSR, Serie A 12 (1977) 1068–1072.
[32] M.G. Krein, A. Nudelman, An interpolation problem in the class of Stieltjes functions and its con-
nection with other problems, Integral Equations Operator Theory 30 (1998) 251–278.
[33] F.J. Narcowich, R-operators II. On the approximation of certain operator-valued analytic functions
and the Hermitian moment problem, Indiana U. Math. J. 26 (1977) 483–513.
[34] A.A. Nudelman, Some generalizations of classical interpolation problems, in: Operator Theory: Ad-
vances and Applications, 61, Birkhäuser, Basel, 1993, pp. 171–187.
[35] V.P. Potapov, The multiplicative structure of J-contractive matrix functions, Am. Math. Soc. Transl.
(2) 15 (1960) 131–243.
[36] M. Rosenblum, J. Rovnyak, An operator theoretic approach to theorems of the Pick–Nevanlinna and
Löwner types, I, II, Integral Equations Operator Theory 3 (1980) 408–436; 5 (1982) 870–887.
[37] D. Sarason, Nevanlinna–Pick interpolation with boundary data, Integral Equations Operator Theory
30 (1998) 231–250.
[38] J.A. Shohat, J.D. Tamarkin, The problem of moments, Amer. Math. Soc., Providence, RI, 1943.
[39] Z. Vavr˘ín, A unified approach to Loewner and Hankel matrices, Linear Algebra Appl. 143 (1991)
171–222.
