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Abstract 
A novel numerical model which calculates the air data for flush airdata system was developed based on the Kriging interpolation. 
This method constructs the transformation matrix between the inputs i.e. the pressure measured by the sensor and the outputs i.e. 
angle of attack, angle of slide and Mach number; hence the required air data can be directly computed without iterations. As a 
result, the air data can be calculated in real-time. The accuracy of the model was compared with the neural network model with 
different numbers of inputs, and the positions of the sensor were also taken into account in the comparison. The Kriging model 
showed superior accuracy than the neural network model. 
© 2014 The Authors. Published by Elsevier Ltd. 
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1. Introduction 
Intrusive booms are wildly used on the aircrafts to assist with the flight control, however, for the current 
requirement of the aircraft performance and maneuverability, the intrusive nature hinders their applications to some 
of the cutting edge aircrafts. For instance, due to the severer thermal condition caused by the strong shock wave, it is 
impossible to mount a probe at the nose of the hypersonic vehicle. Furthermore, at high angle of attack or during the 
dynamic maneuvering, intrusive booms may lead to degraded flying handling qualities [1]. Errors due to vibration, 
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poor alignment and physical damage during operation or maintenance also significantly restrict the use of protruding 
probes. Otherwise, the probe may strongly affect the stealthy of the vehicle resulting in extra increase of the total 
radar cross section.  
The research of the flush airdata system may date back from several decades ago in NASA for X15. The flush 
airdata system (FADS) for transonic aircraft was designed, calibrated and tested in NASA [2][3]. Based on the 
analytic formulation of pressure coefficient for incompressible potential flow around a sphere, an iterative method is 
developed to predict the angle of attack, angle of slide, total pressure, dynamic pressure and Mach number [4][5]. 
This flush airdata system is designed for the flight control at the high angle of attack (which is called Hi-FADS), 
since at a high angle of attack maneuvering, the lift is very sensitive to the change of angle of attack, hence any little 
errors in prediction of angle of attack may cause fatal accident. Though this method satisfied the requirement of the 
Hi-FADS, its disadvantage  is obvious; because each prediction requires several iterative steps, particularly, the 
iterative process may fail to converge, which results in a prediction failure [6][7].  
Recently the neural network method is applied to the flush airdata system [8][9][10]. A surrogate model is 
constructed by applying the neural network method, to predict the critical airdata such as angle of attack and Mach 
number. This method avoids the iterative process of the Hi-FADS model, hence it can predict the airdata in real-time. 
However, constructing a qualified and accurate surrogate model which meets the requirement of the FADS by the 
utilization of neural network is normally difficult.  The learning process or surrogate constructing process sometimes 
also needs longer time to converge. 
  Recently, the Kriging method is wildly used in the optimization for constructing the response surface [11]. 
Because of the unbiased and optimal nature of the Kriging interpolation, it gives reliable surrogate model. In lieu of 
the neural network method, the Kriging method is applied to construct the surrogate for the flush air data system in 
this paper. 
2. Kriging interpolation  
The Kriging interpolation is originally developed by Krige for geostatistics [12][13], which gives the best linear 
unbiased prediction of the intermediate values. It is a spatial prediction method to predict certain average values of 
the random function Y(x) from a linear combination of n observed values y(x). It is widely used in environmental 
science, mining and hydrogeology, recently it also applied to the optimization for constructing response surface. For 
the flush airdata system, it is possible to construct a qualified surrogate model by using the Kriging interpolation 
method, which treats angle of attack, angle of slide and Mach number ሺȽǡ Ⱦǡሻ as the function of the measured 
pressure at different ports (ଵǡ ଶǡڮ ǡ ୬). 
Let  ሺȽǡ Ⱦǡሻ be the function of (ଵǡ ଶǡڮ ǡ ୬), then 
Ƚሺଵǡ ଶǡڮ ǡ ୬ሻˈȾሺଵǡ ଶǡڮ ǡ ୬ሻ,ሺଵǡ ଶǡڮ ǡ ୬ሻ                                               (1) 
Without loss of generality, presume the y is any of the above functions, the following estimation can be yielded  
ሺሻ ൌ Ɋሺሻ ൅ ሺሻ                                                                                 (2) 
whereɊ is mean, and Z is a zero mean Gaussian process, which has a varianceߪଶ and a covariance function in some 
parametric family. Here, the mean is assumed to be an unknown constant, and is estimated from the sample data. 
Therefore, the predictor of y at a new location xn+1, assuming suitable correlation hyperparameters have been 
obtained, is given by 
ොሺ௡ାଵሻ ൌ Ɋො ൅ ɗ୘ሺࢸ ൅ ɉ۷ሻିଵሺܡ ൅ ૚Ɋොሻ                                                            (3) 
where Ɋො  is the generalized least squares estimator of μ, ɗ is a n h 1 vector of correlations between ሺሻ and 
ොሺ௡ାଵሻ, ࢸ൅ ɉ۷ is the nhn correlation matrix, and 1 is a nh1 vector of 1’s.  
A typical basis function used for correlating the random variables is of the form 
ɗ୧୨ ൌ ሺെσ Ʌ୩ห୧୩ െ ୨୩หୱౡ୩ୢୀଵ ሻ                                                                (4) 
where the width of the function varies between variables by using the parameter vector ી, indicating how local 
the estimation is. The smoothness of the function can also vary using the parameter vector s. These two parameters 
need to be decided by proper optimization method.  
The correlation matrix (ࢸ൅ ɉ) is constructed by the basis function expression 
Ȳ୧୨ ൅ Ɂ୧୨ɉ ൌ ൫െσ Ʌ୩ห୧୩ െ୨୩หୱౡ୩ୢୀଵ ൯ ൅ Ɂ୧୨                                                 (5) 
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with the addition of nugget parameter ɉ on the diagonal to improve conditioning and allow regression of the dataˈ 
one more parameter needs to be solved. 
The hyperparameters દ ൌ ሺીǡ ܛǡ ૃሻ are selected according to the maxima of the likelihood of y, which is obtained 
by maximizing the concentrated log likelihood function [14][15]given by 
ࣦ ൌ െ୬ଶ ሺɐෝଶሻ െ
ଵ
ଶ ሺȁࢸ ൅ ɉࡵȁሻ                                                                    (6) 
The estimated process variance is given by 
ɐෝଶ ൌ ሺ୷ିଵஜෝሻ౐ሺࢸା஛ࡵሻషభሺ୷ିଵஜෝሻ୬                                                                             (7) 
The local behavior of the random field dominates the spatial interpolations, hence it is critical to select proper 
models for the covariance structures wherein at least one member reflects the actual local behavior of the spatially 
varying quantity under study [3]. Proper tuning method is important, since inadequate tuning of the hyperparameters 
can lead to a poor representation of the true function, and result in a wrong prediction. Most tuning strategies 
involve the applying of global optimization methods, such as the Genetic Algorithm, however the computational 
cost of the hyperparameter tuning by these methods can become unaffordable for high dimensional problems and 
large data samples [4]. The topology of concentrated log likelihood function, though, highly dependent on the 
sample data, is typically smooth and possibly multi-modal, and is therefore difficult to be optimized. As a result, the 
gradient-based optimization is applied, which requires the calculation of the gradients of the likelihood function. 
The reversed mode of Automatic Differentiation (AD) software TAPENADE [5] is used to calculate the likelihood 
gradient. 
3. Numerical scheme and computational model 
To collect sample data required for constructing the surrogate model, the computational fluid dynamics 
simulation was adopted. The computational model is based on a blended wing body configuration where 9 ports are 
flushed on the surface of the nose of the aircraft, as shown in Fig.1. For the high Reynolds number viscos flow 
simulation, a hybrid tetrahedral/prismatic mesh with 3 152 955 cells and 1 226 583 nodes, is generated to meet the 
requirement of the solver of the Navier-Stokes equations. To account for the turbulence flow, a one equation 
turbulence model i.e. Spalart-Allmaras (SA model) is also applied. A cell-vertices scheme of finite volume method 
with Roe algorithm is applied to discretize the flux, hence the equation sets can be numerically solved on the hybrid 
mesh. The nonreflecting boundary condition is applied for farfield boundary while the nonslip boundary condition is 
applied on the wall.  
 
Fig. 1. Pressure contour of blended wing body configuration 
To effectively select the port position, the flow filed is carefully observed and studied. As shown in Fig.1, the 
pressure contour of the nose of the blended wing body configuration with zero angle of attack and zero angle of 
slide was sketched. The pressure gradually decays, as going far away from the stagnation point. The shape of the 
nose is similar to the half sphere, therefore, the distribution of the pressure is similar to the pressure distribution of 
the sphere. As shown in Fig. 2 and 3ˈthe static pressure along the black lines sketched in Fig.1 are compared. The 
trend of the pressure distribution is similar at the condition of Ma=0.9,Ƚ ൌ Ⱦ ൌ Ͳι along different lines. Form the 
stagnation point, the pressure gradually decays along the line. For lower Mach number, the flow flied shows the 
same trend. For Ma=0.9,Ƚ ൌ Ⱦ ൌ ͳͷι, due to the shifting of the angles, the pressure distribution is dramatically 
changed, therefore in Fig. 4 the pressure distribution along the lines shows different patterns. By comparing the 
510   Yibin Wang et al. /  Procedia Engineering  99 ( 2015 )  507 – 514 
pressure distribution, one can find that when x>1.3m the pressure on the upside is strongly affected by the cockpit, 
therefore it is better to arrange all the ports in the region x<1.3m. 
4. Results and discussion 
Based on the combination of Mach number, angle of attack and angle of slide, fifty different cases were 
computationally solved by the aforementioned numerical method. These cases are used as the input sample data to 
build the surrogate model. For all the cases, the Mach number includes (0.7,0.75,0.8,0.85,0.9), while the 
combination of angles of attack and slide includes ( 0,0),(0,5),(0,10),(0,15),(5,0),(10,0),(15,0),(5,5),(10,10),(15,15). 
By selecting different ports, the prediction results of Kriging interpolation and neural network method are 
compared. The selected nine ports are illustrated in Fig. 5. 
                  
Fig. 2.  Pressure distribution along the lines (Ma=0.9,Ƚ ൌ Ⱦ ൌ Ͳι)        Fig. 3. Pressure distribution along the lines (Ma=0.8) 
                  
Fig. 4. Pressure distribution along the lines (Ma=0.9,Ƚ ൌ ͳͷιǡ Ⱦ ൌ ͳͷι)                        Fig. 5.  Layout of the nine ports 
4.1. The Three-port model 
The three-port model was first tested, since fewer ports mean the less computational cost and the simpler FADS 
system, furthermore, when some of the sensors damaged during the hazard situation, the three-port model can still 
have more combinations to predict the airdata. According to the ports layout shown in Fig.5 , three different 
combinations are considered in the paper, one is selecting ports along vertical line such as Port 1, 2, 4, one is 
selecting ports along horizontal line such as Port 1, 3, 5, and another is selecting ports along the diagnose line such 
as Port 1, 6, 8. All these three combinations are compared by using different surrogate aerodynamic models, namely 
Kriging method and neural network method respectively. 
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4.1.1 Three vertical ports (1, 2, 4) 
The error of the prediction along with the actual value and the predicted value were compared in Table 1 and 2. 
As can be seen from the tables, both models show the better prediction of angle of attack, while fail to correctly 
predict the angle of slide. For the Kriging model, the prediction error of attack angle is less than f0.5 㩩 which 
meets the requirement of FADS, while the maxima prediction error of slide angle is -9.656 㩩 which is far away from 
the requirement of FADS. For the neural network model, the prediction error of attack angle is also less than f0.5 㩩, 
however, the maxima prediction error of slide angle is -8.681 㩩 which is similar to the Kriging model. For the 
prediction of Mach number, both models show relatively high accuracy, for the Kriging model, the maxima error is 
less than f0.02, while for the neural network model, the maxima error is -0.048. According to the comparison, two 
models show similar accuracy for predicting attack angle and Mach number. It is noticed that, for the three vertical 
ports, it is more suitable for angle of attack and Mach number prediction.  
Table1 The Kriging model (1, 2, 4) 
 Angle of attack˄α˅ Angle of slide˄β˅ Mach number˄Ma˅ 
True  predicted error True  predicted error True  predicted error 
1 0 -0.004 -0.004 2 0.507 -1.493 0.7 0.701 0.001 
2 0 0.003 0.003 12 2.344 -9.656 0.75 0.750 0 
3 4 3.667 -0.333 0 2.228 2.228 0.75 0.756 0.006 
4 8 8.469 0.469 0 5.60 5.6 0.85 0.837 -0.013 
Table2 The neural network model (1, 2, 4) 
 Angle of attack˄α˅ Angle of slide˄β˅ Mach number˄Ma˅ 
True  predicted error True  predicted error True  predicted error 
1 0 -0.008 -0.008 2 0.802 -1.198 0.7 0.700 0 
2 0 0.025 0.025 12 15.252 3.252 0.75 0.750 0 
3 4 3.589 -0.401 0 -2.896 -2.896 0.75 0.756 0.006 
4 8 7.649 -0.351 0 -8.681 -8.681 0.85 0.802 -0.048 
4.1.2 Three horizontal ports (1, 3, 5) 
In Table 3 and 4, the prediction errors of the three horizontal ports by different models were compared. 
Distinguished from the three vertical ports, the prediction of slide angle for the three horizontal ports is more 
accurate. However, both methods fail to estimate the angle of attack correctly. For the Kriging model, the prediction 
error of slide angle is strictly below f0.1 㩩; while for the neural network model, the maxima error is 0.408 㩩. For 
the prediction of Mach number, it is consistent with the previous vertical-port model, wherein the error is less than 
f0.01 for the Kriging model, and less than f0.07 for the neural network model. As a result, the horizontal ports 
can be used to estimate the angle of slide and Mach number. From the comparison, the Kriging model shows 
slightly better accuracy than the neural network model. 
Table3 The Kriging model (1, 3, 5) 
 Angle of attack˄α˅ Angle of slide˄β˅ Mach number˄Ma˅ 
True  predicted error True  predicted error True  predicted error 
1 0 6.268 6.268 2 1.967 -0.033 0.7 0.699 -0.001 
2 0 5.336 5.336 12 11.924 -0.076 0.75 0.753 0.003 
3 4 3.307 -0.693 0 -0.023 -0.023 0.75 0.747 -0.003 
4 8 9.366 1.366 0 -0.004 -0.004 0.85 0.843 -0.007 
Table4 The neural network model (1, 3, 5) 
 Angle of attack˄α˅ Angle of slide˄β˅ Mach number˄Ma˅ 
True  predicted error True  predicted error True  predicted error 
1 0 -5.428 -5.428 2 1.991 -0.009 0.7 0.764 0.064 
2 0 -2.757 -2.757 12 11.835 -0.165 0.75 0.758 0.008 
3 4 5.076 1.076 0 -0.014 -0.014 0.75 0.750 0 
4 8 6.796 -1.204 0 0.408 0.408 0.85 0.848 -0.002 
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4.1.3 Three ports in the diagnose direction (1, 6, 8) 
Table 5 and 6 compare the prediction errors when the selected ports are in the diagnose direction. According to 
the tables, both methods fail to accurately predict the angles of attack and slide, and only the prediction of Mach 
number satisfied the requirement of the FADS, hence it is suitable for Mach number prediction only.  
Table5 The Kriging model (1, 6, 8) 
 Angle of attack˄α˅ Angle of slide˄β˅ Mach number˄Ma˅ 
True  predicted error True  predicted error True  predicted error 
1 0 0.589 0.589 2 2.578 0.578 0.7 0.704 0.004 
2 0 3.652 3.652 12 7.640 -4.36 0.75 0.747 -0.003 
3 4 3.459 -0.541 0 1.803 1.803 0.75 0.753 0.003 
4 8 4.658 -3.342 0 6.200 6.2 0.85 0.840 0.010 
Table6 The neural network model (1, 6, 8) 
 Angle of attack˄α˅ Angle of slide˄β˅ Mach number˄Ma˅ 
True  predicted error True  predicted error True  predicted error 
1 0 -0.156 -0.156 2 2.038 0.038 0.7 0.696 -0.004 
2 0 -1.259 -1.259 12 12.838 0.838 0.75 0.746 -0.004 
3 4 3.832 -0.618 0 -0.820 -0.820 0.75 0.746 -0.004 
4 8 7.789 -0.211 0 0.610 0.610 0.85 0.840 -0.01 
4.2. The Four-port model (2,3,4,5) & (6,7,8,9) 
According to the results of the three-port model, it is impossible to accurately predict both angle of attack and 
angle of slide for this blended wing body configuration, hence two four-port model were studied and compared. 
Model 1 is based on Ports 2,3,4,5 and Model 2 is based on Ports 6,7,8,9. In table 7-10, the prediction errors were 
compared. Both the Kriging method and the neural network method illustrate high accuracy in the prediction of 
attack angle, slide angle and Mach number, however, Model 2 beats Model 1 in all predictions in both methods. The 
maxima prediction error by the Kriging method is less than ±0.2 㩩 for attack angle and slide angle, and is less than 
0.002 for Mach number, while in the neural network method the error is less than ±0.32 㩩 for the attack angle and 
slide angle, and is less than ±0.005 for the Mach number. It is noticed that by adding one port, the overall accuracy 
of the prediction is significantly improved; hence the four-port model is suitable for the flush airdata system of the 
current configuration.  
Table7 The Kriging model (2, 3, 4, 5) 
 Angle of attack˄α˅ Angle of slide˄β˅ Mach number˄Ma˅ 
True  predicted error True  predicted error True  predicted error 
1 0 -0.014 -0.014 2 1.980 -0.02 0.7 0.700 0 
2 0 -0.006 -0.006 12 12.025 0.025 0.75 0.750 0 
3 4 3.890 -0.11 0 -0.102 -0.102 0.75 0.749 0.001 
4 8 8.041 0.041 0 0.182 0.182 0.85 0.850 0 
Table8 The neural network model (2, 3, 4, 5) 
 Angle of attack˄α˅ Angle of slide˄β˅ Mach number˄Ma˅ 
True  predicted error True  predicted error True  predicted error 
1 0 0.100 0.100 2 1.790 -0.21 0.7 0.700 0 
2 0 0.022 0.022 12 11.68 -0.32 0.75 0.750 0 
3 4 4.034 0.034 0 0.142 0.142 0.75 0.745 -0.005 
4 8 8.167 0.167 0 0.114 0.114 0.85 0.846 -0.004 
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Table9 The Kriging model (6, 7, 8, 9) 
 Angle of attack˄α˅ Angle of slide˄β˅ Mach number˄Ma˅ 
True  predicted error True  predicted error True  predicted error 
1 0 -0.031 -0.031 2 1.945 -0.055 0.7 0.700 0 
2 0 -0.049 -0.049 12 12.050 0.05 0.75 0.751 0.001 
3 4 3.933 -0.067 0 -0.001 -0.001 0.75 0.750 0 
4 8 7.984 -0.016 0 0.004 0.004 0.85 0.848 0.002 
Table10 The neural network model (6, 7, 8, 9) 
 Angle of attack˄α˅ Angle of slide˄β˅ Mach number˄Ma˅ 
True  predicted error True  predicted error True  predicted error 
1 0 0.024 0.024 2 2.050 0.05 0.7 0.699 -0.001 
2 0 -0.121 -0.121 12 12.191 0.191 0.75 0.750 0 
3 4 3.759 -0.241 0 -0.040 -0.040 0.75 0.750 0 
4 8 7.941 -0.059 0 -0.022 -0.022 0.85 0.846 -0.004 
4.3. The Five-port model  (1,2,3,4,5) & (1,6,7,8,9) 
In Talbe11-14, two five-port models were compared, wherein Model 1 used Ports 1, 2, 3, 4, 5 and Model 2 used 
Ports 1, 6, 7, 8, 9. Again, by adding one more port, the accuracy of the prediction is further improved. As illustrated 
in the tables, the two models show the similar accuracy. The maxima error of angle prediction is less than f0.1 㩩, 
and of Mach number is less than f0.001 for the Kriging method; while for the neural network method the maxima 
error of angle prediction is less than f0.299 㩩, and of Mach number is less than f0.006. Here again the Kriging 
method shows superior prediction than the neural network method. 
Table11 The Kriging model (1, 2, 3, 4, 5) 
 Angle of attack˄α˅ Angle of slide˄β˅ Mach number˄Ma˅ 
True  predicted error True  predicted error True  predicted error 
1 0 -0.025 -0.025 2 1.947 -0.053 0.7 0.700 0 
2 0 0.019 0.019 12 12.022 0.022 0.75 0.751 0.001 
3 4 3.972 -0.028 0 -0.007 -0.007 0.75 0.750 0 
4 8 8.075 0.075 0 0.036 0.036 0.85 0.849 -0.001 
Table12 The neural network model (1, 2, 3, 4, 5) 
 Angle of attack˄α˅ Angle of slide˄β˅ Mach number˄Ma˅ 
True  predicted error True  predicted error True  predicted error 
1 0 -0.010 -0.010 2 1.951 0.049 0.7 0.700 0 
2 0 0.125 0.125 12 11.981 0.019 0.75 0.756 0.006 
3 4 3.982 0.018 0 -0.053 -0.053 0.75 0.750 0 
4 8 8.131 0.131 0 -0.006 -0.006 0.85 0.847 -0.003 
Table13 The Kriging model (1, 6, 7, 8, 9) 
 Angle of attack˄α˅ Angle of slide˄β˅ Mach number˄Ma˅ 
True  predicted error True  predicted error True  predicted error 
1 0 -0.022 -0.022 2 1.959 0.041 0.7 0.700 0 
2 0 0.030 0.030 12 12.017 0.017 0.75 0.751 0.001 
3 4 3.988 -0.012 0 -0.032 -0.032 0.75 0.750 0 
4 8 8.074 0.074 0 0.032 0.032 0.85 0.849 -0.001 
Table14 The neural network model (1, 6, 7, 8, 9) 
 Angle of attack˄α˅ Angle of slide˄β˅ Mach number˄Ma˅ 
True  predicted error True  predicted error True  predicted error 
1 0 0.002 0.002 2 1.953 0.047 0.7 0.700 0 
2 0 -0.072 -0.072 12 11.952 0.048 0.75 0.751 0.001 
3 4 4.069 0.069 0 -0.180 -0.180 0.75 0.751 0.001 
4 8 7.701 0.299 0 0.176 0.176 0.85 0.849 -0.001 
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5. Conclusion 
An aerodynamic model for flush airdata system is developed based on the Kriging method for a blended wing 
body configuration, which shows better accuracy than the model based on the neural network method. The three-
port model cannot precisely predict the angle of attack, angle of slide and Mach number all together for the current 
configuration and ports layout. The three-vertical-port model is suitable for predicting angle of attack and Mach 
number, while the three horizontal-port model is suitable for predicting angle of slide and Mach number. The model 
with three ports in the diagnose direction is only suitable for Mach number prediction. The four-port model and five-
port model can accurately predict all the air data namely angle of attack, angle of slide and Mach number here and 
meet the requirement of the flush airdata system, whereas the five-port model gives slightly accurate prediction.   
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