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INTRODUCTION 
Gas transmission pipelines are often inspected and monitored using the magnetic 
flux leakage method [1]. An inspection vehicle known as a "pig" is launched into the 
pipeline and conveyed along the pipe by the pressure of natural gas. The pig contains a 
magnetizer, an array of sensors and a microprocessor-based data acquisition system for 
logging data. The data is subsequently retrieved and analyzed off-line. The pipeline 
inspection results in the generation of a vast amount of data - in excess of 4 GB, even in 
compressed form. It is important that these data are presented in a suitable manner for 
evaluation by trained operator. Virtual reality (VR) display techniques represent an 
attractive mechanism for presenting this huge amount of data effectively. The application 
of VR techniques enables the operator to explore the virtual environment generated by the 
computer. This technique can serve as an important bridge between human operator and 
the computer. In this paper, we present some preliminary efforts in achieving this 
interface. 
VIRTUAL REALITY 
Virtual reality (VR) [2, 3] is an advanced human-computer interface (HCI) that 
simulates a virtual environment which looks "real" and allows the user to interact with the 
virtual environment. Figure 1 shows a typical virtual reality system. Central to virtual 
reality systems is a graphics engine that has the requisite speed and capacity to manipulate 
large volumes of data in real time. Well designed virtual reality environments can enhance 
the scientist's ability to explore a phenomenon through computers and gain a better 
understanding of the underiying physical process. 
Virtual reality provides a fully three-dimensional interface for both the display and 
control of interactive computer graphics. This three-dimensional display allows users to 
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Figure 1. A block diagram of a VR system. 
overcome many of the ambiguities associated with two-dimensional displays. Virtual 
reality systems have become pervasive and are used in a wide range of applications such as 
education, training, high-level programming, teleoperation, remote planetary surface 
exploration, data analysis, scientific visualization, and entertainment. 
Definitions 
Virtual reality is defined as "the environment and technology which is created 
artificially to generate sufficient and sensible cues for users" or "a combination of various 
interface technologies that enables a user to intuitively interact with an immersive and 
dynamic computer generated environment" [3]. Implementations of virtual environment 
worlds have, however, taken different shapes and forms. A popular environment allows 
human beings to explore "reality" in artificial computer generated worlds using special 
glasses, gloves, suits or other input devices in 3D environment created by computers [4]. 
In order to implement such an environment, several output peripherals such as graphical 
displays, special gloves, and audio equipment are required to provide feedback and 
mechanisms for control to the users. 
Virtual reality systems provide a framework for the creation, perception, and the 
experience of virtual environments. Its central objective is to place the participant in an 
virtual environment that is not normally or easily experienced. Reaching this objective 
involves establishing a relationship between the participant and the created environment. 
Accordingly, the basic paradigm of VR is shown in Figure 2. In order to design a specific 
system, a precise and consistent definition of VR that relates to the human perceptual 
system must be established. A concrete understanding of human perceptual systems is a 
subject that is attracting intense study. Meanwhile, qualitative definitions such as the 
conceptual VR model of J.J. Gibson [6] are helpful in providing descriptions of the human 
perceptual system. 
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Figure 2. Objective, Definition, and Effect of VR. 
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Elements of virtual Reality 
Virtual reality consists of the following 3 elements: immersion, navigation and 
interaction [4] as shown in Figure 3. Immersion represents the degree of visual simulation 
offered to users defining the depth of involvement and the extent to which the user can feel 
the reality. Immersion is a function of the level of user interaction, the type of display, the 
dimension, proximity and intimacy of viewing environment, image frame rate and sound 
effects. There are many techniques to achieve immersion such as wireframe, surface 
modeling, and texture mapping for a gas pipeline application. These are shown in Figure 4. 
Navigation is an ability to explore the cyberspace created by the computer. To explore the 
cyberspace, we can use translation, rotation, and scaling techniques. Interaction allows 
users not only to receive information from the virtual reality system but also provide a 
mechanism for mutual exchange of data and interaction. Head-mounted display (HMD) 
and data gloves including a mouse are representative hardware systems that enable 
interaction in a VR environment. 
The difference between computer animation and virtual reality lies in the degree of 
interactivity. For example, we can not only replicate actions and behavior in the virtual 
world but also interact freely with it. In other words, an interactive system allows the user 
to create, control, observe and communicate with the environment. 
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Figure 3. Elements of VR. 
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Figure 4. An example of VR immersion in gas pipeline (a) wireframe transformation (b) 
surface modeling (c) texture mapping. 
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IMPLEMENTATION 
This paper presents a VR model of gas pipeline inspection environment. The 3D 
objects (pipeline and defects) are reconstructed and displayed on a Silicon Graphics Iris 
Workstation. The OpenGL graphics library is used[7, 8]. OpenGL represents an evolving 
edge of technology and offers a higher level of sophistication than either PRIGS or PEXlib 
that are used in industry extensively as a standard graphics software until a few years ago. 
Since the data generated by the defect characterization systems can be huge, 
running into several gigabytes, we use some simple defects as a basis for demonstrating the 
concept. The defect is presumed to have an "elliptical" cross section defmed by 
(1) 
where, z is a value of z-direction, () is a degree from origin locating a defect, and p is the 
order. We allow two different choices of p, 2, and 4 to obtain distinctly different cross 
sections. 
To make the rendering smoother, we use one of the most common methods for 
representing geometry in engineering design, which is the B-spline interpolation technique 
[9]. The shape of the B-spline is an approximation of special data points called control 
points (Eq. 2). 
C(u) = 'f N, (u)p. ~ l,p t (2) 
i=O 
where, n is the number of control points, C(u) are the coordinates of the curve at the 
parameter value u, Ni,p (u) are the p-th degree B-spline basis functions at the parameter 
value u, and P; are the coordinates of the control points. 
OpenGL contains 2D and 3D graphics functions, including modeling, color, 
lighting, transformations, smooth shading, as well as advanced features like texture 
Boltom Top 
(b) p = 4 
Figure 5. Top view of a 3D defect. 
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(a) (b) 
Figure 6. Side view of the defect (p=2) obtained (a) using wireframe transformation and 
navigation techniques and (b) texture mapping. 
(a) (b) 
Figure 7. Top view of the defect (p=4) obtained (a) using wireframe transformation and 
navigation techniques and (b) texture mapping. 
mapping. Texture mapping [10, 11] is very useful to add realism to computer graphics 
images. 
CONCLUSION AND FUTURE WORK 
Unlike the visualization of the defects in two dimensions, the use of virtual reality 
for 3-D visualization seems revolutionary. In performing this research, we have 
endeavored to solve the following problems. How do we generate 3D objects (for 
example, a pipeline and defects)? How do we interact and manipulate these 3D objects in a 
virtual environment? Virtual environments are not intended to be a panacea for every 
computer graphics interface problem. However, the advantages of virtual reality and the 
unambiguous display of three-dimensional structures and the intuitive three-dimensional 
control of objects in the virtual environment can potentially be of great use in the scientific 
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visualization of data. The ability to explore complex data by selectively displaying aspects 
of that data is the most dramatic of these advantages. 
The virtual reality environment allows the user to visualize the pipeline and defect 
in three dimensions. One of the key features of the work is that it employs a simple control 
device, the mouse. This is in contrast to other implementations which involve the use of 
more sophisticated HMD or data gloves. The simplicity of the control device should 
facilitate wider acceptance since the package can be used in conjunction with smaller 
computing platforms. 
Future work in this area includes the following activities: 1) Integrate the defect 
characterization algorithm with the VR system. 2) Generate objects with higher 
resolution, entailing, perhaps, the use of more powerful computational platforms. 3) Make 
the virtual environment more flexible. 
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