Abstract. A q-design with parameters t-(v, k, λ t ) q is a pair (V, B) of the vector space V = F v q and a collection B of k-dimensional subspaces of V, such that each t-dimensional subspace of V is contained in precisely λ t members of B. In this paper we give new general necessary conditions on the existence of designs over finite fields with parameters 3-(v, k, λ 3 ) q with a prescribed automorphism group. These necessary conditions are based on a tactical decomposition of such a design over a finite field and are given in the form of equations for the coefficients of tactical decomposition matrices. In particular, they represent necessary conditions on the existence of q-analogues of Steiner systems admitting a prescribed automorphism group.
1. Introduction Definition 1.1. A q-design with parameters t-(v, k, λ t ) q , or shorter a t-(v, k, λ t ) q design, with v > k > 1, k ≥ t ≥ 1, λ t ≥ 1, is a pair (V, B) of the vector space V = F v q and a collection B of k-dimensional subspaces of V (called blocks), such that each t-dimensional subspace of V is contained in precisely λ t blocks.
Preliminaries
The number of r-dimensional subspaces of the vector space F .
The number of r-dimensional subspaces of V containing a fixed sdimensional subspace, s ≤ r, equals v − s r − s q . For every two subspaces U and W of a vector space, the dimension formula is valid:
If (V, B) is a t-(v, k, λ t ) q design, then it is also a q-design with parameters s-(v, k, λ s ) q , 0 ≤ s ≤ t, with
The number of blocks in B equals
q-designs are closely related to classical designs, as they are the qanalogues of the classical designs. A t-(v, k, λ t ) design is a finite incidence structure (P, B), where P is a set of v elements called points, and B is a multiset of nonempty k-subsets of P called blocks such that every set of t distinct points is contained in precisely λ t blocks. Every 2-(v, k, λ 2 ) q design gives rise to a classical design with parameters 2-v 1 q , k 1 q , λ 2 by identifying the points of V with the points of the design and each block in B with the set of points it contains. The inverse statement is not valid. E.g. there are classical designs with parameters 2- (15, 7, 3) which cannot be constructed from the unique 2-(4, 3, 3) 2 design [21] .
An automorphism of the q-design (V, B) is a map g ∈ PΓL(V) such that B g = B. The set Aut(V, B) of all automorphisms of (V, B) is a subgroup of PΓL(V), called the full automorphism group of (V, B). We say that (V, B) admits the finite group G, or equivalently that G is an automorphism group of (V, B), if there is a subgroup of Aut(V, B) isomorphic to G.
q-designs with a tactical decomposition
In this section we address the definition and known results concerning automorphism groups and tactical decompositions of q-designs. The idea of considering tactical decompositions of classical block designs was first introduced by Dembowski [9] . Tactical decomposition has been crucial for the construction of many classical 2-designs [14, 21] . In [20] tactical decompositions of q-designs with t = 2 were studied.
consists of two partitions
We say that a decomposition is tactical if there exist nonnegative inte- There are two trivial examples of a tactical decomposition of a qdesign. The first example is obtained by putting n = m = 1, and the second by partitioning sets V and B into singletons. A nontrivial tactical decomposition can be obtained by the action of an automorphism group G ≤ Aut(V, B) on a design. Proof. Let V i be a point orbit and B j be an orbit of B under the action of G. The statement follows immediately from the observation that P ∈ V i is contained in B ∈ B j if and only if P g ∈ V i is contained in B g ∈ B j for any g ∈ G.
A tactical decomposition that arises from a group action as in Theorem 3.2 is called group-induced. If the group G is specified, we call it G-induced.
The following result is valid for all designs over finite fields. . Let (V, B) be a design with parameters t-(v, k, λ t ) q that admits a tactical decomposition
and for all i = 1, . . . , m and j = 1, . . . , n,
It was shown in [20] that coefficients of a tactical decomposition matrix of a q-design with t = 2 satisfy an equation system analogous to the one known for classical block designs with t = 2.
Note that the right-hand side of (2) only contains parameters of the design that can easily be computed.
3-designs over finite fields with nontrivial automorphism groups
We now investigate designs over finite fields with t = 3 having a nontrivial tactical decomposition. We introduce the following notation. 
Proof. Double-counting of the set of triples
with I Q the subset of blocks of B that contain the point Q, for any point Q. Now, consider R ∈ V r and S ∈ V s . It is immediate that
It is clear that 1 ≤ dim P, R, S ≤ 3 and so
Hence, in order to find an expression for (3) it is sufficient to count the number of pairs (R, S) ∈ V r × V s such that dim P, R, S = i, for i = 1, 2, 3. It is clear that dim P, R, S = 1 if and only if P = R = S and thus l = r = s. Consequently,
from which the result follows, using (3).
Consider l, r, s ∈ {1, . . . , m}. The values Λ rs (P ) are independent of the choice of P ∈ V l .
Proof. Let R = [ρ ij ] and K = [κ ij ] be the tactical decomposition matrices of this tactical decomposition. By Lemma 4.2 we know that
otherwise.
for a point P ∈ V l . The left-hand side in this equation is clearly independent of the choice of P , hence also the right-hand side is independent of the choice of P . As λ 1 , λ 2 , λ 3 , |V r |, |V s | are obviously Pindependent and since λ 2 − λ 3 = 0, necessarily also Λ rs (P ) is independent of the choice of P ∈ V l .
Following the result of Corollary 4.3, we can define Λ lrs as Λ rs (P ) for a point P ∈ V l . Using this notation, we state the main theorem of this section.
Theorem 4.4. Let (V, B) be a design over finite field with parameters 3-(v, k, λ 3 ) q that admits a tactical decomposition
Note that a q-design with t = 3 is also a q-design with t = 2. Hence, Lemma 3.3 and Lemma 3.4 also present necessary conditions for the existence of q-designs with t = 3, with a given tactical decomposition.
These parameters Λ lrs are not present in the discussion of classical 3-designs as in [17, 18] , and form the main difference between the designs over finite fields and the classical designs with t = 3. In order to compare we state here the analogue of Theorem 4.4 for classical designs with t = 3.
Some results regarding Λ lrs
In this section we have a look at the parameter Λ lrs which we introduced in Definition 4.1. In order to use Theorem 4.4 when computationally constructing a q-design, one needs to know these values Λ lrs for the given tactical decomposition. First we present three general results on these values Λ lrs and then we look at a specific case.
Proof. It follows directly from Definition 4.1 that Λ rs (P ) = Λ sr (P ) for any point P ∈ V l , and hence that Λ lrs = Λ lsr .
The equality |V l |Λ lrs = |V r |Λ rls surely holds if l = r, so we can assume l = r. Let R = [ρ ij ] and K = [κ ij ] be the tactical decompostion matrices of the given tactical decompostion. Using Lemma 3.3 we find that
Applying Theorem 4.4 we find
whence the equality |V l |Λ lrs = |V r |Λ rls since λ 2 − λ 3 = 0.
Proof. Let P be a point of V l . We count the set
in two ways. On the one hand,
so the size of this set equals On the other hand, if l = r, then for any point R ∈ V r we find q + 1 different 1-spaces in the 2-dimensional space P, R , so q + 1 choices for the point S, therefore the size of this set equals |V r |(q + 1). If l = r, then for any point in R ∈ V r \ {P } we find q + 1 different 1-spaces in the 2-dimensional space P, R , so q + 1 choices for the point S. For the point R = P , any point S ∈ V \ {P } determines a 2-dimensional space P, R, S = P, S . Hence, the size of this set for l = r equals
This concludes the proof.
Recall that the 1-dimensional subspaces of V are called points. From now on, we call the 2-dimensional subspaces of V lines. The set of lines of V will often be denoted by by L. Note that the pair (V, L) is a trivial 2-(v, 2, 1) q design. Every group G ≤ PΓL(V) induces a tactical decomposition on (V, L). This obtained tactical decomposition is closely related to parameter Λ rls .
Let L be the set of lines of V. We consider the G-induced tactical decomposition of the trivial design (V, L):
Proof. Let P be a point of V l . From the definition of the coefficients ρ 
Counting the second set yields
otherwise. The next theorem and the subsequent remark deal with G-induced tactical decompositions, with |G| = p prime, having a fixed point. Note that such a fixed point (orbit of size one) is guaranteed to exist if p is not a divisor of the number of points.
Remark 5.4. Recall that only a few examples of non-trivial
Λ 111 = q(q + 2) v − 1 1 q .
Unfortunately, if G acts transitively on the points of V the results of Lemma 3.4 and Theorem 4.4 cannot be used. For in this case, by
Theorem 5.5. Let (V, B) be a 3-(v, k, λ 3 ) q design and let
Proof. Since |G| is prime the orbits V i have size 1 or p. Let P be the unique point in V l . A line ℓ through P is either fixed by G or else ℓ G is an orbit of p different lines through P . An orbit V i of size 1, i = l, is necessarily contained in a line through P that is fixed by G; an orbit V i of size p is contained in a line through P that is fixed or has one point in common with each line of an orbit ℓ G of p lines. If l = r = s, then Λ lrs = 0. If l = r = s, then Λ lrs = |V s | (analogously if l = s = r). Now, we assume that r = l = s. If V r is an orbit of size one, equal to {R}, then the line P, R is fixed, and Λ lrs equals 0 or |V s |. If V s is an orbit of size one, the situation is equivalent. If both V r and V s are orbits of size p, then Λ lrs equals p 2 (in case V r and V s are on the same fixed line), p (in case V r and V s have one point in common with each line of the same line orbit ℓ G ) or 0 (else). 
The final theorem in this section gives a bound on the value of Λ lrs given a tactical decomposition induced by a group of prime order. Considering Remark 5.6 this is of interest when the three orbits involved are not fixed points.
Theorem 5.7. Let (V, B) be a 3-(v, k, λ 3 ) q design and let
, for l, r, s = 1, . . . , m.
Proof. Let V l , V r and V s be three point orbits. If 1 ∈ {|V l |, |V r |, |V s |}, the result follows from Theorem 5.5. So, we assume
We first show that an orbit V j , j = l and with |V j | = p, has either p or else at most
points in common with a line through P . Let ℓ be a line through P having at least one point Q in common with V j . If n ℓ = |ℓ ∩ V j | < p, then V j ⊆ ℓ, hence the line ℓ is not fixed, so ℓ G is a set of p different lines. Now, let {g 1 , . . . , g n ℓ } be the elements of G that map the points of ℓ ∩ V j onto Q. The lines ℓ g 1 , . . . , ℓ gn ℓ are n ℓ different lines through Q, each containing n ℓ distinct points of V j (including Q). Hence, we find at least n ℓ (n ℓ − 1) + 1 points of V j . As
. Now let ℓ 1 , . . . , ℓ c be the lines through P containing at least one point of V r and at least one point of V s . Denote |ℓ i ∩ V r | and |ℓ i ∩ V s | by n i and n
If there is a line through P containing p points of V r , then this line is fixed (necessarily c ∈ {0, 1}). If V s is also contained in this line, then Λ lrs = p 2 and if it is not, then Λ lrs = 0. So, now we can assume that 1 ≤ n i , n
which proves the inequality.
Application to known designs
In this final section we will discuss the application of the results in Section 4 to some known 3-designs. The group G is a cyclic group of order 3; its action on the points of V yields five orbits: . Each of these five orbits has size 3. Now we assume that G is an automorphism group of the design (V, B). We do not know the orbits of B under the action of G as we do not know which 3-spaces of V are blocks of (V, B). However, all orbits of B must have size 3 since no 3-space of V can be fixed by G. Indeed, a fixed 3-space contains only full point orbits. Since each point orbit is of size 3, and a 3-space contains 7 points, G cannot fix any 3-space of V. So, and since |B| = 15 we can write
with B 1 , . . . , B 5 the orbits of B under the action of G. We consider the corresponding tactical decomposition matrices [ρ ij ] and [κ ij ]. Note that by Lemma 3.3 we have ρ ij = κ ij for all i, j, since all point orbits and all block orbits have size 3. First we need to calculate the values Λ lrs for l, r, s ∈ {1, . . . , 5}. An easy calculation yields
Now we apply Lemma 3.3, Theorem 3.4 and Theorem 4.4. Note that λ 3 = 1, λ 2 = 3 and λ 1 = 7. We find . Now we look at the 3 − (8, 4, λ) 2 designs (V, B) that were studied in [4] . Here V = F The group G acts transitively on the point set of V. In this case the comments of Remark 5.4 apply and we need only to consider the result from Lemma 3.3. The group G has 109 orbits on the 4-spaces of F 8 2 and we know that a 3 − (8, 4, λ) 2 design which admits G as its automorphism group, is the union of some of these orbits, B 1 , . . . , B n .
Since |V 1 | = |V| = 255 and κ 1j = 4 1 2 = 15 we know that ρ 1j = |B j | 17
.
Considering the orbits of the 4-spaces under the action of G, we find that there are 92 orbits having size 120·17, ten orbits having size 60·17, five orbits having size 30 · 17, one orbit having size 20 · 17 and one orbit having size 17. By (1) and Lemma 3.3 we obtain that n j=1 ρ 1j = λ 1 = 127 · 3 · λ ≡ λ (mod 10) .
Except possibly one, all values ρ ij equal 0 modulo 10. Hence, λ must equal 1, 10, 11, 20, 21, 30 or 31. Note that λ = 31 corresponds to a trivial design and that 20, 21 and 30 can only occur as complements of 11, 10 and 1 respectively. In [4] all values from 1 up to 30 were tested for λ, but using tactical decomposition arguments that search could have been restricted to three values for λ. This shows the usefulness of this technique.
