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GLOSSARY OF ABBREVIATIONS 
2X = Milked twice daily. 
305-day = Lactation-length cut off at, or adjusted to, 305 days. 
A.I. = Artificial Insemination. 
d.f. = Degrees of freedom. 
D.H.I.A. = Dairy Herd Improvement Association. 
I.B.M. = International Business Machines Corporation, White 
Plains, New York. 
I.B.M. 88 = Card-collating machine built by I.B.M. 
I.B.M. 650 = Drum-storage computer built by I.B.M. 
I.B.M. 7074 = Core-storage transistorized computer built by 
I.B.M. 
M.E. = Mature Equivalent. 
U.S.D.A. = United States Department of Agriculture. 
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INTRODUCTION 
Non-additivity of the genetic and environmental effects in 
biometrical analyses of plants and animals is a constant source 
of discussion among research workers, geneticists and bio-
metricians . In many cases, particularly in survey-analyses, 
interaction among the main-effects is assumed, on insufficient 
supporting evidence, to be equal to zero. An assumption of 
this nature is made because (a) in that particular situation 
it may not appear too unreasonable, based on one's knowledge 
of the experimental material and because (b) one hopes that 
the true value of the interaction _is. equal to zero because this 
simplifies the mathematical computations greatly. 
In designed experiments, one can ensure that the treat­
ments are applied in such a way that they are orthogonal with 
other sources of variation. This orthogonality precludes 
correlation between the main-effects in the sample and permits 
"clean" separation of interaction-effects from the main-
effects . 
On the other hand, in survey analyses, as, for example, 
in the analysis of D.H.I.A. milk-production data, which have 
been collected in many herds and year-seasons, the assumption 
which is frequently made that there is no real interaction 
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between bulls and herd-year-seasons (or between bulls and 
herds) is rarely, if ever, supported by reliable statistical 
evidence. The reason for this is that survey-material is 
highly non-orthogonal with respect to bulls and herd-year-
seasons. This non-orthogonality prevents "clean" separation 
of the interaction-effects from the main-effects and, in this 
way, precludes "exact" testing of hypotheses and placing of 
confidence limits on the interaction component of variance. 
It is easy to see, therefore, why research-workers, when 
they are analyzing survey-material, do not place confidence-
limits on the interaction-component of variance when the study 
of this interaction-component is not a major part of the 
operation in hand. The present author believes that it is 
desirable to investigate the feasibility of a technique which 
would enable one to do this (place confidence-limits on the 
bull X herd-year-season interaction-component of variance) 
for non-orthogonal data. 
Following that, having obtained an estimate of the 
interaction-component and a measure of the probable amount of 
error in the estimate, it is considered worth-while to measure 
the degree to which this component is likely to influence the 
3 
accuracy of selecting dairy bulls using D.H.I.A. records. 
Both of these operations are described in greater detail in 
later chapters. 
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DISCUSSION ON GENETIC-ENVIRONMENTAL INTERACTION 
General Discussion 
Lush (1960) stated that; 
Genetic environmental interactions exist whenever the 
phenotypic differences among 2 or more genotypes are 
genuinely different from environment to environment. 
Another less specific way to say this is that some 
genotypes excel in some environments but other genotypes 
excel in other environments. Another way, somewhat 
closer to the terms the naturalist uses, is that geno­
types or breeds or local races or species, vary in their 
adaptability to different ecologial niches. Expressing 
it somewhat more statistically: The actual phenotype is 
not simply the sum of the genotype and the environment; 
that is, environment and genetic variations do not 
combine their effects additively. 
Elaborating somewhat on this statistical concept, let us 
consider the differences in "response" or "yield" in a con­
ceptual population among a number of genetic materials (denoted 
by the subscript i; i=l, 2, a) which are each placed in 
a number of environments (denoted by the subscript j; j=l, 2, 
,b). Some genetic materials have higher average yields 
(that is, "average" over all environments) than others. 
Similarly, some environments have higher average yields (that 
is, "average" over all genetic materials) than others. 
Let denote the yield of the i^ genetic material in 
.th 
the j environment. 
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Then, Y. . = the over-all mean =22 Y^^/ (1). Y.. may be 
ij 1J ij 
symbolized by ja. 
— t tl Y^. = the mean of the i genetic material over all en­
vironments = 2 Yji/ 2 (1), 
J J j 
th Y.j = the mean of the j environment over all genetic 
materials = 2 Y- J./ 2 (1). 
i J i 
— — tin 
Yj_. - Y. . is regarded as the average effect of the i 
genetic material. Y^. - Y.. may be symbolized by b^. 
— — ttl Y.j - Y.. is regarded as the average effect - of the j 
environment and Y.j - Y.. may be symbolized by tj. 
Yj_ j - Y^. - Y.j + Y.. is regarded as the effect of inter-
th th 
action between the i genetic material and the j environ­
ment. Yj_ j - Yj_. - Y.j + Y. . may be symbolized by (bt)^j. 
The "response" or "yield" of the i**^1 genetic material in 
the j^ environment can then be written as, 
ij = Y. . + (Yi. - Y. . ) + (Y.j - Y. .) + (Y± j - Yj_. - Y.j + Y. .) Y
".j 
= \i + bj_ + tj + (bt)ij. 
Let us imagine a diagram in which the genetic materials 
are listed along one (L^) axis, the environments along another 
(L^) and production or yield along the third (Lg) axis. 
6 
L3 
°—"?=5aa 
Let the genetic materials be positioned along L^ in such a 
way that the Y^.-values (i = 1, 2,....,a) in the L^-direction 
are in a straight line. Similarly, let the environments be 
positioned along L^ in such a way that the Y.^-values (j = 
1,2,...,b) are also in a straight line. This is achieved by 
giving each genetic material (or environment) the value of its 
average effect. Then the Y^^-values can be plotted, with 
respect to the i^ genetic material and the j*"*1 environment 
(i = 1,2,...,a; j = 1,2,...,b), and will form a surface which 
is termed a "response-surface". Similarly, the values for 
Y.. + (Y^. - Y. . ) + (Y.j - Y..) will form a surface; the 
surface in this case is a plane. Since the sum of the devia­
tions of the Y^j-values from the corresponding values of 
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Y.. + (Yv - Y..) + (Y., - Y..), that is, S. (Y. . - yi - y i + 
J 1J 1J J 
y».), equals zero, this plane is the best-fitting plane for the 
Yj^j-response-surface. 
Any deviations of the response-surface from the best-
fitting flat plane represent the effects of interaction between 
the genetic materials and the environments. 
This response-surface can be regarded as analogous to the 
topography of a particular geographical area. The hills and 
the valleys, respectively, can be thought of as representing 
the favorable and unfavorable effects of interaction. These 
hills and valleys vary in intensity from one area (mountainous) 
to another (prairie-country or other flat areas). Likewise, 
in biological material, the importance of interaction can vary 
from one set of genetic-environmental conditions to another. 
This precludes generalizing on the importance of interaction 
from one situation to another. 
When we analyze a sample of data, we never have complete 
information on the true response-surface of the population 
from which the data came. There are at least two reasons for 
this. 
(a) It may be impossible, for one reason or another, to 
test all genetic materials in all environments. For 
example, this is true for the D.H.I.A. milk-
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production data with which this dissertation deals ; 
it is impossible for all bulls to have daughters in 
all herd-year-seasons. 
(b) In the sample, the surface, in addition to being 
poorly represented, may be covered above and below 
by a zone of random error-effects (ej_ jk^ which 
prevent it from being "seen" and measured. 
In estimating the importance of genetic-environmental 
interaction, it is desirable that as much information as, 
possible is available on a particular "area" because this 
enables one to estimate the true surface more precisely. This 
precision is greatest (but frequently impossible to attain) 
when all the genetic classes which are tested in one environ­
mental class are tested also in all other environmental 
classes, with many observations per subclass. Information on 
interaction-effects and interaction components of variance 
can be obtained only from interaction-comparisons (see 
Snedecor, 1956). Therefore, if a particular genetic material 
is tested in only one environment, since it can not be included 
in any interaction-comparison, it contributes nothing to the 
estimation of the interaction-component. For a genetic 
material to contribute information on interaction-components, 
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it should be tested in _at least two environments and, similar­
ly, for an environment to contribute information on inter­
action-components Lt should have at least two genetic materials 
tested in it. 
Genetic-Environmental Interaction in Farm Animals 
When we discuss farm animals and their ability to produce 
under particular environments, we are focusing our attention 
on a particular region of the Y response-surface discussed 
ij 
in the last section. Phillips (1948) discussed the wide dif­
ferences in the abilities of animals to thrive and perform 
efficiently under a given set of conditions. Some animals are 
adapted to cold climates, others to temperate climates, still 
others are more suited to tropical conditions. Certain types 
of animals, such as the yak and the vicuna, thrive at high 
altitudes while others cannot survive satisfactorily there. 
Animals vary also in their grazing ability. Some can obtain a 
satisfactory living while grazing over extensive rangelands, 
while others require lush pastures and supplementary feeding 
if they are to perform efficiently. 
For example, the Holstein-Friesian breed of cattle was 
developed in the temperate zone and under conditions of in­
tensive farming. It is well adapted to areas where pastures 
10 
are good, where it is possible to grow ample supplemental feed, 
and where there is a market for a sizable volume of milk. But 
it is not suited to many areas in the tropics or to areas of 
scanty feed in the temperate zones. By contrast, the yak is 
admirably suited to high elevations and extensive grazing 
conditions such as are found on the Tibetan highlands of 
central Asia, but it does not produce at a sufficiently high 
level to use large amounts of good-quality feed efficiently. 
Still another contrasting type is the water-buffalo. 
These are huge feeders, and less discriminating than cattle 
in foraging, which makes them suitable for exploiting the 
coarse natural.pastures and other forages of the tropics. 
Because of the absence of an efficient perspiring mechanism, 
these animals are likely to suffer from hot temperatures but 
are capable of counteracting this inefficiency by their 
natural tendency to wallow in water. 
Neither the yak nor the water-buffalo would be suited to 
areas where intensive dairying is practiced, such as the 
Netherlands, or Wisconsin and New York, for they are not 
adapted to the climatic and other conditions prevailing there, 
and do not have sufficient inherent milk-producing capacity 
to utilize the available feed efficiently. 
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The more distantly related the genetic materials are, the 
more likely they are to require different environmental condi­
tions in order to express themselves fully. Members of dif­
ferent breeds, inbred lines, strains or family-groups are more 
likely to require differential treatment and different environ­
mental conditions than are members of the same breed, line, 
strain or family-group. Closely-related genotypes tend to be 
adapted to similar environments. Even then, interaction may 
be still so great that individuals may not be mutually inter­
changeable between their particular environments. 
Specific and General Genetic Merit 
We can assume that a random sample of one half of a bull's 
genes are transmitted to its offspring at the moment of ferti­
lization. The total effect of these genes on the production 
* 
of the progeny is defined as the effect of that bull. If 
mating is random, the effect of the bull is expected to include 
1/2 of the additive portion, 1/4 of the additive X additive 
portion, 1/8 of the additive X additive X additive portion, 
etc., of the total effects of the genes which that animal 
possesses. The genetic merit of the individual is defined as 
all of the additive portion, 1/2 of the additive X additive 
portion, etc., of the total effects of the genes which that 
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animal possesses. Thus, if is the effect of the i^ bull 
and is its genetic merit, G^ = 2 b^. 
If the it^ri bull is mated to females selected at random 
within a particular environment, one may write a mathematical 
model describing the factors affecting the phenotype of the k*"*1 
daughter as 
Xik = ^ + bi + eik, 
(or, if - ia, x^ = b^ + e^) where b^ is the effect 
of the i1"*1 bull and e^ is the remainder or difference between 
and n + b^. Then the genetic merit of the individual, in 
relation to the population of individuals within this environ-
O 
ment, is estimated as nh times the deviation of 
2[1 + (n - l)t] ,2 
the progeny mean from the population mean. (h is the herita-
bility of the trait in that environment, n is the number of 
offspring and t is the average phenotypic correlation between 
the offspring), h , as it is used here, is defined as the 
ratio of the genetic variance [i.e., variance among the genetic 
merits (defined above)] over the phenotypic variance. Since 
genetic merit includes a fraction of the epistatic effects as 
well as all of the additive effects of the genes, this herita-
bility is expected to be intermediate between heritability in 
13 
the "narrow" and the "broad" senses as they are defined by 
Lush (1948). 
If there is no genetic-environmental interaction and if 
the progeny are scattered over several environments, the 
mathematical model is 
xijk = bi + cj + eijk 
where tj is the effect of the j*-*1 environment. Then, the bull-
A 
effect, b^, can be estimated as b^ by the least-squares proce­
dure of fitting constants, described by Kempthorne (1952), and 
the genetic merit estimated as 2Cov(b^,ZS. ) a ° 
V(bi) ^ 
If, in the sample, the effects of the bulls are correlated 
with the effects of the environments, the estimate of b^ will 
include some influence due to the environments in which this 
bull is used and, vice versa, the estimate of tj will include 
some influence due to the bulls which were used in that environ­
ment. (However, this discussion does not apply to the computa­
tions in this dissertation because, as can be seen in Analysis 
I later, we deliberately select the data so that all bulls 
have an equal number of daughter-records in each environment 
(herd-year-season). We do this because we wish to get the 
interaction-component free from any bias which may result from 
14 
covariance between the main-effects.) 
If there _is_ interaction between the i^ bull and the j ^  
environment in this trait, the model is no longer xj_jk = hj_ + 
tj + e^jk, but rather, 
xijk = bi + tj + (bt)ij + eijk„ 
(bt)^j is the effect of interaction between the i^^ bull and 
the environment which results from some real physiological 
advantage or disadvantage specific to the daughters of this 
bull in this environment. 
When (bt)^^ is real, the concept of genetic merit must be 
redefined because the meaning of "genetic merit" is no longer 
the same in one environment as it is in another. Instead, 
genetic merit now depends upon the environment. The genetic 
merit of the i*"*1 individual in the xt^1 environment, denoted 
by Gix, is the expected value of 2[b^ + (bt)^]. 
It is convenient to term the genetic merit of an 
individual in a specific environment as its specific genetic 
merit and its average genetic merit over all environments 
(denoted by G^) as its general genetic merit. Thus, G^j is 
the specific genetic merit of the i^ individual in the 
environment and G^ is its general genetic merit over all 
environments. These definitions of general and specific 
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genetic' merits are not analogous to the definitions of general 
and specific combining abilities used by Sprague and Taturn 
(1942). These authors, in discussing the results of crossing 
inbred lines of corn, divided the gene action concerned with 
combining ability between lines into two categories, general 
and specific combining abilities. General combining ability 
was regarded as being due predominantly to additive gene 
action. Specific combining ability involved "all effects 
which cannot be accounted for by the additive scheme. These 
may be the result of dominance, epistasis, genotypic-
environmental interactions, etc." 
Thus, Sprague and Taturn (1942) defined "specific combining 
ability" as not including "general combining ability" whereas 
we define specific genetic merit as including general genetic 
merit. Other differences, of course, exist ; Sprague and Taturn 
are concerned with the interactions between genetic lines 
whereas we are concerned with interactions between genetic 
factors (bulls) and environmental factors (herd-year-seasons). 
Estimation of specific genetic merit is of interest when 
selection among individuals is made within the environment in 
which its descendants are to live. If the offspring are to 
live in an environment different from that in which an indi­
vidual is tested, the genetic merit of the individual which is 
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specific to that test-environment is of no interest in itself 
because the interaction-effect is not available to the off­
spring in other environments. Since the genetic-environmental 
interaction-effects peculiar to one environment are not 
available to the offspring which live in another environment, 
one must be cautious in comparing individuals which were tested 
in two different environments. This statement becomes more and 
more meaningful in situations where the bull x environment 
interaction-effect, (bt)^j, is large relative to the bull-
effect, bjy 
In commercial production, even when the genetic "ingre­
dients" are available and one has reason to believe that 
genetic-environmental interaction is real, further conditions 
must exist before it is considered worth-while to select and 
breed for adaptability to a specific environment ; 
(1) The environment must be controllable or, at least, 
predictable. 
(2) The genetic-environmental interaction-effect must be 
sufficiently large that the time, effort and expense involved 
in breeding specifically for adaptation to that environment are 
justified. 
The Kerry breed of dairy cattle is claimed to be specif­
ically adapted to the high rainfall and sparse feeding in 
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South-West Ireland and Wales and they are bred specifically to 
meet the demands of these areas. The Jersey breed is specif­
ically adapted to supply the demands of people who like high-
test milk. The Holstein breed is capable of extremely high 
milk production of 3.5% - 4.0% fat on the rich, level, low-
lying pastures in temperate regions of the world. In warm 
humid areas where European breeds either find it difficult to 
survive or show considerable distress, genetic-environmental 
interaction is so large that genetic improvement is based on 
the native genotype which, although extremely low in milk-
producing ability, is adapted to this environment through 
natural selection for survival ability for many generations.. 
When for one or more reasons there is insufficient justi­
fication for breeding for adaptability to particular environ­
ments, the selection program is aimed at selecting for general 
genetic merit, Gj_, rather than specific merit, G. .. In that 
J 
case, (bt)^^ is regarded as a source of error to be minimized 
or eliminated rather than a factor to be selected for. 
Interaction as a Source of Error in Experiments 
Genetic-environmental interaction, as a source of varia­
tion among performance records of individuals, can cause serious 
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difficulties in statistical analyses, either when the primary 
object of inquiry is environmental (e.g. nutritional) or when . 
it is genetic. 
In nutritional experiments, where the detection of true 
differences among treatments is the object of study, the 
procedure is to apply each of the treatments to several 
plants or animals, as the case may be, which are otherwise 
treated alike environmentally and which are, it is hoped, 
moderately uniform genetically. Here the nutritional treat­
ments are controllable and it is hoped that any other factors 
which are causing variation are random. 
Having the experimental material genetically uniform is 
desirable if it is representative of that population to which 
one intends to extrapolate the results. This uniformity is 
purely a means of reducing the background variation so that 
the effects of treatments may be measured with greater confi­
dence. It is permissible only if the population to which 
inference will be made is not so variable genetically that 
different genotypes within that population would respond 
differently (genetic-environmental interaction) to these 
nutritional treatments. 
For example, one may wish to compare the effects of two 
types of roughage when fed to dairy cattle. If the results 
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are intended for application to one breed (e.g. Holstein), the 
experiment should be conducted on individuals from that breed. 
However, if the results are intended for application to Jerseys 
as well as Holsteins, the treatments should be compared on 
both breeds, if there is reason to suspect that the comparisons 
may not be the same in both cases. If interaction exists 
between the treatments under investigation and the genetic 
factors, one hopes that it can be demonstrated in the analysis 
of variance. 
When a test of significance makes one confident that the 
interaction-component is real, the interpretation is that 
the effects of the nutritional treatments depend upon the 
specific genetic material to which they are applied. A well-
designed experiment allows for the possible existence of such 
interactions » The real difficulty arises when interaction 
exists but cannot be separated from the main-effects because of 
non-orthogonality between the treatments and the genetic 
materials and/or because of too few observations in the sub­
classes . 
Frequently, in the course of an analysis, a worker sus­
pects that interaction between the treatments under investiga­
tion and the other factors is real but, because of poor experi­
mental design, he is unable to make any statement with 
20 
confidence concerning it. A situation like this would exist 
if the roughage-treatments, mentioned above, were applied to 
one breed only or if one treatment were applied to each breed 
In such a case, even if interaction does exist between these 
breeds and environments, one could not measure it. Obviously 
such an experiment is of limited value and does little more 
than indicate the necessity to re-run the whole experiment 
using orthogonal conditions. 
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REVIEW OF LITERATURE 
Theoretical Considerations 
In the introduction to a series of articles on "The in­
heritance of egg production in the domestic fowl", Munro (1936) 
stated that; 
(1) Phenotypes are not solely the expression of genetic 
potentiality but result from a gene-environment 
interaction. 
(2) Environmental differences affecting a whole popula­
tion, as a rule, modify only the absolute expression 
of given characters, i.e., overlapping or reversal 
of phenotypes is not the rule. 
(3) When, however, the same genotypes occur under dif­
ferent environments, the situation outlined under 
(2) may cause phenotypic variability between popula­
tions. 
(4) Different phenotypes may be obscured under certain 
uniform environments. 
(5) When different genotypes occur under different 
environments the situations outlined under (2), 
(3) and (4) make phenotypic expressions of certain 
traits almost completely unreliable as indicators 
of relative genetic potentialities. In fact, it is 
quite possible to witness a reversal of phenotypes 
a second season, even when the environment is common 
to the same genotypes within each season. 
As Lerner (1950) pointed out in discussing the foregoing, 
Munro (1936) used gene-environment interaction in a different 
sense from that in which subsequent workers use it. From the 
context of his discussions, Munro (1936) seems to regard the 
actual phenotype of the individual as the expression of inter­
action between the genotype and the environment to which it 
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is exposed. 
This can be termed "interaction in the biological sense" 
to avoid confusion with non-additivity of genetic and environ­
mental effects which is the more general definition of what is 
meant when one speaks of genetic-environmental interaction. 
Haldane (1946) discussed in detail the nature of inter­
action and gave numerous examples to illustrate his discussion. 
He considered two genetically different populations, A and B, 
which may be pure lines, clones, inbred lines, etc., and two 
different environments, X and Y. He illustrated four different 
types of genotype-environment interaction between these two 
environments and genotypes. McBride (1958) illustrated Hal­
dane1 s examples in a graphical manner which may be more mean­
ingful to some people. He also went to the extent of classify­
ing environmental differences between individuals into two 
types, micro- and macro-environments, and also considered 
intra- and inter-population genotypic differences separately. 
Comstock and Moll (1963) discussed micro- and macro-
environments in relation to plants, 
....the potential number of different single plant 
environments [in a restricted location and period of time] 
is infinite (even within a very restricted area) and the 
probability that two plants in the same field at the same 
time have had precisely the same environment is infini­
tesimal. It is this unique complex of forces in develop­
ment that we call the micro-environment (of a single plant 
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organism). We visualize on the other hand that organisms 
encounter a different class of environment in one area 
than in another, in one period of time than in another. 
The environments that are potential or realised within a 
given area and period of time are referred to collectively 
as macro-environment. 
This method of classifying the environments was a step in 
the right direction. However, it seems to be a rather vague 
procedure of classification and does not appear to be guided 
by any rigid statistical or economic considerations„ 
Falconer (1952), in a classic paper, approached the problem 
of genetic-environmental interaction, and its effect on the 
selection of breeding-stock, from an entirely new direction. 
He examined the importance of the interaction component, not by 
considering its absolute value per se, but by considering its 
effect on the estimated genetic product-moment correlation, 
rç, between the same genetic material exposed to two different 
environments. He reasoned that, if there is no genetic-
environmental interaction, the same genetic basis exists for 
the expression of the phenotypes in both environments. There­
fore, in the absence of genetic-environmental interaction, the 
genetic product-moment correlation between these expressions 
should equal unity. 
Robertson (1959) extended this approach further when he 
discussed the distribution of the genetic correlation-
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coefficient and some of the problems involved in testing the 
significance of its deviation from unity. However, he 
explained that the computation of the standard error of the 
genetic product-moment correlation and statements concerning 
the possible amount of error involved in estimating the true 
correlation are based on conditions which are not always 
present. Firstly, the heritability of this trait should be 
essentially the same in both environments. This may not be 
true, especially when interaction is real. Secondly, the 
genetic correlation is not normally distributed when the true 
value is close to unity and error is likely to be introduced in 
transformation procedures. 
The intra-class correlation, r^., is used frequently in 
place of the product-moment correlation. Both can be used to 
measure the degree to which the response-slopes in the two 
environments tend to vary with one another. These correla­
tions are not equal, however, unless certain assumptions are 
true. This point is emphasized in a discussion on the rela­
tionship between the true values of TCQ and r^. in Appendix III. 
Small-Animal Experiments 
Many research-workers in the "small-animal" field have 
allowed for the possible existence of genotype-environmental 
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interaction in designing and analyzing their experiments. 
Generally, characters in small animals (e.g., egg-production in 
poultry) are of little direct interest, per se, to dairy cattle 
breeders. However, the general results are interesting and it 
is considered worthwhile to review some of them briefly here. 
Gutteridge and 0'Neil (1942) reported evidence of a highly 
significant interaction (P<.01) between genotype and location 
in poultry for maximum body-weight but no interaction for 
production, egg-weight, days to first egg or body-weight at 
first egg. 
Gowe and Wakeley (1954) reported little evidence of 
strain X location interaction with respect to hen-housed egg-
production or survivor egg-production from four different 
strains tested at five locations in Canada. However, Gowe 
(1956) observed a highly significant interaction between 
strain and environment (floor vs. battery) with respect to 
survivor egg-production and March body-weight. 
Nordskog and Kempthorne (1.960) studied the results from 
the Iowa Multiple Unit Poultry Test carried out in 1957-1958. 
Results indicated that strain-farm interactions are important 
(P<.01) in such traits as age at sexual maturity (9%), rate of 
egg-production (9%), mortality (31%) and egg-weight (10%). 
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(The values in parentheses are the fractions of the total 
variance among pen means due to such interactions.) 
The nature of the interactions was discussed. The farm 
test units had been operated under two general types of 
management, floor-pens and cages. This "managemental" differ­
ence was then incorporated into the model and each farm-effect 
separated into (a) managemental effect and (b) farm-effect 
within type of management. In the same way the interaction-
effect was separable into two parts--strain x management and 
strain x farm within management. Analysis of the data with 
regard to these two sources of interaction showed that only 
in the case of egg-production was there statistical signif­
icance between strains and types of management (floor-pens 
vs. cages). On the other hand, interaction between strains 
and farms within "management" was highly significant 
statistically. 
Young (1953) from an experiment conducted on mice, 
reported that the three strains used responded differently to 
dietary environmental influences but the interaction component 
remained insignificantly small until extreme dietary stress 
was administered. These results appear to support the argument 
that interaction always exists but is not demonstrated until 
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different genetic materials are compared in more than one 
environment. In fact, it (interaction) can be demonstrated 
more clearly when the environments are chosen in such a way 
that the different genetic materials are specifically adapted 
to them. The question, which generally requires to be answered, 
is not, "Does interaction exist?", but rather, "Does inter­
action exist under the ranges of genetic and environmental 
conditions in which we are particularly interested at the 
present moment?" 
In another experiment on mice, Falconer and Latyszewski 
(1952) selected for six-week body weight, under two different 
environments, high and low planes of nutrition. In that 
experiment, it appeared that, in fact, they were selecting 
for two genetically different "characters"; (1) ability to 
produce fat and (2) ability to produce muscle, bone and other 
body tissues. Falconer (1952) used this experiment in dis­
cussing the practical implications of the genetic correlation 
as a measure of the importance of genetic-environmental inter­
action. He pointed out that when the genetic-environmental 
interaction is important the genetic basis for the phenotypic 
expression under one environment differs from the genetic 
basis for expression under other environments. Consequently, 
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selection of breeding sires under an environment which differs 
from that in which the offspring are to live cannot be as 
efficient as selection under the environment in which they will 
live, if both heritability and intensity of selection are the 
•same under both environments. This is so because selection is 
operating on different genes in each case. When selection is 
carried out in an environment (X) which differs from the en­
vironment (Y) in which it is desired to keep the offspring, the 
genetic response experienced in environment Y due to selection 
in environment X can be termed "correlated" response as opposed 
to the "direct" response, i.e. the response obtainable had 
selection been done under the same environment (Y) in which the 
offspring were to live. 
Lerner (1950) and Falconer (1952 and 1960), showed that 
the correlated response in Y due to selection in X, may be 
written as: 
XX ^ X rG ctGY> 
and the direct response in Y, due to selection in Y, as: 
_ _ 
XY nY ctGY _ _ 
where iy = YS " ^  and i^ = ^ , 
_ 
ctPY ctPX 
Yg = mean of the selected individuals in environment Y, 
Yg - Y = selection differential in environment Y, 
Xg = mean of the selected individuals in environment X, 
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Xg - X = selection differential in environment X, 
CpXj dpy are phenotypic standard deviations in X and Y 
respectively, 
ctGX' ctGY are genetic standard deviations in X and Y 
respectively, and 
hy = CTGY . hx = gGX . 
CTpy crpx 
Then the relative merit of indirect selection to direct 
selection may be expressed as the ratio : 
Correlated response . , 
Direct response = XX•A rG °GY 
iY hY °GY 
= rc XX \ 
For a particular value of hy, cr^ and i^, which can be 
considered fixed for any one selection program, the response in 
Y due to selection in X depends on r^, the genetic correlation 
between the phenotypic expressions in environments X and Y. 
Thus, in general, one should not select under a correlated 
environment unless r^ is close to unity, or unless r^h^hy if 
h^>hy. Many instances occur in dairy cattle where there is no 
alternative but to select in environments which differ from the 
one in which the offspring are to live. The most obvious are 
the cases in which the future environment is not entirely 
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predictable ; a good example of this is where the environment 
varies with time, e.g. seasons or managemental systems. 
Often selection is done under a different environment even 
though the future environment is^ predictable. One example is 
the selection of bulls based on the production of their 
daughters or other female relatives in herds with a high level 
of feeding and management and the use of these bulls under 
other levels of feeding and management. A more extreme case 
of selection under a different environment is where breeding 
stock is brought from one climatic situation to another, as, 
for example, from one country to another. 
Bull X Herd and Bull X Herd-Year-Season Effects 
There is little direct evidence pertaining to the impor­
tance of genetic-environmental interaction in milk production 
in dairy cattle. This results from the absence of controlled 
experiments specifically designed to investigate these inter­
actions. This, in turn, results from the difficulty and 
expense in setting up such experiments.' Much of the available 
information comes from (a) survey analyses, (b) observations 
made in the course of investigating other factors or (c) 
indirect reasoning from unequal heritability estimates in two 
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environments and from unexpectedly low genetic correlation 
estimates between performances of related genetic material 
exposed to different environments. 
D.H.I.A. milk-production records (305-day, 2X, M.E.) from 
New York State were analyzed by Hickman and Henderson (1955), 
who used a within-year, sire-herd classification to provide 
estimates of sire, herd, sire X herd, and residual variances 
for milk-production (first lactation), fat production, age, 
etc. The component of variance for herd X sire-interaction in 
milk-production was so large (13.2% of the total variation) 
that more detailed investigation was considered necessary. 
The data were then analyzed in a three-factorial classification 
(herds, sires and year-seasons). In analyzing in this way, 
the sire X herd-component was reduced to 1.7% of the total 
variance while a herd X year-season component of 14.3% was 
obtained. ' 
Mason and Robertson (1956) collected milk-production 
records of daughters of Red Danish A.I. bulls in Denmark with 
a view to studying the value of Danish bull-testing stations 
in the improvement of milk-production in commercial herds. 
At each A.I. certer, the herd-years were divided into three 
roughly-equal groups in order of average yield. Then the sums 
of squares and d.f., within stations, for sires, herds, sire X 
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herd-interaction and residual were pooled over stations within 
levels of production to provide weighted estimates of the 
components of variance for those effects. For high, medium and 
low levels respectively, milk production having been coded in 
tens of kg, the components of variance for sire effects were 
73.2, 196.5, and 412.9; the components of variance for sire X 
herd interaction effects were -461.8, 54.6, and -333.6. The 
authors argue that these results are due in a large part to 
the non-orthogonality of the data and that there is no real 
evidence in the data to indicate that the true component for 
sire X herd-interaction is any different from zero. 
Legates, Verlinden and Kendrick (1956) studied 305-day, 
2X, M.E. records produced in the period 1946-1950 by the 
daughters of dairy sires from three different breeds (Guernsey, 
Holstein and Jersey) used in A. I. throughout the United 
States. Values for the components of variance of herd, sire, 
herd X sire and residual effects were obtained for each of the 
three breeds in milk, test and fat. The variance-components 
for sire X herd interaction show much change of sign from one 
trait to another within a particular breed and from one breed 
to another within a particular trait. This is interpreted by 
those authors as what "might be anticipated from fluctuation 
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about a population value of near zero". 
Wadell and McGilliard (1959), in a study on milk and fat 
records from Michigan dairy herds, obtained large negative 
values for the estimates of the components of variance for 
bull X herd interaction effects (within breed) and concluded 
that there was no herd-sire interaction present. 
On the other hand, Specht and McGilliard (1960) analyzing 
somewhat similar material from Michigan, but involving only 
one breed (Holstein), report that "7% of the total variation 
was found to be interaction between herds and sires". 
Touchberry, Rottensten and Andersen (1960) studied first-
lactation milk and butterfat records of daughters of 305 Red 
Danish Milkrace sires tested at the Danish bull-testing sta­
tions and of daughters of 110 of these same sires tested in 
farmer herds. The estimates of heritability based on sire-
components for milk and butterfat respectively were, (1) .66 
(calculated by Robertson and Mason (1956)) and .61 within 
stations and year, (2) .29 and .27 among the field data when 
herd differences were removed and (3) .23 and .22 when the 
records were expressed as deviations from the contemporary 
herd averages„ These large differences in heritability-
estimates between station-data and field-data resulted 
principally from a greatly "inflated" sire-component in the 
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test-station data. If genetic-environmental interaction were 
equal to zero, one would expect that the sire-components 
should be the same under all environments. Consequently, the 
estimates of heritabilities for milk (and for butterfat) should 
be the same (apart from variation due to errors of measurement) 
in (1), (2), and (3). The estimates of the genetic correla­
tions between the station-tests and field-tests were .68 for 
milk and .75 for butterfat. These results suggest either 
that there is a large interaction between sires and the levels 
of management of test-stations as opposed to farmer-herds or 
that the components of variance for sire-effects from test-
station data are inflated with environmental factors. 
The latter cause seemed more logical to these authors 
because (a) the data indicated that sire x herd-interaction 
was small and (b) there was some evidence that the environments 
within the stations were correlated with the genetic merits 
of the sires. The authors believe that competition among the 
test-stations, which resulted in high groups being "pushed" 
more than lower groups at a particular station, could have 
caused the correlation mentioned in (b). 
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Monozygous Twin Experiments 
In twin-analyses, it is the whole genotype of the 
individuals rather than one-half of a bull's genes which is the 
genetic material exposed to two or more environments, There­
fore, it is more appropriate to speak of genotype-environmental 
interaction in twin-analyses rather than gene tic»-environmental 
interaction which is more descriptive when half-sibs (or full 
sibs) are exposed to different environments„ 
Bonnier, Hansson and Skjervold (1948) used 14 pairs of 
monozygous twins to study the influence of environment on 
growth and lactation characteristics in dairy cattle. The 
ancestry of most of the animals was not known so it is diffi­
cult to determine how variable they were genetically. (Judging 
from type, it was assumed that they were of the Swedish Red 
and White Breed). The pairs were split into low and high 
levels of feeding (Bonnier and Hans son, 1946). In studying 
the interaction of heredity and environment within lactation, 
it was found that the interaction between genotype and environ­
ment was marked through all lactations but diminished progres­
sively from the first to the second to the third lactation. 
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Ramsay* (1963), working with monozygous Holstein twins, 
studied the effects of two levels of feeding on 1st, 2nd, and 
3rd lactation milk production (adjusted to 305-day, 2x, ME). 
Within each pair, one member was fed a ration of high grain-
content while the other was fed a ration of low grain-content. 
In order to estimate the component for pair x ration-inter­
action, the "error"-variance was estimated from a simultaneous 
experiment in which both members of each pair were kept on the 
same ration (high or low). 
The following results were obtained for the components of 
variance due to rations, pairs, pairs x rations and error-
variance in this experiment. 
Components of variance (in lb. ) 
Source of 1st lactation 2nd lactation 3rd lactation 
variation (15 pairs) (11 pairs) (5 pairs) 
Rations 965,405 485,444 -78,320 
Pairs 5,907,583 4,667,532 3,616,999 
Rations X pairs 770,739 -2,747,646 1,856,248 
Error 1,223,689 5,065,866 1,400,753 
The estimates of the components for each source of varia­
tion vary from one lactation to another. Ramsay believed that 
it would be desirable to have at least three times as many 
"Ramsay, J. M. 1963. Private communication. Ames, Iowa, 
Dept. of Animal Science, Iowa State University of Science and 
Technology. 
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pairs of twins before a reliable statement could be made con­
cerning the importance of interaction between rations and 
pairs. 
Discussion 
The review of literature shows that estimates of the 
components of variance due to interaction of bull x herd and 
bull x herd-year-season, which have been obtained from analyses 
of experiments and survey-data, varied considerably from one 
situation to another. In essentially all cases it was con­
cluded that the true parameters, of which these components 
were estimates, were probably equal to zero. Although the 
true value may not have been actually equal to zero, we agree 
that it may be of minor importance because, in most cases, the 
analyses were carried out within a limited range of environ­
ments and genotypes. 
Usually, more confident statements are expected as a 
result of analyses of variance than one generally witnesses 
from the analysis of non-orthogonal data. One can guess in 
most cases, before any analysis is carried out, that the 
component of variance due to interaction between bull and herd-
year season is probably small. Therefore, it is not an 
exaggeration to state that the results of analyses of non-
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orthogonal data quoted in the Review of Literature do not 
increase one's knowledge of the true parameter very much 
compared with what one should be able to guess from one1s 
general knowledge of the data. 
Not only are the estimates obtained from the analysis of 
variance in non-orthogonal data likely to be biased, but 
confidence-intervals, which denote the possible degree of 
error in a particular estimate, cannot be calculated from 
this type of analysis. How much faith can one put in a par­
ticular estimate or how does one compare the estimate of a 
parameter obtained from one analysis with estimated obtained 
from other analyses, if no confidence-intervals are given? 
The author considers it important to investigate a procedure 
which will circumvent the non-orthogonality of the data and 
enable one to make a more valid statement concerning the 
possible amount of error involved in the estimates obtained. 
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INVESTIGATION 
Material 
The data used in the investigation were obtained from 
D.H.I.A. milk-production records of dairy cattle which are 
stored and kept at Iowa State University and made available 
for research through the courtesy of the Dairy Extension 
Service. These records were in turn obtained from production 
information which is being sent routinely each month under the 
D.H.I.A. milk-recording program for processing at the Central 
Processing Service at that university. The geographical area 
from which the records were drawn includes nine midwestern 
states in the U.S.--Minnesota, Iowa, Missouri, Arkansas, North 
Dakota, South Dakota, Nebraska, Kansas and Oklahoma (see Fig. 
1). This information is constantly accumulating and provides 
material for a wide variety of investigations on dairy cattle 
production. 
Only records which were more than 90 days in length, and 
which were produced by. Holstein-Friesian cows which were 
daughters of registered bulls, were used. This latter re­
striction was applied, firstly, to avoid complicating the 
results with breed differences and, secondly, because the 
investigation had as its primary consideration the importance 
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of bull X herd-year-season interaction component in sire-
ranking programs. Since each sire-ranking program in a partic­
ular A.I. stud generally involves a limited range of genotypes, 
(e.g. registered bulls of a particular breed), it is considered 
reasonable to limit the analysis to a similar range of 
genotypes. 
Similarly, in the case of environments, since the daugh­
ters of A.I. bulls are expected to produce milk over a range of 
herd-yearr-seasons similar to those from which the available 
data were collected, it was considered desirable not to alter 
the ranges of these herd-year-seasons in the analysis of the 
data. In this way inference may be made to bull-testing 
situations. A total of 37,701 milk-production records, ad­
justed to 305-day, 2X, M.E. (Kendrick, 1955), were available 
for the study. As they were made over a three-year period 
from 1958 to 1961, they were classified into six different 
year-seasons (see Table 1)—the year-season to which a partic­
ular record belonged was the year-season in which it was 
begun. The definition of year-seasons was based on investiga­
tions by Bereskin and Freeman (1961) and Bereskin, Freeman and 
Lush (1962) on similar material= 
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Table 1. Definition of the six year-seasons used, plus the 
number of records in each 
Year-
season Months (inclusive) Number of records 
1 May 1958 - Sept 1958 337 
2 Oct 1958 
- Apr 1959 5,755 
3 May 1958 - Sept 1959 5,815 
4 Oct 1959 - Apr 1960 12,787 
5 May 1960 - Oct 1960 10,856 
6 Oct 1960 - Apr 1961 2,151 
Histographical distribution of the data with respect to 
year-seasons is shown in Fig. 2. Only 337 records were clas­
sified into year-season 1. This was because the Central 
Processing of dairy-production records was organized only 
recently in the midwest U.S. and, though expanding, the number 
of cows on Central Processing before October, 1958 was still 
small. 
There are relatively few records in year-season 6. 
Many records which will ultimately be in year-
season 6 were not yet available when 
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this study was begun. 
The bull X herd-year-season interaction component is the 
prime object of study. The difficulty of deriving valid tests 
of significance for this component may be appreciated by a more 
detailed description of the data. The histogram in Fig. 3 
shows the frequencies of the herds which have daughters of 1, 
2, 3, 4, . .., bulls over the three-year period. Many of the 
herds from which these records came were using natural service. 
This partly explains the relatively large number of one-bull 
herds. 
Fig. 4 depicts the frequencies of the bulls which have 
daughters in 1,2,3,4, etc. herds. There were 2,909 bulls who 
had daughters in just one herd (i.e., there were 2,909 single-
herd bulls). The majority of these are bulls which are used 
in natural service while others were used in outside areas and 
their daughters were imported to herds in this area. 
A brief summary of the description of the total data used 
in the study can be presented in tabular form, as follows: 
Number of records 37,701 
Number of bulls 3,836 
Number of herds 1,383 
Number of year-seasons 6 
Number of herd-year-seasons 4,694 
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Fig. 1. Histogram, showing the number of records obtained 
from different states 
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Model 
The linear model which describes a cow's production 
(305-day, 2X, M.E. milk) is written as 
X. = Li + b. + hs . + (bhs). . + e. .. . ijk K l J 'ij ijk 
Xijk *"S t^e Production of the k^^ daughter of the it^1 
bull in the herd-year-season. 
la is the true population mean. 
b^ is the effect of the i^ bull. 
hsj is the effect of the herd-year-season. 
(bhs)^j is the effect of the interaction between the i 
bull and the j*"*1 herd-year-season. 
th 
e^j^ is the random error affecting the record of the k^ 
daughter of the i^^ bull in the j*"^1 herd-year-season. 
b^: The effect of the i^ bull, b^, believed to be 
entirely genetic in nature, is the total of all influences 
which make the progeny of the i^ bull different from the mean 
of all progeny-groups. This is mainly due to additive effects 
of genes but it also includes some effects of non-allelic gene 
interaction (see page 11). 
hsj: The effect of the jt^ herd-year-season, hs ^, is the 
sum of all the effects, genetic and environmental, which make 
the j*"*1 herd-year-season different from the mean of all other 
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herd-year-seasons. Herd-year-season-effect is a "mixture" of 
a herd-effect, a year-season-effect and the interaction between 
the herd and year-season. Genetic differences among herd-year-
seasons include (a) genetic differences among herds due to 
selection, random drift, etc., and (b) genetic differences 
among animals which freshen in different year-seasons in the 
same herd. Environmental differences among herd-year-season-
effects include effects due to climatic, nutritional, patho­
logical, and managemental causes, plus some interaction between 
climate and disease-factors, climate and nutrition, nutrition 
and disease-factors, etc. 
Two different herd-year-season-effects are correlated if 
they have a herd-effect or a year-season-effect in common. 
(This situation exists when one is dealing with data from two 
year-seasons within the same herd or from two herds within the 
same year-season). To circumvent the effect of correlation due 
to herd-effects as much as possible, data from only one ran­
domly-selected year-season were used from each herd in each 
group. [As will be explained later, in Analysis I, the data 
were divided into 129 groups (with some data in all bull-herd-
year-season-subclasses) for analysis]. Much of the remaining 
data were from different herds within the same year-season. 
However, to make all herd-year-season-effects independent 
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within each group would require selecting only one herd from 
each year-season. This would mean discarding approximately 
80% of the remaining data. This was not done because the loss 
of information through discarding these data seemed unlikely 
to be justified by an increase in accuracy of variance-
component- estimates after removing the relatively minor 
correlation caused by particular year-season-effects. That 
the year-season-effect is a minor source of variation is 
supported by observations by other workers who reported the 
percentages of total variance in milk and fat caused by year-
season components of variance (see Table 2) „ 
/W' /;t wW k__,-I, .. , , OI *L) J. kviLc,.. •'!-
(bhs)^j: This is the effect of a real physiological 
advantage or disadvantage which is specific to the daughters 
of the i*"^1 bull in the jt^1 herd-year-season. (A more general 
statistical discussion on the nature of interaction is pre­
sented earlier, beginning on page 4). (bhs)^j is the result o 
(a) interaction between this bull (i*"*1) and the factors 
responsible for the environmental portion of the herd-year-
season-effect, (b) interaction between the bull and the 
factors responsible for the genetic portion of the herd-year-
season-effect and (c) "three-way" interaction between the bull 
the genetic and the environmental factors responsible for the 
herd-year-season-effeet. 
Table 2. Observations made by various research-workers on the importance of year-
season-effects 
Observations made by: Number of 
records 
Percent of total variance 
attributable to year-season-
effect 
Milk Butterfat 
Barr (1962) 
Bereskin and Freeman (1961) 
Lee, Fosgate and Carmon (1961) 
Plum (1935) 
Sundaresan and Freeman (1961) 
43,498 
24,259 
2,364 
2,316 
12,623 
VanVleck, Wadell and Henderson (1961) 39,728 
1st lact. 
37,218 
2nd lact. 
0.3% 
1.7% -  2.4% 
3.5% 
2.7% 
2.1% 
0.5% 
1.2% - 1.9% 
4.8% 
3.0% 
1.8% 
1.8% 
2.6% 
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The effect of interaction between the bull and the factors 
responsible for the environmental portion of the herd-year-
season-effect is believed to be truly genetic-environmental in 
nature and to be responsible for the largest portion of (bhs)^j, 
The effect of interaction between the bull and the factors 
responsible for the genetic portion of the herd-year-season-
effect, discussed in (b), is due to (i) dominance-effect 
(interaction between allelic genes in the gametes of the bull 
and the gametes of the cows with which it is mated) and (ii) 
interaction between genes which are not allelic in the gametes 
of the bull and its mates. 
e. : The effect of e. includes all those factors which ijk xjk 
can cause the record produced by the k^ daughter of the i*"*1 
bull in the herd-year-season to deviate from |_t + b^ + hs^ + 
(bhs)^j. It includes temporary and permanent environmental 
effects affecting this particular record and/or all records 
during this cow's lifetime. It also includes genetic effects 
which are due to differences in genetic merit of the dams of 
the daughters of this (ith) bull in the herd-year-season 
and to Mendelian segregation in formation of the gametes from -
both the sire and the dam. 
The b^, hSj, (bhs)— and e^^ .are assumed to have zero 
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means and to be independently distributed; 
E[bi bi,] = E[hsj hSj,] = E[(bhs)ij(bhs)ijl] = 
E[eijkeijk'] = E[bihsj] = E[b1(bhs)lj] = E[bieijk] = 
E[hs^(bhs)ij] = E[hs^.eijk] = EKbhs).^.^] = 0. 
2 2 2 2 They are defined to have variances ay, o^g » ^bhs an<^ CTe 
respectively. The validity of the statistical inferences made 
from the investigation which follows are conditional upon the 
accuracy of the model in describing the factors affecting 
production and upon the accuracy of the assumptions made con­
cerning the distributions of these factors. Any inaccuracy 
present in the assumptions is believed to be of only minor 
importance. However, it is nearly always there to some extent. 
For example, the ej_j^ are almost never completely homogeneous 
in their variances. If this were to occur, the theoretical 
2 
assumption that one would find exactly aQ in all mean-squares 
would not be fulfilled and the tests of significance which one 
makes would not be completely exact. 
It must be emphasized that the assumption that bulls and 
herd-year-seasons are uncorrelated is not meant to apply to 
the data _as they are collected 11 in the field". An assumption 
of that nature would be difficult to defend because of the 
disproportionality of bull-herd-year-season-subclass numbers. 
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The assumption that bulls are uncorrelated with herd-year-
seasons applies to the conceptual population from which we 
believe the sample we are studying has been randomly drawn. 
It also applies to the data used in the computations in Analysis 
I. It is precisely because we wish to ensure that this assump­
tion holds in the computations that we go to the trouble of 
"arranging" completely balanced situations among bulls and 
herd-year-seasons in Analysis I. 
Analysis of Data with Unequal Subclass-Frequencies 
It bears repeating that the importance of interaction 
between bulls and herd-year-seasons, rather than the main 
effects themselves, is the object of study in this investiga­
tion. It also bears repeating that the first phase of the 
investigation involves 
(a) obtaining the best possible estimate of the inter-
2 
action component, , 
(b) carrying out a valid F-test on the hypothesis that 
"bhs = °> 
2 (c) placing 95% confidence limits on cry^g. 
The method of analysis used was decided upon because (i) it 
satisfied these three requirements and (ii) it was, at the same 
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time., capable of application to the volume of data available 
for investigation. 
An alternative method which would satisfy (a), (b) and 
(c) above is to calculate the sum of squares due to interaction 
as R (|u, b, hs, (bhs)  - R (n, b, hs). R (|a, b, hs, (bhs)) is 
the reduction in the sum of squares due to fitting |_i, b^, hSj, 
(bhs) . 
X2. 
R (n, b, hs, (bhs)) = 2? ii-
1J Nu 
is the sum of the observations in the j^ herd-year-
season for the i^^ bull. N. • is the number of those observa-
J 
tions in X-. R(|j, b, hs) is the reduction in the sum of 
squares due to fitting |_i, b^ and hs^ under the null hypothesis 
that (bhs)^ = 0 and under the assumptions listed on pages 51-53, 
R (n, b, hs) = /|a X2... + 2^3 X^.. + 2 hs X. .. 
1 i 1 j j J 
However, it is not possible to evaluate R (n, b, hs) because 
of the amount of computing-time necessary and the expense 
involved in evaluating the ^ 1 s and list's. Calculation of 
these effects necessitates setting up 1 + 2 (1) + 2 (1) normal 
i j 
equations. These equations may be solved (a) simultaneously 
in a single operation or (b) by first absorbing the +'b^)-
/x zx 
equations into the hsj- equations, solving for the hs^, and 
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A 
then substituting these hsj-values back into the original 
equations and solving for "jj and the b^'s, or vice versa 
(Kempthorne, 1952). 
A matrix of this magnitude cannot be solved by an I.B.M. 
650. at a single machine-loading because of the limited storage 
capacity. Even on a machine equipped with auxiliary tape-
storage and which is .also considerably faster (e.g. I.B.M. 
7074), the time-element becomes the limiting factor. The 
computing-time necessary for an operation, of this magnitude is 
of the order of 5,000 hours on an I.B.M. 7074. 
The method of analysis which was used was based on the 
11 standard" form of Analysis of Variance in which the total 
variance is partitioned into four parts with respect to bulls, 
herd-year-seasons, bull X herd-year-season-interaction and 
remainder or error (see Fig. 5). 
This method of analysis had to be modified in a manner 
which will be described in the following paragraphs to provide 
completely balanced conditions between bulls and herd-year-
seasons . 
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Sums of Squares 
Source Algebraic Notation 
Bulls I X'") E(l)-1 
i 
cr 
Herd-Year- _ _ 
Seasons 2_, Cx - X...) 
• • J • 
Z(l)-1 
j 
Interaction Z2(X. . -X. - X . + X... j i-J « i • • • J • 2E(1)-2(1)' ij i 
Fig. 5. Algebraic notation for the expected values of 
seasons and interaction, in unbalanced data 
ares 
Expected values of the sums of squares 
cr Z2 2 S N; . - EE TQ 
i j ij 
Ni. 
2 
ij 
N. . 
2 A 
CTbhs 
N. l. N. . 
*hs + N. . - E N l. 
NT7 
cr. 
Nij - H Nij 
3 1 n77 1J 57T_ 
"bhs + 
N. . - EN' 
N. . 
cr 2 
i. 
C(L)-E(L)+1 
i- j 
CT2 + 
e 
h s  T  E ^ N  - S <  
j 1 -M i 
N . N. . 
• J 
N. Y EN?,- Y EN2. + EEN2 2 
j i-ii i j-y. Ij-M 
N. -V N. . J J- • 
a. 
"bhs + 
tN i • Y E N. . 
• J A-» . 11 
N. . 
i J ij
Ni. 
2 
°hs + 
2 v— 2 
SNi. " I-Nii 
N. . 
J i 
N 
ij.
11 
ss of the sums of squares due to bulls, herd-year-
ita 
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In this "standard" form of the analysis of variance, non-
orthogonality, involving missing subclasses and disproportion-
ality of subclass numbers, prevents one from obtaining the sum 
of squares due to interaction-effects free or "clean" from the 
influence of the main-effects. For example, from Fig. 5, the 
expected value of the sum of squares due to the interaction of 
bulls X herd-year-seasons is: 
E (1)-E(1)-E(1)+1 
ij i j 
2 
CTe 
N, 
N. -
- i  
2 2 
EN..  +  E N . .  
i J. ij 3-J. 3-J 
Ni, N. . 
°bhs 
2 
EN. i 
j 
N. . 
-
1 J. IJ 
N i. 
CThs 
2 
2%. -
i 
V 2 "T 
N. . N.J_ 
2 
CThs » 
2 
' EN, -
-L • 
1 
N. . 
CTb 
J \ 
>2. 
ij ana 
EN 
N. . 
• V 2 
i "  f e  
N x. 
N.j 
respectively, are not zero, tests of sig­
nificance of the interaction component, , are not expected 
to be "exact". (The values of these coefficients are equal to 
zero only when the subclass frequencies are equal or propor­
tional.) Thus, when we speak of "exactness" of test here we 
mean that the mean-square, which is being tested, is 
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"expected", after the assumptions in the Null Hypothesis have 
been made (in addition to those listed on page 52), to be equal 
to the mean-square which is used as the error-term. (It is 
assumed that the model, which is used, correctly describes the 
factors affecting production.) 
To circumvent the difficulty of confounding caused by 
non-orthogonality, it was decided to search through the data 
for groups of observations in which all bull-herd-year-season-
subclasses were filled. If these could be found, and if the 
numbers of observations per subclass made equal by a procedure 
of random-selection, the validity of tests of significance 
would be satisfied and a more reliable statement could be made 
concerning the importance of bull x herd-year-season-inter­
action. 
At the beginning of the investigation it was hoped that 
large groups could be obtained involving many bulls and 
herd-year-seasons. However, the distribution of the data, 
with so few subclasses filled (less than 1%), discouraged 
searching for these groups. 
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Finding Sections of Data in Which all 
Bull-Herd-Year-Season Subclasses are Filled 
If there were a limited number of data (say, less than 
1,000) and if a large percentage of the subclasses were filled, 
one could pick out these groups using pencil and paper or some 
other "visual aid". Since the data at hand involved 37,701 
records from the daughters of 3,836 bulls in 1,383 herds and 
six year-seasons, attempts to obtain these groups by pencil 
and paper are tedious, time-consuming and discouraging. In 
data of this nature with a very large volume of material but 
only a minute fraction of the subclasses "filled", the only 
really practical approach would seem to be in the use of 
electronic machine, facilities (when available). The simplest 
type of filled-subclass-groups are those in which two bulls 
have data simultaneously in a number of herd-year-seasons. 
A program was written for the I.B.M. 650 so that it would 
check through the data and list out those situations in which 
two bulls were represented simultaneously in more than one 
herd-year-season. This procedure proved inadequate mainly 
because only a fraction of the data could be scanned at any 
one machine-loading due to its limited storage-capacity 
(4,000 ten-digit locations). Scanning the data in sections 
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is undesirable because, strictly speaking, all possible pair-
combinations of the bulls should be taken and all the data 
scanned with respect to each pair. This is not possible unless 
all the data could be loaded into the storage-memory of the 
machine at the same time. (This statement applies less readily 
to machines which have auxiliary tape-storage but, even in 
these, storage capacity is limited.) Consequently, an alterna­
tive procedure was sought. 
On investigation, the I.B.M. 088 collator proved much 
more satisfactory than the I.B.M. 650, particularly because its 
efficiency was not affected by the volume of data. It had 
the advantages also of being much less expensive and did not 
require the writing of complex programs. In addition, machine-
operations were performed in a manner which could be checked 
easily by the operator whereas computer operations are done 
internally and are not checked so easily. Consequently, 
except in cases where the scanning"operation is done routinely 
on a large scale, the I.B.M. 088 collator, in the author's 
opinion, is much more satisfactory than a computer. A more 
detailed account of the operational aspects of this scanning 
is presented in Appendix II. 
There were 129 groups of data involving 2,784 records 
obtained in this way. Each group was a 2-bull X n-herd-year-
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season cross-classification with all 2n subclasses filled. 
n (the number of herd-year-seasons per group) varied from one 
group to another. The average value of n for the 129 groups 
was 7.2. A graphical presentation of these groups is given in 
Fig. 6. The relatively small average value of n, 7.2, results 
from the fact that no attempt was made to scan firstly for 
pairs of bulls that were used in the same period of time or in 
the same areas. Doing so would provide groups with larger 
n-values but may introduce a bias in estimating genetic 
variance. 
We expect that bulls with high genetic merit have more 
daughters than bulls with low genetic.merit. If.the A.I. man­
ager knows that one bull is of lower genetic merit than another, 
he tends to get rid of that one with lower genetic merit as 
quickly as possible. On the other hand, bulls of high genetic 
merit tend to be used for a longer period of time and therefore 
are expected to have more daughters' records appearing in the 
data. If the order in which the bulls are compared depends on 
the frequency in which they were used, the danger exists that 
bulls of like genetic merit are compared with each other, thus 
reducing the chances of comparing bulls of unlike genetic 
merit. To avoid this bias as much as possible, the bulls were 
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Groups 
129 
Bulls 
HYS\ 1 2 
72 
74 
85 
98 
125 
136 
147 
148 
156 
162 
165 
185 
189 
196 
220 
2 1 
2 7 
1 2 
1 1 
3 1 
1 1 
1 1 
1 1 
2 3 
1 1 
2 1 
1 1 
1 1 
1 1 
2 1 
\
Bulls 
1 3 
61 
63 
82 
89 
105 
107 
111 
123 
_1 
_2_ 
1 
4 
1 
. Bulls 
HYSV 2 4 
Bulls 
HYS\ 52 95 
4 
29 
33 
42 
78 
235 
286 
301 
305 
310 
2 1 
1 1 
1 1 i—t 
3 
1 2 
2 2 
1 1 
1 1 
1 2 
1 1 
34 1 1 
45 1 2 
86 1 3 
Fig. 6. Tabular presentation of the nature of the groups of 
data which were taken, for analysis from the total 
distribution of data (The figure in a particular 
bull X herd-year-season subclass denotes the number of 
daughters that that bull has in that herd-year-season.) 
paired without consideration of their age, the year-seasons 
or the areas in which they were used. 
63 
2 Estimation of j 
Though risking undue repetition, it may be worthwhile to 
recall that a total of 37,701 records were originally available 
for study and that, from these, we selected 2,874 records in 
order to estimate and place confidence limits on the bull x 
9 2 herd-year-sea s on interact ion-component • CTe can be 
estimated from the selected sample of 2,874 records, since many 
of the bull x herd-year-season subclasses in this selected 
sample have more than one record. However, we hope that a more 
2 precise estimate of cre can be obtained if we include also the 
estimate of cr^ calculated from the data "discarded" in 
e 
2 
"selecting" these 2,874 records. The estimate of from the 
"discarded" data was 45,996.5 with 4,775 degrees of freedom, 
while the estimate from the "selected" sample was 46,317.5 
with 1,020 degrees of freedom. An F-test, made by calculating 
the ratio of the larger over the smaller estimate, suggests 
A 2 A 2 that CT in the sample and a in the discarded data do not 
e e 
differ enough (at a probability level of 10%) to convince one 
that they estimate different parameters. Therefore, both were 
combined into a weighted average, weighted by the degrees of 
freedom. 
o 
Weighted estimate of CT£, 
ct2 = (45.996.5) (4.775) + (46.317.5) (1.020) = 46,053 
0 4,775 + 1,020 
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Analysis I 
It was stated on pages 48 and 49 that records made in two 
different herd-year-seasons in the same herd are correlated 
through the herd-effect. To overcome this, it is necessary to 
use data from only one year-season in each herd. The year-
season selected from each herd was that which had most data. 
It was also stated (page 57) that, in order to obtain the 
sum of squares due to the interaction-effects free or "clean" 
from the influence of the main-effects, the numbers of observa­
tions in the subclasses must be equal (or proportional). To 
obtain this situation in the present analysis, a computer 
program was written which would randomly select an equal 
number of observations from each bull-herd-year-season-subclass 
in each of the 129 groups described in the last section. (This 
selection procedure is described in Appendix I.) The.lowest 
subclass-frequency of each group pre-determines the number of 
observations which will be selected from all subclasses in 
that group; in the sample being analyzed the lowest subclass 
frequency in all groups is equal to one. The data were ana­
lyzed five times ; each time, one observation was selected at 
random from each subclass and the sums of squares due to bulls, 
herd-year-seasons, and remainder were obtained within each 
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group„ Since it is reasonable to assume that the data in all 
groups are drawn from the same population, "pooled" sums of 
squares were obtained by summing the sums of squares due to 
bulls, herd-year-seasons and remainder over all 129 groups. 
Because the data were analyzed five times, five pooled sums 
of squares were obtained. These are given in Table 3. The 
expectations of these sums of squares, expressed as functions 
of the components of variance, are presented in Fig. 7 and 
Table 3. These expectations are based on the assumptions and 
definitions listed on page 52. 
The variances or mean-squares (Table 4) differ somewhat 
from one analysis to another ; the dissimilarity is due to the 
"background" or error variance among the observations within 
bull-herd-year-season-subclasses (ae^) and to the probability 
of obtaining different observations in successive analyses. 
This latter is a function of the subclass frequencies. Because 
a large number of subclasses had only one observation, one 
expects that the five successive mean-squares for each source 
of variation in the present data are highly correlated. 
Estimation of components of variance 
Each of the five pooled mean-squares for bulls, herd-
year-seasons and remainder has the same expectation. Conse­
quently, and conversely, there are five estimates each for the 
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Table 3. Sums of squares, and their expectations, fro: 
Analysis I 
Source of 
variation 1 
Sums of squares (in (10 lb 
Five successive analy 
2 3 4 
Bulls 9,396,359 9,143,017 9,292,961 9,702, 
Herd-year-
seasons 78,152,875 78,343,376 80,357,146 77,849, 
Remainder 37,685,210 37,322,340 38,852,461 38,320, 
, from five successive analyses of 129 groups of data -
10 lb mi 
analyses 
4 
lk)2). 
5 
Mean 
value 
Expected values of the 
sums of squares 
,702,701 8,935,467 9,294,101 129o-g+l29crj~hs+926ob 
,849,306 80,450,549 79,030,650 798CT2+798<4s+l,596c4 
,320,505 37,633,984 37,962,900 798
"e+798°bhs 
Source of Sums of squares Expectations of the sums 
variation of squares 
Bulls EE(Xri -X )2 E(1)[CT 2 + CTbhs]+ ah2 j. • • • . *= . uuo r r • 
Herd-year-seasons 22(X . -Xr )2 S(n •-1) [cr Z-t-cr?h„ 1+ 2z(n -1)ct2 
R J J- • J • J- . • • r c uuo. r ns 
Remainder EEEE(XrlJk-Xrl. ,-Xr. j-+Xr. . . )2 2(nr-l)[cJe2 + a^hsj 
Xri. . = Mean for the i^ bull in the r^^ group, 
Xr.j. = Mean for the herd in the r^^ group, 
— ttï Xr = Mean for the r group, 
n = Number of herd-year-seasons in the rC^ group. 
Fig. 7„ Algebraic notation for the expectations of the pooled sums of squares 
among bulls, herd-year-seasons, and remainder within groups when there 
is one observation per subclass 
Table 4. Mean-squares and their expected values from balanced data - Analysis I 
Source of 
n 
Mean-squares (in (10 lb. milk) ) 
Five successive analvses 
Expected 
the Mean-
values of 
squares 
variation d.f. 1 2 3 4 5 Mean 
value 
Bulls 129 72,840 70,876 72,038 75,215 69,267 72,047 2 CTe + 
2 
°"bhs + 7.234ab 
Herd-year-
seasons 798 97,936 98,175 100,698 97,556 100,815 99,036 2 CTe + 
2 
"bhs 
^ 9 2 
+ 2ahs 
Bull X herd-
year- seas on7 98 47,225 46,770 48,687 48,021 47,160 47,573 2 CTe + 
2 
Fbhs 
Error* 5,795 46,053 46,053 46,053 46,053 46,053 46,053 
F - value** 1.025 1.016 1.057 1.043 1.024 1.033 
'^Calculated from the total volume of data as described on page 63. 
**F(.01) " i-135 
F( .05) = U094 
F ( . l )  =  U 0 7 3  
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expectations of these mean-squares. The average values of 
these five are taken as the best estimates of these expecta­
tions. These average values are given in Table 4. The best 
2 2 2 2 
estimates of the components, cr^, cr^, o^hs an<^ cre are there­
fore obtainable from the averages of the mean-squares by 
equating them (the average mean-squares) to their expected 
values and solving for a?, G? , and It2. These estimates 
.  b '  .  h s b h s  -  e  
are presented in Table 5. 
Table 5. Estimates of cry, cr^is ' and obtained from 
balanced data - Analysis I 
Parameter d. f. Estimate % of total 
2 
ab 129 3,520.0 4.58 
2 
ahs 798 25,713.7 33.49 
2 
Fbhs 798 1,519.6 1.98 
2 
CTe 
5,795 46,053.0* 59.95 
'(Calculated from the total volume of data as described oh 
page 63. 
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Confidence limits on the variance components 
2 
. The point estimate of is more informative if accom­
panied by some measure of its possible error of estimation. 
Stated in another way, the point estimate is more informative 
when it is accompanied by an interval with some measure of 
2 
assurance that the true parameter, cr^g, does lie within the 
interval. 
In general, little is known about the distribution of 
^bhs" However, in a special situation, as in the present case, 
in which the sample is large and the variance-component is 
estimated with a large number of degrees of freedom (798), 
a^hs can b® assumed to be normally distributed. Justification 
for this is based on the central limit theorem and the repro­
ductive property of . The central, limit theorem (Anderson 
and Bancroft, 1952) states that "if an arbitrary population 
o 
distribution has a mean p. and finite variance cr , then the 
distribution of the sample mean approaches the. normal distri-
O 
bution with mean |_i and variance cr /n as the sample size, n, 
increases". 
The reproductive property of states that the sum of n 
sample values of ^ 2, each of which is distributed with kr 
degrees of freedom, is itself distributed as with Ek^ 
degrees of freedom. Since the mean-square due to interaction 
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(Vj) from each of the 129 groups is the mean of squared linear 
functions of NID variates, it is independently distributed as 
X (abhs + CTe) with d.f. equal to the interaction d.f. (k.) 
129 
from that particular group. Also, 2 k. V, (that is, the 
i = 1 1 i 
S k. l l 
"pooled" interaction mean-squares from all 129 groups) is 
distributed as ^ .^(Gbhs + ae^ with 2k. degrees of freedom. 
i 1 
The two theorems quoted may be than combined to state 
that, "If an arbitrary population of squared interaction 
2 2 
comparisons has an expected value of cr^g + aQ and a finite 
2 2 2 
variance of 2[cr^s + <r ] , then the distribution of the mean 
of a number (Zk^) of squared comparisons approaches the normal 
^ 2 2 2 99 
distribution, with mean cr^g + cre and variance 2[>bhs + cr^] . " 
2ki 
Thus, (a) the.mean-square for interaction is approximately 
2 2 
normally distributed with true mean cr,, + A and variance bhs e 
2[Jbhs + ' 
Interaction d.f. 
(b) the mean-square for error is approximately normally 
2 2 ? distributed with true mean CT and variance 2fcr 1 
e L e ' 
Error d.f. 
and (c) since these mean-squares are independently 
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distributed, and since a linear function of normal variables 
is itself normally distributed, the difference between these 
2 
mean squares (which estimates cr ) is approximately normally 
bhs 
2 2 2 
distributed with true value cr2hg and variance 2[&bhs + CTe^ 
_ Interaction d.f. 
+ u°2er . 
Error d.f. 
2 2 a2 a 2 Since a^hs and cre are unknown, V(ay^g) and V(cre) are also 
unknown. They can be estimated, however, using the procedure 
described in Kempthorne (1957), as : 
V(abhs) = 2[Interaction Mean-square] 
Interaction d.f. + 2 
V(ct^) = 2[Error Mean-square]2 
Error d.f. + 2 
The interaction-mean-square and error-mean-square from 
each of the five analyses or "runs" (see Table 4) can be used 
in deciding upon an interval for which we can have 95% confi-
2 dence that cr^g lies in that interval. [It is not legitimate 
to use the average of the five mean-squares in calculating 
a. a2 
V(ffbhs^ because they are not independently distributed and the 
covariances between them are unknown.] V(^yhs^ can be esti­
mated from the five "individual" mean-squares and, therefore, 
confidence intervals may be calculated from these. In this 
way five confidence intervals are obtained. 
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2 
Since ct^s approximately normally distributed and 
since V(Gy^) is estimated (in each of the five cases) with 
such a large number of degrees of freedom, we will use the 
standard normal distribution in placing the confidence-limits 
2 
on cTy^s. Thus, for example, 
"bhs = "bhs ± T.05 Vv(5bhs> 
where T = 1.96. 
2 The 95% confidence-limits on cr^g for each of the five 
"runs" are presented in Table 6. 
2 
Table 6. 95% confidence-intervals on f°r each of the 
five runs 
Run 95% confidence intervals on cr^g 
1 1,171 + 4,923 = -3,751 to 6,094 
2 717 + 4,881 = -4,164 to 5,598 
3 2,634 ± 5,058 = -2,423 to 7,692 
4 1,968 ± 4,996 = -3,028 to 6,964 
5 1,107 ± 4,917 = -3,809 to 6,024 
Confidence limits were not placed on ay and ct^s because, 
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(a) there was no real reason for doing so, 
2 (b) was the object of study and attention was 
focused specifically on this parameter, and 
(c) there is reason to question the true number of degrees 
of freedom for mean-squares due to bulls and herd-year-seasons 
respectively because some bulls and some herd-year-seasons are 
found in more than one group. 
2 
Testing the hypothesis that <jy^s = 0 
In the last section, five different confidence intervals 
2 
were placed on ay^s• Zero was included in all five intervals. 
2 
Testing the hypothesis that cr^g = 0 is an operation closely 
related to the fitting of confidence intervals. The informa­
tion obtained from testing this hypothesis is therefore not 
expected to differ greatly from the information obtained from 
the placing of confidence intervals. However, it is not quite 
the same in that it focuses attention on a specific value of 
2 
abhs (zero this case) and enables us to make a definite 
statement concerning the probability of getting the estimate 
which we did get, by a purely random process, IF the true 
value is really equal to the hypothesized value. 
F-values from the sample are calculated as : 
Interaction-mean-square for each of the five successive "runs". 
Error-mean-square 
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These F-values are presented in Table 4„ The "critical points" 
(F( 1)' q5^> and F^ ^ cannot be obtained from an F-table 
because the numbers of degrees of freedom involved are too 
large. They are calculated using the relationship between F 
and Fisher's (1928) z-value. 
Fisher (1928) defined z as 1/2 log 1 + (k-l)r . In the 
a2 1"r present case, k = 2, r = and z = 
°L +  " 2  bhs e 
1/2 loge Interaction-mean-square = 1/2 log F, or, 
Error-mean-square 
2 
F = (antiloge z) . 
The 10%, 5% and 1% "critical points" for z are calculated 
for 798 and 5,795 degrees of freedom using the extrapolation-
formulae given by Fisher and Yates (1953). These z-values and 
their corresponding F-values are : 
z-values F-values 
z(.d " •03488 f(.D • i-0727 
Z(.05)= '04478 • F(.05)= L-0935 
z(.0if -06348 F(.0if ul348 
All five observed F-values in Table 4 are less than F^ ^. 
The interpretation is that the probability of obtaining 
F-values of the observed magnitudes by a purely random process, 
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2 
when CTy^s = 0, is at least greater than 10%. In other words, 
one is "quite likely" to obtain values as large as these when 
2 
= There is, therefore, insufficient justification 
2 for rejecting the null hypothesis that = 0. 
It should be pointed out that, if the five interaction 
mean-squares had been independent, the hypothesis would be 
tested on a "pooled" or "average" mean-square rather than on 
five separate mean-squares. This, if it were "legitimate", 
would give a much more powerful test than could be obtained 
from the five individual tests. However, since they are not 
independent, this procedure cannot be followed. 
Analysis II 
In estimating components of variance in non-orthogonal 
or unbalanced data, one of the assumptions made is that the 
effects of bulls are uncorrelated with effects of herd-year-
seasons. The expectation of the correlation between bulls and 
herd-year-seasons may be zero but the actual correlation in 
the data may be real, even if only due to chance. The fact 
that the correlation is zero in the population does not make 
it zero in the sample and ignoring it in the computations will 
bias the estimates obtained for the components of variance. . 
Therefore, estimates from non-orthogonal data are not expected 
77 
to be the same as those obtained by the procedure used in the 
previous section, unless this correlation is zero. 
The data used in Analysis II were the same as those used 
in Analysis I (which involved 129 groups in which all bull-
herd-year- season- subclasses had some data in them). The only 
difference was that, in Analysis II, the orthogonalizing 
procedure of randomly selecting one observation per subclass 
was not done. The sums of squares for bulls, herd-year-
seasons, and bull X herd-year-season interaction-effects within 
groups were calculated, and pooled sums of squares for these 
three sources of variation were obtained by summing the sums 
of squares over all 129 groups. These pooled sums of squares 
and their expectations are presented in Table 7. 
2 
As in the previous analysis, a weighted estimate of is 
used instead of the estimate obtained in the "selected" sample 
2 2 2 (of 2,874 observations). Estimates of <j, , cr. and cr, , were b' hs bhs 
obtained by equating the sums of squares due to bulls, herd-
year-seasons and bull X herd-year-season-interaction to their 
2 
expected values, substituting the weighted estimate of 
(46,053) and solving the resulting equations simultaneously. 
The estimates of these components obtained in this analysis 
are presented in Table 8. 
Table 7. Sums of squares, with their expected values, in terms of the components 
of variance - Analysis II 
Source of variation Sums of Expected values of the sums of squares 
squares 
Bulls 10,969,333 129c2 + 204.40ayhg + 23.68 <j£s + 1,197.77c2 
Herd-year-seasons 91,151,794 798a2 + 1,088.37ay^s + 2,037.84.a^s + 68.57çy 
Bulls X Herd- 9 ? 2 2 
year-seasons 38,193,177 798ae + 925.79CT^^s - 23.68 - 68.57a^ 
79 
2 2 2 Table 8. Estimates of , and obtained from 
unbalanced data - Analysis II 
Parameter d.f. Estimate % of total variance 
2 
CTb 129 3,278.1 4.3% 
*hs 798 25,278.0 32.8% 
"bhs 798 2,447.8 3.2% 
"l 5,795 46,053.0* 59.8% 
•^Calculated from the total volume of data as described on 
page 63. 
These estimates are similar to, but not quite the same as, 
the estimates obtained in Analysis I. It is believed that the 
differences are due to some bias occurring in the estimates in 
Analysis II because of dis-proportionality of subclass numbers. 
Apart altogether from this bias, which may or may not be 
present, the salient feature in this analysis is that it does 
not enable us to place confidence intervals on the estimate of 
2 2 
o"bhs or to test the hypothesis that = 0. (The same 
remarks may be made concerning Analysis III which follows in 
the next section.) This point should be emphasized because 
this is the real reason why we went to so much trouble to 
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ensure a completely balanced situation among bulls and herd-
year-seasons, (It may be recalled that this was done by (a) 
finding sections of data in which all bull-herd-year-season-
subclasses were filled and (b) by randomly selecting one 
observation from each of the subclasses in each of the five 
successive Mruns" in Analysis I.) 
2 
Many estimates of cr^s have been recorded in animal-
breeding literature but, as far as the author is aware, no work 
has been done to indicate the probable error in these estimates 
2 
or to test hypotheses concerning cr^g • Because Analysis I 
2 
enables us to place confidence limits on cr^g» it is more 
2 
informative with regard to o^g (which is the parameter we are 
interested in) than Analysis II (or Analysis III). 
Analysis III 
Other estimates of the variance components were obtained 
from the data (2,874 observations) which were discussed on 
pages 60 and 61, (and which were used also in Analyses I and 
II). These data were analyzed with respect to the four 
sources of variation (bulls, herd-year-seasons, bull x herd-
year- season- interact ion and error) without dividing them 
(the data) into groups (as was done in Analyses I and II). 
The sums of squares and their expectations, in terms of the 
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components of variance, due to bulls, herd-year-seasons and 
2 
interaction, are presented in Table 9. The estimates of cr^, 
2 2 
CT^s and CTy^g were obtained by equating the sums of squares to 
their expected values, substituting in the weighted estimate 
2 
of cr^ (46,053), and solving the resulting equations simul­
taneously. These estimates are as follows : 
Variance component Estimate °L of total variance 
4.61% 
35.00% 
2.50% 
57.89% 
The estimates of the components of variance in Analysis 
III are more likely to be biased than are the estimates in 
Analysis I, because of the unbalanced nature of the data. As 
2 in Analysis II, one cannot place confidence-limits on cr or 
bhs 
2 
test the hypothesis that ct^^s = Therefore, this analysis 
is not expected to increase our knowledge of bull X herd-year-
season- interaction in A.I.-data more than those methods which 
have been used before now by other research-workers. 
"Calculated from the total volume of data as described on 
page 63. 
cr 
b 
2 
hs 
,
2 
bhs 
2 
3,667.52 
27,839.13 
1,992.65 
46,053* 
Table 9. Sums of squares, with their expected values, in terms of the components 
of variance - Analysis III 
Source of Sums of 
variation squares Expected values of the sums of squares 
Bulls 17,531,799 86a2 + 164.03a2 + 160.64a2 + 2,391.89a2 
' e bhs hs b 
2 2 2 2 
Herd-year-seasons 105,580,590 691ae + 1,001.75ay^s + 2,453.70a^s + 936.55a^ 
Bulls X Herd-year- _ _ 
seasons 43,942,984 1,070c + l,291.32c^1_ - 160.64a - 936.55a 
' ' 
1 e ' bhs hs b 
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Discussion 
The results obtained from this investigation are informa­
tive concerning the importance of bull x herd-year-season 
interaction in A.I. data. This was the major purpose of the 
• 2 
study. Even though the estimates of Oy^g differ among Analyses 
I, II and III, in all three cases the estimate was less than 
3.5% of the total variance. 
In the next section we will discuss how much influence 
this interaction is likely to have on the accuracy of selecting 
dairy bulls, using records produced in farmer-herds (and 
affected by the same sources of variation as the records 
studied here). 
As we discussed earlier, one should be cautious in apply­
ing results to situations which differ from the situation 
studied. For example, the results do not tell us how much 
genetic-environmental exists between breeds and managemental 
systems. Even within a particular breed, if the bulls came 
from several highly inbred lines, bull x environment inter­
action would be expected to be a greater source of variation 
than if they came from a "more or less" freely interbreeding 
population. 
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This is merely stating in another way that answers are 
applicable only to a particular set of conditions. To get 
answers for another set of conditions, an experiment or survey 
should be carried out under that specified situation. 
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APPLICATION OF THE RESULTS 
Successful dairy-farming is regarded, in this thesis, as a 
dynamic equilibrium in the adaptation of environments and 
genetic materials to each other in the most efficient manner 
to give maximum economic return. 
How is it decided to which environments particular strains 
or breeds should be adapted? Some environments (e.g., levels 
of feeding and management) can be controlled and changed at 
will by the herd-owners. Other environments, such as disease 
(e.g., foot and mouth disease) or changes in market-prices 
(which can seriously affect the value of a product), are 
largely outside the control of the herd-owner as an individual, 
though some of these factors may be changed by a group of 
herd-owners as a body. When the herd-owner cannot change the 
environment easily, he may be able to make progress by alter­
ing the genetic material to suit the environment rather than 
by altering the environment to suit the .genetic material. 
Many different genetic materials are available to dairy 
farmers to satisfy particular economic or environmental con­
ditions which may be peculiar to individual herds. In the 
nine midwestern states of the U.S., from which these data came, 
at least six breeds of dairy-cattle (Holsteins, Shorthorns, 
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Brown-Swiss, Guernseys and some Jerseys and Ayrshires) are 
used. One can assume that, in general, each of these breeds 
is adapted better than any other to some particular economic-
environmental niche. (Otherwise there would be no real reason 
for the continued existence of different breeds.) These 
niches are not localized but are scattered over the entire 
area. (One frequently finds two dairy-farmers living across 
the road, from each other keeping different breeds. It is also 
quite common to find two or three different breeds in the same 
herd.) 
The herd-owners choose the genetic material : 
(1) by choosing a particular breed, and 
(2) by routine-selection of cows and bulls of high genetic 
merit in so far as this is possible. 
Although, in recent times, much of the breeding is done 
artificially, many dairy-men still prefer to do their own 
breeding, using natural service. Even in A.I., where the bulls 
used are selected by those who manage the A.I.-studs, the 
herd-owners, aj> a body, ultimately control the selecting of 
these bulls. They express their approval (or disapproval) 
of the ability of the A.I.-managers to select in the direction 
in which they themselves (the herd-owners) would like to go 
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(a) by the degree to which they use the services of the A.I.-
stud and (b) through conferences and discussions among farmer-
organizations, A.I.-managers, representatives of extension-
services, etc. 
In the dairy-industry, particular breeds are adapted to a 
relatively broad geographic and climatic niche with less 
tendency towards specialization than we find, for example, in 
sheep. One of the main reasons in that it has been more 
economical to house and care for dairy-cattle to a greater 
degree than it would be for sheep. In other words, it appears 
to have been generally more economical to make progress by 
changing (in effect, insofar as it influences the dairy-cattle), 
adverse climatic conditions to suit the genetic material (by 
proper housing, feeding and management) whereas, in sheep, it 
appears to have been generally more economical to change the 
genetic material to suit the different environments. The 
degree of attention devoted to controlling and adapting the 
environment to suit the genetic material by housing and man­
agement in the case of dairy-cattle can be realized by con­
sidering that any particular breed can be found in areas which 
are really very different in their prevailing climatic condi­
tions . 
Speaking specifically of the Holstein breed (although the 
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same remarks apply to other breeds also), this breed extends as 
a relatively freely interbreeding group throughout much of the 
Northern and Southern temperate regions. Any barriers against 
interbreeding within this area (which would result in the devel 
opment of "regional" strains) are set up more by distance and 
political boundaries than by environmental-economic factors. 
The ability of the herd-owners to control many of the environ­
mental factors which affect dairy-cows (thus precluding the 
necessity for animals to be genetically specialized to suit 
particular climatic conditions), has many practical advantages 
from a breeder's point of view. Among other things, it permits 
greater flexibility in selection and in moving breeding stock 
from one area into another. It also means less wastage of 
breeding-effort resulting from particular breeds or strains 
(which were developed to take advantage of specific environ­
ments) becoming extinct if these environments were to change. 
As Lush (1960) stated, in referring to adaptation of 
species to environments : 
. . . too perfect and rigid adaptation to one special set 
of conditions (that is, being extremely specialized so as 
to make the very most out of the conditions in a certain 
locality or climate), is likely sooner or later to lead 
to extinction as those conditions change, even if the 
changes are rare and only cyclical or irregular. 
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Genetic Merit on Which the Bulls Involved 
in the Study are Selected 
Within the "environmental niche" from which the data came, 
we assume that Holsteins are selected for general or average 
genetic merit for the entire area. Bull x herd-year-season 
interactions are considered as factors whose influence should 
be minimized or eliminated rather than something to be selected 
for. [As indicated by the discussion in the previous section, 
the decision as to whether particular controllable environments 
should be changed to suit the available genetic material or 
whether the genetic material should be changed to suit the 
environments is something that is decided by the farmers them­
selves (with the aid of extension services, etc.) and is not 
something that is decided by us, the research-workers.] As 
far as estimation of the breeding value for the whole region 
is concerned, these interaction-effects are put in the same 
category as herd-year-season and residual error-effects. 
Expressed mathematically, if the model describing the 
factors affecting production is 
X.^ = M + b- + hs + (bhs). . + e , (see page 47) 
1JK- 1 J 1J J-JK 
the genetic merit of the i^ bull is G^ rather than G^ j (see 
pages 9 and 10). 
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Gi = 2 bi 
and G.. = 2(b. + (bhs)..). ij i ij 
On the other hand, if the interaction-effects were large 
enough and if the environments were fixed or, at least, con­
trollable, so that breeding for adaptability to specific 
environments could be worth-while, the interaction-effect would 
then be considered as part of the genetic merit. Under those 
conditions one would need to specify the environment in order 
to define genetic merit. In the case of bull X .herd-year-
season interaction, the genetic merit of the i^ bull in the 
j1"*1 herd-year-sea son is G^ rather than G^. 
Influence of Genetic and Non-Genetic Factors 
on the Accuracy of Selection 
Selecting individuals which are superior in genetic merit 
(for a particular trait, for a particular environment) is the 
basic idea behind selection indexes. The "best" or most 
accurate index (relative to other indexes) is defined as that 
index which is most likely to lead us to select individuals 
with the most superior genetic merit. The index with this 
desirable property is that index which is most highly cor­
related with the true genetic merit. The term "accuracy", 
when applied to an index, therefore, is defined as "the true 
91 
correlation between the index and the true genetic merit of the 
bull". If we could really measure the true genetic merit of 
each individual exactly, the accuracy of that measurement as a 
selection index would be unity. We cannot measure the genetic 
merit directly, however, but must do so indirectly through 
observing the phenotypes of related individuals. As a result, 
many factors, genetic and non-genetic, influence the accuracy 
of the index. Generally, the degree to which these factors 
are detrimental to the accuracy is more or less proportional to 
how small is their correlation with the genetic merit. On the 
other hand, looking at the problem from another point of view, 
these factors can be used as aids to selection if they are at 
all correlated with G^. Occasionally, one can find some fac­
tors which are used as aids to selection, even though they are 
uncorrelated with the genetic merit of the individual in the 
trait being selected for. This could happen if these factors 
are correlated with other factors in such a way that they serve 
as helps in increasing the correlation between the selection 
index and the genetic merit for which one is selecting. 
Hazel (1943) showed that there could even be situations in which 
one should select against a trait (e.g., type-score), even 
though it is positively correlated with genetic merit (e.g., 
aggregate genotype, including weight and type-score), merely 
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because it is still more highly correlated with some uncon­
trolled environmental circumstance for which correction should 
be made. 
If one knows the distribution of the offspring of the i*"^ 
bull among herd-year-seasons, and if one has estimates of the 
components of variance for b^, hs., (bhs)_ and e.one can 
estimate the true correlation between the genetic merit and 
any index compiled from information distributed in any 
particular manner. This estimate provides a "measure" of the 
accuracy of the index. Also, by the same means, one can 
"measure" the influence which a particular factor has on the• 
accuracy in any particular situation. 
Many indexes have been proposed for ranking A.I. sires 
using records of their progeny. VanVleck, O'Bleness and 
Henderson (1961) compared 17 procedures for ranking A.I. 
sires with the method which is currently being used by the 
New York Dairy Processing Laboratory (and by the U.S.D.A. in 
its D.H.I.A. sire-ranking program). They concluded from that 
study that the "New York" method is more likely to rank the 
bulls according to their true genetic merits than any of 
those with which it was compared. Henderson (1963) and 
Harris (1964) presented procedures for calculating the best 
selection index ("best" in terms of correlation with genetic 
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merit) when an equal amount of information is not available on 
all individuals. 
ence of interaction, cr^g» on the accuracy of selection, 
assuming that we have equal information on all individuals. 
Furthermore, we will use a selection index which is computa­
tionally simpler than the "New York" index (but which is not 
expected to be quite as accurate). This index, or selection 
criterion, 1^, has been discussed by Touchberry (1961) and by 
Bereskin (1963) as the "daughter-stablemate comparison". 
If = the average of the intra-herd-year-season differences 
between the average production of the daughters of the f 
bull and the average production of their stablemates. 
rgflf, that is, the estimated correlation between the 
In the pages which follow, we will investigate the influ-
2 
A 
index and genetic merit, = gb (Equation 1) 
V  0 ( i f )  
where V(I^) = 1 + 1 
A 
(E(l))2 
J 1 
1 + 1  
j
(EU))* 
1 2 CTe . (For derivation of this 
j 
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equation see Appendix IV). j and Ngj respectively, are the 
numbers of offspring which the f^ (test-bull) and the s^ 
bull have in the j*"*1 herd-year-season. 2(1) is the number of 
j 
daughter-stablemate comparisons which are made (and which are 
then averaged) to provide the index. (2(1) is, therefore, 
j 
equal to the number of herd-year-seasons in which stablemate-
comparisons are made.) 
Influence of Factors Unrelated to the Genetic Merit 
of the Bull on the Accuracy of the Index 
The genetic merit of the test-bull is assumed to be 
uncorrelated with the genetic merits of stablemate-bulls, with 
interaction-effects and with residual error-effects. ("Stable 
mate-bulls" are defined as those bulls which are sires of the 
stablemates, i.e., sires of other cows in the same herd-year-
season.) The effects of all these factors, because they are 
uncorrelated with the genetic merit of the test-bull, tend to 
decrease the accuracy of the index. Their influence is 
expressed only through y/V(Ig). The effect of the test-bull, 
bf, is the cause of covariance, and therefore correlation, 
between the index and the genetic merit of the f^ bull. (In 
other words, the index is related to the genetic merit of the 
bull because (due to the daughters' records) it (the index) is 
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a function of the bull-effect, b. 
Under the assumptions which have been made above, 
a a2 
V(If) = ab + (effects of unrelated factors) . 
approaches unity as crj" r fI which equals °b 
increases or as the effects of unrelated factors decrease. 
The- genetic variation among the stablemate-bulls affects 
/n F X—i / M \ 1 2 
V(If) through 1 2* 
[Z(l)]% 
j 
s 
^2 
CTb - The bull x 
herd-year-season interaction affects V(lg) through 
+ 
Z(l) 
j ( z (D)  j 
1 I  L J s 
'N . 2 
SI 
2Nsj I-
s 
>• J 
Sbhs 
while the random elements (e^j^) affect V(I^) through 
1 
( K U )  
j 
E j Nsj 
1 + E -1 
J EN 
s 8J . 
G C 
For a particular situation, it is assumed that the true 
A 2 A 2 A 2 
values of ay, c^^s anc^ cre are constant. Then the accuracy of 
the index for a particular test-bull is determined by the 
coefficients of these components, that is, by the manner in 
which the test-bull's daughters and the daughters of stablemate-
bulls are distributed among the various herd-year-seasons„ 
96 
2 2 
Influence of cry and 
2 2 The influence of the true values, cr. and cr. . respective-
' b bhs ^ 
ly, on the true accuracy of the index depends upon their 
n E / m 1  i r  coefficients, 
( z ( U )  
j 
j 1 ZN^ 
Vr Sj 
and 
1 
Z(l) 2 
j (Z(U) 
j 
E 
sj 
N sj 
EN 
sj 
These two coefficients 
are highly correlated with each other because any variation in 
the distribution of the offspring will cause both of them to 
change in the same direction. This hinders measuring the in-
2 2 fluence of cr^ .or free from confounding with the influence 
2 
of the other. Referring strictly to the influence of Cy and 
2 
°"bhs' t^ie accuracy of the index is enhanced when: 
(a) the bulls are tested in a large number of herd-year-
seasons, and (b) the total number of different stablemate-bulls 
is large, and (c) the number of daughters which each stablemate* 
bull has in each herd-year-season is small, relative to the 
total number of stablemates in that herd-year-season. Point 
(c) depends upon (1) having many different stablemate-bulls in 
each herd-year-season and (2) having the numbers of daughters 
per stablemate-bull as close as possible to being equal in 
each herd-year-season. 
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2 
Influence of cre 
O 
The influence of on the accuracy of the index depends 
on the coefficient, 
(2(D) 2  
I  - L  +  £  1 
J Nfj j ENgj 
s —1 
Referring strictly 
2 
to CTe, the accuracy of the index tends to be enhanced when (a) 
the bull is tested over a large number of herd-year-seasons and 
(b) when both the test-bull and the stablemate-bulls have a 
large number of daughters in each herd-year-season. 
2 
Influence of on the Accuracy of the Index 
In an earlier section the term "accuracy" of an index was 
defined as the true correlation between the index and the 
breeding value of the bull. . This true correlation cannot be 
calculated directly. It is estimated by r^. Similarly, the 
2 
influence of cry^s on the true accuracy cannot be calculated 
directly but it can be estimated by observing or measuring 
2 
the influence of its estimate (o^g) on the estimate (rçj) 
of the true correlation. In order to do this (estimate the 
2 
rbhs on fche "accuracy" of the index) r^ 
. 2  
rbhs 
influence of t e nT is 
calculated, substituting different values for crjf, in Equation 
.2 ^ .2 1 on page 93. (The values for cr^ and ag are held constant at 
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o-y = 3,520 
a = 46,053 .) 
e ' 
If ai rbhs = genetic environmental interaction has no 
influence on r^; the deviation of r^T from unity is then 
attributable to 
? ( Z ( D )  
j 
I  
N 
s 1 
®sj 
s J 
GI 
1 
( z ( D )  
j 
Ç ï  fj 
E A 
J EN 
sj 
A2 
that is, attributable to the influence of genetic variation 
among stablemate-bulls and to the influence of error-
variation. 
To help us in our discussion here, let us define the 
following symbols. 
2 When (7bhs = M, denote rQ1 by r^. 
When CT^hs = 0, denote rQ1 by rQ. 
When 
"bhs = 1'520> denote rGI by 
When 6bhs = 8'000' denote by 
Then, speaking generally for a moment, the "influence" of 
a2 2 
ct, t_ _ on rnT, when ctKVio = M, can be measured as bhs "GI" 
r0 " rM 
bhs 
x 100 
1 - r M 
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2 
where r - r , is the decrease in r caused by a alone, 
0 M GI bhs 
1 - r is the decrease in r caused by all sources of error 
M GI 
a2 
combined (when = M) . 
2 
This decrease in r due to a is expressed in this way 
GI bhs 
because it seems more reasonable to portray it as a relative 
thing (that is, relative to the decrease in r due to all 
GI 
factors) than to express it in absolute value (e.g., r^ - r^). 
2 If our "best estimate" of = 1,520 (see Analysis I 
2 
and Table 5), the "best estimate" of the influence of g, , on bhs 
the accuracy of selection in a particular situation (if the 
daughters of all bulls being tested are distributed in the same 
manner as those of the bull under consideration) is obtained as 
r0 " rl,520 100 ' 
L 
" 
rl,520 1 
2 Furthermore, since ^-s not expected to be larger than 
2 8,000, the maximum amount of influence which it (cr^ ) is 
expected to have on the accuracy of selection in a particular 
situation is measured as 
r0 " r8,000 x ^2 ' 
1 " r8,000 1 
It can be shown that, even if interaction is responsible 
for 10% of the total variance, it is still not a major source 
100 
of error in selecting bulls. To show this, that is, that the 
influence of interaction is small relative to the influence of 
other sources of error, the influence of cr^g on r^ can be 
examined in many different situations. The numbers of herd-
year-seasons in which a bull is tested, the number of stable-
s 
mate-bulls present and the numbers of daughters per test-bull 
and per stablemate-bull, are all different from one situation 
to another. Analyzing several situations, therefore, should 
enable us to obtain more reliable answers concerning the 
importance of interaction which are applicable to A.I. data. 
As an example, Bull 1019538 has 72 daughters in 43 dif­
ferent herd-year-seasons, with an average number of 4.7 
stablemate-bulls per herd-year-season. 
In calculating r for the index on this bull, the coef-
2 2 2 
ficients of ijh, tf^hs an<^ respectively, have the following 
values ; 
1 + 1 
(Ed)) 2  I s = 1.03097 
2(1 )  
j 
1 
( z ( D )  
j 
N 
JLL 
ZN 
sj 
= .03050 
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(2(D) 2  
£-L • E-L 
J N£j J fail 
= .02481 
J I 
Then, = / % (see page 
\l 1.03097^.+ . 03050a^hs + .02481^ 93) 
A 
The values of V(I), r , etc., are presented in Table 10. 
GI 
2 
In this table we see that, when a^hs = rgi = ' » decrease 
in the value of r^ from unity = .141 points. When the effect 
2 
of a,, is included, it causes little additional decrease in bhs ' : 
r 
GI 
The "best estimate".of the influence of interaction on the 
true correlation between the index and the genetic merit of the 
A 2 a2 bull is got by setting a,, equal to 1,520. When a , = 
bhs bhs 
1,520, r = .855. r - r 100 = 2.85%, that is, 
1 
" 
rl,520 1 
expressed as % of 1-r^ (which is the total decrease from 
all sources) the additional decrease in r due to a?, is 
GI bhs 
only 2.58%. Our best estimate is that 97% of the error in 
the index is due to sources of variation other than inter­
action. 
When = 8,000, which is as large as the true component 
is likely to be, rQ1 = .838. rQ - rs^g() x 100 = 13.04%. 
1 
" 
r8,000 1 
Table 10. Values of V(I), and r for bull "1019538" 
GI GI 
(â b h s  =  0 ,  1 ,000 ,  .  .  .  ,  8 , 000 . )  
2 Values of 
Actual Expressed as 
value % of the total A 
variance V(I) 
"GI 
0 0 4,772 .738 .859 • .141 0 0 
1,000 1.357= 4,802 .733 .856 .144 .003 1.90% 
1,520 2.03% 4,818 .731 .855 .145 .004 2.85% 
2,000 2.66% 4,833 .728 .853 .147 .005 3.71% 
3,000 3.93% 4,863 .724 .851 .149 .008 5.44% 
4,000 5.17% 4,894 .719 .848 .152 .011 7.09% 
5,000 6.39% 4,924 .715 .845 .155 .013 8.68% 
6,000 7.57% 4,955 .710 .843 .157 .016 10.19% 
7,000 8.72% 4,985 .706 .840 .160 .019 11.64% 
8,000 9.60% 5,016 .702 .838 .162 .021 13.04% 
rGI rGI 1 " rGI 
Additional decrease 
in rGI due to gghs 
Actual Decrease 
decrease expressed 
as % of 
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The additional decrease in r^T due to is still only 13.04% GI bhs 
of that due to errors from all sources. 
Othër situations 
The relative importance of genetic-environmental inter­
action on the accuracy (measured through r ) of the index can 
GI 
be evaluated from other situations also. As we discussed in 
pages 94 to 97, increasing the accuracy by reducing the influ­
ence of the residual error-effects may be accomplished by 
increasing the number of offspring per bull. In A.I. data, 
increasing the number of offspring tends to reduce the influ-
2 
ence of genetic-environmental interaction (oy^g) as well as 
2 
that of o-y. This happens, because increasing the number of 
offspring of A.I. bulls will, "automatically" (unless a 
deliberate effort is made to prevent it), (a) tend to involve 
many different herd-year-seasons and (b) tend to include 
stablemates from many different bulls. 
In fact, it can be shown that the conditions which cause 
bull X herd-year-season interaction to be important (in affect­
ing the accuracy of selection) rarely occur in A.I. data. 
When A.I. bulls have several offspring, these offspring are 
ordinarily found in several herd-year-seasons. The only case 
2 in which cr^^s is likely to cause trouble is when the informa-
104 
tion comes from a single herd-year-season where the test-bull 
has a large number of daughters and these have many stablemates 
which are daughters of one or two other bulls. As an example 
of such a case consider a hypothetical situation in which the 
test-bull has 10 daughters and two other bulls also have 10 
daughters each, in a single herd-year-season. Values of 
<N 
V( I), r^j-, etc., were calculated for this situation and are 
2 
presented in Table 11. drops from .537 to .489 as a 
GI 
^ bhs 
varies from 0 to 1,520. Expressing this change in r as a 
GI 
percent of 1 - r^, r0 - r1.520 X 100 = 9.48%. When = 
1 -  %520 1 
8,000, rQ - r8,000 X 100 = 26.4%. (A situation as extreme 
1 " r8,000 1 
as this is not expected to occur in A.I. data and is presented 
here merely as an example.) 
Dealing with A.I• data, it can be shown that, even if the 
test-bull has as few as 10 offspring distributed in as few as 
seven herd-year-seasons, the relative importance of interaction 
is very small (see Table 12). 
when 
"bhs = °- rGI = -537> 
When a} = 1,520, r = .529, r0 - r1.520 X 100 = 1.73%. 
GI 1 - r 1 
1,520 
A 2 
Table 11. Values of V(I), r T and r for a hypothetical situation in which the 
GI GI 
test-bull and each of two stablemate-bulls have 10 daughters each in a 
single herd-year-season (^hs = ®' 1)000, . . . , 8,000. ) 
2 
Value of abhs 
Absolute 
value 
Expressed as 
7o of total 
variance V(I) 
"GI "GI 
1 - r 
Additional decrease in 
rGI due t0 %hs 
Actual 
value 
Expressed as 
% o£ 1 - rGI 
GI 
0 
1,000 
1,520 
2,000 
3,000 
4,000 
5,000 
6,000 
7,000 
8,000 
0 12,188 .289 .537 .463 0 0 
1.35% 13,855 .254 .504 .496 .033 6.73% 
2.03% 14,721 .239 .489 .511 .048 9.48% 
2.66% 15,521 .227 .476 .524 .061 11.68% 
3.93% 17,188 .205 .453 .547 .085 15.50% 
5.17% 18,855 .187 .432 .568 .105 18.55% 
6.39% 20,521 .172 .414 .586 .123 21.04% 
7.57% 22,188 .159 .398 .602 .139 23.12% 
8.72% 23,855 .148 .384 .616 .153 24.89% 
9.60% 25,521 .138 .371 .629 . 166 26.41% 
A n 
Table 12. Values of V( I) , rf; and r for an A.I. bull which has 10 daughters in (j 1 (j J. 
seven herd-year-seasons = ®> 1,000, . . . , 8,000.) 
2 Values of 
Actual Expressed as 
value 7o of the total 
variance V(I) 
"GI 
Additional decrease in 
r,,, due to a?. GI 'bhs 
Actual Decrease expressed 
decrease as % of 1 - R. 
"GI 
1 - r 
GI 
GI 
0 0 12,195 .289 .537 .463 0 0 
1,000 1.37= 12,444 .283 .532 .468 .005 1.16% 
1,520 2,03% 12,574 .280 .529 .471 .008 1.73% 
2,000 2.66% 12,694 .277 .527 .473 .011 2.25% 
3,000 3.93% 12,943 .272 .521 .479 .016 3.29% 
4,000 5.17% 13,192 .267 .517 .483 .021 4.29% 
5,000 6.39% 13,442 .262 .512 .488 .026 5.23% 
6,000 7.57% 13,691 .257 .507 .493 .030 6.13% 
7,000 8.72% 13,941 .252 .502 .498 .035 6.99% 
8,000 9.60% 14,190 .248 .498 .502 .039 7.81% 
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When abhs = 8,000, r = .498, r0 - r8.000 X 100 = 7.81%. 
1  
"  
r 8,000 1  
Although the foregoing discussion applies specifically to 
the "daughter-stablemate" comparison index, it is assumed that 
the results are true, in general, for other indexes of this 
nature, that is, indexes which are designed for selecting bulls 
using A.I. survey-data. (Evidence to support this assumption 
would require calculating rQ - rl,520 for many different 
1 - r 
1,520 
indexes using information on many different bulls.) 
From the results of the study, therefore, it seems that 
there is little need to focus attention on, or waste resources 
on, seeking methods which would be primarily useful for reduc­
ing bull X herd-year-season interaction-effects. These effects 
will always cause some error as long as crj^g Î 0 but the 
2 
magnitude of the error is not serious unless i-s respon­
sible for at least 10% or more of the total variance. Other 
factors (genetic, environmental and error-effects) are more 
important than interaction-effects both as percent of the 
total variance and in the degree to which they influence ac­
curacy of selection. It seems that, under A.I. conditions, 
reducing the loss of accuracy caused by these other factors 
108 
will also tend to reduce the influence of interaction because, 
as we said previously, increasing the numbers of daughters of 
A.I. bulls will "automatically" involve several herd-year-
seasons and several stablemate-bulls. 
109 
SUMMARY 
The purposes of this study were (1) to evaluate the 
importance of genetic-environmental interaction as a source 
of variation in milk-production and (2) to determine whether 
this interaction is likely to be important as a source of error 
in sire-selection. 
A total of 37,701 milk-production records, adjusted to 
305-day, 2x, M.E. (Kendrick, 1955), were available for the 
study. The records were from farmer-herds in nine midwestern 
states in the U.S.--Minnesota, Iowa, Missouri, Arkansas, North 
Dakota, South Dakota, Nebraska, Kansas and Oklahoma 
The model assumed to describe the factors affecting a 
particular record was : 
xijk = M + bt + hSj + (bhs).. + eljk. 
Xljk is Che production (in units of 10 lbs) of the k*-h 
daughter of the i^ bull in the j ^  herd-year-season, 
p. is the true population mean, 
b^ is the effect of the i*"*1 bull, 
hsj is the effect of the jt^ herd-year-season, 
(bhs).. is the effect of interaction between the i^ 
1J 
bull and the j1"*1 herd-year-seas on, 
eijk is the remainder or difference between ^ and 
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l_L + + hs j + (bhs)^^. 
The factors b , hs , (bhs).. and e are assumed to have been 
i' j' iJ ijk 
randomly and independently drawn from their respective popula-
2 2 2 2 tions which have variances equal to CT, , a, , cr , and a . 
b' hs' bhs e 
To obtain an estimate of the bull X herd-year-season 
interaction-component, it is desirable to analyze situations 
in which the same bulls are represented together in a number of 
herd-year-seasons. Furthermore, in order to obtain "exact" 
tests of significance and in order to set confidence limits 
2 
on the interaction component, cr^g, the sum of squares due to 
interaction must be obtainable free or clean from the main 
effects. This can be done only when there is complete 
orthogonality among the main effects, that is, when all bull-
herd-year- season- subclasses have equal numbers of observations. 
To provide the desired orthogonality, the data were 
searched for those situations in which bulls, taken in pairs, 
had daughters together in several herd-year-seasons. There 
were 129 groups of data involving 2,874 records obtained in 
this way. To obtain a situation with equal subclass-frequen-
cies a computer-program was written which would randomly select 
an equal number of observations from each subclass in each of 
the 129 groups. The lowest subclass-frequency of each group 
pre-determined the number of observations to be selected from 
Ill 
all subclasses in that group ; the lowest subclass-frequency in 
all groups was equal to 1. The data were analyzed five times ; 
each time one observation was selected at random from each 
subclass and the sums of squares due to bulls, herd-year-
seasons and remainder were obtained within each group. As­
suming that all of the data came from the same population, 
"pooled" sums of squares were obtained by summing these sums 
of squares over all 129 groups. Because the data were analyzed 
five times, five pooled sums of squares were obtained. These 
sums of squares and their expectations are shown in Table 3. 
The corresponding mean-squares are presented in Table 4. The 
average values of the five mean-squares due to bulls, herd-
year-seasons and remainder were taken as the best estimates 
of the expectations in these three sources of variation. 
2 (Background or error-variation within the subclasses, 
was estimated both from the sample of 2,874 records and from 
the "discarded" data.) 
The estimates of the components of variance were as 
follows : 
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Parameter 
"l 
CT 
CT 
CT 
hs 
2 
bhs 
2 
d. f. 
129 
798 
798 
5,795 
Estimate 
3,520.0 
25,713.7 
1,519.6 
46,053.0 
% of Total Variance 
4.58 
33.49 
1.98 
59.95 
The 95% confidence-inter val s on cr , were computed from 
bhs 
each of the five "runs" described in Analysis I. 
Run 
1 
2 
3 
4 
5 
95% confidence-interval s on cr^s 
1,171 + 4,923 = -3,751 to 6,094 
717 + 4,881 = -4,164 to 5,598 
2,634 + 5,058 = -2,423 to 7,692 
1,968 + 4,996 = -3,028 to 6,964 
1,107 + 4,917 = -3,809 to 6,024 
It is not legitimate to use the average of the five mean-
squares from these "runs" to compute confidence limits because 
these mean-squares are not independently distributed and the 
covariances between them are unknown. 
F-values to test the hypothesis that cr£^s = 0 were obtained 
as 
F = Interaction Mean-square 
Error Mean-square 
from each of the five successive "runs". None of these F-
values was significant, even at the 10% level of probability 
(see Table 4). 
The importance of interaction, as a source of error (or 
113 
confusion) in selection, can be studied in a meaningful way by 
estimating to what degree its presence decreases the accuracy 
of any particular index which one wishes to use. 
The accuracy of an index is defined as the true correla­
tion between it (the index) and the true genetic merit of the 
individual. The estimate of this correlation, r^ = 
V o w  
If one knows the distribution of the offspring among 
herd-year-seasons and if one has estimates of the variance-
components for the different sources of variation (bull-effects, 
herd-year-season-effects, interaction-effects and residual 
error-effects), one can estimate the accuracy of any index for 
a given situation. Also, one can estimate the amount of 
influence which a particular factor has on the accuracy in that 
situation. 
The index (I) which was considered, as an example, was 
the average of the intra-herd-year-season differences between 
the average production of the daughters of the test-bull and 
their stablemates. 
For a particular situation, it is assumed that the true 
2 2 2 
values, Oy, and are constant. Then, the accuracy of 
the index is determined by the distribution of the bulls' 
daughters and their herdmates among herd-year-seasons. The 
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bull which was studied (as an.example in evaluating r^) had 
72 daughters in 43 herd-year-seasons with an average of 4.7 
stablemate bulls per herd-year-season. 
rGI " / ^ -
V 1.03097 + .03050 + -02481 
a 2  Obviously, when cr^s = 0, interaction has no influence 
on r„T; the deviation of r from unity is attributable to the 
GI GI 
other sources of error. When CT^S " 0, CT^ = 3,520 and = 
46,053 and r = .859. 
G1 
The "best estimate" of the influence of interaction on 
2 
the accuracy of the index is got by setting G^hs eclua^ to 
2 
1,520. When A = 1,520, r _ = .855. This difference 
bhs GI 
between .859 and .855 (.004 points), is our best estimate of 
the loss of accuracy due to bull X herd-year-season inter-
2 
action (tf^hs) alone. This estimated loss of accuracy (due to 
2 
cTy^g) is only 2.85% of that due to all sources. 
Furthermore, even when = 8,000, which is as large 
as the true component is likely to be, bull X herd-year-
season interaction is still responsible for only an estimated 
13.04% of the total "inaccuracy" in the index. 
2 
Since cr^g seems to be of such minor importance as a 
percent of the total variance and in the degree to which it 
115 
is likely to affect the accuracy of an index, it seems that 
this interaction can be ignored when designing bull-testing 
2 2 
programs using data of this nature. Other factors (oy, CT^s 
2 2 
and cr ) have much more influence than a, , on index-accuracy. 
e bhs 
We are justified in giving these other factors more attention 
not only because of this greater influence which they have on 
the accuracy of the index but also, as was pointed out on 
pages 94 and 97, because reducing the influence of these 
factors will tend, "automatically", to reduce the influence 
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APPENDIX I 
A convenient method which can be used for selecting one 
or more observations from a number of observations within a 
subclass is as follows : Set up a procedure to generate a 
random variable and use this variable to select each observa­
tion, using a different random variable for each selection 
made. In the present study, the "power residue" method was 
used to generate these random variables. The background 
theory, statistical considerations and programming procedures 
for this method are discussed in detail by International 
Business Machines Corporation (1959). The procedure, when 
used on a computer with word size of 10 positions (e.g. IBM 
650), gives random integers of 10 digits, which, when divided 
by 10^, gives random variables between 0 and 1 with uniform 
distribution. 
Having selected a random variable, the particular 
individual between 1 and n (n being the number in the sub­
class) which corresponds to the random variable between 0 and 
1, is identified by simply multiplying the random variable by 
n, adding 1 and dropping the digits after the decimal point. 
Thus, if the random integer obtained by the power residue 
procedure equals X it is a random variable between 0 and 10^ 
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where b = the number of digits in the variable„ It is con­
verted from a random variable between 0 and 10^ to random 
variable between 0 and 1 by dividing by 10^» As an example, 
if X = 4 when b = 1, the random variable between 0 and 1 = 
.4 and the corresponding randomly selected individual in a 
subclass of size 17 = 7. In that case the seventh individual 
would be chosen. 
This procedure is convenient from the point of view of 
computer programming and from the point of view of varying 
numbers of observations within the subclasses. 
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APPENDIX II 
The 3,836 bull-groups were compared, each group with all 
of the others in turn, with respect to the herd-year-seasons 
in which they were represented. The control-panel, for the 
collator was wired as shown in Fig. 8. The data-cards were 
sequenced with respect to herd-year-seasons within bull and 
then sequence-checked prior to the operation. No method 
could be found to sequence-check the cards as they passed 
through the machine while the desired operation was being 
performed. 
A master-card was placed immediately behind each bull-
group, separating it from the following group. Each master­
card was punched with 91 s in the herd-year-season-field and an 
X-punch in column 70. The purpose of che 9's in the herd-
year- sea son- field was to delay the introduction of the next 
bull-group to the comparing unit until the master-card on the 
opposite side had also reached the comparing unit. Then, when 
the master-card, also punched with 91 s, entered the comparing 
unit on the opposite side, an equal comparison caused both 
master-cards to be fed simultaneously, thus causing the intro­
duction of the next two bull-groups into both sides of the 
comparing unit simultaneously. The purpose of the X-70 was to 
Fig. 8. Control-panel wiring for I.B.M. 088 collator 
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cause selective stacking of the master-cards. An impulse from 
the "normal" hubs of the "equal-compari s on"-s ection of the 
comparing unit caused the "equal-comparison" detail-cards, 
since they were non-X-cards, to be fed simultaneously into 
pocket 3. 
However, master-cards, even though they were "equal" 
(being punched with 91 s), could not be stacked in pocket 3 
because they would be needed again as master-cards for the 
next run and therefore must be stacked in pockets 2 and 4 with 
the low secondaries and low primaries respectively. This was 
accomplished by selective stacking using the X-70 punch. 
The master-cards having been inserted, the data cards 
were divided into two decks with half of the bull-groups in 
each deck. 
As an example of the scheme which was followed in order 
to compare each bull group with every other bull group in 
turn, assume that bull groups A-G were in deck 1 and bull 
groups H-N in deck 2. These are stacked in the collator as 
shown in Fig. 9. 
Comparisons were made as follows. (<-» reads "is com­
pared with".) 
Run 1 
G < > N 
F -e-> M 
E -*->• L 
D -<-> K 
C <—> J 
A H 
Run 2 
G M 
F <-> L 
E K 
D <-> J 
C -<-> I 
B -*-> H 
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Run 3 
N •*—*- M 
G < >• L 
F •<->• K 
E J 
D <->• I 
C <-> H 
B A 
Run 4 
N •<-> L 
G -*-> K 
F "<—> J 
E •<-> I 
D H 
C A 
etc.«. 
In run's 2, 4, 6..., two groups do not figure in the comparing 
procedure. If the number of groups were an "odd" number then 
only one would have been removed for runs 2, 4, 6, 8... . 
In order to compare each bull group with each other bull 
group in turn n-1 runs must be made, where n is the number of 
bull groups. 
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Pocket 3 receives Non-X, "equal-comparison" cards. 
Pocket 2 receives (a) Non-X, low primaries. 
(b) X-punched-master cards from primary feed, 
Pocket 4 receives (a) Non-X, low secondaries. 
(b) X-punched master-cards from secondary 
feed. 
Fig. 9„ Schematic diagram of I.B.M. 088 collator set-up for 
comparing bull-groups (Details of this diagram are 
discussed by International Business Machines 
Corporation (I960).) 
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APPENDIX III 
Falconer (1952 and 1960) suggested using "the genetic 
correlation" in interpreting the importance of genetic-
environmental interactions. He stated that "When so formu­
lated [in terms of the genetic correlation] the genetic aspect 
of the situation [that is, influence of interaction on selec­
tion under an environment different from that in which the 
offspring are to live] becomes clear, and a quantitative 
evaluation of the efficacy of different methods of selection 
may be easily obtained by the procedures already devised for 
dealing with genetic correlation". 
The genetic correlation figured in the mathematics used 
by Dickerson and Hazel (1944) and Lerner (1950) when discus­
sing the genetic progress expected in a particular trait 
through selection in a related trait. It is assumed that the 
genetic correlation referred to above is the product-moment 
genetic correlation (denoted here by ^q)• Lerner (1958), 
Falconer (1952 and 1960), Robertson (1959), Kidwell _et al. 
(1964) used the intra-class genetic correlation (denoted here 
by ^ ) when discussing the genetic progress one expects to 
attain in a particular "trait" in one environment through 
selection in another. 
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We wish to emphasize two points in this appendix: 
(a) p need not be equal to P , (although usually they are not p. r 
very different) and (b) even though ^  may be useful as a 
measure of the magnitude of genetic-environmental interaction, 
it is not the best measure of association. 
Let us assume that the model describing the factors 
affecting the true production of the i^ genetic material in 
the environment is 
Yij = Gij + ty C1 = 1» 2> , a; j = 1, 2) 
where G^j = genetic effect of the i*"^ genetic material in the 
. th j environment, 
tj = effect of the j^ environment. 
E[Gii j] = E[t • ] = E[t G j] = 0. 
J J J Ij 
Product-moment genetic correlation is defined as 
a„ where u-, = E[G. -G. .,] = expected value of the 
jj' jj' 1J 1J 
°G. CTG., 
J J' 
covariance between the genetic effects of the i^^ genetic 
material in two different environments, j and j1. 
2 2 | 
a = E[G. .Ij] = expected variance among genetic effects, 
" j 1J | 
G^j (i = 1, 2, . . . . ,a) , within the j*"*1 environment. 
Let us assume, further, that G. . = g. + (gt)... 
1J 1 i J 
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Is the average genetic merit of the i^ genetic mate­
rial , averaged over all environments in which it is represented. 
(gt)ij is the effect of interaction between the i^ 
genetic material and the j*"*1 environment. 
If, as i varies from 1 to a, (i) E[gj_(gt)^] = 
E[gi(gt)ij,] = E[(gt)ij(gt)ij,] = 0 (ii) E[g?] = and (iii) 
E[(gt)? .] = E[(gt)J ] = E[GJ.] and E[G? • .] = . 
1J XJ Gh IJ ij  J G GE 
Then, an would be equal to which is 
Gjj' —s 
a a a-2 + cr2 
Gj Gj, G GE 
defined as the intra-class genetic correlation. The product-
moment correlation need not be equal to the intra-class cor­
relation unless these assumptions are true. Assuming that 
they are true does not make them true and ignoring them can 
result in one using, incorrectly, ^  as a measure of associa­
tion. 
It is entirely possible for interaction to be real and, 
at the same time, it is possible for the degree of association 
between the genetic merits in both environments to be perfect 
(positively or negatively). For example, in illustrations A 
and B below, the "surfaces" which portray the responses in the 
trait under consideration (when the different genetic materials 
are placed in environments E^ and E^ respectively) are straight 
lines. 
135 
Genetic 
merit 
E Genetic 
merit 
§1 §2 §3 ®4 &5 §7 §g 
Genetic materials 
§1 §2 §3 §4 §5 §6 §7 §8 
Genetic materials 
B 
In A, and also in B, the degree of association between the 
genetic merits in E^ and E^, respectively, is -1 and +1. In 
t1 
both cases, (in absolute value) = 1 but (in absolute 
value) is less than unity 
Obviously, in these cases the assumptions that 
E[gj_(gt)i j ], E[gi(gt) '] and E[(gt) . ^ (gt) .., ] = 0 are not 
true. Under this situation. 
above, are not equal. 
ij " ij 
and p , as they are defined 
and Çl 
For this reason, one should be "cautious in using ^  as a 
measure of association without regard for possible errors in 
the assumptions. In most cases where one would ordinarily 
use these methods, the difference between pç and pT is small. Çg and Pi 
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On the other hand, where degree of association is the basis of 
a particular concept, the assumptions involved in ^  must 
certainly be borne in mind. 
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APPENDIX IV 
Referring to the discussion on pages 93 and 94, 
Xf = Ï. 
2(1) j 
j 
Yfj. " SAfj-
Yf . = daughter-average for the fbull in the j ^  herd-year-
t J • 
season, 
= (I + bf + HSJ + (bhs)gj + E e k 
Nf j 
SA^j = stablemate-average for the f1"^1 bull in the j^ herd-
year-season, that is, average production of cows in the j^ 
herd-year-season that are not daughters of the f^ bull. 
= Li + Z Nsjbs + hSj + E Nsj(bhs)sj + EE e^ _ 
E Nsj 
s : NSJ 
s Nsj 
s 
N^j is the number of offspring which the f^ (test) bull 
has in the j1"*1 herd-year-season. 
Yfj. " ^ fj. bf • ENsjbs + <bhs>fj - 2 Nsj(bhs)sj 
2 Nsj 
s 
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N 
" EE e 
sk s jk 
fj E N sj 
From this, 
if = i £ 
Ed) j t 
J 
"fj - SA fj = b r - _1 EE N .b 
2(1) js -£2_£ 
i  E N .  
j c SJ 
1 E (bhs) 
2(1) j 
j 
fj _1 EE N .(bhs) . 
E( 1) js -SJ H 
J 2 Nsj 
iî) S f£j* : s e=jk 
N fj 2 Nsj 
s J 
v(D = v(bf) + y 
si 
1 E f Nsj 
2(1) j EN 
sj, 
"v(b^) + 
Z 
j 2(1)  
j 
Z Z, 
j M 2(l)Nfj 
. V((bhs)g) + ^ ^  
s j 
2 A 
V(e_. ) + 
'fjk' 
N 
_sj_ 2 
2(1)2N . 
j S SJ 
V((bhs) . ) + 
S J 
Z I Zf L _ 1  
S j k <E(1)EN . 1 
- sj 
I j 
V(esjk> 
whence, 
V(I) = 1 + 
2 s \ j EN . (2(1))  
% + 
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1 + 
Z(l) 
U 
( z ( D )  2 j (Z N .)2 
s 5 3 
cr bhs + 
( z ( D )  
j 
E _l + E _ 
j Nfj j SN sj 
As the number of stablemates in each herd-year-season 
increases 
E 
j 
N 
_§J_ 
Z N 
sj. 
, E » "»J 
J CS Ngj)2 
and 1 Y. 
(Z (1)) 
j 
2 j 
become very small. If the test-bull has n daughters "tested" 
in each of k herd-year-seasons, 
ti/TN T_ A 2 A 2 A 2 V(I) approaches ab + crbhs + cre 
k nk 
and r^^ approaches 
A 
OR 
/\2 ^2 ^2 
CTb + crbhs + CTe 
nk 
