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Abstract
In some systems, the connecting probability (and thus the percolation process) between two sites
depends on the geometric distance between them. To understand such process, we propose gravi-
tationally correlated percolation models for link-adding networks on the two-dimensional lattice G
with two strategies Smax and Smin, to add a link li,j to connect site i and site j with mass mi and
mj, respectively; mi and mj are sizes of the clusters which contain site i and site j, respectively.
The probability to add the link li,j is related to the generalized gravity gij ≡ mimj/rdij , where
rij is the geometric distance between i and j, and d is an adjustable decaying exponent. In the
beginning of the simulation, all sites of G are occupied and there is no link. In the simulation
process, two inter-cluster links li,j and lk,n are randomly chosen and the generalized gravities gij
and gkn are computed. In the strategy Smax, the link with larger generalized gravity is added. In
the strategy Smin, the link with smaller generalized gravity is added, which include percolation on
the Erdo˝s-Re´nyi random graph and the Achlioptas process of explosive percolation as the limiting
cases, d → ∞ and d → 0, respectively. Adjustable strategies facilitate or inhibit the network
percolation in a generic view. We calculate percolation thresholds Tc and critical exponents β by
numerical simulations. We also obtain various finite-size scaling functions for the node fractions in
percolating clusters or arrival of saturation length with different intervening strategies.
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I. INTRODUCTION
The study of phase transitions and critical phenomena has attracted much attention
in recent decades [1–5]. The key concepts in such studies include critical point, critical
exponent, universality, scaling, and finite-size scaling function [6–11]. In this paper, we will
address the problem of critical behavior of network percolation.
Network percolation has been playing an important role as a simplified model to under-
stand spreading processes of message, disease, matter and dynamic processes in complex
systems [12–20]. It has been attracting more and more attention from physics and other re-
search communities. With the paradigm of complex networks, nodes representing individuals
and links interactions among them, percolation in networks serves as a bridge connecting
classical model of statistical physics and practical problems in various fields [21]. However,
further application of the theory is somewhat limited since links in networks are often in
the sense of topology, i.e., connecting relations without taking into account the geometric
distance. By contrast, it is necessary to have a geometric controllability in network per-
colation, i.e., to facilitate or inhibit network percolation in link-adding processes based on
the geometric distance, which motivates us to free ourselves from the constraint of purely
topological connection between nodes in previous models. As the consequence, intervening
strategies for this kind of correlated percolation [22–25] lead to new scaling relations and
finite-size scaling.
In some systems, the connecting probability (and thus the percolation process) be-
tween two sites depends on the geometric distance between them. Mobile ad hoc network
(MANET) [26], as an example, is a new wireless communication system for temporal assem-
bly of moving members. The flooding mechanism [26] of its message pervading can be viewed
as a percolation process. A MANET should assign proper transmission range [26–28] for all
nodes to prevent interference among themselves, and to save energy for longer lifetime of the
network since they could not be recharged during motion. Therefore, direct communications
can happen only inside speaking nodes’ transmission circles [28, 29], outside which nodes are
linked in a manner of multi-hop (indirect wireless connections through successive relays).
Here, global connectivity [27] relies on a suitable design of transmission range adapting to
the occupation density of nodes on a two-dimensional (2D) plane. Besides, the traffic flux
and bilateral trade volumes between two cities or countries are found to be proportional to
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the gross economic quantity of each side, and inversely proportional to the distance between
them. Therefore, gravitation models [30, 31] are often used to understand empirical data in
various situations. The spread of the ground traffic congestion could be viewed as another
kind of distance-related percolation in which Manhattan distance (the summation over pro-
jected lengths of geometric distance along two perpendicular directions) plays a key role.
Therefore, Li, et al. [32] pointed out that a power-law distance-decaying link-adding proba-
bility in a 2D lattice could optimize ground traffic under certain constraints on total cost.
Moreover, a disaster gravity mobility model [33] for MANET defines a maximum distance
at which an event affects objects in a gravitational style. That is why pervasive disasters or
rush-hour congestion can cause percolation-like phenomena between objects [34]. In short,
to properly understand percolation in some real networks, we should not ignore linking effect
related to the geometric distance.
In practice, people often need to combine percolation process with strategies to achieve
better results of coevolutionary processes. In the situation of massive disaster, base stations
of mobile communication often suffer from black-out, yielding a large scale of disconnected
population. In order to deliver messages, energy, and matter supplies in disaster relief
efforts to all panicked people as soon as possible, one needs to facilitate percolation in
link-adding networks of vehicles equipped with MANET nodes or other systems. While
in other situations, such as the spread of ground traffic congestion and epidemics [28, 35]
which depend on the geometric distance, one should design effective measures to inhibit
percolation. One possible algorithm for such inhibition is the product rule (PR) proposed
by Achlioptas, et al. [21] and other models suggested afterwards [36–55]. Original PR starts
from a network with isolated nodes as the initial condition. During the evolution process, a
node i is labeled by its mass (or called size) mi which is the number of connected nodes in
the cluster that includes node i. Two topological links are randomly put into the set of the
nodes at every time step, and only the one connecting two nodes i and j with smaller product
of masses (mimj) is retained. This rule postpones the development of the giant component,
and a sharp change of the fraction of the nodes in the largest cluster is observed, which has
been called “explosive percolation”. Instead of investigating the nature of such an unusual
continuous [56–59] or discontinuous [36, 37] phase transition, we are concerned with how
to facilitate or inhibit percolation in a kind of extended scheme in network growth process.
In this paper, we propose several percolation schemes on a 2D plane with link-adding
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rules depending on the geometric distance, which takes the form similar to Newton’s gravity.
Simply by adopting the strategy of either maximum or minimum gravity in successive linking
steps for different cases, one can facilitate or inhibit network percolation in a systematic
way. The observed size of the largest component (cluster), and average connection lengths
of various link types, are revealed to follow scaling relations which were not recognized
in purely topological percolation models. The present scheme gives a generic picture for
percolation processes in real systems which are often inevitably geometrically constrained.
II. MODELS
Suppose N isolated nodes are uniformly scattered on a two-dimensional (2 D) plane with
the edge length L, hence N = L2. For the convenience to calculate distance, the plane is
discretized with a triangular lattice G. Each vertex of the triangles is occupied by a node.
As in product rule (PR) of Achlioptas process [21] , we pick randomly two pairs [(i, j) and
(k, l)] of nodes in the plane at every time step. For the pair (i, j) (and for (k, l) likewise),
we compute the generalized gravity defined by gij ≡ mimj/rdij, where mi and mj are the
number of sites of the clusters which include site i and site j, respectively, rij is the geometric
distance between i and j, and d is an adjustable decaying exponent. Once we have gij and
gkl, we have two choices in selecting which link should be retained. For the case of the
maximum gravity strategy (we call it Smax) we connect the pair with the larger value of the
gravity, e.g., the link (i, j) is made if gij > gkl, and the link (k, l) otherwise. We also use the
minimum gravity strategy (Smin) in which we favor the pair of nodes with smaller gravity
to make connection. The two strategies, Smax and Smin, lead the link-adding networks to
evolve along the opposite percolation processes. Generally speaking, Smax facilitates the
percolation process, whereas Smin inhibits it similar to explosive percolation [21, 36, 56–58].
All such generalized gravity values are calculated inside the circular transmission range with
the radius R centered at one of nodes i and j as the speaking node [28, 29] in a MANET,
for example.
For the different limits of parameters R and d, we have two cases. Case 1: With the
transmission range R→∞, we have a generalized gravitation rule which is an extension [33]
of widely used gravitation model (d = 1) [30, 31] with the decaying exponent d tunable. Case
2: With both adjustable values of radius R and exponent d, we have the gravity rule [30, 31]
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inside the transmission range. It can describe the communication or traffics with constrained
power or resources.
III. SIMULATION RESULTS
All simulations are carried out on the L × L triangular lattice of the size N = L × L
with L = 32, 64, 128 and 256, respectively. We simulate either of strategy Smax or Smin. The
total number of links equating to that of time-steps is divided by N , which is defined as
T . The mass of the largest component divided by N makes up the observable C1, the node
fraction of the largest component. The algorithm in the present model is similar to that of
Ref. [39] including the rule of intra-cluster priority, except distance-decaying exponent d and
transmission radius R used. And similar time-dependent variation of fractions of different
types (I: both inter-clusters; II: one inter-cluster and the other intra-cluster; and III: both
intra-clusters, see Fig. 2 in [39]) of links retained [39, 55] are also observed near the threshold
of percolation. All results presented in this work are obtained from the average over 100
different realizations of network configurations.
For strategy Smax in Case 1, the percolation threshold decreases from the limit Tc = 0.5 for
the Erdo˝s-Re´nyi (ER) random graph [see Fig. 1(a)]. As the exponent d decreases, Tc shifts
downward (e.g.,Tc = 0.37 for d = 0.2 and Tc = 0.36 for d = 0.01). Following the standard
manipulation [60], we obtain a group of decaying - exponent d - dependent percolation
thresholds Tc, and corresponding critical exponents β1 in the probability for a node to be in
the percolating cluster:
C1 ∼ (T − Tc)β1 for T → Tc + . (1)
Numerical results for Smax in Case 1 are listed in Table I. Obviously, Tc and β1 increase with
d. Figure 1(b) shows that for Smin, Tc and the exponent β1 also depends on d.
In addition, another special point T0 attracts our attention. Curves C1(T ) of Fig. 1(a)
for different d cross approximately at a point T0 (> Tc). Let t = (T − T0)/T0, then, C1(T )
can be roughly re-scaled as
C1 ∼ d−ωf(tdǫ) (2)
for different exponents 0.2 < d ≤ 2 (inset of Fig. 1(a), except the situation d = 0.2 with a
dashed green line), where T0 = 0.78, , ω = 0.01, ǫ = 0.20, and f(x) is a universal scaling
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function, which is similar to the super-scaling behavior studied by Watanabe and Hu [61].
With the strategy Smin in Case 1, PR [21] can be resumed by letting d → 0, with the
threshold Tc approaching 0.888 which is the transition point of Achlioptas-type percola-
tion [21]. On the other hand, d → ∞, the gravity values for both candidate links become
indistinguishable and thus any one of the two is selected arbitrarily, which resumes the case
of percolation in growing ER random graph. Fig. 1 (b) illustrates these two limiting cases
and intermediary ones between them with L = 128.
According to the priority rules distinguishing candidate links into three types as shown
in Figure 2 of [39], we calculated the average lengths lI , lII and lIII of type-I, type-II and
type-III links, respectively, as the summations of specific link-lengths over corresponding
numbers of such types of links. The finally saturated average lengths of both type-II and
type-III links are l0 = 131.9 for L = 128 (see Fig.2). Such saturated value is reached for
T ≥ Ts = 1.0.
To find the average length l till time step T with strategy Smax in case 1, we do en-
semble average on geometric lengths of retained links under different exponents (d =
0.2, 0.5, 1.0, 2.0, 3.0 and 5.0 ) for the lattice with the edge length L = 128. Simulation
results for three types of links [39, 55] are shown in Fig. 2. Temporal variations of normal-
ized average lengths of type-III links [39, 55] are re-scaled to collapse very well into a single
curve as shown in Fig. 3. Therefore, we get the following scaling behavior:
l/l0 ∼ d−λF (dτT ) (3)
where l0 = 131.90 (see Fig. 2), λ = −0.001, τ = 0.005 and F (x) is a universal scaling
function.
As seen in Fig.2, averaged lengthes l of both type-II and type-III links grow monotonically
until they get saturated. Actually, they approach the saturated average length l0 = 131.9
(see Fig. 2) in d-dependent paces. Average length l in any growth step (T) for a smaller d
is longer than those with larger d, because strategy Smax favors the former links, and the
links with a larger d starts to be realized later on average than those with smaller d due to
the same reason. Interestingly, d-dependent average lengths for each type of links have their
own universal scaling functions, which are illustrated in Fig. 4 and Fig. 5, respectively. The
scaling behavior for type-II links in case 1 to arrive at saturated average length l0 reads:
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p2 ∼ g((T − 1.0)α2dγ2) (4)
where α2 = −0.35 and γ2 = −0.03, respectively and g(x) is a universal scaling function valid
for 0.2 ≤ d ≤ 5.0. Meanwhile, the scaling behavior for type-III links in case 1 to arrive at
saturated average length l0 reads:
p3 ∼ S((T − 1.0)α3dγ3) (5)
where α3 = −1.0 and γ3 = −0.08, respectively and S(x) is a universal scaling function valid
for 0.2 ≤ d ≤ 5.0.
In addition, the difference of average lengths between type-II and type-III links (lII− lIII)
is exactly coherent with the difference of average fractions between these two types of links
(FII−FIII) at the same T , which is shown in Fig. 6. Therefore, a universal function exists for
(lII−lIII) vs. (FII−FIII) in the simulated range of d (0.2 ≤ d ≤ 5.0). While pure Achlioptas
process [21] does not share the same property (shown in blue line). Obviously, Fig.3 - Fig.6
and corresponding scaling relations (formulas (3), (4), and (5)) can not be accounted as
trivial ones, since they only happen to the present schemes based on the classification in ref.
[39, 55].
Simulations for Case 2 reveal combined effect of transmission range and gravitation.
Following the standard manipulation in Ref. [60], we obtain a group of decaying - exponent
d - dependent percolation thresholds Tc, and corresponding critical exponents β2 in the
probability for a node to be in the percolating cluster, with the same form as formula (1)
but different exponents β2.
C2 ∼ (T − Tc)β2forT → Tc+ (6)
Numerical results for Smin in Case 2 are listed in Table II which shows that Tc and β2 depend
on d.
In addition, another special point T0 attracts our attention. Rough scaling relations with
strategy Smin are obtained for a range of R (3 < R ≤ 8) and distance-decaying exponent d
(0.2 < d < 2.0):
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C2 ∼ (d/d0)−θh[t(d/d0)φ] (7)
for different d, where T0 = 1.0, θ = 0.005, φ = −0.50, d0 = 0.5, and h(x) is an approxi-
mate universal scaling function. For this scaling relation, the validation range of decaying
exponent d and transmission range R need to adapt to each other, since the effect of a weak
decay with a small exponent d would be diminished by a small enough R (e.g., we must have
d > 0.5 for R = 4), and strong enough decay (large d) would ruin the effect of a large R
(e.g., we must have d < 5.0 for R = 8). A modest example for R = 5 is shown in Fig. 7(a)
(The scaling is roughly valid for 0.2 < d < 2.0 ).
Besides, a rough scaling behavior with strategy Smax for different R and d reads:
C2 ∼ R−δH(tρη) (8)
for R > 3, where ρ = (R − R0)/R0, R0 = 2, η = −0.10, δ = −0.005, T0 = 1.0, and H(x)
is an approximate universal scaling function, which is shown in Fig. 7(b) (scaling is only
valid for a small range (4 < R ≤ 8). Here, T0 is another special point where average lengths
of type-II and type-III links arrive at the same level, and fractions of type I and III links
[39, 55] get a balance, meanwhile the fraction of type II links arrives at its summit [62]. Also,
suitable match between parameters d and R is required. Otherwise, this scaling behavior is
invalid, just as the case R = 4 in the inset of Fig. 7(b).
Inhibitory strategy Smin in Case 2 produces the largest threshold on a 2D plane
to the best of our knowledge. Through finite-size transformation we check the criti-
cal point Tc. The scaling behaviors of node fraction C2 and susceptibility χ defined as
χ ≡ [〈C2
2
〉 − 〈C2〉2]/N [40, 63] are
C2 ∼ N−β/νQ
(
(T − Tc)N1/ν
)
, (9)
χ ∼ Nγ/νZ ((T − Tc)N1/ν
)
, (10)
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where 1/ν=0.2, β/ν =0.005, γ/ν =0.995, and Q(x) and Z(x) are universal scaling functions.
Therefore, a scaling law of continuous phase transition
β/ν + γ/ν = 1. (11)
remains valid for two scaling relations for different parameter sets (R, d), which is verified
well although scaling relations (7) is limited within a small range for Smin in Case 2. Similar
scaling law has been obtained by Radicchi et al. [40] for scale-free networks but with different
sets of exponents. Therefore, the present one in Fig. 8 should be concluded into a different
universality class. Numerical evidence of Smin in Case 2 for R = 2, d = 2.0 with L =
32, 64, 128 and 256 are shown as an example in Fig. 8(a) and Fig. 8(b), with the percolation
threshold as large as Tc ≃ 1.5, as an example of Smin in Case 2. Insets of them illustrate the
re-scaled results of C2 and χ (see formulas (9) and (10)), respectively.
IV. DISCUSSION AND CONCLUSIONS
It should be noted that scaling relations illustrated in Fig. 1, Fig. 3, Fig. 4, Fig. 5
and Fig. 7 (formulas (2), (3), (4), (5), (7) and (8)) are not referring to critical points Tc of
pertinent percolation in specific gravitational distance - decaying schemes. Instead, they are
referring to kind of special points T0 which are d governing or (d, R) coordinately controlled,
and worthy of further investigation. Among them formula (1) around T0 for Smax in case 1
is approximately valid. And formula (5) and (6) are valid only for properly matched sets of
R and d. By contrast, Fig. 8 and corresponding scaling relations, i.e. formulas (7), (8) and
(9) referring to order parameter C2 and χ around Tc are quite solid.
The gravitationally correlated lattice percolation models (GCLPMs) introduced in this
paper are new models of long-range correlated percolation [22–25], and they are in different
universality class from the existing correlation percolation model, e.g. the scaling law men-
tioned in [22] is violated and the PR is merged into the bond-occupation schemes. From
this viewpoint we can understand a different saturation effect of Smax for decaying exponent
d ≥ 3.0 in Fig. 1(b) and limited validation ranges of d for all scaling relations relevant to
correlations in Case 2 with strategy Smin.
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Intervening schemes in the present gravitational correlated percolation have predicted
rich scaling relations. With the link-adding network schemes depending on gravitational
distance-decaying strategies Smax or Smin, we designed different ways to facilitate or inhibit
network percolation on the 2D plane from a generic view of continuous phase transition. The
adjustable transition threshold covers the range from 0.36 to 1.5 with the present simulations,
which provides an approach to tuning critical point Tc precisely according to requirement
of different systems. Moreover, the approaches to re-scale time (the number of edges T )
of a growing network with distance information would reveal more critical spatiotemporal
properties of co-evolutionary processes. They could get broader applications than previous
network percolation models constrained in topological sense when parameters d and R are
properly selected for practical problems.
The GCLPMs introduced in this paper can inspire many interesting problems for further
studies. In the present paper, we only simulate the GCLPM on the plane triangular (pt)
lattice and obtain the finite-size scaling function only for the pt lattice. It has been found that
bond and site percolation models on the square (sq), plane triangular (pt), and honeycomb
(hc) lattices can have universal finite-size scaling functions when the aspect ratios of the sq,
pt, and hc lattices are chosen to have the relative sizes 1:
√
3/2:
√
3 [8, 9, 64]. An argument
about why to choose such aspect ratios can be found in the Appendix C of [2]. We can
simulate the GCLPM on the sq, pt and hc lattices whose aspect ratios have the relative
sizes 1:
√
3/2:
√
3 to obtain the universal finite-size scaling functions of the GCLPM on the
sq, pt and hc lattices.
The Ising model and the Potts model are important lattice models [1, 2, 65–68]. It has
been found that the Ising model on the sq, pt and hc lattices whose aspect ratios have the
relative sizes 1:
√
3/2:
√
3 can have universal finite-size scaling functions [11, 69, 70]. It
has been shown that the Ising model and the Potts model are corresponding to the 2-state
and the q-state bond-correlated percolation models (qBCPM) [2, 63, 71], respectively. The
2-state bond correlated percolation model (2BCPM) is a special case of the qBCPM when
q = 2. The random bond percolation model is a special case of the qBCPM when q = 1
[66]. To simulate the qBCPM, Swendsen-Wang has proposed a Swendsen-Wang algorithm
[72], which can overcome the critical slowing down. Hu and Mak had used this algorithm
to simulate the qBCPM on the sq and the simple cubic lattices [73]. Chen, Hu and Mak
had developed a FORTRAN program to simulate the qBCPM on D-dimensional hypercubic
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lattices [74] based on the Swendsen-Wang algorithm [72]. In this paper, we modify the
bond random percolation model to introduce the GCLPM. In the future, we can modify the
qBCPM to include the concepts from the GCLPM. Such a model can be denoted as qBCPM-
GCLPM. We can simulate the qBCPM-GCLPM on the sq, pt and hc lattices whose aspect
ratios have the relative sizes 1:
√
3/2:
√
3 to find the universal finite-size scalings for the
qBCPM-GCLPM. We can also study whether and how the qBCPM-GCLPM can show a
first-order phase transition as parameters of the model, e.g. q and d, are changed.
In summary, the GCLPM introduced in this paper can inspire many interesting problems
for further studies.
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Table I: Critical points Tc and critical exponents β1 of d− dependent percolation probability C1
for a site to be in the percolating cluster with strategy Smax and Case 1
d 0.01 0.1 0.2 0.5 0.8 1.0 1.2 1.5 2.0
Tc 0.356(5) 0.358(3) 0.369(3) 0.408(3) 0.442(7) 0.460(6) 0.474(9) 0.491(0) 0.509(0)
β1 0.894(8) 0.943(7) 0.971(1) 0.984(9) 1.01(1) 0.990(3) 1.00(6) 1.02(7) 1.02(6)
Table II: Critical points Tc and critical exponents β2 d- dependent percolation probability C2 for
a site to be in the percolating cluster with strategy Smin and Case 2, R = 5.
d 0.2 0.5 0.8 1.0 1.2 1.5 2.0
Tc 0.874(8) 0.863(7) 0.846(6) 0.831(7) 0.816(8) 0.792(0) 0.742(6)
β2 1.18(2) 1.34(4) 1.28(0) 1.31(9) 1.26(0) 1.25(0) 1.26(1)
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Figure 1: (color online) Node fraction C1(T ) of the largest component in Case 1 (R → ∞). (a)
For strategy Smax. Inset: Re-scaled C1d
ω as a function of tdǫ with T0 = 0.78 and t = (T − T0)/T0.
(b) C1(T ) for strategy Smin. Inset: Tc vs. d. For both (a) and (b) cases, L = 128.
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Figure 2: (color online) The average lengths l with strategy Smax versus time steps T in Case 1
(R → ∞) for different exponents d = 0.2, 0.5, 1.0, and 2.0. In all cases, L = 128. The finally
saturated average lengths of both type-II and type-III links are l0 = 131.9.
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Figure 3: (color online) Rescaling normalized average lengths dλ(l/l0) as a function of Td
τ for
type-III links with l0 = 131.9 (see Fig.2), λ = −0.001, and τ = 0.005. For all cases, L = 128.
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Figure 4: (color online) The probability for type-II links to arrive at saturated average length l0 is
represented with universal function P2 which is obtained by rescaling normalized lII of them (see
Fig.2) with d = 0.2, 0.5, 1.0, 2.0, 3.0 and 5.0, respectively. L = 128.
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Figure 5: (color online) The probability for type-III links to arrive at saturated average length l0
is represented with universal function P3 which is obtained by rescaling normalized lIII of them
(see Fig.2) with d = 0.2, 0.5, 1.0, 2.0 and 3.0, respectively. L = 128.
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Figure 6: (color online) The differences of average lengths between type-II and type-III links versus
that of average fractions between these two types of links with d = 0.2, 0.5, 1.0, 2.0, 3.0 and 5.0 at
the same T , respectively. L = 128.
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Figure 7: (color online) Node fraction C2(T ) of the largest component in Case 2. (R < ∞ and
d > 0). (a)Smin with R = 5. Inset: Re-scaled C2(T ) with T0 = 1.0. (b)Smax with d = 2.0. Inset:
Re-scaled C2(T ) with R0 = 2. L = 128 for all cases.
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Figure 8: (color online)(a) C2(T ) for Smin and (Inset) its finite-size scaling. (b) χ(T ) for Smin and
(Inset) its finite-size scaling. With L = 32, 64, 128 and 256; R = 2, d = 2.0 for both panels.
26
