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領域」(ZPD; Zone of Proximal Development) の考
え方を導入した．最近接発達領域の考え方に従って，
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and Miyazawa [9], [10] は，課題解決におけるヒント
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を与えた後の学習者の反応についての項目反応理論































































































⎩1: 学習者が課題 iに正答0: 上記以外
また，能力値 θj の学習者 j が課題 i に正答する確率
を次式で表す．
p(ui = 1 | θj) = 1
1 + exp (−1.7ai(θj − bi)) (1)
ここで，ai は課題 iの識別力パラメータ，bi は課題 i




































テムでは，各課題 i に対して K − 1 個の段階的ヒン
ト {k}, (k = 1, · · · ,K − 1) が用意されている．初め
はヒントを表示しない状態で学習者 j に課題 iを提示
する．学習者が課題 iに誤答した場合はヒント k = 1










k : ヒント k を与えられたときに正答
K : 全てのヒントを提示しても誤答
0: ヒントなしで正答



















モデルを IRT (Item Response Theory)と略記する．
本章ではダイナミックアセスメントのための IRTモ
デルについて説明する．IRTモデルでは学習者 j が課




ijk−1 − P ∗ijk (2)
P ∗ijk =
1
1 + exp(−ai(θj − bik)) (3)
ただし，P ∗ij0 = 1，P
∗
ijK = 0である．ここで，aiは課
題 iの識別力を表すパラメータ，bikは課題 iでヒント k
が提示されたときの難易度を表すヒントパラメータ，θj
は学習者 j の能力値パラメータを表す．ただし，bj1 >
· · · > bjk > · · · > bjK−1 である．図 2 に，K = 5，
ai = 1.0, bi1 = 3.0, bi2 = 1.0, bi3 = −1.0, bi4 = −3.0
とした 4つのヒントを有する課題に対する項目反応関
数の例を示す．図 2 は，横軸は学習者の能力を示し，
縦軸は k番目のヒントが提示されたときに学習者 j が
課題 iに正答する確率 Pijk を示す．図 2より，ヒント





Fig. 2 Graded response model for hints.

































従来では固定されていた学習者 jの能力値 θj を時系列
で変化させ，ある時点 tの能力値 θjt が一つ前の時点










図 3 従来の IRT モデル
Fig. 3 Conventional IRT model.
図 4 隠れマルコフ IRT モデル
Fig. 4 Hidden Markov IRT model.
過程 (課題)が進むごとに，学習者の能力値 θjt が直前
の θjt−1 に依存して確率的に変化していくモデルであ
















学習過程における {t}, (0, · · · , I − L)は，
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
t = 0 : i = 1, · · · , Lのとき
t = 1 : i = 2, · · · , L + 1のとき
...
...









提案モデルでは時点 tにおいて学習者 j が課題 iに
ヒント k で正答する確率 Pijtk を次式で表す．
Pijtk = P
∗
ijtk − P ∗ijtk−1 (5)
P ∗ijtk =
1
(1 + exp (−ai(θjt − bik)) (6)
ai は課題 i の識別力パラメータ，bik は課題 i でヒン
ト kが提示されたときの難易度を表すヒントパラメー
タ，θjt は時点 t での学習者 j の能力パラメータを表
す．ただし，
θjt ∼ N(θjt−1, δ) (7)
θj0 ∼ N(0, 1) (8)
ここで，N(μ, σ)は平均 μ，標準偏差 σ の正規分布を
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（ 2） Lが小さく δ が大きい
直前の学習過程にのみ影響され，能力値の変動幅が大
きいため，θjt の急激な変動が起こるモデル．
（ 3） Lと δ が共に大きい
それまでの学習過程に強く影響を受け，θjt が大きく
変動するモデル．























{θ10, · · · , θJI−L}, a = {a1, · · · , aI}, b = {b11, · · · ,
bIK−1}，θjtと aiの事前分布をそれぞれ g(θjt)，g(ai)




p(θ,a, b | X)



































log ai ∼ N(0.0, 0.2)
θj0 ∼ N(0.0, 1.0)
θjt ∼ N(θjt−1, δ)
bi ∼ MN(μ,Σ)
μ = {−2.0,−1.0, 0.0, 1.0, 2.0}
Σ = diag[0.16, 0.16, · · · , 0.16]
（ 2） θj = {θj0, · · · , θjI−L} を現在のパラメータ
値 θj ′ に依存する提案分布 q(θj | θj ′)に従ってサンプ
リングし，以下の採択率に基づいて採択する．
α(θj | θj ′)
= min
(
L(Xj | θj ,a′, b′)∏I−Lt=0 g(θjt)








提案分布には N(θj ′, σ1I−L) を用いる．ここで，1n
は n×nの単位行列を表す．本研究では，σ = 0.01と
Algorithm 1 MCMC algorithm
Given maximun chain length S,burn-in B,interbal E
Initialize MCMC sample A ← φ
Initialize θ0,a0,b0
1: for s = 1 to S do
2: for j ∈ {1 · · · J} do
3: Sample θsj ∼ N(θs−1j , σ1I−L)
4: Accept θsj with the probability α(θ
s
j | θs−1j )
5: end for
6: for i ∈ {1 · · · I} do
7: Sample asi ∼ N(as−1i , σ1)
8: Accept asi with the probability α(a
s
i | as−1i )
9: Sample bsi ∼ N(bs−1i , σ1K−1)
10: Accept bsi with the probability α(b
s
i | bs−1i )
11: end for
12: if s ≥ B and s%E = 0 then then
13: A ← (θs, as, bs)
14: end if
15: end for




Table 1 Number of hints and percentage correct for
each task without hints.
課題 1 2 3 4 5 6
ヒント数 8 8 8 9 10 11
正答割合 (%) 60.0 66.7 65.3 46.7 50.6 46.7
課題 7 8 9 10 11 12
ヒント数 9 8 13 12 12 13
正答割合 (%) 54.7 54.7 50.6 53.7 48.0 80.0
課題 13 14 15 16 17 18
ヒント数 7 10 11 6 9 8
正答割合 (%) 81.3 86.7 49.3 94.7 80.0 49.3
する．










7. 評 価 実 験


















ていく．課題 i のヒント数が K のとき，学習者 j が
ヒントなしで正答した場合には学習者 j の学習データ
を xji = 0とし，ヒント k が提示された後に正答した
場合は xji = k，最後のヒントが提示されても誤答し














（ 1） Lと δ を所与として，提案モデルの識別力パ
ラメータとヒントパラメータをMCMCアルゴリズム
で推定する．
（ 2） 提案モデルを用いて，学習者 j が課題 i ∈
{2, · · · , 18} においてヒント k ∈ {0, 1, · · · ,K} で正
答する確率 Pijtk を求め，Pijtk が最大となるヒント k
を予測利用ヒント数 xˆji とする．




課題 i − 1 以前のデータ x(i−1)j = {xj1, · · · , xj,i−1}
を用いて以下の EAP推定法で求める．











（ a） i− 1 ≤ Lのとき
θj0 ∼ N(0.0, 1.0) (13)
L(x
(i−1)







（ b） i− 1 > Lのとき
θjt ∼ N(θjt−1, δ) (15)
L(x
(i−1)
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表 2 予測利用ヒント数の予測精度
Table 2 Prediction accuracies of the predictive number of hints.
ウィンドウサイズ L
delta 1 2 3 4 5 6 7 8 9
0.1 52.1% 63.4% 65.6% 65.1% 64.3% 64.0% 63.4% 63.2% 63.3%
0.2 54.6% 64.2% 65.4% 64.7% 64.2% 63.9% 63.3% 62.8% 62.8%
0.3 54.7% 63.1% 65.3% 64.4% 63.5% 63.5% 63.0% 63.1% 62.8%
0.4 57.1% 63.1% 65.0% 64.3% 63.3% 63.7% 63.0% 62.8% 62.8%
0.5 55.6% 64.0% 65.0% 64.2% 63.2% 63.1% 63.0% 62.3% 62.2%
delta 10 11 12 13 14 15 16 17 18 (従来の IRT)
0.1 62.9% 62.3% 62.3% 62.0% 61.9% 61.2% 61.3% 60.8% 60.95%
0.2 62.5% 61.9% 62.3% 61.8% 61.7% 61.0% 61.1% 61.2% 60.95%
0.3 62.4% 62.1% 61.9% 61.8% 61.5% 61.0% 61.0% 60.7% 60.95%
0.4 62.2% 61.7% 61.9% 61.8% 61.1% 61.3% 61.1% 60.8% 60.95%
0.5 62.3% 61.9% 61.8% 61.8% 61.4% 61.2% 61.0% 60.6% 60.95%
表 3 課題ごとの予測利用ヒント数の予測精度
Table 3 Prediction accuracies of the predictive number of hints for each task.
課題 2 課題 3 課題 4 課題 5 課題 6 課題 7 課題 8 課題 9 課題 10
提案モデル (L = 3, δ = 0.1) 52.7% 63.9% 46.9% 50.9% 68.8% 55.7% 62.7% 48.3% 57.2%
従来の IRT モデル 34.2% 60.3% 46.3% 45.4% 64.8% 52.8% 52.7% 46.7% 56.0%
DA 38.7% 30.7% 9.3% 1.3% 1.3% 8.0% 8.0% 0.0% 0.0%
課題 11 課題 12 課題 13 課題 14 課題 15 課題 16 課題 17 課題 18 平均
提案モデル (L = 3, δ = 0.1) 49.3% 79.7% 83.5% 87.6% 50.5% 96.0% 91.6% 69.2% 65.6%
従来の IRT モデル 40.2% 67.0% 83.0% 87.6% 49.7% 85.3% 90.7% 69.0% 60.3%
DA 0.0% 0.0% 1.3% 0.0% 0.0% 0.0% 2.7% 1.3% 5.7%
実際には，式中の積分は −2.5 < θjt < 2.5 での 100
点の区分求積法を用いて近似値を求める．
（ 3） 学習者 j の課題 iにおける実際のヒント利用








ここで，ψ(xˆji, xji)は xˆji と xji が一致するときに 1，
そうでないときに 0をとる関数とする．









表 2に L ∈ {1, 2, · · · , 17}と δ ∈ {0.1, 0.2, 0.3, 0.5}
における予測精度 cを示す．ここで，ウィンドウサイ
ズ L = 18 (全課題数) の提案モデルは，従来の IRT
モデルと一致することに注意されたい．本実験では，
δ > 0.5 の結果を示していないが，δ が 0.5 より大き
い場合は，全てのケースにおいて δ = 0.5より精度が
低下することを確認している．
表 2より，予測精度 cが最大となるのは，ウィンド




本節では，最適なLと δを用いた提案モデル (L = 3,



















表 4 課題の識別力パラメータ ai とヒントパラメータ bik
Table 4 Estimated characteristic parameters of hints.
従来の IRT モデル
課題 i ai bi0 bi1 bi2 bi3 bi4 bi5 bi6 bi7 bi8 bi9 bi10 bi11 bi12 bi13
1 1.20 1.83 1.10 0.58 0.37 −0.12 −0.45 −0.95 −1.36 −2.46
2 1.06 2.02 1.46 0.71 0.37 0.06 −0.56 −1.28 −1.51 −2.21
3 1.18 1.68 1.02 0.45 0.31 0.14 −0.38 −1.00 −1.22 −2.24
4 0.97 2.25 1.34 0.68 0.49 0.16 −0.22 −0.69 −1.13 −1.34 −2.10
5 1.03 2.08 1.39 1.10 0.76 0.47 −0.07 −0.18 −0.52 −1.01 −1.51 −2.30
6 1.31 1.69 1.06 0.83 0.56 0.34 0.04 −0.15 −0.54 −0.80 −1.00 −1.82 −2.16
7 1.00 1.86 1.49 0.96 0.63 0.54 −0.24 −0.57 −1.25 −1.66 −2.23
8 1.13 1.75 0.93 0.64 0.39 0.08 −0.24 −0.60 −1.60 −2.38
9 1.16 2.16 1.40 1.09 0.90 0.66 0.37 0.28 −0.01 −0.43 −0.93 −1.11 −1.47 −1.72 −2.31
10 0.91 1.79 1.30 1.14 0.83 0.58 0.46 0.07 −0.18 −0.30 −0.74 −1.27 −1.79 −2.29
11 0.84 2.14 1.65 1.06 0.81 0.52 0.30 0.19 −0.03 −0.24 −1.02 −1.40 −1.71 −2.22
12 1.40 1.42 0.92 0.84 0.74 0.60 0.31 0.12 −0.27 −0.47 −0.69 −0.88 −1.63 −1.89 −2.26
13 1.36 1.18 0.72 0.48 0.14 −0.29 −0.81 −1.46 −1.93
14 1.57 1.06 0.74 0.56 0.42 0.23 −0.03 −0.26 −0.74 −1.29 −1.56 −2.14
15 1.19 2.09 0.87 0.73 1.02 0.55 0.54 0.12 −0.22 −0.47 −0.89 −1.50 −2.29
16 1.51 0.71 0.44 0.24 −0.09 −0.84 −1.45 −2.07 0.00
17 1.49 0.94 0.76 0.60 0.34 0.14 −0.34 −0.62 −0.96 −1.65 −2.20
18 0.99 1.50 1.14 0.79 0.35 −0.18 −0.33 −0.79 −1.26 −2.49
提案モデル (L = 3, δ = 0.1)
課題 i ai bi0 bi1 bi2 bi3 bi4 bi5 bi6 bi7 bi8 bi9 bi10 bi11 bi12 bi13
1 1.14 1.14 0.58 0.21 0.05 −0.33 −0.58 −1.04 −1.39 −2.47
2 1.29 0.97 0.56 −0.02 −0.25 −0.46 −0.93 −1.52 −1.65 −2.31
3 1.73 0.45 −0.04 −0.44 −0.46 −0.50 −0.85 −1.30 −1.36 −2.56
4 1.26 1.13 0.41 −0.08 −0.17 −0.38 −0.64 −1.00 −1.28 −1.37 −1.90
5 1.31 1.00 0.50 0.32 0.11 −0.06 −0.43 −0.47 −0.71 −1.08 −1.55 −2.35
6 1.84 0.46 0.01 −0.12 −0.29 −0.42 −0.57 −0.61 −0.85 −0.92 −1.00 −1.89 −2.06
7 1.28 0.80 0.57 0.17 −0.05 −0.08 −0.70 −0.93 −1.52 −1.82 −2.25
8 1.47 0.57 −0.05 −0.21 −0.31 −0.45 −0.60 −0.76 −1.65 −2.39
9 1.50 1.01 0.44 0.22 0.10 −0.05 −0.23 −0.26 −0.45 −0.79 −1.26 −1.33 −1.66 −1.76 −2.33
10 1.16 0.76 0.43 0.35 0.18 0.06 0.02 −0.20 −0.36 −0.39 −0.74 −1.26 −1.78 −2.31
11 1.00 1.24 0.86 0.38 0.22 0.03 −0.09 −0.12 −0.26 −0.40 −1.19 −1.51 −1.74 −2.24
12 2.11 0.22 −0.16 −0.18 −0.21 −0.24 −0.39 −0.43 −0.65 −0.72 −0.79 −0.87 −1.74 −1.88 −2.07
13 2.12 0.03 −0.30 −0.41 −0.57 −0.77 −1.08 −1.54 −1.69
14 2.78 −0.06 −0.28 −0.38 −0.42 −0.47 −0.53 −0.59 −0.88 −1.29 −1.45 −1.96
15 1.60 1.02 0.39 0.13 0.30 0.09 −0.15 −0.45 −0.66 −0.77 −1.07 −1.57 −2.23
16 2.59 −0.43 −0.65 −0.71 −0.80 −1.31 −1.52 −1.75
17 2.22 −0.06 −0.18 −0.27 −0.40 −0.48 −0.79 −0.94 −1.16 −1.87 −2.31
18 1.01 0.96 0.69 0.43 0.09 −0.32 −0.46 −0.87 −1.31 −2.52
は従来の IRTモデルよりヒントパラメータ bik が低く
推定される傾向がある．この理由について，次節で能
力推定値の差から分析する．






ここでは，従来の IRTモデルと δ = 0.1に固定した
場合の提案モデル (L = 15, L = 10, L = 6, L = 3)を
用いて，各課題 (i = {1, · · · , 18}) における各学習者
の能力推定値を式 (12)で求め，課題ごとに能力推定値
の平均を算出した．結果を図 5に示す．図 5から，従










7.3では提案モデル (L = 3, δ = 0.1)が従来の IRT
モデルより正確に学習者のパフォーマンスを予測する
87
電子情報通信学会論文誌 2019/2 Vol. J102–D No. 2
表 5 予測利用ヒント数の過大予測率と過少予測率
Table 5 Over estimation rates and under estimation rates of the predictive num-
ber of hints.
課題 2 課題 3 課題 4 課題 5 課題 6 課題 7 課題 8 課題 9 課題 10
提案モデル extra 4.1% 6.5% 9.1% 2.7% 2.9% 3.2% 2.9% 6.3% 2.9%
missing 43.2% 29.6% 44.0% 46.4% 28.3% 41.1% 34.4% 45.5% 39.9%
従来の IRT モデル extra 29.3% 15.1% 8.7% 13.7% 14.1% 8.3% 18.3% 15.5% 7.5%
missing 30.1% 25.1% 45.9% 41.3% 19.7% 39.3% 29.2% 37.6% 37.9%
課題 11 課題 12 課題 13 課題 14 課題 15 課題 16 課題 17 課題 18 平均
提案モデル extra 3.5% 2.9% 0.1% 0.5% 4.8% 1.1% 1.9% 3.1% 3.4%
missing 47.2% 17.3% 16.4% 11.9% 44.7% 2.9% 6.5% 27.7% 31.0%
従来の IRT モデル extra 21.9% 20.7% 3.3% 4.0% 3.5% 12.9% 2.7% 0.4% 11.7%
missing 37.9% 11.9% 13.7% 8.4% 46.8% 2.1% 6.7% 30.5% 27.3%
図 5 学習者の能力値の推移
Fig. 5 Transition of learners’ average estimated abil-
ities.





















に推定する傾向がある提案モデル (L = 3, δ = 0.1)で
は，従来の IRTに比べて高い学習効率が期待できる．
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以下の課題コード実行時の，変数 a, b, c, dの最終的
な値を答えよ
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1 public class variable{
2 public static void main{
3 int a = 2;
4 int b = 5;
5 int c = 1;
6 int d = 1;
7 a ++;
8 b -= 1;
9 c += a;









ヒント 2：課題コード 1行目から 6行目まで変数 a, b,
c, dの値を表示
ヒント 3：課題コード 1行目から 7行目までの計算方
法を表示
ヒント 4：課題コード 1行目から 8行目までの計算方
法を表示
ヒント 5：課題コード 1行目から 9行目までの計算方
法を表示
ヒント 6：課題コード 1 行目から 10 行目までの計算
方法を表示
ヒント 7：課題コード 1行目から 8行目まで変数 a, b,
c, dの値を表示
ヒント 8：課題コード 1行目から 10行目まで変数 a,
b, c, dの値を表示
条件分岐 whileループ
以下の課題コード実行時の，変数 a, b, c, dの最終的
な値を答えよ
1 public class IfWhile{
2 public static void main{
3 int a = 1;
4 int b = 8;
5 int c = 1;
6 int d = 3;
7 While(a<3){













ヒント 2：課題コード 1行目から 7行目まで変数 a, b,
c, dの値を表示
ヒント 3：課題コード 1 行目から while(a < 3) ルー
プ 1週目の 9行目まで変数 a, b, c, dの値を表示
ヒント 4：課題コード 1 行目から while(a < 3) ルー
プ 2週目の 7行目まで変数 a, b, c, dの値を表示
ヒント 5：課題コード 1 行目から while(a < 3) ルー
プ 2週目の 9行目まで変数 a, b, c, dの値を表示
ヒント 6：課題コード 1 行目から while(a < 3) ルー
プ 3週目の 7行目まで変数 a, b, c, dの値を表示
ヒント 7：課題コード 1行目から 11行目まで変数 a,
b, c, dの値を表示
ヒント 8：課題コード 1 行目から while(b > 6) ルー
プ 1週目の 13行目まで変数 a, b, c, dの値を表示
ヒント 9：課題コード 1 行目から while(b > 6) ルー
プ 2週目の 11行目まで変数 a, b, c, dの値を表示
ヒント 10：課題コード 1行目から while(b > 6)ルー
プ 2週目の 13行目まで変数 a, b, c, dの値を表示
forループ
以下の課題コード実行時の，変数 a, b, c, dの最終的
な値を答えよ
1 public class ForRoop{
2 public static void main{
















ヒント 2：課題コード 1行目から 5行目まで変数 a, b,
c, dの値を表示
ヒント 3：課題コード 1行目から forループ 1週目の
7行目まで変数 a, b, c, dの値を表示
ヒント 4：課題コード 1行目から forループ 1週目の
11行目まで変数 a, b, c, dの値を表示
ヒント 5：課題コード 1行目から forループ 2週目の
5行目まで変数 a, b, c, dの値を表示
ヒント 6：課題コード 1行目から forループ 2週目の
7行目まで変数 a, b, c, dの値を表示
ヒント 7：課題コード 1行目から forループ 2週目の
11行目まで変数 a, b, c, dの値を表示
ヒント 7：課題コード 1行目から forループ 3週目の
5行目まで変数 a, b, c, dの値を表示
ヒント 8：課題コード 1行目から forループ 3週目の
7行目まで変数 a, b, c, dの値を表示
ヒント 9：課題コード 1行目から forループ 3週目の
11行目まで変数 a, b, c, dの値を表示
ヒント 10：課題コード 1行目から for ループ 4週目
の 5行目まで変数 a, b, c, dの値を表示
ヒント 11：課題コード 1行目から for ループ 4週目
の 7行目まで変数 a, b, c, dの値を表示
ヒント 12：課題コード 1行目から for ループ 4週目
の 8行目まで変数 a, b, c, dの値を表示
配列
以下の課題コード実行時の，変数 a, b, c, dの最終的
な値を答えよ
1 public class Array{
2 public static void main{
3 int[]a = {3,5,7};
4 for(int i=0;i<=2;i++){
5 if(a[i]>5){
6 a[i] = 2;
7 }else if(a[i]<4) {
8 a[i] = 0;
9 }else{
10 a[i] = 1;
11 }
12 }
13 System.out.printIn(a[0]); //a[0] = 0
14 System.out.printIn(a[1]); //a[1] = 1





ヒント 2：課題コード 1行目から 4行目まで変数 a, b,
c, dの値を表示
ヒント 3：課題コード 1行目から 7行目まで変数 a, b,
c, dの値を表示
ヒント 4：課題コード 1行目から 9行目まで変数 a, b,
c, dの値を表示
ヒント 5：課題コード 1行目から 12行目まで変数 a,
b, c, dの値を表示
ヒント 6：課題コード 1行目から forループ 2週目の
5行目まで変数 a, b, c, dの値を表示
ヒント 7：課題コード 1行目から forループ 2週目の
7行目まで変数 a, b, c, dの値を表示
ヒント 8：課題コード 1行目から forループ 2週目の
9行目まで変数 a, b, c, dの値を表示
ヒント 9：課題コード 1行目から forループ 2週目の
12行目まで変数 a, b, c, dの値を表示
ヒント 10：課題コード 1行目から for ループ 3週目
の 5行目まで変数 a, b, c, dの値を表示
ヒント 11：課題コード 1行目から for ループ 2週目
の 7行目まで変数 a, b, c, dの値を表示
ヒント 12：課題コード 1行目から for ループ 2週目
の 11行目まで変数 a, b, c, dの値を表示
ヒント 13：課題コード 1行目から for ループ 2週目
の 12行目まで変数 a, b, c, dの値を表示
関数・メソッド呼び出し
以下の課題コード実行時の，変数 a, b, c, dの最終的
な値を答えよ
1 public class variable{
2 static int a = 10;
3 static int b = 20;
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4 static int c = 30;
5
6 public static void main(String[] args){
7 int m;
8 m = average();
9 System.out.printIn( m );
10 }
11 public static void average(){
12 int d;






ヒント 2：課題コード 1行目から 8行目まで変数 a, b,
c, dの値を表示
ヒント 3：課題コード 1 行目から 11 行目までの操作
の説明を表示
ヒント 4：課題コード 1 行目から 11 行目までの操作
の説明を追加
ヒント 5：課題コード 1 行目から 13 行目までの操作
の説明を表示
ヒント 6：課題コード 1行目から 8行目まで変数 a, b,
c, dの値を表示
ヒント 7：課題コード 1行目から 14行目まで変数 a,
b, c, dの値を表示
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