A double saddlepoint approximation is proposed for the number of contingency tables with counts satisfying certain linear constraints. Computation of the approximation involves fitting a generalized linear model for geometric responses which can be accomplished almost instantaneously using the iterated weighted least squares algorithm. The approximation is far superior to other analytical approximations that have been proposed, and is shown to be highly accurate in a range of examples, including some for which analytical approximations were previously unavailable. A similar approximation is proposed for tables consisting of only zeros and ones based on a logistic regression model. A higher-order adjustment to the basic double saddlepoint further improves the accuracy of the approximation in almost all cases.
Introduction
Let {y ij } denote the counts in an r × c contingency table. How many tables are there with the same row and column margins? Gail & Mantel (1977) proposed the following approximation obtained via an application of the central limit theorem.
Let (Y i1 , . . . , Y ic ) denote a random vector that assigns equal probability to every ordered set of c non-negative integers summing to y i· , independently for i = 1, . . . , r. Then 
The Gail and Mantel approximation to the number of tables with the same row and column margins as {y ij } is then N × p.
As an example, Gail and Mantel consider the 4 × 3 table with row and column margins {20, 10, 5, 5} and {11, 10, 19} respectively. Then the approximation gives 21,469 tables, which is in good agreement with the exact number, 22,245. However, the approximation is not symmetric in the rows and columns. If the approximation is applied to the transpose of the contingency table the approximation to the number of tables is 11,933, which is far from the correct answer. To be fair, the approximation can be expected to work well when the number of rows (or columns) being averaged over is large relative to the number of columns (or rows), and so it is not surprising that the approximation based on averaging over rows is better in this instance. As another example, consider the 5 × 5 table of pathologists ratings from Holmquist et al. (1967) (see also Agresti, 1990, p.368) . In this case the row and column margins are {26, 26, 38, 22, 6}, and {27, 12, 69, 7, 3}, respectively. The normal approximation gives 12.5 billion tables, and 261 billion after transposing the rows and columns. The correct answer in this case is 193,316,293,000, which was computed using exact algebraic methods.
An alternative analytical approximation for the number of two-way contingency tables with fixed margins is given in Diaconis & Efron (1985) . However, this approximation can also be quite inaccurate. Holmes & Jones (1996) give an example of a 5 × 4 table with Holmes & Jones (1996) the approximations are respectively 3.303 × 10 16 and 3.428 × 10 16 . However, in almost all cases the approximation is improved by using an easily computed higher-order correction to the double saddlepoint.
An outline of the paper is as follows. In Section 2 we discuss the formula- and ones based on a logistic GLM probabilistic formulation is presented in Section 6. Exact algebraic and importance sampling methods for table counting are discussed briefly in Section 7. The paper concludes in Section 8 with some discussion.
GLM Formulation
Let Y be a geometric random variable with success probability, π. Then, µ = E(Y ) = (1 − π)/π, and for y = 0, 1, . . ., 
, for all non-negative count vectors, (y 1 , . . . , y c ), summing to y · . Now, let {Y ij } be a table of counts whose entries are independent geometric random variables with canonical parameters, {θ ij }. Consider the generalized linear model, 
Double-Saddlepoint Approximation
The double-saddlepoint approximation provides an accurate alternative to the normal approximation which can be formulated in terms of the GLM described in the previous section. In general, for a exponential family model (or a GLM with canonical link), the probability density of the sufficient statistic vector, S, can be approximated by the formulâ
wherel is the maximized loglikelihood, andÎ is the observed information matrix. This formula is originally due to Daniels (1954), although he didn't express it in likelihood notation. In our case we want to approximate a conditional probability for the column margins, s 2 , given the row margins, s 1 , where s = (s 1 , s 2 ). This is accomplished by taking a ratio of two saddlepoint approximations of the form (3),
wherel 1 is the constrained maximum of the loglikelihood, when the column effects parameters in (2) are all zero.
For the pathologists' ratings data, application of (4) Adding higher order terms to the saddlepoint approximation improves its accuracy, at least asymptotically. We now consider two ways of correcting (3), both discussed in Butler (2007) . The first is an additive correction,
and the second is its exponential counterpart suggested by McCullagh (1987,
The correction term, O, is given by the formula (Butler, 2007, Section 3.2 .2)
In the case of the double-saddlepoint approximation using the correction in the numerator and denominator leads tõ
respectively. The estimated number of the tables is theñ
for i = 1, 2, where we assume that N (s 1 ), the exact number of the tables with a fixed s 1 , is known.
Naive computation of the summations in (6) and (7), that are required for the correction terms, respectively involves O(p 4 ) and O(p 6 ) operations, a potentially time consuming task if p is large. However, the vast majority of the terms in these sums are zero. It is shown in the Appendix that this sparseness can be exploited, resulting in computational times that are almost instantaneous.
Multi-way Tables and Additional Constraints
It is clear, in principle, that the double saddlepoint approximation extends to multi-way tables, since the number of tables with one margin fixed is also known in this case. In addition, it is often the case that the independence assumption for a two-way (or multi-way) contingency table is unreasonable.
In such cases one can attempt to describe the dependence in a parsimonious way by placing restrictions on interaction terms.
The most general setting is as follows. Consider the set Γ consisting of all non-negative integer vectors, y, satisfying a set of linear constraints,
We assume, without loss of generality that X is full column rank. For example, if y consists of the counts from an r × c table with fixed margins, then d = rc and f = r +c−1. Suppose X = (X 1 , X 2 ) is a partition of the columns of X, and let (s 1 , s 2 ) = (X T 1 y, X T 2 y) be the corresponding partition of s. Suppose that the cardinality of the set Γ 1 := y ∈ Z d : X T 1 y = s 1 , y ≥ 0 is known. Then the double saddlepoint approximation described in the previous section, and its corrected version (10), can be used to approximate the cardinality of Γ.
The most general loglinear association model for an r × c contingency table has a canonical linear predictor of the form Table 1 : Some common loglinear association models for three-way tables (see Agresti, 1990, p.144) . Model 1 implies the factors, R, C, and Z, are mutually independent; Model 2 implies Z is jointly independent of R and C; Model 3 implies R and Z are conditionally independent given C; and Model 4 implies a homogeneous pattern of conditional association between R and C across all levels of Z.
Examples
To approximate the number of r × c tables with fixed marginal totals and additional constraints we can apply the formula (4) with s equal to the full vector of sufficient statistics and s 1 equal to the sub-vector of row (or column) marginal totals. This results in an approximation to the conditional probability that the column marginal totals and the additional sufficient statistic take their observed values conditional on the row margins. This, in turn, can be multiplied by the known number of tables with the same row margins to get an approximation to the number of tables meeting all sufficiency constraints. The same approach can be applied in multi-way tables with s 1 equal to any one of the table margins. Tables 2, 3 and 4 summarize the accuracy of the double saddlepoint approximation, and the additive and exponential corrections, for approximating the numbers of contingency tables with different linear constraints on the counts. Table 2 concerns 5 × 5 tables constrained to have the same sufficient statistics as the pathologists' ratings data assuming I, UA, QI and D loglinear association models. Table 3 gives the analogous results for 4 × 4 tables using the sexual fun data reported in Hout et al. (1987) (see also Agresti, 1990, p.32) . Table 4 gives results for 2 × 2 × 8 tables with sufficiency constraints equal to those from a smoking and lung cancer study in eight Chinese cities (Agresti, 1996, p.60 ).
The value tabulated for each approximation is its accuracy, defined as (signed) percentage relative error
where N is the exact number of the tables satisfying the relevant set of constraints. In every case the exponentially corrected approximation is the most accurate, and in many cases the improvement over the uncorrected double saddlepoint is substantial. Also, the exponentially corrected approximation does not appear to be affected much by which margin is conditioned upon.
In general the accuracy of the approximation decreases with the dimension of the statistic, s, relative to the number of cells in the table. This is to be expected because, the larger the dimension of s, the fewer counts being summed over. In Table 4 , the dimension of the statistic s is equal to the number of parameters in each association model. The least accurate approximation was for the homogeneous association model, (RC,RZ,CZ), which, for a 2 × 2 × 8 Table 2 : Percentage relative errors of the double saddlepoint approximation, and higher-order corrections, for the numbers of 5 × 5 tables meeting the same set of linear constraints as the pathologists' ratings data from Agresti (1990, p.368 Table 4 : Percentage relative errors of the double saddlepoint approximation, and higher order corrections, for the numbers of 2 × 2 × 8 tables with the same sufficient statistics as the Chinese smoking and lung cancer data from Agresti (1996, p.60 ) under various loglinear association models.
Counting Tables of Zeros and Ones
The number of tables with only 0-1 entries meeting linear constraints can be also be approximated based on a GLM formulation. This case requires a logistic model for binary observations instead of the geometric model discussed above. Specifically, suppose that {Y ij } is an r ×c table of independent binary counts with associated success probabilities {π ij }. Consider a model of the form (2), where θ is now the logit of π. Once again the marginal totals are the sufficient statistics, and hence the conditional distribution given the margins is independent of the parameters. In particular, if λ C 1 = · · · = λ C c = 0, the conditional distribution of the counts in each row, given the row margins, is uniform over the set of all possible assignments of the zeros and ones; that is, every possible assignment in row i has probability Table 5 : Percentage relative errors of the double saddlepoint approximation, and higher-order corrections, for the number of 13 × 17 tables of zeros and ones with the same margins as Darwin's finch data.
For an illustration, consider Darwin's data concerning the presence or absence of 13 species of finch in 17 Galápagos islands (see Liu, 2001, p.93) .
The exact number of tables with the same margins as this dataset is given in Chen et al. (2005, Section 6 .1). To four significant figures it is 6.715 × 10 16 .
Percentage relative errors of the double saddlepoint approximation, and the additive and exponential corrections are given in Table 5 . In this case the uncorrected double saddlepoint is off by over 200%, and the additive correction over-corrects, resulting in a negative estimate. However, the exponentially corrected double saddlepoint is almost exact, with a relative error significantly less than 1%.
Other Counting Methods

7·1. Exact Algebraic Computation
The problem of counting the number of contingency tables meeting certain linear constraints is equivalent to counting the set of integral points of a rational convex polytope of the form
where X ∈ Z d×f and s ∈ Z f . If we now define the generating function,
As an example, suppose that P is the one-dimensional polytope [0, N ].
Then, f (P ; x) = 1 + x + x 2 + · · · + x N , f (P ; x) can be represented by the rational function
, and f (P ; 1) = N + 1, the number of integer points in P . Note that substituting x = 1 yields a denominator equal to zero in the rational function, so some analytic technique must be used to evaluate f (P ; 1).
In this particular case, we could take the limit as x approaches 1 and apply l'Hospital's rule. In general, we must use more complicated residue calculus as described in Barvinok (1994) . The exact answers for the examples in Tables 2 and 3 each took less than 30 seconds using a C++ implementation of Barvinok's algorithm available at http://www.math.ucdavis.edu/ ∼ latte (DeLoera et al., 2004) . For the examples in Table 4 the computations took 4450, 1209, and 85 seconds for Models 1-3 respectively, and less than 1 second for Model 4. Other analytical methods have been developed which are faster in special cases such as counting two-way tables with fixed margins (Beck, 2000) . For a recent review, see Yoshida (2004) . The computing time for algebraic methods can be prohibitive for larger tables. However, this is precisely the situation in which the saddlepoint approximation is likely to be most accurate because the dimension of s relative to the number of cells in the table decreases as the dimensions of the table grow.
7·2. Importance Sampling
Let q : Γ → R be a probability mass function which assigns positive probability to all vectors, y, in the finite set Γ. Then the cardinality of Γ can be expressed as
Hence, if it is possible to simulate an i.i.d. sequence, y 1 . . . , y N , from q, and to evaluate, q(y i ), i = 1, . . . , N , then a Monte Carlo approximation to |Γ| is given by
.
For example, Chen et al. (2005) construct a probability mass function for counting two-way tables with fixed margins of the form
Since the approximation is the mean of an i.i.d. sample, standard errors for |Γ|, and hence confidence intervals for |Γ|, can also be constructed. Chen et al. (2005) also develop an importance sampling method for counting twoway zero-one tables with fixed margins.
Discussion
We have proposed a new way of approximating the number of contingency tables, and tables of zeros and ones, that satisfy certain linear constraints.
The approximations involve fitting generalized linear models which can be accomplished almost instantaneously. The approximations are much more accurate than analytical approximations that have been proposed previously, and can be applied in a wider range of problems. In addition, they can be and its permutations (2, 9, 4, 4), (9, 2, 4, 4), (9, 4, 4, 2), (4, 4, 2, 9), and (4, 4, 9, 2).
Therefore, it suffices to determine the sets T 3 ≤ and T
4
≤ to calculate the sums in (13) -(15).
We illustrate the algorithm using the independence model in a three-way table. For each count, y ijk , the corresponding vector, x ijk ∈ {0, 1} p , with p = 1 + (I − 1) + (J − 1) + (K − 1), has at most four non-zero coordinates.
So it is convenient to view x ijk as the union of four subcomponents,
with Z 1 of size 1, Z 2 of size I − 1, Z 3 of size J − 1, and Z 4 of size K − 1. Let
where e l is a component of the standard basis for R L−1 . Then we can write the vector, x ijk , as 
To compute (13) - (14) we need to find all triples, (t 1 ≤ t 2 ≤ t 3 ), for which there exists at least one combination (i, j, k) with x Table 6 contains all possible combinations for triples t 1 ≤ t 2 ≤ t 3 . For each (Z l 1 , Z l 2 , Z l 3 ) in Table 6 all the relevant triples can be calculated by using "inversion" functions h is non-zero if and only if t 1 = h Z l 1 (i, j, k), t 2 = h Z l 2 (i, j, k), and t 3 = h Z l 3 (i, j, k). Hence, if we define g i (Z l 1 , Z l 2 , Z l 3 ) = 1, l 1 = 2 or l 2 = 2 or l 3 = 2 I − 1, otherwise , and the similar functions for the indices, j and k, then the number of all relevant triples from (Z l 1 , Z l 2 , Z l 3 ) is given by
The cardinality of T 3 ≤ is obtained by summing up these values for all zone combinations (Z l 1 , Z l 2 , Z l 3 ) from 
