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BEHAVIOR OF TRAJECTORIES FOR AN EVOLUTION OPERATOR:
A PROOF OF ROZIKOV-VARRO’S CONJECTURE.
AKMAL T. ABSALAMOV
Abstract. In their work [12] U.A. Rozikov and R. Varro considered normalized gono-
somal evolution operator W : S2,2 → S2,2 of sex linked inheritance. They proved the
operator W has a unique fixed point s0 = (
1
2
, 0, 1
2
, 0) and there is an open neighborhood
∪(s0) ⊂ S
2,2 of s0 such that for any initial point s ∈ ∪(s0), the limit point of trajectories
{Wm(s)} tends to s0. Moreover they made a conjecture for initial point s ∈ S
2,2. In this
article we give a proof of that conjecture.
1. A BRIEF INTRODUCTION AND MAIN RESULTS
Consider an evolution operator V : Sn,ν → Sn,ν which is defined as
V :


x′j =
∑n,ν
i,k=1 p
(f)
ik,j
xiyk(
∑n
i=1 xi
)(
∑ν
j=1 yj
) , j = 1, ..., n
y′l =
∑n,ν
i,k=1 p
(m)
ik,l
xiyk(
∑n
i=1 xi
)(
∑ν
j=1 yj
) , l = 1, ..., ν.
(1.1)
with coefficients
p
(f)
ik,j ≥ 0, p
(m)
ik,l ≥ 0,
n∑
j=1
p
(f)
ik,j +
ν∑
l=1
p
(m)
ik,l = 1, for all i, k, j, l. (1.2)
where
Sn,ν = Sn+ν−1 \Θ
and
Sn+ν−1 =
{
s = (x1, ..., xn, y1, ..., yν) ∈ R
n+ν : xi ≥ 0, yi ≥ 0,
n∑
i=1
xi +
ν∑
j=1
yj = 1
}
Θ = {s ∈ Sn+ν−1 : (x1, ..., xn) = (0, ..., 0) or (y1, ..., yν) = (0, ..., 0)}.
Operator (1.1) is called normalized gonosomal evolution operator.
The main problem for a given discrete-time dynamical system is to describe the limit
points of the trajectory {t(n)}∞n=0 for arbitrarily given t
(0) = (x1, ..., xn, y1, ..., yν) ∈ S
n,ν,
where
t(n) = V n(t) = V (V (...V (t(0)))...)︸ ︷︷ ︸
n
denotes the n times iteration of V to t(0).
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We note that the operator V defined by (1.1) with coefficients (1.2) maps Sn,ν to itself
if and only if the following condition(
p
(f)
ik,1, ..., p
(f)
ik,n, p
(m)
ik,1, ..., p
(m)
ik,ν
)
∈ Sn,ν, for all i, k (1.3)
is hold. (See [12] for more details)
The dynamical system generated by the normalized gonosomal evolution operator (1.1)
is complicated. In this paper we study the dynamical system generated by the following
evolution operator
W :


x′ =
2xu+ yu
4(x+ y)(u+ v)
,
y′ =
6xv + 3yu+ 4yv
12(x+ y)(u+ v)
,
u′ =
6xu+ 6xv + 3yu+ 4yv
12(x+ y)(u+ v)
,
v′ =
3yu+ 4yv
12(x+ y)(u+ v)
.
(1.4)
It is easy to see that the coefficients of the operator (1.4) satisfies the condition (1.3). Thus
W : S2,2 → S2,2.
The following lemma gives useful estimates.
Lemma 1. Let s = (x, y, u, v) ∈ S2,2 and s(m) = (x(m), y(m), u(m), v(m)) = Wm(s), m ∈ N,
for the operator (1.4) then
(i)
u
4(u+ v)
≤ x′ ≤
u
2(u+ v)
≤
1
2
,
v
3(u+ v)
≤ y′ ≤
u+ 2v
4(u+ v)
≤
1
2
,
1
4
≤
2x+ y
4(x+ y)
≤ u′ ≤
3x+ 2y
6(x+ y)
≤
1
2
,
y
4(x+ y)
≤ v′ ≤
y
3(x+ y)
≤
1
3
,
(ii) v(m) ≤ y(m) ≤ u(m), x(m) ≤ u(m),
(iii)
1
8
≤
u(m)
4(u(m) + v(m))
≤ x(m+1) ≤
u(m)
2(u(m) + v(m))
≤
1
2
,
0 ≤
v(m)
3(u(m) + v(m))
≤ y(m+1) ≤
u(m) + 2v(m)
4(u(m) + v(m))
≤
1
2
,
1
4
≤
2x(m) + y(m)
4(x(m) + y(m))
≤ u(m+1) ≤
3x(m) + 2y(m)
6(x(m) + y(m))
≤
1
2
,
0 ≤
y(m)
4(x(m) + y(m))
≤ v(m+1) ≤
y(m)
3(x(m) + y(m))
≤
1
3
.
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Proof. The proof of part (i) is given in [12].
(ii) Using (1.4) we write


x(m+1) =
2x(m)u(m) + y(m)u(m)
4(x(m) + y(m))(u(m) + v(m))
,
y(m+1) =
6x(m)v(m) + 3y(m)u(m) + 4y(m)v(m)
12(x(m) + y(m))(u(m) + v(m))
,
u(m+1) =
6x(m)u(m) + 6x(m)v(m) + 3y(m)u+ 4y(m)v(m)
12(x(m) + y(m))(u(m) + v(m))
,
v(m+1) =
3y(m)u(m) + 4y(m)v(m)
12(x(m) + y(m))(u(m) + v(m))
.
(1.5)
where m = 0, 1, 2... and x(0) = x, y(0) = y, u(0) = u, v(0) = v, x(1) = x′, y(1) = y′, u(1) = u′,
v(1) = v′.
For any m = 0, 1, 2... we have
u(m+1) =
6x(m)u(m) + 6x(m)v(m) + 3y(m)u(m) + 4y(m)v(m)
12(x(m) + y(m))(u(m) + v(m))
=
= x(m+1) +
(3x(m) + 2y(m))v(m)
6(x(m) + y(m))(u(m) + v(m))
= y(m+1) +
x(m)u(m)
2(x(m) + y(m))(u(m) + v(m))
,
y(m+1) =
6x(m)v(m) + 3y(m)u(m) + 4y(m)v(m)
12(x(m) + y(m))(u(m) + v(m))
= v(m+1) +
x(m)v(m)
2(x(m) + y(m))(u(m) + v(m))
.
Thus for any m ∈ N the following hold
v(m) ≤ y(m) ≤ u(m), x(m) ≤ u(m).
(iii) Proof of last part comes from the second part of this lemma.
The proof is completed. 
Now we make the notations,
α(m) =
y(m)
x(m)
, β(m) =
v(m)
u(m)
, for all m ≥ 2.
Lemma 1 gives
0 ≤ α(m) ≤ 4, 0 ≤ β(m) ≤ 1, for all m ≥ 2.
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Due to the system of equations (1.5) we get
α(m+1) =
y(m+1)
x(m+1)
=
6x(m)v(m) + 3y(m)u(m) + 4y(m)v(m)
6x(m)u(m) + 3y(m)u(m)
=
6 · v
(m)
u(m)
+ 3 · y
(m)
x(m)
+ 4 · y
(m)
x(m)
v(m)
u(m)
6 + 3 · y
(m)
x(m)
=
6β(m) + 3α(m) + 4α(m)β(m)
6 + 3α(m)
,
β(m+1) =
v(m+1)
u(m+1)
=
3y(m)u(m) + 4y(m)v(m)
6x(m)u(m) + 6x(m)v(m) + 3y(m)u(m) + 4y(m)v(m)
=
=
3 · y
(m)
x(m)
+ 4 · y
(m)
x(m)
· v
(m)
u(m)
6 + 6 · v
(m)
u(m)
+ 3 · y
(m)
x(m)
+ 4 · y
(m)
x(m)
· v
(m)
u(m)
=
3α(m) + 4α(m)β(m)
6 + 6β(m) + 3α(m) + 4α(m)β(m)
.
i.e. 

α(m+1) = 6β
(m)+3α(m)+4α(m)β(m)
6+3α(m)
,
β(m+1) = 3α
(m)+4α(m)β(m)
6+6β(m)+3α(m)+4α(m)β(m)
.
(1.6)
Consequently we come to the following nonlinear dynamical system,
F :


α′ = 6β+3α+4αβ
6+3α
,
β ′ = 3α+4αβ
6+6β+3α+4αβ
.
(1.7)
with initial point (α, β) ∈ ∆ = {(α, β) ∈ R2 : 0 ≤ α ≤ 4, 0 ≤ β ≤ 1}.
A point t is called a fixed point of the operator F if t = F (t). In order to find the fixed
point of the operator (1.7) we solve the following system of equations for (α, β)

α = 6β+3α+4αβ
6+3α
,
β = 3α+4αβ
6+6β+3α+4αβ
.
It is easy to see that t0 = (0, 0) is a unique fixed point of the operator F and eigenvalues
of the fixed point are λ1 = 1, λ2 =
1
2
.
Definition 1. A fixed point t of the operator F is called hyperbolic if its Jacobian J at t
has no eigenvalues on the unit circle.
Definition 2. A hyperbolic fixed point t is called:
i) attracting if all the eigenvalues of the Jacobi matrix J(t) are less than 1 in absolute
value;
ii) repelling if all the eigenvalues of the Jacobi matrix J(t) are greater than 1 in absolute
value;
iii) a saddle otherwise.
By the definition 1, t0 is a nonhyperbolic fixed point.
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Remark 1. In [12] it is shown that operator W given by (1.4) has unique nonhyperbolic
fixed point s0 = (
1
2
, 0, 1
2
, 0).
Lemma 2. For any initial point (α, β) ∈ ∆ the following hold.
(i) F (α, β) ∈ Ω = {(α′, β ′) ∈ R2 : 0 ≤ α′ ≤ 2, 0 ≤ β ′ ≤ 1},
(ii) β ′ ≤ α′, α(2) + β(2) ≤ α′ + β ′,
where α′, β ′ defined by (1.7).
Proof. (i)
0 ≤ α′ =
6β + 3α+ 4αβ
6 + 3α
= 2−
6(1− β) + 4α(1− β) + (6− α)
6 + 3α
≤ 2,
0 ≤ β ′ =
3α+ 4αβ
6 + 6β + 3α + 4αβ
= 1−
6 + 6β
6 + 6β + 3α+ 4αβ
≤ 1.
(ii) Consider the defferences
α′ − β ′ =
6β + 3α + 4αβ
6 + 3α
−
3α+ 4αβ
6 + 6β + 3α + 4αβ
=
=
4(9β + 18β2 + 9αβ + 12αβ2 + 3α2β + 4α2β2)
3(2 + α)(6 + 6β + 3α + 4αβ)
≥ 0,
α′ + β ′ − (α(2) + β(2)) = α′ + β ′ −
(6β ′ + 3α′ + 4α′β ′
6 + 3α′
+
3α′ + 4α′β ′
6 + 6β ′ + 3α′ + 4α′β ′
)
=
=
12(α′ − β ′) + 6(α′2 − β ′2) + 4α′β ′(α′ − β ′) + 15α′β ′ + 6α′ + 3α′2 + 8α′2β ′
3(2 + α′)(6 + 6β ′ + 3α′ + 4α′β ′)
≥ 0.
which complete the proof. 
Corollary 1. For any initial point (α, β) ∈ ∆ the following hold
(i) β(m) ≤ α(m), for all m = 1, 2, ...
(ii) α(m+1) + β(m+1) ≤ α(m) + β(m), for all m = 1, 2, ...
(1.8)
Thus lim
m→∞
(
α(m) + β(m)
)
exists.
Lemma 3. For any initial point (α, β) ∈ ∆ the following hold
lim
m→∞
α(m) = lim
m→∞
β(m) = 0.
Proof. Since α(m) and β(m) are bounded sequences then one can choose convergent subse-
quences α(mk) and β(mk) such that lim
k→∞
α(mk) = a and lim
k→∞
β(mk) = b are finite. Moreover,
from convergence of the sequence
{
α(m) + β(m)
}
we get
lim
m→∞
(
α(m) + β(m)
)
= lim
k→∞
(
α(mk+1) + β(mk+1)
)
= lim
k→∞
(
α(mk) + β(mk)
)
=
= lim
k→∞
α(mk) + lim
k→∞
β(mk) = a+ b.
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Also
β(m) ≤ α(m) for all m = 1, 2...⇒ β(mk) ≤ α(mk) for all k = 1, 2..⇒ b ≤ a. (1.9)
Adding equations in (1.6) and taking mk instead of m we obtain
α(mk+1) + β(mk+1) =
6β(mk) + 3α(mk) + 4α(mk)β(mk)
6 + 3α(mk)
+
+
3α(mk) + 4α(mk)β(mk)
6 + 6β(mk) + 3α(mk) + 4α(mk)β(mk)
.
Furthermore, at last equation when k tends ∞ we obtain
a + b =
6b+ 3a+ 4ab
6 + 3a
+
3a+ 4ab
6 + 6b+ 3a+ 4ab
. (1.10)
The inequality (1.9) shows that the equation (1.10) has unique solution which is
a = b = 0.
Therefore
lim
m→∞
(
α(m) + β(m)
)
= 0.
Taking into account the following inequality
0 ≤ β(m) ≤ α(m) ≤
(
α(m) + β(m)
)
, for all m = 1, 2, ...
we conclude
lim
m→∞
α(m) = lim
m→∞
β(m) = 0. (1.11)
This completes the proof. 
Corollary 2. The result (1.11) gives:
lim
m→∞
x(m) = lim
m→∞
u(m) =
1
2
, lim
m→∞
y(m) = lim
m→∞
v(m) = 0.
Finally, we have proved the following main theorem which is given as a conjecture by
U.A. Rozikov and R. Varro in [12].
Theorem 3. The operator W : S2,2 → S2,2 given by (1.4) has unique nonhyperbolic fixed
point s0 = (
1
2
, 0, 1
2
, 0) and for any initial point s ∈ S2,2 we have
lim
m→∞
Wm(s) = s0 = (
1
2
, 0,
1
2
, 0).
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2. Conclusion
The results have the following biological interpretations: Let s = (x, y, u, v) ∈ S2,2 be an
initial state (the probability distribution on the set {XX,XXh;XY,XhY } of genotypes).
Theorem 3 says that, as a rule, the population tends to the equilibrium state s0 = (
1
2
, 0, 1
2
, 0)
with the passage of time, i.e. the future of the population is stable: genotypes XX and
XY are survived always, but the genotypes XXh and XhY (therefore hemophilia) will
disappear in the future. It follows that hemophilia is maintained in a population only if it
occurs mutations on the genes coding for the coagulation factors (See [1], [3], [4], [8], [12]
for more details).
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