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Abstract
A method is o,ered of transforming switching circuits built by cascade technique with dif-
ferent order of choice of variables to each other. Based on it, an algorithm is created searching
the optimal order of choice of variables for the synthesis of switching circuits by cascade tech-
nique; this algorithm is more e0cient than the independent synthesis of circuits for each order
of variables. Creating the algorithm required solving the following problem: 3nd a sequence
x1; x2; : : : ; xn!−1 of permutations xi of n variables consisting of cycles of the form (1; 2; : : : ; k),
such that all the n! products
∏m
i=1 xi; m= 0; 1; : : : ; n!− 1, are distinct.
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1. On the usage of cascade technique
It is known that the cascade method is one of a few techniques which are widely
used in practice for the synthesis of various circuits. Although this method is not
asymptotically optimal, for many important Boolean functions the circuits obtained by
it are rather simple, have regular structure, and sometimes are even minimal. Other
advantages of the method are the clarity of its standard realization and the fact that
using it, it is possible to build circuits for “almost all” Boolean functions which are
just several times more complicated than the simplest ones.
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It is also known that the complexity of a circuit realizing a given Boolean function
and obtained by the cascade method depends substantially on the order of variables
chosen for the decomposition. For example, for the function
f(x1; : : : ; xn; y1; : : : ; yn) =
n∑
i=1
xi&yi (mod 2)
we obtain a circuit of exponential complexity when decomposing it in the order
x1; : : : ; xn; y1; : : : ; yn of variables, and a linear complexity circuit when decomposing
it in the order x1; y1; x2; y2; : : : ; xn; yn. (A detailed analysis of this fact can be found
in [1].)
That is why when we search for the “simplest” circuit realizing a given Boolean
function, we must, in general, consider all possible orders of variables and compare
the complexities of the circuits obtained. In this paper, we consider a way to optimize
this process.
We now give a precise de3nition of a version of the cascade method for switching
circuits.
Given a Boolean function f(x1; : : : ; xn), consider an order xi1 ; : : : ; xin of its variables,
where all ij are distinct and take all values from 1 to n. For each j; 16 j6 n, and
for each Boolean sequence  = (1; : : : ; j) of length j, we consider the subfunction
gj of f obtained from f by substituting constants 1; : : : ; j for variables xi1 ; : : : ; xij .
For the sake of generality, we de3ne also the subfunction g0 for the empty sequence
 (of length 0); g0 coincides with f. Clearly, for j = n all the subfunctions g
j
 are
constants.
Let us build the set V of subfunctions gj for all j; 06 j6 n, and all ; we shall not
distinguish the subfunctions that di,er only by the presence or absence of non-essential
variables. We shall assume that V contains the function identically equal to one (oth-
erwise we just add it to this set). And if V contains the zero function, we remove it
from this set.
Finally, let us build the switching circuit realizing f. We declare V to be the set
of its vertices, and the vertices A and B corresponding to f and 1 to be terminal. For
each vertex (i.e., for each function) v∈V not equal to the constant 1, we consider its
3rst essential variable in the list xi1 ; : : : ; xin ; let it be equal to xq. Denote by v0 and v1
the subfunctions obtained from v by substituting xq = 0 and 1 (clearly, each of these
subfunctions either is equal to zero or occurs in V ). If v0 ≡ 0, we join v and v0 with a
switching marked by the negation of xq. If v1 ≡ 0, we join v and v1 with a switching
marked by xq.
The switching circuit obtained is called the cascade circuit of the function f for
the order of variables xi1 ; : : : ; xin . It can be easily seen that the conductance function of
this circuit (between terminals A and B) is f, and the conductance function between
a vertex v and the terminal B is v.
Note that the circuit obtained can also be considered as a directed switching circuit
with switchings directed from v to v0 and v1 by construction. This circuit realizes the
function f as the conductance from the entrance terminal A to the exit terminal B. In
what follows, we assume that the circuits we consider are directed.
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Fig. 1. A directed cascade circuit.
Note also that directed cascade circuits have the following properties:
(1) there are no directed cycles;
(2) at most two edges go out from each vertex, and if they are two, then one of them
is marked by a variable, and the other is marked by the negation of this variable;
(3) if an edge xm comes in a vertex and an edge xn goes out of that vertex, then we
write xm¿xn; the relation ¿ can be extended to a partial order on the set of all
variables.
(4) the conductance functions from distinct vertices of the circuit to the terminal B
are distinct.
It can be easily seen that each directed switching circuit satisfying these four conditions
is a cascade circuit realizing some Boolean function; the order of variables in this circuit
can be (not always uniquely) found as follows: we must take the partial order whose
existence is postulated by property (3) and somehow extend it to a linear order on the
set of variables; this order xi1 ¿xi2 ¿ · · ·¿xin will give the required order of variables.
The question arises naturally if we can obtain a cascade circuit for an order of vari-
ables from a cascade circuit for another order of variables without using the procedure
described above. This turns out to be possible. To prove it, let us investigate some
natural transformations of directed switching circuits.
The 3rst transformation is substituting a constant for a variable. Let us consider a
directed switching circuit S realizing a Boolean function f and having the entrance
terminal A and exit terminal B, that is a directed graph whose edges are marked by
symbols of variables and their negations. Let x be one of the variables, and c be a
Boolean constant. Let us de3ne the circuit Sx=c, the result of substituting c for x:
(1) take the circuit S (see Fig. 1);
(2) remove all edges marked by x Nc;
(3) contract each edge marked by xc, i.e., remove it and identify the vertices incident
to it (see Fig. 2);
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Fig. 2. Constructing the circuits Sx3=0 and Sx3=1 for S depicted in Fig. 1; the result of steps (1)–(3) is
shown.
Fig. 3. Resulting circuits Sx3=0 and Sx3=1.
(4) remove the vertices (and edges incident to them) which are not terminal and have
no incident incoming or outgoing edges; continue the process while such vertices
exist (see Fig. 3).
The result of these operations is uniquely de3ned and is easily shown to be a directed
cascade circuit; we denote it by Sx=c. This circuit realizes the subfunction of f obtained
by substituting the constant c for the variable x.
The second transformation considered is the joining of two directed cascade circuits
S0 and S1 (realizing functions f0 and f1) using an additional variable x; we de3ne
this operation only for the case when the partial orders ¿0 and ¿1 assigned by S0
and S1 can be extended to the same partial order ¿.
Let A0 and A1 be the entrances, and B0 and B1 the exits of the circuits S0 and S1.
First, let us build the circuit S ′ as follows:
(1) add a new vertex A, the entrance of S ′;
(2) identify B0 and B1 and declare the vertex obtained to be the exit B of S ′;
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Fig. 4. Joining of the circuits shown in Fig. 3.
(3) if the vertex A0 is not isolated, join A to it by an edge marked Nx; if the vertex A1
is not isolated, join A to it by an edge marked x.
It follows from the construction that the circuit S ′ obtained (see Fig. 4) satis3es prop-
erties (1)–(3) of directed cascade circuits and realizes the function f = xf1 ∨ Nxf0.
However, property (4) can fail. To this end, we apply the following transformations:
(1) if there is only one edge going out of a vertex v′ and only one edge going out of
another vertex v′′, these edges are marked equally, and come into the same vertex,
then we identify v′ and v′′ and delete one of the two edges;
(2) if there are two edges going from a vertex v′ (to vertices w0 and w1, say) and two
edges going from a vertex v′′ to the same vertices w0 and w1, where the edges
(v′; w0) and (v′′; w0) are marked equally, and so do (v′; w1) and (v′′; w1), then we
identify v′ and v′′ and delete one of the edges in each pair mentioned above;
(3) if there are two edges going out of a vertex v and coming into the same vertex 2
w, then we identify v and w and delete both edges.
We shall continue such transformations while it is possible (the process is 3nite since
each time the number of edges decreases, see Fig. 5). The circuit S = xS1 ∨ NxS0 is
de3ned to be the result of the process. Clearly, the function realized will not change,
i.e., will remain f = xf1 ∨ Nxf0.
It can be easily seen that if the partial orders ¿0 and ¿1 de3ned by the circuits
S0 and S1 could be extended to the same linear order ¿, then the partial order ¿x
de3ned by the circuit S = xS1 ∨ NxS0 can be extended to the linear order which di,ers
from ¿ only by the new maximal element x.
By the above, the following is true:
2 This is possible only if one of the edges is marked by a variable, and the other is marked by its negation.
It can be shown that this case can occur only if the initial circuits S0 and S1 coincide, and then the variable
mentioned above is x.
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Fig. 5. Simplifying the circuit shown in Fig. 4.
Lemma 1. Let S be a directed cascade circuit corresponding to the order xi1 ; : : : ; xin
of variables and realizing the function f; and let x=xij be some of its variable. Then
the circuit S ′= xSx=1 ∨ NxSx=0 is a directed cascade circuit realizing the same function
but corresponding to the order of variables
x; xi1 ; : : : ; xij−1 ; xij+1 ; : : : ; xin :
Thus, after transforming S to xSx=1 ∨ NxSx=0, as explained above, we obtain a cas-
cade circuit realizing the same function, but the order of variables changes: the 3rst j
variables are permuted cyclically.
As soon as we want to choose the best order of variables (as it was announced at
the beginning of the paper), we may proceed as follows: 3rst we build a switching
circuit for some order of variables, and then we transform it according to Lemma 1
and obtain new orders of variables. Ideally, those transformations can be chosen so
that all the n! orders occur without repetitions. In the next section, we prove that it is
possible indeed.
2. Generating all permutations by a sequence of cycles
So, we ask if it is possible to generate all non-identity permutations of the group Sn
without repetitions by a sequence of cycles of the form (1; 2); (1; 2; 3); : : : ; (1; 2; : : : ; n).
Let Sn be the symmetric group of all permutations of length n. For its arbitrary
elements a and b, their product ab is de3ned as follows:
ab(i) = b(a(i)); i = 1; 2; : : : ; n:
By Cn denote the set of cycles {ci | ci = (1; 2; : : : ; i); i = 2; 3; : : : ; n}. The question
is if there exists a sequence a1; a2; : : : ; an!−1 of elements of Cn such that all n! − 1
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permutations
a1; a1a2; : : : ; a1a2 : : : an!−1
are all distinct and not equal to the identity permutation (denoted by e).
Let us show that for each n¿ 2 and each k; 26 k6 n, we can build a sequence
of n!− 1 elements of Cn satisfying condition (Ukn ) de3ned as follows.
We shall say that a sequence a1; a2; : : : ; an!−1 of elements of Cn satis3es condition
(Ukn ) if
(1) all n! permutations e; a1; a1a2; : : : ; a1a2 : : : an!−1 are distinct;
(2) a1a2 : : : an!−1 = c−1k .
Lemma 2. Let a1; a2; : : : ; an!−1 be a sequence of elements of Cn satisfying (Usn) for
some s; 26 s6 n. Then for each cycle ck occurring in a1; a2; : : : ; an!−1 there exists a
sequence a(k)1 ; a
(k)
2 ; : : : ; a
(k)
n!−1 of cycles of Cn satisfying (U
k
n ).
Proof. Let ck = at . Put
a(k)1 = at+1; a
(k)
2 = at+2; : : : ; a
(k)
n!−t−1 = an!−1;
a(k)n!−t = cs;
a(k)n!−t+1 = a1; a
(k)
n!−t+2 = a2; : : : ; a
(k)
n!−1 = at−1:
We shall prove that the sequence a(k)1 ; a
(k)
2 ; : : : ; a
(k)
n!−1 satis3es (U
k
n ). First we prove
that all the permutations a(k)1 ; a
(k)
1 a
(k)
2 ; : : : ; a
(k)
1 a
(k)
2 : : : a
(k)
n!−1 are distinct. Suppose that
a(k)1 a
(k)
2 : : : a
(k)
i = a
(k)
1 a
(k)
2 : : : a
(k)
j for i¡ j.
If j¡n! − 1 or i¿n! − 1, this is impossible since the sequence a1; a2; : : : ; an!−1
satis3es (Usn).
Suppose that i6 n!−t6 j. Multiply both parts of the initial equality by a1a2 : : : at−1at
from the left. Consider three cases:
(1) Let i¡n!− 1¡j. Then after the multiplication, we get
a1a2 : : : at−1atat+1 : : : at+i = a1a2 : : : at−1atat+1 : : : an!−1csa1a2 : : : aj−(n!−t):
Thus,
a1a2 : : : at+i = a1a2 : : : aj−(n!−t);
where clearly t + i¿ t and j − (n! − t)¡t. This contradicts the fact that all the
permutations a1; a1a2; : : : ; a1a2 : : : an!−1 are distinct.
(2) Let i = n!− 1. Then after the multiplication, we get
a1a2 : : : at−1atat+1 : : : at+i = a1a2 : : : an!−1cs;
i.e., a1a2 : : : at+i = e. A contradiction.
(3) Let j = n!− 1. After the multiplication, we get
a1a2 : : : at−1atat+1 : : : at+i = a1a2 : : : an!−1cs;
i.e., a1a2 : : : at+i = e. A contradiction.
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Thus, the assumption is wrong and all the permutations
a(k)1 ; a
(k)
1 a
(k)
2 ; : : : ; a
(k)
1 a
(k)
2 : : : a
(k)
n!−1
are distinct.
Now let us show that all the permutations a(k)1 ; a
(k)
1 a
(k)
2 ; : : : ; a
(k)
1 a
(k)
2 : : : a
(k)
n!−1 are not
equal to e. Suppose the opposite, i.e., that a(k)1 a
(k)
2 : : : a
(k)
i =e for some i; 16 i6 n!−1.
Again, we consider three cases:
(1) Let i¡n! − t. Then at+1at+2 : : : at+i = e. This contradicts the fact that all the
permutations a1; a1a2; : : : ; a1a2 : : : an!−1 are distinct.
(2) Let i = n! − t. Then at+1at+2 : : : an!−1cs = e, and thus a1a2 : : : at = e, which is
impossible.
(3) Let i¿n! − t. Then at+1at+2 : : : an!−1csa1 : : : ai−(n!−t) = e. After multiplying both
parts of the equality by a1a2 : : : at−1at from the left, we obtain a1 : : : ai−(n!−t) =
a1 : : : at . Taking into account the estimate i¡n!, we conclude that i− (n!− t)¡t,
which is again impossible.
It remains to prove that a(k)1 a
(k)
2 : : : a
(k)
n!−1 = c
−1
k . Multiply both parts of the equality
a1a2 : : : an!−1cs = e by (at+1at+2 : : : an!−1cs)−1 from the left and by (a1a2 : : : at−1)−1
from the right. We obtain
at = a−1t−1a
−1
t−2 : : : a
−1
1 c
−1
s a
−1
n!−1a
−1
n!−2 : : : a
−1
t+1:
Thus, c−1k = a
(k)
1 a
(k)
2 : : : a
(k)
n!−1. Lemma 2 is proved.
Theorem. For each positive integers n and k; 26 k6 n; there exists a sequence
a(k;n)1 ; a
(k;n)
2 ; : : : ; a
(k;n)
n!−1
of cycles of Cn satisfying (Ukn ).
Proof. Is by induction on n.
If n = 2, the statement of the theorem is obvious. Let n = 3. Then the sequence
c2; c3; c3; c2; c3 satis3es (U 33 ). Due to Lemma 2, the statement follows.
Suppose that n¿ 4, and for each k; 26 k6 n− 1, there exists a sequence a(k;n−1)1 ;
a(k;n−1)2 ; : : : ; a
(k;n−1)
(n−1)!−1 of cycles from Cn−1 satisfying (U
k
n−1) and containing all cycles
of Cn−1. Let us build the sequence
a(n;n)1 ; a
(n;n)
2 ; : : : ; a
(n;n)
n!−1
of cycles of Cn satisfying (Unn ) and containing all cycles of Cn. We put
u2;0 = u3;0 = · · · = un−1;0 =cn;
u1;1 = u2;1 = · · · = un−1;1 =a(2; n−1)1 ;
u1;2 = u2;2 = · · · = un−1;2 =a(2; n−1)2 ;
· · ·
u1; (n−1)!−1 = u2; (n−1)!−1 = · · · = un−1; (n−1)!−1 =a(2; n−1)(n−1)!−1:
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Let us show that all (n− 1)!(n− 1)− 1 permutations
u11; u11u12; : : : ; u11u12 : : : u1; (n−1)!−1; u11u12 : : : u1; (n−1)!−1u20;
u11u12 : : : u1; (n−1)!−1u20u21; : : : ; u11u12 : : : u1; (n−1)!−1u20u21 : : : un−1; (n−1)!−1
are not equal to e and are pairwise distinct. Indeed, due to the assumption, all permu-
tations
u11; u11u12; : : : ; u11u12 : : : u1; (n−1)!−1
are not equal to e and are distinct. They all also act only on the 3rst n− 1 elements,
leaving the element n in its place.
Due to the induction hypothesis, for each 3xed i; 26 i6 n− 1, all (n− 1)! permu-
tations
u11u12 : : : u1; (n−1)!−1u20u21 : : : ui;0;
u11u12 : : : u1; (n−1)!−1u20u21 : : : ui;1;
: : :
u11u12 : : : u1; (n−1)!−1u20u21 : : : ui; (n−1)!−1
are distinct. Furthermore, each permutation g in this list satis3es g(n− i + 1) = n for
i¡n− 1. And if i = n− 1, then g(1) = n.
Thus, all the (n−1)!(n−1)−1 permutations explored are not equal to e and distinct.
Note that
u11u12 : : : u1; (n−1)!−1u20u21 : : : un−1; (n−1)!−1 = (c−12 cn)
n−2c−12 = c
−1
n :
Now let us consider the permutations
un−1;0; un−1;1; un−1;2; : : : ; un−1; (n−1)!−1
separately. As it was noticed, u11u12 : : : u1; (n−1)!−1u20u21 : : : un−1; j(1)=n for j=0; 1; : : : ;
(n− 1)!− 1, and all (n− 1)! permutations
un−1;0; un−1;0un−1;1; : : : ; un−1;0un−1;1 : : : un−1; (n−1)!−1:
are distinct. Thus, taking into account the inequality
u11u12 : : : u1; (n−1)!−1u20u21 : : : un−1; (n−1)!−1(2) = n− 1
we can assert that there exists an index j such that
u11u12 : : : u1; (n−1)!−1u20u21 : : : un−1; j−1(2) = n− 1; un−1; j = cn−1:
Due to the induction hypothesis, there exists a sequence a(n−1; n−1)1 ; a
(n−1; n−1)
2 ; : : : ;
a(n−1; n−1)(n−1)!−1 of cycles from Cn−1 satisfying (U
n−1
n−1 ). Using it, we de3ne the sequence
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of permutations a(n;n)1 ; a
(n;n)
2 ; : : : ; a
(n;n)
n!−1 as follows:
a(n;n)1 = u11; a
(n;n)
2 = u12; : : : ; a
(n;n)
(n−1)!−1 = u1; (n−1)!−1;
a(n;n)(n−1)! = u20; a
(n;n)
(n−1)!+1 = u21; : : : ; a
(n;n)
2(n−1)!−1 = u2; (n−1)!−1;
: : :
a(n;n)(n−3)(n−1)! = un−2;0; a
(n;n)
(n−3)(n−1)!+1 = un−2;1; : : : ; a
(n;n)
(n−2)(n−1)!−1 = un−2; (n−1)!−1;
a(n;n)(n−2)(n−1)! = un−1;0; a
(n;n)
(n−2)(n−1)!+1 = un−1;1; : : : ; a
(n;n)
(n−2)(n−1)!+j−1 = un−1; j−1;
a(n;n)(n−2)(n−1)!+j = cn;
a(n;n)(n−2)(n−1)!+j+1 = a
(n−1; n−1)
1 ; a
(n;n)
(n−2)(n−1)!+j+2 = a
(n−1; n−1)
2 ; : : : ;
a(n;n)(n−1)(n−1)!+j−1 = a
(n−1; n−1)
(n−1)!−1 ;
a(n;n)(n−1)(n−1)!+j = cn;
a(n;n)(n−1)(n−1)!+j+1 = un−1; j+1; a
(n;n)
(n−1)(n−1)!+j+2 = un−1; j+2; : : : ; a
(n;n)
n!−1 = un−1; (n−1)!−1:
In fact, while de3ning the sequence a(n;n)1 ; a
(n;n)
2 ; : : : ; a
(n;n)
n!−1, we replaced the permutation
un−1; j by the sequence of permutations cn; a
(n−1; n−1)
1 ; a
(n−1; n−1)
2 ; : : : ; a
(n−1; n−1)
(n−1)!−1 ; cn.
Note that cna
(n−1; n−1)
1 a
(n−1; n−1)
2 : : : a
(n−1; n−1)
(n−1)!−1 cn = cnc
−1
n−1cn = cn−1. Therefore,
a(n;n)1 a
(n;n)
2 : : : a
(n;n)
(n−1)(n−1)!+j = u11u12 : : : u1; (n−1)!−1u20u21 : : : un−1; j ;
a(n;n)1 a
(n;n)
2 : : : a
(n;n)
(n−1)(n−1)!+j+1 = u11u12 : : : u1; (n−1)!−1u20u21 : : : un−1; j+1;
a(n;n)1 a
(n;n)
2 : : : a
(n;n)
n!−1 = u11u12 : : : u1; (n−1)!−1u20u21 : : : un−1; (n−1)!−1 = c
−1
n :
Furthermore, the sequence of permutations a(n−1; n−1)1 ; a
(n−1; n−1)
2 ; : : : ; a
(n−1; n−1)
(n−1)!−1 satis3es
condition (Un−1n−1 ). Thus, all (n− 1)! permutations
a(n;n)1 a
(n;n)
2 : : : a
(n;n)
(n−2)(n−1)!+j;
a(n;n)1 a
(n;n)
2 : : : a
(n;n)
(n−2)(n−1)!+j+1;
: : :
a(n;n)1 a
(n;n)
2 : : : a
(n;n)
(n−1)(n−1)!+j−1
are distinct. Moreover, g(2) = n for each permutation g in this list. So, the sequence
of permutations
a(n;n)1 ; a
(n;n)
2 ; : : : ; a
(n;n)
n!−1
satis3es condition (Unn ). By the construction, this sequence contains all cycles from
Cn.
To complete the proof, it su0ces to apply Lemma 2.
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