Successful outcomes of surgical cancer resection necessitate negative, cancer-free surgical margins. Currently, tissue samples are sent to pathology for diagnostic confirmation. Hyperspectral imaging (HSI) is an emerging, non-contact optical imaging technique. A reliable optical method could serve to diagnose and biopsy specimens in real-time. Using convolutional neural networks (CNNs) as a tissue classifier, we developed a method to use HSI to perform an optical biopsy of ex-vivo surgical specimens, collected from 21 patients undergoing surgical cancer resection. Training and testing on samples from different patients, the CNN can distinguish squamous cell carcinoma (SCCa) from normal aerodigestive tract tissues with an area under the curve (AUC) of 0.82, 81% accuracy, 81% sensitivity, and 80% specificity. Additionally, normal oral tissues can be sub-classified into epithelium, muscle, and glandular mucosa using a decision tree method, with an average AUC of 0.94, 90% accuracy, 93% sensitivity, and 89% specificity. After separately training on thyroid tissue, the CNN differentiates between thyroid carcinoma and normal thyroid with an AUC of 0.95, 92% accuracy, 92% sensitivity, and 92% specificity. Moreover, the CNN can discriminate medullary thyroid carcinoma from benign multi-nodular goiter (MNG) with an AUC of 0.93, 87% accuracy, 88% sensitivity, and 85% specificity. Classical-type papillary thyroid carcinoma is differentiated from benign MNG with an AUC of 0.91, 86% accuracy, 86% sensitivity, and 86% specificity. Our preliminary results demonstrate that an HSI-based optical biopsy method using CNNs can provide multi-category diagnostic information for normal head-and-neck tissue, SCCa, and thyroid carcinomas. More patient data are needed in order to fully investigate the proposed technique to establish reliability and generalizability of the work.
INTRODUCTION
Estimated cancer incidence world-wide in 2012 for cancers of the lip, oral cavity, nasopharynx, other pharynx, larynx, and thyroid combined was 1.4 million people newly diagnosed. This corresponds with an age-standardized incidence rate of about 25 men out of 100,000 and 14 women out of 100,000 diagnosed in 2012 alone with these types of cancer.
1 Approximately 90% of cancer at sites including the lips, gums, mouth, plate, and anterior two-thirds of the tongue are squamous cell carcinoma (SCCa).
2 There were over 800,000 cancer deaths in 2012 from these types of cancer. 1 The procedure for diagnosing these cancers is a tissue biopsy, and cases usually require surgical resection. Surgical resection is required for treatment of these cancers in order to prevent disease recurrence. 3 Hyperspectral imaging (HSI) is a non-contact optical imaging modality capable of acquiring hundreds of images at multiple wavelengths. Preliminary research demonstrates that HSI may contain potential for providing diagnostic information for a myriad of diseases. 4 Convolutional neural networks (CNNs), a type of machine learning and artificial intelligence algorithm, have demonstrated astonishing ability at image classification tasks. 5, 6 This study aims to investigate the ability of HSI to classify tissues from the thyroid, aerodigestive tract, and oral cavity, using convolutional neural networks. Both normal and cancerous tissue classification performance is investigated. If proven reliable, this method could help provide diagnostic information, perhaps as a computer-aided diagnostic tool for physicians diagnosing and treating these types of cancer.
METHODS
To investigate the ability of HSI to perform optical biopsy, we recruited human cancer patients into our study, acquired and processed gross-level HSI of freshly excised tissue specimens, trained our convolutional neural network, and evaluated system performance.
Experimental Design
In collaboration with the Otolaryngology Department and the Department of Pathology and Laboratory Medicine at Emory University Hospital Midtown, 21 head and neck cancer patients who were electing to undergo surgical cancer resection were recruited for our study to evaluate the efficacy of using HSI for optical biopsy. 7, 8 From these 21 patients, a total of 60 excised tissue samples were collected. Three tissue samples were collected from each patient, i.e., a sample of the tumor, a normal tissue sample, and a sample at the tumor-normal interface. The collected tissues were kept in cold PBS during transport to the imaging laboratory where the specimens were scanned with a hyperspectral imaging system.
9, 10
Two regions of interest were used for this study: firstly, the upper aerodigestive tract sites, including tongue, larynx, pharynx, and mandible; and secondly, the thyroid and associated carcinomas. Head and neck squamous cell carcinoma (HNSCCa) of the aerodigestive tract represented the first group, comprised of 7 patients. Normal tissue was obtained from all patients in the HNSCCa group, and SCCa was obtained from 6 of these patients. The thyroid group consisted of 14 patients total and included one benign neoplasm and three malignant neoplasms: benign multi-nodular goiter (MNG, 3 patients), classical-type papillary thyroid carcinoma (cPTC, 4 patients), follicular-type papillary thyroid carcinoma (fPTC, 4 patients), and medullary thyroid carcinoma (MTC, 3 patients), respectively.
After imaging with HSI, tissues were fixed in formalin, underwent haemotoxylin and eosin (H&E) staining, paraffin embedded, sectioned, and digitized. A head and neck specialized, certified pathologist confirmed the diagnoses of the ex-vivo tissues using the digitized histology slides in Aperio ImageScope (Leica Biosystems Inc, Buffalo Grove, IL, USA). The histological images serve as the ground truth for the experiment.
Hyperspectral Imaging and Preprocessing
The hyperspectral images were acquired using a CRI Maestro imaging system (Perkin Elmer Inc., Waltham, Massachusetts), which is comprised of a Xenon white-light illumination source, a liquid crystal tunable filter, and a 16-bit charge-coupled device (CCD) camera capturing images at a resolution of 1040 by 1,392 pixels and a spatial resolution of 25 µm per pixel. 7, 9, 11, 12 The hypercube contains 91 spectral bands, ranging from 450 to 900 nm with a 5 nm spectral sampling interval.
The hyperspectral data were normalized at each wavelength (λ) sampled for all pixels (i, j ) by subtracting the inherent dark current (captured by imaging with a closed camera shutter) and dividing by a white reference disk according to the following equation. 
Specular glare is created on the tissue surfaces due to wet surfaces completely reflecting incident light. Glare pixels do not contain useful spectral information for tissue classification and are hence removed from each HSI by converting the RGB composite image of the hypercube to grayscale and experimentally setting an intensity threshold that sufficiently removes the glare pixels, assessed by visual inspection.
A schematic of the classification scheme is shown in Figure 1 . For binary cancer classification, the classes used are normal aerodigestive tissue versus SCCa, and medullary and papillary thyroid carcinoma versus normal thyroid tissue. For multi-class classification of oral and aerodigestive tract tissue, epithelium, skeletal muscle, and gland are used. In addition, for multi-class sub-classification, the number of normal samples were augmented by 90, 180, and 270 degree rotations and vertical and horizontal reflections, to produce six times the number of samples. For multi-class classification of thyroid cancer, classical-type papillary thyroid carcinoma, medullary thyroid carcinoma, and multi-nodular thyroid goiter tissue are used.
For training and testing the CNN, each patient HSI needs to be divided into patches. Patches are produced from each HSI after normalization and glare removal to create 25×25×91 non-overlapping patches that do not include any 'black-holes' where pixels have been removed due to specular glare, see Table 1 . Using the binary mask created from the gold-standard, the areas of normal tissue were investigated under histology to extract regions of interest.
Convolutional Neural Network
To classify thyroid tissues, a 3D-CNN based on AlexNet, an ImageNet classification model, was implemented using TensorFlow.
5, 13 The model consisted of six convolutional layers with 50, 45, 40, 35, 30, and 25 convolutional filters, respectively. Convolutions were performed with a convolutional kernel of 5×5×9, which correspond to the x -y-λ dimensions. Following the convolutional layers were two fully connected layers of 400 and 100 neurons each. A drop-out rate of 80% was applied after each layer. Convolutional units were activated using rectified linear units (ReLu) with Xavier convolutional initializer and a 0.1 constant initial neuron bias. 14 Step-wise training was done in batches of 10 patches for each step. Every one thousand steps the validation performance was evaluated and the training data were randomly shuffled for improved training. Training was done using the AdaDelta, adaptive learning, optimizer for reducing the cross-entropy loss with an epsilon of 1×10 −8 and rho of 0.90. 15 For thyroid normal versus carcinoma, the training was performed at a learning rate of 0.1 for two to six thousand steps depending on the group. For MNG versus MTC and for MNG versus cPTC, the training was done at a learning rate of 0.005 for exactly two thousand steps for all groups.
To classify oral cavity tissues, the AlexNet CNN architecture was expanded to include an adapted version of the inception module that does not include max-pools and uses larger convolutional kernels, implemented using TensorFlow. 5, 6, 13 As shown in Figure 2 , the modified inception module simultaneously performs a series of convolutions with different kernel sizes: a 1×1 convolution; and convolutions with 3×3, 5×5, and 7×7 kernels following a 1×1 convolution. The model consisted of two consecutive inception modules, followed by a traditional convolutional layer with a 9×9 kernel, followed by a final inception module. After the convolutional layers were two consecutive fully connected layers, followed by a final soft-max layer equal to the number of classes. A dropout rate of 60% was applied after each layer. For binary classification, the number of convolutional filters were 355, 350, 75, and 350, and the fully connected layers had 256 and 218 neurons. For multi-class classification, the number of convolutional filters were 496, 464, 36, and 464, and the fully connected layers had 1024 and 512 neurons. Convolutional units were activated using rectified linear units (ReLu) with Xavier convolutional initializer and a 0.1 constant initial neuron bias. 14 Step-wise training was done in batches of 10 (for binary) or 15 (for multi-class) patches for each step. Every one thousand steps the validation performance was evaluated and the training data were randomly shuffled for improved training. Training was done using the AdaDelta, adaptive learning, optimizer for reducing the cross-entropy loss with an epsilon of 1×10 −8 (for binary) or 1×10 −9 (for multi-class) and rho of 0.8 (for binary) or 0.95 (for multi-class). 15 For normal oral tissue versus SCCa binary classification, the training was done at a learning rate of 0.05 for five to fifteen thousand steps depending on the patient-held-out iteration. For multi-class sub-classification of normal oral tissues, the training was done at a learning rate of 0.01 for three to five thousand steps depending on the patient-held-out iteration.
Validation
The final layer of the CNN labels each test case as the class with the highest probability overall, so each test patch has exactly one label. In addition, the probabilities of each test patch belonging to all classes are output from the network. The class probabilities for all patches of a test patient case are used to construct receiver operator characteristic (ROC) curves using MATLAB (MathWorks Inc, Natick, MA, USA). For binary classification, only one ROC curve is created per patient test case, but for multi-class classification, each class is used to generate a respective ROC curve; true positive rate and false positive rate are calculated as that class against all others. The CNN classification performance was evaluated using leave-one-patient-out external-validation to calculate the sensitivity, specificity, and accuracy, defined below, using the optimal operating point of each patient's ROC curve. 
Where TP, TN, FP, and FN represent the number of true positives, true negatives, false positives, and false negatives, respectively. The area under the curve (AUC) for the ROC curves is calculated as well and averaged across patients.
RESULTS
Training and testing on samples from different patients, the CNN can distinguish squamous cell carcinoma (SCCa) from normal oral tissues with an AUC of 0.82, 81% accuracy, 81% sensitivity, and 80% specificity. Representative HNSCCa classification results are shown in Figure 3 . Additionally, normal oral tissues can be sub-classified into epithelium, muscle, and glandular mucosa using a decision tree method, with an average AUC of 0.94, 90% accuracy, 93% sensitivity, and 89% specificity. See Table 2 for the full results. Representative normal sub-classification results are shown in Figure 4 and full results are in Table 3 .
After separately training on thyroid tissue, the CNN differentiates between thyroid carcinoma and normal thyroid with an AUC of 0.95, 92 accuracy, 92% sensitivity, and 92% specificity. Representative thyroid carcinoma classification results are shown in Figure 3 . Moreover, the CNN can discriminate MTC from benign MNG with an AUC of 0.93, 87% accuracy, 88% sensitivity, and 85% specificity. Classical-type papillary thyroid carcinoma is differentiated from MNG with an AUC of 0.91, 86% accuracy, 86% sensitivity, and 86% specificity. 
CONCLUSION
We developed a deep learning based classification method for hyperspectral images of fresh surgical specimens. The study demonstrated the ability of HSI and convolutional neural networks for discriminating between normal tissue and carcinoma. The novel results of normal tissue sub-classification into categories of epithelium, skeletal muscle, and glandular mucosa demonstrate that there is further classification potential for HSI.
In this study, the limited patient dataset reduces the generalizability of the results. In addition, the ROI technique for outlining tissues of interest for normal multi-class sub-classification creates the potential to introduce error into the experiment. Both of these issues could be resolved by utilizing a large number of patient data. By acquiring and processing more patient HSI data, the artificially intelligent technique will allow studies of more tissue types and potentially produce results with a more universal application. Further work involves investigating the multiple pre-processing approaches and refining the proposed deep learning architectures.
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