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Abstract
The Hamiltonian operator describing a quantum particle on a path
often extends holomorphically to a complex neighborhood of the path.
When it does, it can be seen as the local expression of a complex projective
structure, and its perturbations become deformations of that geometric
structure.
We’ll describe the Hamiltonian of a free particle as a complex projec-
tive surface, and we’ll use tools from quasiconformal geometry to study
its perturbations. Our main results are loosely modeled on the algebraic
“transformation theory” results that underpin the exact WKB method.
They’re meant to serve as a foundation for efforts to gain a more geomet-
ric understanding of the exact WKB method.
1 Introduction
1.1 Quantum mechanics on a complex domain
The motion of a quantum particle on a one-dimensional path is described by
the Hamiltonian operator (
∂
∂z
)2
− q
2
,
where z is the position variable and q/2 is the function that gives the potential
energy of the particle at each point on the path. This kind of operator is called
a Hill’s operator [1].
Sometimes, a particle on a path has a chance of escaping the path altogether.
For example, a photon in an optical fiber might escape through the side of the
fiber, or a neutron passing through an atom’s nucleus might be absorbed into
the nucleus. One way of modeling this, widely used in nuclear physics [2], is to
make the potential energy function complex-valued, with non-positive imaginary
part. The imaginary part of the potential gives the particle’s chance of escape
at each point on the path.
In nuclear physics, the complex potential often extends to a holomorphic
function on a neighborhood Ω ⊂ C of the real interval parameterizing the
path [3, §3.3]. When it does, we can treat z as a complex variable and ∂∂z
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as a complex derivative, reinterpreting the Hamiltonian as an operator on holo-
morphic functions over Ω. Each holomorphic eigenfunction, if it’s tame enough,1
describes a stationary or steadily decaying state of the particle—a bound state if
it restricts to an L2 function on the path, and an unbound state2 otherwise. We
can therefore study the motion of the particle using techniques from complex
analysis and geometry.
One fruitful approach, called the exact WKB method, is rooted in the asymp-
totic analysis of solutions of complex differential equations [3][10][11][12]. The
aim of this article is to illustrate another approach, based on the geometry of
complex projective surfaces. Our main results are loosely modeled on the exact
WKB “transformation theory” results of Kamimoto, Koike, Aoki, Kawai, and
Takei [13]. They’re meant to serve as a foundation for efforts to gain a more
geometric understanding of the exact WKB method.
Results similar to ours could be achieved in a more analytic way using Olver’s
error bounds for the Liouville-Green approximation [14, §6]. Both approaches
have their own advantages, and I think they could be usefully combined. I’ll
say more after stating the results.
1.2 Conformal maps and the WKB method
The first step of the WKB method is to transform the Hill’s operator under
consideration into something resembling the Hamiltonian of a free particle. The
transformation that accomplishes this is an example of a Liouville transforma-
tion [14, §6.1]. On a complex domain, Liouville transformations pick up an
especially geometric flavor, motivating the geometric point of view this article
takes.
Say we have a Hill’s operator H defined on an open region Ω ⊂ C, and
another Hill’s operator
H˜ =
(
∂
∂z
)2
− q˜
2
defined on another open region Ω˜ ⊂ C. A Liouville transformation that relates
H to H˜ is a conformal map y : Ω→ Ω˜ with the property that
H = y3/2z ◦
[(
∂
∂y
)2
− y
∗q˜
2
]
◦ y1/2z .
Those odd-looking powers of yz give Liouville transformations many nice
features, discussed in Sections 2.3 and 2.4. Their usefulness is perplexing if
1The details depend on which rigged Hilbert space we use to define unbound states [4,
§8.4][5, §1.4, end of §10.1]. In good cases, the tame holomorphic eigenfunctions correspond one-
to-one with the generalized eigenfunctions we find in the rigged Hilbert space. See Appendix A
for some examples.
2Or, equivalently, a scattering state: for stationary and steadily decaying states, typical
notions of unbound and scattering states coincide. You can find this point of view in the table
at the end of Chapter IV of [6], or the discussion after equation (1.2) of [7]. Some typical
notions of scattering states are described in [8, §2.1], [9, §2], and [5, §§16.3, 16.5].
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you treat H and H˜ as operators on holomorphic functions over C, as we’ll do
throughout this article. You can make geometric sense of them, however, by
letting H and H˜ act on holomorphic sections of the anti-tautological bundle
O(1) over CP1, sending them to holomorphic sections of O(−3).
1.3 A free enough particle on a complex strip
A basic system in quantum mechanics is the free particle: a particle that moves
along the real line with constant potential energy, and no chance of escape. Its
Hamiltonian is (
d
dz
)2
− 1
4
when we set the potential to 14 .
Let’s consider a particle that’s merely “free enough”: its complex potential
can vary with position, but not by too much. We’ll express its Hamiltonian as(
d
dz
)2
−
(
1
4
+
p
2
)
,
where p is a “small enough” function of position. Let’s say p is holomorphic on
a horizontal strip B ⊂ C of height at least pi.
In order to state our results cleanly, it will be useful to introduce a “doubly
extended” complex plane Cˆ with two extra points, −∞ and +∞. The left half-
plane is a neighborhood of −∞, and the right half-plane is a neighborhood of
+∞. Let Bˆ be the closure of B in Cˆ. It comprises the strip B, the edges of the
strip, and the points −∞ and +∞. If B has finite height, Bˆ is topologically a
closed disk.
Now we can state our two main results. We’ll present them here in analytic
language, with the Hamiltonian operators appearing explicitly. Before we prove
these results, we’ll recast them in geometric language as Theorems 3 and 4,
which can be found in Section 4.2. The geometric statements are sleeker, for two
reasons. First, by viewing the Hamiltonian operators as geometric structures, we
avoid the need to write them out explicitly, as discussed in Section 2. Second, the
strange-looking function bounding the size of p will turn out to be a coordinate
description of a natural Riemannian metric onB, which we’ll meet in Section 3.7.
Theorem 1. Consider a Hill’s operator
H =
(
d
dz
)2
−
(
1
4
+
p
2
)
on a horizontal strip B ⊂ C of height at least pi, with p holomorphic. Suppose
p is small in the sense that
∣∣∣p
2
∣∣∣ < {( 12 sin `)2 ` ≤ pi21
4 ` ≥ pi2 ,
3
where ` is the function that gives the distance to the edge of B. Then we can
find a new coordinate y : B → C with the following properties.
• It extends to extends to a topological embedding Bˆ → Cˆ which fixes ±∞.
• It’s a Liouville transformation that relates H to the Hamiltonian of a free
particle with potential 14 . In other words,
H = y3/2z ◦
[(
d
dy
)2
− 1
4
]
◦ y1/2z .
The strength of this theorem is that the new coordinate y extends contin-
uously to Bˆ, even though p can blow up at the boundary of B. If we improve
the bound on p, we can get a more quantitative version of this result.
Theorem 2. Assume the setting of Theorem 1. Suppose p satisfies the stronger
bound ∣∣∣p
2
∣∣∣ < {M ( 12 sin `)2 ` ≤ pi2
M 14 ` ≥ pi2
for some M ∈ (0, 13 ). Then any coordinate y with the properties offered by
Theorem 1 is close to a translation. Specifically, for any two points m, n ∈
Bˆ r {±∞}, the displacements r = z(n) − z(m) and r′ = y(n) − y(m) are kept
close to each other by the inequality
|r′ − r| ≤ 2M1−M (|Re r|+ 32jpi),
where j ∈ {1, 2, 3, . . .} and | Im r| ∈ [0, jpi].
For the applications to the exact WKB method that I have in mind, p will
have nothing worse than isolated power-law singularities on the boundary of
B. In this case, we could get similar results from Olver’s error bounds for the
Liouville-Green approximation [14, §6.11], using the tricks in [14, §6.4] to show
that the error control function has bounded variation along a progressive path
to each singularity. The bound on |r′ − r| might be more complicated near the
singularities, especially regular singularities. However, it might also be tighter,
especially where p is small. I expect that Theorem 2 could be improved by
using our geometric approach near the boundary of B, in the region ` ≤ pi2 , and
switching to Olver’s approach in the region ` ≥ pi2 .
Here are some instructions for translating the analytic statements above into
the geometric statements of Section 4.2. They won’t be immediately usable,
because they rely on the geometric language we’ll introduce on the way from
here to Section 4. I’ve placed them here as a guide to how that geometric
language is relevant to the analytic problem we originally set out to solve.
Reduction of Theorem 1 to Theorem 3. An open region in C equipped with a
Hill’s operator can be seen as a chart for a complex projective surface (Section 2).
The complex plane, equipped with our free particle Hamiltonian, is the image
4
of the global chart u : U → C for the infinite bicorn U (Section 3). The strip B,
equipped with the same Hamiltonian, is a global chart for a bicorn (Section 3.6).
Let ε be the quadratic differential −p dz2 on B. Using a coordinate expres-
sion for the Thurston metric of B (Section 3.7), you can see that the bound on
p in Theorem 1 is equivalent to the bound on ε in Theorem 3. The conformal
embedding γ : B → U that we get from Theorem 3 appears in coordinates, by
composition with u, as a conformal map y : B → C.
The space Cˆ is a coordinate description of Uˆ , so γ extends to a topological
embedding Bˆ → Uˆ if and only if y extends to a topological embedding Bˆ → Cˆ.
Using the properties of Schwarzian derivatives outlined at the end of Section 2.4,
you can work out that γ has Schwarzian derivative ε if and only if y is a Liouville
transformation that relates H to our free particle Hamiltonian.
Reduction of Theorem 2 to Theorem 4. We give the infinite bicorn a translation
structure by declaring u to be a translation chart (Section 3.5). Expressed in
terms of this chart, the conclusion of Theorem 4 becomes the conclusion of
Theorem 2.
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2 Hill’s operators as geometric structures
2.1 Overview
The analysis of holomorphic functions on open regions in C leads naturally to
the geometric study of Riemann surfaces and conformal maps. The analysis of
Hill’s operators on open regions in C leads to its own kind of geometry—the
study of complex projective surfaces and Möbius maps [1].
When you take a geometric point of view, the problem of finding a Liouville
transformation that relates one Hill’s operator to another becomes the problem
of finding a Möbius map from one complex projective surface to another. This
is useful because complex projective surfaces, like Riemann surfaces, all look the
same on small scales; the only obstacles to finding Möbius maps between them
are large-scale mismatches. Complex projective surfaces are also very rigid:
Möbius maps are determined by their local behavior, and their local behavior
has few degrees of freedom. These properties aren’t obvious from an analytic
point of view. We’ll see how they arise in Section 2.3.
The perturbation theory of Hill’s operators appears geometrically as a rich
deformation theory of complex projective structures. Its basic ideas are outlined
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in Section 2.4. TheWKBmethod is a perturbative analysis, and the main results
of this paper are, correspondingly, deformation theory results.
2.2 Analytic definition
A conformal structure on a surface is an atlas of charts to C whose transition
maps are conformal. A complex projective structure is a conformal structure
that comes with a Hill’s operator on the image of each chart. Its transition
maps are required to be Liouville transformations.
A Möbius map is a structure-preserving map between complex projective
surfaces: a conformal map which becomes a Liouville transformation when com-
posed with charts on both sides.
2.3 Geometric simplification
You might expect small pieces of complex projective surfaces to come in many
different shapes, arising from Hill’s operators with different sorts of potentials.
Surprisingly, they don’t! All complex projective surfaces are locally isomor-
phic. In other words, all Hill’s operators are locally Liouville-equivalent. The
construction behind this observation dates back to Kummer, although the ob-
servation may not [15, §2]. It’s reviewed in Appendix B.
Using Kummer’s trick, you can describe any complex projective structure in
terms of projective charts, which come with the operator ( ∂∂z )
2 on their images.
The Liouville transformations relating this operator to itself are the Möbius
transformations. If you stick to projective charts, you can forget about Hill’s
operators entirely, and say that a complex projective structure is an atlas of
charts to CP1 whose transition maps are Möbius transformations. A Möbius
map is a conformal map which becomes a Möbius transformation when com-
posed with projective charts on both sides.
2.4 Deformations
If you have a conformal map ζ from one complex projective surface to another,
you can see how it deforms the complex projective structure by measuring its
Schwarzian derivative Sζ. This holomorphic quadratic differential tracks how ζ
deviates from its best Möbius approximation at each point. Its description here
follows the more detailed treatment in [16, §4.2], which in turn is based on an
exposition by Thurston [17].
Pick a point m in the domain of ζ. To reduce clutter—hopefully without
adding too much confusion—we’ll also use m to denote the ideal of holomorphic
functions vanishing at m. For any projective chart v vanishing at m, you can
find a projective chart v˜ around ζ(m) with
ζ∗v˜ ∈ v +m3.
Intuitively, this shows that ζ is a Möbius map through second order near m.
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To see how far ζ is from actually being a Möbius map, let’s look at its
third-order expansion [16, §4.2.2]. Rewriting the second-order expansion above
as
ζ∗v˜ ∈ v(1 +m2),
and expanding to the next order inside the parentheses, we get
ζ∗v˜ ∈ v(1 + 16pm v2 +m3)
for some pm ∈ C. More abstractly,3
ζ∗v˜ ∈ v(1 + 16 Sζm)
for some coset Sζm ∈ m2/m3, which can be written in coordinates as pm v2+m3.
This coset, which turns out to be the same for any choice of v [16, §4.2.3], is the
Schwarzian derivative of ζ at m.
You can identify the coset v2 + m3 with the square of the cotangent vector
dvm [16, §4.2.2]. This leads to the expression Sζm = pm dv2m, and the interpreta-
tion of Sζ as a quadratic differential. If you fix the chart v, the approximating
chart v˜ depends holomorphically on m, so Sζ is holomorphic. In coordinates,
Sζ = p dv2 for some holomorphic function p.
The Schwarzian derivative provides a useful perspective on Kummer’s con-
struction of local projective charts. To see it, you need to know two things.
One is that when you compose two conformal maps between complex projective
surfaces, their Schwarzian derivatives add: S(ω◦ζ) = Sζ+ζ∗Sω [17, p. 188][18,
§3.1]. The other is that you can find the Schwarzian derivative of a chart for a
complex projective structure by looking at the Hill’s operator on its image. A
chart f that comes with the operator
H =
(
∂
∂z
)2
− q
2
on its image has Schwarzian derivative f∗q df2.
Putting these facts together, we see that a composition y◦f is a Möbius map
if and only if Sy = −q dz2. Our discussion of Kummer’s trick in Appendix B
can therefore be reframed as a proof that if ψ and ψ˜ satisfy the Hill’s equations
Hψ = 0 and Hψ˜ = 0, their ratio ψ˜/ψ has Schwarzian derivative −q dz2. This is
what Kummer originally observed [15, §2].
3 The geometry of the free particle
3.1 Overview
Let’s look at a free particle from the geometric viewpoint of Section 2. Equipped
with the Hamiltonian (
d
dz
)2
− 1
4
,
3The factor of 1
6
gives the standard normalization for the Schwarzian derivative. The
normalization used in [16, §4.2.2] is not standard.
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the complex plane becomes a global chart for some complex projective surface
U . We’ll see in this section that U can be described very simply in geometric
terms. We’ll also parlay the translation symmetry of the free particle into extra
geometric structure on U , which complements the complex projective structure.
3.2 Geometric definition
The twice-punctured Riemann sphere CP1 r {0,∞}, also known as C×, gets a
natural complex projective structure from its inclusion into CP1. Its universal
cover U → C× inherits that complex projective structure in the usual way. I’ll
call U the infinite bicorn, because the covering map rolls it up like the brim of
a bicorn hat.
For convenience, mark a point ? ∈ U which lies above 1 ∈ CP1.
3.3 Riemann surface description
As a covering map between Riemann surfaces, U → C× must be equivalent
to the exponential map C → C×. That means there’s a unique conformal
equivalence u : U → C that sends ? to 0 and makes the diagram
u
exp
8
commute. We’ll think of u as a global chart for U , using the end of Section 2.4
to find out which Hill’s operator it comes with. Working backwards from the
fact that expu is a Möbius map, you can infer that u carries the free particle
Hamiltonian (
d
dz
)2
− 1
4
on its image, and thus has Schwarzian derivative 12du
2.
3.4 Boundary points
We can extend the projective cover U → C× to a topological branched cover
Uˆ → CP1 by adding a pair of points −∞ and +∞ that map to 0 and ∞,
respectively. I’ll call these new points the tips of the infinite bicorn. Give Uˆ the
coarsest topology that makes the map Uˆ → CP1 continuous.
3.5 Translation structure
We saw earlier that U is conformally equivalent to the flat plane, and we know
that all conformal automorphisms of the flat plane are composed of transla-
tions, rotations, and scalings. Among these, translations and half-turn rotations
are the only ones that preserve the Schwarzian derivative 12du
2. The projec-
tive automorphisms of U are therefore composed of translations and half-turn
rotations—the local symmetries of a half-translation surface [19, §2][20, §1.8].
It’s now clear that all the projective automorphisms of U extend to topolog-
ical automorphisms of Uˆ , which either fix or exchange the tips. The ones that
fix the tips are the pure translations.
In light of all this, let’s define a translation structure on U by declaring u to
be a translation chart [19, §2]. The global translations of U are the projective
automorphisms that fix the tips. Translation of Uˆ by r ∈ C commutes with
multiplication of CP1 by er ∈ C×. In particular, vertical translations of Uˆ
correspond to rotations of CP1, so it’s natural to think of vertical distances on
U as angular distances.
On a small region Ω ⊂ U , the complex projective structure is more flexible
than the translation structure: there are Möbius maps Ω → U which are not
translation maps. On a region that connects the tips, we can stiffen the complex
projective structure by keeping the tips fixed.
Proposition 1. Consider a connected open subset Ω ⊂ U and a Möbius map
ω : Ω→ U . If the tips of U are in the closure of Ω, and ω extends to a continuous
map Ω ∪ {±∞} → Uˆ that fixes the tips, then ω is a translation map.
Proof. Any two Möbius maps from a connected complex projective surface to
CP1 differ by a Möbius transformation, so there’s a Möbius transformation θ
that makes the diagram
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Ω U
CP1 CP1
ω
θ
commute. Since ω extends continuously to the tips of U , and fixes each tip, θ
must fix 0 and ∞. That means there’s a translation ω′ of U that makes the
diagram
U U
CP1 CP1
ω′
θ
commute. We can choose ω′ to agree with ω at some point in Ω. It follows, by
the uniqueness of lifts along covering maps, that ω′ agrees with ω everywhere
in Ω. Hence, ω is a translation map.
3.6 Horizontal strips
A horizontal strip in the infinite bicorn U will be called a bicorn—a finite one
if it’s vertically bounded, and a half-infinite one if it extends infinitely in one
vertical direction. A bicorn of height 2pi or less maps injectively to CP1 along
the covering map.
−pi
0
pi
0 ∞
The image of a taller bicorn overlaps itself.
−pi
0
pi
0 ∞
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A bicorn of height pi will be called a bicorn disk, because it maps to a disk in
CP1.
−pi
0
pi
0 ∞
Bicorn disks have many special features, which will play an important role in
this paper.
A bicorn comes with a complex projective structure, a translation structure,
and a boundary—its topological boundary in Uˆ . I’ll call this boundary the
circular boundary to avoid ambiguity. The closure in Uˆ of a bicorn B will be
called its circular closure, and denoted Bˆ.
In addition to the tips −∞ and +∞, the circular boundary of a finite bi-
corn contains two horizontal lines in U , which I’ll call the edges. The circular
boundary of a half-infinite bicorn has one edge, and the circular boundary of
the infinite bicorn has no edges.
You can describe a bicorn B intrinsically by giving its complex projective
structure, the topological details of its circular closure B ↪→ Bˆ, and the locations
of its tips −∞ and +∞ in Bˆ. This description, by Proposition 1, determines
the inclusion B ↪→ U up to translation, which is to say it determines the trans-
lation structure of B. The intrinsic point of view lets us handle a bicorn as an
independent object, not equipped with any particular inclusion into U .
We just observed that, up to translation, there’s only one Möbius map B →
U that sends each tip of B to the corresponding tip of U . We get the same kind
of rigidity for any conformal map B → U with a fixed Schwarzian derivative.
Proposition 2. Consider two conformal maps from a bicorn B to the infinite
bicorn U . Suppose they extend to continuous maps B ∪ {±∞} → U ∪ {±∞}
that send each tip of B to the corresponding tip of U . If the two maps have the
same Schwarzian derivative, they differ only by a translation of U .
Proof. Call the two maps ζ, ζ ′ : B → U . Let ω : ζ(B) → U be the conformal
map for which ω ◦ ζ = ζ ′. Observe that ω extends continuously to the tips of
U , fixing each tip.
Now, suppose ζ and ζ ′ have the same Schwarzian derivative. Then ω is
a Möbius map. Proposition 1 guarantees that ω is a translation map, which
extends to a translation of U .
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3.7 The Thurston metric
Every complex projective surface of hyperbolic type comes with a Riemannian
metric called the Thurston metric. It’s defined pointwise as the infimum of
the hyperbolic metrics of all projectively immersed disks [18, §4.3].4 When one
disk sits inside another, the hyperbolic metric of the larger disk is smaller at
every point. That means the Thurston metric is determined by the maximal
disks—the disks with no larger disks containing them.5
The Thurston metric of a disk is the same as the hyperbolic metric. On the
bicorn disk Imu ∈ (0, pi) in U , it can be written as[ |du|
2 sin(Imu)
]2
.
The maximal disks of the infinite bicorn are precisely the bicorn disks. From
this fact, and the expression above, you can deduce that the Thurston metric of
the infinite bicorn is 14 |du|2—a constant multiple of the flat metric that comes
from the translation structure. The Thurston metric of a general bicorn is
(
|du|
2 sin `
)2
` ≤ pi2
1
4 |du|2 ` ≥ pi2 ,
where ` is the function that gives the distance to the circular boundary.
` ≤ pi/2 ` ≥ pi/2 ` ≤ pi/2
The graph above shows how the size of the Thurston metric depends on your
vertical position in a bicorn. Size is measured relative to |du|2.
4 The geometry of a free enough particle
4.1 Foundations
Our main results are based on two classic extension theorems for local conformal
maps from a complex projective surface to the Riemann sphere. The first, by
4Following the convention of our sources, we’ll use the hyperbolic metric of curvature −4.
5When I say one projectively immersed disk sits inside another, I mean there’s a Möbius
map from one to the other that commutes with the immersions.
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Gehring and Pommerenke, extends a conformal map on a disk to a topological
embedding on a larger domain. The second, by Ahlfors and Weill, bounds the
maximal dilatation of the extension, making it quasiconformal.
We’ll use these theorems through the following corollaries, chosen for their
resemblance to the results we aim to achieve. The second theorem has been
combined with Teichmüller’s observation that quasiconformal maps are close to
Möbius maps, in the sense that they don’t distort cross ratios too much.
Corollary 1 (Gehring–Pommerenke). Consider a holomorphic quadratic dif-
ferential ε on a disk D. Write the hyperbolic metric on D as η2. If |ε| < 2η2,
there’s a conformal embedding D → CP1 with the following properties.
• It extends to a topological embedding Dˆ → CP1.
• Its Schwarzian derivative is ε.
Corollary 2 (Ahlfors–Weill, Teichmüller). If the quadratic differential ε in
Corollary 1 satisfies the stronger bound |ε| < 2Mη2 for some M ∈ (0, 1), the
embedding Dˆ → CP1 that we get is close to a Möbius map. Specifically, the
cross ratio ρ of four distinct points in Dˆ and the cross ratio ρ′ of their images
in CP1 are kept close to each other by the inequality
d∴(ρ, ρ′) ≤ 12 log 1+M1−M ,
where d∴ is the hyperbolic distance on CP1 r {0, 1,∞}.
Proof of Corollary 1. Identify Dˆ with the closed unit disk in CP1. Since D is
simply connected, there’s a conformal map D → CP1 with Schwarzian deriva-
tive ε [21, Theorem II.1.1]. If |ε| < 2η2 this map extends to a homeomorphism
CP1 → CP1 by Gehring and Pommerenke’s theorem [21, Theorem II.5.4]. Re-
stricting to Dˆ gives the desired topological embedding.
Proof of Corollary 2. As we did in the proof of Corollary 1, identify Dˆ with the
closed unit disk in CP1, and find a conformal map D → CP1 with Schwarzian
derivative ε. If |ε| < 2η2, this map extends to a quasiconformal homeomor-
phism δ˚ : CP1 → CP1 with a known Beltrami differential, found by Ahlfors
and Weill [21, Theorem II.5.1]. If |ε| < 2Mη2, the magnitude of the Bel-
trami differential is less than M almost everywhere. It follows that δ˚ is 1+M1−M -
quasiconformal [21, Theorem I.4.1]. Teichmüller’s theorem on the quasi-invariance
of cross ratios then bounds d∴(ρ, ρ′) as stated [22].
4.2 Main results
Theorem 3. Consider a holomorphic quadratic differential ε on a bicorn B
wide enough to contain a bicorn disk. Write the Thurston metric on B as λ2. If
|ε| < 2λ2, there’s a conformal embedding B → U with the following properties.
• It extends to a topological embedding Bˆ → Uˆ that sends each tip of B to
the corresponding tip of U .
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• Its Schwarzian derivative is ε.
Theorem 4. If the quadratic differential ε in Theorem 3 satisfies the stronger
bound |ε| < 2Mλ2 for some M ∈ (0, 13 ), the embedding Bˆ → Uˆ that we get is
close to a translation map. Specifically, the displacement r between two points
in Bˆ r {±∞} and the displacement r′ between their images in U are kept close
to each other by the inequality
|r′ − r| ≤ 2M1−M (|Re r|+ 32jpi),
where j ∈ {1, 2, 3, . . .} and | Im r| ∈ [0, jpi]. Displacement is measured with
respect to the standard translation structures on B and U , as described in Sec-
tion 3.5.
4.3 Proofs
Proof of Theorem 3. Since B is wide enough to contain a bicorn disk, we can
cover it with bicorn disks D1, . . . , Dn, ordered counterclockwise around −∞.
For convenience, let’s arrange for the only overlaps to be between Dν and Dν+1
for each ν. Write the hyperbolic metric on Dν as η2ν .
Suppose |ε| ≤ 2λ2. Since Dν ⊂ B is a maximal disk, the definition of the
Thurston metric ensures that λ2 ≤ η2ν . Corollary 1 then gives us a conformal
embedding δ : Dν → CP1 with the following properties.
• Its Schwarzian derivative is ε.
• It extends to a topological embedding δˆ : Dˆν → CP1.
By composing with a suitable Möbius transformation, we can arrange for δˆν
to send −∞ and +∞ to 0 and ∞, respectively. Then we can lift it along the
branched covering Uˆ → CP1 to a topological emedding γˆν : Dˆν → Uˆ .
By Proposition 2, we can translate the embeddings γˆ1, . . . , γˆn so that each
one agrees with the previous one on the overlap between their domains. Then
they fit together into one big topological embedding Bˆ → Uˆ , which restricts to
the desired conformal embedding B → U .
To prove Theorem 4, we’ll use a version of Corollary 2 that not only tells
us the embedding that we get is close to a Möbius map, but also shows us an
efficient way to reach one.
Lemma 1. If the quadratic differential ε in Corollary 1 satisfies the stronger
bound |ε| < 2Mη2 for some M ∈ (0, 13 ), there’s a homotopy [0, 1] × D → CP1
with the following properties.
• It’s conformal at each time.
• It’s a Möbius map at time zero.
• It has Schwarzian derivative ε at time one.
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• It extends to a homotopy [0, 1]×Dˆ → CP1 which is a topological embedding
at each time.
• Its extension deforms cross ratios Lipschitz-continuously, with Lipschitz
constant arctanhM .
To state the last property precisely, pick four distinct points in Dˆ, and let ρa be
the cross ratio of their images in CP1 at time a ∈ [0, 1]. The property is that
d∴(ρa, ρb) ≤ |b− a| arctanhM
for all a, b ∈ [0, 1], no matter which four points we picked.
Proof. Identify Dˆ with the closed upper half-plane in CP1. Find a conformal
map δ : D → CP1 with the properties listed in Corollary 1, using the method
from the proof of the corollary. We know, from the details of the proof, that δ
extends to a 1+M1−M -quasiconformal homeomorphism δ˚ : CP
1 → CP1. By compos-
ing with a suitable Möbius transformation, we can arrange for δ˚ to fix 0, 1, and
∞.
We’ll now travel from the identity to δ˚ along a clever path found by Dao-
shing, and studied further by Gehring and Reich [23][24, Lemma 3.3][25, §2].
Write µ for the Beltrami differential of δ˚. The family of (−1, 1)-forms
µa =
µ
|µ| tanh(a arctanh |µ|),
parameterized by a ∈ [0, 1], goes continuously from 0 to µ. (To resolve the am-
biguity in the formula, set µa to zero wherever µ is zero.) Let ∆˚a : CP1 → CP1
be the map which has Beltrami differential µa and fixes 0, 1, and ∞. Using an
argument by Lehto,6 you can show that ∆˚b◦∆˚−1a is
(
1+M
1−M
)|b−a|-quasiconformal7
for all a, b ∈ [0, 1]. Teichmüller’s theorem on the quasi-invariance of cross ratios
then bounds d∴(ρa, ρb) as stated [22], just as in the proof of Corollary 2.
Each µa vanishes on D, because µ vanishes there. Each quasiconformal
map ∆˚a : CP1 → CP1 thus restricts to a conformal map ∆a : D → CP1, whose
Schwarzian derivative we’ll call εa. It’s apparent from the formula for µa that
|µa| ≤ |µ|, and we know from the proof of Corollary 2 that |µ| < M almost
everywhere. This implies that |εa| < 6Mη2, as proven by Kühnau and by
Lehto [21, §II.3.3]. Hence, by Corollary 1, ∆˚a restricts to a topological embed-
ding Dˆ → CP1.
Our bound on the deformation of cross ratios ensures that ∆˚a varies contin-
uously with respect to a. Hence, ∆˚ is a homotopy from the identity to δ˚. Its
restriction ∆ is the homotopy we want.
6Write out the Beltrami differential of ∆˚b ◦ ∆˚−1a using formula (I.4.4) of [21], and simplify
using the angle addition identity for the hyperbolic tangent. You’ll see that the magnitude
of the Beltrami differential is bounded by tanh[(b− a) arctanhM ] almost everywhere. Taking
the hyperbolic arctangent of both sides, and then writing the hyperbolic arctangent in terms
of the natural logarithm, you’ll get the desired bound on the dilatation of ∆˚b ◦ ∆˚−1a . Lehto
uses the same kind of argument to prove Theorem I.4.7 of [21].
7This formula conflicts with the second displayed equation in [25, §2], which would give e
as the base of the exponent.
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Proof of Theorem 4 for | Im r| ≤ pi. Consider two pointsmstart,mend ∈ Bˆr{±∞}
separated by a vertical distance of pi or less. Pick an embedding γˆ : Bˆ → Uˆ of
the kind produced by Theorem 3. Let r be the displacement from mstart to mend,
and let r′ be the displacement from γˆ(mstart) to γˆ(mend). By Proposition 2, r′
doesn’t depend on our choice of γˆ.
Suppose |ε| < 2Mλ2 for some M ∈ (0, 13 ). For convenience, we’ll declare
1+M
1−M as a new parameter K ∈ (1,∞), which varies monotonically with M . We
want to show that
|r′ − r| ≤ (K − 1)(|Re r|+ 32pi).
It’s easy to see that both r and r′ are zero when mstart and mend are the same,
so let’s restrict ourselves to the case where mstart and mend are distinct.
Because mstart and mend are separated by a vertical distance of pi or less, we
can find a bicorn disk D ⊂ B whose circular closure Dˆ contains both of them.
Pick a homotopy ∆: [0, 1]×D → CP1 with the properties listed in Lemma 1. Let
∆ˆ be its extension to [0, 1]× Dˆ. By composing with a suitable time-dependent
Möbius transformation, we can arrange for ∆ˆ to always send −∞ and +∞ to 0
and ∞, respectively. Then we can lift it along the branched covering Uˆ → CP1
to a homotopy Γˆ : [0, 1]× Dˆ → Uˆ which is a topological emedding at each time.
For each time a ∈ [0, 1], let ρa be the cross ratio
(0, ∆ˆa(mstart), ∆ˆa(mend),∞) = ∆ˆa(mend)− 0
∆ˆa(mstart)− 0
/
∆ˆa(mend)−∞
∆ˆa(mstart)−∞
,
which simplifies to ∆ˆa(mend)/∆ˆa(mstart). Let ra be the displacement from
Γˆa(mstart) to Γˆa(mend), and observe that exp ra = ρa. In other words, ra is
a lift of the path ρa along the covering map
Cr 2piiZ CP1 r {0, 1,∞}.exp
Write the hyperbolic metric on CP1 r {0, 1,∞} and the pullback of that
metric to C r 2piiZ as η2∴ and η2..., respectively. Because the homotopy ∆ˆ was
produced by Lemma 1, the path ρa is Lipschitz with respect to η2∴, with Lipschitz
constant arctanhM . The lift ra is therefore Lipschitz with respect to η2..., with
the same Lipschitz constant. In particular,
d...(r0, r1) ≤ arctanhM,
where d... is the distance induced by the metric η2....
The homotopy Γˆ restricts to a homotopy to Γ: [0, 1]×D → U which is con-
formal at each time. The initial map Γ0 is a Möbius map, so Γˆ0 is a translation
map, by Proposition 1. Hence, r0 = r. The final map Γ1 has Schwarzian deriva-
tive ε, so the embedding γˆ : Bˆ → Uˆ that we chose at the beginning matches Γˆ1
up to a translation, thanks to Proposition 2. Hence, r1 = r′. The bound above
now says that
d...(r, r
′) ≤ arctanhM.
16
To get the weaker but more explicit bound stated in the theorem, we use
the inequality [26, Theorem 14.3.1]
|dz|
2|z|(∣∣ log |z|∣∣+ 32pi) ≤ η∴,
which pulls back along exp to the inequality
|dz|
2(|Re z|+ 32pi)
≤ η....
The left-hand side, which I’ll call ηtract, has a nice hyperbolic interpretation.
Under the metric η2tract, the complex plane becomes the universal cover of a
tractricoid—a pair of hyperbolic cusps glued together along a horocycle. You
can see this concretely by identifying the closed left and right half-planes in
(C, η2tract) with the horodisks Re z ≤ − 32pi and 32pi ≤ Re z in the left and right
half-plane models of H.
We’ve shown that r′ is in the closed η2... ball around r of radius arctanhM ,
which can also be expressed as 12 logK. We know from the inequality above that
this η2... ball is inside the closed η2tract ball around r of the same radius. Using
the hyperbolic interpretation, you can show that this η2tract ball is inside the
closed |dz|2 ball around r of radius (K − 1)(|Re r|+ 32pi). This bounds |r′ − r|
as desired.
Proof of Theorem 4 in general. Consider any two points mstart,mend ∈ Bˆ r
{±∞}. Pick an embedding γˆ : Bˆ → Uˆ of the kind produced by Theorem 3,
and define r and r′ like we did in the proof of the base case. For convenience,
let’s restrict our attention to the case where Im r ≥ 0. The argument we’ll use
adapts straightforwardly to the other case.
Starting at mstart, walk upward in steps of length pi until your vertical dis-
tance to mend is pi or less. This produces a sequence of points m1, . . . ,mj , with
m1 = mstart. Notice that | Im r| ∈ [0, jpi].
By construction, the displacement from each point mν to mν+1 is ipi. Let r′ν
be the displacement from γˆ(mν) to γˆ(mν+1). Let rfin be the displacement from
mj to mend, and let r′fin be the displacement from γˆ(mj) to γˆ(mend).
Suppose |ε| < 2Mλ2 for some M ∈ (0, 13 ). As before, we’ll declare 1+M1−M as a
new parameter K ∈ (1,∞). Since the vertical distance from each point mν to
mν+1 is pi, we can apply the base case of the theorem and conclude that
|r′ν − ipi| ≤ (K − 1)(|Re ipi|+ 32pi)
= (K − 1) 32pi.
Applying the base case to the step from mj to mend, we learn that
|r′fin − rfin| ≤ (K − 1)(|Re rfin|+ 32pi).
Taking the difference between the expressions
r = ipi + . . .+ ipi + rfin
r′ = r′1 + . . .+ r
′
j−1 + r
′
fin
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and applying the triangle inequality, we get the bound
|r′ − r| ≤ |r′1 − ipi|+ . . .+ |r′j−1 − ipi|+ |r′fin − rfin|.
Combining this with the step-by-step bounds from above, we learn that
|r′ − r| ≤ (K − 1) 32 (j − 1)pi + (K − 1)(|Re rfin|+ 32pi)
= (K − 1)(|Re rfin|+ 32jpi).
Noting that Re rfin = Re r, we end up with the desired bound.
A Holomorphicity of generalized eigenfunctions
Physicists like to sort the stationary and steadily decaying states of a particle on
a path into two classes: bound states, which are fairly localized, and unbound
states, which are not. The most basic model of the particle tells us only about
the bound states. They’re described by the eigenfunctions of a Hamiltonian
operator on the state space L2(I), where I is the real interval parameterizing
the path. We can elaborate this model by expanding the state space to a
rigged Hilbert space Φ ⊂ L2(I) ⊂ Φ×. The elements of Φ× can be seen as
generalized functions, on which the Hamiltonian acts naturally. The generalized
eigenfunctions of the Hamiltonian describe the unbound states.
In the setting of Section 1.1, the Hamiltonian also acts on holomorphic func-
tions over a neighborhood Ω of I. Let’s suppose Ω is simply connected. For good
choices of rigged Hilbert space, the generalized eigenfunctions of the Hamilto-
nian correspond one-to-one with the holomorphic eigenfunctions that satisfy
some regularity condition.
As an example, take Φ to be the space of compactly supported smooth
functions on I, so Φ× is the complex conjugate of the standard space of distri-
butions. Using the method of integrating factors, as described in [27], we see
that each generalized eigenfunction of the Hamiltonian can be represented by an
analytic function on I. Since the potential extends to a holomorphic function
over Ω, the integration of the eigenfunction equation can be continued along any
path through Ω. Because Ω is simply connected, the result is a holomorphic
eigenfunction defined consistently over all of Ω. In this way, each generalized
eigenfunction can be represented by a holomorphic eigenfunction. Conversely,
every holomorphic eigenfunction represents a generalized eigenfunction, with no
regularity condition needed.
For another example, take Φ to be the space of Schwartz functions on I,
so Φ× is the complex conjugate of the space of tempered distributions. Since
every tempered distribution is a standard distribution, we already know from
the argument above that each generalized eigenfunction of the Hamiltonian
can be represented by a holomorphic eigenfunction. Conversely, a holomorphic
eigenfunction represents a generalized eigenfunction as long as its restriction to
I can be bounded by a polynomial.
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It would be interesting to know if there are examples where I is the posi-
tive real axis, Ω is the wedge ei(−α,α)I for some angle α, and Φ is the space of
dilation-analytic functions on Ω [28]. A holomorphic eigenfunction might rep-
resent a generalized eigenfunction as long as its Mellin transform doesn’t grow
too fast [29].
B Kummer’s transformation
To find a local Liouville equivalence relating any two Hill’s operators, it’s enough
to find a Liouville equivalence relating each operator to ( ∂∂z )
2. That’s what we’ll
do in this appendix, using a transformation first studied by Kummer [15, §2].
Take a Hill’s operator
H =
(
∂
∂z
)2
− q
2
on a region Ω ⊂ C, and pick any point m ∈ Ω. We aim to find a neighborhood
Ω′′ of m and a conformal map y : Ω′′ → C with the property that
H = y3/2z ◦
(
∂
∂y
)2
◦ y1/2z .
Our first step is to solve the equation Hψ = 0, choosing a solution that doesn’t
vanish at m. On the neighborhood Ω′ of m where ψ stays non-zero,
H =
(
∂
∂z
+
ψz
ψ
)(
∂
∂z
− ψz
ψ
)
=
(
ψ−1 ◦ ∂
∂z
◦ ψ
)(
ψ ◦ ∂
∂z
◦ ψ−1
)
= ψ−3 ◦
(
ψ2 ◦ ∂
∂z
)(
ψ2 ◦ ∂
∂z
)
◦ ψ−1.
Putting Ω′′ ⊂ Ω′, we see that any holomorphic map y : Ω′′ → C with dy−1/2 =
ψ dz−1/2 will have the property we want.
Choose Ω′′ to be simply connected. That ensures we can solve Hψ˜ = 0 on
Ω′′ with Wr(ψ, ψ˜) = 1. The map y = ψ˜/ψ has the property we want.
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