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I. Introduction
Positron emission tomography (PET) image features are a promising avenue to inform In view of the amount of data and derivative features available, researchers are exploring machine learning methods to predict clinical outcomes and response based on image and nonimage features in a range of tumor sites and treatment modalities. Dehing-Oberije et al.
[16] developed a support vector machine (SVM) classifier for predicting two-year survival 55 of NSCLC patients based on patient characteristics and presenting features of the cancer.
El Naqa et al. [17] used logistic regression to predict failure probabilities of cervical and headand-neck cancer based on FDG-PET/CT image features. Their best models for both sites were composed of two features each. El Naqa et al. [18] found that using SVM along with a nonlinear kernel resulted in superior performance when the data demonstrated nonlinear 60 behavior for predicting esophagitis, pneumonitis, and xerostomia endpoints. Vaidya et al. [19] applied logistic regression to predict the failures of NSCLC patients based on combined FDG-PET/CT features and found that a two-feature classifier performed the best through a bootstrapping feature selection algorithm that analyzed classifiers composed of one to five features. van Stiphout et al. [20] developed an SVM classifier for pathological complete 65 response of rectal cancer after chemoradiation therapy based on FDG-PET and clinical features. Zhang et al. [21] used FDG-PET information in an SVM classifier with 17 features to evaluate esophageal tumor response to CRT.
In this paper, we build upon these previous studies by developing a logistic regression classifier, that uses 4DPET using FDG and 4DCT image features to predict two-year local 70 and overall relapse in a cohort of LA-NSCLC patients. While nodal PET uptake can be a predictor of distant relapse in head and neck cancers, [22] few studies have investigated its use with machine learning models. We include nodal 4DPET and 4DCT features in our classifiers and explore their predictive value, which has not been considered previously in LA-NSCLC. By varying whether the classifiers can choose nodal features or not, we quantify 75 their predictive value. We also explore how different combinations of features improve the predictive capability of our classifier. Similar to other studies, we use Matthew's correlation coefficient (MCC) [18] to compare the performance of the different classifiers.
II. Methods and Materials
A. Data
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After institutional research ethics board approval, we identified a prospective cohort of LA-NSCLC patients undergoing conventionally fractionated radiation therapy and concurrent chemotherapy with curative intent. These 32 patients consented to 4DPET/4DCT imaging two weeks prior to treatment and three months after completion of therapy. Of the 32 patients who originally consented to the study, three were rendered ineligible since 85 the first 4DPET/4DCT scan showed evidence of metastatic disease prior to treatment. Two patients withdrew due to toxicity during treatment, and another two died prior to the posttreatment 4DPET/4DCT scan. The remaining 25 patients who contributed to this study are described in Table I . All 25 eligible patients were followed for at least two years (or until death), with a median follow-up of 26 months.
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For each patient, we examined two clinical outcomes: local relapse and overall relapse at two years post-therapy. Local relapse was defined by first tumor recurrence being in the planning target volume (PTV). Overall relapse was determined by a recurrence anywhere, including all locoregional and distant failures. Twenty percent of all patients had a local relapse as the first site of disease recurrence and 60% of patients had a relapse by two years.
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All patients who died during follow-up had a documented recurrence before death. The median progression-free survival was 10.1 months and the overall survival rate at two years was 60%.
Each patient underwent a planning 4DPET/4DCT scan (Discovery ST, GE Healthcare, Waukesha, WI). The resolution of the 4DCT was 0.78mm × 0.78mm × 2mm. The resolution 100 of the 4DPET was 3.9mm × 3.9mm × 2mm and was interpolated to match the resolution of the CT dataset. These images were transferred to our treatment planning system (Pinnacle 
B. Features
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PET features were extracted from the masks defined above on the inhale phase. Standardized uptake value (SUV) data from the masks were exported to MATLAB (MATLAB and Statistics Toolbox Release 2010b, The MathWorks, Inc., Natick, Massachusetts, United
States) and were used to construct our initial feature set. These features were preprocessed in order to minimize the effects of large magnitude of any one feature value on the learning 115 algorithm. For each feature, we standardized the values by subtracting the mean and dividing by the variance across all patients.
[23] Features with zero variance were removed from the dataset, resulting in the 37 features per patient shown in Table II . We indicate to which site a feature belongs with either a superscript T for tumor (e.g., SUV features were defined relative to SUV peak because SUV max is vulnerable to large outliers.
C. Predictive Model
We developed a logistic regression classifier that used the previously defined 4DPET/4DCT
features to predict local and overall relapse. The logistic function is defined as
where w and b are weights, and x is a vector of features for a given patient. The function f (x) outputs values in the range [0, 1] that represent the probability the patient, as defined through their x vector, is a member of the positive class, which, in this paper, is relapse. The LIBLINEAR library [24] for MATLAB was used to train and validate the logistic regression classifier. We used a threshold of 0.5 to force a binary output.
D. Model comparison and evaluation
We used five-fold stratified cross-validation (CV) to evaluate the results. The data was split into five disjoint sets. One set was held out as the test set and the remaining four were used as the training set. This ensured that our classifier was not evaluated on the data on 130 which it was trained. The test sets were forced to hold at least one patient from each class and each test set had a similar distribution of data points from the positive (relapse) and negative (relapse-free) classes. For every classifier (i.e., different combination of features) we performed CV with 100 repetitions.
We evaluated the performance of each classifier on Matthew's correlation coefficient (MCC) [25] over the 100 repetitions. MCC is defined as
where T P is number of true positives, F P is number of false positives, T N is the number of 135 true negatives, and F N is the number of false negatives. An MCC of +1 indicates a perfect prediction, 0 is equivalent to a fair coin toss, and −1 indicates a prediction that is opposite from the true class. A classifier that naively predicts the majority class for all patients will also have an MCC value of 0. Thus, MCC provides a metric by which to judge the classifiers that is desensitized to class imbalance.
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We repeated the 100 repetitions of CV with the number of features held constant to f , for f = 1, . . . , 8. We investigated two different methods to select features within each fold. The first method used the Spearman's rank correlation coefficient. For each fold of training data, the univariate Spearman's correlation between each feature and the label was calculated.
Then, the top f features with the highest correlation were selected to be included in the
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classifier. The second method used recursive feature elimination (RFE). [26] Here, a linear SVM was trained on the training fold and we removed the feature with the smallest weight coefficient. We retrained the linear SVM using the trimmed feature set and again removed the feature with the smallest weight. We repeated this until we were left with the top f features with the highest weight.
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We also investigated the removal of correlated features and the use of feature selection within each fold of CV. We calculated the correlation matrix for all 37 features over the 25 examples and removed features that had a correlation greater than 0.75 with another feature.
We then repeated this CV with a reshuffled dataset 100 times and subsequently generated 155 a histogram of the frequency each set of features was chosen. The feature set that had the highest frequency was the final set of features recommended based on this methodology and III. Results Table III shows the feature composition for each of the best models, and Table IV information can significantly improve the classifier when predicting overall relapse, which is consistent with recent correlative studies that also confirm the prognostic value of nodal SUV in NSCLC. [28] When the classifier's features were chosen using RFE, this resulted in the best model for all classifiers except overall relapse T ∪ N classifier, which performed the best with 190 the Spearman-based approach. Also, the overall relapse T ∪ N classifier performed best, even when no correlated features were removed during the preprocessing stage. Despite high inter-variable correlation, certain combinations of variables can complement each other when used together. [29] This may explain why the overall relapse classifier performed the best by including all the features.
Feature composition of best classifiers
IV. Discussion
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The poor performance in predicting local relapse could also be explained by the variability in defining of local relapse or in-field failure. [30] Also, all the patients who had a local recurrence in our study were diagnosed with a recurrence only based on imaging; no pathologic sampling was performed. Using CT alone to diagnose recurrence can be inaccurate due to the post-treatment effects and this phenomenon is well established in the literature. [31] 
200
A. Dataset improved the quality of our prediction over the use of 3DPET features alone. 4DCT also helps with the accurate contouring of the mask. The inhale and exhale phases of the PTV were contoured and the ITV was generated from that. Most of our features were derived from the ITV, which is the GTV plus some margin, so the margins are large enough that we can be sure the features are robust to the auto-contouring process. The contours were also 210 reviewed afterwards by a single expert to ensure consistency and that no other organs were included in the ITV contours.
The patient population used in this study was composed of 25 patients, so we were limited to using cross-validation methods to measure the effectiveness of our classifiers. The results of this study should be validated on a larger independent dataset to evaluate the effectiveness 215 of the classifiers and the relevance of the features selected.
[33]
Our ongoing work is focused on quantifying the additional benefit that 4DPET scans provide over 3DPET scans with these machine learning methods. We are also studying the change of 4DPET/4DCT features during treatment through the use of serial imaging, and any improvements this could bring to our models. Second-order image features such as 220 contrast, correlation, homogeneity, and entropy are also being investigated.
V. Conclusion
Our results showed that it is possible to predict local relapse and overall relapse at the two year time point. For local relapse, the best classifier found through feature selection methods was composed of eight tumor features. For overall relapse, the best classifier found through [4] Vinita Ahuja, R Edward Coleman, James Herndon, and Edward F Patz, "The prognostic significance of fluorodeoxyglucose positron emission tomography imaging for patients with nonsmall cell lung carcinoma," Cancer 83, 918-924 (1998).
[5] Robert J Downey, Timothy Akhurst, Mithat Gonen, Alain Vincent, Manjit S Bains, Steven
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Larson, and Valerie Rusch, "Preoperative F-18 fluorodeoxyglucose-positron emission tomography maximal standardized uptake value predicts survival after lung cancer resection," Journal
