Abstract
Introduction
The Broadband Integrated Services Digital Network (B-ISDN), based on the Asynchronous Transfer Mode (ATM), is able to support a mix of connectionless and connection oriented services, with a great variety of throughput and quality of service requirements.
Traffic control in ATM networks is mainly assured by preventive mechanisms, such as connection admission, but reactive methods acting on the information flow can also be used at the user network interfaces, in 0-8186-7852-6/97 $10.00 0 1997 IEEE order avoid network congestion (e.g. cell discard).
NIany publications in the last years have proposed feedforward or recurrent neural networks for several ATM traffic control applications and for network management [4, 5, 81. As the ATM traffic and the behavior of B-ISDN components are non-linear and complex in nature, artificial neural networks are more suitable than analytical techniques to carry out such control functions. They not only lead to a high flexibility, allowing the satisfaction of specific service needs, in the user and network operator perspectives, but are also very efficient to adapt resource allocation to stringent network load conditions. This paper discusses the use of a neural network based technique for connection admission control and call routing [5] , presenting simulation results showing its capabilities for call admission and routing, according to the characteristics of the traffic generated within the B-ISDN. The following section presents the call control process, based on a global quality function which aims to represent an operational objective. The admission and routing decisions are made according to the predictions made by neural networks for a few quality of service parameters, expected for the new connections. In section 3, the simulation models of ATM traffic sources and B-ISDN components are briefly described and, based on these models, the simulation results are presented in section 4, showing the good performance of this technique, and the advantage over other mothods. The conclusions are summarized in section 5.
Call Control
Most of the published call admission methods are based either on the availability of bandwidth effectively necessary to guarantee the negotiated quality of service, or on the prediction of the values of the quality of service parameters expected for a given allocated bandwidth.
The initial approaches of the first type were based on the use of the peak or average cell rate as basic admission criteria. More elaborated methods introduced the concept of equivalent capacity [3] or the effective bandwidth [2, 91, which give a value between the peak and average, depending on the type of traffic and desirable maximum cell loss rate. However, as these methods use only simple bandwidth parameters, they have limited capabilities to represent the complexity of the competitive process which they attempt to control.
Several methods based on analytical predictions of the quality of service parameters, such as the cell loss rate, have also been proposed for call admission control [l] . However these methods are usually based on convolution operations, which become very complex for realistic traffic and network models.
It is preferable to perform the prediction by processing a set of samples of traffic parameters, which can be easily done by neural networks [4, 8, 71. This is the approach used in the technique for call admission and routing control discussed in [5] , which manages the competitive access of new calls from different services, and considers quality of service objectives established in terms of time and semantic transparency. The call control entities obtain traffic prediction from neural networks associated to each node and link of the call paths to decide the admission of each new connection.
Quality of Operation
The proposed method introduces a quality of operation (QO) function [5] as a measure of network performance, and defines this function by the following expression:
where aj, pj, xj , and 6ji are non-negative real control parameters, and A j , Bj, Xj and Aji are functions of the network state.
To manage the competitive access of new connections belonging to different service classes, the quality of operation (QO) incorporates, for each class j, functions of the allocated bandwidth (Aj), the free transmission capacity that can be allocated ( B j ) and the deviation of the connection rejection rate from the average connection rejection rate of all service classes (Xj).
The time and semantic transparency is also included in the quality of operation (Aji): cell loss rate (i=O), delay (i=l) and delay variation (i=2).
The decision to accept or reject a new connection is based on the expected quality of operation, with and without the inclusion of the new connection, in each node and link of the path. With this technique, a new connection is accepted if it increases the quality of operation (e.g. increasing the allocated bandwidth without any large increase of delay and cell loss). Figure 1 sketches the block diagram of the connection admission control process. When a node or link is asked to allocate resources to a connection, the quality of operation variables related to connections already established are known to its control entity. The variables that are related to the traffic that will be generated if the new connection is accepted can be calculated (for competitive access functions) or predicted by the neural network (for time and semantic transparency functions). The quality of operation can then be computed with and without the inclusion of the new connection. Finally, the resources are allocated to the call if the expected quality of operation in every B-ISDN node and link of the call route is higher with the new connection than without it.
For routing a call to alternative paths, the QO of each network node and link may be included in the cost or quality function of a conventional routing algorithm. Since routing objectives may be different from call admission ones, the values of the control parameters may not be the same for the two situations.
Traffic Prediction by Neural Networks
In principle, any neural network paradigm suitable for supervised training could be used to predict the ATM traffic variables that are used in the transparency functions. Among the supervised training paradigms, multilayer perceptrons are the most frequently used, since they usually yield the simplest and most accurate solutions.
As discussed in [7] , fully connected multilayer perceptrons are able to predict ATM traffic parameters in the switching nodes and in the transmission links, with a reasonable training time. These neural networks must have at least one hidden layer and the neurons of each layer can be connected by synapses to any neuron of the contiguous layers. A linear activation function is recommended for the neurons of the output layer and several symmetric activation functions, such as the hyperbolic tangent and the inverse tangent, are suitable for the neurons of the input and hidden layers.
For training the neural network, the backpropagation algorithm can be used with adaptive learning rate parameters and with the sum of squared errors over the training patterns as cost function. The bandwidths allocated to the connections of differcnt types of service classes are used as the input traffic variables for training process. The sampling of the output traffic variables is delayed with respect to the input traffic variables. The value of this delay must be chosen according to the B-ISDN operation environment to guarantee the statistical significance and stability of the measured variables. For instance, to predict cell loss rate, delay and delay variation, the sampling delay needs to be of the same order of magnitude as the time constants which characterize the traffic sources and the measurement window of these parameters.
Simulation Models
As the B-ISDN is not available yet, a suitable choice of real time (i.e. discrete events) simulation models for ATM traffic sources and network components is unavoidable, since the reliability of the results is strongly dependent on the accuracy of such models.
Most of the analytical or real time simulations reported in the literature are carried out with ATM traffic models characterized by two alternating states with exponentially distributed durations. The cells are generated during the active state at constant (peak) rate, while in the silent state no cells are generated.
Because the state durations are exponentially distributed in these models, the number of cells generated in the active state is also exponentially distributed. Due to a high number of states of short duration and a small number of states of longer duration, and also due to the discrete nature of the cell generation process, the average and the peak cell rate observed in the traffic deviate from the values declared in the analytical law, especially when the average state duration becomes short compared to the interval between consecutive cells. As a rule of thumb, the parameters of these models are only valid if the average peak duration is at least ten times greater than the time between cells; but even in this case, the model is quite limited because it is too simplistic and incapable of emulating short burst sources.
To overcome the drawbacks of the traffic models with exponentially distributed state durations, the model presented in [6] defines three functional levels to control the generation of ATM traffic (i.e. connection requests or cells) at B-ISDN user network interfaces.
In the generation level, a traffic source is specified by a Markovian state space, with geometrically distributed state durations and, for each state, different timing distribution functions of the generated traffic (i.e. time between events and event durations). The synchronization level incorporates the timing characteristics of the environment, such as the slotted nature of the ATM traffic. The adaptation level performs the low pass filter functions for the cell stream, to guarantee at the B-ISDN user network interface the peak cell rate, negotiated at the establishment of the connection; it affects other characteristics, such as the burstiness and, if disabled, it allows the introduction of violations of peak parameters by the traffic sources.
The B-ISDN simulation model discussed in [7] incorporates in its components the traffic effects of the cell loss due to buffer overflows or transmission errors, the propagation delay and the delay variation due to accumulation of cells in buffers. For accepted calls, the cell stream of each service class is characterized by the traffic parameters presented in table 1 (the equivalent capacities are given for cell loss rates of lo-', according to [3] ). Service classes were chosen to produce high burstiness and low average bit rate (SCO), small burstiness and medium average bit rate (SCl) and high constant bit rate (SC2). 
Admission Control
Two simulations, illustrating the performancc of the quality of operation function on call admission control, are presented next, for the case of a single node with throughput capacity of 155 520 kbitls and a buffer length of 100 cells. In these simulations, the following values have been chosen for the control parameters of the QO function: aj = 1.0, Pj = xj = 0.1, Sjo = 0.6, Sjl = 0.5 and 6 j 2 = 0.2, Vjj=o,1,2. These figures where chosen by performing successive simulations, with the objective of achieving a regulating effect of each transparency variable [5] , which guarantees competitive access between services.
In the call generation process, for both states of each service class, the quantum duration was fixed to 2.5 seconds while the transition probability between states was set to 0.7. The duration of the calls is exponentially distributed, with an average of 3.5 seconds for all service classes, which can easily be shown to be a value long enough to reach overflow situations if all connections of only one class were accepted.
The cell stream of each service class was generated by two different traffic models.
Model A: It is a widely used model in the literature in which the cell generation process has two alternated states with exponentially distributed durations. Thc cells are generated during only one state (activc statc) at constant (peak) rate, according to the generation parameters presented in table 1 (for SC2 thc generation process has, in fact, only the active statc, since the duration of the other state is null).
Model B: This is a more elaborated traffic model
proposed by the authors [6] , in which the cell generation process can have a different number of states for each service, with constant or geometrically distributed state durations. The parameters of the generation process were chosen to give various load conditions.
The cell stream for SCo has a minimum interval be- figure also shows the maximum number of calls that can be theoretically reached by the average cell rate, thc equivalent capacity and the peak cell rate admission methods. Simulations results of these three methods have already been presented in [7] , where it was shown that the service class with the smallest requested bandwidth (average, peak and equivalent bandwidth, respectively) dominates the competition for network resources, especially during the significantly loaded periods. With the quality of operation mcthod, all the service classes share the available resources even when dcmand is higher.
It can be seen in the figure that SCO and SC, have more calls accepted with the cell stream generated by
Model A than with the one generated by Model B.
With SC1 there is a little difference between the two simulations, which results from the competition with the othcr services. The explanation for this behavior scen for SCo and SC2 is given next.
In the simulation with the cell stream generated by Model A , there are periods with even more calls accepted from SCo than the maximum admitted by the avcrage cell rate method. Thc reason of this result is that, with this generation model, the actually observed traffic parameters (such as the average cell rate and the peak duration) of the cell stream from SC, are lower than the corresponding declared values (the peak duration was only 1.65 times the interval between cells). This shows that the quality of operation method manages to allocate bandwidth in an efficient way, which is possible since the admission process is not only based on declared values, but it also adapts to the observed traffic (i.e. transparency variables). In the other simulation, with generation by Model B , the number of calls accepted from SCo is lower than by the average method and approximately equal to the equivalent capacity method, since this model guarantees the declared traffic parameters even for very short peak durations.
As mentioned before, the cell stream of SC2 is generated at constant rate by Model A and with exponentially distributed intervals between cells by Model B . In this case, there is no difference between declared and actual values of the average cell rate as it happens with SCo. The exponential distribution used in Model B implies higher fluctuations on the node buffer, which in turn imposes more restrictions on the number of accepted calls. Figure 4 shows the total amount of allocated bandwidth, the cell generation rate and the maximum delay, observed with intervals of 50 ms during the period of 25 s of each previously described simulation. The results are normalized to the node capacity (allocated bandwidth and cell rate) and full buffer (maximum deAlthough the allocated bandwidth, on the simulation with the cell stream generated by Model A is higher than with the cell stream generated by Model B, the cell generation rate is equivalent on both simulations. This is due to the fact already mentioned that Model A is not able to generate the cell stream according to the declared parameters, specially in very short bursty sources, as it happens with SCO.
The highest values of the maximum delay measured in the 50 ms windows are approximately equal in both simulations, but the average of the maximum delays is slightly higher in the simulation with the cell stream generated by Model B. This small difference was expected, since the exponential distribution of the interval between cells in Model B leads to higher fluctuations on node buffer occupation, which means higher delay variations.
As a conclusion, these results show that the proposed technique can adapt the admission decision to the node traffic characteristics, in order to accept the highest possible number of connection requests, from different service classes, without degradation of the time and semantic transparency parameters (i.e. quality of service) from accepted calls. lay).
Routing Control
A simulation was carried out to show the capability of the quality of operation function to adapt the combined admission and routing decisions to the load of each node. The state durations of the call generation process were fixed to 5 s, with unitary probability of transition between both states. The call durations have been fixed to exactly half of the state duration. The topology of the simulated network is sketched in the center of figure 5. Nodes 0, 1 and 2, generate, on active states, traffic from service classes SCO, SC1 and SC2, towards node 3. In node 0, the call generation process is always active, while in nodes l and 2 it alternates between active and inactive states. The allocated bandwidth within each node and the cell generation rate within each link, during the 20 s of simulation time, are also shown in Figure 5 .
The results show that all nodes and the links 1.9 and 2.3, are almost full, but not overloaded, which means that admission control objectives (e.g. the satisfaction of quality of service in terms of time and semantic transparency variables) have been taken into account.
The cell generation rate observed on links 0.1 and 0.2 shows that the path chosen to route the calls, from node 0 to node 3, was always the opposite of the path which included the node in the active state. This shows that the call control process has adapted the admission and routing decision to the network traffic load characteristics.
. Summary
This paper has discussed the application of a novel technique for connection admission control and call routing, based on a global quality function, in which the admission decision is made according to the prediction, by neural networks, of a few quality of service parameters, expected for the new connections.
The simulation models of ATM traffic sources and B-ISDN components have been briefly described and, based on these models, results of resource allocation simulations have been presented. The tests carried out have shown the capability of this technique to adapt admission and routing decisions according to the traffic load characteristics.
Since the ATM call control based on the quality of operation incorporates variables which reflect the competitive access and the time and semantic transparency, it presents, for a variety of load situations, better results than other methods based only on the required bandwidth. 
