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Abstract 
India faces an increasingly urgent situation; its finite and fragile water 
resources (both surface and groundwater) are stressed and depleting while 
different sectoral demands are growing rapidly. A$ a matter of fact, more and 
•5* 
more surface water bodies are getting polluted either due to the rapid 
urbanization or lack of awareness; the attention has been diverted towards 
the available groundwater resources making the finite groundwater resource 
subjected to rapid development, over the past few decades. Resources are no 
longer plentiful and constraints exist in most basins. Meanwhile, demand also 
has grown rapidly and much faster in the case of irrigation sector. Tackling the 
water resources issues will require comprehensively addressing the proper 
management for improving the situation. It has become imperative for water 
scientists and planners to work for proper management of available water 
resources for sustainable development, keeping in mind the scarcity of water 
resources in near future. The primary goal of aquifer management is to control 
the impacts of groundwater abstraction and contaminant loads, and 
monitoring aquifer response and quality trends provide key inputs for this 
goal. Further, heterogeneities and complexities present in the hard rock 
aquifers makes it a challenging research to tackle groundwater problems. The 
complexity increases manifold for the management of groundwater when the 
hard rock aquifers are situated in arid or semi-arid regions. Thus groundwater 
management becomes utmost important in areas of hard rock aquifers with 
semi-arid climates as the entire stress is put on the groundwater due to 
absence of perennial source of surface water. Maheshwaram watershed of 
Ranga Reddy districts in Andhra Pradesh is one of such areas. The study 
area which is highly over-exploited represents most of the aquifer system 
found in the region or rather in the peninsula. 
In areas where groundwater for consumption is being abstracted, it is 
usually stipulated that continuous observations regarding the groundwater 
quantity and quality must be made. Obsen/ations and evaluation of the 
observations are costly, so it is of vital importance to make the observation 
program as optimal as possible. In reality, the observations are performed as 
point measurements, but since the observed variable almost always has a 
distribution in space there is therefore need during the evaluation of the 
observations to make estimates of the observed variable at locations where 
no observations have been made for example when mapping a variable over 
an area. 
Several estimation methods were examined in the literature review. 
Isaaks and Srivastava (1989) compare different estimation methods and they 
conclude that ordinary kriging performed better than four other commonly 
used methods, namely triangulation, local sample mean, polygonal and 
inverse distance squared. It is however impossible to state that ordinary 
kriging in general is the best estimation method (Gambolati and Volpi 1979). 
All estimates however have a certain degree of uncertainty which is 
important to estimate. One way to determine the quality of an estimate is to 
compare the estimated value with a measured value at the same point. The 
difference between the estimated and the measured value is an indicator of 
how good the estimate is. By repeating this procedure for a large number of 
points it is possible to determine the ability of an estimation method. When 
observed data is sparse such a procedure is not possible to follow, and there 
is a need for using estimation method that can produce a measure of the 
estimation accuracy without measured data to compare with. Geostatistics 
based on theory of regionalized provides the solution. Ordinary kriging a 
geostatistical estimation method has the advantage of producing a value of 
the estimation error (the kriging variance) along with each estimated value. 
The estimation error can be interpreted as a measure of the estimation 
accuracy, and the mean estimation error over an area can be used as an 
objective function to design an observation network in the area. 
Geostatistics, a spatial statistical technique used in groundwater 
hydrology, is widely applied to describe spatial variability among sample data. 
Geostatistics uses variogram to characterize and quantify the spatial 
variability, and estimates the variance in the interpolated values. Structural 
analysis to determine the variability of a parameter of interest is a basic and 
essential step to be performed in a geostatistical estimation or simulation of a 
parameter. Since variogram is the base of geostatistics, much of the study 
has been carried out to understand its behavior. Experimental variogram, 
usually an irregular scatter of points is to be fitted with the model curve i.e., 
theoretical variogram which is obviously a continuous one on contrary to 
experimental one. There always has an uncertainty regarding the fitting of 
theoretical variogram over the experimental variogram. Also number of 
workers suggested that the number of data pairs in each class should be at 
least 30 which is difficult to achieve while approaching through the classical 
way of calculating variograms as this method has no control over the number 
of pairs to be taken into consideration. Thus a method has been developed 
keeping a check over the number of pairs formed, which leads to a much 
better experimental variograms. The current innovation concern artistic quality 
to provide a new approach for determination of experimental variograms with 
the desired number of pairs for each lag, which comprises an efficient and 
entirely new way of calculating variograms by keeping a control over the 
number of ensured pairs and which removes all the possibilities of depending 
on lag. This method ensures the number of pairs to meet a lower limit always. 
Also, all the time, the range of the lags taken in the group are checked so as 
to provide the mean and the standard deviation within the stipulated 
constraints on lag and tolerance of variogram estimation. 
A thorough study has been carried out to understand the role of cross-
validation of the variograms. As the main purpose of the cross-validation is to 
reproduce the observed values by estimation, in this exercise a measure of 
difference between theoretical and experimental variograms is always 
calculated to decide the best of several fits, as sometimes, an experimental 
variogram is not satisfactorily fitted by a theoretical one. Also, it is often 
difficult to judge during a visual fitting. In this part of research, an efficient way 
of performing cross-validation test has been evolved where by one should first 
vary the range to decide the sill and then vary the sill to decide the range. In 
this way, in general one can arrive at a better structural model after certain 
iterations, which may later produce satisfactory values of cross-validation test. 
A major outcome of the study was the use of cross-validation test in knowing 
the optimum number of neighborhood for making estimation. Among the 
outcome was also that the result of cross-validation test helps us in knowing 
the outliers, which if removed helps in evolving better results of cross-
validation test. Not only this, the results have also proved that the cross-
validation test can help us in minimizing the error of measurement by reducing 
the nugget during cross-validation test. 
Measurements of water levels in wells provide the most elementary 
indicator of the condition of the groundwater and are vital to important 
evaluations for quantifying of groundwater resource. Water level 
measurements from observation wells are the primary source of information 
about the hydrological environment of an aquifer. Thus a design of a 
monitoring network for groundwater levels was evolved in the Maheshwaram 
watershed which includes the selection of: 
- the number of observation points and 
- the spatial locations of observation points. 
In this part of research a new methodology was developed whereby a person 
can reduce the monitoring network form the existing one. The study was 
carried out on 57 observation wells, whereby they were reduced to 40 in 
numbers on the basis of their importance in terms of kriging variance. The 
results of both the networks were compared and it was found that with the 
reduction of about 30% wells and increase in estimation error was about 5.5% 
only. 
Further a new methodology was proposed whereby a ranking of 
observation network is carried out using the result of cross-validation test, so 
that it is easy to reduce the monitoring network under budget constraints 
and/or technical constraints. The method was applied to a case study, for 
fluoride contamination monitoring network of 60 observation wells. It was 
observed that the monitoring network can be reduced to any number 
depending upon the requirements and the wells to be monitored can be 
chosen in accordance to their priorities as obtained by the cross-validation 
result. Further the important work of this research was a comparison of the 
two proposed methods, which was carried out again on the fluoride 
contamination monitoring network. The result of 40 observation wells from 
both the moethods was compared, and it was seen that the Estimation error 
variance method proved better result than the other one in this case. 
However, a combination of the two methods may provide still robust result. 
Another important part of this study was the development of monitoring 
network for rainfall. The idea behind this work was to take the advantage of 
location of villages which were scattered in the area. Thus the network of few 
cluster of measuring points in a village and few villages in the watershed, may 
provide a network giving small, medium and large scale variability. The fact 
was proved by verifying the frequency distribution plot of possible lags, as 
most of the lag distance was satisfying the criteria of having more than 30 
pairs. Thus the network evolved was geostatistically much better, and can be 
applied to other variables that can be considered as regionalized variables. 
The development of new methods for evolving the monitoring network 
is essential as the groundwater quality parameters are large in number. The 
objective of this research was to develop and test a new method for 
evaluating a network of groundwater quality observations. A methodology is 
thus developed for design of a cost-effective groundwater quality sampling 
network. The new proposed method is the multivariate technique of principal 
component analysis (PCA) jointly with Geostatistical method of kriging. Since 
the groundwater quality is involving a number of parameters, thus PCA, a 
multivariate statistical technique is used to identify important components or 
factors that explain most of the variances of the system. PCA was used, 
although the method of PCA, strictly speaking, is not a geostatistical method, 
the results from it can be given a spatial interpretation. The role of PCA is to 
reduce the number of variables without affecting the variance of the data. 
Then, further geostatistical techniques help us to examine the monitoring 
network thereby allowing one to search for the redundant wells. The 
procedure developed allows analysis of an existing nnonitoring network of 
multiple parameters with lesser number of variables that can be used for 
evolving optimal monitoring network. 
The main outcome from this thesis is that ordinary kriging is an 
estimation method that has the desired property of producing a measure of 
accuracy (a kriging variance), together with the estimated value. Also kriging 
variance is useful when an existing observation network has to be reduced. 
The case study shows that a groundwater water level monitoring network in 
the study area could be reduced by 30% while the increase in average 
estimation (kriging) variance is only about 5.5%. It is also possible to rank the 
importance of the different points in an observation network, and prepare a 
priority index on the basis of this ranking. Further, priority index can be used 
when a network has to be reduced by removing points with low priority. Also 
PCA helps us to reduce the number of variables without losing the variance of 
the data and the evolved factors can latter be used for developing a 
monitoring network. 
The present case studies have dealt with data in the spatial domain 
only and thus the sampling frequency was not built-in although a method to 
account for this has been described in the literature review. An interesting 
approach well worth to investigate is to apply a geostatistical method (kriging) 
also to the time domain. A temporal variogram valid for several observation 
points in a particular area could be calculated and together with the spatial 
variogram it is perhaps possible to interpolate first in the spatial, and then in 
the temporal domain. A kriging variance, as a measure of the estimation 
accuracy could be calculated for both the spatial and temporal cases and then 
combined as a total kriging variance. This total variance could then be used in 
the same way as described in the spatial domain. This makes it possible to 
analyze different numbers and locations of observation points as well as the 
corresponding sampling frequency. This work has to be carried in future as 
monitoring networks are crucial to gather information for the present studies 
as well as for future research also. The monitoring network has to be 
evaluated frequently and optimized ba^ed on the changing objectives as well 
as precision and including new dimensions such as cost-benefit ratio. The 
present work provides the base for that. 
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Chapter i - Introduction 
INTRODUCTION 
Water, like religion and ideology, has the power to move millions of people. 
Since the very birth of human civilization, people have moved to settle close 
to water. People move when there is too little of it. People move when there is 
too much of it. People journey down it. People write and sing and dance and 
dream about it. People fight over it. And all people, everywhere and every 
day, need it. We need it for drinking, for cooking, for washing, for food, for 
industry, for energy, for transport, for rituals, for fun, for life. And it is not only 
we humans who need it; all life is dependent on water to survive. 
But we stand today on the brink of a global water crisis. The two major 
legacies of the 20th Century - the population and technological explosions -
have taken their toll on our water supply. More people lack drinking water 
today than they did two decades ago. More and more freshwater sources are 
being used-up and contaminated. Modern technologies have allowed us to 
harness much of the world's water for energy, industry and irrigation - but 
often at a terrible social and environmental price - and many traditional water 
conservation practices have been discarded along the way. Most of the 
solutions to the crisis must be developed and implemented locally, and always 
with the view that water is not to be taken for granted, or unjustly appropriated 
by particular groups for particular needs. 
Water is the most important single element needed in order for people 
to achieve the universal human right to "a standard of living adequate for the 
health and well-being of himself and his family." (Article 25, Universal 
Declaration of Human Rights) Without access to clean water, health and well-
being are not only severely jeopardized, they are impossible: people without 
basic water supplies live greatly reduced and impoverished lives - with little 
opportunity to create better futures for their children. 
Chapter i - Introduction 
Access to enough water of sufficient quality is fundamental for all 
human, animal, and plant life as well as for most economic activity. At the 
global level, plenty of water is available. But to meet the demand, water has to 
be supplied where and when it is needed. These spatial, temporal, and 
qualitative characteristics pose the greatest challenge to meeting the rising 
demand in all sectors. Water withdrawals are only part of the picture. Almost 
all uses put something back into the water that degrades it for other users. 
Water quality and competition between users are therefore critical issues for 
the future of water use. There is no single "magic bullef to solve these 
complex and interrelated problems. Increases in water supplies, and 
especially storage, are needed, but so is demand management, including not 
only economic instruments but also education and other efforts to change 
behavior. Appropriate technologies and institutions must both play a role. 
Water is a common chemical substance that is not only essential for 
the sun/ival of all known forms of life but is in fact crucial for preservation of 
our natural environment as well as an indispensible resource for the economy. 
Water in typical usage refers only to its liquid form or state, but the substance 
also has other state viz., solid, ice and gaseous state. Water has found place 
both above and/or below the earth: in the oceans in the form of waves and 
icebergs, in the air in the form of vapour and clouds, below the earth in the 
form of aquifers, permafrost etc. water is continuously moving from one form 
to other form and from one place to another place through the process of 
evaporation, precipitation and runoff. This continuous movement of water 
between the atmosphere, lithosphere and biosphere is termed a hydrological 
cycle or water cycle. This movement of water is an essential process that 
helps in sustaining life on earth. As the water evaporates by the process of 
evaporation and/or evapotranspiration, vapors rise and condense to form 
clouds. As clouds move, precipitation may start and falls in the form of rain, 
ice or snow. The water falling on the land surfaces may join streams and 
rivers, and eventually flows back into the oceans where evaporation starts the 
process anew. A portion of this water infiltrates the soil and is known as the 
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subsurface water but not all the water percolates down the water table to be 
termed as groundwater. 
Three things can happen basically. In the first case water may be 
pulled back to the surface by the capillary forces and evaporate to the 
atmosphere. Secondly it can be absorbed by the plant roots present in the soil 
and then re-enter the atmosphere by transpiration and lastly some water 
which may have percolated deep enough can be pulled downwards by the 
forces of gravity until it reaches the zone of saturation and becomes a part of 
the groundwater reservoir that supplies water to wells. After joining the body 
of groundwater it continues to flow horizontally following the hydraulic gradient 
through the pores of saturated subsurface formations and may reappear at 
the surface in areas at lower elevation from where it entered the groundwater 
reservoir. Groundwater discharges naturally at such places in the form of 
springs and seeps which maintain the flow of streams during dry period. The 
streams carrying both surface runoff and natural groundwater discharge, 
eventually joins the ocean and the cycle continues. 
Groundwater is not only among the nation's most precious natural 
resources, but also permanent and reliable source of water for a majority of 
the world's population, especially in the arid and semi-arid regions of the 
world, where surface water is either scanty or strongly seasonal in 
occurrence. Groundwater is a major source of water supply for drinking, 
irrigation and animal husbandry in many states of India, mainly in arid and 
semi-arid regions. It is also a vital element of groundwater dependent 
ecosystems such as wetlands. In contrast to surface water changes in 
quantity and quality are often very slow processes. These changes cannot be 
determined by simple one-off snapshot surveys alone, and require more 
elaborate monitoring networks and data interpretation. The primary goal of 
aquifer management is to control the impacts of groundwater abstraction and 
contaminant loads, and monitoring aquifer response and quality trends 
provide key inputs for this goal. Therefore, regular and systematic monitoring 
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of groundwater resources is necessary for its effective management to 
support the water needs of the environment and its citizens. 
1.1 Monitoring - a prerequisite for a scientific study 
Groundwater being an important source of water, for all types of uses 
viz., domestic, agricultural and other industrial purpose is depleting day by 
day especially in arid and semi-arid regions of the world mainly due to over 
exploitation and/or recharge reduction. Degradation in terms of quality (by 
both natural and anthropogenic sources) is also a serious problem in natural 
resource management. In arid and semi-arid regions availability of water is 
extremely low, and the demand is growing manifold because of increase in 
population and agricultural practices, which can lead to undesired situations. 
To overcome such situations a rational use of surface and groundwater 
resources is required which demands systematic collection of ample 
hydrological data to set supranational, national, regional and local surface and 
groundwater policies. Further data gathering is required to develop water 
resource plans, to design water resource systems, to operate the structures 
that make up these systems and to monitor if the predicted consequences of 
the implemented systems really occur. Monitoring and management are 
coined together, and cannot be separated. Thus in order to understand and 
overcome the water related issues, monitoring systems form the base for 
management. 
Groundwater is an extensive, concealed and inaccessible resource in 
contrast to surface water. As groundwater is the invisible part of the 
hydrological cycle, monitoring is a prerequisite to detect and understand 
changes in quality and quantity of groundwater bodies. Groundwater resource 
cannot be observed directly, thus measurements are carried out in wells. 
These wells represent keyholes to aquifers, which allow groundwater 
pressure and quality measurements to be made and thus furnish information 
from which the physical condition of the aquifer system can be judged. In 
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general wells can be categorized in to two basic types viz., abstraction wells 
and observation wells. Although data collected from abstraction well once 
operational is difficult to interpret because of the changes in water level and 
quality as it sensitive to drawdown-recovery cycle and mixing of groundwater 
from different depths and residence times respectively, but can be use for the 
collection of in-situ data on the groundwater resource and its variation with 
depth. Data acquired during drilling borehole logging and initial test pumping 
form key baseline reference information on groundwater quantity and quality. 
In contrary observation wells are dedicated monitoring stations, sited and 
designed to detect potential changes in groundwater flow and quality. A suite 
of observation wells coupled with a selection of abstraction wells normally 
comprise a monitoring network, which should be designed so as to provide 
the required access to the groundwater resource. The general monitoring 
schemes purpose is shown in figure 1 and are specifically designed and 
operated to: 
• detect general changes in groundwater flow and trends in groundwater 
quality, and bridge gaps in scientific understanding of the groundwater 
resource base. 
• assess and control the impact of specific risks to groundwater. 
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Data are meant to be fed into the management process. They should 
be interpreted and used to support management decisions. Management 
decisions in turn have an impact on around water resource. Monitoring will 
pick up the changes in the resource that result from these decisions. This new 
information is brought to the attention of decision makers again, who may be 
prompted to take new decisions. In other words, groundwater management is 
cyclic and groundwater monitoring is an essential stage in this process. It 
could also be said in other words as groundwater monitoring means having 
your eyes in the ground. Its purpose is to understand groundwater resources, 
and to detect changes and trends in groundwater resources. Figure 1-2 
depicts the cyclic nature of groundwater management and the role of 
monitoring. 
Figure 1-2: Cyclic nature of groundwater management and the role of 
monitoring. 
Monitoring is of two different types i.e. background monitoring and 
specific monitoring. Background monitoring is usually carried out before the 
significant groundwater development occurs. The background monitoring 
focuses on the characterizing of the initial stage of a groundwater system for 
the subsequent estimation of groundwater resources and providing 
information for debating possible over abstraction between water resource 
managers, environmentalists and conservatists when aquifer is exploited. 
Generally water use objectives on a national scale need to be explored before 
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a background monitoring network of groundwater can be designed (Figure 1-
3). Existing information on tiie surface and subsurface should be collected 
and analyzed to identify groundwater systems, if feasible. In many arid and 
semi arid regions the existing data are scarce yet, and system identification 
cannot be done. In this situation area should be investigated on similarity, 
which might allow transfer of knowledge to regions to be monitored. 
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Figure 1-3 Framework of background and specific monitoring. (IHAJ Van 
Lanen 1994) 
After the system identification phase, a first groundwater monitoring is 
designed with the collection of data primarily based on existing wells in that 
area. After a few years of systematic data collection, the first of the 
background monitoring network should be thoroughly analyzed and the earlier 
defined versions of groundwater systems and associated conceptual models 
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should be refined. Geostatistics can help to improve the sampling density and 
frequency. Analysis based on improved knowledge of hydrological 
phenomenon is likely to lead to adopt the first developed network which better 
represents the specific characteristics of the groundwater system in the area 
under consideration. Background monitoring network should be a continuous 
process of analyzing incoming data, refinement of the description of the 
groundwater system and subsequent network adoption. Background 
monitoring in arid and semi-arid area is a long term effort because of higher 
variability in the hydrological parameters. 
Specific monitoring is the monitoring of the aquifer systems in which 
potential consequences of the significantly exploited groundwater systems are 
expected. The specific monitoring aims at a) characterizing the transient stage 
of a groundwater system during groundwater development, b) acting as an 
early warning system showing over abstraction of a groundwater system, and 
c) providing information for remedial actions, in case groundwater extraction 
rates have been decreased after an over exploitation situation. Usually the 
specific monitoring provides data for state officers and groundwater managers 
who are responsible to recognize possible over abstraction conditions. 
Aftenwards a specific monitoring network is set up if a governmental body has 
decided to develop groundwater resources and to design water resource 
systems for a particular region. The decision is based definitely on the 
comprehensive analysis of background monitoring data. The conceptual 
model of the groundwater system is replaced by a numerical model providing 
scenarios of different abstraction. Subsequently the simulated consequences 
has to be translated into potential problems which will help in evolving specific 
monitoring aspects such as boundary of the affected area, type of hydrologic 
variables to be monitored and the sampling density and frequency. 
Groundwater monitoring includes more than only observing the state 
variables for the saturated part of the subsurface, but recharge and discharge 
of the groundwater system are monitored as well in order to understand 
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of monitoring. Geostatistical techniques can be applied to explore the 
variability of each parameter in the region of interest. Descriptive statistics, i.e. 
determination of the mean, median, minimum and maximum gave a first 
impression but generally they offer insufficient information to characterize the 
spatial and temporal variability. Presently, the spatial correlation is often 
described with the help of semi-variogram which is based on the fact that 
observation closer to each other are more likely to be similar than the 
observations at larger distances. The semi-variogram can be used to 
interpolate the values at unmeasured location. This procedure which is known 
as Kriging provides a measure of the uncertainty of the predicted value as 
well. The specified predicted error can not only serve as a guide to find new 
locations where the measurement should be carried out but can also sen/e as 
a criterion to find out whether the sampling density is already adequate or not. 
1.2 Global Groundwater Scenario 
"We shall not finally defeat AIDS, tuberculosis, malaria, or any of ttie other 
infectious diseases that plague the developing world until we have also won 
the battle for safe drinking water, sanitation and basic healthcare." 
-Kofi Annan, Former, Secretary-General of the United Nations.-
World population is being increasing exponentially and there has been 
always uncertainty regarding the sustainability of food in coming years. But it 
appears that it will be water that will hamper the production of food in future 
years. Water was considered to be a limitless natural resource but during the 
past 20 years or so there has been a tremendous pressure on this precious 
natural resource. Today, we face increasing freshwater scarcity, pollution and 
water-related disasters. These are affected by population growth, agricultural 
demand, energy requirements, urbanization, economic growth and industry, 
globalization, technological and lifestyle changes, recreation and tourism, 
climate changes and geopoiitical changes. It is believed that water related 
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issues will be the most serious problem of the 21^* century weather it concerns 
environment or cities, health or sanitation, food industry or energy production. 
Water is essential for all socio-economic development and for 
maintaining healthy ecosystems. As population increases and development 
calls for increased allocations of groundwater and surface water for the 
domestic, agriculture and industrial sectors, the pressure on water resources 
intensifies, leading to tensions, conflicts among users, and excessive 
pressure on the environment. The increasing stress on freshwater resources 
brought about by ever-rising demand and profligate use, as well as by 
growing pollution worldwide, is of serious concern. Imbalances between 
availability and demand, the degradation of groundwater and surface water 
quality, intersectoral competition, and interregional and international conflicts, 
all bring water issues to the fore. Symptoms of water scarcity include severe 
environmental degradation (including river desiccation and pollution), 
declining groundwater levels, and increasing problems of water allocation 
where some groups win at the expense of others. A major study, the 
Comprehensive Assessment of Water Management in Agriculture, reveals 
that one in three people today face water shortages (Comprehensive 
Assessment of Water Management in Agriculture, 2007). Around 1.2 billion 
people, or almost one-fifth of the world's population, live in areas of physical 
scarcity, and 500 million people are approaching this situation. Another 1.6 
billion people, or almost one quarter of the world's population, face economic 
water shortage (where countries lack the necessary infrastructure to take 
water from rivers and aquifers). Figure 1-4 shows the distribution of area 
having physical and economic water scarcity in the world. Areas having 
abundant water resources relative to use, with less than 25% of water from 
rivers withdrawn for human purposes fall under little or no water scarcity, 
while areas where more than 75% of the river flows are withdrawn for 
agriculture, industry, and domestic purposes (accounting for recycling of 
return flows) falls under Physical water scarcity region (water resources 
development is approaching or has exceeded sustainable limits). Approaching 
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physical water scarcity are those regions where more than 60% of river flows 
are withdrawn. These basins will experience physical water scarcity in the 
near future. Economic water scarcity are regions, where water resources are 
abundant relative to water use, with less than 25% of water from rivers 
withdrawn for human purposes, but malnutrition exists. 
Figure 1-4 Map showing distribution ofptiysical and economic water scarcity 
regions ofttie world, (www.worldwaterday07.org) 
If all the freshwater on the planet were divided equally among the global 
population, there would be 5 000-6 000 m'^  of water available for everyone, 
every year. As experts consider that people experience scarcity below a 
threshold of 1700 m^/person, this global calculation gives an impression of 
abundance. However, the world's freshwater resources are distributed very 
unevenly, as is the world's population. The areas of most severe physical 
water scarcity are those where high population densities converge with low 
availability of freshwater. Many countries are already well below the threshold 
value. Jordan, like several other countries in the Near East, is an extreme 
case with less than 200 m /^ person per year. 
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An increasing nunnber of regions suffer from chronic water shortages. 
The problenn is most acute in the driest areas of the world. Dry lands are 
home to more than 2 billion people and to half of all poor people, f^ost 
countries in the Near East and North Africa suffer from acute water scarcity, 
as do countries like Mexico, Pakistan, South Africa, and large parts of China 
and India. Most freshwater used in these areas goes towards irrigated 
agriculture. In arid and semi-arid regions, where water scarcity is almost 
endemic, groundwater has played a major role in meeting domestic and 
irrigation demands. In many regions, massive use of groundwater has been 
practiced for some time for irrigation. Groundwater mining and the lack of 
adequate planning, legal frameworks and governance have opened a new 
debate on the sustainability of the intensive use of groundwater resources. 
In the last century, the world population has tripled. It is expected to 
rise from the present 6.5 billion to 8.9 billion by 2050, before leveling off. 
Water use has been growing at more than twice the rate of population 
increase in the last century, and, although there is no global water scarcity as 
such, an increasing number of regions are chronically short of water. By 2025, 
1.8 billion people will be living in countries or regions with absolute water 
scarcity, and two-thirds of the world population could be under conditions of 
water stress. The situation will be exacerbated as rapidly growing urban areas 
place heavy pressure on local water resources. 
Now a major international issue, climate change is expected to account 
for about 20 percent of the global increase in water scarcity. Countries that 
already suffer from water shortages will be hit hardest. Significantly, there will 
be major increases in water scarcity even if the water impacts of climate 
change prove to be neutral or even enhancing of the world's hydrological 
budget. With neither being reasonably expected to happen, the impact of a, 
changing climate will affect not only bulk water availability but also worsen the 
extremes of drought and floods. A 2006 study by the UK Meteorological Office 
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concluded that, with no mitigation of climate change, the severe droughts that 
now occur only once every 50 years will occur every other year by 2100. 
First and foremost, water scarcity is an issue of poverty. Unclean water 
and lack of sanitation are the destiny of poor people across the world. Lack of 
hygiene affects poor children and families first, while the rest of the world's 
population benefits from direct access to the water they need for domestic 
use. One in five people in the developing world lacks access to sufficient 
clean water (a suggested minimum of 20 litres/day), while average water use 
in Europe and the United States of America ranges between 200 and 600 
litres/day. In addition, the poor pay more. A recent report by the United 
Nations Development Program shows that people in the slums of developing 
countries typically pay 5-10 times more per unit of water than do people with 
access to piped water (UNDP, 2006). 
The world decided in the year 2000 to launch a concerted attack on 
poverty and the problems of illiteracy, hunger, discrimination against women, 
unsafe drinking water and a degraded environment. In September 2000 world 
leaders from 189 nations agreed and signed the UN Millennium Declaration, 
binding them inter alia to a global project to decisively reduce extreme poverty 
in all its key dimensions. While access to safe water and sanitation have been 
recognized as priority targets through the Millennium Development Goals 
(MDGs) and the Johannesburg plan of action of the World Summit on 
Sustainable Development (WSSD), there is increasing recognition that this is 
not enough. Millions of people rely in one way or another on water for their 
daily income or food production. Farmers, small rural enterprises, herders and 
fishing people - all need water to secure their livelihood. However, as the 
resources become scarce, an increasing number of them see their sources of 
income disappear. Silently, progressively, the number of water losers 
increases - at the tail end of the irrigation canal, downstream of a new dam, 
or as a result of excessive groundwater drawdown. Millennium Development 
goals and examines a number of vital issues including population growth and 
14 
Chapter i - Introduction 
groundwater system adequately. The evaluation of groundwater issues and 
the implementation of management solutions require hydrogeological data 
that are in part 'baseline' and in part 'time-variant' in character (Table 1-1)-the 
collection of the 'time-variant component' is what is usually considered 
'groundwater monitoring'. Groundwater monitoring thus comprises the 
collection, analysis and storage of a range of data on a regular basis 
according to specific circumstances and objectives. The type and volume of 
data required will vary considerably with the management issue being 
addressed, but is also inevitably dependent upon available financial resources 
(The World Bank, global water partnership associate program, 2002-2006, 
Briefing Note 9). 
TYPE OF DATA 
Groundwater 
Occurrence and 
Aquifer Properties 
Groundwater Use 
Supporting 
Information 
BASELINE DATA 
(from archives) 
• water well records 
(hydrogeologicai logs, 
instantaneous groundwater 
levels and quality) 
• well and aquifer pumping 
tests 
• water well pump 
installations 
• water-use inventories 
• population registers and 
forecasts 
• energy consumption for 
irrigation 
• climatic data 
• land-use inventories 
• geological maps/sections 
TIME-VARIANT DATA 
(from field stations) 
• groundwater level 
monitoring 
• groundwater quality 
monitoring 
• water well abstraction 
monitoring (direct or 
indirect) 
• well groundwater level 
variations 
• river flow gauging 
• meteorological 
observations 
• satellite land-use 
surveys 
Table 1-1: Types of data required for groundwater management. 
The classical problem faced at the start, in the designing of monitoring 
network is the unknown spatial and temporal variability for each of the 
variable to be monitored. And sometimes lack of knowledge how to interpolate 
in space and time between measurement points hampers even the beginning 
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of monitoring. Geostatistical teciiniques can be applied to explore the 
variability of each parameter in the region of interest. Descriptive statistics, i.e. 
determination of the mean, median, minimum and maximum gave a first 
impression but generally they offer insufficient information to characterize the 
spatial and temporal variability. Presently, the spatial correlation is often 
described with the help of semi-variogram which is based on the fact that 
observation closer to each other are more likely to be similar than the 
observations at larger distances. The semi-variogram can be used to 
interpolate the values at unmeasured location. This procedure which is known 
as Kriging provides a measure of the uncertainty of the predicted value as 
well. The specified predicted error can not only serve as a guide to find new 
locations where the measurement should be carried out but can also serve as 
a criterion to find out whether the sampling density is already adequate or not. 
1.2 Global Groundwater Scenario 
"We shall not finally defeat AIDS, tuberculosis, malaria, or any of the other 
Infectious diseases that plague the developing world until we have also won 
the battle for safe drinking water, sanitation and basic healthcare." 
-Kofi Annan, Former, Secretary-General of the United Nations.-
World population is being increasing exponentially and there has been 
always uncertainty regarding the sustainability of food in coming years. But it 
appears that it will be water that will hamper the production of food in future 
years. Water was considered to be a limitless natural resource but during the 
past 20 years or so there has been a tremendous pressure on this precious 
natural resource. Today, we face increasing freshwater scarcity, pollution and 
water-related disasters. These are affected by population growth, agricultural 
demand, energy requirements, urbanization, economic growth and industry, 
globalization, technological and lifestyle changes, recreation and tourism, 
climate changes and geopolitical changes. It is believed that water related 
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issues will be the most serious problem of the 21®* century weather it concerns 
environment or cities, health or sanitation, food industry or energy production. 
Water is essential for all socio-economic development and for 
maintaining healthy ecosystems. As population increases and development 
calls for increased allocations of groundwater and surface water for the 
domestic, agriculture and industrial sectors, the pressure on water resources 
intensifies, leading to tensions, conflicts among users, and excessive 
pressure on the environment. The increasing stress on freshwater resources 
brought about by ever-rising demand and profligate use, as well as by 
growing pollution worldwide, is of serious concern. Imbalances between 
availability and demand, the degradation of groundwater and surface water 
quality, intersectoral competition, and interregional and international conflicts, 
all bring water issues to the fore. Symptoms of water scarcity include severe 
environmental degradation (including river desiccation and pollution), 
declining groundwater levels, and increasing problems of water allocation 
where some groups win at the expense of others. A major study, the 
Comprehensive Assessment of Water Management in Agriculture, reveals 
that one in three people today face water shortages (Comprehensive 
Assessment of Water Management in Agriculture, 2007). Around 1.2 billion 
people, or almost one-fifth of the world's population, live in areas of physical 
scarcity, and 500 million people are approaching this situation. Another 1.6 
billion people, or almost one quarter of the world's population, face economic 
water shortage (where countries lack the necessary infrastructure to take 
water from rivers and aquifers). Figure 1-4 shows the distribution of area 
having physical and economic water scarcity in the world. Areas having 
abundant water resources relative to use, with less than 25% of water from 
rivers withdrawn for human purposes fall under little or no water scarcity, 
while areas where more than 75% of the river flows are withdrawn for 
agriculture, industry, and domestic purposes (accounting for recycling of 
return flows) falls under Physical water scarcity region (water resources 
development is approaching or has exceeded sustainable limits). Approaching 
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physical water scarcity are those regions where more than 60% of river flows 
are withdrawn. These basins will experience physical water scarcity in the 
near future. Economic water scarcity are regions, where water resources are 
abundant relative to water use, with less than 25% of water from rivers 
withdrawn for human purposes, but malnutrition exists. 
| i | Physical water scarcity I Approaching physical water scarcity Economic water scarcity | Little or no water scarcity Noteslii 
Figure 1-4 Map showing distribution of physical and economic water scarcity 
regions of the world, (www.worldwaterday07.org) 
If all the freshwater on the planet were divided equally among the global 
population, there would be 5 000-6 000 m^ of water available for everyone, 
every year. As experts consider that people experience scarcity below a 
threshold of 1700 m^/person, this global calculation gives an impression of 
abundance. However, the world's freshwater resources are distributed very 
unevenly, as is the world's population. The areas of most severe physical 
water scarcity are those where high population densities converge with low 
availability of freshwater. Many countries are already well below the threshold 
value. Jordan, like several other countries in the Near East, is an extreme 
case with less than 200 m /^ person per year. 
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An increasing number of regions suffer from chronic water sliortages. 
Tfie problem is most acute in tfie driest areas of tfie world. Dry lands are 
home to more than 2 billion people and to half of all poor people. Most 
countries in the Near East and North Africa suffer from acute water scarcity, 
as do countries like Mexico, Pakistan, South Africa, and large parts of China 
and India. Most freshwater used in these areas goes towards irrigated 
agriculture. In arid and semi-arid regions, where water scarcity is almost 
endemic, groundwater has played a major role in meeting domestic and 
irrigation demands. In many regions, massive use of groundwater has been 
practiced for some time for irrigation. Groundwater mining and the lack of 
adequate planning, legal frameworks and governance have opened a new 
debate on the sustainability of the intensive use of groundwater resources. 
In the last century, the world population has tripled. It Is expected to 
rise from the present 6.5 billion to 8.9 billion by 2050, before leveling off. 
Water use has been growing at more than twice the rate of population 
increase in the last century, and, although there is no global water scarcity as 
such, an increasing number of regions are chronically short of water. By 2025, 
1.8 billion people will be living in countries or regions with absolute water 
scarcity, and two-thirds of the world population could be under conditions of 
water stress. The situation will be exacerbated as rapidly growing urban areas 
place heavy pressure on local water resources. 
Now a major international issue, climate change is expected to account 
for about 20 percent of the global increase in water scarcity. Countries that 
already suffer from water shortages will be hit hardest. Significantly, there will 
be major increases in water scarcity even if the water impacts of climate 
change prove to be neutral or even enhancing of the world's hydrological 
budget. With neither being reasonably expected to happen, the impact of a, 
changing climate will affect not only bulk water availability but also worsen the 
extremes of drought and floods. A 2006 study by the UK Meteorological Office 
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concluded that, with no mitigation of climate change, the severe droughts that 
now occur only once every 50 years will occur every other year by 2100. 
First and foremost, water scarcity is an issue of poverty. Unclean water 
and lack of sanitation are the destiny of poor people across the world. Lack of 
hygiene affects poor children and families first, while the rest of the world's 
population benefits from direct access to the water they need for domestic 
use. One in five people in the developing world lacks access to sufficient 
clean water (a suggested minimum of 20 litres/day), while average water use 
in Europe and the United States of America ranges between 200 and 600 
litres/day. In addition, the poor pay more. A recent report by the United 
Nations Development Program shows that people in the slums of developing 
countries typically pay 5-10 times more per unit of water than do people with 
access to piped water (UNDP, 2006). 
The world decided in the year 2000 to launch a concerted attack on 
poverty and the problems of illiteracy, hunger, discrimination against women, 
unsafe drinking water and a degraded environment. In September 2000 world 
leaders from 189 nations agreed and signed the UN Millennium Declaration, 
binding them inter alia to a global project to decisively reduce extreme poverty 
in all its key dimensions. While access to safe water and sanitation have been 
recognized as priority targets through the Millennium Development Goals 
(MDGs) and the Johannesburg plan of action of the World Summit on 
Sustainable Development (WSSD), there is increasing recognition that this is 
not enough. Millions of people rely in one way or another on water for their 
daily income or food production. Farmers, small rural enterprises, herders and 
fishing people - all need water to secure their livelihood. However, as the 
resources become scarce, an increasing number of them see their sources of 
income disappear. Silently, progressively, the number of water losers 
increases - at the tail end of the irrigation canal, downstream of a new dam, 
or.as a result of excessive groundwater drawdown. Millennium Development 
goals and examines a number of vital issues including population growth and 
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the increasing urbanization, changing eco-systems, food production, health, 
industry and energy, as well as risk management, valuing and paying for 
water and increasing knowledge and capacity building. 
While rain fed agriculture accounts for 80% of the total cropland and 
irrigated agriculture accounts for 20%, it is this later that contributes to 40% of 
the total food production. Still, irrigation has strained groundwater and surface 
water supplies, weakened the quality and resistance of the soil with salt 
deposits and water logging, and reduced naturally-occurring plant and animal 
species. It is probably in rural areas that water scarcity affects people most. In 
large parts of the developing world, irrigation remains the backbone of rural 
economies. However, smallholder farmers make up the majority of the world's 
rural poor, and they often occupy marginal land and depend mainly on rainfall 
for production. They are highly sensitive to many changes - droughts, floods, 
but also shift in market prices. However, rainwater is rarely integrated into 
water management strategies, which usually focus exclusively on surface 
water and groundwater. Countries need to integrate rainwater fully into their 
strategies to cope with water scarcity. The agriculture sector must take the 
lead in meeting a challenge that no one can afford to ignore - finding ways to 
do more with less water and reducing potential damage to the environment. 
There will be four main drivers of increasing water scarcity during the 
coming decades. First, as already mentioned, there is the inexorable growth 
in population. Second, the world is expected to become increasingly 
urbanized, focusing the demand for water among an ever more concentrated 
population. Asian cities alone are expected to grow by 1 billion people in the 
next 20 years. Third, per-capita consumption, the amount of domestic water 
that each person uses, is expected to rise as the world becomes more 
developed. Fourth, while these factors will increase the demand for water, 
freshwater resources will change as a result of climate change. While the 
magnitude of this change is still subject to uncertainty and will vary from one 
region to another, it is recognized that semi-arid regions will probably see an 
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increase in the variability of precipitations, leading to more frequent periods of 
drought. Further, freshwater bodies have a limited capacity to process the 
pollutant charges of the effluents from expanding urban, industrial and 
agricultural uses. Water quality degradation can also be a major cause of 
water scarcity. 
As farmers in particular face the challenge of accessing an increasingly 
scarce resource, groundwater levels are falling further each year, causing 
more rivers to dry up. Water is a major determinant of the health and 
productivity of ecosystems, placed in jeopardy in many parts of the world by 
reductions in water flows and water quality standards. Increasing water 
extraction has threatened the integrity of natural ecosystems, leading to the 
loss of significant biological diversity and undermining the ecosystem 
productivity on which so many poor people depend. Half of the world's 
wetlands disappeared during the twentieth century, many rivers no longer 
reach the sea, and fish species are endangered. 
1.3 Groundwater Scenario in Indian Context 
India is a vast country having diversified geological (rock formations, 
ranging in age from Archaean to Recent), climatological (ranging from desert 
in the west, to alpine tundra and glaciers in the north, to humid tropical 
regions supporting rainforests in the southwest and the island territories), and 
topographic set-up (the rugged mountainous terrains of the Himalayas, 
Eastern and Western Ghats to the flat alluvial plains of the river valleys and 
coastal tracts, and the aeolian deserts of Rajasthan), giving rise to divergent 
groundwater situations in terms of occurrence, distribution and movement of 
groundwater in different parts of the country. Figure 1 -5 shows the distribution 
of groundwater in India with yield potential as well as type of formation. India 
has a highly seasonal pattern of rainfall, with 50% of precipitation falling in just 
15 days and over 90% of river flows occurring in just four months. Throughout 
history people have adapted to this variability by either living along river banl<s 
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or by careful husbanding and management of water. The topography and 
rainfall virtually control runoff and groundwater recharge. 
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Figure 1-5 Hydrogeological map of India with yield potential and formation, 
(Central Ground Water Board, Ministry of Water Resources, 2006). 
Groundwater occurrence in the country is highly uneven due to 
diversified geological formations with considerable lithological and 
chronological variations, complex tectonic frame work and also climatological 
variations. Groundwater exploration in Indo-Gangetic plains has shown 
existence of potential aquifers down to 1000 m. or more. Annual replenishable 
groundwater resources of this region are ~200 BCM which is more than 45% 
of the country. Besides, it also has vast in-storage groundwater resources 
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down to the depth of 450 m. Deeper confined aquifers get their recharge from 
distant recharge zone and have groundwater of varying ages. In some of the 
areas, the deeper aquifers are under auto-flow conditions. The quality of 
groundwater in these aquifers is also good. These aquifers can support large 
scale development through both shallow and deep tube wells. The eastern 
and north eastern parts of the country mainly in the states of Assam, Bihar, 
West Bengal and UP have huge groundwater resources both in unconfined 
and confined aquifers. The annual replenishable resources of 165 BCM have 
been assessed in these states. To the north of this tract all along the 
Himalayan foot hills, occur the linear belt of Bhabar piedmont deposits, and 
the Tarai belt. Groundwater in Bhabar zone adjacent to Hills is quite deep 
whereas in Tarai belt it is shallow. Auto flow conditions have also been 
observed in some of the tube wells constructed in the area. The groundwater 
quality in these areas is generally good and within permissible limits for 
various uses. Terai belt has very productive aquifers and supports high 
yielding tube wells. Springs and dug wells on the hills and valley fills are the 
major source of water to meet the requirements and needs to be augmented 
through percolation tanks, check dams, sub-surface barriers for their 
sustainability. 
Major parts of the states of Andhra Pradesh, Chhattisgarh, Gujarat, 
Jharkhand, Karnataka, Kerala, Maharashtra, Orissa, Tamil Nadu and part of 
Madhya Pradesh and Rajasthan are underlain by hard rocks and presence of 
groundwater is subject to availability of secondary porosity i.e., joints, 
fractures, fissures and weathered structures. In these rocks, the groundwater 
occurs in shallow unconfined aquifers in the weathered material and under 
semi-confined conditions in deeper fracture and joints. Groundwater 
exploration in granitic/ gneissic terrain has proved existence of water bearing 
fractures down to 300 m and more. Basaltic terrain covering nearly 40% of the 
hard rock areas has multilayered aquifer system due to lava flows at places. 
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The coastal and deltaic tracts in the country form a narrow linear strip 
around the peninsula. The coastal areas have reasonably extensive 
multilayered aquifers which have prolific yield potential that can sustain 
moderate to high capacity tube wells. Enormous fresh groundwater resources 
are identified in the extensive major delta and coastal tracts, particularly all 
around the east coast. In the coastal tract of Gujarat generally the unconfined 
aquifer occurs down to depth of 40 m below ground level (bgl) whereas the 
semi confined to confined conditions is seen between 30m to 200 m bgl. Due 
to progressive sea water intrusion the quality of groundwater is steadily 
deteriorating in the coastal tracts of Kutch and Saurashtra. Thus, in this terrain 
groundwater withdrawal requires to be regulated so as not to exceed annual 
recharge and not to disturb hydro-chemical balance leading to sea water 
ingress. 
In India, primary source of fresh water is rainfall (which reaches people 
mainly at surface) and groundwater. The demand for fresh water in the 
country has been rising over the years due to increased demand for food 
production and growing urbanization and industrialization. Currently, total 
water use (including groundwater) is 634 BCM, of which 83% is for irrigation. 
The demand for water is projected to grow to 813 BCM by 2010, 1093 BCM 
by 2025 and 1447 BCM by 2050, against utilizable quantum of 1123 BCM. 
(The average annual rainfall in the country is 1170 mm (which corresponds to 
annual precipitation including snowfall of 4000 billion cubic meters), out of 
which only 1869 BCM appears as average annual potential flow in rivers and 
further due to various constraints, only 1123 BCM is assessed as the average 
annual utilizable water - 690 BCM from surface water and 433 BCM from 
groundwater). 
Groundwater has become an alternate source for drinking, irrigation 
and industrial purposes, next to surface water. Exploitation of groundwater in 
India is very high as it provides about 90 percent of drinking water supplies in 
rural areas and 40 percent of the irrigation water supply. At the same time 
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groundwater is generally widespread and easily available without any 
restriction. As the availability of surface water resources is coupled with 
rainfall events, in recent time has become an unreliable source for continuous 
supply. During the past two decades, the groundwater has been trapped 
extensively. The uncontrolled exploitation of groundwater sources has 
resulted in the declining of water levels and deterioration in quality, which is 
clearly evident as base flow to the streams has decreased and large tracts of 
irrigated land has turned to waste lands. Under the influence of industrial 
effluents, and over usage of fertilizers, several groundwater basins have 
become unfit for drinking and irrigation. 
Traditionally, India depended on monsoons to meet its fresh water 
requirements but over the years due to the increasing population and the 
resulting demand for an increase in food grain production and domestic water 
supplies, groundwater has been extensively used. This has reduced the 
country's dependence on monsoons but at the same time has resulted in 
depletion of groundwater. In several areas of the country like Delhi, parts of 
Uttar Pradesh, Karnataka, Maharashtra, Tamil Nadu and Andhra Pradesh 
groundwater levels are perilously low. Clearly, the overall demand will outstrip 
availability in another 35 to 40 years, while groundwater in particular will come 
under even greater pressure in the intervening years. The rate of extraction of 
groundwater is increasing and in many blocks exceeds the rate of recharge, 
leading to lowered water tables. Twenty-eight percent of the blocks are now 
semi-critical, critical and over-exploited, stated the report of the Expert Group 
on Groundwater Management and Ownership, 2007 (Figure 1-6). Out of 5723 
assessment units (blocks/mandals/talukas/watersheds), 839 are categorized 
as "overexploited", 226 blocks/ watersheds are "critical" and 550 are semi-
critical units. The remaining, 4078 units are safe and 30 units are saline. The 
number of dark or over-exploited critical blocks has grown from four percent in 
1995 to 15 percent in 2004. Groundwater, in particular, will come under even 
greater pressure in the intervening years, it added. As groundwater is an open 
access common property resource, the country is faced with a situation in 
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which one user tries to maximize his share, lowering the others share. And 
when groundwater level gets lowered, it increases costs for all, as they need 
to deepen their wells and require more powerful pumps. 
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Figure 1-6 Map showing the safe, semi-critical, critical, over-exploited and 
saline blocks of groundwater resources of India as on March 2004, (Central 
Ground Water Board, Ministry of Water Resources, 2006). 
There is growing concern on deterioration of groundwater quality due 
to geogenic and anthropogenic activities. The quality of groundwater has 
undergone a change to an extent that the use of such water could be 
hazardous. Increase in overall salinity of the groundwater and/or presence of 
high concentrations of fluoride, nitrate, iron, arsenic, total hardness and few 
toxic metal ions have been noticed in large areas in several states of India. 
Groundwater contains wide varieties of dissolved inorganic chemical 
constituents in various concentrations as a result of chemical and biochemical 
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interactions between water and the geological materials through which it flows 
and to a lesser extent because of contribution from the atmosphere and 
surface water bodies. Groundwater in shallow aquifers is generally suitable for 
use for different purposes and is mainly of Calcium bicarbonate and mixed 
type. However, other types of water are also available including Sodium-
Chloride water. The quality in deeper aquifers also varies from place to place 
is generally found suitable for common uses. Only in some cases, 
groundwater has been found unsuitable for specific use due to various 
contaminations mainly because of geogenic reasons. 
India faces a daunting set of water-related challenges. Unless and until the 
water management practices are changed in the near future, India will face a 
severe water crisis within the next two decades and it will be seemingly 
difficult to build new infra structure and to have enough water need by its 
growing economy and rising population. We have reached a stage where it is 
important for us, individually as well as collectively to focus more on the 
management of the water resources. Management and economics of the 
available groundwater and fresh water resources will play a vital role in the 
coming years for the sustainable development. It is high time where the 
scientist working in this sector should collaborate with the planners and policy 
makers including the involvement of the local authorities at the village or 
mandal level to chalk out plans that will ensure stability and security as far as 
the availability of fresh water is concerned. 
1.4 Aim and Objectives of tlie Proposed Research 
Keeping in mind the trend of declining water tables and deteriorating 
water quality, which of course will lead to scarcity of available water resources 
in the near future, it has become essential for planners and water scientists to 
develop sustainable water management strategies. Also at present there are 
a variety of groundwater resource and contamination problems that involve 
determining the state of groundwater and detecting or predicting changes in 
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the groundwater environment. Groundwater being an extensive, concealed 
and inaccessible resource in contrast to surface water adopts changes in 
quantity and quality often very slowly. These changes cannot be determined 
by simple one-off snapshot surveys alone, and require more elaborate 
monitoring networks and data interpretation. 
Groundwater management and groundwater monitoring are two 
activities, which are not only closely related, but in fact they are inseparable. 
Sustainable development and management of groundwater resource often 
requires quantitative as well as qualitative assessment of the resource. 
Groundwater resource management and planning requires appropriate and 
accurate data. Without proper groundwater monitoring, effective groundwater 
management is not possible. Monitoring, recording, assessing and 
disseminating information on water resources is critically important for 
achieving the objects of the Act. These data, which can be collected by 
monitoring networks may contain too little, enough or redundant information. 
Since the Groundwater monitoring is a costly affair because of the expense 
involved, in response to this there is a need of vital importance to make the 
monitoring program as optimal as possible. Optimal groundwater monitoring 
network makes the program cost effective without losing any scientific 
information. 
This research aims to develop statistically sound methods for 
groundwater quality and/or quantity monitoring network design using some 
better estimation techniques then the ordinary statistical ones. Also to review 
the literature regarding the different interpolation (estimation) methods for 
groundwater data and to find interpolation methods which have the ability to 
produce a measure of accuracy of the estimated variable value. The objective 
was to use different approaches to design observation networks i.e., 
determination of the number of observation points and their spatial locations 
according to a specified objective. The sampling sites should be ideal in order 
to get a representative pattern of groundwater quantity and/or quality data and 
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should be able to capture the true variability of the parameter under study. 
The aim of this research was also to develop, by means of a case study, a 
method to reduce the number of observation points in an existing network 
according to some well defined and simple criteria, and to rank the relative 
importance of the different points in the network. 
1.5 Overview of the Thesis 
The present work is based on the optimization of groundwater 
monitoring network using geostatistics. For making any kind of study, the first 
thing to know is its importance and need. Also for developing new 
methodologies, it is mandatory to select a study area, which could be an ideal 
representation of such environment where the developed techniques is 
needed and could be tested and applied. 
For making any study it is essential to know the earlier work related to 
that research. Chapter 2 summarizes the literate related to optimal monitoring 
network, to get an idea about different techniques available for such study. 
Chapter 3 provides the general description of the Maheshwaram 
watershed, the area selected for this research. The purpose of this chapter is, 
to provide an introductory sketch of the social, physical and economic 
characteristics of the study area, and also the water uses, so that 
groundwater monitoring and related issues can be seen in their regional 
context. It also includes its geographic location, climate, geomorphology and 
the physiography and drainage. Geology and the structural features present in 
the watershed are also discussed to know its representation of true hard rock 
aquifer in a granitic terrain. 
Chapter 4 deals with the basic of geostatistics including variography 
and estimation theory mainly on ordinary kriging for example. For the spatial 
variability of any parameter, variographic analysis is essential, that is dealt in 
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detail.. This chapter also explains cross-validation of the variographic models, 
in order to know that it is able to reproduce the true data. Emphases are given 
to bring out the practical approaches to these techniques. 
The chapter 5 includes the theoretical developments of the 
Geostatistical optimization techniques applied for designing the groundwater 
monitoring network. It then illustrates the case studies which have been 
carried out in the watershed and their results. It includes evaluation of 
groundwater monitoring network for parameters like water level, rainfall and 
fluoride. The major part of this chapter explains one comparative study, which 
in brief describes the result of optimizing the monitoring network by two 
different ways and advantages of each method. 
As stated earlier in the present scenario where the demand supply gap 
is increasing, it is necessary to have an assessment of the available 
groundwater resources in terms of quality as well as quantity. The chapter 6 
deals in detail with the optimization of groundwater quality monitoring network 
using geostatistics. Since the groundwater quality is involving a number of 
parameters, a multivariate statistical technique is used which reduce the 
number of variables to a small number of indices, while attempting to preserve 
the relationships present in the original data. This chapter thus explains the 
application of multivariate statistical and geostatistical approaches for 
developing an optimal monitoring network. Lastly it explains the result of the 
validation of the optimal monitoring network evolved using the above 
mentioned approach. 
A brief summary and conclusion for this research, accompanied by 
some recommendations for future work are presented in last Chapter followed 
by reference. 
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STATE OF THE ART IN GROUNDWATER 
MONITORING NETWORK 
This chapter introduces general groundwater monitoring problem in section 
2.1. The section 2.2 reviews in brief the earlier work on spatial sampling 
analysis i.e., to determine the number and location of sampling points and for 
temporal sampling analysis i.e., to determine sampling frequency. 
2.1 Groundwater monitoring - a desire or a necessity 
In areas where groundwater for consumption is being abstracted, it is 
usually stipulated that continuous observations regarding the groundwater 
quantity and quality must be made. Observations and evaluation of the 
observations are costly, so it is of vital importance to make the observation 
program as optimal as possible. Optimization of an observation network 
means that the total number of observations is as minimal as possible, while 
the objectives of the monitoring are fulfilled. Before a groundwater resource 
(aquifer) can be used for abstraction, the geologic formation from which the 
groundwater is supposed to be abstracted must be investigated. Relevant 
questions to be answered are: 
• Is this geologic formation valuable as a groundwater resource in the area 
of interest? 
• Which are the potential areas for locating abstraction wells and infiltration 
basins? 
• What are the best or optimal rates of abstraction or the artificial recharge? 
To answer these questions a number of boreholes are established to 
investigate the geologic and hydrogeologic properties of the geologic 
formation. In these boreholes, tubes or pipes for observations of groundwater 
levels and groundwater quality are installed. It is also possible to use dug 
wells for these observations. Thus an observation network is established in 
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the formation, which can be used for continuous observations of groundwater 
quantity and quality. 
The observations are performed as point measurements, but since the 
observed variable almost always has a distribution in space there is therefore 
need, during the evaluation of the observations, to make estimates of the 
observed variable at locations, where no observations have been made for 
example when mapping a variabJe over an area. A)) estimates however have 
a certain degree of uncertainty which is important to estimate. One way to 
determine the quality of an estimate is to compare the estimated value with a 
measured value at the same point. The difference between the estimated and 
the measured value is an indicator of how good the estimate is. By repeating 
this procedure for a great number of points it is possible to determine the 
ability of an estimation method. When obsen/ed data are sparse such a 
procedure is not possible to follow, and there is a need for using some 
interpolation method that can produce a measure of the estimation accuracy 
without measured data to compare with. 
In some cases, the total annual number of groundwater observations 
may vary over time. Initially the total number of observation points in the 
network is kept maximum. After some time, perhaps several years, the 
observation program usually must be reduced. The reason for such a 
reduction could be: 
- wells or tubes have dried out. 
- tubes have disappeared and/or are difficult to find. 
- impossible to perform measurements because of sabotage to the tube. 
- less need for additional information. 
- budget restrictions. 
- lack of competent personal to perform and evaluate investigations. 
Cerfarn evaluation is performed in order to reduce the number of 
observation points according to the reasons previously mentioned. Removing 
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one or several observation points at a time from the network would reduce the 
observation program. It is important to decide which points are to be removed 
without losing too much information. A number of problems have thus been 
identified, and as far as estimation is concerned there are two issues that 
often must be addressed, these are: 
> Which interpolation (estimation) method is the best regarding the 
monitoring objectives and considering the fact that, in the case of 
an existing observation network, that the number of observed data 
are sparse? 
> Are there any interpolation methods which are able to produce 
some measure of the estimation accuracy together with the 
interpolated (estimated) value? 
Concerning the problem of network design the following four issues, 
partially overlapping each other need to be addressed: 
> How many observation points are needed, and which are the 
preferable spatial locations of these points to meet the monitoring 
objectives? 
> How to determine an observation frequency to meet the monitoring 
objectives. 
> How to define a simple criterion, for example the estimation 
accuracy, to be used when an observation program is to be 
reduced, or when it is developed. 
> How to rank the different observation points in a network and to use 
this ranking when an observation network is being reduced i.e. 
points with the lowest rank are to be deleted from the network. 
India is a vast country having diversity in almost all the field, viz., 
geology, hydrogeology, climate, etc. Although India occupies only 2.4% area 
of the worlds land, but supports over 17.5% of the world's population i.e., 
about 1.13 billion peoples (estimate for March 10, 2008). 
(http://en.wikipedia.org/wiki/Demographics_of_lndia). Since India is stepping 
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towards the development, the pressure on the available water resources is 
increasing exponentially as the consumption of water per person is increasing 
and further the development of new technologies for exploration of water for 
all purposes added fuel to the fire. Available surface water resources have 
either become scanty or else polluted due to Improper management, thus 
adding whole pressure on the groundwater resources. Now a day, 
groundwater had become a major source of water supply in various sectors 
and is getting depleted in these regions due to over-expioitation, because of 
high population growth as well as extensive agricultural uses and thus 
urgently requires a reliable management option. It is essential to have a 
thorough understanding of complex processes viz., physical, chemical and/or 
biological occurring in the system for groundwater assessment and 
management. To understand these complexities, groundwater models play an 
important role. Groundwater models are simplified, conceptual 
representations of a part of the hydrologic cycle. They are primarily used for 
hydrologic prediction (hydraulic head, flow rates and solute concentration) and 
for understanding hydrologic processes (contaminant migration, solute 
transport etc.). 
However, in groundwater models, the area is discretised into finer grids 
or blocks, and the size of these grids or blocks are decided assuming that 
there is no variation in aquifer properties over the grid or block. It is a proved 
fact that finer the grid, the faster the iterations and the better the results. 
Although it is needed to have an observation at each grid or block to be fed as 
an input in the model, but practically it is not possible to have an observation 
at each grid or block. Further in countries like India which are not only vast in 
size but developing as well, the monitoring is decided on the basis of budget 
and other technical and non technical constraints. Thus there is always a 
need of an optimal monitoring network which will be able to reproduce the true 
variability of the parameter. 
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2.2 Groundwater Monitoring Networic Design 
The design of a groundwater monitoring network is a multi-objective 
design problem (Gangopadhyay et al., 2001). According to the design 
purpose of groundwater monitoring, the monitoring of groundwater can be 
separated into the groundwater quality-monitoring network and groundwater 
level-monitoring network (Loaiciga., 1989; Loaiciga et al., 1992; Wu., 1992; 
Zidek et al., 2000). Processing the information on the groundwater level and 
the solute concentration can provide an answer to all issues pertaining to 
groundwater management. Although, substantial literature has been 
generated through years to identify spatio-temporal attributes to wells that 
satisfy these objectives, however, the focus has been on the design of a 
groundwater quality monitoring network. The philosophy behind the design of 
a groundwater level observation is essentially the same as that for a 
groundwater quality monitoring network. Loaiciga et al., (1992) categorized 
the general approaches to network design as hydrogeologic or qualitative, 
when no advanced geostatistical method is applied and statistical or 
quantitative othenwise. This classification is somewhat limiting, because it 
excludes promising advanced statistical techniques such as those derived 
from information theory (Harmancioglu et al., 1998). The examples of 
optimizing the monitoring network design, based on information theory are in 
articles such as those by Amorocho and Espildora (1973), Caselton and 
Husain (1980), Caselton and Zidek (1984), Harmancioglu and Yevjevich 
(1987), Husain (1989), and Harmancioglu and Alspaslan (1992). 
2.2.1 Hydrogeologic or Qualitative Approach 
As the name suggests, this approach is purely based on the judgment 
of quantitative and qualitative hydrogeologic information, without the use of a 
formal quantitative mathematical method (Loaiciga et al., 1992). The number 
and locations of sampling sites are strictly determined by the hydrogeologic 
conditions. In general, the factors that may be considered in qualitative 
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approach includes geology, geomorphology, climatology, structural variations, 
and accessibility and feasibility. The hydrogeologic approach is better suited 
for site-specific studies or where there is a requirement of following some kind 
of guideline. To be able to use this method, the investigator needs to have 
enough site information to establish a good understanding of the groundwater 
system and how it influences the movement of contaminants and the resulting 
contaminant distribution. The investigator also needs to have the knowledge 
or a guideline on what constitutes an "optimal" monitoring-well configuration 
for a given probable contaminant migration pathway. Although this method is 
adequate, it is not necessarily to be optimal. 
2.2.2 Quantitative Approacli 
The quantitative approaches used for determining the groundwater 
monitoring network design can be broadly grouped into three different types 
viz., Simulation approach, variance-based approach, and probability-based 
techniques. The main difference between these methods lies in the 
formulation of the objective function to be optimized, and the difference 
between different approaches to the constraints and in the way optimization is 
undertaken. 
Simulation methods consider uncertainty in the hydraulic conductivity 
field and therefore uncertain head distribution and velocity fields. In this 
method realization of hydraulic conductivity, which is treated as a Random 
field are generated and used as an input for groundwater flow and transport 
simulation. Hydraulic conductivity fields are usually estimated by conditional 
simulations, given a spatial covariance model obtained with the existing field 
data. The resulting differences in the estimated velocity fields will affect the 
optimal distribution of monitoring stations according to some objective function 
(e.g., depending on the probability of failing to detect contamination). Meyer 
and Downey (1988) proposed a method for determining the best location for 
the monitoring wells, after the work of Massmann and Freeze (1987a & b) in a 
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risk-cost -benefit analysis for waste facilities. The method's intension was to 
select the networks that maximize the probability of detection in the face of 
uncertainty. However, its practical applicability is hindered by the extreme 
simplicity of the analytical model used by Meyer and Downey (1998). Other 
examples of this method are given by Ahlfeld and Pinder (1988); Meyer and 
Brill (1988); Wagner and Gorelick (1989); Meyer et al., (1989); Lee and 
Kitadinis (1991); Shafike et al., (1992); Woldt and Bogardi (1992); Tiedman 
and Gorelick (1993) and Reed et a)., (2000). Grabow et al., (1993) proposed a 
method for network reduction without the need to simulate mass transport, 
stated as being applicable for both point and diffuse sources, through only 
used by the authors for a point source. Simulation approach involves two 
main computations. The first one is the simulation of the hydraulic conductivity 
field and the other one is the solution of the groundwater flow and transport 
problem. The computational effort required is proportional to the number of 
realizations needed to correctly represent statistically the flow and 
concentration field. So the selection of a random field generator directly 
affects the effectiveness of this method, and thus the attractiveness of the 
method. Application of neural networks and genetic algorithm optimization 
integrated with flow and transport simulation models are found in Rogers and 
Dowla (1994) and Mckinney and Lin (1994). A review of optimization and 
decision analysis for aquifer restoration and contaminant migration-control 
through pump-and-treat was made in Freeze and Gorelick (1999). These 
methods also have high potential in the design of regional or local networks 
for reference level monitoring. 
Variance-based method is a group of techniques using statistical 
properties of the estimated value mainly variance to quantify the uncertainties 
associated with groundwater system. Variance reduction techniques use the 
variance of the estimation error as an indicator of the accuracy of the 
estimated values. In geostatistics, the mathematical definition of variance of 
estimation error means that its value does not depend on the actual values of 
the measured variables, but on the relative spatial distribution of the 
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measuring locations. Therefore, one may use variance of estimation error as 
an indicator of which spatial distribution is best for a sampling network by 
testing all the combinations between available sampling locations and 
selecting the combination that minimizes variance of estimation error. Two 
often used methods are the geostatistical method and the Kalman filter. The 
geostatistical method offers variance estimation algorithms, so it is used to 
give a prior estimate of the covariance (or variance) of the interested variable. 
The Kalman filter is an optimal estimator that combines measurement with 
existing system information. So it is used to update the covariance after 
samples are taken. 
The variance reduction approach (Rouhani, 1985), is an extension of 
kriging technique. Kriging provides a possible spatial interpolation technique 
for time-independent variables. The values of the variable under consideration 
at a location are estimated from a local weighted average of the observations. 
The weights are determined in such a way that the estimation is optimal in the 
sense of the least estimation error variance. In addition to the spatial estimate 
of the variable, the variance of the corresponding estimation error is also 
calculated. The estimation error associated with values interpolated from a set 
of measured hydrogeological variable values can be used in network design 
to reduce the uncertainty of the interpolated values. Two types of methods 
have been suggested in which interpolation error serves as a measure of 
network performance. In first type, which is a trial and error method, those 
sampling site are added that contributes most to the reduction of the variance 
of estimation error of the variable of interest, associated with the set of 
established sampling locations. Additional sampling sites are added, one at a 
time, until the variance of estimation cannot be further reduced, or when the 
additional gain in statistical accuracy is outweighed by other constraints e.g., 
economic (Journel and Huijbregts., 1978; Marsily., 1986). It is also possible to 
do ranking of potential sites using an information ranking function, based on 
the largest variance reduction. Few authors have used multivariate techniques 
of principal component analysis (PCA) for ranking of wells. PCA was used in 
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surface water hydrology to identify the important geomorphological 
parameters that contribute to runoff from a catchment (Haan, 1977). 
Gangapadhyay et a!., (2001) proposed a method to evaluate a groundwater 
level monitoring network using PCA to discriminate against the value of 
information collected from monitoring network. The aim of the work was that 
during the budget constraints, municipality managers can prioritize the 
sampling from the monitoring network. 
Delhomme (1978) applied the geostatistical fictitious point method 
(usually used to assess the quality of covariance models when estimating with 
kriging) to determine the optimal location of rain gauges. If the number of 
stations is large, then the dimension of the combinatorial problem may be 
exhaustively intractable. Olea (1984) presented a method to select the best 
pattern and sample density that would meet a specified average standard 
error or maximum standard error of estimation of standard variables. The 
method was based on a nearest-neighbor analysis of two dimensional point 
distributions of spatial variables. Rouhani and Hall (1988) proposed the 
incorporation of risk, defined as the weighted sum of the expected value and 
the estimation variance, in order in order to correct the blindness of the 
estimation variance to extreme values. The method also considers temporal 
changes in the hydrologic variables. Loaiciga (1989) also proposed a variance 
reduction method using time-dependent spatial models (based on space-time 
means and covariances), with good results. This writer used the mixed integer 
programming model of Hsu and Yeh (1989), originally developed for optimum 
design for parameter identification. Maximum periodicity was allowed in this 
study, but did not include trade-off analysis between sampling periodicity and 
further increasing the number of stations. Later developments in the solution 
of time-dependent models were proposed by Pardo-lguzquiza (1998), with the 
inclusion of the climatological variogram (Bastin et al., 1984; Lebel et al., 
1987). 
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Hudak and Loaiciga (1992) presented a heuristic approach for 
groundwater monitoring networl< augmentation. In this augmentation problem, 
monitoring wells were added to a pre-existing network for the purpose of 
contaminant plume characterization. Information on aquifer properties and 
contaminant concentrations obtained from pre-existing wells, and the 
locations of these wells, were considered in the augmentation process. The 
flow domain was discretized into a network of potential sampling sites. Each 
site was assigned a weight which was equal to the contaminant concentration 
calculated by a numerical mass transport model. The objective was to 
maximize the total coverage of sites. If a site was within a certain distance of 
a well, it was covered by this well. The main idea of this method was to place 
more wells in high-concentration areas. The solution was obtained by running 
the LINDO (Linear, Interactive, and Discrete Optimizer) mathematical 
programming package. This method was easy to understand, and easy to 
implement. 
Later Hudak and Loaiciga (1993) extended their work to multilayered 
groundwater flow system monitoring-network design. The primary objective of 
the selection process was preferential location of monitoring wells at points of 
high contamination susceptibility. The way of assigning nodal weight was 
different than the previous work. The weights, instead of being determined 
from existing contaminant concentrations, were derived by evaluating the 
location of a site relative to the contaminant source and the likely contaminant 
migration pathways. Integer programming techniques (such as branch and 
bound) were used to solve the problem. 
The second type is an optimization method in which estimation error at 
a point or set of points is the objective to be minimized, and potential 
measurement locations are the decision variables (Bogardi et al., 1985; 
Carrera and Szidarovzsky., 1985; Knopman and Voss., 1989; Solomatine., 
1999; Hsu and Cheng., 2000; Pinder et al., 2002; Reed., 2002; Dorn and 
Ranjithan., 2003). The Kriging technique, without the flow equations and time 
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dimension but with a polynomial approximation of the drift, has been applied 
in the design of monitoring networks for groundwater, such as for optimum 
selection of sites for monitoring groundwater level (Carrera et al., 1984; 
Rouhani., 1985; Spruill and Candela., 1990; Prakash and Singh., 2000). Gao 
et al., (1996) presented a simple algorithm to fast compute the revised kriging 
estimation variance when new sample locations are added. Ahmed (2004) 
has evolved the optimal monitoring network for air temperature firstly by 
removing the removing tiie redundant points and the added new 
measurement points were the variance of estimation error was high. Kumar et 
al., (2005) have used universal kriging for water level monitoring network and 
have found that the same accuracy in terms of variance of estimation error 
can be achieved with the reduction of 12% of monitoring well. Devi et al., 
(2006) have designed the monitoring network for water level using ordinary 
kriging in ghatiya watershed Madhya Pradesh, India. Ahmed et al., (2007) 
used ordinary kriging to reduce the number of water level monitoring 
observation based of pre-decided limits for the variance of estimation error. 
They also used the result of cross-validation test to rank the observation wells 
for fluoride contamination, so that the wells can be chosen according to the 
rank of priority under budget constraint. 
The above-mentioned methods all attempt to minimize hydrogeological 
variable estimation error solely on the basis of the interpolation procedure 
used for estimation. Wood and McLaughlin (1984) combined groundwater 
simulation and Kriging to reduce the size of an existing measurement 
network. Modeling errors, the difference between measured and predicted 
state variables, were kriged to obtain modeling errors and uncertainty 
estimates at unmeasured locations. 
Agnihotri and Ahmed (1997) analyzed the ambiguities in the data 
collection network design mainly based on the geostatistical estimation 
variance reduction method using a few numerical examples. They have 
observed that the network designs based on kriging variance reduction 
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approach is having an ambiguity as the maximum value allowed for the 
variance or standard deviation of estimation error is decided on an ad-hoc 
basis. In the absence of an objective function directly involving the location of 
measurement points, it is difficult to minimize the variance of the estimation 
error. Either this value is arbitrarily chosen or optimization of a data collection 
network may be terminated if the corresponding change in variance or 
standard deviation of estimation error is negligible. Further they have proved 
with few case studies that the method of optimizing measurement points by 
reducing estimation variance at the central point of the considered area has 
an ambiguity that the same network will be valid for an even much larger area, 
if the center remains unchanged. Also kriging variance calculated for an 
estimation over the entire area/block increases if the areaA)lock is increased 
keeping the center of the area unchanged for the same network. However, a 
few ambiguities were found while considering an area whose center point was 
also shifted with the origin. Further, the method of estimating the mean of the 
parameter by ordinary kriging was applied to calculate the kriging variance for 
different networks. Although the ambiguity that the same network representing 
different areas remains, this method provides a comparatively lesser kriging 
variance. 
Graham and McLaughlin (1986) presented an algorithm to determine 
the sampling locations for characterizing a contaminant plume. The variance 
of concentration estimation errors was obtained by co-kriging measurements 
of hydraulic conductivity, hydraulic heads and contaminant concentration. 
New wells were chosen at the sites to produce the largest reduction in the 
variance of the estimation error. 
The use of the Kalman filter for an evaluation of the uncertainty in 
hydraulic head, and its application to field problems, can be found in Van 
Geer and Van der Kloet (1986); Van Geer et al., (1991); and Zhou et al., 
(1991); Wu (1992); Andricevic (1993) used the Kalman filter to sequentially 
adjust the withdrawal rates in a groundwater supply model by accounting for 
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the observed field information. Another method is the coupling of the Kalman 
filter and the finite-difference method. The alternative network with the 
standard deviation of estimation error approximated a given threshold value at 
each interpolated location is accepted as the optimal network. But, the 
selection of threshold value of the standard deviation of estimation error is not 
described in previously published literature. 
The reduction of the dimension of an existing monitoring network is an 
optimization combinatorial problem, which subset of stations should be kept in 
the new design. When the number of stations is large, the number of possible 
combinations is too great for all possible combinations to be tested, even in 
very fast computers. A common practical decision is to accept one good 
solution even if it is not the optimum one. There are some heuristic 
optimization algorithms that can deal with combinatorial problems. First there 
is a general class of strictly descending algorithms that includes sequential 
exchange with node-swap or with node substitution, downhill simplex, and 
search with multiple randomly generated starting solutions. A second general 
class of algorithms, not strictly descending, includes simulated annealing and 
tabu search, and combinations of them. Other algorithms based on nature, 
like genetic algorithms and ant colony optimization are also showing very 
good results (Cieniawski et al., 1995; Dorigo et al., 1996). Most of these 
methods have been applied to monitoring network design with varying 
degrees of success. However, simulated annealing is the technique that has 
been most frequently applied to monitoring network design, probably because 
it is the oldest of the nonstrictly descending methods and has shown to be 
very efficient (Lee and Ellis, 1996). 
Kuo (1993) applied a Kalman filter combined with a groundwater finite 
element model to obtain a contaminant concentration profile. Simulated 
annealing was used to solve the optimization problem. Other related example 
is described in work of Wu and Bian (2003). Nunes et al., (2003) developed a 
method to determine the optimal subset of stations for groundwater 
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monitoring network using simulated annealing. They performed cast-benefit 
analysis to determine tfie number of stations to include in the new design 
versus loss of information and their result have shown that the relative 
reduction in exploration casts more than compensates for the relative loss in 
data representativeness. Nunes et al., (2004 a) proposed a method for 
designing groundwater monitoring network, well suited for reducing the 
existing network where data are missing from the time series records. 
Simuiated anneaiing optimization aigorithm has been used in this work to 
minimize the variance of the estimation error obtained by kriging in 
combinatorial problems, created by selecting an optimal subset of stations 
from the original stations. Nunes et al., (2004 b) compared three optimization 
model using simulated annealing based on i) one that maximizes spatial 
accuracy, ii) one that minimizes the temporal redundancy, and iii) one that 
tends to maximize the spatial accuracy as well as minimizes the temporal 
redundancy. They have found the inclusion of both temporal and spatial 
information in the optimization model contributes to selection of the most 
relevant stations. Wu (2004) proposed an algorithm coupled with Kalman filter 
and finite element method for network design of groundwater monitoring in 
regions with larger intensity of groundwater abstraction. 
Delhomme (1979) studies the spatial variability and uncertainty of 
different parameters used in groundwater model suing geostatistical 
approach. Wilson et al., (1978) combined groundwater flow modeling and the 
Kalman filter for optimal design of the groundwater monitoring. Herrera (1998) 
developed a cost-effective method for the design of a groundwater monitoring 
network. The method combined a Kalman filter with a groundwater flow and 
transport model. The author proved that the model error had a strong 
correlation in time and that correlation should not be ignored in the sampling 
network designs. The sampling location was determined by the location where 
the total uncertainty was reduced most after a sample was taken at that 
(ocatfon. Space-fime cross-corre/ation of the concentration field was 
addressed. 
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The probability based approaches consider the probability of exceeding 
a certain level of the field variable as the criterion to be controlled in the 
network design problem (Rouhani and hall, 1988). 
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DESCRIPTION OF THE STUDY AREA 
The management of groundwater, as with any resource, requires that it be 
monitored. Groundwater use, management, monitoring and research clearly 
cannot take place in isolation, but are interconnected with the social and 
physical fabric of an area. The purpose of this chapter is, therefore, to provide 
an introductory sketch of the social, physical and economic characteristics of 
the study area, so that groundwater rrtonitoring and related issues can be 
seen in their regional context. The study area also helps in testifying the 
methods and approaches developed with a real life problem. 
3.1 Physical Geography 
The present study was carried out in the Maheshwaram watershed 
which is located at about 30 km south of Hyderabad in Ranga Reddy district, 
Andhra Pradesh, India and is having an area of about 53 square km (Figure 
3-1). Geographically the area lies between longitude 78° 24' 30" E to 78° 29' 
00" E and latitude 17° 06' 20" N to 17° 11' 00" N and fall in the topo-sheet no. 
56 K/8 of the Survey of India. This area is a typical granitic terrain 
representing most of the hard rock aquifers not only in India but also in the 
world. The area is characterized by semi-arid climate characterized by hot 
and dry summers and cool and dry winters with a distinct rainy seasons from 
June to September, with a mean annual rainfall of about 750 mm out of which 
90% comes from the SW monsoon period. The area is having temperature 
ranges from 22°C to 45°C.The general direction of the groundwater flow is 
from SW to NE. In general the topography dips gently from south to north in 
the watershed. Physiographically the area is having relatively flat topography 
with an elevation varying from 670 to 590 m above mean sea level and is 
absent from perennial streams. The whole of the watershed area has a slope 
of less than 2 percent. 
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Figure 3-1: Geographic location oftiie Maliesliwaram watershed. 
3.2 Demography and Water Uses 
The Maheshwaram watershed is a representative Southern India 
catchment in terms of rural socio-economy (mainly based on traditional 
agriculture), agricultural practices, over exploitation of its hard rock aquifers 
(more than 700 bore wells in use) and its cropping pattern. The 
Maheshwaram watershed consists of five villages, viz., Maheshwaram, 
Sirigiripuram, Gangaram, Tumlur, and Mohabbatnagar and seven small 
hamlets known as tanda's of tribal lambada families. The total population of 
the five villages is 11525 as per the village records. According to this sensus, 
female population is slightly less than the male members and children 
comprise around 40 percent of the total population(Table 3-1). 
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Name of the 
Village 
ft 
Maheshwaram 
Sirigiripuram 
Gangaram 
Tumlur 
Mohabbatnagar 
r 
Total 
Households 
1179 
236 
184 
464 
125 
2188 
Population 
6611 
1150 
764 
2363 
637 
11525 
Sex 
Male 
3388 
587 
400 
1206 
321 
5902 
Female 
3223 
563 
364 
1157 
316 
5623 
Age 
Composition 
Adults 
4111 
667 
382 
1577 
404 
7141 
Children 
2500 
483 
382 
786 
233 
4384 
Table 3-1 Population in the IVIatieshwaram watershed (2001-2002). 
The entire watershed area is having 2188 number of households and 
Maheshwaram villages is comprising of the highest household number i.e, 
1179 household, while the Mohabbatnagar the lowest number of household 
i.e, 125 householdsThe total number of households in the watershed area is 
2188. (PA Consulting Group, 2003). 
Name of the 
Village 
Mahesfiwaram 
Sirigiripuram 
Gangaram 
Tumlur 
Mohabbatnagar 
Total 
Households 
-
1179 
236 
184 
464 
125 
2188 
Population 
6611 
1150 
764 
2363 
637 
11525 
Main Economic activity 
(Percentage) 
Agriculture 
31 
50 
26 
48 
50 
41 
Non 
Agriculture 
69 
50 
74 
52 
50 
59 
Table 3-2 Village wise household number and their corresponding economic 
activity. 
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The main activity of the villagers is agriculture and the principle crops 
are rice, vegetable and flowers, with fewer orchards of mangoes and grapes. 
Although agriculture is the main source of income in this watershed but 
however because of its proximity to the city of hyderabad a large percentage 
of people are also engaged in other issues such as diarying, transport casual 
labour and small business. Around 41 percent of the people have agriculture 
as their primary occupation while 59 percent people are engaged in 
occupation other than agriculture.(Table 3-2) 
In the year 2003 land use/land cover studies of the Maheshwaram 
watershed was acrried out by National Remate Sensing Agency (NRSA. They 
have divided the watershed into the following broad classes as; built up land, 
agricultural land, forest land, waste land, water bodies and others. The details 
are given in the Table 3-3 below while the land use/land cover map of the 
watershed is shown in Figure 3-2. 
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Figure 3-2 Land use Map of Maheshwaram Watershed, (NRSA Project 
Report, June 2003) 
44 
Chapter 3 - Description of the Study Area 
Table 3-3 Maheshwaram Land use/ Land cover Statistics (Source: NRSA 
Matieshwaram Watershed Project Report, June, 2003) 
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Agriculture is also the largest user of water in the study area. During 
the dry season (Rabi) about 2.07 km^ which is about 3.9 % of the area is 
cultivated under rice crop, while during the wet season (Kharif) the area under 
cultivation of rice is 6.80 km^ which is around 12.88 percent of the watershed. 
During the Rabi season whole of the crops are irrigated by groundwater only 
while in the Kharif, rain water plus the groundwater is used for irrigation. 
Groundwater resources face a chronic depletion which has been clearly 
observed by drying up of springs, stream, dug wells and declining water table. 
The exploitation of groundwater resources mainly for agricultural uses and 
that too more water consuming crops together with extreme climatic 
conditions where the rainy season is limited to short period and the rest of the 
days are dry and arid-semiarid climatic conditions with absence of perennial 
surface water resources has led to declining of water table in this study area 
(Zaidi et al 2007). The water table is now 15-25 meter deep and is 
disconnected from surface water: no spring, no base flow, no regular 
infiltration from the surface streams beds is observed. (Marechal et al, 2006). 
As the Maheshwaram watershed is having absence of perennial 
streams, the irrigation of all the agricultural products in the watershed viz., 
paddy fields (rice), vegetables, flowers and fruits is carried out using 
groundwater mainly in addition to rain water. With the advent of new drilling 
techniques and availability of cheap or free electricity, the farmers make it 
possible to have water close to their crops throughout the year. The total 
groundwater abstraction for the two hydrological (June to June) years, the 
estimates are given below in Table 3-4: 
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Hydrologjcal year 
~" Usage 
Rice 
^ p Vegetables and 
^ ^ ^ Flowers 
Fruits and Grapes 
Domestic, Chicken 
and Poultry 
June 02 to June 03 
Kharif (mm) 
75.8 
1.3 
4 1 
3.1 
RabI (mm) 
83.4 
1.7 
100 
4.2 
June 03 to June 04 
Kharif (mm) 
62.5 
1.2 
38 
3.3 
RabI ( m n ^ 
108.7 
i.|J 
9 4 
4.0 
Table 3-4 Groundwater abstraction in the Maiiestiwaram watershed in mm 
per season at the basin scale, from June 2002 to June 2004. (Source 
Marechal et al, 2006). 
The average abstraction of groundwater during the June 2002 to June 
2004 is about 189 mm (i.e. is about 10 million cubic meter of water). The 
values is consistent with the values obtained in 1999 using techniques based 
on census data and on agricultural uses of water (9.1 million m )^ or based on 
electrical power consumption (9.0 million m )^ (Engerrand, 2002). The annual 
groundwater balance for the year 2002 to 2004 given by Marechal et al, 2006 
for the year 02-03 is negative against annual rainfall of 613 mm and positive 
for the year 03-04 against the annual rainfall of 889 mm. Since the average 
rainfall in the watershed is about 750 mm/yr, it suggests that the balance 
would be negative for normal monsoon. Historical water level data a global 
depletion of aquifer at a rate of about 1.5 meter per annum, confirming that 
the overexploitation threshold has been reached in the watershed. 
3.3 Climate 
The climatic conditions in the maheshwaram watershed does not vary 
considerably. The maximum temperature in the maheshwaram watershed is 
found during the month of May which can reach 45°C but starts retreating 
from June with the onset of monsoon and stabilizes during August. Although 
there is no significant variation of temperature till the end of monsoon but with 
monsoon rain showers the temperature remains 1-2°C less for one or two 
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days. From the month of November onwards, temperature starts decreasing 
and the minimum temperatures are found in the month of January which can 
sometimes be less than 15°C. 
The maximum humidity during the monsoon season is about 90 
percent at times. Humidity starts decreasing after monsoon and reaches a 
minimum between February and June with values of less than 30 percent just 
before the onset of monsoon. The potential evaporation form soil plus 
transpiration by plants (PET) is about 1800 mm/year. Therefore the aridity 
index (Al = P/PET = 0.42) is 0.2 < AL < 0.5, typical of semiahd areas 
(Marechaletal,2006). 
The Maheshwaram watersehd area lies in the monsoon rainfall region and 
receives more than 80 percent of its rainfall from the southwest monsoon. 
Occasinal winter thunder storms are also observed in this area. The mean 
annual precipitation of the study area is about 750 mm (Marechal et al, 2006). 
The graphs given below represent the annual cumulative distribution of rainfall 
in the Maheshwaram watershed for the year 2000 to 2006. 
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Graph 3-1 Average rainfall in the Maheshwaram Watershed for the year 2001 
to 2006. 
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3.4 Geomorphology 
The topography of the Maheshwaram watershed is shown in Figure 3-
3. The area is characterized by altitude that varies from 590 meters abaove 
mean sea level in the North-East to 670 meters above mean sea level in the 
South-West.The topography of the basin is based on a Digital Elevation 
Model obtained by means of Spot satellite data having a digital resulation of 
20 meters by 20 meters and by leveling of bench marks using differential 
GPS. The watershed boundaries have been delineated according to this 
DEM. 
watershed 
^ DEM^SRTW 
672 
Figure 3-3 Digital Elevation Model of the Maheshwaram Watershed. 
49 
Chapter 3 - Description of the Study Area 
N 
W 
/ 
% 
watershed 
> i 
Slope 
[Degree] 
-3.2 
% 
V -^ i -J 
-^J 
0.2 0.2 Kilometers 
Figure 3-4 Slope of the watershed calculated from the Digital Elevation Model. 
The watershed has an average slope of about 1.79 degree (Figure 
3-4). The geomorphic features present in the area have been mapped on the 
basis of the infornnation available from IRS-1C satellite data.(Kumar D., 2004). 
The various units based on the field investigation are as follows. 
• Pedi-plain with moderate weathering. 
• Buried pedi-plain with moderate weathering. 
• Pedi-plain with shallow weathering. 
• Buried pedi-plain with shallow weathering 
• Rocky pediment 
• Tor-Complex 
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• Inselbergs 
• Line of ridge 
• Dykes 
A profile of the watershed in the SW-NE direction almost crossing the 
watershed and also following the major flow direction is shown in Figures 3-5 
and 3-6. It is quite evident from the graph that the southern portion of the 
watershed is at a higher elevation as compared to the Northern part. 
22B00O 227000 228000 220000 230000 231000 232000 233000 
Figure 3-5 Maheshwaram watershed with contours of elevations, showing the 
section (AB) along which the profile has been made. 
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Figure 3-6 Profile of the watershed drawn from the DEh/l in the NE-SW (AB) 
direction) 
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3.5 Physiography and Drainage 
The Maheshwaram watershed is having undulating topography with 
sub-dendritic type of drainage. Since the area is underlain by typical semiarid 
clinnate, surface streanns are dry most of the time, except a few days a year 
after very heavy rainfalls during the moonsoon. There is absence of any 
maojor river in this area (as the area under watershed is less to make a river 
system) and is marked by a number of gullies draining into local streamlets 
with eroded banks. All the streams mostly of the first and second order drain 
into the Mankal tank which ultimately drains into the Musi river, which forms a 
tributary of the Krishna River. The drainage density of the area is about 
640m/km^. The streams are and show a dendritic to sub-dendritic type of 
drainage pattern. From the surface water point of view the watershed forms a 
close basin with only one outlet in the North-East. The general water flow is in 
the SW-NE direction which closely follows the topography. 
••Tank 
I I Watershed 
/ V stream 
2 KilomtUrs 
Figure 3-7 Drainage pattern in the Mahesfiwaram Waterstied. 
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3.6 Geology and Hydrogeology 
The southern Indian shield, characterized by several prominent 
geological and geophysical features, can be divided into three distinct tectonic 
segments: Western Dharwar craton (WDC), Eastern Dharwar craton (EDC) 
and Southern Granulite terrain (SGT). As a whole, major part of the southern 
Indian shield is occupied by mid-Archean-early Proterozoic crystalline rocks 
evolved during several episodes of magmatism and metamorphism. The EDC 
is characterized by late Archean to early Proterozoic (2.5 Giga years) cratonic 
growth with low pressure metamorphism and remobilization of crustal blocks, 
containing abundant calc-alkaline to K-rich granitoids along with thin 
elongated greenstone belt. Hyderabad Granite (2.5 giga years old) forms a 
part of the pre-cambrian basement of the Eastern Dharwar Craton of South 
India. It is said to be an intra cratonic batholith and together with its 
equivalents it covers an area of almost 200 km x 200 km (Pandey et al., 
2002). 
GEOLOGICAL SUCESSION 
AGE FORMATION 
Recent to sub recent Soils and alluvium 
Quaternary 
• Unconflrmity 
Younger intrusive veins etc Dolerite dykes/Pegmatites/Quartz 
Peninsular Gneissic complex Granites and Adamellites 
Archean 
It is limited by the Karimnagar granulitic terrain of Archean age and the 
Godavari graben in the North-East, the Cuddapah basin in the south and the 
Deccan traps in the Northwest. The area comprises of Pre-cambrian granites 
and gneisses consisting of medium to coarse grained pink and grey granites, 
which is presumed to be a part of the Peninsular gneissic complex of Pre 
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Cambrian age. Basic enclaves, aplite, pegmatite, epidote and quartz veins 
and dolerite dykes frequently traverse the area. 
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Figure 3-8 Geological map of Andhra Pradesh 
The Maheshwaram watershed forms a part of Hyderabad granite 
region and watershed is geologically relatively homogenous and is mainly 
comprised of Archean Granites of pink and grey color and medium to course 
grained in texture. The area is mainly constituted of biotite granite having 
biotite grains of few cm in size and porphyritic K-feldspar grains 3-5 cm in 
size. Intrusive leucocratic granite characterized by a lower content of biotite 
and occasionally with porphyritic K-feldspar grains, forms little hills with 
outcrops of boulders. Leucocratic granite veins intrude the biotite granite in 
the vicinity of the leucocratic granite intrusions suggesting the lower age of the 
leucocratic granite compared to biotite granites. 
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Biotite granites cover a major part of the watershed. These granites are 
found to be coarse grained with porphyritic K- Feldspar. At places, these 
granites have undergone plastic deformation evidenced by the presence of 
elongated feldspar crystals with flowage of biotite crystals along the boundary 
of the feldspar grains. The leucocratic granites occupy the south west and 
southern part of the watershed and are generally fine grained. They are more 
resistant to weathering and characteristically form boulders. These crystalline 
rocks are intruded by Quartz veins and dolerite dykes of several generations 
at number of places. (2.5 to 1.6 Ga), (GSI, 2002). Figure 3-9 Shows the 
geology of the Maheshwaram watershed. 
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Figure 3-9 Geological of the Maheshwaram watershed. 
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The mahehswaram watershed consist of major structural featues as 
fractures which can be further classified as (Zaidi, 2007); 
• Mineralized fractures represented by the presence of quartz veins in 
the watershed trending in a north-south direction. 
• Fractures traversed by dykes. The Dolerite dykes, well exposed in the 
northern and western parts of the watershed represent them. These 
dykes form important structural feature controlling the movement of 
ground water in the region. 
• Late stage fractures represented by joints. Joints are the most 
commonly observed structural feature in the area. Generally two and 
occasionally three sets of joints can be seen in the granitic outcrops of 
the area. 
At many places basic enclaves generally elongated or lens shaped 
having higher concentration of basic minerals are commonly seen throughout 
the watershed and are mostly oriented in the direction of the local foliation of 
the granites. Alpite veins generally light and very fine grained ranging from a 
few millimeters to few centimeters in thickness are also seen in the area .They 
are mostly cutting across the granites for long distances usually in two 
prominent directions, NW-SE and N-S. Besides, pegmatite veins are also 
found in the area traversing the granites as dykes or inclined veins. Unlike 
alpite veins, pegmatite veins vary in thickness from a few centimeters to a few 
tens of meters and are found in more abundance in the western side of the 
watershed. The Figure 3-10 is showing biotite granites with the pegmatite 
veins in the geological map.The veins generally have two prominent 
directions. One set running in the NW-SE direction and the other in the N-S 
direction. Epidote veins and quartz veins are also found randomly distributed 
in the entire area. Epidote viens generally vary in thickness from a few 
millimeters to a few centimeters and extend over quite long distances, usually 
have an N-S trend and run as long linear features. Quartz vary in thickness 
from a few centimeters to a few meters .The quartz veins are highly fractured 
and form a very prominent linear feature of the watershed. Beside these veins 
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dolerite dykes cutting across the granites are found practically all over the 
watershed and have an approximately E-W trend. They are black to greenish 
black in color and are fine to medium grained, hard compact and run for long 
distances. 
Generally joints and fractures are commonly observed in the granites 
and may be evoled either by tectonic activity or else by weathiring 
phenomenon. While the tentonic forces may lead to the development of 
vertical-subvertical fractures, weathering leads to the development of 
horizontal fractures. Potential hard rock aquifer should possess esentially both 
these types of fractures as the vertical ones acts as a conduit for transfering 
the water from surface and subsurface to the underlying aquifer and 
horizontal ones is mainly responsible for lateral continuity. As it is evident that 
the vertical and subvertical joints can be observed on the surface outcorps, 
and hence can give a fairly good idea about the prominent directional trend 
on the basis of frequency of distribution and is as N70W-S70E and N85E-
S85W (Zaidi, 2007). Unlike vertical jionts, horzontal jionts cannot be observed 
on the surface outcrops but fortunately the presence of large number of dug 
wells in the watershed provides access to study horizontal fractures. 
Foliation being an important parameter as It produces the mechanically 
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Figure 3-10 Foliation map of tine Malieshwaram watershed area. 
Zaidi (2007) studied influence of jointing pattern on drainage system 
and found tliat major stream directions point towards N50W-S50E and N-S. 
Altliougli the NW-SE direction does not differ much from the orientation of 
joints but the dendritic nature of the drainage and other geomorphologic 
factors strongly point to the fact that the drainage is more or less controlled by 
the topography of the area rather than the structural influence. 
Hard rock aquifers generally occupy the first tens of meters below 
ground surface (Detay et al., 1989). The hydrogeological characteristics (e.g., 
hydraulic conductivity and storage) of the covering weathered mantle 
(saprolite or alterite) and the underlying bedrock derive primarily from the 
geomorphic deep weathering processes (Wyns et al., 1999, 2004; Taylor and 
Howard, 2000, etc.) which involves processes like biogeochemical hydrolysis 
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of the mineral constituents of the rocks and their mineral transformations at 
new surface conditions, mainly into clay-rich materials (Tardy, 1971; 1993; 
1998; Nahon, 1991). This weathered layers of crystalline rocks form aquifers 
that are of prime interest for water supply in hard rock areas. These 
weathering profiles generally develop under both stable geodynamic 
conditions (weathering rate greater than erosion rate) and a hydrolysing 
climate. They are composed of thick stratiform layers that follow the paleo-
landscape (paleo-topography) and thus present a gently dipping sequence at 
a regional scale. The structure of the weathering profile results from a 
multiphase process: an ancient weathering profile was partly eroded, down to 
its fissured layer (Dewandel et al, 2006). According to Dewandel et al, 2006, 
the Maheshwaram watershed is believed to be consisting of an old 
weathering profile, where only a part of the fissured layer has been preserved. 
A regional uplift led to an erosion phase where the entire saprolite layer and a 
part of the fissured layer have been eroded. This continued uplifting and 
erosion did not allow the preservation of the complete Maheshwaram 
weathering profile and the saprolite and a part of the fissured layer was 
removed but since India continued to experience weathering conditions 
(tropical and humid), it induced a re-weathering of the previous truncated 
profile leading to the multiphase weathering model for the Maheshwaram 
watershed. The continued weathering and erosion phase also limited the 
vertical extent of the weathering (35 meters in Maheshwaram) and favoured a 
condition where the weathering more or less followed the topography. Figure 
3-11. 
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Figure 3-11 Evolution of the weathering profile in Maheshwaram (from 
Dewandel et al, 2006) 
The structure and the hydrodynamic properties of the weathering profile of 
Maheshwarann watershed were characterized in detail and mapped from 
observations on outcrops, 80 vertical electric soundings (VES) and lithologs 
from 45 bore wells in which flow meter measurements and injection tests were 
also performed to characterize the hydraulic conductivities of the conductive 
fissure zones. In general, the Maheshwaram watershed comprises the 
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following layers, and has specific hydrodynamic properties, from top to bottom 
as: 
• A thin layer of red soil varying in thickness from 10 to 40 cm, 
• A 1-3 m thick layer of sandy regolith, which is locally capped by a 
lateritic crust less than 50 cm in thickness, 
• A 10-15 m thick layer of laminated saprolite characterized by closely-
spaced horizontal laminations with some sub horizontal and vertical 
fissures/fractures which are partially filled up by clayey minerals. 
Occasionally fresh boulders of granite have been observed in this 
horizon, 
• The laminated layer is followed by the fissured fresh granite that 
occupies the next 15-20 m, and may or may not contain weathered 
granite and/or clayey minerals in the fissures, 
• The unfissured granite (Fresh bedrock). 
It has been found that in the Maheshwaram watershed, the elevation of 
the top of the fissured layer ranges between 600 meters to 650 meters while 
the bottom elevation lie between 590 meters to 650 meters. Both these 
horizons more or less follow the topography and maintain a general slope of 
less than one percent in the northward direction (Dewandel et al 2006). The 
weathering thickness is more or less constant throughout the watershed. 
The saprolite layer of granite-type rocks (granites, gneisses, etc.) is 
generally characterized by a sandy-clay or clayey-sandy composition. It is 
usually assimilated to porous medium (Acworth, 1987; Wright, 1992; 
Compaore et al., 1997). The hydraulic conductivity closely depends on the 
content in clay-rich materials, which itself depends both on the mineralogical 
composition of the parent rock and on the degree of weathering, thus on the 
considered location within the weathering profile (Jones, 1985; Acworth, 1987; 
Barker et al., 1992; Chilton and Foster, 1995). As a consequence, the 
hydraulic conductivity generally decreases towards the top of the saprolite 
layer. The hydraulic conductivity of the entire saprolite layer is highly variable 
61 
Chapter 3 - Description of the Study Area 
and range between 1 x 10"^  and 3x10'^ m/s (geometrical mean: 2x10'^ m/s) 
(Dewandel et al, 2006). The lower portion of saprolite layer is characterized by 
a sand-size clast texture, described by a horizontally laminated structure in 
granitic rocks. This layer shows a hydraulic conductivity ranging between 5 x 
10"^  and 3x10'^ m/s (geometrical mean: 3x10'^ m/s) (Dewandel et al, 2006). 
The hydrodynamic properties of the underlying fissured layer are 
controlled by the distribution, the hydraulic conductivity, the anisotropy of 
hydraulic conductivity and the connectivity of the fissures (Marechal et al., 
2004). It is thus more or less anisotropic and heterogeneous medium. It is the 
most permeable layer of the entire weathering profile and assumes most of 
the transmissive function of the aquifer. The global hydraulic conductivity of 
the fissured layer is highly variable from one place to another. It ranges 
between 1 x 10"^  m/s, where the considered well does not intersect any 
conductive fissure, and 1 x 10'^  m/s, where the well intersects several 
conductive fissure zones (geometrical mean: 1 x 10'^  m/s) (Dewandel et al, 
2006). Moreover, the global hydraulic conductivity of this layer appears to be 
a result of the number of conductive fissures intersected by the considered 
well, and not the result of a higher hydraulic conductivity of a single (or more) 
conductive fissure (Marechal et al., 2004). As the hydraulic conductivity of this 
layer closely depends on the density of the conductive fissures, the variations 
in hydraulic conductivity from one well to another are explained by the 
variability in fissure density itself and not by the variability of fissure hydraulic 
conductivity. The apparent decrease in hydraulic conductivity toward the base 
of this layer, largely observed worldwide, reflects only a downward decrease 
in density of the weathering-induced fissures. 
3.7 An Ideal Watershed to Study Hard Rock Aquifer: Monitoring and 
Experiments 
The Maheshwaram watershed which is situated about 35 km south of 
Hyderabad in the Ranga Reddy district of Andhra Pradesh, India, is a true 
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representative of an over exploited crystalline-rock watershed in a typical 
Indian rural setting with semi-arid climatic conditions. The study area is highly 
over-exploited as already mentioned that the annual decline in water level is 
about 1.5 meter. In order, to tackle the groundwater problems systematically, 
understanding of the aquifer system both in terms of structure and functioning, 
characterizing the flow parameters and analyzing the groundwater balance for 
a long term and sustainable management of groundwater was essential and 
the Maheshwaram watershed was an ideal for carrying out such research. 
So far, plenty of research work has been carried in the Maheshwaram 
watershed since the beginning of Indo-French Centre of Groundwater 
Research (in1999), for studying the behavior of aquifers in hard rock. The 
main aim of the center was to carry out advanced research in the field of hard 
rock hydrogeology, in order to, tackle problems associated with hard rock 
aquifers like water scarcity, over-exploitation, groundwater management and 
groundwater quality. In order to fulfill this aim bunch of experiments had been 
carried out in the past and will be carried out in future as well. A brief 
overview of the work carried out is described herein. 
Sankaran et al (1999) made an interpretation of vertical electrical 
sounding of about 100 sounding carried out by the A.P. Groundwater Board 
prior to 1999. The aim was to get the resistivity of subsurface, which in turn 
will help in knowing the depth, and thickness of aquifer as well as the 
weathered layer thickness. Krishnamurthy et al (2000) carried out 86 vertical 
electrical sounding in order to get the subsurface resistivity throughout the 
Maheshwaram watershed. The data was interpreted and about twenty to thirty 
locations were suggested for drilling of piezometers on the basis of resistivity 
results. Subrahmanyam et al (2000) carried out detailed geological and 
hydrogeological studies of the Maheshwaram watershed. Further, 
Krishnamurthy et al (2001) carried out electrical self potential and mise-a-la-
Masse investigation in and around 9 wells in order to know the thickness and 
orientation of fractures. Bruel et al (2002) and Subrahmanyam et al (2003) 
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carried out geological investigation and hydraulic test for aquifer parameter 
estimation. Ahmed et al (2003a) performed aquifer modeling studies and 
estimated the amount of water artificially recharged by using defunct dug well. 
Ahmed et al (2003b) made geochemical analysis of groundwater samples to 
infer spatio-temporal variability of fluoride content, while Sreedevi et al (2006) 
studied the temporal variations of fluoride concentration in groundwater. 
Marechal et al (2002) studied the water level data of Maheshwaram 
watershed and inferred the significance of earth tides on water level 
fluctuation in a hard rock aquifer. Further in 2003, Kumar at el attempted to 
infer the lateral extension of fractures using electrical surveys. Saxena and 
Ahmed (2003), attempted to study the chemical parameters for the dissolution 
of fluoride in groundwater. Kumar and Ahmed (2003) studied the spatial 
variability of water of groundwater levels in the Maheshwaram watershed. 
Krishnamurthy et al (2003) compared various surface and sub-surface 
geophysical investigations in delineating the fracture zones. Dutta et al (2006) 
carried out studies for localization of water bearing feature zones with the help 
of integrated geophysical techniques. Chandra et al (2008) developed an 
efficient methodology for estimating the hydraulic conductivity using electrical 
measurements. 
Marechal et al (2006) estimated water budget and used water table 
fluctuation in estimating the specific yield and natural recharge in the 
Maheshwaram watershed. Kumar et al (2006) used magnetic data for 
delineating groundwater potential zones. He also attempted in reducing 
ambiguities in vertical electrical sounding interpretations with the help of 
geostatistical applications (Kumar et al 2007). Zaidi et al (2007) attempted 
optimizing the monitoring network for estimation groundwater budgets. He 
concluded that the geostatistical method tends to reduce the collection of data 
with loosing scientific information. Dewandel (2007) developed a decision 
support tool for sustainable groundwater management. According to him crop 
rotation is the best solution for reducing the water demands as enhancing the 
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recharge through artificial method may not be sufficient. Further he concluded 
that abstraction at same rates may lead to dryness of about 50% of bore wells 
in the watershed by about 2010. Dewandel et a! (2008) developed an efficient 
methodology for estimating the irrigation return flow coefficients of irrigated 
crops. 
Appropriate and sufficient data is essential for any kind of research to 
carry out These research outcomes are directiy affected by the quality of 
groundwater monitoring. Groundwater governing bodies and legislators make 
important decisions on the basis of these scientific research outcomes. It is 
observed that scarce data make these studies difficult to understand and 
interpret while too much of data make the program costly, which sometimes 
led to a halt in such programs. Thus there is always need of an optimal 
monitoring network which helps us to make our program cost effective and at 
the same time gives assurance about the quality of monitoring. 
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GEOSTATISTICS - A HANDFUL OF THE THEORY OF 
REGIONALIZED VARIABLES 
As a matter of fact, the hydrogeological parameters possess high 
variability which, in part is contributed from the diversity in the spatial 
arrangement of hydrological relevant variables. This spatial variability in some 
instances is quite obvious to observer and in other instance may be hidden 
from the eye and very difficult to identify. Ideally the measurement technique 
should be designed to take into account the type of natural variability one 
would expect and the measurement should be taken at a scale that is able to 
resolve all the variability that influences the hydrogeological features in which 
we are interested. Observed patterns are usually obtained by multiple 
measurements at discrete locations (and discrete points in time). This implies 
that their spatial (and temporal) dimensions can be characterized by three 
scales as depicted in Figure 4-1. These scales are the spacing, the extent, 
and the support, and have been termed the "scale triplet". (Grayson R., and 
BloschI G., 2000).The spacing refers to the distance (or time) between 
samples, the extent refers to the overall coverage of the data (in time or 
space), and the support refers to the averaging volume or area (or time) of the 
samples. 
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Figure 4-1 Definition ofttie scale triplet (spacing, extent and support). (Figure 
taken from Grayson R., and BloschI G., 2000). 
If at all possible, the measurements should be taken at a scale that is 
able to resolve all the variability that influences the hydrological features in 
which we are interested. However, in general, due to logistic constraints, this 
will rarely be the case so the measurements will not reflect the full natural 
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variability. For example, if the spacing of the data is too large, the small-scale 
variability will not be captured. If the extent of the data is too small, the large-
scale variability will not be captured and will translate into a trend in the data. 
If the support is too large, most of the variability will be smoothed out. These 
examples are depicted schematically in Figure 4-2 where the sine wave 
relates to the natural variability of some hydrological variable and the 
wavelength is related to the scale of the true hydrological features. The points 
in Figure 4-2 relate to the scale triplet of the rDeasurements. 
spacing too large -» noise 
a) 
extent too small -»trend 
b) 
c) 
support too large -» smoothing out 
Figure 4-2 The effect of measurement scale on capturing thie 'true' tiydrologic 
pattern. The circles are the measurements and the thin line is the 'true' 
hydrologic pattern with the characteristic length scale equal to the wavelength. 
(Figure taken from Grayson R., and BloschI G., 2000). 
We are often able to obtain multiple point measurements but what we 
would like to have is some estimate of the variable of interest everywhere in 
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the catchment or region of interest. This really amounts to generating a 
pattern from point values and involves interpolation and often extrapolation in 
space, and sometimes also in time. If not impossible, but it is rare to measure 
an input or model parameter at the same scale as it is to be used in a model, 
so again some sort of interpolation (requiring a variety of assumptions) must 
virtually always be undertaken. Although deterministic methods are simple 
and easy to use, they are most of the time unrealistic for hydrogeological 
parameters. These assume that one true but unknown spatial pattern exists 
which we attempt to estimate by either some ad hoc assumptions or some 
optimality criterion. Stochastic interpolation methods are an alternative to 
deterministic approaches. The most wide stochastic approaches are termed 
Geostatistical technique and are based on the notion that the interpolated 
pattern is a random variable, which can be described by a variogram which 
captures the variability of the parameter under study. The geostatistical and 
statistical approaches has been compared and has been summarized below 
(Murthy et al, 2007). It is important to realize that the quality of an interpolated 
pattern depends on both the accuracy of the original point data and on how 
well the method of interpolation/extrapolation reflects the underlying spatial 
structure of the measurement -something that depends on our understanding 
of the phenomena being measured. 
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STATISTICS 
Statistics MSIH^ts all the 
numerical values Z(x), Z(x') as 
Independent realization of the 
same numerical function Z 
GEOSTATISTICS 
Whereas ^Q§taT?SnGg"Tqflsiders all 
the numerical values z(x), z(x') as the 
particular realizations of random 
variables Z(x) and Z(x') 
In other words it does not take into 
account the spatial auto-correlation 
between two neighboring values 
Z(x) and Z(x+h) 
In other words it takes into account the 
spatial auto-correlation between two 
neighboring values z(x) and z(x+h). 
Geostatistics takes the regionalizatiori 
into consideration. Even when 
populations can have same 
parameters like mean, variance, 
skewness and kurtosis still they can 
differ considerably. Because the 
regionalizations can be different 
notwithstanding the fact that have 
same parameters. a , „ „ _ 
Geostatistics also takes into 
consideration the anisotropies, the 
correlation with the distance. In other 
words Geostatistics takes into account 
the holistic view. 
Statistics does not take into 
consideration, the regionalization 
into consideration. In other words, 
the location of the samples is 
ignored. 
The variability with the distance 
and the anisotropies are not taken 
into consideration 
Table 4-1 Difference between the approacties of statistics and Geostatistics. 
Geostatistics based on the theory of regionalized variables has found 
more and more applications in the field of hydrogeology and almost in all 
domains from parameter estimation to predictive groundwater modeling 
including the most important one, data network design. The application of 
kriging to groundwater hydrology was initiated by Delhomme 
(1976,1978,1979), followed by a number of authors, viz., Delfiner and 
Delhomme (1973), Marsily et al (1984), Marsily (1986), Aboufirassi and 
Marino (1983, 1984), Gamboiti and Volpi (1979) and so many else. The 
advantage of the geostatistical estimation technique is that the variance of the 
estimation error could be calculated at any point without having the actual 
measurement on that point. Rouhani et al, (1990) describe geostatistics as a 
collection of techniques for the solution of estimation problems involving 
spatial variables. Of the geostatistical methods the most popular is Kriging. 
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4.1 Estimation Theory in Brief (Kriging) 
Regionalized variable theory was developed largely by Matheron at the 
Paris School of Mines (Matheron, 1963), and was initially applied widely in 
mining (e.g., Guarascio et al., (1976); David, (1977); Journel and Huijbregts, 
(1978); Verly et al., (1984)). But geostatistical methods have now found 
application throughout the earth sciences, especially where information is 
fragmentary and there is a need to maximize Its use. 
Linear kriging methods are the most commonly used. Kriging as a 
means of estimation takes full account of the way in which a property varies in 
space. These methods generate estimators by weighting the measurements 
with coefficients obtained from the minimization of the mean square error, 
subject to unbiased conditions (Georgakakos et al, (1990); Isaaks and 
Srivastava(1989)). 
z(x) represents any random function for instance, hydraulic head, 
transmissivity etc, with measured values at "n" locations in space, 
r(x,), i = 1,2,3 n and if the value of the function z has to be estimated at 
the points:p., each of zi, z^, -3,- .SH contributes a part of it toz^ and taking 
this into account, the estimated value of r(Xo) that is ^ '{x^) may be written as: 
- C-T'^ o) = wl^r^-^A,Z;; i- /s^g ^4^7j (4-1) 
The kriging estimate can be defined as; 
:rt.O-ir=iA=z(x,) (4-2) 
Where =^{XQ) is the estimation of function z{x) at the point x^ . and l, are the 
weighting factors. 
For the purpose of making this estimator to be unbiased the following 
conditions need to be satisfied. 
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On an average the difference between the estimated value and the true 
(unknown) value that is the expected value of estimation error should be zero. 
This unbaisedness condition is also sometimes called as universality 
condition. 
E[::'(xJ-=Cx,)]=Q (4-3) 
Also the condition of optimality need to be satisfied which means the variance 
of estimation error should be minimum. 
ffjf - (xj = Var [z'(xj—z (x^)] is minimum (4-4) 
Using equation (4-2) and (4-3), we get 
Sr=i^. = l (4-5) 
expanding equation (4-4), we obtain 
(4-6) 
the best unbiased linear estimator is the one which minimizes cr^'CxJ under 
the constraint of equation (4-5). Introducing the Langrange multipliers and 
adding the term 
-2 / / ( 2 "= i ^ : -1) ,we obtain 
(4-7) 
to minimize the above equation, making partial differentiation with respect 
to Aj and fj and equating with zero, we obtain the following kriging equations: 
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I]=ili cix,.Xj)-^=Cix,,xJ, where i = 1,2,3 n (4-8) 
where c(x.^,x^) is the covariance between points x\ and xy Substituting 
equation (4-8) into equation (4-6), we obtain the variance of estimation error. 
OKHXJ = C (0) - Sr=i K C{x,,xJ-t M (4-10) 
Equation (4-10) is nothing but variance of the estimation error. Equations (4-8) 
and (4-9) are a set of n ^  1 linear simultaneous equations with 
n -M unknowns and on solving them we get the values of 
Aj ,wherei= 1,2,3 „...n and which are later used to calculate the estimated 
value by equation (4-2) and the variance of the estimation error by equation 
(4-10). The square root of this equation gives us standard deviation cri^iycj, 
which means that with the 95% confidence, the true value will be within 
z ' ( 0 ± 2(7^  (x,,} range. 
When we deal with intrinsic case i.e. working with variogram, which is 
common in hydrogeology the kriging equation (4-8) to (4-9) are simply 
modified as follows: 
cix,,Xj) = C(0)-y{x,,x;, (4-11) 
C(x,, x^) = CiO-) - 7 (x,, x^: (4-12) 
Equation (4-11) and (4-12) hold good only when both the covariance and the 
variogram exist, i.e. in the case of stationary variables. In case the covariance 
cannot be defined we can derive the following kriging equations: 
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Z%i A, 7 (x,,XJ - / / = 7 (x,,x J .where i = 1,2,3 n (4-13) 
(4-14) 
and the variance of the estimation error becomes as 
ajc'Cx J = Z r = l ^ : T ix,,xj - /J (4-15) 
Equations (4-13) and (4-14) are a set of n- i l inear equations with 
n-i-1 unknowns and on solving them we obtain the value of A ,^ which are 
used to calculate the equation (4-1) and (4-15). Equation (4-13) and (4-14) 
can be expressed in matrix form as 
/ 11 / 12 / 13 
/ 21 / 22 / 23 
/ 31 / 3 2 / ; 33 
I nl i nl I I n3 
1 1 1 
7 . '] 
7 1 
/ In 
/ ^n 
7 ^ 
1 nn 1 0 
[A,] 
A2 
A3 
AnX 
[ ^^ J 
= 
[rJ 
/ 20 
/ 30 
/ nO 
1 
In the short form it is written as 
[X] [A] = [B] 
[A]=[A]-'[B] (4-16) 
It is also clear that the value of r"(x-^)is equal to [XYiZ] where [2] is the 
column matrix of the measured values at the measurement points; therefore 
we can easily write: 
= [BnA]-HZ] (4-17) 
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Since [A] is a square, symmetric matrix it is unchanged wlien transposed. 
Also 
~'(Xo) = i^nc] where [C] = [A]-'[Z] 
Similarly the matrix equation for the variance of the estimation error can be 
written as loWows'. 
aK^CxJ = Ur[B]=[B]^[A]-MB] (4-18) 
4.1.1 Important Properties of Kriging 
Kriging is the best linear unbiased estimator (BLUE) as this estimator is 
a linear function of the data with weights calculated according to the 
specifications of unbiasedness and minimum variance. The kriging estimator 
is called an "exact" estimator as it provides the estimated the value of the 
variable at a point which is also one of the data locations, with the nil variance 
of estimation error. The weights are determined by solving a system of linear 
equations with coefficients that depends only on the variogram which 
describes the structure of the family of the functions. The weights are not 
selected on the basis of some arbitrary rule, but in fact depend on how the 
function varies in space. A major advantage of kriging is that it provides the 
way to estimate the magnitude of the estimation error, which is the rational 
measure of the reliability of the estimate. Since the variance of estimation 
error depends on the variogram and the location of measurements, i.e. on the 
geometry of the data network and on the structural model, but not on the 
measured value, therefore, before deciding a new location for measurement 
or deleting an existing measurement point, a variance can be calculated and a 
better network of data car\ be designed based on the minirviurr^  variance even 
prior to any measurement. 
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The basic important properties of tine Kriging model are summarized below: 
1) Being a linear additive model, kriging is applied to additive data. 
2) Ordinary kriging is an exact interpolator i.e., it honours data at their 
locations. 
3) If there is no spatial correlation all weights are equal to 1/N, and kriging 
yields the arithmetic mean value. 
4) Roughly speaking weights are proportional to the correlation between 
the estimated points and measurements, and inversely proportional to 
the inter-correlation between data. 
5) In contrast to the deterministic models, the result of kriging is two digital 
models: the map of estimates and the map of estimates variance. 
Very often the observed field data are approximate and unreliable but the 
kriging theory permits the use of data with uncertainties. For this we assume 
that the observed value of the variable z consists of two components T and e 
(true part and uncertainty). Instead of working with the natural values of the 
variable, it is sometimes preferable to work with its logarithm; this is often the 
case with transmissivity, because when the natural values have a lognormal 
probability distribution the spatial structure, e.g. variogram or covariance, is 
better defined if the logarithms of the values are used. Moreover, the 
arithmetic mean of the logarithm gives, in fact, the geometric mean of the 
natural value which is a better estimator of the true spatial average in the case 
of transmissivity (Matheron, 1967). Sometimes the variables to be estimated 
may or may not be having enough data to make good estimation, but shows 
correlation with other secondary variables. With the help of secondary 
variable the estimation of primary can be made better with the techniques like 
kriging with external drift (KED) and co-kriging. 
4.2 Structural Analysis of a Parameter: Estimating the Variogram 
As it is always the case, the important hydrogeological properties and 
parameters such as piezometric head, transmissivity or hydraulic conductivity, 
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Storage coefficient, yield, thickness of aquifer, hydrochemical parameters, etc. 
are all functions of space. According to Marsily (1986) these variables known 
as the regionalized variable are not purely random, and there is some kind of 
correlation in the spatial distribution of their magnitudes. The spatial 
correlation of such variables is called the structure, and is normally defined by 
the variogram. 
The variogram is central to geostatistics. Also it is evident from 
equation (4-17) that it is essential for optimal estimation and interpolation by 
kriging. In addition, the variogram summarizes the spatial variation in the 
region of interest provided that the intrinsic hypothesis holds. The variogram 
for any given lag h in one, two or three dimensions is readily estimated from 
sample data. 
(a) 
lag 1 
V ^ . ^ ^ - A ^ ^ A , . ^ i ^ ^ '^ 9 
^ ' — • • ^ > t -
lag 3 
(b) 
• X \.y<^ X X lag 1 
X X V S ^ ^ Z ^ lag 2 
lag 3 
Figure 4-3 Comparisons for estimating variograms on linear transects at lags 
of 1, 2, and 3 sampling inten/als, (a) for complete data, and (b) where some 
observations are missing, marked by crosses. 
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The experimental variogram measures the average dissimilarity 
between data separated by a vector h (Goovaerts, 1997). The usual formula 
for computing it is 
h= separation distance between two points, also^^lled the lag distahcpl- iV(h) 
is the number of pairs of observations separated by th&-lag--h. Fr^ure 4-3(a) 
shows how the comparisons between points are made along a regular 
transect for h = 1, 2 and 3 lag intervals. Thus by increasing h an ordered set 
of values is obtained, and this constitutes the sample or experimental 
variogram. Missing values are allowed for by including only the actual number 
of comparisons as in Figure 4-3(b). For two-dimensional data the lag interval 
h can be grouped by both distance and direction (David, 1977); Webster, 
1985). To detect directional differences or anisotropy the variogram should be 
estimated in different directions. 
Unlike in mining or in many geophysical surveys, hydrogeological 
parameters are measured on scattered locations due to the fact that most of 
the parameters are collected from the wells, which exist in the vicinity of a 
village and not on a grid pattern. The low cost of the groundwater projects 
also often restricts systematic and extensive data collection. A generalized 
formula to calculate the experimental variogram from a set of scattered data 
can be written as follows (Ahmed, 1995): 
r( d,e)=-^j^iiUz( xi+d,d)- z( xi,e) f (4-20) 
where d-Ad<d<d + M,d-Ad<d<e + Ae (4-21) 
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with d = ±.^Udi' ^-=^^^ie, (4-22) 
Where d and 9 are the initially chosen lag and direction of the variogram with 
Ad and A6 as tolerance on lag and direction respectively, d and 9 are actual 
lag and direction for the corresponding calculated variogram. Nd is the number 
of pairs for a particular lag and direction. The additional equation (4-22) 
avoids the rounding-off error of pre-decided lags and directions (only multiples 
of the initial lag and fixed values of 9 only are taken in conventional cases). It 
is very important to account for every term carefully while calculating 
variogram. If the data are collected on a regular grid, Ad and A9 can be taken 
as zero and d and 9 becomes d and 9 respectively. Often, hydrogeological 
parameters exhibit anisotropy and hence variogram should be calculated at 
least in 2 to 4 directions to ensure existence or absence of anisotropy. Of 
course, a large number of samples are required in that case. 
The variogram describes the magnitude, spatial scale and general form 
of the variation. It can indicate whether the data are second-order stationary 
or just intrinsic. A variogram that appears to rise with a concave upward form 
from the origin may indicate local drift or global trend. A full structural analysis, 
in Olea's (1975) sense, should then be performed so that the deterministic 
and stochastic components can be distinguished. The variogram then 
describes the residuals from the drift or trend. 
Several points must be considered when estimating and interpreting 
the variogram. The sample variogram of any property in a given region is not 
unique. It is a function of the scale of the investigation, i.e. the size of the 
region, and the support of the sample, that is the size, shape and orientation 
of the areas of land or bodies of material on which individual measurements 
are made. The larger the support the more variation each measurement 
encompasses, and so the less there is in the intervening space. This has a 
smoothing effect on the variogram. The support must remain constant 
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throughout an investigation and should be reported. Estimated variograms are 
subject to approximations, and their precision depends on the number of 
comparisons at each lag and therefore on the sample size. There is no simple 
way of determining confidence limits on variograms analytically. Simulation 
studies by Omre (1984) and McBratney and Webster (1986) show that 
confidence limits are very wide for the longer lags. The larger the sample and 
the shorter the lag the better the variogram is estimated. 
In some instances the data contain outliers, in others they are strongly 
skewed. Geochemical data in particular have long upper tails in their 
distributions. Both outliers and long tails can have a disproportionate effect on 
the value of the variogram. Cressie and Hawkins (1980) discovered that the 
fourth root of the squared differences has a distribution close to normal, and 
they used this to compute variogram, after required transformations. 
McBratney and Webster (1986) examined the method and concluded that it 
conferred little benefit. Positive skewness can usually be removed by 
transformation. Taking logarithms is often effective. A more general 
normalizing transformation is that embodied in disjunctive kriging which uses 
Hermite polynomials (Matheron, 1976). This will convert almost any 
distribution to normal, though the later use of the variogram does assume 
second-order stationarity. 
4.2.1 Forms and Models of Variogram 
An ordered set of values, -rQi], a sample variogram, when plotted 
displays the average change of a property with changing lag. Variograms are 
estimated at discrete values of h , whereas the true variogram is continuous. 
Furthermore the calculation of the experimental variogram is subject to many 
errors and approximations and its plot is often irregular, and unless a large 
sample is taken (several hundred points), the experimental variogram will 
appear erratic. An investigator will usually want to fit some kind of model to 
the sample values to represent the true variogram for a region. A theoretical 
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variogram model is fitted to the experimental variogram. This procedure of 
fitting a permissible curve to an experimental variogram is called modeling. 
Suitable models should be able to incorporate the main features of variogram 
that we describe below. The models must also be conditional negative semi-
definite, CNSD, (Journel and Huijbregts, 1978). This means that the variance 
of any linear combination of the values of a regionalized variable provided by 
the model must be positive or zero, variances cannot be negative. 
As it happens there are just a few simple models that satisfy all these 
constraints. They fall into two broad groups which for convenience we may 
call unbounded (Fig. 4-4 a, b and c) and bounded (Fig. 4-4 d, e, f, g and h) 
models. Unbounded models have no finite a priori variance and the intrinsic 
hypothesis only holds. Bounded or transitive models reach an upper bound, 
known as the sill. The bound is the a priori variance of the random process, 
and its presence means that the variable is second-order stationary. Such 
models may indicate the occurrence of transition structures, e.g. blocks of 
land that are independent of each other but within which the values are highly 
correlated. The transition structures might represent discrete units with similar 
properties, such as types of strata, or they can overlap in all degrees to give 
rise to continuous variation. Their precise behavior can be determined only by 
further investigation. 
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Figure 4-4 Examples of some characteristic forms ofvariogram. 
Figure 4-4 shows a few of the characteristic variograms and models for 
one dimension. The simplest models for unbounded variation are power 
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functions. Their general form in one dimension or for isotropic variation in 
more is 
y (h) = \vh* for 0 < a < 2 (4-23) 
where w is a linear parameter describing the intensity of the spatial variation, 
and h = |h| is the lag. The parameter 'a' determines the shape of the 
variogram as shown in Figure 4-4 a to c. If a = 1 then we have the linear form. 
If a < 1 then the curve is convex upward, and conversely if a > 1 then the 
curve is concave upwards. The limits a = 0 and a = 2 are strict and excluded: 
a value of a = 0 would indicate white noise and therefore discontinuous 
variation, while a value of 2 would imply smooth differentiable variation and 
therefore not random. This type of model can be linked with the theory of 
fractals (Mandelbrot, 1982; Burrough, 1981, 1983). 
Figure 4-4 d, e, f shows examples of bounded variograms. These 
describe second-order stationary variation. The simplest is the bounded linear 
model. Fig. 4-4 d which is given by 
• 7 Ch) = c (J) / o r h < a 
7 (h) = c for h > a (4-24) 
The variogram rises linearly to its sill, c, at h = a, which is the range of the 
model. The range defines the limit of spatial dependence. Figure 4-4 e shows 
the type of transitive variogram that is very common in the earth sciences. 
The rising part curves before flattening to its sill. It is often fitted well by a 
spherical model, which for isotropic variation is given by 
7 ( h ) = c ( { f ^ - l ( ^ ) ^ } ) / a r h < a 
^ r (h) = c / o r h > a (4-25) 
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where a is the range, and c is the sill variance as before. This type of 
variogram has been interpreted as evidence of the variation consisting of 
transition structures in three dimensions, i.e. different types of soil or rock 
types that have similar extent. Figure 4-4 f is also a transitive variogram. It 
differs from the previous two in that it approaches its sill asymptotically and is 
fitted by an exponential model. The formula is 
r(h) = c | l - e x p ( - - ) | (4-26) 
There is no finite range, though in practice an effective range a' is determined 
from the distance parameter r of the model, as a'=3 r. There are many 
instances where the experimental variogram appears flat and to cut the 
ordinate at some such positive value. We can formalize this combination of a 
flat variogram and spatial variance of 0 at lag zero by defining 
rCh) = c, ii-sm ^4_27) 
where S (h) is the Dirac function taking the value 1 when h = 0 and zero 
othenvise. This kind of behavior was recognized early in the history of 
geostatistics in gold mining. It was known as the 'nugget effect', and was 
attributed largely to the chance occurrence of gold nuggets in drill cores. In 
most other fields it arises from a combination of measurement errors and 
spatially dependent variation on scales much shorter than the smallest 
sampling interval. Horizontal variograms, such as the one in Fig. 4-4 g, are 
'pure nugget': they indicate that there is no spatial dependence among the 
observations at the scale of sampling. Soil variograms from an initial survey of 
the Wyre Forest (Oliver and Webster, 1987) were like this because the 
sampling sites were too far apart and thus spatially independent. More 
intensive sampling is needed in such situations to reveal the spatially 
dependent variation. Figure 4-4 h is a 'hole effect' variogram. It suggests 
repetition in the variation that is neither wholly random nor yet periodic. The 
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more marked the reversal of slope the more regular the repetition. One 
formula for a hole effect model in three dimensions is given by 
2nh 
r (h) = c {l-sin( )/h] 
^ ^ r ^' ^ (4-28) 
where r is the wavelength of the hole effect and c its amplitude. In many 
instances the observed variation is too complex to be described by one of 
these simple models. An unbounded variogram might be represented by a 
nugget variance c, plus a power function (Figure 4-4 i): 
TCh) = c„ {l-5(h)]-v.^h^ ^4_29) 
and a bounded one that approaches its sill asymptotically by a nugget 
variance plus an exponential component (Figure 4-4 j): 
7'(h) = c^ {l-S{h)}~c{l-exp{-h/a)] ^^^^^ 
The Dirac function is usually omitted from the formulae, since it is understood 
that r(0) = 0. Where spatial dependence can be detected at two distinct 
scales the model can combine two simple models from the above. One 
combination that has been much used in mining is the double spherical model 
which in one dimension and for isotropic variation is 
3h 1 / h ^^' 
Y(h) = c, ^ c , — T U ~ ^°^^i < h < a . 
2a, 2 \ a 
r (h ) = q - c . forh.> a, {A-:i^) 
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where c, and a, are the sill and range of the shorter range component and c, 
and a, are those of the longer range component. This can be combined 
further with a nugget component. McBratney et al. (1982) used such a model 
Figure 4-4 k to describe the variation of copper and cobalt in the soil of south-
east Scotland. The examples we have given here are for one dimensional or 
isotropic variation. Natural features, however, do not always vary at the same 
rate in all directions. For instance river alluvium varies much more intensely at 
right angles to the river's course than it does parallel to it. The variogram will 
express this anisotropy. If the anisotropy can be accounted for by a simple 
linear transformation of the coordinates then it is said to be geometric or affine 
(Joumel and Huijbregts, 1978). 
Often, qualitative information such as the geological and structural 
features of the area are not incorporated although they usually have much 
control on the variability of the parameters. Ahmed et al., (1995) have carried 
out variographic analysis of transmissivity, hydraulic head and depth of the 
aquifer basement of a weathered rock aquifer in Vaipar river basin of South 
India by dividing the aquifer into different zones. They found that in the zones 
free from geological structural features, as evidenced from a lineament map, 
the spatial characters of the regionalized variables are very different from the 
zones with the lineaments. They have concluded that in such areas zone-wise 
estimation may be preferred over simply using an anisotropic model. 
4.2.2 Practical Difficulties 
Structural analysis to determine the variability of a parameter of interest 
is a basic and essential step to be performed in a geostatistical estimation or 
simulation of a parameter. These variogram models controls the kriging 
weights assigned to the data points (which is evident from equation 4-13) 
during the applications of kriging estimation. Thus Variography is the 'heart' of 
any geostatistical study. Experimental variograms plot the average difference 
of pairs (variance) of the data points against the distances (lag) separating 
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these pairs. This plot of variance against lag fitted with a model curve is the 
"true variogram" which is obvious a continuous in contrary to experinnental 
one. An experimental variogram is usually an irregular scatter of points due to 
large value of lag and tolerance. There is always uncertainty regarding the 
fitting of theoretical variogram over the experimental variogram. Three 
parameters sill, range and nugget effect are the essential components to 
model the variogram curve. In 1984, in a book, P. A. Dowd suggested some 
alternative methods for a robust and resistant variogram and found that 
localized drift has a significant effect on variogram estimation and these 
should be taken into account. In the same book M. Armstrong (1984) 
suggested the improvements in estimating and modeling the variogram. In yet 
another book by Isaak and Srivastava (1989) has discussed the concept of 
variogram calculation in details by graphically showing the idea of tolerance 
on distance lag with several examples. In the two papers by Zekai Sen (1989) 
and (1992) has shown the advantages of working on cumulative and standard 
cumulative variogram to introduce greater smoothness in experimental 
variogram but one has to derive a corresponding theoretical variogram. 
Journel and Hujbregts (1978) suggested that the number of data pairs 
in each class should be at least 30 and this rule of thumb seems to be widely 
accepted in the literature. Marsily (1986) propounded that the total number of 
pairs that can be formed from a set of 'n' points is n (n-1)/2. However, they are 
not evenly distributed. There are more pairs at short than at long distances 
(lag). Thus he cleared that at large distances the variogram becomes more 
uncertain. In general, a minimum numbers of 30 pairs are statistically 
satisfactory and are required to fit a model variogram. 
A number of workers have worked on the estimation of variogram in the 
past, e.g., David (1977); Russo (1984); Cressie and Hawkins (1980); Cressie 
and Hawkins (1985); Warrick and Myers (1987); Beckers and Bogaiert (1998); 
Marc G. Genton (1998). All the works mentioned above have adopted the 
calculation of classical variograms, applicable to the dense data points. But in 
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the case of hydrology we face the lack of dense datasets. We usually have 
the sparse data points and thus sparse data sets. Most of the data in 
groundwater hydrology come from the wells and the wells are drilled keeping 
many other factors into consideration, certainly not Geostatistics. 
The biggest problem occurred while approaching through the classical 
way of calculating the variograms is that the variograms calculated through 
this method has no control over the number of pairs to be taken into 
consideration. For calculating the variogram through the above-mentioned 
works, one has to decide the initial lag, tolerance, number of lags etc then 
only we can calculate simple or cross-variograms. The total number of pairs to 
be formed is calculated. Although there is complete freedom to the user to 
change the lag and tolerance in order to get the best fit of the model, but there 
is no fixed rule to decide the lag to be given as an input. So, there is always a 
need of an estimation technique, which may prove helpful and may prove 
worthy of estimating the data sets even in the presence of sparse data values, 
where always the number of pairs is a question. 
4.2.3 Variogram through Excel - An Innovation 
Variographic analysis providing generous information about the nature 
of the variable is performed in two steps viz., calculation of an experimental 
covariance/variogram and its modeling with theoretical one. We have adopted 
a new approach of keeping a check over the number of pairs formed. Since 
the lag and tolerance are variable quantities and can be chosen according to 
the experimenter. There is no hard and fast rule to fix the initial lag and 
tolerance and therefore the numbers of pairs formed are different. This leads 
to the misleading or erroneous calculation of the variograms, thereby 
deteriorating the quality of the estimated parameters. But in our new approach 
we have the control over the number of pairs, which leads to a much better 
experimental variograms. Still another advantage is that we are calculating 
the experimental variograms by considering all the constraints as well as we 
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are replacing the expected value of the variable by the expected value of the 
mean. The stepwise implementation of the algorithm for experimental 
variogram is (shown in Figure 4-5, as a flowchart) mentioned below: 
• Reading of the data in X, Y, Z format where (X, Y) specifies the 
location of the data parameter and Z is the parameter on which the 
variographic analysis needs to be done. 
• Calculation of the distance (D) between the respective location and the 
coordinates following the simple formula, i.e., the distance between two 
points. 
• Calculation of the squared difference of the parameter (Z) value 
corresponding to pair with the distance D 
• Next arrange Nd = n (n-1)/2, the pairs in the ascending order along with 
their distance and the squared difference of parameter values. Where n 
is the number of measured values 
• Now preparing the set of these values for a given number of pairs (user 
defined and hence are taken more than 30) and taking averages of the 
sets both; the distance and the square difference. 
• In the first case we divide the total number of pairs into equal numbers 
before averaging them. If initial number of pairs obtained is Nd then in 
order to get final Ndf we take (Nd/M) pairs such a way that Ndf is never 
less than 30 and get the final values as the average squared 
difference. 
• Now we plot the values of averaged distance against the squared 
difference values in order to get the variogram plot; of course half of 
the squared difference. 
• In another case, we divide the total number of pairs Nd into sets of 
random pairs by giving the arbitrary value of pairs to be averaged but 
always keeping the minimum limit as 30. 
• An important aspect of calculating the variograms through this process 
is that we keep the complete control over the necessary conditions and 
the constraints applicable to the definition of the variogram, as defined 
88 
Chapter 4 - Geostatistics -A Handful of the Theory of Regionalized Variables 
by the earlier workers but obtain the variogram with a minimum number 
of pairs as 30 in all the cases. 
The present invention pertain creativeness to provide a new approach 
for determination of experimental variograms with the desired number of pairs 
for each lag, which comprises an efficient and entirely new way of calculating 
variograms by keeping a control over the number of ensured pairs and which 
removes all the possibilities of depending on lag. The biggest achievement of 
this invention is that these calculations were made with the use of MS-Excel 
and spreadsheet, which is not only are easy to use but almost available 
everywhere. We have embraced and accepted the use of Excel to perform 
these above-mentioned calculations. It has been customary to use the 
spreadsheets for the analyses of hydrological datasets especially for the 
pumping test data and for the analysis of ground water problems. We have 
accepted the applicability of Excel for calculating these experimental 
variograms with the new approach of obtaining the ensured number of pairs. 
All the calculations performed can be easily implemented. 
Another advantage of the present invention is that we get the proper 
fitting of the theoretical variogram, which was not possible in proceeding 
through the classical approach. While approaching through the traditional 
methods we get limited number of pairs or rather less number of pairs in case 
of sparse data sets. So the fitting of theoretical variogram over these limited 
pairs leads to erroneous model fit and we get the wrong estimation. Thus this 
new approach of generating the variograms comprises a robust and efficient 
process for the determination of experimental variograms with desired number 
of pairs for each lag and leads to a much better fit of theoretical variogram. 
Figure 4-6, shows the worked example of the calculating the variogram from 
the conventional techniques and using MS-excel. It shows the awful 
variogram of the acquired dataset, as a result of the conventional methods, 
while the developed methodology using excel is able to mild one, on the 
sparse data sets. 
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spreadsheet. 
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4.3 Cross-validation Test 
The parameters of a variogram are often initially estimated by visual 
approximation and a smooth curve is fitted to the experimental variogram by 
this approximation technique. Sometimes, an experimental variogram is not 
satisfactorily fitted by any of the commonly used theoretical variograms. 
Linear combinations of several theoretical models are then often used and the 
resultant variogram is said to possess a nested structure. A nested model 
may be given as 
/ ( h ) = ^ ' _ ^ ^,y, (h) (4-32) 
where, ai are coefficient and f^ (h) are individual variograms. ai should always 
be positive. Fitting is usually done visually but often automatic fitting using 
least squares and other techniques are also used. A measure of difference 
between theoretical and experimental variograms is always calculated to 
decide the best of several fits. As the variograms obtained by modeling an 
experimental variogram are often not unique, it is therefore, necessary to 
validate it. Cross-validation is performed by estimating the random function at 
the points where realizations are available (i.e. at data points) and comparing 
the estimate with data. It provides a check on the reliability of inputs and the 
method used in estimation and helps us in understanding that the method and 
the other inputs are capable of reproducing the measured values. 
As the main purpose of the cross-validation is to reproduce the 
observed values by estimation, in this exercise, measured values are 
removed from the data set one by one and the same is estimated at that point 
using the remaining values and the estimation inputs. The same is repeated 
for the entire data set. Suppose there are 'n' number of data, according to the 
cross-validation technique the error in estimating at one observation point is 
calculated by removing that observation from the data set, and using the 
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remaining data (n-1) and the specified variogram to interpolate a value at the 
that observation location. As we have already known observed value at that 
location, the interpolation error is computed by subtracting the interpolated 
value from the observed. Then, the first observation is put back into the data 
set and the second observation is removed from the data set and estimated 
as accordingly like the first one and the procedure is carried out for all the n 
observation. This process generates n interpolation errors. Thus, at all the 
measurements points, the measured value (z), the estimated value (z*) and 
the variance of the estimation error (o )^ become available. The following 
statistical values are computed on average basis: 
l^Xu;*^-^/)-0.0 (4-33) 
^ 1=1 
^f^izr^-zy-^mm (4-34) 
1=1 
^t(^:'"-z:r/(T'=i (4-35) 
^ ,=1 
obs * 
z, -z, 
la, < 2.0 (4-36) 
If the estimated values are not comparable with the observed ones, 
various parameters of the variogram model are gradually modified to obtain 
satisfactory values of eqns. 4-33 to 4-36. Equation 4-33 represent that the 
error on an average is zero, while equation 4-34 gives the variance of error, 
which when divided by the kriging variance should be nearly equal to unity, 
which is represented by equation 4-35. Also taking the advantage of the 
properties of the error as they usually follow the normal distribution, an 
estimate to be in 95% confidence interval should lie within range of: 
obs * 1 o _ 
z, =z, ±2a (4-37) 
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obs * 
Zi -Zi /a,<2.0 (4-38) 
Thus, one can analyze at each measured points, weather the 
estimated values satisfies the equation 4-36. Sometime a correlation cloud is 
also drawn between the estimated and the measured values and a 
satisfactory cross-validation test exhibits good correlation between the 
estimated and the measured values. Also error i.e., the difference between 
the estimated and the measured value should be uncorrelated with the values 
measured values. (Myers 1984). 
4.3.1 Practical way of cross-validation 
An efficient way of performing cross-validation test has been evolved. 
The following iterative steps are involved in a fast convergence. 
• The structure model is to be calculated in different direction in order to 
infer the presence of anisotropy. Then an experimental variogram should be 
fitted a theoretical one, with least square fitting through the points of 
experimental model giving more weights to the points associated with larger 
number of pairs and to those points which are nearer to origin. Finally a model 
type (among a certain number of mathematical functions as described in 
section 4.2) and other parameters viz., sill, nugget, and range of the structural 
model can be approximately worked out. 
• Range being an Important parameter of the structural model is to be 
varied by ±100%. It has been observed that when a range is gradually varied 
from a low value to higher, the values of left hand side of equation 4-34 
decreases and after acquiring a minimum value, it again increases. The 
corresponding range to this minimum values gives the range that can produce 
the best estimation. Graph 4-1 shows a plot of range versus the values of 
equation 4-34. The minimum value of the equation 4-34 was obtained when 
range was fixed at 6 km. 
• As a matter of fact, the change in the values of sill does not affect the 
estimated values but changes the kriging estimation variance. One can see 
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that the equation 4-34 is Invariant until, the sill has been changed by 
introducing or removing the nugget effect (Graph 4-2). 
In general one can arrive at a better structural model after certain iterations, 
which may later produce satisfactory values of cross-validation test. 
001 
Eq 4-33 
2 4 6 8 10 12 
Graph 4-1 Values of equation 4-33, 4-34 and 4-35 with different ranges. 
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4.3.2 Various Applications/Advantages of CVT 
It may be seen that cross-validation test help us in deciding the 
optimum number of neighborhood that may provide the best estimation 
results. In kriging estimation, the data can be utilized in two different ways i.e., 
by taking all the measured values or by taking certain number of measured 
values in the nearest surrounding. The former is called the use of unique 
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neighborhood while the latter is named as moving neighborhood. As a matter 
of fact it is not required to take all the measured values into consideration 
while estimation as the distant measurements may not influence in the 
estimation. However, if all the measured values are utilized in the estimation, 
the kriging matrix (equation 4-17) has to be inverted once, while contrary to 
that in moving neighborhood, kriging matrix has to be inverted each 
time(equation 4-17 and 4-18 are to be rewritten). No doubt, a large matrix will 
take long time for inversion. Still the uncertainty remains that how many points 
should be considered to have an appropriate neighborhood. Once the 
structural model is decided, cross-validation should be performed with 
different neighborhoods. Graph 4-3 shows that the value of equation 4-33, 4-
34 and 4-35 remains almost unchanged after a certain number of 
neighborhood values. This will helps us in deciding the neighborhood values 
through cross-validation. 
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It is observed that instead of analyzing the average statistics given by 
equation 4-33 to 4-35, if we analyze individually equation 4-36, we find that at 
certain points, the constraint set by equation 4-36 is not satisfied i.e., the 
value of equation 4-36 is much higher than 2 which appreciably affect the 
other statistics as well. On ignoring them from the data set or else not taking 
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into account while calculating the averages, the result satisfies all the 
constraints. Hence these values are called as outliers. Initially at the 
beginning there may be greater number of points which may behave as 
outliers, but with the improvement in the structural model, this number tends 
to reduce. However, sometimes even after all possible attempts a few values 
behaves as outliers, which may have to be deleted from the data set 
assuming the possibility that they are the unreliable or erroneous data that 
may be either due to wrong measurement/interpretation and or wrong 
location. 
As a matter of fact, hydrogeological data are not only sparse in nature 
but quite often the quality of the data is also poor. Under such situations, it 
becomes necessary to appropriately account for the errors while performing 
any analysis. If the measured values are having some error, this error will 
affect all the steps involved in the estimation. Right from the beginning, the 
variogram calculated using this data will not give the true variogram. If we 
assume that the measured value (z) of a variable consists of two parts viz., 
true part (5) and the error (e) as: 
Z = 5 + e (4-39) 
The computed variogram g^ can be written as: 
g^=g,+\ar(e) (4-40) 
where g, is the true variogram. It is assumed that the errors are uncorrelated 
among themselves as well as with the variable. It is indeed true that the right 
hand side of equation 4-40 is an additive term, but cannot be removed as we 
don't know its value. This is indeed one of the reasons of the presence of 
nugget effect in the structural model. Since a nugget effect is also the result of 
the high variability of the variable near the origin, we cannot neglect it as 
suggested by De Semdt et al (1985). However the true variogram can be 
inferred by reducing the nugget effect through the process of cross-validation. 
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APPLICATION OF GEOSTATISTICS IN 
GROUNDWATER MONITORING NETWORK DESIGN 
Availability of adequate data/information (both quantitatively and 
qualitatively) is the backbone of any scientific study and is equally vital to 
obtain meaningful results/findings. Although quality of the data mainly 
depends upon the factors like precision of the instruments, measurement, 
interpretation and analysis errors etc. which may not be minimized below 
certain limits, the quantitative aspects of the data is constrained by the cost 
and feasibility or access. Scarcity of data and their collection on isolated 
location mainly in the field of hydrogeology makes it necessary to adopt 
special procedures such as Geostatistical estimation technique for bridging 
the gap between field measurements and data requirement. However, these 
estimations are based on a fundamental criterion of the structural analysis 
known as variography and obtaining a true and representative variogram is 
extremely ambiguous from limited field data. Cross-validation test to 
determine a representative and optimal variogram as well as to validate the 
other assumptions has been found very useful in case of hydrogeological 
parameters. The quality of estimates of a parameter using e.g. geostatistical 
techniques from a set of field data depends upon the density and the 
geometry of the data network. It has therefore been possible to design an 
optimal/adequate network for monitoring a parameter with constraints on the 
quality of its estimates using geostatistics. 
It has been clearly established that more the number of points of 
measurement, the better will be the estimation as the variance of estimation 
will be decreasing with increasing number of monitoring stations and also the 
calculation of revised estimation variance error due to additional 
measurement points depends on the location of added point and not on the 
measured value at that point. However, reverse can also be possible in 
optimizing a monitoring network whereby initially large number measurement 
stations is considered and then attempts are made to remove the redundant 
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points by maintaining the pre decided accuracy. This approach is called as 
top down method and is recommended by many authors as starting with large 
number will help in better variographic estimation rather than starting with 
lower number of measurement points. Most of the data/information on 
hydrogeology are obtained from wells (dug-well/bore-well) and thus ensuring 
the usefulness of a new well before its construction is extremely beneficial 
and this is possible only using the methods of Geostatistics as described 
above the variance of the estimation error mainly depends on the wells 
position and NOT on the value of the parameter at that well. Thus the utility of 
a new well could be judged before drilling or installing the equipments etc. In 
addition, Geostatistical methods could incorporate the errors in the measured 
values (If known even in the form of its variance) in estimation (Ahmed and 
Marsily, 1987) thus making optimal use of the available data. 
5.1 Methodologies Adopted 
5.1.1 Ranking of Observation Points using Cross-validation Test 
A methodology has been developed to rank the monitoring observation 
network using the result of cross-validation test (Marsily 2006, Personal 
communication). Although cross-validation is an objective method of 
assessing the quality of a variogram, however the result of cross-validation 
test can be used for assigning a priority number to the monitoring stations. 
This is to be done on final accepted structural model, which is assumed to 
reproduce the results as best as possible. As already mention above, 
suppose there are 'n' number of data, according to the cross-validation 
technique the error in estimating at one observation point is calculated by 
removing that observation from the data set, and using the remaining data (n-
1) and the specified variogram to estimate the value at that observation 
location. As we already have known observation at that location, the 
interpolation error Is computed by subtracting the estimated value from the 
observed. Then, the first observation is put back into the data set and the 
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subsequent observation is removed from tlie data set and estimation is 
performed on that location as in the first case and the procedure continues for 
all the n observation. This process generates n interpolation errors. Thus a list 
(priority index) can be prepared with the final result of the residual which is the 
difference between the observed and estimated values. The well showing the 
highest value of residual will be given a priority of 1 while the well having the 
lowest value of residual will be given a priority of 'n' ('n' will depend upon the 
number of observation points taken for the cross-validation). So a well having 
a priority of 'n' will be the one showing the minimum difference between the 
observed value and the estimated value using cross-validation test. 
Now once a satisfactory cross-validation test is performed using the 
criteria described in section 4.3 and using equations 4-33 to 4-36, the 
variogram is taken as representing the true variogram of the parameter. Also 
the error or the residual given by equation 4-33 are already constrained by the 
equations 4-36, they are used as yardstick for ranking the measurement 
points. The measurement points are ranked in the priority of including them in 
the data network. This provides a flexible and varying network; depending on 
the resource availability, the final number of points to be included in the 
network is decided; of course starting from the first rank. The idea behind this 
is that the last rank point is so situated in the variability of the parameter that 
the same may be very precisely estimated from a reasonable neighborhood. 
This is why the last rank point may be dropped from the measurement 
network if required and the same may be estimated. This is just the reverse 
for the 1®' ranked point as that point is so situated in the variability of the 
parameter that the estimated value at that point has the maximum estimation 
error and cannot be estimated accurately making it necessary to measure it. 
Thus depending on the project resource, size of the network is decided and 
the measurement points in the network are filled by taking them from the 1®' 
priority. Although different networks thus evolved will have different number of 
measurement points but it has been seen that within a reasonable size, all the 
network provide comparable statistics in the form of mean and variability. 
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In addition, it is sometimes also advisable to consider tlie 
variance/standard deviation of the estimation error obtained in cross-
validation test as an additional yardstick to have more confidence in the 
monitoring network. Obviously a well or measurement point with a high value 
of variance/standard deviation should be monitored with a higher priority. The 
priorities are further constrained by equation 4-35. That is to say that even if 
at any well, equation 4-33 provides comparatively low values but equation 4-
35 does not, then the priority index will be small and that well should normally 
be monitored. 
Thus this technique gives us an ease to define the desired size of the 
monitoring network based on the resources available including the man-power 
and the analyses facilities etc. Then accordingly a network could be prepared 
by picking the wells with decreasing priority. 
5.1.2 Estimation Error Variance Method 
Geostatistical estimation error variance method is the procedure that 
could study the adequacy of a given monitoring network and could evolve an 
optimal monitoring network with desired constraints. In this technique variance 
of estimation error is used as a measure of accuracy of the estimated value. 
The advantage of the geostatistical estimation technique is that the variance 
of the estimation error could be calculated using any observation location 
without having the actual measurement on that observation location, say a 
well. Thus, the benefits to be accrued from an additional measurement could 
be studied prior to its measurements. 
As described above the estimation error variance for ordinary kriging, 
equation 4-15, depends only upon the variogram and the configuration of the 
observations in relation to the point or block to be estimated; they do not 
depend on the observed values themselves. This fact can be exploited in 
designing sampling schemes for mapping spatial variables. Burgess et al. 
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(1981) and McBratney et al. (1981) showed how to do this. They computed 
the estimation variances for estimates at points and over blocks on regular 
grids for a range of sampling intensities. They plotted the variances against 
the grid spacing and then determined the optimal spacing for a given 
precision from the graph. Oliver and Webster (1987) used this technique and 
then followed it by sampling to map the particle size distribution of the soil. 
Webster and Burgess (1984) showed that the approach can also be used to 
optimize the location of sites from which to bulk samples. It has been 
observed that the variance decreases as the number of points in the near 
neighborhood is increased. Therefore, before deciding on a new location for a 
measurement point (or the deletion of an existing point) a variance can be 
calculated, and thus if the variogram is known and used in this way the 
necessary sampling effort is usually found to be less than that suggested by 
classical statistics; in many instances much less. 
In this method, a cut-off value of the standard deviation of the 
estimation error (oc), a measure of accuracy, is fixed and the area of 
investigation is discretised into uniform grids of desired sizes and ordinary 
kriging estimation is performed using the final cross-validated variogram. At 
each grid, the variance of the estimation error (mainly in the form of the 
standard deviation) is obtained and following norms are calculated by 
comparing the Oc values with c\ all over the area. 
Mean value of o, as < ai > (5-1) 
No. of grids (M) where o\ > OQ /5.2) 
Sum of the Squared Difference (SSD) = l{^i- ^cf where o\ > OQ (5-3) 
By analyzing the above norms, we may categorize the given network 
into following 3 categories: 
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1. If the network is dense the values for M and SSD will both be zero, so 
the measurement points can be discarded. 
2. If the network is sparse, then the values for M and SSD will be non-
zero positive and the magnitude directly relates the degree of 
sparseness. In this case new measurement points have to be added. 
3. If the network is near optimal then the values of M and SSD may not be 
zero but considerably much smaller. The adjustment of measurement 
points may be needed in this case. 
Once the category of the network is decided and if the network is 
sparse having large M as well as the SSD, new measurement points are 
required to be added. In fact, access and feasibility or any other constraint are 
evolved a priori and always used to decide the new location. The 
measurement points are added within the grid having highest a, as well as in a 
few isolated grids with considerably high ai. The entire procedure of 
calculating equations 5-1 to 5-3 are repeated and change in the norms are 
observed. The M and SSD being still positive and high, more points are added 
following the above described criteria until the network become dense or at 
least near optimal. 
If the network is dense for the given accuracy, the measurement points 
may be removed from the network in a similar way but starting from the grids 
having the least <j\. This iterative process is repeated until the satisfactory 
values of M and SSD are obtained. Depending on the experience, several or 
a group of the measurement points could be removed at a time to make the 
procedure faster. Finally the well which on removing tends to increase in the 
value in any of the equations 5-1 to 5-3, will be always remaining a part of the 
monitoring network because estimation by kriging without this well will 
increase the mean estimation error value as well as tends to increase the 
estimation error locally. The wells which on removal does not lead to increase 
the values in any of the equations 5-1 to 5-3, can be removed from the 
monitoring network because estimation by kriging without this well does not 
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have any effect on the mean as well as local estimation error values over the 
area. 
Thus in general, this technique enables one not only to analyze the 
effect of existing monitoring points on the estimation error by keeping or 
removing from the monitoring scheme, but also one can decide a new 
measurement point and analyze its affect on the estimation error prior to 
making measurement. The technique in genera), provides an ease to evaluate 
the existing monitoring network and will not only help us in removing the 
redundant measurement points but can also aid in deciding ideally the best 
new location for measurement points in network to be studied. 
In this process, after a few iteration or in the beginning also, if the 
values of M and SSD are not very large, the network may be optimized by 
making a few adjustment of the measurement points. However, the top down 
approach is always preferable as it provides a reasonable underlying 
variogram to start with. Also removing the measurement doesn't require other 
constraints to be considered. To ensure the accuracy and the universality, the 
area is further divided into finer meshes and the entire procedure is repeated 
and the maps of the estimation error are compared at least visually. 
5.2 Optimization of Water Level IMonitoring Networic using Estimation 
Error Variance IMetliod 
5.2.1 Water Level Measurement in the Watershed. 
Measurements of water levels in wells provide the most elementary 
indicator of the condition of the groundwater resource that is vital to 
evaluations of groundwater quantification. Water level measurements from 
observation wells are the primary source of information about the hydrological 
environment of an aquifer. Since the groundwater hydrology is an interpretive 
science, we cannot observe the resource directly, thus we must interpolate 
and extrapolate our understandings from the existing points of data. Although, 
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large amount of measurements will make the study easy but at the same time 
it becomes ill-favored or uneconomic, while less amount of data will make the 
study gloomy. It is difficult but important to determine the optimal requirement 
of data for any study. 
Although there are about 900 bore wells present in the Maheshwaram 
watershed, but the water level monitoring was continued for one year initially 
from 32 farmer owned bore wells only and 25 wells (specially drilled for 
groundwater monitoring) were also monitored for analyzing the water level 
variability in the fractured rock aquifer. The main difficulties in measuring the 
water level in farmer owned bore wells was i) the static water level was 
difficult to obtain as they were used for pumping, and ii) the farmer bore wells 
were fitted with pumps, which were hindering for making the measurement. 
These wells were monitored manually in the first week during each month. 
The water level was monitored in order to know the extent of exploitation of 
groundwater in a watershed as the water level was decreases consistently in 
the watershed. In all 57 wells were taken in the network monitored regularly 
each month (Figure 5-1) the water level varies in the Maheshwaram 
watershed from 580 m to 640 m (above mean sea level). Table 5-1 a explains 
the statistics of the water level data for different months. On each of the 
monthly obtained water level data variographic analysis was carried out 
followed by the cross-validation test. The results of the variographic analysis 
are given in Table 5-1 b. The aim behind carrying the variographic analysis 
over a time was to understand the variability of water level and then to get a 
mean variogram of the water level. 
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Month 
January 
April 
June 
July 
August 
September 
October 
November 
December 
January 
Average 
Min. 
595 
593 
592 
591 
593 
596 
595 
593 
593 
593 
Max. 
639 
636 
637 
639 
642 
646 
646 
642 
640 
640 
Mean 
(m) 
616 
613 
615 
614 
616 
618 
617 
616 
615 
615 
615.5 
Variance 
134 
124 
158 
130 
141 
147 
140 
136 
130 
129 
136.9 
Standard 
Deviation (a) 
11.6 
11.2 
12.6 
11.4 
11.9 
12.1 
11.8 
11.6 
11.4 
11.3 
11.69 
o/m 
0.0188 
0.0182 
0.0204 
0.0185 
0.0193 
0.0195 
0.0191 
0.0188 
0.0185 
0.0183 
0.0189 
Table 5-1 a Statistics of the water level data. 
Month 
January 
April 
June 
July 
August 
September 
October 
November 
December 
January 
Theoretical variogram 
Model 
type 
Spherical 
Spherical 
Spherical 
Spherical 
Spherical 
Spherical 
Spherical 
Spherical 
Spherical 
Spherical 
Nugqet 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
Sill 
155 
155 
175 
140 
175 
190 
150 
175 
165 
150 
Range 
(m) 
4000 
5000 
4000 
4500 
3750 
4200 
3500 
3500 
3000 
3500 
Cross-vaiidated 
Model 
type 
Spherical 
Spherical 
Spherical 
Spherical 
Spherical 
Spherical 
Spherical 
Spherical 
Spherical 
Spherical 
Nugget 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
variogram 
Sill 
140 
100 
160 
130 
140 
147 
140 
110 
105 
100 
Range 
(m) 
4500 
4000 
4000 
5000 
3750 
4200 
5000 
4500 
4500 
3000 
Table 5-1 b Parameters of theoretical and cross-validated variogram. 
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5.2.2 Estimation Error Variance Method 
In the present case study, the geostatistical estimation variance 
method was employed to evaluate groundwater monitoring network over the 
Maheshwaram watershed. The objective of this research was to reduce the 
number of observation/monitoring wells that are less important from the 
scientific point of view. A number of bore wells (57), based on 
geomorphology, land use and other variations were selected to have a 
firsthand network for measurement of water levels out of which 25 (called IFP) 
were specially drilled for monitoring the water levels and rest 32 (called IFW) 
were chosen from the existing irrigation wells. It was decided to reduce the 
number of IFW wells from the total 57 observation wells (Figure 5-1) for several 
reasons: 
• all the wells can be monitored in the shortest possible time, preferably in 
one day, 
• discard some of the irrigation wells fitted with pumps as it was difficult to 
monitor static levels in these wells, and 
• reduce the cost of monitoring without losing the monitoring benefits. 
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Figure 5-1 Location map of IFP and IFW bore wells in the Maheshwaram 
watershed (existing monitoring network i.e., 57 wells). 
The purpose was to obtain an optimal monitoring network with 25 IFP 
wells and minimize the IFW wells such that the kriging estimation of the water 
levels provides a standard deviation of the estimation error of not more than 8 
m (against the average standard deviation of 12 m of the water level data) in 
the entire area, which was divided into 500 by 500 meter grids. Through a 
methodology explained in detail in section 5.1.2, the IFW wells were removed 
one by one and the resulting variances of the estimation error over all the 
grids were compared with the pre-set value. A number of combinations of 
boreholes were tried, particularly where they were grouped and the results are 
shown in Table 5-2. Finally, a network with 25 IFP wells and 15 IFW wells was 
established for monitoring the water levels every month. It is clear that with 
the optimized monitoring network, it is still possible to maintain almost same 
magnitudes of estimation error. Figure 5-2 and Figure 5-3 shows the 
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estimation error maps with 57 observation wells and 40 observation wells 
respectively. Figure 5-4 shows the location of the wells in the optimal 
monitoring network. 
Although, the statistics of standard deviation of estimation error 
obtained shows good agreement with both situation (Table 5-3) i.e., when 
there are 57 and 40 observation wells, a cross check test was also made for a 
smaller grid of 250 m by 250 m size. The estimation was repeated in order to 
verify that the same network holds good for the finer grids as well. Such a 
comparison of resulting estimation error is shown in Table 5-3. 
It is worth mentioning that the optimization by discarding the monitoring 
wells in this method was very much based on the variability of the parameter 
and the network configuration that may not be possible by simple decisions 
makings. For example, in the optimized network (Figure 5-4) only IFW-3 well 
was retained with IFW-1 while from the visual analysis, it was obvious to 
retain IFW-5 or IFW-6 and discard IFW-3 that was very near to the IFP-12. 
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r 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
Sigma 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
Mean Sigma 
5 03 
5.06 
5 04 
5.04 
5 05 
5.06 
5 05 
5.06 
5 07 
5.08 
5 05 
5.09 
5 08 
5.08 
5 12 
5.04 
5 05 
5.04 
5 06 
5.05 
5 07 
5.05 
5 1 
5.04 
5 14 
5.06 
5 11 
5.04 
5 05 
5.05 
5 06 
5.05 
5 07 
5.06 
5 08 
5.16 
5 09 
5.05 
5 04 
5.07 
5 07 
5.06 
5 12 
5.07 
5 04 
5.08 
5 07 
5.1 
5 03 
5.08 
5 08 1 
SSE 
1780 
1800 
1780 
1780 
1790 
1800 
1780 
1790 
1810 
1810 
1790 
1820 
1820 
1810 
1840 
1780 
1790 
1780 
1790 
1780 
1800 
1790 
1880 
1780 
1910 
1790 
1880 
1780 
1780 
1790 
1790 
1790 
1800 
1800 
1860 
1980 
1840 
1790 
1780 
1800 
1800 
1790 
1850 
1800 
1780 
1810 
1810 
1860 
1780 
1800 
1810 
<TK>ac 
For total nodes 
of 227 
195 
196 
195 
195 
196 
196 
196 
196 
196 
197 
196 
197 
197 
197 
198 
196 
195 
195 
196 
197 
196 
196 
197 
195 
197 
197 
197 
195 
195 
195 
196 
195 
195 
196 
197 
197 
196 
195 
196 
197 
196 
195 
196 
196 
196 
197 
197 
196 
196 
198 
197 
Deleted Well 
No. 
—-
IFW-3 
IFW-4 
IFW-5 
IFW-6 
IFW-3,4 
IFW-4,5 
IFW-5.6 
IFW-3,5 
IFW-3.6 
IFW-4,6 
IFW-3,5,6 
IFW-3,4,5 
IFW-3,4,6 
IFW-3,4,5,6 
IFW-10 
IFW-11 
IFW-12 
IFW-10,11 
IFW-10,12 
IFW-11,12 
IFW-16 
IFW-17 
IFW-18 
IFW-16,17 
IFW-16,18 
IFW-17,18 
IFW-19 
IFW-21 
IFW-22 
IFW-19,21 
IFW-19,22 
IFW-21,22 
iFW-7 
IFW-8 
IFW-7,8 
IFW-23 
IFW-24 
IFW-25 
IFW-24;25 
IFW-28 
IFW-29 
IFW-28,29 
IFW-27 
IFW-14 
iFW-27,14 
IFW-26 
IFW-30 
IFW-15 
IFW-4,5,6 
IFW-14,28 
Data 
Points 
57 
56 
55 
56 
56 
55 
55 
55 
55 
55 
55 
54 
54 
54 
53 
56 
56 
56 
55 
55 
55 
56 
56 
56 
55 
55 
55 
56 
56 
56 
55 
55 
55 
56 
56 
55 
56 
56 
56 
55 
56 
56 
55 
56 
56 
55 
56 
56 
56 
54 
55 
Table 5-2 Statistics of estimation error against deletion of observation points 
in tfie monitoring networl<. 
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Figure 5-2 Estimation error in meters with 57 measurement wells (500m by 
500 m grid size). 
1902000 
1901000 
1900000 
1899000 
1898000 
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224000 225000 226000 227000 228000 229000 230000 231000 232000 233000 
Figure 5-3 Estimation error in meters with 40 measurement wells (500m by 
500 m grid size). 
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Grid 
500m by 500m 
500m by 500m 
250m by 250m 
250m by 250m 
Total 
Measurement 
Point 
57 
40 
57 
40 
MIN. 
1.56 
2.34 
1.53 
1.57 
MAX. 
10.3 
10.17 
11.82 
11.56 
MEAN 
5.03 
5.32 
5.49 
5.77 
VARIANCE 
3.78 
3.19 
3.84 
3.26 
Table 5-3: Comparison of cjk for the existing & optimized network. 
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7000 
6000 
5000 
4000 
3000 
2000-
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Figure 5-4 Location map of IFP and IFW bore wells in the Maheshwaram 
watershed (optimal monitoring network i.e., 40 wells). 
114 
Chapter 5 - Application of Geostatistics in Groundwater Monitoring Network Design 
5.3 Optimization of Fluoride Contamination Networic Using Ranking 
IMetliod 
5.3.1 Fluoride Problem in India 
Groundwater contamination was recently recognized as an 
environmental problem. For a long time it was thought that the geologic layers 
between the earth's surface and the water table protected groundwater. It was 
not until the 1970's that this problem got recognized and in fact the 
information spread widely as during these years information about several 
contaminant episodes was published in the popular press in U.S. After these 
episodes, the interest in groundwater quality monitoring has increased 
significantly. Contaminant sources can be classified as point and nonpoint 
sources. These two terms describe the degree of localization of the 
contaminant source. A point source is characterized by a small-scale 
identifiable source, such as a leaking storage tank, disposal ponds, or a 
sanitary landfill. This type of source usually gives rise to a well defined 
contaminant plume. We call a contaminant problem a nonpoint source 
problem if it has a large scale and originates from contamination emanating 
from several small sources whose locations are poorly defined. Some 
examples of nonpoint contaminant problems are herbicides or pesticides used 
in farming, nitrates from household disposal systems, salt used in highways 
during the winter, and acid rain. In these cases typically there are not well-
defined plumes but a large contaminated groundwater region with highly 
variable concentrations. More information about groundwater contamination 
problems can be found in the books by Domenico and Schwartz (1990) and 
by Kavanaugh, (1994). 
Fluoride being an essential ion for the human health as it helps in the 
normal mineralization of bones and formation of dental enamel. If consumed 
in inadequate quantities (0.5 mg/l) may cause health problems like dental 
cavities mainly due to lack of formation of dental enamel and deficiency of 
mineralization of bones especially in children, but at the same time if 
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consumed in excess (1.5 mg/l) can cause different kinds of health problem 
e.g., fluorosis, among both young and old (WHO 1994). Although the 
occurrence and sternness of fluorosis is related to the fluoride content in 
various components of environment viz. air, soil and water, but water 
especially the groundwater is having the contribution to this problem (Agrawal, 
1997). The problem of excess fluoride concentration in groundwater 
resources has now become one of the most important toxicological and geo-
environmental issues not only in India but several parts of the world as well. 
In India major part is occupied by rural population who not only 
depends on groundwater for their agricultural needs but also fulfills their 
drinking and other domestic needs by groundwater resources and thus are 
forced to consume fluoride contaminated water, often more than the limits 
prescribed by WHO. In 1993, 15 of India's 28 states were identified as 
endemic for fluorosis (Saxena and Ahmed, 2003). The states of Rajasthan 
and Andhra Pradesh are the most affected with the average contents in the 
groundwater in the two states as 2.2 mg/l and 1.4 mg/l respectively with the 
maximum exceeding 10mg/l. A critical evolution of the occurrence of the 
fluoride in the natural waters of several states and union territories of India 
indicates its presence in excess of 1.5 p.p.m. in the groundwater as much as 
in 20 states (Nawlakhe and Bulusu, 1989; Dinesh Chand, 2001). According to 
the survey conducted by Rajiv Gandhi National Drinking Water Mission in 
1993, there are about 9741 villages in India having fluoride content more than 
1.5 mg/l in groundwater sources (Susheela, 1999; Handa, 1998). In recent 
years high fluoride content is being reported from several districts of Andhra 
Pradesh (Rammohana Rao et al (1993); Ramesam and Rajgopalan (1985); 
Subba Rao et al, 1998; and Srinavasa Rao, 1997). Figure 5-5 shows the 
distribution of fluoride in India as reported by Sexena and Ahmed (2003). 
In general, the problem of fluoride has become more severe and 
effective as comparatively large quantities of water is drunk by the population 
especially in semiarid regions and it is difficult to differentiate fluoride 
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contaminated water by the color, odor or any other physical characteristics. 
Despite this the effect of fluorosis is quite slow and the source and 
phenomenon of contamination is not yet understood. Fluoride content in 
groundwater is mainly due to natural contamination, but the process of 
dissolution is still not well understood (Handa, 1975; Saxena and Ahmed, 
2001). 
# 
F Concentration ( mg/lts) 
1 5-2 
2 -25 
2 5 - 3 
3-35 
35 -4 
4 -45 
45 -5 
5-55 
5 5 - 6 
No Data 
200 0 200 « 0 600 800 Kilometers 
Figure 5-5 Map showing spatial distribution of Fluoride in groundwater over 
India (prepared on the basis of data taken from Saxena and Ahmed, 2003). 
In addition, the source of contamination is not a point source and often 
unknown. Many theories have been advocated depending upon its 
occurrence with respect to geology, geomorphology, climate, etc. (Cabrera et 
al., 2001; Rama Rao, 1982). It is difficult to determine a satisfactory single 
solution for its occurrence in groundwater and its variation in time and space. 
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In India the major source of fluoride in groundwater is by natural geogenic 
cause. In semi-arid regions, the crystalline igneous rocks and alkaline soils 
are mostly affected (Handa, 1975). Fluorite (CaF2) is the principle bearer of 
fluoride and is found in granite, granite gneisses and pegmatite (Deshmukh et 
al., 1995; Rama Rao, 1982). Through weathering of the primary minerals in 
rocks, fluoride is released into the soil and groundwater, i.e. leaching of 
fluoride-containing minerals may yield fluoride in solution. Apart from natural 
sources, a considerable amount of fluoride may be contributed due to 
anthropogenic activities. Phosphatic fertilizers, which are extensively used in 
agriculture, often contain fluoride as an impurity and are being leached down 
to the saturated zone by return irrigation flows. However, careful research on 
its origin and parameters controlling its dissolution would help its mitigation at 
the very stage of its origin. For this and also since fluoride is desired to be in a 
specified range, repeated sampling of water in a small watershed in granitic 
aquifer have been carried out. However, sampling and chemical analyses 
from a large number of wells may not be feasible and cost-effective and thus 
there is a need of an optimal monitoring network. 
Much money has being expended already and will be expended in the 
future to pay for the monitoring at these sites and other sites that may require 
remediation in the future. A methodology for the design of efficient 
groundwater quality sampling networks could save much money under these 
circumstances. In response to this an efficient groundwater quality monitoring 
network for fluoride is needed which will be able to reproduce the data 
spatially and in a cost effective manner. Data collection from a finite number 
of observation/monitoring points randomly or systematically distributed is 
necessary to infer the spatial variability of any parameter under study. The 
number and distribution of such monitoring stations are constrained by 
numerous factors among which the cost and the feasibility are quite common 
to consider. Therefore it is imperative that an optimal monitoring network be 
evolved using minimum number of observation stations that can provide 
maximum information. 
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5.3.2 Sample Collection and Variographic Analysis 
Although groundwater samples used to be collected every year for 
chemical analysis, but during July 2001, about 60 samples were collected 
almost distributed over the entire Maheshwaram watershed and analyzed for 
fluoride to know the spatial variability of this element. The collected samples 
were treated with TISAB III solution for decomplexing so that total content of 
fluoride could be analyzed accurately. The samples have been analyzed 
using the specific ion electrode method. The fluoride content in the area 
varies from 0.5 mg/l to 2.97 mg/l with a mean and variance values as of 1.6 
mg/l and 0.352, respectively mg/l. Although the area is not much affected with 
the fluoride problems but the situation is alarming as the mean itself is 
exceeding 1.5 mg/l, the WHO upper limit. The spatial distribution of fluoride 
content in groundwater was analyzed geostatistically by carrying out 
variographic analysis followed by cross- validation. The experimental and 
theoretical variograms were depicting spherical model behavior and were 
initially fitted visually (Figure 5-6) and the theoretical model is having the 
following function described by equation 5-1. 
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Figure 5-6 Theoretical and experimental variogram for fluoride. 
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r7(h) = 0.1 - 0.25 (f —^ -^^ - ( - ^ )^]) /or h<190C 
.7(h) = 0.1-0.25 /orh>190C (5-1) 
5.3.3 Cross-validation and Ranking 
After obtaining the experimental and theoretical variogram, cross-
validation was followed keeping all the constraints explained in section 4.3. 
The final variogram after cross-validation is having the following function. 
'rCh) = 0.1 - 0.25 { \ ^ ^ - ( -^— y\) farh< 200C 
' • • V t : ( 2000 } : ^ 20&0 ^ } J ' 
7 (h) = 0.1 - 0.25 /or h> 200c (5-2) 
On the basis of cross-validation test (a method described in detail in 
section 5.1.1) a list has been prepared assigning a priority number to the 
monitoring stations for fluoride network. The final result is a table with the x, y 
coordinates of the monitoring network, the obsen/ed value of fluoride and the 
estimated value of fluoride using cross validation and finally the residual which 
is the difference between the observed and estimated values. Therefore the 
well showing the highest value of residual is given a priority of 1 and the well 
having the lowest value of residual is given a priority of 60. Thus the well 
having a priority of 60 will be the one showing the minimum difference 
between the observed and estimated fluoride value and hence should be the 
first one that can be removed from the monitoring network. Similarly a well 
having a priority of 1 should always remain a part of the monitoring network 
because estimating its value will show a big difference from its observed 
fluoride value. Table 5-4 shows the priority index for all the measurement 
points. 
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Priority 
Index 
51 
8 
31 
10 
43 
1 
53 
50 
26 
20 
58 
36 
40 
9 
28 
16 
38 
47 
6 
52 
33 
44 
55 
5 
30 
41 
24 
23 
57 
19 
14 
11 
60 
32 
3 
2 
29 
13 
22 
42 
56 
45 
25 
35 
27 
54 
21 
59 
7 
46 
39 
15 
48 
12 
34 
18 
17 
49 
37 
4 
Well 
No. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
18 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
XInm 
229002 2 
229319.4 
228194 5 
228608.3 
228922 1 
228736.1 
226322 2 
226061.1 
224652 7 
224577.7 
226780 5 
226894.4 
226930 5 
226883.3 
227616 7 
228411.1 
229580 5 
229500.0 
229630 5 
229466.7 
229305 5 
229083.3 
229494 5 
230413.8 
230516 6 
230483.3 
230572 2 
230633.4 
228055 6 
227958.3 
227850 0 
226763.9 
226608 3 
226569.4 
228927 8 
228886.1 
228822 2 
228666.7 
228769 3 
229588.9 
230274 0 
227227.8 
225511 0 
225347.2 
225313 8 
225780.5 
225330 6 
224958.3 
227550 0 
226933.3 
227743 0 
228410.9 
227290 9 
22^88.1 
227390 9 
227820.0 
227455 0 
227187.9 
225915 0 
229518.0 
Y I n m 
1895444 5 
1894869.2 
1895166 7 
1894491.5 
1894247 4 
1894672.4 
1896191 4 
1896191.4 
1895713 8 
1896074.6 
1898091 9 
1898730.4 
1898680 1 
1899158.4 
1899541 4 
1899480.4 
1899572 0 
1899916.8 
1897891 2 
1895725.2 
1896460 7 
1896810.9 
1896744 3 
1895327.7 
1895930 5 
1896016.7 
1895935 8 
1895988.4 
1896910 8 
1897138.9 
1897669 2 
1898352.8 
1898383 3 
1898277.3 
1898502 3 
18984^.9 
1898630 5 
1898600.0 
1898719 0 
1899569.7 
1900563 8 
1895697.0 
1896344 0 
1896558.4 
1896646 9 
1895991.5 
1895874 8 
1895933.5 
1896836 1 
1896263.9 
1899520 1 
1899478.1 
1895690 1 
1898191.8 
1898513 0 
1898304.7 
1895093 5 
1895517.7 
1895568 1 
1896060.9 
F 
Measured 
1 97 
1.54 
1 47 
1.81 
1 73 
2.82 
1 14 
1.2 
1 89 
1.27 
1 51 
2.06 
2 18 
2.46 
1 43 
1.76 
1 16 
1.26 
07 
1.76 
1 54 
1.02 
1 81 
2.14 
1 6 
1.51 
1 21 
1.65 
1 15 
0.73 
1 21 
2.32 
1 97 
1.65 
2 69 
1.54 
2 74 
1.81 
2 97 
1.3 
1 26 
1.02 
09 
1.16 
1 49 
1.31 
1 92 
1.69 
1 92 
1.27 
1 65 
2.25 
1 15 
1.22 
1 64 
0.96 
0 67 
1.01 
1 28 
2.72 
F 
Estimated 
1 90 
2.28 
1 73 
2.37 
1 85 
1.73 
1 21 
1.12 
1 53 
1.73 
1 53 
2.24 
2 04 
1.88 
1 72 
2.25 
1 31 
1.15 
1 62 
1.83 
1 77 
1.14 
1 84 
1.21 
1 33 
1.65 
1 63 
1.23 
1 13 
1.19 
0 71 
1.77 
1 98 
1.90 
1 66 
2.57 
2 46 
2.34 
2 54 
1.16 
1 29 
1.14 
1 30 
1.35 
1 16 
1.28 
1 47 
1.71 
1 10 
1.38 
1 50 
1.76 
1 04 
1.77 
1 44 
1.43 
1 14 
0.92 
1 44 
1.73 
Difference 
-0 07 
0.74 
0 26 
0.56 
0 12 
-1.09 
0 07 
-0.08 
-0 36 
0.46 
0 02 
0.18 
-0 14 
-0.58 
0 29 
0.49 
0 15 
-0.11 
0 92 
0.07 
0 23 
0.12 
0 03 
-0.93 
-0 27 
0.14 
0 42 
-0.42 
-0 02 
0.46 
-0 50 
-0.56 
0 00 
0.25 
-1 03 
1.03 
-0 28 
0.52 
-0 43 
-0.14 
0 03 
0.12 
0 40 
0.19 
-0 33 
-0.03 
-0 45 
0.02 
-0 82 
0.11 
-0 15 
-0.49 
-0 11 
0.55 
-0 20 
0.46 
0 47 
-0.09 
016 
-0.99 I 
0 
0 45 
0.46 
0 47 
0.41 
0 45 
0.41 
0 42 
0.40 
0 44 
0.44 
0 40 
0.37 
0 37 
0.46 
0 39 
0.35 
0 35 
0.45 
0 54 
0.36 
0 43 
0.45 
0 36 
0.49 
0 36 
0.38 
0 36 
0.38 
0 42 
0.41 
0 45 
0.38 
0 38 
0.38 
0 36 
0.36 
0 37 
0.39 
0 38 
0.35 
0 55 
0.37 
0 41 
0.51 
0 38 
0.41 
0 42 
0.41 
0 45 
0.45 
0 39 
0.35 
0 37 
0.40 
0 43 
0.44 
0 46 
0.40 
0 46 
0.42 
DifHo 
-0 16 
1.61 
0 55 
1.38 
0 27 
-2.69 
0 16 
-0.21 
-0 83 
1.03 
0 05 
0.48 
-0 39 
-1.27 
0 73 
1.40 
0 44 
-0.25 
1 70 
0.19 
0 55 
0.26 
0 08 
-1.89 
-0 75 
0.37 
1 16 
-1.11 
-0 05 
1.13 
-1 12 
-1.45 
0 01 
0.65 
2 85 
2.87 
-0 77 
24.00 
-1 13 
-0.39 
0 05 
0.32 
0 99 
20.00 
-0 87 
24.00 
•1 08 
21.00 
22 00 
0.25 
0 38 
-1.40 
-0 30 
1.37 
20 00 
1.05 
1 02 
27.00 
0 35 
-2.38 
Table 5-
network 
4 Priority index 
for fluoride. 
of tfie measurement wells for selecting monitoring 
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Thus this technique gives us an ease to define the desired size of the 
monitoring networl< based on the resources available including the man-
power, the analyses facilities, budget constraints etc. Then accordingly a 
network could be prepared from Table 5-4 by picking the wells with 
decreasing priority. Figures 5-7 to 5-13 show the location and the density of 
monitoring network selected for 60, 55, 50, 45, 40, 35 and 30 wells 
respectively as well as the fluoride contour obtained using kriging estimation 
on a regular grid size of 250 by 250 meter. Table 5-5 shows the statistics from 
the measured values for comparing the various monitoring networks. 
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Figure 5-7 Location of wells with all the 60 wells in the monitoring network 
with ISO-values of fluoride obtained using l<riging estimation. 
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Figure 5-8 Location of wells in the reduced network of 55 wells in monitoring 
network with iso-values of fluoride obtained using kriging estimation. 
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Figure 5-9 Location of wells in the reduced network of 50 wells in monitoring 
network with iso-values of fluoride obtained using kriging estimation. 
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Figure 5-10 Location of wells in the reduced network of 45 wells in monitoring 
network with iso-values of fluoride obtained using kriging estimation. 
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Figure 5-11 Location of wells in the reduced network of 40 wells in monitoring 
network with iso-values of fluoride obtained using kriging estimation. 
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Figure 5-12 Location of wells in the reduced network of 35 wells in monitoring 
network with iso-values of fluoride obtained using kriging estimation. 
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Figure 5-13 Location of wells in the reduced network of 30 wells in monitoring 
network with iso-values of fluoride obtained using kriging estimation. 
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Wells 
60 
55 
50 
45 
40 
35 
30 
Minimum 
0.065 
0.073 
0.073 
0.073 
0.073 
0.074 
0.074 
{<y) Maximum 
0.533 
0.533 
0.533 
0.530 
0.526 
0.518 
0.514 
{0) Mean (a) 
0.369 
0.378 
0.380 
0.387 
0.391 
0.401 
0.408 
Table 5-5 Statistics of estimation error using Kriging estimation on uniform 
grids of 250 x 250 meter with different monitoring networks (Total 883 grids). 
It is very clear that the mean estimation error in all the examples is 
increasing consistently as 'n' number of measurement points are decreasing. 
However, Figures 5-7 and 5-13 shows the iso-lines of fluoride, based on the 
60 and 30 measurements respectively coming from the network decided on 
the basis of the priority index. The two figures are showing contours more or 
less similar in distribution and have almost identical regionalized picture. 
fHowever, it is obvious that a network of (say for example) 30 measurement 
2 
points will obviously provide high variance of the estimation error (a ) at the 
remaining parts of the study area; much higher than listed in the column 8 of 
Table 5-4. 
Now if we compare the two networks for example with a size of 30 in 
Figure 5-13 and with a size of 60 in Figure 5-7,~we find that even a lone 
measurement point in the north-east of the area (Well No. 41) was not 
retained in the network of size 30; even being isolated the value could very 
well be estimated with low estimation error. On contrary, all the wells (Well 
Nos. 35 - 39) were retained in all the networks including that shown in Figure 
5-13 due to fact that they could not be estimated with high precision even 
being very close to each other. 
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5.4 Comparison of Ranking using Cross-validation Test Method and 
Estimation Error Variance Method 
Although ranking of observation wells using cross-validation test 
method is very impressive and helpful, where in a person has a freedom to 
choose the monitoring network on the basis of priority under budget and other 
monitoring constraints, but at the same time it was essential to compare the 
results obtained by other method. For this purpose the results obtained by 
CVT method was thought to be compared with estimation error variance 
method. For this part of research, the result obtained for fluoride 
contamination observational wells by CVT method was used. Since the 
distribution of monitoring observation points was somewhat more 
concentrated in the central portion of the watershed, so in order to understand 
2 
the distribution of variance of estimation error (a ), only central portion of 
study area was taken into consideration, where the points are existing and the 
remaining area which does not have any control in terms of measurement 
points was excluded while kriging estimation. The central portion of the 
Maheshwaram watershed of about 465 grids of 250 meter by 250 meter size 
where taken into consideration as shown in Figure 5-14. Then choosing the 
network on the basis of priority index as given in Table 5-4 and using kriging 
estimation in the central portion only, with different monitoring network 
(chosen on the basis of CVT method), the results ace shown in Table 5-6. .. 
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Figure 5-14 Map showing the central portion in which the most of the 
monitoring points are falling and which is later used for kriging in comparing 
the two geostatistical methods. 
Wells 
60 
55 
50 
45 
40 
35 
30 
Minimum 
0.065 
0.073 
0.073 
0.073 
0.073 
0.074 
0.074 
(^) Maximum 
0.483 
0.485 
0.485 
0.502 
0.494 
0.515 
0.512 
{cr) Mean (a) 
0.262 
0.270 
0.276 
0.288 
0.298 
0.317 
0.331 
Table 5-6 Statistics of estimated values of Fluoride using Kriging estimation 
on uniform grids of 250 x 250 meter with different monitoring networks (Total 
465 grids). 
In order to understand the adequacy of cross-validation test method, 
estimation error variance method (described in detail in section 5.2.1) was 
employed so that the result by the two can be compared. Here again the 
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central portion of Maheshwaram watershed was taken into consideration 
shown in Figure 5-14 with about 465 grids of 250 meter by 250 meter size. 
The forty wells finally obtained (shown in Figure 5-15) were used to make 
kriging estimation over 465 blocks with the final cross-validated variogram. 
The results obtained by this method are compared with the cross-validation 
ranking method having same number of well and the results are given in 
Table 5-7 and Table 5-8. 
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Figure 5-15 Map showing the location of the 40 monitoring points obtained for 
reduced network by second method. 
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Kriging Standard 
Deviation of Estimation 
Error 
Minimum 
Maximum 
Mean 
Variance 
Standard Deviation 
1st method 
(40 wells) 
0.073 
0.494 
0.298 
0.0089 
0.0943 
llnd method 9 
(40 wells) 1 
0.082 
0.476 
0.268 
0.0071 
0.084 
Table 5-7 Comparison of statistics of estimated values of Fluoride using 
Kriging estimation on uniform grids of 250 x 250 meter size with 40 wells in 
tfie monitoring networks (wells obtained by two different mettiods), (Total 465 
grids). 
Kriging Standard 
Deviation of Estimation 
i„ Error 
> 0.400 
0.399 to 0.300 
0.299 to 0.200 
0.199 to 0.100 
<0.100 
1st method 
(40 wells) 
73 
163 
159 
65 
5 
llnd method 
(40 wells) 
39 
116 
220 
89 
1 
Table 5-8 Grid wise comparison of estimated values of Fluoride using Kriging 
estimation on uniform grids of 250 x 250 meter size witfi 40 wells in the 
monitoring networks (wells obtained by two different methods), (Total 465 
grids). 
5.5 Network Design for Monitoring Rainfall in Geostatistical 
Framework 
Rainfall, a primary component of the hydrologlcal cycle, its 
measurement is very important for estimating groundwater recharge in any 
area. Its importance is further enhanced in arid and semi arid regions. 
Although this is one of the directly measurable parameter but its variability is 
very high and erratic, both in space and time. Rainfall Is generally measured 
using a rain gauge either manual or self-recording and hence a modest 
technology and cost are involved. 
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For the assessment and management of groundwater resources, 
evaluation of the groundwater resources and groundwater balance is vital, 
thus the proper estimation of the components involved there In becomes 
much essential. The Maheshwaram watershed of about 53 km^ area was 
having only one rain gauge installed and maintained by the Andhra Pradesh 
Groundwater Department, Hyderabad that provides the daily measurement of 
rainfall. However, it has been observed that in the Maheshwaram watershed 
the rainfall varies a lot. With people participation and partnership, after a few 
rounds of awareness program and explaining the importance of rainfall 
measurement, about 35 volunteers from the local public were ready to 
measure rainfall in the vicinity of their residence using a simple plastic 
container and a scale. Figure 5-16 shows the location of rainfall measurement 
in the Maheshwaram watershed. The measurements were in accordance with 
norms set by the Metrological departments for measurement of the rainfall. 
Rain location 
Villages 
Watershed 
2 Kilometers 
Figure 5-16 Location of rain gauge in Maheshwaram watershed. 
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The idea was that distribution of the measuring locations should 
provides an ideal set of measuring locations to calculate the variogram using 
the theory of regionalized variables, i.e., a few clusters of many points in each 
village for the small scale variability and then inter-village points for medium 
and large scale variability. This fact is proved by observing the frequency 
distribution plot (Graph 5-1) of the distance versus number of pair 
corresponding to that distance. 
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Distance (Range) 
Graph 5-1 Frequency distribution plot of distance versus number of pairs 
corresponding to tiiat distance. 
The above mentioned procedure helps us to estimate any variable of 
interest geostatistically in a much better way. A requirement for geostatistical 
prediction is estimation of the variogram from the data and elucidating a 
variogram is often hindered by the design of sampling network. Most of the 
authors in literature have suggested the number of pairs for estimating a 
variogram should not be less than 30. Journel and Hujbregts (1978) 
suggested that the number of data pairs in each class should be at least 30 
and this rule of thumb seems to be widely accepted in the literature. In 
personal communication Matheron suggested that the minimum numbers of 
30 pairs are required to fit a model variogram. As is evident from Graph 5-1, 
the number of pairs under each distance class is more than thirty up to a 
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distance of 5500 meters, which is the maximum length up to which the data is 
showing correlation. Marsily (1986) propounded that the total number of pairs 
that can be formed from a set of 'n' points is n (n-1)/2. However, they are not 
evenly distributed. There are more pairs at short than at long distances (lag). 
Thus he cleared that at large distances the variogram becomes more 
uncertain, which is evident from Graph 5-1 as well. Thus the methodology 
adopted to evolve a monitoring network using such a procedure is not only 
cost effective, but provide the information more valuable in geostatistical 
framework. The adopted monitoring network is efficient to encompass both 
the small scale variability as well as large scale variability and is efficient to 
full fill the criteria of 30 pairs for each lag distance. 
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OPTIMIZATION OF GEOCHEMICAL DATA USING 
STATISTICAL AND GEOSTATISTICAL APPROACH 
6.1 Introduction 
In the absence of available surface water in semi-arid areas, 
groundwater has become the main source. Also groundwater is irrigating a 
larger total area of farm land in India (27 million hectares) than the surface 
water (21 million hectare) and therefore sustains almost 60% of the country's 
irrigated land (Roy and Shah, 2002). On a local level, an increasing number of 
districts now have more irrigated land under groundwater irrigation than 
surface-water irrigation. This change has been extremely rapid since the 
1970's and in between 1970 to 1994, the amount of increase in the land 
irrigated with groundwater in India had been increased by 105% while the 
land irrigated with surface water had been increased by only 28% (Marechal 
et al, (2006)). Even at many places of southern India, groundwater constitutes 
the only source for drinking water. Such regions are often overexploited and 
moreover the quantity problem is associated to a quality problem. 
Often in coastal regions, water table depletion induces saline intrusion 
degrading the groundwater quality (Radhakrishna et al, 1998). In industrial 
areas, the presence of heavy metals (Sharma et al, 2003) and high contents 
of various elements (Subrahmanyam and Yadaiah, 2001) have been reported. 
In agricultural areas use of fertilizers and pesticides threatens groundwater 
quality (Pimental, 1996). Groundwater salinisation and water logging 
jeopardize the sustainability of the green revolution in several states such as 
in Haryana (Datta and de Jong, 2002). Uncontrolled anthropogenic activities 
such as metal ore smelting, and the use of arsenic pesticides and wood 
preservatives may release arsenic directly into the environment (Bhattacharya 
et al, 1995). The occurrence of high arsenic concentrations 0.2-2.0 mg/l in 
groundwater used for drinking water supply has been reported in the Indo-
Gangetic plains of West Bengal (Chakraborty et al, 1987). In 1993, almost half 
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in number of the Indian states were identified as endemic for flourisis (Rajiv 
Gandhi National Drinking Mission, 1993) due to excess concentrations (1.5 
mg/l) of fluoride in groundwater. Although the presence of large number of 
bore wells drilled by farmers for irrigation purpose give the opportunity to 
scientists for measuring the qualitative and quantitative analysis of 
groundwater but number of wells for monitoring depends upon budget as well 
as other technical and non technical constraints. 
Loaiciga et al (1989) divided the objectives of groundwater quality 
monitoring programs into: ambient monitoring, detection monitoring, 
compliance monitoring, and research monitoring. They describe these 
objectives in the following way. Ambient monitoring establishes an 
understanding of characteristic regional groundwater variations over time. 
Detection monitoring has the primary function of identifying the presence of 
targeted contaminants when their concentrations exceed background or 
established levels. Compliance monitoring is enforced to verify the progress 
and success of groundwater cleanup and remediation works in disposal 
facilities. Research monitoring consists of groundwater quality sampling 
tailored to meet specific research goals. Using this classification, the 
groundwater quality sampling designs presented in this chapter are within the 
objectives of ambient monitoring. In the first phase of the investigation, the 
problem is being characterized and a sampling network can be used to obtain 
an initial estimate of the groundwater quality. Afterwards a remediation 
technique is chosen and carried out and a groundwater quality sampling 
network can be used to verify that the remediation goals are being met. 
Since the Groundwater chemistry is a costly affair because of the 
expense involved in drilling, pumping, water sample collection and analysis, in 
response to this there is a need for optimal groundwater monitoring network. 
The objective of this research is to develop and test a new method for 
evaluating a network of groundwater quality observations. To fulfill this need 
we have developed a methodology for the design of cost-effective 
groundwater quality sampling network. At the core of the new proposed 
method is the multivariate technique of principal component analysis (PCA) 
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together with Geostatistical method of kriging. Since the groundwater quality 
is involving a large number of parameters, thus PCA, a multivariate statistical 
technique is used to identify important components or factors that explain 
most of the variances of a system. They are designed to reduce the number 
of variables to a small number of indices (i.e., principal components or factors) 
while attempting to preserve the relationships present in the original data. The 
problems of indicator parameter or important monitoring station identification, 
and data reduction and interpretation can be approached through the use of 
the PCA. These factors are then further used for geostatistical treatment, to 
develop an optimal monitoring network. The sampling networks obtained with 
this method are cost-effective in the sense that an efficient use of the 
information provided by optimized network leads to sampling programs that 
with a small numbers of samples we can get same estimates as with the initial 
un-optimized large number of monitoring observations. 
6.2 Principal Component Analysis 
6.2.1 Introduction 
Principal component analysis, abbreviated as PCA, is a method of 
statistical analysis useful in data reduction and interpretation of multivariate 
data sets (Edward, (1991)). The earliest defining application of principal 
component analysis was in the social sciences. In 1904 Charles Spearman 
published "General Intelligence, Objectively Determined and Measured" in the 
American Journal of Psychology. In the paper, he examined human 
intellectual ability as it related to various subject matters: mathematics, 
writing, critical reasoning, etc. His analysis using PCA suggested an 
underlying intelligence factor that determined intellectual ability regardless of 
subject matter. This factor became widely known as IQ. The consequence of 
the study for PCA was recognition as a statistical method essential in 
analyzing large data sets. PCA has now spread to a large number of scientific 
fields and is used in a variety of different applications where analysis of inter-
object correlations is the focus. 
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A general statement of the problem solved by PCA is the following: 
Analyze the relationship between the 'm' parameters of 'n' objects provided a 
given 'm x n' data set. The central step of PCA is the redefinition of this data 
set in terms of a new set of variables which are mutually-orthogonal linear 
combinations of the original variables. The new variables define a coordinate 
axis in multivariate data space that forms a 'natural' classification of the data. 
The motivation behind this redefinition is the dimensionality reduction 
achieved by an orthogonal basis. PCA condenses correlations in the data to 
single variables finding the 'true dimensionality' of the data set. Provided a 
willingness to sacrifice some accuracy for economy of description, there is the 
huge potential for significant reduction in data dimensionality. This makes 
PCA a powerful and versatile analysis method. 
6.2.2 Mathematical Description of Basic IMetliod 
In the multi-dimensional space of the original data set, defined by its 
column and row vectors, PCA seeks new axes that best summarize the data. 
To that end PCA choose the axis of best summarization first, followed by the 
next best summarization, and so forth until the last bit of data variability has 
been accounted for. This first axis, or 'best fit' axis, is defined as the axis that 
minimizes the sum of the squared Euclidean distances between itself and the 
original data points. This is visually represented in Figure 6-1. So this first new 
axis is just a best fit line as found in a normal regression. The next best, or 
second new axis, will form in conjunction with the first axis a best-fit plane that 
minimizes the sum of the squared Euclidean distances to it. The third axis will 
create a best-fit subspace in conjunction with the first two axes. This process 
continues until all data is accounted for by a given axis. Consider Figure 6-1 
once again. Minimizing the sum of squared Euclidean distances is apparently 
equivalent to maximizing the sum of squared projections onto this new axis. 
This in turn is equivalent to maximizing the data variance accounted for. We 
concluded that each new axis is best fit in the sense that they explain the 
maximum amount of residual variability in the data set. Hence PCA replaces 
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the original data axes with a new set of orthogonal best-fit axes that 
successively account for as much residual variability as possible. 
Dati PI ^u^„j„, 
Figure 6-1 Simple Visual representation ofPCA. 
The mathematics of this process is well laid out by many authors in 
books and publications and is explained as follows. For a multivariate random 
variable Zx,, i = l,2 n, the n principal components are defined to be 
uncorrelated linear components of Zx,. 
Zy.=uJZx^ 1 = 1,2 n (6-1) 
such that the variance of y^ is maximized subject to 
Mf M, = 1 , Var{Zy,) > Var{Zy,) > > Var{Zy„). (6-2) 
For instance to find the first principal component we have to maximize 
Var{Zyi) = Var{uJZXi) subject to ufui =1 
Var{Zy,) = uJSu, (6-3) 
To attribute the maximal part of the variance of the data to>'i, an objective 
function with the Lagrange parameter A, is defined 
<Pi^ulSui-Ai(u^Ui-l) (6-4) 
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where S is the variance-covariance matrix of the variables Zx,..Setting the 
derivatives with respect to u^ to zero. 
(6-5) 
(6-6) 
Su, = A,Mj (6-7) 
We can see that the first new axis is equivalent to the first eigenvector «; of 
the matrix S corresponding to the largest eigenvalue A, . We may then repeat 
this procedure to find the second axis, but now introducing the additional 
constraint of orthogonality with the first axis. This yields a second solution to 
Equation 6-7 with eigenvector U2 corresponding to the second largest 
eigenvalue A 2 • Hence each successive eigenvector is also the next new PCA 
axis. Furthermore because eigenvalues determine the relative merit of 
eigenvectors, the eigenvalue x,, represents the relative amount of data 
variability accounted for by corresponding eigenvector a .^ 
6.2.3 Identification of Important Components and their Rotation. 
After computing the variances (eigenvalues, or latent roots) and 
principal components (eigenvectors) of a correlation (or covariance) matrix, 
the usual procedure is to look at the first few components which, hopefully, 
account for a large proportion of the total variance. Chatfield and Collins 
(1980) stated that when analyzing a correlation matrix where the sum of the 
eigenvalues is equal to the number of variables, many scientists use the rule 
that eigenvalues less than 1 may be disregarded or else look at the pattern of 
eigenvalues and see if there is a natural breakpoint in the eigenvalues. 
Chatfield and Collins (1980) claimed that one serious drawback is that there is 
no objective way of deciding how many components to retain. 
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In principal components analysis, the variables are rotated to obtain 
new variables (principal components or principal axes) and later the number 
of principal components is reduced by eliminating some relatively unimportant 
components. Sometimes the first few principal components selected are 
rotated to achieve a new set of components which can be more easily 
interpreted. A variety of rotation techniques (varimax, equamax, quartimax) 
may be used for this purpose. Varimax rotation is the most widely used 
rotation in principal component analysis. This rotation, which includes an 
orthogonal rotation, is too complicated a technique to explain in this study. 
The original paper by the author illustrates the theory of the technique 
(Kaisher, 1958). When using rotation, the usual procedure is to carry out a 
principal components analysis, first by subjectively choosing the number of 
important principal components, and then calculating linear combinations of 
the selected eigenvectors in the subspace of m dimensions so as to get a new 
set of components (which will no longer be principal) satisfying some desired 
property. The idea is that each variable should be heavily loaded on as few 
components as possible. One such technique for accomplishing this 
transformation is a varimax rotation. This technique tends to eliminate 
medium-range correlations between the components and the original 
variables, thus simplifying the decision as to which of the original variables to 
include in the components extracted (Chatfield & Collins, 1980). 
6.3 Sample Collection and Analysis 
The results of physico-chemical analysis of water sampled from 61 
bore wells have been used in order to analyze the groundwater chemistry of 
the Maheshwaram watershed. Evenly localized productive wells were chosen 
and the location of the wells is shown in Figure 6-2. 
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Figure 6-2 Map showing the location of groundwater quality samples in the 
Maheshwaram watershed. 
In the regions of high wells density (urban areas) representative wells 
were chosen. Some of the parameters (alkalinity, electrical conductivity (EC), 
pH,) were measured in the field and monitored during pumping. Groundwater 
samples were collected after these parameters were stabilized. Samples were 
taken from productive, continuously pumped wells which helped to ensure 
more representative samples. The water samples were filtered and filled in 
high-density polythene bottles which were pre-rinsed with the same filtered 
water samples. Then, one set of prepared filtered water sample were stored in 
500ml pre-labelled polythene bottle after filling it to the neck for the anion 
analysis where as another set samples were filtered & acidified with ultra pure 
HNO3 for cation analysis. The determination of the chemical parameters in the 
laboratory has been performed with use of an ionic chromatograph Dionex 
DX-2500 (anions) and atomic absorption spectrometer (cations) available in 
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NGRI, Hyderabad India. The 15 following parameters are observed in total, in 
all the samples viz., EC, alkalinity, pH, calcium, sulphate, chloride, nitrate, 
calcium carbonate, fluoride, magnesium, copper. Total dissolved solids (TDS), 
Total hardness, iron, and phosphate. 
6.4 Principal Component Analysis of Water Quality Data 
Principal component analysis was carried out on 61 water samples with 
different water quality parameters viz., EC, alkalinity, pH, calcium, sulphate, 
chloride, nitrate, calcium carbonate, fluoride, magnesium, copper. Total 
dissolved solvent (TDS), Total hardness, iron, and phosphate. In the 
application of principal components analysis to water quality data from the 
Maheshwaram monitoring station a correlation matrix was used. The reason 
was that variables were different in scale (as suggested by Karpuzcu and 
Senes, 1987) and equal in importance (as suggested by Chatfield & Collins, 
1980). As Chatfield and Collins (1980) stated, components with an eigenvalue 
of less than 1 should be eliminated so that fewer components are dealt with. 
The first three components were extracted and the other components have 
been eliminated. When the percentages of the total variances of the 3 
extracted components are accumulated, it can be seen that these first three 
principal components account for 62.403% of the total variance of the original 
data (Table 6-1). This means that majority of the variance of the original data 
has been accounted for by these extracted components. 
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S.No. 
Well 
Name 
Percentage of 
1 
2 
3 
4 
6 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
HP1 
HP 2 
HP 3 
Ml 
M2 
M3 
M4 
M5 
M6 
M7 
MS 
M9 
M10 
Mil 
M12 
M13 
M14 
M15 
Ml 6 
M17 
M18 
M19 
M20 
M21 
M22 
M23 
M24 
M25 
M26 
M27 
M2B 
M29 
M30 
M31 
M32 
M33 
M34 
M35 
M36 
M37 
M38 
M39 
M40 
M41 
M42 
M43 
M44 
M45 
M46 
M47 
M48 
M49 
M50 
M51 
M52 
M53 
M54 
M55 
M56 
M57 
M58 
Northing 
(/ariance 
226921 
227388 
229864 
226911 
226765 
225827 
225460 
226105 
226874 
227251 
226660 
226496 
227047 
230314 
230160 
230630 
231303 
230515 
230414 
230508 
229139 
228642 
229501 
228834 
229046 
229414 
229746 
228326 
228236 
227911 
^8047 
229555 
229091 
230273 
230312 
231081 
231468 
229173 
^8017 
227399 
225187 
224162 
223825 
227234 
223735 
225032 
224970 
226030 
228238 
227314 
227419 
227268 
226648 
226343 
225309 
224835 
224595 
225215 
228698 
231438 
231593 
Easting 
1896^6 
1896187 
1895542 
1896852 
1897468 
1894760 
1893324 
1894492 
1895733 
1895390 
1893964 
1892123 
1882984 
1896576 
1897614 
1898639 
1898873 
1901515 
1900510 
1900238 
1900865 
1900175 
1899740 
1897029 
1897172 
1897746 
1897708 
1896654 
1895845 
1894728 
1895147 
1895656 
1894708 
1895759 
1894948 
1895465 
1895357 
1898469 
1897499 
1896792 
1897739 
1898042 
1897850 
1893877 
. 1894985 
1896169 
1895521 
1895921 
1898651 
1898104 
1898970 
1899912 
1899907 
1898521 
1898269 
1898616 
1896473 
1898604 
1893874 
1896956 
1897979 
PCA1 
(Factor score) 
37.426 
1.014 
5 101 
5.703 
3 120 
2.176 
-1 602 
-2.846 
-1 837 
-1.078 
-2 702 
-0.503 
-2 289 
-0.286 
-1 010 
-2.412 
1 307 
-1.609 
1 730 
1.374 
2 670 
5.174 
-0 360 
6.203 
-1 749 
-0.522 
-0 405 
-0.733 
-2 099 
-1.289 
-1 970 
-2.048 
1 933 
-2.129 
-0 862 
0.111 
-2 119 
-1.895 
1 825 
-0.454 
2 976 
0.408 
-1 501 
-0.772 
-2 128 
-2.133 
0 195 
0.135 
-0 729 
-1.027 
0919 
0.529 
-0 262 
-0.410 
4 774 
0.229 
-1 215 
-0.266 
-0 294 
-1.247 
-0 948 
0.134 
PCA2 
(Factor score) 
15.472 
0.222 
-0 379 
-0.404 
-0 843 
-0.140 
-2 021 
-1.133 
-0 936 
-2.270 
•1 282 
-0.490 
-1 668 
-1.949 
-0 773 
-1.080 
-1 024 
-0.289 
-0 988 
-1.786 
-1 981 
-0.550 
-0 139 
-0.360 
-0 066 
-1.405 
0 758 
1.322 
-0 530 
-0.700 
1 069 
-0.308 
-1 280 
-1.627 
0 408 
-0.126 
-0 465 
-0.291 
3 438 
0.902 
0 443 
1.902 
-0 661 
3.828 
0 005 
-0.492 
3 593 
0.981 
0 420 
-1.067 
-0 167 
1.180 
-0 219 
1.609 
1 686 
0.261 
-0 244 
3.968 
1 327 
0.361 
2 399 
0.051 
PCA3 
(Factor score) 
9.504 
0.304 
0 752 
1.418 
1 382 
-1.389 
-0 913 
-1.139 
-0 765 
0.885 
-0 856 
-1.010 
-0 245 
0.008 
-0 448 
-1.276 
1 211 
-0.640 
0 976 
1.763 
0410 
0.189 
-1 361 
-1.102 
-0 325 
-0.420 
-1 015 
-0.637 
-0 109 
0.679 
-1 210 
-0.424 
1 923 
-1.233 
-0 045 
0.312 
-0 404 
-0.838 
-1 300 
0.859 
1 709 
-1.196 
-0 962 
-1.480 
-0 567 
-0.763 
-0 067 
-0.376 
-0 045 
-1.382 
-1 128 
-1.699 
-0 726 
0.045 
0 341 
-0.146 
0 184 
-1.018 
0 071 
-0.582 
0 206 
-0.388 
Table 6-1 Table showing the factor scores of first three principle component 
factors and their variance. 
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The first factor explains 37.246% of total variance and is characterized 
by very high loading of TDS and EC, high loading of SO4 and CI and 
moderate to high loadings of Na and total hardness. This factor reveals that 
TDS and EC are mainly contributed by SO4, CI and Na. The dominance of 
SO4, CI and Na in this factor clearly suggests the anthropogenic cause; mainly 
due to agricultural activity as these elements have mostly an anthropogenic 
origin. The factor 2 and 3 together contribute 24.976% of the total variance 
and reveals high factor loadings of parameters reflecting natural hydro-
geochemical process. Factor 2 is having high loading of pH, alkalinity and F 
while that of Factor 3 is having highest factor loading of Ca, Fe and Mg with 
moderate loadings of total hardness and K. Dalton and Upchurch (1978) have 
shown that factor scores of each sample can be related to the intensity of the 
chemical process described by that factor. The positive factor score (>+) 
reflects the most affected area, negative factor score (<-1) reflects areas 
unaffected by the process representing that factor and near zero scores 
reflects area affected by an average degree. 
6.5 Variographic analysis 
Based on the results of PCA derived three principal components (PCI, 
PC2, PC3), the three new variables were established using the values of the 
principal components scores of the samples, which project the 'n' 
observations onto the first three principal components. These new variables 
were used for optimizing the monitoring network using geostatistical methods 
and enable us to analyze lesser number of variables that are linearly 
independent than the original 15 variables. The geostatistical study analyzes 
the spatial continuity of the three new variables. For this, the spatial variability 
of these new variables over the Maheshwaram watershed was defined by 
calculating their experimental and theoretical variograms (Figure 6-3). 
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Figure 6-3 Variographic analysis of the factor scores (a) First factor (PCA1) 
(b) Second factor (PCA2) and (c) third factor (PCA3). 
To ensure that the variogram represents the true variability of the 
parameter and is able to reproduce the measured values, a cross-validation 
test was carried out. A cross-validation test to validate the variogram was 
performed keeping in mind all constraints given in detail in section 4.3. The 
final cross-validated variogram is obtained for all the three new variables 
individually and are given by equation 6-8 to 6-10. 
rCh) = o . o - 4.0 ( { ^ ^ - i ( - l - ) 3 | ) / , , h < 120C 
y (h) = 0.0 -r 4.0 /or h > 120C (6-8) 
r(h) = 0.7- 1.0 ( ( ^ ^ - 1 ( - ^ )3 | ) ^ , ,H< 250C 
7(h) = 0.7- 1.0 /or h>250C (6-9) 
pr(h) = 2 .5^1 .5({^^- i ( JL^)3}) /orh<250C 
r(h) = 2.5^1.S for h>2S0C (6-10) 
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6.6 Estimation Error Variance IVIethod 
After cross-validation of the variogram, for application of the 
geostatistical estimation error variance technique, the whole area under study 
was divided into 883 uniform square grids of 250 meter size. Aften /^ards a cut-
off value of 0.5 was decided to variable first and then ordinary kriging was 
employed to make estimation on all the grids. Points were removed one by 
one and its effect on the mentioned norms in section 5.1.2. The process was 
repeated for each variable individually. For variable two, the pre decided cut-
off was 0.7, while for variable three the pre-decided cut-off value was 1.0. 
Each time the number of well that can be removed was noted down and the 
final result are shown if Table 6-2. It was observed that although the number 
of wells was varying in the individual variable but 13 wells were common in all 
the three variables, which were found to be redundant. The locations of these 
wells are shown in Figure 6-4. 
Redundant points 
Mean standard 
deviation of 
Kriging estimation 
error 
(with all points) 
Sum of squared 
difference 
(with all points) 
Mean standard 
deviation of 
Kriging estimation 
error 
(with 48 points) 
Sum of squared 
difference 
(with 48 points) 
Factor 1 
HP 1, HP 2, HP 3, 
M1, M4, M9, M21, 
M22, M23, M24, 
M34, M40, M52, 
M55, M56, MSB 
1.15 
13.6 
1.16 
13.8 
Factor 2 
HP1,HP2, HP3, 
M1,M9, M21,M22, 
M24, M34, M40, 
M52, M55, M58 
0.91 
0.25 
0.91 
0.25 
Factor 3 
HP 1, HP 2, HP 3, 
M1,M5, M6, M7, 
M9, M21,M22, 
M23, M24, M28, 
M34, M40, M52, 
M55, M58 
1.08 
1.76 
1.08 
1.8 
Table 6-2 Table showing result of initial monitoring network and monitoring 
network without redundant points for the first three factors. 
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Figure 6-4 Location of the bore wells to be monitored and redundant wells in 
tfie Mahesiiwaram waterstied. (Points over lined witti red are redundant 
ones). 
6.7 Validation of the Selected Monitoring Network. 
In order to validate the selected monitoring network, the final monitoring 
network was examined on all the 15 initial variables individually. This was 
carried out by making variographic analysis of all the initial parameters 
followed by cross-validation test (Figure 6-5). The cross-validation was carried 
out following the norms mentioned in section 4.3. Then ordinary kriging 
estimation for each variable using original observation points and optimal 
monitoring points was evolved. Estimation was carried out using ordinary 
kriging on uniform square grids of 250 meters size, for both the original and 
the final monitoring network and the estimation error was compared. The 
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results, which are in Table 6-3 shows that the thirteen redundant points 
evolved (shown in Figure 6-4) earlier, were redundant for each of the 
individual initial parameters. 
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Figure 6-5 Variographic analysis of the original geochemical data set. 
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Parameter 
Calcium 
PH 
EC 
Sulfate 
Alkalinity 
Chlorine 
Nitrate 
Calcium Carbonate 
Fluorine 
Magnesium 
Copper 
TDS 
Total Hardness 
Iron 
Phosphate 
Mean Standard 
deviation of 
Kriging 
Estimation 
error (witli all 
points) 
0.66 
0.127 
1.61 
27.1 
99 
56.6 
0.047 
89.2 
0.801 
19 
0.741 
75.8 
13.5 
2.8 
1.71 
Sum of 
Squared 
Difference 
(with all 
points) 
47.9 
3.12 
0.003 
13 
542 
734 
0.18 
203 
21.4 
259 
86.1 
108.23 
85.9 
1.5 
34.5 
Mean Standard 
deviation of 
Kriging 
Estimation 
error 
(48 points) 
0.662 
0.13 
1.63 
27.1 
99 
56.7 
0.047 
89.5 
0.802 
19 
0.742 
75.8 
13.5 
2.802 
1.71 
Sum of 
Squared 
Difference 
(48 points) 
48 
3.11 
0.005 
13.2 
545 
739 
0.189 
209 
21.8 
263 
88 
109.5 
88 
1.517 
35 
Table 6-3 Statistics of estimation error of ttie initial and final monitoring 
network. 
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DISCUSSION, CONCLUSIONS AND 
RECOMMENDATIONS 
India faces an increasingly urgent situation; its finite and fragile water 
resources (both surface and groundwater) are stressed and depleting while 
different sectoral demands are growing rapidly. As a matter of fact, more and 
more surface water bodies are getting polluted either due to the rapid 
urbanization or lack of awareness; the attention has been diverted towards 
the available groundwater resources making the finite groundwater resource 
subjected to rapid development, over the past few decades. Resources are no 
longer plentiful and constraints exist in most basins. Meanwhile, demand also 
has grown rapidly and much faster in the case of irrigation sector. Tackling the 
water resources issues will require comprehensively addressing the proper 
management for improving the situation. It has become imperative for water 
scientists and planners to work for proper management of available water 
resources for sustainable development, keeping in mind the scarcity of water 
resources in near future. The primary goal of aquifer management is to control 
the impacts of groundwater abstraction and contaminant loads, and 
monitoring aquifer response and quality trends provide key inputs for this 
goal. Further, heterogeneities and complexities present in the hard rock 
aquifers makes it a challenging research to tackle groundwater problems. The 
complexity increases manifold for the management of groundwater when the 
hard rock aquifers are situated in arid or semi-arid regions. Thus groundwater 
management becomes utmost important in areas of hard rock aquifers with 
semi-arid climates as the entire stress is put on the groundwater due to 
absence of perennial source of surface water. Maheshwaram watershed of 
Ranga Reddy districts in Andhra Pradesh is one of such areas. The study 
area which is highly over-exploited represents most of the aquifer system 
found in the region or rather in the peninsula. 
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In areas where groundwater for consumption is being abstracted, it is 
usually stipulated that continuous observations regarding the groundwater 
quantity and quality must be made. Observations and evaluation of the 
observations are costly, so it is of vital importance to make the observation 
program as optimal as possible. In reality, the observations are performed as 
point measurements, but since the observed variable almost always has a 
distribution in space there is therefore need during the evaluation of the 
obsen/at'ions to make estimates of the observed variable at locations where 
no observations have been made for example when mapping a variable over 
an area. 
Several estimation methods were examined in the literature review. 
Isaaks and Srivastava (1989) compare different estimation methods and they 
conclude that ordinary kriging performed better than four other commonly 
used methods, namely triangulation, local sample mean, polygonal and 
inverse distance squared. It is however impossible to state that ordinary 
kriging in general is the best estimation method (Gambolati and Volpi 1979). 
All estimates however have a certain degree of uncertainty which is 
important to estimate. One way to determine the quality of an estimate is to 
compare the estimated value with a measured value at the same point. The 
difference between the estimated and the measured value is an indicator of 
how good the estimate is. By repeating this procedure for a large number of 
points it is possible to determine the ability of an estimation method. When 
observed data is sparse such a procedure is not possible to follow, and there 
is a need for using estimation method that can produce a measure of the 
estimation accuracy without measured data to compare with. Geostatistics 
based on theory of regionalized provides the solution. Ordinary kriging a 
geostatistical estimation method has the advantage of producing a value of 
the estimation error (the kriging variance) along with each estimated value. 
The estimation error can be interpreted as a measure of the estimation 
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accuracy, and the mean estimation error over an area can be used as an 
objective function to design an observation networl< in the area. 
Geostatistics, a spatial statistical technique used in groundwater 
hydrology, is widely applied to describe spatial variability among sample data. 
Geostatistics uses variogram to characterize and quantify the spatial 
variability, and estimates the variance in the interpolated values. Structural 
analysis to determine the variability of a parameter of interest is a basic and 
essential step to be performed in a geostatistical estimation or simulation of a 
parameter. Since variogram is the base of geostatistics, much of the study 
has been carried out to understand its behavior. Experimental variogram, 
usually an irregular scatter of points is to be fitted with the model curve i.e., 
theoretical variogram which is obviously a continuous one on contrary to 
experimental one. There always has an uncertainty regarding the fitting of 
theoretical variogram over the experimental variogram. Also number of 
workers suggested that the number of data pairs in each class should be at 
least 30 which is difficult to achieve while approaching through the classical 
way of calculating variograms as this method has no control over the number 
of pairs to be taken into consideration. Thus a method has been developed 
keeping a check over the number of pairs formed, which leads to a much 
better experimental variograms. The current innovation concern artistic quality 
to provide a new approach for determination of experimental variograms with 
the desired number of pairs for each lag, which comprises an efficient and 
entirely new way of calculating variograms by keeping a control over the 
number of ensured pairs and which removes all the possibilities of depending 
on lag. This method ensures the number of pairs to meet a lower limit always. 
Also, all the time, the range of the lags taken in the group are checked so as 
to provide the mean and the standard deviation within the stipulated 
constraints on lag and tolerance of variogram estimation. 
A thorough study has been carried out to understand the role of cross-
validation of the variograms. As the main purpose of the cross-validation is to 
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reproduce the observed values by estimation, in this exercise a measure of 
difference between theoretical and experimental variograms is always 
calculated to decide the best of several fits, as sometimes, an experimental 
variogram is not satisfactorily fitted by a theoretical one. Also, it is often 
difficult to judge during a visual fitting. In this part of research, an efficient way 
of performing cross-validation test has been evolved where by one should first 
vary the range to decide the sill and then vary the sill to decide the range. In 
this way, in general one can arrive at a better structural model after certain 
iterations, which may later produce satisfactory values of cross-validation test. 
A major outcome of the study was the use of cross-validation test in knowing 
the optimum number of neighborhood for making estimation. Among the 
outcome was also that the result of cross-validation test helps us in knowing 
the outliers, which if removed helps in evolving better results of cross-
validation test. Not only this, the results have also proved that the cross-
validation test can help us in minimizing the error of measurement by reducing 
the nugget during cross-validation test. 
Measurements of water levels in wells provide the most elementary 
indicator of the condition of the groundwater and are vital to important 
evaluations for quantifying of groundwater resource. Water level 
measurements from observation wells are the primary source of information 
about the hydrological environment of an aquifer. Thus a design of a 
monitoring network for groundwater levels was evolved in the Maheshwaram 
watershed which includes the selection of: 
- the number of observation points and 
- the spatial locations of observation points. 
In this part of research a new methodology was developed whereby a 
person can reduce the monitoring network form the existing one. The study 
was carried out on 57 observation wells, whereby they were reduced to 40 in 
numbers on the basis of their importance in terms of kriging variance. The 
results of both the networks were compared and it was found that with the 
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reduction of about 30% wells and increase in estimation error was about 5.5% 
only. 
Further a new methodology was proposed whereby a ranking of 
observation network is carried out using the result of cross-validation test, so 
that it is easy to reduce the monitoring network under budget constraints 
and/or technical constraints. The method was applied to a case study, for 
fluoride contamination monitoring network of 60 observation wells. It was 
observed that the monitoring network can be reduced to any number 
depending upon the requirements and the wells to be monitored can be 
chosen in accordance to their priorities as obtained by the cross-validation 
result. Further the important work of this research was a comparison of the 
two proposed methods, which was carried out again on the fluoride 
contamination monitoring network. The result of 40 observation wells from 
both the moethods was compared, and it was seen that the Estimation error 
variance method proved better result than the other one in this case. 
However, a combination of the two methods may provide still robust result. 
Another important part of this study was the development of monitoring 
network for rainfall. The idea behind this work was to take the advantage of 
location of villages which were scattered in the area. Thus the network of few 
cluster of measuring points in a village and few villages in the watershed, may 
provide a network giving small, medium and large scale variability. The fact 
was proved by verifying the frequency distribution plot of possible lags, as 
most of the lag distance was satisfying the criteria of having more than 30 
pairs. Thus the network evolved was geostatistically much better, and can be 
applied to other variables that can be considered as regionalized variables. 
The development of new methods for evolving the monitoring network 
is essential as the groundwater quality parameters are large in number. The 
objective of this research was to develop and test a new method for 
evaluating a network of groundwater quality observations. A methodology is 
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thus developed for design of a cost-effective groundwater quality sampling 
networl<. The new proposed method is the multivariate technique of principal 
component analysis (PCA) jointly with Geostatistical method of kriging. Since 
the groundwater quality is involving a number of parameters, thus PCA, a 
multivariate statistical technique is used to identify important components or 
factors that explain most of the variances of the system. PCA was used, 
although the method of PCA, strictly speaking, is not a geostatistical method, 
the results from it can be given a spatial interpretation. The role of PCA is to 
reduce the number of variables without affecting the variance of the data. 
Then, further geostatistical techniques help us to examine the monitoring 
network thereby allowing one to search for the redundant wells. The 
procedure developed allows analysis of an existing monitoring network of 
multiple parameters with lesser number of variables that can be used for 
evolving optimal monitoring network. 
The main conclusions from this thesis is that ordinary kriging is an 
estimation method that has the desired property of producing a measure of 
accuracy (a kriging variance), together with the estimated value. Also kriging 
variance is useful when an existing observation network has to be reduced. 
The case study shows that a groundwater water level monitoring network in 
the study area could be reduced by 30% while the increase in average 
estimation (kriging) variance is only about 5.5%. It is also possible to rank the 
importance of the different points in an observation network, and prepare a 
priority index on the basis of this ranking. Further, priority index can be used 
when a network has to be reduced by removing points with low priority. Also 
PCA helps us to reduce the number of variables without losing the variance of 
the data and the evolved factors can latter be used for developing a 
monitoring network. 
The present case studies have dealt with data in the spatial domain 
only and thus the sampling frequency was not built-in although a method to 
account for this has been described in the literature review. An interesting 
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approach well worth to investigate is to apply a geostatistical method (kriging) 
also to the time domain. A temporal variogram valid for several observation 
points in a particular area could be calculated and together with the spatial 
variogram it is perhaps possible to interpolate first in the spatial, and then in 
the temporal domain. A kriging variance, as a measure of the estimation 
accuracy could be calculated for both the spatial and temporal cases and then 
combined as a total kriging variance. This total variance could then be used in 
the same way as described in the spatial domain. This makes it possible to 
analyze different numbers and locations of observation points as well as the 
corresponding sampling frequency. This work has to be carried in future as 
monitoring networks are crucial to gather information for the present studies 
as well as for future research also. The monitoring network has to be 
evaluated frequently and optimized based on the changing objectives as well 
as precision and including new dimensions such as cost-benefit ratio. The 
present work provides the base for that. 
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