Orthogonal Arrays allow us to test various levels of each factor and balance the different factors so that we can estimate interactions as well as first order effects. There is a trade-off between how well we can sample different levels of each factor and how many interactions we are able to estimate. This paper describes one method to mitigate this trade-off. This method will allow us, with n observations, to sample n levels of each factor and minimize the correlation between the estimates of first order terms and their interactions.
Introduction
Statistics, arguably, came of age with Fisher's 7 development of experimental designs for agricultural experiments. As agriculture experiments are awkward candidates for extensive variations in methods of treatment (i.e. differing types and quantities of fertilizer and/or watering schedules for every observation) they provided an ideal testing ground for fractional factorial and balanced incomplete block designs 4 .
A simple design with four points at (-1,-1), (-1,1), (1,-1) , and (1,1) allows us to estimate two main effects and an interaction term as:
1 Correspondence can be sent to Joel.Atkins@yahoo.com. Dr. Atkins now works at CNA Insurance. In this paper, we will offer a novel method for designing nested orthogonal arrays. These designs will allow us estimate higher order main effects and interactions.
Orthogonal Arrays
Owen 15 was motivated by LHS designs to develop a scheme based on Orthogonal Arrays.
While LHS designs seek to provide good coverage for each variable individually, Orthogonal
Array (OA) designs seek to provide balance between any set of t independent parameters, where
Thus, there is a trade-off between providing a good balance between larger sets of variables and the degree of precision for additive terms (and interactions between fewer variables). This tradeoff can be appreciated when one realizes that an LHS design is an OA(n,d,n,1) design.
After constructing an orthogonal array, mapping the elements {0, . . . , s-1} onto independent random permutations of {0, . . . , s-1} for each variable, and choosing the locations of the points from uniform distributions over the resulting hypercubes gives unbiased estimates.
Owen 15 showed that the average value of a function at the sample points approaches the average value of the function over the space at a rate of n -(t+2)/2t for terms involving at most t independent variables.
Nested Orthogonal Arrays
We can accomplish this by modifying an OA design. 
