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Resumen
Los modelos loglineales se utilizan con frecuencia con el objetivo de analizar los
patrones de asociacio´n entre las variables que conforman una tabla de contingencia
multidimensional. Recientemente se ha popularizado la utilizacio´n de los modelos
gra´ficos discretos, que son un subconjunto de los modelos loglineales jera´rquicos cuya
estructura de independencia condicional se representa de manera u´nica por un grafo, lo
que facilita la interpretacio´n de los mismos. En este trabajo se describen y comparan
cuatro me´todos de seleccio´n de modelos gra´ficos discretos: hacia atra´s, hacia delante,
paso a paso y automa´tico EH. Asimismo, se propone una estrategia general de seleccio´n
de modelos.
Palabras clave: modelos gra´ficos, tablas de contingencia, me´todos de seleccio´n de mo-
delos.
Abstract
Loglinear models are frequently utilized in the analysis of association patterns be-
tween variables in a multidimensional contingency table. Discrete graphical models
are fashionable. They are a subset of the hierarchical loglinear models and its condi-
tional independence structures are represented by a graph. Because of that they can
be more easily interpreted. In this work four models selection methods are described
and compared: stepwise selection (backward, forward and in two steps) and the EH
procedure.A strategy for model selection is proposed.
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1 Introduccio´n
La modelacio´n gra´fica es una forma de ana´lisis multivariado en el cual se utilizan grafos
para representar modelos. En ella se estudian los modelos gra´ficos, e´stos son modelos
probabil´ısticos para observaciones multivariadas cuya estructura de independencia se ca-
racteriza de manera u´nica por un grafo.
En la u´ltima de´cada se han propuesto aplicaciones de los modelos gra´ficos que, por su
importancia, han significado la creacio´n de nuevas l´ıneas de investigacio´n. Dos ejemplos
son el a´rea de sistemas expertos [12], y el a´rea de computacio´n evolutiva [16].
Este trabajo consta de tres ep´ıgrafes adema´s de la introduccio´n y las conclusiones. En
el segundo ep´ıgrafe se presentan brevemente las definiciones y resultados ma´s importantes
de los modelos gra´ficos discretos. En [1] aparecen estos resultados, y otros ma´s que los
complementan, con sus demostraciones. En el tercer ep´ıgrafe se presentan cuatro me´todos
de seleccio´n de modelos gra´ficos, se comparan entre s´ı y se propone una estrategia general
para la seleccio´n de modelos en tablas de contingencia no estructuradas (donde no hay
distincio´n entre variables explicatorias y de respuesta, sino que todas tienen el mismo
status). En el cuarto ep´ıgrafe se ilustran los cuatro me´todos y la estrategia a trave´s de un
ejemplo muy conocido de la literatura.
1.1 Conceptos ba´sicos
Sea K = {1, . . . , k} el conjunto de ı´ndices de una tabla de contingencia y xi el valor
tomado por la i-e´sima variable, entonces x = (x1, . . . , xk) denota una celda de la tabla
y X = (X1, . . . Xk) el vector aleatorio. La probabilidad asociada a una celda es p(x) =
Prob(X = x). Se define la funcio´n de masa de probabilidad de un vector aleatorio k
dimensional X como fK(x) = p(x) donde p es la tabla de probabilidades y es tal que ∀ x
p(x) > 0 y ∑
x
p(x) = 1.
En este trabajo no se considera el caso de celdas con ceros estructurales, o sea, p(x) = 0.
Por lo general se utilizan, para describir la forma en que se obtienen los datos, las
distribuciones Poisson, multinomial o producto de multinomiales [3], [19].
Sea X = (X1, . . . Xk) un vector aleatorio, si a, b ⊂ {1, . . . , k} son tales que a ∩ b = ∅
y a ∪ b = {1, . . . , k}, se dice que X = (Xa,Xb) es una particio´n del vector X donde
Xa = {Xi, i ∈ a} y Xb = {Xj , j ∈ b}.
Dado un vector aleatorio particionado X = (Xa,Xb), el vector marginal Xa se define
como Xa = {Xi, i ∈ a}. De igual forma xa denota el valor del vector Xa en la tabla
marginal y p(xa) es la probabilidad asociada a ella. Se cumple:
p(xa) =
∑
xb
p(xa, xb)
Un problema muy frecuente en el ana´lisis de datos catego´ricos es el de estudiar el
grado de asociacio´n que existe entre las variables. Es bien conocido el uso de los modelos
loglineales para estos fines.
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1.2 Modelos loglineales
Definicio´n 1 La expresio´n loglineal de una funcio´n de masa de probabilidad multinomial
fK es:
logfK(x) =
∑
a⊆K
ua(xa)
donde la suma es en todos los subconjuntos a de K = {1, . . . , k} y las funciones ua son
funciones conocidas como te´rminos de interaccio´n.
Definicio´n 2 Un modelo loglineal es jera´rquico si de la restriccio´n a cero de un te´rmino
de interaccio´n se puede inferir que todos los dema´s te´rminos que lo contienen son tambie´n
cero, es decir, si ua = 0 entonces ut = 0, ∀t : t ⊇ a.
Definicio´n 3 Un te´rmino de interaccio´n de la expresio´n loglineal de una funcio´n de den-
sidad ua se dice maximal si es diferente de cero y ∀ b ⊃ a, ub = 0.
Los modelos jera´rquicos pueden identificarse a partir de la lista de sus te´rminos de
interaccio´n maximales. Esta lista es conocida como la fo´rmula del modelo y los elementos
que la conforman son frecuentemente llamados generadores del modelo. Denotaremos un
modelo con la letra M .
Definicio´n 4 Dado el modelo M y el subconjunto de variables a, el submodelo Ma es
el modelo cuyo conjunto de generadores se obtiene de quitar todas las ocurrencias de los
factores de ac en el conjunto de los generadores de M y eliminar los te´rminos redundantes.
1.3 Estimacio´n y pruebas de hipo´tesis
Sea X = (X1, . . . Xk) un vector aleatorio con distribucio´n multinomial. Tomemos una
muestra aleatoria de taman˜o N del vector X, y consideremos que estas observaciones son
independientes. Se denota por n(x) a la cantidad observada de individuos en la celda x.
Definicio´n 5 Dado un modelo jera´rquico M , se dice que pˆ es el estimador ma´ximo
veros´ımil de p ∈M si es la solucio´n u´nica del sistema:
1. pˆ ∈M
2. pˆ(xc) =
n(xc)
N , ∀c generador de M, donde n(xc) =
∑
xa
n(xa, xc)
Se define la devianza de un modelo M0 como:
G2 =
∑
X
n(x) log(
n(x)
mˆ0(x)
)
donde mˆ0(x) es el estimador ma´ximo veros´ımil de la frecuencia esperada en la celda x bajo
M0. Es conocido el resultado de que G2 ∼ χ2(l), donde l son los grados de libertad que
se calculan a trave´s de la fo´rmula, [19]:
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l = # celdas de la tabla - # para´metros libres estimados
Para la comparacio´n de modelos anidados M0 ⊆ M1 se define la diferencia de las
devianzas entre M0 y M1:
∆G2 = G20 −G21 = 2
∑
x
n(x)log(
n(x)
mˆ0(x)
)− 2
∑
x
n(x)log(
n(x)
mˆ1(x)
) = 2
∑
x
n(x)log(
mˆ1(x)
mˆ0(x)
)
donde mˆ0, mˆ1 son los estimadores de las frecuencias esperadas bajo los modelos M0 y M1
respectivamente.
Bajo M0, ∆G2 tiene distribucio´n χ2 asinto´tica con grados de libertad dados por la
diferencia de para´metros libres entre M0 y M1.
1.4 Seleccio´n de modelos
Muchas veces, en un problema concreto, se encuentran numerosos modelos que se ajustan
a los datos por lo que el investigador se tiene que enfrentar a la tarea de seleccionar uno
de ellos. Para esta labor, se cuentan con muchos criterios de lo que puede ser un buen
modelo. Se considera que un modelo es adecuado cuando:
• No es rechazado por ninguna prueba de bondad de ajuste.
• Es fa´cilmente interpretable.
• No contiene te´rminos que puedan ser excluidos del modelo sin causar un deterioro
significativo del ajuste.
• No omite te´rminos que mejoren significativamente el ajuste si son adicionados al
modelo.
• Explica en gran medida la variabilidad de los datos.
En la pra´ctica es muy dif´ıcil encontrar un modelo que cumpla simulta´neamente los
criterios anteriores. Por esta razo´n, la eleccio´n de un modelo esta´ tambie´n determinada
por el tipo de problema que se esta´ resolviendo y lo que se pretende explicar de e´l.
2 Modelacio´n gra´fica
En este ep´ıgrafe daremos una introduccio´n a los conceptos y propiedades fundamentales
en los que se basa la modelacio´n gra´fica.
2.1 Independencia e independencia condicional de vectores aleatorios
Definicio´n 6 Sean X,Y vectores aleatorios, se dice que X y Y son independientes si y
so´lo si la funcio´n de densidad conjunta fXY satisface:
fXY (x, y) = fX(x)fY (y),∀x, y.
donde fX y fY representan las funciones de densidad marginales de X y Y respectiva-
mente. Esta relacio´n se representa con la notacio´n X⊥Y .
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Lema 1 (de reduccio´n) Sea (X,Y,Z) un vector aleatorio particionado tal que X⊥(Y,Z),
entonces se cumple que X⊥Y .
Con esta propiedad se asegura que si X⊥(Y,Z), entonces X⊥Y y X⊥Z. Sin embargo,
el rec´ıproco no siempre es cierto.
Definicio´n 7 Sean X, Y , Z vectores aleatorios. Se dice que Y y Z son condicionalmente
independientes dado X si y so´lo si:
fY Z/X(y, z;x) = fY/X(y;x)fZ/X(z;x),∀x : fX(x) > 0,∀y, z.
Esta relacio´n se representa con la notacio´n Y⊥Z|X.
En el contexto de la independencia condicional, el lema de reduccio´n tiene el enunciado:
Lema 2 Si (X,Y,Z1, Z2) es un vector aleatorio particionado tal que Y⊥(Z1, Z2/X) en-
tonces Y⊥(Z1/X).
Proposicio´n 1 Sea X = (Xa,Xb,Xc) un vector aleatorio multinomial particionado, en-
tonces Xb⊥Xc/Xa si y so´lo si todos los te´rminos de interaccio´n en la expresio´n loglineal
asociado a una o ma´s variables de b y c son cero.
En el caso que a sea vac´ıo, la proposicio´n establece la independencia entre Xb y Xc.
Para la independencia condicional de pares dado el resto, es decir, Xi⊥Xj/V \{Xi,Xj} se
necesita que u{i,j}∪t = 0 siempre que t ⊆ V \{Xi,Xj}.
De la proposicio´n anterior se infiere que las propiedades de independencia e indepen-
dencia condicional de un vector aleatorio multinomial esta´n directamente relacionadas
con la presencia o ausencia de te´rminos de interaccio´n en la expresio´n loglineal, en el caso
de modelos jera´rquicos lo anterior esta´ determinado por los te´rminos de interaccio´n ma-
ximales de la expresio´n loglineal o, dicho de otra manera, de los generadores de dichos
modelos.
2.2 Teor´ıa de grafos y grafos de independencia
En este ep´ıgrafe, adema´s de la definicio´n de grafo de independencia, se introducen algunos
conceptos de la teor´ıa general de grafos que son necesarios para comprender la modelacio´n
gra´fica.
Un grafo es un ente matema´tico que consta de dos conjuntos V y E, donde V es el
conjunto de los ve´rtices y E es el conjunto de las aristas entre ellos. Un grafo se denota
de la forma G = (V,E). Se dice que G es no direccionado si (X,Y ) ∈ E es equivalente a
que (Y,X) ∈ E.
Definicio´n 8 (Grafo de independencia) Sea X = (X1, . . . ,Xk) un vector aleatorio.
Se dice que el grafo no direccionado G = (V,E) es el grafo de independencia de X si
V = {X1, . . . ,Xk} y (Xi,Xj) /∈ E si y so´lo si Xi⊥Xj/V \{Xi,Xj}.
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Como se puede observar, un grafo de independencia representa las relaciones de inde-
pendencia e independencia condicional existentes entre las variables aleatorias presentes
en el vector aleatorio.
Definicio´n 9 Sea el grafo G = (V,E).
1. Se dice que X,Y ∈ V son adyacentes si (X,Y ) ∈ E. Esta relacio´n se denota X ∼ Y .
2. Una secuencia de ve´rtices X0, . . . ,Xn es un camino de longitud n si y so´lo si Xi ∼
Xi+1 con i = 0, . . . , n− 1.
3. Un subconjunto de ve´rtices separa a dos ve´rtices X, Y si y so´lo si cualquier camino
que une estos ve´rtices contiene al menos un ve´rtice de dicho subconjunto.
4. Un subconjunto de ve´rtices separa dos subconjuntos a y b si separa cada ve´rtice X ∈ a
de Y ∈ b.
5. Dos ve´rtices esta´n conectados si existe un camino entre ellos. Un grafo se dice conexo
si todo par de ve´rtices esta´ conectado.
6. Dado un subconjunto de ve´rtices a, el grafo inducido por a, Ga = (V ′, E′) se obtiene
de considerar a V ′ = a y E′ = {(X,Y ) ∈ E : X,Y ∈ a}.
7. Sea a ⊂ V , se define como frontera de a al conjunto siguiente: bd(a) = {Xi ∈ V \a :
∃Xj ∈ a tal que Xi ∼ Xj}
8. Un ciclo X0, . . . ,Xn se dice sin cuerdas si los u´nicos pares de ve´rtices adyacentes
son los sucesivos.
9. G se dice triangulado si no tiene ciclos sin cuerdas de longitud mayor o igual que
cuatro.
Lema 3 (de Separacio´n) Sea X = (X1, . . . ,Xk) un vector aleatorio con grafo de inde-
pendencia G = (V,E). Sean a, b, c ⊂ V disjuntos tales que b y c esta´n separados por a,
entonces b⊥c/a.
El inverso de este teorema tambie´n es cierto y se cumple en el sentido siguiente: si
para a, b, c ⊂ V se tiene que a⊥b/c bajo cualquier funcio´n de densidad en el modelo,
entonces c separa a a de b en el grafo de independencia. Con esto, las relaciones de
independencia e independencia condicional pueden ser le´ıdas directamente a trave´s del
grafo de independencia.
Muy vinculadas con el teorema de separacio´n esta´n las llamadas propiedades de Markov:
1. Propiedad de pares: Todo par de ve´rtices no adyacentes Xi , Xj cumple
Xi⊥Xj/V \{Xi,Xj}.
2. Propiedad Global: Para todos los subconjuntos disjuntos de ve´rtices a, b, c; siempre
que b y c este´n separados por a se cumple que b⊥c/a.
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3. Propiedad Local: Para todo ve´rtice Xi, si a = bd(Xi) y b es el resto de las variables,
es decir, b = V \{{Xi} ∪ a} entonces Xi⊥b/a.
Teorema 1 Las tres propiedades de Markov son equivalentes.
2.3 Modelos gra´ficos discretos
En este ep´ıgrafe se vera´n algunas de las caracter´ısticas de los mismos y co´mo se relacionan
con la teor´ıa de los grafos de independencia.
Definicio´n 10 Dado un vector aleatorio multinomial X = (X1, . . . ,Xk) con grafo de
independencia G = (V,E), se dice que el modelo asociado a G es gra´fico si la expresio´n
loglineal de la funcio´n de densidad de X:
logfK (x) =
∑
a⊆K
ua (xa)
esta´ sujeta a las restricciones:
• ∀i, j ∈ K : (Xi,Xj) /∈ E , se cumple que ua = 0,∀a ⊆ K tal que i, j ⊆ a.
• ∀i, j,m, n ∈ K : (Xi,Xj) /∈ E y (Xm,Xn) ∈ E, se cumple que ua 6= 0∀a ⊆ K tal que
{i, j} 6⊂ a y {m,n} ⊆ a.
Diferentes modelos pueden tener el mismo grafo de independencia, el modelo gra´fico
asociado a un grafo es el modelo jera´rquico maximal que admite el grafo de independencia.
Definicio´n 11 Un grafo se dice completo si todos sus ve´rtices son adyacentes y un sub-
conjunto de ve´rtices es completo maximal si es completo y cualquier otro subconjunto de
ve´rtices que lo contiene no lo es.
Proposicio´n 2 Un modelo jera´rquico es gra´fico si y so´lo si los generadores del mismo
coinciden con los subconjuntos de ve´rtices completos maximales de su grafo de indepen-
dencia.
La caracterizacio´n anterior facilita la construccio´n del grafo de independencia de un
modelo gra´fico a partir de su fo´rmula. La construccio´n se basa en conectar todos los pares
de ve´rtices que aparecen en un mismo generador.
Como hay una correspondencia biun´ıvoca entre modelos gra´ficos y grafos de indepen-
dencia, se puede analizar la estructura de independencia condicional de un modelo gra´fico
utilizando solamente su grafo de independencia asociado, e interpretarlo a trave´s de las
propiedades de Markov. La ventaja sobre los modelos loglineales jera´rquicos es que para
interpretar estos u´ltimos hace falta, adema´s, considerar los te´rminos de interaccio´n que
faltan en el modelo para que sea gra´fico.
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2.4 Colapsabilidad
La propiedad de colapsabilidad es muy u´til pues mediante su uso es posible descomponer
un problema complejo en subproblemas ma´s sencillos, y analizar sin pe´rdida de informacio´n
las tablas marginales.
La nocio´n de colapsabilidad es mayormente utilizada, en el contexto de tablas de
contingencia, cuando se estudia si las medidas de asociacio´n marginal se mantienen inal-
terables en las tablas parciales [3], [19]. Este concepto no esta´ directamente vinculado con
un modelo determinado y es conocida como colapsabilidad parame´trica.
Aqu´ı utilizaremos otro concepto de colapsabilidad, donde s´ı se tiene en cuenta el mo-
delo; por lo que es conocida como colapsabilidad del modelo [4],[11].
Definicio´n 12 Un modelo M se dice colapsable sobre el subconjunto de variables Xa con
a ⊂ {1, . . . , k} si ∀xa, observacio´n del vector aleatorio Xa, se cumple:
pˆ (xa) = pˆa (xa)
donde pˆa (xa) es el estimador ma´ximo veros´ımil de la distribucio´n marginal p (xa) basada
en los datos marginales.
En este ep´ıgrafe se expone la caracterizacio´n de un modelo gra´fico por su grafo de
independencia para, mediante e´ste, identificar cuando el modelo es colapsable sobre un
subconjunto de variables.
Proposicio´n 3 Un modelo gra´fico es colapsable sobre a si para cualquier componente
conexa de ac, b se tiene que bd(b) es completo.
A trave´s de esta proposicio´n es posible leer, del grafo de independencia de un modelo
gra´fico, cua´ndo y co´mo se puede colapsar el modelo.
Existen algunos modelos a los que se les puede aplicar de manera sucesiva la propiedad
de colapsabilidad hasta lograr expresiones expl´ıcitas para las estimaciones ma´ximo vero-
s´ımiles de los para´metros. Son los llamados modelos que se pueden descomponer.
En el siguiente ep´ıgrafe se expone un resultado que relaciona esta caracter´ıstica con la
estructura triangulada del grafo de independencia.
2.5 Modelos que se pueden descomponer
Dentro de la clase de los modelos gra´ficos esta´ la clase de los modelos que se pueden
descomponer. Ellos cuentan con propiedades que los hacen muy importantes en la mode-
lacio´n gra´fica, entre ellas:
1. Los estimadores ma´ximo-veros´ımiles se pueden calcular de forma directa.
2. Son fa´ciles de interpretar.
3. Pueden sugerir el mecanismo estoca´stico por el cual fueron generados los datos.
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Una definicio´n cla´sica de modelo que se puede descomponer es que el grafo asociado
sea completo o reducible a dos componentes que se puedan descomponer.
El siguiente Teorema es unos de los resultados ma´s importantes que se han obtenido a
trave´s de la teor´ıa de la modelacio´n gra´fica, pues da una caracterizacio´n de modelo que se
puede descomponer teniendo en cuenta solamente el tipo de grafo que representa a dicho
modelo.
Teorema 2 Un vector aleatorio X se puede descomponer si y so´lo si su grafo de indepen-
dencia G es triangulado.
Proposicio´n 4 Para todo par de modelos anidados que se pueden descomponer existe
una secuencia de modelos de este tipo, basada en la exclusio´n de aristas del grafo de
independencia, que va del modelo ma´s complejo al ma´s simple y viceversa (existe una
secuencia de modelos que se pueden descomponer basada en la inclusio´n de aristas del
grafo de independencia que va del modelo ma´s simple al ma´s complejo).
La clase de los modelos loglineales de interaccio´n contiene a la clase de modelos loglin-
eales jera´rquicos, e´sta contiene a la clase de los modelos gra´ficos discretos, la que a su vez,
contiene a la clase de los modelos que se pueden descomponer. En la tabla 1 se muestran
las cantidades de modelos de cada tipo para tablas de contingencia de dimensiones uno,
dos, tres, cuatro y cinco [11].
TIPOS DE MODELOS DIMENSIONES
1 2 3 4 5
Interaccio´n 2 8 128 32 768 2 147 483 648
Jera´rquicos 2 5 19 167 7 580
Gra´ficos 2 5 18 113 1 450
Se pueden descomponer 2 5 18 110 1 233
Tabla 1: Ver Tabla 3, pa´gina 50, Lauritzen (1989).
Esta diferencia en cantidades se hace mayor a medida que aumenta la cantidad de
variables del problema. En resumen, para fines de seleccio´n de modelos resulta conveniente,
en una etapa inicial, trabajar con las clases ma´s pequen˜as.
En los problemas que se presentan habitualmente en la pra´ctica de la estad´ıstica puede
parecer que no es tan importante esta diferencia; por lo que la principal utilidad de la
modelacio´n gra´fica en esta a´rea sigue siendo la interpretabilidad de los modelos [20],[7].
En el contexto de los sistemas expertos, se aprovecha la estructura modular de los
modelos gra´ficos para salvar el inconveniente de la gran complejidad y volumen de ca´lculo
que involucra este tipo de problemas [14], [10] . En el a´rea de computacio´n evolutiva, la
utilidad mayor de los modelos gra´ficos y en particular, de los que se pueden descomponer,
es de tipo algor´ıtmica [15],[2].
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3 Seleccio´n de modelos gra´ficos
En este ep´ıgrafe se discuten algunos me´todos de seleccio´n de modelos gra´ficos discretos.
Los me´todos que se estudian son:
• Seleccio´n hacia atra´s.
• Seleccio´n hacia adelante.
• Seleccio´n en dos pasos.
• Seleccio´n automa´tica EH.
El me´todo de seleccio´n en dos pasos aparece descrito en [20]. Los me´todos de selec-
cio´n automa´tica (hacia delante, hacia atra´s y EH) esta´n implementados en el paquete de
programas MIM [7].
La bu´squeda se puede restringir al subconjunto de los modelos que se pueden descom-
poner. Sin embargo, se pueden encontrar tambie´n modelos interesantes aunque no se
puedan descomponer, o incluso, que no sean gra´ficos; de ah´ı que la utilidad mayor de estos
me´todos de seleccio´n sea en una etapa exploratoria inicial.
3.1 Me´todo de seleccio´n hacia atra´s
Se parte de un modelo inicial, generalmente complicado y consistente con los datos, por lo
que frecuentemente se toma el saturado. En cada paso se van eliminando sucesivamente
las aristas menos importantes. Para ello se utiliza la prueba χ2 basada en la diferencia
entre devianzas de dos modelos sucesivos: el modelo que contiene la arista contra el que
no la contiene. El procedimiento termina cuando todas las aristas que esta´n presentes en
el modelo son importantes.
Las razones para la no eliminacio´n de una arista son:
• Aristas fijas en el modelo, esto es: las variables de ambos extremos de la arista son
consideradas explicatorias.
• Respeto al principio de coherencia, es decir: si en un determinado paso se rechaza
la exclusio´n de una arista, ya no se vuelve a considerar su eliminacio´n en los pasos
subsiguientes.
• Restriccio´n al subconjunto de los modelos que se pueden descomponer: en ningu´n
paso se consideran aquellas aristas cuya exclusio´n de´ como resultado un modelo que
no se puede descomponer.
De forma resumida, el algoritmo consiste en lo siguiente:
1. A partir de un modelo inicial M , se considera su grafo de independencia y a cada
una de las aristas presentes en e´l se le aplica la prueba de hipo´tesis:
H0: M sin la arista.
HA: M
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2. Se elimina la arista menos importante (la de mayor valor de p, p > α).
3. Se ajusta el modelo resultante y se toma como modelo inicial.
4. Se repiten los pasos anteriores hasta que todas las aristas presentes sean importantes
(p ≤ α).
Del algoritmo anterior se desprende que la bu´squeda se realiza en los modelos consis-
tentes con los datos, lo cual garantiza que el escogido tenga un buen ajuste. En general,
el procedimiento simplifica los modelos, pero como casi siempre se parte de un modelo
complicado, esta simplificacio´n es relativa.
3.2 Me´todo de seleccio´n hacia adelante
En este me´todo el modelo inicial es sencillo y por lo general inconsistente con los datos.
La idea ba´sica es ir an˜adiendo las aristas que resulten importantes. Es usual comenzar
con el modelo de independencia entre las variables. Al igual que en el me´todo anterior, en
e´ste tambie´n se usa la prueba χ2 basada en la diferencia entre devianzas de dos modelos
sucesivos. El procedimiento termina cuando ninguna de las aristas por incorporar mejora
significativamente el ajuste.
Las razones para la no inclusio´n de una arista son:
• Principio de coherencia. Funciona como en el caso anterior, pero con el rechazo de
la inclusio´n.
• Restriccio´n a modelos que se pueden descomponer. Igual que en el me´todo anterior,
pero con la inclusio´n.
De modo ma´s resumido, los pasos del algoritmo son:
1. En el modelo inicial M , se prueba, para cada arista susceptible de ser elegida, las
hipo´tesis:
H0: M
HA : M con la arista
2. Se adiciona al modelo la arista ma´s importante (la de menor valor de p ≤ α).
3. Se ajusta el modelo resultante y se considera como modelo inicial.
4. Se repite el procedimiento hasta que ninguna arista a incluir sea significativa (p > α).
Es fa´cil ver que este me´todo realiza la bu´squeda en el conjunto de modelos no con-
sistentes con los datos. El criterio de parada no considera el buen ajuste global, sino
solamente que la inclusio´n de una arista mejore el ajuste; esto hace que muchas veces el
modelo seleccionado no se ajuste.
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3.3 Me´todo de seleccio´n en dos pasos
Este me´todo es una combinacio´n de los dos anteriores. En e´l se eliminan del modelo satu-
rado todas las aristas que no son importantes y luego, partiendo del modelo simplificado
resultante, se le an˜aden todas las aristas importantes.
La seleccio´n en dos pasos cuenta con las siguientes etapas:
1. A partir del modelo saturado se realizan todas las pruebas de exclusio´n de una arista.
H0: Modelo saturado sin una arista.
HA: Modelo saturado.
2. Se excluyen del modelo saturado todas las aristas que no resulten importantes segu´n
esta prueba (p > α). Sea M el modelo resultante.
3. Con el modelo resultante se realizan todas las pruebas de inclusio´n de las aristas
susceptibles a incluir:
H0: M
HA: M con la arista
Se adicionan al modelo M todas las aristas que resulten importantes a trave´s de la
prueba de hipo´tesis (p < α).
En resumen, la desventaja de los tres me´todos anteriores radica en que pueden perderse
modelos interesantes que ofrezcan un buen ajuste. Al mismo tiempo, para un mismo
problema, cada uno de ellos puede dar como resultado modelos diferentes. En el caso de
que todos coincidan, puede considerarse que el modelo resultante es un buen candidato a
ser elegido.
3.4 Me´todo de seleccio´n automa´tica EH
Esta es una forma diferente de seleccio´n de modelos. Esta´ basada en un algoritmo de
bu´squeda en el que se escogen los modelos ma´s simples consistentes con los datos. Durante
la bu´squeda se ajusta una sucesio´n de modelos y se clasifican como aceptados o rechazados.
En este algoritmo se respeta el criterio de coherencia, que establece lo siguiente para
dos modelos anidados M0 ⊆M1:
• Si M1 es rechazado, o sea, es inconsistente con los datos, entonces M0 tambie´n es
rechazado.
• Si M0 es aceptado, o sea, es consistente con los datos, entonces M1 tambie´n es
aceptado.
Este criterio sirve para agilizar el proceso. La idea consiste en que si se acepta un
modelo M , entonces se aceptan todos los dema´s modelos que contienen a M , y por lo
tanto no es necesario considerarlos (de forma similar ocurre en el caso contrario).
seleccio´n de modelos gra´ficos en tablas de contingencia 49
En un paso cualquiera de este algoritmo, se ajusta un modelo que se adiciona a la lista
de modelos aceptados o rechazados segu´n sea el caso. La clase de los modelos con la que
se esta´ trabajando queda de esta forma dividida en tres conjuntos disjuntos. El primero
contiene a todos aquellos que tienen como submodelo a un modelo aceptado, por lo que
son considerados consistentes con los datos. Este conjunto es llamado conjunto de modelos
de´bilmente aceptados. El otro conjunto contiene a todos los que son submodelos de uno
rechazado; es decir, son inconsistentes con los datos. Este es el conjunto de los modelos
de´bilmente rechazados. El u´ltimo de los conjuntos contiene a los modelos que todav´ıa no
han sido clasificados. Este es el conjunto de los modelos indeterminados.
El proceso termina cuando el conjunto de los modelos indeterminados queda vac´ıo.
Al final del proceso de bu´squeda, se obtiene un listado de modelos minimales aceptados,
donde todos son factibles. Con esto, el investigador tiene ma´s opciones para escoger el
modelo apropiado segu´n el problema que este´ resolviendo.
Aunque mediante el criterio de coherencia se agiliza la bu´squeda, el me´todo en general
es algo lento debido a que considera en la bu´squeda una gran cantidad de modelos, muchos
de los cuales no se pueden descomponer.
3.5 Comparacio´n entre los me´todos
Como se puede apreciar, todos los me´todos de seleccio´n de modelos expuestos anterior-
mente tienen como objetivo comu´n encontrar modelos sencillos consistentes con los datos.
Sin embargo, su diferencia estriba en el hecho que no utilizan los mismos algoritmos de
bu´squeda ni el mismo criterio para determinar la consistencia con los datos. Debido a
esto, no necesariamente se selecciona el mismo modelo aplicando los diferentes me´todos.
Una caracter´ıstica que hace poco apreciado el me´todo de seleccio´n hacia adelante es
que, en determinadas ocasiones, se escoge un modelo que realmente no se ajusta a los
datos.
El me´todo de seleccio´n hacia atra´s no tiene esta desventaja, pues, al trabajar sobre
modelos consistentes con los datos, siempre se garantiza la seleccio´n de un modelo que se
ajusta; aunque puede resultar excesivamente complejo.
En la seleccio´n automa´tica EH se utilizan pruebas de bondad de ajuste global ma´s que
pruebas entre modelos sucesivos y se pueden seleccionar varios modelos.
Cuando se seleccionan varios modelos, las interpretaciones de los mismos pueden diferir.
Entonces se hace dif´ıcil la seleccio´n de uno para explicar el problema, a menos que se utilice
conocimiento sustantivo. Cuando no tiene sentido hablar de un u´nico modelo, se prefiere
mencionar el conjunto de modelos posibles.
De modo general, no se puede decir que un me´todo sea mejor que otro. En todo
caso hay que estar conscientes de la envergadura del problema que se investiga para tener
nocio´n del tipo de modelo que se necesita para la explicacio´n del problema.
3.6 Estrategia para la seleccio´n de modelos
Cuando el costo computacional no es relevante, debe tenerse en cuenta los siguientes
principios:
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1. No debe utilizarse un u´nico me´todo de seleccio´n automa´tica.
2. Cuando los diferentes me´todos coinciden, el modelo seleccionado es un buen can-
didato.
3. Cuando se ajustan modelos diferentes, se debe mencionar el conjunto de modelos
posibles e interpretarlos haciendo e´nfasis en sus similitudes y diferencias.
4. Se pueden hacer combinaciones de me´todos; por ejemplo: considerar como modelo
mı´nimo en la seleccio´n automa´tica EH al modelo que resulta en el paso hacia atra´s
del me´todo de seleccio´n en dos pasos.
Estos principios, de hecho, constituyen una estrategia de trabajo para cada tipo de
problema particular. Es conveniente, comenzar la bu´squeda en la clase de modelos que se
pueden descomponer; si no es suficiente, pasar a la clase de los modelos gra´ficos discretos,
luego a la de modelos jera´rquicos loglineales y por u´ltimo a la de modelos loglineales de
interaccio´n.
En otro tipo de problemas, donde se tienen muchas variables y no se busca un modelo
con fines explicativos sino, por ejemplo, para generar datos como parte de algoritmos
ma´s complejos, se recomienda trabajar u´nicamente con la clase de modelos que se pueden
descomponer.
4 Ejemplo: factores de riesgo de enfermedades coronarias
En este ep´ıgrafe, (para comparar los diferentes me´todos de seleccio´n de modelos gra´ficos)
se utiliza un ejemplo de la literatura, [20], [7]. Se empleo´ el paquete de programas MIM
[7]. En todos los casos se utilizo´ un nivel de significacio´n α = 0.05.
Este ejemplo consiste en una tabla de contingencia en la cual se cruzan seis variables
catego´ricas que se consideran factores de riesgo para enfermedades del corazo´n. Los datos
provienen de un estudio prospectivo hecho en Checoslovaquia a una muestra de 1841
empleados de una fa´brica de automo´viles. En la tabla 2 se muestran los valores observados.
Las variables que se midieron son las siguientes:
A: fumador (s´ı, no)
B: trabajo mental extenuante (s´ı, no)
C: trabajo f´ısico extenuante (s´ı, no)
D: presio´n sangu´ınea (< 140, > 140)
E: razo´n de lipoprote´ınas (< 3, > 3)
F : antecedentes familiares (s´ı, no)
En la tabla 3 se muestran los resultados obtenidos con cada uno de los me´todos con-
siderados; a saber: seleccio´n hacia atra´s, seleccio´n hacia adelante, me´todo automa´tico EH
y seleccio´n en dos pasos.
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B No Si
F E D C A No Si No Si
No
< 3
< 140
No 44 40 112 67
S´ı 129 149 12 23
> 140
No 35 12 80 33
S´ı 109 67 7 9
> 3
< 140
No 23 32 70 66
S´ı 50 80 7 13
> 140
No 24 25 73 57
S´ı 51 63 7 16
Si
< 3
< 140
No 5 7 21 9
S´ı 9 17 1 4
> 140
No 4 3 11 8
S´ı 14 17 5 2
> 3
< 140
No 7 3 14 14
S´ı 9 16 2 3
> 140
No 4 0 13 11
Si 5 14 4 4
Tabla 2: Ver Tabla 8.5.1, pa´gina 261, Whittaker (1990).
Me´todos de Modelo G2 Grados de p
Seleccio´n seleccionado libertad
Hacia Atra´s ADE,ACE,ABC,BF 51.3587 46 0.2718
Hacia Adelante AC,BC,BE,DE,BF 95.0341 52 0.0003
Automa´tico ADE,ACE,BC,F 62.0779 49 0.0994
EH ADE,AC,BC,BE,F 63.0128 50 0.1023
En dos pasos ACE,ADE,BC,BF 57.3463 48 0.1672
Tabla 3: Modelos seleccionados para los datos de la tabla 2.
Como se puede observar, los me´todos no dan como resultado el mismo modelo. Por
esta razo´n se hace necesario un ana´lisis para escoger el, o los modelos ma´s adecuados.
En primer lugar, el modelo que se obtiene con el me´todo de seleccio´n hacia adelante
no se ajusta a los datos. Esto implica que no tiene sentido utilizarlo para analizar la
asociacio´n existente entre las variables.
El segundo modelo, que se ajusta mediante el me´todo de seleccio´n automa´tica EH
(ADE, AC, BC, BE, F ), no se puede descomponer. Esto se ve fa´cilmente a partir
del criterio que asegura que un modelo se puede descomponer si y so´lo si su grafo es
triangulado. En la figura 1 aparece el grafo de independencia asociado a este modelo. Se
observa la existencia de un ciclo sin cuerdas de longitud cuatro: A, C, B, E, A. Por
razones de facilidad de interpretacio´n se decidio´ descartarlo tambie´n.
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Figura 1: Grafo de independencia del modelo ADE,AC,BC,BE,F .
Modelos Modelos G2 Grados de P
Colapsados Libertad
ADE,ACE,ABC,BF ADE,ACE,ABC 14.1672 16 0.5863
ADE,ACE,BC,F ADE,ACE,BC 20.1549 18 0.3242
ADE,ACE,BC,BF ADE,ACE,BC 20.1549 18 0.3242
Tabla 4: Modelos resultantes de eliminar la variable F de los modelos de la tabla 3.
Los restantes modelos que quedan por analizar, se pueden descomponer y ofrecen un
buen ajuste. En las figuras 2, 3 y 4 se muestran los grafos de independencia correspon-
dientes.
Obse´rvese que la estructura de independencia condicional de cada uno de ellos es muy
similar. En primer lugar, en los tres casos aparecen los generadores ADE y ACE. Por
otro lado, los tres modelos son colapsables sobre el conjunto formado por las variables
{A,B,C,D,E}. Esto se debe a que F es independiente del resto de las variables en un
caso (figura 3) y, en los otros dos, F es condicionalmente independiente del resto de las
variables dado B; por lo que en todos lo casos se cumple que bd (F ) es completo. La
consecuencia pra´ctica es que se puede reducir el ana´lisis a la tabla marginal resultante.
Esto se puede hacer de dos maneras: marginalizando los modelos ya ajustados o eliminando
la variable F y repitiendo el proceso de seleccio´n de modelos. El primer procedimiento esta´
completamente justificado por la teor´ıa. El segundo resulta de la experiencia de que no
hay un u´nico modelo factible, aunado a las facilidades que dan los paquetes de programas
y al cara´cter exploratorio inicial de este tipo de ana´lisis.
En la tabla 4 aparecen los modelos que se obtienen de eliminar la variable F .
Los dos u´ltimos modelos coinciden y adema´s son casos particulares del primer modelo.
Como no hay mucha diferencia en el ajuste de ambos modelos, seleccionamos el ma´s
sencillo: ADE,ACE,BC.
En la tabla 5 se muestran los resultados obtenidos con la tabla marginal resultante de
eliminar la variable F
El ana´lisis en este caso es similar al de la tabla 3. Aqu´ı se obtiene el mismo modelo
(ADE, ACE ,BC.) En la figura 5 se muestra el grafo asociado.
Utilizando las propiedades de Markov, se puede deducir la estructura de independencia
condicional del modelo seleccionado:
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Figura 2: Grafo de independencia del modelo ADE, ACE, ABC, BF .
Figura 3: Grafo de independencia del modelo ADE,ACE,BC,F .
Figura 4: Grafo de independencia del modelo ADE,ACE,BC,BF .
Me´todos de Modelo G2 Grados de p
Seleccio´n Seleccionado Libertad
Hacia atra´s ADE,ACE,BCE 13.72 16 0.6192
Hacia adelante DE,BE,BC,AC 57.84 22 0.0000
Automa´tico ACE,ADE,BC 20.15 18 0.3242
EH ADE,AC,BC,BE 21.09 19 0.3319
En dos pasos ACE,ADE,BC 20.15 18 0.3242
Tabla 5: Modelos seleccionados con cada me´todo para los datos de la tabla Marginal
(quitando la variable F ).
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Figura 5: Grafo de independencia del modelo ADE,ACE,BC.
• B⊥/{A,D,E}/C
• C⊥D/{E,A}
En resumen, el trabajo mental (B) es condicionalmente independiente del ha´bito de
fumar (A), la presio´n (D) y la razo´n de liproprote´ınas (E) dado el trabajo f´ısico (C).
Adema´s, el trabajo f´ısico es condicionalmente independiente de la presio´n sangu´ınea dados
el ha´bito de fumar y la razo´n de lipoprote´ınas. Si se quisiera predecir la presio´n sangu´ınea
a partir de los dema´s factores de riesgo, so´lo ser´ıan necesarios el ha´bito de fumar y la razo´n
de lipoprote´ınas.
Este es un caso en el que los diferentes me´todos de seleccio´n no coinciden, como sucede
frecuentemente en la pra´ctica. Por esta razo´n, cuando el costo computacional no es lo
ma´s importante, se recomienda probar con los diferentes me´todos disponibles para que el
ana´lisis de los resultados sea ma´s completo.
5 Conclusiones
La importancia fundamental de los modelos gra´ficos discretos esta´ dada por las posibili-
dades de interpretacio´n que brindan, pues como existe una relacio´n biun´ıvoca entre ellos
y el grafo de independencia asociado, se facilita la interpretacio´n de los mismos utilizando
las propiedades de Markov e identificando las propiedades de colapsabilidad y de poderse
descomponer.
No puede decirse de manera absoluta que ninguno de los me´todos de seleccio´n de
modelos gra´ficos estudiados sea el mejor para el tratamiento de tablas de contingencia no
estructuradas. En este trabajo se formulo´ una estrategia general que debe ser adaptada a
cada caso concreto.
La estrategia propuesta tambie´n puede servir como una etapa inicial en la bu´squeda
de un modelo ma´s complejo, ya sea en la clase de los modelos jera´rquicos loglineales, o la
de los modelos jera´rquicos de interaccio´n.
En otro tipo de problemas, donde se tienen muchas variables y no se busca un modelo
con fines explicativos sino, por ejemplo, para generar datos como parte de algoritmos
ma´s complejos, se recomienda trabajar u´nicamente con la clase de modelos que se pueden
descomponer.
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