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Abstract. It is shown in ”SIAM J. Sci. Comput. 39 (2017):B424-B441” that free-form curves
used in computer aided geometric design can usually be represented as the solutions of linear dif-
ferential systems and points and derivatives on the curves can be evaluated dynamically by solving
the differential systems numerically. In this paper we present an even more robust and efficient algo-
rithm for dynamic evaluation of exponential polynomial curves and surfaces. Based on properties that
spaces spanned by general exponential polynomials are translation invariant and polynomial spaces
are invariant with respect to a linear transformation of the parameter, the transformation matrices
between bases with or without translated or linearly transformed parameters are explicitly computed.
Points on curves or surfaces with equal or changing parameter steps can then be evaluated dynam-
ically from a start point using a pre-computed matrix. Like former dynamic evaluation algorithms,
the newly proposed approach needs only arithmetic operations for evaluating exponential polynomial
curves and surfaces. Unlike conventional numerical methods that solve a linear differential system,
the new method can give robust and accurate evaluation results for any chosen parameter steps.
Basis transformation technique also enables dynamic evaluation of polynomial curves with changing
parameter steps using a constant matrix, which reduces time costs significantly than computing each
point individually by classical algorithms.
Key words. curves and surfaces, linear differential operator, exponential polynomial, dynamic
evaluation, basis transformation
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1. Introduction. The exponential polynomials that lie in the null spaces of con-
stant coefficient linear differential operators have nice properties and they have often
been used for the construction of curves and surfaces in the fields of CAGD (com-
puter aided geometric design) [1, 9, 12]. The frequently used exponential polynomials
are polynomials, trigonometric functions, hyperbolic functions or their mixtures. Be-
sides polynomial curves and surfaces, typical curves and surfaces such as ellipses,
cycloids, involutes, helices, etc. can be represented by exponential polynomials ex-
actly [17, 21, 24, 32]. By choosing a proper parameter interval, normalized B-bases
that are useful for optimal shape design can be obtained from the exponential poly-
nomials [5, 18, 25, 27]. Algebraic trigonometric polynomials can be used to define
curves intrinsically or design curves with Pythagorean hodographs [29, 23, 22].
Many algorithms have been given in the literature to evaluate polynomial curves
and surfaces. The de Casteljau algorithm or the rational de Casteljau algorithm can be
employed to robustly evaluate single points on Be´zier or rational Be´zier curves [9, 6].
The Horner algorithm, the VS algorithm, et al. can be used to evaluate polynomial or
Be´zier curves with even lower complexity [7, 3]. If for rendering or machining purposes,
sequences of points have to be evaluated in an efficient way [8, 10]. Particularly, the
forward differencing approaches have been successfully employed for fast rendering of
Be´zier or NURBS (Non-Uniform Rational B-spline) curves and surfaces [15, 16].
Differently from polynomial curves and surfaces that can be evaluated by arith-
metic operations, points on curves and surfaces which are constructed by transcen-
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dental functions or mixtures of polynomials and transcendental functions have to
be evaluated by inquiring pre-computed special function tables or loading special
mathematical libraries. Though this seems feasible for many modern computing ma-
chines [13, 20], evaluating general exponential polynomial curves and surfaces by only
arithmetic operations without any pre-computed tables or special math library can
have its own advantages. Particularly, the speed and efficiency of evaluation play
important roles in the fields of CNC machining and interactive rendering.
Recently, we have shown that free-form curves defined in various spaces in CAGD
are the solutions of linear differential systems and points and derivatives on the curves
can be obtained by solving the linear differential systems numerically [31]. Particu-
larly, when the parameter step is fixed, points on a free-form curve can be evaluated
dynamically by multiplying a pre-computed constant matrix with prior points. Iso-
parameter curves on a surface can also be dynamically evaluated by establishing a
linear differential system for each iso-parameter curve. The method is simple and uni-
versal and points on polynomial as well as transcendental curves and surfaces can be
evaluated with only arithmetic operations. However, the evaluation accuracy varies
much when the differential systems have been solved by different numerical methods
or the parameter step has been chosen different values. If the constant matrix for
dynamic evaluation is given by the exponential of the coefficient matrix of a linear
differential system, careful attention should be paid for robust computation of the
matrix [19].
Instead of solving linear differential systems numerically, in this paper we de-
rive the constant matrices for dynamic evaluation of curves and surfaces using basis
transformation. This is based on the fact that spaces spanned by the exponential
polynomial basis are invariant with respect to the translation of the parameter while
curves and surfaces used for CAGD are usually constructed by exponential poly-
nomials. By using identities of exponential polynomials, we compute explicitly the
transformation matrices between bases with or without the translation of the param-
eter. Combined with control points, a constant matrix for evaluating points on an
exponential polynomial curve with equal parameter steps is derived. It is also noticed
that a polynomial space of degree no more than a given number is even invariant with
respect to any linear transformation of the parameter. The matrix for polynomial
basis transformation can then be used to evaluate points on polynomial curves with
changing parameter steps. Based on basis transformation, a family of surface curves
with various iso-parameters can be evaluated dynamically using a single matrix and
surface curves with skew parametrization can also be evaluated dynamically with a
pre-computed constant matrix.
The rest of the paper is structured as follows. In Section 2 we present explicit for-
mulae for computing basis transformation for exponential polynomials. In Section 3
robust algorithm for evaluating points on general exponential polynomial curves with a
fixed parameter step, dynamic algorithm for evaluating polynomial curves with chang-
ing parameter steps, and dynamic algorithms for evaluating iso-parameter curves on
surfaces or surface curves with skew parametrization will be given. Examples and
comparisons with some known methods for curve and surface evaluation are given in
Section 4. Section 5 concludes the paper with a brief summary of our work.
2. Basis transformation for spaces composed of exponential polynomi-
als. As parametric curves and surfaces are usually defined by basis functions together
with coefficients or control points, a parametric curve or surface can then be evaluated
efficiently by exploring distinguished properties of the basis. This section presents ex-
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plicit transformation formulae for exponential polynomial basis which will be used for
robust and efficient curve or surface evaluation in next section.
2.1. Spaces spanned by exponential polynomials. Suppose that a linear
differential operator L with constant coefficients is given by
L =
(
d
dt
− λ0
)
· · ·
(
d
dt
− λn
)
,
where λi ∈ C, i = 0, 1, . . . , n, and Λ = {λ0, λ1, . . . , λn} is closed under conjugation.
A function f(t) that satisfies Lf(t) = 0 is referred an exponential polynomial. Let
Ω be the null space of the linear differential operator. From the knowledge of dif-
ferential equation [2] we know that Ω = span{φ0(t), φ1(t), . . . , φn(t)}, where φi(t),
i = 0, 1, . . . , n, are the basis functions of the space. Based on the definition of expo-
nential polynomials we have the following proposition.
Proposition 1. Suppose that L is a constant coefficient linear differential oper-
ator and Ω is the null space of the operator. Let h be an arbitrary given real number.
If function f(t) satisfies Lf(t) = 0, it yields that f ′(t) ∈ Ω and f(t+ h) ∈ Ω.
Proposition 1 states that the null space of a linear differential operator is closed
with respect to a differentiation and the space is also invariant with respect to any
translation of the parameter.
Before deriving formulae for basis transformation, we present the definition of
union or product of two sets of bases. Assume Φa(t) = (a0(t), a1(t), . . . , an(t))
T
and
Φb(t) = (b0(t), b1(t), . . . , bm(t))
T
, where the capital ’T’ means the transpose of a vector
or matrix. The (ordered) union of Φa(t) and Φb(t) is given by
(1) Φa(t) unionsq Φb(t) = (a0(t), . . . , an(t), b0(t), . . . , bm(t))T .
Let a(t)Φb(t) = (a(t)b0(t), . . . , a(t)bm(t))
T
. The product of Φa(t) and Φb(t) is ob-
tained as
(2) Φa(t)⊗ Φb(t) = unionsqni=0ai(t)Φb(t).
Just like the precedence of ’×’ over ’+’, we assume the operation ’⊗’ has precedence
over ’unionsq’. Thus, Φ1(t)unionsqΦ2(t)⊗Φ3(t) has the same meaning as Φ1(t)unionsq (Φ2(t)⊗Φ3(t)).
Proposition 2. Suppose spaces spanned by basis Φa(t) or Φb(t) are closed with
respect to a differentiation. Then, spaces spanned by the union Φa(t)unionsqΦb(t) or by the
product Φa(t)⊗ Φb(t) are also closed with respect to a differentiation.
Proof. Because spaces spanned by Φa(t) or Φb(t) are closed with respect to a
differentiation, there exist matrix A of order n+ 1 and matrix B of order m+ 1 such
that Φ′a(t) = AΦa(t) and Φ
′
b(t) = BΦb(t). Then, the derivative of Φa(t) unionsq Φb(t) can
be computed as
d
dt
(Φa(t) unionsq Φb(t)) = diag(A,B)(Φa(t) unionsq Φb(t)),
where diag(A,B) =
(
A 0
0 B
)
. Let In+1 and Im+1 be the identity matrices of order
n+ 1 or order m+ 1, respectively. The derivative of Φa(t)⊗ Φb(t) is computed by
d
dt (Φa(t)⊗ Φb(t)) = Φ′a(t)⊗ Φb(t) + Φa(t)⊗ Φ′b(t)
= (A⊗ Im+1)(Φa(t)⊗ Φb(t)) + (In+1 ⊗B)(Φa(t)⊗ Φb(t))
= (A⊗ Im+1 + In+1 ⊗B)(Φa(t)⊗ Φb(t)).
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Therefore, the spaces spanned by Φa(t) unionsq Φb(t) or by Φa(t) ⊗ Φb(t) are also closed
under differentiation. This completes the proof.
In the following we assume that the basis functions are real. Particularly, we
assume that the bases are obtained by unions or products of a few elementary ba-
sis vectors. Let Un(t) = (1, t, t
2, . . . , tn)T , V (t) = (cos(t), sin(t))T and W (t) =
(cosh(t), sinh(t))T . The basis functions for free-form curves and surfaces in CAGD can
usually be obtained by recursive compositions or tensor products of the elementary
bases. Several popular basis vectors for construction of free-form curves and surfaces
in CAGD and their elementary decomposition can be found in Table 1.
Table 1
Basis vectors and their elementary decompositions.
Basis vector Elementary decomposition
(1, t, cos t, sin t)T [32] U1(t) unionsq V (t)
(1, cos t, sin t, . . . , cosnt, sinnt)T [26] U0(t) unionsq V (t) unionsq . . . unionsq V (nt)
(1, cosh t, sinh t, . . . , coshnt, sinhnt)T [28] U0(t) unionsqW (t) unionsq . . . unionsqW (nt)
(1, t, cos t, sin t, t cos t, t sin t)T [17] U1(t) unionsq U1(t)⊗ V (t)
(1, t, . . . , tn−2, cos t, sin t)T [5] Un−2(t) unionsq V (t)
(1, t, . . . , tn−2, cosh t, sinh t)T [14] Un−2(t) unionsqW (t)
(1, cosh t, sinh t, cos t, sin t)T [4] U0(t) unionsqW (t) unionsq V (t)
(1, t, . . . , tn−5, cosh t, sinh t, cos t, sin t)T [30] Un−5(t) unionsqW (t) unionsq V (t)
(1, cos t, sin t, t cos t, t sin t, . . . , tn cos t, tn sin t)T [29] U0(t) unionsq Un(t)⊗ V (t)
2.2. Transformation of general exponential polynomial basis with pa-
rameter translation. In this subsection we show that the space spanned by general
exponential polynomial basis is invariant with respect to a translation of the parame-
ter and a simple and robust method for computing the transformation matrix between
different bases will be presented.
Proposition 3. Suppose Ω = span{φ0(t), φ1(t), . . . , φn(t)} is closed with respect
to a differentiation. Let h be an arbitrary real number. It yields that Ω = span{φ0(t+
h), φ1(t+h), . . . , φn(t+h)}. Meanwhile, there exists a matrix Ch such that Φ(t+h) =
ChΦ(t).
Proof. Because φ′i(t) ∈ Ω, i = 0, 1, . . . , n, there exists a matrix A such that Φ(t)
satisfies a linear differential system
(3)
{
Φ′(t) = AΦ(t), t ∈ R.
Φ(t0) = Φ0,
From Equation (3), Φ(t) can be represented as Φ(t) = eA(t−t0)Φ0. Therefore, we have
Φ(t + h) = eAhΦ(t). Let Ch = e
Ah. Since det(Ch) 6= 0 and Φ(t) = C−1h Φ(t + h), we
have Ω = span{φ0(t+ h), φ1(t+ h), . . . , φn(t+ h)}. This proves the proposition.
Proposition 4. Suppose Ω = span{φ0(u, v), φ1(u, v), . . . , φL(u, v)} and ∂φl(u,v)∂u ∈
Ω, ∂φl(u,v)∂v ∈ Ω, l = 0, 1, . . . , L. The space Ω is invariant when parameter u or pa-
rameter v or both of the two parameters have been translated.
Proof. We first prove that the space Ω is invariant when the parameter u or v has
been translated. Let Φ(u, v) = (φ0(u, v), φ1(u, v), . . . , φL(u, v))
T . Because ∂φl(u,v)∂u ∈
Ω, l = 0, 1, . . . , L, there exists matrix A1 such that the basis vector Φ(u, v) satisfy
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∂Φ(u,v)
∂u = A1Φ(u, v). Therefore, we have Φ(u, v) = e
A1(u−u0)Φ(u0, v) for any selected
real number u0. From this expression of Φ(u, v), we have Φ(u+h1, v) = e
A1h1Φ(u, v).
By the same reason, we have ∂Φ(u,v)∂v = A2Φ(u, v) and Φ(u, v + h2) = e
A2h2Φ(u, v).
Denote Ch1u = e
A1h1 and Ch2v = e
A2h2 . Because matrices Ch1u and C
h2
v are non-
singular, it implies that both Φ(u + h1, v) and Φ(u, v + h2) are basis vectors of the
space Ω.
Now we prove that the space Ω is invariant when both parameters u and v have
been translated. In fact, Φ(u+ h1, v + h2) = C
h1
u Φ(u, v + h2) = C
h1
u C
h2
v Φ(u, v). Let
Ch1,h2u,v = C
h1
u C
h2
v . Since det(C
h1,h2
u,v ) = det(C
h1
u ) det(C
h2
v ) 6= 0, we conclude that
Φ(u+ h1, v + h2) is also the basis vector of space Ω.
Though the transformation matrices between bases with or without translation of
the parameters are defined by exponentials of constant matrices, accurate and efficient
evaluation of exponentials of matrices is not a trivial task [19]. We propose to com-
pute the transformation matrices for exponential polynomial bases with translated
parameters directly. Particularly, we derive the transformation matrices for poly-
nomials, trigonometric functions or hyperbolic functions using the identities of the
functions first and then compute the transformation matrices for even more general
basis through their elementary decompositions.
Assume Un(t), V (t) and W (t) are the basis vectors as given in Subsection 2.1.
With simple computation, the transformation for basis vector Un(t) can be obtained
as Un(t+ h) = M
h
Un
Un(t), where
MhUn =

1 0 0 · · · 0
h 1 0 · · · 0
h2 2h 1 · · · 0
...
...
...
. . .
...
hn
(
n
1
)
hn−1
(
n
2
)
hn−2 · · · 1
 .
Similarly, the transformation matrices for V (t) and W (t) are
MhV =
(
cosh − sinh
sinh cosh
)
and
MhW =
(
coshh sinhh
sinhh coshh
)
,
respectively. It yields that V (t+ h) = MhV V (t) and W (t+ h) = M
h
WW (t).
For a small parameter step h, the values of cosh, sinh, coshh and sinhh can be
computed efficiently with only arithmetic operations by Taylor expansion:
sinh = h− h33! + h
5
5! − h
7
7! +
h9
9! − h
11
11! +
h13
13! − h
15
15!
cosh = 1− h22! + h
4
4! − h
6
6! +
h8
8! − h
10
10! +
h12
12! − h
14
14! − h
16
16!
sinhh = h+ h
3
3! +
h5
5! +
h7
7! +
h9
9! +
h11
11! +
h13
13! +
h15
15!
coshh = 1 + h
2
2! +
h4
4! +
h6
6! +
h8
8! +
h10
10! +
h12
12! +
h14
14! +
h16
16!
The above expressions can be evaluated by Horner algorithm in practice. From the
definition of MhV and M
h
W we know that M
h
V = (M
h/K
V )
K and MhW = (M
h/K
W )
K . If the
parameter step h is larger than a threshold, for example 0.1, we can choose a proper
integer K and compute the elements of matrix M
h/K
V or M
h/K
W first, and then compute
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the matrix MhV or M
h
W by matrix multiplication. Similarly, transformation matrices
with other parameter steps can be computed by M2h = (Mh)2, M3h = (Mh)3, etc.
Assume the transformation matrices for Φ1(t) or Φ2(t) are M1 and M2, respec-
tively. The transformation matrix for Φ1(t) unionsq Φ2(t) can be computed as
(4) Φ1(t+ h) unionsq Φ2(t+ h) = diag(M1,M2)(Φ1(t) unionsq Φ2(t)).
The transformation matrix for Φ1(t)⊗ Φ2(t) is obtained as follows
(5) Φ1(t+ h)⊗ Φ2(t+ h) = (M1 ⊗M2)(Φ1(t)⊗ Φ2(t)),
where M1 ⊗M2 is also known as the Kronecker product of two matrices.
Similar to the product of two univariate bases, the transformation matrix for the
tensor product basis of a surface can be computed easily. Suppose that Φ(u, v) =
Φ1(u)⊗Φ2(v), Φ1(u+h1) = M1Φ1(u) and Φ2(v+h2) = M2Φ2(v), the transformation
matrix for Φ(u, v) is computed by
(6)
Φ(u+ h1, v + h2) = Φ1(u+ h1)⊗ Φ2(v + h2)
= (M1 ⊗M2)(Φ1(u)⊗ Φ2(v))
= (M1 ⊗M2)Φ(u, v).
By Equations (4), (5) and (6), the transformation matrices for even more complicated
basis will be computed accurately and robustly.
2.3. Transformation of polynomial basis with linear transformation of
the parameter. In this subsection we show that space of polynomials of degree no
more than a given number is invariant with respect to a linear transformation of the
parameter. Particularly, the transformation matrix for Bernstein basis will be given.
Proposition 5. Let Pn(t) = span{1, t, t2, . . . , tn}. The space Pn(t) is invariant
with respect to a linear transformation of the parameter.
Proof. Let Un(t) = (1, t, t
2, . . . , tn)T . Assume a0 6= 0 and a1 are real numbers.
Replacing t within Un(t) by a0t+ a1, we have Un(a0t+ a1) = CAUn(t), where
CA =

1 0 0 . . . 0
a1 a0 0 . . . 0
a21 2a0a1 a
2
0 . . . 0
...
...
...
. . .
...
an1
(
n
1
)
a0a
n−1
1
(
n
2
)
a20a
n−2
1 . . . a
n
0
 .
Because det(CA) = a
n(n+1)/2
0 6= 0, we have Un(t) = C−1A Un(a0t + a1). Therefore,
Un(a0t+ a1) is another set of basis of the space Pn(t). The proposition is proven.
Besides power basis, another popular basis used for polynomial curve and surface
modeling is Bernstein basis. We derive transformation matrix for Bernstein basis
under a linear transformation of the parameter. The transformation matrix will be
used for dynamic evaluation of Be´zier curves and surfaces with constant or changing
parameter steps.
Proposition 6. Assume ΦB(t) = (B0,n(t), B1,n(t), . . . , Bn,n(t))
T , where Bi,n(t) =
n!
i!(n−i)! t
i(1 − t)n−i, i = 0, 1, . . . , n, are Bernstein basis functions. Assume a 6= b are
real numbers. Then the basis vector satisfies
(7) ΦB((1− t)a+ tb) = CBΦB(t),
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where
CB =

c00 c01 . . . c0n
c10 c11 . . . c1n
...
...
. . .
...
cn0 cn1 . . . cnn

and ckl =
i+j=k∑
0≤i≤l,0≤j≤n−l
Bi,l(b)Bj,n−l(a), 0 ≤ k, l ≤ n.
Proof. Let e0 = (1, 0, 0, . . . , 0)
T , e1 = (0, 1, 0, . . . , 0)
T , . . ., en = (0, 0, 0, . . . , 1)
T .
The basis vector ΦB(t) can be represented as ΦB(t) =
∑n
i=0 eiBi,n(t). Assume I and
E are identity or shift operators which satisfy Iei = ei and Eei = ei+1. The basis
vector can be reformulated as ΦB(t) = [(1− t)I + tE]ne0. Then we have
ΦB((1− t)a+ tb) = {[1− (1− t)a− tb]I + [(1− t)a+ tb]E}ne0
= {[(1− a)I + aE](1− t) + [(1− b)I + bE]t}ne0
=
∑n
l=0[(1− b)I + bE]l[(1− a)I + aE]n−le0Bl,n(t)
=
∑n
l=0 qlBl,n(t),
where
ql = [(1− b)I + bE]l[(1− a)I + aE]n−le0
=
∑l
i=0E
iBi,l(b)
∑n−l
j=0E
jBj,n−l(a)e0
=
∑n
k=0
∑i+j=k
0≤i≤l,0≤j≤n−lBi,l(b)Bj,n−l(a)E
ke0
=
∑n
k=0 cklek.
As ql =
∑n
k=0 cklek = (c0l, c1l, . . . , cnl)
T , l = 0, 1, . . . , n, representing ΦB((1−t)a+tb)
in matrix form, we have
ΦB((1− t)a+ tb) = ( q0 q1 . . . qn )

B0,n(t)
B1,n(t)
...
Bn,n(t)

=

c00 c01 . . . c0n
c10 c11 . . . c1n
...
...
. . .
...
cn0 cn1 . . . cnn


B0,n(t)
B1,n(t)
...
Bn,n(t)

= CBΦB(t).
This proves the proposition.
3. Dynamic evaluation of exponential polynomial curves and surfaces.
In this section we show that curves and surfaces defined by basis and control points
can be evaluated dynamically by applying the basis transformation recursively. If a
linear differential system is available, the derivatives of the curve or surface at the
evaluated points can be obtained simultaneously.
3.1. Dynamic evaluation of exponential polynomial curves. Suppose a
free-form curve is defined by P (t) =
∑n
i=0 Piφi(t), where Pi ∈ Rd, i = 0, 1, . . . , n, are
the control points. Let Φ(t) = (φ0(t), φ1(t), . . . , φn(t))
T . The curve can be represented
as P (t) = MPΦ(t), where MP = (P0, P1, . . . , Pn) and Φ(t) is also referred as the
normal curve in Rn+1 [11]. If d < n+ 1, we first lift all control points in space Rn+1
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by adding additional coordinates as that presented in [31]. Assume the lifted curve
is X(t) =
∑n
i=0Xiφi(t), where Xi ∈ Rn+1, i = 0, 1, . . . , n. When a point on X(t)
has been evaluated, the point on P (t) will be obtained just by choosing the first few
coordinates.
Suppose that the space Ω = span{φ0(t), φ1(t), . . . , φn(t)} is closed under a differ-
entiation and the matrix MX = (X0, X1, . . . , Xn) is nonsingular. The curve X(t)
is formulated as X(t) = MXΦ(t). From Proposition 3 we know that the basis
vector satisfies Φ(t + h) = ChΦ(t). Therefore, all points on curve X(t) satisfy
X(t+ h) = MXChΦ(t). Substituting Φ(t) = M
−1
X X(t), we have X(t+ h) = MhX(t),
where Mh = MXChM
−1
X . Suppose an initial point at parameter t = t0 is known,
points with a constant time step will be computed dynamically as follows
(8)
{
X(t0) = Xorig,
X(ti) = MhX(ti−1), i = 1, 2, . . .
where ti = t0 + hi. From Equation (3) we know that Φ
′(t) = AΦ(t). Then we have
X ′(t) = AcX(t), where Ac = MXAM−1X . The derivatives at the evaluated points are
obtained as X ′(ti) = AcX(ti), X ′′(ti) = AcX ′(ti) = A2cX(ti), etc.
As discussed in Subsection 2.3 the polynomial spaces are invariant under a linear
transformation of the parameter. Points with changing parameter steps on a poly-
nomial curve can be evaluated by using a fixed iteration matrix. Assume ΦB(t) be
the basis vector as given in Proposition 6. By applying a linear transformation that
maps interval [0, 1] to [a, b], the basis vector becomes ΦB((1 − t)a + tb) = CBΦB(t).
A polynomial curve X(t) = MXΦB(t) satisfies X((1 − t)a + tb) = MBX(t), where
MB = MXCBM
−1
X . Starting from an initial point X(t0), a sequence of points on
curve X(t) will be computed by
(9) X(ti) = MBX(ti−1), i = 1, 2, . . .
where
ti = a+ (b− a)ti−1
= a+ a(b− a) + · · ·+ a(b− a)i−1 + t0(b− a)i
=
{
t0 + ia if (b− a) = 1
a 1−(b−a)
i
1−(b−a) + t0(b− a)i otherwise.
A linear differential system that represents the Be´zier curves has been given in [31].
By the differential system, the derivatives at any evaluated point on a Be´zier curve
can be obtained just by multiplying the coefficient matrix with the point.
3.2. Dynamic evaluation of exponential polynomial surfaces. Similar to
free-form curves, a bivariate surface can also be reformulated as the solution to a
linear differential system when the space spanned by the basis functions is closed
with respect to the partial differentials. Iso-parameter curves and surface curves with
skew parametrization can be computed dynamically via basis transformation.
• Dynamic evaluation of iso-curves of free-form surfaces. Suppose a
surface is given by X(u, v) =
∑L
l=0Xlφl(u, v), where Xl ∈ RL+1, l = 0, 1, . . . , L,
are the control points and φl(u, v), l = 0, 1, . . . , L, are the basis or blending func-
tions. Assume the matrix MX = (X0, X1, . . . , XL) is nonsingular and the space
Ω = span{φ0(u, v), φ1(u, v), . . . , φL(u, v)} is closed with respect to the partial dif-
ferentiations ∂∂u and
∂
∂v . Let Φ(u, v) = (φ0(u, v), φ1(u, v), . . . , φL(u, v))
T . The sur-
face is reformulated as X(u, v) = MXΦ(u, v). From Proposition 4 we know that
Φ(u + h1, v) = C
h1
u Φ(u, v) and Φ(u, v + h2) = C
h2
v Φ(u, v). Let M
h1
u = MXC
h1
u M
−1
X
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and Mh2v = MXC
h2
v M
−1
X . The iso-parameter curves or points on all u-curves or all
v-curves can be dynamically evaluated by
(10) X(u+ h1, v) = M
h1
u X(u, v)
or
(11) X(u, v + h2) = M
h2
v X(u, v).
From the proof of Proposition 4 we also know that ∂Φ(u,v)∂u = A1Φ(u, v) and
∂Φ(u,v)
∂v = A2Φ(u, v). Therefore, the derivatives of X(u, v) can be computed by
∂X(u,v)
∂u = AuX(u, v),
∂X(u,v)
∂v = AvX(u, v),
where Au = MXA1M
−1
X and Av = MXA2M
−1
X . Besides the first order derivatives,
higher order derivatives can also be computed by multiplying these two matrices
repeatedly. For example, ∂
2X(u,v)
∂u2 = A
2
uX(u, v),
∂2X(u,v)
∂u∂v = AvAuX(u, v).• Dynamic evaluation of surface curves with skew parametrization. In
addition to the iso-parameter curves, curves with skew parametrization on a surface
can satisfy differential equations and can be evaluated dynamically too. Assume
γ(t) = (u(t), v(t)) is a tangent smooth curve in the parameter domain. A surface
curve is obtained as Q(t) = X(u(t), v(t)). The derivative of the surface curve is
Q′(t) = dX(u(t),v(t))dt
= u′(t)∂X(u,v)∂u + v
′(t)∂X(u,v)∂v
= MX [u
′(t)A1 + v′(t)A2]Φ(u(t), v(t)).
Substituting Φ(u(t), v(t)) = M−1X X(u(t), v(t)) into above equation, we have
(12)
{
Q′(t) = AγQ(t), t ∈ [α, β],
Q(α) = X(u(α), v(α)),
where Aγ = MX [u
′(t)A1 + v′(t)A2]M−1X . In particular, if u(t) and v(t) are linear
functions, i.e., u(t) = u0 + δ(t− α) and v(t) = v0 + η(t− α), it yields that u′(t) = δ,
v′(t) = η, and Aγ is a constant matrix.
Assume u(t) and v(t) are linear functions, we evaluate a sequence of points on
curve Q(t) = X(u(t), v(t)) by basis transformation. Suppose that the point Q(ti) =
X(ui, vi) is known, we compute Q(ti + h) as follows
(13)
Q(ti + h) = X(ui + δh, vi + ηh)
= MXΦ(ui + δh, vi + ηh)
= MXC
δh,ηh
u,v Φ(ui, vi)
= MXC
δh,ηh
u,v M
−1
X Q(ti)
= Mδh,ηhu,v Q(ti),
where Cδh,ηhu,v = C
δh
u C
ηh
v is the basis transformation matrix as defined in Proposition 4.
When the matrices Cδh,ηhu,v and M
δh,ηh
u,v = MXC
δh,ηh
u,v M
−1
X have been obtained, points
and derivatives of the curve Q(t) will be evaluated dynamically by Equations (13)
and (12).
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3.3. Evaluation of curves and surfaces with combined parameter steps.
For efficiency of rendering and machining, points on a curve or surface may be eval-
uated with non-constant or adaptive parameter steps. For polynomial curves and
surfaces, Equation (9) can be employed to evaluate points with changing parameter
steps. For general exponential curves and surfaces one may compute transformation
matrices with different parameter steps first and then compute points on curves or
surfaces using combinations of these transformation matrices.
From Proposition 3 we know that the transformation of a basis vector satisfies
Φ(t + h1 + h2) = Ch1+h2Φ(t) = Ch1Ch2Φ(t) = Ch2Ch1Φ(t). It is also verified that
the transformation matrices given by Equation (8) satisfies Mh1+h2 = Mh1Mh2 =
Mh2Mh1 . Then, if one or more points should be added within a curve segment, we can
begin with any point on the curve and compute additional points using transformation
matrices with smaller parameter steps.
A surface X(u, v) = MXΦ(u, v) can be evaluated along u-curves, v-curves, or
curves with skew parametrization using different transformation matrices. From
Proposition 4 we know that the transformation matrices for Φ(u, v) satisfy Ch1,h2u,v =
Ch1u C
h2
v = C
h2
v C
h1
u . Then the transformation matrices for surface points satisfy
Mh1,h2u,v = M
h1
u M
h2
v = M
h2
v M
h1
u . This implies that X(u + h1, v + h2) can be com-
puted by a transformation from X(u, v) directly or through intermediate points like
X(u+h1, v) or X(u, v+h2). Using combinations of matrices M
h1
u , M
h2
v and M
h1,h2
u,v ,
one can compute curves with even more complicated parameter steps on a surface.
4. Examples and comparisons. The proposed algorithm for curve and sur-
face evaluation was implemented using C++ on a laptop with Intel(R) Core(TM)
i7-4910MQ CPU@2.90GHz 2.89GHz and 8G RAM. All numbers are represented in
double precision. Comparisons between the proposed method and some known algo-
rithms will be given.
Example 1. In the first example we evaluate an intrinsically defined planar curve
r(θ) =
(
x(θ)
y(θ)
)
=
( ∫ θ
0
ρ(t) cos tdt∫ θ
0
ρ(t) sin tdt
)
(14)
where ρ(t) represents the curvature radius of a planar curve and θ is the angle between
the tangent direction of the curve and the positive direction of x-axis. Just as in [29],
we choose ρ(t) = 0.001t3− 0.06t2 + 1.5t+ 0.4. The Cartesian coordinates of the curve
are given by
r(θ) =
( −1.494
0.52
)
+
( 1.494
−0.52
)
cos θ +
( 0.52
1.494
)
sin θ
+
( −0.12
−1.494
)
θ cos θ +
( 1.494
−0.12
)
θ sin θ +
( 0.003
0.06
)
θ2 cos θ
+
( −0.06
0.003
)
θ2 sin θ +
(
0
−0.001
)
θ3 cos θ +
(
0.001
0
)
θ3 sin θ.
Just like that presented in [31], we lift the curve from R2 to R9. Assume the
lifted coefficient vectors are Xi ∈ R9, i = 0, 1, . . . , 8. The lifted curve is obtained as
X(θ) = MXΦ(θ), where MX = (X0, X1, . . . , X8) and Φ(θ) is the corresponding basis
vector. From Section 2 we know that Φ(θ) = U0(θ) unionsq U3(θ) ⊗ V (θ), where Un(θ)
and V (θ) are elementary bases as defined in Subsection 2.1. Based on Equations (4)
and (5), the transformation of the basis vector with a translated parameter step is
obtained as Φ(θ + h) = ChΦ(θ), where Ch = diag(M
h
U0
,MhU3 ⊗MhV ). Furthermore,
DYNAMIC EVALUATION VIA BASIS TRANSFORMATION 11
we compute Mh = MXChM
−1
X . By this matrix, points with a fixed parameter step h
are computed consequently according to Equation (8). When a point X(θ) has been
computed, the point r(θ) is obtained by choosing the first two coordinates.
Table 2
Maximum deviations for evaluating the intrinsically defined curve.
#points basis transformation Taylor’s method
10 4.261E-14 2.916E+1
20 5.153E-14 3.026E-1
100 1.196E-13 1.971E-5
200 2.160E-13 3.087E-7
1000 6.407E-13 1.967E-11
2000 1.467E-12 3.884E-13
10000 4.606E-12 1.125E-12
20000 3.954E-12 1.306E-11
In our experiments, we compute points on the curve that is defined on the param-
eter interval [0, 8pi]. Particularly, the start point is obtained as X(0) = X0 +X1. The
parameter step is chosen as h = 8pim when m points are to be computed on the curve.
As ρ(θ) increases when θ changes from 0 to 8pi, the deviations from the evaluated
points to the exact ones may increase too. To measure the accuracy of the proposed
evaluation method, we compute the Euclidean distance from the last evaluated point
to point r(8pi) which is computed by loading the math library. From [31] we know that
the lifted curve X(θ) satisfies a linear differential system and the points on the curve
can be evaluated by employing Taylor’s method or implicit mid-point scheme to solve
the differential system. Since the implicit mid-point scheme has only quadratic pre-
cision for solving a linear differential system, we compare the results by the proposed
method only with Taylor’s method. The maximum deviations for evaluating points
by basis transformation or by Taylor’s method with various choices of number m are
given in Table 2. From the table we can see that the evaluation accuracy by Taylor’s
method (expansion order s = 6) depends heavily on the parameter steps while the
presented basis transformation approach can always give high accuracy results for
various choices of point numbers.
Example 2. The second example is about dynamic evaluation of a Be´zier curve
with fixed or changing parameter steps.
Figure 1 illustrates a planar Be´zier curve of degree 8. To evaluate the curve by the
proposed dynamic algorithm, we lift the curve from R2 to R9. Assume the lifted Be´zier
curve is X(t) =
∑8
i=0XiBi,8(t). It can then be represented as X(t) = MXΦB(t),
where MX and ΦB(t) are the coefficient matrix or the basis vector, respectively. For
any two distinctive real numbers a and b, we compute a basis transformation matrix
CB by Equation (7) and then a curve transformation matrix MB by Equation (9).
By matrix MB we compute points in R9 and obtain points in the plane.
We first compute points by choosing X(t0) = X0, a = 0.01 and b = 1.01. The
obtained points are plotted in Figure 1(a). Because b − a = 1, a sequence of points
with a fixed forward parameter step have been obtained. By choosing a = 0.01 and
b = 1.005, a sequence of points with decreasing parameter steps have been obtained by
applying Equation (9) recursively. See Figure 1(b) for the computed points starting
from X0. Similarly, points with increasing parameter steps can be obtained when we
choose a = 0.01 and b = 1.015. See Figure 1(c) for the evaluated points. When we
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(a) (b)
(c) (d)
Fig. 1. Dynamic evaluation of a Be´zier curve with fixed or changing parameter steps. (a)
a = 0.01, b = 1.01; (b) a = 0.01, b = 1.005; (c) a = 0.01, b = 1.015; (d) a = −0.005, b = 0.99.
choose a = −0.005, b = 0.99 and X(t0) = X8, a sequence of points with decreasing
parameter steps can be computed starting from the right end point of the curve. See
Figure 1(d).
From the above results we can see that different basis transformations can lead to
different sampling speeds or directions on the curve. One can then tune the sampling
speed or sampling direction adaptively by choosing various transformation matri-
ces. Because a linear differential system can be constructed from each given Be´zier
curve [31], derivatives at the sampled points can be evaluated directly using the dif-
ferential system. As analyzed in [31], dynamic evaluation of Be´zier curves needs much
less time than evaluating points individually using classical de Casteljau algorithm,
even though both of the two algorithms have O(n2) time complexity.
Example 3. In the third example we show how to evaluate piecewise smooth
curves on a tensor product Be´zier surface by the proposed algorithm.
Assume a Be´zier surface of degree 5× 7 is given by
S(u, v) =
5∑
i=0
7∑
j=0
PijBi,5(u)Bj,7(v), (u, v) ∈ [0, 1]2,
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where Pij ∈ R3 are the control points. To evaluate points on the surface we first
reformulate the surface in matrix form
S(u, v) =
(
B0,5(u) · · · B5,5(u)
) P0,0 · · · P0,7... . . . ...
P5,0 · · · P5,7

 B0,7(v)...
B7,7(v)
 .
Let ML = (P0,0, . . . , P0,7, . . . , P5,0, . . . , P5,7), ΦBn(t) = (B0,n(t), . . . , Bn,n(t))
T and
Φ(u, v) = ΦB5(u)⊗ΦB7(v). The Be´zier surface can be further represented as S(u, v) =
MLΦ(u, v). As ML is a 3 × 48 matrix, using the technique presented in [31], we lift
the Be´zier surface from R3 to R48. Assume MX is the lifted matrix of order 48 and
Xij are the lifted control points, the lifted surface becomes X(u, v) = MXΦ(u, v).
When X(u, v) has been evaluated, the point S(u, v) is obtained by choosing the first
three coordinates of X(u, v).
To derive the matrices for dynamic evaluation of curves on the Be´zier surface, we
first compute the transformation matrices for bases ΦB5(u) and ΦB7(v). Assume the
translated parameter step is h, we choose a = h and b = 1 +h. From Equation (7) we
have the transformation matrices CB5 or CB7 for the basis ΦB5(u) or ΦB7(v). Then,
the transformation matrices for the basis Φ(u, v) with translated parameter u or v
are obtained as Chu = CB5 ⊗ I8 or Chv = I6⊗CB7 , respectively. Now, the matrices for
dynamic evaluation of points on u-curves or v-curves on the lifted surface X(u, v) with
a fixed parameter step h are obtained as Mhu = MXC
h
uM
−1
X and M
h
v = MXC
h
vM
−1
X . If
we replace the parameter step h by −h, we have matrices M−hu and M−hv for dynamic
evaluation of u-curves or v-curves in the opposite directions.
(a) (b)
Fig. 2. Dynamic evaluation of curves on a Be´zier patch: (a) the tensor-product Be´zier patch
and the evaluated points; (b) the curves generated by the evaluated points.
In our experiments, we choose h = 180 and X0,0 as the initial point for dynamic
evaluation of a piecewise smooth curve that is consisting of 33 pieces of full or partial
iso-parameter curves. Particularly, we evaluate points on u-curves with parameter
step h, v-curves with parameter step h, u-curves with parameter step −h and v-curves
with parameter step −h, alternately. Assume the curve segments are numbered as
j = 0, 1, . . . , 32. The point number for each curve segment is chosen as mj = 80− 5×
[(j − 1)/2], where [(j − 1)/2] means the integer part of a real number. When points
on a specified curve segment have been evaluated, the obtained last point is chosen
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as the start point for dynamic evaluation of next curve segment. See Figure 2(a) for
the evaluated points and Figure 2(b) for the obtained piecewise curve. We note that
the lastly evaluated point by the proposed technique is corresponding to the center
of the surface. Assume the distance between two corner control points P0,0 and P5,7
is 1. The absolute error between the last point obtained by the proposed algorithm
and S(0.5, 0.5) computed by conventional de Casteljau algorithm is 7.931× 10−13.
Example 4. In the fourth example we evaluate a family of iso-parameter curves
on a helicoidal patch. Suppose the surface patch is given by
(15)
 x(u, v) = (2 + u) cos v,y(u, v) = (2 + u) sin v, (u, v) ∈ [0, 2]× [0, 4pi].
z(u, v) = v,
Let Φ(u, v) = (1, v, cos v, sin v, u cos v, u sin v)T . It is easily verified that the space
spanned by the basis Φ(u, v) is closed with respect to partial differentiations ∂∂u and
∂
∂v . To evaluate the surface by the dynamic algorithm, we lift the surface from R
3 to
R6 by adding three more coordinates to the coefficients. The lifted surface represented
in matrix form is
X(u, v) =

0 0 2 0 1 0
0 0 0 2 0 1
0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1


1
v
cos v
sin v
u cos v
u sin v
 .
Denote the coefficient matrix of X(u, v) as MX . It yields that X(u, v) = MXΦ(u, v).
When X(u, v) has been evaluated, the point (x(u, v), y(u, v), z(u, v)) is obtained by
choosing the first three coordinates.
(a) (b) (c)
Fig. 3. Dynamic evaluation of a set of iso-parameter curves on the helicoid patch. The results
are obtained by (a)10, (b)120 or (c)200 steps of evaluation.
Because the basis vector Φ(u, v) can be decomposed as Φ(u, v) = U1(v)unionsqU1(u)⊗
V (v), the transformation matrix for the basis vector Φ(u, v) with respect to the trans-
lation of parameter v is obtained as Chv = diag(M
h
U1
, I2 ⊗MhV ). Because det(MX) =
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−4 6= 0, we compute a transformation matrix as Mhv = MXChvM−1X . The points on
any surface curve with a fixed parameter u are then computed by
(16)

X(u, v + h) = MhvX(u, v),
X(u, 0) =

2 + u
0
0
1
u
0
 , u ∈ [0, 2].
According to Equation (16), points on a family of v-curves on the surface are obtained
iteratively starting from a set of points on the boundary line. Figure 3 illustrates the
evaluated results after 10, 120 or 200 steps of evaluation, where u = 0, 0.2, 0.4, . . . , 2
and the parameter step is chosen as h = 4pi200 .
Example 5. Lastly, we evaluate curves with skew parametrization on a Dupin-
Cyclide. Let a = 6, b = 4
√
2, c = 2 and µ = 3. The Cartesian coordinates of a
Dupin-Cyclide are given by [24]
(17)

x(u, v) = x1(u,v)x4(u,v) ,
y(u, v) = x2(u,v)x4(u,v) , (u, v) ∈ [0, 2pi]2,
z(u, v) = x3(u,v)x4(u,v) ,
where 
x1(u, v) = µ(c− a cosu cos v) + b2 cosu,
x2(u, v) = b sinu(a− µ cos v),
x3(u, v) = b sin v(c cosu− µ),
x4(u, v) = a− c cosu cos v.
To evaluate the Cartesian coordinates of the surface, we should compute the homo-
geneous coordinates first. Let
MH =

µc 0 0 0 0 0 b2 0 −µa
0 0 0 ab 0 −µb 0 0 0
0 −µb 0 0 0 0 0 bc 0
a 0 0 0 0 0 0 0 −c
 ,
and Φ(u, v) = (1, sin v, cos v, sinu, sinu sin v, sinu cos v, cosu, cosu sin v, cosu cos v)T .
The homogeneous coordinates of the surface are represented asXH(u, v) = MHΦ(u, v).
To evaluate the homogeneous coordinates dynamically, we lift XH(u, v) from R4 to
R9. Assume MH = (H1, H2), where H1 and H2 are the 4 × 5, 4 × 4 sub-matrices,
respectively. Let
MX =
(
H1 H2
I5 0
)
,
where I5 is the identity matrix of order 5. The lifted homogeneous surface is obtained
as X(u, v) = MXΦ(u, v).
Let Θ(t) = (1, sin t, cos t)T . It yields that Φ(u, v) = Θ(u) ⊗ Θ(v). It is eas-
ily verified that spaces spanned by Θ(t) or Φ(u, v) are closed with respect to a
differentiation or translation of the parameters. We have Θ(t + h) = ChΘ(t) and
Φ(u+ h1, v + h2) = C
h1,h2
u,v Φ(u, v), where
Ch =
 1 0 00 cosh sinh
0 − sinh cosh

16 XUNNIAN YANG AND JIALIN HONG
and Ch1,h2u,v = Ch1 ⊗ Ch2 . As the inverse of matrix MX is
M−1X =
(
0 I5
H−12 −H−12 H1
)
,
we have X(u+h1, v+h2) = M
h1,h2
u,v X(u, v), where M
h1,h2
u,v = MXC
h1,h2
u,v M
−1
X . Starting
from any point X(u0, v0), a sequence of points on the surface will be computed by
(18)
{
X(u+ h1, v + h2) = M
h1,h2
u,v X(u, v),
X(u0, v0) = MXΦ(u0, v0).
(a) (b)
Fig. 4. Dynamic generation of piecewise curves with skew parametrization on the Dupin-
Cyclide: (a) 22 pieces; (b) 100 pieces.
In our experiments, we choose u0 = 0, v0 = pi and the start point is obtained as
the outer intersection point between the surface and the x-axis (the red arrow line) in
the positive direction; see Figure 4(a). To evaluate points on piecewise surface curves
with skew parametrization, we choose the parameter steps as h1 =
0.18pi
m and h2 =
pi
m ,
where m is the number of points that will be computed on each piece of surface curve.
By choosing m = 100, two iteration matrices Mh1,h2u,v and M
h1,−h2
u,v are computed
first. Given X(u0, v0), the points on the first piece of surface curve are computed by
Equation (18) using matrix Mh1,h2u,v . Starting from the end of first piece of curve we
compute points on the second piece using matrix Mh1,−h2u,v . We continue this process
by using Mh1,h2u,v and M
h1,−h2
u,v for evaluating odd number or even number pieces of
curves alternately. Figure 4(a) illustrates the result with 22 pieces of surface curves
while Figure 4(b) illustrates the surface curve with 100 pieces. Due to periodicity,
the last point on the 100th piece is theoretically the same as the start point of the
first one. Practically, the distance between these two points is 6.526 × 10−13 even
after 10000 times of matrix-point multiplication in the presence of truncation errors
of irrational numbers.
Numerical stability of dynamic evaluation. Since all dynamically evaluated
points on a curve or surface are computed by one or a few constant iteration matrices
and a start point, the accuracy of the constant iteration matrices play a key role for
the accuracy of the evaluated points. The results computed by the Taylor method
in Example 1 show that an inexact iteration matrix may cause deviations in the fol-
lowing evaluated points. All examples employing the basis transformation technique
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demonstrate that the new method can be used to compute the iteration matrices and
the points on curves or surfaces accurately enough.
Even the iteration matrix is accurate, the noise at the initial point can propagate
to the dynamically evaluated points. Fortunately, the propagated errors are bounded
and controlled when points on a curve segment or a surface patch are dynamically
evaluated. Suppose X(t) = MXΦ(t) is an exponential polynomial curve as defined in
Section 3.1 and a sequence of points on the curve are computed by Equation (8). If
the start point has been changed as X˜(t0) = X(t0) +Xε, the dynamically evaluated
points become
X˜(ti) = MhX˜(ti−1) = M ih(X(t0) +Xε),
where Mh = MXChM
−1
X and Ch = e
Ah are as defined in Equation (8) or Proposi-
tion 3. The error magnitude for the ith point is estimated as
||X˜(ti)−X(ti)||∞ = ||M ihXε||∞ ≤ ||MXeAihM−1X ||∞||Xε||∞
Since we compute points on a curve segment or a surface patch in practice, the pa-
rameter ih lies on a limited interval. Therefore, the norm of the matrix MXe
AihM−1X
and the noise magnitudes of the evaluated points are bounded. We have recomputed
points for above examples using start points with added noise. It is found that the
deviation magnitudes for the dynamically evaluated points are around the same or a
few times larger than the magnitudes of added noise.
5. Conclusions. This paper has presented a robust and efficient algorithm for
dynamic evaluation of free-form curves and surfaces constructed by general expo-
nential polynomials. By explicit computation of transformation matrices between
exponential polynomial bases with or without translation of the parameter, points on
curves or surfaces with equal parameter steps can be evaluated dynamically with only
arithmetic operations. The proposed technique suffers no shortcomings of classical
numerical algorithms for solving linear differential systems any more and it can be
used for accurate and stable evaluation of general exponential polynomial curves with
any parameter steps. Besides evaluating points with fixed parameter steps or fami-
lies of iso-parameter curves on surfaces, the basis transformation technique can also
be used for evaluating polynomial curves with changing parameter steps or dynamic
evaluation of skew-parameterized curves on surfaces in a simple and efficient way.
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