Abstract. In this paper, we address the issue of motion planning for the control system S R that results from the rolling without slipping nor spinning of a two dimensional Riemannian manifold M 1 onto another one M 2 . We present two procedures to tackle the motion planning problem when M 1 is a plane and M 2 a convex surface. The first approach rests on the Liouvillian character of S R . More precisely, if just one of the manifolds has a symmetry of revolution, then S R is shown to be a Liouvillian system. If, in addition, that manifold is convex and the other one is a plane, then a maximal linearizing output is explicitely computed. The second approach consists of the use of a continuation method. Even though S R admits nontrivial abnormal extremals, we are still able to successfully apply the continuation method if M 2 admits a stable periodic geodesic.
Introduction
In this paper, we study the rolling without slipping nor spinning of a two dimensional Riemannian manifold M 1 onto another one M 2 . This is a classical problem in mechanics with several applications in robotics and it is usually assumed that M 1 and M 2 are embedded surfaces in R 3 , cf. [21] , [24] and references therein. Let us mention an important particular case: when M 1 is an Euclidean plane and M 2 is the unit sphere, the rolling problem is called the plate-ball problem. Recently, active research focused around two central issues of control theory, the controllability question and the motion planning problem (MPP for short) (cf. [21] for references). Recall that a control system S is said to be completely controllable (CC) if any pair of points of its state space can be joined by an admissible trajectory of S. On the other hand, the MPP is the problem of finding a procedure that, for every pair ð p; qÞ of the state space of a control system S, e¤ectively produces a control u p; q giving rise to an admissible trajectory steering p to q.
Marigo and Bicchi, in [21] , provide su‰cient geometric conditions on the surfaces M 1 and M 2 in order to ensure complete controllability. Jurdjevic, however, adopts in [15] , a more intrinsic approach of the rolling problem in order to study the time-optimal control aspect of the plate-ball problem. Rather than embedding the plane M 1 and the unit sphere M 2 in R 3 , he formulates the plate-ball problem as a left-invariant control system S R over the Lie group SOð3Þ Â R 2 . The most spectacular result of Jurdjevic's paper [15] is probably the fact that time-optimal trajectories of the center of the unit sphere are solutions to the Euler elastica problem. In [5] , Bryant and Hsu consider the general rolling problem as an example of a rank-two distribution on a five-dimensional manifold obtained as the quotient of a six-dimensional fiber bundle by an SOð2Þ-action. Then, in [2] , Agrachev and Sachkov, in the spirit of Jurdjevic, proved that for general two-dimensional Riemannian manifolds M 1 and M 2 , the control system S R is CC if and only if M 1 and M 2 are not isometric. In [17] , Kiss, Lévine and Lantos address the motion planning problem of rigid bodies and provide a classification according to the dimension, the number of fingers manipulating the bodies, the model type (dynamic or kinematic) and their structural properties (flat or Liouvillian). In the present paper, we start with a complete and precise definition of S R as a 4-tuple ðROðM 1 ; M 2 Þ; R 2 ; D; AdÞ where the state space ROðM 1 ; M 2 Þ is a five dimensional manifold, R 2 is the control space, the distribution D is a C y assignment p 7 ! Dð pÞ of rank two and Ad is the set of admissible controls. In particular, we obtain the state space ROðM 1 ; M 2 Þ as a circle bundle over M 1 Â M 2 . Finally, we describe the structures of the possible reachable sets, recovering the controllability results of Agrachev and Sachkov.
The main core of the paper is devoted to the motion planning problem for S R when it is completely controllable and when M 1 is a plane and M 2 is convex. The MPP for the rolling problem is considered as an important test case because it represents the next stage of di‰culty after the class of chained systems (again see [21] for more details and complete references). Until now, the most significant result is the ingenious algorithm proposed by Li and Canny ( [19] ) when M 2 is a ball. It seems however di‰cult to generalize that algorithm to more general manifolds M 2 . In this paper, we propose two di¤erent approaches to address the MPP for convex surfaces M rolling on a plane. The first one is based on the Liouvillian character of S R . Liouvillian systems were first introduced in [7] , using the di¤erential algebra setting, as a natural extension of flat systems. We give here a new formulation, well suited for the problem under consideration, which uses the language of di‰eties and the infinite prolongation theory ( [9, 11, 12, 13, 30] ). As a matter of fact, we show that the control system S R belongs to the class of Liouvillian systems. Recall that one of the main properties of flat systems related to the MPP is the possibility to obtain, from the flat output and a finite number of its time derivatives, the system trajectories without any integration. Liouvillian systems share a similar property. Of course, since they are not flat, Liouvillian systems do not possess a flat output but a variable called partial (or maximal) linearizing output that plays a similar role. From this variable and a finite number of its time derivatives, the system trajectories can be obtained by means of a finite number of elementary integrations, called quadratures. When M 1 admits a symmetry of revolution and M 2 is a plane, we are able to compute a maximal linearizing output, which reduces the MPP to a purely algebraic problem.
Our second approach to the MPP is based on the well-known continuation method (also called homotopy method or continuous Newton's algorithm- [3] -) which goes back to Poincaré. The continuation method (CM) is often used for solving nonlinear equations of the form F ðxÞ ¼ y, where x is the unknown and F : X ! Y is surjective. The CM proceeds by starting from a value x 0 of x and its corresponding image y 0 ¼ F ðx 0 Þ, then by joining y 0 to the given y by a continuous path p and by trying to lift p to a path P so that F P ¼ p. To construct such a path P which is defined only implicitly, we may di¤erentiate F ðPðsÞÞ ¼ pðsÞ to get DF ðPðsÞÞ _ P PðsÞ ¼ _ p pðsÞ. The latter is satisfied if we can solve _ P PðsÞ ¼ PðPðsÞÞ _ p pðsÞ where PðxÞ is a right inverse of DF ðxÞ. Therefore, solving F ðxÞ ¼ y amounts to first show that PðPðsÞÞ exists (for instance if DF ðPðsÞÞ is surjective) and second to prove that the ODE in X, _ P PðsÞ ¼ PðPðsÞÞ _ p pðsÞ, (also called the Wazewski equation- [29] -) admits a global solution. The singularities of F, i.e., x A X for which DF ðxÞ is not surjective, are therefore expected to cause di‰culties. In the context of the MPP, the CM was introduced in [28] and developed in [8] . The map F is now an end-point map from the space of admissible inputs to the state space. Its singularities are exactly the abnormal extremals of the sub-Riemannian metric induced by the dynamics of the system, which are usually a major obstacle for the CM to apply e‰ciently to the MPP (cf. [8] ). In the case of S R , the distribution D admits non trivial abnormal extremals and their projections on the state space are the horizontal geodesics of ROðM 1 ; M 2 Þ. However, if M 1 is a plane and M 2 is compact and satisfies a mild extra condition (existence of a stable periodic geodesic), we show that the CM provides complete answers to the MPP.
The balance of this paper is organized as follows. In section 2, the control system S R is introduced and studied. Section 3 contains the Liouvillian approach of the MPP for the rolling problem and finally in the fourth section, we tackle the MPP using the continuation method.
2 Notations and first properties of the control system 2.1 Definition of the state space All manifolds considered hereafter are two-dimensional, connected, oriented C y Riemannian manifolds. We also assume the manifolds to be complete in the sense of the Hopf-Rinow theorem (cf. [25] ). We call convex surface such a manifold M if in addition it is simply connected and of positive curvature K. A classical result states that M can be embedded as a convex surface in R 3 (cf. [18] ). If P is a matrix, we use P T , and trðPÞ respectively to denote the transpose of P, and the trace of P respectively. For c A S 1 , we use R c to denote the rotation of angle c and ðe i Þ i¼1;...; 5 to denote the canonical basis of R 5 .
Let M be a manifold and fU a ; j a g a A A an atlas on M. 
The fiber is SOð2Þ Â SOð2Þ and the Lie group that acts on it is SOð2Þ Â SOð2Þ.
The group SOð2Þ acts on OðM 1 ; M 2 Þ as the diagonal of the action of SOð2Þ Â SOð2Þ on OðM 1 ; M 2 Þ. Let us denote dg this action, which is acting without fixed point. We take the quotient of OðM 1 ; M 2 Þ by dg and obtain a manifold of dimension 5. We use
Since SOð2Þ is commutative, the manifold ROðM 1 ; M 2 Þ can be made to a 5-dim. fiber bundle with SOð2Þ as fiber and group bundle. We use p M 1 and p M 2 resp. to denote the canonical projections on M 1 and M 2 resp.. The Riemannian metric hÁ ; Ái at a point x ¼ ðx 1 ; x 2 ; RÞ ðR A SOð2ÞÞ is defined as follows: for v ¼ ðv 1 ; v 2 ; RsÞ (s a skewsymmetric 2 Â 2 matrix) in T x ROðM 1 ; M 2 Þ, we have We can then associate to u an admissible trajectory C starting at x. Let Ad be the set of admissible controls, i.e., the functions u : ½a; b ! R 2 which are integrable (½a; b depends on u in general). We can rewrite the above equations as follows: 
The two last equations represent a first order di¤erential system in ðc 2 ; RÞ with initial condition
Þ is a solution of the previous system and by uniqueness of the solution, ðc 2 ; RÞ is then constant and equal to ððX 2 R 0 Þ 1 ; R 0 Þ. Therefore c 2 is a geodesic of M 2 and C : and X 2 adapted to some fixed orthonormal frames of T p 1 M 1 and T p 2 M 2 . Then rolling without slipping nor spinning along a geodesic c 1 : ½0; d ! M 1 starting at p 1 produces a curve ðc 1 ; c 2 ; RÞ in ROðM 1 ; M 2 Þ with c 2 a geodesic of M 2 starting at p 2 , R being constantly equal to R 0 and there exist a 1 ; . . . ; a n with
In addition, it is clear that we can replace the word ''geodesic'' by ''once-broken geodesic''. In particular, along such a curve the relative orientation remains constant. r
We next compute some Lie bracket of the
Rewrite equation (2.8) using the fact that ROðM 1 ; M 2 Þ is a circle bundle and taking geodesic coordinates for M 1 and M 2 at p 1 and p 2 respectively. Then take R as JR c , with J :¼ diagð1; À1Þ, and consider coordinates X ¼ ðv 1 ; w 1 ; v 2 ; w 2 ; cÞ in some neighborhood of ð0; c 0 Þ in R 4 Â S 1 . The control system S R can be written as
where B and C are used to define geodesic coordinates on M 1 and M 2 respectively. Let K 1 and K 2 be the curvatures on M 1 and M 2 respectively. We get after computations that
Then we finally obtain
The situation under consideration is of particular interest for us since we will try later to solve the MPP in that context. Moreover, the control system S R presents worthnoticing features when one of the manifolds is the Euclidean plane. First remark that
It is then easy to see that taking the quotient by the action of dg simply cancels the S 1 -factor. On the other hand, the distribution D admits global C y orthonormal basis over the state space where f is the infinitesimal generator of the geodesic flow on T 1 M 2 and h is a vector field on T 1 M 2 whose integral curves are also geodesics: for a system of coordinates ðT 1 U; y; vÞ, we have
where R y stands for the rotation of angle p 2 in the S 1 -fiber above y A M 2 . Let g be the vector field of T 1 M 2 which generates the rotation of angle p 2 in the S 1 -fiber. We have the following Lie bracket relations between f ; g and h (cf. [8] ), 
On the controllability of rolling surfaces
As a consequence of equation (2.15), we recover a result proved by Agrachev and Sachkov in [2] . 
If case (ii) holds, then ½F 1 ; BF 2 ¼ 0 on RSðxÞ (where B and C are defined locally). Set x ¼ ðx 1 ; x 2 ; R 0 Þ. We prove next by a direct computation that M 1 and M 2 are locally isometric. It is enough to do it in a neighborhood of x 1 . First notice that every point x 0 A RSðxÞ in a neighborhood of x can be reached by g, the concatenation of g 1 an integral curve of F 1 and g 2 an integral curve of BF 2 . Since g 1 and g 2 are geodesics then g is a once broken geodesic. Thanks to Proposition 1, we obtain that R remains constant along g and equal to R 0 , i.e., we can take with no loss of generality c ¼ 0 for every chart. We get that, in coordinates, F 1 and BF 2 are given by
For ðv; wÞ in a neighborhood of 0, we consider the inputs ðv; 0Þ and ð0; wÞ defined for t A ½0; 1. Let u 1 and u 2 be resp. the concatenation of ð0; wÞ followed by ðv; 0Þ and ðv; 0Þ followed by ð0; wÞ resp.. Both inputs steer 0 to ðv; w; v; Àw; 0Þ. We use w 2 ðtÞ to denote the fourth coordinate of the trajectory associated to u 2 for t A ½1; 2. We easily show that We conclude that M 1 and M 2 are locally isometric with a symmetry of positive determinant. Moreover, along any admissible trajectory R remains constant. Assume that R ¼ R 0 (modulo parallel transport along trajectories of S R ). Recall that R 0 can be seen as a isometry from
. Consider now the map T : M 1 ! M 2 defined by Tðg 1 ðtÞÞ ¼ g 2 ðtÞ. Since, ðg 1 ; g 2 ; R 0 Þ belongs to RSðxÞ, the conditions of Ambrose's theorem are verified (see Theorem 5.1 in [25] ) and since M 2 is simply connected, we deduce that M 1 and M 2 are isometric. r Remark 4. In the case where the two manifolds are convex surfaces embedded in R 3 , Marigo and Bicchi give a beautiful geometric description of case (ii): each manifold is the image of the other one by the reflection with respect to the (common) tangent plane to M 1 and M 2 at the contact point and that geometric property holds during the rolling of M 2 on M 1 (cf. [21] ). Note that the previous reflection is a symmetry with determinant À1, which is di¤erent from the symmetry given in the proof above. This comes from the fact that the Marigo and Bicchi modelization embeds the rolling problem in R 3 . r
The rolling body problem is Liouvillian
The class of Liouvillian systems (cf. [7, 6] ) was recently introduced as a natural extension of di¤erential flat systems (cf. [10] ). As well as for flat systems, open loop trajectories can be obtained by a simple parameterization of a particular variable called ''the partial or maximal linearizing output'' modulo quadratures, i.e., elementary integrations. In the next subsections, we give an alternative definition to [7] of the class of Liouvillian systems and we prove that the control system (2.12) is Liouvillian when one of the two bodies admits a symmetry of revolution, e.g., Cðx; yÞ ¼ CðxÞ.
Liouvillian systems
Liouvillian systems were initially defined in the di¤erential algebra setting. We give here a new formulation using the language of di‰eties and infinite dimensional geometries. This definition is well suited to prove the Liouvillian character of the control system S R . For the sake of convenience, we first recall some facts concerning the theory of di‰eties and the Lie-Bäcklund approach to equivalence and flatness (see [9, 11, 12, 13, 30] . R is endowed with a canonical structure of a di‰ety, with global coordinate t and Cartan field q=qt;
. l : M ! R is a Lie-Bäcklund submersion such that l Ã ðq M Þ ¼ q=qt, where l Ã is the tangent mapping of l. r
The system ðF m ; R; prÞ, where pr is the natural projection mapping pr : ft; w ðnÞ i g ! t and F m a trivial di‰ety, is called a trivial system. Two systems ðM; R; lÞ and ðN; R; dÞ are said to be (di¤erentially) equivalent i¤
Ã is the dual mapping of f.
A system ðM; R; lÞ is said to be (locally) di¤erentially flat, or simply flat if it is (locally) equivalent to a trivial system. If ft; y 
The vector x represents only the complement of h (by renumbering the x i 's if needed) to form the vector x, i.e., x ¼ ðh; xÞ. 
If s S is maximal (resp. partial), i.e., D is the defect of s M , then s M is called maximal Liouvillian system (resp. partial Liouvillian system). r
According to the definition, a local section z j of TS j =TS jÀ1 is given either by
Remark 5. Notice that an arbitrary linearizing output y for s S does not necessarily give rise to a Liouvillian system. Therefore, the Liouvillian character of a system depends on the choice of y. r
The rolling problem and its motion planning
Let us consider the kinematic equations of motion of the contact point between two bodies rolling on top of each other described in geodesic coordinates by (2.12)
The above system is equivalent to the reduced system
Di¤erent situations will be considered throughout this section:
(h1) One of the two bodies has a symmetry of revolution, Cðv 2 ; w 2 Þ ¼ Cðv 2 Þ.
(h2) One of the two bodies is a plane, B 1 1, and the other has a symmetry of revolution, Cðv 2 ; w 2 Þ ¼ Cðv 2 Þ.
(h3) One of the two bodies is a plane, B 1 1, and the other is a ball, C ¼ cosðv 2 Þ. This case is often referred as the plate-ball problem.
Proposition 2. System (3.2) is not di¤erentially flat. r
Proof of Proposition 2. The proof rests on the Goursat theorem (cf. [4, 22, 23] ). As a matter of fact, a two-inputs driftless controllable system is flat if and only if it can be put under the Goursat normal form. The Pfa‰an system associated to (3.3) is generated by the one-forms ð3:4Þ
Denote by I ð0Þ the C y ðROðM 1 ; M 2 ÞÞ-module generated by fa 1 ; a 2 ; a 3 g. From I ð0Þ , the derived systems are constructed inductively as follows 
Using now relations The rank condition on the derived flag is not satisfied and it follows that (3.4) is not flat. r Lemma 1. Under the assumption (h1), system (3.2) has a defect of 1.
r Proof of Lemma 1. We only need here to exhibit a Pfa‰an system of dimension 2, with class I ð0Þ ¼ 4 (see [4] ), satisfying the conditions of the Goursat theorem (cf. [14] ). Consider the subsystem defined by (3. 3a) and (3.3c) , i.e., ð3:6Þ
Then the associated Pfa‰an system is generated by the two one-forms fa 1 ; a 2 g given by (3.4) . Denote by I ð0Þ the C y ðROðM 1 ; M 2 ÞÞ-module generated by fa 1 ; a 2 g. A straightforward calculation shows that ð3:7Þ
It follows that 
Proposition 4. A maximal linearizing output for system (3.8) is given by ð3:9Þ
Proof of Proposition 4. A straightforward computation shows that 
As for flat systems, it is now clear that a simple parameterization of the maximal linearizing output leads to open-loop trajectories for the state and input variables.
The continuation method
For the rest of the section, we assume that
We have S R ¼ ðM; R 2 ; D; HÞ, where M 2 is a convex compact surface subject to the condition (C) given below in (4.14) and H ¼ L 2 ð½0; 1; R 2 Þ. Then S R is completely controllable. Let K be the curvature function of 
We apply the continuation method (CM for short) to the motion planning problem for S R . From the brief description of the CM given in the introduction, we specify the map F to be the end-point f p : H ! M associated to some fixed p A M. Recall that f p ðvÞ is defined for every v A H. The MPP can be reformulated as follows: for every p; q A M, exhibit a control u p; q A H such that
In other words, for fixed p, we must find a map i p : M ! H such that f p i p ¼ identity, i.e., we are looking for a right inverse of f p . It can be shown that such a right inverse exists in a neighborhood of any point u A H such that Df p ðuÞ is surjective. Therefore, it is reasonable to expect di‰culties with the singular points of f p , i.e., the controls v A H where rank Df p ðvÞ < 5. Let then S p be the set of singular points of f p and f p ðS p Þ the set of singular values.
The application of the CM to the MPP is thus decomposed in two steps. In the first one, we have to characterize (when possible) S p and f p ðS p Þ. The second step consists of lifting paths p : ½0; 1 ! M avoiding f p ðS p Þ to paths P : ½0; 1 ! H such that for every s A ½0; 1 f p ðPðsÞÞ ¼ pðsÞ: ð4:2Þ
Di¤erentiating (4.2) yields to
We are then led to study the Wazewski equation (4.4) called the Path Lifting Equation (PLE) as an ODE in H. To successfully apply the CM to the MPP, we have to resolve two issues:
(a) Non degeneracy: the path p has to be chosen so that, for every s A ½0; 1, pðsÞ B f p ðS p Þ and then Df p ðPðsÞÞ has always full rank;
(b) Non explosion: to solve (4.1), the PLE defined in (4.4) must have a global solution on ½0; 1.
Local existence and uniqueness of the solution of the PLE hold as soon as f p is of class C 2 . One can show that the singular points of f p are exactly the controls u that give rise to the abnormal extremals of the sub-Riemannian metric defined by D (cf. [20] for the ad hoc definitions). Resolving (b) amounts to prove some estimates on line integrals along trajectories.
To evaluate Df p ðuÞ, for u A H, we first need to define a field of covectors along g p; u . For z A T Ã f p ðuÞ M, let l z; u : ½0; 1 ! T Ã M be the field of covectors along g p; u such that it satisfies (in coordinates) the adjoint equation along g p; u with terminal condition z, i.e., l z; u is a.c., l z; u ð1Þ ¼ z and for a.e. t A ½0; 1 _ l l z; u ðtÞ ¼ Àl z; u ðtÞ Á P 2 i¼1 u i ðtÞDF i ðl z; u ðtÞÞ :
ð4:5Þ
If X is a C y vector field over M, the switching function j X ; z; u ðtÞ associated to X is the evaluation of l Á X ðxÞ, the Hamiltonian function of X along ðg p; u ; l z; u Þ, i.e., for t A ½0; 1, j X ; z; u ðtÞ :¼ l z; u ðtÞ Á X ðg p; u ðtÞÞ:
Then Df p ðuÞ can be computed thanks to the following formula: for z A T where the switching function vector j z; u ðtÞ is given by j z; u ðtÞ :¼ ðj F 1 ; z; u ðtÞ; j F 2 ; z; u ðtÞÞ T (cf. (2.16) for a definition of the F i 's). Recall that S p is the set of controls u for which Df p ðuÞ looses rank, i.e., there exists z A T Ã f p ðuÞ M, kzk ¼ 1, such that j z; u 1 0 on ½0; 1. To attack issue (b), we need to relate, for a regular value u of f p , PðuÞ to j z; u . This is done through the next equation
If one has a linear growth of kPðuÞk with respect to kuk, for an appropriate choice of u, then one resolves issue (b) by applying Gronwall lemma to the PLE (4.4). To achieve such estimates, the knowledge of the dynamics of j z; u is necessary: if X is a C y vector field over M, we have for a.e. t A ½0; 1 _ j j X ; z; u ðtÞ ¼ P 2 i¼1 u i ðtÞj ½F i ; X ; z; u ðtÞ: ð4:7Þ
To simplify the subsequent notations, we use j i; z; u , for i ¼ 1; . . . ; 5, to denote the switching functions associated respectively to the vector fields F 1 , F 2 , e 5 , F 1 À e 1 , and F 2 À e 2 . Using (2.17), the time derivatives of the j i 's for i ¼ 1; . . . ; 5 are given by 
Since _ j j 3 j 3 ¼ 0, we get that j 3 is constant. Since K > 0 and u 0 0, we deduce that j 3 1 0. Moreover j i 1 j i ð1Þ for i ¼ 4; 5. Since z 0 0, then j 4 ð1Þ or j 5 ð1Þ is not equal to zero. By (4.10), we get that for a.e. t A ½0; 1 u 1 ðtÞ sin y À u 2 ðtÞ cos y ¼ 0;
where cos y ¼ We can also rewrite equation (4.10) as
which implies that the projection of g p; u on R 2 is a line. By Proposition 1, we conclude that g p; u is an horizontal geodesic. r
The next proposition summarizes the fact that if there is a certain linear growth of the norm of the Moore-Penrose pseudo-inverse PðuÞ with respect to kuk, then the CM applies successfully: In order to resolve the motion planning problem, an appropriate application of Proposition 6 is required: we must choose the point p to define f p , determine a ''large'' closed set K subject to (i) and (ii) and finally, lift enough paths p : ½0; 1 ! K to conclude.
To obtain K as ''large'' as possible, we need a ''small'' singular set f p ðS p Þ. The condition (C) mentioned in the introduction and defined next serves for that purpose. It says that M 2 admits a periodic geodesic g which is stable for the geodesic flow. Let d 2 be the distance function associated to the Riemannian metric of M 2 . The curve g :
such that gðt þ LÞ ¼ gðtÞ for all t b 0 (cf. [18] ). Then we use G to denote the closed subset of T 1 M 2 , gð½0; LÞ. We assume that r 0 and r 0 K min are small enough in order for N r 0 ðGÞ to be included in the domain of a chart of geodesic coordinates with basis g. In particular we choose c to be equal to zero along g. Remark 8. Condition (C) holds for any convex compact surface having a symmetry of revolution. Indeed, let r : M 2 ! R þ be the distance function to the axis of revolution. The level set of r corresponding to its maximum value is a closed geodesic which satisfies condition (C), thanks to Clairault's relation (cf. [18] ). Moreover, the above condition is generic within the convex compact surfaces verifying
and is suspected to be generic within all the convex compact surfaces, cf. [18] for more results. r Remark 9. The periodic stable geodesic g defined above can be replaced by any ''geodesically stable'' closed set.
Planning strategy
We now describe how to apply the CM to solve the motion planning problem for S R . We assume that M satisfies condition (C) defined previously. The control system S R can now be written (cf. section 2.4) as follows:
ðP 2 S R Þ _ y y ¼ u 1 f ðyÞ þ u 2 hð yÞ;
For r A ð0; r 0 Þ, define K r to be the complement in M of Sg Â N r ðGÞ, where Sg is the open line segment of R 2 between the points ðÀ1; 0Þ and ð1; 0Þ. Since g is periodic, N r ðGÞ is di¤eomorphic to the product of a small two-dimensional ball and a closed path in T 1 M 2 . Therefore C r is closed and arcwise-connected. For ðx; yÞ A M such that y A G, there exists a unique line L x; y in R 2 such that L x; y Â g is the horizontal geodesic going through ðx; yÞ, cf. Proposition 1.
Let ðx 0 ; y 0 Þ and ðx 1 ; y 1 Þ two points of M. Since the contact distribution ð f ; hÞ satisfies the Strong Bracket Generating Condition (SBGC), the CM solves the MPP for ðP 2 S R Þ (cf. [8] and [27] ). Therefore, we may assume that y 0 belongs to G. By taking an appropriate orthonormal basis of R 2 , we may assume that x 0 ¼ 0 and L ¼ L 0; y 0 is the first coordinate axis. We choose the point p used in Proposition 6 to be ð0; y 0 Þ and f denotes f p . Moreover, we can assume that x 1 ¼ ð2; 0Þ and y 1 B N r ðGÞ. If it is not the case (i.e., if y 1 A N r ðGÞ) we displace y 1 using, several times if necessary, the input u e : ½0; 1 ! R 2 , 0 < e f 1, defined as follows 
Finally we conclude thanks to Proposition 6 and the following lemma, whose proof is deferred in the appendix: Lemma 2. With the previous notations, there exists r A ð0; r 0 Þ such that for every r A ð0; rÞ, K r satisfies the hypothesis (i) and (ii) of Proposition 6.
Then for every path p : ½0; 1 ! K r of class C 1 and every control u A H such that fðuÞ ¼ pð0Þ the solution of the PLE defined in (4.4) with initial condition u exists globally on ½0; 1.
Appendix: Proof of Lemma 2
We are given r A 0; Then, by integrating by parts enough time, one tries to end up with an inequality of the type CðrÞ a j½C
Applying Cauchy-Schwarz to the right-hand side of the previous inequality leads to (4.13) . The proof of Lemma 2 requires the consideration of several cases and, for each case, an adapted function C and an adapted time interval ½t 0 ; t 1 have to be determined. 
where C 0 ; C 1 are constants independent on r and determined later. We first treat case 1) and we assume it holds for i ¼ 1. Consider an interval ½t Ã ; t Ã of ½t e ; 1 where j 1 ðtÞ b C 0 r 2 =2 and containing some t 0 such that jj 1 ðt 0 Þj b C 0 r 2 . Define now t 0 , t 1 and C as follows: if j 1 ðtÞ > C 0 r 2 =2 for t A ½t e ; 1, take t 0 ¼ t e , t 1 ¼ 1 and C ¼ F 0 ; otherwise take t 0 such that
a C 0 r 2 for t between t 0 and t 0 and finally C ¼ j 1 . In both cases, j½C which leads to (4.13).
We now consider case 2-1). Proceeding exactly as in case 1) with j 1 replaced by j 3 , we get that there exists C : ½t 0 ; t 1 such that j½C 
where the G 00 ij 's satisfy the same hypothesis as the G i 's. Indeed this follows from the fact that jj 4 j and jj 5 j remain bounded by 2 thanks to (4.16). Once C 1 is chosen, we determine C 0 in such a way that
We immediately get that for some i and j A f1; 2g
and then (4.13) follows.
We finally consider the last case 2-2). Define z 0 ¼ l z; u ðt e Þ. We have kz À z 0 k a C 1 r 2 because of (4.16). We next assume that for all t A ½0; t e and i ¼ 1; 2, jj i ðtÞj < C 0 r 2 and jj 3 ðtÞj < C 1 r 2 . Otherwise, we are back to either case 1) or case 2-1) with ½0; t e instead of ½t e ; 1. For simplicity, we assume that t e ¼ 1 and then g ð0; y 0 ÞðtÞ A N 2r ðGÞ for t A ½0; 1Þ and dðfðuÞ; GÞ ¼ 2r. Then, the estimate (4.13) will be a consequence of the following lemma Lemma 4. Let an input u A H such that g ð0; y 0 Þ; u steers ð0; y 0 Þ to fðuÞ ¼ ðða; 0Þ; yÞ with jaj b 1 and z A T Ã fðuÞ T 1 M 2 such that kzk ¼ 1. Moreover we assume that (1) for every t A ½0; 1, g ð0; y 0 Þ ðtÞ A N 2r ðGÞ, jj i ðtÞj < C 0 r 2 for i ¼ 1; 2 and jj 3 ðtÞj < C 1 r 2 ;
(2) for every t < t 0 A ½0; 1, we suppose that kuk ½t; t 0 kjk ½t; t 0 < C 2 r 2 ; ð4:18Þ where C 2 is a positive constant depending on C 0 and C 1 . Then for every t A ½0; 1Þ, g ð0; y 0 Þ ðtÞ A N 3 ffiffiffiffi C 1 p r ðGÞ.
Proof of Lemma 4. Using (4.17) applied to t ¼ 0 and t 0 ¼ 1, we get that jj 5 ð1Þj < 2C 1 r 2 and from (4.16) we obtain that for every t A ½0; 1, jj 5 ðtÞj < 3C 1 r 2 . Next, we make a change of variables and reparameterize the trajectory ðg ð0; y 0 Þ; u ; l z; u Þ in the basis B a defined in (2.18). For a A S 1 , we introduce the input u a ¼ R a u, the vector fields of T 1 M 2 f a ¼ cosðaÞ f À sinðaÞh and h a ¼ sinðaÞ f þ cosðaÞh, the switching vector j a ¼ R a j and finally the switching functions ðj a 4 ; j a 5 Þ T ¼ R a ðj 4 ; j 5 Þ T . We get that g ð0; y 0 Þ; u is the trajectory of S R corresponding to u a where S R is now defined by 
:
Assume first that H a ðtÞ is bounded over ½0; 1 by some C H g 1, independent of u a and r. Let V ðwÞ ¼ d where the W 0 ij are bounded over ½0; 1 independently of u a and r. By using CauchySchwarz and (4.18), we deduce that for every t A ½0; 1, d 2 ðwðtÞ; GÞ a 2 ffiffiffiffiffi ffi C 1 p r. By using the geodesic coordinates in some fixed neighborhood N m ðGÞ, we can see that the integral curves of f a are integral curves of f modulo a change of coordinates for the c-component which associates c to c þ a. Recall that jaj a 3C 1 r 2 and since M 2 satisfies condition (C), we just have to adjust C 1 small enough but independently of u a and r to conclude. 
