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INTRODUCTION TO MIDDLE CONVOLUTION FOR
DIFFERENTIAL EQUATIONS WITH IRREGULAR
SINGULARITIES
KOUICHI TAKEMURA
Dedicated to Professor Tetsuji Miwa on his sixtieth birthday
Abstract. We introduce middle convolution for systems of linear differential equa-
tions with irregular singular points, and we presend a tentative definition of the
index of rigidity for them. Under some assumption, we show a list of terminal pat-
terns of irreducible systems of linear differential equations by iterated application
of middle convolution when the index is positive or zero.
1. Introduction
Middle convolution was originally introduced by N. Katz in his book ”Rigid local
systems” [7], and several others studied and reformulated it. Dettweiler and Reiter
[3, 4] defined middle convolution for systems of Fuchsian differential equations written
as
dY
dz
=
(
r∑
i=1
A(i)
z − ti
)
Y.(1.1)
Note that Eq.(1.1) has singularities at {t1, . . . , tr,∞} and they are all regular. On
the theory of middle convolution, the index of rigidity plays important roles and it is
preserved by two operation, addition and middle convolution. Addition is related to
multiplying a function to solutions of differential equations, and middle convolution is
related to applying Euler’s integral transformation to them. Middle convolution may
change the size of differential equations. It was essentially established by Katz [7] that
every irreducible system of Fuchsian differential equations whose index of rigidity is
two is reduced to the system of rank one. The procedure to obtain rank one system
is called Katz’ algorithm. Subsequently it is shown that the system has integral
representations of solutions which are calculated by following Katz’ algorithm.
In this paper we study middle convolution for systems of linear differential equa-
tions with irregular singularities, which are written as
(1.2)
dY
dz
=
(
−
m0∑
j=1
A
(0)
j z
j−1 +
r∑
i=1
mi∑
j=0
A
(i)
j
(z − ti)j+1
)
Y.
Key words and phrases. middle convolution; irregular singularity; Euler’s integral transformation;
index of rigidity.
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If mi = 0 (i 6= 0) (resp. m0 = 0), then the point z = ti (resp. the point z = ∞) is
regular singularity. In particular if m0 = · · · = mr = 0, then the system is Fuchsian.
There are several important linear differential equations which are not Fuchsian, e.g.,
Kummer’s confluent hypergeometric equation and Bessel’s equation. We want to
extend the theory of middle convolution to include those equations.
A pioneering work on middle convolution with irregular singularities was carried
out by Kawakami [8]. He focused on the differential equations
(1.3) (zIn − T )
dΨ
dz
= AΨ,
which is called Okubo normal form if T is a diagonal matrix. Eq.(1.3) is called
generalized Okubo normal form, if T may not be diagonalizable. Kawakami con-
structed a map from generalized Okubo normal forms to linear differential equations
with irregular singularities with the condition m0 = 0, and he showed that the map
is surjective, i.e. every irreducible equation written as Eq.(1.2) with the condition
m0 = 0 corresponds to an irreducible equation of generalized Okubo normal form.
He considered middle convolution by using generalized Okubo normal forms, because
Euler’s integral transformation is on well with (generalized) Okubo normal forms.
Yamakawa [13] gave a geometric interpretation to Kawakami’s map and investigated
middle convolution with irregular singularities with the condition m0 ≤ 1 by Harnad
duality.
In this paper, we construct middle convolution including the case m0 6= 0 directly,
i.e. without generalized Okubo normal forms nor Harnad duality. Our construction
is explicit as we will discuss in sections 2 and 3.
We firstly define convolution matrices, which are compatible with Euler’s integral
transformation (see Theorem 2.1). The size of convolution matrices is nM , where
n is the size of given matrices A
(i)
j in Eq.(1.2) and M = r +
∑r
i=0mi. The module
defined by convolution matrices may not be irreducible. We consider a quotient of
convolution matrices to obtain irreducible modules in section 3, which leads to the
definition of middle convolution. We can describe the quotient spaces explicitly, and
it is an advantage of our construction. We propose a tentative definition of the index
of rigidity, which is expected to be preserved by middle convolution.
We study middle convolution further on the case thatmi ≤ 1 andA
(i)
1 is semi-simple
for all i in section 4. In particular, we show that the index of rigidity is preserved
by middle convolution on this case. By applying middle convolutions and additions
appropriately, the size of differential equations may be possibly decreased. Under the
assumption of this section, we show that if the index of rigidity is positive and the
system of differential equations is irreducible, then the size of differential equations
can be decreased to one by iterated application of middle convolution and addition.
Moreover we show a list of terminal patterns obtained by iterated application of
middle convolution and addition for the case that the index of rigidity is zero.
We give some comments for future reference in section 5.
2. Convolution
Let A = (A
(0)
m0 , . . . , A
(0)
1 , A
(1)
m1 , . . . , A
(r)
0 ) be a tuple of matrices acting on the finite-
dimensional vector space V (dimV = n). The tuple A is attached with the system
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of differential equations (1.2). We denote by 〈A〉 the algebra generalted by A
(i)
j
(i = 0, . . . , r, j = δi,0, . . .mi). The 〈A〉-module V (or 〈A〉) is called irreducible if
there is no proper subspace W (⊂ V ) such that A
(i)
j W ⊂W for any i, j.
Set
M = r +
r∑
i=0
mi, V
′ =
r⊕
i=0
V (i) = CnM ,(2.1)
V (0) = V ⊕m0 , V (i) = V ⊕(mi+1), (i ≥ 1).
We fix µ ∈ C and define convolution matrices A˜
(i)
j (i = 0, . . . , r, j = δi,0, . . .mi) acting
on V ′ by


u
(0)
m0
...
u
(0)
1
u
(1)
m1
...
u
(r)
0


= A˜
(i)
j


v
(0)
m0
...
v
(0)
1
v
(1)
m1
...
v
(r)
0


,(2.2)
where v
(i′)
j′ , u
(i′)
j′ ∈ V (i
′ = 0, . . . , r, j′ = δi′,0, . . .mi′) and u
(i′)
j′ are given by
u
(i′)
j′ =


µv
(i′)
j′−j i
′ = i, j′ > j,
r∑
i′′=0
mi′′∑
j′′=δi′′,0
A
(i′′)
j′′ v
(i′′)
j′′ i = 0, i
′ = i, j′ = j,
µv
(i′)
0 +
r∑
i′′=0
mi′′∑
j′′=δi′′,0
A
(i′′)
j′′ v
(i′′)
j′′ i 6= 0, i
′ = i, j′ = j,
0 otherwise.
(2.3)
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Namely
A˜
(0)
j =


µIn
. . .
µIn

m0−j
A
(0)
m0 · · · A
(0)
2 A
(0)
1 A
(1)
m1 · · · A
(1)
0 A
(2)
m2 · · · A
(r)
0


,
(2.4)
A˜
(i)
j =
(i ≥ 1)



m0+(m1+1)+···+(mi−1+1)
µIn
. . .
µIn

mi−j
A
(0)
m0 · · · A
(i−1)
δi,0
A
(i)
mi · · · A
(i)
1 A
(i)
0 + µIn A
(i+1)
mi+1 · · · A
(r)
0


,
(2.5)
where In is the unit matrix of size n. We denote the tuple of convolution matrices by
A˜ = (A˜
(0)
m0 , . . . , A˜
(0)
1 , A˜
(1)
m1 , . . . , A˜
(r)
0 ). Note that the definition of convolution matrices is
a straightforward generalization of Dettweiler and Reiter [3]. Then we can show that
the convolution corresponds to Euler’s integral transformation on linear differential
equations, which is also analogous to Dettweiler and Reiter [4].
Theorem 2.1. Assume that Y =

 y1(z)...
yn(z)

 is a solution of
dY
dz
=
(
−
m0∑
j=1
A
(0)
j z
j−1 +
r∑
i=1
mi∑
j=0
A
(i)
j
(z − ti)j+1
)
Y.(2.6)
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Let γ be a cycle such that
∫
γ
d
dw
(r(w)yj(w)(z−w)
µ)dw = 0 for any j and any rational
function r(w). Then the function U defined by
U =


U
(0)
m0 (z)
...
U
(0)
1 (z)
U
(1)
m1 (z)
...
U
(r)
0 (z)


, U
(0)
j (z) = −


∫
γ
wj−1y1(w)(z − w)
µdw
...∫
γ
wj−1yn(w)(z − w)
µdw

 ,(2.7)
U
(i)
j (z) =
(i 6= 0)


∫
γ
(w − ti)
−j−1y1(w)(z − w)
µdw
...∫
γ
(w − ti)
−j−1yn(w)(z − w)
µdw

(2.8)
satisfies
(2.9)
dU
dz
=
(
−
m0∑
j=1
A˜
(0)
j z
j−1 +
r∑
i=1
mi∑
j=0
A˜
(i)
j
(z − ti)j+1
)
U.
The proof will be given in our forthcoming paper [12].
Let γt is a cycle turning the point w = t anti-clockwise. Then the contour [γz, γti] =
γzγtiγ
−1
z γ
−1
ti
for i = 0, . . . , r (t0 = ∞) satisfies the condition of Theorem 2.1. We
should also consider cycles which reflect the Stokes phenomena if there exists an
irregular singularity.
3. Middle convolution and the index of rigidity
3.1. Middle convolution. We have defined convolution in section 2, although con-
volution may not preserve irreducibility. We now consider a quotient of convolution.
6 KOUICHI TAKEMURA
We define the subspaces K, L′(µ) and L(µ) of V ′ = V ⊕M by
K(i) =
(i ≥ 1)




v
(i)
mi
v
(i)
mi−1
...
v
(i)
0

 ∈ V (i)


A
(i)
mi A
(i)
mi−1
. . . A
(i)
0
0 A
(i)
mi . . . A
(i)
1
0 0
. . .
...
0 · · · 0 A
(i)
mi




v
(i)
mi
v
(i)
mi−1
...
v
(i)
0

 =


0
0
...
0




,
(3.1)
K(0) = {0}(⊂ V (0)), K =
r⊕
i=0
K(i),
L′(µ) =




v
(0)
m0
...
v
(0)
1
v
(1)
m1
...
v
(r)
0


v
(i)
j = 0, (i 6= 0, j 6= 0),
v
(1)
0 = · · · = v
(r)
0 = −ℓ,

A
(0)
m0 . . . A
(0)
1 A
(0)
0 − µIn
0 A
(0)
m0 . . . A
(0)
1
0 0
. . .
...
0 · · · 0 A
(0)
m0




v
(0)
m0
...
v
(0)
1
ℓ

 =


0
...
0
0




,
L(µ) = L′(µ),
(µ 6= 0)
L(0) =




v
(0)
m0
...
v
(0)
1
v
(1)
m1
...
v
(r)
0


r∑
i=0
mi∑
j=δi,0
A
(i)
j v
(i)
j = 0


,
where A
(0)
0 = −(A
(1)
0 + · · ·+ A
(r)
0 ).
Proposition 3.1. We have A˜
(i)
j K ⊂ K, A˜
(i)
j L(µ) ⊂ L(µ) and A˜
(i)
j L
′(µ) ⊂ L′(µ) for
all i, j.
Proof. We show that A˜
(i)
j L
′(µ) ⊂ L′(µ). Assume that v = (v
(0)
m0 . . . v
(0)
1 v
(1)
m1 . . . v
(r)
0 )
T ∈
L′(µ). Then v
(i)
j = 0 (i 6= 0, j 6= 0), v
(1)
0 = · · · = v
(r)
0 = −ℓ and (v
(0)
mi . . . v
(0)
1 ℓ)
T satisfies
the definition of L′(µ). In particular we have
r∑
i′=0
mi′∑
j′=δi′,0
A
(i′)
j′ v
(i′)
j′ =
m0∑
j′=1
A
(0)
j′ v
(0)
j′ −
r∑
i=1
A
(i)
0 ℓ(3.2)
=
m0∑
j′=1
A
(0)
j′ v
(0)
j′ + A
(0)
0 ℓ = µℓ.
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Then A˜
(0)
j v (j 6= 0) is written as
A˜
(0)
j v =


µv
(0)
m0−j
...
µv
(0)
1∑m0
j=1A
(0)
j v
(0)
j +
∑r
i=1A
(i)
0 v
(i)
0
0
...


= µ


v
(0)
m0−j
...
v
(0)
1
ℓ
0
...


,(3.3)
and (v
(0)
m0−j
. . . v
(0)
1 ℓ 0 . . . )
T satisfies the definition of L′(µ). Hence A˜
(0)
j v ∈ L
′(µ) for
j = 1, . . . , m0. We also have A˜
(i)
j v = 0 for i 6= 0, because v
(i)
mi = · · · = v
(i)
1 = 0 and
µv
(i)
0 +
∑r
i′=0
∑mi′
j′=δi′,0
A
(i′)
j′ v
(i′)
j′ = −µℓ+ µℓ = 0.
The other cases are shown similarly. 
We define mcµ(V ) to be the 〈mcµ(A)〉-module V
⊕M/(K+ L(µ)) where mcµ(A) is
the tuple of matrices on V ⊕M/(K+L(µ)) whose actions are determined by A˜, and we
call it the middle convolution of V with the parameter µ. The following propositions
are analogues to Dettweiler and Reiter [3], which will be shown in our forthcoming
paper [12].
Proposition 3.2. (i) If µ 6= 0, then K ∩ L(µ) = {0}.
(ii) If µ = 0, then K + L′(0) ⊂ L(0).
(iii) If the 〈A〉-module V is irreducible and µ = 0, then K∩L′(0) = {0} and dimK+
dimL′(0) ≤ n(M − 1).
Proposition 3.3. Assume that the 〈A〉-module V is irreducible.
(i) mc0(V ) ≃ V as 〈A〉-modules.
(ii) The 〈mcµ(A)〉-module mcµ(V ) is irreducible and V ≃ mc−µ(mcµ(V )) for any µ.
3.2. Addition. Let Y be a solution of Eq.(1.2). Then the function
Y ′ = exp
(
−
m0∑
j=1
µ
(0)
j
j
zj −
r∑
i=1
mi∑
j=1
µ
(i)
j
j(z − ti)j+1
)
r∏
i=1
(z − ti)
µ
(i)
0 Y(3.4)
satisfies the equation
dY ′
dz
=
(
−
m0∑
j=1
(A
(0)
j + µ
(0)
j In)z
j−1 +
r∑
i=1
mi∑
j=0
A
(i)
j + µ
(i)
j In
(z − ti)j+1
)
Y ′.(3.5)
We now define addition for the tuple A = (A
(0)
m0 , . . . , A
(0)
1 , A
(1)
m1 , . . . , A
(r)
0 ) by
Mµ(A) = A+ µIn = (A
(0)
m0
+ µ(0)m0In, . . . , A
(r)
0 + µ
(r)
0 In),(3.6)
where µ = (µ
(0)
m0 , . . . , µ
(0)
1 , µ
(1)
m1 , . . . , µ
(r)
0 ) ∈ C
M .
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3.3. Index of rigidity. LetA = (A
(0)
m0 , . . . , A
(0)
1 , A
(1)
m1 , . . . , A
(r)
0 ) be a tuple of matrices
acting on V . Set
A(i) =


A
(i)
mi A
(i)
mi−1
. . . A
(i)
0
0 A
(i)
mi . . . A
(i)
1
0 0
. . .
...
0 · · · 0 A
(i)
mi

 ∈ End(V
⊕(mi+1))
(i = 0, . . . , r)
,(3.7)
and
C(i) =


C(i) =


C
(i)
mi C
(i)
mi−1
. . . C
(i)
0
0 C
(i)
mi . . . C
(i)
1
0 0
. . .
...
0 · · · 0 C
(i)
mi


∣∣∣∣∣∣∣∣∣
A(i)C(i) = C(i)A(i)


.(3.8)
We define the index of rigidity by
idx(A) =
r∑
i=0
dim(C(i))− (M − 1) (dim(V ))2,(3.9)
where M = r +
∑r
i=0mi. The condition A
(i)C(i) = C(i)A(i) is equivalent to
k∑
j=0
(
A
(i)
mi−j
C
(i)
mi−k+j
− C
(i)
mi−k+j
A
(i)
mi−j
)
= 0, k = 0, . . . , mi.(3.10)
The following proposition is readily obtained by Eq.(3.10):
Proposition 3.4. The index of rigidity is preserved by addition, i.e. idx(Mµ(A)) =
idx(A).
Conjecture 1. If the 〈A〉-module V is irreducible, then the index of rigidity is pre-
served by middle convolution, i.e. idx(mcµ(A)) = idx(A).
We will prove the conjecture for a special case in section 4 (see Proposition 4.2).
We define the local index of rigidity by
idxi(A) = idxi[A
(i)
mi
, . . . , A
(i)
0 ] = dim(C
(i))− (mi + 1) (dim(V ))
2.(3.11)
Then we have
idx(A) =
r∑
i=0
idxi(A) + 2(dim(V ))
2.(3.12)
3.4. Example. We consider irreducible systems of differential equations of size two
written as
dY
dz
=
(
−A
(0)
1 +
A
(1)
0
z
)
Y, Y =
(
y1(z)
y2(z)
)
.(3.13)
It has an irregular singularity at z =∞ and a regular singularity at z = 0.
First we consider the case that A
(0)
1 is semi-simple. It follows from irreducibility
that A
(0)
1 is not scalar. By applying addition (i.e. multiplying e
ν′zzα
′
to the solution
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Y ) and gauge transformation (i.e. multiplying a constant matrix to the solution Y ),
we may assume that A
(0)
1 is a diagonal matrix with the eigenvalues 0 and −ν( 6= 0)
and A
(1)
0 has the eigenvalues 0 and −γ. Then we may set
A
(0)
1 =
(
0 0
0 −ν
)
, A
(1)
0 =
(
−α k
α(γ−α)
k
α− γ
)
.(3.14)
It follows from irreducibility that k 6= 0 and α 6= 0. By eliminating y2(z) in Eq.(3.13),
we have a second order linear differential equation,
z
d2y1
dz2
+ (γ − νz)
dy1
dz
− ανy1 = 0.(3.15)
If ν = 1, then Eq.(3.15) represents the confluent hypergeometric differential equation.
Eq.(3.15) for the case ν 6= 0 reduces to the confluent hypergeometric differential
equation by changing the variable z′ = νz. The index of rigidity for Eq.(3.13) is two,
because dim(C(0)) = 4 and dim(C(1)) = 2 which follows from ν 6= 0 and k 6= 0.
We investigate middle convolution mcµ for the matrices in Eq.(3.14). Convolution
matrices are given as
A˜
(0)
1 =
(
A
(0)
1 A
(1)
0
0 0
)
=


0 0 −α k
0 −ν α(γ−α)
k
α− γ
0 0 0 0
0 0 0 0

 ,(3.16)
A˜
(1)
0 =
(
0 0
A
(0)
1 A
(1)
0 + µI2
)
=


0 0 0 0
0 0 0 0
0 0 −α + µ k
0 −ν α(γ−α)
k
α− γ + µ

 .
The dimension of the space K(≃ K1) is one and the space is described as
K =
(
0
Ker(A
(1)
0 )
)
= C


0
0
k
α

 .(3.17)
The space L(µ) (µ 6= 0) is described as
L(µ) =
{(
v
(0)
1
−ℓ
) (
A
(0)
1 −A
(1)
0 − µ
0 A
(0)
1
)(
v
(0)
1
ℓ
)
=
(
0
0
)}
(3.18)
= Ker


0 0 −α + µ k
0 −ν α(γ−α)
k
α− γ + µ
0 0 0 0
0 0 0 −ν

 .
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Hence the dimension of the space L(α) for the case µ 6= α (resp. µ = α) is one (resp.
two). We concentrate on the case µ = α( 6= 0). A basis of the space L(α) is given by

1
0
0
0

 ,


0
α(γ − α)
kν
0

 .(3.19)
Set
S =


0 1 0 0
1 0 α(γ − α) 0
0 0 kν k
0 0 0 α

 .(3.20)
Then we have
S−1A˜
(0)
1 S =


−ν 0 0 0
0 0 −kνα 0
0 0 0 0
0 0 0 0

 , S−1A˜(1)0 S =


α− γ 0 0 0
0 0 0 0
1/α 0 0 0
−ν/α 0 0 α

 .(3.21)
Since the second, the third and the fourth column of the matrix S are divisors of the
quotient space mcα(C
2) = (C2)⊕2/(K + L(α)), the matrix elements of A˜
(1)
0 and A˜
(0)
1
appear as (1, 1)-elements of Eq.(3.21). Hence Eq.(3.13) is transformed to
dy
dz
=
(
ν +
α− γ
z
)
y(3.22)
by the middle convolutionmcα. The solutions of Eq.(3.22) is given by y = c exp(νz)z
α−γ
(c: a constant).
We are going to recover Eq.(3.13) from Eq.(3.22) and obtain integral representa-
tions of solutions of Eq.(3.13), which arise from the equality mc−αmcα = id. We
apply middle convolution mc−α to Eq.(3.22). Then we have
dW
dz
=
(
−
(
−ν α− γ
0 0
)
+
1
z
(
0 0
−ν −γ
))
W,(3.23)
It follows from Theorem 2.1 that the function
(3.24) W =
( ∫
C
exp(νw)wα−γ(z − w)−αdw∫
C
exp(νw)wα−γ−1(z − w)−αdw
)
,
is a solution of Eq.(3.23) by choosing a cycle C appropriately. For simplicity we
assume ν ∈ R>0. Then we can take cycles C which start from w = −∞, move along
a real axis, turn the point w = z or w = 0 and come back to w = −∞. By setting
(3.25) W =
(
α− γ −k
ν 0
)
W˜ ,
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we recover the matrices in Eq.(3.14) such as the function W˜ satisfies Eq.(3.13). Con-
sequently we obtain integral representations of solutions of Eq.(3.13) which are ex-
pressed as
(3.26) W˜ =
1
kν
(
0 k
−ν α− γ
)( ∫
C
exp(νw)wα−γ(z − w)−αdw∫
C
exp(νw)wα−γ−1(z − w)−αdw
)
.
In particular, the function
(3.27) y(z) =
∫
C
exp(νw)wα−γ−1(z − w)−αdw
satisfies Eq.(3.15), and we obtain integral representations of solutions of the confluent
hypergeometric differential equation.
Next we consider the case that A
(0)
1 is nilpotent. Set
(3.28) A
(0)
1 =
(
0 −1
0 0
)
, A
(1)
0 =
(
a1,1 a1,2
a2,1 a2,2
)
.
Then it follows from irreducibility that a2,1 6= 0. The index of rigidity is also two.
But we cannot reduce to rank one case by applying additions A
(0)
1 → A
(0)
1 + αI2,
A
(1)
0 → A
(1)
0 + βI2 and middle convolution mcµ, because dim(L
′(µ)) ≤ 1 for any
α, β, µ, which follows from a2,1 6= 0. Note that solutions of the differential equations
determined by Eq.(3.28) are expressed in terms of Bessel’s function by setting z = x2.
4. The case mi ≤ 1 for all i
In this section, we investigate the index of rigidity and middle convolution for the
case mi ≤ 1 for all i (see Eq.(1.2)). The case mi = 0 is included to the case mi = 1
by setting A
(i)
1 = 0. We assume that A
(i)
1 is semi-simple for all i and V (= C
n) is
irreducible as 〈A〉-module.
4.1. Index of rigidity. To study the index of rigidity, we investigate Eq.(3.10) for
the case mi = 1. We ignore the superscript
(i). Then Eq.(3.10) is written as
A1C1 = C1A1, A1C0 − C0A1 + A0C1 − C1A0 = 0.(4.1)
By the assumption that A1 is semi-simple, we diagonalize A1 as
P−1A1P =


d1In1 0 . . . 0
0 d2In2 . . . 0
0 0
. . .
...
0 · · · 0 dkInk

 , di 6= dj (i 6= j).(4.2)
Write
P−1A0P =


A
[1,1]
0 A
[1,2]
0 . . . A
[1,k]
0
A
[2,1]
0 A
[2,2]
0 . . . A
[2,k]
0
...
...
. . .
...
A
[k,1]
0 A
[k,2]
0 . . . A
[k,k]
0

 ,(4.3)
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where A
[i,j]
0 is a ni × nj matrix. It follows from A1C1 = C1A1 that C1 is written as
P−1C1P =


C
[1]
1 0 . . . 0
0 C
[2]
1 . . . 0
0 0
. . .
...
0 · · · 0 C
[k]
1

 ,(4.4)
where C
[l]
1 is a nl × nl matrix. Then
P−1(A0C1 − C1A0)P =(4.5) 

A
[1,1]
0 C
[1]
1 − C
[1]
1 A
[1,1]
0 A
[1,2]
0 C
[2]
1 − C
[1]
1 A
[1,2]
0 . . . A
[1,k]
0 C
[k]
1 − C
[1]
1 A
[1,k]
0
A
[2,1]
0 C
[1]
1 − C
[2]
1 A
[2,1]
0 A
[2,2]
0 C
[2]
1 − C
[2]
1 A
[2,2]
0 . . . A
[2,k]
0 C
[k]
1 − C
[2]
1 A
[2,k]
0
...
...
. . .
...
A
[k,1]
0 C
[1]
1 − C
[k]
1 A
[k,1]
0 A
[k,2]
0 C
[2]
1 − C
[k]
1 A
[k,2]
0 . . . A
[k,k]
0 C
[k]
1 − C
[k]
1 A
[k,k]
0

 .
By writing
P−1C0P =


C
[1,1]
0 C
[1,2]
0 . . . C
[1,k]
0
C
[2,1]
0 C
[2,2]
0 . . . C
[2,k]
0
...
...
. . .
...
C
[k,1]
0 C
[k,2]
0 . . . C
[k,k]
0

 ,(4.6)
we have
P−1(A1C0 − C0A1)P =(4.7) 

0 (d1 − d2)C
[1,2]
0 . . . (d1 − dk)C
[1,k]
0
(d2 − d1)C
[2,1]
0 0 . . . (d2 − dk)C
[2,k]
0
...
...
. . .
...
(dk − d1)C
[k,1]
0 (dk − d2)C
[k,2]
0 . . . 0

 .
It follows from A1C0 − C0A1 + A0C1 − C1A0 = 0 that A
[i,i]
0 C
[i]
1 = C
[i]
1 A
[i,i]
0 and C
[i,j]
0
(i 6= j) is determined as C
[i,j]
0 = −(A
[i,j]
0 C
[j]
1 − C
[i]
1 A
[i,j]
0 )/(di − dj). Elements of C
[i,i]
0
are not restricted by relations. Hence the dimension of solutions of Eq.(4.1) is
k∑
l=1
{(nl)
2 + dimZ(A
[l,l]
0 )},(4.8)
where Z(A
[l,l]
0 ) = {X ∈ C
nl×nl|XA
[l,l]
0 = A
[l,l]
0 X}. Let Ia,b be the a × b matrix whose
(i, j)-element is given by δi,j, q = (q1, . . . , qp) ∈ Z
p (q1+ · · ·+ qp = n, q1 ≥ · · · ≥ qp ≥
1), λ = (λ1, . . . , λp) ∈ C
p. Following Oshima [10], set
(4.9) L(q; λ) =


λ1Iq1 Iq1,q2 0 · · ·
0 λ2Iq2 Iq2,q3
. . .
0 0 λ3Iq3
. . .
...
. . .
. . .
. . .

 .
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Every matrix is conjugate to L(q; λ) for some q, λ. Note that if λi 6= λj (i 6= j)
then the matrix L(q; λ) is conjugate to the diagonal matrix whose multiplicity of the
eigenvalue λi is qi. If the matrix A
[l,l]
0 is conjugate to L(nl,1, . . . , nl,pl; dl,1, . . . , dl,pl),
then the dimension of solutions of Eq.(4.1) is given by
k∑
l=1
{
(nl)
2 +
pl∑
j=1
(nl,j)
2
}
.(4.10)
We denote the type of multiplicities of the matrices (A1, A0) which are expressed as
Eqs.(4.2), (4.3) and A
[l,l]
0 (l = 1, . . . , k) is conjugate to L(nl,1, . . . , nl,pl;λl,1, . . . , λl,pl)
by
(4.11) (n1, n2, . . . , nk)− ((n1,1, . . . , n1,p1), (n2,1, . . . , n2,p2), . . . , (nk,1, . . . , nk,pk)).
Note that nl = nl,1 + · · ·+ nl,pl (l = 1, . . . , k). Then the local index of rigidity of the
matrices (A1, A0) is calculated as
2n2 −
k∑
l=1
{
(nl)
2 +
pl∑
j=1
(nl,j)
2
}
.(4.12)
If A1 = 0, then k = 1, n1 = n and we simplify the notation (n1) − ((n1,1, . . . , n1,p1))
by (n1,1, . . . , n1,p1). Note that the notation (n1,1, . . . , n1,p1) was already adapted by
Kostov [9] and Oshima [10] for the case of regular singularity.
By combining Eq.(4.12) with Eq.(3.12) we have the following proposition:
Proposition 4.1. We assume that m0 = · · · = mr = 1, A
(i)
1 are semi-simple for
i = 0, . . . , r and Cn is irreducible as 〈A〉-module. Let
(n
(i)
1 , n
(i)
2 , . . . , n
(i)
k(i)
)−(4.13)
((n
(i)
1,1, . . . , n
(i)
1,p
(i)
1
), (n
(i)
2,1, . . . , n
(i)
2,p
(i)
2
), . . . , (n
(i)
k(i),1
, . . . , n
(i)
k(i),p
(i)
k(i)
)),
(n
(i)
1 ≥ n
(i)
2 ≥ · · · ≥ n
(i)
k(i)
, n
(i)
j,1 ≥ · · · ≥ n
(i)
j,p
(i)
j
(j = 1, . . . , k(i))) be the type of multiplic-
ities of (A
(i)
1 , A
(i)
0 ). Then the index of rigidity is equal to
idx(A) =
r∑
i=0
k(i)∑
j=1

(n(i)j )2 +
p
(i)
j∑
j′=1
(n
(i)
j,j′)
2

− 2rn2.(4.14)
4.2. Subspace. Next we investigate solutions of the equations
A1v0 = 0, A1v1 + A0v0 = 0,(4.15)
for the case that the matrices A1 and A0 are expressed as Eqs.(4.2), (4.3) and d1 = 0
to understand the subspaces K(i) and L′(λ). Write
v1 = P
−1

 v
[1]
1
...
v
[n]
1

 , v0 = P−1

 v
[1]
0
...
v
[n]
0

 , (v[l]1 , v[l]0 ∈ Cnl).(4.16)
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It follows from A1v0 = 0 that v
[i]
0 = 0 (i ≥ 2). Hence
P−1(A0v0 + A1v1) =


A
[1,1]
0 v
[1]
0
A
[1,2]
0 v
[1]
0 + d2v
[2]
1
...
A
[1,k]
0 v
[1]
0 + dkv
[k]
1

 = 0,(4.17)
v
[1]
0 ∈ Ker(A
[1,1]
0 ) and v
[l]
1 (l ≥ 2) is determined as −A
[1,l]
0 v
[l]
0 /dl. The elements of v
[1]
1 are
independent. Hence the dimension of solutions of Eq.(4.15) is n1 + dim(Ker(A
[1,1]
0 )).
If the matrix A
[1,1]
0 is conjugate to L(n1,1, . . . , n1,p1; d1,1, . . . , d1,p1) and d1,1 = 0, then
the dimension of solutions of Eq.(4.15) is n1 + n1,1.
4.3. Middle convolution. We now study the matrices for which the middle convo-
lution is applied. Let i ∈ {1, . . . , r} and mi = 1. We investigate the matrices A˜
(i)
1
and A˜
(i)
0 for the case that the matrices A
(i)
1 and A
(i)
0 are expressed as Eqs.(4.2), (4.3),
d1 = 0 and C
n is irreducible as 〈A〉-module. By changing the order of the direct sum
V ′ = (Cn)⊕M , the matrices A˜
(i)
1 and A˜
(i)
0 are expressed as
(QP⊕M)−1A˜
(i)
1 QP
⊕M =

 P−1A1P P−1A0P + µIn P−1AP⊕(M−2)0 0 0
0 0 0

 ,(4.18)
(QP⊕M)−1A˜
(i)
0 QP
⊕M =

 µ 0 0P−1A1P P−1A0P + µIn P−1AP⊕(M−2)
0 0 0

 ,
where A =
(
A
(0)
m0 . . . A
(i−1)
δi,1
A
(i+1)
mi+1 . . .
)
and Q represents the change of the order of
the direct sum (Cn)⊕M . Set
A#1 = P


0 · In1 0 . . . 0
0 (d2)
−1In2 . . . 0
0 0
. . .
...
0 · · · 0 (dk)
−1Ink

P−1,(4.19)
X = −P−1A#1
(
A0 + µIn A
)
P⊕(M−1),
R = −P−1A#1 (A0 + µIn)P.
Since the j−th row blocks of the matrix P−1(A1A
#
1 − In)P zero for j ≥ 2, the
j−th row blocks of the matrix X ′ = P−1A1PX + P
−1
(
A0 + µIn A
)
P⊕(M−1) and
P−1A1PR+P
−1(A0+µIn)P are also zero for j ≥ 2. We denote the size of the matrices
A˜
(i)
1 , A˜
(i)
0 on the space M = mcµ(C
n) by n˜(= nM −
∑r
i=1 dimK
(i) − dimL(µ)).
Restrictions of the matrices A˜
(i)
1 and A˜
(i)
0 to the space K
(j) (j 6= i) and L(µ) are
zero, which follow from the definitions of the spaces. Thus the matrix A˜
(i)
1 on M is
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diagonalized as
(
I X
0 I
)−1
(QP⊕M)−1A˜
(i)
1 QP
⊕M
(
I X
0 I
)∣∣∣∣∣
M′
(4.20)
=
(
P−1A1P X
′
0 0
)∣∣∣∣
M′
=


d2In2 0 · · · 0
0
. . .
. . . 0
...
. . . dkInk 0
0 · · · 0 0

 ,
whereM′ =
(
I X
0 I
)−1
(QP⊕M)−1M, I is a unit matrix of the suitable size and the
dimension of the kernel of A˜
(i)
1 |M is n˜−n+n1. Since the matrix P
−1A1P is diagonal,
the [l, l]-block of RP−1A1P coincides with that of P
−1A1PR, and it is equal to the
[l, l]-block of −P−1(A0 + µIn)P , if l ≥ 2. Hence(
I X
0 I
)−1
(QP⊕M)−1A˜
(i)
0 QP
⊕M
(
I X
0 I
)∣∣∣∣∣
M′
(4.21)
=
(
µ− RP−1A1P µX −XX
′
P−1A1P X
′
)∣∣∣∣
M′
=


A
[2,2]
0 + 2µIn2 ∗ · · · ∗
∗
. . .
. . . ∗
... ∗ A
[k,k]
0 + 2µInk ∗
...
. . . ∗ X
′

 ,
where X
′
is expressed as
X
′
=
(
A
[1,1]
0 + µI X
′′
0 0
)
,
A
[1,1]
0 is the matrix obtained by replacing the domain and the range of A
[1,1]
0 to
C
n1/KerA
[1,1]
0 . It follows from irreducibility that the rank of X
′
is equal to the size of
A
[1,1]
0 . Thus, if the matrix A
[1,1]
0 is conjugate to
L(n
〈0〉
1 , . . . , n
〈0〉
p〈0〉
; 0, . . . , 0)⊕ L(n
〈−µ〉
1 , . . . , n
〈−µ〉
p〈−µ〉
;−µ, . . . ,−µ)(4.22)
⊕ L(m1,1, . . . , m1,p′1;λ1,1, . . . , λ1,p′1) (λ1,j 6= 0,−µ),
then we have n˜− n+ n
〈0〉
1 ≥ n
〈−µ〉
1 and the matrix X
′
is conjugate to
L(n˜− n+ n
〈0〉
1 , n
〈−µ〉
1 , . . . , n
〈−µ〉
p〈−µ〉
; 0, . . . , 0)(4.23)
⊕ L(n
〈0〉
2 , . . . , n
〈0〉
p〈0〉
;µ, . . . , µ)⊕ L(m1,1, . . . , m1,p′1;λ1,1 + µ, . . . , λ1,p′1 + µ).
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If the matrix A
[l,l]
0 (l ≥ 2) is conjugate to L(ml,1, . . . , ml,pl;λl,1, . . . , λl,pl), then the
matrix A
[l,l]
0 + 2µInl is conjugate to L(ml,1, . . . , ml,pl;λl,1 + 2µ, . . . , λl,pl + 2µ). Hence
idxi(mcµ(A))− idxi(A) = (n˜− n+ n1)
2 +
k∑
j=2
(nj)
2(4.24)
+ (dimZ(A
[1,1]
0 + µ))
2 + (n˜− n + n1,1)
2 +
k∑
j=2
(dimZ(A
[j,j]
0 + 2µ))
2 − 2n˜2
−
(
k∑
j=1
(nj)
2 + (dimZ(A
[1,1]
0 ))
2 + n21,1 +
k∑
j=2
(dimZ(A
[j,j]
0 ))
2 − 2n2
)
= 2(n− n˜)(2n− n1 − n1,1) = 2(n− n˜)(2n− dimK
(i)),
where n1,1 = dim(KerA
[1,1]
0 ).
We investigate the matrices A˜
(0)
1 and A˜
(0)
0 for the case that m0 = 1, the matrices
A
(0)
1 and A
(0)
0 are expressed as Eqs.(4.2), (4.3) and d1 = 0. By changing the order
of the direct sum V ′ = (Cn)⊕M , the matrices A˜
(0)
1 and A˜
(0)
0 + µI are simultaneously
conjugate to
A˜
(0)
1 ∼

 P−1A1P P−1A0P P−1AP⊕(M−2)0 0 0
0 0 0

 ,(4.25)
A˜
(0)
0 + µI ∼

 µ 0 0P−1A1P P−1A0P P−1AP⊕(M−2)
0 0 0

 ,
where A =
(
A
(1)
m1 . . . A
(1)
1 A
(2)
m2 . . .
)
. It follows from similar argument to the case A˜
(i)
1 ,
A˜
(i)
0 (i 6= 0) that A˜
(0)
1 and A˜
(0)
0 are simultaneously conjugate to
A˜
(0)
1
∣∣∣
M
∼


d2In2 0 · · · 0
0
. . .
. . . 0
...
. . . dkInk 0
0 · · · 0 0

 ,(4.26)
A˜
(0)
0
∣∣∣
M
∼


A
[2,2]
0 ∗ · · · ∗
∗
. . .
. . . ∗
... ∗ A
[k,k]
0 ∗
...
. . . ∗ X
′

 ,(4.27)
where X
′
is expressed as
X
′
=
(
A
[1,1]
0 − µI X
′′
0 −µI
)
,
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A
[1,1]
0 is the matrix obtained by replacing the domain and the range of A
[1,1]
0 to
Cn1/Ker(A
[1,1]
0 − µI). If the matrix A
[1,1]
0 is conjugate to
L(n
〈µ〉
1 , . . . , n
〈µ〉
p〈µ〉
;µ, . . . , µ)⊕ L(n
〈0〉
1 , . . . , n
〈0〉
p〈0〉
; 0, . . . , 0)(4.28)
⊕ L(m1,1, . . . , m1,p′1;λ1,1, . . . , λ1,p′1), (λ1,j 6= 0, µ),
then we have n˜− n+ n
〈µ〉
1 ≥ n
〈0〉
1 and the matrix X
′
is conjugate to
L(n˜− n + n
〈µ〉
1 , n
〈0〉
1 , . . . , n
〈0〉
p〈0〉
;−µ, . . . ,−µ)(4.29)
⊕ L(n
〈µ〉
2 , . . . , n
〈µ〉
p〈µ〉
; 0, . . . , 0)⊕ L(m1,1, . . . , m1,p′1;λ1,1 − µ, . . . , λ1,p′1 − µ).
Hence we also have
idx0(mcµ(A))− idx0(A) = 2(n− n˜)(2n− dimL(µ)).(4.30)
We include the case mi = 0 to the case mi = 1 by setting A
(i)
1 = 0 and we have
n˜ = n(2r + 1)−
∑r
i=1 dimK
(i) − dimL(µ). It follows from Eqs.(4.24), (4.30) that
idx(mcµ(A))− idx(A) = 2n˜
2 − 2n2 +
r∑
i=0
{idxi(mcµ(A))− idxi(A)}(4.31)
= 2n˜2 − 2n2 + 2(n− n˜)
(
2(r + 1)n−
r∑
i=1
dimK(i) − dimL(µ)
)
= 2n˜2 − 2n2 + 2(n− n˜)(n+ n˜) = 0.
Hence the index of rigidity is preserved by application of middle convolution, i.e.
idx(mcµ(A)) = idx(A). Namely we obtain the following proposition.
Proposition 4.2. If mi ≤ 1, the matrices A
(i)
1 are semi-simple for all i and 〈A〉 is
irreducible, then the index of rigidity is preserved by application of middle convolution,
i.e. idx(mcµ(A)) = idx(A) for all µ ∈ C.
4.4. Classification.
Proposition 4.3. Assume that mi ≤ 1 (i = 0, . . . , r), A
(i)
1 are semi-simple for all
i and 〈A〉 is irreducible. We identify the case mi = 0 with the case mi = 1 and
A
(i)
1 = 0.
(i) If idx(A) = 2, then A is transformed to the rank one matrices by applying addition
and middle convolution repeatedly.
(ii) If idx(A) = 0, then A is transformed to one of the following cases by applying
middle convolution and addition repeatedly, where d ∈ Z≥1.
Four singularities : {(d, d), (d, d), (d, d), (d, d)},(4.32)
Three singularities : {(d, d, d), (d, d, d), (d, d, d)},
{(2d, 2d), (d, d, d, d), (d, d, d, d)},
{(3d, 3d), (2d, 2d, 2d), (d, d, d, d, d, d)},
{(d, d)− ((d), (d)), (d, d), (d, d)},
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Two singularities : {(d, d)− ((d), (d)), (d, d)− ((d), (d))},
{(d, d, d)− ((d), (d), (d)), (d, d, d)},
{(d, d, d, d)− ((d), (d), (d), (d)), (2d, 2d)},
{(2d, 2d)− ((d, d), (d, d)), (d, d, d, d)},
{(3d, 2d)− ((d, d, d), (2d)), (d, d, d, d, d)},
{(2d, 2d, 2d)− ((d, d), (d, d), (d, d)), (3d, 3d)},
{(3d, 3d, 2d)− ((d, d, d), (d, d, d), (2d)), (4d, 4d)},
{(5d, 4d, 3d)− ((d, d, d, d, d), (2d, 2d), (3d)), (6d, 6d)},
{(5d, 4d)− ((d, d, d, d, d), (2d, 2d)), (3d, 3d, 3d)},
{(3d, 3d)− ((d, d, d), (d, d, d)), (2d, 2d, 2d)},
{(5d, 3d)− ((d, d, d, d, d), (3d)), (2d, 2d, 2d, 2d)},
{(4d, 3d)− ((2d, 2d), (3d)), (d, d, d, d, d, d, d)}.
Proof. (i) It is enough to show that the size of matrices can be decreased by appro-
priate application of addition and middle convolution, because the size of matrices is
reduced to one by applying many times.
Let
(n
(i)
1 , n
(i)
2 , . . . , n
(i)
k(i)
)−(4.33)
((n
(i)
1,1, . . . , n
(i)
1,p
(i)
1
), (n
(i)
2,1, . . . , n
(i)
2,p
(i)
2
), . . . , (n
(i)
k(i),1
, . . . , n
(i)
k(i),p
(i)
k(i)
)),
(n
(i)
1 ≥ n
(i)
2 ≥ · · · ≥ n
(i)
k(i)
, n
(i)
j,1 ≥ · · · ≥ n
(i)
j,p
(i)
j
) be the type of multiplicities of (A
(i)
1 , A
(i)
0 ).
Note that n
(i)
j,1 + · · ·+ n
(i)
j,p
(i)
j
= n
(i)
j . Then
(4.34) (n
(i)
j )
2 +
∑
j′
(n
(i)
j,j′)
2 ≤ (n
(i)
j )
2 + n
(i)
j,1
∑
j′
n
(i)
j,j′ = n
(i)
j (n
(i)
j + n
(i)
j,1).
There exists a number l(i) such that
(4.35)
n
n
(i)
l(i)
(
(n
(i)
l(i)
)2 +
∑
j
(n
(i)
l(i),j
)2
)
≥
∑
j
(n
(i)
j )
2 +
∑
j
∑
j′
(n
(i)
j,j′)
2,
because if not we have contradiction as∑
l
(
(n
(i)
l )
2 +
∑
j′
(n
(i)
l,j′)
2
)
(4.36)
<
∑
l
n
(i)
l
n
{∑
j
(n
(i)
j )
2 +
∑
j
∑
j′
(n
(i)
j,j′)
2
}
=
∑
j
(n
(i)
j )
2 +
∑
j
∑
j′
(n
(i)
j,j′)
2.
By combining with Eq.(4.34), we have
(4.37) n(n
(i)
l(i)
+ n
(i)
l(i),1
) ≥
∑
j
(n
(i)
j )
2 +
∑
j
∑
j′
(n
(i)
j,j′)
2.
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Recall that the index of rigidity is calculated as
idx(A) =
r∑
i=0
(∑
j
(n
(i)
j )
2 +
∑
j
∑
j′
(n
(i)
j,j′)
2
)
− 2rn2.(4.38)
If
∑r
i=0 n
(i)
l(i)
+ n
(i)
l(i),1
≤ 2rn, then
r∑
i=0
(∑
j
(n
(i)
j )
2 +
∑
j
∑
j′
(n
(i)
j,j′)
2
)
≤
r∑
i=0
n(n
(i)
l(i)
+ n
(i)
l(i),1
) ≤ 2rn2,(4.39)
which contradicts to idx(A) = 2. Hence
(4.40)
r∑
i=0
(n
(i)
l(i)
+ n
(i)
l(i),1
) ≥ 2rn+ 1.
We apply addition in order that dimK(i) = n
(i)
l(i)
+ n
(i)
l(i),1
for i = 1, . . . , r and the
dimension of the kernel of A
(0)
1 is n
(0)
l(0)
. Let µ be the value such that dimL(µ) = n
(0)
l(0)
+
n
(0)
l(0),1
. If µ = 0, then it follows from Eq.(4.40) that dimK + dimL′(0)− n(M − 1) =∑r
i=0(n
(i)
l(i)
+ n
(i)
l(i),1
)− 2nr < 0 and it contradicts to Proposition 3.2 (iii). Thus µ 6= 0,
the size of matrices obtained by middle convolution is
(4.41) (2r + 1)n−
r∑
i=0
(n
(i)
l(i)
+ n
(i)
l(i),1
),
and it is no more than n − 1, which follows from Eq.(4.40). Hence the size can be
decreased by addition and middle convolution.
(ii) It is sufficient to consider the case that the size of matrices cannot be decreased
by addition and middle convolution. Let l(i) be the number which satisfies Eq.(4.35).
If
∑r
i=0(n
(i)
l(i)
+ n
(i)
l(i),1
) > 2rn, then the size is decreased by middle convolution (see
Eq.(4.41)) or the system is reducible (the case µ = 0). Hence
∑r
i=0(n
(i)
l(i)
+ n
(i)
l(i),1
) ≤
2rn. If
∑r
i=0(n
(i)
l(i)
+n
(i)
l(i),1
) < 2rn, then we have
∑r
i=0
(∑
j(n
(i)
j )
2 +
∑
j
∑
j′(n
(i)
j,j′)
2
)
<
2rn2 as Eq.(4.39) and it contradicts to idx(A) = 0. Thus
∑r
i=0(n
(i)
l(i)
+ n
(i)
l(i),1
) = 2rn.
Since idx(A) = 0, all inequalities in Eqs.(4.37), (4.39) are equalities. In particular
we have (n
(i)
l(i)
)2 +
∑
j′(n
(i)
l(i),j′
)2 = n
(i)
l(i)
(n
(i)
l(i)
+ n
(i)
l(i),1
), which leads to n
(i)
l(i),j′
= n
(i)
l(i),1
for
1 ≤ j′ ≤ p
(i)
l(i)
. Then ((n
(i)
l(i)
)2 +
∑
j(n
(i)
l(i),j
)2)n/n
(i)
l(i)
= n(n
(i)
l(i)
+ n
(i)
l(i),1
) =
∑
j(n
(i)
j )
2 +∑
j
∑
j′(n
(i)
j,j′)
2. Hence if Eq.(4.35) is satisfied, then the inequality in Eq.(4.35) is re-
placed by equality. Therefore n((n
(i)
l )
2+
∑
j(n
(i)
l,j )
2) ≤ n
(i)
l (
∑
j(n
(i)
j )
2+
∑
j
∑
j′(n
(i)
j,j′)
2)
for all l. It follows from summing up with respect to l that ((n
(i)
l )
2+
∑
j(n
(i)
l,j )
2)n/n
(i)
l =∑
j(n
(i)
j )
2 +
∑
j
∑
j′(n
(i)
j,j′)
2 for all l. By setting l = l(i) and repeating the discussion
above, we have
n
(i)
l,j = n
(i)
l,1 =
n
(i)
l
p
(i)
l
, n
(i)
l,1(p
(i)
l + 1) = n
(i)
1,1(p
(i)
1 + 1),(4.42)
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for all j ∈ {1, . . . , p
(i)
l } and l ∈ {1, . . . , k
(i)}. Since
∑r
i=0(n
(i)
1 + n
(i)
1,1) = 2rn, we have
(4.43)
r∑
i=0
(
2−
n
(i)
1 + n
(i)
1,1
n
)
= 2.
Hence r ≥ 1.
If n
(i)
1 = n and p
(i)
1 = 1, then the matrices A
(i)
1 and A
(i)
0 are scalar, and we may
omit the singularity corresponding to A
(i)
1 and A
(i)
0 , because they are transformed to
A
(i)
1 = A
(i)
0 = 0 by applying addition. If n
(i)
1 = n and p
(i)
1 ≥ 2, then we have k
(i) = 1,
n
(i)
1,1 = · · · = n
(i)
1,p
(i)
1
and 2−(n
(i)
1 +n
(i)
1,1)/n = 1−1/p
(i)
1 . Thus 1/2 ≤ 2−(n
(i)
1 +n
(i)
1,1)/n < 1
and the equality holds iff p
(i)
1 = 2. Since the matrix A
(i)
1 is scalar, this case can be
regarded as mi = 0 by applying addition.
If n
(i)
1 6= n, then k
(i) ≥ 2 and we have n = n
(i)
1 + · · ·+ n
(i)
k(i)
≥ k(i)n
(i)
k(i)
, n
(i)
k(i),1
≤ n
(i)
k(i)
and
(4.44) 2−
n
(i)
1 + n
(i)
1,1
n
= 2−
n
(i)
k(i)
+ n
(i)
k(i),1
n
≥ 2−
2n
(i)
k(i)
n
≥ 2−
2
k(i)
.
Hence we have 2−(n
(i)
1 +n
(i)
1,1)/n ≥ 1 and the equality holds iff k
(i) = 2, p
(i)
1 = p
(i)
2 = 1
and n
(i)
1 = n
(i)
2 = n/2.
We consider the case k(i) = 1 for all i. Then
∑r
i=0(1 − 1/p
(i)
1 ) = 2 and we
have solution for the cases r = 3 and r = 2. If r = 3, then p
(0)
1 = p
(1)
1 =
p
(2)
1 = p
(3)
1 = 2, i.e. the case {(d, d), (d, d), (d, d), (d, d)} (d = n/2). If r = 2,
then (p
(0)
1 , p
(1)
1 , p
(2)
1 ) = (3, 3, 3), (2, 4, 4), (2, 3, 6) or their permutations, i.e. the cases
{(d, d, d), (d, d, d), (d, d, d)} (d = n/3), {(2d, 2d), (d, d, d, d), (d, d, d, d)} (d = n/4) or
{(3d, 3d), (2d, 2d, 2d), (d, d, d, d, d, d)} (d = n/6).
We consider the case #{i | k(i) ≥ 2} ≥ 2. Then it follows from Eq.(4.44) that
#{i | k(i) ≥ 2} = 2, k(0) = k(1) = 2, p
(i)
1 = p
(i)
2 = 1 and n
(i)
1 = n
(i)
2 = n/2 (i = 0, 1).
Hence we obtain the case {(d, d)− ((d), (d)), (d, d)− ((d), (d))} (d = n/2).
We consider the case #{i | k(i) ≥ 2} = 1 and r ≥ 2. We set k(0) ≥ 2, k(1) =
· · · = k(r) = 1 for simplicity. It follows from Eq.(4.43), 2 − (n
(0)
1 + n
(0)
1,1)/n ≥ 1 and
2−(n+n
(i)
1,1)/n ≥ 1/2 (i ≥ 1) that r = 2, n
(0)
1 = n
(0)
2 = n/2, p
(1)
1 = p
(2)
1 = 2 and n
(i)
1,1 =
n
(i)
1,2 = n/2 (i = 1, 2). It corresponds to the case {(d, d) − ((d), (d)), (d, d), (d, d)}
(d = n/2).
The remaining case is #{i | k(i) ≥ 2} = 1 and r = 1. We set k(0) ≥ 2, k(1) = 1 for
simplicity. By Eq.(4.43), we have
(4.45)
n
(0)
1 + n
(0)
1,1
n
= 1−
1
p
(1)
1
.
It follows from p
(1)
1 ≥ 2 and Eq.(4.44) that 2− (n
(0)
1 + n
(0)
1,1)/n ≤ 3/2 and k
(0) ≤ 4.
If k(0) = 4, then inequalities in Eq.(4.44) must be equalities, p
(0)
1 = p
(0)
2 = p
(0)
3 =
p
(0)
4 = 1 and n
(0)
1 = n
(0)
2 = n
(0)
3 = n
(0)
4 = n/4. We have p
(1)
1 = 2 and n
(1)
1 = n
(1)
2 = n/2.
Hence we obtain the case {(d, d, d, d)− ((d), (d), (d), (d)), (2d, 2d)} (d = n/4).
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If k(0) = 3, then we have (n
(0)
1 + n
(0)
1,1)/n ≤ 2/3. Since (n
(0)
1 + n
(0)
1,1)/n + 1/p
(1)
1 = 1,
we have p
(1)
1 = 3 or 2, i.e. (n
(0)
1 + n
(0)
1,1)/n = 2/3 or 1/2. If (n
(0)
1 + n
(0)
1,1)/n = 2/3,
then p
(0)
1 = p
(0)
2 = p
(0)
3 = 1, n
(0)
i = n
(0)
i,1 = n/3 (i = 1, 2, 3), p
(1)
1 = 3 and n
(1)
1 =
n
(1)
2 = n
(1)
3 = n/3, i.e. the case {(d, d, d) − ((d), (d), (d)), (d, d, d)} (d = n/3). If
(n
(0)
1 + n
(0)
1,1)/n = 1/2, then we have
2n
(0)
1,1(p
(0)
1 + 1) = 2n
(0)
2,1(p
(0)
2 + 1) = 2n
(0)
3,1(p
(0)
3 + 1) = n(4.46)
= n
(0)
1 + n
(0)
2 + n
(0)
3 = n
(0)
1,1p
(0)
1 + n
(0)
2,1p
(0)
2 + n
(0)
3,1p
(0)
3 .
By summing up, we have 2(n
(0)
1,1 + n
(0)
2,1 + n
(0)
3,1) = n
(0)
1,1p
(0)
1 + n
(0)
2,1p
(0)
2 + n
(0)
3,1p
(0)
3 . Since
n
(0)
1 ≥ n
(0)
2 ≥ n
(0)
3 , we have n
(0)
1,1 ≤ n
(0)
2,1 ≤ n
(0)
3,1, p
(0)
1 ≥ p
(0)
2 ≥ p
(0)
3 and p
(0)
3 ≤ 2.
If p
(0)
3 = 2, then p
(0)
1 = p
(0)
2 = 2. If p
(0)
3 = 1, then we have 2n
(0)
3,1 = n
(0)
1,1(p
(0)
1 +
1) = n
(0)
2,1(p
(0)
2 + 1) and 3n
(0)
3,1 = n
(0)
1,1p
(0)
1 + n
(0)
2,1p
(0)
2 . Hence n
(0)
3,1 = n
(0)
1,1 + n
(0)
2,1 and
1/(p
(0)
1 + 1) + 1/(p
(0)
2 + 1) = 1/2. Therefore (p
(0)
1 + 1, p
(0)
2 + 1, p
(0)
3 + 1) = (3, 3, 3),
(6, 3, 2) or (4, 4, 2). If (p
(0)
1 +1, p
(0)
2 +1, p
(0)
3 +1) = (3, 3, 3), then n
(0)
1,1 = n
(0)
2,1 = n
(0)
3,1 = n/3
and we obtain the case {(2d, 2d, 2d) − ((d, d), (d, d), (d, d)), (3d, 3d)} (d = n/6). If
(p
(0)
1 + 1, p
(0)
2 + 1, p
(0)
3 + 1) = (6, 3, 2), n
(0)
1,1 = n/12, n
(0)
2,1 = n/6 and n
(0)
3,1 = n/4 and
we obtain the case {(5d, 4d, 3d)− ((d, d, d, d, d), (2d, 2d), (3d)), (6d, 6d)} (d = n/12).
If (p
(0)
1 + 1, p
(0)
2 + 1, p
(0)
3 + 1) = (4, 4, 2), then n
(0)
1,1 = n
(0)
2,1 = n/8, n
(0)
3,1 = n/4, and we
obtain the case {(3d, 3d, 2d)− ((d, d, d), (d, d, d), (2d)), (4d, 4d)} (d = n/8).
We investigate the case k(0) = 2. It follows from Eq.(4.43) and n = n
(0)
1,1p
(0)
1 +n
(0)
2,1p
(0)
2
that
n
(0)
1,1(p
(0)
1 + 1) = n
(0)
2,1(p
(0)
2 + 1) =
(
1−
1
p
(1)
1
)
(n
(0)
1,1p
(0)
1 + n
(0)
2,1p
(0)
2 ).(4.47)
By erasing the term p
(0)
1 , we obtain
(4.48) n
(0)
2,1 + (p
(1)
1 − 1)n
(0)
1,1 = (p
(1)
1 − 2)n
(0)
2,1p
(0)
2 .
Hence p
(1)
1 ≥ 3. It follows from n
(0)
1 ≥ n
(0)
2 that n
(0)
1,1 ≤ n
(0)
2,1, p
(0)
1 ≥ p
(0)
2 , p
(1)
1 ≥
1 + (p
(1)
1 − 1)n
(0)
1,1/n
(0)
2,1 = (p
(1)
1 − 2)p
(0)
2 and p
(0)
2 ≤ p
(1)
1 /(p
(1)
1 − 2). We consider the
case p
(1)
1 = 3. Then p
(0)
2 ≤ 3. If p
(0)
2 = 1, then n
(0)
1,1 = 0 and it cannot occur. If
p
(0)
2 = 2, then n
(0)
2,1 = 2n
(0)
1,1 and p
(0)
1 = 5. It corresponds to the case {(5d, 4d) −
((d, d, d, d, d), (2d, 2d)), (3d, 3d, 3d)} (d = n/9). If p
(0)
2 = 3, then n
(0)
1,1 = n
(0)
2,1 and
p
(0)
1 = 3. It corresponds to the case {(3d, 3d)− ((d, d, d), (d, d, d)), (2d, 2d, 2d)} (d =
n/6). We consider the case p
(1)
1 ≥ 4. Then p
(0)
2 ≤ p
(1)
1 /(p
(1)
1 − 2) ≤ 2. If p
(0)
2 = 2,
then p
(1)
1 = 4, n
(0)
1,1 = n
(0)
2,1 and p
(0)
1 = 2. It corresponds to the case {(2d, 2d) −
((d, d), (d, d)), (d, d, d, d)} (d = n/4). If p
(0)
2 = 1, then n
(0)
1,1 = n
(0)
2,1(p
(1)
1 − 3)/(p
(1)
1 − 1)
and p
(0)
1 = 1 + 4/(p
(1)
1 − 3). Hence 4 is divisible by p
(1)
1 − 3 and we have p
(1)
1 =
4, 5 or 7. If p
(1)
1 = 4, then p
(0)
1 = 5 and 3n
(0)
1,1 = n
(0)
2,1. It corresponds to the case
{(5d, 3d)− ((d, d, d, d, d), (3d)), (2d, 2d, 2d, 2d)} (d = n/8). If p
(1)
1 = 5, then p
(0)
1 = 3
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and 2n
(0)
1,1 = n
(0)
2,1. It corresponds to the case {(3d, 2d)− ((d, d, d), (2d)), (d, d, d, d, d)}
(d = n/5). If p
(1)
1 = 7, then p
(0)
1 = 2 and 3n
(0)
1,1 = 2n
(0)
2,1. It corresponds to the case
{(4d, 3d)− ((2d, 2d), (3d)), (d, d, d, d, d, d, d)} (d = n/7).
Thus we have exhausted all the cases. 
Remark that some patterns in the list of Proposition 4.3 may not be realized as
an irreducible system of differential equations. In fact the patterns corresponding to
Fuchsian systems as
{(d, d), (d, d), (d, d), (d, d)},(4.49)
{(d, d, d), (d, d, d), (d, d, d)},
{(2d, 2d), (d, d, d, d), (d, d, d, d)},
{(3d, 3d), (2d, 2d, 2d), (d, d, d, d, d, d)},
for the case d ≥ 2 (resp. d = 1) cannot be realized (resp. can be realized) as
irreducible systems, which was established by Kostov [9] and Crawley-Boevey [2].
5. Concluding remarks
We give comments for future reference.
In this paper we gave a tentative definition of the index of rigidity for systems of
linear differential equations which may have irregular singularities, and we should
clarify the correctness (or incorrectness) of our definition. A key point would be
Conjecture 1, which is compatible with Proposition 4.2, and we should consider the
case that the coefficient matrices are not semi-simple.
Crawley-Boevey [2] made a correspondence between systems of Fuchsian differential
equations and roots of Kac-Moody root systems, which was applied for solving addi-
tive Deligne-Simpson problem. Boalch [1] gave a generalization of Crawley-Boevey’s
work to the cases which include an irregular singularity. It would be hopeful to develop
studies on this direction to understand several properties of differential equations.
Laplace transformation (or Fourier transformation) has been a powerful tool for
analysis of differential equations. It is known that Okubo normal form fits well with
Laplace transformation. In fact, Okubo normal form
(5.1) (xIn − T )
dΨ
dx
= AΨ,
is transformed to
(5.2)
dV
dz
=
(
T −
A+ In
z
)
V,
which is Birkhoff canonical form of Poincare´ rank one by Laplace transformation
(5.3) V (z) =
∫
C
exp(zx)Ψ(x)dx.
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Assume that the matrices T and A are written as
T =


t1In1 0 . . . 0
0 t2In2 . . . 0
0 0
. . .
...
0 · · · 0 tkInk

 , A =


A[1,1] A[1,2] . . . A[1,k]
A[2,1] A[2,2] . . . A[2,k]
...
...
. . .
...
A[k,1] A[k,2] . . . A[k,k]

 ,(5.4)
where ti 6= tj (i 6= j) and A
[i,j] is a ni×nj matrix, and we further assume that A, A
[i,i]
(i = 1, . . . , k) are semi-simple and Eq.(5.1) is irreducible. Then the index of rigidity
for Okubo normal form (Eq.(5.1)) is equal to
k∑
j=1
(
(nj)
2 + dim(Z(A[j,j]))
)
+ dim(Z(A))− n2,(5.5)
which was described by Haraoka [5] and Yokoyama [14]. On the other hand, the index
of rigidity of Eq.(5.2) can be calculated as a special case of section 4 (see Eq.(4.14)),
and it is equal to Eq.(5.5). Hence the index of rigidity in this paper fits well with
Laplace transformation.
We now observe an example of Laplace transformation. Set
(5.6) T =
(
0 1
0 0
)
, A = −
(
a1,1 + 1 a1,2
a2,1 a2,2 + 1
)
,
in Eq.(5.2), which corresponds to Eq.(3.28). It follows from irreducibility that a2,1 6=
0. By (inverse) Laplace transformation, we obtain Eq.(5.1), which is rewritten as
(5.7)
dΨ
dx
=
{
−
1
x2
(
a2,1 a2,2 + 1
0 0
)
−
1
x
(
a1,1 + 1 a1,2
a2,1 a2,2 + 1
)}
Ψ,
and it can be reduced to a scalar differential equation by middle convolution as the
example in section 3.4. Therefore we should develop a theory of Laplace transforma-
tion as well as the theory of middle convolution which is based on Euler’s integral
transformation (Theorem 2.1).
Several important functions are written as a solution of single differential equations
of higher order
y(n) + a1(z)y
(n−1) + · · ·+ an−1(z)y
′ + an(z)y = 0,(5.8)
where ai(z) (i = 1, . . . , n) are rational functions which may have poles at prescribed
points {t1, . . . , tr}. Note that we need to treat delicately on writing Eq.(5.8) into the
form of systems of differential equations (1.2) to reflect the depth of the singulari-
ties. Oshima [11] formulated middle convolution (Euler’s transformation) for single
differential equations of higher order, and Hiroe [6] studied it for the case that the
differential equation has an irregular singularity at z = ∞ and regular singularities.
Hiroe’s result includes a part of the content of section 4 in this paper with a differ-
ent situation. Moreover he clarified a structure of Kac-Moody root system, which is
based on Boalch’s study [1]. Studies on this direction should be developed further.
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