Overview The advent of commodity RGB-D cameras led to intense research towards developing pipelines for estimating self-motion using simultaneously depth and vision cues [1, 2, 3] . State-of-the-art methods [2] are able to provide accurate motion estimations in real-time for the case of short displacement between consecutive frames. However, and since they use a differential registration approach, the performance degrades in the presence of dynamic scenes and/or wide baselines. Situations of wide baseline often arise because of high sensor velocity or increase in image resolution, with the frames taking more time to acquire and/or process.
Description of the pipeline Given two corresponding sets of 3 planes it is possible to compute the relative pose in a closed-form manner. The problem can be cast as finding the rotation R and translation t such that
verifies, where
s are planes in the first and second reference frames, respectively, in homogeneous representation. Knowing that points and planes are dual entities in 3D, equation (1) can be seen as a projective transformation in P 3 * that maps points Π
s . It can be shown that R and t can be determined separately.
Planes are initially segmented and reconstructed using simultaneously depth and color information. The depth information is used in a RANSAC framework for suggesting plane hypotheses, followed by a plane merging procedure [4] . We reject planes corresponding to small segments, and re-run RANSAC for obtaining the final plane estimates.
Instead of explicitly matching planes between frames, we use an hierarchical scheme where corresponding sets with more planes are selected first. At least 3 non-parallel planes are necessary for computing R and t. Situations where this is not verified are detected and, in case of ambiguity, the strictly necessary point matches are used to obtain an initial estimate.
Given the initial pose estimation, we use a photo-consistency framework to refine the camera motion and plane parameters. We optimize the motion and plane parameters by minimizing the cost function
where w(q f ; p) is a 2D warping function and p the warping parameter vector that encodes 3 parameters for camera rotation, 3 for translation, and 3 for the plane structure. For robustness against a noisy camera motion initialization, we use a coarse-to-fine registration framework.
(a) Our-Optim (b) DVO [2] Figure 1: 3D reconstruction for a dynamic dataset. The figure shows the 3D reconstruction computed with 1(a) our method with optimization, and 1(b) the DVO method. The quality of the 3D reconstruction indicates that our algorithm is more robust than DVO for scenes with dynamic motion. 
