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0. INTRODUCTION 
Let G be a group and R a commutative ring with unit. The augmentation 
ideal I(R, G) is the kernel of the homomorphism (called the augmentation) 
from the group ring RG to 1 induced by collapsing G to the unit group. The 
n-th dimension subgroup modulo R, z’,(R, G), is the set of group elements x 
such that x - 1 lies in the n-th power of I(R, G), that is, 
i,(R, G) = G n 1 ,+ IV’@, G). 
The dimension subgroup problem asks whether &(Z, G) = G, , the n-th 
term of the lower central series of G. Results on this problem have been set 
down in [ll, 121. This paper investigates the subgroups for the general 
ring R. I f  the dimension subgroup conjecture is true, this investigation is 
successful; that is, it is possible to express I,(R, G) in terms of certain canonical 
subgroups of G and certain dimension subgroups in(Zpe , G), where Z,. is the 
ring of integers modulo the prime powerp”. The expression depends upon the 
arithmetic of the ring R. The analysis of &,(R, G), carried out in Section 2, is 
largely a study of this arithmetic. 
The first section examines the modular dimension subgroups i, (Zve, G). 
Using Lie-theoretic methods, Lazard calculated these subgroups for free 
groups. His subgroups are characterized here group-theoretically; they are not 
generally the appropriate subgroups but are seen to be closely related. 
Next a systematic exposition is given of an old method of finding sets of 
generators for the powers of the augmentation ideal. Results of Jennings and 
of Lazard on Z,G are established. 
The section concludes with the calculation of the first three modular 
dimension subgroups. Included here is a new proof of the dimension subgroup 
conjecture for class 2 groups. The method used could solve simultaneously 
both the dimension subgroup problem and the integral group ring problem 
250 
Q 1972 by Academic Press, Inc. 
DIMENSION SUBGROUPS OVER ARBITRARY COEFFICIENT RI%GS 251 
for p-groups. For class 2 groups, the program is feasible and establishes as 
well the fact that G,/G, is a summand of Is/13, an analog of the familiar 
isomorphism between G/G’ and J/I’. For groups of higher class, the scheme 
becomes oppressively complex but perhaps not impossible. 
1. MODUL.~R COEFFICIENTS 
We turn now to the calculation of i, = i,(e, 6) = i,(Z,, , G). It will be 
seen in the next section that these subgroups are fundamental to the calcula- 
tion of i,,(R, G) f  or an arbitrary ring R. For a finite p-group, they filter the 
integral subgroups and so give hope of a solution of the dimension subgroup 
problem. 
LEMMA 1.1. If G is a finite p-group, i,,(Z, Gj is tke intersection of a8 
i,fe, G), e 2 1. 
Proof. Since I/P is isomorphic to G/G’, there is an integer e for which 
p”l is contained inl’“, I = I(!& G). S ince Z,.G is ZGjp”ZG, x - 1 in In(ZgC, G) 
implies that x - 1 is in 1% + p”I which is I”. Hence, i,(e, G) is contained in 
i,(Z, 6). The opposite inclusion is obvious. 
We now establish a property of i, which will enabie us to uncover a large 
portion of i,L . 
LEMMA 1.2. If k > 0, i,(e, G)s@’ is contained in in&e, G). 
Proof. With ~1 = JY+~, xm - 1 = C (1:)(x - t)i. For i < J++~, p” 
divides (y). Thus, if x - 1 is in 11~ modulo pe, A?” - 1 is in InP1”” modulo p”. 
Since G, is in in for all n, we see that, if i@ > ripe--l, GTi is in & . Denote by 
Gn,ps the subgroup generated by G, and all such GF’; so that 
LEMIVIA 1.3. G,,,, is contained in iJZ,, , G). 
The subgroups Gn,+ first appeared in Lazard’s thesis. He showed that, 
if G is free, G IL,ge is the n-th “groupe de dimension modpa” in his terminology 
[6, p. 125]* But his “dimension subgroups” are readily seen to contain those 
defined here; so 1.3 gives 
THEOREM 1.4. If  G is fwe, i,(Z,, , G) =: G,,,, . 
For e - 1, 1.4 is already a result of Zassenhaus [ 131. Lazard completed this 
by showing i,(Z, , G) .= G,,, for all G [6, p. 1351; we give a simplified version 
of his proof in I .22. Jennings [4] had earlier shown that the series {i:;,(Z, , G)) is 
characterized as the smallest descending central series {Hn) for which I%,n is 
in Hy7,, . 
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Such a characterization of {G,+} can be given for e > 1. The technique 
used, a generalization of Hall-Petrescu words due to Rex Dark, will establish 
group-theoretically a further property of (G.Tz,9c}, that it forms a Lazard series 
(a descending series of subgroups (H,) is Lazard if [H, , H,] < Hn+,,z for 
all n, m); this property is a consequence of the functoriality of the subgroups 
G ?z,!ue , the fact that {in} forms a Lazard series and Theorem 1.4 of Lazard, 
whose proof uses Lie theory. We show 
THEOREM 1.5. The series {G,,+) is characterized as the smallest descending 
central series {H,} in G for which Hrf” is contained in HVLBIcp for all k. Further- 
more, (G,,B6} is a Laxard series. 
Dark’s result, Theorem C of his thesis [I], is the following. 
THEOREM 1.6. Let Y< be a subset of G, 1 < i < m. Let 7r be a word in 
letters from the sets Yi. If a = (a1 ,..., olnJ is a list of na nonnegative integers, 
define n(u) to be the element of G obtained by replacing each appearance in rr of 
a letter y  in Yi by yoLi. Then 
where the product is taken over all /I = (& ,..., Pm) less than or equal to ol; 
that is, /3i < oIi for all i, where (i) is the product n (2) and where O@) is a product 
of manayold commutators, each containing at least /3i components which are 
elements, OT inverses of elements, of Yi . 
Proof of 1.5. We have seen in the proof of 1.3 that {G,,ge} is contained in 
any such series {H,); so it suffices to show that {G,,$,,,) is itself such a series. 
To show that it forms a Lazard series, it suffices to show 
and 
[GP’, G,] is in G,,,,,e if ip’ 3 ripe-r (1) 
[Gf, GE’] is in GiDj+kBl,g (2) 
The relevance of (2) is seen from the fact that Gnlof,+f < Gn,Be for 0 <f < e. 
To prove these, we may assume that the subgroups on the right are trivial, 
and then establish that generators of the subgroups on the left commute. 
For (I). we apply Dark’s Theorem to the word rr = [x, y] with x in Gi , y  in 
G m> and set 01 = (pi, 1). For (2)? again use r = [x, y], x in Gi , y  in Gk , 
and set 01 = (pj, ~2). In both cases, z-(01) = 1 follows in a straightforward 
manner. 
We include all the details of the proof of the remaining assertion, that 
p”+E-th powers of elements of G,,+ lie in G.n91Cksge. A typical element of 
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Gn,gB is of the form x = n x?, 1 < r < t, where X, is in Gir and c,. = pjr 
where, if i, < r~., i,pjr > n$~‘-~. 
We use the word r = n yn,?, 1 < q < pei-k, 1 < Y < t, where each 
yP,? is in a distinct set; that is, fn = tpe-tk. Set Y*,~ = X, and define 01 by 
setting CY~,~ = $T. Then ~(a) = x@‘; so, by Dark’s Theorem, 
where f?(p) is in G, , u = x i$,,, , summed over all q and T. Write 
/34,T = bp,rpaq.r; where p does not divide b,,, , and let v  = C (j, - n4,T), 
summed over all q and T. 
We conclude the proof by showing that S(p) ‘) is in Gn_al+E,P,e for all /3; 
it suffices to show that up@ >, n~~+~. If  /zI = 0,6@) = 1; if x is in G, I x@~ is 
in G*++.~c,~. ; thus, we may assume that j3,,r is not 0 for all q and r and that 
some i, < n. 
Case 1. v  ( pe+l:* Choose r so that i, < n. Since aa,r =-= j, for at least 
pe+-k - v  values of q, we have u > i,pir( pemk - a); so upv 3 ~pe-p~+~. 
Case 2. zi >, petk. We may assume that there is an Y for which i,. <n and 
C/3,,T) 0 summed over all q. Choose q so that d = j,. - ap,r is minimal. 
I f  d = 0, u > ipiT 3 ripe-l. I f  d > 0, v  > dp6+lc, so that p > pdpe+k. But 
u > i,.paq~ so that zcpl’ 3 i,pip~+~ 3 ripe--lp+k. 
Since the two series (G,,P.} and {Qe, G)> h s are such important properties, 
one might hope that they coincided; Lazard [6, p. 1411 asked whether this 
were the case. If  G is a finite p-group of exponent pe, G, = Gn,Pe so that, if 
they coincided, 1.1 would settle the dimension subgroup problem. 
Moran [7], however, has given examples of p-groups in which the two series 
differ: Let G be the split extension of a cyclic group (x> of order pe+l by a 
cyclic group (y) of order pz, defined by XV = xr+P’-‘, Then, if c’ > 1, and 
e > 2 if p = 2, GP+l,96 q = 1 while i&e, G) # 1. 
For e = p = 2, we give the following example: Let H be a non-Abelian 
central extension of a cyclic group of order 4 by the product of two cyclic 
groups of order 4, in which N’ = Z(W) (f or example, group 180 on the list 
of Hall and Senior [2]); then the central product G of H and a cyclic group of 
order 8 with the subgroup of order 4 amalgamated, satisfies 
1 = %+I.,, < ip+l(e, (3. 
The principle behind these examples is the following: 
LEMMA 1.7. If  n f  p and xP”-* is in i,(Z,t , G), then x@ is in in+&&,F I G). 
Proofs With m = pb--l, xnn’ - 1 = (‘F)(x - 1)i so: modulo P = P(Z, , G), 
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pe-l(x - 1)~ 3 0 for some y  inZ,,G of augmentation equal to 1. But, module 
I”, the subset 1 + I forms a group; sop”-l(~ - 1) E 0. Thus, pE-l(x - 1)p is 
in In+p-l, so that xpe - 1 is in In+p--l. 
Although &(Z,e , G) can be strictly greater than G,,,Die for a p-group 
G and for n > p, it is a result of Moran [7] that they coincide for n < p. 
His proof is as that of 3.15 of [12] but a proof may be given, via 1.9, which 
cites only the statement of 3.15: 
THEOREM 1.8. If n < p and G is ap-group, in(ZDe , G) = Gnzge. 
Proof. We may assume that G,,,, = 1, so that G has class less than n 
and exponent pe. To show that i,(e, G) = 1, it suffices to use 3.15, which 
shows that i,(Z, G) = G, = 1, in conjunction with the following lemma, a 
refinement of Lemma 1.1: 
LEMMA 1.9. 1’ G Izas exponent pet &(Z, G) = in(Z8e+r-l, G), where 
n d 1 + r(p - 1). 
Proofc Let I = I(Z, G) and m = p e+r-l. As in proof of 1.1, it suffices to 
show that ml is in In. We induct on r that, in fact, ml is in Il+‘(P-l); we 
assume r 3 1. Since exp G = pe, 
0 = ,a? - 1 = c C) (x _ l)i. 
Collecting terms, we see that there are elements yi in IPi-i, 0 < i < Y - 1, 
with ye of augmentation equal to 1, for which 0 = C m/p@ - 1)~~ module 
Il+r(p-l), sum over 0 < i < P - 1. For i > 0, m/pi(x - 1) is in I1+(r-i)tP-l’ 
by induction on r so that m/pi(x - 1)~~ = 0. Thus, m(x - 1)~s = 0; so 
m(x - 1) E 0 as in 1.7. 
We remark that Passi [9] has shown that, for G cyclic of order pe, the 
exponent of I/I1+T(p-l) is precisely $+-l. 
For n < p, the dimension subgroups have a further significance. 
PROPOSITION 1.10. VG is ap-group, n <p,I ==I(R, G), Z, = i,(R, G), 
then the exponent of G/in equals the exponent of I/I*. Consequently, if R = Z, 
the exponent of I/I” equals the exponent of G/Gn . 
Proof. I f  GP’ is in i, for some e, the equivalence xge - 1 = p”(x - 1)~ 
module I”, y  of unit augmentation, shows that p”.I is in P. Conversely, since 
I/Isis isomorphic to R @ G/G’, there is some e for whichp”I is in I”; the same 
equivalence shows that Gpe is in i, . 
For arbitrary n, it is still a frequent occurrence that i,z(e, G) = Gn,pe. 
The techniques of Section 2 of [12] p rovide enough examples in fact, to show 
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that every finite p-group is contained in a finite p-group for which the two 
series are identical. 
PROPOSITION 1.11. i,(e, 6) = G2,+ for all G. 
Proof. There is an obvious map from ZPeG to G/G’G”” which induces an 
isomorphism from I/I2 to G/G’Gp” = ZPe @ G/G’, where I = I(&, G). 
Thus, ia(e, G) = G’GP” = Gz,Pe . 
The proofs of 2.3 and 2.4 of [12], slightly modified, give the following 
results. 
THEOREM 1.12. If G is an abelian-by-cyclic groecp of exponent pbt 
i,(e, G) = G,,,, for all n. 
THEOREM 1.13. If G splits over a normal abelian subgroup A of exponent 
pe, then i,(e, G) = i,(e, T)[A, (n - l)G], where T is a compZement to A. 
If  i,(e, T) = Tn,+ , iJe, G) = G,,,, . 
We show next that the series coincide for abelian groups; the examples 
given show that this is not the case for class 2 groups. 
PROPOSITION 1.14. If G is Abelian, i,$& , G) = G,,+ for all n and e. 
Thus, Q(e, G) = Gfm n = 1, and = Gpe”forpi < n < pj+l~ 
Proof. VVe may assume that G is cyclic of order pa where pa > ripe-1. 
Let 1 = I(ZDe, G); inducting on m, we see that, for 0 < m < pa-e+l, I” is 
Z,,-free on all (X - l>i, m < i < p”, where x is a generator of G. Since we 
may assume n > pa-e, we obtain a contradiction to the uniqueness of expres- 
sion of elements in Pm’ by assuming that X* is in i, , where q = pa-l; that 
is, .z”g - 1 = C (:)(x - l>i andpe does not divide (z) for i = pa-“. 
The above proof shows the utility of bases for RG other than the standard 
one consisting of the group elements. In characteristic p, there is a basis, 
subsets of which form bases for the powers of the augmentation ideal. In 
general, such is not the case; instead, we try to obtain useful sets of generators 
of In. The method we give dates at least to Jennings [4]; its importance to 
research on problems involving powers of the augmentation ideal is enormous. 
Let G be a finite (nilpotentj group with a Lazard series (HYz) which even- 
tually reaches 1. This series filters G via the function. w defined on G as w(x) 
equals the largest n for which x is in H, . We may choose elements Xi in 6, 
1 < i f  d, such that, if wi = zu(x;), the Abelian group H,/H,w+l has basis 
consisting of the cosets of all the xi for which wi = zu; we may assume that 
‘Wi < Will . Define qi to be the order of the coset of xi in HJH,,, , where 
w = wi . 
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Let A be the set of all lists LY. = (0~1 ,..., Q) of nonnegative integers, 
and B the subset of all 01 for which 0~~ < qi . Then each element of G may 
be written uniquely as xE = JJ XT for an a! in B. 
To use the set A, we need a large dose of notation. ru(01) = c aieo, ; 
n(a) = c Lxi ; (-1)” = (-l)n(a); s(a) = smallest i for which 01~ > 0; 
Z(ar) = largest i for which tii > 0; /3 < 01 if pi < ai for all i; (a + /Q = 
01~ + ,k$ ; if ,8 < 01, we can define subtraction by (a - /3); = 01~ - pi ; 
@ = I-I (z)> P ro UC over all i; Si is defined by (S,), = 6, the Kronecker d t 
symbol. 
The following statements are obvious but useful: 
(1) If  a: is in B and ai > 0, then wi >, W(P), 
(2) If  i < j and [x~ , xi] = x”, 01 in B, then s(a) > j. 
We apply the set A to the group ring RG by defining P(a) to be the product 
n (xi - l)** over all i. Let A, be the R-submodule of RG generated by all 
P(a), 01 in A, with w(a) > n; let B, be the corresponding module with 01 
confined to B. We shall prove that &,4, is in A,, , and that, under certain 
conditions, even B,B, is in B,,+, . These assertions will provide manageable 
generators for I’“(R, G). 
Our first observation is an arithmetic identity valid in any ring, trivially 
proved by induction. 
LEMMA 1.15. Let yi , 1 < i < n, be elements of a ring with unit. Then 
nyi = C n (yi - l), where the sum is taken over all subsets of (I,..., n> and 
the product is over all elements of a given subset. 
This has the corollaries that 
COROLLARY 1.16. xE = C (;)P@); P(a) = z (-l>“s(;)xa; thus, the set 
of P(a) for 01 in B forms an R-basis of RG. 
We now prove the main assertion 
THEOREM 1.17. A,A,n is contained in A,+,, . 
Proof. It suffices to show that P(a) P(p) is in AZC(OI)+ZO(B) . This we establish 
by inducting on d - s(p), n(p) and 01 in that order. We may assume that ar > 0 
and that i = s(p) < d; in fact, by induction on n(p), we may assume that 
/I = Si . Let j = Z(a) so we may assume i < j. 
Let [xj , xi] = Y = XY, some y  E B. Then x - 1 = C (:)P(c), sum over all 
E, 0 < E < y, so that W(C) > wi + wj by (1) and the fact that (HJ is a Lazard 
series, and S(E) > s(y) > i by (2). 
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P(~)P(@ = P(~ - a,)(~~ - l)(~~ - 1). We can interchange (.yi - 1) and 
(.xj - 1) by means of the standard five term identity: 
(Xi - l)(Xi - 1) = (Xi - l)(Xj - 1) + (Xi - 1)(X - 1) t (X, - 1)(X - 1) 
+ (Xi - 1)(.X$ - 1)(X - 1) + (.X - 1). 
We conclude by making the above substitution for x - 1 and using the induc- 
tion hypothesis which asserts that P(,‘)P(/?‘) is in AtCJ(J,)TIOiB,) if either 
s(F) > i, (31 
or 
s(p’) = i and a’ < a. (4 
The full force of the Lazard series context is needed only to dispose of the 
term P(o, - &)(x - 1). 
As an example, we do one term, say P(CX - a,)(~, - 1)(x - 1). It suffices to 
show that P(CY - Si)P& + E) is in &,Q+~~(~) for all E, 0 < E < ^J. But 
S(Si + C) = i and 01 - aj < cy so induction applies via (4), so that this term 
is in d,, , 
w = w(a - Sj) + W(Si + c) 3 w(a) - wj + wi + W(E) >, w(a) + 2w, ; 
but w@) = ZL’~. 
Since A, = RG, we see that & is an ideal of RG; since A, = 1(R, G) by 
1.16, we see that 1” is contained in ;;1, , so that every element of 1” may be 
expressed as a sum of elements P(U), W(S) > n. If  H,,, is contained in i,(R, G) 
for all n, A, and 1” are equal for all n. 
We shall make use of several refinements of 1.17 which we give without 
proof since the proofs are only elaborations of the above proof. 
The first is relevant to the study of groups with a distinguished normal 
subgroup, which cannot readily be realized as a term in a Lazard series of an 
appropriate type; for example, an Abelian-by-cyclic group. 
Let N be a normal subgroup of G and G = G/N. Then (17,) is a Lazard 
series in G and {H, n iV} is a Lazard series in N; the filtration of the Iatter is 
just w restricted to N while, if w is the filtration of the former, there is an 
element x in each coset of N such that w(x) = $i?). We may choose elements 
x:i , 1 < i < d, in G such that, in G, the elements Z~ , 1 < i < d’, form a set 
as above with wi = W(XJ = W(ZJ while, in N, the elements N; ) d’ < i < d, 
form a set as above with wi = zo(xJ. 
Form the series K, defined as H,N if n < k, and as IV n Hn--h-+E if 71 > kz 
where k is the smallest i for which Hi is in N and I is the largest i for which 
1% is in Hi . Let z1 be the filtration associated with this series and let zli = v(xJ. 
Then KviKv+I has basis consisting of the cosets of all the xi for which Q~ = o; 
define qi as the order of the coset of xi in KJK,,, ~ 
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With these .ri , wi and pi , all the previous assertions go through, including 
(1) and (2), except that zui is not necessarily < w,+~ if i = d’. We conclude 
THEOREM 1.18. Let A, be the R-module generated by all P(U): w(a) >- n, 
defkzed via xi and .woi . Then A,A, < Anfm . 
The next refinement, and its corollary, are intuitively clear but complicated 
to prove. 
LEMMA 1.19. IZ7ith notation as that in 1.17, P(a)P(lg) may be expressed as a 
sum C yvP(y), where rr is ilt R and w(y) > w(01) + w(p) and where rr L= 0 
if there is an i < s(ol) for which yi > /3i . 
COROLLARY 1.20. i-fq < qjf or all i such that wi < w, then P(u) may be 
expressed as a sum x r?P(y) where Y,, is in R and y is in B and where r,, = 0 ij- 
there is atz i such that wi < w and yi > 01~ . 
The proof of the Corollary 1.20 proceeds by induction on such 01, under 
dictionary ordering. The only new problem involved is that of reducing terms 
involving (xi - l)“i; this is tackled by expressing x2 - 1 as a sum of elements 
of B, just as with [xi, xi] - 1 in the proof of 1.17, and by appeal to the in- 
duction hypothesis, as in 1.17. This same problem arises in the last refinement 
we give, in which it is similarly dealt with, under a stronger induction 
hypothesis. 
THEOREM 1.21. Let R have characteristic p and assume the notation is as 
in 1.17. If there are xi such that w(xF) > qiwi , then B,B.,,, is contained in 
B n-l-m -
This has the important corollary, due to Jennings (4), that 
THEOREM 1.22. If R has characteristicp and H, < i,(R, G), then tlze set of 
P(a), 01 in B, with w(a) 3 n, foms a basis for P(R, G). 
The next corollary is due to Lazard (6) for R = 2, . 
THEOREM 1.23. Let R have clzaracteristic p. Theu 2,(R, G) = G,., for all 
groups G. 
Proof. We may assume that G is a finite p-group. If  G is a minimal 
counterexample, we may assume that i,(R, G) = G,,, for n < c and that 
i, > Gcj, = 1. Choose 3~‘~ and w( for the series {in); these same xi are also a 
suitable selection for the series {G,,g} with associated filtration zu’. But 
wi = wit unless wi > c, when u+ > w.~‘. Let m = 1 + (p - 1) C zq’. 
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By 1.22 for (G,& P = 0 but, by 1.22 for {&I), 1” contains P(a), where 
ai = p - 1 for all 1.. Since P(a) is not 0, this is a contradiction. 
A proof of 1.23 may be read into Quillen’s paper [lo] by reference to 1.5 
for e = 1. 
The last part of this section is devoted to the calculation of i3(Zpti ) G) 
(note that 1.8 already shows this to be G3.BL for p > 2). For clarity, we present 
first a new proof that ia(Z, G) = G, . 
THEOREM 1.24. Let G be n$nite group. Then i,(Z, G) = G, and the embed- 
din. of G’iG, in P/I3 splits, I = I(Z, G). 
Proof. It suffices to find an homomorphism from P/I3 to G’/G, which 
sends the coset of x - 1 to the coset of X, for zc in G’. For this, we may assume 
that G, = 1. 
Choose x1 , zui and qi with respect to the series {G,) in G. The isomorphism 
of I/ST’ with G/G’ shows that the set of all P(a), 01 in B and ZU(LI) 3 2, together 
with all qi(xi - l), wi = 1, is a basis for I”. Thus, we may define a map from Ia 
to the Abelian group G’ by defining it on this basis. Define such a map by 
sending everything to 1 except xi - 1, z+ = 2, which is sent to X, , and 
q&x; - :>, “0; = 1, to $9. 
It suffices to show that I3 is in the kernel K of this map since, if x is in G’, 
x = n R;*, product over all i with wi = 2, then 
x - 1 = c ni(-vi - 1) modulo I3 
so that II” - 1 would be sent to I-I NY~ = .u. 
P is generated as Abelian group by all products of basis elements of I2 
with elements .vi - 1, ZC’~ = I.. We show that each such product is in K. 
Case 1. I( (G’) is in K. S’ mce G’ < Z(G), it suffices to show that P(aj 
is in K for all a in A with w( o! 3 3 and ai < qi except possibly aj = qj for ) 
some single j, 2~‘~ = 2. We need deal only with this exceptional case. But 
0 = ~gj - C (4)(zj - l)i; substituting this expression for (.rj - I)*;, we 
see that P(a) is a sum of elements P(p), 13 in Bl all of which are in K, with one 
possible exception: if P(a) == (xj - l)“j, P(a) = qj(xj - 1) modulo R, but 
qj(xj - 1) goes to h”ij = 1. 
This case eliminates ail products I’(,)(,, - 1) where ‘LL’~(,) = 2. 
Case 2. P(cL)(.x, - 1) is i?z K ifz~~(~\ = 1, zu(o1) > 2. We may assume that 
oii = qi - 1 because, modulo I(G P(Lx)(x; - 1) E P(ol + S,), and 
(v + aj is in B otherwise. Again substituting the expression for (xi - 1)pi, we 
see that we are done, since zcyi is in G’, unless P(a) is (xi - l)Ri-l, in which 
case P(~)(x~ - 1) = (xi - 1)~: which is equivalent to (.@ -- 1) - qi(si - 1) 
modulo K but x:i ~- 1 goes to a+> and -q&vi - 1) goes to xf”:. 
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case 3. q&j - l)(Xi - 1) is in K. We may assume j > i, the case i = j, 
pi = 2 being covered by the technique used at the end of Case 2. But, modulo 
I(G qj(Xj - I)(x~ - 1) E qj([*vj , x;] - 1) modulo K, which goes to 
[Xj , xp = [XjQi, Xi] = 1. 
We have thus constructed an isomorphism of I(G) ZG + 13/13 with G’/G, 
and so an isomorphism of Z2/13 with G/G, 0 K/I”. Since I3 < K < I”, K is 
an ideal and so G/G, is isomorphic to the group of units 1 + I/K, which solves 
the integral group ring problem for class 2 groups. It is not difficult to find 
a basis for K, but it does not seem feasible to construct a map K/I* to G3/G4, 
etc., thereby solving both the dimension subgroup problem and the integral 
group ring problem simultaneously. 
THEOREM 1.25. For G arbitrary, i3(ZDE , G) is G3,+ ;f p > 2; if p = 2, 
it is the subgroup generated by G3,+ and all xPe for which & is in 
G 2,pe = G’G”“. 
Proof. By 1.3 and 1.7, the subgroup on the right is contained in i3(e, G) 
so we may assume that the subgroup on the right is trivial. By standard 
reduction arguments, we may assume that G is a finite p-group. 
Choose xi, wi and qi with respect to the series {Gn,pc} in G. The iso- 
morphism of I/I2 with G/Ga,pe shows that the set of all P(E), a! in l3 and 
W(U) 2 2, together with all qi(xi - l), wi = 1, is a basis for-P, I = J(Z,, , G). 
For p > 2, define a map from I2 to Gs,pe by sending everything to 1 
except xi - 1 to xi, when wi = 2, and q&xi - 1) to x2, when w, = 1 and 
qi < pe. This is readily seen to define a map of Abelian groups and the proof 
concludes just as in 1.24. 
For p = 2, define a map, as above, on all the basis elements of I2 except 
that, if qi = 2” and wi = 1, we define the map only on 2e-1(ri - 1)” which 
is sent to x?. We again conclude as in 1.24, the only change being 
that, if qi = 2”, 
(Xi - 1)‘” Err! (x;” - 1) - (;) (Xi - 1)’ zz (g” - I) + 2e-yxi - 1)’ 
which goes to $x7 = 1 since Ga 
@+I = 1. 
2. ARBITRARY COEFFICIENTS 
The dimension subgroups i,,(R, G) can be calculated in terms of the sub- 
groups i,(Z,, , G). I f  r, the characteristic of R, is 0, this can be done only if 
we assume that the dimension subgroup conjecture is valid, that is, 
i,(Z, G) = G, . Conversely, the expression given will imply the conjecture 
by a suitable choice of R and G. The main result of this section is 
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THEOREM 2.1. If  r is not 0, then i,(R, G) = ;,(Z, , G); furthermore, if 
rJ is the largest power of p dividing r, then i,(Z,. , G) is the intersection of ail 
GKp , 9. 
I f  r equals 0, then under the assumption that &(Z, G) = G,, j i,,(R, 6) is the 
product of all 
G(Ze(s) > Gj n T,(G mod Gal> 
taken over the set o(R) of primes p for which p”R = p’+lR for some e, and 
e(p) = eR( p) is the smallest pe for which this is so; if N is normal in 
G, T,(G mod N) is thep-torsion subgroup of G mod N, that is, the subgroup of G 
generated by all elements of G, some p-t12 pmer of which is in A’. 
We examine first the behaviour of i,(R, G) as a functor of R. Any ring 
homomorphism R to S induces an inclusion i,(R, G) < .&(S, G). Under 
direct or tensor products, the behaviour is more erratic but tve can make the 
following observation which proves the second assertion of 2.1 in the case that 
y  is not 0. 
LEhnvr-k 2.2. Let Ri be rings, i ranging over a$nite inde.v set. Then I’“(n R, , G) 
is the sum of all In(Ri , G); in(fl Ri , G) is the intersection of all in(Ri , Gj. 
Proof. Let R = n Ri . The first part is clear as is the assertion that the 
intersection of in(Ri , G) is in i,(R, G) since: if x - 1 is in I”(R, ~ G) for all i, 
li(x - 1) is in I”(R, G), li the unit of Iii . But 1, the unit of R, is the sum of 
all li . 
The opposite inclusion follows from the existence of the projections 
R to Ra , which are ring homomorphisms. 
For direct products over an infinite index set, this lemma is generally fake 
although it still holds for G finite. Similarly, i,(R @ S, G) = in(R, Gj i,(S, G) 
for G finite but not more generally, although this is true if both R and S have 
nonzero characteristic. 
The following is not difficult; a clever category theoretic proof is given in 
Quillen [IO]. 
LEnfMA 2.3. Let S be a subring of R. Tile usual isomorphism of RG wit& 
SG as R induces an isomorphism of 
RG/Jn(R, G) 
.which is natural in G. 
with (SG/I’“(S, G)) OS R 
From this we can conclude that i,(R, G) equals i,(S, G), whenever we can 
establish assertions like: if ill is a right S-module and m @ 1 = 0 in M OS R, 
then m = 0. Such arguments give the following results. 
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COROLLARY 2.4. I f  r is not 0, i,(R, G) = i,(Z, , G). 
COROLLARY 2.5. IfQ is in R, i,(R, G) = i,(Q, G). 
COROLLARY 2.6. If R is the ring of algebraic integers of an algebraic mm&r 
jield, then i,(R, G) = i,(Z, G). 
This completes the proof of 2.1 for r # 0. For r = 0, the proof proceeds 
through several steps involving conditions on o(R). Let r(R) be the subset 
of a(R) consisting of all p with e( p) = 1, that is, all p for which p-l is in R. 
Case 1. -4llprimes are in m(R). In this case, Q is in R; so, by 2.5, it suffices 
to calculate iJQ, G). Since 2, is the zero ring, i& , G) = G, so that 2.1 
asserts that i,(Q, G) is T(G mod G,& the torsion subgroup of G mod G, . 
But this is a result of Jennings and Hall [5, 31 whose proof, as given in 
[3, p. 511, uses the technique of 1.17. 
Let r be a set of primes and T,(G mod N) the r-torsion subgroup of 
G mod N. 
LEMMA 2.7. Let Z(rl) be the subring of Q generated by all p-l with p in r. 
Then i,(Z(r-I), G) = T,(G mod i,(Z, G)). 
Proof. Let R = Z(&). I f  x is in i,(R, G), there is a r-number 4 for which 
Q(X - 1) is inP(Z, G) and so XQ~ - 1 is inP(Z, G). 
For the opposite inclusion, it suffices to show that, if p is in m and ED is in 
i,(R, G), x is in i,JR, G). Choose 1~1 maximal such that x is in i,(R, G). 
I f  m < n, XP - 1 = z (T)(x - l)i is in P+l, 1 = I(R, G), so p(x - 1) is in 
P+l. But p-l is in R; so x - 1 is in Infl which is a contradiction. 
This lemma shows that the assertion that i,(Q, G) equals T(G mod G,) is 
equivalent to the assertion that i,(Z, G)/Gn is periodic. Hall’s proof applies 
equally well to either formulation. We state the second form separately as a 
measure of the extent to which the dimension subgroup conjecture could fail. 
THEOREM 2.8. i,(Z, G)/G, is periodic. 
Case 2. a(R) = z-(R). In this case, 2.1 asserts that 
zJR, G) = T,(G mod G,), 
where r = n-(R). We may assume by case 1 that r’, the set of primes not in m’, 
is nonempty. It is in this case that we must assume that in(Z, G) = G, . 
The proof of 2.7 shows that T,(G mod G,) is in i,(R, G); thus, we may 
assume that T,(G mod G,) = 1. (If i,(Z, G) + G, , we could not assume 
T,(G mod i,(Z, G)) = 1). Furthermore, we may assume that G is finitely 
generated. 
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The result is obvious for finite p-groups, $J in z’, so that the follovving 
result concludes this case. 
LE~L~~IA 2.9. A jinitely ge;rlerated, nilpotent r-torsio?z free grot@ G is 
residually a finite r’-group, that is, the intersection of all normal subgroups N of 
index a power of some prime p in 57’ is trivial. 
This result may be proved in the same manner as a theorem of Gruenberg 
which asserts that: A finitely generated, nilpotent torsion free group is 
residually a finite p-group, for any fixed prime p [8, p. 801. 
This case is equivalent to the dimension subgroup conjecture, for: Let G be 
a minimal counterexample to the conjecture so that G is a finite p-group; 
let R == Z(q-I), where 4 is a prime different from p. Then this case shows 
i,(R, G) = G, but i,z(R, G) 2 i,(Z, G) > G, . 
The remaining cases mainly involve only arithmetic in the ring R. Let 
T(R) be the set of integers t for which tR == t”R; thus, o(R) is in 7(R). We need 
several simple observations about this set. 
LEMMA 2.10. If t is in T(R) and J is the annihilator of t irz R, R is the direct 
sum of tR and J. Thus, as rings, R is the direct product of RItR and R/J. 
Proof. Let t = Pa. Then 1 = tn: + (1 - tol) and 1 - ta is in J. 
LEMMA 2.11. Let t be in T(R). If  p ’ zs a p rime dividing t, then p is in U(R) and 
e(p) divides t. Thus, tR = sR, where s is the product of all e(p) for .which p. 
divides t. 
I f  u and T are$nite szcbsets of u(R) - r(R), and s and t are the products of all’ 
e( p) for p in a and 7, Yespecticqely, then 
u = T if and only if sR := tR. 
Roofa The first paragraph is established by straightforward calculations. 
For the second, if SR = tR, we may assume that G is contained in 7 since, if p 
is in (T, sR = e( p)sR = e( p)tR. Thus, t = SU, where s and u are relatively 
prime so that there are integers a and b for which as + bu = 1; but there is cr 
in R for which s = suol whence 1 = (am + b)u. If  p is in T and not in o, 
p divides the unit xc, so that p is in r(R), which is a contradiction. 
Case 3. o(R) - m(R) is3nite. Let s be the product of all e(p), p in cl(R) 
but not in n(R). Then, in this case, 2.1 asserts that i,(R, 6) is the intersection 
of i,rz(Z, , G) and T,,&G mod G,>J because of the following. 
It is clear that i,(Z, , G) is the intersection of all in(ZetD) , G), p in o(H); 
also, T&G mod G,) is the product of all T,(G mod G,), p in a(R). But 
T,(G mod G,) is in i,(Z,(,, , G), whenever p and 4 are unequal; 
so the following lemma suffices. 
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LEMMA 2.12. Let A, and Bi he normal subgroups of G, i ranging over an 
arbitrary set of indices. If  Bi is in ilj .wheneaer i and j are unequal, then 
Proof. It suffices to prove the case of a finite index set but this may be 
done by induction. 
Using 2.10, we see that i,(R, G) is the intersection of i,(R/sR, G) and 
i,(R/J, G). We conclude, by showing that RjsR has characteristic s, by 
appealing to 2.4, by showing that RI J has characteristic 0 and 
WJ) = G/J) = 4-Q 
and by appealing to Case 2. 
If  t is the characteristic of RlsR, t divides s because s(R/sR) = 0; so sR is in 
tR; but, by definition, tR is in sR so tR = sR. Thus, t is in T(R). By the first 
part of 2.11, s divides t. 
I f  an integer zc is in J, szl = 0 in R; since R has characteristic 0, ZA = 0 
and R/J has characteristic 0. I f  pe(R/ J) = p”+l(R/ J), then spe is in T(R); so 
2.11 showsp to be in o(R); thus, o(R/ J) 1s in u(R). But the proof of 2.10 shows 
that s is a unit in R/J, so that a(R) is in r(R/ J). 
Cae 4. G(R) is arbitrary. iEz(R, G) is the union of all Z,(S, G), over all 
finitely generated subrings S of R. But, if p is in a(S), p is in a(R) and eR( p) 
divides e,(p) so that in(Zesc9) , G) is in in(ZeRcD) , G). Hence, it suffices to 
assume that R is finitely generated. But this reduces to Case 3 by the following 
lemma. 
LEMMA 2.13. If  o(R) - T(R) is infinite, R is not jinitely generated. 
Proof. Enumerate the primes in o(R) - z-(R) and let t, be the product 
of e( p,), 1 < i < m, and let Jnz be the annihilator oft, . By the second part of 
2.11, t,R f  t,,+lR so that, by 2.10, Jvn+l is strictly larger than Jm . Hence, R 
is not Noetherian. 
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