We introduce a flexible method for high-resolution interrogation of circuit function, which combines simultaneous 3D two-photon stimulation of multiple targeted neurons, volumetric functional imaging, and quantitative behavioral tracking. This integrated approach was applied to dissect how an ensemble of premotor neurons in the larval zebrafish brain drives a basic motor program, the bending of the tail. We developed an iterative photostimulation strategy to identify minimal subsets of channelrhodopsin (ChR2)-expressing neurons that are sufficient to initiate tail movements. At the same time, the induced network activity was recorded by multiplane GCaMP6 imaging across the brain. From this dataset, we computationally identified activity patterns associated with distinct components of the elicited behavior and characterized the contributions of individual neurons. Using photoactivatable GFP (paGFP), we extended our protocol to visualize single functionally identified neurons and reconstruct their morphologies. Together, this toolkit enables linking behavior to circuit activity with unprecedented resolution.
INTRODUCTION
Disentangling the contributions of individual neurons to circuit function and behavior (Houweling and Brecht, 2008; Huber et al., 2008) remains a central goal for neuroscience (Kiehn, 2016) . Technical advances have enabled functional imaging from large volumes of the brain (Ji et al., 2016) , allowing external stimuli and behavior to be correlated with the activity of individual neurons (Ahrens et al., 2012; Dunn et al., 2016; Kubo et al., 2014; Miri et al., 2011; Portugues et al., 2014) . This approach is useful for localizing neurons active during a particular task; however, correlative information alone is not sufficient to causally relate a neuron's firing to activity in other neurons (Chicharro and Ledberg, 2012; Weichwald et al., 2015) or to understand the mechanisms of sensorimotor transformations (Panzeri et al., 2017) . In order to test and validate such relationships, functional recordings need to be combined with precise interventional paradigms and structural information of the involved circuits (Olsen and Wilson, 2008; Panzeri et al., 2017) .
To this end, we established an optical approach that combines high-resolution optogenetic activation of neurons with functional population recordings over large brain regions. Building on state-of-the-art methods (Hernandez et al., 2016; Packer et al., 2015; Rickgauer et al., 2014; Szabo et al., 2014) , our approach introduces the possibility to control 3D imaging and 3D photostimulation independently. This allowed us to link functional data to behavior recordings and apply a computational workflow based on dimensionality reduction and regression to extract the behavior-relevant features of the induced activity across the brain. As an additional enhancement, in our protocol, we introduced targeted photoactivatable GFP (paGFP) photoconversion to obtain a morphological reconstruction of individual functionally identified neurons.
In larval zebrafish, several circuits involved in robust and quantifiable behaviors have been identified Kubo et al., 2014; Naumann et al., 2016; Thiele et al., 2014) . We focused on one such area, the nucleus of the medial longitudinal fascicle (nMLF), which is located in the tegmentum of the midbrain, ventral to the tectum. The nMLF was previously shown to play an active role in setting tail posture , controlling swimming speed (Severi et al., 2014) , and in the engagement of particular swim patterns Gahtan et al., 2005; Thiele et al., 2014) . We applied our method to this circuit to identify and visualize neurons whose activation drives ipsilateral tail bends. Simultaneous GCaMP6s recordings from large brain volumes enabled us to assign functional scores to hundreds of individual neurons, within and outside of the nMLF, based on their contribution to network activity and behavior. In summary, we present a suite of optical tools and an analysis workflow for interactive and behavior-guided exploration of brain circuits.
RESULTS

Hardware Configuration for 2P-CGH
In order to activate targeted neurons with high resolution, we adopted a two-photon computer-generated holography (2P-CGH) approach (Dal Maschio, 2014; Oron et al., 2012) . This method uses a spatial light modulator (SLM) to engineer the phase distribution of a light wavefront and precisely shape complex illumination patterns in the sample volume ( Figure 1A ). The photostimulation path is coupled to a standard galvo-galvo 2P imaging system (Figures 1A, S1, and S2; Data S1), where an electrically tunable lens (ETL) is included to remotely refocus the imaging plane (Grewe et al., 2011; Smirnov et al., 2017; Stirman et al., 2016) . The configuration includes a high-speed camera to record the tail movements of a head-restrained fish larva and a second camera for calibration ( Figure 1A ; see STAR Methods).
To generate precise 3D photostimulation patterns, we implemented a version of the iterative Gerchberg-Saxton algorithm (Haist et al., 1997; Figures S3A and S3B ; in detail with pseudocode in the STAR Methods), which we called multiplane adaptive Gerchberg-Saxton (maGS) . This computational engine calculates the required phase correction and includes compensation for illumination uniformity . Furthermore, the relative intensity across different regions in a 3D pattern can be independently controlled . In addition to the computational engine, the software also provides a procedure for the 3D registration of the photostimulation and imaging paths. This calibration protocol, detailed in the STAR Methods, acquires images of reference points in the holographic and imaging coordinate systems and finds the optimal affine transformation to link them together. The registration typically achieves an alignment of 1 mm between the imaging and photostimulation beams (0.9 ± 0.3 mm; mean ± SD) within a 200 3 200 3 250 mm 3 volume addressable with high quality.
To photostimulate targeted cells, we selected an excitation profile with a diameter of 6 mm, based on the typical cell diameter of the neurons measured in the zebrafish midbrain region (6.9 ± 0.9 mm). Along the z axis, these excitation profiles, measured with a fluorescein layer, were characterized by a full width at half maximum (FWHM) of 7.8 ± 0.8 mm ( Figure 1B ). To evaluate the precision achieved for light patterning in a living brain in presence of scattering, we took advantage of paGFP photoactivation (Patterson and Lippincott-Schwartz, 2002) . In fish with panneuronal expression of paGFP, we targeted simultaneously cells at seven corners of a 20 3 20 3 20 mm 3 brain volume. These neurons were successfully visualized after paGFP photoconversion, showing minimal off-target fluorescent signal in neighboring cells (FWHM z = 8.9 ± 0.9 mm; Figures 1C and S4 ).
Optimization of a Protocol for Simultaneous 2P Imaging and 2P Photostimulation
We designed a protocol to precisely photostimulate selected neurons while simultaneously imaging network activity. Ideally, the action spectra of actuator and sensor molecules should not overlap. Previous studies combined simultaneously 2P imaging of GCaMP variants near 920-930 nm with 2P photostimulation of red-shifted actuators, such as C1V1 Packer et al., 2015; Rickgauer et al., 2014) , excited at 1,020-1,064 nm, or ChR2 excited at 880 nm (Baker et al., 2016) . However, many light-based actuators, including the redshifted variants, can generate a significant current when excited around 920 nm Chaigneau et al., 2016; Prakash et al., 2012) . This photocurrent is proportional to the 2P cross-section of the molecule at the specific wavelength, the square of the light power density, and the opsin decay time constant Rickgauer and Tank, 2009 ). For these reasons, imaging GCaMP at 920 nm in the presence of light-gated actuators poses restrictions on the maximum power, pixel dwell time, and pixel resolution (Baker et al., 2016; Inagaki et al., 2014; Kim et al., 2015; Packer et al., 2015; Rickgauer et al., 2014) . However, GCaMP sensors, while optimally excited near 920 nm, retain >0.4 of their peak DF/F performance at wavelengths >1,000 nm (Akerboom et al., 2012;  Figure S5A ) and can be used for functional recording at 1,000-1,020 nm (Dana et al., 2016; Inoue et al., 2015) . Near 1,020 nm, while red-shifted actuators are close to the peak of activation, ChR2 is not efficiently excited and leads to small induced currents . The relatively shorter tau-off of ChR2 compared to other opsins could be advantageous for limiting the undesired opsin-induced current during imaging. We therefore devised a strategy with an excitation scheme based on imaging GCaMP6s at 1,020 nm, where the ChR2 photocurrent is small, and perform ChR2 activation at 920 nm (near its maximal cross-section). To further improve the imaging conditions, we used nuclear-localized GCaMP6s . This increases the signal to noise ratio (S/N) of the recordings due to the lack of neurite expression and the consequential reduction of background signal. Moreover, it enables calcium recording with a sparser spatial sampling, thus effectively decreasing the applied light dose and further reducing the risk of spurious activation.
To confirm that GCaMP imaging at 1,020 nm does not substantially alter or facilitate the neuronal firing from neurons expressing ChR2, we measured the spontaneous activity in neurons of transgenic zebrafish expressing GCaMP6s, with and without ChR2. For these experiments, we used a raster scanning scheme designed to increase the spike detection probability, with high S/N calcium recording at 15-25 Hz (S/N > 30; 0.3-0.5 mm/pixel and 2-4 ms dwell time; Figure S5B ), thus also increasing photo-evoked currents compared to our standard imaging conditions. Across test laser power levels ranging from 12 to 37 mW, which significantly exceed the power used for our imaging experiments, the number of spontaneous transients was very similar for ChR2-positive and ChR2-negative cells (0.85 versus 0.63 events per minute, respectively; Figure S5C) . Imaging at 920 nm, in contrast, led to more transients when ChR2 was co-expressed (1.9 versus 0.81 events per minute, respectively). With this scanning protocol, we cannot guarantee that we can detect single spikes (Dana et al., 2014 (Dana et al., , 2016 or completely rule out a modification of the subthreshold activity. However, imaging with lower power and with sparser spatial sampling minimizes spurious activation, as shown for excitation at 920 nm for both ChR2 (Baker et al., 2016) and Chronos .
Finally, we investigated whether stimulation at 920 nm might adversely affect GCaMP6s imaging through indicator photobleaching, photoconversion, or phototoxicity. Following a photostimulation event, GCaMP6s fluorescence decreased with respect to the baseline by less than 4%, at stimulation power densities from 0.05 to 5 mW/mm 2 ( Figure S5D ). Furthermore, (A) Complex illumination patterns are obtained in the sample volume using computer-generated holography (CGH). A fast Fourier transform (FFT)-based algorithm (maGS) calculates the phase modulation that generates the desired pattern at the sample plane (logo of our institute). The photostimulation path (light brown) uses a spatial light modulator (SLM) (red) to apply phase corrections. The imaging path (magenta) includes an electrically tunable lens (ETL) for remote focusing. The two paths are combined with a polarizing beam splitter (PBS) (details in Figure S1 and STAR Methods).
(B) Measurement of the excitation profile obtained from a thin fluorescein layer illuminated with a circular spot 6 mm in diameter.
(C) Parallel 2P activation of paGFP in vivo using a 3D excitation pattern with a distribution of circular ROIs (6 mm in diameter). The photoactivation foci are generated in the optic tectum at a depth of about 100-120 mm in a zebrafish larva with pan-neuronal paGFP expression (alpha-tubulin:paGFP). Four spots are generated at +10 mm and three spots at À10 mm. Axial and lateral average projections of a photoactivation volume obtained in vivo with a target pattern 6 mm in diameter are shown. The paGFP profiles (FWHM: 5.79 ± 0.91 mm laterally and 8.9 ± 0.9 mm axially) were photoactivated at 750 nm with a power of 0.25 mW/mm 2 at the sample for 0.5 s. The right panel shows a comparison of the fluorescence profile measured for paGFP photoconversion (in red) and for a fluorescein layer (in green baseline fluorescence was similar before and after repeated photostimulations (2% ± 1.5%; five stimulations over 60 s), demonstrating the photostability of GCaMP6s. However, the stimulation light at 920 nm can cause detectable contamination in the recorded signal during photostimulation ) with a non-linear relationship to stimulation intensity ( Figure S5E ). Therefore, we adopted a line-by-line subtraction procedure to filter out the stimulation artifact when contamination of the GCaMP signal was significant (see STAR Methods; Figure S5F ).
Photostimulation with Near-Cellular Precision in the Zebrafish Brain
To test our protocol, we targeted neurons expressing ChR2 with 920 nm excitation while simultaneously imaging GCaMP6s at 1,020 nm ( Figures 1D and 1E ). When ChR2-positive neurons were stimulated, with typical power densities ranging from 0.1 to 0.5 mW/mm 2 , we detected strong calcium transients in 90%
of the cells tested (out of 70 cells across 11 fish). In particular, the average reliability during repeated stimulation trials was 78% ± 18% (positive responses over number of stimulation trials; Figure S6D ). The temporal dynamics of each induced event were similar to spontaneous events ( Figures 1D, S6A , and S6B), and their amplitudes were correlated with the expression level of ChR2 ( Figure S6C ). Stimulating neurons expressing GCaMP6s, and not ChR2, did not result in any detectable responses (0.03 ± 0.04 DF/F; 25 cells in four fish; Figure 1D ). To quantify the spatial resolution of our 2P-CGH photostimulation, we probed neurons sparsely expressing ChR2 and measured the GCaMP6s responses induced when changing the position of the stimulation spot (on target and 10 mm off target) or the number of off-target stimulation spots. Stimulation near the targeted soma did not induce comparable calcium responses to on-target stimulation, although there was a small increase in DF/F when increasing the number of spots surrounding the cell (eight cells; three fish; Figures S6E and S6F) . In a different set of experiments, we photostimulated single, or few, cells in an area that was densely co-expressing ChR2 and GCaMP6s and recorded calcium signals within and around the activated region (details in STAR Methods). Large calcium transients were detected in the targeted cells in the vast majority of trials, and the induced DF/F rapidly decreased with increasing distance from the targeted cells ( Figures 1E, 1F , S6G, and S6H). Outside a volume approximately 8 mm wide and 10 mm high, the detected responses had less than half the amplitude of those at the center of the target. Together, these experiments demonstrate that photostimulation can be restricted to a volume close to the typical dimensions of neuronal cell bodies in vivo.
Simultaneous 2P-CGH Optogenetics and Multiplane Imaging Next, to maximize the potential of the approach for circuit investigation, we coupled 3D optogenetic activation to fast volumetric functional imaging (Ji et al., 2016 ). An ETL was placed in the imaging path close to a plane conjugated to the back-focal plane of the objective ( Figure S1 ). This enabled remote shifting of the imaging plane within a few milliseconds (6.1 ± 1.2 ms) over a z range of 75 mm, independently of the photostimulation. Our acquisition protocol for investigating the nMLF circuit ( Figure 2A ) was optimized to record GCaMP6s signals in five different planes covering 80 3 160 3 32 mm 3 at four volumes per second. With this configuration, we showed that cells in different planes could be independently and selectively stimulated while recording neuronal activity from a larger population with minimal activation of non-targeted cells (Figures 2B-2D ).
Using 2P-CGH Optogenetics to Identify Ensembles of Behaviorally Relevant Neurons
The nMLF is a midbrain nucleus that receives inputs from visual areas and projects axons to the spinal cord (Gahtan et al., 2005) . In initial experiments, we confirmed an earlier report that broad unilateral ChR2 stimulation in the nMLF with a 50-mm optic fiber induces a tail deflection toward the activated side. Taking advantage of 2P-CGH, we initially mapped the circuit by using circular photostimulation patterns with slightly overlapping regions, 18 mm in diameter (0.2 mW/mm 2 ), which were located at different distances from the midline axis (Figure 3A) . From the acquired behavioral data, we extracted the spatiotemporal kinematics of the tail with a computerized tracking routine (Semmelhack et al., 2014) to quantify tail bending events ( Figure 3B ) and to distinguish these events from other motor patterns. We found that activation of an nMLF region approximately 25 mm from the midline (position B of Figure 3A ) resulted in the largest tail deflection angles ( Figure 3C ). The typical behavioral pattern during a 2-s stimulation consisted of a tail deflection (3.4 ± 2.2 deg/s), followed by a slower relaxation phase (1.7 ± 0.9 deg/s) at the end of the stimulation ( Figure 3B , lower panel). Activation periods shorter than 2 s elicited progressively smaller bending amplitudes, with a minimal duration of 200 ms necessary to cause a detectable change in tail position (Figure 3D) . The same stimulation protocol applied in control fish expressing only a fluorescent marker did not result in tail deflections (six ChR2+ and four ChR2À fish; Figure 3C ).
When using high resolution and parallel light shaping for stimulation, the number of possible activation patterns becomes extremely large, even for small circuits composed of tens of neurons. To circumnavigate this ''combinatorial explosion'' problem, we developed an iterative procedure to isolate a minimal subset of neurons that are sufficient to drive a behavioral outcome. Starting from the coarse stimulation patterns detailed above, we focused on those that induced significant tail bending. We then probed subsets targeting one less neuron than the current set and selected the one subset inducing the greatest angle throughout bending events ( Figure 3E ). This procedure was repeated until no further neuron could be subtracted while still eliciting behavior. Using a regularized regression model for the tail angle, we then extracted, for each cell, the behavioral weight associated with its activation (Figures 3F and 3G) . For the example shown, starting from the original set, this behaviorbased selection procedure quickly converged on a critical subset of three neurons. This is an important preliminary step to isolate causative components. Identifying and stimulating only a minimal subset of behaviorally relevant neurons reduces the complexity of network perturbation and the risk of potential tissue heating (Hernandez et al., 2016) .
Combined Imaging and Computational Analysis of Behavior-Linked Circuit Dynamics
After functionally identifying a small subset of behaviorally relevant nMLF neurons, we recorded the activity induced in the circuit by multiplane imaging. We imaged a five-plane volume, including the nMLF, while photostimulating the identified neurons for 2 s and tracking the behavior (Figures 4A and 4B) . This allowed the recording of hundreds of neurons ( Figure 4C ). To extract the relevant temporal components of circuit activity, we adopted an analytical framework based on dimensionality reduction through independent component analysis (ICA). This approach projects shared activity patterns across all recorded neurons in the circuit into a reduced number of activity components. In the representative trial shown in Figure 4 , a 3D representation via ICA captured more than 40% of the variance in the network dynamics ( Figure 4D ). The first component (IC1) captured the phasic increase in activity induced by photostimulation and the onset of tail bending. The other two components were generally associated with swimming (IC2) or with slow, perhaps adaptive, changes in circuit state (IC3).
This compact description of the neuronal activity allowed us to reveal the spatial position of individual neurons contributing to each IC and to the behavior outcome ( Figures 4E and S9 ). For IC1 (''tail bending''), the corresponding map showed that most neurons were localized on one side of the fish, ipsilateral to the stimulation. For IC2 (''swimming'') and IC3 (''slow dynamics''), the patterns of activity were broader and extended to the contralateral side. A laterality index was computed for each IC, showing a significant lateralization only for IC1 ( Figure 4E ). This asymmetric activity increase for IC1 was consistent across multiple trials and several fish and was not present with different stimulation patterns that failed to induce ipsilateral tail bending (n = 30 trials in three fish; Figure S7B ).
In addition to the ipsilateral activity increase, in some of the fish tested, we identified a small group of cells that showed a negative weight for IC1. Focusing on this aspect, we found that these cells were mostly contralateral and responded with a substantial delay of 1.6 ± 0.5 s (mean ± SD) after the onset of the stimulation. Whereas the cells on the photostimulated side of the nMLF took on average 1.7 ± 0.4 s to reach a positive DF/F maximum, this population of contralateral cells reached a negative peak in 2.2 ± 0.6 s, followed by a gradual return to baseline levels . Previous imaging studies Thiele et al., 2014) have reported largely symmetric patterns of broad activation in the nMLF during spontaneous behavior. Our high-resolution approach revises this view by isolating partially lateralized activities that are associated with different motor components.
Linking Network Dynamics to Specific Behavior Outcomes
We next focused our analysis on the relation between neuronal activity and behavior. A clustering procedure applied to the tail kinematics, specifically the Fourier power spectrum of the tail angle ( Figure 5A ; see STAR Methods for details), revealed that the elicited behaviors fell into two distinct classes: one representing the trials in which a tail deflection of varying amplitude was observed (38/44 trials, red), the other in which large-amplitude swimming bouts were also engaged (6/44 trials, green). We adopted a logistic model to evaluate the relationship between network states and behavior. Each neuron was assigned a weight, which related its activity to a specific behavioral output. A regularization was included to generate a sparse representation of circuit activity (see STAR Methods). This analysis showed that a subset of neurons was not generally associated with every motor outcome but rather specifically tuned to particular behavioral parameters ( Figure 5B ).
Next, we examined the dominant behavioral cluster (tail bending events without swims) and employed a regularized linear regression with cross-validation to model the instantaneous tail angle based on the neuronal activity recorded (Figure 5C ). The behavior map resulting from a training subset of trials highlighted a cluster of cells with increased activity when the tail was deflected toward the side of activation (in red) and a second population, mostly contralateral, with decreased signals during tail bending (in green). When we applied this simplified model in a testing dataset (excluded from training), the tail angle was effectively predicted ( Figure 5D , cyan). Regressions using simplified representations of circuit activity with a small set of ICs achieved a reasonable level of prediction for the tail angle despite using far fewer components than a model using every For each stimulation trial, a 10-s window, including the stimulation, is examined and the behavioral outcome is hierarchically clustered based on the frequency content of the tail angle. Two distinct groups are found: one including trials characterized by large-amplitude tail angles and high-frequency content in their spectrum (S, swimming; green) and the other with low-amplitude or minimal tail deflection and reduced high-frequency content (B, bending; red). Two representative examples illustrate the typical tail dynamics. The frequency content and the corresponding maximum tail angle are plotted, aligned to each trial in the tree above.
(B) Modeling behavioral outcomes. To evaluate the relationship between neuronal activity and identified behavioral classes, a logistic regression is used. This model assigns a weight to neurons, based on how their activity correlates with the behavioral outcome elicited. A map shows the projection of the neurons from all five planes imaged, indicating cells preferentially tuned to large-amplitude swims (green) and those associated with tail bending (red).
(C) Modeling the neuronal contribution to tail bending. A subset of the tail bending trials (training dataset) is used to fit a regularized regression model for the tail angle based on the concurrent neuronal activity. In the circuit map, the color assigned to each neuron represents the contribution of its activity toward the total deflection angle. Negative values in this map correspond to increased activity relating to the typical behavior outcome-tail deflection toward the stimulated side, whereas positive values correspond to a reduction of activity.
(D) Testing the behavior model. The 162 non-null coefficients extracted are then applied to represent the behavior outcome in a separate set of trials (testing dataset). The prediction of the tail angle based on the recorded neuronal data is close to the measured angles (R 2 = 0.85; cyan and black, respectively-see F).
Using a large number of neurons to fit a model can raise statistical issues, which can be circumvented by reducing the number of parameters in the model and reducing their correlations. A simplified model, based on a ten-component ICA representation of the circuit activity, still provides a good quality fit (R 2 = 0.74; magenta-see F).
(E) The activity of three example neurons in a subset of testing trials, with labels corresponding to the map in (C).
(F) Accuracy of the tail angle regression versus number of regression components. A model based on the set of recorded neurons (cyan) requires a large number of parameters to perform effectively. Models based on a reduced representation of circuit activity using ICA (purple, five ICs; magenta, ten ICs) perform well with a reduced number of parameters.
neuron recorded (Figures 5D and 5F ). This approach can be used to evaluate how individual neurons contribute to behavior (Figure 5E ) and can serve as the starting point for further exploration of the circuit.
Imaging of Long-Range Neural Activity across Midbrain and Hindbrain In addition to local effects, circuit activity can also influence neurons in distant downstream networks. Therefore, we took advantage of our configuration to detect the induced GCaMP6s signals across the brain. To record activity distant from the stimulation site, we imaged a 550-mm field of view at 4 Hz. Up to ten different planes, each separated by 12 mm, were sequentially acquired. This volume contained almost the entire midbrain and hindbrain of the larva. A pixelwise regression analysis (Miri et al., 2011 ) was used to identify cells active upon stimulation leading to behavior. This novel approach of focal stimulation and wide field-of-view imaging revealed behavior-linked activity at and near the stimulation sites ( Figures 6A and 6B ) but also other ''hotspots'' in the hindbrain localized 250-300 mm caudal and 60-70 mm dorsal to the nMLF. Most responsive cells in this hindbrain cluster, not expressing ChR2, showed an activity pattern that was in phase with the photostimulation. However, some cells presented activity profiles out of phase, with a more prominent component near the end of stimulation, coinciding with the relaxation of the tail ( Figure 6C , right panel). The optimal regression for these cells included a temporal shift for the fitting functions of 1.6-1.9 s after the onset of the photostimulation. The presented approach enables monitoring the activity, triggered by only a small subset of neurons, throughout a large portion of the brain to uncover the spatiotemporal dynamics underlying behavior.
Morphological Characterization of Functionally Identified Neurons
Developing a model of the circuit mechanisms requires not only accurate interpretation of functional recordings but also knowledge of the interconnectivity and anatomical organization of the circuit. We devised a method to label cells of interest and reconstruct their basic morphology following functional characterization. This approach, based on 2P photoactivation of paGFP, is compatible with ChR2 photostimulation and with GCaMP recordings in the same experiment ( Figure 7A ). In fish co-expressing nuclear localized GCaMP6s, ChR2, and paGFP, we show that selective photoactivation at 750 nm and the rapid diffusion of activated paGFP enables morphological tracing. This approach can be applied to neurons identified by our analysis, whose photostimulation strongly drives behavior ( Figures 7A-7C and S10 ), or to hindbrain neurons activated in response to targeted stimulation of nMLF neurons (Figures 7D-7F) . Tracings of several neurons in different fish can then be merged to find commonalities in their morphology and characteristic projection patterns ( Figure S10 ).
DISCUSSION
Current approaches linking neural function to behavior typically employ either, or both, of two complementary experimental strategies. Functional imaging can be used to identify neuronal subpopulations whose activity is correlated with a behavioral outcome. Alternatively, or in addition, genetically labeled, functionally identified, or spatially confined groups of neurons are targeted by activity manipulations in order to probe their sufficiency or necessity for behavior. Several recent studies in zebrafish have successfully applied the two approaches (Del Bene et al., 2010; Dunn et al., 2016; Kubo et al., 2014; Miri et al., 2011; Thiele et al., 2014) . However, all of them lack information about the actual activity patterns elicited by optogenetic stimulation, preventing a mechanistic understanding of the network dynamics causing, supporting, and shaping the behavior. Also, the identity of the neurons, i.e., their morphologies and connectivities, cannot be revealed by imaging or optogenetics alone.
To close these gaps, we have extended the state of the art in four directions: first, we designed a flexible protocol using ChR2 and GCaMP6s that combines 3D 2P high-resolution photostimulation and 3D functional imaging. Volumetric imaging allowed the detection of neuronal activity in planes and regions independent of the stimulation positions. Second, we devised an exploratory strategy to identify behavior-relevant neuronal subsets and to tackle the combinatorial complexity that accompanies multineuron activation experiments. Third, we outlined a flexible computational workflow to relate neuronal activity patterns to specific aspects of the induced behavior, which helps to generate testable hypotheses about circuit mechanisms. Fourth, we combined the expression of ChR2 and nuclear-targeted GCaMP6s with paGFP for the morphological reconstruction of functionally identified and behaviorally relevant neurons.
Many previous reports of 2P activation of ChR2 Rickgauer and Tank, 2009; Zhu et al., 2009 ) and C1V1 ) have used fast raster or spiral scanning of a single excitation point over the soma. These scanning approaches have been further extended using CGH to generate a set of beamlets, which are simultaneously scanned over multiple cells with a common trajectory to activate a population of neurons Packer et al., 2012 Packer et al., , 2015 . In general, scanning-based schemes exploit a combination of temporal and spatial current integration from sequentially activated opsins and benefit from long tau-off opsins to sustain the photo-induced current Prakash et al., 2012) . Here, we adopted a scanless approach to drive simultaneous and parallel activation of ChR2 molecules using spatially extended 2P-CGH profiles (Bè gue et al., 2013; Chaigneau et al., 2016; Dal Maschio, 2014; Dal Maschio et al., 2012; Hernandez et al., 2016; Oron et al., 2012; Vaziri and Emiliani, 2012) , thereby maximizing instantaneous membrane currents (Oron et al., 2012; Rickgauer and Tank, 2009) . In this scheme, temporal integration is less crucial and spatial integration of the current is the principal mechanism of neuronal activation. Using a scanless, 2D extended stimulation approach presents two potential advantages. First, because currents can be effectively integrated using opsins with a relatively short decay time, like ChR2 (Papagiakoumou et al., 2010) and Chronos , the temporal precision in driving the activity can be enhanced to a submillisecond level . Second, by using opsins with shorter off kinetics, we are able to minimize the chance of inadvertent photostimulation during A B C Figure 6 . Imaging the Activity Associated with Behavior in Distant Brain Regions (A) Brain activity induced by nMLF activation. Activity across a large volume of the brain is captured by sequentially imaging ten planes, each separated by 12 mm (at four frames per second). Remote focusing of the imaging plane is combined with the 3D control of the photostimulation pattern to acquire GCaMP signals at each plane while keeping the stimulation targeted on the behaviorally identified neurons in the nMLF. Pixelwise regression analysis of the temporal series is used to pinpoint brain regions with activity profiles matching the stimulation epochs. For stimulation trials resulting in tail bending, the corresponding t-statistic for each pixel is averaged to create a map showing hotspots with activity associated with the behavioral outcome induced (in green). Also shown: ChR2-mcherry expression (in red), and nlsGCaMP6s expression (in gray). The scale bar represents 50 mm. (B) Higher-magnification view of the regions with dashed outlines in (A), focusing on areas with a high average t-statistic. In the plane at the level of the nMLF (z = 12 mm), where stimulation occurs, the activity is strongly lateralized. However, in the more dorsal layers, regions on both sides of the rostral and caudal hindbrain are active during tail bending. For the plane z = 96 mm, two maps are generated for the t-statistics: one considering trials with tail bending events and the other only trials with no behavior. The scale bar represents 10 mm. recording, since activation of the opsin by the GCaMP6 imaging light will decay more quickly. (Baker et al., 2016; Ronzitti et al., 2016) . We note that scanless CGH can be used to generate extended excitation profiles, which can be tailored to the actual sizes and shapes of targeted neurons independently (Dal Maschio et al., 2010) . We achieved parallel activation of up to eight neurons in densely packed regions of the zebrafish brain (typical cell body diameter is 6 or 7 mm; inter-cell membrane gaps are 1-3 mm). The current axial confinement of the patterns could potentially be further improved using a 3D temporal focusing approach coupled to the CGH (Hernandez et al., 2016) . We systematically considered actuator/sensor pairs and identified an effective scheme involving ChR2 and GCaMP6s. The current protocol could be straightforwardly adapted or expanded to include a red-shifted calcium sensor, e.g., to image two different neuronal populations or to reduce potential crosstalk. However, we note that the currently available red-emitting indicators produce substantially weaker signals than GCaMP6s (Dana et al., 2016; Shen et al., 2015) . Additionally, these sensors have been reported to show a secondary absorption component in the band typically used for 2P ChR2 activation. This leads to a fluorescence emission in a rather broad range (520-600 nm; Dana et al., 2016) , which potentially still requires a processing step for contamination subtraction from the functional signal. Even more crucially, there is no information regarding the stability of these sensors when exposed to the 2P light doses occurring in all-optical experimental protocols. GCaMP6s has been extensively evaluated (including in this study) for all these aspects.
Whereas independent technical proofs of principle for 3D photostimulation (Anselmi et al., 2011; Packer et al., 2012) or 3D functional imaging (Grewe et al., 2011; Ji et al., 2016; Lu et al., 2017; Sofroniew et al., 2016; Stirman et al., 2016; Yang et al., 2016) have been reported, we show how these two methods can be optimized and effectively integrated. Several approaches have been proposed for remotely controlled volumetric imaging (Botcherby et al., 2012; Dal Maschio et al., 2011; Duemani Reddy et al., 2008; Grewe et al., 2011) . We adopted a configuration based on an ETL (Grewe et al., 2011) , because it is relatively easy to implement in an existing optical path and offers a temporal resolution of a few milliseconds.
The combination of volumetric imaging and 3D optogenetics was employed here to investigate two conceptually different aspects. First, what is the response of a local circuit to the stimulation of only a few cells? Second, how do stimulated neurons interact with other circuits across the brain during the execution of a behavioral output? Our approach captured activity throughout the nMLF, identifying distinct sets of neurons tuned to bending or swimming. This result suggests the existence of modular sub-circuits for different behavioral components. In addition, we were able to record the induced activity of distant hindbrain neurons. Such circuit exploration, using cell-scale manipulation, opens up new possibilities to investigate brain circuits. This experimental approach can be used to reveal new intra-and inter-circuit connectivity maps and to functionally validate connectivities predicted by neuroanatomy.
Identifying a subset of neurons from a population, whose activation is sufficient to affect behavior, is a major challenge. Even ignoring differences in activation power and timing, selecting just five neurons from an ensemble of 50 produces over two million possible combinations. Therefore, we used behavior to guide a direct iterative search strategy. First, we identified a relatively large group of neurons in the nMLF that, when activated, evoked a bending of the tail. From this starter set of neurons, several new stimulation patterns were generated, each targeting one neuron less than the previous pattern. Each of these activation patterns was tested, and the group of neurons that induced the greatest tail deflection was selected as the starting point for the next round of refinement. Repetition of this procedure quickly converged on a small subset of neurons that were sufficient to drive the behavioral outcome. Such iterative searches are not feasible with traditional approaches (Aravanis et al., 2007; Fenno et al., 2011; Kubo et al., 2014; Schoonheim et al., 2010; Thiele et al., 2014) . Efficiently selecting sets of neurons to activate is a critical step for circuit exploration, which will become especially important when technical solutions enable activating large numbers of cells Paluch-Siegler et al., 2015) .
Our approach allowed us to identify neuronal ensembles associated with control of tail bending. To handle the complexity of this dataset, we used dimensionality reduction to extract simplified activity patterns from the network. Encouragingly, we found that a small number of independent components captured the most relevant features of network dynamics and behavioral output. This analysis was complemented by regularized regression models to quantify the contributions of individual neurons to behavioral outcome. Neurons within a local circuit may often be correlated, which poses a challenge for regression models; however, the combination of ICA and regularized regression effectively solved this problem. Modeling the behavioral parameters suggests that individual neurons in this network contribute differently to the induced tail deflection. These models, based on the recorded activity and behavior, generate testable hypotheses relating the network state to behavioral outcome.
Although the circuit architecture of the zebrafish brain is highly stereotyped (Kubo et al., 2014; Portugues et al., 2014; Robles et al., 2011 Robles et al., , 2014 , the number and position of most neurons appear to be intrinsically variable among animals. Therefore, to merge and compare findings across different individuals (Randlett et al., 2015) , it is useful to obtain additional information about the neurons identified. Our modular approach enabled visualizing the projection patterns of these cells by photoactivation of co-expressed paGFP (Patterson and Lippincott-Schwartz, 2002 ). The reconstructed neurons can then be compared and validated with a high-resolution annotated anatomical database (e.g., Costa et al., 2016) . Combining such morphological information with functional characterizations allows the creation of sophisticated models of circuit function and wiring. Together, the suite of tools introduced here represents a key step for connecting neural circuit architecture to animal behavior at the scale of individual neurons.
STAR+METHODS
Detailed methods are provided in the online version of this paper and include the following: 
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EXPERIMENTAL MODEL AND SUBJECT DETAILS
Fish procedures
Experiments were carried out in accordance with an animal protocol approved by the regional government (Regierung von Oberbayern). Fish were raised at 28 C on a 14h light/10h dark cycle using standard procedures. Zebrafish larvae 5-7 days post-fertilization (dpf) carrying alpha-tubulin:paGFP were used to test the system. Gal4s1171t;UAS:ChR2(H134R)-mCherry and Gal4s1171t; UAS:ChR2(H134R)-mCherry;UAS:paGFP fish were used for circuit mapping experiments. Gal4s1171t;UAS:GCaMP6s was used as a ChR2-negative control. combining photostimulation and calcium imaging. For validation and testing of the approach, including morphological constructions, the following genotype was used: elavl3:nlsGCaMP6s;Gal4s1171t;UAS:ChR2(H134R)-mCherry;elavl3:lyn-TagRFP;alphatubulin:paGFP. Larvae aged 5-7 dpf were embedded in 1.5%-2% low-melting-point agarose and the agarose surrounding the tail was carefully removed using a scalpel blade to free the tail. Fish were allowed to recover for four hours before starting the experimental sessions. A full list of the fish lines used is provided in the Key Resource Table. METHOD DETAILS
Imaging pathway
The imaging path is based on a galvo-galvo commercial 2P design (Femtonics 3DRC, Femtonics, Tuzlo, Hungary) driven by a Ti:Sapphire source (Chameleon Ultra II, Coherent). The fluorescence collection path includes a DM670HP dichroic mirror, an IR blocking filter, and a 563HP mirror splitting the fluorescence light toward two GaAsP detectors (Hamamatsu H10770PA-40) equipped with EM525/50 and EM590/60 emission filters, respectively. In addition to the original layout, an electrically tunable lens (ETL, Optotune, EL-10-30-Ci-IR-LD-MV) was inserted along the path upstream of the galvo scanner, to enable fast remote refocusing. In this position, the ETL achieved a 75 mm z-travel range at the sample, when coupled with a 20x LUMPLAN Olympus (NA 0.9, WD 2.2 mm) objective (used for most experiments), or 125 mm with a 16x CFI70 Nikon objective (NA 0.8, WD 3.0mm). As the combination of the imaging and photostimulation paths is achieved by combining beams with different polarization orientations, before the ETL, a half-wave plate (AQWP10M, Thorlabs) is inserted to rotate the polarization of the imaging beam and a polarizing beam splitter (PBS, PBS102, Thorlabs) is placed after the scan lens, allowing the vertically polarized imaging beam to pass through.
3D 2P-CGH photostimulation
The path for Computer Generated Holography (CGH) is driven by a dedicated Ti:Sapphire laser (Chameleon Ultra II, Coherent) whose intensity is modulated using a Pockel's cell (Model 302RM, Conoptics). The phase modulation is obtained using a nematic liquidcrystal spatial light modulator (SLM, Hamamatsu, X10468-07). Following intensity control but before the SLM, the path includes a beam expansion step (first stage: BE02M-B, Thorlabs; second stage f1 = 30mm, f2 = 80mm, about 4.2x in total), a diaphragm, and a half-wave plate (AQWP10M, Thorlabs). These components are required to condition the input beam and to match it to the window size and the polarization preference of the SLM. The resulting beam slightly under-fills the short side of the SLM window (12 3 15.8 mm 2 ). Downstream of the SLM, a lens (f3 = 400mm, AC508-400-B-ML, Thorlabs) conjugates the SLM plane, where the phase modulation is imposed, to the first Fourier plane where the amplitude modulation is rendered. At this plane, a mirror can be combined with a zero order block (constructed from aluminum foil on a glass slide) to suppress the residual light component not effectively modulated by the SLM. Alternatively (as in Hernandez et al., 2014) , a cylindrical lens with long focal distance can be inserted in front of the SLM, with a digital lens applied to the first-order diffracted component to separate it from the zero-order. A lens (f4 = 200mm, AC508-200-B-ML, Thorlabs) is used as second element of a telescope, to relay the SLM plane to an intermediate plane where a replica of the SLM image is generated. This replica of the SLM is imaged at the backfocal plane of the objective by means of a second telescope (f5 = 120mm and the tube lens). This is achieved by rotating the polarization direction with a half-wave plate (AQWP10M, Thorlabs), so that the photostimulation beam is reflected at the level of the PBS combining the two paths. With this layout for the phase modulation path, a volume of 200 3 200 3 250 mm 3 could be effectively addressed using the 20x objective. A camera is included under the imaging/photostimulation objective for the alignment of the two optical paths. The combination of a 60x objective (Olympus LumPLanFl N W WD 2.0mm NA = 1) with a short focal length lens (f = 60 mm) is used for system calibration.
A detailed interactive drawing of the optical path is accessible as Data S1. This 3D pdf can be viewed in Adobe Acrobat PDF Reader to evaluate the optical path from different perspectives and to measure distances between optical elements.
Module for behavioral recording
To record the behavior, the larvae was illuminated with a high power IR LED (850 nm, M850LP1, Thorlabs) placed approximately 10 cm from the fish's position and collimated with an aspheric condenser (ACL2520U, Thorlabs). A high-speed IR-sensitive camera (Thorlabs DCC1545M CMOS) was used for acquisition at 300 frames per second. A lens (f6 = 100mm) and a 4x objective (4X Plan N NA = 0.1, Olympus) were used to conjugate the fish plane to the camera plane.
A complete list of parts is available in the Key Resource Table. Calibration procedures At the beginning of an experimental session, a calibration routine is run involving four sequential steps: 1. Mapping of the working range of the ETL to obtain a z-shift versus voltage relation; 2. Identification of the optimal look up table (LUT) for the SLM, to map a 2p phase stroke onto the SLM's 8-bit modulation values; 3. XY registration, to map the coordinate system of the imaging beam to the patterns generated by the phase modulation system; 4. Z registration, to precisely map how axial shifts by phase modulation relate to z-offsets (in mm) in the sample volume. To calibrate the ETL, ten command voltages, covering the full travel range, are sequentially applied. At each voltage, the corresponding offset along z of the imaging beam is measured with respect to the reference position by moving the objective to bring the shifted beam into focus. A fit is calculated on these data, to generate a function returning the voltage required for a desired offset of the focal plane.
In the second step, which calibrates the LUT for the SLM values by finding the optimal linear scaling factor, two routines are executed. In the first coarse routine, phase patterns using 8 different scaling factors for the LUT are projected. The pattern that minimizes zero and second order components is selected. The second routine, centered around the previous optimum, evaluates a finely-spaced set of 8 values and selects the best. Following this, XY spatial registration begins. The galvo mirrors are used to sequentially steer the imaging beam to a series of points. At each point, the calibration camera captures an image, and the beam center is automatically detected. Next, a series of phase modulation patterns corresponding to points are played, and the corresponding images are also automatically captured and quantified. Based on the points captured from the two different paths, the optimal affine transformation between the two coordinate systems is calculated. This transformation is applied to all following holographic patterns. The maximal spatial discrepancy accepted between the imaging and photostimulation beams is 1 mm. In the last step, for the registration along the axial (Z) dimension, a similar approach is used. The holographic system plays a series of patterns, with phase modulations that correspond to different axial offsets. For each pattern, the objective position required to optimally focus the holographic pattern is measured. A low-order polynomial is fit onto the measured values, to provide a transformation between a desired axial (Z) position, and the required 'lens' for the computation of the phase modulation pattern.
GCaMP6s data processing
For all acquisitions that included behavior tracking and photostimulation, standard raster scanning was used at 4 volumes, or frames, per second (for multiplane or single-plane recordings, respectively). For some timing-sensitive measurements, for instance to characterize the protocol, a quick random access line scan was used at 300-500 Hz with 15-25 pixels per cell. To correct for offsets in the image background/baseline in some recordings, a region outside of the expression pattern was selected, and the average intensity of this background region was subtracted.
With the adopted sensor-actuator pair the fluorescence imaging signal can be contaminated by photostimulation. However, this can be effectively subtracted by a post-processing algorithm. The contamination artifact equally affects all pixels, whether the pixels are 'silent' and only contain the artifact, or if there are also underlying changes in GCaMP fluorescence from neuronal activity. The algorithm automatically selects a subset of inactive pixels, across the different lines of the imaging field of view, and uses percentile filtering on these inactive pixels to detect the level of the stimulation artifact. This can then be subtracted, resulting in a nearly contamination-free signal at the scale of the normal GCaMP activity transients. These data were further processed with custom Python routines. First for volumetric imaging, the raw data series are de-interleaved into sub-streams, one for each plane imaged. This was followed by rigid-body image registration to correct for drift and motion. Next the dataset was temporally filtered, with a 0.65 s rolling average window, to reduce noise. As is usual for such data, DF/F was used for normalization, using a baseline measured toward the start of imaging.
Resolution measurements
For measuring the lateral resolution of ChR2 stimulation, circular regions of interest, 6 mm in diameter, were moved across a subset of neurons expressing ChR2 and GCaMP6s. The activity of all sampled cells was recorded at 300 Hz by line scan or with high-resolution acquisition protocols with stimulation epochs lasting for 200 ms. For the axial (Z) resolution, the relative displacement between the imaging and the photostimulation planes was achieved either by controlling the z level computed in the phase correction or by moving the objective in a different plane and refocusing with the ETL on the reference plane. To score the activity change, the maximum DF/F relative to the targeted cell was computed for each pixel. This was fit with an exponential model based on the distance from the target cell. For the data comparing spontaneous and ChR2 induced GCaMP responses, both GCaMP6s and nlsGCaMP6s were evaluated. The time-to-peak and halftime-decay of the signal were used as the basis for a comparison of the temporal dynamics.
Computational analysis
To extract relevant patterns in network activity, a dimensionality reduction approach was applied, using Independent Component Analysis (ICA) from the Python scikit-learn library. This analysis extracts common temporal patterns of activity, and returns for each neuron a set of weights, one for each component, representing the contribution of the neuron to the component. Circuit activity maps were generated showing the position and weights of neurons that contribute to each component. A laterality index was then calculated to represent the spatial degree of symmetry of the activity associated to the different maps. The laterality index, defined as ((sum of weights on the right) -(sum of weights on the left)) / (sum of all the weights)), produces a score that ranges from À1 to 1. Imaging data over large fields of view (about 500 3 500 mm 2 ) were analyzed using a pixel-wise regression-based identification of activity recorded. For every stimulation epoch in the protocol, a binary regressor was created and convolved with a single exponential kernel to model nlsGCaMP6s signals. The time constant for the sensor impulse response was set to tau off = 2.3 s based on the optimization of the coefficient of determination (R 2 ) for a set of test recordings. Regressors were then fit to the data using a linear combination including a constant term. From the resulting set of coefficients, the t-statistic was calculated for each pixel and averaged across trials with consistent behavioral outcome.
Kinematic analysis of behavioral recordings
From the behavior data recorded at 300 fps, the tail dynamics were extracted using an automated Python-based algorithm, which maps $30 points along the tail. A heat-map of the tail position was calculated to show the lateral deflection of each point along the tail, relative to the overall tail length. To quantify the tail movement using a single parameter, the tail deflection angle was extracted, which is the angle between a line drawn from the base of the tail to the most caudal points of the tail and a reference direction corresponding to the fish midline. A median or Gaussian filter with a duration of a 50 ms was applied to smooth the recording and reduce high-frequency noise. A threshold for significant tail bending was set to an angle beyond 5 standard deviations from the baseline.
Behavioral models A regularized regression was applied to assign a behavioral score to the photostimulated neurons based on the deflection angle (see Figure 3 ). The regression, from the Python scikit-learn library, took advantage of an elastic-net regularization to reduce the overfitting and to provide a sparse representation of the components involved. To discriminate between different behavior outcomes across different trials, a hierarchical clustering was used ( Figure 5A ). This takes as input vectors the Fourier spectra of the tail deflection angle measured in a 10 s window surrounding the stimulation event. A logistic model was applied to characterize the contribution of the individual neurons differentially associated with the two main classes of behavioral outcomes (bending and swimming). For each neuron, the coefficients of the resulting model were used to generate a map showing its impact toward each of the two observed main behaviors. To characterize the influence of the neural activity on tail deflection, we generated a regularized linear model on a subgroup (training subset) of the trials of tail bending events to express the contribution of each neuron to the tail deflection in terms of degree per DF/F. This model was then tested on a non-overlapping subgroup of tail bending trials (testing subset) to reconstruct the tail deflection from the activity of all neurons. This cross-validation procedure used a random split in the dataset. The quality of the regression with respect to the number of components was evaluated in terms of the coefficient of determination (R 2 ).
Morphological reconstruction paGFP photoactivation was carried out at 750 nm, typically with a one second long stimulation. For the reconstruction of the behaviorally relevant neurons, the imaging source was tuned to 750 nm and the beam scanned over a small ROI centered in the soma for about 1 s. A few minutes after the photoconversion protocol, a z stack was acquired at 1020 nm. The photoactivated neurons were traced using the software neuTube (Build1.0z). The corresponding traced 3D representation was then projected onto the original image to highlight the morphology of the photolabeled neuron.
QUANTIFICATION AND STATISTICAL ANALYSIS
Statistical details
All tests performed were two-sided. Data distributions were checked, when applicable, for normality with a quantile plot. For statistics involving multiple fish, the mean value for each fish was used for test comparisons, as pooling individual trials together from multiple fish violates the assumption of independent measurements. Fish with stronger and more complete expression patterns (covering as many cells as possible) were preferentially selected for experiments. Behavioral trials with two or more spontaneous swimming bouts in the 60 s preceding experimental trials were excluded. Imaging trials with a Z-drift greater than 2 mm were excluded. XY shifts before and after stimulation protocols were checked following registration, and trials with shifts exceeding 2 mm were discarded.
DATA AND SOFTWARE AVAILABILITY
Software main interface A Python-based library was developed to control the SLM and to interface with the proprietary software controlling the imaging system (MES, Femtonics Ltd.). The core of the system is a server module (holobase.py -see diagram Figure S3A ) which is in charge of all the procedures required for the generation of the calibrated light distribution including camera acquisition, calibration, SLM look up table (LUT) and flatness correction, Z control, and phase pattern computation. Different client applications can interface with the server. One client application is hooked into the MES software (using holoclient.py) and is used to launch the calibration procedure from MES. A simple client provides a script interface for quick control of multiplane patterns (holomultiZ.py). Another client is a graphical user interface (GUI -holoGUI.py), which is the primary point of interaction for the user. This interface allows the user to load TIF stacks acquired on the imaging system. Temporal and power parameters can be configured and a polygonal selection tool is used to select the desired illumination patterns at the different planes of the z stack. The patterns are compactly stored in a scalable vector graphics (SVG) based format, exchanged with the server, and are mapped onto the holographic system's coordinates obtained during the calibration. All the information about the stimulation pattern are sent to a routine for the calculation of the phase profile with an algorithm based on Discrete Fourier Transforms (maGS engine). The communication between the clients and server uses messages passed with the ZMQ library (http://zeromq.org). Google protocol buffers (https://developers.google.com/protocol-buffers/) are used to provide language-neutral data storage.
Calculation of the phase patterns
In order to engineer the desired light distribution at the sample, a multiplane adaptive Gerchberg-Saxton (maGS) algorithm (Haist et al., 1997) was implemented. With this iterative procedure based on Fast Fourier Transforms, the phase modulation required for multiplane photostimulation patterns is computed from the mixing of multiple complex 2D fields, one for each different plane along the propagation direction z. Basically, for each loop through the algorithm execution, the phase of each 2D field computed at different planes is adjusted with a lens-type modulation corresponding to its axial offset. This adjustment is applied twice per loop, once with a negative profile before the forward propagation of the wavefront, and once with a positive profile after the backward propagation of the wavefront before the mixing step. The mixing of all the independently calculated fields is obtained by a summation of the electrical fields and the calculation of the argument to retrieve the unified phase profile. The basic GS algorithm can generate graded intensities when initialized with the proper target distribution within the same plane or control the relative intensities between planes (Hernandez et al., 2016) . We used the same approach to correct for the diffraction efficiency. However, to handle the relative power intensities between different planes/ROIs, our algorithm reweights the corresponding fields before mixing, using an adaptive procedure. Below is pseudocode corresponding to the core of the algorithm, where i refers to the imaginary unit, abs is the absolute value, exp is the exponential function, arg returns the argument of complex numbers, FFT is the fast Fourier transform, iFFT is the inverse FFT, and # denotes comment lines.
Pseudocode for phase computation def GS_3D(target_amplitudes, target_Zs): # target_amplitudes is a list of desired amplitude patterns # target Zs is a corresponding list of axial offsets for each target amplitude target_ratios = compute the ideal normalized intensity across all planes ini_amplitudes = random initial fields unified_slm_field = random initial field for each iteration: slmfields= emply list of fields for each plane: slm_field = ini_amplitude at this plane * exp(i * (unified_slm_field -plane_lens)) target_field = fft2((slm_field) target_field = abs(target_amplitude at this plane) * exp(i * np.angle(target_field)) slm_field = ifft2(target_field) slm_field = angle(slm_field) + plane_lens slm_field = ini_amplitude at this plane * exp(i * slm_field) slmfields = append slmfield compute the normalized intensity across all planes reweight the slm_fields by half of the difference between the computed and ideal target_ratios unified_slm_field = angle(sum(slm_fields)) % (2 * pi) return unified_slm_field
We have released the core components of our code under a GPL open-source license. For more details about the software and the code, please see: https://github.com/joe311/holo_project.
