Abstract. We study calculus rules for limiting subjets of order two. These subjets are obtained as limits of sequences of subjets, a subjet of a function f at some point x being the Taylor expansion of a twice differentiable function which minorizes f and coincides with f at x. These calculus rules are deduced from approximate (or fuzzy) calculus rules for subjets of order two. In turn, these rules are consequences of delicate results of Crandall-Ishii-Lions. We point out the similarities and the differences with the case of first order limiting subdifferentials.
Introduction
The interest in second order nonsmooth analysis seems to be growing in recent years, motivated both by applications and by analysis itself. In the classical calculus there are two possibilities for defining second order derivatives: as the derivative of the first order derivative or by means of the 2-jet, i.e. the second order Taylor expansion. As we know, the two definitions are not equivalent unless the function or the map is twice continuously differentiable. Not surprisingly, we should expect different results from extensions of these two approaches to nonsmooth settings.
The objects to be studied in this paper pertain to the second approach mentioned above. Moreover, they possess a unilateral (or one sided) feature which is characteristic of most nonsmooth concepts. In fact these objects are the second order generalized subjets introduced in [4] , [5] . Our purpose is to develop a calculus of these generalized 2-subjets comparable to what we have for first order subdifferentials, more specifically, for "approximate" subdifferentials studied geometrically by Mordukhovich [14] , [15] , and analytically by Ioffe [9] and Kruger [12] . We follow here the analytic pattern which includes first a development of a "fuzzy" calculus of "Fréchet 2-subjets" similar to first order Fréchet or Dini subdifferentials, and then obtain calculus rules by passing to the limit (cf. [9] , [10] ).
It turns out, however, that at each of the two steps we run into technical difficulties which have no analogues in the first order theory. At the "fuzzy calculus" stage the penalization technique similar to what has been used in the first order case does not by itself provide the separation of variables needed for subdifferentiation of various "composite" functions. At the "passage to limit" step the difficulty is caused by the fact that Fréchet 2-subjets are always unbounded.
At the first step the difficulty is overcome with the help of a decomposition lemma of Crandall-Ishii-Lions [5] relying on some work of Jensen [11] ; at the second step it is overcome with the help of a notion of "efficient subjet", which allows us to split a converging part off from a sequence of subjets going to infinity and to define a second order analogue of singular differentials. All this makes the second order calculus substantially more complicated technically than the first order calculus, but, as a result, the main formulae for subdifferentiation of a sum and a composition receive second order counterparts. This fact paves the way for applications which are not considered here.
Definitions and elementary properties
Throughout the paper X, Y, Z denote the real finite-dimensional Euclidean spaces and A, B, C linear operators between them (or their matrices). We use the following notation: L(X, Y ) denotes the space of linear operators from X into Y ; L s (X) stands for the space of symmetric linear operators in X and L + s (X) for the cone of positive semidefinite elements of L s (X). The inner product is denoted by (u|v), and its associated norm is x = (x|x) 1/2 , whatever the space is. The unit sphere is the set S = {x :
On the space L s (X) we consider a norm A → A satisfying the following monotonicity property:
where A ≥ 0 means that (Av|v) ≥ 0 for all v. Among the norms satisfying this property are the supremum norm given by
where λ 1 , . . . , λ n are the eigenvalues of A, and the Frobenius norm given for A = (a i,j ) by
where cl S denotes the closure of the set S.
To finish the introduction of our basic concepts we extend the last definition to mappings between spaces X and Y . Definition 2.3. Let F be a continuous map from X into Y defined in a neighborhood of x. For any y * ∈ Y * we set
and call the set-valued map y
The first order analogue of this object coincides with the coderivative introduced by Aubin and Mordukhovich (see [1] , [15] ), which is obtained by subdifferentiation of the indicator function of the graph of F and extends to set-valued maps as well. The other type of ("scalarized") coderivatives was studied by Ioffe in [9] . The scalarization formula proved in [9] states that both derivatives coincide for Lipschitzian mappings between finite-dimensional spaces. Otherwise they can differ. We do not discuss here possible second order extensions of the second scheme (which can be obtained from Definition 2.3 if we keep z * equal to y * ).
"Fuzzy" calculus of Fréchet subjets
In this section we develop a "fuzzy" calculus for Fréchet 2-subjets similar to that developed for first order Dini-Hadamard and Fréchet subdifferentials in [9] , [10] . It will consist of two basic theorems, one for a sum and another one for a composition. 
, we may write the last relation in the equality form:
The proof of the theorem is based on the following results. 
If moreover ϕ 1 , . . . , ϕ k are convex, we may assume that A i ≥ 0.
Proof of Theorem 3.1. It is sufficient to consider the case of two functions, say f and g, and assume that x = 0, x
As both f and g are l.s.c., given an ε > 0, we can find a ρ > 0 so small that
By Proposition 2.1 there is a 0 < δ < min(ε, ρ) such that
We have h n (0, 0) = 0, and
which means that u n − v n → 0 as n → ∞. Assuming without loss of generality that (u n ) and (v n ) converge, we conclude that they have a common limit point w. Then, by lower semicontinuity,
2 ) for large n. From now on we fix such an n. We are now in a situation suitable for application of Lemma 3.2 (with
Observe that as ϕ is a quadratic function, it coincides with the quadratic function associated with its Hessian at 0, and
Thus, applying Lemma 3.2 along with the definition of limiting 2-subjets, we find points y and z within ε/2 of u n , v n , hence within ε of 0, such that |f (y)| < ε/2, |g(z)| < ε/2 and (y
From (5) we get
and from (6), setting u = v,
that is, that A+B ≥ −2εI. This completes the proof of the first part of the theorem.
To prove the second statement we only need to observe that by Lemma 3.2 both A and B can be chosen positive semidefinite if both functions are convex.
Next we consider the composition operation, first for the simple case when the interior map is a projection. 
(b) By Proposition 2.1, for any ε > 0 there exists ρ > 0 such that
whenever (u, v) ≤ ρ. Taking v = 0 here, we get from (7) (
which implies that x * = 0, and A ≤ 2εI. As this is true for any ε, we conclude that A ≤ 0. Therefore, for any α > 0, the operator
for all (u, v) close to zero. Taking u = −S * v in this inequality with v small enough, and setting ε := ε(1 + S * ) we get
As ε is an arbitrary positive number, we conclude that
The last inequality of the statement follows from part (a), in which we have shown that
Using the proposition, we can establish the following general fuzzy chain rule. It can also be written in an equality form which closely emulates the smooth case. 
Proof. As in the proof of Theorem 3.1, we can assume for simplicity that x = 0, y = 0. Fix an ε > 0 so small that F is C 1 in the 2ε-ball around zero, and let
, denote by h 2 the indicator function of the graph of F , and
provided u is sufficiently close to zero. This means that
On the other hand, if we set
then the inclusion for i = 2 in (10) implies in particular that for any δ > 0
for all sufficiently small u.
As F is differentiable at x 2 , we have
and calculating the values of the corresponding quadratic forms at (u, F (x 2 )u), we find from (11) that
On the other hand, we obtain from (12), (13) that for any δ > 0
provided u is sufficiently close to zero. By definition this means that
Let us observe that it can be shown that Theorem 3.1 is in turn a consequence of Theorem 3.4. It suffices to take 
, and
Efficient subhessians and singular subjets
The set
, if nonempty, is necessarily unbounded, since with any A it contains A + B if B ≤ 0. This may be a source of trouble when calculating limits, if we try to pass from the fuzzy calculus of Fréchet 2-subjets to an "exact" calculus of limiting 2-subjets. In addition, A + B can hardly provide more information about f than A itself if A ∈ ∂ 2 − f (x, x * ) and B ≤ 0. It is therefore worth trying to get rid of these "parasite" elements.
Passing to maximal elements with respect to the usual order ≥ on L s (X) is of no help, for it may just happen that no such elements exist as, say, in case of X = R,
We use a different strategy, selecting elements of ∂ Efficient elements of ∂ 2 − f (x, x * ) will be called efficient subhessians of f at x w.r.t. x * . We shall denote the collection of such elements by ∂ 2 eff f (x, x * ), and we set
The following existence result is an immediate consequence of the fact that any nonempty closed subset of L s (X) has an element of least norm. (c) Let A be a subset of L s (X) which is stable by addition of elements of L + s (X), or more generally, which is such that for any A ∈ A one has A + ∈ A. Suppose the norm on L s (X) satisfies
for each A ∈ L s (X). This assumption is satisfied when · is the supremum norm or the Frobenius norm. We claim that if A is efficient in 
is a cone; it may, in principle, depend on the norm on L s (X). We note, however, that if A and A are singular 2-subjets of f at x corresponding to different norms · and · on L s (X), then for any
This follows easily from the preceding proposition.
Let us examine singular subjets of some important classes of functions. Recall that f is paraconvex [21] , [18] (or semiconvex [5] , or lower-C 2 [19] ) at x with index α ≥ 0 if there exists a convex neighborhood of x on which f + 1 2 α · 2 is convex, finite and continuous; we call f paraconcave at x with index α if −f is paraconvex with index α. We say that f is paraconvex (resp. paraconcave) on a subset A of X if it is paraconvex (resp. paraconcave) at each point of A. Proof. We first observe that by [16] , Theorem 5.1, the convex function g given by g(u) = −f(u) + 
hence u * ≤ β and, for v
The last statement follows easily by taking limits.
A stronger conclusion can be given when f is both paraconvex and paraconcave. 
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Proof. If the function is both paraconvex and paraconcave near x, then by a result of [6] it is of class C 1,1 (i.e. differentiable with a locally Lipschitzian derivative), and one can easily verify that if µ is a Lipschitz constant for ∇f in a neighborhood of x, then |f − (u, u * , v)| ≤ µ v 2 for any v ∈ X and u in a neighborhood of x, with u * = ∇f(u). Then Proposition 2.1 and Example (c) above give the result.
It should be observed that convex functions may have singular subhessians which are not positive semidefinite, as the following example shows. 
The main results
This section contains statements and proofs of the two main theorems about generalized 2-subjets of a sum of several functions and of a composition of a function and a map. 
The following two corollaries are easy consequences of the theorem. 
Proof. As f 2 is C 2 , hence C 1,1 , the inclusion
follows from the preceding corollary. Setting g 1 = f 1 + f 2 and g 2 = −f 2 , we get the opposite conclusion.
Proof of Theorem 5.
− f(x n ) for each n ∈ N. By Theorem 3.1, given a sequence (ε n ) of positive numbers with limit 0, there are sequences (
Replacing, if necessary, A i,n by other elements of
In this case
When (r n ) has a bounded subsequence we can extract a converging sequence of (x * i,n , A 1,n , . . . , x * k,n , A k,n ), and a passage to the limit in (14) 
we will reach the desired contradiction if we show that
Let us set
and for each u in the unit sphere S of X, as B j ≥ 0 for j = 1, . . . , k, we have
as we may suppose without loss of generality that
and similarly
and we arrive at the expected contradiction:
Now let us turn to composition. 
Proof. The proof is similar in structure to the proof of the previous theorem. Since calculus rules for efficient subhessians are not available, we cannot deduce the result for composition from the theorem for sums, as in the fuzzy case of Theorem 3.4. By definition there exists a sequence ((x n , x * n , A n )) with limit (x, x * , A) such that (f (x n )) → f (x) and (x * n , A n ) ∈ ∂ 2 − f(x n ) for each n. Let (ε n ) be a sequence of positive numbers converging to 0. Theorem 3.4 ensures that there are u n , u *
n < ε n , and v * n − y * n < ε n , and such that the set
is nonempty. We choose (B n , C n ) in this set in such a way that
This is possible since M n is closed. Let us set r n = y * n + B n + C n . When (r n ) has a bounded subsequence we conclude the proof by passing to a converging subsequence of ((y * n , B n , C n )), replacing the limit point C of (C n ) by some C ≤ C if necessary.
It remains to prove that (r n ) → ∞ leads to a contradiction with condition (QC). Let us set
n C n , assuming without loss of generality that the limits exist. Since our choice of
It follows from (QC) that y
n B n • F (u n ) = 0, so that B n + C n < B n + C n for n large enough, a contradiction with (17) .
Applying the proof of Theorem 5.5 (with a reference to Corollary 3.5 rather than to Theorem 3.1) to the case of twice continuously differentiable F , we get the following result. 
In particular, when F is a linear mapping we get For the still more special case of F a projection operator, Proposition 3.3 allows us to obtain a slightly weaker form of second order chain rule but without any qualification condition. Proof. Both parts follow directly from the corresponding parts of Proposition 3.3 when we apply the definition of the limiting subjet and pass to the limit. It only has to be observed in the proof of the second part that the supremum norm of (A−αI)
is not greater than α −1 , so whenever ((0, y * n ), Q(A n , D n , C n )) ∈ ∂ 2 − f (x, y n ) and A n , D n , C n converge to certain A, D, C, then the operators S n = C n (A n − αI) −1 are uniformly bounded, and so are the operators B n = D n − S n (A n − αI) −1 S * n . We conclude this section with the observation that, contrary to the fuzzy calculus rules of Theorems 3.1 and 3.4, we cannot state that Theorems 5.1 and 5.5 are equivalent. Theorem 5.1 does not follow from Corollary 5.7, for the qualification condition of the latter, B = 0, would result in the stronger requirement that A 1 = · · · = A n = 0 in the situation of Theorem 5.1. We must note, however, that Corollary 5.2 does follow from Corollary 5.6 in that way.
On the other hand, we could use Theorem 5.1 to get a chain rule for a composed function using the same approach as in the proof of Theorem 3.4. But this would result in a different (from Theorem 5.5) statement involving efficient subhessians of the function f (x, y) = g(y) of two variables in the qualification condition, which, as we have seen in Example (e) of the preceding section, is substantially bigger than what would come from the set of efficient subhessians of g.
Comparison with other works
Let us first clarify how the notion of approximate subhessian is related to the concept of generalized hessian. Recall that for f : X → R
• := R ∪ {∞} the generalized hessian ∇ 2 f (x, x * ) of f at (x, x * ) ∈ X × X is the set of limits of sequences (∇ 2 f (x n )), where (x n ) is a sequence in the domain of the second order derivative ∇ 2 f of f such that (x n ) → x, (f(x n )) → f (x), (∇f (x n )) → x * . This notion has mainly been considered in the case when f is of class C 1,1 .
