Abstract-There has been much progress on efficient algorithms for clustering data points generated by a mixture of k probability distributions under the assumption that the means of the distributions are well-separated, i.e., the distance between the means of any two distributions is at least Ω(k) standard deviations. These results generally make heavy use of the generative model and particular properties of the distributions. In this paper, we show that a simple clustering algorithm works without assuming any generative (probabilistic) model. Our only assumption is what we call a "proximity condition": the projection of any data point onto the line joining its cluster center to any other cluster center is Ω(k) standard deviations closer to its own center than the other center. Here the notion of standard deviations is based on the spectral norm of the matrix whose rows represent the difference between a point and the mean of the cluster to which it belongs. We show that in the generative models studied, our proximity condition is satisfied and so we are able to derive most known results for generative models as corollaries of our main result. We also prove some new results for generative models -e.g., we can cluster all but a small fraction of points only assuming a bound on the variance. Our algorithm relies on the well known k-means algorithm, and along the way, we prove a result of independent interest -that the k-means algorithm converges to the "true centers" even in the presence of spurious points provided the initial (estimated) centers are close enough to the corresponding actual centers and all but a small fraction of the points satisfy the proximity condition. Finally, we present a new technique for boosting the ratio of inter-center separation to standard deviation. This allows us to prove results for learning certain mixture of distributions under weaker separation conditions.
I. INTRODUCTION
Clustering is in general a hard problem. But, there has been a lot of research (see Section III for references) on proving that if we have data points generated by a mixture of k probability distributions, then one can cluster the data points into the k clusters, one corresponding to each component, provided the means of the different components are well-separated. There are different notions of well-separated, but mainly, the (best known) results can be qualitatively stated as:
"If the means of every pair of densities are at least poly(k) times standard deviations apart, then we can learn the mixture in polynomial time."
These results generally make heavy use of the generative model and particular properties of the distributions (indeed, many of them specialize to Gaussians or independent Bernoulli trials). In this paper, we make no assumptions on the generative model of the data. We are still able to derive essentially the same result (loosely stated for now as):
"If the projection of any data point onto the line joining its cluster center to any other cluster center is Ω(k) times standard deviations closer to its own center than the other center (we call this the "proximity condition"), then we can cluster correctly in polynomial time." First, if the n points to be clustered form the rows of an n × d matrix A and C is the corresponding matrix of cluster centers (so each row of C is one of k vectors, namely the centers of k clusters) then note that the maximum directional variance (no probabilities here, the variance is just the average squared distance from the center) of the data in any direction is just
where ||A − C|| is the spectral norm. So, spectral norm scaled by 1/ √ n will play the role of standard deviation in the above assertion. To our knowledge, this is the first result proving that clustering can be done in polynomial time in a general situation with only deterministic assumptions. It settles an open question raised in [1] .
We will show that in the generative models studied, our proximity condition is satisfied and so we are able to derive all known results for generative models as corollaries of our theorem (with one qualification: whereas our separation is in terms of the whole data variance, often, in the case of Gaussians, one can make do with separations depending only on individual densities' variances -see Section III.)
Besides Gaussians, the planted partition model (defined later) has also been studied; both these distributions have very "thin tails" and a lot of independence, so one can appeal to concentration results. In section VI-C, we give a clustering algorithm for a mixture of general densities for which we only assume bounds on the variance (and no further concentration). Based on our algorithm, we show how to classify all but an ε fraction of points in this model. Section III has references to recent work dealing with distributions which may not even have bounded variance, but these results are for the special class of product densities, with additional constraints.
One crucial technical result we prove (Theorem 5.5) may be of independent interest. It shows that the good old k−means algorithm [2] converges to the "true centers" even in the presence of spurious points provided the initial (estimated) centers are close enough to the corresponding actual centers and all but an ε fraction of the points satisfy the proximity condition. Convergence (or lack of it) of the k−means algorithm is again well-studied ( [3] , [4] , [5] , [6] ). The result of [3] (one of the few to formulate sufficient conditions for the k−means algorithm to provably work) assumes the condition that the optimal clustering with k centers is substantially better than that with fewer centers and shows that one iteration of the k−means algorithm yields a near-optimal solution. Note that if C represents the optimal k-means clustering, then its cost is ||A − C|| 2 F . We show in section VI-D that their condition implies a stronger condition than proximity, which involves ||A − C|| F instead of generally much smaller ||A− C||, for all but an ε fraction of the points. This allows us to prove that our algorithm, which is again based on the k−means algorithm, gives a PTAS.
The proof of Theorem 5.5 is based on Theorem 5.4 which shows that if current centers are close to the true centers, then misclassified points (whose nearest current center is not the one closest to the true center) are far away from true centers and so there cannot be too many of them. This is based on a clean geometric argument shown pictorially in Figure 2 . Our main theorem in addition allows for an ε fraction of "spurious" points which do not satisfy the proximity condition. Such errors have often proved difficult to account for.
As indicated, all results on generative models assume a lower bound on the inter-center separation in terms of the spectral norm. In section VII, we describe a construction (when data is from a generative model -a mixture of distributions) which boosts the ratio of intercenter separation to spectral norm. The construction is the following: we pick two sets of samples A 1 , A 2 , . . . A n and B 1 , B 2 , . . . B n independently from the mixture. We define new points X 1 , X 2 , . . . X n , where X i is defined as 
where c is a large enough constant. Definition 2.1: We say a point A i ∈ T r satisfies the proximity condition if for any s = r, the projection of A i onto the μ r to μ s line is at least Δ rs closer to μ r than to μ s . We let G (for good) be the set of points satisfying the proximity condition.
Note that the proximity condition implies that the distance between μ r and μ s must be at least Δ rs . We are now ready to state the theorem.
Theorem 2.2:
In particular, if ε = 0, all points are classified correctly.
III. PREVIOUS WORK Learning mixture of distributions is one of the central problems in machine learning. There is vast amount of literature on learning mixture of Gaussian distributions. One of the most popular methods for this is the well known EM algorithm which tries to maximize the log likelihood function [7] . However, there are few results which demonstrate that it converges to the optimal solution. Dasgupta [8] introduced the problem of learning distributions under suitable separation conditions, i.e., we assume that the distance between the means of the distributions in the mixture is large, and the goal is to recover the original clustering of points (perhaps with some error).
We first summarize known results for learning mixtures of Gaussian distributions under separation conditions. We assume there are k Gaussians F 1 , . . . , F k with mixing weights w 1 , . . . , w r and σ r denotes the maximum variance along any direction of the distribution F r . We ignore logarithmic factors in separation conditions. We also ignore the minimum number of samples required by various algorithms -they are often bounded by a polynomial in the dimension and the mixing weights. Dasgupta [8] gave an algorithm based on random projection to learn mixture of Gaussians provided mixing weights of all distributions are about the same, and
). Arora and Kannan [10] generalized this to overlapping distributions as well as in other directions. Vempala and Wang [11] were the first to demonstrate the effectiveness of spectral techniques for learning mixture of distributions. For spherical Gaussians, their algorithm worked with a much weaker separation condition of Ω((σ i + σ j ) · k 1 4 ) between μ i and μ j . Achlioptas and McSherry [12] extended this to arbitrary Gaussians with separation between μ i and μ j being
al. [13] also gave an algorithm for arbitrary Gaussians with the corresponding separation being Ω
Recently, Brubaker and Vempala [14] gave a learning algorithm where the separation only depends on the variance perpendicular to a hyperplane separating two Gaussians, the so called "parallel pancakes problem" (see also the recent result of Vempala [15] ).
Much less is known about learning mixtures of heavy tailed distributions. Most of the known results here assume that each distribution is a product distribution, i.e., projection along co-ordinate axes are independent. Often, they also assume some slope condition on the line joining any two means. Dasgupta et. al. [16] considered the problem of learning product distributions of heavy tailed distributions when each component distribution satisfied the following mild condition :
Here R is the half-radius of the distribution (these distributions can have unbounded variance). Their algorithm could classify at least (1 − ε) fraction of the points provided the distance between any two means is at least Ω . Under even milder assumptions on the distributions and a slope condition, they could correctly classify all but ε fraction of the points provided the corresponding separation was Ω R · k ε . Their algorithm, however, requires exponential (in d and k) amount of time. This problem was resolved by Chaudhuri and Rao [17] . Dasgupta et. al. [18] considered the problem of classifying samples from a mixture of arbitrary distributions with bounded variance σ in every direction. They showed that if the separation between the means is Ω (σk) and a suitable slope condition holds, then all the samples can be correctly classified. Their paper also gives a general method for bounding the spectral norm of a matrix when the rows are independent (and some additional conditions hold). We will mention this condition formally in Section VI and make heavy use of it.
Finally, we discuss the planted partition model [19] . In this model, an instance consists of a set of n points, and there is an implicit partition of these n points into k groups. Further, there is an (unknown) k × k matrix of probabilities A. We are given a graph G on these n points, where an edge between two vertices from groups i and j is present with probability A ij . The goal is to recover the actual partition of the points (and hence, an approximation to the matrix A as well). Mnemonically, this is the problem of finding E[A] given A, where E[A] denotes component-wise expectation. McSherry [19] showed that if there is a separation of at least
between any two distinct rows of E[A], then one can recover the actual partition of the vertex set with probability at least 1 − δ. Here c is a large constant, w min is such that every group has size at least w min · n, and σ 2 denotes max i,j A ij . There has been some recent work on finding the true clustering based on deterministic assumptions. Balcan et. al. [20] consider this problem when the true clustering is fairly robust with respect to some objective function for clustering, i.e., any good approximation algorithm for this objective function will yield a clustering which is very close to the true clustering. This assumption, however, seems somewhat strong for application to learning mixture of distributions. Balcan et. al. [21] consider the problem of finding similarlity measures on points which can then yield the true clusering (or a small set of candidate clusterings). For us, however, the points are already embedded in the Euclidean space.
There is a rich body of work on the k-means problem and heuristic algorithms for this problem (see for example [22] , [3] and references therein). One of the most widely used algorithms for this problem was given by Lloyd [2] . In this algorithm, we start with an arbitrary set of k candidate centers. Each point is assigned to the closest candidate center -this clusters the points into k clusters. For each cluster, we update the candidate center to the mean of the points in the cluster. This gives a new set of k candidate centers. This process is repeated till we get a local optimum. This algorithm may take superpolynomial time to converge [4] . However, there is a growing body of work on proving that this algorithm gives a good clustering in polynomial time if the initial choice of centers is good [23] , [24] , [3] . Ostrovsky et. al. [3] showed that a modification of the Lloyd's algorithm gives a PTAS for the k-means problem if there is a sufficiently large separation between the means. Our result also fits in this general theme -the k-means algorithm on a choice of centers obtained from a simple spectral algorithm classifies the point correctly.
IV. OUR CONTRIBUTIONS Our main contribution is to show that a set of points satisfying the proximity condition can be correctly classified (Theorem 2.2). The algorithm is described in Figure 1 . It has two main steps -first find an initial set of centers based on SVD, and then run the standard k-means algorithm with these initial centers as seeds. In Section V, we show that after each iteration of the k-means algorithm, the set of centers come a factor of two close to the true centers. Although both steps of our algorithm -SVD and the k-means algorithm -have been well studied, ours is the first result which shows that combining the two leads to a provably good algorithm. In Section VI, we give several applications of Theorem 2.2. We have the following results for learning mixture of distriutions (we ignore poly-logarithmic factors below):
• Arbitrary Gaussian Distributions with separation Ω σk √ wmin : as mentioned above, this matches known results [12] , [13] except for the fact that the separation condition between two distributions depends on the maximum standard deviation (as compared to standard deviations of these distributions only).
• Planted distribution model with separation Ω kσ √ wmin : this matches the result of McSherry [19] except for a √ k factor which we can also remove with a more careful analysis.
• Distributions with bounded variance along every direction : we can classify all but an ε fraction of points if the separation between means is at least Ω kσ √ ε . Although results are known for classifying (all but a small fraction) points from mixtures of distributions with unbounded variance [16] , [17] , such results work for the special case of product distributions.
• PTAS using the k-means algorithm : We show that the separation condition of Ostrovsky et. al. [3] is stronger than the proximity condition. Using this fact, we are also able to give a PTAS based on the k-means algorithm. Further, ours is the first algorithm which applies to all of the above settings. In Section VII, we give a general technique for working with weaker separation conditions (for learning mixture of distributions). Under certain technical conditions described in Section VII, we give a construction which increases the spectral norm of A − C at a much faster rate than the increase in inter-mean distance as we increase the number of samples. As applications of this technique, we have the following results :
• Arbitrary Gaussians with separation Ω σk · log d wmin : this is the first result for arbitrary Gaussians where the separation depends only logarithmically on the minimum mixture weight.
• Power-law distributions with sufficiently large (but constant) exponent γ (defined in equation (11)) :
We prove that we can learn all but ε fraction of samples provided the separation between means is
. For large values of γ, it significantly reduces the dependence on ε. We expect this technique to have more applications.
V. PROOF OF THEOREM 2.2
Our algorithm for correctly classifying the points will run in several iterations. At the beginning of each iteration, it will have a set of k candidate points. By a Lloyd like step, it will replace these points by another set of k points. This process will go on for polynomial number of steps.
The iterative procedure is described in Figure 1 . In the first step, we can use any constant factor approximation algorithm for the k-means problem, e.g., the 9-approximation algorithm of Kanungo et. al. [25] . Note that our overall algorithm is same as Lloyd's algorithm, but we start with a special set of initial points. We now prove that after the first step (the base case), the estimated centers are close to the actual ones -this case follows from [1] , but we prove it below for sake of completeness.
Lemma 5.1: (Base Case) After the first step of the algorithm Cluster, for every μ r , there exists a center ν r satisfying
Proof: Suppose, for sake of contradiction, that there exists an r such that all the centers ν 1 , . . . , ν k are at least
distance away from μ r . Consider the points in T r . Suppose A i ∈ T r is assigned to the center ν c(i) in this solution. The assignment cost for these points in this kmeans solution (which is a 9-approximation to the optimal solution) is
where inequality (2) 2 . Observe that the lemma above implies that there is a unique center ν r associated with each μ r (because the proximity conditions implies that there is enough separation between any two μ r and μ s ). We now prove a useful lemma which states that removing small number of points from a cluster T r can move the mean of the remaining points by only a small distance.
Lemma 5.2: Let X be a subset of T r . Let m(X) denote the mean of the points in X. Then
Proof: Let u be unit vector along m(X) − μ r . Now,
This proves the lemma. Proof:
Now we show that if the estimated centers are close to the actual centers, then one iteration of the second step in the algorithm will reduce this separation by at least half.
Notation :
• ν 1 , ν 2 , . . . ν k denote the current centers at the beginning of an iteration in the second step of the algorithm, where ν r is the current center closest to μ r . Let δ r = |μ r − ν r |.
• S r denotes the set of points A i for which the closest current center is ν r .
• η r denotes the mean of points in S r ; so η r are the new centers.
The theorem below shows that the set of misclassified points (which really belong to T r , but have ν s , s = r, as the closest current center) are not too many in number. The proof first shows that any misclassified point must be far away from μ r and since the sum of squared distances from μ r for all points in T r is bounded, there cannot be too many.
Theorem 5.4:
Assume that δ r + δ s ≤ Δ rs /16 for all r = s. Then,
Further, for any
Proof: Letv denote the projection of vector v to the affine space V spanned by μ 1 , . . . μ k , ν 1 , . . . , ν k and η 1 , η 2 , . . . η k . Assume A i ∈ T r ∩ S s ∩ G. SplittingĀ i into its projection along the line μ r to μ s and the component orthogonal to it, we can writē
where u is orthogonal to μ r − μ s . SinceĀ i is closer to ν s than to ν r , we havē
since u is orthogonal to μ r − μ s . The last quantity is at most |u|δ, where δ = δ r + δ s . Substituting this we get
where the second last inequality follows from using (6) and the last inequality follows from the fact that λ ≥ Δrs 2|μr −μs| (proximity condition) and the assumption that δ ≤ Δ rs /16. Therefore, we have
If we take a basis u 1 , u 2 , . . . u p of V , we see that
, which proves the first statement of the theorem.
For the second statement, we can write m(W ) as
where, u is orthogonal to μ r −μ s . Since m(W ) is the average of points in S s , we get (arguing as for (6)):
Now, we have
and
, so the second statement in the theorem.
We are now ready to prove the main theorem of this section which will imply Theorem 2.2. This shows that k−means converges if the starting centers are close enough to the corresponding true centers. To gain intuition, it is best to look at the case ε = 0, when all points satisfy the proximity condition. Then the theorem says that if
ns , thus halving the upper bound of the distance to μ s in each iteration.
Theorem 5.5: Suppose
for all s and a parameter γ ≤ ck/50. Then, for all s
Proof: Let n rs , μ rs denote the number and mean respectively of T r ∩ S s ∩ G and n rs , μ rs of (T r \ G) ∩ S s . Similarly, define n ss and μ ss as the size and mean of the points in T s ∩ S s . We get |S s |η s = n ss μ ss + r =s n rs μ rs + r n rs μ rs . 
ns . Assuming c to be large enough constant proves the theorem. Now we can easily finish the proof of Theorem 2.2. Observe that after the base case in the algorithm, the statement of Theorem 5.5 holds with γ = 20 √ k. So after enough number of iterations of the second step in our algorithm, γ will become very small and so we will get
for all s. Now substituting this is Theorem 5.4, we get
rs |μ r − μ s | 2 · min(n r , n s ) 2 ≤ εn Summing over all pairs r, s implies Theorem 2.2.
VI. APPLICATIONS
We now give applications of Theorem 2.2 to various settings. One of the main technical steps here would be to bound the spectral norm of a random n × d matrix Y whose rows are chosen independently. We use the following result from [18] .
Fact 6.1: Let γ be such that max i |Y i | ≤ γ √ n (with high probability) and ||D|| ≤ γ 2 n. Then ||Y || ≤ γ · √ n · polylog(n) with high probability.
A. Learning in the planted distribution model
In this section, we show that McSherry's result [19] can be derived as a corollary of our main theorem. Consider an instance of the planted distribution model which satisfies the conditon (1). Each row of A can be thought of as a point in n . So we get a partition of the n points into k clusters. Fix a point A i ∈ T r . We will show that the probability that it does not satisfy the proximity condition is at most δ n . Using union bound, it will then follow that all points satisfy the proximity condition with probability at least 1 − δ.
Let s = r. Let v denote the unit vector along μ r − μ s . Let L rs denote the line joining μ r and μ s , andÂ i be the projection of A i on L rs . The following result shows that the distance betweenÂ i and μ r is small with high probability. The proof uses standard concentration bounds and we defer it to the full version.
Lemma 6.2: Assume σ ≥ 3 log n n , where σ = max i,j P ij . With probability at least 1 − δ n·k ,
where c is a large constant. Assuming
we see that
with probability at least 1 − δ nk . Here, we have used the fact that ||A − C|| ≤ c · σ √ n with high probability (Wigner's theorem). Now, using union bound, we get that all the points satisfy the proximity condition with probability at least 1−δ. Remark : Here we have used C as the matrix whose rows are the actual means μ r . But while applying Theorem 2.2, C should represent the means of the samples in A belonging to a particular cluster. The error incurred here can be made very small and will not affect the results. So we shall assume that μ r is the actual mean of points in T r . Similar comments apply in other applications described next.
B. Learning Mixture of Gaussians
We are given a mixture of with high probability (see [18] ). Further, let p be a point drawn from the distribution F r . Let L rs be the line joining μ r and μ s . Let p be the projection of p on this line. Then the fact that F r is Gaussian implies that |p − μ r | ≤ σ max polylog(n) with probability at least 1 − 1 n 2 . It is also easy to check that the number of points from F r in the sample is close to w r n with high probability. Thus, it follows that all the points satisfy the proximity condition with high probability.
The above lemma and Theorem 2.2 imply that we can correctly classify all the points. Since we shall sample at least poly(d) points from each distribution, we can learn each of the distribution to high accuracy.
C. Mixture of Distributions with Bounded Variance
We consider a mixture of distributions . Then there is an algorithm to correctly classify at least 1 − ε fraction of the points provided
for all r, s, r = s. Here ε is assumed to be less than w min . Proof: The algorithm is described in Figure 3 . We now prove that this algorithm has the desired properties. Let A denote the n×d matrix of points and C be the corresponding matrix of means. We first bound the spectral norm of A − C. The bound obtained is quite high, but suffices for our purpose. The proof uses Fact 6.1, and is omitted here.
Lemma 6.5: With high probability, 
. The following lemma is again easy to prove.
Lemma 6.7:
The number of bad points is at most d · log d with high probability. The number of points which are not nice is at most d 2 log d with high probability. The number of nice points that are removed is at most 4kd 2 log d.
Corollary 6.8:
With high probability the following event happens : suppose ν r does not get removed in Step 2. Then there is a mean μ r such that |μ r − ν r | ≤
Proof: Since ν r is not removed, it has at least one nice point A i assigned to it (otherwise it will have at most d 2 log d points assigned to it and will be removed). The distance of A i to the nearest mean μ s is at most
, and Lemma 6.6 implies that there is a center ν s which is not removed and for which |μ
. Since ν r is the closest center to A i ,
Let A be the set of points which are remaining after the third step of our algorithm. We now define a new clustering T 1 , . . . , T k of points in A . This clustering will be very close to the actual clustering T 1 , . . . , T k and so it will be enough to correctly cluster a large fraction of the points according to this new clustering. We define T r as the following set : {A i ∈ T r : A i is not bad and does not get removed } ∪ {A i : A i is a bad point which does not get removed and the nearest center among the actual centers is μ r }. Let μ r be the mean of T r and C be the corresponding matrix of means. We omit the proof of the following lemma.
Lemma 6.9: With high probability, for all r,
We are now ready to prove the main theorem. We would like to recover the clustering C (since C and C agree on all but the bad points). We argue that at least (1 − ε) fraction of the points satisfy the proximity condition. Indeed, it is easy to check that at least (1 − ε) fraction of the points A i are at distance at most
from the corresponding mean μ r and satisfy the proximity condition. Since the distance between μ s and μ s is very small (dependent inversely on n), and A i is only
far from μ r , it will satisfy the proximity condition for A , C as well (provided n is large enough).
D. Sufficient conditions for convergence of k−means
As mentioned in Section III, Ostrovsky et. al. [3] provided the first sufficient conditions under which they prove effectiveness of (a suitable variant of) the k−means algorithm. Here, we show that their conditions are (much) stronger than the proximity condition. We first describe their conditions. Let Δ k be the optimal cost of the k-means problem (i.e., sum of distance squared of each point to nearest center) with k centers. They require: Δ k ≤ εΔ k−1 .
Claim 6.10: The condition above implies the proximity condition for all but ε fraction of the points.
Proof: Suppose the above condition is true. One way of getting a solution with k − 1 centers is to remove a center μ r and move all points in T r to the nearest other center μ s . Now, their condition implies
If some ε fraction of T r do not satisfy the proximity condition, then the distance squared of each such point to μ r is at least the distance squared along the line μ r to μ s which is at least (1/4)|μ r − μ s | 2 which is at least Ω(||A − C|| 2 F /n r ). So even the assignment cost of such points exceeds ||A − C|| 2 F , the total cost, a contradiction. We now show that our algorithm gives a PTAS for the k−means problem.
Getting a PTAS: Let T 1 , . . . , T k be the optimal clustering and μ 1 , . . . , μ k be the corresponding means. As before, n r denotes the size of T r . Let G be the set of points which satisfy the proximity condition (the good points). The above claim shows that |G| ≥ (1 − ε)n. For simplicity, assume that exactly ε fraction of the points do not satisfy the proximity condition. Let S 1 , . . . , S r be the clustering output by our algorithm. Let μ r be the mean of S r . First observe that Theorem 5.5 implies that when our algorithm stops,
for some constant c. For a point A i , let α(A i ) the square of its distance to the closest mean among μ 1 , . . . , μ k . Define α (A i ) for the solution output by our algorithm similarly. We now state the following claims without proof. Then, we have Theorem 7.6: Given a sample of n points from a mixture of distributions satsifying the conditions above, we can cluster at least (1 − ε) fraction of the points with high probability. Here, n = poly d wmin .
