Writers are often viewed as having an inherent style which can serve as a literary fingerprint. By quantifying relevant features related to literary style, one may hope to classify written works and even attribute authorship to newly discovered texts. Beyond its intrinsic interest, the study of literary styles presents the opportunity to introduce and motivate many standard multivariate statistical techniques. Today the statistical analysis of literary styles is made much simpler by the wealth of real data readily available from the Internet. This paper presents an overview and brief history of the analysis of literary styles. In addition we use canonical discriminant analyis and principal component analysis to identify structure in the data and distinguish authorship.
Introduction
It is often recognized that authors have inherent literary styles which serve as "fingerprints" for their written works. Thus in principle, one should be able to determine the authorship of unsigned manuscripts by carefully analyzing the style of the text. The difficulty lies in characterizing the style of each author, i.e. determining which sets of features in a text most accurately summarize an author's style. When doing a quantitative or statistical analysis of literary style, the problem is finding adequate numerical representations of an author's inherent style.
Quantitative literary style analysis presents a unique opportunity to introduce and motivate many standard multivariate techniques. It is possible to view each text as a collection of multivariate observations, in which case we are immediately faced with the inherent difficulties of analyzing high dimensional data. The usual questions are relevant: How can we visualize the data? What are the significant features? Are there any interesting structures?
In this situation we also have the benefit of being able to rely on some immediate knowledge of the subject matter to analyze and understand the data. Traditional multivariate methods can then be used to contrast and compare the styles of several authors and possibly assign authorship.
Previous Work
There has been much work covering different aspects of this field. For a comprehensive review we direct the reader to Holmes (1985) . Many early attempts to quantify style relied on concordances, or inventories of the frequency of every word in a text. In 1901 T. C. Mendenhall reduced the concordances of Shakespeare and Bacon to distributions of word lengths and plotted these distributions as graphs. His so called "characteristic curves" serve as an early example of the use of graphics in distinguishing authorship. Mendenhall examined the differences in the shapes of the curves (such as the location of the mode) and concluded that Bacon probably did not write any of Shakespeare's works. C. B. Williams reproduced some of Mendenhall's curves and noted that he was mistaken in some of his conclusions and that there was little evidence for or against the theory that some works written by Shakespeare could have been written by Bacon (Williams, 1975) . Brinegar (1963) also used word length distributions to determine if Mark Twain had written the Quintus Curtius Snodgrass (QCS) letters. He used χ 2 tests and two-sample t-tests on the counts of 2, 3, and 4 letter words to check the agreement of the QCS letters with Twain's known writings. Thisted and Efron (1987) used the idea of vocabulary richness to determine the possibility of Shakespearean authorship of a newly discovered poem. They based their analysis of the poem on the rate of "discovery" of new words given the number of distinct words previously observed in the Shakespearean canon. Holmes (1992) , in an example of the use of a standard multivariate analysis technique, used hierarchical cluster analysis to detect changes in authorship in
Mormon scripture. He also used various measures of vocabulary richness to conduct his analysis.
There is no general agreement on the unit of analysis that should be used in authorship studies. In the previously mentioned examples, word length and vocabulary richness were the units used. Williams (1940) analyzed the sentence lengths of works written by Chesterton, Wells, and Shaw. He noticed that the log of the number of words per sentence appeared to follow a normal distribution. Morton (1965) also used sentence length in his analysis of ancient Greek texts. After initially using criteria such as word length and sentence length, Mosteller and Wallace (1963) focused on using function word counts to discriminate between the works of Hamilton and Madison in their seminal analysis of the Federalist Papers (see also Mosteller and Wallace, 1964) . They found that Hamilton and Madison were "practically twins" with respect to the average sentence lengths in their writings. Therefore, they decided to use function words, which are words with very little contextual meaning. These words include conjunctions, prepositions, and pronouns. The logic behind using function words is that writers do not necessarily think about the way they use these words. Rather these words flow unconsciously from the mind to the paper. Therefore, the usage of function words should be invariant under changes of topic. Mosteller and Wallace (1963) successfully used the frequency distribution of a few function words to assign authorship to the unsigned Federalist Papers. Särndal (1967) also used word counts in an interesting attempt to quantify type I and type II errors in authorship discrimination. He facilitated the analysis by assuming independent Poisson distributions for the word counts. Mosteller and Wallace (1963) noted that in their study, the Poisson distribution did not fit the word count distributions particularly well, and that the negative binomial distribution provided a better fit because of its heavier tail.
In Section 2 we will describe the data used for this study, outline the methods used to process the data, and give a brief description of the statistical methods employed. Section 3
gives some example analyses and discusses possible ways of estimating the prediction error.
In this paper we examine the works of Jane Austen, Willa Cather, Arthur Conan Doyle, Charles Dickens, Rudyard Kipling, Jack London, Christopher Marlowe, John Milton, and
William Shakespeare.
Data and Methods
The raw data for this study were obtained from Internet websites such as Project Gutenberg.
Multiple works for each author were downloaded in text format and processed. The titles and website URL are listed in Appendix A. In this study we also take groups of function words as the units of analysis. When analyzing word frequencies, one often makes the following assumptions: (1) the style of an author remains the same throughout his/her life;
(2) successive occurrences of function words are independent. Neither assumption tends to hold in practice. The purpose of using function words in the first place is to deal with (1).
Because function words have little contextual meaning, we can think of them abstractly as the "noise" of language. One might reasonably assume that writers do not put as much conscious thought into this aspect of writing. In general, when choosing the unit of analysis, one must use something that has large variation across authors and relatively little variation among an author's own works. Mosteller and Wallace (1963) and Williams (1956) showed in their separate studies that while sentence length tended not to vary much within an author's writings, it also did not vary much between authors. Therefore, sentence length had relatively little power for discrimination. We feel that groups of function word counts serve as a good numerical expressions of the stylistic habits of authors. The adequacy of using function words can be judged by the results shown in Section 3.
The study of Mosteller and Wallace (1964) (i.e. see p. 23 of their book) revealed that while some function words exhibit short term dependencies, their frequencies in larger blocks can be reasonably modeled as independent replications. Indeed, we find in our dataset that the positions of particular function words have a short term negative association. That is, if we are examining the word "the", then the probability that the kth word is "the" (given that the word at position 0 is "the") is increasing for small values of k. In Figure 1 we plot the difference between the (empirical) conditional probability P(X k = 1 | X 0 = 1) and the unconditional probability P(X k = 1), where we use X k to denote the random variable indicating the occurrence of a function word at the kth position. words. The exception is Austen's usage of the word "and". There the negative association appears to extend to almost 15 words.
Examining function words in their original locations is not very useful because on smaller scales their occurrences do not appear to be independent. However, we can divide works into blocks and count the function words in each block. In choosing the block size, we want to balance two conflicting aims: taking larger blocks to decrease the dependence between the counts of function words in them, and taking smaller blocks to ensure that within each block, the style of the author remains the same. After some trial and error, we chose to divide each author's work into 1700 words. It should be noted that the effect of a short term negative assocation between occurrences of function words is to make the function word counts in each block have a smaller variance than they would under an independence model. This effect is useful if we want to classify blocks of text (and their respective counts) by looking at differences in means.
Canonical Discriminant Analysis
Our approach to canonical discriminant analysis (CDA) is similar to that of Gifi (1990) . For other introductions to discriminant analysis we refer the reader to Johnson and Wichern (1982) or Lachenbruch (1975) .
Suppose X is our data matrix of word counts whose columns are centered around their respective means. X is an n × p matrix, where n is the total number of observations (blocks) for all the authors being examined and p is the number of variables (i.e. different word types).
Let G be the n × g group matrix consisting of 1's and 0's, where g is the number of groups we are examining (i.e. the number of authors). A 1 in the (i, j) entry of G indicates that block i was written by Author j. We can denote the sample total covariance matrix by Sometimes it is useful to identify each canonical vector with a specific variable or perhaps a small subset of the original variables. In the current application, one might want to identify a word which is particularly effective at distinguishing between certain authors. If B is the matrix of discriminant functions, the columns of which are β 1 , . . . , β r , the loadings are the correlations between the columns of X and XB. We can then identify each canonical vector with the original variables which have the largest correlations (Klecka, 1980) .
Besides the assumptions made in Section 2 we must also make some technical assumptions. If we can reasonably believe that, given the unit of analysis, an author's collected works form a stable "population", then we must furthermore assume that all of the populations have the same covariance structure. This assumption is important for determining the performance of CDA and its ability to discriminate between groups. More specifically, the performance of linear classification rules (which we use in Section 3.3) depends critically on the populations having equal covariances. We do not attempt to make any formal verification of this assumption here. Some informal exploration of the data and the analyses in Section 3 suggest that the equal covariance assumption may not hold. Nevertheless, we feel that one can still gain a fair amount of insight into the data by using CDA.
For all of the statistical analyses we used the R Statistical Computing Environment (Ihaka and Gentleman, 1996) , which has many built-in routines for doing discriminant analysis. The program used for counting words and compiling block counts can be downloaded from the first author's website (see Appendix A).
Analysis
Initially, each author's works were examined by themselves to identify possible outliers or unusual blocks (with respect to the function word counts). In order to explore the structure of the data we applied principal component analysis (PCA) to the word counts (see Jollife, 1986 , for an overview of PCA).
After applying PCA to the counts of all nine authors, one author that stood out was After the six outlying blocks were removed (i.e. their counts were removed from the dataset) PCA was run again and the plot of the first two PC's is shown in Figure 3 . In this plot one can still see some structure in the points. The structure in Figure 3 suggests that perhaps the independence assumption is violated.
Another possibility is that there is a large scale change of style exhibited in the works (i.e. lack of homogeneity). Both explanations represent violations of the original assumptions and will affect adversely the performance of the discrimination procedure. However, the effect should be minor if Marlowe's word counts are still much different from the counts of other the authors. In Section 3.3 we will see how violations of the assumptions may affect the rate of error in classification.
All Authors
For the discriminant analysis we examine first all of the authors together. we see that there appear to be three clusters of authors: (1) Shakespeare, Marlowe, Milton;
(2) Austen, Doyle, Dickens; and (3) Cather, London, Kipling. These three groups can be characterized roughly as (1) 16th Although groups (2) and (3) large. This cutoff results in the words "not", "be", "upon", and "the" for the first CV, and "been", "it", "had", and "was" for the second CV. Not shown are the loadings for the third CV. There we find the words with large loadings to be "which", "on", and "may".
Examining the original word counts for each author can help clarify the meaning of the CV's and the loadings. In Table 4 we show the mean word counts for the words which had large loadings for the first three CV's. All of the word counts show a fair amount of disparity across authors, which is presumably why they are good for discrimination.
Smaller Groupings
In order to show that CDA can perform quite well in certain situations we will look at Austen, London, and Shakespeare. In this example the qualitative differences between the authors are already quite vast. Each author wrote in a different century and for the most part in a different format. The language of English itself evolved significantly between the time of Shakespeare and the time of London. However, given the nature of the data, we can only make precise statements about the differences in word counts. Figure 6 (a) shows the CVP for this example. Since there are only three authors in this example, only the first two CV's are significant. However, we plot the first and third CV's in Figure 6 (b) simply to show that the first CV alone does quite well in separating the three authors. The corresponding variance percentage is 52%. It seems that Austen uses "to", "her", "any", and "been" more often than both London and Shakespeare. From the second CV loadings we see that the word "the" is used far more often by London (Shakespeare and Austen have similar usage) and "was" is used far less often by Shakespeare (Austen and London have similar usage).
While the first CV does most of the work of separating out Austen from the group, London and Shakespeare are separated more along the second CV. In this example it seems that the CDA procedure behaves as it should. The blocks for the three authors separate quite well in in the space of the canonical vectors.
For contrast we look at four authors who are more similar than the previous three:
Cather, Doyle, Kipling, and London. The CVP for these four is shown in Figure 7 For the first CV, the words with large loadings are "which", "upon", and "have". For the second CV, the direction along which Cather is separated from the rest, the only word with a large loading is "her". Finally, for the third CV, we have "was" and "of". If we look at the usage of the word "her", we have the mean counts for each author as 26.0 (Cather), 6 .4 (Doyle), 5.4 (Kipling), and 9.0 (London). Hence, on average, Cather uses the word "her" 5 times more often per block than Doyle and Kipling and about 3 times more often than London. If we had to use one word to discriminate between Cather and the other three authors, "her" would be an excellent choice.
We can also look at the mean counts of "which", "upon", and "have" for the four authors.
Those are shown in Table 5 . Here we see that Doyle uses all three words much more often than the other authors. Also in Table 5 are the mean block counts for "was" and "of", which had large loadings with respect to the third CV. While Cather and Doyle appear to have similar usage patterns, London uses "was" about twice as often and "of" about 1.5 times more frequently.
Prediction Error
It is usually useful to have some measure of the potential rate of error in classification.
The estimate of the error rate used here is the cross-validation estimate (Lachenbruch and Mickey, 1968) . In fact we will use two forms of cross-validation. To compute the first estimate, we leave out one block from the dataset and then classify it according to the rule constructed with the remaining data. This method is also known as leave-one-out crossvalidation. For the second form of cross-validation, instead of leaving out a single block each time, we will leave out the entire work from which each block originates. The remaining data will be used as the training set and each block from the removed work will be classified.
This form of cross-validation should be more robust against possible correlation between successive blocks in a single work. Note that for both forms we will use all of the significant discriminant functions in the classification procedure.
So far, we have not discussed what rule to use in order to make classifications, but rather have focused on the geometrical structure of the data. However, error rate estimation obviously depends on the rule that is chosen. In our case, we will use Fisher's linear discriminant rule: given a new block, x 0 , the distance from x 0 to each group mean is measured. The new observation is assigned to the group with which it has the smallest distance. The distance is measured in the space spanned by the discriminant functions.
A useful quantity that can be computed as a by-product of both forms of cross-validation is a "confusion matrix." The (i, j) element of the matrix shows the percentage of blocks writ-ten by Author i attributed to Author j. Thus, the diagonal shows the percentage of correct classifications and the off-diagonal elements show the percentage incorrect classifications.
Using the first form of cross-validation, we achieve an overall error rate of 7%. This is simply the total number of incorrect classifications divided by the total number of cases. The overall individual error rates for each author are shown in the last column of the confusion matrix in Table 6 . Austen, Cather, Doyle, and Milton have fairly low individual error rates;
Kipling, London, and Marlowe have the highest error rates. It was pointed out in Section 3.1 that Kipling and London were difficult to discriminate, as were Shakespeare and Marlowe.
We see that almost 15% of Marlowe's works were mistakenly classified as Shakespeare. Also, the majority of Shakespeare's incorrect classifications were given to Marlowe. Kipling and London had about the same percentage of works incorrectly assigned to each other.
Using the second form of cross-validation the overall error rate increases to 14%. Table 7 shows the confusion matrix associated with this procedure. Although all authors' error rates increased, the increases for Austen and Shakespeare were minimal. However, the error rates for Kipling and London more than doubled and Cather, Dickens, Doyle, and
Marlowe saw similar increases in their error rates. Milton's error rate estimate is likely to be unreliable under the second procedure because his sample only consisted of two works that were roughly the same length. Therefore, when a work was left out his sample size was cut in half. In general, it appears that the authors were sensitive to the change in cross-validation procedure, suggesting that perhaps some correlation of blocks within works is artificially decreasing the error rate estimates in Table 6 . Another likely reason is a lack of homogeneity between blocks. Interestingly, all of the missclassified Marlowe blocks were from either The Jew of Malta or Doctor Faustus. The other three of Marlowe's works were all correctly classified. Recall that in Section 3 the PCA detected a possible violation of the homogeneity assumption. We might conclude here that perhaps The Jew of Malta and Doctor Faustus are "less characteristic" of Marlowe and that they represent a change of style with respect to the function word counts. More specifically, the behavior of the word counts become closer to that of Shakespeare. Clearly, the discrimination procedure is sensitive to large scale changes in style by an author. Also, the PCA revealed that Marlowe's function word counts did not conform particularly well to the given assumptions. Canonical discriminant analysis was used to provide dimension reduction and graphical displays of the differences between authors (canonical vector plots). Also, CDA was useful for identifying key function words which were most effective at discriminating between authors. The key words were identified by examining plots of the loadings for each function word.
Conclusions
Two forms of cross-validation were used to estimate the prediction error using Fisher's linear discriminant rule. The first form simply left out an individual block and then con-structed the classification rule from the remaining data. The second removed entire works at a time and classifed the removed blocks using the rule constructed from the remaining data.
This second form of cross-validation increased the estimate of the error rate substantially (relative to the estimate obtained from the first form) for Kipling, London, and Marlowe while the estimates for Austen and Shakespeare remained essentially unchanged. This suggests that either correlation of block counts or lack of homogeneity within works is artificially lowering the error rate estimate for certain authors in the first cross-validation scheme.
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