Abstract-The idea of Stochastic Evolutionary Neuron Migration Process (SENMP) is to use artificial evolution process to arrange spatially interacting computational entities, i.e. artificial neurons, into a pattern in 2-space so that desired behavior or dynamics emerges within the pattern. In this paper, we analyze the role of space in regard to SENMP performance using the well known double pole balancing problem as a test case. We also study the effect of environmental change to the adaptation process during a robot navigation experiment. This analysis suggests that synaptic scaling like dynamics, resembling inverted Hebbian rule, can emerge in the stochastic pattern formation process between the laterally interacting computational entities.
I. INTRODUCTION
The Stochastic Evolutionary Neuron Migration Process (SENMP) [6] is a simple experimental tool to study if, and how, artificial neurons, or computational elements in general, using a lateral interaction scheme can be arranged into spatial patterns (see Fig. 1 ) that exhibit useful dynamics and behavior in regard to some utility measure. SENMP is purely a selectionist approach, relying exclusively on interactions between the evolved system and its environment. The migration of neurons is implemented in SENMP by using an Evolutionary Algorithm (EA) and by utilizing aspects of Simulated Annealing (SA) [9] in the design of the lateral interaction scheme.
The idea of using 2-D geometry to evolve neural networks is not new, and has been studied earlier by at least [3] , [7] , [8] , [10] , [11] . However, SENMP combines an EA and ideas from SA in a novel way which allows SENMP to utilize effectively both recombination and mutation. As the mutation rate is implicitly controlled by the diameter of the neuron distribution, it allows SENMP to stabilize without using mechanisms like mutation locking [8] . In addition, when the 'temperature' of the system is low the system follows approximately continuous time formalism which provides an opportunity to observe, in time, the behavior of the adapting system under environmental changes.
In this paper, we evaluate the SENMP performance with different parameter setups using the well known double pole balancing problem [6] , [13] as a test case. SENMP is here also investigated for possible evidence of Hebbian-like rules [1] when a robot adapts to a new environment. The hypothesis adopted was: if a Darwinian mechanism plays a role in the adaptation of a real nervous system, and Hebbian-like associative rules can be observed in those systems then, in theory, it could be possible to observe similar phenomena in an artificial counterpart. Furthermore, the exact mechanisms responsible for learning in biological nervous systems are still unknown, and theories have been proposed which suggest that adaptation in the brain could be a Darwinian process, e.g. [4] .
II. SENMP

A. The Encoding Scheme
The definition of the neighborhood function used in SENMP is given in Eq. 1, which describes the efficacy of the connection between neurons j and k. In Eq. 1 θ i and θ j are the phase terms of the connected neurons, d kj is the normalized Euclidean distance of neurons in 2-space, σ 2 j represents the region of influence of the neuron j, φ k is the feedback factor of neuron k, and Θ(φ k ) is the feedback function of a neuron. The neighborhood function is responsible for defining the absolute physical limits for the efficacy of any connection departing from a neuron.
According Eq. 1, connection weights are implicitly determined by the spatial distribution of neurons and their phases. The definition of normalized distance d kj between neurons j and k is given in Eq. 2 where
T represents a position of the neuron i in 2-space.
In order to break the symmetry of the neighborhood function and to establish both excitatory and inhibitory connections for the network, the variable called phase is introduced for each neurons' state. The rationale behind phase, θ, is to provide a way of making neurons selectively more sensitive to some subset of neurons than to others and to create orthogonal groups of neurons, i.e. sets of neurons that do not interact with each other.
The term sin(θ k − θ j ) in Eq. 1 is used for breaking the symmetry of the neighborhood function and for providing different connection types, i.e. excitatory and inhibitory, using only one variable for each neuron. Furthermore, the term has an important role in defining the network topology as it makes a neuron selectively more sensitive to some subset of neurons in the network that to others.
The rationale behind φ is to tune the feedback received from the surrounding neurons. More precisely, the outputs of the neurons propagating through the recurrent connections are multiplied by an asymmetric and bounded function Θ(φ k ) in the target neuron k. Prior to SENMP all feedback factors are reset to zero and correspondingly Θ(φ k ) = 0. This means that initial neural networks are feedforward networks and recurrent connections evolve under the selection pressure during the migration process as the feedback factors of the neurons get non-zero values when subjected to the random noise. The definition of Θ(φ k ) in Eq. 1 depends on whether the connection from neuron j to neuron k is a forward connection, i.e. a connection from the lower layer, or a recurrent connection, i.e. a connection from the upper or within the same layer: Θ(φ k ) = tanh(φ k ) is used for recurrent connections enabling both positive and negative feedback, and Θ(φ k ) = 1 is used for forward connections.
B. The Evolutionary Algorithm
The stochastic motion of neurons establishing the spatial organization of the neural network ensemble (see Fig. 1 ) was realized by using an EA. In SENMP, the genotype G i of the neural network i is a list
where n is the number of neurons and the gene SENMP is started by creating a list P of random genotypes P = (G n : n = 0, 1, . . . , N − 1), where N is the population size, i.e. the number of neural networks in the neural network ensemble. For each neuron, i.e gene k, the phase θ k gets a random value between [−π, π] and the coordinates x k and y k , and τ k get random values between [−λ, λ], where λ is the maximum amplitude of the random noise ν introduced to the parameters g k of the neuron k by the mutation operator 1 . The region of influence σ 2 is initialized with some suitable 2 real value and the feedback factor φ is initialized, in general, to zero for all neurons, meaning no recurrent connections prior to the adaptation process. After the initial neural network ensemble is created, a fitness function f (G) is used to assign a fitness for each neural network G. In SENMP, the recombination of genes is implemented using a factored sampling [2] , [6] , [12] . This means that the neural network ensemble is represented with a single network composed of a fixed number of neurons, and each neuron having N (i.e. population size) possible states.
After recombination, i.e. resampling, the mutation operator is applied for all n neurons and their N states in such a way that for all k and i the new mutated state (gene) g ki is g ki = g ki + ν, where k = 0, 1, ..., n − 1 and i = 0, 1, ..., N − 1, and where The purpose of the normalization functions n θ (ν) and n(ν) is to control the short term variances of the parameters for whose noise terms the functions are applied 3 . Normalization decreases the effect of mutation into these variables as the diameter of the neuron distribution increases. In other words, the diameter of the neuron distribution can be seen as the temperature of the system. If normalization is not used for the parameters θ, φ, and τ then n θ (ν) = n(ν) = ν. 
III. THE NETWORK MODEL
The neuron model used in the experiments for hidden and output units is given in Equation 3 where τ k , v k , ϕ, I k , and w kj are the time constant, the activation potential, the activation function, the current sensory input of the neuron k, and the connection weight between the neurons j and k, respectively.
In the experiments, the input units were linear with inputs normalized into the range [−1, 1], representing the positions of the cart and the poles, for DPNV experiments, and into the range [0, 1], representing the sonar readings, for the navigation experiments. The network model for DPNV experiments were 3-10-2. The activation functions for hidden and output units were hyperbolic tangent functions. At each time step, the most active output unit determined the sign of the constant force (10N) applied to the cart [6] . The network model for the navigation experiments was 11-30-30-4 for the adaptation experiments 1-17 and 11-20-20-4 for the experiments 18-23. The activation functions for hidden and output units were threshold functions. Two output units were used to control each of the two wheels of the robot: the angular velocity of a wheel k was ω k = (y k1 − y k2 )ω max , where y k1 , y k2 , and ω max are the output values of the two neurons controlling the wheel and the maximum angular velocity of the wheel, respectively [5] .
IV. SPATIAL DISTRIBUTION OF NEURONS
The spatial distribution of neurons in 2-space has an important role for the function of the neural network in SENMP, as it defines the limits for the connection weights between neurons. However, the spatial distribution is only one of the factors that contribute to the overall behavior of the neural network. Other contributing factors are the phase θ, region of influence σ 2 , feedback factor φ, and time constant τ of a neuron.
In order to analyze the role of spatial distribution in the overall behavior of the neural network and adaptability, DPNV (Double Pole -No Velocity) experiments [6] , [13] were conducted. The DPNV problem is non-Markovian as the network does not receive the velocity information of the cart and poles, making the task more difficult as the network has to estimate the internal state in lieu of velocity information, which requires recurrent connections.
Each experiment was initialized with a random neuron distribution whose initial radius offset r o varied between [0, 0.5] with step a size of 0.1. Examples of initial neuron distributions for r o = 0.0 and r o = 0.2 are shown in Figure  2 .
For each radius offset r o , 20 DPNV experiments were conducted. An experiment was considered successful if an acceptable solution, which had to maintain both poles balanced for 30 minutes of simulated time, was found within 1,000 generations. The fitness of the neural network was measured as the number of time steps that both poles remained balanced. A pole was considered balanced between -36 and 36 degrees from vertical.
The results of the experiments are summarized in Table I , which shows that the performance of SENMP degrades as the initial radius of the neuron distribution increases. However, it is not clear that the degradation of the performance is due to the decreased variability of the spatial distribution because, the diameter of the neuron distribution affects also the variability of the other neuron parameters via normalization. For reference, DPNV experiments were also conducted by starting the process with r o = 0, which is the typical value of r o in SENMP. However, in normalization functions r o = 0.3 was used, which means that with regard to neuron parameters θ and φ (θ and φ are the only neuron parameters which are being normalized in the DPNV experiments presented here) the diameter of the initial neuron distribution is approximately 0.85, but with regard to spatial distribution of neurons, the evolution starts from a dense cloud whose diameter is approximately 2λ (corresponds D1 in Figure 2) . By comparing the results shown in Table I and the results gained from the reference experiments it is possible, to some extent, to see if the spatial distribution of neurons alone contributes to the adaptation process. If it does, the variability, i.e. the small initial diameter of the neuron distribution at the early stages of SENMP should have a favorable effect on adaptability. Figure 3 shows the results of two sets, F1 and F2, of 20 DPNV experiments in which the variability of the initial neuron distribution is altered while the variability of the normalization functions are kept approximately equal in both sets of experiments. The results clearly show that the variability of the spatial distribution of neurons is a critical factor in SENMP. In F1, in which the variability of the neuron distribution is constrained by applying r o = 0.3, only 14 out of 20 experiments end successfully. Instead in F2, in which the variability of the neuron distribution is not constrained (r o = 0), 19 out of 20 experiments were successful.
V. NORMALIZATION OF NEURON PARAMETERS
Normalization of neuron parameters including phase θ, feedback factor φ, and time constant τ provides a way of controlling the short term variances of these parameters as a function of the diameter of the evolving neuron distribution.
The effect of normalization of neuron parameters was studied by conducting DPV (Double Pole with Velocity) and DPNV experiments using different normalization setups. Eight sets of 20 experiments were made using different combinations of normalized parameters. Figure 4 shows the results of DPNV experiments. Each plot shows the evolution of the average fitness of 20 experiments for 1,000 generations. Table  II summarizes the results for DPV and DPNV experiments. Table II shows that SENMP performs best, i.e. requires fewest evaluations in DPV experiments when only θ is normalized. However, in the DPNV experiments, the best performance is gained when both θ and φ are normalized. The results clearly illustrate the importance of recurrent connections in solving DPNV problem.
VI. REGION OF INFLUENCE
The lateral and local interaction is the fundamental property of SENMP. The region of influence, represented by σ 2 , is the key factor of the lateral interaction scheme. σ 2 is used to set physical constraints on the efficacy of a connection between any two neurons. When σ 2 → ∞ for all neurons, the lateral interaction disappears and the phase terms θ of neurons define the connection weights alone. On the other hand, if σ 2 → 0 for all neurons, all connection weights approach zero.
The purpose of this analysis is to study the effect of changing the initial value of σ 2 of neurons on the performance of SENMP. For analysis, eight sets of 20 DPV and DPNV experiments were conducted with different values of initial σ 2 for the neurons. The results are summarized in Table III . The table shows that lateral interaction is indeed an important feature in SENMP and that the performance of SENMP decreases as the initial σ 2 deviates from the value 0.025, which is the value used in the other SENMP experiments presented in this paper. With σ 2 = 0.025 a solution was found in all 20 DPV/DPNV experiments, and the average number of generations required to find a solution was the smallest: 118 for DPV, and 252 for DPNV.
The results presented in Table III give further evidence on the importance of the spatial distribution of neurons, which was studied in section IV. More precisely, the spatial distribution of neurons matters if, and only if, the lateral and local interaction has a meaningful role in SENMP, which is exactly what the results suggest. Hence, it can be concluded that the spatial distribution of neurons in 2-space has an important role in the operation of SENMP.
VII. SYNAPTIC PLASTICITY
A change in the environment and re-adaptation provides an opportunity for analyzing the adaptation process. This work concentrates on observing for possible evidence of Hebbian-like dynamics or synaptic scaling from the resulting adaptation process by considering the associative requirement suggested by [1] : "The strength of a neuronal connection is modified as a function of recent changes in the correlation between the activities of the two cells". The reason for this choice is that it ensures the causality 4 if the correlated activities of the neurons of the neural network ensemble are measured in two different environments, just before and immediately after the environmental change, while the ensemble is kept fixed during the measurements. This ensures that the possible changes in correlated activities between the neurons have a significant environmental origin. The adaptation experiments were initialized with a neural network ensemble 5 , which was evolved earlier for 200 generations in the environment shown in Figure 5 (left). The fitness function used to assign a score for each individual neural network within the neural network ensemble was f (s, c) = s/ (1 + p c ) , where s, p c , and c are the Euclidean distance traveled by the robot from the starting point, the collision 4 The causality referred here is of course a virtual one, which is caused by the selectionist model. However, it is important to isolate the cause and the effect in order to show that a selectionist approach alone can create an illusion of causality. 5 The term 'neural network ensemble' is used here to refer to a neural network population in order to emphasize the fact that the continuous behavior of a robot is a result of the evaluation sequence of the individual neural networks, and that each neural network controlling the robot inherits the neuronal and environmental state of the previous network.
penalty rate, and the number of collisions, respectively. A typical value of the constant p c was [0. 1, 0.3] .
The output activities of the neurons of the 200th generation were recorded and saved, and the prototype network was provided by averaging all the neuron parameters of each neuron cluster of the neural network ensemble: each neuron of the prototype network corresponds to a neuron cluster in the original neural network ensemble. The output activities for a prototype neuron were provided by linking together the recordings of the neurons belonging to the corresponding neuron cluster that formed the prototype neuron. The connections from the continuous value input neurons were excluded from this study because the hidden neurons and the output neurons, used in the adaptation experiments, were integrateand-fire units, which makes the notion of correlated activity with the continuous output units unclear. Furthermore, only connections between two positively correlated neurons were considered because negative correlation coefficients are more difficult to justify when a causal relationship of firings of two neurons is considered. The standard definition of the correlation coefficient was used to measure the correlation of firings of two neurons, i.e. r 2 = ssxy 2 ssxxssyy , where ss xy , ss xx , and ss yy are sums of squared values of a set of n data points (x i , y i ) about their respective means
All 23 experiments were started by changing the environment of the robot and initializing SENMP with the neural network ensemble representing the 200th generation in the previous environment. After the initialization of SENMP, the robot was adapted for the new environment for the next 100 generations and the output activities of the neurons of the neural network ensemble for the first generation in the new environment were recorded and saved. Two different initial neural network ensembles were used for the experiments, 1-17, and 18-23 respectively.
For the first four experiments, the robot were transferred to the environment shown in Figure 5 (right). Other experiments were conducted in the environment presented in Figure 5 (middle). After 100 generations, i.e. re-adaptation, in the new environment, the structural changes, i.e. changes in connection weights, were analyzed for possible Hebbian-like dynamics. Table IV shows the statistics for the 23 adaptation experiments. Column 1 in each table shows the index of the experiment. Column 2 (pp) shows the ratio of positive weight changes accompanied by a positive change in correlation coefficient. Column 3 (pn) shows the ratio of positive weight changes accompanied by a negative change in the correlation coefficient. Columns 4 and 5 (nn and np) give the same ratios for the negative weight changes. Columns 6 and 7 show the total number of positive, and negative weight changes, respectively. The absolute value of the weight change must exceed the given weight threshold, which is used to get a list of connection weights whose values show a significant increase/decrease during the process. The total number of connections considered in each experiment is the sum of the numbers in columns 6 and 7. 8, 14 , 15, and 17), there is a clear tendency for inverted Hebbian synaptic plasticity that resembles synaptic stabilization: a positive change in correlation seems to statistically cause LTD of the connection weight more often than LTP, i.e. LTD in 60% of the cases, and LTP in 40% of the cases. The opposite is true for the negative change in correlation, i.e. LTP in 55% of the cases, and LTD in 46% of the cases. If the five exceptions are excluded the corresponding percentages are: LTD in 62%, and LTP in 32% of the cases for a positive change in correlation, and LTP in 57%, and LTD in 42% of the cases for a negative change in correlation.
One tailed t-tests were performed for the data in Table IV at significance level 0.001 to determine if a sample from the pp or nn has a mean of less than 0.5, and correspondingly if a sample from the pn or np has a mean of greater than 0.5. According to the t-tests, this was the case at probability > 99.999%, supporting the synaptic stabilization hypothesis. 
VIII. CONCLUSION
Based on the observations, it is argued that Hebbianlike synaptic plasticity and synaptic scaling phenomena can emerge within a selectionist system, and that no explicit local mechanism for synaptic plasticity is a necessity. In SENMP, the necessary variability of synaptic strengths for the operation of the selectionist model is based on the variability of the neuron parameters including the spatial distribution of neurons. The location of a neuron is the primary source of the synaptic variability in the experiments shown here, as the other parameters are not normalized, i.e. they are only subjected to a small component of random noise. If the locations of the neurons are considered to be constant, an artificial analogy can be drawn with real neurons in biological systems, where the variability is now shifted into the geometrically complex dendritic trees of neurons. If the variability in the dynamics of dendritic trees are subjected to selectionist pressure via some reward mechanism(s) which interacts with the electro-chemical dynamics of dendritic trees at some critical time interval, it might be possible to create a mechanism that would explain the observations made of synaptic plasticity in vivo without universal and local synaptic rules. However, it could be equally true that, by using a stochastic search, a selectionist system, e.g. SENMP, just tries to mimic the operation of synaptic rules that work in the real nervous system. Nevertheless, by investigating selectionist systems, like SENMP, and the way they behave under environmental changes, it might be possible to have experimental evidence and new insights into adaptation mechanisms present in biological nervous systems.
