Fixed assets investment is a driving factor in facilitating urbanization and economic growth. The local governments have spent a lot of budgets on the construction of fixed assets. However, such investment lacks a scientific and objective mechanism to supervise the construction process continuously to guarantee on-time delivery. Owing to the development of remote sensing technology, the availability of high spatial resolution images makes it possible to visualize the construction process continuously. By synthesizing the amount of fixed assets investment, we can build a reasonable monitoring system to supervise the fixed assets projects mutually in both terms of visual construction and statistical money spent. However, as far as we know, there is not much work exploring the methods in monitoring fixed assets investment yet. We collected the continuous investment records of fourteen fixed assets projects from the year 2015 to 2017 and the corresponding GaoFen satellite images in nine-time nodes. Semantic segmentation deep learning technology is applied to detect buildings from the high spatial resolution images. The monitoring system is built by regression between the ratio of investment and the ratio of building area at nine-time nodes. Compared with the regression model from the ratio of investment and that of ground truth building area, our model achieves an RMSE of 0.0136 in the test samples. It indicates the strong potential applicability of remote sensing images in supervising the reasonability of the construction process of fixed assets and the investment allocation.
I. INTRODUCTION
Global countries, especially developing ones, are witnessing a quick pace of urbanization and industrialization. It comprises of population transformation and concentration, regional economic structure transformation and urban spatial structure transformation [1] . Fixed assets investment is one of the driving factors of such transformation [2] , [3] . It refers to economic activities for constructing and acquiring fixed assets [4] . With fixed assets investment, urban regional expansion can be promoted by upgrading the economic structure and population can be aggregated through The associate editor coordinating the review of this manuscript and approving it for publication was Ke Gu . creating employment. The amount of fixed assets investment is the workload of constructing and purchasing fixed assets in the monetary expression, reflecting the comprehensive index of investment scale, speed, proportion relationship and application direction [5] . China is a typical country with a long-term investment-driven economy mode, even with vigorous economic development. That is mostly due to the pressure of promotion and promotion mechanism of local officials that 'economic growth' is recognized as one of the main assessment indexes.
The local governments are motivated to scramble credit funds, converting the credit funds to fixed assets investment [6] . Moreover, the investment management of fixed assets in China exits many defects, including imperfect built-in control, short of internal administrative control, the unsound management system of fixed assets investment and defective audit supervision [7] . Therefore, monitoring fixed assets investment is significant in supervising the construction progress, financial allocation and exploring the conditions of the project. Apart from that, monitoring investment can also reveal the national or regional economic strategy, and provide a vital reference for improving Chinese economic structure and transforming economic growth mode.
Traditionally, there exists a problem of 'three inconsistencies' in the investment monitoring from the perspective of statistical applications, i.e. the inconsistency of investment trend between city and county, the inconsistency of development trend between project and construction industry and the inconsistency between monitoring data and the reports from various fronts [8] . The problem is difficult to solve by improving the statistical caliber or reforming the statistical system without new technology to innovate investment monitoring strategy [5] . However, to the best of our knowledge, there has been little research in exploring the methods in monitoring fixed assets investment. The related researches are mostly about investment monitoring impact from seasons [9] and urban expansion [10] - [12] based on economic models, such as Decoupling space-time coupling model [10] and optimized genetic algorithm model [12] . Moreover, in practical applications, the process of investment monitoring lacks an efficient mechanism to observe the construction progress of each project directly. Owing to the development of remote sensing technology, it contributes a timely and economically efficient way to monitor the construction activity on our earth objectively and directly.
Remote sensing technology has made it possible to observe the earth from multi-scale, multi-angle, multi-phase, multifrequency with multiple resolutions. The advent of various satellites and the development of unmanned aerial vehicle images, covering from high spatial resolution to high spectral resolution, such as WorldView [13] , QuickBird [14] , GaoFen [15] , Landsat [16] , MODIS (Moderate Resolution Imaging Spectroradiometer) [17] , Hyperion [18] and HJ [19] have enabled the remote sensing images to apply dominantly in agriculture [17] , [18] , [20] , forestry [19] , natural hazards [21] , vegetation [22] , [23] , oceans [24] , and land use [25] , [26] and so on. Despite the multiple applications that remote sensing has enrolled in, relative research in monitoring investment statistics remains to be explored. As far as we are acknowledged, there are few research papers on such a topic. Moreover, compared with the statistics used in traditional fixed assets investment study, remote sensing images can be achieved through public resources and the images are taken objectively for a large scale. The traditional statistics have the issues of concealment, omission, misreporting and so on. Besides, the statistics describe the circumstances from the perspective of point, rather than directly perceived through the senses by two-dimensional or three-dimensional spatial images. Therefore, in this paper, we are aiming to apply high spatial resolution images from GaoFen satellite to monitor the building construction process and explore the potential relationships between constructed buildings in the remote sensing images and the corresponding fixed assets investment, so that the construction process can be monitored visually, spatially and objectively.
We are aiming to explore the capability of remote sensing images in supervising the fixed assets projects. Deep neural network is firstly applied to detect built buildings and buildings under construction from high spatial resolution images, which are further used to build a regression relationship with the fixed assets investment statistics. The regression model can validate the capability of remote sensing images in supervising fixed assets projects by predicting building area based on the accumulated investment. The main contributions of this manuscript are as follows:
Apply deep learning semantic segmentation model to segment different spatial resolution images for building detection. Build a regression model to predict building area based on accumulated fixed assets investment. Explore the capability of remote sensing images in supervising the fixed assets projects. The rest organization of this paper is as follows. Section II introduces detailed geographical and economic information of the study area and the experimental data we used to explore the monitoring system. Technical details about constructions detection from high spatial resolution images are demonstrated in Section III. Section IV performs a discussion in three parts, the performance of constructions detection, fixed assets investment of the projects throughout the years, and the relationship between constructions detected and the corresponding funded investment. Conclusions are given in Section V.
II. STUDY AREA AND EXPERIMENTAL DATA A. STUDY AREA
Our study is conducted in Zhongmou County, located in the middle north of Henan Province in China, as shown in Figure 1 . Zhongmou County belongs to the overlapped developing zones of Central Plains Economic Zone, Zhengzhou metropolitan area and Zhengzhou airport economic comprehensive test area. In recent years, as the developing strategies of Central Plains urban agglomeration put forward, the integration of Zhengzhou, Kaifeng, and Zheng Dong new area are proposed. The comprehensive economic development environment of Zhongmou County has experienced remarkable changes. Zhongmou County is brought into the construction plan of Zheng Dong district. That motivates the process of rapid urbanization, whose investment growth takes an obvious trend, and the urban landscape pattern has changed significantly in recent two years. Zhongmou is active in investment towards industrial agglomeration and new district development. The number of investment projects with a large budget, including automobile industrial park, agricultural logistics park, greenery theme park, real estate, and roads, ranks the top of national county-level administrations. Therefore, the study area of Zhongmou County has typical representative significance in providing massive samples for monitoring fixed assets investment projects and exploring the capability of remote sensing images in indicating the corresponding fixed assets investment through time-series constructions detection.
B. EXPERIMENTAL DATA
The remote sensing images of our study area are achieved from GaoFen satellite, which is launched by the Chinese National space-based system for high-resolution earth observation system. The high spatial resolution images from GaoFen-1 and GaoFen-2 satellites are used in our study. GaoFen-1 satellite carries 6 cameras, one is a panchromatic camera with a spatial resolution of 2m, one is a multispectral camera with a spatial resolution of 8m, and the other 4 cameras are multispectral with a spatial resolution of 16m. GaoFen-2 carries two cameras, one is a panchromatic camera with a spatial resolution of 1m, and the other is a multispectral camera with a spatial resolution of 4m. The images used in our study from GaoFen-1 and GaoFen-2 are with a spatial resolution of 8m and 4m respectively. Their spectral bands both comprise three spectral channels, i.e. red channel, green channel, and blue channel.
Our study is conducted for the building construction projects in the years from 2015 to 2017, and the remote sensing images for all the projects are taken simultaneously at nine-time nodes throughout the construction period. A demonstration of the remote sensing images at the nine-time nodes for one project is shown in Figure 2 .
In corresponding with the remote sensing images taken at the nine-time nodes, the statistics of fixed assets investment for each project at the same time node are achieved from local governments. The statistics cover 43 projects, but some projects do not have detailed records. Therefore, we finally selected fourteen projects that have statistics and the detailed locations of the projects are shown as yellow stars in Figure 1 .
III. CONSTRUCTIONS DETECTION METHOD
Since we aim to explore the capability of remote sensing images in monitoring fixed asset investment through constructions detection, a practical algorithm in buildings detection from high spatial resolution remote sensing images with robust reliable performance is demanding. However, due to the various imaging conditions and the different imaging characteristics and spatial resolutions across platforms (GaoFen-1 and GaoFen-2), the images of the same project at different time nodes take different spectral intensities after radiometric correction. A typical demonstration can be shown in the images in Figure 2 . It is challenging to apply traditional methods, such as template matching [27] , [28] , rulesbased [29] , object-oriented [30] , [31] and machine learning methods [32] , [33] , to detect buildings from the experimental images we have in this study. They mainly rely on hand-crafted spectral and textural features [34] , but the spectral intensities and textural characteristics of buildings in our study are not stable due to the unstable imaging conditions and different spatial resolutions across different platforms.
Compared with traditional methods, deep convolution network is gaining intensive interest due to its capability to learn features from images directly and its better performance in image segmentation [13] . Therefore, we apply deep convolution neural network [35] to learn feature representation of buildings from the complicated background objects. Faced with the remote sensing images in our study (typically shown in Figure 2 ), the number of object categories is small, but the imaging characteristics differ. We adopt semantic segmentation strategy to segment the images into buildings under construction, built buildings, roads, and background objects simultaneously. Semantic segmentation is a category of methods that can segment images into multiple categories of objects simultaneously. Each pixel in the image is assigned a label after semantic segmentation. Moreover, through considering all the ground object categories, the contextual information and inter-class characteristics for each ground object can be synthesized to benefit the corresponding segmentation performance.
In this study, we adopted an improved version of PSPNet (Pyramid Scene Parsing Network) [14] , a recently developed semantic segmentation deep learning framework to segment high spatial resolution remote sensing images and extract built buildings and buildings under construction. The improved version of PSPNet consists of deep convolution neural network and pyramid pooling module [36] . The deep convolution neural network is used to extract features, encoding the 3-channel image into a feature map with a fixed dimension. Pyramid pooling module is applied to extract multi-scale features through spatial pooling on the input feature map with multiple scales and learn global contextual features by concatenating the multi-scale feature maps. The general workflow of our proposed framework in construction detection is demonstrated in Figure 3 . It is an application of the strategy proposed in [14] , [37] . There is one difference that the ResNet-101-v2 [38] in [14] is not used in this work because the number of remote sensing images we have is limited to a few hundred. The network is easy to over fit even after data augmentation. Therefore, in order to resist overfitting, we used ResNet-50-v2 [39] instead. ResNet [39] is a residual learning framework, which aims to deal with the accuracy degradation issue of the model, whose accuracy will get saturated and begin to decrease. The issue will get worse when adding more layers [40] . ResNet simplifies the training of deep neural networks by adding identity mapping to skip one or more layers.
On top of ResNet-50-v2, Pyramid pooling model is applied to extract global features in multiple scales and upsample the feature maps to the size of the input feature map by bilinear interpretation before concatenation. The concatenated feature maps are further convoluted for final pixel-wise label prediction in the resulting image. Details of the model training are conducted with the following strategies. The learning of the model adopts a poly learning rate strategy [41] , which updates the learning rate based on equation (1), wherein Max iter is set 20000, base_rate is set 0.001 and power is set 0.9. In terms of data augmentation, we applied a random mirror to flip the image from left to right and resized the input image with 5 scales in 0.5, 0.75, 1.0, 1.25 and 1.5. Moreover, we also randomly cropped the input image to enlarge the variety of training samples. In our study, since we totally have forty-three projects under construction, wherein fourteen projects are used for final analysis because of the statistical issue, the remote sensing images of the remaining twenty-nine projects are used for training the semantic segmentation model, and the images of the final intact fourteen projects are used for testing and evaluating the model performance. Moreover, each project has nine images, which are taken at nine-time nodes; there are 261 images for training and 126 images for testing. We did not divide the dataset into validation dataset, because our whole dataset is quite limited.
In terms of model implementation, Caffe platform is adopted. The experiments are conducted using two GPUs from Nvidia. The model number of each GPU is TITAN X and the memory is 12GB. Details of the model evaluation are demonstrated in the following section. learningrate = base_rate× 1 − t iter Max iter power (1)
IV. RESULTS AND DISCUSSION
This section will introduce the detailed model performance in monitoring building construction of the fourteen projects, which will be further used for exploring if there is any relationship between the buildings detected and the corresponding fixed assets investment. That will be analyzed and discussed in this section as well.
A. EVALUATION OF MODEL PERFORMANCE IN MONITORING CONSTRUCTION BUILDINGS
To evaluate the potential applicability of the trained model in monitoring construction buildings for further regression relationship built-up with accumulated investments, we applied the trained model to the remote sensing images taken at nine-time nodes for each of the fourteen fixed assets investment projects and compared with visually interpreted ground truth images. Meanwhile, another widely used image classification method K-nearest neighbor (KNN) [24] was adopted to segment images into buildings, buildings under construction, roads and background objects for the same images as well to provide a more objective comparison in terms of segmentation performance evaluation, To visualize and compare the segmentation performances between our model and KNN, we randomly selected two projects and listed their segmentation results for the corresponding remote sensing images in nine-time nodes in Figure 4 and Figure 5 respectively.
The remote sensing images of the same project present quite different spectral and textural characteristics across different platforms. It is easy to realize that the imaging quality is more obscure in Figure 4 (b).1, Figure 4 (e).1, Figure 5 (b).1 and Figure 5 (e).1 than other images. Moreover, there is much shadow interrupting the intensive buildings in Figure 5 and the background bare soil is easy to confuse the buildings under construction in Figure 5 4 , we can recognize that it is difficult for KNN to distinguish between buildings under construction and roads, and the segmentation results of KNN are mostly fragmented. That is mainly because that KNN is a pixel-wise segmentation method, which lacks object-based information, wherein buildings under construction and roads take similar spectral characteristics. Compared with KNN, our proposed method can segment most ground objects accurately, especially roads (labeled yellow) and built buildings (labeled red) in Figure 4 and Figure 5 . That verifies the strong efficiency of the proposed framework in semantically segmenting images. Some tiny built buildings are omitted as background objects in Figure 4 (a).3. That is most possibly due to the reason that the top of the omitted built buildings take on similar spectral characteristics with background open squares. In Figure 5 (a).3, some buildings under construction mixed with bare soil are misclassified as background objects as well. That most possibly owes to the limited number of training samples. Generally, our proposed method can segment images neatly with a reasonable accuracy.
Apart from the visual comparisons, we also calculated recall, precision and F1-score for each object category to evaluate the segmentation performance of KNN and our model based on Table 1 and equations (2)-(4). The recall is used to measure the percentage of pixels accurately classified as A among all the ground truth A pixels. Precision indicates the percentage of pixels correctly classified as A among all the pixels classified to be A. F-score is a synthetic index to evaluate the segmentation performance, calculated according to Equation (2) . Since each project is continuously monitored by nine remote sensing images, we first calculated recall, precision, and F1-score for categories of built buildings, buildings under construction and roads for each image of each test project respectively. The average recall, precision, and F1-score of all the images in all the projects were calculated to provide general performance, as listed in Table 2 . The performance of our method is better than that of KNN. The precisions of all the categories by our method are higher than 90%, indicating that the pixels recognized as buildings and roads are mostly correct, while the precisions of KNN of all the categories range from 72% to 82%, at least 8% lower than that of our method. Moreover, in terms of detecting roads and buildings under construction, the precision of our method is almost 20% higher than that of KNN. From the perspective of recall evaluation, roads and buildings under construction detected by our method are, at least 20% higher than that of KNN. Recall of our method in detecting built buildings is almost 10% higher than that of KNN. It needs to point out that due to the similar spectral and textural features with background bare soil; some buildings under construction are easy to be omitted. Therefore, the recall of detecting buildings under construction is lower than 60% by both methods, which may be dealt with by adding more training samples. In terms of F1-score, the semantic segmentation performance of our model is reasonably well, while that of KNN maintains around 0.2 lower. Since our method is visually and statistically better than the widely used image segmentation method KNN, further performance evaluation is conducted based on the segmentation results by our method only. 
To evaluate our performance in each construction stage, we averaged the recall, precision, and F1-score of all the projects in each time node image and demonstrated them in Figure 6 . Moreover, IoU (Intersection over Union) and overall accuracy were applied to perform an evaluation as well. The overall accuracy is to provide a general segmentation performance of all the object categories, including background object pixels. IoU is a ratio between overlap area and the union area of the segmented object and ground truth object. It is widely used in measuring image segmentation performance [42] . The average IoU and overall accuracy of all the object categories in each stage were calculated to provide further insight into instance-based segmentation performance and general object (including background) pixel classification performance. The performance of our model is quite stable in most construction stages throughout the project. The overall accuracy keeps higher than 90% in each stage, further validating the strong capability of our proposed model in distinguishing different ground object pixels. The precisions of all the categories and IoU rank flatly above 80% in each time node, indicating most pixels semantically segmented are correct. Moreover, recalls and F1-scores of roads and the built area also rank smoothly throughout the investment project. It needs to point out that the performance in terms of buildings under construction detection is sharply influenced by the construction stage, especially in the middle stage in August 2016. That is when construction works heavily conducted, and the buildings under construction are largely influenced by bare soil with similar spectral and textural characteristics. However, the performance of our model in detecting buildings under construction in other stages gets improved rapidly in other time nodes throughout the project. Therefore, the performance of our model is reliable for most cases, even with different spatial and spectral characteristics. The segmented built buildings and buildings under construction area can be confidently used for further analysis.
B. RELATIONSHIP BETWEEN CONSTRUCTION AND INVESTMENT
Based on the semantic segmentation results, we can extract buildings both built and under construction with a reliable accuracy for the fourteen fixed assets projects. Since different projects have different building area and different budgets, the magnitudes of building area and investment of different projects are not comparable. Therefore, to conduct a fair analysis between building area and the corresponding investment, we normalized the amount of accumulated investment at each time node by the total budget made by the government, and the corresponding building area at each time node is normalized by the building area when the total budget is invested. In this paper, we assume that when the total budget of the fixed assets is invested, the corresponding construction project is finished. Moreover, the building area comprises built buildings and buildings under construction. The normalized investment allocation and normalized building area at each time node for all the fourteen projects are demonstrated in Figure 7 . There is an obvious tendency that the normalized building area is increasing continuously with the investment allocating. It needs to point out that the normalized investment and building area of some projects is higher than 1.0, which mainly owing to the reason of project change. We did not use finalized total budget and total building area to normalize the accumulated investment and building area in each time node, because we aim to monitor the construction process when it starts, rather than monitor after the project. The finalized total budget will change if the plan of the project changes. The planned budget is what we can achieve at the beginning of the project. Therefore, we normalized the accumulated investment using the initial budget plan. In the beginning construction stage (August 2015), the normalized building area increases sharply, while the normalized accumulated investment rises gently. The normalized accumulated investment increases smoothly throughout the project, while the normalized building area becomes stable in the bottom half of the project. That is mainly because that buildings under construction are the major object in the front half, and its area increases sharply with the project continuing. In the bottom half, more and more buildings under construction are turning into the built area, which is difficult to visualize in the building area statistics.
To build a fixed assets investment monitoring system, and evaluate the applicability of remote sensing images in supervising the construction process corresponding to the investment stage, we randomly selected ten fixed assets projects and conducted a linear regression model based on their normalized investment and building area statistics. Figure 8 demonstrates the linear relationship, which is further used to predict the normalized building area based on the corresponding normalized accumulated investment for the other four fixed assets investment projects. The predicted normalized building area is labeled as Vp. As far as we know, there are few research papers conducting similar research, we can hardly compare with other methods. Therefore, we adopted the detected buildings by KNN to build another regression relationship (shown in Figure 9 ) to explore whether our model is significantly better than KNN in simulating the relationship between fixed assets investment and normalized building area. The corresponding predicted normalized building area for each of the four test fixed assets investment projects is labeled as Vp-knn. The ground truth regression model built between the normalized accumulated investment and normalized building area which was achieved by visual interpretation rather than detection is shown in Figure 10 . It is recognized as the ground truth model to demonstrate the relationship between building area and investment for each project. The statistics are collected from the same ten fixed assets investment projects. Based on the ground truth model, we also calculated the normalized building area of the four testing projects, which are represented by Vgt. Significant test (F-test), was conducted to evaluate the reliability of the regression relationship built by our model (Figure 8 ) and KNN (Figure 9) respectively. It turns out that both regression models are reliable at 0.01 level with a p-value of 0.000000000487843 and 0.000000000957369 respectively, and our method is more significant in predicting normalized building area with a smaller p-value. We also calculated RMSE (root mean of square error)between Vp and Vgt to evaluate the regression accuracy and got 0.0136, which can be recognized as reasonably reliable.
V. CONCLUSION
In this paper, we proposed to monitor fixed assets investment projects by extracting building area from high spatial resolution remote sensing images using semantic segmentation. The investment management mechanism in China lacks objective visual supervision so that many projects cannot be delivered on time. We are aiming to apply remote sensing images to monitor building construction process continuously and explore the response mechanism of building area with the corresponding accumulated investment. Statistics of the fourteen projects verify the general consistency that building area increases with continuous investment. The monitoring system proposed in this paper is able to predict the normalized building area that is reasonably close to ground truth based on the normalized accumulated investment. With reliable building detection accuracy, our paper provides a promising method to supervise fixed asset investment project by monitoring building construction process using high spatial resolution remote sensing images. Moreover, due to the limited number of our investment statistics and the short construction term of our projects, the relationship between the normalized building area and normalized accumulated investment takes a linear tendency. To explore the relationship more deeply, we are aiming to explore the research area with more projects of longer construction term and accompanied with detailed investment statistics to do further research to explore the relationship in our future work. WENSHENG DUAN received the B.S. degree in surveying and mapping engineering from Shijiazhuang Tiedao University, in 2017. He is currently pursuing the master's degree with the State Key Laboratory of Remote Sensing Science, Aerospace Information Research Institute, Chinese Academy of Sciences. His current research interest includes land-use and land-cover change.
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