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Abstract
Decades of research in spatial statistics have prompted the development of a
wide variety of models and methods whose primary goal is optimal linear inter-
polation (kriging), as well as sound assessment of the associated uncertainty
(kriging variance).While kriging is of paramount importance for scientific inves-
tigations requiring high-resolution maps, spatial statistics can be used for other
classes of applications as well. Indeed, new areas are emerging where the main
goal is to simulate from a statistical model whose parameters have been esti-
mated from the data. This paper focuses on two different ways to model global
data with axially symmetric Gaussian processes, for which the covariance func-
tion is nonstationary over latitudes and stationary over longitudes. Both strate-
gies are illustrated through a global data set on surface temperatures generated
by the National Center for Atmospheric Research (NCAR). On the one hand, we
downscale surface temperatures through a classical geostatistical approach. We
exploit Gaussianity assumption to focus on the second-order structure, and we
develop a novel class of axially symmetric models inspired from currently avail-
able isotropic models. We also propose a new covariance model that is axially
symmetric. Covariance-based approaches are notorious for their computational
burden, and a considerable amount of recent literature has been devoted to over-
come this problem. We propose a simulation-based approach that works for
processes defined on a lattice only. For such an approach, kriging cannot be per-
formed as there is an underlying continuous process. At the same time, inference
can be performed exactly on extremely large data sets.
KEYWORDS
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1 INTRODUCTION
The ultimate goal of traditional geostatistics (Christakos, 1991, 2000; Cressie, 1991) is optimal linear interpolation
(i.e., kriging), and the last few decades have seen a wealth of different models and methods aiming to capture complex
spatial dependencies and, hence, to provide detailed fine-scale interpolated maps, together with their associated spatial
Thismaterial encompasses the J. Stuart Hunter Lecture from the 27th Annual Conference of the International Environmetrics Society (TIES), presented
26 July 2017.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium, provided the
original work is properly cited.
© 2019 The Authors. Environmetrics Published by John Wiley & Sons Ltd.
Environmetrics. 2019;30:e2555. wileyonlinelibrary.com/journal/env 1 of 15
https://doi.org/10.1002/env.2555
2 of 15 PORCU ET AL.
uncertainty (Chilès & Delfiner, 1999). The accuracy of best linear unbiased prediction has been the objective of very chal-
lenging questions in past and recent literature, and the reader is referred to Stein (1999); Zhang (2004); Anderes (2010);
Stein (2011); Bevilacqua, Fouzi, and Porcu (2018); and Arafat, Porcu, Bevilacqua, and Mateu (2018), among others. Clas-
sical geostatistical procedures have a notorius computational burden thatmake them impractical (if not unfeasible) in the
presence of very large data sets (Bevilacqua et al., 2018, with the references therein). The never-ending search for a bal-
ance between statistical accuracy and computational burden has prompted the development of efficient methodologies
aimed at sensibly extracting spatial information by performing inference on properly reduced models (Datta, Banerjee,
Finley, & Gelfand, 2016; Heaton et al., 2017).
While kriging is of paramount importance for scientific investigations requiring high-resolution maps, spatial statistics
can be used for other classes of applications as well. Indeed, new areas are emerging where the main goal is to simu-
late from a statistical model whose parameters have been estimated from the data. An example is the assessment of the
sensitivity of the large-scale behavior of a climate model against some input (Castruccio & Genton, 2016; Chang, Haran,
Applegate, & Pollard, 2016; Chang, Haran, Olson, & Keller, 2014; Jeong, Castruccio, Crippa, & Genton, 2018): The inter-
est lies in methods that are able to generate simulations whose synoptic patterns resemble those of the original data
(Castruccio, Genton, & Sun, 2018).
The ever-increasing availability of data on a global scale, both from climate model simulations and from satellite obser-
vations, calls for the development of statistical methodologies that are suitable for the spherical domain. The construction
of valid global statistical models is, however, very different from the familiar context of Euclidean geometries. Even with
Gaussian processes (which is the only class of models covered in this work), covariance functions over a spherical domain
require a very different mathematical theory (Berg, Peron, & Porcu, 2018; Berg & Porcu, 2017; Gneiting, 2013; Guella,
Menegatto, & Porcu, 2018; Porcu, Bevilacqua, & Genton, 2016; see also the recent reviews by Jeong, Jun, & Genton, 2017,
and Porcu, Alegría, & Furrer, 2018).
Another aspect to be taken into account is that, very often, data located over large portions of the planet are not isotropic.
Indeed, the assumption of isotropymight be suitable for microscale meteorology, but questionable for mesoscale and syn-
optic scalemeteorology, where the Earth's axis inclination, global circulation, and teleconnections generate dependencies
in dominant directions for many physical variables. While a suitable statistical model must be tailored for a given variable
and must account for the physics of the problem, a sensible first-order approximation would be that of heterogeneous
spatial dependence across latitudes, whereas stationarity could be assumed across longitudes. This class of models, called
axially symmetric (Jones, 1963), has been proposed as a standard for global data by Stein (2007)while analyzing totalOzone
mapping spectrometer data. Using the results in Jones (1963), Stein (2007) proposes to model axial symmetry through
spectral approaches and by truncating the series in the spectral expansion of any axially symmetric covariance function.
Other approaches are instead based on closed-form expression of covariance functions, obtained via partial derivatives
(Jun&Stein, 2007, 2008). Spectral characterizations have been provided byHitczenko and Stein (2012). Finally, Castruccio
and Stein (2013) and Castruccio and Genton (2018) focus on fast spectral inference schemes for massive data sets.
This paper presents two different applications on a data set of temperatures from the Large ENSemble (LENS,
Kay et al., 2015), the former within the classical geostatistics paradigm and the latter focused on simulations. The first
application emphasizes the characterization of the local dependencewith the aimof interpolating (downscaling) at higher
spatial resolution. In this context, the covariance function is the main object of study, in terms of modeling, inference,
and prediction. We provide a novel class of axially symmetric models that are shown to outperform their isotropic coun-
terparts. The main limitation of a covariance-based approach lies in its lack of scalability against large data sets, and
hence, the necessity of either subsampling or proposing computationally convenient likelihood approximations. The
second application focuses on developing a statisticalmodel for capturing the spatial structure of temperature simulations
from the LENS data set for a reference year, in this case, 2025. The ultimate goal is to provide a stochastic approximation, a
stochastic generator (Jeong, Castruccio, et al., 2018; Jeong, Yan, Castruccio, & Genton, 2019) that can be used efficiently to
generate fast surrogates andhence perform sensitivity analysis. Assessing the sensitivity of a variable froma climatemodel
is problematic not just for computational costs but increasingly for storage costs. Indeed, very few research centers world-
wide have the computational resources to store and maintain a data set of the size of the LENS. The National Center for
Atmospheric Research (NCAR) is pursuing several investigations to develop appropriate methods to compress data and
metrics to assess if, and towhat extent, compressionhampers the scientific conclusions (Baker et al., 2014, Kay et al., 2016).
While deterministic lossy algorithms do provide some advantage and have been shown to achieve compression rates
as high as 1:5, stochastic models could also be applied to achieve more efficient compression rates. Indeed, Guinness
and Hammerling (2018) proposed the use of a statistical model as a means to “compress” some spatio-temporal features
of the data set, conditional on one LENS run. The proposed approach, based on an half-spectral model (Stein, 2005b),
aims at exactly reproducing the LENS run when performing decompression. Our model focuses instead on reduction
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of information by means of unconditional simulation. In the methodology, we propose that the statistical parameters
estimated from the training set can be interpreted as the only set of information necessary to produce a surrogate run; the
original runs in the training set cannot be retrieved by this model. Indeed, the original LENS data that we considered is
810 MB, while requiring the storage of less than 1 MB of estimated parameters from the statistical model. The models we
present are extremely efficient for large data sets, to the size of millions or even billions data points, but are fine tuned for
a regular grid over the sphere, and do not assume sampling from an underlying continuous process. Hence, these models
are unsuitable for kriging.
The remainder of the paper is as follows. Section 2 provides the background on global Gaussian fields and introduces
the data set. Section 3 presents the geostatistical application to global temperatures, providing a comparison among
axially symmetric models (some of which are new) and between axially symmetric models and their isotropic counter-
parts. Section 4 discusses the simulation-based application. Section 5 concludes with a discussion. To avoid mathematical
obfuscation, technicalities and proofs are deferred to the Supplementary Material.
2 PRELIMINARIES
We consider the unit sphere S2 = {s ∈ R3, ||s|| = 1}, where || · || denotes the Euclidean distance. Any point s located over
the sphere is represented through its spherical coordinates s = (L,𝓁), with L ∈ [0, 𝜋] and 𝓁 ∈ [0, 2𝜋) being respectively
the latitude and longitude (equivalently, polar and the azimuthal angles). The extension to the sphere with arbitrary
radius is straightforward. For planet Earth, the radius is approximately 6,371 km, albeit the Earth is not exactly a sphere
because it flattens at the poles. In the following, we describe the type of distances that can be used on the sphere. Further,
we illustrate geodesic isotropy and axial symmetry.
2.1 Distances
Distances on spheres are represented through arcs joining any two points on the spherical shell and are referred as
geodesic or great circle distance throughout the rest of this work. The geodesic is defined as the mapping dGC ∶ S2 ×S2 →
[0, 𝜋] so that
dGC(s1, s2) = arccos(⟨s1, s2⟩) = arccos(sinL1 sinL2 + cosL1 cosL2 cosΔ𝓁),
where si = (Li,𝓁i), i = 1, 2, with ⟨·, ·⟩ denoting the dot product on the sphere, and where Δ𝓁 = 𝓁1 − 𝓁2. Henceforth,
we shall equivalently use dGC(s1, s2) or the shortcut dGC to denote the geodesic distance, whenever no confusion arises.
Alternatively, distance can be defined through the chord connecting two points on the sphere, denoted dCH and given by
dCH(s1, s2) = 2 sin
(
dGC(s1, s2)
2
)
, s1, s2 ∈ S2, (1)
which defines a segment below the arc joining two points on the spherical shell.
2.2 Covariance functions: Isotropy and axial symmetry
We consider a zero mean Gaussian random field over the sphere {Z(s), s ∈ S2} with finite second-order moment. The
finite dimensional distributions are therefore completely specified by the covariance functionC ∶ S2×S2 → R, defined by
C(s1, s2) = Cov(Z(s1),Z(s2)), s1, s2 ∈ S2.
Covariance functions are positive definite: for any 𝜅 dimensional collection of points {si}𝜅i=1 ⊂ S2 and constants
c1, … , c𝜅 ∈ R, we have
∑𝜅
i=1
∑𝜅
𝑗=1 ciC(si, s𝑗)c𝑗 ≥ 0 (see Bingham, 1973).
Porcu et al. (2018) call C geodesically isotropic if
C(s1, s2) = 𝜓(dGC(s1, s2)), (2)
for particular choices of 𝜓 ∶ [0, 𝜋] → R (see the next sections). The function 𝜓 is called the geodesically isotropic part of
C (Daley & Porcu, 2013). For a characterization of geodesic isotropy, the reader is referred to Schoenberg (1942), the essay
in Gneiting (2013), and the more recent work of Berg and Porcu (2017).
Because the chordal distance can be used as an alternative metric to the geodesic on the sphere, it might be considered
as natural to have covariance functions depending on the chordal distance. These can be built by considering a Gaussian
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field defined continuously over the three dimensional Euclidean spaceR3 and, then, restricting it to the two-dimensional
sphere. Such a construction principlewas first introduced byYadrenko (1983) andYaglom (1987), and reads as follows. For
any covariance functionCdepending onEuclidean distance inR3, the functionC(dCH) is a valid covariance function onS2.
Such a construction allows for resorting to the traditional machinery that has been used for decades for the construction
of covariance models. Yet, there has been some constructive criticism on the chordal distance, and the reader is referred
to Banerjee (2005), Gneiting (2013), and Porcu et al. (2018) for details.
For quantities observed on a global scale, isotropy is not tenable. While processes at small scale (microscale, turbulence
scale) might be approximately regarded as isotropic, large-scale meteorological patterns have preferred directions driven
by general circulation. Indeed, Stein (2007) showed that total column ozone data show significant changes over latitudes.
Castruccio and Stein (2013) argued that both the inter- and intra-annual variability for surface temperature are dependent
on latitude. This leads to the definition of an axially symmetric covariance C when
C(s1, s2) = (L1,L2,Δ𝓁), (3)
for particular choices of the function  ∶ [0, 𝜋]2 × [−2𝜋, 2𝜋]→ R. Some examples will follow subsequently.
2.3 The large ENSemble
LENS is a collection of runs from the Community Earth SystemModel (CESM1) from theNCAR (Kay et al., 2015). CESM1
is run under historical forcing from 1920 to 2005, and then, the atmosphere is perturbed, generating a plume of 35 sim-
ulation attracted by the mean climate. The perturbed ensemble is run for T = 95 years from 2006 to 2100 under the
Representative Concentration Pathways 8.5 (RPC 8.5, Van Vuuren et al., 2011).
In this work, we focus on a single temporal instant, the temperature field anomaly in 2025. We pay attention to the
surface temperature at a reference height of 2 m above the ground level in the atmospheric module of CESM1. Tempera-
ture is resolved on a regular grid over the sphere, with N = 288 longitudinal points and 192 latitudinal points. To avoid
numerical instabilities near the poles, consistently with previous analyses (e.g., Castruccio & Genton, 2016), we only con-
sider latitudes between 62◦ S and 70◦N, thus excluding the Antarctic continent and the Arctic pole, hence reducing the
data set toM = 142 latitudinal bands.
3 A GEOSTATISTICAL APPLICATION OF AXIAL SYMMETRY
This section presents a classical geostatistical application to the data introduced in Section 2.3, where the main goal
is to characterize the local dependence of temperatures. An appropriate modeling of the covariance is instrumental to
perform kriging and to downscale temperature so that it could serve as input to numerical models at high resolution (e.g.,
climatological models).
3.1 Models
Following Jun and Stein (2008), we detrend the data using spherical harmonics. In particular, for any pair (L,𝓁), we use
the regressors Pmn (sinL) cos(m𝓁) and Pmn (sinL) sin(m𝓁), with Pmn being the Legendre functions, for n = 0, … , 3 andm =
0, … ,n, for a total of 16 covariates. Figure 1 illustrates the estimated mean structure and the corresponding residuals.
In Figure 2, we show the boxplots of both the original data set and the residuals against latitudes. The assumption of
zero mean for the residuals seems to be reasonable. From Figure 2, it becomes apparent how the detrending technique
alleviates considerably the effect of latitude on data. Yet, a first look at residuals does suggest that there might be some
nonstationary component to be taken into account in the second-order analysis. This will be illustrated subsequently.
To assign a second-order structure to the residuals and hence define a proper Gaussian process over the sphere, we start
by indicating some choices for isotropic models. For all of them, 𝜎2 > 0 is a parameter controlling the variance.
1. TheHyperbolic Sine is a geodesically isotropic model defined as
CH
(
dGC; 𝛼, 𝜎2
)
= 𝜎2
(
1
𝛼
+ 𝜋2
sinh(𝛼(𝜋 − dGC))
sinh(𝜋𝛼)
)
, (4)
where 𝛼 is a strictly positive parameter. Such a model is valid for the sphere with unit radius.
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FIGURE 1 Estimated mean anomaly field of 2025 temperature against the baseline 2006 temperature field (left) and residuals (right) for
the LENS data. Both panels are expressed in degrees Celsius
FIGURE 2 Boxplots by latitudes for both the original data set (left) and the residuals (right)
2. The  -Family of geodesically isotropic covariance functions has been proposed by Alegria, et al. (2018) as the ana-
logue of the Matérn covariance model in Euclidean spaces (Stein, 1999). In fact, the Matérn model can be used as a
geodesically isotropic covariance function only under a severe restriction on the smoothing parameter. The  fam-
ily has a parameter that governs differentiability in the mean square sense of the associated Gaussian field on the
sphere. Further, the same parameter indexes fractal dimension. Finally, Alegria et al. (2018) show that a rescaled ver-
sion of the  family converges to a infinitely differentiable covariance model when the smoothing parameter tends
to infinity. A wealth of special cases and parameterization for the  family are available, and in this paper, we use
C
(
dGC; 𝛼, 𝜎2
)
= 𝜎2
{1
2 +
1
2 (1 − cos dGC)
1∕2
}−2𝛼
, (5)
where 𝛼 > 0.
3. The Exponentialmodel (Stein, 1999) coupled with the chordal distance. For 𝛼 > 0 a scaling parameter, we define
CE
(
dCH; 𝛼, 𝜎2
)
= 𝜎2 exp
{
−dCH
𝛼
}
. (6)
Note that the three models have the same number of parameters to be estimated. In addition, it should be noted that the
three models have the same level of differentiability at the origin (they are not differentiable), so that these models are
associated to Gaussian fields that are mean square continuous but not differentiable.
Another relevant comment is that the choice of the chordal distance in (6) is justified by technical reasons. In fact, using
the chordal distance and following the arguments in theorem 1 of Stein (2005a), we can show that the axially symmetric
counterpart of this model can be easily obtained. Prior to giving other details on that, we consider the axially symmetric
counterparts of the Hyperbolic Sine in Equation (4) and the  family in Equation (5). For both, the rationale is to replace
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the parameters 𝜎2 and 𝛼 by functions being continuously indexed by latitudes 𝜎(L1,L2) and 𝛼(L1,L2) so that
(L1,L2,Δ𝓁) = CX (dGC; 𝛼(L1,L2), 𝜎(L1,L2)), X = H, ,
andwhere the isotropic counterparts become special cases of this construction, obtainedwhen the two adaptive functions
are constant with respect to latitudes.
We now illustrate the main theoretical contribution of our paper. To avoid mathematical obfuscation, we elude formal
statements to favor intuitive descriptions. The Supplementary Material shows that a sufficient condition for these struc-
tures to be valid (positive definite) is that 𝜎(L1,L2) is positive definite, and 𝛼(L1,L2) is a variogram, that is, the variance
of the increments of an intrinsically stationary Gaussian field (Stein, 1999). For the Hyperbolic Sine covariance function
on S2, a key ingredient in the proof is an adaptation of corollary 3 in Gneiting (2013). A proof of the validity of the axially
symmetric  -Family covariance function, on the other hand, can be found in Alegria et al. (2018). Finally, the validity of
the axially symmetric exponential model in Equation (6) comes from a more general result provided by Stein (2005a).
Some comments are in order. There aremany examples of functions 𝛼 that can be used as a variogram on [ −𝜋∕2, 𝜋∕2]2.
For instance, the choice 𝛼(L1,L2) = (a(L1) + a(L2))∕2 is a valid choice, for any positive and continuous function a.
Other examples can be easily obtained from kernels of the Schoenberg-Lévy type (Porcu & Schilling, 2011, with the ref-
erences therein). For instance, for any positive function a on [ −𝜋∕2, 𝜋∕2], define 𝜑(L1,L2) = a(L1)1/2a(L2)1/2. Then,
straightforward arguments allow to show that
𝛼(L1,L2) =
1
2 (𝜑(L1,L1) + 𝜑(L2,L2)) − 𝜑(L1,L2), L1,L2 ∈ [−𝜋∕2, 𝜋∕2],
is a variogram. In turn, one can use similar arguments to lemma 17 in Porcu and Schilling (2011) to prove the following.
Take any stationary variogram 𝛾 ∶ [−𝜋∕2, 𝜋∕2] → R. Then, define 𝜑(L1,L2) = 𝛾(L1) + 𝛾(L2) − 𝛾(L1 − L2). Analogous
calculations allow to show that
𝛼(L1,L2) = 𝛾(L1) + 𝛾(L2) + 𝛾(L1 − L2) − 𝛾(0), L1,L2 ∈ [−𝜋∕2, 𝜋∕2],
is a variogram.
The axially symmetric adaptation of the exponential model, in Equation (6), is instead given by
(L1,L2,Δ𝓁) =
1
𝛼(L1,L2)3∕2
CE(dCH; 𝛼(L1,L2), 𝜎(L1.L2)).
We consider very simple strategies to model the adaptive functions 𝜎 and 𝛼. Specifically,
𝜎(L1,L2) = s(L1) × s(L2) and 𝛼(L1,L2) =
a(L1) + a(L2)
2 ,
where
s(L) =
K∑
k=0
skLk and a(L) =
K∑
k=0
akLk. (7)
For the three axially symmetric models , the vector of parameters is given by (s0, … , sK, a1, … , aK)⊤. For simplicity, in
our illustration, we only take a linear structure (K = 1) for the mappings s(·) and a(·).
We now fit the theoretical models to the described data set. To alleviate the computational burden, we randomly take
1,000 points as training set. We also choose 100 random points as validation set. We thus estimate the parameters for
each model through maximum likelihood. The estimates for the isotropic and axially symmetric models are reported in
Tables 1 and 2, respectively. The special parameterizations of the models do not allow to directly compare the estimates.
However, we shall see below that the fitting for the different covariance functional forms is similar. Figure 3 shows the
empirical standard deviations across latitudes versus the fitted theoretical ones for the exponential-type models, where
an increasing variability from the South to the North pole is observed. The theoretical curves for the other models are
quite similar.
We use the Akaike information criterion (AIC) to compare themodels in terms of goodness of fit. On the other hand, we
employ the fitted models to perform predictions over the validation set, and then, we quantify the discrepancy between
the true and predicted values by mean of the mean square prediction error (MSPE) and the mean absolute error (MAE).
Table 3 depicts thementioned indicators. Even though we are using a quite simple structure for the adaptive variance and
scale parameters, the axially symmetric models clearly achieve improvements in terms of AIC and predictions. We do not
appreciate significant differences among the three different covariance functional structures. However, for this specific
data set, the axially symmetric exponential covariance function slightly outperforms the rest of the models. A graph of
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TABLE 1 Maximum likelihood estimates for
the isotropic models
𝝈
2
?̂?
Hyperbolic Sine 4.447 (0.325) 68.48 (12.48)
 -Family 7.015 (0.535) 5.973 (0.577)
Exponential 6.988 (0.512) 0.120 (0.011)
Note. Standard errors are given in parentheses.
TABLE 2 Maximum likelihood estimates for the axially symmetric models
ŝ0 ŝ1 â0 â1
Hyperbolic Sine 2.004 (0.082) 0.817 (0.080) 51.48 (10.53) 35.53 (9.487)
 -Family 2.569 (0.118) 0.960 (0.129) 4.794 (0.542) 2.254 (0.552)
Exponential 0.142 (0.025) 0.017 (0.015) 0.024 (0.005) −0.010 (0.003)
Note. Standard errors are given in parentheses. Parameters are defined in Equation (7).
FIGURE 3 Empirical standard deviations for the different latitudes and the estimated theoretical standard deviations for the isotropic
exponential model and its axially symmetric counterpart
TABLE 3 Comparison between the isotropic and axially symmetric models in terms of prediction and
goodness of fit
Isotropic models Axially symmetric models
Hyperbolic Sine  -Family Exponential Hyperbolic Sine  -Family Exponential
AIC 4,235 4,235 4,234 3,942 3,944 3,937
MSPE 0.929 0.934 0.928 0.915 0.916 0.899
MAE 0.551 0.555 0.551 0.542 0.543 0.533
Note. AIC = Akaike information criterion; MAE =mean absolute error; MSPE =mean square prediction error.
predicted versus real data, for the axially symmetric exponential covariance, is reported in Figure 4, in order to illustrate
the accuracy of the predictions.
We conclude this section illustrating a downscaled map of temperatures (see Figure 5), using the axially symmetric
exponential model, for two regions of high interest for downscaling: Europe and the United States. The interpolation is
carried out on a spatial grid of approximately 10 km. This interpolated surface can indeed be used as an input in small-scale
climatological studies.
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FIGURE 4 Validation data values versus predicted values, using the axially symmetric exponential model
4 SIMULATING SURFACE TEMPERATURE
In this section, we present an axially symmetric model (3) whose aim is to capture the large-scale spatial behavior
through simulations. While this application is focused on temperature fields, a similar framework can be applied to
other physical quantities and can be extended in time as well (see, e.g., spatio-temporal wind applications in Jeong,
Castruccio, et al., 2018, Jeong, Yan, et al., 2019).
Out of the 35 LENS realizations, we use only R = 5 randomly drawn ensemble members in the training set, and
we demonstrate how this number is sufficient for the statistical model to capture the main spatial characteristics. Diag-
nostics on the number of ensemble members is discussed in previous work (e.g., Castruccio & Genton, 2014; Jeong,
Castruccio, et al., 2018) and is not reported here for the sake of brevity. While the proposed model has a natural tempo-
ral extension (e.g., Castruccio et al., 2014; Castruccio & Stein, 2013), we only focus on the temperature field anomaly in
2025, where baseline temperature is computed with respect to the temperature in 2006 (the first simulation year after the
perturbation) for the first ensemble member.
Inference for our model is therefore performed over a data set of N × M × T × R ≈ 19 million data points. The vector
of the temperature field will be denoted as
Zr = {Zr(L1,𝓁1), … ,Zr(L1,𝓁N), … ,Zr(LM ,𝓁N)}
so that the notation will be the same as in the previous sections, but a subscript r is added to highlight use of multiple
realizations.
4.1 Quantifying LENS variability: Stochastic generators
Themain interest of this section lies in assessing the sensitivity ofZrwith respect to r, in otherwords, to perform sensitivity
with respect to the initial conditions of the climatemodel (internal variability). To this end, Jeong, Castruccio, et al. (2018)
and Tagle, Castruccio, Crippa, and Genton (2018) introduced a statistical model for annual winds, which would act as
a stochastic approximation of the LENS, in order to assess more efficiently the internal variability, and denoted it as
stochastic generators (SGs henceforth). The term, which is to be regarded as an abbreviation of “stochastic generator of cli-
matemodel output,” presents some similarities and substantial differences with other classes of stochastic approximation
available in the literature, and we here discuss the main points.
Approximations of climate model output have been proposed for decades, with the aim of sensitivity analysis and cal-
ibration (see, e.g., Chang et al., 2016; Chang, Haran, Olson, & Keller, 2014, for some recent applications) with respect to
inputs in the climate model, and they are referred to as emulators (or less frequently metamodels). The fundamental dif-
ference justifying the adoption of a new terminology is that emulators assume a distance in the input space, while the
PORCU ET AL. 9 of 15
FIGURE 5 Downscaled map of 2025 temperature anomaly (against the baseline 2006) for Europe and the United States
LENS is (to our knowledge) the first ensemble specifically designed to assess sensitivity with respect to initial conditions,
upon which no distance can be defined; each initial condition results in an independent run, as will be shown in the fol-
lowing section. Therefore, the canonical classes of emulators, for example, Gaussian process emulators (Currin, Mitchell,
Morris, & Ylvisaker, 1991) and response surfaces, would not be readily applicable in this context and, hence, the necessity
of a new definition.
The term SG is reminiscent of a “stochastic weather generator” (SWG), another widely used class of models in geo-
science (Wilks & Wilby, 1999). There are however two substantial differences that justify the use of a new definition,
firstly, its aim, an SWG focuses on observational typically in situ data for generating synthetic “weathers,” which act as
input in other (typically finer scale) models. What we propose here is focused on computer generated data and is not envi-
sioned as input for other models (although it is possible). Secondly, for the methodology, the vast majority of SWGs are
focused on temporal dependence at different scales for one or few sites, whereas the SGs are focused both on spatial and
temporal dependence (although in this work, we focus only on the spatial part).
4.2 The statistical model
Wenow provide amodel for 2025 LENS temperature anomaly. The latitude is denoted by Lm,m = 1, … ,M, the longitude
is denoted by 𝓁n,n = 1, … ,N and the realization is denoted by r = 1, … ,R.
As argued, among many, by Collins (2002), Collins and Allen (2002), and Branstator and Teng (2010), the deter-
ministically chaotic nature (Lorenz, 1963) of the primitive equations governing the climate model is such that a small
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perturbation in the atmosphere generates independent simulations after a few steps (conditional on the climatology).
Therefore, if we denote 𝜺r = {𝜀r(L1,𝓁1), … , 𝜀r(L1,𝓁N), … , 𝜀r(LM,𝓁N)}, we assume that
Zr = 𝝁 + S𝜺r, 𝜺r
iid∼  (0,𝚺(𝜽glob)). (8)
Here, S = diag{sL,𝓁} is a diagonal matrix, estimated as the sample standard deviation from 1√2 (Z1 − Z2). 𝚺(𝜽glob) is the
correlation matrix of an axially symmetric model (3), parametrized by 𝜽glob = (𝜽lon,𝜽lat). The normality assumption is a
good approximation for annual data from CESM1, as shown in the diagnostics by Castruccio and Stein (2013) and Jeong,
Castruccio, et al. (2018). The next two sections are devoted to the description of the model for 𝝁 first and, then, for 𝜽glob.
4.2.1 Mean structure
From (8), we estimate 𝝁, the mean temperature anomaly at each grid point. Previous works (e.g., Castruccio &
Genton, 2016; Jeong, Castruccio, et al., 2018) have proposed a smoothing spline in time with a mild penalty to account
for a slowly varying climate. Because the temporal component is removed and we are exclusively interested in the spatial
patterns, here, we perform a principal component analysis (PCA, or empirical orthogonal function, EOF in geoscience
terminology) of the ensemble mean Z̄ = 1R
∑R
r=1 Zr. PCA is performed by assuming latitudinal dependent loadings, and
we consider only the first 20 eigenvalues, resulting in a visually similar large-scale structure of the temperature field,
whereas local spatial structure is captured by 𝜺r in (8) (Castruccio et al., 2018).
Once ?̂? is obtained, the residuals are computed as ?̂?r = Zr − ?̂?, and they are used to estimate the spatial structure. With
an abuse of notation, in the next sections, we denote with r both the five realizations in the training set as well as the
T = 95 time steps, for a total or R = 95 × 5 = 475. Inference to estimate 𝜽glob = (𝜽lon,𝜽lat) in (8) from ?̂?r relies on
considering the restricted maximum likelihood, that is, computing the likelihood difference across realizations and time
to remove the trend effect. Details can be found in Castruccio and Stein (2013) and are not reported here.
4.2.2 Stochastic structure
The unscaled error 𝜺r at one latitude consists of equally spaced observations on a circle. Axial symmetry further implies
stationarity across this circle, and hence, it can be equivalently expressed spectrally through a Fourier transform across
longitude. In other words, if 𝔦 is the complex unit such that 𝔦2 = −1, then
𝜺r(Lm,𝓁n) =
∑N−1
c=0
e𝔦𝓁nc
√
𝑓m(c)?̃?r(c,Lm),
corr(?̃?r(c,Lm), ?̃?r(c′,Lm′ )) = 𝛿(c = c′)𝜌m,m′ (c),
(9)
where ?̃?r(c,Lm) is the transformed error in the spectral domain for wave number c at latitude Lm. fm(c), c = 0,N − 1 is the
discrete spectrum across wave numbers c, whose functional form is a modification of the Matérn adapted to the circular
geometry. Along the lines of Castruccio and Stein (2013) and Poppick and Stein (2014), we assume
𝑓m(c) =
𝜙m{
(𝛼m)2 + 4sin2
(
c
N 𝜋
)}𝜈m+1∕2 , (10)
so that 𝜽lon = {(𝜙m, 𝛼m, 𝜈m),m = 1, … ,M} are estimated, and because the estimation is independent for every m,
parallel inference is deployed. (10) assumes stationarity across longitudes, but it could be used as a building block for
more flexible models whose spectrum is evolutionary changing across land/ocean boundaries (Castruccio & Guinness,
2017) and mountain ranges (Jeong, Castruccio, et al., 2018).
The function 𝜌m,m′ (c) in (9) represents the coherence across latitudes for each wave number c. Castruccio et al. (2014)
and Castruccio and Genton (2016) proposed the following model:
𝜌m,m′ (c) = 𝜌m−m′ (c) =
⎡⎢⎢⎢⎣
𝜉{
1 + 4sin2
(
c
N 𝜋
)}𝜏
⎤⎥⎥⎥⎦
|m−m′|
, (11)
where c = 0, 1, … ,N − 1, and 𝜉 ∈ (0, 1) represents the rate of decreasing coherence as the lag between two bands
increases, and 𝜏 represents the rate for decreasing wave numbers so that 𝜽lat = (𝜉, 𝜏).
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4.3 Axial symmetry on a regular lattice
The methodology provided in Section 3 allows for flexible definitions of axially symmetric processes by explicitly writing
the covariance function. In the case of the LENS, or more generally of modern data sets from satellite or climate models,
a covariance-based approach is in principle possible but impractical. If we focus on a single realization, Gaussian process
inference for all the points on the grid, that is,MN points, requires storage of O(M2N2) entries, as well as O(M3N3) flops
per likelihood evaluation, thus making frequentist or Bayesian inference impossible for even moderately large data sizes.
Indeed, for a data set of 50,000 locations, a standard size for modern climate models, would require to perform linear
algebra operations with a covariance matrix of 19 GB, a size that is prohibitive for the RAM of most computers.
It is possible to rely on popularmodel-based approximationmethods such as fixed-rank kriging (Cressie& Johannesson,
2008), predictive processes (Banerjee, Gelfand, Finley,& Sang, 2008), or stochastic partial differential equations (Lindgren,
Rue, & Lindström, 2011). However, as argued in Castruccio and Genton (2018), a regularly gridded spatial design such as
the one in this application allows for exact likelihood evaluation for extremely large data sets, by leveraging on a spectral
representation. Indeed, the assumption of axial symmetry implies that, for each latitude, the process can be represented
exactly through a Whittle likelihood, and that it is only necessary to specify the latitudinal dependence across the same
wave number in the spectrum. This implies that, instead of storing a fully unstructured covariance matrix of O(M2N2)
entries, we require to store O(M2N) in the spectral domain, and instead of O(M3N3), we require O(M3N) flops.
The computational convenience for the spectral representation comes at the expenses of a lack of the existence of a
continuous underlying process, which would require the definition of a covariance function, or a continuous spectrum.
Therefore, the model we propose in this application is suitable for simulations, but not for kriging.
4.4 Results
Once ?̂?, ?̂?lon, and ?̂?lat in (8) are obtained, we obtain surrogate runs from the SG according to Algorithm 1.
The implications of an effective stochastic approximation are not to be understated: The SG proposed can be trained
on only five out of the 35 runs, yet it is able to simulate spatially resolved maps, which are visually similar (in the sense
discussed in Castruccio et al., 2018) to the original computer model, to the extent that identifying which is the original
data would be challenging. Moreover, while the fit of the model is somewhat computationally expensive, Algorithm 1
could be run on a simple laptop and be used to generate an arbitrary numer of SG runs almost instantaneously.
Figure 6a,b represents the ensemble mean from the original 35 LENS runs (a) as compared with the mean of 35 SG
realizations (b) (trained on only five runs), for the temperature anomaly in 2025. The two temperaturemaps are strikingly
similar, with a hot spot in the Hudson Bay, more regular anomaly over the oceans, and more variable values across the
Himalaya range. Figure 6c,d represents the LENS standard deviation for each point (c), comparedwith the sample SG stan-
dard deviation (d). The variability is also well captured, with higher variability at high latitudes, discontinuous patterns
over the Himalayas region, as well as a variable temperature over the equatorial Pacific, a signature of the multiannual
scale of El Niño.
The value of SG is apparent when focusing on some locations with the aim of assessing the internal variability of the
site-specific temperature. In Figure 7, the 35 LENS runs were compared against 500 SG realizations (a task that required
only a few seconds on a laptop), for Newcastle Upon Tyne (a) and Chicago (b). The projected temperature change, as
well as its uncertainty, is higher in Chicago due to its continental weather being teleconnected to changes in the Arctic,
whereas Newcastle's climate is less variable due to its proximity to the ocean. The two sites are therefore representatives
of two very different climate regimes, and the SG is able to represent the overall uncertainty as depicted by the “+” on top
of each panel with just the five runs in the training set, represented by the “*”.
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FIGURE 6 A comparison of the Large ENSemble (LENS) and the stochastic generator (SG) for the 2025 temperature anomaly field. The
original 35 LENS runs were compared against 35 surrogates from the SG in terms of (a,b) ensemble mean and (c,d) ensemble standard
deviation. (a–c) represent the results from the LENS; (b–d) represent the results from the SG
FIGURE 7 Comparison of the Large ENSemble (LENS) and the stochastic generator (SG) for the 2025 temperature anomaly in the grid
point including Newcastle Upon Tyne (a) and Chicago (b). The “+” on top of each panel represents Z1(L,𝓁), … ,ZR(L,𝓁), the R = 35 LENS
runs for the corresponding latitude. “*” represents the five Zr(L,𝓁) randomly chosen from the LENS and used in the training set. The
histograms were obtained from the SG surrogates Z̃1(L,𝓁), … , Z̃R(L,𝓁), with R = 500 from Algorithm 1
5 CONCLUSION AND DISCUSSION
In this work, we have presented two applications of spatial statistics for Gaussian random fields: one in traditional geo-
statistics and one focused on stochastic generators. Both applications use the same class of models, but the different goals
of the analysis require a substantially different implementation.
Geostatistical applications require sampling from a continuous random field, which would allow to perform kriging
and, hence, produce high-resolutionmaps. This requires a definition of a covariance, but the large size ofmodern data sets
is such that a naïve covariance-based inference is unfeasible, and subsampling or approximated methods are necessary.
A simulation-based application for climate models does not require an underlying continuous random field and can
leverage on regular gridded geometries to perform inference and simulation without using a covariance matrix, thus
circumventing computational issues.
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We worked with global data, and we argued that the definition of valid Gaussian processes requires a different theory
from Euclidean spaces. For geostatistical applications, improved covariance modeling will necessarily require to relax
the axially symmetric assumption and propose models that are nonstationary in longitude, possibly by allowing a chang-
ing spatial structure across a land/ocean and mountains. Stochastic generators have achieved both goals (Castruccio &
Guinness, 2017; Jeong, Castruccio, et al., 2018), but the approach is fine tuned for regular grids, and it is unclear whether it
would be possible to have an equally flexible model for irregular designs and/or assuming sampling a continuous random
field, even at the expenses of more burdersome computations.
Finally, while the proposed models are appropriate for monthly or annual data, modeling data at higher temporal res-
olution would necessarily require non-Gaussian models. Stochastic generators have proposed feasible solutions ranging
from Tukey g-h random fields for monthly winds (Jeong, Castruccio, et al., 2018) to multilevel skew-t for daily wind have
been proposed (Tagle et al., 2018, Tagle, Castruccio, & Genton, 2018).
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