We have taken advantage of the recent increase in strong-motion data at close distances to derive new attenuation relations for peak horizontal acceleration and velocity. This new analysis uses a magnitude-independent shape, based on geometrical spreading and anelastic attenuation, for the attenuation curve. An innovation in technique is introduced that decouples the determination of the distance dependence of the data from the magnitude dependence. where A is peak horizontal acceleration in g, V is peak horizontal velocity in cm/ sec, M is moment magnitude, d is the closest distance to the surface projection of the fault rupture in km, S takes on the value of zero at rock sites and one at soil sites, and P is zero for 50 percentile values and one for 84 percentile values.
INTRODUCTION
New data, particularly from the 1979 Coyote Lake and Imperial Valley earthquakes in California, provide a much improved basis for making ground-motion predictions at small distances from the source. In this report we update our earlier efforts and we introduce some improvements in statistical technique that should give better determination of the effects of both magnitude and distance on ground motion.
We examine here the dependence of peak horizontal acceleration and peak horizontal velocity on moment magnitude (M), distance, and recording-site geology. The results for velocity should be considered provisional pending the integration of more records. We do not intend to imply a preference for peak horizontal acceleration or velocity as parameters for describing earthquake ground motion; we are simply recognizing their widespread use.
This work differs in several important ways from our previous work. Improvements in statistical analysis techniques permit us to develop prediction equations with an explicit magnitude dependence. The newly available close-in data permit us to extend the prediction equations to zero distance. In doing this we have modified the measure of distance used in the previous work and adopted a different functional form for the prediction equation. y is either peak horizontal acceleration or velocity, N is the number of earthquakes in the data sample, and d is the closest distance from the recording site to the surface projection of the fault rupture. Values for a~, b, and c are determined by the linear regression for a chosen value of h, and h is determined by a simple se~ch procedure to minimize the sum of squares of the residuals. Once the ai values are determined, they are used to find, by least squares, a first, or second-order polynomial representing the magnitude dependence.
ai = c~ + fiMi + "tMi 2.
(2)
The use of dummy variables such as Ei and S to divide the data into classes is a well-known technique in regression analysis (Draper and Smith, 1966; Weisberg, 1980) . Similar techniques have been used before for classifying strong-motion data according to site geology (for example, Trifunac, 1976; McGuire, 1978) . Extension of the technique by employing the variable Ei has the advantage that it decouples the determination of magnitude dependence from the determination of distance dependence. To see an example of this advantage, note that the data from a single earthquake is typically recorded over a limited range of distance, If the regression analysis were done in terms of magnitude and distance simultaneously, errors in measuring magnitude would affect the distance coefficient obtained from the regression. Another advantage of the approach is that it causes each earthquake to have the same weight in determining magnitude dependence and each recording to have the same weight in determining distance dependence, which intuitively seems appropriate. The method can be considered the analytical equivalent of the graphical method employed by Richter (1935 in developing the attenuation curve that forms the basis for the local magnitude scale in southern California. The method described here might prove to be useful in the development of local magnitude scales.
The form chosen for the regression is the equivalent of where k is a function of M and q is a constant. This corresponds to simple pointsource geometric spreading with constant-Q anelastic attenuation. Strictly speaking, this form would apply only to a harmonic component of the ground motion, not to peak acceleration or peak velocity. Since the coefficients are determined empirically, however, we believe the application to peak parameters is an appropriate approximation. We realize that the rupture surface is not a point source for recording sites close to the rupture in a large earthquake, The source of the peak motion, however, is not the whole rupture surface but rather some more restricted portion of it. Even if rupture were instantaneous over the whole surface, which would seem unlikely, the whole surface could not contribute to the motion at any one time because of finite propagation velocities.
The parameter h is introduced to allow for the fact that the source of the peak motion values may not be the closest point on the rupture. If the source of the peak motion were directly below the nearest point on the surface projection of the rupture, the value of h would simply represent the depth of that source. In reality the value obtained for h incorporates all the factors that tend to limit or reduce motion near the source, including any tendency for the peak horizontal acceleration to be limited by the finite strength of near-surface materials (Ambraseys, 1974) . The value of h also incorporates any factors that tend to enhance the motion near the source, in particular, directivity .
We use moment magnitude (Hanks and Kanamori, 1979 ) defined as
where Mo is seismic moment in dyne cm. We prefer M to surface-wave magnitude or local magnitude because M corresponds to a well-defined physical property of the source. Furthermore the rate of occurrence of earthquakes with different M can be related directly to the slip rate on faults (Brune, 1968; Anderson, 1979; Molnar, 1979; Herd et al., 1981) . It has been argued that local magnitude is preferable for use in predicting ground motion for engineering purposes because local magnitude is based on measurements at frequencies in the range of engineering significance. It is not clear that local magnitude is in fact a better predictor of ground motion in that frequency range, but, even if it were, the use of local magnitude for predicting ground motion in a future earthquake might merely have the effect of transferring the uncertainty from the step of predicting ground motion given the local magnitude to the step of predicting the local magnitude. [We have done an analysis predicting peak horizontal acceleration and velocity in terms of Richter local magnitude (Joyner et al., 1981) similar to the analysis presented here in terms of moment magnitude. The results are comparable.] The closest distance to the surface projection of the fault rupture is taken as the horizontal component of the station distance rather than the epicentral distance or the distance to the surface projection of the center of the rupture, because the latter two alternatives are clearly inappropriate in such important cases as Parkfield 1966 or Imperial Valley 1979 where recording sites are located close to the rupture but far from the epicenter and rupture center. Ideally one would work with the distance to the point on the rupture that contributes the peak motion, but it would be difficult to determine the location of that point for past earthquakes and in the present state of knowledge impossible for future earthquakes. The use of our measure of distance in the development of prediction equations is the equivalent of considering the placement of strong-motion instruments and the placement of structures as analogous experiments from the statistical point of view.
In our earlier work , we used the shortest distance to the rupture as the measure of distance, whereas here we use the shortest distance to the surface projection of the rupture. The reason for the change is the introduction of the parameter h, which makes allowance, among other things, for the fact that the source of the peak motion may lie at some depth below the surface. If we used the former measure of distance for d, then we would be compensating twice for the effect of depth.
To estimate o3, the standard error of a prediction made using the procedures described here, we use the equation
where g~ is the standard deviation of the residuals from the regression described by equation (1) and Oa is the standard deviation of the residuals from the regression described by equation (2). This is based on two assumptions: first, that the error in determining the attenuation curve in equation (1) is negligible compared to the residual of an individual data point relative to that curve and second, that all of the variability ffa is due to the stochastic nature of the relationship between ai and M and none is due to measuring error in ai or Mi such as might be caused by inadequate sampling. We believe that the first assumption is probably true, and the second, although not strictly true, is close enough to give a satisfactory approximation to Oy.
DATA
The data set for peak acceleration consists of 182 recordings from 23 earthquakes and for peak velocity 62 recordings from i0 earthquakes. Six of the earthquakes in the peak acceleration data set and four of the earthquakes in the peak velocity data set were recorded at only one station. Such data are given zero weight in the analysis. The data sets are restricted to earthquakes in western North America with M greater than 5.0 and to shallow earthquakes, defined as those for which the fault rupture lies mainly above a depth of 20 km. For peak values we use the larger of the two horizontal components in the directions as originally recorded. Others (e.g., Campbell, 1981) have used the mean of the two components. For his data set Campbell reports that, on the average, the larger value for peak acceleration exceeds the mean by 13 per cent. The small symbols on Figure 1 show the distribution of the peak acceleration data in magnitude and distance; the large symbols indicate data points not included in our data set but compared with our prediction equations in Table 5 . Figure 2 shows the distribution of the peak velocity data in magnitude and distance. Table 1 lists the earthquakes and gives the source of data used in assigning magnitudes and station distances. For earthquakes through 1975 the sources of strong-motion data and geologic site data are given in a previous publication . Many of the acceleration data for these earthquakes were taken from Volume I of the series "Strong-Motion Earthquake Accelerograms" published under the direction of D. E. Hudson by the Earthquake Engineering Research Laboratory of the California Institute of Technology. Volume I of that series was used for acceleration instead of Volume II because the procedures used in producing Volume II tended to bias the peak acceleration toward lower values. For more recent earthquakes, sources of strong-motion data include Porter (1978) , PorceUa (1979 , and Boore and Porcella (1981 Agbabian Associates (1978, 1980a, b) . In the case of two stations (290 Wrightwood, California, and 1096 Fort Tejon, California), site classifications made by were changed on Fro. 1. Distribution in M and d of the data set for peak horizontal acceleration (small symbols). The large symbols show other data points which are compared with the results of the prediction equation in Table 5. the basis of new information given by Agbabian Associates (1978, 1980a, b) . The strong-motion data and site classifications are given in Table 2 . For some of the recent earthquakes geologic data were not available for all sites. Since only acceleration data were available for those earthquakes and since earlier studies had shown that peak acceleration is not correlated with geologic site conditions, we proceeded with the analysis without geologic site data for those earthquakes.
The M values ( Dept. of Commerce, 1973) ; an ML of 6.2 was calculated from the strongmotion record at the Esso Refinery .
On the basis of evidence , Crouse, 1978 suggesting that large structures may bias the ground-motion data recorded at the base of the structure, we excluded from the data set records made at the base of buildings three or more stories in height and on the abutments of dams. We excluded all earthquakes for which the data were in our opinion inadequate for estimating the source distance to an accuracy better than 5 km (see Page et al., 1972, Table 5 ).
Bias may be introduced into the analysis of strong-motion data by the fact that some operational instruments are not triggered. To avoid this bias we employed the
Fro. 2. Distribution in M and d of the data set for peak horizontal velocity.
following procedure: for each earthquake the distance to the nearest operational instrument that did not trigger was determined or in some cases estimated. All data from equal or greater distances for that earthquake were excluded. In contrast to our earlier work the cutoff distance was different for each earthquake. For a few records peak accelerations were reported only as "less than 0.05g." In those cases we noted the smallest distance for such a record and excluded all data recorded at equal or greater distances for that event. There exists a possibility of bias in analyzing peak velocity data because high-amplitude records may have been preferentially chosen for integration. To avoid this bias we noted the distance of the nearest record that had not been integrated, except records for which we knew definitely that the reason they were not integrated had nothing to do with amplitude. We then excluded all velocity data recorded at equal or greater distances for that event. Recording sites were classified into two categories, rock and soil, using the best available information in the same way as done in earlier work . Sites described by such terms as "granite," "diorite," "gneiss," "chert," "graywacke," "limestone," "sandstone," or "siltstone" were assigned to the rock category, and sites described by such terms as "alluvium," "sand," "gravel," "clay," "silt," "mud," "fill," or "glacial outwash" were assigned to the soil category, except that if the description indicated soil material less than 4 to 5 m thick overlying rock, the site was classified as a rock site. Resonant frequencies of soil layers as thin as that would generally be greater than 10 Hz and thereby outside the range of frequencies making up the dominant part of the accelerogram.
RESULTS
The ai values resulting from the regression analysis of peak acceleration data using equation (1) are plotted against M in Figure 3 . Earthquakes represented in the data set by only one record are shown in Figure 3 by diamonds and are excluded in the fitting of the polynomial. The coefficient of the second degree term of the polynomial is not significant at the 90 per cent level and the term is omitted.
The effect on the final prediction equations of excluding the points represented by the diamonds in Figure 3 is relatively small. The effect on the 50 percentile values ranges from a 40 per cent increase at magnitude 5.0 to a 10 per cent decrease at magnitude 7.7. The points were excluded in an effort to obtain the best possible estimates of the parameters of the prediction equation. The two lowest points in Figure 3 , which represent the two Santa Rosa earthquakes recorded at the same site, are not representative of the earthquakes. In both earthquakes, instruments at eight sites recorded higher peak horizontal acceleration than the record included in the data set even though they were at greater distances . (These other records were excluded because their distances exceeded the distance of the closest operational instrument that did not trigger.) Combining the results of the analyses using equations (1) and (2), we obtain the following prediction equation for peak horizontal acceleration log A = -1.02 + 0.249M -log r -0.00255r + 0.26P r=(d 2+7.32) 1/2 5.0=M=7.7
where d is defined as in equation (1) and P equals zero for 50 per cent probability that the prediction will exceed the real value and one for 84 per cent probability. The value of P is based on the assumption that the prediction errors are normally distributed, and one could obtain the values of P for other percentiles from a table of the normal distribution function. Because of the limited number of data points, however, the assumption of normality cannot be tested for the tail of the distribution and values of P greater than one should be used with caution. For a few of the recent earthquakes, geologic site data are not available at all sites (Table 2) . A preliminary analysis using only the earthquakes for which site data are available indicated that the soil term is not statistically significant for peak acceleration--a conclusion reached in earlier work --and it is therefore not included. Equation (4) is illustrated in Figure 4 for the 50 and 84 percentiles. It is of interest to note that the magnitude coefficient is the same, to two decimal places, as that given by Donovan (1973) . The coefficient of P in equation (4) represents ay, the standard error of an individual prediction, and is determined from a value of 0.22 for as, the standard deviation of the residuals from the regression described by equation (1) and a value of 0.13 for Oa, the standard deviation of the residuals from the regression described by equation (2) (1) plotted against moment magnitude. Diamond symbols are earthquakes represented by only one acceleration value; those events were not used in determining the straight line.
obtained by McGuire (1978) using a data set specially constructed to avoid bias in the estimate of residuals caused by multiple records from a single event or by multiple records from the same site of different events.
Residuals of the data with respect to equation (4) are plotted against distance in Figure 5 with different symbols for three magnitude classes. No obvious differences in trend are apparent among the three different magnitude classes, giving no support to the idea that the shape of the attenuation curves depends upon magnitude. Within 10 km the standard deviation appears to be less than the overall average; whether this is the result of the relatively few recordings from a small number of earthquakes or is a general phenomenon awaits further data.
To test further the concept of a magnitude-dependent shape for the attenuation curves, we repeated the analysis of the acceleration data using a magnitude-dependent value of h given by where hi and h2 are determined by minimizing the sum of squares of the residuals. The expression was written in terms of [M -6.0] rather than simply M in order to reduce the correlation between hi and hi. We tested the significance of the reduction in variance achieved by going to the magnitude-dependent h, using an approximate method described by Draper and Smith (1966) for multiple nonlinear regression problems. The reduction in variance is not significant. The distribution of the data set in distance, however, is such that this test is not definitive. The value of h has a large effect on the residuals only for values of d less than about 10 km. Since d is greater than 10 km for most of the data set, changes in h bring relatively small changes in the total variance. A more sensitive test is provided by examining the residuals from equation (4) as a function of magnitude for stations with d less than or equal to 10 km ( Figure 6 ). If there is support in the data for a magnitudedependent h, it should show as a magnitude dependence in these residuals. A leastsquares straight line through the points in Figure 6 has a slope of -0.075, and the standard deviation of the slope is 0.045. A glance at the plot, however, shows that even this marginal relationship depends on a single earthquake, an aftershock of the 1979 Imperial Valley earthquake, which contributes all of the points plotted at M = 5.0. If that earthquake is removed, the least-squares straight line through the remaining points has a slope whose value is less than its standard deviation. From this we conclude that the data do not support a magnitude-dependent h. A theoretical argument based on a stochastic source model predicts a slightly magnitudedependent shape equivalent to choosing he = 0.12 in equation (5). The argument is detailed in the Appendix. The resulting prediction equation gives a value of the 50 percentile peak acceleration, for M = 7.7 and d = 0 only 16 per cent less than that of equation (4). Even if we accepted the model without reservation, we would be disinclined to change the prediction equations for a difference so small. Lacking an adequate basis in the data or in theory for choosing between a magnitude-independent and magnitude-dependent shape for the attenuation curve, we have adopted the magnitude-independent shape because it requires fewer parameters.
In order to demonstrate the sensitivity of the prediction equations to the presence of particular earthquakes in the data set, we recomputed the prediction equations repeatedly, each time excluding a different one (or in some cases two) of the earthquakes. This process was carried out for all of the earthquakes that contribute Table 3 , which shows the parameters of the prediction equations and the predicted 50 percentile values of peak acceleration at d = 0 for M = 6.5 and 7.7.
In order to show the effect of h on the residuals, prediction equations were developed for four different values of h bracketing the value determined by least squares. Residuals against these equations are shown in Figure 7 . The value of the distance coefficient b determined by least squares is also shown for each value of h, illustrating the coupling between these two parameters.
The ai values resulting from the regression of peak velocity data using equation (1) represented in the data set by only one record are shown by diamonds and are excluded in fitting the straight line. It is apparent that the exclusion of these events has a relatively small effect in determining the line but a rather large effect on the standard deviation of points about the line. The coefficient of the second-degree term of the polynomial fitted to the pluses in Figure 8 is statistically significant and leads to a curve concave upward. In view of the small number of points, we have suppressed the second-degree term. The prediction equation for peak horizontal velocity is log V = -0.67 + 0.489M -log r -0.00256r + 0.17S + 0.22P r = (d 2, + 4.02) 1/2 5.3 _=M_--< 7. 4 (6) where d and S are as defined in equation (1) and P is as defined in equation (4). Equation (6) is illustrated in Figure 9 . The soil term in equation (6) is statistically significant at the 98 per cent level in contrast to the case of peak acceleration where it is not significant. Similar results have been reported by Duke et al, (1972 ), Tr~nac (1976 . It seems likely that some sort of amplification mechanisms are operating on the longer periods that are dominant on velocity records and that, for the shorter periods dominant on the acceleration records, these mechanisms are counterbalanced by anelastic attenttation. It is important to note that the determination of the soil effect is dominated by data from southern California where the thickness of low-Q material near the surface is typically large. Net amplification of peak acceleration at soil sites may occur for some other distributions of Q.
The coefficient P in equation (6) iS as, the standard error of an individual prediction, and it reflectS a value of 0,20 for o~, the standard deviation of the Fro. 9. Predicted values Of peak horizontal velocity for 50 and 84 percentile as functions of distance, moment magnitude, and geologic site conditions. residuals of the regression of equation (1), and a value of 0.10 for Oa, the standard deviation of the residuals of the regression of equation (2). As with peak acceleration, the value of 0.22 for o s compares reasotiably well with McGuire's (1978) value of 0.28.
Residuals of the peak velocity data with respect to equation (6) are plotted against distance in Figure 10 for the three different magnitude classes. As with peak acceleration, there are no differences in trend among the different magnitude classes that would support a magnitude-dependent shape for the attenuation curves. As with peak acceleration, we further test the idea of a magnitude-dependent shape by plotting the residuals from equation (6) as a function of magnitude for stations with d less than or equal to 10.0 km (Figure 11 ). The slope of the least-squares straight line through the points is smaller than its standard error.
The sensitivity of the prediction equations to particular earthquakes in the data set was examined by repeating the computations, each time excluding a different one of the earthquakes. The results are given in Table 4 . In Figure 12 are shown the residuals of peak horizontal velocity for four different values of h bracketing the value determined by least squares. Also shown is the value of the distance coefficient b determined by least squares for each value of h.
DISCUSSION
The prediction equations are presented in terms of moment magnitude for convenience and for ease of comparison with other studies. Seismic moment, however, is the fundamental parameter, and we believe it desirable to repeat the prediction equations, expressed directly in terms of moment. The prediction equations are constrained by data at soil sites over the whole distance range of interest for M less than or equal to 6.5, the value for the Imperial Valley earthquake. The data set contains no recordings at rock sites with d less than 8 km for earthquakes with M greater than 6.0, and caution is indicated in applying the equations to rock sites at shorter distances for earthquakes of larger magnitudes. Some indication of the applicability of the equations under those conditions can be obtained by comparing the predicted and observed values, given in Table 5, km, M = 6.6). The Pacoima Dam site is a rock site, but the record was excluded from the data set used in the regression analysis because it was recorded on a dam abutment. The observed values are higher than the predicted values for both acceleration and velocity, but the difference is less than the standard error of prediction (ay) for velocity and also for acceleration if the observed acceleration is corrected for topographic amplification (Boore, 1973) .
For distances less than 40 km from earthquakes with M greater than 6.6, the prediction equations are not constrained by data, and the results should be treated with caution. An indication of the applicability of the equation for acceleration in that range of magnitude and distance can be had by comparing predicted and observed values, given in Table 5 , for the Tabas, Iran, and Gazli, USSR, records. These records were not included in the data set because they did not originate in western North America.
We do not propose use of the prediction equations beyond the magnitude limits of the data set, 7.7 for peak acceleration and 7.4 for peak velocity, but we do note that Figures 3 and 8 show no tendency for either peak acceleration or peak velocity The prediction equations predict peak velocities greater than 200 cm/sec for M greater than or equal to 7.0 at close distances. No values that high have ever been observed but we know of no physical reason why they could not occur. At soil sites in an earthquake of M greater than 6.5, the finite strength of the soil might limit the peak acceleration to values smaller than those given by the prediction equations, but determining what that limit would be would require adequate in situ determination of the dynamic soil properties.
On the basis of fewer available data, Trifunac (1976) made estimates comparable to ours for the peak velocity at small distances from earthquakes of magnitude 7.0 and above. gave an estimate of 200 cm/sec for the peak velocity at 10 km from an earthquake like Kern County (M = 7.4), a value somewhat greater than ours (Figure 6 ). Both Trifunac (1976) and employed the attenuation curve used for local magnitude determinations in southern California. That curve is only weakly constrained by data at short distances. Recent data, especially from the 1979 Imperial Valley earthquake, enable us to develop more closely constrained curves for both acceleration and velocity.
The attenuation relationships developed by Campbell (1981; Campbell et al., 1980) for peak horizontal acceleration are compared in Figure 13 with our results. His definition of peak horizontal acceleration differed from ours in that he used the mean of the two components rather than the larger of the two. To compensate for this we have raised his curves in Figure 13 by 13 per cent, a value determined by him. He selected magnitudes to be consistent with a moment-magnitude scale, essentially ML for M _--_ 6 and Ms for M > 6. His measure of distance was "the shortest distance from the site to the rupture zone," whereas our measure is the shortest distance to the surface projection of the rupture. This will make no difference for the large magnitude events, which typically break the surface, but the difference may be significant for the smaller events in which the rupture zone may be at significant depth below the surface. His curve for magnitude 5.5 is cut off at 5 km in Figure 13 because at smaller distances the difference in definition of distance invalidates the comparison. He included only data with distances less than 50 km, which severely limits the number of data points included from higher magnitude events.
The differences shown on Figure 13 are small compared to statistical prediction uncertainty. The most conspicuous difference is the change in shape with magnitude shown by his curves, which may be in part due to the different definition of distance. All things considered, we view the relative agreement between the two sets of curves as more significant than the differences. It suggests that the results of both studies are insensitive to rather large variations in method and assumptions.
It is of some interest to consider the physical interpretation of the parameters in the attenuation relationship. If the values agree with what we would expect from other considerations, we gain more confidence that the model, though oversimplified, is appropriate. The value determined for the attenuation coefficient in the relationship for peak acceleration corresponds to a Q of 700 for an assumed frequency of 4 Hz and 350 for a frequency of 2 Hz. The latter value is probably the more appropriate one to consider because the distant records with frequencies closer to 2 Hz than to 4 Hz dominate in the determination of the attenuation coefficient. The value of the attenuation coefficient in the relationship for peak velocity corresponds to a Q of 180 for an assumed frequency of 1 Hz. These Q values lie in the range generally considered appropriate on the basis of other data and increase our confidence in the model. The smaller value for velocity than for acceleration is consistent with the The values of 7.3 and 4.0 km for h in the relationships for peak acceleration and peak velocity seem reasonable in the sense that they lie in the range of ¼ to { of the thickness of the seismogenic zone in California, where most of the data were recorded. Why the value is less for velocity than for acceleration is not clear. It might be argued that the larger value of h for peak acceleration represents a limitation in acceleration near the source by the limited strength of the near-surface materials. If that were the case, however, one would expect the attenuation curve for earthquakes of magnitude less than 6 to differ in shape from that of earthquakes greater than 6. Figures 5 and 6 show no evidence of this. Another possibility relates Campbell's curves are raised by 13 per vent to compensate for the fact that he defined peak horizontal acceleration as the mean of the two components rather than the larger one as we did.
to directivity. The effect of directivity would be to increase the peak velocity preferentially at sites near the fault. This effect would be reflected in a smaller value for h. Directivity would be expected to have a similar effect on peak acceleration Boore and Porcella, 1980) , but one might speculate that local variations in the direction of rupture propagation or scattering and lateral refraction might in some way reduce the effect of directivity upon the higher frequency waves dominant in the acceleration record.
The magnitude coefficient in the relationship for peak acceleration is 0.25 and has a standard error of 0.04. It thus differs by little more than one standard error from the value 0.30, which corresponds to the scaling of peak acceleration as Mo 1/5 derived theoretically by Hanks and McGuire (1981) by treating the acceleration record as a stochastic process. The magnitude coefficient for peak velocity is 0.49 with a standard error of 0.06. It lies within one standard error of the value 0.5, which corresponds to the scaling of peak velocity as Mo 1/3, appropriate for a deterministic rupture propagating outward from a point (Boatwright, , oral communication, 1981 McGarr, 1981) . It seems quite reasonable that the acceleration should look like a stochastic process and the velocity like a deterministic process.
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APPENDIX
The theoretical arguments for a magnitude-dependent shape, referred to in the text, are based on consideration of the scaling of peak acceleration with magnitude at close and far distances, and follow from an extension of the reasoning given in Hanks and McGuire (1981) . Their stochastic source model predicts that the acceleration time history is to a good approximation a finite-duration sample of bandlimited white, Gaussian noise. Using a result from Vanmarcke and Lai (1980) , Hanks and McGuire {1981) give the following expression for the peak acceleration at a site whose distance to the source is large compared to the source dimensions where Am is the root-mean-square acceleration, So is the duration of the acceleration time history, and To is the predom!nant period of the acceleration. By the Hanks and McGuire source theory, A~ scales as Mo 1/6 and, given the moment-magnitude relation of equation (3), log A~r~ is thereby proportional to moment magnitude with a coefficient of 0.25. Using their scaling of So in terms of moment and assuming To equals 0.2 sec, the logarithm of is approximately proportional to moment magnitude in the range between 6.5 and 7.5 with a coefficient of 0.05. Combining the two factors gives a magnitude coefficient of 0.30 for log Amax. (As stated in the text, this compares with our value of 0.25, which has a standard deviation of 0.04. The difference is only slightly greater than the standard deviation.)
Further considerations are needed for the magnitude scaling close to the source. At small distance from a large source only a restricted portion of the source has an opportunity to generate the peak accelerations. In other words, the effective duration So is fixed even as moment magnitude increases. Furthermore since the predominant period To in Hanks and McGuire's analysis is independent of magnitude, the bracketed term in equation (A1) will also be magnitude independent. Amax at small distance should then scale with magnitude in the same way as Am, provided that A~ is measured over the restricted portion of the record that corresponds to the effective duration. But Arms measured over a fixed interval should scale with magnitude in the same way as Am over the whole record scales at distant stations. The difference in magnitude coefficient between near and distant stations is just the quantity which we have found to be 0.05 in the magnitude range 6.5 to 7.5. By ehoosing h2 = 0.12 in our equations, we ean force the 0.05 differenee in magnitude coefficient between near and distant stations.
