Summary
Timely estimation of deviations from optimal performance in complex systems and the ability to identify corrective measures in response to the estimated parameter deviations has been the subject of extensive research over the past four decades. The implications in terms of lost revenue from costly industrial processes, operation of large-scale public works projects and the volume of the published literature on this topic clearly indicates the significance of the problem. Applications range from manufacturing industries (integrated circuits, automotive, etc.), to large-scale chemical plants, pharmaceutical production, power distribution grids, and avionics.
In this project we investigated a new framework for building parsimonious models that are suited for diagnosis and fault estimation of complex technical systems. We used Support Vector Machines (SVMs) to model potentially time-varying parameters of a First-Principles (FP) description of the process. The combined SVM & FP model was built (i.e. model parameters were trained) using constrained optimization techniques. We used the trained models to estimate faults affecting simulated beam lifetime. In the case where a large number of process inputs are required for model-based fault estimation, the proposed framework performs an optimal nonlinear principal component analysis of the large-scale input space, and creates a lower dimension feature space in which fault estimation results can be effectively presented to the operation personnel.
To fulfill the main technical objectives of the Phase I research, our Phase I efforts have focused on:
1. SVM Training in a Combined Model Structure: We developed the software for the constrained training of the SVMs in a combined model structure, and successfully modeled the parameters of a first-principles model for beam lifetime with support vectors. 2. Higher-order Fidelity of the Combined Model: We used constrained training to ensure that the output of the SVM (i.e. the parameters of the beam lifetime model) are physically meaningful. 3. Numerical Efficiency of the Training: We investigated the numerical efficiency of the SVM training. More specifically, for the primal formulation of the training, we have developed a problem formulation that avoids the linear increase in the number of the constraints as a function of the number of data points. 4 . Flexibility of Software Architecture: The software framework for the training of the support vector machines was designed to enable experimentation with different solvers. We experimented with two commonly used nonlinear solvers for our simulations.
The primary application of interest for this project has been the sustained optimal operation of particle accelerators at the Stanford Linear Accelerator Center (SLAC). Particle storage rings are used for a variety of applications ranging from 'colliding beam' systems for high-energy physics research to highly collimated x-ray generators for synchrotron radiation science. Linear accelerators are also used for collider research such as International Linear Collider (ILC), as well as for free electron lasers, such as the Linear Coherent Light Source (LCLS) at SLAC. One common theme in the operation of storage rings and linear accelerators is the need to precisely control the particle beams over long periods of time with minimum beam loss and stable, yet challenging, beam parameters. We strongly believe that beyond applications in particle accelerators, the high fidelity and cost benefits of a combined model-based fault estimation/correction system will attract customers from a wide variety of commercial and scientific industries. Even though the acquisition of Pavilion Technologies, Inc. by Rockwell Automation Inc. in 2007 has altered the small business status of the Pavilion and it no longer qualifies for a Phase II funding, our findings in the course of the Phase I research have convinced us that further research will render a workable model-based fault estimation and correction for particle accelerators and industrial plants feasible.
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-Introduction
In this section we briefly introduce this project's hybrid framework for building parsimonious models that are suited for diagnosis and fault estimation of complex technical systems. Specific applications to the control, operation and diagnosis of large particle accelerators are described. This hybrid framework uses Support Vector Machines (SVMs) to model potentially time-varying parameters of a First-Principles (FP) description of the process (Fig. 1) . Unlike prior approaches to modelling, the combined SVM & FP model may be built (i.e. model parameters trained) with extremely efficient optimization techniques. The trained models are suitable for online/offline diagnosis and fault estimation in realistic applications with large number of input and output parameters. The proposed framework allows for optimal nonlinear mapping of large input spaces into lower-dimension feature spaces, and is critically important to accurate estimate of the fault, specially with highly noisy measurements.
-Fault Estimation and Diagnosis for Fail-Critical Applications -Main Challenges
Timely estimation of deviations from optimal performance in complex systems and the ability to identify corrective measures in response to the estimated parameter deviations has been the subject of significant research effort over the past four decades. The implications in terms of lost revenue from costly industrial processes, operation of large-scale public works projects and the volume of the published literature on this topic clearly indicates the significance of the problem. Applications range from manufacturing industries (integrated circuits, automotive, etc.), to chemical plants, pharmaceutical production, power distribution grids, and avionics.
For this proposal, the primary application for demonstration of the technique is the sustained optimal operation of particle accelerators at the Stanford Linear Accelerator Center (SLAC). One common theme in the operation of particle storage rings 1 and linear accelerators 2 is the need to precisely control the particle beams over long periods of time with minimum beam loss and stable, yet challenging, beam parameters. In either case, however, effects caused by component drift/failure, and disturbances (such as temperature and ground motion) tend to detune operating conditions away from optimum values. Timely detection of the onset of this detuning (i.e. fault), accurate estimate of the probable sources of the fault, and hands-off determination of appropriate corrective measures (within operational constraints) via a combined SVM & FP model that is suitable for both local and global analysis of the fault is the key objective of this project 3 .
Despite the well-recognized importance of early fault detection (i.e. detection of deviations from optimal tuning), and the need for timely identification and correction of faults for sustained plant operation, a hands-off solution to the problem has yet to emerge. Clearly there is and will be increased need for commercial software for online model-predictive fault estimation in critical applications where gradual deviations from optimal operating conditions lead to plant malfunction or even shutdown. In our view, the following challenges have hindered the development of such software:
1. Parsimonious models of the process that are suitable for real time optimization, prediction, and control have been difficult to build for complex large-scale nonlinear systems.
2. Fast optimization algorithms have not been available for online fault estimation in large-scale systems with fast dynamics where the solver must converge in a fraction of a second for online fault estimation to be feasible.
First-Principles Model Support Vector
Machine Pavilion Technologies proposed to investigate the systematic ways to overcome these challenges. The techniques for doing so and the mathematical foundation for these techniques are briefly described in this report. This report also provides the results from our simulation studies in Phase I that will clearly demonstrate the feasibility of the approach.
The primary target application was the modelling of beam-response measurements for electron storage rings at SLAC beyond linear range for model-based fault estimation and correction. More specifically we proposed the following:
1. Develop a series combination of SVM & FP models as a framework to accurately represent large scale nonlinear processes in particle accelerators and industry. The goal was to show that:
(a) With a combined SVM & FP framework, process data and fundamental process knowledge are utilized in an optimal manner 4 . Objective functions and constraints allow the user to define the optimality criterion in a transparent way. (b) SVM formulation enables optimal nonlinear mapping to a lower-dimension feature space, optimally removing redundancy in measured data through a nonlinear principal component analysis of the process data. This feature will render our proposed approach applicable for online fault estimation in large-scale systems (in addition to offline applicability). (c) Expert's knowledge about fault conditions can be systematically utilized (e.g. as constraints for fault estimation problem). Transparent inclusion of this knowledge simplifies maintenance and modification of the knowledge over the lifetime of the application.
2. Implement efficient optimization algorithms to estimate changes in system model parameters given deviations from the normal/desired system response. A priori knowledge about the sources of deviations from the nominal condition (in the form of probability distribution functions) can be systematically included in the optimization problem and the optimization problem will remain convex.
3. Advance the state of the art in support vector machines by producing original insight into the requirements for efficient training of the support vectors when their output(s) are not directly measured.
In this project, SLAC worked with Pavilion to investigate the use of a combined SVM-nonlinear model for the beam life time so that deterioration of beam quality could be detected and automatically corrected (within operational constraints) more effectively than currently performed.
-Fault Estimation and Diagnosis for Particle Storage Rings and Linear Accelerators
The primary application of interest at host laboratory SLAC is sustained operation of particle storage rings and linear accelerators at optimum performance levels. Particle storage rings are used for a variety of applications ranging from "colliding beam" systems for high-energy physics research to generation of high power, collimated x-ray beams for synchrotron radiation science. Similarly, linear accelerators are used for collider research such as International Linear Collider (ILC) as well as for short pulse, high power free electron lasers (FEL), such as the Linear Coherent Light Source (LCLS). One common theme in the operation of storage rings and linear accelerators is the need for precision control of the particle beams over long periods of time with minimum beam loss and stable beam parameters.
Up to now, when the systems operate normally, the task of maintaining quality beam delivery can be achieved for relatively short periods of time in a linear accelerator and for longer periods of time in storage rings. In either case, effects caused by component drift and other factors (temperature, ground motion, etc) tend to detune operating conditions away from optimum values. As a consequence, the on-going correction of key parameters such as optical functions, beam emittance and coupling requires intervention of experts to resolve discrepancies from the optimum values.
As described below, Response Matrix Analysis (RMA) techniques are used to compare measured data with the accelerator model in order to diagnose drift or faults among a large array of system parameters. When the optical functions deviate from optimum in a storage ring light source, for instance, beam brightness and in some cases beam lifetime are compromised. The effect is more damaging in a free-electron laser where the beam emittance and energy spread must fall within stringent tolerances to fulfill the lasing criteria. Given the high costs associated with operating a multi-GeV linear accelerator and maintaining complicated experimental apparatus, time lost to "tuning" accelerator for requisite beam conditions can erode the laboratory operating budget and undermine scientific production at the research facility.
1.2.1 -The Current SLAC Solution and its Limitations: Typical techniques used to diagnose accelerator operation involve Response Matrix Analysis (RMA) and related error-finding software. The basic principle behind RMA is to acquire large data sets containing the response of the beam position as it is scanned through the spatially-varying magnetic field structure of the accelerator magnets. Simultaneously, a simulated response matrix is "computed" using the online accelerator model. The analysis proceeds by varying parameters within the model to make the computed "model" response matrix agree with the measured response matrix. As the agreement between model and measured data converges, the model yields a progressively more accurate representation of the physical accelerator hardware.
For storage ring systems, the response matrix data often comes in the form of "closed orbit" perturbation measurements whereas for linear accelerators and transport lines the response matrix data comes in the form of "betatron oscillation" measurements. Closed orbit analysis can be thought of as a "global" accelerator diagnostic, although the same data can be used to "locally" diagnose specific components in the storage ring such as the beam-collision area or an insertion device. Analysis of betatron oscillation data from a linear accelerator is often used to diagnose more localized regions of the system. In this case, the analysis can be complicated by variation of beam energy along the accelerating system, but precise knowledge and control of the beam energy profile is critical to producing the beam parameters required for well-controlled experiments.
It is important to note that each element of the response matrix data set is a non-linear function of the accelerator system parameters. As such, it is common to assume local linearity of the system about the present operating point, Taylor-expand the model to first order and arrange the resulting p. 5 system of simultaneous equations into matrix format for analysis using linear algebra. Singular Value Decomposition (SVD) has been the method of choice for RMA because it provides a natural basis upon which the large-scale least-squares problems can be "filtered" to remove systematic effects or reduce the impact of noise. System non-linearity causes undesirable mode mixing and consequently modelling imperfections. Typically non-linearities (e.g. sextupole fields or BPM 'pincushion' effects in a storage ring) are accounted for by repeated application of the linear algorithm with fresh data and re-expansion of the first-order Taylor series model required at each step.
A more desirable approach would be direct application of modelling techniques taking nonlinearities directly into account. The payoff clearly becomes increasingly important as the non-linear effects increase. A case in point is the photo-cathode gun and associated transport line used at the injector for the SLAC LCLS free-electron laser or the development of an accurate second-order model for example the SPEAR3 light source. Industrial applications in chemical processing plants or power distribution would clearly benefit from developments in the large-scale accelerator systems.
-New Technical
Approach to Address the Current SLAC Problem: Our proposed software system seeks to use response-matrix data in combination with the SVM/First-Principles model approach to develop non-linear models that identify sources of accelerator detuning and suggest corrective action such as change in power supply currents and RF system parameters. The flexible model-based system will permit efficient non-linear control of global beam parameters (such as beam size, beam energy, tunes, chromaticity, etc.) by solving a carefully constructed optimization problem.
Specifically, using large modern computers available today, the operating conditions of the accelerator are systematically recorded with time-stamped "state of the machine" data. With the large amount of information stored it is feasible to identify and correct the cause of operational errors using data-mining techniques such as the Support Vector Machines (SVM) we propose to study. Direct application of non-linear techniques would expedite the presently linear RMA process to enhance machine control and consequently scientific production. Many cases can be resolved without direct intervention by experts.
We propose using both closed orbit (static) response matrix data and turn-turn (storage ring) or betatron oscillation (linac) data in future studies since it is often possible to gather data during normal operations whereas the nominal response matrix data takes dedicated time.
Data from optical diagnostics can also be used in the optimization process. For storage rings this includes on-line pinhole camera measurements of emittance and gated-iccd or streak camera measurements of transverse and longitudinal beam stability. One example of a real pay-off is in the linac application using OTR measurements, wire scanners and/or streak camera measurements to monitor 6-D phase space with optimization directed at delivering the optimum FEL or collider bunch structure.
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Complex systems running under sophisticated closed loop control strategies are now common in all aspects of modern life from manufacturing and process industries, to aircraft and air travel control, to communication and power networks, to particle accelerators. While these controllers are designed to be robust to many types of disturbances, there are some changes in the system, known as faults, that the controller can not handle without changes to its structure, if at all. Such changes include system parameter changes (e.g. heat exchange fouling), disturbance parameter changes (e.g. extreme ambient temperature changes), actuator changes (e.g. sticking valve or damaged corrector magnet), and sensor changes (e.g. biased measurements).
To ensure that the system operations satisfy performance specifications, monitoring systems are used to detect, diagnose, and ideally remove the fault or at least recommend the remedial action to the operation personnel [1] . An effective monitoring system is expected to assist operation and maintenance personnel to make appropriate remedial actions to remove abnormal behavior resulting in reduced downtime, improved safety, and higher profitability of the process.
-Existing Measures for Process Monitoring
The goal of fault estimation is to develop measures that are maximally sensitive and robust to all possible faults [1] . Process monitoring measures may be classified in three categories.
1. Data-driven Measures: Derived directly from data, the strength of data-driven techniques is in their ability to transform the high-dimensional data into a lower dimension in which important information is captured. The main draw back of data-driven techniques is that their proficiency is highly dependent on the quality and quantity of data. data-driven techniques include Principal Component Analysis (PCA), a technique for optimal dimensionality reduction in terms of capturing the variance in data [2] , Fisher Discriminant Analysis (FDA), dimensionality reduction using pattern classification [3] , Partial Least Square (PLS), maximizing covariance between predictor and predicted blocks [4] , and Canonical Variate Analysis (CVA), a generalized singular value decomposition for maximizing correlation measure between two sets of variables [5] . 2. Analytical Measures: Analytical approach uses mathematical models of the process that are often derived from first-principles information for process monitoring. Based on the measured inputs and outputs of the process, the analytical methods use analytical model of the process to generate features for the process. Commonly used features include residuals, parameter estimates, and state estimates [6] . The main advantage of the analytical approach is the ability to incorporate physical understanding of the process into the process monitoring scheme. With a detailed analytical model, the analytical approach "can significantly outperform the data-driven measures [1] ". The disadvantage of the analytical approach is that it is hard to apply this approach to large scale systems, because "detailed models for large scale systems are expensive to obtain given all the cross-coupling associated with a multivariable system [1] ". 3. Knowledge Based Measures: Uses qualitative models to develop fault monitoring measures. Qualitative models are obtained through causal analysis [7] , expert knowledge [8] , and pattern recognition techniques (such as artificial neural networks and self-organizing maps) [9] . The advantage of this approach is that it can incorporate operator knowledge directly, and it could be simple despite the complexity of the underlying process. The disadvantage is in the fact that it does not make direct use of the detailed knowledge of the process and hence it is highly dependent of what expert-knowledge is incorporated in the model.
In general no single approach is always preferable to the others. It is therefore important to have flexible framework in which all measures are easily representable. Providing such an inclusive framework and p. 7 demonstrating its applicability in modelling beam matrix in storage rings at SLAC is the main objective of our Phase I proposal.
-Fault Estimation in Particle Accelerators -Current Status
Currently, in particle accelerator facilities around the world "the principal fault detectors are the operators [10] ", who register a fault upon a malfunction (through a log book or an email) and issue notifications to those responsible. Compared to the alarm monitoring systems in facilities with standardized control systems (such as those in nuclear power plants), the existing alarm systems in accelerator facilities are often in experimental stages and "new monitoring and analysis tools to reduce downtime and to restore safe operation [11] " are in strong demand. This is partly due to the fact that in most of these particle accelerators "the control parameters are frequently changing and evolving and are often themselves under study [10] ".
The significance of a reliable fault monitoring system however has long been recognized and efforts to develop systematic fault monitoring systems, varying in scope and the level of success, have been reported [12, 13, 14] . Fault tolerance (especially in facilities with ambitious goals such as experiments in high-energy physics or highly collimated x-ray generators for synchrotron radiation science) is a major design criterion (e.g. [15] ) and hence the findings of Phase I research is of significance in applications beyond beam matrix modelling that is initially targeted in this proposal.
-Support Vector Machines in Fault Estimation
Support Vector Machines (SVMs) are a new class of kernel-based techniques that are developed within the disciplines of statistical learning theory and structural risk minimization [16] . SVMs are primarily used for classification and nonlinear function estimation (even though preliminary extensions to recurrent models and optimal control are also reported [17] ).
SVMs have attracted considerable attention due to a number of favorable properties. The kernelbased nature of the SVMs allows them to accommodate different types of data (e.g. vectors, strings, trees, graphs) that are common in applications ranging from system identification and control [18] , to pattern recognition and classification [19] , to fault estimation [20] in a straightforward fashion. Additionally, as will be shown in this brief overview, SVM solutions are characterized by convex optimization problems (typically quadratic programming) with a unique global minimum (as opposed to many local minima in other classification and learning methods). Furthermore, the model complexity (embodied in the identified kernel) also follows from solving this convex optimization problem. Once trained, kernels incorporate physical knowledge and unlabelled data into the learning algorithm and hence "summarize the relevant features of the primary data, encapsulate ... knowledge, and serve as input to a wide variety of subsequent data analysis [19] ."
To provide a background for the problem formulation that is described in Section 4, we briefly describe a simple binary classification problem using SVMs 5 . Given a training set { x k , y k } N k=1 with input data x k ∈ R n i , and the corresponding binary class label y k ∈ {−1, +1}, the SVM classifier seeks a nonlinear mapping φ(·) : R n i → R n f , a corresponding weight vector w ∈ R n f , and a bias factor b ∈ R such that for all k ∈ {1, · · · , N } the following holds:
or equivalently
Note that N is the number of data points, n i is the dimension of the input space, and n f is the dimension of a so called feature space to which the 5 The exposition in this section follows an excellent description of SVMs in [18] .
p. 8 inputs are mapped using φ(·). Note that the n f does not have to be explicitly known. The following optimization problem is then defined to identify w and b:
Here c > 0 is a tuning parameter, and ζ k are slack variables allowing for the violation of the constraints, if necessary. It can be shown that the constrained optimization problem in (9) (also known as the primal problem) has a dual formulation that is often easier to solve:
subject to:
where α k are the dual variables,
is the SVM kernel. Several choices for kernel function are possible. Some of the most commonly used kernels are
Note that w is related to α as follows:
To the best of our knowledge the reported applications of SVMs to fault estimation fall within the category of data-driven approaches [20] and our Phase I research has addressed a systematic methodology for its use in model-based fault estimation (especially in large scale systems) that has been lacking. p. 9
-Outstanding Research Issues
The technical approach discussed in Section 4 is motivated by the need to address the following outstanding research issues:
-SVM Training in a Combined Model Structure
To the best of our knowledge the training of SVM models in a combined structure (such as Fig. 1 ) has not been addressed in the literature at all. In phase I, we investigated the training of the SVM models when FP block is a nonlinear static mapping. We attempted to derive the most general conditions under which dual problem can be derived. For the examples of interest in Phase I, the primal formulation proved to be easily solvable. Future research will focus on applying Taylor Series expansion to the nonlinear FP block to show that under mild conditions the optimization problem for the combined model remains convex. We also plan to study the training of the SVM model with a dynamic nonlinear FP block in the future. We anticipate that constraints from physical knowledge of the process will be critical to successful training of the SVM block in the combined model.
-Higher-order Fidelity of the Combined Model
Combined models may in general be expected to have superior accuracy compared to a pure FP model. However, for models to be useful for online optimization (e.g. in a fault estimation scenario), first/second order gains (i.e. derivatives of output w.r.t. input) must also be physically meaningful. To the best of our knowledge, such higher order accuracies are not discussed in the SVM literature. We investigated constrained training of the SVM models (in particular gain-constrained training of the SVMs). An interesting challenge for future research is to see if such constraints could be made data-independent and to evaluate the effect of this generalization on model quality.
-Optimizer Selection
One of the main advantages of the classical SVM formulation is that the optimization problem is convex. For the example of interest in this project, i.e. beam life time model, the training of the combined model of Fig. 1 did not render a convex optimization problem. We experimented with two commercially available nonlinear solvers, LSGRG and SNOPT, in our simulation studies of the combined model training. Future research will compare the performance (i.e. quality, speed, robustness of solutions) of a the above mentioned nonlinear solvers applied to the exact non-convex problem vs. that of a convex solver applied to the approximate problem after Taylor Series expansion to better understand the tradeoffs.
-Implicit First-Principles Models
The standard objective function for the training of the combined model is the sum-squared-error of the FP model outputs. Often, outputs of the FP block in Fig. 1 are only implicit functions of input/state/parameters, i.e. FP model is of the form g(u k , p k , x k−1 , y k ) = 0, where y k is the output vector, u k is the input vector, p k is the parameter vector, and x k−1 is the state vector, and it is not possible to explicitly define the output as y k = G(u k , p k , x k−1 ). This situation (entirely ignored in the literature on combined modelling) warrants careful examination. At least two different formulations are possible: (a) Include y k as decision variables for each datapoint. With this choice, the number of datapoints contributes to the problem size, and (b) Use an inner-loop nonlinear solver/optimizer to obtain the y k values. If there are excess degrees of freedom, this approach leads to an explicit bi-level optimization problem [21] that could be computationally expensive. While the use of the implicit FP models in the context of combined SVM-FP training was beyond the scope of Phase I project, successful use of nonlinear solvers in the course of Phase I research has given new impetus to the need for in depth examination of the implicit FP models in a combined SVM-FP training.
-Numerical Efficiency of the Training
For NLP optimizers, the required gradients must be calculated analytically or estimated numerically. Analytic gradients may be expected to yield more accurate solutions. For large models, obtaining analytic gradient expressions can be a daunting task. Algorithms for symbolic differentiation (such as those in Maple and GAMS) are well known and are expected to be a part of the eventual commercial software for building combined models. Even with such algorithms, how the required gradients are to be obtained plays a significant role in the choice of problem formulation. For example, if an independent inner-loop solver is used for implicit outputs, obtaining gradients may require a further linear inversion routine.
-Flexibility of Software Architecture
The software framework for the eventual fault estimation and monitoring product must be flexible to accommodate: (a) easy interface to different solvers (e.g. interior point and Sequential Quadratic Programming (SQP)), (b) easy navigation of the problem formulation, constraint sets, SVM weights so that the trained model can be analyzed/debugged, (c) easy integration with procedural programs such as expert systems that might be used for some aspects of monitoring in the system, (d) easy interface with various real-time operating systems used in control rooms and plant floors. We planned to address software architecture issues in the Phase II of this project. Pavilion is investigating the requirements for such software architecture at the moment.
-Technical Approach 7
This section provides a detailed description of the problem formulation for: (a) training of the combined Support Vector Machine (SVM) and First-Principles (FP) model (Section 4.1), (b) fault estimation using the combined model (Section 4.2), and (c) nonlinear mapping to lower dimension feature space (Section 4.3). To the best of our knowledge the training of the SVM block in the context of combined model of Fig. 1 is original. The key innovation in our presentation here is the use of Taylor Series expansion to restore convexity of the training and fault estimation problems.
-SVM training in a Combined Model Structure
We assume that the first-principles block, in the combined model of Fig. 1 , is a parametric nonlinear dynamic mapping described as:
where
is the output vector, and p k ∈ R N p ×1 is the parameter vector at time k. Note that, for clarity of the derivation, x k and y k are defined as explicit functions of state/input/parameters. Each element of the parameter vector, p i,k , is modelled as a function of process inputs, u k , using a SVM:
To maintain focus on the central challenge in the training problem (i.e. lack of direct access to SVM output(s)), we only provide a detailed derivation for scalar p k and y k , noting that extensions to nonscalar case are straightforward (and eliminated in the interest of space):
This constrained optimization problem, also known as the primal problem, differs from that studied in the SVM literature due the presence of G k (·) in the constraint set (10) . This constraint set is no longer necessarily convex in w, and hence the primal problem is convex only if G k (·) is convex in w 8 .
For a general nonlinear function G k (·), we propose to restore the convexity of the constraint set, under mild conditions, using Taylor series expansion of G k (·) around ( u 0 , x 0 , p 0 ) as follows:
The constraint set (12) is convex in w if
can be bounded 9 . To derive the dual problem, we will follow the standard derivation procedure in primal-dual optimization problems:
1. Define the Lagrangian as follows:
Solve the following max-min optimization problem to obtain the saddle point of the Lagrangian that characterizes the solution to the primal problem:
for which 
Replacing
with appropriate bounds, the dual problem is as follows:
where α + k , α − k are the dual variables. Note that w is related to α as follows:
-Optimization Problem for Fault Estimation
Once the combined SVM & FP model is trained to represent a process, the combined model can be used to estimate the onset of a fault given: (a) process measurements y, (b) knowledge of disturbance sources in the form of their probability distribution function (pdf), and (c) any other operational data that might be available:
u j ∈ u j,min , u j,max for jth input (19) where Q is the covariance of output measurement noise (and also a tuning parameter), J ν = log p uν | y where p uν | y is the conditional probability density function for νth element of the input vector assuming u ν , given the measurement of the output y. In [22] it is shown that for common pdfs (such as Gaussian noise, Uniform noise, Laplacian noise, exponential noise) the log term in the cost function of Eq. (18) is convex in input vectors, and hence the fault diagnosis problem remains convex if G k (·) is convex (or can be made convex via bounding techniques) 10 .
-Optimization Problem for Dimension Reduction
One of the main features of the Support Vector Machine (SVM) component of the combined model we propose is its ability to efficiently handle large number of inputs and to effectively remove the effect of noise in measurements. As we will show in this section, the SVM block performs two roles in the combined model of Fig. 1 , both of which are crucial to the successful use of the combined models in fault estimation problems in real world applications:
1. The SVM block is an efficient nonlinear function approximation that captures the potentially nonlinear variation of the system parameters as a function of process inputs.
2. The SVM block is capable of performing a nonlinear Principal Component Analysis (PCA) by mapping the large-dimension input spaces into selectably lower dimension feature spaces where redundancy in input data is removed. This mapping can be achieved via a convex optimization 10 Today, an "off-the-shelf solver allows achieving 200-500 millisecond update on a PC in a realistic aircraft application. The computation time can be further reduced by 1-2 orders of magnitude by developing specialized solvers." [26] Such efficiency in our view can lead to ground breaking applications in online accelerator monitoring. Examination of the computational efficiency of the fault estimation is a key objective of the Phase I project.
p. 13 (hence extremely efficiently for realtime applications). The lower dimension feature space can be displayed for operators.
The problem formulation for the nonlinear mapping from large-dimension input space to lower dimension feature space is straightforward [33] :
whereμ φ = 1 N N k=1 φ( u k ) and the optimization problem attempts to force as many elements of the weight vector w to zero as possible. Of course, this objective must be balanced against the nonlinear function approximation property of the combined model as reflected in the optimization problem of Eqs. (9) and (10) . This leads to a multi-objective optimization problem, the solution of which and the study of the potential trade-offs is a major topic for our future research.
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-Phase I Research Results
The main technical objectives of the Phase I research were to demonstrate that: (a) constrained training of the support vector machines in the hybrid model structure of Fig. 1 is possible, and (b) the combined model can be used in a model-based fault detection scenario to identify the most likely source of an observed deviation from normal operation. We have achieved both these objectives by:
1. Successful SVM Training in a Combined Model Structure: We developed the software for the constrained training of the SVMs in a combined model structure, and successfully modeled the parameters of a first-principles model for beam lifetime with support vectors.
2. Imposing Higher-order Fidelity on the Combined Model: We used constrained training to ensure that the output of the SVM (i.e. the parameters of the beam lifetime model) are physically meaningful.
3. Improving Numerical Efficiency of the Training: We investigated the numerical efficiency of the SVM training. More specifically, for the primal formulation of the training, we have developed a problem formulation that avoids the linear increase in the number of the constraints as a function of the number of data points.
Enabling Flexibility in Software Architecture:
The software framework for the training of the support vector machines was designed to enable experimentation with different solvers.
-Fault Detection for Beam Lifetime using Hybrid SVM Models
Synchrotron light is used for a wide variety of scientific disciplines ranging from physical chemistry to molecular biology and industrial applications. The synchrotron light is radiated from a relativistic electron beam circulating in a storage ring particle accelerator [23, 24, 25] . As the electron beam circulates, random single-particle collisional processes lead to decay of the beam current in time. As the electron beam decays, so does the intensity of the synchrotron light resulting in detuned optics in the photon transport lines (e.g. mirrors, gratings, slits), changes in material properties of the experimental sample, degradation of detector performance and uncertainties in data reduction. Hence, at all synchrotrons, a premium is placed on delivering constant photon beam intensity to the photon beam lines [27] .
Efforts to systematically model the electron beam loss in synchrotron light sources have therefore been of primary interest. At SPEAR3, for example, every two weeks, up to 48 hrs of beam time is allocated for machine development studies, including programs to measure, characterize, and mitigate electron beam loss. In this section we introduce the hybrid SVM and first-principles framework for the systematic modeling of electron beam loss. This framework, also known as Parametric Universal Nonlinear Dynamics Approximator (PUNDA), consists of a series connection of a Nonlinear Empirical Model (NEM) block (support vector machine in this case) and a Parametric First-principles Model (PFM) block (see Figure 1 ). The parameters, P k , in the PFM block may vary as a function of process inputs, u. The ultimate goal of this study is to build accurate and computationally efficient models that quantify beam loss from electron-gas scattering (elastic and inelastic) and intrabeam scattering (electron-electron). Once such models are constructed, an optimization-based approach may be adopted to identify potential sources of beam loss when beam loss is detected. Furthermore, having correctly identified current operating conditions of the beam, appropriate corrective actions within operation constraints for the beam, may be determined in a timely fashion to potentially prevent further deterioration of beam quality (hence extending beam life time).
-Physics of Electron Beam Loss:
The physics behind electron beam loss is conceptually straight-forward but nevertheless a highly non-linear process. In principle, the electron beam current decays in time due to (a) elastic electron-gas collisions (Coulomb scattering ) (b) inelastic electron-gas collisions (Bremsstrahlung scattering), and (c) intrabeam electron-electron collisions [28, 29, 30, 32] . In this section, global models for electron beam loss are briefly described.
At any given time t, the instantaneous electron beam current may be written as:
where I 0 is the initial beam current, and τ is the characteristic beam decay time constant. Due to the uncorrelated nature of the collisional processes, the characteristic decay time depends on the individual contributions from Coulomb, Bremsstrahlung, and Intrabeam sources for scattering. Given that we can only measure the net beam decay time, (τ ), the gas and intrabeam components must be inferred from an array of measurements under different experimental conditions. For the simulation study in this paper, τ is assumed to be a non-linear function of vertical scraper position (y s ), RF voltage (V rf ), initial beam current (I 0 ), and total number of bunches (M b ). Over longer time periods of time, electron beam loss deviates from pure exponential and is governed by a more general rate equation:
where N e is the number of electrons, N i is the number of scattering centers, σ i is the scattering cross section for each type of collision, and A i are characteristic proportionality constants. The cross sections σ i quantify the probability of particle loss for each collision process. Note that integration of the rate equation,
2 , yields a beam decay profile in time:
for short times t. The long-term decay curve is more complicated than the exponential expression for instantaneous decay because the density of scattering centers is reduced roughly in proportion to circulating beam current.
The objective of the current study is to build PUNDA models that accurately predict the electron beam decay as a function of electron beam parameters and synchrotron operating parameters. The training of the SVM block in the PUNDA model will be constrained by first-principles models (i.e. particle collision physics) for each scattering mechanism, and hence the trained model will be physically meaningful.
-Simulation Results
For the simulation study in this paper the following first-principles model is used to describe the electron beam loss:
p. 16 where I 0 is the initial beam current, and a and b are parameters of the parametric model for electron beam loss that are functions of the beam operating conditions.
The parameter a = a T + a B + a C , is affected by Touschek (a T ), Bremsstrahlung (a B ), and Coulomb (a C ) effects on beam loss [31] PUNDA structure offers a framework in which both beam data and first principles models may be used to complement one another. The nonlinear empirical model block may be used to capture the less known aspects of the beam decay that is reflected in the operation data but is not fully explained by first-principles information. Once a PUNDA model is verified to capture the beam loss in a particle accelerator, the model can be used to identify potential sources of beam loss in real-time.
p. 17 p. 20 As mentioned in the background section of this proposal (Section 2), analytical and data-driven approaches to fault estimation are highly complementary paradigms. Our proposed Combined Support Vector Machine (SVM) and First-Principles (FP) approach offers a framework in which measured process data and first-principles/operational knowledge are optimally utilized for fault estimation/correction. In our view, the combined approach will emerge as one of the (if not the) most logical and useful frameworks for fault monitoring in complex system applications both online and off-line for the following reasons:
1. Effective handling of large-scale input spaces, and 2. Computational efficiency of the combined models for online fault monitoring and diagnosis.
Even though, the recent acquisition of Pavilion by Rockwell Automation alters the small business status of Pavilion, disqualifying us from pursuing further SBIR funding, we are convinced that further investment will enable the development of a commercial, integrated software designed specifically for easy construction, deployment, and maintenance of the relevant models for fault estimation/correction.
-Commercial Potential, Markets, Customers, and Competition
We believe that the combined SVM & FP paradigm for fault estimation/diagnosis targeted in this research represents such a powerful and enabling technology that it could lead to a major upsurge in the use of online model-predictive fault estimation/diagnosis in a variety of industries. Currently, there is no commercial product that offers such capability, and Pavilion plans to pursue further funding for to make sure that it will be the first to offer this technology to the market.
The successful completion of the Phase I project has provided SLAC with an unprecedented opportunity to define a research project with an ultimate goal to construct nonlinear beam matrix models that are particularly suitable for online fault estimation and correction. The new combined SVM and FP framework is also a versatile analysis tool for post-mortem fault analysis at SLAC and other accelerator/storage ring facilities.
While the results of this research will be very broadly applicable, Pavilion's existing customer base in process industry 11 will provide the initial target market for the innovations in this proposal. Of particular interest to the DOE mission, is Pavilion's biofuel manufacturing customer base 12 . The market size for model-based control/optimization/fault estimation is approximately $450M 13 . Some of the customers have expressed willingness for collaboration to pursue additional funding for the commercialization of the fault estimation product once a prototype becomes available.
In addition to process industry in general, we believe that the high fidelity and cost benefits of a combined model-based fault estimation/correction system will attract customers from a wide variety of commercial and scientific industries. Applications with a need for high-accuracy and high speed fault estimation systems (such as avionics and underwater submarines) could find significant benefits in the findings of this project.
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