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M. Schaerf and M. Cadoli, Tractable reasoning via approximation 
Problems in logic are well-known to be hard to solve in the worst case. Two different strategies for dealing 
with this aspect are known from the literature: language restriction and theory approximation. 
In this paper we are concerned with the second strategy. Our main goal is to define a semantically well- 
founded logic for approximate r asoning, which is justifiable from the intuitive point of view, and to provide 
fast algorithms for dealing with it even when using expressive languages. We also want our logic to be useful 
to perform approximate r asoning in different contexts. We define a method for the approximation of decision 
reasoning problems based on multivalued logics. Our work expands and generalizes in several directions 
ideas presented by other researchers. The major features of our technique am: ( 1) approximate answers give 
semantically clear information about he problem at hand; (2) approximate answers am easier to compute than 
answers to the original problem; (3) approximate answers can be improved, and eventually they converge to 
the right answer; (4) both sound approximations and complete ones are described. 
The method we propose is llexible enough to be applied to a wide range of reasoning problems. In our 
research we considered approximation of several decidable problems with different worst-case complexity, 
involving both propositional and first-order languages. In particular we defined approximation techniques for: 
propositional logic, fragments of first order logic (concept description languages) and modal logic. In our 
research we also addressed the issue of representing the knowledge of a reasoner with limited resources and 
how to use such a knowledge for approximate r asoning purposes. 
Adam J. Grove, Naming and identity in epistemic logic, Part II: A first-order logic 
for naming 
Modal epistemic logics for many agents sometimes ignore or simplify the distinction between the agents 
themselves, and the namer these agents use when reasoning about each other. We consider problems motivated 
by practical computer science applications, and show that the simplest theories of naming am often inadequate. 
The issues we raise am related to some well-known philosophical concerns, such as indexical descriptions, 
de re knowledge, and the problem of referring to nonexistent objects. However, our emphasis is on epistemic 
logic as a descriptive tool for distributed systems and artificial intelligence applications, which leads to some 
nonstandard solutions. 
The main technical result of this paper is a first-order modal logic, specified both axiomatically and 
semantically (by a variant of possible-worlds emantics), that is expressive nough to cope with all the 
difficulties we discuss. 
Alfonso Gerevini and Lenhart Schubert, Efficient algorithms for qualitative rea- 
soning about time 
Reasoning about temporal information is an important task in many areas of Artificial Intelligence. In this 
paper we address the problem of scalability in temporal reasoning by providing a collection of new algorithms 
for efficiently managing large sets of qualitative temporal relations. We focus on the class of relations forming 
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the Point Algebra (PA-relations) and on a major extension to include binary disjunctions of PA-relations 
(PA-disjunctions). Such disjunctions add a great deal of expressive power, including the ability to stipulate 
disjointness of temporal intervals, which is important in planning applications. 
Our representation of time is based on timegraphs, graphs partitioned into a set of chains on which the 
search is supported by a metagraph data structure. The approach is an extension of the time representation 
proposed by Schubert, Taugher and Miller in the context of story comprehension. The algorithms herein 
enable construction of a timegraph from a given set of PA-relations, querying a timegraph, and efficiently 
checking the consistency of a timegraph augmented by a set of PA-disjunctions. Experimental results illustrate 
the efficiency of the proposed approach. 
Damjan Bojadiiev, Sloman’s view of Giidel’s sentence (Research Note) 
Sloman’s view largely reverses the usual view of Glidels sentence. But Sloman does not have good arguments 
for his basic theses: that the Godel sentence does not mean what it is commonly taken to mean, and that we 
can’t say that it is true in the intended model. The reason for Sloman’s reversal of perspective is his high-level 
point of view, from which relevant levels of structure in the formal system, its G6del sentence and its models 
are not visible. 
Joseph Y. Halpern and Gerhard Lakemeyer, Levesque’s axiomatization of only 
knowing is incomplete (Research Note) 
We show that the axiomatization given by Levesque for his logic of “only knowing”, which he showed to 
be sound and complete for the unquantified version of the logic and conjectured to be complete for the full 
logic, is in fact incomplete. 
Vittorio Brusoni, Luca Console and Paolo Terenziani, On the computational com- 
plexity of querying bounds on differences constraints (Research Note) 
Given a consistent knowledge base formed by a set of constraints, efficient query answering (e.g., checking 
whether a set of constraints is consistent with the knowledge base or necessarily true in it) is practically very 
important. In the paper we consider bounds on differences (which are an important class of constraints based 
on linear inequalities) and we analyze the computational complexity of query answering. More specifically, we 
consider various common types of queries and we prove that if the minimal network produced by constraint 
satisfaction algorithms (and characterizing the solutions to a set of constraints) is maintained, then the 
complexity of answering a query depends only on the dimension of the query and not on the dimension of 
the knowledge base (which is usually much larger than the query). We also analyse how the approach can 
be used to deal efficiendy with a class of updates to the knowledge base. Some applications of the results are 
sketched in the conclusion 
J.K. Tsotsos, Behaviorist intelligence and the scaling problem 
This paper argues that the strict computational behaviorist position for the modeling of intelligence does not 
scale to human-like problems and performance. This is accomplished by showing that the task of visual search 
can be viewed within the behaviorist framework and that the ability to search images (or any other sensory 
field) of the world to find stimuli on which to act is a necessary component of any behaving, intelligent 
agent. If targets are not explicitly known and used to help optimize search, the search problem is NP-hard. 
Knowledge of the target is of course explicitly forbidden in the strict interpretation of the published behaviorist 
dogma. Also, the paper summarizes the existing neurobiological and behavioral realities as they pertain to 
behaviorist claims, The conclusion is that there is very little support from biology for strict behaviorism. Strict 
adherence to the philosophy of the behaviorists means that efforts to demonstrate that the paradigm scales to 
Forthcoming Papers/Arti@ial Intelligence 74 (1995) 203-205 20.5 
human-size problems ate certain to fail, as are attempts to evaluate it as a model of human intelligence. The 
strict position thus cannot be what the behaviorists really mean. It would benefit he research community if
they could elucidate their terms, and provide theoretical rguments hat support claims of scalability. 
N.R. Jennings, Controlling cooperative problem solving in industrial multi-agent 
systems using Joint Intentions 
One reason why Distributed AI (DAD technology has been deployed in relatively few teal-size applications 
is that it lacks a clear and implementable model of cooperative problem solving which specifies how agents 
should operate and interact in complex, dynamic and unpredictable environments. As a consequence of the 
experience gained whilst building a number of DA1 systems for industrial applications, a new principled model 
of cooperation has been developed. This model, called Joint Responsibility, has the notion of joint intentions at 
its core. It specifies preconditions which must be attained before collaboration can commence and pmsctibes 
how individuals hould behave both when joint activity is progressing satisfactorily and also when it runs into 
difficulty. The theoretical model has been used to guide the implementation f a general-purpose cooperation 
framework and the qualitative and quantitative benefits of this implementation have been assessed through a 
series of comparative experiments in the real-world domain of electricity transportation management. Finally, 
the success of the approach of building a system with an explicit and grounded representation f cooperative 
problem solving is used to outline a proposal for the next generation of multi-agent systems. 
S. Kraus, J. Wilkenfeld and G. Zlotkin, Multiagent negotiation under time con- 
straints 
C. Boutilier and Y. Becher, Abduction as belief revision 
T.-C. Wang, A typed resolution principle for deduction with conditional typing 
theory 
R. Sun, Robust reasoning: integrating rule-based and similarity-based reasoning 
G. Pinkas, Reasoning, nonmonotonicity and learning in symmetric connectionist 
networks that capture propositional knowledge 
Y.R. Lesser, S.H. Nawab and RI. Rlassner, IPUS: an architecture for the integrated 
processing and understanding of signals 
M. Ishikawa, Learning of modular structured networks 
T. Nishida and S. Doshita, Qualitative analysis of behavior of systems of piecewise 
linear diierential equations with two state variables 
S. Sato, MBTZ: a method for combining fragments of examples in example-based 
translation 
T. Matsuyama and T. Nitta, Geometric theorem proving by integrated logical and 
algebraic reasoning 
S. Goto and H. Nojima, Equilibrium analysis of the distribution of information in 
human society 
R. Yoshida and H. Motoda, CLIP: concept learning from inference patterns 
