that method are listed. The description of each deep learning method and the function of each building block is explained. used. In this section, the description of each method is described along with the notable applications.
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Long Short-Term Memory (LSTM)
LSTM is an RNN method which benefits feedback connections to be used as a general-purpose computer. This method can of for both sequences and patterns recognition and image processing applications. In general, LSTM contains three central units, including input, output, and forget gates. LSTM can control on deciding when to let the input enter the neuron and to remember what was computed in the previous time step. One of the main strength of the LSTM method is that it decides all these based on the current input itself. Fig. 6 
Conclusions
Deep learning methods are fast-evolving. Some of them have advanced to be specialized in a particular application domain. However, there is a gap in research in introducing the deep learning methods and summarize the methods and application in a single paper. Consequently, this paper aims at providing a comprehensive list of the most popular deep learning methods and provide no- 
