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Abstract
In the paper, we introduce the concept of weight with reasonable
growth on a locally compact group G. We verify that these weights form a
natural class to work with, by examining the most common examples. We
proceed with the discussion of the Lp−conjecture. With the use of Riesz-
Thorin-Stein-Weiss interpolation, we establish that Lpω(G) ⋆ L
p
ω(G) ⊂ L
p
ω(G),
p > 1 implies that Lpω(G)⋆L
q
ω(G) ⊂ L
q
ω(G) for q which lies between p and
p′. At last, we confirm the Lpω−conjecture for weights of (p, q)−reasonable
growth.
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1 Introduction
Let us consider a locally compact Hausdorﬀ group G with a left Haar
measure µ. The convolution of two measurable functions f, g : G→ C is the
expression
f ⋆ g(x) =
∫
G
f(y) g
(
y−1x
)
dµ(y).
The Lp−conjecture states that if Lp(G) ⋆ Lp(G) ⊂ Lp(G), where p > 1, then
the group G must be compact. The history of the conjecture dates back to the
papers of Urbanik [21] and Żelazko [22]. However, it wasn’t until 1963 when
the conjecture was formulated by Rajagopalan in his PhD thesis. Thus began
a long walk towards the complete solution. In the next 25 years, the conjecture
has been studied in a variety of locally compact groups, comp. [7], [9], [12], [13],
[14], [15], [16], [17]. At last, the conjecture was resolved aﬃrmatively in 1990
by Sadashiro Saeki, comp. [19].
In 2010 Abtahi, Nasr-Isfahani and Rejali considered the following variant of
the conjecture (comp. [1]): Let p > 1 and let Lpω(G) be the Banach space of
measurable functions f : G→ C such that
∫
G
(f · ω)p dµ <∞,
where ω : G → R+ is a measurable and submultiplicative function. The
norm in this space is ‖f‖p,ω = ‖f · ω‖p. The authors conjectured that if
Lpω(G) ⋆ L
p
ω(G) ⊂ L
p
ω(G), then G is σ−compact. The authors proved this to
be true for p > 2 in [2].
In this paper, we ask the question:
under what conditions on the weight ω, does Lpω(G) ⋆ L
p
ω(G) ⊂ L
p
ω(G) imply the
compactness of G?
In [2], the authors established that the implication holds for diagonally bounded
weights (there exists M > 0 such that ω(x)ω(x−1) < M for every x ∈ G). Un-
fortunately, the most natural examples of weights are not diagonally bounded.
Thus, the need to ﬁnd a more suitable condition seems justiﬁed.
As far as the organization of the paper is concerned, Section 2 is where we
discuss weights on locally compact groups. We also introduce the concept of
reasonable growth, which will be crucial at a later stage. Section 3 is primar-
ily preoccupied with certain technical results on convolution. We treat it as a
toolbox for Section 4, where we prove the main results. Theorem 6 states that
Lpω(G) ⋆ L
p
ω(G) ⊂ L
p
ω(G) implies unimodularity of G. After a brief recollection
of Riesz-Thorin-Stein-Weiss interpolation, Theorem 9 establishes a whole spec-
trum of convolution inclusions. At last, Theorem 11 proves the Lp−conjecture
for weights of (p, q)−reasonable growth, where p > 2 and q ∈ [p′, p).
2
2 Weights of reasonable growth
A function ω : G → R+ is called a weight (comp. [20], p. 119) if it is
measurable, ω ≥ 1 and
∀x,y∈G ω(xy) ≤ ω(x) ω(y).
Lemma 2.1 in [10] shows that if Lpω(G) ⋆ L
p
ω(G) ⊂ L
p
ω(G), p ≥ 1, then ω
p is
locally integrable. This entails that ωq is locally integrable for q ≤ p, due to
∀K⋐G
∫
K
ωq dµ ≤
∫
K
ωp dµ.
We use the notation K ⋐ G to indicate that K is a compact set. For p ≥ q ≥ 1,
we say that a weight ω is of (p, q)−reasonable growth, if
M(p,q) := sup
K⋐G
(∫
K
ωp dµ
) 1
p
(∫
K
ωq dµ
) 1
q
<∞. (1)
A natural question is: how restrictive is this condition? Let us check that
the most common examples of weights are reasonable. Consider the weight
ω : R→ R+ given by
ω(x) := (1 + |x|)α
for α ≥ 0. Using the big O−notation, an easy computation reveals that
∫ N
−N
ωp(x) dx = O(Npα+1) and
∫ N
−N
ωq(x) dx = O(N qα+1).
This implies that
(∫ N
−N
ωp(x) dx
) 1
p
(∫ N
−N
ωq(x) dx
) 1
q
= O
(
N(
1
p
− 1
q )
)
,
and we are done since p ≥ q. In other words, ω is of (p, q)−reasonable growth.
An analogous reasoning works for ω : Z→ R+ given by ω(n) = (1 + |n|)α.
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The second example is the weight ω : R → R+ given by ω(x) = exp(|x|).
Then ∫ N
−N
ωp(x) dx = O(exp(pN)) and
∫ N
−N
ωq(x) dx = O(exp(qN))
imply that (∫ N
−N
ωp(x) dx
) 1
p
(∫ N
−N
ωq(x) dx
) 1
q
= O(1).
We conclude that the exponential growth is also (p, q)−reasonable.
We have seen above that the class of weights with reasonable growth is quite
robust. At the same time, these weights are convenient to work with, since we
are able to get a good grip on their behaviour at inﬁnity.
3 Convolution
In the sequel, we will need a sort of identity for the convolution. It is very
convenient to use the Dirac measure
∀B⊂G δa(B) =
{
1 if a ∈ B
0 if a 6∈ B
For a ∈ G and f ∈ Cc(G), that is a compactly supported and continuous
function, the convolutions δa ⋆ f, f ⋆ δa : G→ C are deﬁned by
δa ⋆ f(x) =
∫
G
f(y−1x) dδa(y) and f ⋆ δa(x) =
∫
G
f(xy−1)∆(y−1) dδa(y).
Obviously, we could deﬁne the above convolution for a wider class of functions
(comp. Proposition 8.49 in [6], p. 284). However, restricting out attention to
compactly supported, continuous functions has two main advantages. Firstly,
such functions are easy to work with, primarily because the convolutions always
exist. Furthermore, δa ⋆ f and f ⋆ δa are again in Cc(G). In fact, compactly
supported and continuous functions are all that we need in Theorem 5.
Lemma 1. (comp. [5], p. 282)
For f ∈ Cc(G) and a ∈ G, we have
δa ⋆ f(x) = f(a
−1x) and f ⋆ δa(x) = f(xa
−1)∆(a−1),
where ∆ stands for the modular function on G.
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Observe that in the above theorem, if a = e then δe becomes a sort of identity
for the convolution. The next two results are easy calculations, which will be
useful in Section 4.
Lemma 2. Let f ∈ Cc(G) and a, b ∈ G. For any p ≥ 1 we have
∆
1
p′ (b) ‖δa ⋆ f ⋆ δb‖p,ω = ‖f‖p,ω.
Proof. At ﬁrst, observe that for every x ∈ G we have
δa ⋆ f ⋆ δb(x)
Lemma 1= f(a−1xb−1)∆−1(b).
Consequently, we obtain
‖δa ⋆ f ⋆ δb‖p,ω =
(∫
G
|f |p(a−1xb−1) ∆−p(b) ωp(x) dµ(x)
) 1
p
= ∆−1(b)
(∫
G
|f |p(a−1xb−1) ωp(x) dµ(x)
) 1
p
= ∆−1(b)
(∫
G
|f |p(xb−1) ωp(x) dµ(x)
) 1
p
= ∆−1(b)
(∫
G
|f |p(x) ∆(b) ωp(x) dµ(x)
) 1
p
= ∆−
1
p′ (b) ‖f‖p,ω,
which concludes the proof.
Lemma 3. For f, g ∈ Cc(G) and a ∈ G, we have
(f ⋆ δa−1) ⋆ (δa ⋆ g) = f ⋆ g.
Proof. We have
(f ⋆ δa−1) ⋆ (δa ⋆ g)(x) = f(· a)∆(a) ⋆ g(a
−1 ·)(x)
= ∆(a)
∫
G
f(ya)g
(
a−1y−1x
)
dµ(y)
= ∆(a)
∫
G
f(ya)g
(
(ya)−1x
)
dµ(y) = f ⋆ g(x),
which ends the proof.
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4 Main results
At ﬁrst, we generalize a result from chapter 38.27 in [8], p. 471. The
generalization is not surprising and its proof amounts to adjoining the subscript
’ω’ in the original proof by Hewitt and Ross. However, for the convenience of
the Reader, we took the liberty to present the full reasoning. The notation
A . B means that there exists a constant C > 0 such that A ≤ CB.
Lemma 4. Let p, q, r ∈ [1,∞). If Lpω(G) ⋆ L
q
ω(G) ⊂ L
r
ω(G), then
‖f ⋆ g‖r,ω . ‖f‖p,ω ‖g‖q,ω.
In particular, if ω ≡ 1, then
‖f ⋆ g‖r . ‖f‖p ‖g‖q. (2)
Proof. For the sake of contradiction, suppose that for every n ∈ N there exist
fn ∈ L
p
ω(G) and gn ∈ L
q
ω(G) such that
‖fn ⋆ gn‖r,ω ≥ 8
n ‖fn‖p,ω ‖gn‖q,ω. (3)
Put
f =
∞∑
n=1
1
2n ‖fn‖p,ω
|fn| and g =
∞∑
n=1
1
2n ‖gn‖q,ω
|gn|.
By construction, it is evident that f ∈ Lpω(G) and g ∈ L
q
ω(G) so by the assump-
tion we have f ⋆ g ∈ Lrω(G). Finally,
∀n∈N ‖f ⋆ g‖r,ω ≥
∥∥∥∥∥ 12n ‖fn‖p,ω |fn| ⋆
1
2n ‖gn‖q,ω
|gn|
∥∥∥∥∥
r,ω
≥
1
4n ‖fn‖p,ω ‖gn‖q,ω
‖fn ⋆ gn‖r,ω
(3)
≥ 2n
which is a contradiction.
The next result is a weighted analogue of Lemma 1.2 in [19].
Theorem 5. Let p, q, r ∈ [1,∞) be such that
1
r
6=
1
p
+
1
q
− 1.
If Lpω(G) ⋆ L
q
ω(G) ⊂ L
r
ω(G), then G is unimodular.
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Proof. Pick a nonzero f, g ∈ Cc(G), then
∆
1
r′ (a) ‖f ⋆ g‖r,ω
Lemma 2= ‖δa ⋆ f ⋆ g ⋆ δa−1‖r,ω
Lemma 3= ‖ (δa ⋆ f ⋆ δa−1) ⋆ (δa ⋆ g ⋆ δa−1) ‖r,ω
Lemma 4
. ‖δa ⋆ f ⋆ δa−1‖p,ω ‖δa ⋆ g ⋆ δa−1‖q,ω
Lemma 2= ∆
1
p′ (a) ‖f‖p,ω ∆
1
q′ (a)‖g‖q,ω.
Since f ⋆ g 6= 0 and
1
p′
+
1
q′
−
1
r′
6= 0,
then
∀a∈G ∆(a) &
(
‖f ⋆ g‖r,ω
‖f‖p,ω ‖g‖q,ω
) 1
1
p′
+ 1
q′
−
1
r′
.
The modular function ∆ is a homomorphism, so ∆(G) is a subgroup of R+. Since
this subgroup is bounded from below, it must be the case that ∆(G) = {1},
which means that G is unimodular.
The above theorem is the reason, why we do not care about the cumbersome
modular function ∆ in Theorems 6, 9 and 11. The next result lies the ground
for the interpolation technique.
Theorem 6. If p > 1 and Lpω(G)⋆L
p
ω(G) ⊂ L
p
ω(G) then L
p
ω(G) ⋆ L
p′
ω (G) ⊂ L
p′
ω (G).
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Proof. We have
∀h∈Lp(G)
∣∣∣∣∣
∫
G
h(x) (f ⋆ g) · ω(x−1) dµ(x)
∣∣∣∣∣
≤
∫
G
|h|(x)
(∫
G
f(y) g(y−1x−1) dµ(y)
)
ω(x−1) dµ(x)
y 7→x−1y
=
∫
G
|h|(x)
∫
G
f(x−1y) g(y−1) ω
(
x−1
)
dµ(y) dµ(x)
Tonelli thm.=
∫
G
(∫
G
|h|(x) f(x−1y) ω(x−1) dx
)
g(y−1) dµ(y)
≤
∫
G
(∫
G
|h|(x) f · ω(x−1y) dµ(x)
)
g · ω(y−1) dµ(y)
=
∫
G
|h| ⋆ f(y) g(y−1) dµ(y)
Hölder ineq.
≤ ‖h ⋆ (f · ω)‖p ‖(g · ω) ◦ ι‖p′
(2)
.‖h‖p ‖f · ω‖p ‖g · ω‖p′ = ‖h‖p ‖f‖p,ω ‖g‖p′,ω,
where ι : G → G is the inverse function given by ι(x) = x−1. This proves that
the linear functional Φ : Lp(G)→ C given by
Φ(h) =
∫
G
h(x) ((f ⋆ g) · ω) ◦ ι(x) dµ(x)
is bounded. By Theorem 4.11 on page 97 in [4], we have
‖Φ‖ = ‖ ((f ⋆ g) · ω) ◦ ι‖p′ = ‖(f ⋆ g) · ω‖p′ = ‖f ⋆ g‖p′,ω.
Again, for the convenience of the Reader, we state the Riesz-Thorin-Stein-
Weiss interpolation. A thorough exposition of this subject can be found in
[3], p. 120. By λdν, where λ is a positive, measurable function (with respect to
the appropriate σ-algebra), we mean the measure given by
λdν(A) =
∫
A
λ dν.
By Lp(λdν) we denote the Banach space of measurable functions with
‖f‖ :=
(∫
|f |p λ dν
) 1
p
<∞.
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Theorem 7. (Riesz-Thorin-Stein-Weiss interpolation)
Let (X,ΣX , νX), (Y,ΣY , νY ) be measure spaces, p0, p1, q0, q1 ∈ [1,∞), λ0, λ1 : X → R+,
Λ0,Λ1 : Y → R+ be measurable functions and let
T : Lp0(λ0dνX) + L
p1(λ1dνX)→ L
q0(Λ0dνY ) + L
q1(Λ1dνY )
be a linear map. If T maps Lp0(λ0dνX) (resp. Lp1(λ1dνX)) to Lq0(Λ0dνY )
(resp. Lq1(Λ1dνY )) boundedly, then it maps Lpt(λtdνX) boundedly into Lqt(ΛtdνY )
and satisﬁes
‖T‖Lpt(λtdνX)→Lqt (ΛtdνY ) ≤ ‖T‖
1−t
Lp0(λ0dνX)→Lq0 (Λ0dνY )
‖T‖tLp1(λ1dνX)→Lq1 (Λ1dνY ),
where
1
pt
=
1− t
p0
+
t
p1
and
1
qt
=
1− t
q0
+
t
q1
,
λt = λ
pt
1−t
p0
0 λ
pt
t
p1
1 and Λt = Λ
pt
1−t
p0
0 Λ
pt
t
p1
1 , t ∈ [0, 1].
The following corollary will be suitable for our purposes:
Corollary 8. Let p > 1 and let
T : Lpω(G) + L
p′
ω (G)→ L
p
ω(G) + L
p′
ω (G)
be a linear map. If T maps Lpω(G) (resp. L
p′
ω (G)) to L
p
ω(G) (resp. L
p′
ω (G))
boundedly, then it maps Lptω (G) boundedly into L
pt
ω (G) and satisﬁes
‖T‖Lptω (G)→Lptω (G) ≤ ‖T‖
1−t
L
p
ω(G)→L
p
ω(G)
‖T‖t
L
p′
ω (G)→L
p′
ω (G)
,
where
1
pt
=
1− t
p
+
t
p′
, t ∈ [0, 1].
Proof. In Theorem 7, it suﬃces to set X = Y = G, νX = νY = µ, p0 = q0 = p,
p1 = q1 = p′, λ0 = Λ0 = ωp and λ1 = Λ1 = ωp
′
.
Theorem 9. If p > 1 and Lpω(G)⋆L
p
ω(G) ⊂ L
p
ω(G), then L
p
ω(G) ⋆ L
q
ω(G) ⊂ L
q
ω(G)
for q which lies between p and p′.
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Proof. By Theorem 6 we know that f ⋆ g ∈ Lp
′
ω (G) if f ∈ L
p
ω(G), g ∈ L
p′
ω (G).
We apply Lemma 4 twice, to conclude the existence of constants C1, C2 > 0
such that
‖f ⋆ g‖p′,ω ≤ C1 ‖f‖p,ω ‖g‖p′,ω and ‖f ⋆ h‖p,ω ≤ C2 ‖f‖p,ω ‖h‖p,ω,
for all f, h ∈ Lpω(G) and g ∈ L
p′
ω (G). Rescaling the Haar measure µ 7→ max (C1, C2)
− 1
pµ
gives
‖f ⋆ h‖p,ω ≤ ‖f‖p,ω ‖h‖p,ω and ‖f ⋆ g‖p′,ω ≤ ‖f‖p,ω ‖g‖p′,ω. (4)
Let
Tf : L
p
ω(G) + L
p′
ω (G)→ L
p
ω(G) + L
p′
ω (G)
be the convolution operator Tf : g 7→ f ⋆ g. Inequalities (4) mean that Tf
maps Lpω(G) (resp. L
p′
ω (G)) boundedly into L
p
ω(G) (resp. L
p′
ω (G)). Moreover,
they imply
‖Tf‖Lpω(G)→Lpω(G) ≤ ‖f‖p,ω and ‖Tf‖Lp′ω (G)→Lp
′
ω (G)
≤ ‖f‖p,ω. (5)
The application of Corollary 8 yields
∀t∈[0,1] ‖Tf‖Lptω (G)→Lptω (G)
(5)
≤ ‖f‖1−tp,ω ‖f‖
t
p,ω = ‖f‖p.
Consequently, ‖f ⋆ g‖pt,ω ≤ ‖f‖p,ω ‖g‖pt,ω for all f ∈ L
p
ω(G), g ∈ L
pt
ω (G).
We need one more lemma from [23] before the ﬁnal theorem of the paper.
Lemma 10. (comp. Lemma 2 in [23])
Let G be a locally compact, noncompact group. For every compact set K ⋐ G,
there exists a sequence (xn) ⊂ G such that xnK ∩ xmK = ∅ for n 6= m.
Theorem 11. Lpω−conjecture holds for p > 2 and a weight ω of (p, q)−reasonable
growth, where q ∈ [p′, p).
Proof. For the sake of contradiction, assume thatG is not compact, i.e. µ(G) =∞.
Let K be a compact, symmetric neighbourhood of e. By Lemma 10, we choose
a sequence (xn) such that
∀n 6=m xnK ∩ xmK = ∅. (6)
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Let us deﬁne a function f : G→ [0,∞) by
f =
∞∑
n=1
an 1xnK , where an = n
− 1
q
(∫
xnK
ωp dµ
)− 1
p
.
The idea is to show that f ∈ Lpω(G), but ‖f ⋆1K2‖q,ω =∞. Since 1K2 ∈ L
q
ω(G),
this will give a contradiction with Theorem 9.
Due to (6), we have
‖f‖pp,ω =
∫
G
(f · ω)p dµ =
∞∑
n=1
apn
∫
xnK
ωp dµ =
∞∑
n=1
n
−
p
q <∞,
and
‖f‖qq,ω =
∫
G
(f · ω)q dµ =
∞∑
n=1
aqn
∫
xnK
ωq dµ
≥
∞∑
n=1
n−1
∫
xnK
ωq dµ
(∫
xnK
ωp dµ
) q
p
(1)
≥
1
M
q
(p,q)
∞∑
n=1
n−1 =∞.
In other words, f ∈ Lpω(G), but f 6∈ L
q
ω(G). Obviously, 1K2 ∈ L
q
ω(G). For the
ﬁnal calculation, observe that if y ∈ xnK then y−1 ∈ Kx−1n . Hence
y−1x ∈ Kx−1n x ⊂ K
2,
provided that x ∈ xnK. In summary, we have
∀x∈G 1xnK ⋆ 1K2(x) =
∫
G
1xnK 1K2
(
y−1x
)
dµ(y) ≥ µ(K) 1xnK(x). (7)
At last, we have
f ⋆ 1K2(x) =
∫
G
∞∑
n=1
an 1xnK(y) 1K2
(
y−1x
)
dµ(y)
(7)
≥ µ(K)
∞∑
n=1
an 1xnK(x) = µ(K) f(x).
Consequently, ‖f ⋆ 1K2‖q,ω ≥ ‖f‖q,ω =∞, which ends the proof.
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