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Johdanto
Ta¨ma¨n tutkielman tarkoitus on tutkia na¨enna¨is- eli pseudosatunnaislukujen
generointia. Tutkielmassa pyrita¨a¨n vastaamaan sellaisiin kysymyksiin, kuten
mihin generattoreita tarvitaan, miten niita¨ toteutetaan ja millaisia ominai-
suuksia niilla¨ on.
Lukijalle olisi hyva¨ksi, jos ta¨lla¨ olisi perustiedot todenna¨ko¨isyyslaskennasta
ja algebrasta, erityisesti lukuteoriasta ja a¨a¨rellisista¨ kunnista. Ta¨ma¨n lisa¨ksi
tietojenka¨sittelyopista olisi hyva¨ tuntea algoritmien analyysia¨ seka¨ lasken-
nan teoriaa.
Luvussa 1 selviteta¨a¨n ka¨yttettyja¨ merkinto¨ja¨ ja ma¨a¨ritelmia¨, joita tarvi-
taan tutkielman sujuvaan lukemiseen.
Luvussa 2 tutustutaan tavallisimmin ka¨ytettyihin satunnaislukugeneraat-
toreihin yleisella¨ tasolla ja mietita¨a¨n millaisia eroavaisuuksia niilla¨ on. Lu-
vussa tutustutaan muun muassa lineaarisen kongruenssin generaattoreihin
(LCG), ka¨a¨nteisen kongruenssin generaattoreihin (ICG), potenssigeneraat-
toreihin (RSA,BBS), diskreetin eksponentin generaattoriin ja Tausworthe ge-
neraattoriin.
Luvussa 3 tutkitaan hieman syva¨llisemmin erityisesti lineaarisen kong-
ruenssin generaattoreita seka¨ esitella¨a¨n muutamia esimerkkeja¨.
Luvussa 4 tarkastellaan erilaisten generaattoreiden paremmuuden mit-
taamista tilastotieteen na¨ko¨kulmasta ka¨yma¨lla¨ la¨pi tavallisimman tilastol-
liset testit eli χ2-testi, autokorrelaatio, Gap-testi seka¨ Run-testi.
Luvussa 5 ka¨sitella¨a¨n kryptologisessa mielessa¨ hyvia¨ generaattoreita ja
tutustutaan kryptologisen satunnaislukugeneraattorin ma¨a¨ritelma¨a¨n. Lisa¨ksi
tutustutaan yksisuuntaisten funktioden ma¨a¨ritelma¨a¨n, jolla on yhteytta¨NP-
ongelmaan. Lopuksi esitella¨a¨n hyvia¨ ehdokkaita yksisuuntaisiksi funktioiksi.
Luvussa 6 tutustutaan satunnaislukujen tavanomaiseen ka¨ytto¨tarkoitukseen
eli simulointiin, erityisesti Monte Carlo menetelma¨a¨n.
2
Satunnaislukuja tarvitaan erityisesti simulointiin, kun halutaan tuntemat-
tomat tekija¨t, joiden jakauma tunnetaan tai satunnaistekijo¨ita¨ ottaa mukaan
simuloitavana olevaan malliin. Kryptografiassa satunnaislukuja tarvitaan muo-
dostamaan lyhyesta¨ jonosta bitteja¨ pitempi jono bitteja¨, joilla voidaan sanoma
salata. Ta¨llo¨in on ta¨rkea¨ta¨, etta¨ generoidusta jonosta ei voida liian helposti
laskea alkupera¨ista¨ lyhytta¨ bittijonoa.
Yleensa¨ puhutaan satunnaisluvuista vaikka tarkoitetaan pseudosatunnais-
lukuja. Ta¨llo¨in muodostetaan bittijono, joka na¨ytta¨isi olevan sattumanvarainen
eli ei ole lo¨ydetta¨vissa¨ selkea¨a¨ yksinkertaista muotoa taikka jaksoa jonosta.
Kuinka ta¨llaisia jonoja voisi muodostaa? Ajatellaan lukua pi = 3, 14159 . . .10.
Luvun pi bina¨a¨riesitys on 11, 0010010000111 . . .2. Luvulla pi ei na¨ytta¨isi ole-
van selva¨a¨ muotoa bittijonossa, joten lukua pi voisi ehka¨pa¨ ka¨ytta¨a¨ pseu-
dosatunnaislukuna. Ongelmatonta ta¨ma¨ ei kuitenkaan ole, silla¨ ei tiedeta¨,
onko pi niin sanottu normaaliluku eli luku, jonka jokainen bittilohko esiin-
tyy yhta¨ suurella tiheydella¨. Ta¨ma¨ ongelma on yha¨ avoin. Vaikka pi olisikin
normaaliluku, niin seuraava ongelma on luvun pi laskeminen. Toki pi osataan
laskea monituisin tavoin, mutta ka¨yta¨nno¨n sovellutusten kannalta na¨ma¨ ovat
tehottomia.
Ka¨yta¨nno¨ssa¨ joudutaan tyytyma¨a¨n a¨a¨rellisiin psedosatunnaislukuihin. Kos-
ka na¨illa¨ ei ole samanlaisia asymptoottisia ominaisuuksia kuin a¨a¨retto¨milla¨
jonoilla, niin seuraavat ominaisuudet ovat ta¨rkeita¨.
Ensimma¨iseksi, pseudosatunnaislukugeneraattorin ta¨ytyy olla laskennal-
lisesti tehokas, jotta se olisi ka¨yta¨nno¨llinen.
Toiseksi, koska generaattori on a¨a¨rellinen, ta¨ytyy generaattorin tuottaa
mahdollisimman pitka¨n sattumanvaraiselta vaikuttavan bittijonon.
Kolmanneksi, generaattorilla ta¨ytyy olla tarpeeksi hyva¨t tilastolliset omi-
naisuudet. Na¨ita¨ tavanomaisesti ovat tilastollinen riippumattomuus seka¨ ge-
neraattorin ta¨ytyy na¨enna¨isesti noudattaa haluttua todenna¨ko¨isyysjakaumaa.
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1 Ma¨a¨ritelmia¨ ja merkinto¨ja¨
Ta¨ssa¨ luvussa esitella¨a¨n ma¨a¨ritelmia¨ ja merkinto¨ja¨.
Ma¨a¨ritelma¨ 1.1.
Luonnollisten lukujen joukkoa merkita¨a¨n N = {0, 1, 2, 3, . . .}.
Kokonaislukujen joukkoa merkita¨a¨n Z = {. . . ,−2,−1, 0, 1, 2, 3, . . .}.
Alkulukujen joukkoa merkita¨a¨n P = {2, 3, 5, 7, 11, . . .}.
Rationaalilukujen joukkoa merkita¨a¨n Q.
Reaalilukujen joukkoa merkita¨a¨n R.
Kompleksilukujen joukkoa merkita¨a¨n C.
Kokonaislukujen joukko modulo m merkita¨a¨n Zm.
Ma¨a¨ritelma¨ 1.2Merkinta¨ a| b tarkoittaa, etta¨ luku a jakaa luvun b. Merkinta¨
a - b tarkoittaa, etta¨ luku a ei jaa lukua b.
Ma¨a¨ritelma¨ 1.3. Merkinta¨ a ≡ b (mod c) tarkoittaa, etta¨ c| a − b. Ta¨llo¨in
sanotaan, etta¨ luvut a ja b ovat kongruentteja modulo c. Lukua c sanotaan
moduliksi.
Ma¨a¨ritelma¨ 1.4. Merkkijonolla tarkoitetaan joukon {0, 1}k, k ∈ Z+ alkio-
ta. Merkkijonon x pituus ‖x‖ on k, mika¨li x ∈ {0, 1}k. Tyhja¨sta¨ merkkijonos-
ta ka¨yteta¨a¨n merkinta¨a¨ Λ.
Ma¨a¨ritelma¨ 1.5. Kaikkien merkkijonojen joukko on
{0, 1}∗ =
∞⋃
k=0
{0, 1}k.
Ma¨a¨ritelma¨ 1.6. Lukujen a, b suurin yhteinen tekija¨ merkita¨a¨n GCD(a, b).
Lukujen a, b pienin yhteinen jaettava merkita¨a¨n LCM(a, b).
Ma¨a¨ritelma¨ 1.7. Merkitsemme tapahtuman x ∈ A todenna¨ko¨isyytta¨
P (x ∈ A).
4
Ma¨a¨ritelma¨ 1.8. Mika¨li satunnaismuuttuja x noudattaa todenna¨ko¨isyys-
jakaumaa f , niin merkitsemme x ∼ f .
Ma¨a¨ritelma¨ 1.9. Mika¨li satunnaismuutuja x noudattaa tasajakaumaa pa-
rametrein minimi a, maksimi b, niin merkitsemme x ∼ Tas(a, b).
Ma¨a¨ritelma¨ 1.10. Mika¨li satunnaismuutuja x noudattaa normaalijakau-
maa parametrein odotusarvovektori µ, kovarianssimatriisi Σ, niin merkit-
semme x ∼ N(µ,Σ).
Ma¨a¨ritelma¨ 1.11. Mika¨li satunnaismuutuja x noudattaa χ2-jakaumaa va-
pausastein n, niin merkitsemme x ∼ χ2(n).
Ma¨a¨ritelma¨ 1.12. Olkoon a, b ∈ {0, 1}. Ma¨a¨ritella¨a¨n laskutoimitukset ¯,⊕
seuraavasti
⊕ 0 1
0 0 1
1 1 0
seka¨
¯ 0 1
0 0 0
1 0 1
.
Huomautus. Bina¨a¨rioperaatiot ¯,⊕ ovat itseasiassa tutut operaatiot AND,
XOR. Toisaalta na¨ma¨ laskutoimitukset voidaan ma¨a¨ritella¨ myo¨s jakoja¨a¨nno¨s-
aritmetiikan avulla eli a ¯ b on yhta¨ kuin a · b mod 2 ja a ⊕ b on yhta¨ kuin
a+ b mod 2.
Ma¨a¨ritelma¨ 1.13. Olkoon f, g funktioita N→ N. Merkitsemme
f(n) = O(g(n)),
mika¨li on olemassa sellainen vakio c > 0, etta¨ f(n) ≤ c · g(n).
Ma¨a¨ritelma¨ 1.14. Olkoon f funktio N → R. Sanomme, etta¨ funktio on
mita¨to¨n, mika¨li
lim
n→∞
nk · f(n) = 0,∀k ∈ N,
ja merkitsemme f(n) = NEGL(n).
Huomautus. Jos funktio on mita¨to¨n, niin ei ole olemassa sellaista k ∈ N,
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etta¨ 1/f(n) = O(nk). Siis funktio on mita¨tto¨ma¨mpi kuin minka¨ tahansa
polynomin residuaali eli ka¨a¨nteisluku.
Ma¨a¨ritelma¨ 1.15. Merkitsemme satunnaismuuttujan x odotusarvoa E(x),
varianssia Var(x) ja kahden satunnaismuutujan x, y kovarianssimatriisia mer-
kita¨a¨n Cov(x, y).
Ma¨a¨ritelma¨ 1.16. A¨a¨rellisen joukon S alkioiden lukuma¨a¨ra¨ merkita¨a¨n |S|.
Ma¨a¨ritelma¨ 1.17. Eulerin funktio ϕ ma¨a¨ritella¨a¨n seuraavasti
ϕ(P ) = |{x ∈ {1, 2, . . . , P − 1} : GCD(x, P ) = 1}| .
Ma¨a¨ritelma¨ 1.18. Ka¨yta¨mme lukujonoon x1, x2, . . . merkinta¨a¨ (xn).
Ma¨a¨ritelma¨ 1.19. Luvun k kertoma k! ma¨a¨ritella¨a¨n
k! = k · (k − 1) · · · 2 · 1.
Ma¨a¨ritelma¨ 1.20. Satunnaistettu polynomisessa ajassa laskettava algoritmi
on sellainen, etta¨ se voidaan suorittaa polynomisessa ajassa Turingin koneel-
la, joka saa syo¨tteekseen ongelman lisa¨ksi satunnaissyo¨tteen tai -syo¨tteita¨.
Huomautus. Itse asiassa kyseessa¨ ovat luokkaan NP kuuluvat algoritmit.
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2 Tavallisimmat pseudosatunnaislukugeneraat-
torit
2.1 Lineaarisen kongruenssin generaattorit
Lineaarisen kongruenssin generaattorit perustuvat jakoja¨a¨nno¨s aritmetiikkaan
ja ovat muotoa
xn+1 ≡ a0xn + a1xn−1 + · · ·+ ajxn−j + b (mod P ), (1)
missa¨ kertoimet a0, a1, . . . aj ja b ovat ei-negatiivisia ja niilla¨ ei ole yhteisia¨
tekijo¨ita¨ luvun P kanssa. Ta¨llainen generaattori vaatii alkuarvot x0, x1, . . . , xj.
Na¨iden alkuarvojen oletetaan myo¨s olevan luvun P kanssa jaottomia.
Koska alkuarvoja on j + 1 kappaletta, jotka voivat saada arvot va¨lilla¨
0, 1, . . . , P−1, niin ta¨llainen generaattori tuottaa korkeintaan P j+1 eri satun-
naislukua. Koska generaattoreilta vaaditaan ominaisuus, etta¨ ne ovat mah-
dollisimman pitkia¨, niin ta¨ytyy valita joko j tai P mahdollisimman suurek-
si. Matemaattisesti ajateltuna luvun P ollessa suuri on helpompi tarkistaa,
jakautuuko sarja tasaisesti va¨lille [0, P − 1]. Toisaalta ta¨llo¨in yleensa¨ sarjan
hilarakenne ja¨a¨ heikoksi ja joissakin sovelluksissa ta¨sta¨ seuraa ongelmia. Jos
taas j valitaan suureksi, niin on kovin vaikeaa sanoa, kuinka pitka¨ tai tasai-
sesti jakutunut jono (xn) on.
Simuloinnissa lineaarisen kongruenssin generaattori on varsin tavallisesti
ka¨ytetty. Kryptografiaan ta¨lla¨inen generaattori ei sovellu helpon ennustet-
tavuuden vuoksi. Ta¨lla¨inen generaattori saadaan kuitenkin toimimaan erin-
omaisesti joissakin sovelluksissa kunhan parametrit a0, a1, . . . , aj ja alkuarvot
x0, x1, . . . , xj valitaan huolella. Tarkastelemme ta¨ta¨ ongelmaa la¨hemmin lu-
vussa 3.
Tavallisimmat ta¨llaiset generaattorit, joiden toiminta tunnetaan ovat niin
sanottu multiplikatiivisen kongruenssin relaatio, joka on muotoa xn+1 ≡
axn + b (mod P ), seka¨ Fibonacci-generaattori, joka nimensa¨ mukaisesti on
muotoa xn+1 ≡ xn + xn−1 (mod P ).
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2.2 Ka¨a¨nteisen kongruenssin generaattorit
Ka¨a¨nteisen kongruenssin generaattori on muotoa
xn+1 ≡ ayn + b (mod P ), (2)
missa¨ P on alkuluku ja luku c on luvun c multiplikatiivinen inverssi modulo
P eli c · c ≡ 1 (mod P ).
Kun luvuksi P valitaan alkuluku, niin jokaiselle luvulle 1, 2, . . . P−1 lo¨ytyy
inverssi. Ta¨ma¨ inverssi lo¨ytyy ratkaisemalla lineaarinen Diofantoksen yhta¨lo¨
c · x+ P · y = 1. Kuten tunnetaan, ratkaisut x, y saadaan ka¨ytta¨ma¨lla¨ Euk-
leideen algoritmia. Siis c = x. Luvut a ja b valitaan siten, etta¨ luku a on
nollasta eria¨va¨ ja luvut a, b ovat keskena¨a¨n jaottomia.
Ta¨llaisella generaattorilla tiedeta¨a¨n yleensa¨ olevan lineaarista generaat-
toria parempi hilarakenne. Toisaalta ta¨ma¨ generaattori on hieman hitaampi
kuin lineaarisen kongruenssin generaattori. Ta¨ma¨ johtuu tietysti tarpeesta
ratkaista jokaisen generoinnin yhteydessa¨ Diofantoksen yhta¨lo¨.
2.3 Potenssigeneraattorit
Potenssigeneraattorit ovat muotoa
xn+1 ≡ xdn (mod P ). (3)
Ta¨sta¨ generaattorista on kaksi erityistapausta, jotka tekeva¨t siita¨ kryptografi-
sesti vahvan. Na¨ma¨ ovat RSA-generaattori seka¨ Blum-Blum-Shub-generaattori
(BBS-generaattori).
RSA-generaattori saa nimensa¨ keksijo¨idensa¨ Rivest, Shamir ja Adelman
mukaan. RSA-generaattori toimii siten, etta¨ valitaan luvuksi P kahden suu-
ren alkuluvun tulo p1 · p2. Lisa¨ksi luvuksi d valitaan sellainen luku, etta¨
GCD(d, ϕ(P )) = 1. Tiedeta¨a¨n, etta¨ ϕ(P ) = (p1−1)(p2−1), kun P = p1 ·p2.
Lisa¨ksi tiedeta¨a¨n, etta¨
xϕ(P )+1n ≡ xn (mod P )
riippumatta luvusta xn. Merkita¨a¨n nyt
s =
ϕ(P ) + 1
d
.
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Ta¨llo¨in
xsn+1 ≡ xn (mod P ).
Jotta luku s voidaan laskea, tarvitaan tieto ϕ(P ). Ta¨ma¨n laskeminen palau-
tuu luvun P tekijo¨ihin jakoon, jonka suorittamiseen ei toistaiseksi tunneta
tehokasta algoritmia. Siis luvusta xn+1 ei voi pa¨a¨tella¨ lukua xn. Lukujen
d, ja ϕ(P ) ta¨ytyy olla keskena¨a¨n jaottomia, koska ta¨llo¨in myo¨s luvut dk
(k = 0, 1, 2, . . .) ovat. Ta¨ma¨ tieto tarvitaan faktaan
xn ≡ xdn0 (mod P ).
BBS-generaattori on potenssigeneraattori, missa¨ d = 2 ja P = p1 · p2
seka¨ p1, p2 ≡ 3 (mod P ). Myo¨s ta¨ma¨n generaattorin ajatellaan olevan kryp-
tografisesti varma.
2.4 Diskreetin eksponentin generaattori
Diskreetin eksponentin generaattori on muotoa
xn+1 ≡ gxn (mod P ). (4)
Ta¨llaisella generaattorilla on era¨s ta¨rkea¨ erikoistapaus, kun P on suurehko
alkuluku ja g on primitiivijuuri modulo P . Ta¨llaisia tilanteita on yhta¨ mon-
ta kuin on alkulukuja eli a¨a¨retto¨ma¨sti, silla¨ jokaista alkulukua kohti lo¨ytyy
ainakin yksi primitiivijuuri. Ta¨ma¨n generaattorin ajatellaan olevan kryp-
tografisesti vahva, silla¨ luvun xn ratkaiseminen luvusta xn+1 vaatisi niin
sanotun diskreetin logaritmin ottamista luvusta xn+1. Kuitenkin toistaisek-
si ei ole lo¨ydetty tehokasta algoritmia kyseisen probleeman ratkaisemiseksi.
Palaamme ta¨ha¨n generaattoriin viela¨ luvussa 5.
2.5 Tausworthe-generaattorit
Tausworthe generaattori on itse asiassa erikoistapaus lineaarisen kongru-
enssin generaattorista. Tausworthe-generaattoriksi kutsutaan sita¨ erikoistapaus-
ta, joka saadaan modulin P arvolla 2.
Siis generaattori on muotoa
xn+1 ≡ a0xn + · · ·+ ajxn−j + b (mod 2).
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Erikoiseksi generaattorin tekee se, etta¨ se on helposti laskettavissa ja to-
teutettavissa tietokoneella tai loogisiin piireihin. Ta¨ma¨ johtuu siita¨, etta¨
xn+1 = a0 ¯ xn ⊕ · · · ⊕ aj ¯ xn−j ⊕ b.
Kyseessa¨ on siis yksinkertainen j-syo¨tteen looginen piiri.
2.6 A¨a¨relliset kunnat generaattoreina
A¨a¨rellisia¨ kuntia voidaan ka¨ytta¨a¨ satunnaislukujen generointiin samaan tapaan
kuin lineaarisen kongruenssin generaattoria. Itse asiassa lineaarisen kongru-
enssin generaattori on a¨a¨rellisen kunnan erikoistapaus, kun moduli P on
alkuluku.
Muutama fakta a¨a¨rellisista¨ kunnista:
Lause 2.6.1. A¨a¨rellisten kuntien alkioiden lukuma¨a¨ra¨t ovat alkulukujen
potensseja.
Lause 2.6.2. Samankokoiset a¨a¨relliset kunnat ovat isomorfisia. Puhummekin
a¨a¨rellisista¨ kunnista niin sanottuina Galois’n kuntina. Merkitsemme
GF (pk).
Todistukset. Sivuutetaan. Katso [5].
Muodostetaan esimerkiksi Galois’n kunta GF (24). Valitaan ensimma¨iseksi
supistumaton nelja¨nnen asteen polynomi modulo 2. Ta¨lla¨inen on esimerkiksi
X4 + X + 1. Valitaan jokin polynomin primitiivijuuri esim. X. Lasketaan
Xk (mod X4+X +1), (k = 1, 2, . . . , 24− 1). Huomattavaa on se, etta¨ lasku-
toimitukset tapahtuvat kunnassa Z2. Tulokseksi saamme ne 2
4−1 = 15 poly-
nomia, joktka on esitetty taulukossa 2.1. Muutamme kunkin polynomin viela¨
luvuksi n siten, etta¨ sijoitamme X = 2 ja laskemme esim. n = X3 + X =
23 + 2 = 10.
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k Xk (mod X4 +X + 1) n
1 X 2
2 X2 4
3 X3 8
4 X + 1 3
5 X2 +X 6
6 X3 +X2 12
7 X3 +X + 1 11
8 X2 + 1 5
9 X3 +X 10
10 X2 +X + 1 7
11 X3 +X2 +X 14
12 X3 +X2 +X + 1 15
13 X3 +X2 + 1 13
14 X3 + 1 9
15 1 1
Taulukko 2.1. Esimerkkipolynomiin liittyva¨t pseudosatunnaisluvut.
Na¨in on saatu 15 pseudosatunnaislukua. Ta¨llaisen generaattorin voidaan
ajatella olevan myo¨s kryptografisesti vahva, silla¨ myo¨s ta¨ssa¨ on kyse era¨a¨n-
laisesta diskreetin logaritmin ongelmasta. Laskennalista problematiikka tuot-
taa kuitenkin supistumattoman polynomin lo¨yta¨minen, seka¨ primitiivipoly-
nomin lo¨ytyminen. Ta¨ssa¨ esityksessa¨ ei kuitenkaan paneuduta ta¨ha¨n ongel-
maan. A¨a¨rellisia¨ kuntia voidaan myo¨s ka¨ytta¨a¨ suunniteltaessa Tausworthe-
generaattoreita.
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3 Era¨iden generaattorien ominaisuuksista
3.1 Lineaarisen kongruenssin generaattori
Lineaarisen kongruenssin generaaattori on siis muotoa (1). Nyt kertoimet
a0, a1, . . . , aj, b ovat jaottomia luvun P kanssa. Ta¨sta¨ seuraa
Apulause 3.1.1. Yhta¨lo¨n (1) mukainen generaattori on syklinen ja sykli
alkaa generaattorin alusta eli alkuarvoista x0, x1, . . . , xj.
Todistus. Koska generaattori voi saada korkeintaan P j+1 erilaista arvoa,
niin generaattori saa jossain vaiheessa varmasti samoja arvoja, ja on siis syk-
linen. Olkoon nyt syklin alkukohdan arvot xn, xn−1, . . . , xn−j. Va¨ite on todis-
tettu, kun osoitetaan viela¨, etta¨ n = j. Tehda¨a¨n vasta-oletus, etta¨ n > j.
Oletetaan, etta¨ syklin pituus on k eli xi+k ≡ xi (mod P ), kun i ≥ n − j.
Lisa¨ksi xn−j−1+k 6≡ xn−j−1 (mod P ). Nyt siis
xn ≡ a0xn−1 + a1xn−2 + · · ·+ ajxn−j−1 + b (mod P ).
Toisaalta myo¨s
xn+k ≡ a0xn−1+k + a1xn−2+k + · · ·+ an−j+k + ajxn−j−1+k + b
≡ a0xn−1 + a1xn−2 + · · ·+ an−jxn−j + ajxn−j−1+k + b (mod P ).
Koska xn+k ≡ xn (mod P ), niin ajxn−j−1+k ≡ ajxn−j−1 (mod P ). Edelleen
koska luvuilla aj ja P ei ole yhteisia¨ tekijo¨ita¨, niin xn−j−1+k ≡ xn−j−1 (mod P ).
ta¨ma¨ on ristiriita, joten vastaoletus oli va¨a¨ra¨. On siis oltava n = j. ¤
Apulauseen 3.1.1 perusteella tieda¨mme siis, etta¨ generaattori toistuu tie-
tyn jakson ja¨lkeen alusta. Ka¨yta¨mme seuraavaa ma¨a¨ritelma¨a¨
Ma¨a¨ritelma¨ 3.1.1. Generaattorin pituus on pienin positiiviluku k, jolle on
voimassa xi+k ≡ xi, kun i ≥ 0. Merkita¨a¨n ta¨ssa¨ modulia P vastaavan gene-
raattorin pituutta L(P ).
Huomautus. L(P ) riippuu paitsi modulista P , niin myo¨s kertoimista
a0, a1, . . . , aj, b seka¨ alkuarvoista x0, x1, . . . , xj.
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Olkoot meilla¨ nyt generaattorilla kaksi eri modulia P1 ja P2. Olkoot na¨iden
pituudet vastaavasti L(P1) ja L(P2). Nyt saamme modulille P1 ·P2 seuraavan
lauseen.
Lause 3.1.2. Olkoon luvut P1, P2 keskena¨a¨n jaottomia. Ta¨llo¨in L(P1 ·P2) =
LCM(L(P1), L(P2)).
Todistus. Oletuksen mukaan on xi+k·L(P1) ≡ xi (mod P1) ja xi+k·L(P2) ≡
xi (mod P2), kun i, k ≥ 0. Merkita¨a¨n k = LCM(L(P1), L(P2)). Siis
xi+k ≡ xi (mod P1)
ja
xi+k ≡ xi (mod P2).
Koska luvuilla P1, P2 ei ole yhteisia¨ tekijo¨ita¨, niin
xi+k ≡ xi (mod P1 · P2).
Siis L(P1 · P2) = k. ¤
Jos siis tieda¨mme generaattorin pituuden moduleilla P1 ja P2, niin saamme
tieta¨a¨ lauseen 2 perusteella generaattorin pituuden modulille P1 · P2.
Huomautus. Lauseen 3.1.2 tulos yleistyy useammallekin modulille P1, P2, . . . , Pk.
Jos luvut P1, . . . , Pk ovat keskena¨a¨n jaottomia, niin
L(P1P2 · · ·Pk) = LCM(L(P1), L(P2), . . . , L(Pk)).
Huomautus. Riitta¨a¨ tarkastella tilannetta, kun moduli on muotoa P = pk,
missa¨ p on alkuluku.
Tarkastelemme seuraavaksi tilannetta, jossa modulina on alkuluvun p potenssi.
Saamme seuraavan lauseen
Lause 3.1.3. Olkoon generaattorin pituus L(pk) modulilla pk. Ta¨llo¨in ge-
neraattorin pituus L(pk+1) modulilla pk+1 on joko L(pk) tai p · L(pk).
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Todistus. ([4] ss.34–35) Osoitamme, etta¨ L(pk+1) = l · L(pk), missa¨ l | p
eli l = 1 tai l = p, mista¨ seuraa va¨ito¨s. Koska
xi+L(pk+1) ≡ xi (mod pk+1),
niin myo¨s
xi+L(pk+1) ≡ xi (mod pk).
Siis L(pk+1) ≥ L(pk). Tiedeta¨a¨n siis, etta¨ L(pk+1) = q · L(pk) + r, missa¨
0 ≤ r < L(pk). Nyt siis xi+q·L(Pk)+r ≡ xi+r ≡ xi (mod pk). Na¨in ollen r = 0.
Siis L(pk+1) on muotoa l · L(pk). Viela¨ osoitetaan, etta¨ l | p. Jos nyt
xi+L(pk) ≡ xi (mod pk+1) (i = 0, 1, . . . , j),
niin L(pk+1) = L(pk) eli ta¨ssa¨ tapauksessa va¨ite on tosi. Oletetaan nyt, etta¨
on olemassa sellainen i ∈ {0, 1, . . . j}, etta¨
xi+L(pk) 6≡ xi (mod pk+1).
Ta¨llo¨in
xi+L(pk) ≡ xi + cipk (mod pk+1),
missa¨ ci 6≡ 0 (mod p). Ta¨sta¨ seuraa, etta¨
xi+v·L(pk) ≡ xi + vcipk (mod pk+1).
Koska ci 6≡ 0 (mod p), niin vci 6≡ 0 (mod p), (v = 1, 2, . . . , p− 1). Siis
xi+v·L(pk) 6≡ xi (mod pk+1), (v = 1, 2, . . . , p− 1).
Toisaalta pci ≡ 0 (mod p), joten
xi+p·L(pk) ≡ xi + pcipk ≡ xi (mod pk+1).
Olemme todistaneet, etta¨ l|p. ¤
Olemme todistaneet, etta¨ modulin ollessa alkuluvun potenssi eksponentin
kasvatus yhdella¨ joko pita¨a¨ generaattorin pituuden ennallaan tai kasvattaa
sen pituuden p-kertaiseksi.
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Saamme viela¨ seuraavan lauseen
Lause 3.1.4. Mika¨li L(pk+1) = p · L(pk), niin ta¨llo¨in L(pk+m) = pm · L(pk),
kun m ≥ 0.
Todistus. ([4], ss.34–35) Todistamme lauseen induktiolla luvun m suhteen.
Perusaskel m = 0 tai m = 1 on triviaali. Todistamme viela¨ tapauksen
m = 2. Kuten lauseessa 3.1.3, koska ci 6≡ 0 (mod p), niin vci 6≡ 0 (mod p),
(v = 1, 2, . . . , p− 1). Samoin, koska ci 6≡ 0 (mod p), niin vpci 6≡ 0 (mod p2),
(v = 1, 2, . . . , p− 1). Toisaalta pa¨tee p2ci ≡ 0 (mod p2). Na¨in ollen
xi+vp·L(pk) 6≡ xi (mod pk+2), (v = 1, 2, . . . , p− 1)
ja
xi+p2·L(pk) ≡ xi + p2cipk ≡ xi (mod pk+2).
Siis L(pk+2) = p ·L(pk+1) = p2 ·L(pk). Olkoon nyt m ≥ 1. Tehda¨a¨n induktio-
oletus, etta¨ L(pk+n) = pn · L(pk), kun n ≤ m. Siis
L(pk+m−1+1) = p · L(pk+m−1). Saadaan siis
L(pk+m+1) = L(pk+m−1+2)
= p2 · L(pk+m−1)
= p2 · pm−1 · L(pk)
= pm+1 · L(pk).
Induktioperiaatteen mukaan va¨ite on todistettu. ¤
Nyt meilla¨ on keinot konstruoida pitkia¨ lineaarisen kongruenssin gene-
raattoreita. Tavoitteena on lo¨yta¨a¨ sellaiset kertoimet generaattoriin, etta¨ mo-
dulin kasvatus pidenta¨a¨ generaattorin pituutta. Ta¨llo¨in voimme valita mo-
dulin kuinka suureksi tahansa ja kasvattaa generaattorin pituutta rajatta.
Idea on etsia¨ generaattoreita, jotka ovat ta¨ysmittaisia eli modulin P pituisia.
Ta¨llo¨in toteutuu ainakin se kriteeri, etta¨ generaattori on tasan jakautunut.
3.2 Esimerkkeja¨
Tarkastelemme seuraavaksi esimerkkeina¨ erilaisia muotoa xn+1 ≡ axn+b (mod 2k)
olevia generaattoreita. Valitsemme ensimma¨iseksi moduliksi 21 = 2. Ta¨llo¨in
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a, b, x0 ≡ 0, 1 (mod 2). Tutkimme generaattorin pituutta lukujen a, b, x0 eri
arvoilla. Huomattavaa on kuitenkin, etta¨ tapaukset a, b ≡ 0 (mod 2) eiva¨t ole
mielenkiintoisia, koska generaattorin oletuksissa pa¨a¨tettiin, etta¨ kertoimilla
ja modulilla ei ole yhteisia¨ tekijo¨ita¨. Tulokset on esitetty taulukossa 3.2.1.
a mod 2 b mod 2 x0 mod 2 L(2)
1 1 0 2
1 1 1 2
Taulukko 3.2.1. Esimerkkigeneraattorin arvoja modulilla 2.
Siis saamme ta¨yspituisen generaattorin aina, kun a, b ≡ 1 (mod 2) ja mo-
dulina on 2. Tulos on riippumaton alkuarvosta x0.
Seuraavaksi pyrimme parantamaan tulosta ja tarkastelemme tilannetta,
kun a, b ≡ 1 (mod 2) ja modulina on 4. Ta¨llo¨in siis a, b ≡ 1, 3 (mod 4).
Saamme taulukon 3.2.2.
a mod 4 b mod 4 L(4)
1 1 4
1 3 4
3 1 2
3 3 2
Taulukko 3.2.2. Esimerkkigeneraattorin arvoja modulilla 4.
Siis ta¨ysipituinen generaattori saadaan, kun a ≡ 1 (mod 4) ja b ≡ 1 (mod 2).
Koitamme parantaa tulosta viela¨ ja tutkimme tilannetta, kun modulina on
8. Ta¨llo¨in siis a ≡ 1, 5 (mod 8), b ≡ 1, 3, 5, 7 (mod 8). Saamme taulukon 3.2.3.
a mod 8 b mod 8 L(8)
1 1 8
1 3 8
1 5 8
1 7 8
5 1 8
5 3 8
5 5 8
5 7 8
Taulukko 3.2.3. Esimerkkigeneraattorin arvoja modulilla 8.
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Siis L(4) = 4 aina, kun a ≡ 1 (mod 4) ja b ≡ 1 (mod 2). Samoilla ehdoil-
la myo¨s L(8) = 8. Nyt siis lauseen 3.1.4 perusteella lineaarisen kongru-
enssin generaattorin xn+1 ≡ axn + b (mod 2k) pituus L(2k) = 2k aina, kun
a ≡ 1 (mod 4) ja b ≡ 1 (mod 2).
Olemme lo¨yta¨neet kokonaisen perheen ta¨ysipituisia lineaarisen kongru-
enssin generaattoreita. Ta¨ma¨ analyyttinen tarkastelu takaa meille sen, etta¨
pseudosatunnaislukumme ovat todellakin tasajakaumasta. Itse asiassa jokaisil-
la parametrin arvoilla generaattori on lukujen 0, 1, 2, . . . , 2k−1 jokin permu-
taatio. Na¨in ei kuitenkaan ole mahdollista saavuttaa na¨iden lukujen kaikkia
mahdollisia permutaatioita, koska erilaisia generaattoreita on 2k/4 · 2k/2 =
22k−3 kappaletta. Kun taas erilaisia permutaatioita on (2k)! kappaletta.
Tieteenka¨a¨n generaattorin muodostamat satunnaisluvut eiva¨t ole riip-
pumattomia. Kysymys siita¨, etta¨ kuinka pahasti satunnaisluvut ovat riip-
puvuussuhteessa, palautuu parametrien arvojen valintaan ja siihen sovelluk-
seen, johin generaattoria aiotaan ka¨ytta¨a¨.
On huomattavaa mita¨ bitteja¨ satunnaisluvusta aiotaan ka¨ytta¨a¨. Esimerkik-
si, jos otetaan kustakin satunnaisluvusta va¨hiten merkitseva¨ bitti, niin ta¨llo¨in
saamme uuden bittijonon, jonka pituus on vain 2. Jos taas otetaan 2 va¨hiten
merkitseva¨a¨ bittia¨ kustakin satunnaisluvusta, niin uuden bittijonon syklin
pituus on 4 ja niin edelleen.
Nyrkkisa¨a¨nto¨na¨ lineaarisen kongruenssin generaattoreissa onkin ka¨ytta¨a¨
vain ylimpia¨ eli eniten merkitsevia¨ bitteja¨.
Tutkitaan seuraavaksi Fibonacci-generaatoria xn ≡ xn−1+xn−2 (mod 2k).
Muodostetaan taulukot kuten edellisen generaattorin tapauksessa. Nyt ri-
itta¨a¨ tosin tutkia alkuarvojen x0, x1 valintaa. Nyt joudumme ka¨ytta¨ma¨a¨n
oletusta, etta¨ alkuarvot ja moduli ovat keskena¨a¨n jaottomat. Tutkitaan siis
ensin tilanne P = 2. Ta¨llo¨in x0, x1 ≡ 1 (mod 2). Ta¨ten saamme pseudosatun-
naislukujonon 1, 1, 0, 1, 1, 0, . . .. Siis L(2) = 3. Tutkitaan seuraavaksi tilanne,
kun P = 4. Siis x0, x1 ≡ 1, 3 (mod 4). Ta¨ten saadaan taulukko 3.2.4.
x0 mod 4 x1 mod 4 L(4)
1 1 6
1 3 6
3 1 6
3 3 6
Taulukko 3.2.4. Fibonacci-generaattorin arvoja modulilla 4.
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Ja¨lleen lauseen 3.1.4 perusteella, alkuarvojen x0, x1 ollessa parittomia, ge-
neraattorin pituus tuplaantuu aina, kun moduli tuplaantuu. Eli, kun
x0, x1 ≡ 1 (mod 2), niin generaattorin xn ≡ xn−1 + xn−2 (mod 2k) pituus
L(2k) on 3 · 2k.
Vastaavalla tavalla voidaan ka¨sitella¨ myo¨s kaikkia muita lineaarisen kong-
ruenssin generaattoreita, mutta ta¨ytyy huomata, etta¨ sopivien ehtojen lo¨y-
ta¨minen ei ole aina helppoa. Lisa¨ksi ta¨llaisissa generaattoreissa ta¨ytyy olla
tarkkana myo¨s hilarakenteen kanssa, jotta satunnaisluvut eiva¨t korreloisi
liikaa.
Lineaarisen kongruenssin generaattorit eiva¨t tosin ole kryptografisessa mie-
lessa¨ hyvia¨, silla¨ osittaisistakin biteista¨ voidaan selvitta¨a¨ esimerkiksi alkuar-
vot, joilla generaattori on alustettu. Kryptografisesti vahvojen generaattorien
idea palautuukin juuri siihen seikkaan, etta¨ ei pystyta¨ selvitta¨ma¨a¨n poly-
nomisessa ajassa generaattorin alkuarvoja tai edes alkuarvojen osaa.
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4 Generaattoreiden tilastollisesta testaamises-
ta
Tavallisesti generaattoreiden tutkiminen matemaattisilta ominaisuuksiltaan
on vaikeaa eiva¨tka¨ ne anna kuvaa generaattorin ka¨ytta¨ytymisesta¨ ka¨ytetta¨va¨ssa¨
sovelluksessa. Ta¨ytyy siis turvautua tilastollisiin menetelmiin. Ka¨yta¨nno¨ssa¨
ta¨ma¨ tarkoittaa sita¨, etta¨ voidaan suorittaa sarja tilastollisia testeja¨ ja tutkia,
voidaanko olettaa haluttujen ominaisuuksien olevan voimassa valitulla riski-
tasolla. Ta¨rkeimma¨t ominaisuudet ovat
• Generaattori on halutusta jakaumasta, yleensa¨ tasa-jakaumasta.
• Generaattori on tilastollisesti riippumaton.
Ensimma¨iseen kriteeriin tavallisesti luokitellaan aineistoa ja tehda¨a¨n tilas-
tolliset testit, joista tavallisimmat ovat χ2-testit seka¨ Kolmogorov-Smirnov-
testi.
Ja¨lkimma¨inen kriteeri on hankalampi todeta, vaikka kyse olisi ”oikeasti”
satunnaisita luvuista, mutta jotkut testipatterit tunnistavat tavallisimpien
generaattorityyppien riippuvuudet, mika¨li parametreja¨ ei ole valittu huolel-
la. Ta¨llaisia ovat muun muuassa autokorrelaatio-testit, Gap-testit seka¨ Run-
testit.
Vaikka generaattori la¨pa¨isikin testit saamme vain jonkin asteisen varmuu-
den sen ka¨ytto¨kelpoisuudesta. Toisaalta vaikka generaattori ei la¨pa¨isika¨a¨n
testipatteria, niin ei se tarkoita, etta¨ generaattori olisi huono. Itse asiassa
joillakin otoksilla, ehka¨pa¨ harvinaisilla, generaattori pita¨isi hyla¨ta¨ kaikkien
testien perusteella. Ta¨ma¨n pita¨isi tapahtua, mika¨li generaattori on erino-
mainen.
Tarkastellaan seuraavaksi joitakin tilastollisia testeja¨.
4.1 χ2-testit
Tarkastellaan aluksi χ2-jakaumaa. Mika¨li meilla¨ on n kappaletta normaali-
jakautuneita riippumattomia satunnaismuuttujia x1, x2, . . . , xn, niin silloin
n∑
i=1
x2i
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noudattaa χ2-jakaumaa parametrinaan n. Oletetaan, etta¨ satunnaismuuttu-
ja x ∼ χ2(n). Ta¨llo¨in sen odotus-arvo E(x) = n ja varianssi Var(x) = 2n.
Lause 4.1.1. Olkoon joukko luokiteltu k osajoukon kokoelmaksi ja olkoon
na¨iden mitatut frekvenssit f1, f2, . . . , fk seka¨ odotusarvoiset frekvenssit
e1, e2, . . . , ek. Ta¨llo¨in
χ2s =
k∑
i=1
(fi − ei)2
ei
∼ χ2(k − 1)
Todistus. Katso [2].
Lause 4.1.1 antaa oivan tyo¨kalun tutkia, onko tutkittava generaattori ha-
lutusta jakaumasta. Oletetaan, etta¨ generaattorin pita¨isi tuottaa satunnais-
lukuja jakaumasta Tas(0, 1). Tuotetaan suurehko ma¨a¨ra¨ pseudosatunnais-
lukuja generaattorilla. Luokitellaan ne k osajoukkoon, esim. va¨leihin
[0, 1/k), [1/k, 2/k), . . . , [(k − 1)/k, 1). Lasketaan kunkin joukon frekvenssit
f1, f2, . . . , fk. Lasketaan myo¨s odotettavat frekvenssit e1, e2, . . . , ek. Esimerk-
ki tapauksessa e1 = e2 = · · · = ek = 1/k. Lasketaan lauseen 4.1.1 testisuure.
Nyt meilla¨ on nollahypoteesina
H0: Otos on tasajakaumasta eli χ2s = 0.
Vaihtoehtoisen hypoteesin ollessa
H1: Otos ei ole tasajakaumasta eli χ2s > 0.
Seuraavaksi valitaan riskitaso, jolla H0 hyla¨ta¨a¨n. Tavallisimmin ta¨ksi vali-
taan 0.01. Seuraavaksi katsotaan χ2(k− 1)-jakaumasta se arvo, joka on suu-
rempi 99% luvuista. Esimerkiksi, jos k = 10, niin χ2(9)- jakaumassa ta¨ma¨
kohta olisi 21, 67. Siis, jos laskemamme testisuure χ2s > 21, 67, niin nollahypo-
teesi hyla¨ta¨a¨n, ja ta¨llo¨in voimme olettaa, etta¨ generaattori ei tuota satunnais-
lukuja tasajakaumasta. Virheen mahdollisuus on ta¨llo¨in 1%. Monet valmiso-
hjelmistot, kuten SAS, SPSS, Statistica, jne. laskevat suoraan ta¨llaiset testit.
Sita¨ suuremman varmuuden jakaumasta saadaan, mita¨ useammalla taval-
la joukko jaetaan erilaisiin osajoukkoihin ja suoritetaan χ2-testeja¨. Huo-
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mattavaa on kuitenkin se, etta¨ myo¨s hyva¨n generaattorin olettaisi joissain
testeissa¨ tulevan hyla¨tyksi.
Myo¨s Kolmogorov-Smirnov-testia¨ voi ka¨ytta¨a¨ ta¨ha¨n tarkoitukseen. Myo¨s
ta¨ma¨ testi lo¨ytyy useimmista valmisohjelmistoista. Sivuutamme kuitenkin
sen tarkastelun.
4.2 Autokorrelaatio testit
Autokorrelaatioita laskemalla voidaan tutkia onko olemassa korrelaatiota
generoidun satunnaisluvun ja edelta¨vien satunnaislukujen va¨lilla¨. Ta¨llo¨in
rakennetaan regressiomalli
Xk = (1 : X1 : X2 : · · · : Xk−1)b+ e,
missa¨ vektori Xi = (xi xi+1 · · ·xi+n)T (i = 1, . . . , k), luvut x1, . . . , xn+k ovat
generoidut satunnaisluvut ja 1 = (1 1 · · · 1)Tn . Kerroinvektori b = (b0 b1 · · · bk−1)T
on estimoitava kerroinvektori, joka saadaan pienimma¨n nelio¨summan mene-
telma¨lla¨. Kun satunnaisluvut ovat riippumattomia, pa¨tee virhevektorille e ∼
N(0, In×n) likimain. Merkita¨a¨n viela¨ lyhyesti A = (1 : X1 : X2 : · · · : Xk−1).
Siis ratkaistaan estimaatti bˆ pienimma¨n nelio¨summan menetelma¨lla¨, jolloin
saadaan
bˆ = (ATA)−1ATXk.
Estimoituja kertoimia analysoidaan tilastollisin menetelmin. Oletetaan, etta¨
satunnaislukumme olivatN(0, 1) normaalijakaumasta. Tasajakaumasta pa¨a¨sta¨a¨n
helposti normaalijakaumaan muunnoksella y = Φ−1(x), missa¨ x ∼ Tas(0, 1)
ja Φ on normaalijakauman kertyma¨funktio. Nyt hypoteesit ovat
H0: bˆ = 0,
H1: bˆ 6= 0.
Ka¨ytetta¨va¨ tilastollinen testi on niin sanottu Studentin t-testi. Myo¨s na¨ma¨
lo¨ytyva¨t tilasto-ohjelmistoista, kuten SPSS. Era¨s tapa tutkia autokorrelaa-
tiota on muodostaa korrelaatiokertoimia eri va¨lein otetuille satunnaisluvuille
ja tutkia ovatko, tilastollisesta na¨ko¨kulmasta, kertoimet la¨hella¨ nollaa.
Myo¨s muita aikasarja-analyysien menetelmia¨ voi ka¨ytta¨a¨ tutkimaan onko
riippuvuutta olemassa.
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4.3 Gap-testit
Gap-testeja¨ on monenlaisia, mutta yhteista¨ niille on, etta¨ tutkitaan eripi-
tuisia satunnaisluvuissa esiintyvia¨ va¨leja¨ ja verrataan na¨ita¨ teoreettisiin to-
denna¨ko¨isyyksiin. Tarkastellaan muutamia esimerkkeja¨. Tutkitaan satunnais-
lukugeneraattorilla saatua bittijonoa siten, etta¨ lasketaan kahden saman bitin
va¨lisia¨ eta¨isyyksia¨. Na¨ma¨ va¨lit voivat saada arvoja 0, 1, 2, . . .. Nyt kahden
saman bitin va¨lisen eta¨isyyden r todenna¨ko¨isyys saadaan laskettua seuraavasti
pr =
(
1− 1
2
)r
· 1
2
=
(
1
2
)r+1
.
Nyt lasketaan bittijonosta kunkin eta¨isyyden frekvenssit ja verrataan teo-
reettisiin todenna¨ko¨isyyksiin pr. Vertailuun voidaan taas ka¨ytta¨a¨ lausetta
4.1.1.
Era¨s tapa on tutkia va¨lien pituuksia siten, etta¨ tutkitaan sellaisten lukujen
va¨lista¨ eta¨isyytta¨, joiden vieressa¨ molemmin puolin on pienempi luku. Ta¨ssa¨
tutkitaan siis satunnaislukuja tasajakaumasta Tas(0, 1).
Myo¨s muunlaisia Gap-testeja¨ on olemassa, ta¨ssa¨ rajoituksena on vain
mielikuvitus. Kysymys kuuluukin, onko sovelluksen kannalta va¨ltta¨ma¨to¨nta¨
tutkia kokonaisia pattereita Gap-testeja¨.
4.4 Run-testit
Run-testeissa¨ tutkitaan erilaisia muutoksia satunnaislukujonossa ja na¨iden
muutosten pituuksia ja verrataan taas teoreettisiin todenna¨ko¨isyyksiin. Tar-
kastellaan muutamia esimerkkeja¨.
Tutkitaan jonosta, miten satunnaisluvut suhtautuvat toisiinsa. Eli tutki-
taan, onko xi > xi+1 ja taas onko xi+1 > xi+2 ja niin edelleen. Kiinnos-
tuksen kohteena on tilanne xi > xi+1 > · · · > xi+k < xi+k+1. Nyt tut-
kitaan lukujen k = 1, 2, . . . esiintymistiheytta¨ ja verrataan teoreettisiin to-
denna¨ko¨isyyksiin. Vertailu voidaan taas suorittaa ka¨ytta¨ma¨lla¨ χ2-testia¨. Ole-
tuksena meilla¨ on siis, etta¨ luvut xi ∼ Tas(0, 1). Teoreettiset esiintymisto-
dennna¨ko¨isyydet voidaan muodostaa seuraavasti
P(k = 1) = P(x1 > x2) =
∫ 1
0
∫ x1
0
1 dx1dx2 =
1
2
ja
P(k = r) = P(x1 > x2 > · · · > xr) =
∫ 1
0
∫ x1
0
· · ·
∫ xr−1
0
1 dxrdxr−1 · · · dx1 = 1
r!
.
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Nyt siis tarkastellaan satunnaislukujoukon tilannetta ja lasketaan otoksesta
frekvenssit ja verrataan niita¨ edella¨ oleviin teoreettisiin todenna¨ko¨isyyksiin.
Era¨s Run-testi perustuu siihen, etta¨ koodataan satunnaislukujono uudes-
taan bittijonoksi seuraavalla funktiolla f : [0, 1)→ {0, 1}
f(x) = 1, kun x < a, f(x) = 0, kun x ≥ a,
missa¨ luku a voidaan valita vapaasti va¨lilta¨ [0, 1). Tavanomaisesti tosin luvuk-
si a valitaan otoksen keskiarvo tai mediaani. Nyt satunnaisluvuista x1, x2, . . .
on saatu bittijono f(x1), f(x2), . . . ja ta¨ha¨n bittijonoon voidaan soveltaa edel-
lisessa¨ kohdassa esiteltya¨ Gap-testia¨.
Kuten Gap-testeissa¨, niin myo¨s Run-testeissa¨ vain mielikuvitus on rajana
erilaisille testeille. Ta¨ytyy kuitenkin arvioida, onko testi sovelluksen kannalta
tarpeellinen ja pystyta¨a¨nko¨ muodostamaan teoreettiset todenna¨ko¨isyydet tai
approksimoimaan ne riitta¨va¨n tarkasti.
4.5 Pokeri-testit
Pokeritesteissa¨ sananmukaisesti simuloidaan korttipelia¨ nimelta¨ pokeri tai
ta¨ma¨n muunnoksia. Eli satunnaislukujen oletetaan muodostavan erilaisia
ka¨sia¨ peliin. Sitten lasketaan erilaisten ka¨sien esiintymisfrekvenssi ja ver-
rataan teoreettisiin todenna¨ko¨isyyksiin saada kyseisia¨ ka¨sia¨. Vertailu tote-
teutaan, kuten ennenkin, χ2-testein.
4.6 Lopuksi tilastollisista testeista¨
Ta¨ssa¨ oli pintaraapaisu tavanomaisista tilastollista testeista¨, joita ka¨yteta¨a¨n
satunnaislukugeneraattorien hyvyyden testaamiseen. Lo¨ytyy viela¨ paljon mui-
takin testeja¨ ja ta¨ssa¨ esitetyille testeille lo¨ytyy lukemattomia muunnoksia.
Selva¨a¨ on, etta¨ kaikkia testeja¨ ei ole mahdollista suorittaa eika¨ se olisi
myo¨ska¨a¨n ja¨rkeva¨a¨. Nyrkkisa¨a¨nto¨ on se, etta¨ testit valitaan sen mukaan,
mita¨ ominaisuuksia generaattorilla ta¨ytyy olla. Ta¨ma¨ on ta¨ysin sovelluskoh-
taista. Eli generaattori, joka on erinomainen toisessa sovelluksessa, voi olla
a¨a¨rimma¨isen huono toisessa.
Ei ole olemassa universaalia testia¨, joka korvaisi kaikki muut testit, mutta
aina voidaan kehitta¨a¨ testeja¨, jotka kattavat mahdollisimman suuren joukon
muita testeja¨.
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Huomautus. Ta¨ssa¨ sanottiin, etta¨ ei ole universaaleja testeja¨. Ta¨ma¨ pita¨a¨
paikkansa, mutta on olemassa monia testeja¨, jotka on nimetty universaaleik-
si esimerkiksi Ueli Maurerin universaalitesti.
Siina¨ pyrita¨a¨n approksimoimaan bittijonon entropiaa. Mika¨li entropia on
tilastollisesti la¨hella¨ muistittoman satunnaisla¨hteen entropiaa
H = −1
2
log
1
2
,
niin ta¨llo¨in kyse on riippumattomasta tasajakautuneesta bittijonosta. Ta¨llai-
sia testeja¨ pyrita¨a¨n kehitta¨ma¨a¨n erityisesti kryptologian tarpeisiin.
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5 Satunnaislukugeneraattorit kryptografiassa
5.1 Yksisuuntaiset funktiot
Ta¨ssa¨ luvussa ka¨sitella¨a¨n niin sanottuja yksisuuntaisia funktioita. Aluksi on
huomautettava, etta¨ ta¨ta¨ tutkielmaa kirjoitettaessa ei ole viela¨ selvitetty,
onko ta¨llaisia edes olemassa. Aloitetaan yksisuuntaisen funktion ma¨a¨ritelma¨sta¨.
Ma¨a¨ritelma¨ 5.1.1. Funktiota f : {0, 1}∗ → {0, 1}∗ sanotaan yksisuun-
taiseksi, mika¨li
(1) On olemassa sellainen c ≥ 1, etta¨ ‖x‖1/c < ‖f(x)‖ < ‖x‖c,
(2) f(x) on polynomisessa ajassa laskettavissa,
(3) Jokaista satunnaistettua polynomisessa ajassa laskettavaa algoritmia
A : {0, 1}∗ → {0, 1}∗ kohti
P(f(A(f(y))) = f(y)) = NEGL(n),
missa¨ y on satunnaisesti valittu joukon {0, 1}n tasajakaumasta.
Ma¨a¨ritelma¨ 5.1.2. Sanomme, etta¨ yksisuuntainen funktio on yksisuun-
tainen permutaatio, mika¨li funktio on injektiivinen seka¨
‖f(x)‖ = ‖x‖, ∀x ∈ {0, 1}∗.
Tarkastellaan aluksi na¨ita¨ ma¨a¨ritelmia¨. Ma¨a¨ritelma¨n 5.1.1 kohta (1) takaa
sen, etta¨ merkkijonon kuvan pituus on rajoitettu merkkijonon pituuden mu-
kaisesti. Erityisesti erikoistapaus c = 1 on mielenkiintoinen, silla¨ silloin merk-
kijonot kuvautuvat samanpituisiksi merkkijonoiksi.
Kohta (2) on ta¨rkea¨ vaatimus laskennan teorian kannalta. Mika¨li ei olisi
kyse polynomisessa ajassa laskettavasta funktiosta, niin funktiolla ei ka¨yta¨n-
no¨n hyo¨tya¨ juuri olisikaan.
Kohta (3) kertoo, etta¨ kyseinen todenna¨ko¨isyys on mita¨to¨n eli pienempi
kuin luvun n minka¨ tahansa polynomin ka¨a¨nteisluku. Kohdassa (3) ma¨a¨ritel-
la¨a¨n todenna¨ko¨isyyden sille, etta¨ mika¨li valitaan sattumanvaraisesti merkki-
jono y ja lasketaan f(y) seka¨ yriteta¨a¨n ta¨ma¨n ja¨lkeen algoritmilla A laskea
merkkijonon f(y) alkukuva, niin ta¨ssa¨ onnistutaan. Huomautan, etta¨ alkuku-
via voi olla siis useita, ellei funktio f ole injektio. Lisa¨ksi funktio ei va¨ltta¨ma¨tta¨
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ole surjektio; ta¨sta¨ syysta¨ ei voida kirjoittaa suoraan P(f(A(y)) = y) =
NEGL(n).
Yksisuuntainen permutaatio on bijektiivinen, joten ta¨ssa¨ tapauksessa koh-
dan (3) kaava voidaan kirjoittaa
P(f(A(y)) = y) = NEGL(n).
Yksisuuntaisten funktioiden tai permutaatioiden olemassaolo on viela¨ avoin
ongelma. Jos P = NP , niin ta¨llo¨in ei voi olla olemassa yksisuuntaisia funk-
tioita. Ta¨ma¨ seuraa tietysti suoraan siita¨, etta¨ olisi olemassa sellainen poly-
nomisessa ajassa laskettava funktioA, etta¨ f(A(f(y)) = f(y) kaikilla syo¨tteilla¨
y. Ta¨llo¨in kohdan (3) todenna¨ko¨isyys olisi siis 1 ja 1 6= NEGL(n).
Toisaalta avoin ongelma on se, etta¨ mika¨li P ⊂ NP , niin onko ta¨llo¨in
myo¨s olemassa yksisuuntaisia funktioita vai ei.
Eroavaisuus na¨issa¨ kahdessa ongelmassa on se, etta¨ ongelma P = NP?
ka¨sittelee pahimman tapauksen tilannetta, kun taas yksisuuntaisen funktion
olemassaolo ka¨sittelee keskima¨a¨ra¨isen tapauksen tilannetta.
Kryptografisessa mielessa¨ yksisuuntaisen funktion idea on siina¨, etta¨ vaik-
ka merkkijonosta on helppo laskea merkkijonon kuva, niin merkkijonon ku-
vasta on (liian) vaativaa laskea merkkijono.
Ta¨ha¨n saakka yksisuuntaisista funktioista on onnistuttu konstruoimaan
yksisuuntaisia permutaatioita ja toisinpa¨in. Ta¨llo¨in tosin kohdan (3) to-
denna¨ko¨isyys yleensa¨ tapaa suurentua.
Mielenkiintoinen ongelma olisi myo¨s konstruoida NP-ta¨ydellisesta¨ ongel-
masta yksisuuntainen funktio. Ta¨ma¨ jo ylla¨ todettiinkin avoimeksi ongel-
maksi.
Tarkastellaan nyt konjekturoituja yksisuuntaisia funktioita.
Tekijo¨ihin jaon ongelma. Olkoot p, q alkulukuja, joiden pituus bina¨a¨-
rija¨rjestelma¨ssa¨ on n. Olkoon f(n, x, y) = (n, xy). Toistaiseksi ei tunnetta
polynomisessa ajassa laskettavaa funktiota A(n, xy) = (n, x, y), joten funk-
tion f ajatellaan olevan yksisuuntainen.
Diskreetin logaritmin ongelma. Olkoot p alkuluku, g primitiivijuuri
modulo p, ja 0 < i < p. Olkoon f(p, g, i) = (p, g, gi mod p). Toistaiseksi
ei tunneta polynomisessa ajassa laskettavaa funktiota A(p, g, gi mod p) =
(p, g, i). Lukujen p, g ei tarvitse olla satunnaisesti valittu, mutta luku p vali-
taan yleensa¨ sellaiseksi, etta¨ luvulla p− 1 on suuria tekijo¨ita¨.
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Diskreetin nelio¨juuren ongelma. Olkoot m ∈ Z+, ja x < m. Olkoon
f(m,x) = (m,x2 mod m). Taaskaan ei tunneta polynomisessa ajassa lasket-
tavaa funktiota A(m,x2 mod m) = (m,x).
RSA-funktion ongelma. Olkoot p, q alkulukuja. Olkoon luku e ∈ Zp·q
sellainen, etta¨ silla¨ ei ole yhteisia¨ tekijo¨ita¨ luvun (p−1)(q−1) kanssa. Olkoon
y ∈ Zp·q ja edelleen f(p, q, e, y) = (p · q, e, ye mod p · q). Ja¨lleen ei tunneta
polynomisessa ajassa laskettavaa funktiota A(p · q, e, ye mod p · q) = y.
Kaikissa na¨issa¨ ongelmissa lo¨ytyy erikoistapauksia, jotka ratkeavat poly-
nomisessa ajassa. Ka¨yta¨nno¨n kryptografiassa na¨ma¨ funktion f syo¨tteet vali-
taan suuriksi, yleensa¨ suuremmaksi kuin 2128.
5.2 Turvalliset satunnaisluvut
Ma¨a¨rittelemme nyt kryptografisesti turvalliset pseudosatunnaislukugeneraat-
torit.
Ma¨a¨ritelma¨ 5.2.1. Olkoon f : {0, 1}∗ → {0, 1}∗ polynomisessa ajassa las-
kettava funktio, jolle on voimassa
‖x‖ ≤ ‖f(x)‖ < ‖x‖c,
jollain vakiolla c. Sanomme ta¨llaista funktiota generaattoriksi.
Ma¨a¨ritelma¨ 5.2.2.OlkoonA : {0, 1}∗ → {0, 1} satunnaistettu polynomises-
sa ajassa laskettavissa oleva funktio. Olkoon n ∈ Z+. Olkoon x ∈ {0, 1}n
valittu satunnaisesti. Olkoon y ∈ {0, 1}N valittu satunnaisesti, missa¨ N =
‖f(x)‖. Nyt sanomme, etta¨ funktio A on onnistunut, jos joko A(f(x)) = 0
tai A(y) = 1.
Ta¨llainen funktio A siis tunnistaa, onko annettu syo¨te sattumanvaraisesti
valittu vai jonkin alkion x kuva f(x). Funktio A saa arvon 0, kun kyseessa¨
on funktion f jokin kuva, ja funktio f saa arvon 1, kun syo¨tteena¨ on sat-
tumanvaraisesti valittu merkkijono.
Ma¨a¨ritelma¨ssa¨ 5.2.2 funktio A saa syo¨tteekseen siis joko merkkijonon f(x)
tai merkkijonon y. Kummankin todenna¨ko¨isyys olla syo¨te on 1/2.
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Ma¨a¨ritelma¨ 5.2.3. Sanomme, etta¨ generaattori f on turvallinen satun-
naislukugeneraattori, mika¨li jokaiselle satunnaistetulle polynomisessa
ajassa laskettavalle funktiolle A on voimassa
P(A onnistuu) ≤ 1/2 + NEGL(n).
Satunnaislukugeneraattori on siis turvallinen, mika¨li ei ole polynomisessa
ajassa laskettavaa funktiota, joka tehokkaasti tunnistaisi todelliset satunnais-
luvut generaattorilla tuotetuista.
Turvallisten satunnaislukujen olemassaolo on avoin kysymys. Mutta mika¨li
yksisuuntaisia permutaatioita on, niin silloin on myo¨s turvallisia satunnais-
lukugeneraattoreita.
Ma¨a¨ritelma¨ 5.2.4. Olkoon n ≥ 1. Olkoon x valittu satunnaisesti yhta¨ suu-
rin todenna¨ko¨isyyksin joukosta {0, 1}n. Olkoon f(x) = F1F2 . . . FN . Mika¨li
jokaiselle satunnaistetulle polynomisessa-ajassa laskettavalle algoritmille
A : {0, 1}i → {0, 1}, (i ≤ N) on voimassa
max
i
P(A(F1F2 . . . Fi) = Fi+1) = 1/2 + NEGL(n),
niin sanomme generaattorin f olevan ennustamaton.
Toisin sanoen, generaattori on ennustamaton, mika¨li edellisista¨ biteista¨ ei
kyeta¨ laskemaan polynomisessa ajassa seuraavaa bittia¨ tai onnistumisen to-
denna¨ko¨isyys ei ole kuin mita¨tto¨ma¨sti suurempi kuin 1/2.
Lause 5.2.1. Generaattori f on turvallinen satunnaislukugeneraattori, jos
ja vain jos se on ennustamaton.
Todistus. ([6] ss.50-52.) Osoitamme vain, etta¨ turvallinen satunnaisluku-
generaattori on ennustamaton ja sivuutamme todistuksen toiseen suuntaan.
Oletetaan nyt, etta¨ generaattori f on turvallinen satunnaislukugeneraattori.
Tehda¨a¨n vasta-oletus, etta¨ generaattori ei olisikaan ennustamaton. Ta¨llo¨in
on olemassa sellaiset satunnaistettu polynomisessa ajassa laskettava algorit-
mi A ja vakio k > 0, etta¨ on olemassa a¨a¨retto¨ma¨n monta sellaista lukua n,
etta¨ jokaista lukua n kohti on olemassa sellainen i ≤ N , etta¨
P(A(F1F2 . . . Fi) = Fi+1) >
1
2
+
1
nk
.
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Ta¨ssa¨ siis x ∈ {0, 1}n on satunnaisesti valittu ja f(x) = F1F2 . . . FN . Olkoon
A2 : {0, 1}∗ → {0, 1},
A2(y) = 0, kun A(y1y2 . . . yi) = yi+1 ja A2(y) = 1 muutoin.
Olkoon nytR1R2 . . . RN satunnaisesti valittu joukosta {0, 1}N . Nyt todenna¨ko¨i-
syys, etta¨ algoritmi A2 tunnistaa satunnaisen merkkijonon merkkijonosta
f(x) on
1
2
· P(A(R1R2 . . . Ri) 6= Ri+1) + 1
2
· P(A(F1F2 . . . Fi) = Fi+1)) ≥
1
2
· 1
2
+
1
2
(
1
2
+
1
nk
)
=
1
2
+
1
2nk
.
Koska 1
2
+ 1
2nk
6= 1
2
+ NEGL(n), niin algoritmi f ei ole turvallinen satun-
naislukugeneraattori, mika¨ on ristiriita. Na¨in ollen vasta-oletus on va¨a¨ra¨ ja
generaattori on ennustamaton. ¤
Katsotaan seuraavaksi, mita¨ yhteista¨ on turvallisilla satunnaisluku gene-
raattoreilla ja yksisuuntaisilla funktioilla.
Lause 5.2.2. Olkoon f turvallinen satunnaislukugeneraattori. Olkoon li-
sa¨ksi ‖f(x)‖ ≥ 2 · ‖x‖. Ta¨llo¨in f on yksisuuntainen funktio.
Todistus. (Vrt. lause 5.2.1.) Oletetaan, etta¨ generaattori f ei ole yksisu-
untainen funktio. Ta¨llo¨in on olemassa vakio k > 0 ja satunnaistettu polyno-
misessa-ajassa laskettava algoritmi A seka¨ a¨a¨retto¨ma¨n monta sellaista lukua
n, etta¨ satunnaisesti valitulle merkkijonolle y ∈ {0, 1}n on voi-
massa
P(f(A(f(y))) = f(y)) >
1
nk
.
Olkoon nyt
A2 : {0, 1}N → {0, 1},
A2(y) = 0, kun f(A(y)) = y, ja A2(y) = 1 muutoin.
29
Olkoon r ∈ {0, 1}N satunnaisesti valittu. Nyt algoritmin A2 onnistumisen
todenna¨ko¨isyys, kun syo¨tteeksi annetaan todenna¨ko¨isyydella¨ 1/2 joko r tai
f(x), on
1
2
· P(g(A(r)) 6= r) + 1
2
· P(g(A(g(x))) = g(x))).
Todetaan aluksi, etta¨ 1
nk
> 1
2n
, kun luku n on riitta¨va¨n suuri. Koska
P(f(A(r) = r) ≤ 2
n
2N
≤ 2
n
22n
=
1
2n
,
niin
P(f(A(r)) 6= r) ≥
(
1− 1
2n
)
.
Na¨in ollen
1
2
· P(g(A(r)) 6= r) + 1
2
· P(g(A(g(x))) = g(x))) ≥
1
2
·
(
1− 1
2n
)
+
1
2
· 1
nk
=
1
2
+
1
2nk
− 1
2n+1
>
1
2
+
1
4nk
.
Koska 1
2
+ 1
4nk
6= NEGL(n), niin generaattori ei ole turvallinen satunnaisluku-
generaattori, mika¨ on ristiriita. Siis generaattori f on yksisuuntainen funktio.
¤
Voidaan myo¨s osoittaa, etta¨ yksisuuntaisten funtioiden olemassa-olo takaa
turvallisten satunnaislukujen olemassa-olon.
Lause 5.2.3. Olkoon f yksisuuntainen permutaatio. Ta¨llo¨in on olemassa
turvallinen satunnaislukugeneraattori.
Todistus. Sivuutetaan. Katso [6].
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Yksisuuntaista funtioista voidaan muodostaa yksisuuntaisia permutaatioi-
ta, mutta yleensa¨ turvallisuudessa ha¨vita¨a¨n. Ta¨lla¨ ei tosin olisi merkitysta¨,
mika¨li voitaisiin todistaa, etta¨ oletetut yksisuuntaiset funktiot olisivat todella
yksisuuntaisia.
5.3 Esimerkki
Tarkastellaan seuraavaksi konkreettista esimerkkia¨ kryptografisesti vahvasta
satunnaislukugeneraattorista.
Lause 5.3.2. Olkoon f : {0, 1}n → {0, 1}n yksisuuntainen permutaatio.
Olkoot ‖x‖ = 2n, N = nk (k > 0) ja y(t) = f t(x1, x2, . . . , xn) (t = 1, . . . , N).
Olkoot edelleen
gt = y1(t)¯ xn+1 ⊕ y2(t)¯ xn+2 ⊕ · · · ⊕ yn(t)¯ x2n
ja g(x) = gNgN−1 . . . g1. Ta¨llo¨in funktio g on turvallinen satunnaislukugene-
raattori.
Todistus. Sivuutetaan. Katso [6].
Tarkastellaan lauseen 5.3.2 menetelma¨a¨ turvallisen satunnaislukugeneraat-
torin muodostamiseksi. Diskreetin logaritmin
f(z) = gz mod p
on konjekturoitu olevan yksisuuntainen permutaatio.
Valitaan nyt moduliksi alkuluku p = 65537. Ta¨lle lo¨ytyy primitiivijuuri
g = 75. Valitaan alkuarvo z1 ∈ {1, 2, . . . 65536}. Valitaan toinen luku sa-
tunnaisesti w ∈ {0, 1, 2, . . . , 65535}. Ta¨llo¨in ‖z1 − 1‖ = ‖w‖ = 16. Valitaan
satunnaisbittien lukuma¨a¨ra¨, joka on nyt siis muotoa 16k. Valitaan esimerkin
vuoksi 162 = 256. Suoritetaan seuraava pseudokielinen algoritmi:
1. Iteroi 256 kertaa sijoitusta zi+1 = 75
zi mod 65537.
2. Laske yi = zi − 1 luvun i arvoilla 1, 2, . . . , 256.
3. Laske xi = (yi AND w) luvun i arvoilla 1, 2, . . . , 256.
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4. Laske luvun xi pariteetti ja sijoita muuttujaan gi. Tee ta¨ma¨ luvun i ar-
voilla 1, 2, . . . , 256.
5. Tulosta bitit g256−i luvun i arvoilla 1, 2, . . . , 256.
6. Lopeta.
Valitsin satunnaisesti luvut z = 55, w = 46774 ja tuloksena tuli taulukon
5.3.1 psedosatunnaisbittijono.
1-64
01010110
01001001
10000010
00101110
00001001
01100100
10111100
01111110
65-129
11110001
10000100
10110101
10111110
10011100
10000100
01101001
11010011
130-193
10110110
01110100
01011011
11110000
00110001
10010110
01010001
01011001
193-255
00001101
01011111
10110000
01001010
10000000
00101010
01011101
1010011
Taulukko 5.3.1. Esimerkkiin liittyva¨ pseudosatunnaisbittijono.
Kovin satunnaisellta na¨ytta¨a¨! Idea on kuitenkin siina¨, etta¨ 16-bittisesta¨ lu-
vusta saatiin laskettua ta¨ma¨ 256-bittinen luku. Lisa¨ksi ta¨sta¨ pidemma¨sta¨
256-bittisesta¨ luvusta ei voida polynomisessa ajassa laskea alkupera¨ista¨ 16-
bittista¨ lukua. Ta¨ma¨ pita¨a¨ paikkansa mika¨li kyseessa¨ siis todella on yksi-
suuntainen funktio.
Tietysti kaikki 16-bittiset luvut voidaan nopeasti tarkistaa tietokoneella,
koska niita¨ ei ole kuin 65536 kappaletta. Asia on toisin, jos la¨hdetta¨isiin
esimerkiksi 256-bittisesta¨ luvusta. Ta¨llo¨in pita¨isi tarkistaa 2256 lukua. Ta¨ha¨n
ei nykyteknologialla ena¨a¨n pystytta¨isika¨a¨n.
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6 Satunnaislukugeneraattorit ja Monte Carlo
menetelma¨
6.1 Monte Carlo menetelma¨
Simuloinnissa pyrita¨a¨n tarkastelemaan matemaattisen mallin ka¨ytta¨ytymista¨
eri parametrien arvoilla ja ta¨ma¨n ja¨lkeen valitsemaan edullisimman tuloksen
omaavat parametrit. Kuitenkin useissa malleissa oletetaan olevan mukana
satunnaistekijo¨ita¨ tai kohinaa, joita ei tunneta. Ta¨llo¨in malliin pita¨isi lisa¨ta¨
satunnaistekija¨t. Jos nyt kuitenkin ka¨ytetta¨isiin oikeita satunnaislukuja,
niin simulointia ei voisi samanlaisena totetuttaa uusille parametrin arvoille,
koska tulokset saattavat pahimmassa tapauksessa johtua kokonaan satun-
naistekijo¨ista¨. Ta¨ma¨n vuoksi pseudosatunnaislukujen ka¨ytto¨ on oleellinen
osa simulointia. Pseudosatunnaisluvuilla on se ylivoimainen piirre, etta¨ ne
voidaan toistaa.
Puhumme suorasta simuloinnista silloin, kun malliin lisa¨ta¨a¨n satunnaislu-
vuista riippuvia muuttujia.
Mateemaattisen ongelman ratkaisu, jolle ei lo¨ydy tai ei tunneta analyyt-
tista¨ ratkaisua, voidaan usein lo¨yta¨a¨ tai approksimoida niin sanotulla Monte
Carlo menetelma¨lla¨.
Monte Carlo menetelma¨ perustuu siihen, etta¨ tulosta approksimoidaan
satunnaisesti valituilla yritteilla¨.
Itse asiassa voidaan olettaa, etta¨ Monte Carlo menetelma¨ssa¨ on kyse mo-
ninkertaisen integraalin laskemisesta eli integraalin
V =
∫ 1
0
· · ·
∫ 1
0
R(x1, x2, . . . , xn) dx1dx2 · · · dxn
laskemisesta, missa¨ funktio R on ongelmaan valittu sopiva funktio.
Monte Carlo-menetelma¨ perustuu siihen, etta¨ valitaan satunnaisluvut tasa-
jakaumasta y1, y2, . . . yn ∼ Tas(0, 1). Lasketaan satunnaismuuttuja
S = R(y1, y2, . . . , yn).
Nyt ta¨ma¨ satunnaismuuttuja S on ylla¨ olevan integraalin harhaton estimaat-
tori. Siis E(S) = V . Odotusarvon harhaton estimaattori on tunntetusti arit-
meettinen keski-arvo. Eli lasketaan useita satunnaismuuttujia S1, S2, . . . ja
lasketaan na¨ista¨ keski-arvo S. Funktio R ta¨ytyy kuitenkin pyrkia¨ valitse-
maan siten, etta¨ Var(S) = 1/n · Var(R) on mahdollisimman pieni, koska
ta¨llo¨in voidaan olla varmempi tuloksen oikeellisuudesta ja tarkkuudesta.
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Tarkastellaan esimerkkina¨ legendaarinen luvun pi likiarvon laskeminen Monte
Carlo menetelma¨lla¨.
Luku pi on yksikko¨ympyra¨n pinta-ala. Yksikko¨ympyra¨ toteuttaa tunnetusti
yhta¨lo¨n
x2 + y2 = 1
eli y =
√
1− x2. Olkoot nyt satunnaisluvut e1, e2, . . . , e2n ∼ Tas(0, 1).
Tutkitaan ensin niin sanottua Hit-or-Miss tekniikkaa. Koska yksikko¨ympyra¨
on ensimma¨isessa¨ nelja¨nneksessa¨ joukon [0, 1]× [0, 1] osajoukko, niin voimme
tarkastella seuraavaa funktiota
R(x, y) =
{
1, kun
√
1− x2 ≤ y
0, muulloin.
tai yhta¨pita¨va¨sti
R(x, y) =
{
1, kun x2 + y2 ≤ 1
0, muulloin.
Funktio R ilmaisee, kuuluuko piste (x, y) yksikko¨ympyra¨a¨n vai ei. Na¨in ollen
E(R) = pi
4
ja ta¨ma¨ on myo¨s samalla todenna¨ko¨isyys pisteen kuulumiselle yk-
sikko¨ympyra¨a¨n. Ta¨ten kyseessa¨ on binomijakauma yhdella¨ alkiolla (Bernoul-
lijakautuma) ja na¨in ollen Var(R) = pi
4
(
1− pi
4
)
. Nyt lasketaan
S =
1
n
n∑
i=1
R(e2i−1, e2i).
Nyt E(S) = pi
4
ja Var(S) = 1
n
· pi
4
(
1− pi
4
)
eli Var(S) ≈ 0.16855
n
.
Tutkitaan seuraavaksi toisenlaista tekniikkaa: raakaa Monte Carlo me-
netelma¨a¨. Tullemme huomaamaan, ylla¨tta¨va¨a¨ kylla¨, etta¨ ta¨ma¨ menetelma¨
on hieman edellista¨ parempi. Ka¨yta¨mme saman ma¨a¨ra¨n satunnaislukuja ja
valitsemme funktioksi
R(x) =
√
1− x2.
Nyt
E(R) =
∫ 1
0
√
1− x2dx = pi
4
, Var(R) =
∫ 1
0
(√
1− x2 − pi
4
)2
dx =
2
3
−
(pi
4
)2
.
Ja¨lleen lasketaan
S =
1
2n
2n∑
i=1
R(ei).
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Nyt E(S) = pi
4
ja Var(S) = 1
2n
·
(
2
3
− (pi
4
)2)
. Eli Var(S) ≈ 0.0249
n
.
Ta¨sta¨ huomaamme, etta¨ funktion R valinnalla on merkitysta¨. Ja¨lkim-
ma¨isen funktion varianssi on huomattavasti pienempi. Myo¨s tehokkaampia
menetelmia¨ on kehitetty, joista monet ovat varsin sovelluskohtaisia. Emme
ta¨ssa¨ esityksessa¨ kuitenkaan ka¨y la¨pi erilaisia menetelmia¨ va¨henta¨a¨ varianssia
vaan keskitymme Monte Carlo menetelma¨a¨n satunnaislukugeneraattorien na¨-
ko¨kulmasta.
6.2 Satunnaislukugeneraattorin valinta
Satunnaislukugeneraattorin valinta tiettyyn Monte Carlo ongelmaan ei ole
aivan yksika¨sitteista¨. Mutta era¨ita¨ sa¨a¨nto¨ja¨, jotka olemme jo aiemminkin
todenneet, voidaan soveltaa:
• Generaattorin ta¨ytyy olla riitta¨va¨n pitka¨
• Generaattorin ta¨ytyy olla tasajakutunut avaruudessa [0, 1)k, missa¨ luku
k on mahdollisimman suuri.
Varsinkin ja¨lkimma¨inen vaatimus on ta¨rkea¨.
Otetaan esimerkiksi generaattori
xn+1 ≡ 5xn + 1 (mod 65536).
Ta¨ma¨ generaattori on tasajakautunut joukossa {0, 1, 2, . . . 65535}. Na¨in ollen
yn = xn/65536 on tasan jakautunut va¨lilla¨ [0, 1). Itse asiassa generaattorin
pituus on juuri 65536. Ta¨ma¨ tiedeta¨a¨n luvun 3 perusteella.
Oletetaan, etta¨ olemme pa¨a¨tta¨neet toteuttaa integraalin∫ 1
0
∫ 1
0
R(x, y)dxdy,
missa¨
R(x, y) =
{
1, kun x, y ≤ 0.5 tai x, y > 0.5
−1, muulloin
laskemisen Monte Carlo tekniikalla.
Ta¨lla¨inen tapaus voisi tulla kyseeseen esimerkiksi simuloitaessa rahapelia¨,
missa¨ pelaajat asettavat kolikon panokseksi, ja toinen voittaa, mika¨li kolikot
ovat sama puoli pa¨a¨lla¨, muutoin voittaa toinen pelaaja. Ta¨llo¨in itse asiassa
olisi kyse reilusta nollasummapelista¨, jonka odotusarvo on 0.
35
Siis esimerkiksi luvut ≤ 0.5 edustaisivat klaavoja ja luvut > 0.5 edustaisi-
vat kruunuja. Lasketaan pseudosatunnaisluvut e1, e2, . . . , e2n generaattorilla.
Seuraavaksi laskemme
S =
1
n
n∑
i=1
R(e2i−1, e2i).
Oletetaan, etta¨ olemme valinneet n = 500. Ta¨llo¨in S saa liian suuria po-
sitiivisia arvoja. Ta¨ma¨ ei johdu huonosta Monte Carlo menetelma¨sta¨ vaan
satunnaislukugeneraattorin valinnasta, silla¨ kyseessa¨ oleva generaattori ei ole
tasan jakautunut avaruudessa [0, 1)2. Taulukosta 6.2.1 ka¨ykin ilmi, miten 500
kappaleen satunnaislukuparit jakautuvat.
x\y y ≤ 0.5 y > 0.5
x ≤ 0.5 153 87
x > 0.5 90 170
Taulukko 6.2.1. Esimerkkiin liittyvien satunnaislukujen jakautuminen.
Ta¨ten laskettuna S = 1/500 · (153 + 170 − 87 − 90) = 0.292, kun taas
E(R) = 0 ja Var(R) = 1/(4 · 500) = 0.0005. Eli tilastollisesti tarkasteltuna
voidaan suurella varmuudella sanoa, etta¨ S on reilusti suurempi kuin 0.
Ta¨lla¨ satunnaislukugeneraattorilla voisi tulla ongelmia samasta syysta¨
esimerkiksi yksikko¨nelio¨o¨n mahtuvan sopivan suuntaisen ellipsin pinta-alan
laskemisessa.
Aiemmin mainitut kriteerit ovat paras yleinen kriteeri valita satunnais-
lukugeneraattori. Mutta mika¨li mallin ka¨ytta¨ytyminen tunnetaan jossain ti-
lanteessa, niin ta¨ta¨ voidaan ka¨ytta¨a¨ myo¨s testaamaan, soveltuuko kyseinen
generaattori juuri ta¨ma¨n mallin testaamiseen vai pita¨isiko¨ mahdollisesti etsia¨
parempia.
Yleisesti ottaen on kovin vaikea sanoa generaattorista, onko se tasajakau-
tunut, erityisesti jos vaaditaan tasajakautumista useamissa ulottuvuuksissa.
Paras teoreettinen testi ta¨lle onkin niin sanottu spektraalitesti (ks. [1]),
mutta ta¨ma¨ soveltuu vain lineaarisen kongruenssin generaattoreihin.
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Lopuksi
Hyva¨n psedosatunnaislukugeneraattorin lo¨yta¨minen on vaikeaa, erityisesti
jos toivotaan generaattorin olevan kryptografisesti vahva satunnaislukuge-
neraattori. Ta¨ma¨ on ongelmallista jo siita¨kin syysta¨, ettei ta¨llaisten ole-
massaolosta ole minka¨a¨nlaista varmuutta. Ei tunneta esimerkiksi sopivaa
ehdokasta, jonka tiedetta¨isiin olevanNP-ta¨ydellinen. TosinNP-ta¨ydellisista¨
ongelmista voidaan johtaa generaattoreita, mutta na¨issa¨ on huomattu olevan
suuria puutteita.
Lisa¨ksi satunnaislukugeneraattori pita¨a¨ aina valita silma¨lla¨pita¨en sovel-
lusta. Sovellushan voisi olla itsessa¨a¨n satunnaislukugeneraattori. Ta¨llo¨in esi-
merkiksi siemenluvun generoiminen toisella generaattorilla voisi olla ongel-
mallista, jos siemenluvulla pita¨a¨ olla tietyt ominaisuudet. Esimerkiksi se,
etta¨ ta¨ta¨ lukua ei voida laskennallisesti (polynomisessa ajassa) toinen osa-
puoli laskea.
Kehitys tietysti jatkuu generaattoreiden ja niille kehitettyjen testien osal-
ta. Saadaan yha¨ pitempia¨ generaattoreita, joiden tiedeta¨a¨n olevan tasajakau-
tuneita yksikko¨hyperkuutioissa, joiden dimensio la¨hentelee jo tuhatta.
Esimerkiksi Makoto Matsumoton kehitta¨ma¨ generaattori Mersenne Twister
on sellainen, etta¨ sen pituus on huima 219937 − 1 ja tasajakautunut ainakin
[0, 1)623, ja tietysti myo¨s sita¨ alemissa dimensioissa.
Tasajakautumisen teoreettiseen tarkasteluun sopiva lupaava testi on niin
sanottu diskrepanssin laskeminen satunnaislukujonosta. Diskrepanssi la¨henee
lukua 0, mika¨li jonon voi olettaa olevan tasajakautunut. Tosin diskrepanssi
on tarkoitettu a¨a¨retto¨mien jonojen tarkasteluun. Mutta sopivin oletuksin sita¨
voisi soveltaa myo¨s a¨a¨rellisiin jonoihin.
Empiirista¨ testeista¨ mielenkiintoisin on entropian approksimoiminen sa-
tunnaislukujonosta. Ta¨lla¨isia¨ testeja¨ voisivat olla erilaisten tiedontiivistysal-
goritmien soveltaminen satunnaislukujonoon ja sen tutkiminen, kuinka tii-
vistyssuhde eroaa symmetrisen bina¨a¨rila¨hteen tiivistyksen jakaumasta. On-
gelmana on tietysti se, etta¨ ta¨llaisia jakaumia ei yleensa¨ tunneta, paitsi, ko-
keellisesti saadut.
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