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Abstract.
Owing to the richness of symmetry and well-established knowledge on the
bulk superfluidity, the superfluid 3He has offered a prototypical system to
study intertwining of topology and symmetry. This article reviews recent
progress in understanding the topological superfluidity of 3He in a multifaceted
manner, including symmetry consideration, the Jackiw-Rebbi’s index theorem,
and the quasiclassical theory. Special focus is placed on the symmetry protected
topological superfuidity of the 3He-B confined in a slab geometry. The 3He-B
under a magnetic field is separated to two different sub-phases: The symmetry
protected topological phase and non-topological phase. The former phase is
characterized by the existence of symmetry protected Majorana fermions. The
topological phase transition between them is triggered off by the spontaneous
breaking of a hidden discrete symmetry. The critical field is quantitatively
determined from the microscopic calculation that takes account of magnetic dipole
interaction of 3He nucleus. It is also demonstrated that odd-frequency even-
parity Cooper pair amplitudes are emergent in low-lying quasiparticles. The key
ingredients, symmetry protected Majorana fermions and odd-frequency pairing,
bring an important consequence that the coupling of the surface states to an
applied field is prohibited by the hidden discrete symmetry, while the topological
phase transition with the spontaneous symmetry breaking is accompanied by
anomalous enhancement and anisotropic quantum criticality of surface spin
susceptibility. We also illustrate common topological features between topological
crystalline superconductors and symmetry protected topological superfluids,
taking UPt3 and Rashba superconductors as examples.
PACS numbers: 67.30.H-, 03.65.Vf, 74.20.Rp, 67.30.er
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1. Introduction
Superfluid 3He has offered a prototypical system to study the intertwining of topology
and symmetry, since the bulk properties has been well established as a spin-triplet
p-wave superfluid. The 3He system that is composed of neutral fermions with nuclear
spin 1/2 remains liquid phase down to zero temperatures and possesses the typical
properties of strongly correlated Fermi liquid, where the elementary excitations can
be characterized by the concept of quasiparticles. The quantum liquid preserves the
continuous rotational symmetry in spin and coordinate spaces independently. The
huge symmetry group, G, held in the normal phase is responsible for the various
types of spontaneous symmetry breaking that trigger off multiple superfluid phase
transitions. As shown in Fig. 1, two distinctive superfluid phases, called the A- and
B-phases, are energetically competitive in the bulk 3He [1, 2, 3]. The pairing symmetry
of the B-phase has been established as the Balian-Werthamer state [4] which is the
spin-triplet p-wave pairing with the time-reversal symmetry, while the A-phase is the
Anderson-Brinkman-Morel state [5, 6, 7] that spontaneously breaks the time-reversal
symmetry.
Superconductors and superfluids are generally composed of two key ingredients
that are quasiparticles and Cooper pairs, where the former is the fermionic degrees
of freedom of superconducting states and the latter is the order parameter associated
with spontaneously breaking symmetry. It has been recognized that the topological
property of these ingredients is intertwined with the remaining symmetry H and
spontaneously broken symmetry R = G/H . The broken symmetry R that determines
the order parameter degenerate space is responsible for the topological excitations
of the bosonic ingredients that generate the intrinsic textural structure of the order
parameter in the coordinate space. The possible types are classified by the homotopy
group πd(R) that defines the group of homotopy classes of maps from a d-dimensional
coordinate to the target space R, where the boundary of the d-dimensional cube is
taken to be identical on R [8, 9, 10, 11, 12, 13, 14, 15]. The typical topological objects
described by πd are vortices for d = 1, monopoles and two-dimensional skyrmions
for d = 2, and skyrmions for d = 3. In contrast to conventional superconductors
and superfluid 4He, the huge degenerate space R of the superfluid 3He ensures a
considerably more complicated structure of topological excitations. This includes
continuous vortices without a singularity [16, 17], nonaxisymmetric vortices [18, 19],
half-quantum vortices [8, 20], skyrmions as Shanker monopoles [21, 22] and many
other topological excitations [3, 13, 14, 15].
Apart from topological excitations associated with spontaneous broken symmetry,
in this paper, we try to clarify the relation between the remaining symmetry H
and nontrivial topological structure of fermionic excitations. The nontrivial topology
hiding in fermions was first uncovered in the quantum Hall state that occurs in two-
dimensional electrons under high magnetic fields. This is a new state of matter that
can not be explained by the concept of spontaneous symmetry breaking but can be
characterized by the topological number. The topological number in this system
is the first Chern number or the Thouless-Kohmoto-Nightingale-den Nijs (TKNN)
number that measures the “magnetic flux” penetrating the magnetic Brillouin zone
(BZ) [23, 24],
νCh =
1
2π
∫
BZ
d2k
[
∂kxAy(k)− ∂kyAx(k)
]
. (1)
The vector potential is defined as Aµ(k) = i
∑
En<EF
〈un(k)|∂kµun(k)〉 with the wave
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Figure 1. Superfluid phase diagram of the bulk 3He in the plane of the
temperature T and pressure P .
function in occupied bands |un(k)〉. The single-valuedness of the wave function up to
U(1) phase requires the Chern number to be an integer value νCh ∈ Z. In accordance
with the Kubo formula, the Hall conductivity σH is characterized by the Chern number
as σH = νChe
2/h, which explains the quantization of the Hall conductivity. The Chern
number has the another physical meaning that the topological number is equal to the
number of gapless edge channels [25, 26]. This is what is known as the bulk-edge
correspondence.
Although the original concept of the topological phase in the quantum Hall system
is independent of the symmetry, it has recently been emphasized that the interplay
between the topology and symmetry enriches the topological properties of the ordered
state [15, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 44, 45, 46, 47,
48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59]. The important step was the proposal
of the topological table that categorizes topological insulators and superconductors to
ten Altland-Zirnbauer (AZ) symmetry classes in terms of time-reversal, particle-hole,
and chiral (sub-lattice) symmetries [34, 36].
The topological classification indicates that the superfluid 3He-B is categorized to
the DIII class and is topologically nontrivial in three spatial dimensions [34, 36]. The
nontrivial topology is ensured by the time-reversal symmetry as well as the particle-
hole symmetry. The particle-hole symmetry also plays a crucial role in determining
the nature of the topologically protected gapless quasiparticles. The remarkable
consequence of the topological superconductivity and particle-hole symmetry is that
the topologically protected gapless quasiparticles behave as Majorana fermions that
are fermions equivalent to their own anti-fermions [60, 61, 62, 63, 64]. They are not
coupled to density fluctuation, but possess the character of Ising spins which are
detectable through anisotropic magnetic response [49, 65, 66, 67, 68, 69, 70, 71].
In accordance with the AZ classification, the topological superfluidity of 3He-B
is protected by the time-reversal symmetry as well as the particle-hole symmetry.
However, this does not necessarily mean that the topological superfluidity is fragile
under a time-reversal breaking perturbation, e.g., a magnetic field. Additional discrete
symmetries arising from spin rotation and mirror reflection may support topologically
nontrivial feature even in the presence of a time-reversal breaking perturbation.
It has recently been demonstrated that 3He-B confined in a slab survives as a
topological phase in the presence of a weak magnetic field [49]. Even in the presence
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Figure 2. (a) Phase diagram of the superfluid 3He confined in a slab geometry
with a magnetic field parallel to the surface, where the temperature is set to be
T = 0.4Tc0 and D and H are the thickness of the slab and the magnitude of
an applied field, respectively. The thin (thick) curves is the first (second) order
transition line. (b) Spontaneous symmetry breaking in BI and BII. The former
is the topological phase protected by the hidden Z2 symmetry, while the latter
is topologically trivial. The details on symmetry consideration and microscopic
calculation are discussed in Secs. 2.4 and 5.1 and Sec. 8, respectively.
of a magnetic field that explicitly breaks the time-reversal symmetry and continuous
rotational symmetry in the spin space, the B-phase may hold the hidden Z2 symmetry
that is the combined discrete symmetry of the time-inversion and joint π-rotation in
spin and orbital spaces. The B-phase under a magnetic field is therefore classified
to two phases, the Z2 symmetric phase, BI, and Z2 symmetry breaking phase, BII.
The BI phase possesses topologically nontrivial superfluidity protected by the hidden
Z2 symmetry, while the BII phase without the hidden Z2 symmetry is topologically
trivial. The typical phase diagram of 3He-B confined in a slab geometry is displayed
in Fig. 2. There exists the topological quantum critical point at a weak field, beyond
which the hidden Z2 symmetry spontaneously breaks and it simultaneously triggers
off the topological phase transition. The topological phase transition concomitant
with spontaneous symmetry breaking can occur without closing the bulk energy gap,
leading to the acquirement of the mass of surface Majorana fermions. It has also
recently been predicted that the topological quantum critical point is accompanied
by the emergent space-time supersymmetry that is the symmetry between fermion
Green’s function and spin-spin correlation function [72].
This review attempts to clarify that the superfluid 3He confined in a restricted
geometry provides a promising platform to study the interplay between the topology
and additional discrete symmetries. In Sec. 2, we start with the summary of the
symmetry that is preserved in 3He-B confined in a slab geometry. We here extract the
hidden Z2 symmetry hiding in the huge remaining symmetry of
3He-B and categorize
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Figure 3. (a) Schematic picture of the slab geometry which we consider, where
D is the thickness of the sample and H is the magnetic field. (b) Superfluid
phase diagram of 3He confined in a slab geometry at zero pressures as a function
of D/ξ0, where ξ0 is the coherence length of the bulk B-phase. The temperature
T is scaled by the superfluid transition temperature for the bulk B-phase Tc0.
the B-phase under a magnetic field to two different phases: The Z2 symmetric phase,
BI, and Z2 symmetry breaking phase, BII. The topological superfluidity of
3He-B with
and without a magnetic field is reviewed in Sec. 3. The generic consequence of the
symmetry protected topological phase, BI, is the emergence of the Majorana fermion
that is bounded to the surface. In Sec. 3, we clarify that the emergent Majorana
fermion generally yields the Ising anisotropic response to the magnetic field and is
robust against the density fluctuation.
Apart from the topological consideration, the low-lying quasiparticles emergent
in the surface, interface, and vortices, have been recognized as a family of the Andreev
bound state. In Sec. 4, we illustrate that the low-energy physics of unconventional
superconductors and superfluids near a specular surface is in general mapped to
a one-dimensional Dirac (or Majorana) equation with a spatially modulated mass
term. Therefore, the existence of gapless quasiparticles is discussed in the basis
of the Jackiw-Rebbi index theorem [73]. Since the gapless states exist when the
pair potential, namely the mass term, changes its sign [74, 75, 76, 77], they are
expected to ubiquitously appear in various physics systems, such as superconducting
junctions [78], superconducting vortices [60, 79, 376, 81, 378, 83, 84, 379, 86],
unconventional superconductors [87, 88, 89, 90, 91], and Fulde-Ferrell-Larkin-
Ovchinnikov superconductors [92, 93, 94, 95]. In addition, the same physics is
shared with the solitons which emerge in polyacetylene [96, 97, 98, 99, 100, 101],
the incommensurate spin-density wave [102, 103], and the stripe state in high-Tc
cuprates [104].
In Sec. 5, the theory on topology and symmetry in the superfluid 3He-B is
CONTENTS 8
extended to the situation that takes account of the magnetic field and confinement in
equal footing. The topology of the BI phase and its consequence are discussed in detail.
We also apply the theory to superconducting states in which the rotational symmetry
in spin space is generally absent. We will show that the mirror reflection symmetry
originating from the crystalline symmetry may protect the topological nontriviality
of time-reversal superconductors under a magnetic field. In Sec. 5, we will show that
the prime candidates are the heavy-fermion superconductor UPt3 and a quasi-one-
dimensional Fermi gas with a synthetic gauge field [52, 53].
In a slab geometry which we consider here, confinement critically influences the
self-consistent surface structure of the superfluid 3He [71, 75, 76, 105, 106, 107, 108].
A strong pair breaking effect which is induced by confinement triggers off the quantum
phase transition as displayed in Fig. 3(b). This indicates that the topological phase
transition from the time-reversal invariant B-phase to time-reversal breaking A-
phase occurs at the critical value of the “thickness” even at zero pressures. Several
experiments have observed the confinement-induced A-B phase transition in a slab
geometry with a thickness comparable to the superfluid coherence length [109, 110,
271, 112, 113, 114, 115, 116, 117, 118]. We introduce in Sec. 6 the quasiclassical
theory for spin-triplet superconductors and superfluids [119]. The quasiclassical theory
offers a more tractable way to a quantitative study on microscopic structure and
thermodynamics in a restricted geometry.
The symmetry protected surface bound states have multifaceted properties, the
Andreev bound state, odd-frequency pairing, and Majorana fermions [27, 120, 121,
122, 123]. Using the quasiclassical theory, we will illustrate in Sec. 6 the aspect of
surface bound states as odd-frequency pairing. In Sec. 7, the relation between odd-
frequency pairing and Majorana fermions is discussed in the basis of the exact solution
of the quasiclassical transport equation. We also demonstrate that the odd-frequency
pairing is responsible for the anomalous enhancement of surface spin susceptibility
and surface spin current, where the former is consistent with that obtained from the
concept of symmetry protected Majorana fermions in Secs. 3 and 5.
The key parameter that characterizes the BI and BII phases is the nˆ-vector.
The nˆ-vector is the order parameter of the B-phase associated with the broken spin-
orbit symmetry, and the orientation favored in the equilibrium is determined by the
competition of the magnetic Zeeman effect and magnetic dipole-dipole interaction,
where the latter originates in the magnetic dipole moment of 3He nuclei. Carrying
out full numerical calculation of the quasiclassical transport equation, we will present
in Sec. 8 the complete phase diagram of 3He confined in a slab geometry in the
presence of a magnetic field. The phase diagram has a critical field at which the
topological phase transition concomitant with spontaneous symmetry breaking occurs.
The possible ways to detect the topological superfluidity and Majorana fermions are
discussed in Sec. 9 and Sec. 10 is devoted to making a summary on the symmetry
protected topological superfluidity of 3He in a restricted geometry.
We shall not discuss the topologically protected Majorana fermions that are
bound to the topological defects, such as vortices and domain walls. The more
comprehensive review will be given elsewhere.
Throughout this paper, we set ~ = kB = 1 and the repeated Greek (Roman)
indices imply the sum over x, y, z (spins ↑ and ↓). The Pauli matrices in spin and
particle-hole (Nambu) spaces are denoted by σµ and τµ, respectively.
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2. Symmetry and order parameters of 3He-B
The superfluid phase diagram of the bulk 3He is displayed in Fig. 1, where the ground
state phases are occupied by the so-called B-phase and A-phase. The B-phase known
as the Balian-Werthamer (BW) state [4] preserves the maximal symmetry group of
the subset of G, while the A-phase which appears in the high pressure and high
temperature region spontaneously breaks time-reversal symmetry. In the former case,
an isotropic energy gap is opened on the Fermi surface, which gains the maximal
condensation energy. In contrast, the latter phase known as the Anderson-Brinkman-
Morel (ABM) state [5, 6, 7] has point nodes on the south and north poles of three-
dimensional Fermi sphere and is stabilized by the spin-fluctuation feedback mechanism
in the pairing interaction, which can be enhanced by increasing the pressure. Hence,
these two states are thermodynamically distinguishable and competitive with each
other.
In this paper, we mainly concentrate our attention to the symmetry and
topology of the B-phase. The topological superfluidity is ensured by the time-reversal
symmetry which is held by the B-phase in the absence of time-reversal symmetry
breaking perturbation, such as a magnetic field. Since the time-reversal symmetry is
spontaneously broken in the A-phase, the topological properties are distinguishable
from those in the B-phase. The topological phase in the A-phase is characterized by
the mirror Chern number and non-abelian Majorana fermions are hosted by an integer
and half quantum vortex [56].
In this section, we first summarize the symmetries which are preserved in the
B-phase of the bulk 3He. We also clarify the symmetric properties of 3He confined in
a slab geometry.
2.1. Basic properties of bulk superfluids and superconductors
The total symmetry group G relevant to liquid 3He in normal states is given by
G = SO(3)L × SO(3)S ×U(1)φ × T× C× P. (2)
The high symmetry group comprises the continuous symmetry groups, the group of
three-dimensional rotations of coordinate SO(3)L, the rotation group of spin spaces
SO(3)S , and the global phase transformation group U(1)φ. The total group G also
comprises the following groups: The time-reversal T, the particle-hole conversion C,
and the space parity P. The superfluid phase transitions of 3He are accompanied by the
spontaneous breaking of continuous symmetries and superfluid states are not invariant
under the full symmetry group G in Eq. (2). The residual symmetry of superfluid
phases is characterized by the subgroup H ⊂ G and the coset group R = G/H
describes the degeneracy of the order parameters.
In a realistic situation of 3He, the dipole interaction originating from the
magnetic moment of 3He nuclei provides the spin-orbit interaction, which reduces
SO(3)L×SO(3)S to the joint rotation SO(3)L+S in G. Since the interaction does not
alter the symmetry held by 3He-B, we here neglect it. The effect of the nuclear-dipole
interaction on topological superfluidity of 3He will be discussed in Sec. 8.
To clarify the nontrivial topology of the bulk superfluid 3He-B, we here consider
a spatially uniform system, where the order parameter only depends on the relative
coordinate. We then start with the second quantized Hamiltonian
H = 1
V
∑
k
c†k,aεab(k)ck,b
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+
1
V 2
∑
k,k′,q
V c,da,b (k,k
′)c†
k+q/2,ac
†
−k+q/2,bc−k′+q/2,cck′+q/2,d, (3)
where V is the volume of the system. This Hamiltonian describes spin-1/2 fermions
interaction through the potential V c,da,b (k,k
′), which preserves the symmetry group G
in Eq. (2). In Eq. (3), ck,a and c
†
k,a denote the annihilation and creation operators of
fermions with spin a =↑ and ↓.
Employing the standard procedure of the mean-field approximation, we introduce
the pair potential in the bulk superfluids and superconductors as
∆ab(k) = V
c,d
a,b (k,k
′)〈ck′,cck′,d〉. (4)
The mean-field Hamiltonian for superfluids and superconductors is expressed in terms
of the BdG Hamiltonian density H(k) as
HMF = E0 + 1
V
∑
k
c
†
kH(k)ck, (5)
where the fermionic field operator in the Nambu space is defined as ck ≡
(ck↑, ck↓, c
†
−k↑, c
†
−k↓)
T. The BdG Hamiltonian density is given by
H(k) =
(
ε(k) ∆(k)
−∆∗(−k) −εT(−k)
)
. (6)
The single-particle Hamiltonian density ε(k) may contain the diagonal elements
of mean-field approximated self-energies and external potentials, which can be
parameterized with the Pauli matrix σµ in the spin space as
ε(k) = ε0(k) + σ · ε(k). (7)
Owing to the emergence of the symmetry breaking term due to the order parameter
∆(k), the Hamiltonian for superfluid phases, HMF, has the remaining symmetry
H ⊂ G and the order parameter manifold is characterized by R = G/H .
Following Refs. [13, 124], let us now summarize the action of the elements of
G on the creation and annihilation operators of 3He atoms, cka and c
†
ka, and ∆(k)
in Eq. (6). The full symmetry group G consists of the three continuous groups and
three discrete groups. The continuous rotational groups in the coordinate space and
spin space, SO(3)L and SO(3)S , have the generators, the orbital angular momentum
operator Lˆ≡ rˆ× pˆ and the spin angular momentum operator Sˆ, which act on the field
operators of 3He atoms as
Lˆcka = −ik× ∂kcka, Sˆcka = 1
2
σabckb. (8)
The element of U(1)φ rotates the phase of the creation by φ and annihilation operators
as
Uˆφcka = e
−iφNˆckaeiφNˆ = eiφcka, (9)
where Nˆ =
∑
k,a c
†
kacka denotes the number operator of particles. The time-inversion
operator Tˆ transforms a 3He atom with the momentum k and spin σ to a atom with
−k and spin rotated by π by a unitary transformation,
Tˆ cka = Θabc−kb, Θ = iσy. (10)
This transformation exchanges the direction of the spin and momentum, ck↑ 7→ c−k↓
and ck↓ 7→ −c−k↑. The space inversion operator Pˆ rotates the momentum k by π as
Pˆ cka = c−ka. (11)
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The full symmetry group G also contains the symmetry under the particle-hole
conversion C, whose element Cˆ maps a quasiparticle with energy Ek to a quasiparticle
with −E−k as
Cˆcka = c
†
−ka. (12)
Note that the definition of the particle-hole conversion Cˆ is different from that in
Ref. [125] which rotates the spin by π in addition to the momentum.
The pair potential for bulk superfluids and superconductors is defined as Eq. (4)
in the momentum space, where the interaction potential V c,da,b (k,k
′) is supposed
to be invariant under the full symmetry group G. For spin-triple superfluids and
superconductors, we take only a spin-triplet p-wave (odd-parity) channel of the
interaction potential, which obeys V c,da,b =V
d,c
a,b =V
c,d
b,a and V
c,d
a,b (k,k
′)=−V c,da,b (−k,k′)=
−V c,da,b (k,−k′). It is found from Eqs. (8)-(11) that each element of G acts on ∆(k) as
Lˆµ∆ab(k) = −iǫµνηkν∂kη∆ab(k), (13)
Sˆµ∆ab(k) =
1
2
(σµ)aa′∆a′b(k) +
1
2
∆ab′(k)(σµ)bb′ , (14)
Uˆφ∆ab(k) = e
2iφ∆ab(k), (15)
Tˆ∆ab(k) = Θaa′∆
∗
a′b′(−k)Θbb′ , (16)
Pˆ∆ab(k) = ∆ab(−k), (17)
Cˆ∆ab(k) = ∆
∗
ab(−k). (18)
It is now convenient to parameterize the pair potential ∆(k) as
∆(k) =
(
∆↑↑(k) ∆↑↓(k)
∆↓↑(k) ∆↓↓(k)
)
= iσyψ(k) + iσµσydµ(k), (19)
where ψ(k) = ψ(−k) and dµ(k) = −dµ(−k) denote the spin-single and spin-triplet
component of the pair potential, respectively. It is important to note that the pair
potential is invariant under the time inversion in Eq. (16), when ψ(k) and dµ(k) are
real. The d(k) vector is transformed by three-dimensional rotations in spin spaces as
a vector,
U(n, ϕ)∆(k)UT(n, ϕ) = iσµσyRµν(nˆ, ϕ)dν(k), (20)
while the spin-singlet part ψ remains as a scalar. In Eq. (20), the SU(2) matrix,
U(n, ϕ) = cos(ϕ/2)−iσµnˆµ sin(ϕ/2), describes the rotation of a spin matrix about the
nˆ-axis by the angle ϕ and Rµν denotes the corresponding SO(3) matrix, Rµν(nˆ, ϕ) =
cosϕδµ,ν + (1 − cosϕ)nˆµnˆν − ǫµνηnˆη sinϕ [126]. These two matrices are related to
each other through the identify UσµU
† = σµRµν .
2.2. Symmetry of the bulk 3He-B
Order parameter.— According to Eqs. (13)-(17), the irreducible representations of G
are characterized by the values of orbital and spin moments L and S, the space parity
P , and the quantum number N associated with the number of paired particles. We
here concentrate our attention to superfluid 3He, that is spin-triplet p-wave pairing
states having L = S = 1, P = −1, N = 2.
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The B-phase holds the maximal symmetry group of the subset of G,
HB = SO(3)L+S × T× C× PUπ/2, (21)
where SO(3)L+S denotes the joint three-dimensional rotation in the coordinate and
spin spaces. We have also introduced the combined discrete symmetry of the inversion
P and the π/2-phase rotation Uπ/2. The broken symmetry R in the B-phase is then
given by
R = G/HB = SO(3)L−S ×U(1)φ. (22)
Hence, the B-phase is regarded as the spontaneous breaking phase of the spin-orbit
symmetry [1]. Since the generator of the joint rotational symmetry group SO(3)L+S is
the total angular momentum operator J , the order parameter of the B-phase having
S = L = 1 is classified with the quantum number J = 0, 1, and 2. The simplest
form of d(k) is characterized with J = 0, which was first proposed by Balian and
Werthamer [4] as
∆(k) = ∆0
[
(−kˆx + ikˆy) |↑↑〉+ kˆz |↑↓ + ↓↑〉+ (kˆx + ikˆy) |↓↓〉
]
. (23)
This form implies the d-vector is parallel to the k-vector. dµ(k) = ∆0kˆµ. As shown in
Eq. (22), however, the degeneracy space is characterized in Eq. (22) by the continuous
rotations SO(3)L−S and U(1)φ. Therefore, the d(k) vector in the B-phase can be
deviated from the k-vector as
dµ(k) = ∆0e
iφRµν(nˆ, ϕ)kˆν , (24)
where the rotation matrix Rµν is associated with the spin-orbit symmetry breaking
SO(3)L−S and φ arises from the breaking of the U(1)φ symmetry.
The equilibrium order parameter of the B-phase is eigenfunctions of the total
twisted angular momentum Jµ = Lµ + SνRνµ(nˆ, ϕ) [127, 128]. The diagonal
representation of the pair potential, ∆0(k) = i∆0k ·σσy , is obtained by using Eq. (20)
from the general form of ∆(k) as ∆(k) = U(nˆ, ϕ)∆0(k)U
T(nˆ, ϕ). Let U be the SU(2)
matrix extended to the Nambu space, U(nˆ, ϕ)=diag(U,U∗). Using the SU(2) matrix,
one then finds
U(nˆ, ϕ)H0(k)U†(nˆ, ϕ) = H(k), (25)
where H0(k) is obtained from Eq. (6) with ∆(k)→ ∆0(k).
Continuous symmetry.— Let us now consider the rotational symmetry of H(k)
associated with the joint rotation of spin and orbital spaces, SO(3)L+S. This
continuously rotates the momentum and the d-vector as kˆµ 7→ kˆ′µ = R(L)µν kˆν and
dµ 7→ d′µ = R(S)µν dν , where R(S)µν = (RR(L)R−1)µν denotes the rotational matrix in the
spin space. Then, the SU(2) representation of the SO(3)L+S symmetry in the bulk
B-phase is given as
USH(k)U†S = H(R(L)k) (26)
where we introduce US = U(nˆ, ϕ)ULU†(nˆ, ϕ) and UL ≡ diag(UL, U∗L) is the SU(2)
representation of the rotation matrix associated with R(L). We will see below that the
subset of the continuous rotation group provides a well-defined topological invariant
that is protected even in the presence of confinement and time-reversal breaking
perturbation.
Discrete symmetries.— We now summarize the discrete symmetries that play
crucial roles in determining the topological properties. Let us first consider the
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particle-hole conversion in Eq. (12) that exchange a particle with the momentum k to a
hole with −k. Since the particle-hole conversion acts on ∆(k) as that in Eq. (18), it is
obvious that the BdG Hamiltonian H(k) in Eq. (6) holds the particle-hole symmetry,
CH(k)C−1 = −H(−k), C = τxK, (27)
where K is the complex conjugation operator.
Let us suppose that the single-particle Hamiltonian density is invariant under
the time-inversion, Θε∗(k)Θ† = ε(−k), where Θ = iσy is the time-inversion operator
defined in Eq. (10). The general form of the pair potential in Eq. (19) holds the
time-reversal symmetry, Θ∆∗(k)ΘT = ∆(−k), when ψ(k) and d(k) are real. The
d-vector of the B-phase in Eq. (24) can be chosen to be real by rotating the U(1)
phase. Therefore, the BdG Hamiltonian H(k) in the B-phase holds the time-reversal
symmetry
T H(k)T −1 = H(−k), T = ΘK. (28)
The discrete symmetries of the BdG Hamiltonian in Eqs. (27) and (28) play a crucial
role on determining the topological properties of the bulk B-phase as discussed in
Sec. 3.
We also note that the inversion operator Pˆ acts on the B-phase pair potential as
Pˆ∆(k) = −∆(−k). Hence, the inversion symmetry is realized up to the U(1)φ=π/2
gauge symmetry as
PH(k)P† = H(−k), P = τz , (29)
In contrast to the time-reversal symmetry in Eq. (28), this operation changes the sign
of the momentum without changing the spin state.
The discrete symmetries introduced above imposes the symmetric relation on
quasiparticle states in the momentum space. The quasiparticle structure is obtained
by diagonalizing the BdG Hamiltonian H(k) in Eq. (6) as
H(k)|un(k)〉 = En(k)|un(k)〉, (30)
where the eigenfunction |un(k)〉 must satisfy the normalization condition
〈un(k)|un(k)〉 = 1 and the subscript “n” denotes the band index. It is important
to note that the additional discrete symmetries in Eqs. (27) and (28) held by the BdG
Hamiltonian H(k) ensure the symmetric properties of the quasiparticle spectrum ob-
tained from Eq. (30). First, the particle-hole symmetry in Eq. (27) ensures that there
is a one-to-one correspondence between the positive and negative energy states, where
the quasiparticle state with E(k) > 0 is associated with that with −E(k) through the
relation,
|u−E(k)〉 = C|uE(−k)〉. (31)
In addition, the quasiparticle states are two-fold degenerate as a consequence of
the time-reversal symmetry characterized by the anti-unitary operator T 2 = −1 in
Eq. (28), which form a Kramers pair
|un(k)〉 = T |un(−k)〉. (32)
This rotates the spin state of the quasiparticle together with changing the sign of the
momentum. It is also found that the inversion symmetry in Eq. (29) results in the
relation between quasiparticle states with k and −k,
|un(k)〉 = P|un(−k)〉, (33)
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which does not rotate the spin. The two-fold degenerate energy spectrum in the
B-phase of superfluid 3He is obtained by diagonalizing H(k) as
E(k) = ±
√
[ε(k)]2 +∆20, (34)
which yields fully gapped excitation at the Fermi level.
We would like to note that the BdG Hamiltonian for the B-phase holds the
additional discrete symmetry, which can be constructed by combining the time-
reversal symmetry in Eq. (28) and the particle-hole symmetry in Eq. (27). Using
the combination, we introduce the chiral operator Γ, which is anti-commutable with
H(k),
ΓH(k)Γ = −H(kˆ), Γ = −iCT , (35)
and Γ = Γ†. In accordance with Ref. [129], let |v±n (k)〉 be an eigenstate of H2(k),
H2(k) |vn(k)〉 = E2n |vn(k)〉 . (36)
Then, there exists a one-to-one correspondence between the eigenstates |un(k)〉 and
|vn(k)〉 [129]. For a finite energy state E2n 6= 0, the eigenvector |vn(k)〉 is associated
with the eigenstate ofH(k) as |un(k)〉 = c(H(k)+En)|vn(k)〉 for (H(k)+En)|vn(k)〉 6=
0 and as |un(k)〉 = Γ|vn(k)〉 for (H(k) +En)|vn(k)〉 = 0, where c is the normalization
constant. For the zero energy state, one finds |u0(k)〉 = |v0(k)〉.
The chiral symmetry ensures that the chiral operator Γ is commutable with
H2(k), [Γ,H2(k)] = 0. This indicates that |vn(k)〉 is the simultaneous eigenstate
of Γ and H2(k),
Γ|v±n (k)〉 = ±|v±n (k)〉. (37)
It turns out that the eigenvector |v+n (k)〉 is constructed from the counterpart |v−n (k)〉
as
|v+n (k)〉 = c′H(k)|v−n (k)〉, (38)
for E2n 6= 0, where c′ is the normalization constant. Hence, the eigenstate with a
finite energy E2n 6= 0 forms a chiral pair, where the quasiparticle with the chirality
Γ = +1 is always paired with the quasiparticle with the opposite chirality Γ = −1.
For zero energy states, however, the solution does not form a pair in general, since
the right hand side of Eq. (38) vanishes. We will demonstrate in Sec. 3 that the
difference between the number of zero energy state with Γ = +1 and that with
Γ = −1 is associated with the topological winding number which is protected by
the chiral symmetry.
2.3. 3He-B in a slab geometry: Anisotropic pair breaking and a hidden discrete
symmetry
Symmetries in a slab.— Let us consider the symmetric properties of 3He confined
in a slab geometry, where 3He is sandwiched by two parallel surfaces, as depicted in
Fig. 3(a). In such a geometry, confinement explicitly breaks the three-dimensional
continuous rotational symmetry SO(3) in the coordinate space. Then, the symmetry
group of the normal 3He in Eq. (2) is reduced to
Gslab = SO(2)Lz × SO(3)S ×U(1)φ × T× C. (39)
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As shown in Fig. 4(a), the B-phase confined in a slab geometry is invariant under the
two dimensional rotation of the spin and orbital spaces about the surface normal axis
(zˆ-axis). Thus, the BdG Hamiltonian holds the SO(2)Lz+Sz symmetry,
Hslab = SO(2)Lz+Sz × T× C× PUπ/2. (40)
Note that the time-reversal symmetry, particle-hole symmetry, and inversion
symmetry are still preserved in this situation. The SO(2)Lz+Sz symmetric pair
potential is parametrized as
dµ(k, z) = Rµν(nˆ, ϕ)d
(0)
νη (z)kˆη, (41)
where
d(0)µν (z) = ∆‖(z) (δµ,ν − zˆµzˆν) + ∆⊥(z)zˆµzˆν . (42)
Hence, the quasiparticle excitation gap is distorted by confinement. When ∆‖ = ∆⊥,
the pair potential defined in Eq. (41) recovers the isotropic B-phase order parameter.
In a slab geometry, the discrete symmetries in Eqs. (27) and (28) are preserved,
as well as the SO(2)L+S rotational symmetry. The joint SO(2) symmetry indicates
that the pair potential defined in Eq. (41) is invariant under the continuous rotation
of the momentum and the d-vector as (kx, ky, kz) 7→ (k′x, k′y, kz) and (dx, dy, dz) 7→
(d′x, d
′
y, d
′
z), where k
′
µ = R
(L)
µν kˆν and d
′
µ = R
(S)
µν dˆν with the SO(2) rotation matrix about
the surface normal axis, R(L) and R(S) ≡ RR(L)R−1. Hence, the BdG Hamiltonian
for the B-phase confined in a slab geometry holds the continuous symmetry
U (2)S H(k)U (2)†S = H(k′x, k′y, kz), (43)
where we inroduce U (2)S ≡ U(nˆ, ϕ)ULU†(nˆ, ϕ) and UL corresponds to the SU(2)
representation of the two dimensional rotation about the surface normal in the
coordinate space.
It is important to mention that the hidden Z2-symmetry is defined from the joint
SO(2) symmetry, which enables us to introduce a one-dimensional winding number
even in the presence of a time-reversal-breaking perturbation. Let Uz(θ) be a unitary
matrix describing the joint rotation of spin and orbital spaces by the angle θ about
the surface normal axis (i.e., the zˆ-axis), which is given as
Uz(θ) = U(nˆ, ϕ)UL(zˆ, θ)U†(nˆ, ϕ). (44)
Combining the π-rotation with the time-inversion operator T , one can introduce
the hidden discrete operator T Uz(π) which transforms the d and kˆ vectors as
d 7→ (−dx,−dy, dz) and kˆ 7→ (−kˆx,−kˆy, kˆz). Therefore, the BdG Hamiltonian for
3He-B holds the hidden discrete symmetry,
T Uz(π)H(kx, ky, kz)U−1z (π)T −1 = H(kx, ky,−kz). (45)
This discrete symmetry can be held even if each symmetry, T or Uz(π), is explicitly
broken. As clarified in the subsequent subsection, the hidden Z2-symmetry is held by
the B-phase even in the presence of a magnetic field for a particular order parameter
manifold.
Pair breaking effect and Andreev bound states.— We specifically consider the
confined geometry depicted in Fig. 3(a), where the liquid 3He is sandwiched by two
specular walls. As seen in Fig. 3(b), the confinement effect can drastically alter the
superfluid phase diagram even at zero pressures, where the ABM state can be stable
even in the absence of spin fluctuation feedback mechanism. The surface imposes a
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Figure 4. (a) Schematic picture of the geometry considered here. The liquid 3He
is confined to a slab geometry within z ∈ [0,D], where the two specular surfaces
are situated at z = 0 and D. (b) Spatial profile of the pair potentials in the
superfluid 3He-B near the surface. The specular surface is set to be at z = 0.
(c) Local gap structure ∆(kˆ, z). All data are calculated in the framework of the
quasiclassical theory.
boundary condition on the quasiparticles and pair potentials. A quasiparticle incoming
to the surface along the trajectory of k is specularly scattered by the wall to the
quasiparticle state with k = k − 2zˆ(zˆ · k). The specular scattering of quasiparticles
on the surface imposes a strong constraint on the wavefunction of the Cooper pairs,
∆(k, z) = ∆(k, z), (46)
at the surface z = zsurf . This implies that while the Cooper pairs with zero
perpendicular momentum are insensitive to the surface condition, the pairs having a
non-zero momentum perpendicular to the surface must vanish at the surface, namely,
d
dz
∆‖(z)
∣∣∣∣
z=zsurf
= 0, ∆⊥(zsurf) = 0. (47)
Hence, the surface induces anisotropic pair breaking mechanism that deviates ∆‖ and
∆⊥.
The spatial profile of the pair potentials, ∆‖(z) and ∆⊥(z), is determined by self-
consistently solving the equations for the pair potential and underlying quasiparticles.
We display in Figs. 4(b) and 4(c) the local gap structures of ∆‖(z) and ∆⊥(z), which
is obtained from the numerical calculation of quasiclassical equations. The details
will be discussed in Sec. 7.2. It is clearly seen that the pair potential coupled to a
momentum perpendicular to the surface vanishes at the surface, ∆⊥ = 0. In contrast,
the parallel component of the pair potential is rather enhanced at the surface, because
of the maximal gain of the condensation energy.
This nontrivial gap structure of 3He-B near the surface was first found by
Buchholtz and Zwicknagl [75]. The deviation of the gap structure on the surface
is accompanied by the emergence of midgap bound states. Hara and Nagai [76]
analyzed a p-wave polar state whose pair potential extends perpendicular to the slab
wall. This model offers an exactly soluble model to study the confinement effect
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in unconventional superfluids and superconductors. Making use of an exact self-
consistent solution, they demonstrated that the spatial profile of ∆ is essentially the
same as the order parameter in the continuummodel of the polyacetylene with a soliton
lattice and in Fulde-Ferrell-Larkin-Ovchinnikov superconductors [92, 96, 97, 98, 101].
The spatial profile also reflects the existence of low-lying quasiparticle states bound
at the surface, that are called the surface Andreev bound states. As discussed in
Sec. 4, the effective equation for describing the quasiparticles bound to the surface,
that is the Andreev equation, is reduced to the one-dimensional Dirac equation with
an effective mass associated with the pair potential [73, 74]. This effective theory
gives a unified description for low-energy quasiparticle states and brings an important
consequence that the zero-energy Andreev bound state always appears in the surface
of unconventional superconductors and superfluids, when the the pair potential which
the quasiparticles feel changes its sign, namely, the mass domain wall.
The phase diagram and the confinement effect on 3He confined in a slab geometry
have quantitatively been discussed in Refs. [130, 131, 132, 133, 134, 135, 136, 137, 138,
139, 140, 141, 142] with the Ginzburg-Landau theory and Refs. [71, 75, 76, 105, 106,
107, 108, 143, 144] with the quasiclassical theory. The latter underlines the role of
the surface Andreev bound states on thermodynamics. In addition, Vorontsov and
Sauls [107] proposed that there exists a new quantum phase in the vicinity of the A-B
transition, that is, the crystalline phase that spontaneously breaks the translational
symmetry. There have been numerous works on the effect of surface roughness that
causes diffusive scattering of quasiparticles [145, 146, 147, 148, 149, 150, 151, 152, 153].
The surface roughness drastically changes the surface structure of order parameters
and low-lying surface states in the superfluid 3He-B [106, 108, 152, 154].
The pair-breaking effect and the enhancement of the surface density of states due
to the existence of the surface Andreev bound states have been observed in several
experiments [109, 110, 271, 112, 113, 114, 115, 116, 117, 118, 155, 156, 157, 158, 159].
The contributions of surface Andreev bound states have also been detected through
the deviation of the heat capacity from that in the bulk 3He-B [160] as well as the
anomalous attenuation of transverse sound wave [161]. The surface acoustic impedance
measurement provides another powerful tool to probe the surface structure [162,
163, 164, 165, 166, 167, 168]. The spectrum of the surface bound states and its
dependence on surface condition has been investigated by measuring surface acoustic
impedance [165, 168, 169]. The further details will be described in Sec. 9.
2.4. A hidden discrete symmetry: Bulk 3He-B under a magnetic field
It is also important to mention the symmetry of the bulk B-phase in the presence
of a spatially uniform magnetic field. Specifically, let us consider the case that the
magnetic field is applied along the hˆ-axis. The magnetic field explicitly breaks the
time-reversal symmetry as well as the three-dimensional rotational symmetry in the
spin space. The resultant symmetry group in the normal state is expressed as
Gmag = SO(3)L × SO(2)(hˆ)S ×U(1)φ × C. (48)
where SO(2)
(hˆ)
S denotes the two-dimensional rotation about the hˆ-axis in spin space.
The pair potential for the bulk B-phase under a magnetic field is represented by
the following form similar to Eqs. (41) and (42),
∆(kˆ) = iσµσyRµν(nˆ, ϕ)d
(0)
νη kˆη, (49)
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where
d(0)νη = ∆‖
(
1− hˆµhˆν
)
+∆⊥hˆµhˆν . (50)
This pair potential still remains invariant under the continuous rotation, SO(2)
(hˆ)
L+S ,
that is the joint rotation of the spin and orbital spaces about the hˆ-axis. Now let us
define the rotation matrix R(L)(hˆ, φ) that rotates the three-dimensional momentum
vector kˆ about the hˆ-axis by the angle φ, as kˆµ 7→ kˆ′µ = R(L)µν kˆν . In the same manner
as Eq. (26), the pair potential in Eq. (49) holds the SO(2)
(hˆ)
L+S symmetry,
US(hˆ, φ)∆(k)U
T
S (hˆ, φ) = ∆
(
R(L)(hˆ, φ)kˆ
)
, (51)
where US(hˆ, φ) denotes the rotation matrix in the spin space corresponding to R
(L)
defined as
US(hˆ, φ) ≡ U(nˆ, ϕ)UL(hˆ, φ)U †(nˆ, ϕ). (52)
The the SU(2) matrix, US(hˆ, φ), rotates the d-vector as dµ 7→ d′µ = (RRLR−1)µνdν .
It is worth mentioning that the squashed B-phase pair potential in Eq. (49)
under a magnetic field holds the additional order-two discrete symmetry in addition
to the particle-hole symmetry and inversion symmetry. The order-two symmetry is
constructed by combining the π-rotation of spin and orbital spaces with the time-
inversion, where the π-rotation is defined as a subgroup of SO(3)L+S . We call this
symmetry as magnetic π-rotation symmetry or hidden Z2 symmetry. To clarify this,
let us start by considering the π-rotation of ∆(k) in the momentum space, where
(kx, ky, kz) is rotated to (−kx,−ky, kz). The corresponding π-rotation matrix in the
spin space is introduced as
Uz(π) ≡ U(nˆ, ϕ)U(zˆ, π)U †(nˆ, ϕ), (53)
where U(zˆ, π) denotes the SU(2) spin rotation matrix about the zˆ-axis by the angle
π. Without loss of generality, the rotation axis is taken to be the zˆ-axis. Then, it
turns out that the pair potential in Eq. (49) remains invariant under the π-rotation,
Uz(π)∆(k)U
T
z (π) = ∆(−kx,−ky, kz). (54)
In the presence of a magnetic field, however, the single-particle Hamiltonian ε(k)
in Eq. (7) contains the magnetic Zeeman term, which is recast into
ε(k) = ε0(k)− γH˜
2
hˆ · σ, (55)
where γ denotes the gyromagnetic ratio of 3He nuclei and H˜ is an effective magnetic
field including the self-energy corrections. The π-rotation, then, changes the sign of
the magnetic Zeeman term and is accompanied by the additional term as
Uz(π)
(
hˆ · σ
)
U †z (π) = −hˆ · σ + 2ℓˆz(nˆ, ϕ)σ˜z , (56)
where σ˜z ≡ σνRνz(nˆ, ϕ). The additional term induced by the π-rotation in Eq. (56)
is characterized by the quantity ℓˆz defined as
ℓˆµ(nˆ, ϕ) ≡ hˆνRνµ(nˆ, ϕ). (57)
Similarly with the π-rotation, the time-inversion operator T = ΘK with Θ = iσy does
not alter the B-phase pair potential ∆(k), but it changes the sign of the magnetic
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Zeeman term, Θ(hˆ · σ)∗Θ† = −hˆ · σ. Combining the π-rotation with the time-
inversion, therefore, one can introduce the additional discrete symmetry held by the
B-phase even in the presence of a magnetic field,
T U(π)H(k)U(π)−1T −1 = H(kx, ky,−kz), (58)
when the quantity ℓˆz vanishes, namely, ℓˆz(nˆ, ϕ) = 0. We have here introduced
U(π) ≡ diag(Uz(π), U∗z (π)). For the case of a finite ℓˆz, the discrete symmetry is
broken and the additional term associated with ℓˆz remains,
T U(π)H(k)U(π)−1T −1 = H(kx, ky,−kz)
− γHℓˆz(nˆ, ϕ)
(
σ˜z 0
0 −σ˜∗z
)
. (59)
We refere to the additional discrete symmetry in Eq. (58) as the hidden Z2-symmetry,
which plays a crucial role in extracting the nontrivial topology of 3He-B under a
magnetic field.
To summarize, the B-phase in the presence of a magnetic field can be categorized
to two different phases characterized by the hidden Z2-symmetry in Eq. (58). The
phase-I holds the symmetry
Hmag,I = SO(2)
(hˆ)
L+S ×Z2 × C× PUπ/2, (60)
when ℓˆz(nˆ, ϕ) = 0 is satisfied. For a finite ℓˆz, however, the hidden Z2-symmetry is
broken,
Hmag,II = SO(2)
(hˆ)
L+S × C× PUπ/2. (61)
The condition that preserves the hidden Z2-symmetry,
ℓˆz(nˆ, ϕ) = 0, (62)
is determined by the configuration of the order parameter of the B-phase (nˆ, ϕ) and
the direction of Zeeman magnetic field. Hence, altering ℓˆz induces the phase transition
from the Z2-symmetric phase-I to Z2-symmetry breaking phase-II. The quantity ℓˆz
mentioned above is transformed nontrivially as ℓˆz → −ℓˆz under the Z2 symmetry.
Therefore, ℓˆz is an order parameter of the hidden Z2 symmetry and it should be zero
unless the discrete symmetry is spontaneously broken [49].
It is well known that the nˆ-vector is sensitive to the effects of a magnetic Zeeman
field and surface boundary condition. This also depends on the presence of a spin-
orbit interaction, such as the magnetic dipole interaction originating from the magnetic
moment of 3He nuclei. As we will clarify in Sec. 8, this implies that the phase transition
associated with the spontaneous breaking the hidden Z2 symmetry can be induced by
controlling an applied magnetic field and confinement geometry.
Note that the hidden Z2 symmetry in the B-phase of confined
3He remains even in
the presence of superfluid flow [170], where the phase bias that generates the flow field
is parallel to the surface. The flow field explicitly breaks the SO(2)Lz+Sz symmetry
and the time-reversal symmetry, simultaneously. The BdG Hamiltonian, however, still
remains invariant under the combined symmetry of the time-inversion and the joint
π-rotation about the surface normal.
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3. Topological invariants and discrete symmetries
We here make a brief review on the bulk topological properties and their physical
consequences observed in the B-phase of superfluid 3He. The topological properties
are intrinsic in the occupied states of eigenstates of H(k), i.e., the quasiparticle states
with En(k) < 0. Since the quasiparticle spectrum of
3He-B shown in Eq. (34) has a
finite excitation gap, the ground state is well separated from its excited states by the
isotropic energy gap ∆0 and the occupied states are well-defined in low temperaturs.
We will show that the particle-hole and time-reversal symmetries play a crucial role on
determining the non-trivial topological properties in the bulk B-phase, which allows
one to define the topological invariant [34, 35, 36, 37, 38, 40, 41, 42, 43]. Note that even
for nodal superconductors and superfluids, the topological invariant is well defined in
Ref. [171, 172].
It is also demonstrated in this section that the alternative topological invariant can
be introduced as a one-dimensional winding number, by using the hidden Z2 symmetry
introduced in Sec. 2.3 and Sec. 2.4. Since the hidden Z2 symmetry is preserved in
3He-B even if the time-reversal symmetry is explicitly broken, it is applicable to the
superfluid phase in the presence of a magnetic field. This will be discussed in Sec. 5.
3.1. Topological invariant of the bulk 3He-B
The BdG Hamiltonian in the B-phase holds two discrete symmetries that are the time-
reversal symmetry in Eq. (28) and the particle-hole symmetry in Eq. (27). Combining
these symmetries, as shown in Eq. (35), one can define the chiral operator Γ, which is
anti-commutable with H(k),
{Γ,H(k)} = 0, Γ = −iCT . (63)
The discrete symmetries characterized by T 2 = −1, C2 = +1, and Γ2 = +1 categorize
the B-phase to the DIII class in the AZ table [34].
In general, the topological properties of superfluids and superconductors are
determined by the global structure of the Hilbert space spanned by the eigenvectors
of the occupied band, |un(k)〉 obtained from Eq. (30). To capture the topological
property of fully gapped superconductors and superfluids, it is convenient to introduce
the so-called Q-matrix,
Q(k) =
∑
En>0
|un(k)〉〈un(k)| −
∑
En<0
|un(k)〉〈un(k)|. (64)
Without loss of generality, we here suppose dimH = 2N . Since the Q-matrix satisfies
the conditions, Q2(k) = +1, Q†(k) = Q(k), and trQ(k) = 0, the eigenvalues are +1
and −1. The state |un(k)〉 is a simultaneous eigenvector of the BdG Hamiltonian and
Q-matrix, and the Q-matrix is obtained by continuously flattening the eigenvalues
of H(k) to −1 (occupied) and +1 (unoccupied). Therefore, the Q-matrix maps the
Brillouin zone onto the target space spanned by the eigenvectors |un(k)〉 of the BdG
Hamiltonian. It turns out that the Q-matrix is anti-commutable with the chiral
operator Γ,
{Γ, Q(k)} = 0, (65)
where we use the symmetric relation |u−E(k)〉 = Γ|uE(k)〉 obtained from the particle-
hole symmetry in Eq. (27) and the time-reversal symmetry in Eq. (28).
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Let U be a unitary matrix which diagonalize Γ as UΓU † = diag(+1N×N ,−1N×N).
Then, it is obvious from Eq. (65) that by using U , the Q-matrix becomes off-diagonal
Q(k) =
(
0 q(k)
q†(k) 0
)
, (66)
where q(k) is an element of the unitary group U(N) because of Q2(k) = +1. Hence,
the relevant homotopy group for the projector Q(k) in three dimensions is given by
π3[U(N)] = Z . This homotopy group indicates that there exists non-trivial mapping
from the three-dimensional momentum space to the Hilbert space. The topological
invariant which characterizes the classes of topologically distinct q-configurations in
bulk superconductors and superfluids is defined as the three-dimensional winding
number,
w3d =
∫
dk
24π3
ǫµνηtr
[
(q†∂µq)(q†∂νq)(q†∂ηq)
]
. (67)
In terms of the Q-matrix, w3d is recast into
w3d = −
∫
dk
48π3
ǫµνηtr [Γ(Q∂µQ)(Q∂νQ)(Q∂ηQ)] . (68)
For the DIII class with T 2 = −1 and C2 = +1, the winding number can be an arbitrary
integer value. In general, however, since the discrete symmetries prohibit certain types
of maps from the k space to the target space, the value of w3d may be restricted by
the discrete symmetries [34].
For single-band spin-triplet superfulids/superconductors with time-reversal
invariance, there exists a simpler expression of w3d. From the BdG Hamiltonian
H(k) =
(
ε0(k) id(k) · σσy
−id(k)σy · σ −ε0(k)
)
, (69)
the Q-matrix is given by
Q(k) =
1√
[ε0(k)]2 + [d(k)]2
(
ε0(k) id(k) · σσy
−id(k)σy · σ −ε0(k)
)
= ηˆM (k)γM , (70)
where ηˆM (k) and γM (M = 1, 2, 3, 4) are given by
ηˆM (k) =
(d(k), ε0(k))√
[ε0(k)]2 + [d(k)]2
, (71)
and
γ1 =
(
0 −σz
−σz 0
)
, γ2 =
(
0 i
−i 0
)
,
γ3 =
(
0 σx
σx 0
)
, γ4 =
(
1 0
0 −1
)
. (72)
In the above representation of γ matrices, the chiral operator Γ is written as
Γ = γ5 ≡ γ1γ2γ3γ4. Substituting the Q-matrix for Eq.(68), we obtain [38]
w3d =
∫
dk
12π3
ǫµνηǫMNPQηˆM (k)∂µηˆN (k)∂ν ηˆP (k)∂η ηˆQ(k). (73)
The four dimensional vector ηˆµ(k) satisfies ηˆµηˆµ = 1, so it defines a three dimensional
sphere with unit radius. The above w3d counts the number of times the unit vector
ηˆµ(k) wraps the three dimensional sphere when one sweeps the whole momentum
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space. Using a topological nature of the integral, the above w3d can be calculated
as [38]
w3d = − 1
2
∑
k0
sgn[ε0(k0)]sgn[det{∂µdν(k0)}]
+
1
2
sgn[ε0(∞)]sgn[det{∂idj(∞)}], (74)
where the summation is taken for all k0 satisfying d(k0) = 0 and det{∂µdν(k0)}
denotes the determinant of the 3 × 3 matrix ∂µdν(k0). The second term in the right
hand side is the contribution from k0 → ∞. From the above formula, the winding
number of the B-phase is evaluated as w3d = 1.
The physical consequence of the three-dimensional winding number is the
emergence of the two-dimensional Majorana cone on the surface, whose effective
Hamiltonian is described as [37, 68]
Hsurf =
∑
k‖
ψT−k‖c
(
k‖ × σ˜
) · sˆψk‖ , (75)
where we set σ˜µ = Rµν(nˆ, ϕ)σν . The momentum parallel to the surface is k‖ and the
unit vector normal to the surface is denoted by sˆ. This effective surface Hamiltonian
yields the gapless relativistic spectrum with the velocity c = ∆0/kF, which is protected
by the time-reversal symmetry. In addition, the field operator ψ in the Nambu space
is self-conjugate, that is, the Majorana fermion. The additional perturbation term,
Hmass =M
∑
k‖
ψT−k‖σ˜ · sˆψk‖ , (76)
opens the mass gap on the surface Majorana cone, where the mass M changes its sign
under the time-inversion T . The resultant surface spectrum is
Esurf(k‖) =
√
c2k2‖ +M
2. (77)
The manifestation of three-dimensional topological superconductors is the coupling
to the gravitational field through the gravitational instant term [173, 174]. Due to
the nontrivial topological property, the gapped Majorana cone is responsible for the
quantization of thermal Hall conductivity (see also Sec. 9.3). It has also been predicted
that the coupling of the Majorana fermion to the gravitational field gives rise to cross
correlated responses [175].
The B-phase of the bulk superfluid 3He serves a concrete example of three-
dimensional topological superfluids and superconductors, where the nontrivial
topology is protected by the particle-hole symmetry and time-reversal symmetry [34].
After a pioneering work by Grinevich and Volovik [30], the topological superfluidity
of the B-phase of the bulk 3He was discussed by Schnyder et al. [34], Roy [35], Qi
et al. [37] and Sato [38]. We will demonstrate in Sec. 5 that confined 3He-B under a
magnetic field undergoes a topological phase transition concomitant with spontaneous
Z2 symmetry breaking at which the surface Majorana fermion acquires the finite mass
proportional to the Zeeman energy. In this situation, the mass term is parameterized
by the quantity ℓˆz(nˆ, ϕ) defined in Eq. (57) that determines the hidden Z2 symmetry.
Another candidate of three-dimensional topological superfluids and superconduc-
tors is the carrier-doped topological insulator, that is, CuxBi2Se3. The recent point-
contact experiment in Ref. [172] observed a pronounced zero-bias conductance peak
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supporting a topological odd-parity superconductivity of CuxBi2Se3. While the zero-
bias conductance peak has been observed in other experiments [178, 179, 180], con-
flicting experimental results have been reported in Refs. [181, 182] where the zero-bias
conductance peak is absent. Among four possible pairing symmetries proposed by Fu
and Berg [183], the A1g state that is the even-parity pairing is topologically trivial,
while the A1u, A2u, and Eu states are topological odd-parity pairing. The topologi-
cal nontriviality for the A1u state is characterized by w3d introduced in Eq. (67) and
the topology of A2u and Eu states is characterized by the parity of w3d [39, 172].
On the (111) surface which is naturally cleaved, the A1u and Eu states are accom-
panied by topologically protected gapless states, when the Fermi surface is a sphere
enclosing the Γ point. The gapless states are responsible for zero-bias conductance
peak [184, 185, 186]. On the other hand, if the Fermi surface is cylindrical, the gap-
pless states may disappear [38, 39]. The recent conflicting experimental results are
consistently understandable in the context of the topological odd-parity A1u or Eu
superconductivity with the Fermi surface evolution [187].
3.2. Hidden symmetry and one-dimensional winding number
The nontrivial topology of the superfluid 3He-B is ensured by the time-reversal
symmetry in Eq. (28), being characterized by the three-dimensional winding number.
The B-phase of superfluid 3He holds the three-dimensional rotational symmetry
SO(3)L+S in addition to the time-reversal and particle-hole symmetries. The
microscopic Hamiltonian for the B-phase, therefore, holds the additional discrete
symmetry introduced in Eq. (45). This hidden Z2 symmetry is very robust and useful
for determining the topological properties of 3He-B under a magnetic field, because
it can be preserved even if each symmetry, T or Uz(π), is explicitly broken, as was
mentioned in Sec. 2.4. As we will clarify below, the combination of the particle-hole
symmetry and the hidden Z2 symmetry leads to the chiral symmetry, which ensures
the nontrivial topological invariant and its intriguing physical consequences, such as
Majorana Ising spins.
Combining the hidden discrete symmetry in Eq. (45) with the particle-hole
symmetry in Eq. (27), one can define the hidden chiral symmetry on the one-
dimensional line of the k-space as
{Γ1,H(0, 0, kz)} = 0, Γ1 = CT U(π). (78)
In the same manner as the procedure in Sec. 3.1, the one-dimensional winding number
is defined by using the Q-matrix as
w1d =
1
2π
Im
∫ ∞
−∞
dkz [∂kz ln det q(k)]k‖=0 , (79)
where we set k‖ ≡ (kx, ky).
It is now worth mentioning that w1d can be expressed in terms of the BdG
Hamiltonian H(k). For this purpose, let us first notice that the BdG Hamiltonian can
becomes off-diagonal in the basis that the chiral operator in Eq. (78) is diagonalized
as Γ = diag(+1,−1),
H(k⊥) =
(
0 h(k⊥)
h†(k⊥) 0
)
, (80)
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where h(k⊥) is given as h(k⊥) = −ǫ(k⊥)σy − ∆(k⊥), and we have introduced
k⊥ ≡ (0, 0, kz). Using h(k⊥), the eigenvector of H(k⊥) is given as
|un(k⊥)〉 = 1√
2
(
ϕn(k⊥)
h†(k⊥)ϕn(k⊥)/|En(k⊥)|
)
, (81)
where ϕn satisfies h(k⊥)h†(k⊥)ϕn = E2(k⊥)ϕn and 〈ϕn|ϕm〉 = δn,m. The matrix
q(k⊥) is then associated with the BdG Hamiltonian h(k⊥) through the relation
q(k)|k‖=0 =
∑
n
ϕn(k⊥)ϕ†n(k⊥)
|En(k⊥)| h(k⊥). (82)
Therefore, the relation, Im ln det[ϕnϕ
†
n/|En|] = 0 yields Im[ln det q] = Im[ln deth].
This allows us to introduce the alternative expression of the one-dimensional winding
number, w1d =
1
2π Im
∫
dkz [∂kz ln deth(k)]k‖=0. Then, the one-dimensional winding
number is given in terms of the BdG Hamiltonian as
w1d = − 1
4πi
∫ ∞
−∞
dkztr
[
Γ1H−1(k)∂kzH(k)
]
k‖=0
. (83)
The winding number is evaluated as [129]
w1d =
1
2
∑
kz
′sgn [ε0ψ − ε · d] sgn
[
∂kz
(
ε20 − ε2
)]
, (84)
where the summation
∑′
kz
is taken for kz satisfying ε
2
0(k) − ε2(k) = 0 with k‖ = 0.
This winding number in the case of 3He-B is estimated as w1d = 2 for µ > 0 and
w1d = 0 for µ < 0, unless the hidden Z2 symmetry is broken.
This winding number was first introduced in a different context by Wen and
Zee [188] in order to clarify the topological stability of bulk nodes of an electron
hopping Hamiltonian in a magnetic field, H = ∑ij tijc†i cjuij . It can be proven that
the winding number w1d is a topological invariant, implying that w1d is invariant
under any continuous deformation of H without breaking the hidden chiral symmetry.
Using the winding number, Sato and Fujimoto uncovered the nontrivial topological
properties of noncentrosymmetric superconductors under a spatially uniform magnetic
field [189]. The bulk-edge correspondence was proven in Ref. [129] which indicates that
the nontrivial value of w1d corresponds to the number of zero energy quasiparticle
states bound at the edge of the system. We will clarify in Sec. 3.3 that the bulk-edge
correspondence and chiral symmetry brings physical consequence that the magnetic
response of zero energy states is highly anisotropic, called the Majorana Ising spins.
To give an intuitive understanding on w1d, it is convenient to introduce the
following two-dimensional unit vector m(k) = (m1(k),m2(k)),
m1(k) =
2[ε0(k)ψ(k)− εµ(k)dµ(k)]
N(k)
, (85)
m2(k) =
ε2(k)− d(k)2 − ε2(k) + ψ20(k)
N(k)
, (86)
where N(k) is a normalization constant determined by |m(k)|=1. The single-particle
Hamiltonian density ε(k) is parametrized in terms of the scalar and vector parts in
Eq. (7). By using this two-dimensional unit vector m(k), the winding number in
Eq. (83) is recast into the form,
w1d =
1
2π
∫
dkzǫ
ijmi(k)∂kzmj(k). (87)
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This describes the map of he one-dimensional line of the k-space onto the target space
S1 characterized by the two-dimensional unit vector m(k) = (m1(k),m2(k)). The
winding number w1d, therefore, counts how many times the map warps the target
space S1 and w1d ∈ Z [27, 129].
3.3. Majorana fermion and Ising spin
Now let us show that the topological invariant protected by the hidden discrete
symmetry brings an important consequence, that is, the Ising spin character of
Majorana fermions. Below we consider the low energy limit where only the zero
energy quasiparticle states at k‖=0 contribute.
Majorana field.— We now construct the quantized field Ψ = (ψ↑, ψ↓, ψ
†
↑, ψ
†
↓)
T in
terms of energy eigenstates of the BdG Hamiltonian. The mean-field approximated
Hamiltonian is rewritten in the coordinate space as
H =
∫
dr1
∫
dr2Ψ
†(r1)H(r1, r2)Ψ(r2). (88)
Since the four-component quantized field Ψ in the Nambu space satisfies the self-
charge-conjugate constraint
Ψ(r) = CΨ(r), (89)
the BdG Hamiltonian holds the particle-hole symmetry as CH(r1, r2)C−1 =
−H(r1, r2), as shown in Eq. (27). By choosing a phase factor, the energy eigenstates
of the BdG Hamiltonian that is determined by the BdG equation in the coordinate
space, ∫
dr2H(r1, r2)ϕE(r2) = EϕE(r1), (90)
may satisfy the particle-hole symmetry
ϕE(r) = Cϕ−E(r). (91)
The eigenfunctions obey the orthogonality and completeness relations∫
drϕ†E(r)ϕE′(r) = δE,E′ , (92)∑
E
ϕE(r1)ϕ
†
E(r2) = δ(r1 − r2). (93)
The quantized field also satisfies the anti-commutation relations, {ψσ(r), ψ†σ′(r′)} =
δσ,σ′δ(r− r′) and {ψσ(r), ψσ′(r′)} = {ψ†σ(r), ψ†σ′ (r′)} = 0. The further details on the
mean-field approximation in the coordinate space will be described in Sec. 4.1.
Now we expand the quantized field Ψ by the eigenfunctions ϕE(r),
Ψ(r) =
∑
E
ϕE(r)ηE . (94)
In the case of topological superconductors, there exist gapless quasiparticles that are
bound to the surface. The fermion Ψ(r) constructed from such gapless quasiparticles
obeys the Dirac equation with the self-conjugate constraint in Eq. (89), and thus it
is referred to as Majorana fermion [61, 62, 63, 64, 190]. Owing to the particle-hole
symmetry in Eq. (91), the branch with positive energies is identical to that with
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negative energies. Hence, supposing that there exist n zero-energy states ϕ
(a)
0 (r)
(a = 1, · · · , n), we can rewrite the quantized field Ψ as
Ψ(r) =
n∑
a=1
ϕ
(a)
0 (r)γ
(a) +
∑
E>0
[
ϕE(r)ηE + CϕE(r)η†E
]
, (95)
where we have used γ(a), instead of ηE=0, in order to distinguish these zero modes.
The self-conjugate constraint in Eq. (89) imposes the following relations,
η†E = η−E , γ
(a) = γ(a)†, (96)
the latter of which implies that the zero modes are composed of equivalent
contributions from particle and hole excitations. Since the zero modes satisfy the
self-conjugate constraint by themselves, they are called as Majorana zero mode. From
the completeness relation of eigenfunctions, the quasiparticle operator ηE>0 satisfies
the anti-commutation relations, {ηE , η†E′} = δE,E′ and {ηE , ηE′} = {η†E , η†E′} = 0.
The operator of the Majorana zero modes, however, does not obey the standard anti-
commutation relation but has the following relation
γ(a)2 = 1, {γ(a), ηE} = {γ(a), η†E} = 0. (97)
As we discuss below, this unusual relation gives rise to a singnificant feature inherent
to Majorana field.
In the case that there exists two Majorana zero modes (n = 2), the minimal
representation of the algebra in Eq. (97) is two-dimensional. The two dimensional
representation is built up by introducing two degenerate vacua |±〉 that obey
ηE>0|±〉 = 0 and by defining new fermion operator c and c† as
c =
1√
2
(γ(1) + iγ(2)), c† =
1√
2
(γ(1) − iγ(2)). (98)
It is obvious that this complex fermion operator obeys the standard anti-commutation
relations, {c, c†} = 1 and {c, c} = {c†, c†} = 0. Since the complex fermion has the
zero energy, the two degenerate vacua |±〉 are defined as the eigenstate of the fermion
parity. We here suppose |+〉 (|−〉) to be the vacuum with the fermion parity even
(odd),
c|−〉 = c†|+〉 = 0. (99)
Two Hilbert spaces are now spanned by using the vacuum state |±〉 and excited states
that are constructed as η†Eη
†
E′η
†
E′′ · · · |±〉. The complex zero mode operators, c and
c†, connect two Hilbert spaces as
c|+〉 = |−〉, c†|−〉 = |+〉. (100)
Note that the introduction of the complex fermion is indispensable to preservation
of the fermion parity [61, 190] . Indeed, even without introduction of c, γ(a) itself can
be diagonalized as γ(a)|a±〉 = ±|a±〉 with the following |a±〉,
|1±〉 = 1√
2
(|+〉 ± |−〉), |2±〉 = 1√
2
(ei
pi
4 |+〉 ± e−ipi4 |−〉), (101)
but the eigenstates are superpositions of two vacua with opposite fermion parity, so
they cannot be physical states preserving the fermion parity.
Another important consequence from Eq. (101) is that the eigenstates of the single
Majorana zero mode is intrinsically entangled. When two Majorana zero modes γ(1)
and γ(2) are spatially separated and well isolated from other quasiparticle states with
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higher energies, they yield the “teleportation” and non-local correlation [61, 191].
Moreover, when the Majorana zero modes bound to quantum vortices, these host
vortices obey the non-Abelian statistics [192]. The representations of the braiding
operation of vortices are obtained as a discrete set of the unitary group which
manipulates the occupation of complex fermions [192, 193]. Since the zero modes are
topologically protected against quantum decoherence, they offer a promising platform
to realize topological quantum computation [192, 193, 194, 195, 196, 197, 198, 199].
An effective realization of non-local correlation and non-Abelian statistics requires
Majorana fermions without internal degree of freedom. Possible realization of such
Majorana fermions in effectively spinless superconductors includes axion strings [200],
fermionic cold atoms with a p-wave Feshbach resonance [60, 201, 202], proximity
induced superconductivity on the surface of a topological insulator [203], an s-wave
superconductor with the Rashba spin-orbit interaction and the Zeeman field [204,
205, 206], and one-dimensional nanowire systems [207, 208, 209]. In addition, the
low-energy physics of half-quantized vortices in spinful chiral p-wave superconductors
is describable as a spinless chiral superconductor [192].
Recently, however, it has been clarified that additional discrete symmetries,
such as mirror reflection symmetries, may help to retain the properties of non-local
correlation and non-Abelian statistics even in spinful topological superconductors with
spinful Majorana fermions [51, 56]. The additional discrete symmetry add strong
constraint on Majorana zero modes and the zero modes are separated to subsectors
that are eigenstates of the additional discrete symmetry. Note that statistics of vortices
having multiple Majorana fermions has also been discussed in Refs. [210, 211, 212].
In the following, we will clarify the another important consequence of spinful
Majorana zero modes, that is the Majorana Ising spin. It turns out that this
Ising character is a generic consequence obtained from an extra chiral symmetry like
Eq. (78) [57]. This is expected to be realized in a variety of materials, such as non-
centrosymmetric superconductors, the heavy fermion superconductor UPt3, and the
superconducting topological insulator CuxBi2Se3 as well as
3He-B confined to a slab.
Index theorem.— We note that the commutation relation, [Γ1,H2(0, 0, kz)] = 0,
is obtained from the chiral symmetry in Eq. (78). As discussed in Sec. 2.2, all the
eigenstates with a finite energy E 6= 0 have chiral partners, where a state with the
chirality Γ1 = +1 is always paired with another state with Γ1 = −1.
According to Ref. [129], however, the zero energy states do not form chiral pairs
in general. They are eigenstates of Γ1, and the number of the zero energy states with
Γ1 = +1, n+, is not same as the number of the Γ1 = −1 zero energy states, n−. From
the generalized index theorem in Ref. [129], the non-zero value of w1d in Eq. (79) is
equal to the difference between the number of zero energy states in each chiral sector,
w1d = n− − n+. (102)
Hence, at least |w1d| zero energy states exist under any disturbances preserving the
chiral symmetry.
For superfluid 3He-B, one finds
w1d = n− = 2, n+ = 0. (103)
There appear doubly degenerated zero energy states at k‖ = 0 bound to the surface
of 3He-B. The doubly degenerated zero energy states have no chiral partner, and the
wavefunctions, ϕ
(a)
k‖=0
(r) (a = 1, 2), satisfy
Γ1ϕ
(a)
k‖=0
(r) = −ϕ(a)k‖=0(r), (104)
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with Γ1 = CT Uz(π) = U(nˆ, ϕ)σxτyU†(nˆ, ϕ). One can also impose the relation
ϕ
(a)
k‖=0
(r) = Cϕ(a)k‖=0(r), (105)
by the particle-hole symmetry. From these two relations in Eqs. (104) and (105),
ϕ
(a)
k‖=0
has a generic form as
ϕ
(a)
k‖=0
(r) =
(
χ(a)(r)
χ(a)∗(r)
)
, (106)
where the two-component spinor is defined with an arbitrary function ξ(a)(r) as
χ(a)(r) = U(nˆ, ϕ)
(
ξ(a)(r)
iξ(a)∗(r)
)
. (107)
Majorana Ising spin.— Having clarified in Eq. (106) that the particle-hole
symmetry and chiral symmetry imposes constraint on the wavefunction of Majorana
zero modes, we now show that the doubly degenerate zero modes behave as an Ising
spin. Since we concentrate our attention to the low-energy limit, we here ignore
the contributions from non-zero energy modes. As shown in Eq. (95), the quantized
field Ψ is then expanded in terms of topologically protected zero energy states as
Ψ(r) =
∑
a=1,2ϕ
(a)
k‖=0
(r)γ(a) with a couple of real operators γ(1) and γ(2). From the
general form of ϕ
(a)
k‖=0
shown in Eq. (106), one obtains the following condition,(
ψ↑(r)
ψ↓(r)
)
= iσµRµz(nˆ, ϕ)
(
ψ†↓(r)
−ψ†↑(r)
)
, (108)
which is a general consequence of symmetry protected topological phases hosting the
additional chiral symmetry in Eq. (78) and the nontrivial winding number in Eq. (103).
The rotation matrix Rµz(nˆ, ϕ) is associated with the broken symmetry of the B-phase,
SO(3)L−S . For nˆ = zˆ and ϕ = 0, the relation reduces to ψ↑(r) = iψ
†
↓(r).
Now following Refs. [49, 65, 90], one can show that the Majorana Ising condition in
Eq. (108) yields the Ising character of the topologically protected zero energy states.
We now introduce the local density operator and the spin density operators in the
Nambu space as
ρ(r) ≡ 1
2
[
ψ†a(r)ψa − ψa(r)ψ†a(r)
]
, (109)
S(r) ≡ 1
4
[
ψ†a(r)σabψb(r)− ψa(r)σTabψ†b(r)
]
. (110)
Substituting the Majorana condition of Eq. (108) into Eqs. (109), one finds that the
surface zero energy states do not contribute to the local density operator,
ρ(surf)(r) = 0. (111)
This indicates that the Majorana fermions protected by the hidden chiral symmetry
can not be coupled to the local density fluctuation and thus are very robust against
non-magnetic impurities. Similarly, the local spin operator is constructed from the
surface Majorana fermion in Eq. (108) as
S(surf)µ = Rµz(nˆ, ϕ)S
M
z , (112)
where SMz is the logical spin operator in the case of nˆ = zˆ and ϕ = 0. Equation
(112) implies that only the Sz component is nonzero while the other components are
identically zero when nˆ = zˆ and ϕ = 0.
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These results indicate that the topologically protected zero energy states are
not coupled to local density fluctuation, and the local spin density yields Ising-like
anisotropy. Here note that we only use a general property of the hidden chiral
symmetry and particle-hole symmetry, thus the Ising character is a direct consequence
of our symmetry protected topological phase. In Secs. 4.4 and 6.3, we will demonstrate
that the Majorana Ising character is retained not only by the zero energy states but
also by the whole dispersion of the surface Majorana cone with Esurf(k‖), when the
Andreev approximation is valid, that is, ∆0 ≪ EF.
The anisotropic magnetic response of surface Majorana fermions was first
predicted by Stone and Roy [90] in the context of chiral p-wave superconductors. Sato
and Fujimoto [189] demonstrated that the anisotropic magnetic responce also emerges
in topological phases of noncentrosymmetric superconductors. They also revealed
that the anisotropic behavior is characterized by the one-dimensional winding number
introduced in Eq. (83). Majorana Ising spin in 3He-B was demonstrated by Chung and
Zhang [65], by directly solving the Bogoliubov-de Gennes equation with the Andreev
approximation. They proposed an electron spin relaxation experiment to detect the
Majorana nature of the surface bound states, whose details will be discussed in Sec. 9.
To establish an experimental way to probe the Ising spin, Shindou et al. [67] examined
the coupling of a spin-1/2 magnetic impurity to Majorana fermions bound at the edge
of two-dimensional topological superconductors. Due to quantum dissipation from
the Majorana Ising spin, the quantum impurity spin yields strongly anisotropic and
singular magnetic response. Hence, the electron spin resonance may serve as a local
probe for Majorana Ising spins.
Before closing this section, we would like to mention that additional discrete
symmetries other than the hidden Z2 symmetry may play a crucial role on the
nontrivial topological properties of time-reversal invariant superconductors and
superfluids. In the case of 3He-B, as shown in Eq. (78), the chiral operator Γ1 is
constructed from the hidden Z2 symmetry T Uz(π) with the particle-hole symmetry.
For time-reversal invariant superconductors, however, the hidden Z2 symmetry may
arise from other combinations such as TM where M denotes the mirror reflection
operator. The role of mirror symmetry has been clarified in quasi-one-dimensional
fermionic gases with a synthetic gauge field [52] and the E1u scenario of the B-phase
of the heavy-fermion superconductor UPt3 [53]. The details will be discussed in
Sec. 5.3. Recently, numerous works have extended the topological classification of
bulk wave functions to include the point group symmetry and magnetic symmetry
in topological insulators [213, 214, 215, 216, 217, 218, 219] and in topological
superconductors [51, 56, 220, 221, 222, 223, 224, 225, 226, 227]. The topological
classification enlarged from the Altland-Zirnbauer tenfold ways has been proposed
in Refs. [50, 55, 57]. All these works have unveiled that such additional discrete
symmetry enriches nontrivial topological properties and support the emergence of
Majorana fermions in topological superconductors.
4. Jackiw-Rebbi index theorem and surface Andreev bound states
We have shown in the previous section that the topological nontriviality and
existence of gapless quasiparticles bound to a surface and interface are closely
linked to underlying discrete symmetries. In this section, we will describe
the existence of gapless quasiparticle states in the surface of unconventional
superconductors, by explicitly solving the Bogoliubov-de Gennes equation with the
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Andreev approximation. This will give an intuitive understanding for the existence of
gapless bound states.
First, starting from the second quantized Hamiltonian for attractively interacting
spin- 12 fermions, we derive the Bogoliubov-de Gennes equation and gap equation which
gives a closed set for describing self-consistent quasiparticle structures in spatially
inhomogeneous superconductors and superfluids. In Sec. 4.2, we demonstrate that
the resultant Andreev equation for an unconventional superconductor with a specular
surface can be mapped onto the one-dimensional Dirac equation with a mass domain
wall. It is well known that the Dirac equation can be accompanied by the exact zero-
energy state as a consequence of the index theorem [73]. The index theorem indicates
that the existence of the zero energy state localized at the domain wall is determined
by the sign change of the mass domains. We extend the index theorem to the case of
chiral superconductors with time-reversal symmetry breaking in Sec. 4.3 and to the
time-reversal invariant superfluid 3He-B in Sec. 4.4, respectively. We reproduce the
Majorana condition in Eq. (108) and Majorana Ising spin shown in Eq. (112).
4.1. Nambu-Gor’kov formalism
We start with the Hamiltonian for spin- 12 fermions interacting through an attractive
interaction V c,da,b (r1, r2)
H =
∫
drψ†a(r)εab(−i∇)ψb(r)
+
1
2
∫
dr1
∫
dr2V
c,d
a,b (r1, r2)ψ
†
a(r1)ψ
†
b(r2)ψc(r2)ψd(r1). (113)
where εab(−i∇) is a single-particle Hamiltonian density in the coordinate space
which in general contains external potentials. The fermion field operator with
spin a =↑, ↓, ψa(r), must obey the anti-commutation relations, {ψa(r1), ψ†b(r2)} =
δabδ(r12) and {ψa(r1), ψb(r2)} = {ψ†a(r1), ψ†b(r2)} = 0, where r12 = r1 − r2 is
the relative coordinate. The interaction potential is parameterized as V c,da,b (r1, r2) =
V1(r12)δa,dδb,c+V2(r12)σad · σbc, which is invariant under the spin space rotation
SO(3)S . It is now convenient to introduce the projection operators onto the spin-
singlet and -triplet pairing states, Ps and Pt. Using the projection operators, the
interaction potential is recast into
V c,da,b (r1, r2) = Vs(r12)Ps + Vt(r12)Pt, (114)
where Vs ≡ V1 − 34V2 and Vt ≡ V1 + 14V2 are the interaction potentials in spin-singlet
and -triplet channels.
All the information on superfluid phases in equilibrium at a finite temperature T
are contained by the Matsubara Green’s functions defined as
G(x1, x2) =
( G(x1, x2) F(x1, x2)
F¯(x1, x2) G¯(x1, x2)
)
= − 〈〈Tτ [Ψ(x1)Ψ¯(x2)]〉〉. (115)
We here set xj ≡ (τj , rj) and 〈〈· · ·〉〉 ≡ Tr[e(Ω−H)/T · · ·] with the thermodynamic
potential Ω. We have introduced the field operator in Nambu space as Ψ =
(ψ↑, ψ↓, ψ
†
↑, ψ
†
↓)
T, where Ψ¯ = Ψ†(r,−τ). The Matsubara Green’s functions are
governed by the Nambu-Gor’kov equation derived from the Kadanoff-Baym conserving
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approximation [119, 228, 229] as∫
dx3
[
G−10 (x1, x3)− Σ(x1, x3)
]
G(x3, x2) = δ(x1 − x2). (116)
The 4 × 4 matrix form of the bare Green’s function G−10 in Eq. (116) is given as
G−10 (x1, x2) ≡ δ(x12)[−∂τ2 − ε(−i∇2)], where ε ≡ diag(ε,−ε∗). The Φ-functional
generates the perturbation expansion for the skelton self-energy diagrams,
Σ[G] = 2
δΦ[G]
δGT
. (117)
The Luttinger-Ward thermodynamic potential Ω[G] is obtained as a functional of G
as [230]
Ω[G] = −1
2
Sp
[
ln(−G−10 +Σ) + Σ G
]
+Φ[G], (118)
where Sp · · · ≡ ∫ dx1 ∫ dx2Tr · · ·. Below, we expand G by the Matsubara frequency
ωn = (2n+ 1)πT as G(x1, x2) = T
∑
nG(r1, r2;ωn)e
−iωnτ12 .
Now we show that the Gor’kov equation is reduced to the Bogoliubov-de Gennes
(BdG) equation, ∫
dr2H(r1, r2)ϕi(r2) = Eiϕi(r1), (119)
where H is a 4×4 matrix in Nambu space, H(r1, r2) = δ(r12)ε(−i∇2) + Σ(r1, r2).
Here we have omitted the diagonal part of the self-energy matrix. The four-component
eigenvector ϕi(r) fulfills the orthonormal condition,
∫
ϕ
†
i (r)ϕj(r)dr = δi,j . We first
note that the BdG Hamiltonian in the coordinate space is particle-hole symmetric,
CH(r1, r2)C−1 = −H(r1, r2), as shown in Eq. (27). The particle-hole symmetry of
the BdG Hamiltonian ensures that the positive energy solution ϕE(r) is associated
with the negative energy solution ϕ−E(r) = CϕE(r). Therefore, the following 4 × 4
unitary matrix ui ≡ [ϕ(1)i ,ϕ(2)i , Cϕ(1)i , Cϕ(2)i ] diagonalizes the BdG Hamiltonian as∫
dr1
∫
dr2u
†
i (r1)H(r1, r2)ui(r2) = Ei, with Ei ≡ diag(E(1)i , E(2)i ,−E(1)i ,−E(2)i ).
The unitary matrix un(r) satisfies the orthonormal and completeness conditions,∫
u†i (r)uj(r)dr = δi,j and
∑
i ui(r1)u
†
i (r2) = δ(r12).
By using the unitary matrix ui, the solution of the Gor’kov equation (116) is
obtained as,
G(r1, r2;ωn) =
∑
i
ui(r1) (iωnτ0 − Ei)−1 u†i (r2), (120)
which can be recast into
G(r1, r2;ωn) =
∑
Ei>0
[
ϕi(r1)ϕ
†
i (r2)
iωn − Ei +
Cϕi(r1)ϕ†i (r2)C−1
iωn + Ei
]
. (121)
The pair potentials ∆ab are defined by the anomalous part of the Green’s functions as
∆ab(r1, r2) = lim
η→0
T
∑
n
Vc,da,b (r12)Fcd(r2, r1;ωn)e−iωnη. (122)
From Eq. (121), the sum over the Matsubara frequency results in the Fermi
distribution function f(x)≡ 1/(ex/T + 1). The BdG equation Eq.(119) and the gap
equation (122) offers a self-consistent framework for describing superfluid phases in
equilibrium.
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Figure 5. Geometry of specular reflections at the surface of chiral ℓ-wave
superconductors. We also depict the phase profile of chiral p-wave pairing in
the momentum space.
4.2. Jackiw-Rebbi index theorem
Let us consider a simple form of the single-particle Hamiltonian density with an
effective massM∗, which is given as ε(−i∇) = − 12M∗∇2−EF. Following the Andreev
approximation [231], we decompose the quasiparticle wavefunction ϕi(r) to the slowly
varying part ϕ˜ and the rapid oscillation part with the Fermi wave length k−1F ,
ϕi(r) =
∑
α=±
Cαϕ˜α(r)e
ikα·r, (123)
where kα=kF(cosφk sin θk, α sinφk sin θk, cos θk) denotes the momentum of incoming
(α = +) and outgoing (α = −) quasiparticles (Fig. 5). The normalization condition
is imposed on ϕ˜α(r) as
∑
α
∫
drϕ˜†α(r)ϕ˜α(r) = 1. The rigid boundary condition at
r = R, ϕ(R) = 0, leads to C+ = −C− and the continuity condition ϕ˜+(R) = ϕ˜−(R),
where R = (Rx, 0, Rz) is the coordinate on the surface. This Andreev approximation
holds within the weak-coupling regime, kFξ = 2EF/∆0 ≫ 1. Substituting Eq. (123)
into the BdG equation (119), one obtains the Andreev equation for ϕ˜α(r) as[
−ivF(kˆα) ·∇τz + v +∆(kˆα, r)
]
ϕ˜α(r) = Eϕ˜α(r), (124)
with kˆα ≡ kα/|kα|. The Fourier transformed form of the pair potential with respect
to the relative coordinate r12 ≡ r1 − r2 is given as ∆(k, r) =
∫
dr12e
−ik·r12∆(r1, r2),
where the momentum dependence of the pair potential is dominated by the Fermi
momentum, that is, k ≈ kF ≡ kFkˆ and ∆(k, r) ≈ ∆(kˆ, r). Here, we have introduced
the 4× 4 matrix form of the pair potential,
∆(kˆ, r) =
(
0ˆ ∆(kˆ, r)
−∆∗(−kˆ, r) 0ˆ
)
. (125)
Before going into the detailed analysis of the Andreev equation for unconventional
superconductors, let us first mention a generic consequence arising from the topological
structure of ∆(kˆ, r). To clarify this, we reduce Eq. (124) to a minimal situation, that
is, the spatially one-dimensional system along the yˆ-axis with a spin-singlet s-wave
pairing ∆(kˆ, r)=∆(y)iσy. Then, the Andreev equation (124) is recast into
[−ivF∂yτx +∆(y)τ z ] ϕ˜(y) = Eϕ˜(y), (126)
where we assume ∆(y)∈R and carry out the unitary transformation UτxU †=τz and
UτzU
† = τx. For simplicity, we omit the spin degrees of freedom. Hence, the one-
dimensional Andreev equation is equivalent to the one-dimensional Dirac equation
with a spatially inhomogeneous mass ∆(y). This serves as an effective model to
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study the low-energy quasiparticle structure of unconventional superconductors and
superfluids with a specular surface, interface, and a quantized vortex.
Let us first consider fermionic excitations in a single domain wall of an s-wave
superconductor, which offers an exactly solvable model of the BdG equation [99]. We
first note that the Dirac equation (126) can be recast into (−ivF∂y ± i∆)f± = Ef±
with (f+, f−)T = T ϕ˜ by making the unitary transformation T = (τy + τz)/
√
2. Then,
by multiplying it by (−ivF∂y ∓ i∆), the equation for the wavefunction f± is reduced
to the Schro¨dinger-type equation,[
v2F
d2
dy2
+ E2 −∆2(y)± vF d∆(y)
dy
]
f±(y) = Ef±(y). (127)
The pair potential describing the domain wall structure is given by
∆(y) = ∆0 tanh
(
y
ξ
)
, (128)
where we set ξ = aξ0 with the superconducting coherence length ξ0 = vF/∆0 and a
is the parameter self-consistently determined with the gap equation. Then, Eq. (127)
with Eq. (128) is solvable with the help of the hypergeometric function. The bound
state energy with |En| < ∆0 is then obtained as
En =

0 for n = 0 and ∀a
±∆0
√
n
a
(
2− n
a
)
for n = 1, 2, · · · < a
. (129)
The wavefunction of the zero energy state is given by
f+(y) =
N
[cosh(y/ξ)]a
, f−(y) = 0, (130)
where N is the normalization constant. Therefore, there always exists a single zero
energy state that is bound to a domain wall within the length scale of ξ0.
Jackiw and Rebbi [73] clarified the topologically nontrivial structure of the one-
dimensional Dirac equation (126), which offers a generalization of the argument based
on the kink solution with Eq. (128). The consequence is that at least, one zero
energy solution exists when the mass term ∆(y) changes its sign. To clarify this,
we concentrate our attention to a zero energy solution with E = 0. Then, the
eigenfunction of the zero energy state is obtained by integrating Eq. (126) as
ϕ˜(y) = N exp
(
− 1
vF
∫ y
0
∆(y′)dy′
)(
1
i
)
, (131)
where N is a normalization constant. By assuming that the mass term approaches
a uniform value in the limit of y → ±∞, it is obvious that one of the zero energy
solutions is normalizable only when the mass term changes its sign at y → ±∞ as
sgn
lim
y→+∞∆(y)
lim
y→−∞∆(y)
= −1. (132)
Hence, the existence of the zero energy solutions in the BdG equation is determined
only by the sign change of the pair potential at y → ±∞ and is independent of the
detailed structure of the interface.
Equation (126) self-consistently coupled to the gap equation gives an effective
theory for describing low-lying electronic states in the one-dimensional Peierls
CONTENTS 34
system [96, 97, 98, 99, 100, 101], spin density waves [102], the spin-Peierls system [103],
the stripes in high-Tc cuprates [104], superconducting junction systems [78], and Fulde-
Ferrell-Larkin-Ovchinnikov states [92, 93]. Indeed, the kink solution with Eq. (128)
offers a prototype to determine the boundary between a spatially uniform ordered state
and spatially modulated ordered state, such as the phase transition from the BCS state
to Fulde-Ferrell-Larkin-Ovchinnikov state in a Pauli-limited superconductor. Using
the hypergeometric function, Nakahara [232] derived the dispersion and wave functions
of quasiparticles that are bound to the chiral domain wall of the superfluid 3He-A film,
where each domain has different chirality. The self-consistent pair potential is well
described with the the kink potential in Eq. (128). In addition, note that low-lying
quasiparticles bound at a quantized vortex of superconductors also share a common
physics, because the low-energy theory can be mapped onto the one-dimensional Dirac
or Majorana equation [86].
The counterpart of spatially inhomogeneous fermionic condensates in the
quantum field theory corresponds to the Gross-Neveu model [233] and Nambu-
Jona-Lasinio model [234] which effectively describes dynamical chiral symmetry
breaking [235]. Recently, the general solutions in Eq. (126) have been proposed
by using a technique of the Ablowitz-Kaup-Newell-Segur hierarchy well-known in
integrable systems [236]. These include a single-kink state [77, 237, 238], multiple
kinks (kink-anti-kink and kink-polaron states) [268, 240, 241, 242], and complex kinks
and their crystalline states [243, 244, 245, 246] as well as a single kink solution in
Eq. (128).
4.3. Index theorem for chiral ℓ-wave pairing states
Let us now apply the index theorem to the surface Andreev bound state in a chiral
ℓ-wave pairing state,
∆(kˆ, r) = D(θk)
(
kˆx + isgn(ℓ)kˆy
)|ℓ|
, (133)
where D(θk) is supposed to be an arbitrary form of the pair potential depending on
θk and θk is defined in Eq. (123). Specifically let us set the specular wall at y=0 and
suppose the x- and z-axis to be parallel to the wall. For simplicity, we also do not
take account of spin degrees of freedom, that is, a Sz-preserving chiral ℓ-wave pairing
state. Then, the Andreev equation (124) reduces to[
−iαvF sinφk sinθk∂yσz + D˜(θk)σxe−iαℓφkσz
]
ϕ˜α(y) = Eϕ˜α(y),(134)
where D˜(θk) ≡ D(θk, y)(sin θk)|ℓ|.
The chiral pairing spontaneously breaks the time-reversal symmetry. The
topologically nontrivial properties are characterized by the first Chern number, which
is nonzero for |kz | < kF in chiral ℓ-wave superconductors. This ensures the existence
of the flat band zero energy states, forming the topologically protected Fermi arc
extending in the kz direction..
Following the procedure in Refs. [90, 71], we introduce the following coordinate
y˜±, corresponding the distance along the classical trajectory: y˜α ≡ α yvF sinφk sin θk =
y
vF sin(αφk) sin θk
. Now, let us introduce the new axis y˜+ 7→ ρ > 0 and −y˜− 7→ ρ < 0.
Using this new axis, the Andreev equation (134) reduces to the one-dimensional Dirac
(or Majorana) equation with a mass domain wall[
−i∂ρσz + D˜(θk, ρ)σxe−iσzϑ(ρ)
]
ψ(ρ) = Eψ(ρ), (135)
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where ψ(ρ) = ϕ˜+(ρ) for ρ>0 and ψ(ρ) = ϕ˜−(ρ) for ρ<0. The phase ϑ(ρ) is given as
ϑ(ρ) = φR ≡ ℓφk for ρ>0 and ϑ(ρ) = φL ≡ −ℓφk for ρ<0, where φL − φR∈ [0, 2π] is
required.
According to the Jackiw-Rebbi’s index theorem [73], the one-dimensional Dirac
equation has a zero energy eigenstate when the mass domain wall has phase jump
of (2n − 1)π, where n∈Z. Since the Andreev equation has the phase jump 2ℓφk at
the surface (ρ = 0), the Jackiw-Rebbi’s index theorem ensures that the zero energy
solution appears at φk,n =
(
n− 12
)
π
|ℓ| ∈ [0, π]. As a result, the chiral ℓ-wave pairing
state has |ℓ| gapless points at
kˆx = sinθk cos
[(
n− 1
2
)
π
|ℓ|
]
, (136)
where n ∈N satisfies n = 1, 2, · · · , |ℓ|. This is a generic consequence of the Andreev
equation for chiral ℓ-wave superconductors.
For spatially uniform pair potential D(kˆ, y) = D(kˆ), Eq. (135) gives
Esurf(kx, ky) = D˜(θ) cos[(φL−φR)/2], which determines the dispersion of the Andreev
bound state [71, 90]. For example, in the case of the ℓ = 2 pairing state, that is,
the chiral d-wave pairing state, one finds that φR = 2φk and φL = 2π − 2φk for
φk ∈ [0, π/2] and φL = 4π − 2φk for φk ∈ [π/2, π], respectively. Thus, the dispersion
of the surface Andreev bound state in a chiral d-wave superconductor is
Esurf(kx, ky) = −sgn(kx) |D(θk)|
k2F
(
2k2x − k2F sin2 θk
)
. (137)
The dispersion of the surface Andreev bound states in chiral p-wave (ℓ = 1) and d-wave
(ℓ = 2) superconductors, Esurf(kx, kz = 0), is plotted in Fig. 6(a) and (c), respectively.
Because of time-reversal symmetry breaking, the dispersion can be asymmetric in
kx, i.e., Esurf(kx) = −Esurf(−kx). Note that as shown in Fig. 6(b) and (d), the
Fermi arc appears in the momentum space (kx, kz) parallel to the surface, where the
zero energy flat band is terminated at the projection of two point nodes at kx = 0
and kz = ±kF. Since the negative energy part of the branch is occupied in the
ground state, the surface Andreev bound states carry the spontaneous mass current
in equilibrium [90, 121, 202, 247, 248].
4.4. Surface Majorana fermions and Ising spins in superfluid 3He-B
We now extend the results in Sec. 4.3 to the surface Andreev bound states in the B-
phase of superfluid 3He confined in a slab geometry. In accordance with the topological
argument in Sec. 3, the time-reversal symmetry ensures the existence of zero energy
states that are bound to the surface of 3He-B. By explicitly solving the BdG equation
with the Andreev approximation, we demonstrate that there exist gapless bound
states. We also reproduce that the resultant gapless states shows the Majorana Ising
nature.
Let us now solve the Andreev equation (124) for the B-phase with a specular
surface in the absence of a Zeeman field. As discussed in Sec. 2.3, confinement
explicitly breaks the three-dimensional rotation symmetry. The resultant pair
potential in this restricted geometry is expressed in Eq. (41) with Eq. (42), which
is SO(2)Lz+Sz symmetric. It is convenient to introduce the unitary matrix defined
as Sφk ≡ (σx + σz)eiϑσz/
√
2 with ϑ = φk2 − π4 . Combining this with the SU(2) spin
rotation U(nˆ, ϕ), one finds that the B-phase pair potential can be transformed into
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Figure 6. Dispersions of the surface Andreev bound states at kz = 0,
Esurf(kx, kz = 0), for ℓ = 1 (a) and ℓ = 2 (c). Fermi arcs for ℓ = 1 (b) and
ℓ = 2 (d) which are defined as (kx, kz) satisfying Esurf(kx, kz) = 0. The filled
circles in (b) and (c) depict the point nodes.
the diagonal representation,
∆(kˆ, r) = U(nˆ, ϕ)∆0(kˆ, r)U
T(nˆ, ϕ)
= U(nˆ, ϕ)Sφk
(
∆+(kˆ, r) 0
0 ∆−(kˆ, r)
)
STφkU
T(nˆ, ϕ). (138)
The resultant pair potentials, ∆±, behave as chiral p-wave pairing in each sector,
∆±(kˆ, r) = ±∆⊥(r) cos θk + i∆‖(r) sin θk, (139)
where we set kF= kF(cosφk sinθk, sinφk sinθk, coskθk). This reveals that the unitary
transformation maps the B-phase order parameter onto two subsectors with different
chirality. Hence, the Andreev equation (124) in the absence of a magnetic field reduces
to that for spinless chiral p-wave superconductors [71, 90].
Without loss of generality, we set the specular surface to be normal to the zˆ-
axis. We also suppose the spatially uniform isotropic energy gap ∆‖ = ∆⊥ ≡ ∆0. In
accordance with the consequence of the index theorem in Sec. 4.3, then, the bound
state solution with |E(k‖)| ≤∆0 has the energy dispersion linear in the momentum
k‖=(kx, ky) as
E0(k‖) = ±∆0
kF
|k‖|. (140)
This expression is independent of the orientation of nˆ and the angle ϕ. The
corresponding wavefunctions for the quasiparticles bound at z=0 are given by
ϕ
(+)
0,k‖
(r) = Nke
ik‖·r‖f(k⊥, z)U(nˆ, ϕ)
(
Φ+ − eiφkΦ−
)
, (141)
where Nk is the normalization constant and U ≡ diag(U,U∗). The wavefunction
ϕ
(+)
0,k‖
corresponds to the positive energy solution of E0(k‖) and ϕ
(−)
0,k‖
is the negative
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branch. The particle-hole symmetry in Eq. (27) ensures the one-to-one correspondence
between the two branches of the energy eigenstates through ϕ
(−)
0,k‖
(r) = Cϕ(+)0,−k‖(r).
In Eq. (141), we also set f(k⊥, z) = sin (k⊥z) e−z/ξ with k2⊥ ≡ k2F − k2‖. The spinors,
Φ+ ≡ (1, 0, 0,−i)T and Φ− ≡ (0, i, 1, 0)T, are the eigenvectors of the spin operator
Sz ≡ 12diag(σz ,−σTz ) in the Nambu space,
SzΦ± = ±1
2
Φ±. (142)
The quantized field Ψ = (ψ↑, ψ↓, ψ
†
↑, ψ
†
↓)
T in spin-triplet superfluids can be
expanded in terms of the positive energy states of the surface Andreev bound states
with Esurf(k‖)≥ 0 and ϕk‖(r) in addition to continuum states. For low temperature
regimes T≪∆0, the field operator can be constructed from the contributions of only
the surface Andreev bound states as
Ψ(r) =
∑
k‖
[
ϕ
(+)
0,k‖
(r)ηk‖ + Cϕ(+)0,k‖(r)η
†
k‖
]
+ (E > ∆0), (143)
where ηk‖ and η
†
k‖
denote the Bogoliubov quasiparticle operators obeying the anti-
commutation relations, {ηk, η†k′} = δk,k′ and {ηk, ηk′}= {η†k, η†k′} = 0. Substituting
Eq. (141) into the expansion form of Ψ, the quantized field operator contributed
from the surface Andreev bound states is recast into Ψ(r) ≈ ∑k‖ ϕ(+)0,k‖(r)[ηk‖ −
e−iφke−2ik‖·r‖η†k‖ ]. This reproduce the Majorana Ising condition in Eq. (108)(
ψ↑(r)
ψ↓(r)
)
= iσµRµz(nˆ, ϕ)
(
ψ†↓(r)
−ψ†↑(r)
)
. (144)
Hence, the Majorana fields constructed from the surface Andreev bound states
reproduce the Ising spin property and the surface bound states are not coupled to
the local density operators, as discussed in Eqs. (111) and (112). Using Eq. (144), the
dynamical spin susceptibility is obtained as
χµν(r1, r2;ω) = χ
M
zz(r1, r2;ω)Rµz(nˆ, ϕ)Rνz(nˆ, ϕ). (145)
Therefore, it originates from Majorana Ising spins SMz (r) and χ
(M)
zz (r1, r2;ω) ≡
〈SMz (r1)SMz (r2)〉ω with the SO(3) rotation Rµν(nˆ, ϕ). The property of χ(M)zz (r1, r2;ω)
was discussed in Refs. [65, 69] and the further details will be discussed in Sec. 9.
We emphasize that, in the absence of a magnetic field, the whole branch of the
surface Andreev bound states can retain the Ising spin character, contrary to the
argument based on the chiral symmetry. The Majorana nature of the whole branch is
a consequence of the Andreev approximation, and the approximated Majorana nature
of the whole branch may enable to realize the macroscopic Ising-like spin correlation.
Whereas the gapless spectrum of the surface Andreev bound states is protected
by the nontrivial topological invariant defined in the bulk region of the B-phase [34,
37, 49], if two specular surfaces at z = 0 and D get close to each other, the
interference between surface Majorana cones distorts the surface cone spectrum in
Eq. (140). Then, the hybridization of two surface states exponentially splits the
zero energy state at |k‖| = 0 with quantum oscillation on the scale of k−1F as
δE(k‖ = 0)∼ e−D/ξ sin(kFD) [249, 250, 251, 252]. The numerical calculation based
on the quasiclassical theory confirmed the appearance of a mini-gap generated by the
hybridization of two surface states in 3He-B confined in a slab geometry, where 3He
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is confined in two directions [144]. For 3He confined in one direction, i.e., in parallel
plates, however, no finite excitation gap is generated by the hybridization even for
strong confinement [170].
In addition to the splitting due to the quasiparticle tunneling, the finite size
of the system with the thickness D = O(ξ) gives rise to the pair breaking effect,
which may also cause a change of the gapless spectrum. The distortion of the gapless
Majorana cone due to the quasiparticle tunneling and pair breaking effect may break
the Majorana Ising nature of the surface bound states.
5. Symmetry protected topological phase and topological quantum
critical point in 3He-B under a magnetic field
In the previous section, having explicitly solved the Andreev equation, we have shown
that the B-phase of superfluid 3He is accompanied by gapless quasiparticle states
localized at the surface within the superfluid coherence length ξ0. The surface bound
states behave as a Majorana fermion that is a particle equivalent to its own anti-
particle. As shown in Eqs. (111) and (112), the surface Majorana fermion yields the
Ising spin, which indicates that the surface states are coupled to only a particular
direction of applied magnetic fields. It has been clarified in Sec. 3 that the Majorana
Ising character is a consequence of a hidden Z2 symmetry.
We here consider the topological superfluidity of 3He-B confined in a slab
geometry under a magnetic field. See Fig. 3. As shown in Eqs. (58) and (59), the
hidden Z2 symmetry may survive in a slab even if the time-reversal symmetry is
explicitly broken. Hence, we extend our argument based on the topology in Sec. 3 and
the Andreev equation in Sec. 4 in the case with a finite magnetic field.
5.1. The hidden discrete symmetry and topological invariant
Now let us consider 3He-B under a finite magnetic field H . We also suppose that
the liquid 3He is confined in a slab geometry, where the nˆ-vector and ϕ are spatially
uniform. We first would like to mention that Eq. (112) gives an intuitive interpretation
of the quantity ℓˆz which is directly linked to the breaking of the hidden Z2 symmetry.
The orientation of an applied magnetic field is denoted by hˆν = Hν/H . Then, it
turns out that the ℓˆz(nˆ, ϕ) describes the projection of the Majorana Ising spin S(r)
in Eq. (112) onto the orientation of the applied magnetic field H as
ℓˆz(nˆ, ϕ) =
hˆ · S(r)
|S(r)| . (146)
Figure 7(a) depicts the schematic picture for S, H , and ℓˆz. For ℓˆz=0, the Majorana
Ising spin S is perpendicular to the applied magnetic field, which implies that the
SABS does not contribute to the magnetic response. However, the surface bound
states may be responsible to H when ℓˆz 6=0.
To explicitly solve the Andreev equation in the presence of a magnetic field, let us
suppose the wavefunction to be ϕk‖(r) = a+ϕ
(+)
0,k‖
(r) + a−ϕ
(−)
0,k‖
(r), where ϕ
(±)
0,k‖
are
the wave functions of the positive and negative energy states and their corresponding
energies are given by ±|E0(k‖)| in Eq. (140). The normalization condition for ϕk‖(r)
requires |a+|2 + |a−|2 = 1. The coefficients a± and energy E(k‖) are determined by
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Figure 7. (a) Relation between ℓˆz and the orientation of d(0, 0, kz) for an
arbitrary (nˆ, ϕ) at the surface. (b) Schematic phase diagram of 3He-B under
a parallel magnetic field, where H involves the topological phase transition with
spontaneous symmetry breaking. In (b), the panels show the momentum-resolved
surface density of states, N (kˆ, z;E) for ℓˆz = 0 and ℓˆ 6= 0. The definition of
N (kˆ, z;E) is given in Eq. (228).
solving the eigenvalue equation( |E0| e−iφkγz
eiφkγz −|E0|
)(
a+
a−
)
= E
(
a+
a−
)
, (147)
where γz ≡ µnHµRµz(nˆ, ϕ) denotes the gap of the surface cone. The wave function of
the negative energy branch is obtained from Eq. (141) with the particle-hole symmetry,
ϕ
(−)
0,k‖
= Cϕ(+)0,−k‖ , as ϕ
(−)
0,k‖
(r) = Nke
ik‖·r‖f(k⊥, z)U(nˆ, ϕ)
(
Φ− + eiφkΦ+
)
. The off-
diagonal term in Eq. (147), eiφkγz, results from Eq. (142) that the spinors Φ± are
the eigenstates of Sz, implying that Φ
†
±SµΦ± = ±δµ,z. The dispersion of the surface
bound state is given by diagonalizing the matrix as
E(k‖) = ±
√∣∣E0(k‖)∣∣2 + ∣∣∣µnHℓˆz(nˆ, ϕ)∣∣∣2. (148)
The resulting dispersion in Eq. (148) implies that the energy gap of the surface
state depends on the ℓˆ-vector as min |E(k‖)| = µnH |ℓˆz(nˆ, ϕ)|. For ℓˆz = 0, as we
showed in Eq. (148), the surface bound state remains gapless even in the presence of
a magnetic field, which is responsible for the Ising nature of the Majorana cone.
In particular, the case of nˆ = zˆ always yields ℓˆz = 0, which leads to consistent
results to the previous works [41, 65, 66, 67]. For ℓˆz 6= 0, however, an arbitrary
orientation of the magnetic field opens a finite energy gap and the Majorana Ising
nature of the surface bound states disappears [68]. From topological point of view,
the former behavior might seem to be a puzzle: Because the magnetic field breaks the
time-reversal invariance, topological protection as a time-reversal invariant topological
superfluid does not work any more. Nevertheless, as discussed in Sec. 2.4, the B-phase
still retains the hidden Z2 symmetry which protects the topologically nontrivial phase
in the presence of a magnetic field.
Confinement, magnetic Zeeman field, and dipole interaction explicitly break the
continuous rotational symmetry in both spin and coordinate spaces. The group
symmetry subject to the confined 3He under a magnetic field is composed of the
hidden Z2 symmetry, U(1) gauge symmetry, and the particle-hole symmetry,
Gslab,H,D = Z2 ×U(1)φ × C. (149)
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There are two possible subgroups of Gslab,H,D relevant to the superfluid
3He-B,
HI ∈ Gslab,H,D and HII ⊂ Gslab,H,D, which indicates that there exists two different
phases in a confined 3He-B under a magnetic field, depending on ℓˆz. The Z2 symmetric
phase that holds HI is realized when ℓˆz = 0,
HI = Z2 × C. (150)
Once ℓˆz becomes nonzero, however, the hidden Z2 symmetry is broken spontaneously
and the remaining symmetry is
HII = C. (151)
Similarly with Eq. (59), the Z2 symmetry of the microscopic Hamiltonian is expressed
as
T U(π)H(k) [T U(π)]−1 = H(k)− γHℓˆz(nˆ, ϕ)
(
σ˜z 0
0 −σ˜∗z
)
. (152)
Remarkably, one can introduce a topological invariant if the discrete symmetry is not
spontaneously broken, that is, the case of ℓˆz = 0. Combining it with the particle-hole
symmetry of the BdG Hamiltonian, one obtains the relation Γ1H(kx, ky, kz)Γ−11 =
−H(−kx,−ky, kz) with Γ1 = CT Uz(π). Hence, the so-called chiral symmetry is
preserved in the confined 3He-B under a magnetic field as
{Γ1,H(0, 0, kz)} = 0. (153)
Following Refs. [38, 129], one can introduce the one-dimensional winding number as
w = − 1
4πi
∫ ∞
−∞
dkz tr[Γ1H−1(k)∂kzH(k)]
∣∣
k‖=0
, (154)
which are evaluated as w=2 for γH <EF (∆⊥ > 0). The bulk-edge correspondence
shown in Sec. 3.3 implies that in the case of ℓˆz = 0, the surface bound state remains
gapless as E(k‖)=0 at k‖=0 even in the presence of the magnetic field. Hence, the
chiral symmetry and the bulk-edge correspondence still bring the physical consequence
that the gapless bound states yields the Ising anisotropic magnetic response.
Since the topological invariant w requires the hidden Z2 symmetry to be
preserved, the winding number is ill-defined in the Z2 symmetry breaking phase.
Therefore, the “order parameter” ℓˆz of the hidden Z2 symmetry also characterizes a
topological phase transition at which w becomes ill-defined. In other words, there may
exist a quantum critical point in 3He confined in a slab at which the topological phase
transition occurs together with spontaneous symmetry breaking. At the quantum
critical point H∗, the topologically nontrivial properties of 3He-B can be changed by
the spontaneous symmetry breaking without closing the bulk excitation gap.
The order parameter ℓˆz for the hidden Z2 symmetry must be determined by
minimizing the thermodynamic potential in the equilibrium. In Sec. 8, we will clarify
that the magnetic dipole-dipole interaction arising from the magnetic moment of 3He
nuclei is indispensable for the thermodynamic stability of the symmetry protected
topological phase and the quantum critical point H∗ is quantitatively obtained from
microscopic calculation. As a result, a magnetic field can drive the topological phase
transition concomitant with the spontaneous breaking of the hidden Z2 symmetry, as
shown in Fig. 7(b).
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5.2. Topology of surface Majorana fermions
Once the order parameter ℓˆz becomes finite, the topological invariant is ill-defined
in the B-phase, implying that surface Majorana fermions acquire an effective mass
associated with the Zeeman energy. The gapped Majorana fermions, however, have
their own nontrivial topology. To see this, we first introduce the effective Hamiltonian
of the surface states introduced in Eq. (75), which can be extended to contain the
mass term associated with the magnetic Zeeman energy as
Hsurf =
∑
k‖
ψTM(−k‖)
[
c
(
k‖ × σ
) · zˆ +M(nˆ, ϕ)σz]ψM(k‖), (155)
where c = ∆0/kF. The Majorana field ψM is associated with the original quantized
field for surface states, ψ, as
ψ(k) ≡ U(nˆ, ϕ)ψM(k), (156)
which obeys {ψa, ψb} = δab. The effective mass of the surface Majorana fermion, M ,
is determined by the single parameter ℓˆz as
M(nˆ, ϕ) =
γH
2
ℓˆz(nˆ, ϕ). (157)
The equation of motion for the surface Majorana fermions ψM(x) is governed by the
2 + 1-dimensional Majorana equation,
(−iγµ∂µ +M)ψM(x) = 0, (158)
where we replace (kx, ky) to (−i∂x,−i∂y) and set x ≡ (r, t). Without loss of generality,
we set M/c → M . The γ-matrix is introduced as (γ0, γ1, γ2) = (σz , iσx, iσy), which
satisfies {γµ, γν} = 2gµν with the metric gµν = gµν = diag(+1,−1,−1) (µ, ν = 0, 1, 2).
The effective action for the 2 + 1-dimensional Majorana equation (158) is given as
Ssurf =
∫
dx3ψ¯M(x) (−iγµ∂µ +M)ψM(x). (159)
As shown in Eq. (157), the effective mass M is parameterized with ℓˆz that is the
order parameter associated with the hidden Z2 symmetry breaking. At the quantum
critical point H∗, the quantum fluctuation of the order parameter eˆllz may be
enhanced. Grover et al. [72] proposed the 2 + 1-dimensional effective action that
describes the Majorana fermion coupled to the Ising field. They found the emergence
of supersymmetry (SUSY) at the quantum critical point H∗. In contrast to previous
works [253, 254, 255, 256, 257] that the emergence of SUSY requires the fine-tuning of
two or more parameters, the terms that break SUSY become irrelevant at the critical
point and SUSY emerges without enforcing the conditions microscopically.
For ℓˆz 6= 0, the Majorana cone in Eq. (155) has a finite energy gap. In the the
effective Hamiltonian of such a quasi-two-dimensional system, the topological invariant
can be introduced as [15]
N2 =
1
4π2
∫
dk‖
∫
dωtr
[
G∂kxG
−1G∂kyG
−1G∂ωG−1
]
. (160)
Here, the Green’s function of the surface Majorana fermion is defined as G−1 ≡
iω −Hsurf(k‖), where Hsurf(k‖)≡c(k‖ × σ) · zˆ +Mσz.
To evaluate N2, we note that the eigenstates of the effective Hamiltonian in
Eq. (155) can be expressed as spinor coordinates of a sphere S2, when the time-
reversal symmetry is absent, corresponding to the case of ℓˆz 6= 0. The S2 sphere of
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the Hilbert space can be parameterized using the three-dimensional unit vector mˆ(k‖)
as
Hsurf(k‖) = |E(k‖)|σ · mˆ(k‖). (161)
The unit vector mˆ(k‖) points to mˆ = (0, 0, sgn(ℓˆz)) for k‖ = 0, while mˆ =
(cosφm, sinφm, 0) for |k‖| → ∞. Hence, the eigenfunction of Hsurf(k‖) gives a
mapping from the two-dimensional momentum space to the upper or lower half of S2.
The unit vector covers the upper (lower) half of the Bloch sphere for ℓˆz > 0 (for ℓˆz < 0),
which implies that the effective Hamiltonian intrinsically has the half-skyrmion or
meron texture in the two-dimensional momentum space. The topologically nontrivial
texture in the momentum space is characterized by the two-dimensional winding
number
w2d =
1
4π
∫
dkx
∫
dkymˆ ·
(
∂mˆ
∂kx
× ∂mˆ
∂ky
)
. (162)
It turns out that this winding number is equivalent to the topological invariant
introduced in Eq. (160) and thus, the topological invariant is estimated for the massive
Majorana fermion bound at the surface of 3He-B as
N2 = w2d =
sgn(ℓˆz)
2
. (163)
This topological invariantN2 was originally introduced in 2+1 dimensional relativistic
field theory which is responsible for intrinsic quantum Hall conductivity [258, 259, 260].
The topological invariant is also applied to superfluid 3He-A film [261, 262, 263].
5.3. Topological crystalline superconductors: Role of mirror symmetries
Up to now, we have used π-rotation symmetry to define the Z2 symmetry. In this
section, we discuss roles of another material dependent symmetry, namely mirror
reflection symmetry in topological phases.
We first summarize the relation between the mirror reflection symmetry M and
topological invariant in time-reversal invariant superconductors. Let us suppose that
the Hamiltonian of the normal electrons, ε(k), preserves a mirror reflection symmetry,
Mε(k)M † = ε(kM). We also temporarily neglect a magnetic Zeeman field, that is,
H = 0. Let oˆ be a unit vector that is normal to the mirror plane. The mirror
reflection operatorM changes the momentum k and spin σ to kM ≡ k−2oˆ(k · oˆ) and
−σ+2oˆ(σ · oˆ) on the mirror plane (see Fig. 8). Without loss of generality, the mirror
reflection operator is defined as M = i(σ · oˆ). We also consider that the specular
surface is normal to the mirror plane.
The superconducting state retains the mirror symmetry if the gap function ∆(k)
is even or odd under the mirror reflection, M∆(k)MT = ±∆(kM). In this situation,
the BdG Hamiltonian H0(k) preserves the mirror reflection symmetry
M±H0(k)M±† = H(kM), (164)
where M is the mirror reflection operator extended to the Nambu space as
M± =
(
M 0
0 ±M∗
)
. (165)
Let us now apply a magnetic field, where we replace H0(k) to the Hamiltonian
H(k) including the Zeeman term. Under this situation, we can define two different
topological numbers by using mirror reflection. Once the Zeeman fields are applied,
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Figure 8. Configuration of the specular surface and mirror reflection plane. The
unit vectors, oˆ and sˆ, are normal to the mirror plane and surface, respectively.
the mirror symmetry with respect to the plane parallel to the Zeeman filed is lost and
the time-reversal symmetry is explicitly broken, but a combination of them can be
still preserved if hˆ · oˆ = 0. This is because the combination of the mirror reflection
and the time-reversal rotates the magnetic field H to H − 2oˆ(H · oˆ). Consequently,
the Hamiltonian H(k) with hˆ · oˆ = 0 holds the following Z2 symmetry,
TM±H(k) [TM±]−1 = H(−kM), (166)
where T = iσyK is the time-reversal operator with the complex conjugate operator
K. Combining the Z2 symmetry with the particle-hole symmetry, CHeff(k)C−1 =
−H∗eff(−k), we define the chiral symmetry operator, Γ1=CTM±. Then, it turns out
that Γ1 is anti-commutable with the effective Hamiltonian
{Γ1,H(k)} = 0, (167)
when k · oˆ = 0. Then, the one-dimensional winding number is defined as
Eq. (154) [38, 49, 129].
In the case of hˆ ‖ oˆ, the mirror reflection symmetry is preserved, while the
time-reversal symmetry is explicitly broken. In this situation, the mirror Chern
number ensures the existence of a zero energy mode [51]. When the mirror operator
is commutable with the particle-hole operator C, the zero mode behaves as a non-
Abelian Majorana fermion. The mirror Chern number is also applicable to the zero
mode that is bound to a quantum vortex of superconductors and superfluids [53, 56].
5.4. Promising examples of topological crystalline superconductors
Spin-orbit coupled quasi-one-dimensional superfluids.— As a promising example, we
clarify the mirror-symmetry-protected topological superfluidity of a fermionic gas
with a synthetic gauge field, where the gas is confined to a quasi-one-dimensional
potential. As we will see below, the effective Hamiltonian is equivalent to that of
semiconductor-superconductor nanowire with multichannels and thus, our theory with
one-dimensional winding number protected by a mirror symmetry is also applicable
to semiconductor-superconductor nanowires.
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Figure 9. (a) Two-dimensional optical lattice potential and (b) schematic picture
of the calculated system. Figures adapted from Ref. [52].
We here start with the Hamiltonian for spin-orbit coupled two-component
fermionic atoms with an s-wave attractive interaction, g,
H =
∫
dr
[
Ψ†(r)ε(r)Ψ(r) + gψ†↑(r)ψ
†
↓(r)ψ↓(r)ψ↑(r)
]
, (168)
where Ψ≡ [ψ↑, ψ↓]T denotes the fermionic field operators with up- and down-spins.
The single-particle Hamiltonian density is defined as ε(r)=− 12m∇2−µcp+Vpot(r)−
Hµσµ + S(r) with a confinement potential Vpot and σµ being the Pauli matrices in
spin space. The Zeeman field H is naturally induced by implementing the spin-
orbit coupling through two-photon Raman process [264]. We here consider a two-
dimensional Rashba-type spin-orbit coupling [204]
S(r) = iκxσy∂x − iκyσx∂y. (169)
Recently, a spin-orbit coupling with equal Rashba and Dresselhaus strengths can be
synthetically induced by applying Raman lasers to atomic gases with hyperfine spin
degrees of freedom [264]. This scheme has also been implemented using fermionic
6Li [265] and 40K atoms [266]. Although the spinorbit coupling realized in experiments
is one-dimensional, schemes for creating two- and three-dimensional analogue to
Rashba spin-orbit coupling have theoretically been proposed [267, 268, 269, 270, 271,
272, 273, 274].
Let us suppose that fermions are confined by a two-dimensional optical lattice
in the y-z plane in addition to a shallow harmonic potential along the x-direction, as
shown in Fig. 11. The system under this confinement potential is regarded as a two-
dimensional array of Ny×Nz one-dimensional tubes. Such a quasi-one-dimensional
geometry has been reported in Ref. [275], where fermionic atoms are confined in a
two-dimensional optical lattice potential. The number of tubes is typically about
Ny×Nz ∼ O(10 × 10), so the system should be treated as a finite system. We also
note that confinement can vary an effective scattering length of fermions, that is, a
confinement-induced Feshbach resonance [276, 277]. The properties of interatomic
interaction can be drastically changed by confinement. The confined geometry is
expected to isolate Majorana zero modes from the higher energy quasiparticle states.
To clarify the topological property of the effective Hamiltonian, we here ignore
the shallow trap potential along x-direction. Within the mean-field approximation,
the Hamiltonian in Eq. (168) can be diagonalized in terms of the quasiparticle
states. As mentioned above, the system is regarded as a two-dimensional array of
Ny × Nz one-dimensional tubes. Employing mean-field approximation and tight-
binding approximation in Eq. (168), therefore, one obtains the BdG equation as an
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effectively one-dimensional equation [52],
Heffi,j(k)ϕn,j(k) = Enϕn,i(k), (170)
where k denotes the momentum along the x-axis. The BdG Hamiltonian density is
given as
Heffi,j(k) =
[
ε
(0)
i,j (k)− {Hxσx +Hzσz + κxkσy} δi,j
]
τz −∆i,jσyτy
+
[
Hyσyδi,j + iκ˜yσx
{
δi,j+eˆy − δi,j−eˆy
}]
τ0. (171)
The single-particle Hamiltonian density ε
(0)
i,j (k) is
ε
(0)
i,j (k) =
(
k2
2m
− µcp
)
δi,j
− ty
(
δi,j+eˆy + δi,j−eˆy
)− tz (δi,j+eˆz + δi,j−eˆz) . (172)
Here, we set i = iyeˆy+ izeˆz and j = jyeˆy+ jzeˆz with eˆy = (1, 0) and eˆz = (0, 1). The
hopping energies between intertubes are denoted by ty and tz . We define an s-wave
pair potential ∆ that is a NyNz × NyNz matrix for i and j, where ∆i,j = δi,j∆i is
assumed to be real without the loss of generality.
Let us now consider the topological invariant in this quasi-one-dimensional Fermi
gas under the time-reversal symmetry breaking potential. If one temporary neglects
the Zeeman fields H , our system is invariant under the mirror reflection with respect
to the zx-plane, as well as the time-reversal, as shown in Eq. (164). Once the
Zeeman fields are applied, the mirror symmetry is lost, but a combination of the
mirror reflection and the time-reversal is still preserved if Hy = 0. Consequently, the
Hamiltonian Heff(k) with Hy = 0 holds the following Z2 symmetry in Eq. (166),
TMzxHeff(k)M†zxT −1 = H∗eff(−k), (173)
The mirror reflection operator is given by Mzx = iσyU , where U is the operator
flipping the y-component of i = (iy, iz),
Ui,j = δiy ,Ny+1−jy δiz ,jz . (174)
Combining the Z2 symmetry with the particle-hole symmetry in Eq. (27),
CHeff(k)C−1 = −H∗eff(−k), we define the chiral symmetry operator, Γ1 = TMzxC =
τxU . Then, it turns out that Γ1 is anti-commutable with the effective Hamiltonian
{Γ1,Heff(k)} = 0. (175)
This implies that the BdG Hamiltonian Heff(k) holds the chiral symmetry. Then, the
one-dimensional winding number is defined as [38, 49, 52, 129]
w = − 1
4πi
∫ ∞
−∞
dktr
[
Γ1H−1eff (k)∂kHeff(k)
]
, (176)
which takes an integer. We note that a similar one-dimensional winding number was
considered for two-dimensional and pure one-dimensional Rashba superconductors,
where Γ1 in Eq.(176) is replaced by τx [38, 278]. The above expression (176) is a
generalization of these cases into multi-tube or multi-band systems. Like the winding
number w in Sec. 5.1, the mirror winding number is also responsible for the Ising
character of Majorana zero modes. The direction of the Ising spin is, however, different
from the previous one: When w 6= 0, the Ising direction is parallel to the π-rotation
axis, but wm 6= 0, it is perpendicular to the mirror plane [57].
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We now evaluate the topological number w and clarify the robustness of the zero-
energy states against the intertube tunneling. As we mentioned above, even in the
presence of intertube tunneling, the winding number w is well-defined for a whole
system of tubes. Since one can turn off the intertube tunneling without the bulk gap
closing, the value of w can be evaluated by setting ty = tz = κ˜y = 0 in Eq.(176). Then
one obtains
w = trU
1
2πi
∫ ∞
−∞
dk∂k ln [detQ(k)] , (177)
where Q(k) = ε(0)(k)− (Hxσx +Hzσz + κkσy) + i∆σy. Noting trU = 0 for even Ny’s
and trU = Nz for odd Ny’s, one can valuate w as
|w| =

0, for even Ny’s
Nz, for odd Ny’s
, (178)
when
√
H2x +H
2
z > Hc. For a spatially uniform ∆, the critical field Hc is given as
Hc =
√
µ2 +∆2 [204, 205]. The winding number is trivial when
√
H2x +H
2
z < Hc.
Hence, the topological phase transition occurs at the critical field Hc and Majorana
zero modes survive for odd Ny’s in the topological regime
√
H2x +H
2
z > Hc.
For a realistic situation of ultracold atomic gases, however, a more careful
consideration is needed. Since fermionic atoms are confined along the x-axis by a
trap potential, a spatially inhomogeneous superfluid is realized naturally. In addition,
the inhomogeneous pair potential ∆(x), which is self-consistently determined by the
gap equation and the BdG equation, depends on the Zeeman fields significantly. In
contrast to semiconductorsuperconductor junction systems, these two characteristics
cannot be neglected. This means that within the local density approximation,
the critical field Hc and one-dimensional winding number w should be replaced by
Hc(x) =
√
µ2(x) + ∆2(x) and w(x), where µ(x) is the local chemical potential
including the confinement potential along the x-axis. The inhomogeneity and self-
consistency of ∆(x) and µ(x) play a critical role on the topological property of atomic
gases [52, 279, 280, 281].
The intertube tunneling effect can be understood as follows. As was shown in
Eq. (178), when one neglects the intertube couplings ty, tz and κ˜y, each tube supports
Majorana zero modes localized at its end points. Now let us denote them as γiy
(iy = 1, · · · , Ny), and consider how the intertube couplings affect on them. When
ty and κ˜y are turned on, the zero modes on neighboring tubes are coupled by the
intertube tunneling and its tight-binding Hamiltonian is given as
H = itγ1γ2 + itγ2γ3 + · · ·+ itγNy−1γNy ≡ γTHγ/2, (179)
where γT = (γ1, γ2, · · · , γNy−1, γNy) is the operators of Majorana zero modes and t
denotes the induced tunneling coupling. Note that t is real since γiy is a Majorana
zero mode satisfying γiy = γ
†
iy
. Diagonalizing the Ny×Ny matrix H , one can examine
the effects of the intertube tunneling. It can be easily shown that H has a single zero
eigenvalue for odd Ny’s, while it does not have for even Ny’s. This result naturally
explain why Majorana zero modes survive only for odd Ny’s. One also finds that the
zero eigenstate of H has the following form
(1, 0,−1)t, for Ny = 3
(1, 0,−1, 0, 1)t, for Ny = 5
(1, 0,−1, 0, 1, 0,−1)t, for Ny = 7. (180)
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Figure 10. Amplitudes of wavefunctions |ϕE=0, i(x)| for the lowest energy (zero
energy) state in the case of (a) Ny = 3, (b) Ny = 5, and (c) Ny = 7, respectively.
The magnetic field is set to be H = 0.36EF which corresponds to the topological
phase. In all the data, the hopping ty and the strength of the spin-orbit interaction
κ˜y is set to be ty = 0.01EF and κ˜y/κx = 0.5. The length is scaled by the harmonic
oscillator length d. Figures adopted from Ref. [52].
To confirm the topological argument described above, we numerically solve the
BdG equation for the Ny ×Nz bundle of one-dimensional tubes,
Heffi,j(x)ϕE,j(x) = Eϕn,i(x), (181)
where Heffi,j(x) is obtained from the effective Hamiltonian (171) by replacing k→ −i∂x.
We also introduce the shallow trap potential along the x-axis, V (x) = 12mω
2x2 with
the trap frequency ω, which generates the inhomogeneity of the local pair potential
∆i(x). The detail on the inhomogeneous effect is discussed in Ref. [52]. For numerical
calculation, we apply the magnetic field along the zˆ-axis, H = (0, 0, H), which does
not break the Z2 symmetry (173). The other parameters are the same as those in
Ref. [52]. For a pure one-dimensional system with ty = tz = κ˜y = 0, we find that in
the set of current parameters the topological phase transition occurs at the critical
field Hc ≈ 0.3EF. For H > Hc, the zero energy states appear at the end points of
one-dimensional tubes.
In Fig. 10, we plot the spatial profiles of wavefunctions of the zero energy states,
|ϕE=0,i(x)|, for Ny = 3, 5, and 7. The zero energy quasiparticles are bound to
the end points that are correspond to the Thomas-Fermi radius x = RTF ≈ ±15d.
The satellite peaks around x ≈ ±8d originates in the inhomogeneity effect [52]. As
discussed in Eq. (180), because of the intertube tunneling of Majorana zero modes, the
CONTENTS 48
zero-energy wavefunctions have large amplitudes on tubes only at odd numbers of iy,
while the amplitudes at even iy’s vanish. These behaviors of low-lying quasiparticles
associated with the hidden Z2 symmetry protected topology might be detectable
through momentum-resolved radio-frequency spectroscopy [282, 283].
As a one-dimensional class D system, the Rashba superfluid also has a one-
dimensional Z2 topological number. The one-dimensional Z2 number is defined as [27]
ν =
1
π
∫ π
−π
dkA(k) + mod. 2, (182)
with A(k) being the geometrical phase,
A(k) = i
∑
En(k)<0
∑
i
〈ϕn,i(k)|∂kϕn,i(k)〉. (183)
where |ϕn,i(k)〉 is the Bloch wave function of an negative energy state of the BdG
Hamiltonian H(k), and i denotes the multichannels of fermions. When ν is odd
(even), the system is topologically non-trivial (trivial).
As a consequence of the bulk-edge correspondence, these two one-dimensional
topological numbers ensure the existence of zero energy states appearing in the end
points of one-dimensional segments. Here we note that the parities of these two
topological numbers coincide with each other,
(−1)ν = (−1)w, (184)
which implies that w can be nonzero even when ν is trivial, but the opposite is not
true. Therefore, the actual number of the zero energy states is determined by w unless
the Z2 symmetry (166) is broken macroscopically. Once the Z2 symmetry is broken,
however, the one-dimensional Z2 number ν in Eq.(182) determines the topological
stability of the Majorana zero modes.
We finally would like to mention that the results obtained here are not
straightforwardly applicable to Fermi gases under a spin-orbit coupling with equal
Rashba and Dresselhaus strengths [264, 265, 266]. This is because an additional
symmetry specific to the equal Rashba and Dresselhaus spin-orbit coupling ensures
the existence of zero energy states, regardless of even-odd parity of Ny.
A superconducting nanowire with multichannels.— The one-dimensional winding
number introduced in Eq. (176) is directly applicable to semiconductor-superconductor
nanowire with multichannels: It is seen from Eq. (171) that the array of one-
dimensional tubes with a spin-orbit interaction is analogous to a semiconductor-
superconductor nanowire with N -th electron bands [284, 285, 286, 287, 288], where
N ≡Ny×Nz. If we consider the nanowire extending in the x-direction on top of an
s-wave superconductor in the xy-plane, as shown in Fig. 11, the system is naturally
supposed to be invariant under the mirror reflection, y → −y, to the xz-plane. This
mirror symmetry could be broken under Zeeman fields, but the Z2 symmetry (173)
remains if the Zeeman fields are applied in the x- or z-direction. Then, the topological
number w in Eq. (176) is defined in the same manner. From arguments similar to the
above, one finds that w is non-zero if the Zeeman field H satisfies |H | > Hc and
the number of channels in the y-direction of the nanowire is odd. Indeed, under this
condition, |w| is equal to the number of channels in the z-direction of the nanowire.
When an additional transverse field Hy is applied, however, it externally breaks the
Z2 symmetry and the resultant topological property is characterized by the one-
dimensional Z2 number in Eq. (182).
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Figure 11. The experimental setup consisting of a semiconductor nanowire on
top of an s-wave superconductor.
Note that, in contrast to the one-dimensional Z2 number in Eq. (182), w can be
non-zero even when the total number of channels in the nanowire is even, since it is
given by the sum of the channels in the z- and y-direction. As clarified in Sec. 3.3,
the local density operator of the Majorana zero modes vanishes [49]. This implies
that the coupling between the Majorana zero modes and non-magnetic local disorder
potential also vanishes, and thus the Majorana zero modes are stable against weak
non-magnetic disorders.
Topological crystalline superconductivity in UPt3.— The another candidate
for topological crystalline superconductivity is the E1u scenario of the heavy
fermion superconductor UPt3 [289, 53]. In low fields, UPt3 undergoes the double
superconducting transitions from normal- to A-phases at Tc1 ≈ 550mK and from A-
to B-phases at Tc2 ≈ 500mK. In spite of numerous works over three decades after the
discovery of superconductivity in UPt3, the puzzles on the pairing mechanism and gap
function have not been fully solved yet [290].
Recent experiments on angle-resolved thermal conductivity have observed the
two-fold rotational symmetry in the a-b plane, which convincingly suggests a spin-
triplet f -wave function in the E1u representation [291]. Based on the measurement,
the pairing symmetry in the B-phase is described by two components of the d-vectors.
The E1u scenario also explains the rotation of the d-vectors in the Knight shift
measurement for H ‖ cˆ. As H ‖ cˆ increases, the d-vectors rotate from dI to dII
at the critical field Hrot ∼ 2kG. The d-vectors for the B-phase are obtained as
dI(k) = (∆1kˆabˆ+∆2kˆbcˆ)(5kˆ
2
c − 1), (185)
dII(k) = (∆1kˆabˆ+∆3kˆbaˆ)(5kˆ
2
c − 1), (186)
where aˆ, bˆ, and c are the unit vectors in hexagonal crystal and we set kˆa ≡ kˆ · aˆ.
Note that most bulk thermodynamic quantities are understandable with the another
candidate based on the E2u representation, as well as the E1u scenario. The pairing
symmetry in the E2u representation is given as d
′(k) = ∆0(kˆa + ikˆb)2kˆccˆ. While the
E1u state preserves the time-reversal symmetry, the E2u does not. The multiple phase
diagram in UPt3 is understandable with the multicomponent d-vectors for the E1u
representation and with the orbital degrees of freedom for the E2u scenario.
We here clarify the topological aspect of the E1u scenario. We start with the
BdG Hamiltonian for bulk spin-triplet superconductors,
Ĥ(k) =
(
ǫˆ(k) ∆ˆ(k)
∆ˆ†(k) −ǫˆT(−k)
)
, (187)
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Figure 12. A stereographic view of the gap function (a) and the dispersion (b)
of surface bound states, the Majorana valley, in the E1u state of UPt3-B. In (b),
the blue (red) color corresponds to the →-spin (←-spin) sector. The broken lines
denote the positions of line nodes and the point nodes are at kˆb = 0 and kˆc = ±1.
where ǫˆ(k) is the Hamiltonian in the normal state of UPt3 which holds the D6h
hexagonal symmetry. We here consider the low-lying quasiparticles that are bound to
the surface normal to the a-axis. Then, we find that the mirror symmetry with respect
to the ca-plane plays a key role on the protection of surface Majorana fermions in the
B-phase of UPt3. We also notice that the other mirror symmetry, that is the mirror
reflection Mab with respect to the ab-plane, also protects Majorana zero modes in a
vortex along the c-axis. Below we concentrate our attention to the surface Majorana
fermions protected by the mirror reflection symmetry in the ca-plane.
We start to clarify that the gap function in the B-phase of UPt3, Eqs. (185) and
(186), is invariant under the mirror reflection Mca = iσb, that is, Mca∆(k)M
†
ca =
∆(ka,−kb, kc). The BdG Hamiltonian H(k) then satisfies M+caH(k)M+†ca =
H(ka,−kb, kc) with M+ca ≡ diag(Mca,M∗ca), and thus, combining with the time-
reversal symmetry T and the particle hole symmetry C, we have “mirror chiral
symmetry”
{Γ1,H(ka, kb = 0, kc)} = 0, (188)
with Γ1 = T CM+ca at kb = 0 or π [52]. The mirror chiral symmetry enables us to
define the one-dimensional winding number (176) for kb = 0 and π as
w(kc) = − 1
4πi
∫ π
−π
dkatr[Γ1H−1(k)∂kaH(k)]. (189)
This is evaluated as
|w(kc)| =

2 for kb = 0 and |kc| < kF
0 for other kb and kc
(190)
Thus, the system is topologically non-trivial and the bulk-edge correspondence ensures
the existence of the Majorana valley in Fig. 12 with a flat dispersion connecting the
point nodes as E = 0 at kb = 0 and |kc| < kF. Owing to the mirror chiral symmetry,
the Majorana valley shows the Majorana Ising anisotropy that the surface bound
states are gapped only by a magnetic field along the b-axis [49]. A magnetic field
in the ca-plane or the d-vector rotation in the high field phase in the B-phase does
not obscure the topological protection since the combination of the mirror reflection
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Mca and the time-reversal is not broken while each of them is not. Here note that
while the Majorana valley has a close similarity to the topological Fermi arcs in 3He-A
phase [59, 374, 293], their topological origins are totally different: The time-reversal
breaking is essential for the topological Fermi arcs in 3He-A phase, but the time-
reversal breaking is not necessary for the Majorana valley.
6. Majorana Ising spins and odd-frequency pairs in the quasiclassical
theory
As mentioned in Sec. 4, the equilibrium properties of superfluids and superconductors
are determined by the Matsubara Green’s function G. The topological nontriviality
emerges in superconductors and superfluids as gapless quasiparticles that are bound
to the surface, and spatial inhomogeneity is indispensable for understanding the
microscopic structure of topologically protected gapless states. In general, however,
solving the BdG euqation (119) for spatially inhomogeneous systems is arduous.
We here introduce the quasiclassical theory which is the natural extension of the
Landau’s Fermi liquid theory to superfluid phases. This theory offers a tractable
way for studying the microscopic structure of superconductors and superfluids and is
applicable to a wide range within the weak coupling regime kFξ ≪ 1 [119].
In this section, we reproduce in the context of the quasiclassical theory that the
Majorana Ising spins emerge as a consequence of surface Andreev bound states. It is
demonstrated that the Majorana Ising spin is attributed to the strong constraint of
odd-frequency pairing that is imposed by discrete symmetries.
6.1. Quasiclassical theory
The central object of the quasiclassical theory is the propagator that contains all the
informations on both quasiparticles and superfluidity. The quasiclassical propagator
g ≡ g(kˆ, r;ωn) is obtained from the Green’s function G introduced in Sec. 4.1, by
integrating G over a shell vF|k − kF| < Ec ≪ EF [119]
g(kˆ, r;ωn) =
1
a
∫ +Ec
−Ec
dξkτzG(k, r;ωn), (191)
where G(k, r;ωn) =
∫
dr12e
−ik·r12G(r1, r2;ωn). The normalization constant a
corresponds to the weight of the quasiparticle pole in the spectral function.
The quasiclassical propagator g ≡ g(kˆ, r;ωn) is governed by the transport-like
equation [119, 294, 295, 296, 297, 298]. Following the procedure in Ref. [119], one
obtains the quasiclassical transport equation from the Nambu-Gor’kov equation (116)
as [
iωnτz − v(kˆ, r)−∆(kˆ, r), g
]
= −ivF ·∇g. (192)
The Fermi velocity is defined as vF(kˆ) = ∂ε0(k)/∂k|k=kFkˆ. The self-energy term in
Eq. (116) is replaced to τ zΣ(k, r) ≈ τ zΣ(kFkˆ, r) = [ν(kˆ, r) + ∆(kˆ, r)]/a. The term
v in Eq. (192) consists of an external potential vext and quasiclassical self-energy ν
associated with Fermi liquid corrections, as v(kˆ, r) = vext(r) + ν(kˆ, r), where
ν =
(
ν0 + σµνµ
ν¯0 + σ
T
µ ν¯µ
)
. (193)
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The off-diagonal component of the quasiclassical self-energies is given as
∆(kˆ, r) =
(
∆(kˆ, r)
∆†(−kˆ, r)
)
. (194)
The quasiclassical transport equation (192) is a first-order ordinary differential
equation along a trajectory in the direction of vF(kˆ). For spatially uniform system
with ∆(kˆ, r) = ∆(kˆ) and v(kˆ, r) = 0, the solution of Eq. (192) is given by
g(kˆ, ωn) = −π iωnτ z −∆(kˆ)√
ω2n +
1
2Tr[∆(kˆ)∆
†(kˆ)]
, (195)
where we suppose unitary states obeying d× d∗ = 0.
The solution of the quasiclassical transport equation (192) is not uniquely
determined per se, because a+bg satisfies the same equation as g (a and b are arbitrary
constants). To obtain a unique solution for g, Eq. (192) must be supplemented by the
normalization condition on the quasiclassical propagator as [294, 298, 299][
g(kˆ, r;ωn)
]2
= −π2. (196)
It is obvious that since g2 is the solution of the quasiclassical transport equation (192),
it can be parametrized as g2 = a+bg. In accordance with direct calculation of Eq. (192)
for spatially uniform systems, the arbitrary constants a and b are found to be a = −π2
and b = 0. The general solutions for nonuniform systems should be determined without
any contradiction to uniform solutions in Eq. (195). The normalization condition (196)
was proven by Shelankov [299] in the more direct manner.
The quasiclassical propagator g that is a 4 × 4 matrix in particle-hole and spin
spaces is parameterized with spin Pauli matrices σµ as
g =
(
g0 + σµgµ iσyf0 + iσµσyfµ
iσy f¯0 + iσyσµf¯µ g¯0 + σ
T
µ g¯µ
)
. (197)
Here, σTµ denotes the transpose of the Pauli matrices σµ. The off-diagonal propagators
are composed of spin-singlet and triplet Cooper pair amplitudes, f0 and fµ. The
quasiclassical propagators must satisfy the following relations arising from the Fermi
statistics in Eq. (115),[
g(kˆ, r;ωn)
]†
= τzg(kˆ, r;−ωn)τ z, (198)[
g(kˆ, r;ωn)
]T
= τyg(−kˆ, r;−ωn)τy. (199)
From the normalization condition in Eq. (196), one obtains gf = −f g¯ and g¯f¯ = −f¯g,
leading to the relation between g¯0 and g0,
g¯0(kˆ, r;ωn) = −g0(kˆ, r;ωn). (200)
The quasiclassical self-energies are associated with the quasiclassical propagator.
The diagonal components are determined by the propagators g0 and g as
ν0(kˆ, r) =
∑
ℓ
A
(s)
ℓ
〈
Pℓ(kˆ · kˆ′)g0(kˆ′, r;ωn)
〉
kˆ′,n
, (201)
ν(kˆ, r) =
∑
ℓ
A
(a)
ℓ
〈
Pℓ(kˆ · kˆ′)g(kˆ′, r;ωn)
〉
kˆ′,n
, (202)
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where Pℓ(x) is the Legendre polynomials with ℓ = 0, 1, 2, · · ·. The coefficients
A
(s)
ℓ and A
(a)
ℓ are symmetric and antisymmetric quasiparticle scattering amplitudes,
respectively, which are parametrized with the Landau’s Fermi-liquid parameters
F
(s,a)
ℓ as A
(s,a)
ℓ = F
(s,a)
ℓ /[1 + F
(s,a)
ℓ /(2ℓ + 1)]. The terms with the coefficients F
(s)
ℓ=0
and F
(s)
ℓ=1 are self-energy potentials originating from the local particle density and
superfluid mass flow in the equilibrium, respectively. The self-energy potentials with
F
(a)
ℓ=0 and F
(a)
ℓ=1 arise from the local magnetization density and spin current density.
Among the various parameters F s,aℓ , F
s
ℓ=1 and F
a
ℓ=0 give Fermi liquid corrections
to the effective mass and spin susceptibility. Throughout this paper, we use the
following abbreviation for the Matsubara sum and the average over the Fermi surface,
〈· · ·〉
kˆ,n =
T
NF
∑
n
∫
dkˆ
(2π)3|vF(kˆ)| · · ·, where NF =
∫
dkˆ
(2π)3|vF(kˆ)| is the total density of
states at the Fermi surface in the normal state. For three dimensional Fermi sphere,
one finds vF(kˆ)=vFkˆ and NF= 12π2vF , leading to 〈· · ·〉kˆ,n = T
∑
n
∫
dk
4π · · ·.
The complete set of the self-consistent quasiclassical theory is composed of the
transport equation (192), the normalization condition in Eq. (196), and the Fermi
liquid corrections in Eqs. (201) and (202) in addition to the gap equation
∆ab(kˆ, r) =
〈
V cdab (kˆ, kˆ
′)
[
iσµσyfµ(kˆ
′, r;ωn)
]
cd
〉
kˆ′,n
. (203)
This is obtained from the gap equation (122).
Even for spatially uniform ∆ and ν, the quasiclassical transport equation
(192) generally has two solutions in addition to Eq. (195) that exponentially grow
and decay along trajectories in the direction of kˆ. These exploding solutions are
not normalizable in spatially uniform superconductors and superfluids, which make
Eq. (192) numerically unstable. Thuneberg et al. [300] proposed a numerically
accessible method using the explosion trick, where the physical solution is constructed
from the commutation relation of two exploding solutions. In Sec. 7.2, however, we
give an overview of an alternative scheme for solving the transport equation (192). The
scheme based on the projection operator found by Shelankov [301, 299] was established
by Eschrig et al. [302, 303]. The projection operator maps the transport equation (192)
having exploding solutions onto the Riccati-type differential equation which does not
have non-normalizable solutions and is numerically stable. We also notice that the
Riccati-type differential equation can be derived directly from the BdG equation (30)
within the Andreev approximation [304].
In this paper, we concentrate our attention to a slab geometry with perfectly
specular surfaces. The surface specularity is experimentally controllable by coating
the container with 4He layers [169], and the surface roughness may change the surface
structure of the superfluid 3He-B. Boundary conditions that describe quasiparticle
scattering from an atomically rough surface were developed in several manners.
This includes the scattering of quasiparticles from a thin layer of atomic-size
impurities [145], a distribution of randomly oriented mirror on the surface [146],
and randomly rippled wall [147, 148, 149, 150]. Nagato et al. implemented
boundary conditions that describe a partially diffusive surface, by using a random
S-matrix [151, 152, 153].
6.2. Odd-frequency pairing and magnetization
All the informations on Cooper pair correlation are included in the anomalous
propagator f = iσyf0 + iσ · fσy . It is important to mention that in accordance
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with the Fermi-Dirac statistics, a wave function of Cooper pairs must change its
sign after a permutation of two paired fermions. Then, as summarized in Table 1,
the symmetry of Cooper pairing in a single-band centrosymmetric superconductor is
naturally categorized to the four-fold way. Two of them are conventional spin-singlet
even-parity pairing and spin-triplet odd-parity pairing, which do not change the sign
of Cooper pair wave function by the exchange of times of paired fermions. These
are referred to as even-frequency spin-singlet even-parity (ESE) and spin-triplet odd-
parity (ETO) pairings. There still remain two possibilities of Cooper pair symmetries,
odd-frequency spin-singlet odd-parity (OSO) and spin-triplet even-parity (OTE) pairs.
Conclusive evidence of odd-frequency pairing in bulk materials has not been observed
experimentally yet since the first prediction by Berezinskii [305]. Nevertheless, OSO
and OTE pair amplitudes can emerge ubiquitously in spatially non-uniform systems
accompanied by Andreev bound states and anomalous proximity effect. In particular,
anomalous charge and spin transport, electromagnetic responses, proximity effects via
Andreev bound states have also been clarified in the light of odd-frequency Cooper
pairing [306, 307, 308, 309, 310, 311, 312, 313, 314, 315, 316, 317, 318, 319].
Odd-frequency pairing.— In general, the Cooper pair amplitudes are separated to
even-frequency and odd-frequency components, fµ=f
EF
µ + f
OF
µ and f0=f
EF
0 + f
OF
0 ,
where even- and odd-frequency pair amplitudes are defined as (j=0, x, y, z)
fEFj (kˆ, r;ωn) =
1
2
[
fj(kˆ, r;ωn) + fj(kˆ, r;−ωn)
]
, (204)
fOFj (kˆ, r;ωn) =
1
2
[
fj(kˆ, r;ωn)− fj(kˆ, r;−ωn)
]
. (205)
To categorize the possible types of Cooper pair amplitudes in terms of the basic
discrete symmetries preserved by superfluid/superconducting states, we here introduce
three operators, Pˆω, Pˆσ, and Pˆk, that act on the quasiclassical propagators as
Pˆωf(kˆ, r;ωn) = f(kˆ, r;−ωn), Pˆσfab(kˆ, r;ωn) = fba(kˆ, r;ωn), and Pˆkf(kˆ, r;ωn) =
(−kˆ, r;ωn).
In Table 1, we summarize the four possible classes of Cooper pair amplitudes in
bulk superconductors and superfluids, and the additional Cooper pairs induced by
a symmetry breaking field [27, 122, 314, 320, 321, 322]. In the case of spin-triplet
superconductors and superfluids, ETO components fEFµ exist in the bulk, where
fEFµ (k) = −fEFµ (−k). A time-reversal breaking perturbation, such as a magnetic
Zeeman field, can induce the mixing of spin-singlet Cooper pair amplitudes. Since the
induced spin-singlet pairing must have a odd parity unless the translational symmetry
is broken, the Cooper pairs in bulk ETO superconductors and superfluids are OSO
pairing in addition to ETO pairing. A translational symmetry breaking field, such
as a surface boundary condition and vortices, induces OTE components fOFµ in bulk
ETO superconductors and superfluids. We also note that all four pairings can emerge
when both time-reversal and translational symmetries are broken.
It has recently been demonstrated that in a bulk ETO superconductor and
superfluid, OTE Cooper pair amplitudes, fOFµ (−kˆ, r;ωn) = −fOFµ (kˆ, r;ωn), are
equivalent to the low-energy density of states originating from Andreev bound states
that are bound to the surface or vortices [120, 122, 123, 121]. In particular, at the
zero energy limit, fOFµ is equivalent to the Majorana zero modes [122, 123].
Discrete symmetries.— The discrete symmetries that are preserved by the BdG
Hamiltonian can be extended to the quasiclassical formalism, which add constraint on
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Parity Broken symmetry
∆ frequency spin parity time-inversion translational
ESE + − + OTE OSO
ETO + + − OSO OTE
OSO − − − ETO ESE
OTE − + + ESE ETO
Table 1. Classification of possible Cooper pairing in bulk superconductors: ESE,
ETO, OSO, and OTE pairs. The fifth and sixth columns show the Cooper pair
amplitudes emergent in systems with the breaking of time-reversal symmetry and
translational symmetry, respectively.
the quasiclassical propagator. First, the particle-hole symmetry in Eq. (27) is recast
into
C g(kˆ, r;ωn)C−1 = g(−kˆ, r;ωn). (206)
This symmetry can be obtained from the basic relations of the quasiclassical
propagator in Eqs. (198) and (199). For time-reversal invariant superconductors and
superfluids that yeild Θ∆(k)ΘT = ∆(−k), the quasiclassical propagator holds the
time-reversal symmetry as
T g(kˆ, r;ωn)T −1 = g(−kˆ, r;−ωn). (207)
We here suppose that the single-particle Hamiltonian ε(k) is invariant under the time-
inversion. In the context of the quasiclassical formalism, this implies that v does not
contains a magnetic Zeeman energy.
In addition, the BdG Hamiltonian may hold the simultaneous π-rotational
symmetry in spin and orbital spaces,
U(π)H(k)U†(π) = H(−k). (208)
As we have seen in Eq. (43), this can be realized in the superfluid 3He-B confined in a
slab geometry, where a magnetic field is absent. Then, the quasiclassical propagator
also holds the π-rotational symmetry,
U(π)g(kˆ, r;ωn)U†(π) = g(Rkˆ, r;ωn). (209)
In superconducting materials, the rotational symmetry in the spin space may
be absent, because a crystal field usually lowers the symmetry. Such a material,
however, may preserve additional discrete symmetry that arises from the crystalline
symmetry. In Sec. 5.3, we have seen that the mirror reflection symmetry may protect
the nontrivial topological property, even when the π-rotational symmetry in the spin
space is absent. The possible candidate of topological crystalline superconductors is
the E1u scenario of the heavy-fermion superconductor UPt3 [53, 289]. In the context
of the quasiclassical theory, the mirror symmetry for the propagator is described as
M±µνg(kˆ, r;ωn)M±†µν = g(kˆM, r;ωn). (210)
We will show below that these additional discrete symmetries add a strong constraint
to Cooper pair amplitudes emergent in superconductors and superfluids with broken
translational symmetry. The strong constraint gives rise to the Ising anisotropy of
surface spin susceptibility.
Magnetization.— Let us now derive the generic form of the magnetization density
Mµ(r) for superfluids and superconductors under a magnetic Zeeman field H=Hhˆ.
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The potential term v(kˆ, r) in the quasiclassical equation (192) is composed of a
magnetic Zeeman field and quasiclassical self-energies ν,
v(kˆ, r) = − 1
1 + F a0
µnHµ
(
σµ
σTµ
)
+ ν(kˆ, r), (211)
where F a0 is the Fermi liquid parameter associated with the enhancement of spin
susceptibility and µn is the magnetic moment of
3He nuclei. In the quasiclassical
formalism, the magnetization density is given by [49, 71, 119]
Mµ(z) =MN
[
hˆµ +
1
µnH
〈gµ(kˆ, z;ωn)〉kˆ,n
]
. (212)
This is also applicable to the surface region of superconductors in the type-II limit
where the surface region within the coherence length ξ is much thinner than the
penetration depth of the external field. For superconductors, µn in Eq. (212) is
replaced to the Bohr magneton µB. The magnetization in normal
3He is MN=χNH=
2µ2
n
1+F a
0
NFH .
The quasiclassical propagator must satisfy a constraint given in Eq. (196) which
requires the propagators to hold the relation, gµ=(f0f¯µ+ f¯0fµ+ iǫµνηfν f¯η)/2g0. This
relates the spin component of quasiclassical propagators to spin-singlet and -triplet
Cooper pair amplitudes. Using the relation and the symmetries in Eqs. (198), (199),
and (200), the magnetization density in Eq. (212) reduces to
Mµ(r)
MN
= hˆµ +
1
µnH
〈
f0f¯µ + f¯0fµ
2g0
〉
kˆ,n
. (213)
This indicates that only the mixing term of spin-singlet and triplet Cooper pair
amplitudes contributes to the spin susceptibilities. This expression is a quite generic
form for Mµ(r) in superfluids and also applicable to the surface region of type-II
superconductors. This was first derived in Ref. [323] for the aerogel-superfluid 3He-B
system.
We now clarify the relation between OTE Cooper pairs and spin susceptibility in
spin-triplet superfluids and superconductors. It is supposed that the system holds the
time-reversal symmetry at zero field. We here deal with a magnetic field perturbatively
in parameter, µnH/∆≪ 1. Then, we formally expand g0, f0, and fµ in powers of
µnH/∆: g0=g
(0)
0 + g
(1)
0 + · · ·, f0=f (1)0 + · · ·, and fµ=f (0)µ + f (1)µ + · · ·. At zero field,
time-reversal invariant superfluids and superconductors hold Eq. (207). Combining
the symmetric property in Eq. (207) with Eqs. (198), (199), and (200), one finds
g
(0)
0 (kˆ, z;ωn) = −g(0)0 (kˆ, z;−ωn). (214)
Substituting this in Eq. (213) and using the symmetry in Eq. (214), one finds that
the spin susceptibility χ ≡ hˆµχµν hˆν is composed of the contributions of odd- and
even-parity Cooper pair amplitudes [324],
χ(z)
χN
≡ hˆµχµν(z)hˆν
χN
= 1 +
χOP(z)
χN
+
χEP(z)
χN
, (215)
where we setMµ = χµνHν . The odd-parity contribution χ
OP(z) is given by the mixing
term of the OSO pair amplitude fOF0 and the ETO pair f
EF,
χOP(z)
χN
≡ 1
µnH
Re
〈
f
OF(1)
0 hˆµf
EF(0)∗
µ
g
(0)
0
〉
kˆ,n
. (216)
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The even-parity contribution χEP(z) is given by the mixing term of the ESE pair
amplitude fEF0 and the OTE pair f
OF,
χEP(z)
χN
≡ − 1
µnH
Re
〈
f
EF(1)
0 hˆµf
OF(0)∗
µ
g
(0)
0
〉
kˆ,n
. (217)
Equation (215) indicates that the spin susceptibility in time-reversal invariant
superconductors and superfluids is composed of the contributions from odd-parity
Cooper pair amplitudes, χOP, and even-parity pairing, χEP. Only the spin-triplet
pairings f
(0)
µ at zero fields can be directly coupled to the applied field.
The ETO pairings f
EF(0)
µ exist in the bulk of spin-triplet superfluids and
superconductors, which are responsible for the d-vector. The situation hˆ · fEF
corresponds to hˆ · d. The behavior of χOP is then understandable with the rotation
of the d-vector, where χOP = 0 for hˆ ⊥ d and χOP ≤ 0 for d · hˆ 6= 0. In contrast,
the OTE Cooper pairs f
OF(0)
µ are absent in the bulk and induced by the breaking of
translational symmetry at surfaces, interfaces, or vortices. As a result, the total spin
susceptibility at surfaces is determined by the OTE pairing f
OF(0)
µ directly coupled to
the applied field in addition to the ordinary contribution from the relative orientation
of the d-vectors to hˆ.
6.3. Constraint on emergent Cooper pairs and Ising spin susceptibility
Constraint on emergent Cooper pairs.— Let us now consider the spin susceptibility in
the superfluid 3He-B confined in a slab geometry. The specular boundary condition
is imposed on the quasiclassical propagators at the surfaces z0 = 0 and D,
g(kˆ, z = z0;ωn) = g(kˆ, z = z0;ωn), (218)
where kˆ ≡ kˆ − 2zˆ(zˆ · kˆ) denotes the momentum specularly scattered by the surface.
As shown in Eqs. (216) and (217), the spin susceptibility in time-reversal invariant
superfluids is determined by the Cooper pair amplitudes in the absence of a magnetic
field, f
(0)
µ . In particular, the OTE pairing is a key ingredient for understanding the
anomalous behavior of the surface spin susceptibility.
We here clarify that the discrete symmetries impose strong constraint on the
Cooper pair amplitudes f
(0)
µ emergent at surfaces. As discussed in Sec. 2.3, the
superfluid 3He-B holds the discrete symmetry that ariases from the continuous
SO(2)Lz+Sz rotation symmetry in the slab geometry without a magnetic field. The
π-rotational symmetry U(π) is defined as the subgroup of U(1)
(zˆ)
S+L, U(π) ≡ U(φ=π).
This imposes the discrete symmetry on the quasiclassical propagator as shown in
Eq. (209), U(π)g(0)(kˆ, z;ωn)U†(π) = g(0)(−kˆ, z;ωn). Combining this with the
boundary condition in Eq. (218) and the relation in Eq. (199), one obtains the relation
between g(ωn) and g(−ωn) at the surface z = z0 as
g(0)(kˆ, z0;−ωn) = U(π)τ y
[
g(0)(kˆ, z0;ωn)
]T
τyU†(π). (219)
It is convenient to introduce g˜(0) obtained by the unitary transformation of the
original quasiclassical propagator as
g˜(0)(kˆ, z;ωn) = U†(nˆ, ϕ)g(kˆ, z;ωn)U(nˆ, ϕ). (220)
The propagator g˜(0) obeys the quasiclassical equation (192) with the definition
∆˜ ≡ U †(nˆ, ϕ)∆(kˆ, z)U(nˆ, ϕ)∗ = iσµσydµν(z)kˆν . This is equivalent to Eq. (192) in
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the case of nˆ = zˆ and ϕ = 0. Then, Eq. (219) imposes the constraint on the pair
amplitudes f˜µ at the surfaces as
f˜
OF(0)
‖ (θk, z0;ωn) = f˜
EF(0)
z (θk, z0;ωn) = 0. (221)
The factorization of the parallel components, (f˜
(0)
x , f˜
(0)
y ) = f˜
(0)
‖ (cosφk, sinφk), results
from the SO(2)Lz+Sz symmetry that is preserved in the slab. It turns out from
Eq. (221) that in the configuration of nˆ ‖ zˆ, only f˜z has odd-frequency Cooper pairs
at the surfaces. By using this notation, the pair amplitudes f
(0)
µ ≡ f (0)µ (kˆ, z0;ωn) at
the surfaces of the superfluid 3He-B are expressed as
fEF(0)µ = (Rµx(nˆ, ϕ) cosφk +Rµy(nˆ, ϕ) sin φk) f˜
EF(0)
‖ , (222)
fOF(0)µ = Rµz(nˆ, ϕ)f˜
OF(0)
z . (223)
Hence, the discrete symmetry in Eq. (209) arising from the SO(2)Lz+Sz symmetry
imposes strong constraint on the possible symmetry of Cooper pair amplitudes f
(0)
µ in
the superfluid 3He-B. The relative orientation of the ETO pairing fEFµ to the applied
field is parameterized by ℓˆx(nˆ, ϕ) and ℓˆy(nˆ, ϕ). The OTE pairing f
OF(0) which is
responsible for χEP is forced by the discrete symmetry to point to the surface normal
direction fOF(0) ‖ zˆ. The magnetic response of the OTE pairing is characterized by
ℓˆz(nˆ, ϕ) that is the topological order associated with the hidden Z2 symmetry.
Ising spin susceptibility.— Substituting the expression of pairing amplitudes into
Eqs. (216) and (217), the spin susceptibility in Eq. (215) is recast into the following
forms:
χsurf = χN +
√
1− ℓˆ2zχ˜OPsurf + ℓˆzχ˜EPsurf . (224)
The contributions from odd-parity and even-parity pair amplitudes are given as
χ˜OPsurf
χN
= − 1
µnH
Re
〈
cos(φℓ − φk)fOF(1)0 f˜EF(0)∗‖
g
(0)
0
〉
kˆ,n
, (225)
χ˜EPsurf
χN
=
1
µnH
Re
〈
f
EF(1)
0 f˜
OF(0)∗
z
g
(0)
0
〉
kˆ,n
. (226)
where ℓˆµ(nˆ, ϕ) is defined in Eq. (57) [49, 68]. We have also introduced ℓˆ‖ ≡
√
ℓˆ2x + ℓˆ
2
y
and the azimuthal angle φℓ = tan
−1(ℓˆy/ℓˆx).
The OTE Cooper pair, f˜
OF(0)
z , is equivalent to the surface density of states in the
low-energy regime, [120, 121]
N (kˆ, z;E) ≈ 1
π
∣∣∣RefOF(0)(kˆ, z;ωn → −iE + 0+)∣∣∣ , (227)
where the momentum resolved local density of states is defined as
N (kˆ, z;E) = −NF
π
Img
(0)
0 (kˆ, z;ωn → −iE + 0+). (228)
Equation (227) implies that the OTE Cooper pair amplitudes always appear on the
surface of 3He-B when the surface Andreev bound state exists. The coupling of the
OTE pairing with an applied magnetic field at the surface is parameterized by ℓˆz(nˆ, ϕ).
For 3He-B in a slab geometry, the nˆ-texture and the angle ϕ are determined by the
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applied magnetic field, the dipole-dipole interaction arising from the magnetic moment
of nuclei, and surface boundary condition. In the limit of a weak magnetic field,
the dipole-dipole interaction and surface boundary condition favors the configuration
of nˆ = zˆ [49, 3]. Hence, one finds ℓˆz(nˆ = zˆ, ϕ) = cos θH for a magnetic field
H ·zˆ = H cos θH . This configuration of the nˆ-texture gives rise to the Ising anisotropy
of the spin susceptibility,
χsurf = χN + χ˜
OP
surf sin θH + χ˜
EP
surf cos θH . (229)
This indicates that for a magnetic field parallel to the surface (θH = π/2), although
the OTE pairings exists at the surfaces, it does not couple to the applied field. The
resultant spin susceptibility is contributed from only the ETO pairing, which stays
about the same as that in the bulk. The OTE pairing contributes to the surface
spin susceptibility when the applied field is tilted from the surface normal direction
or ℓˆz is nonzero. Therefore, the Ising magnetic anisotropy of surface bound states is
describable with the context of odd-frequency Cooper pair amplitudes.
Equation (224) shows that only the OTE pairs contribute to the surface spin
susceptibility when ℓˆz = 0, while χ for ℓˆz = 1 is composed of only the ETO Cooper
pairs,
χ =

χN + χ˜
OP for ℓˆz = 0
χN + χ˜
EP for ℓˆz = 1
. (230)
In the case of bulk superfluid 3He-B, since the OTE pairing is absent, the spin
susceptibility is given as χ = χN + χ
OP, where χOP < 0 suppreses the spin
susceptibility. In contrast, the spin susceptibility contributed from the OTE pairs,
χEP, is expected to increase the spin susceptibility, which comes up to χ > χN [325].
As we will discuss below, there is the critical magnetic field beyond which ℓˆz becomes
nonzero and the OTE pair contribute to the surface spin susceptibility.
Surface spin susceptibility in the Ginzburg-Landau regime.— To capture the
essential part of the relation between the surface spin susceptibility and emergent
Cooper pairs, we explicitly solve the quasiclassical Eilenberger equation (192) within
the Ginzburg-Landau approximation. The full analytic solution of the Eilenberger
equation (192) at zero fields is described in Sec. 7.2.
In the Ginzburg-Landau regime near Tc0, we may replace the diagonal component
of the quasiclassical operator g to the normal-state propagator gN = −iπsgn(ωn). For
simplicity, the pair potential is assumed to be spatially uniform. In addition, we
formally expand the anomalous propagator f and the d-vector d in powers of the
applied field: f = f (0) + f (1) + · · · and d = d(0) + d(1) + · · ·. We first solve the
equation with H = 0 and then the finite field corrections are obtained, order by order
of (µnH/∆0). In the zero field, it is obvious that the spin-singlet pair amplitudes are
absent, that is, f
(0)
0 = 0. We also note that the spatially uniform pair potential is
distorted by order (µnH/∆0)
2 and we neglect d(1). The pair potential at zero fields
preserves the SO(2)Lz+Sz symmetry, which is given in Eq. (41). The Cooper pair
amplitudes at zero field are obtained by solving the equation for f˜
(0)
‖ [326],
vFkˆz∂z f˜
(0)
‖ = −2ωnf˜ (0)‖ − 2πsgn(ωn)∆‖, (231)
and for f˜
(0)
z ,
vFkˆz∂z f˜
(0)
⊥ = −2ωnf˜ (0)⊥ − 2πsgn(ωn)∆⊥. (232)
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Using the specular boundary conditions at z = 0 and z = D, one obtains the ETO
pair amplitudes at zero field as
f˜
EF(0)
‖ (θk, z;ωn) = −π
∆‖
|ωn| sin θk, (233)
f˜
EF(0)
⊥ (θk, z;ωn) = −π
∆⊥ cos θk
|ωn|
[
1− cosh[(z −D/2)/λ]
cosh(D/2λ)
]
, (234)
where we have introduced λ = vF| cos θk|/2|ωn|. The OTE component emerges in the
surface region as
f˜
OF(0)
⊥ (θk, z;ωn) = −π
∆⊥| cos θk|
ωn
sinh[(z −D/2)/λ]
cosh(D/2λ)
, (235)
and f
OF(0)
‖ = 0.
The ESE and OSO pair amplitudes are induced by the linear Zeeman corrections.
The field-induced spin-singlet pair amplitudes are governed by the following equation
that are obtained from Eq. (192),
ivFkˆz∂zf
(1)
0 = −2iωnf (1)0 − ω˜Lℓˆz f˜ (0)⊥ . (236)
The magnetic Zeeman term is parameterized by the topological order ℓˆz and the
effective Lamor frequency ω˜L is defined as ω˜L =
2µnH
1+F a
0
. Solving the equation shown
above, one finds that the ESE Cooper pair amplitude is induced at the surface z = 0
by the magnetic Zeeman field as
f
EF(1)
0 (kˆ, 0;ωn) = i
π
2
ℓˆz
ω˜L∆⊥|kˆz |
|ωn|2
[
tanh
(
D
2λ
)
+
D
2λ
sech2
(
D
2λ
)]
,(237)
while the OSO pair amplitude does not appear at the surface, f
OF(1)
0 (kˆ, 0;ωn) = 0. It
is also found that the intensity of the ESE Cooper pair amplitude in the central region
of the system (z ≈ D/2) exponentially decreases with increasing D/λ. Therefore, the
ESE pair amplitude that are induced by the linear Zeeman corrections is localized in
the surface region.
For D ≫ λ, the OTE and ESE pair amplitudes emergent at the surface are
simplified as
f˜
OF(0)
⊥ (θk, 0;ωn) = π
∆⊥| cos θk|
ωn
, (238)
and
f
EF(1)
0 (kˆ, 0;ωn) = i
π
2
ℓˆz|kˆz | ω˜L∆⊥|ωn|2 . (239)
Substituting these expressions of OTE and ETO pair amplitudes into Eq. (226), one
obtains the first order correction to the even-parity Cooper pair contribution as
χ
(1)EP
surf =
7ζ(3)
12(1 + F a0 )
(
∆⊥
πT
)2
> 0, (240)
where ζ(3) is the Riemann zeta function. This clearly shows that the even-parity
Cooper pairs carry the paramagnetic response χ
(1)EP
surf > 0. Note that the odd-parity
Cooper pair contribution χ
(1)OP
surf is absent in the Ginzburg-Landau regime. To this
end, the surface spin susceptibility in the superfluid 3He-B is anomalously enhanced
by the coupling of emergent OTE Cooper pairs to the field-induced ESE pair as
χsurf = χN + ℓˆ
2
z(nˆ, ϕ)χ
(1)EP
surf > χN. (241)
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This implies that although the OTE pair amplitudes always exist in the surface of
ETO superconductors and superfluids and yield paramagnetic response, they do not
necessarily couple to the applied magnetic field. The topological order ℓˆz that is
associated with the spontaneous breaking of the hidden Z2 symmetry determines the
contribution of odd-parity Cooper pairs to the surface spin susceptibility.
7. Surface Andreev bound states in the quasiclassical theory
The quasiclassical transport equation (192) offers a more tractable way for studying
microscopic structures of spatially inhomogeneous superfluids and superconductors,
while it always contains an unphysical solution that is not normalizable [300].
Following Refs. [302] and [303], in this section, we first introduce projection
operators that map an arbitrary normal state quasiparticle onto the Nambu space
in which the particle-like and hole-like subspaces are coherently coupled through the
superconducting pair potential. This projector transfers the quasiclassical transport
equation to the so-called Riccati-type equation. The equation contains the nonlinear
term that makes it numerically stable. Therefore, the Riccati parameterization
of the quasiclassical transport equation has offered a tractable way to study
spatially inhomogeneous superconducting and superfluid states [302, 304, 327]. The
Riccati equation is also exactly solvable, which gives a self-consistent solution of
the quasiclassical transport equation and gap equation. Using the solution, we
examine the detailed properties of time-reversal invariant topological superfluids and
superconductors, such as Majorana fermions, odd-frequency pairing, and spin current
density.
7.1. Projection operators and Riccati equations
Before starting to introduce the projection operators, it is worth mentioning the
retarded propagator for spatially uniform superconductors and superfluids, which is
obtained from Eq. (195) with the analytic continuation iωn → E + i0+ as
gR
bulk
(kˆ, E) = α(kˆ, E)τ z + β(kˆ, E)∆(kˆ), (242)
where
α(kˆ, E) = −Eβ(kˆ, E)
= − πE√|∆|2 − E2Θ(|∆|2 − E2)− i π|E|√E2 − |∆|2Θ(E2 − |∆|2), (243)
where we introduce |∆|2≡ 12Tr[∆(kˆ)∆†(kˆ)]= |ψ0(kˆ)|2 + |d(kˆ)|2. The second term in
α is associated with the density of states.
The projection operators P± are defined with the quasiclassical propagator g as
P±(kˆ, r;ωn) =
1
2
[
1± i
π
g(kˆ, r;ωn)
]
. (244)
This projector was first introduced by Shelankov [299] to directly derive the
normalization condition (196) on the quasiclassical propagator. It is obvious that
the operators satisfy the following conditions:
P+ + P− = 1, P+P−=0, P2± = P±. (245)
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Using the retarded and advanced propagators gR(E) = g(ωn → −iE + 0+) and
gA(E) = g(ωn→−iE − 0+), the operators PR,A± are introduced as
PR,A± (kˆ, r;E) =
1
2
[
1± i
π
gR,A(kˆ, r;E)
]
. (246)
The operators must satisfy the orthonormal conditions in Eqs. (245).
It turns out that the operators PR,A± project an arbitrary Nambu spinor onto the
particle-like and hole-like subspaces of the superconducting state locally. To see this,
let us start with the propagator in the normal state, g
N
(kˆ, r;ωn) = −iπsgn(ωn)τ z ,
which is independent of both kˆ and r. Then, the projection operator in the normal
state for E > 0 is given as
PR+(E > 0) =
(
12×2 0
0 0
)
, PR−(E > 0) =
(
0 0
0 12×2
)
. (247)
This indicates that the operator PR+(E > 0) projects an arbitrary Nambu spinor onto
the particle branch. Likewise, PR−(E > 0) is the projector onto the hole branch.
The projectors for superconducting states are derived by substituting the
solutions in Eq. (195) into Eq. (246). Then, the projection operator for the positive
energy state E > |∆| is recast into
PR±(E) =
1
ξ(kˆ, E)
(
ξ(kˆ, E)± |E| ∓∆(kˆ)
∓∆†(−kˆ) ξ(kˆ, E)∓ |E|
)
, (248)
where ξ(kˆ, E)≡√E2 − |∆|2. For E ≫ ∆0
ϕ+(kˆ, E) ≡ PR+(E)

1
0
0
0
 ≈

1
0
0
0
+ ∆02E

0
0
−kˆx − ikˆy
kˆz
 , (249)
ϕ−(kˆ, E) ≡ PR−(E)

0
0
1
0
 ≈

0
0
1
0
+ ∆02E

−kˆx + ikˆy
kˆz
0
0
 . (250)
Hence, it turns out that in superfluid states, PR±(E) projects a normal-state
quasiparticle with a spin to the Nambu space. Equations (249) and (250) indicate that
the pair potential ∆0 in the B-phase mixes the hole component χ(kˆ) ≡ (−kˆx+ikˆy, kˆz)T
that is the eigenvector of the chiral operator kˆ ·σ with the eigenvalue −1. In Sec. 7.2,
we demonstrate that the projection operators PR± are useful for constructing the
Bogoliubov spinors for surface bound states from the quasiclassical propagator.
Following the ansatz in Ref. [302, 303], we parameterize the projection operators
with complex spin matrices a(kˆ, r;ωn) and b(kˆ, r;ωn) as
P+ =
(
1
−b
)
(1− ab)−1 (1, a) , (251)
P− =
( −a
1
)
(1− ba)−1 (b, 1) . (252)
Using the identity a(1 + ba) = (1 + ab)a, one can confirm that the Ansatz for
P± in Eqs. (251) and (252) satisfies the relations in Eq. (245), implying that this
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parameterization automatically satisfies the normalization condition of g. This
parameterization considerably simplifies the transport equation (192) to the 2 × 2
nonlinear differential equations. The equation of motion for the projectors is obtained
from the quasiclassical transport equation (192). Substituting Eqs. (251) and (252)
into the equation of motion for the projectors, one can immediately extract the Riccati-
type differential equation for the 2×2 spin matrix a≡a(kˆ, r;ωn),
ivF(kˆ) ·∇a+ 2iωna+∆− a∆†(−kˆ)a+ aν˜′ − ν˜a = 0, (253)
which is supplemented by initial conditions [302, 303, 304]. The Riccati-type equation
(253) is directly derived from the BdG equation (30) with the Andreev approximation
by parametrizing the ratio of the quasiparticle wavefunction u/v as the Riccati
amplitude a [108, 328]. The equation for the Ricatti amplitudes b is separated from
that for a, which is obtained by using the symmetry
a(kˆ, r;ωn) = b
∗(−kˆ, r;ωn). (254)
This relation implies that the quasiclassical propagators obey
τxg
∗(kˆ, r;ωn)τx = g(−kˆ, r;ωn), (255)
This represents the particle-hole symmetry given in Eq. (27). For spatially uniform
∆ ≡ ∆(kˆ), the solution of the Riccati equation (253) is obtained as
abulk(kˆ, ωn) = − ∆(kˆ)
iωn + i
√
ω2n +
1
2Tr[∆(kˆ)∆
†(kˆ)]
, (256)
bbulk(kˆ, ωn) =
∆∗(−kˆ)
iωn + i
√
ω2n +
1
2Tr[∆(kˆ)∆
†(kˆ)]
. (257)
Owing to the nonlinear term a∆†a, Eq. (253) becomes numerically stable along a
trajectory in the direction of kˆ. Likewise, the symmetry in Eq. (254) indicates that the
another Riccati amplitude b(kˆ) = a∗(−kˆ) is stable along trajectories in the direction
of −kˆ. The details on numerical calculation of Eq. (253) in a restricted geometry are
available in Refs. [71, 106, 144].
The quasiclassical propagator is now reconstructed from the 2 × 2 Riccati
amplitudes a and b as
g(kˆ, r;ωn) = −iπN
(
1 + ab 2a
−2b −1− ba
)
, (258)
where N = diag[(1− ab)−1, (1− ba)−1]. Therefore, the Riccati amplitude a is related
to the off-diagonal propagator as
a = − 1
iπ
(
1 +
i
π
g
)−1
f, (259)
which implies that a is obtained by projecting the off-diagonal propagator to the
particle-like subsector. In the same manner, the other Riccati amplitude b is related
to the hole-like projection of the off-diagonal propagator
b =
1
iπ
(
1− i
π
g
)−1
f¯ . (260)
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7.2. Exact solutions for superfluid 3He-B
Here, we analytically solve the Riccati-type transport equation for the superfluid 3He-
B in the presence of a specular surface at z = 0, where the B-phase is supposed to
occupy the region of z > 0. We also suppose the uniformity of the surface in the
x-y plane. Then, the specular surface imposes the following boundary condition on
the quasiclassical propagator g(kˆ, r;ωn) = g(kˆ, z;ωn), where the propagator along the
trajectory kˆ matches that along the specularly scattered trajectory k at the surface
z = 0:
g(kˆ, z = 0;ωn) = g(kˆ, z = 0;ωn). (261)
The specularly scattered momentum kˆ is defined as kˆ= kˆ−2zˆ(zˆ · kˆ), where zˆ is a unit
vector perpendicular to the surface. We also impose the following boundary condition
on the propagator,
g(kˆ, z =∞;ωn) = gbulk(kˆ, ωn), (262)
where the propagator in the bulk B-phase, g
bulk
(kˆ, ωn), is given in Eq. (195). Then,
the Riccati amplitudes a and b are matched at the surface as
a(kˆ, z = 0;ωn) = a(kˆ, z = 0;ωn), (263)
b(kˆ, z = 0;ωn) = b(kˆ, z = 0;ωn). (264)
The boundary condition at z →∞ is given with Eqs. (256) and (257) as
a(kˆ, z =∞;ωn) = abulk(kˆ, ωn), (265)
b(kˆ, z =∞;ωn) = bbulk(kˆ, ωn). (266)
Now, we employ the unitary transformation introduced in Eq. (138), which
reduces the B-phase pair potential to the chiral pairing form in Eq. (139). For
simplicity, we neglect a magnetic field and Fermi liquid corrections, corresponding
to Eq. (253) with ν˜= ν˜′=0. Then, this unitary transformation considerably simplifies
Eq. (253) to
vF cos θk
d
dz
a± = −2ωna± + i∆± + i∆∗±a2±, (267)
where the 2×2 Riccati amplitude a is diagonalized by using the unitary transformation
in Eq. (138) to with two scalar functions a±,
S†φkU
†(nˆ, ϕ)a(kˆ, z;ωn)U∗(nˆ, ϕ)S∗φk =
(
a+ 0
0 a−
)
. (268)
We here suppose the shperical Fermi surface, vF(kˆ) = vFkˆ. Since Eq. (139) obeys
∆−=−∆∗+, one finds a−(kˆ, z;ωn)=a∗+(kˆ, z;ωn).
The exact solution of the Riccati equation (267) was first obtained in Ref. [328]
for the pair potential ansatz, ∆(z) = tanh(z/ξ0). This solution was developed in
Ref. [121] to the more generic form of the pair potential,
∆±(θk, z) = ∆0
[
± cos θk tanh
(
z
ξ0
)
+ i sin θk
]
. (269)
In particular, it is demonstrated in Ref. [121] that the ansatz in Eq. (269) is a self-
consistent solution in the weak coupling limit.
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The solution of the Riccati amplitude is obtained as
a+(z, θ, ωn) = i
ωn −
√
ω2n +∆
2
0 +∆+(θk, z)
ωn +
√
ω2n +∆
2
0 −∆∗+(θk, z)
, (270)
which satisfies the boundary conditions at z = 0, Eqs. (263) and (264), and at z =∞,
Eqs. (265) and (266). The self-consistent quasiclassical propagator is obtained by the
unitary transformation of this solution as g = U(nˆ, ϕ)Sφk g˜S†φkU†(nˆ, ϕ), where g˜ is
obtained from Eq. (270) with Eq. (258) and b(kˆ, z;ωn) = a
∗(−kˆ, z;ωn). Then, the
diagonal component of the quasiclassical propagator for 3He-B in zero fields is
g0(kˆ, z;ωn) = − iπωn√
ω2n +∆
2
0
[
1 +
1
2
∆20 cos
2 θk
ω2n + E
2
0(kˆ‖)
sech2
(
z
ξ0
)]
, (271)
g˜‖(kˆ, z;ωn) = − π
2
√
ω2n +∆
2
0
∆30 sin θk cos
2 θk
ω2n + E
2
0(kˆ‖)
sech2
(
z
ξ0
)
, (272)
and g˜z(kˆ, z;ωn) = 0. The spin part of the quasiclassical propagator, g, is obtained
from g˜‖ and g˜z as
gµ(kˆ, z;ωn) = Rµν(nˆ, ϕ)g˜ν(kˆ, z;ωn), (273)
where g˜ν is defined as (g˜x, g˜y, g˜z) = (g˜‖ sinφk,−g˜‖ cosφk, g˜z). The quasiparticle
propagator derived here is deviated from that of bulk 3He-B in the surface region
within ξ0.
The retarded propagator gR0 (E)=g
R
0 (ωn → −iE+0+) has poles at the dispersion
of the surface Andreev bound states, E0(kˆ‖), described in Eq. (140). Using the exact
solution on the quasiclassical propagator, we can calculate the local density of states
for the bound state |E| < ∆0 as
N (z, E) = −NF
π
〈
ImgR0 (kˆ, z;E)
〉
kˆ
=
π
4
NF |E|
∆0
sech2
(
z
ξ0
)
. (274)
The local density of states for the continuum state |E| > ∆0 is given as
N (z, E) = NF
[ |E|
ξ(E)
− 1
2
( |E|
ξ(E)
− |E|
∆0
tan−1
∆0
ξ(E)
)
sech2
(
z
ξ0
)]
,
(275)
where ξ(E) ≡ √E2 −∆20. The local density of states for the continuum state
is also deformed from that in the bulk B-phase, Nbulk(E) = NF|E|/
√
E2 −∆20.
This is because the density of states in the quasiclassical theory holds the sum rule
1
Ec
∫ Ec
−Ec N (z, E)dE = NF for Ec ≫ ∆0. The sum rule implies that the existence of the
surface Majorana cone within |E| < ∆0 alters the density of states of the continuum
states with |E| > ∆0 in the surface region. We will show below that the deviation of
the surface density of states of the continuum states affects the spin current density.
The local density of states at the surface z = 0 is shown in Fig. 13(a). Since the
surface Majorana fermions have a two-dimensional relativistic dispersion, E0(kx, ky) ∝√
k2x + k
2
y, the surface density of states for the bound state yields a linear energy
dependence with a slope (π/4)NF. The linear dependence is also obtained by numerical
calculation [71, 75, 144, 152]. The linear behavior of the low-energy density of states is
responsible for the power-law behavior of the temperature-dependence of the specific
heat in 3He-B confined in a slab geometry [69], in contrary to the exponential behavior
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Figure 13. Local density of states N (z,E) (a) and spin current function (b) at
the surface z = 0 in 3He-B. At a zero temperature, quasiparticles fill the colored
states in (a). The spin currents from the bound and continuum states are derived
by integrating the blue and pink regions in (b), respectively. Figures adapted
from Ref. [121].
expected in the bulk B-phase. The large heat capacity in extremely low temperatures
has recently been reported in Ref. [329], where the 10% deviation from the bulk
superfluid 3He heat capacity at 135µK has been observed. This deviation is in good
agreement with the theoretical value of the heat capacity originating from the gapless
surface states without fitting parameters in low temperatures.
7.3. Odd-frequency pairing and Majorana Ising spins
Here, we illustrate the odd-frequency pairing emergent in 3He-B and the identity
between the odd-frequency pairing and surface density of states. We start with the
exact solution of Eq. (270) for the pair amplitudes of 3He-B at zero fields,
fµ(kˆ, z;ωn) = Rµν(nˆ, ϕ)f˜ν(kˆ, z;ωn), (276)
where f˜ν is defined as (f˜x, f˜y, f˜z) = (f˜‖ cosφk, f˜‖ sinφk, f˜z) and the each component
is obtained with the exact solution of the Riccati equation as
f˜‖(kˆ, z;ωn) = π
∆0 sin θk√
ω2n +∆
2
0
[
1 +
1
2
∆20 cos
2 θk
ω2n + E
2
0(kˆ‖)
sech2
(
z
ξ0
)]
, (277)
f˜z(kˆ, z;ωn) = π
∆0 cos θk√
ω2n +∆
2
0
[
tanh
(
z
ξ
)
− 1
2
ωn∆0 cos θk
ω2n + E
2
0(kˆ‖)
sech2
(
z
ξ0
)]
.
(278)
Using the analytic solution of the Cooper pair amplitude, we can reconstruct
the d-vector through the gap equation (203). We here suppose the simple p-wave
interaction V cdab (kˆ · k′) = 3Λkˆ · kˆ′, where the coupling constant has the relation,
Λ−1 = ln 2ωc∆0 . Then, the d-vector at zero temperatures is calculated as [121]
dx(kˆ, z) = ∆0kˆx
[
1 +
Λ
6
sech2
(
z
ξ0
)]
, (279)
dy(kˆ, z) = ∆0kˆy
[
1 +
Λ
6
sech2
(
z
ξ0
)]
, (280)
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dz(kˆ, z) = ∆0kˆz tanh
(
z
ξ0
)
. (281)
This reduces to the pair potential ansatz in Eq. (269). Therefore, the analytic solution
of the propagator self-consistently satisfies the gap equation.
As shown in Eqs. (249) and (250), in superfluid states, the projectors PR+(E)
project a normal state with ↑ spin onto a quasiparticle with the energy E in the
Nambu space,
ϕE = PR+(E)

1
0
0
0
 = 1π

π + igR0
eiφkgR‖
ieiφk f¯R‖
−if¯Rz
 . (282)
The particle-hole subspaces are coherently coupled through the anomalous part of the
propagator, fµ. In addition, the chiral component is induced through g‖ in the case of
3He-B. Wu and Sauls [170] demonstrated that the wavefunction of surface Majorana
fermions in Eq. (141) can be extracted from this quasiclassical projectors. We can
construct the Majorana Ising spins also from the exact solution on two branches
E0(kˆ‖) = ±∆0 sin θk. By integrating over an infinitesimal bandwidth around the
divergent bound state [(−iE + 0+)2 + E20 ]−1 ∼ ± iπ2E0 δ(E ∓ E0),
ϕ±(kˆ‖, z) = u(θk, z)U(nˆ, ϕ)
[
e−iφk/2Φ+ ∓ eiφk/2Φ−
]
, (283)
where the amplitude is
u(θk, z) =
π
4
∆0 cos θksech
2
(
z
ξ0
)
, (284)
and the spinors, Φ±, are given by Φ+ = (1, 0, 0,−i)T and Φ− = (0, i, 1, 0)T. This is
consistent with the wavefunction of the surface bound states in Eq. (141) obtained by
the explicit calculation of the Andreev (BdG) equation.
The analytic solution for the off-diagonal propagator indicates that the odd-
frequency pair amplitude is strongly constraint
f˜OFx = f˜
OF
y = 0, f˜
OF
z 6= 0. (285)
This results in Eqs. (222) and (223). In this solution with a specular surface, the
odd-frequency pair amplitude at the surface is equivalent to the momentum resolved
surface density of states N (kˆ, z;ωn) for the bound states |E| < ∆0,
N (kˆ, z;E) = 1
π
∣∣∣RefOF(kˆ, z;E)∣∣∣ . (286)
This relation reveals the identity between surface Majorana fermions and odd-
frequency Cooper pair correlation. We would like to emphasize that the identity
(286) can be exactly held only for the exact zero energy E = 0 [120], while the
identity for the whole spectrum of the surface Majorana cone is attributed to the pair
potential ansatz in Eq. (269) that is the self-consistent solution only in the weak-
coupling limit. We also note that the identity between Majorana zero modes and
odd-frequency Cooper pairs is clarified in a superconducting nanowire [123] and chiral
p-wave superconductor with a vortex in the quantum limit [122], which indicates the
identity is held beyond the quasiclassical theory. Hence, the topologically protected
surface states have multi-faceted properties, such as the Majorana fermion and odd-
frequency pair. The physical consequence in the former is the Ising anisotropy of
the surface spin susceptibility, while the latter is responsible for anomalous proximity
effect.
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7.4. Surface spin current
Using the analytic solution presented in the previous subsection, we examine the
surface spin current in 3He-B. In the same manner with the argument on spin
susceptibility in Sec. 6.3, we first summarize the direct relation between the spin
current and odd frequency pair fOF in time-reversal invariant spin-triplet superfluids
and superconductors. The spin current density J spinµν is defined with the quasiclassical
propagator as
J spinµν (r) =
NF
2
Re
〈
vν(kˆ)gµ(kˆ, r;ωn)
〉
kˆ,n
. (287)
By using the symmetric properties of the quasiclassical propagator in Eqs. (198), (199),
and (200), the spin current for spin-triplet superfluids and superconductors is recast
into [326]
J spinµν (r) =
NF
4
Re
〈
vν(kˆ)
i(f × f¯)µ
g0
〉
kˆ,n
. (288)
We here assume v(kˆ) = −v(−kˆ). For time-reversal invariant superfluids and
superconductors, the propagator g0 obeys the relation in Eq. (214). By using this, the
spin current density at zero fields is expressed in terms of ETO pair amplitude f˜EF
and OTE pair amplitude f˜OF as
J˜ spinµν (r) = Rµη(nˆ, ϕ)J˜
spin
ην (r) (289)
where J˜ spinµν is the spin current density for nˆ = zˆ and ϕ = 0.
J˜ spinµν (r) =
NF
2
Im
〈
vν(kˆ)
(f˜EF × f˜OF)µ
g0
〉
kˆ,n
. (290)
Hence, only J˜ spinxy and J˜
spin
yx components remain nonzero,
J˜ spinxy (z, E) = −J˜ spinyx (z, E) ≡ J (z, E), (291)
and otherwise J˜µν(z, E) = 0. Equation (290) states that the surface bound states in
time-reversal invariant superfluids and superconductors carry the surface spin current.
Substituting the exact solution shown in Eq. (272) into Eq. (287), we can calculate
the spin current spectral function J (z, E)
J (z, E) = αE
2
∆20
sech2
(
z
ξ0
)
, (292)
for the bound state |E| < ∆0 and
J (z, E) = − 2
3π
α
[
ξ(E)
∆0
+
2E2
∆0ξ(E)
− 3E
2
∆20
tan−1
∆0
ξ(E)
]
sech2
(
z
ξ0
)
,
(293)
for the continuum state |E| > ∆0, where α ≡ sgn(E)πvFNF/16. This spin current
function on the surface, J (z = 0, E), is displayed in Fig. 13(b), where the contribution
from surface bound states with |E| ≤ ∆0 is quadratic on E. The continuum states
with |E| > ∆0 also carry the finite spin current, J (z = 0, E), whose sign is opposite
to that from the surface bound states. The nonzero contribution of the continuum
states originates in the fact that the surface density of states with |E| > ∆0 is
deviated from that in the bulk 3He-B by the existence of low-lying bound states. The
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asymptotic behavior of the surface spin current function, J (z = 0, E), at |E/∆0| → ∞
is estimated as
J (z = 0, E) ≈ −vFNF
60
(
∆0
E
)3
, (294)
implying that the contribution of higher-energy quasiparticles decreases with the
same power law ∼ E−3 as the mass current in 3He-A [121]. This power law
behavior indicates that higher-energy quasiparticles carrying the surface spin current
are distributed neither in the narrow energy shell around the Fermi level nor up to
the bottom of the Fermi sea. The spin (mass) current in 3He-B (3He-A) is comprised
of the wide range of energy eigenstates of the BdG Hamiltonian.
The total spin current flowing on the surface of 3He-B is defined by integrating the
spectral function Jspin(T ) ≡
∫∞
0
dz
∫∞
−∞ dEJ (z, E)f(E, T ). Substituting Eqs. (292)
and (293) and integrating over z and E, one obtains the total amount of the surface
spin current at zero temperatures as
Jspin(0) = J
bound
spin + J
cont
spin = −
κ
2π
n~
6
. (295)
The quantum of circulation κ = h/2m emerges from the ratio of coefficients between
the spin and mass currents [121], where h is the Plank constant. The total spin current
in Eq. (295) is separated to the contributions carried by the surface Majorana cone
and continuum states, Jboundspin and J
cont
spin , which can be estimated as
Jboundspin = −
π
8
κ
2π
n~, (296)
Jcontspin =
π
8
(
1− 4
3π
)
κ
2π
n~. (297)
This indicates sgn(Jboundspin ) = −sgn(Jcontspin ), which implies that the surface spin current
carried by the surface Majorana cone with |E| < ∆0 flows in the opposite direction of
that carried by continuum states with |E| > ∆0.
Finally, we here mention the temperature dependence of the total spin current
Jspin(T ), which is calculated as
Jspin(T ) =
2
3
Jspin(0)
πT
∆0
∑
n
[√
ω2n +∆
2
0
∆0
+2
ω2n
∆0
√
ω2n +∆
2
0
+ 3
ω2n
∆20
ln
√
ω2n +∆
2
0 −∆0
|ωn|
]
. (298)
The temperature dependence of Jspin(T ) is plotted in Fig. 14 compared with the
superfluid density ρ0s (T ) (the solid curve). It is seen that the temperature dependence
of the net spin current is different from that of ρ0s . This is because the low-temperature
depletion of the total spin current is attributed to low-lying surface bound states.
There is no other low energy excitation. Expanding Eq. (298), one can derive the
low-temperature behavior of the total spin current as [121, 170]
Jspin(T ) = Jspin(0)
[
1− C
(
πT
∆0
)3
+O
(
πT
∆0
)4]
, (299)
where the coefficient C is fixed within 3/5 ≤ C ≤ 1 by the Euler-Maclaurin formula
using up to the fourth Bernoulli number. This T 3-power behavior of the depletion
originates from the excitations of surface bound states that has a quadratic energy
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Figure 14. Temperature dependence of total spin current Jspin(T ) (circles) and
the superfluid density ρ0s (T ) (solid line) in
3He-B. Figure adapted from Ref. [121].
dependence in J (z, E) as shown in Fig. 13(b). The observation of the depletion could
establish the existence of low-lying surface bound states.
Note that owing to the spontaneous breaking of the time-reversal symmetry, 3He-
A is accompanied by the net mass current along the edge, which is carried by the
gapless edge states. In the disk system with a radius much larger than the coherence
length, angular momentum by the total surface mass current is N~/2 at the zero
temperature [90] which corresponds to macroscopic intrinsic angular momentum by
Cooper pairs [330], where N is the number of 3He atoms in the system. The total
mass current decreases as T 2-power in low temperatures [121, 331], which accidentally
corresponds to the longitudinal superfluid density ρ0sl [332]. The thermal depletion
reflects the linear dispersion of the surface Majorana bound state that is flat to the
nodal direction.
The surface current depletion of T 3-power in 3He-B and that of T 2-power in 3He-
A are sensitive to thermal excitations in the surface Majorana bound state. Detection
of the spin current will be more difficult than that of the mass current because we
have to separate spin states for the detection of the spin current. Wu and Sauls [170]
have pointed out that the surface Mojorana bound state in 3He-B can be observed by
the thermal depletion of mass current. Superfluid flow applied to 3He-B in a narrow
channel induces mass current on surfaces of the channel owing to the time-reversal
symmetry breaking. The mass current decreases as T 3-power in low temperatures,
which reflects the surface Majorana cone in 3He-B.
8. Topological phase diagram in superfluid 3He
In this section, we present the superfluid phase diagram of 3He in a restricted geometry.
We will also illustrate theH- and T -dependence of spin susceptibility averaged over the
slab, where the latter is associated with the NMR frequency shift and absorption. In
order to discuss the thermodynamic stability and the phase diagram of superfluid 3He
in a slab geometry, we estimate the thermodynamic functional within the quasiclassical
approximation,
δΩ[g] =
1
2
∫ 1
0
dλSp′
{
(ν +∆)
(
g
λ
− 1
2
g
)}
, (300)
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Figure 15. Spatial profile of the pair potentials ∆‖(z) (thick curves) and ∆⊥(z)
(thin curves) for D/ξ0 = 40, 20, and 10 at zero fields.
where we set Sp′{· · ·} = NF
∫
dr〈Tr4{· · ·}〉kˆ,ωn . The quasiclassical auxiliary function
g
λ
is obtained from the quasiclassical Eilenberger equation (192) with replacing ν→λν
and ∆→ λ∆ (λ∈ [0, 1]), where the equation is solved once under a given self-energy
but not self-consistently. The functional in Eq. (300) is obtained from the Luttinger-
Ward thermodynamic functional (118) associated with the Nambu-Gor’kov Green’s
function G, whose detailed derivation is followed by the work in Ref. [106]. Equation
(300) includes the influence of the condensation energy and quasiparticle excitations
as well as the Fermi liquid corrections.
8.1. Thermodynamics in the absence of dipole-dipole interaction
We fist summarize the pair breaking effect in a slab geometry and the superfluid
phase diagram in the absence of a magnetic dipol-dipole interaction that is crucial
for determining the topological phase transition at finite magnetic fields. As shown
in previous sections, the specular surface is accompanied by the gapless surface
bound states that behave as Majorana fermions. It was found by Buchholtz and
Zwicknagl [75] in 1981 that from the microscopic point of view, the surface states
emerge on a specular surface of spin-triplet p-wave superconductors and superfluids.
The existence of gapless bound states at the surface is fed back into the pair potential,
which gives rise to a strong distortion of the surface pair potential. The existence and
role of surface bound state were more explicitly discussed by Hara and Nagai [76], who
analyzed a p-wave polar state as an exactly solvable model. We display in Fig. 15 the
spatial profiles of the pair potentials in a slab geometry with different D’s. The pair
potentials are the self-consistent solutions of the quasiclassical equation (192) and the
gap equation (203) with Eq. (42) at zero fields. Owing to the boundary condition at the
specular surface in Eq. (218), ∆‖(z) that is coupled to the momentum perpendicular to
the surface must vanish at the surface, while the parallel component ∆⊥(z) increases
so as to gain the condensation energy. As D decreases, the perpendicular component
can not survive and the superfluid phase transition from the B to planar phase occurs.
In the basis of the quasiclassical theory, the quantitative phase diagram of the
superfluid 3He in a restricted geometry have been clarified in Refs. [71, 105, 106].
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Figure 16. Superfluid phase diagram in the space spanned by temperature T ,
perpendicular magnetic field H, and thickness D. The open (filled) circles and
thin (thick) lines denote the first (second) order transition lines. The shaded area
is occupied by the distorted BW state and the other is covered by the planar (or
ABM) state. Figure adapted from Ref. [71].
As shown in Fig. 3(b), there exists the critical thickness at which the B-phase
undergoes the transition to the planar phase. At the weak coupling limit, the planar
is energetically degenerate to the A-phase that is the time-reversal symmetry breaking
phase with point nodes, while the strong coupling effect that is the spin-fluctuation
feedback effect can stabilize the A-phase relative to the planar phase and the A-B
phase boundary becomes the first order transition.
The pair breaking effect and the enhancement of the surface density of states
due to the surface bound state have been observed by several experiments, by using
the NMR techniques [112, 113, 114, 115, 116, 117, 118, 155, 156, 157], the motion of
a vibrating wire resonator [158], transverse acoustic impedance [162, 163, 164, 165,
166, 167, 168, 169], surface contributions of the heat capacity [160], and anomalous
attenuation of transverse sound [161]. Among them, Murakawa et al. [165, 168] has
observed the specularity dependence of the surface density of states by systematically
controlling the surface specularity by coating the surface with 4He layers. More
recently, the phase diagram was experimentally examined by using the well controlled
confinement of nanofluidic samples [117]. Levitin et al. [117] confined a sample of
the liquid 3He within a nanofluidic cavity of precisely defined geometry and utilized
the SQUID-NMR technique that provides a fingerprint measurement for the order
parameter distortion and phase diagram. Further details on detecting surface states
and their Majorana nature will be discussed in Sec. 9.
The magnetic Zeeman field also induces the phase transition from the B-phase
to A-phase (or planar phase). Figure 16 summarizes the phase diagram in a three-
dimensional space spanned by the temperature T , perpendicular magnetic field H ,
and thickness D [71]. In the region of the large thickness D & 11ξ0 and low
temperatures, the phase boundary HAB. is the first-order phase transition. As D/ξ0
increases, the first-order transition field HAB slightly increases and reach saturation
µnH
∗
AB/πTc0 = 0.095 in the thermodynamic limit D ≫ ξ0. Using the parameters
Tc0 = 1mK and the gyromagnetic ratio of
3He nuclei γ = 2µn, the critical field
is estimated as HAB ≈ 0.35T, which quantitatively agrees with Ref. [333] and the
experimental data in Refs. [334] and [335].
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The bottom line in Fig. 16 describes the A-B phase transition in the absence of
a magnetic field. The phase transition is found to be of the second order [105, 106].
However, Vorontsov and Sauls predicted in Ref. [107] that the vicinity of the second-
order phase boundary around D ∼ 10ξ0 is covered by the new quantum crystalline
phase, the so-called stripe phase. The stripe phase that spontaneously breaks the
translational symmetry has not been observed in experiments. For simplicity, we
below eliminate the possibility of the stripe phase from the phase diagram. The
complete phase diagram under a magnetic field that takes account of the stripe phase
remains as a future problem.
We emphasize again that the phase diagram displayed in Fig. 16 does not takes
account of the magnetic dipole-dipole interaction. Below, we will show that the dipole
interaction changes the superfluid phase diagram in the region of low magnetic fields
when the magnetic field is applied along the surface.
8.2. Effect of dipole interaction: Ginzburg-Landau theory
To examine the thermodynamic stability of the topological phase, we must take
account of the magnetic dipole-dipole interaction that originates from the magnetic
moment of 3He nuclei. The Hamiltonian for the nuclear-dipole interaction is given as
HD = γ
2
2
∫
dr1
∫
dr2Qµν(r12)Sµ(r1)Sν(r2), (301)
where γ = 2µn is the gyromagnetic ratio of the
3He nucleus and we have introduced
the local spin operator Sµ(r) = ψ
†
a(r)(σµ)abψb(r)/2. The dipole interaction potential
Qµν(r) is defined as Qµν(r) = (δµν − 3rˆµrˆν)/r3. Since the dipole interaction is
much weaker than the pair interaction, it acts as a small perturbation on the order
parameter. The residual interaction generates the spin-orbit coupling and reduces
the full symmetry group in Eq. (2) to GD = SO(3)L+S × U(1)φ × T × C. The spin-
orbit interaction does not change the overall structure and remaining symmetry of
the B-phase order parameter, while it imposes a constraint on the order parameter
degenerate space. This implies that even in the bulk B-phase, the spin-orbit coupling
imposes a strong constraint on the order parameters nˆ and ϕ. The order parameters
must be determined by minimizing the magnetic dipole-dipole interaction. As shown
in Eq. (148), since the gapless nature of the surface bound states depends on (nˆ, ϕ), the
dipole interaction is crucial for quantitatively determining the gapless surface bound
states and the stability of the topological phase.
To capture the essence of the interplay between the magnetic Zeeman field
and dipol-dipole interaction, we here summarize the results in the basis of the
Ginzburg-Landau theory. The analysis based on the Ginzburg-Landau theory initiated
the theoretical studies for understanding the pair breaking effect and nˆ-texture in
restricted geometries [130, 131, 132, 133, 134, 135, 137, 136, 138, 139, 140, 141, 142].
We start with the Ginzburg-Landau free energy functional FGL [3],
FGL =
∫
dr (fbulk + fgrad + fmag + fdip) , (302)
which holds the symmetry group G in Eq. (2). The bulk free energy and the
gradient energy are given by fbulk = αd
∗
µidµi + β1d
∗
µid
∗
µidνjdνj + β2d
∗
µidµid
∗
νjdνj +
β3d
∗
µid
∗
νidµjdνj + β4d
∗
µidνid
∗
νjdµj + β5d
∗
µidνidνjd
∗
µj and fgrad = K1∂id
∗
µj∂idµj +
K2∂id
∗
µj∂jdµi+K3∂id
∗
µi∂jdµj , respectively. The phenomenological parameters satisfy
the following relations in the weak coupling limit, K1 = K2 = K3 = K0 = NF ξ20/5,
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−2β1 = β2 = β3 = β4 = −β5 = 65β0 = 7ζ(3)NF120(πkBTc0)2 , and we have introduced
α = − 13NF
(
1− TTc0
)
, and ξ0 =
~vF
πkBTc0
√
7ζ(3)
48 . The magnetic field energy relevant
to 3He in the equilibrium is the quadratic Zeeman energy that is given by
fmag = gmHµd
∗
µiHνdνi. (303)
The factor gm in Eq. (303) is given as
gm =
2
3
β0
(
µn
1 + F a0
)2
=
7ζ(3)NFγ2
48[(1 + F a0 )πkBTc]
2
. (304)
We here neglect the higher-order correction to the weak-coupling theory that originates
from the splitting of the Fermi surfaces and slightly shifts the pair interaction and NF
for opposite spins [3, 130].
We first ignore the dipole interaction, namely, Fdip = 0. The spatial profile of
the pair potential in the equilibrium is determined by minimizing the free energy
functional as δFGL/δd∗µi = 0. The full numerical results of ∆⊥(z) and ∆‖(z) in a slab
geometry are similar to those shown in Fig. 15. The perpendicular component ∆⊥
is suppressed by the pair breaking effect at the surfaces, while ∆‖ survives. Using
the order parameter defined in Eqs. (41) and (42), one obtains the magnetic energy
density in the Ginzburg-Landau regime as
fmag = gmH
2∆2‖
[
1− ℓˆ2z(nˆ, ϕ)
(
1− η2(z))] . (305)
The function η(z) ≡ ∆⊥(z)/∆‖(z) denotes the ratio of the distorted pair potentials,
where η = 1 is the isotropic BW state and η = 0 is the planar state. Since the pair
breaking effect results in ∆⊥(z) ≤ ∆‖(z) locally, one finds 0 ≤ 1 − η2 ≤ 1. This
indicates that the magnetic field energy, Fmag ≡
∫
fmag(z)dz, is minimized when
ℓˆz(nˆ, ϕ) = ±1. Hence, the magnetic energy favors the non-topological phase without
the hidden Z2 symmetry, in which surface Majorana fermions acquire a finite mass
associated with the Zeeman energy.
Let us now consider the contribution of the dipole energy density fdip. The
dipole energy within the Ginzburg-Landau regime is derived from the nuclear-dipole
interaction Hamiltonian (301) as 〈〈HD〉〉, where 〈〈· · ·〉〉 is the thermal average defined
in Eq. (115). The dipole energy density is given as [1, 3, 336, 337]
fdip =
1
5
λDNF
(
d∗µµdνν + d
∗
µνdνµ −
2
3
d∗µνdµν
)
. (306)
Here, λD is a dimensionless dipole coupling parameter and approximately independent
of pressure. The value is estimated as λD ≈ 5× 10−7 [3].
We now determine the stable configuration of (nˆ, ϕ) in a slab geometry without
a magnetic Zeeman field. Substituting the pair potential in Eqs. (41) and (42) into
Eq. (306), the dipole energy density is recast into the following form:
fdip(z) = a(z) +
1
5
λDNF∆2‖(z)
× [f0(ϕ, z) + f2(ϕ, z)nˆ2z + f4(ϕ, z)nˆ4z] , (307)
where a(z) is independent of both nˆ and ϕ. At zero field, the dipole energy depends
on the spin-orbit angle ϕ and nˆz. Here, we have introduced the coefficients: f0 is the
coefficient of the nˆz-independent term,
f0(ϕ, z) = 8
(
cosϕ+
1
4
)2
− 8 (1− η(z)) cosϕ
(
cosϕ+
1
4
)
+ 2 (1− η(z))2 cos2 ϕ. (308)
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The coefficients of the nˆ2z and nˆ
4
z terms are given as
f2(ϕ, z) = −2 (1− η(z)) (1− cosϕ) [3 + (2 + η(z)) cosϕ] , (309)
f4(ϕ, z) = 2 (1− η(z))2 (1− cosϕ)2 . (310)
The order parameters (nˆ, ϕ) in the equilibrium are determined as a local minimum
of the nuclear-dipole energy. For 3He confined in a slab geometry, the pair breaking
effect at the surfaces distorts the isotropic pair potentials, leading to η(z) < 1. In this
situation, one finds f2 < 0 and f4 > 0, which implies that the local minimum of Fdip is
located at a finite nˆz. Solving the set of equations, ∂Fdip/∂ϕ = 0 and ∂Fdip/∂nˆz = 0,
one finds that the local minimum of Fdip exists at
nˆ = (0, 0, 1), (311)
and
ϕ = cos−1
(
−1
4
〈∆‖(z)∆⊥(z)〉
〈∆2‖(z)〉
)
, (312)
where 〈· · ·〉 ≡ 1D
∫ D
0 · · · dz is the spatial average over the slab. For the bulk B-
phase with ∆‖ = ∆⊥, the angle ϕ reduces to the so-called Leggett angle, ϕ ≈
−104◦ [336, 337].
Hence, the dipolar field originating from fdip tends to align nˆ to the zˆ-axis. In
the case of H ‖ zˆ that the magnetic field is perpendicular to the surface, both the
dipole field and magnetic Zeeman field favor the state with ℓˆz = 1. This implies that
an infinitesimal magnetic field, H ⊥ zˆ, destroys the topological phase and the surface
Majorana fermions acquire an effective mass proportional to the Zeeman energy.
The case ofH ⊥ zˆ that the magnetic field is parallel to the surface is remarkable.
The nˆ-vector is oriented to the zˆ-axis when the dipolar field is much weaker than the
Zeeman field. This configuration of Eqs. (311) and (312) under H ⊥ zˆ corresponds
to the case of ℓˆz = 0 in which the hidden Z2 symmetry is preserved. For a parallel
field, therefore, the dipole interaction favors the topological phase protected by the
hidden Z2 symmetry. For a magnetic field regime much stronger than the dipolar
field, however, the magnetic field energy favors the situation of ℓˆz = 1 in which the
Z2 symmetry is no longer held. Hence, as shown in Fig. 17, the analysis based on the
Ginzburg-Landau theory indicates that there exists the critical magnetic field H∗ at
which the topological phase transition occurs together with the spontaneous breaking
of the hidden Z2 symmetry.
In accordance with the Ginzburg-Landau analysis [3], a characteristic field H∗GL
below which the nˆ is forced to be nˆ = zˆ by the dipole interaction energy is given by
H∗GL = αλ
1/2
D
πkBTc0
γ~
(1 + F a0 ), (313)
where α =
√
54/7ζ(3). The characteristic field H∗GL is of order 25G. This field is
temperature-independent in the Ginzburg-Landau regime, but slightly depends on
pressure.
8.3. Topological phase diagram
In the preceding subsection, we have illustrated that there exists a critical magnetic
field H∗ in the basis of the Ginzburg-Landau theory. The theory does not take account
of the information on low-lying quasiparticles that may be influential in the orientation
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Figure 17. Schematic picture of the orientation of the nˆ-vector in the presence
of a parallel magnetic field H: H < H∗ (left) and H ≫ H∗ (right), where H∗ is
the critical field. In the case of H ≫ H∗, the nˆ-vector is oriented to the direction
that maximize ℓˆz.
of the nˆ-vector. Beyond the Ginzburg-Landau theory, in this subsection, we utilize the
quasiclassical Eilenberger theory that provides a tractable and quantitative scheme for
understanding the interplay of the pair potential and quasiparticles. [294, 119]
To examine the topological phase diagram, we have to take account of the
effects of the magnetic Zeeman field and nuclear-magnetic dipole interaction into
the quasiclassical equation (192) and gap equation (122). The effect of the
magnetic dipole interaction in the superfluid 3He-B has been emphasized in spin
dynamics [336, 337, 338, 339, 340, 341]. Let us now start with the gap equation
in terms of the quasiclassical propagators,
dµ(kˆ, r) =
1
2
(σµσy)
∗
ab(σνσy)cd
〈
V cdab (kˆ, kˆ
′)fν(kˆ′, r;ωn)
〉
kˆ′,n
, (314)
where the repeated Roman indices imply the sum over spins ↑ and ↓. At the low
pressure limit, the pair interaction of 3He atoms is described as
V cdab (kˆ, kˆ
′) = 3|g|kˆµkˆ′µδacδbd −Qµν(kˆ, kˆ′)(σµ)ac(σν)bd. (315)
where the first term is the p-wave interaction with SO(3)S × SO(3)L ×U(1) and
the second term arises from the dipole-dipole interaction between 3He nuclei. The
function Qµν(kˆ, kˆ
′) is obtained from the dipole interaction Hamiltonian (301) as
Qµν(k,k
′) = gDR
∫
Qµν(r)e
−i(k−k′)·rdr with k ≈ kˆkF. The factor R includes the
contributions of high energy quasiparticles. The dipole interaction, which reduces
the SO(3)S×SO(3)L symmetry to SO(3)L+S , plays a crucial role on determining
the critical field H∗ under a parallel magnetic field [49]. The dipole potential
Qµν(k,k
′) can be expanded in terms of the partial wave series (p-, f -, and higher
waves). However, since the pairing interaction between 3He atoms is dominated by
the SO(3)S×SO(3)L×U(1) channel and the dipole interaction can be regarded as a
small perturbation, we take account of only the p-wave contribution of Qµν(kˆ, kˆ
′). To
this end, the gap equation (314) reduces to [324]
dµν(r) = 3|g|
〈
kˆνfµ
〉
kˆ,n
− g˜D (1 + 3δµν)
〈
kˆνfµ
〉
kˆ,n
− 3g˜D
[〈
kˆµfν
〉
kˆ,n
−
〈
kˆνfµ
〉
kˆ,n
]
. (316)
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To determine the order parameters in the equilibrium, we first solve the set of the
self-consistent equations (192) and (316) with the normalization condition (196) for a
fixed (nˆ, ϕ). Substituting the self-consistently calculated g, ν, and ∆ into Eq. (300),
we evaluate the thermodynamic potential for the given (nˆ, ϕ). The order parameters
(nˆ, ϕ) in the equilibrium are determined by minimizing the thermodynamic potential.
Before going to self-consistent calculation in a slab geometry, let us first solve the
gap equation in the thermodynamic limit, where dµν(r) is assumed to be spatially
uniform and we ignore a magnetic field for simplicity. The quasiclassical propagator
g at the limit is obtained in Eq. (195). Then, the gap equation (316) is recast into
dµν
(
1− 3|g|J (2)ν
)
= −g˜D
(
3δµνdγγJ
(2)
γ − 2dµνJ (2)ν + 3dνµJ (2)µ
)
,(317)
where J
(n)
µ ≡ π〈kˆnµ/[ω2n + |d(kˆ)|2]1/2〉kˆ,n. We regard the contribution of the dipole
interaction as a small perturbation, which reduces the gap equation (317) to
dµν
(
1− 3|g|J (2)ν
)
= − g˜D
3|g| (3δµνdγγ − 2dµν + 3dνµ) . (318)
The higher order terms on g˜D are neglected. Without loss of generality, the zˆ-axis in
the thermodynamic limit is set to be parallel to the nˆ-vector. Substituting the order
parameter of the distorted B-phase in Eq. (42) into Eq. (318), one obtains the set of
three equations for the amplitudes ∆‖ and ∆⊥ and angle ϕ,
∆⊥
∆‖
(
1− 3|g|J (2)z
)
= −g˜DJ (2)z
(
3 cosϕ+ 2
∆⊥
∆‖
)
, (319)
1− 3
2
|g|(J (0) − J (2)z ) =
g˜D
2
(J (2)z − J (0))
(
7 cosϕ+ 3
∆⊥
∆‖
)
, (320)
1− 3
2
|g|(J (0) − J (2)z ) = −
5
2
g˜D(J
(0) − J (2)z ). (321)
Equations (320) and (321) determine the relative angle ϕ of the rotation matrix within
the lowest order on g˜D as
ϕ = cos−1
(
−1
4
∆⊥
∆‖
)
. (322)
This is consistent to the so-called Leggett angle that was obtained in Refs. [338, 339,
340, 341] and from Eq. (312). The orientation of the nˆ-vector is determined by the
competition between the dipole interaction, magnetic field, and pair breaking effect
at the surface.
We now microscopically determine the angle ϕ that minimizes the thermodynamic
potential with the self-consistent solutions. First, we consider the case of a
perpendicular magnetic field H ‖ zˆ in a slab geometry. In this situation, the nˆ-
vector is always oriented to the surface normal direction, regardless of the value of H .
The main panel of Fig. 18 shows the field-dependence of ϕ for H ‖ zˆ and the inset is
the D-dependence at zero fields, where we fix T = 0.2Tc0 and D = 20ξ0. As seen in
the inset of Fig. 18, the D-dependence of ϕ at zero fields is in good agreement with
Eq. (312) in the basis of the Ginzburg-Landau analysis. The angle ϕ approaches zero
at the critical thickness D ≈ 9.8ξ0 that the A-B phase transition occurs. As seen in
the main panel of Fig. 18, the angle ϕ is relatively insensitive to the increase of the
applied field H .
Similarly with the Ginzburg-Landau regime, in the case of a parallel field H ‖ xˆ,
there exists the critical field H∗ at which the nˆ changes the orientation from the
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Figure 18. Field-dependence of the stable Leggett angle ϕ for H ‖ zˆ at
T = 0.2Tc0 and D = 20ξ0, where the nˆ-vector is aligned to the zˆ-axis. The
first-order A-B phase transition occurs at µnH/πTc0 ≈ 0.09 corresponding to
0.36T. The inset of (a) shows the D-dependence of the Leggett angle ϕ at H = 0
and T = 0.2Tc0. The solid curve in the inset is obtained from Eq. (312). Figures
adapted from Ref. [342].
Figure 19. Thermodynamic potential on the unit sphere of nˆ, δΩ(nˆ), at
µnH/πTc0 = 9.2× 10−4 (a) and 0.0061 (b) where we fix ϕ/π = −0.5537 that
minimizes the dipole interaction at zero fields. We also set H ‖ xˆ and T/Tc0=0.2.
The bright (dark) color depicts the higher (lower) energy, and the crosses in (a)
and (b) correspond to the minimum point of δΩ. (c) Field dependence of ℓˆz
estimated with the stable (nˆ, ϕ) for Λ˜D/Λ
2=2×10−4 (the solid line) and 2×10−5
(the dashed line). Figures adapted from Ref. [49].
surface normal. Figures 19(a) and 19(b) depict the energy landscape δΩ on the unit
sphere of nˆ, where δΩ in Eq. (300) is estimated with the self-consistent solution of
the quasiclassical propagator for a fixed (nˆ, ϕ). As shown in Fig. 18, the angle ϕ is
insensitive to H in the limit of the weak field. We therefore fix ϕ to be the value
that minimizes the thermodynamic potential at zero fields. The stable configuration
of nˆ is determined as a consequence of the interplay between dipole interaction and
Zeeman energy. In the weak field regime, as seen in Fig. 19(a), δΩ for a weak field
has a minimum point at which the nˆ-vector points to the zˆ-axis. This corresponds
to the case of H < H∗ with ℓˆz(nˆ, ϕ) = 0 in Fig. 17. In contrast, in the relatively
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stronger field, as shown in Fig. 19(b), the nˆ-vector tends to tilt from the surface normal
direction. The resultant ℓˆz becomes nonzero once nˆ tilts from the surface normal.
The field dependence of ℓˆz estimated with the stable configuration of (nˆ, ϕ) is
displayed in Fig. 19(c). In the limit of the low field, ℓˆz is locked to be ℓˆz = 0,
which ensures the existence of surface Majorana fermions protected by the hidden Z2
symmetry. ℓˆz stays zero up to the critical value µnH
∗/πTc0≈0.001, which is consistent
with the Ginzburg-Landau analysis in Sec. 8.2. The critical field is estimated as
H∗ ≈ 20-30G depending on pressure. For H ≥H∗, the topological order ℓˆz becomes
nonzero, which triggers off the spontaneous breaking of the hidden Z2 symmetry
and simultaneously the topological phase transition, as discussed in Sec. 5.1. At the
topological phase transition H∗, the surface Majorana fermion acquires the effective
mass ℓˆzγH/2 and the topological phase transition triggered by spontaneous symmetry
breaking is not accompanied by closing the bulk gap.
8.4. Surface spin susceptibility and odd-frequency pairing
In the previous subsections, we have illustrated that in the superfluid 3He-B confined
in a slab, there is the critical field H∗ at which the topological phase transition is
concomitant with the spontaneous breaking of the hidden Z2 symmetry. The critical
field is characterized by the topological order ℓˆz and its amplitude parametrizes the
effective mass gap that surface Majorana fermions acquire in the non-topological
phase, as shown in Sec. 5.1. The nonzero value of ℓˆz implies the tilting of the nˆ-
vector from the surface normal direction. In this subsections, we will examine a
remarkable physical consequence of the topological order ℓˆz, that is the anomalous
magnetic response of surface Majorana fermions and emergent odd-frequency even-
parity pairing.
As clarified in Secs. 5.1 and 6.3, the Majorana fermion that is bound to the
surface in the symmetry protected topological phase yields the multifaceted properties,
the Ising magnetic response and the odd-frequency pairing. The former is a direct
consequence of the symmetry protected topological phase with ℓˆz = 0, which indicates
that the surface Majorana fermion cannot be coupled to a parallel magnetic field and
remains gapless unless ℓˆz is nonzero. For a parallel field weaker than H
∗, therefore, the
surface Majorana fermion is not responsible for the enhancement of the surface spin
susceptibility. As discussed in Sec. 6.3, however, the odd-frequency pairing that is the
another aspect of the surface states yields paramagnetic response, once the ℓˆz becomes
finite. Therefore, it is expected that the topological phase transition at H = H∗ is
accompanied by the anomalous enhancement of the surface spin susceptibility. We
here quantitatively examine the field dependence of the spin susceptibility in the basis
of the fully self-consistent calculation of quasiclassical equations.
In Fig. 20(a), we plot the field dependence of the local spin susceptibility on
the surface, χµx(z = 0), where χµν is defined with the magnetization density Mµ(z)
under a a magnetic field H ‖ rˆν as χµν(z)/χN≡Mµ(z)/MN. The local magnetization
density Mµ(z) is defined in Eq. (212) with that in the normal state MN. It is seen
from Fig. 20(a) with the solid line that for H ‖ zˆ, the local spin susceptibility on the
surface, χzz(0), is considerably enhanced, compared with χzz(z = 10ξ) (the dashed
line).
In contrast, when the parallel field (H ‖ xˆ) is applied, the magnetization Mµ(z)
on the surface is sensitive to the orientation of ℓˆ. It is seen in Fig. 20(b) with the
dashed line that Mx(z) at H=9.2×10−4πTc0/µn < H∗ is strongly suppressed in the
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Figure 20. (a) Field dependence of χµν(z)/χN at T =0.2Tc0. The solid (dashed)
lines denote χzz(0) (χzz(10ξ)) for H ‖ zˆ and the symbols correspond to χµx(0)
for H ‖ xˆ. (b) Mµ(z) for H ‖ xˆ at µnH/πTc0=9.2×10−4 (dashed line) and 0.0018
(solid lines), where My,z at µnH/πTc0 =9.2×10−4 are zero. All data are taken
with ΛD/Λ
2=2×10−4. Figures adapted from Ref. [49].
surface region. This implies that the surface Majorana fermion does not contribute to
the magnetization Mx(z) and is consistent with the property of the Majorana Ising
spins discussed in Secs 5.1 and 7.3.
In the relatively high field H = 0.0018πTc0/µn > H
∗, however, Mx(z) is
enhanced around the surface, while the nonzero Mz(z) that is the magnetic response
perpendicular toH ‖ xˆ emerges in the surface region. This emergence ofMz(z) on the
surface reflects the stable configuration of (nˆ, ϕ), where ℓˆz=Rxz(nˆ, ϕ) deviates from
zero but is less than unity. As displayed in Figs. 20(a) and 20(b), the magnetic field
within the range of 0< ℓˆz< 1 significantly induces Mz(z) and χzx(z) on the surface,
where the surface Majorana fermion opens a finite energy gap. In this situation, the
hidden Z2 symmetry is no longer held and the winding number w in Eq. (154) is
ill-defined.
Figures 21(a) and 21(b) show the momentum resolved surface density of states
N (kˆ, z;E) defined in Eq. (228) and the OTE pair amplitude |RefOFz (kˆ, z = 0;E)|,
respectively. Here, we set T = 0.2Tc0 and H = 0, where ℓˆz = 0 is favored. It
is clearly seen that there exists the gapless surface bound state with the dispersion
of the Majorana cone, E(k‖) = ∆0k‖/kF. The momentum dependence of the OTE
pairing traces that of the surface state N (kˆ, z;E), which indicates that the surface
density of states is equivalent to the OTE pair amplitude, described in Eq. (227). We
also confirm that fOFx = f
OF
y = 0, which is consistent to Eq. (223).
The field-dependence of the surface spin susceptibility at T = 0.2Tc0 is plotted in
Fig. 21(c). This numerically confirms the prediction obtained from the argument of
the discrete symmetry in Sec. 6.3. For time-reversal invariant superfluids, the surface
spin susceptibility is generally divided into two contributions, χsurf = χN+χ
EP+χOP,
i.e., the contributions from even-parity and odd-parity pair amplitudes, χEP and χOP.
As discussed in Sec. 6.3, the additional discrete symmetries preserved by the 3He-
B impose strong constraint on the emergent Cooper pair amplitudes on the surface.
As a consequence of the constraint, the surface spin susceptibility of the symmetry
protected topological superfluid 3He-B is recast to χsurf = χN+
√
1− ℓˆ2zχOP + ℓˆzχEP
as shown in Eq. (224) and the contribution of the OTE pairing is parameterized by
the topological order ℓˆz. In the symmetry protected topological phase with ℓˆz = 0,
therefore, only the ETO pair amplitudes can contribute to χsurf and the OTE pairing
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Figure 21. (color online) Momentum resolved surface density of states N (kˆ, z =
0;E) (a) and the OTE pair amplitude |RefOFz (kˆ, z = 0;E)| (b). (c) Field-
dependence of the surface spin susceptibilities, χ(0), χOP(0), and χEP(0) at
T = 0.2Tc0. Figures adapted from Ref. [324].
is not coupled to the applied magnetic field H ‖ xˆ. The emergent ETO pairing at
the surface is constrained by the discrete symmetry associated with the π-rotation
in the spin space as fEF = (fEFx , f
EF
y , 0). This implies that the d-vector has the
component parallel to the applied magnetic field, d ·H 6= 0. Therefore, the emergent
ETO pairing suppresses the surface spin susceptibility as well as that in the bulk,
χsurf = χN + χ
OP < χN.
For the non-topological phase with ℓˆz 6= 0 corresponding to H > Hc, however,
only the OTE pairing fOPµ is responsible for the surface spin susceptibility, while the
ETO pairing is not coupled toH . In accordance with the Ginzburg-Landau analysis in
Sec. 6.3, the OTE pairing yields paramagnetic response to the applied field, resulting
in χEP > 0. In contrast, for H ⊥ zˆ, ℓˆz = 1 corresponds to fEF ·H = 0, implying
d ⊥ H = 0. Hence, ETO pairing does not contribute to the total spin susceptibility
and χ ≈ χN + χEP > χN. As shown in Fig. 21(c), the OTE pair amplitudes maintain
the paramagnetic response even in low temperatures beyond the Ginzburg-Landau
regime. Hence, the surface spin susceptibility anomalously enhances at the critical field
Hc and the drastic change of the magnetic response is attributed to the change of the
Cooper pair amplitudes that couple to the applied field. Owing to the paramagnetic
response of the OTE pair amplitudes, the resultant spin susceptibility at the surface
exceeds χN.
We plot in Fig. 22 the temperature dependence of the spatially averaged spin
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Figure 22. (color online) Temperature-dependence of the spatially averaged spin
susceptibilities, 〈χ〉, 〈χOP〉, and 〈χEP〉 at µnH = 0.009πTc0 and D = 20ξ0. We
also plot the spin susceptibility of the bulk 3He-B in Eq. (323), χbulk. Figure
adapted from Ref. [324].
susceptibility, 〈χ〉 ≡ 1D
∫D
0
χ(z)dz, at µnH = 0.009πTc0 corresponding to the non-
topological phase. For comparison, we plot the spin susceptibility in the bulk B-phase
given with the Fermi liquid parameter F a0 by
χbulk =
(1 + F a0 )[2 + Y (T )]
3 + F a0 [2 + Y (T )]
χN, (323)
where Y (T ) is the Yosida function [3]. The nonlinear effect of the Zeeman magnetic
field on the spin susceptibility was investigated by Fishman and Sauls [128] for the
bulk 3He-B and in Ref. [71] for a restricted geometry.
It is seen in Fig. 22 that the T -dependence of 〈χ〉 in a slab exhibits the non-
monotonic behavior, where there exists a critical temperature below which 〈χ〉
increases as T decreases. We now identify that the increase of 〈χ〉 in the low
temperature regime reflects the coupling of the applied field to the OTE pairing that
yields paramagnetic response. In high temperature regime, the continuum states
with E > ∆ dominate the spin susceptibility, whose temperature dependence is
characterized by the Yosida function. As T decreases, however, the OTE pairing
gradually grows, while the contributions from the continuum states exponentially
decreases. Hence, the increase of the averaged spin susceptibility 〈χ〉 in the low T
region of Fig. 22 indicates the enhancement of local magnetization density at the
surface, while the behavior in the high T regime is dominated by the magnetization
density in the central region of the system. This non-monotopic behavior of 〈χ〉may be
observable only in the non-topological phase. Since the OTE pairing is not responsible
for the susceptibility in the symmetry protected topological phase within H < H∗,
the T -dependence follows that of χN + 〈χOP〉 in Fig. 22.
According to the sum rule, the static spin susceptibility 〈χ〉 is obtained by
integrating the absorptive part of the dynamical spin susceptibility over all the
frequency [336, 337]. Hence, the temperature- and field-dependences of 〈χ〉 are
detectable through NMR experiments [155]. The field and temperature dependences
of 〈χ〉 may unveil the surface state of the symmetry protected topological superfluid
3He-B.
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9. Detecting Majorana fermions
In this paper, it has been demonstrated that the nontrivial topological superfluidity of
3He-B confined in a slab geometry is protected by the time-reversal symmetry, when a
magnetic Zeeman field is absent. The surface is accompanied by the helical Majorana
fermion with the gapless energy Esurf(k) =
∆0
kF
|k‖|. The remarkable consequence of
helical Majorana fermions is that the low-energy surface density of states is not coupled
to the local density fluctuation, and yields the Ising anisotropic magnetic response. In
addition, the surface states exhibits the odd-frequency Cooper pair amplitudes that are
responsible for the anomalously large magnetic response when the Majorana fermion
acquires an effective mass generated by the spontaneous breaking of the hidden Z2
symmetry. Here, we summarize the effort that has been made for seeking Majorana
fermions in superfluid 3He.
9.1. Heat Capacity
In the previous sections, we have clarified that the surface bound states with and
without a magnetic field is describable with the 2+ 1-dimensional Majorana equation
and its dispersion is isotropic and linear on |k‖| (see Fig. 23(a)). The two-dimensional
relativistic dispersion is responsible for the linear behavior of the low-energy density
of states at the specular surface,
N (z = zsurf , E) ∝ |E|. (324)
The local density of states, N (z, E) = α|E|, at the surface gives rise to a power-law
behavior of the specific heat, C(T ) ∝ T 2, for low temperatures T ≪ Tc. This is
distinctive from the bulk contribution leading to the BCS-like exponential behavior
of C(T ). The temperature dependence of the heat capacity of 3He-B confined in a
slab geometry is plotted in Fig. 23, where the low-temperature C(T ) is deviated from
the exponential behavior and follows the power-law behavior T 2. A magnetic field
sufficiently larger than the critical field H∗ (i.e., ℓˆz = 1) makes a finite energy gap
in the Majorana cone. As shown in Fig. 23, the resultant C(T ) is deviated from the
power-law behavior, which reflects the existence of multiple gap scale ∆0 and γH/2.
Note that since the low-energy density of states is sensitive to the condition of the
surface and the diffusive surface considerably increases the amount of density of states
at the zero energy [106, 108, 152, 343].
The first precise measurement of the surface specific heat was performed in
the experimental group in Northwestern University [160], which reported the clear
deviation of C(T ) from that of the bulk 3He-B in the vicinity of the transition
temperature Tc0. The measurement of C(T ) in lower temperatures down to T =
135 µK was performed in Ref. [329] by reanalyzing the experimental data in Ref. [344].
They observed a 10 % deviation from the heat capacity of the bulk superfluid 3He-B
at T = 135 µK. The deviation is attributed to the contribution from the surface
Majorana cone.
9.2. Transverse acoustics
The transverse zero sound is a manifestation that 3He is a strongly correlated Fermi
liquid in low temperatures. The transverse sound in the collisionless regime was
originally predicted by Landau in 1957, which is the propagation of a transverse
oscillation of the Fermi surface [345]. The restoring force is provided by strong
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Figure 23. Specific heat C(T ) for kFξ =20 with and without a magnetic field
parallel to z-axis, where the both axes are plotted with the logarithmic scale. The
solid line depicts the BCS-like exponential behavior in the bulk region. Figure
adapted from Ref. [69].
quasiparticle interactions through the current density fluctuation. Although the
transverse wave has been experimentally examined in the normal 3He that is well
describable as a Fermi liquid, the observation still remains controversial [346, 347, 348].
The dispersion and attenuation of transverse sound are determined by the
conservation law of momentum,
ωδjµ(q, ω)− 1
m
δΠµν(q, ω)qν = 0. (325)
where δj is the fluctuation of the current density and δΠµν is the momentum tensor.
This is supplemented by the quasiclassical transport equation that generalizes the
Landau’s kinematic equation in superfluids. In accordance with the Fermi liquid
theory, there exist two different sound waves: Longitudinal and transverse sound
waves. The longitudinal sound propagates in the quantum liquid through the
local density fluctuation. Since the wavelength is much shorter than the superfluid
coherence length and no low-lying fermionic excitations exist in the bulk 3He-B,
the attenuation of longitudinal sound has been established as a high resolution
spectroscopy for low-lying bosonic collective modes in the bulk 3He-B. Owing to
the Majorana nature of surface states, however, the Majorana fermion might not
be coupled to the longitudinal sound wave.
The other sound wave, the transverse sound, propagates the transverse current
fluctuation and its coupling to the surface state is not forbidden by the Majorana
nature. In particular, in the superfluid phase, the transverse current propagates as
sound wave owing to the coupling to low-lying bosonic collective modes [349, 350]. The
transverse current is obtained by projecting the current fluctuation to the transverse
circular polarization vector, eˆ(±) = 1√
2
(xˆ ± iy) as δj± ≡ δj · eˆ(±)∗, where xˆ and yˆ
are unit vectors normal to the propagation direction qˆ ≡ q/|q|. The dispersion of
transverse current propagation is obtained from Eq. (325) as [349, 350]
ω
qvF
=
2
5
(
1 +
F s1
3
){
1√
2
δg
(2,±)
0 (q, ω)
δg
(1,±)
0 (q, ω)
}
(326)
The restoring force δg
(2,±)
0 /δg
(1,±)
0 is determined by the momentum tensor coupled to
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the transverse current fluctuation δj± ∝ δg(1,±)0 . The momentum tensor δg(2,±1)0 is
obtained by solving the quasiclassical transport equation, which is given for the bulk
3He-B as
δg
(2,±1)
0 =
F s1
3 + F s1
(qvF
ω
)
ξ1(q, ω)
{
1√
2
δg
(1,±1)
0 (q, ω)
}
+
( ω
2∆
)
Λ1(q, ω)D−2±1(q, ω). (327)
The restoring force is contributed from the order parameter fluctuation D−2±1 in
addition to quasiparticle interactions with F s1 . The collective modes D−2±1 coupled
to the current fluctuation are categorized to (J,MJ)
K = (2,±1)− modes in terms of
the total angular momentum of the Cooper pair, J , the projection along the qˆ-axis,
MJ = −J, · · · ,+J , and the parity under particle-hole conversion, K = ±. The modes
are called the squashing mode, whose dispersion Ω2−(q) at zero fields is given in the
bulk 3He-B as [Ω−2±1(q)]
2 = 125 ∆
2
0+
2
5 (vFq)
2. To this end, the dispersion of transverse
sound wave is (
ω
qvF
)2
=
F s1
15
ρn(ω) +
2F s1
75
ρs(ω)
ω2
(ω + iΓ)2 − [Ω−2±1(q)]2
. (328)
The response function ρs(ω) is the generalized Tsuneto function, and ρn(ω) and ρs(ω)
reduce to noncondensate and condensate densities in the limit of ω → 0, respectively.
The restoring forces for transverse sound in 3He-B are therefore contributed from the
bosonic collective modes in addition to the quasiparticle interactions.
The dispersion of transverse sound is independent of its circulation when the time-
reversal symmetry is preserved. The magnetic Zeeman field, however, gives rise to the
splittings of J = 2− collective modes as Ω2−(q,H) = Ω2−(q, 0)+MJg2−ωL, where g2−
is the g-factor for J = 2− modes and ωL is the effective Larmor frequency [339, 351].
The dispersion of the left (right) circularly polarized wave is obtained from Eq. (328) by
replacing Ω−2±1(q) to Ω
−
2±1(q,H). The field-induced mode splittings are responsible for
the circular birefringence of transverse waves, where the phase velocity C+ ≡ Re[ω+/q]
for the left circularly polarized wave is deviated by the magnetic field from that for
the right circularly polarized wave, C+ 6= C−. The circular birefringence gives rise to
the acoustic analogue of the magneto-optic Faraday effect in which the direction of
a linearly polarized wave rotates along the direction of propagation with the period
proportional to the inverse of the Zeeman splitting [349, 350].
The acoustic Faraday effect was first observed in Ref. [352]. The Faraday effect
in transverse sound has been established as a high-resolution spectroscopy for low-
lying bosonic excitation spectra in the bulk superfluid 3He-B [353, 354, 355, 356, 357],
because the quasiparticle states are empty up to the threshold of the pair breaking.
In particular, the phase velocity of transverse sound waves observed in experiments
is in quantitatively good agreement with that calculated from Eq. (328), while
the unexpected behavior of the attenuation was observed in the frequency range
1.6 . ω/∆0 . 2.0 in Ref. [355]. The attenuation becomes saturated to the temperature
independent value at low temperatures that is anomalously larger than that expected
from theoretical calculation in Eq. (328). Since the fraction of thermally excited
quasiparticles exponentially decreases in low temperatures, the damping mechanism
of transverse sound through the coupling to background quasiparticles can be ruled
out. Hence, the experimental observation in Ref. [355] suggests that the anomalous
attenuation might be attributed to the coupling of transverse sound waves with surface
Andreev bound states, namely, the Majorana cone.
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Using the AC-cut quartz transducers immersed in liquid 3He, Aoki et al. [162]
measured the complex transverse acoustic impedance of the superfluid 3He-B. The
impedance is defined as the ratio of the shear stress Πxz to the wall velocity ux,
Z = Z ′+ iZ ′′ ≡ Πxz/ux, where the surface is set to be in the x-y plane. In a pure 3He
system, the wall that corresponds to the surface of the transducer is fully diffusive. In
the diffusive limit, it has been predicted that surface bound states form a nearly flat
band within the low-energy region of |E| ≤ ∆∗ [152, 106, 108]. The surface density
of states has a very sharp edge at E = ∆∗ that is smaller than the bulk energy gap
∆0. The temperature dependence of the complex impedance observed two different
energy scales ∆∗ and ∆0 [162, 163, 164, 165, 166, 167, 168, 169] as a kink and peak
in Z ′(T ) and Z ′′(T ).
The remarkable point is that the surface specularity is controllable by coating
the wall of the transducer with thin layers of 4He. The roughness on the surface
can be reduced by 4He atoms that are selectively absorbed onto the wall. The surface
acoustic impedance measurement under well controlled surface conditions has revealed
the spectroscopic details of the surface bound states, such as the dispersion and the
surface-condition dependence of the surface states. With increasing the specularity,
they observed the surface condition dependence of surface bound states that is the
reduction of the zero energy density of states and the behavior of ∆∗ − ∆0 →
0 [165, 168, 169]. All the measurements are well explained by the quasiclassical
Keldysh theory with random S-matrix model for surface roughness [153, 108].
9.3. Quantized thermal Hall conductivity
In Sec. 5.2, we have illustrated that there exist 2 + 1 massless or massive Majorana
fermions in the surface of 3He confined in a slab geometry and the low-energy surface
states are described by the effective action Ssurf in Eq. (159). The effective mass is
associated with the spontaneous breaking of the hidden Z2 symmetry. The nontrivial
property of the massive Majorana fermions is characterized by the topological invariant
N2 introduced in Eq. (160).
Here let us remind a similar situation in topological insulators: Three-dimensional
topological insulators are accompanied by two-dimensional Dirac fermions. When
magnetic impurities are sprinkled in the surface region, the Dirac fermion acquires
an effective mass. Similarly with 3He-B confined in a slab under a magnetic field,
the massive Dirac fermion yields the nontrivial topological property characterized
by N2 = sgn(M)/2, where M is the effective mass of the Dirac fermion. This is
responsible for the half-quantum Hall effect that the Hall conductivity σH is quantized
in units of e2/h as σH = N2e
2/h [28]. This is a manifestation of topological nontrivial
nature of surface Dirac fermions emergent in three-dimensional topological insulators.
For superconductors and superfluids, however, the U(1) gauge symmetry is
spontaneously broken. This implies that the Hall conductivity is not quantized
even if N2 is nonzero. Instead, in the case of unconventional superconductors, it
has been pointed out that the spin Hall conductivity is quantized when the spin-
rotation symmetry is preserved [60, 358]. However, this cannot be applied to the
case of the superfluid 3He-B, because the surface Majorana fermion spontaneously
breaks the SU(2) symmetry in the spin space. Even though the U(1) gauge
symmetry and spin rotation symmetry are absent, massive two-dimensional Majorana
fermions that are bound to the surface of 3He-B carry the Hall component of the
nondissipative thermal transport. This is the consequence of the energy conservation.
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Hence, the massive Majorana fermion carries the quantization of the thermal Hall
conductivity [60, 173, 174, 175, 176],
κH = N2
π2k2B
6h
T. (329)
Note that Shiozaki and Fujimoto [176] clarified the relation between bulk winding
number of three-dimensional topological superconductors and the thermal response.
This quantized transport quantity manifests the nontrivial topological property
of massive Majorana fermions emergent in 3He-B. However, we also notice that in
contrast to superconductors, Nambu-Goldstone modes remain gapless in the case
of superfluids. The order parameter fluctuation modes contribute to the thermal
conductivity through the vertex corrections [359], which may deviate κH from the
quantized value. We also notice that the thermal response of the 3He-A in a thin film
that is a time-reversal breaking topological superfluid is characterized by the Chern
number [177].
9.4. Spin dynamics in a restricted geometry
Probing the spin dynamics has been a fingerprint to determine the structure of the
Cooper pair states of superfluid 3He. The theoretical study on the spin dynamics
was initiated by Leggett who proposed the coupled equations of motions for the
spin and order parameters of the superfluid, S and d, respectively [337, 361, 362].
The theory has succeeded in explaining the NMR properties of the superfluid 3He
in both the linear and nonlinear regimes [1, 363]. The keys to understand them are
the nuclear dipole-dipole interaction and the spontaneous breaking of relative spin-
orbit rotation symmetry. The contributions of all the spins that have no correlation
on their directions average to zero and the resulting magnetic field generated by the
dipole interaction vanishes in the lowest order of the perturbation theory with respect
to the nuclear dipole constant gD ≡ µ2n/a3, where a is the mean interatomic distance.
As a result, the NMR frequency in the normal 3He is the Larmor frequency ωL = γH ,
where γ is the gyromagnetic ratio of 3He nuclei. In the superfluid phases of 3He,
however, the spin rotation symmetry is spontaneously broken. The symmetry breaking
generates the nuclear dipolar field, which is responsible for a large shift of the NMR
frequency [336]. Indeed, the longitudinal frequency shift in the 3He-B is given by
ΩB ≡ ω − ωL = (3πγ2∆2B(T )/2g2χB)1/2 which is distinguishable from that of the
3He-A, ΩA, as Ω
2
B/Ω
2
A = 5/2 [337].
It has also been clarified that the Leggett equation well describes the nontrivial
nonlinear phenomenon that is the ringing of magnetization after a sudden change of
an applied field, H → H + δH . The linear and nonlinear ringing phenomena without
damping have been theoretically studied by Maki and Tsuneto for the A phase [364],
Brinkman [365] and Maki and Hu [366, 367], independently, for the B phase. For
the bulk 3He-B where nˆ = zˆ and ϕ = cos−1(−1/4) in the equilibrium at zero fields,
the change of the magnetization after a sudden application of δH along the zˆ-axis
generates a torque on the spin axis, while the nˆ-vector is fixed to be parallel to the
field H ‖ zˆ, i.e., ∂tnˆ(t) = 0. The angle ϕ(t) oscillates with the longitudinal resonance
frequency ΩB, when δH ≪ ΩB/γ [366]. In the opposite limit where δH ≫ ΩB/γ, the
ringing frequency approaches δω = γδH . Webb et al. [368, 369] first observed the
linear and nonlinear ringing phenomena in both 3He-A and B confined in a cylindrical
container with a magnetic field parallel to the wall. The ringing mode is generated by
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using the technique of a sudden change of the field. The experimental results are in
qualitatively good agreement with the theoretical predictions.
A remarkable observation was made by Webb et al. [370], who experimentally
determined the critical field above which the nˆ-vector is tilted from the surface normal.
They extracted the temperature dependence of H∗ in the vicinity of Tc through the
systematic studies of the properties of the “wall-pinned” ringing mode in 3He-B.
Here, the liquid 3He is confined in a single slab cavity (a long rectangular cavity
with 1.0mm× 10.0mm× 23mm) with the thickness 1.0 mm, and both H and δH are
parallel to the walls. Hence, the critical field observed by Webb et al. [370] is nothing
but H∗ at which the topological phase transition occurs together with the spontaneous
symmetry breaking (see Figs. 2 and 17).
The wall-pinned ringing mode in the 3He-B was first predicted by Brinkman [365]
and Maki and Hu [366, 367], independently. The damping effects were taken into
account by Leggett [371] and Maki and Ebisawa [372]. Let us now consider the
experimental situation in Ref. [370], where a static magnetic filed is applied along
the wall, H ‖ xˆ. In the low field regime, H ≪ H∗, the nˆ-vector and ϕ are forced by
the dipole interaction energy to be nˆ ‖ zˆ and ϕL = ϕ = cos−1(−1/4), while the spin
is parallel to the applied field S ‖ xˆ. This configuration corresponds to the symmetry
protected topological phase with ℓˆz = 0 (see Fig. 17). The wall-pinned ringing mode is
generated by a sudden removal of the static field. In the limit of H, δH ≪ ΩB/γ, since
the gain of the kinetic energy provided by the field change, Ekin =
1
2χ(δH)
2, is much
smaller than the dipole interaction energy (306), the spin dynamics is constrained to
be on the local minima of the dipole interaction energy so that ϕ(t) = ϕL is fixed for all
time. The Leggett equation with the constraint has a solution with ∂t(nˆ ·S) = 0 and
∂tS ∝ nˆ [365]. The wall-pinned mode corresponds to the mutual rotation of nˆ and S
where the total magnetization is conserved. In the weak field limit, the magnetization
harmonically oscillates with the ringing frequency ωr =
√
2/5(γδH).
In Ref. [370], the wall-pinned mode is no longer observed for H > H∗, which
implies that nˆ is tilted by the magnetic field energy from the surface normal and
the non-topological phase without the Z2 symmetry (i.e., ℓˆz = +1) is realized. The
critical field observed in Ref. [370] is around 10 G in the vicinity of Tc, which is the
same order as H∗ ∼ 20-30 G obtained from the microscopic calculation in Sec. 8.
However, we would like to mention that the experiments were done in the narrow
temperature range 1 − T/Tc . 0.015 and the surface is not coated by the 4He layer,
i.e., the diffusive surface. The observation of H∗ in the whole temperature region and
the effect of the surface condition remain as unresolved problems.
For H ≫ H∗, the nˆ-vector texture that satisfies ℓˆz = ±1 was observed by
transverse NMR measurements in a parallel plate geometry [155, 157]. In both the
experiments, the magnetic field is applied along the plates. NMR techniques have been
developed to reveal the phase diagram in a restricted geometry [112, 113, 114, 115,
116, 117, 118]. Most recently, Levitin et al. [117, 118] has succeeded in uncovering the
nˆ-textures and the confinement-induced order parameter distortion in a thin slab well-
controlled surface condition. In these experiments, a magnetic field is perpendicular
to the surface, where the Z2 symmetry that is the combination of the time-reversal
and spin π-rotation is explicitly broken. Using a sensitive SQUID NMR spectrometer,
Levitin et al. [117, 118] observed in the B-phase positively and negatively shifted NMR
signals. The former is attributed to the configuration of ℓˆz = +1 that minimizes
both the magnetic and dipole energies, while the negative shift is explained by the
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configuration of ℓˆz = −1 where nˆ ⊥ Hˆ ‖ zˆ and ϕ = π. The latter configuration does
not minimize the nuclear dipole energy, but may be stable in a magnetic field much
higher than the dipolar field (H ≫ HD ∼ 50G).
9.5. Electron spin relaxation
As discussed in Sec. 3.3, the helical Majorana fermion is insensitive to the local density
fluctuation. This implies that the Majorana fermion does not alter the mobility of
electron bubbles injected into the free surface of 3He [360]. The Ising-like magnetic
response of the surface bound states is the direct consequence of nontrivial topological
property of the superfluid 3He-B. Chung and Zhang [65] proposed the most direct way
to detect the Majorana Ising spin through an electron spin relaxation experiment. The
experimental setup may be realized by injecting electron bubbles below the free surface
of the liquid 3He. The spin of the injected electron bubbles interact with the spins of
3He nuclei through the magnetic dipole-dipole interaction. Therefore, the relaxation
of the spins of injected electron bubbles reflects the anomalous spin anisotropy of
low-energy surface bound states, when the electrons are injected in the vicinity of the
surface. Owing to the Majorana Ising spin, the spin relaxation time T1 is determined
by the orientation of the applied Zeeman field as
T−11 ∝ sin2 θH , (330)
in low temperatures [65, 69], where θH is the angle of the applied field tilted from the
surface normal (the geometry is depicted in Fig. 3). Hence, this offers a spectroscopy
for spin susceptibility of topologically protected Majorana fermons that are bound to
the surface.
The local relaxation time T1(r, θH) is obtained from the spin-spin correlation
function χµν(r1, r2;ωn)≡〈〈Sµ(r1)Sν(r2)〉〉ωn with the local spin operator Sµ(r). The
explicit expression for T−11 is given as [65, 69]
1
T1(r, θH)
=T lim
ω→0
ImχθH (r, r;ω)
ω
, (331)
where χθH is defined as χθH ≡ χxx cos2 θH +χyy +χzz sin2 θH . This formalism takes
account of all quasiparticle states including the continuum states. For simplicity, we
here assume a contact interaction between injected electrons and 3He atoms. We also
consider a weak filed regime in which the nˆ-vector is aligned along the zˆ-axis that is
normal to the surface. In accordance with the Majorana Ising nature in Eqs. (112)
and (145), then, only the χzz component remains nonzero, resulting in Eq. (330).
We present in Fig. 24 the numerical results on T−11 (θH ) obtained from the
full numerical calculation of the BdG equation with a specular boundary condition.
Figure 24(a) shows the temperature-dependence of 1/TT1(θH) for L = 0.24ξ0 and
10ξ0, where L is the depth of the injected electrons from the surface. The coherence
peak is observed only in the case of θH = 0 and L = 10ξ0. This corresponds to the
situation that the electrons are injected in the central region of the slab and the applied
field perpendicular to the surface opens a finite energy gap in the Majorana cone. The
coherence peak that characterizes the full gap nature of the low-energy quasiparticle
states is however fragile against the orientation of the magnetic field. Indeed, the
coherence peak disappears in the case of θH = π/2 where helical Majorana fermions
remain gapless. It is seen from Fig. 24(b) that T−11 is strongly suppressed in the low
temperature region, when the DC field is applied along the surface normal direction
(θH = 0). As H is tilted from the surface normal direction, the relaxation time T1
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Figure 24. Relaxation time T1(θH ) of injected electrons through the interaction
with 3He atoms: (a) T -dependence of 1/TT1(θH ), (b) 1/T1(θH ), and (c) θH -
dependence at L=0.24ξ. Here, L denotes the depth of the injected electrons from
the surface. In (a), T1(θH ) is scaled by the relaxation time at T =Tc0, T
c
1 . The
parameters are set to be kFξ0=20 and D = 20ξ0. Figures adapted from Ref. [69].
decreases, which indicates that the surface Majorana fermions contribute to the spin
relaxation of electron bubbles.
This anisotropy is well explained by the concept of the Majorana Ising spin that
leaves only χzz finite in χθH . The θH -dependence is displayed in Fig. 24(c), where
T−11 (θH)∝sin2 θH is observed in low temperature regime T .0.2Tc. The contribution
of the continuum states with |E|>∆0 is negligibly small in this temperature regime.
As temperature increases, however, the anisotropic behavior of T1 is spoilt by the
thermal excitation of the continuum states. It should be mentioned that the coherence
peak which appears in T−11 (θH) of the bulk
3He-B around T = Tc disappears in
T−11 (θH) in the surface the surface [69].
The coupling of a magnetic impurity to Majorana fermions bound at the edge of
two-dimensional topological superconductors was also studied by Shindou et al. [67].
They clarified that when a magnetic field is perpendicular to the orientation of the
Majorana Ising spin, i.e., θH = π/2, the systems can be mapped onto an Ohmic
dissipative two-level system that shows the anisotropic Kondo effect. The impurity
spin has a anisotropic and singular magnetic response due to the quantum dissipation
from the background Majorana Ising spins.
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10. Concluding remarks
The superfluid 3He-B confined in a slab geometry offers a prototypical system to study
the interplay between topology and symmetry. In this paper, we have emphasized
that the superfluid possesses unique topological phenomena associated with the
intertwining of the topological phase transition with the spontaneous symmetry
breaking. The topological superfluid 3He-B is accompanied by helical Majorana
fermions that are bound the surface. We have unveiled the multifaceted properties
of the gapless surface states as the symmetry-protected Majorana fermion in Secs. 3
and 5, the Andreev bound state in Sec. 4, and odd-frequency pair amplitudes in
Secs. 6 and 7. Based on symmetry consideration and microscopic calculation, we
offer the complete topological phase diagram of the superfluid 3He-B confined in a
slab geometry under a parallel magnetic field. It is demonstrated that there is the
critical field at which the topological phase transition takes place together with the
spontaneous symmetry breaking. The helical Majorana fermions and odd-frequency
Cooper pair amplitudes emergent in the surface give rise to the anomalous magnetic
response and anomalous quantum criticality at the critical field.
Lastly, we would like to mention the issues of which we do not take account here:
The effect of surface boundary condition [145, 146, 147, 148, 149, 150, 151, 152, 153]
and the possibility of the stripe phase in the vicinity of the A-B phase boundary [107].
In the absence of a magnetic field, the surface density of states in the low energy region
is considerably enhanced by the diffusive surface [106, 152]. The low-energy density of
states filled in by the skew scattering of the quasiparticle at the rough surface might
drastically change the temperature- and field-dependences of the spin susceptibility.
Note that the specularity of the surface of 3He can be experimentally controlled by
coating it with 4He layers [165, 168]. Furthermore, it has been predicted that the
vicinity of the A-B phase transition (D∼10ξ0) is occupied by the stripe phase [107],
when the magnetic field is absent. However, the robustness of the stripe phase against
a Zeeman field and surface roughness is not trivial, which remains as a future problem.
Although in this paper we focus on the topological superfluidity of the superfluid
3He-B, other anisotropic superfluid states are competitive to the isotropic BW state.
The ABM and planar states can be stabilized in a thin film that the thick is comparable
with the superfluid coherence length [71, 75, 76, 105, 106, 107, 108, 143, 144], while
the one-dimensional polar phase may be stabilized in a narrow cylinder [138, 373].
The topology of the ABM state that spontaneously breaks time-reversal symmetry is
characterized by the mirror Chern number [51, 56]. The zero-energy flat band appears
in the edge, vortex, and domain wall [143, 374, 375, 376, 377, 378], which is protected
by topologically stable Fermi points in momentum space [379, 380]. Furthermore,
the integer and half-quantized vortices are accompanied by chiral Majorana fermions
protected by the mirror reflection symmetry that yield non-Abelian statistics [192, 56].
The planar state preserving time-reversal symmetry has the additional discrete
symmetry that is a combination of π spin rotation and π/2 phase rotation. The
discrete symmetry modifies the topological property from that of the BW state [381].
The superfluid 3He confined in a slab geometry can be a treasure house of
topological superfluidity and exotic quasiparticles. In Sec. 9, we have discussed
several ways to detect the manifestation of the topological superfluidity and exotic
quasiparticles, especially in the 3He-B. This includes the longitudinal and transverse
sound waves, spin wave, and thermal transport. It has been well recognized in
the bulk 3He that such nonequilibrium Fermi liquid behavior in the collisionless
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regime is intertwining with quasiparticles and low-lying bosonic modes that are the
Nambu-Goldstone and Higgs modes. Hence, understanding such intertwining effect in
quantum nonequilibrium phenomena is indispensable for detecting and manipulating
topological quantum phenomena in the superfluid 3He, such as helical/chiral Majorana
fermions and spin/mass current.
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