Abstract This paper studies the evaluation of research units that publish their output in several scientific fields. A possible solution relies on the prior normalization of the raw citations received by publications in all fields. In a second step, a citation indicator is applied to the units' field-normalized citation distributions. In this paper, we also study an alternative solution that begins by applying a size-and scale-independent citation impact indicator to the units' raw citation distributions in all fields. In a second step, the citation impact of any research unit is calculated as the average (weighted by the publication output) of the citation impact that the unit achieves in each field. The two alternatives are confronted using the 500 universities in the 2013 edition of the CWTS Leiden Ranking, whose research output is evaluated according to two citation impact indicators with very different properties. We use a large Web of Science dataset consisting of 3.6 million articles published in the 2005-2008 period, and a classification system distinguishing between 5119 clusters. The main two findings are as follows. Firstly, differences in production and citation practices between the 3332 clusters with more than 250 publications account for 22.5 % of the overall citation inequality. After the standard field-normalization procedure, where cluster mean citations are used as normalization factors, this quantity is reduced to 4.3 %. Secondly, the differences between the university rankings according to the two solutions for the all-sciences aggregation problem are of a small order of magnitude for both citation impact indicators.
Introduction
As is well known, the comparison of the citation impact of research units is plagued with obstacles of all sorts. For our purposes in this paper, it is useful to distinguish between the following three basic difficulties. (1) How can we compare the citation distributions of research units of different sizes even if they work in the same homogeneous scientific field? For example, how can we compare the output of the large Economics department at Harvard University with the output of the relatively small Economics department at Johns Hopkins? The next two difficulties have to do with the well known differences in production and citation practices between scientific fields. Given a classification system, that is, a rule for assigning any set of articles to a number of scientific fields, we must face the following classic hindrances in the evaluation of research units' performance.
(2) How can we compare the citation impact of two research units working in different fields with different mean citation rates? For example, how can we compare the citation impact of MIT in Organic Chemistry with the citation impact of Oxford University in Statistics and Probability? Finally, (3) how can we compare the citation impact of two research units taking into account their output in all fields? For example, how can we compare the citation impact of MIT and Oxford University in what we call the allsciences case?
As is well known, the solution to the first two problems requires size-and scaleindependent citation impact indicators. We will refer to indicators with these two properties as admissible indicators. Given an admissible indicator, in this paper we are concerned with the two solutions that the third problem admits. Firstly, the problem can be solved in two steps. One first uses some sort of normalization procedure to make the citations of articles in all fields at least approximately comparable. Then, one applies the citation indicator to each unit's normalized citation distribution. Secondly, consider the Top 10 % indicator used in the construction of the Leiden and SCImago rankings. 1 In the Leiden Ranking this indicator is defined as ''The proportion of publications of a university that, compared with other similar publications, belong to the top 10 % most frequently cited…Publications are considered similar if they were published in the same field and the same year and if they have the same document type'' (Waltman et al. 2012a) .
2 Note that this way of computing this particular indicator in the all-sciences case does not require any kind of changes in the raw citations received by publications in different fields. For our purposes, it is useful to view this procedure as the average (weighted by the publication output) of the unit's Top 10 % performance in each field. We note that this important precedent can be extended to any admissible indicator. Thus, given a classification system and an admissible citation indicator, we can compute the citation impact of a research unit in the all-sciences case as the appropriate weighted average of the unit's citation impact in each field. Independently of the conceptual interest of this second procedure, we must compare the consequences of adopting it versus the possibility of following a prior normalization strategy of raw citations in all fields. 3 Intuitively, the better the performance of the normalization procedure in reducing the comparability difficulties between the raw citations of articles in different fields, the smaller the differences will be between the two approaches. Using a measuring framework introduced in Crespo et al. (2013) , recent research has established that different source (or citing-side) and target (or cited-side) normalization procedures perform quite well in eliminating most of the effect in overall citation inequality that can be attributed to differences in production and citation practices between fields (Waltman and Van Eck 2013; Crespo et al. 2013 Crespo et al. , 2014 Li et al. 2013) . Therefore, we expect that the differences between the two approaches for solving the all-sciences aggregation problem would be of a small order of magnitude. However, this is an empirical question that has never been investigated before. To confront this question, in this paper we extend the presentation in PerianesRodriguez and Ruiz-Castillo (2015a) conducting the following study.
• Ruiz-Castillo and Waltman (2015) apply the publication-level algorithmic methodology introduced by Waltman and Van Eck (2012) to a Web of Science (WoS) dataset consisting of 9.4 million publications from the 2003-2012 period. This is done along a sequence of twelve independent classification systems in each of which the same set of publications is assigned to an increasing number of clusters. In this paper, we use the classification system recommended in Ruiz-Castillo and Waltman (2015) , consisting of 5119 clusters. For the evaluation of research units' citation impact, we focus on the 3.6 million publications in the 2005-2008 period, and the citations they receive during a 5-year citation window for each year in that period.
• Our research units are the 500 universities in the 2013 edition of the CWTS Leiden Ranking (Waltman et al. 2012a ). We analyze the approximately 2.4 million articlesabout 67 % of the total-for which at least one author belongs to one of these universities. We use a fractional counting approach to solve the problem of the assignment of responsibility for publications with several co-authors working in different institutions. The total number of articles corresponding to the 500 universities is approximately 1.9 million articles-about 50 % of the total.
• We evaluate the citation impact of each university using two admissible indicators.
Firstly, the Top 10 % indicator already mentioned. Secondly, one characteristic of this indicator is that it is not monotonic in the sense that it is invariant to any additional citation that a high-impact article might receive. Consequently, we believe that it is interesting to use a second indicator possessing this property. In particular, we select a member of the Foster, Greer, and Thorbecke (FGT) family, introduced in Albarrán et al. (2011a) . We apply this indicator to the set formed by the 10 % of the most highly cited publications in the world, referred to as the set of high-impact articles.
• Li et al. (2013) indicate that the best alternative among a wide set of fieldnormalization procedures is the two-parameter system developed in Radicchi and Castellano (2012) . 4 However, different results indicate that the standard, one-parameter field-normalization procedure, in which normalized citation scores in every field are equal to the original raw citations divided by the field mean citation, exhibits a good performance (Radicchi et al. 2008; Crespo et al. 2013 Crespo et al. , 2014 Li et al. 2013; RuizCastillo 2014) . Given its simplicity and good performance, in this paper we adopt this procedure in the first solution to the all-sciences aggregation problem.
• An indicator is said to be additively decomposable if, for any partition of a citation distribution into a number of disjoint sub-groups, the citation impact of the entire distribution can be expressed as the average (weighted by the subgroups' output) of the sub-groups' citation impact. As will be seen below, the fact that both of our indicators possess this property facilitates the comparability of the two solutions to the allsciences aggregation problem that constitutes the main aim of the paper.
• We present two types of results. Firstly, we assess the performance of the standard field-normalization procedure in facilitating the comparability of the citations received by articles belonging to different clusters. Secondly, we assess the consequences of adopting the two solutions to the all-sciences aggregation problem by comparing the corresponding university rankings according to the two admissible citation impact indicators.
• The two main findings are the following. Firstly, differences in production and citation practices between 3332 clusters with more than 250 publications account for 22.5 % of the overall citation inequality. After the standard field-normalization procedure, where cluster mean citations are used as normalization factors, this quantity is reduced to 4.3 %. Secondly, the differences between the university rankings obtained with the two methods for solving the all-sciences aggregation problem is of a very small order of magnitude for both citation impact indicators.
The rest of the paper is organized into four sections. ''Citation impact indicators'' section introduces the citation impact indicators and its properties. ''The solutions to the all-sciences aggregation problem'' section presents the two solutions to the all-sciences aggregation problem. ''Empirical results'' section describes the data, and includes the empirical results, while ''Conclusions'' section concludes.
Citation impact indicators Notation
It is now convenient to introduce some notations. Given a set D of N distinct articles, and J scientific fields indexed by j = 1, …, J, a classification system is an assignment of articles in D to the J fields. Let I be the number of research units, indexed by i = 1, …, I. For simplicity, in this section we assume that there is no co-authorship, so that each article in D belongs to a single unit in I. Let c ijk be the number of citations received by the kth article of unit i in field j. Then c ij = {c ijk } denotes the citation distribution of unit i in field j, while c j denotes the citation distribution of field j, that is, the union of all research units' citation distributions in that field: c j = [ i {c ij }. Under the simplifying assumption of no co-authorship, the set of distributions c ij form a partition of c j .
5 Finally, let C = [ j {c j } = [ i [ j {c ij } be the overall citation distribution, or the citation distribution in the allsciences case. For later reference, let N ij be the number of articles in distribution c ij , let N i = R j N ij be the total number of articles published by unit i, and let N j = R i N ij be the total number of articles in field j. Of course, the total number of articles in the all-sciences case is N = R i R j N ij .
An example
Following the suggestion from one referee, we find it convenient to introduce a numerical example with two universities, A and B, and two clusters, 1 and 2. This example will be used below to illustrate other aspects of our argument. For simplicity, we assume as before that every article has been written by only one university, that is, we assume that there is no co-authorship. The university citation distributions, c ij , i = A, B, and j = 1, 2, consisting of the raw citations received by each article are the following: The field citation distributions, c 1 and c 2 are the following: ð11; 14; 14; 16; 16; 19Þ; ð1Þ ð0; 0; 10; 10; 15; 16Þ: ð2Þ Note that the cluster mean citations are
Finally, the overall citation distribution, C, is the following: 0; 0; 10; 10; 11; 14; 14; 15; 16; 16; 16; 19 ð Þ :
Of course,
Citation indicators
In our context, where in every field j we have c j = [ i {c ij }, the evaluation of any citation distribution is done taking into account a key characteristic of distribution c j , say h j . Thus, a citation impact indicator is a function F defined in the product space of all citation distributions and the characteristic space, so that-given h j -the expression F ij = F(c ij ; h j ) denotes the citation impact of unit i in field j, while F j = F(c j ; h j ) denotes the citation impact of field j as a whole. To clarify this notion, consider the following three indicators that will be used in this paper.
1. Let l ij and l j be the mean citation of distributions c ij and c j , respectively. The Relative Citation Rate, RCR, is defined as
In this case, h j = l j . For field j as a whole, RCR j = l j /l j = 1. Scientometrics (2016) 106:539-561 543 2. Let X j be the set of the 10 % most cited articles in citation distribution c j , and let X ij be the sub-set of articles in X j corresponding to unit i, so that X j = [ i {X ij } with X ij nonempty for some i. If n ij is the number of articles in X ij , then the Top 10 % indicator, T, is defined as
In this case, h j = X j . If n j = R i n ij is the number of articles in X j , then for field j as a whole, T j = T(c j ; X j ) = n j /N j = 0.10. 3. Let z j be the Critical Citation Line-CCL hereafter-for citation distribution c j , and denote the articles in c ij with citations c ijk greater than z j as high-impact articles. The CCL normalized high-impact gap is defined as
Note that c ijk [ 0 only for high-impact articles with citations c ijk [ z j . Consider the family of FGT indicators introduced in Albarrán et al. (2011a) as functions of normalized high-impact gaps. The second member of this family, referred to as the Average of highimpact gaps, A, is defined as the mean of the normalized high-impact gaps, that is,
In this case, h j = z j . For the entire field j as a whole, we have
To facilitate the comparison with T ij , in the empirical part of this paper we will always fix z j as the number of citations of the article in the 90th percentile of citation distribution c j . In that case, the set of high-impact articles coincides with the set of the 10 % most cited articles in citation distribution c j . In other words, for both indicators we have h j = z j . The two main differences between T and A are the following. Firstly, one or more citations received by a high-impact article published by unit i increases A ij but does not change T ij . In other words, A is monotonic but T is not. Secondly, T is more robust to extreme observations than A.
Size-and scale-independence
Consider the following two difficulties for comparing the citation impact of any pair of research units: the two units may be of different sizes, and if they work in different fields, then their raw citations are not directly comparable. To see how to overcome the first difficulty, assume that we have two citation distributions c uj and c vj for units u and v in field j. In the example given in the Introduction, u is Harvard, v is John Hopkins, and j is Economics. Given any distribution c, let c r be the rth replica of it. For example, the c r replicas of c = (0, 4, 9) for r = 2, 3 are c 2 = (0, 0, 4, 4, 9, 9), and c 3 = (0, 0, 0, 4, 4, 4, 9, 9, 9). Given h, an indicator F is said to be size-independent if, for any citation distribution c, F(c r ; h) = F(c; h) for all r. Next, let c r uj be the r-replica of distribution c uj with r = N vj , and let c t vj be the t-replica of distribution c vj with t = N uj . Now c r uj and c t vj have the same size equal to N vj times N uj . Thus, if F is size-independent, so that F(c r uj ; h j ) = F(c uj ; h j ) and F(c t vj ; h j ) = F(c vj ; h j ), the first difficulty is overcome. To see how to handle the second difficulty, let c ij and c vw be two citation distributions for unit i in field j, and for unit v in field w. In the example mentioned in the Introduction, i = MIT, j = Organic Chemistry, v = Oxford University, and w = Statistics and
Probability. An indicator F is said to be scale-independent if, for any citation distribution c, any characteristic h, and any k [ 0, F(kc; kh) = F(c; h). Next, let b = h j /h w , and consider the normalized distribution c An indicator F is said to be admissible if it is size-and scale-independent. The h-index is an important example of an indicator that is neither size-nor scale-independent. On the contrary, the three indicators defined in expressions (4), (5), and (6) are good examples of admissible indicators.
The additive decomposability property
The following property, introduced by Foster et al. (1984) in the context of economic poverty, is very convenient. Given h, an indicator F is said to be additively decomposable if for any partition of a citation distribution c into G disjoint sub-groups, indexed by g = 1, …, G, the citation impact of distribution c can be expressed as follows:
where n g is the number of publications in sub-group g, and n = R g n g is the number of publications in distribution c. To illustrate the usefulness of this property, consider the following three situations in which the indicator F is assumed to be admissible.
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A. Under our assumptions, in every field j the distributions c ij , i = 1, …, I, constitute a partition of c j . If F is additively decomposable, then we can write
This is a very natural condition, indicating that the citation impact of field j as a whole can be expressed as the weighted average of the research units' citation impact under a common h j . B. Assume that country l consists of R regions, indexed by r = 1, …, R, and assume that the R citation distributions in field j, c lrj , form a partition of the citation distribution of country l in that field, c lj . If F is additively decomposable, then we can write
where N lrj is the number of publications in region r, so that N lj = R r N lrj . Equation (8) indicates that the citation impact of country l in field j can be expressed as the weighted average of the regions' citation impact in field j under a common h j . C. Assume that c j can be partitioned into V sub-fields, indexed by v = 1, …, V, so that c j = [ v {c vj }, where c vj is the citation distribution of sub-field v in field j. If F is additively decomposable, then we can write
where N vj is the number of publications in sub-field v, so that N j = R v N vj . Equation (9) indicates that the citation impact in field j as a whole can be expressed as the weighted average of the sub-field citation impact values. However, this expression adds citation impact values corresponding to raw citation distributions of different subfields using as reference the characteristic h j at the field level. Thus, although this decomposition is mathematically possible, it does not provide a satisfactory solution to the aggregation problem mentioned in note 3. Such a solution will have to wait until the next section.
Finally, note the following three points. Firstly, following the suggestion of a referee, note that size-independence and additive decomposability are independent properties. Given a CCL z j , consider the following two citation impact indicators defined over the set of high-impact articles: (1) the Gini citation inequality index, 7 and (2) the total citations. Indicator (1) is size-independent but not additively decomposable (see inter alia Cowell 2000), while indicator (2) is size dependent and satisfies subgroup consistency, a closely related property of additive decomposability.
8 Secondly, Eq. (7) can be written as follows:
so that the value one can serve as a benchmark for evaluating the research units in the usual way. The same can be said of Eqs. (8) and (9). Thirdly, the three admissible indicators introduced in expressions (4), (5), and (6) are additively decomposable.
The solutions to the all-sciences aggregation problem
The first solution to the all-sciences aggregation problem using the standard field-normalization procedure Differences in production and citation practices across fields makes it impossible to directly aggregate the raw citations received by articles in different fields. In order to solve the all-sciences aggregation problem, one possibility is to use a normalization procedure. Given its simplicity and good performance in other contexts, in this paper we adopt the standard field-normalization procedure in which the raw citation scores in any field are normalized using the field mean citation as the normalization factor. Formally, for any article k in citation distribution c ij , the normalized number of citations c Ã ijk is defined as c
The normalized overall citation distribution is defined as
ijk } is the normalized citation distribution of unit i in the all-sciences case. Under the assumption that normalized citations are now approximately comparable, it makes sense to apply any indicator to citation distribution c
For a justification of including distributional considerations in citation analysis, see Albarrán et al. (2011a) . 8 Given h, an indicator F is said to be subgroup consistent if the overall citation impact of distribution c, F(c; h), increases whenever the citation impact of one of the subgroups, say F(c g ; h), increases while the citation impact of all other subgroups, F(c g 0 ; h) for all g 0 different from g, remain constant. Additively decomposable indicators are clearly subgroup consistent. For the opposite direction, see Foster and Shorrocks (1991) or the summary in Perianes-Rodriguez and Ruiz-Castillo (2015b). of distribution c Ã i according to the indicator F. For any pair of research units u and v, the citation impact values F Ã u and F Ã v are now assumed to be comparable, and can be used to rank the two units in question. 9 Since F is assumed to be additively decomposable, we can write
, then the value one can serve as a benchmark for evaluating the research units in the usual way.
For later reference, recall that, for each i, the citation distributions c
Since F is additively decomposable, for each i we can write:
that is, we can write F Ã i as a certain function v i of these variables:
A second solution to the all-sciences aggregation problem
For any unit i in any field j, given h j the expression F ij = F(c ij ; h j ) is the citation impact of i in j according to indicator F. A convenient measure of citation impact for unit i in the allsciences case, U i , can be defined as the weighted average of the values F ij achieved in all fields, with weights equal to the relative importance of each field in the total production of unit i. In this approach, adding up ''admissible'' F(c sj ; h j ) values for different fields under characteristic h j in each of them rises no problem at all. Note that this measure, U i , is a function u i of every citation distribution c ij and every h j for all j = 1, …, J 10 :
After the standard field-normalization procedure, we have
Hence, Eq. (12) can be written as follows:
The comparison of expressions (11) and (13) illustrate the differences between the two solutions to the all-sciences aggregation problem when the evaluation of the units' citation impact is made with additively decomposable indicators. For any i, F(c
(13) measures the citation impact of unit i in field j using as reference the characteristic h Ã j of each citation distribution c Ã j or, what is the same, using as reference the characteristic h j of each citation distribution c j prior to applying the standard field-normalization procedure. Consequently, computing U i = u(c ij , h j , j = 1, …, J) avoids the possible errors committed in the normalization of raw citation scores using the procedure in (11).
It is convenient to compute the weighted average of the F i values as follows:
Thus, as before, if we rank universities by the ratio U i /U, i = 1, …, I, then the value one can serve as a benchmark for evaluating the research units in the usual way.
In practice, we have information concerning some-the 500 Leiden Ranking universities-but not all research units. Therefore, we cannot compute U using expression (14). Starting from that expression, we have
Since c j = [ i {c ij }, and F is additively decomposable,
can be computed with our data. Therefore, we can compute U as follows
On the other hand, since
The aim of the paper
The main aim of this paper is the comparison between the rankings of research units obtained with and without the standard field-normalization procedure (F Ã 1 /F Ã , …, F Ã I /F Ã ) and (U 1 /U, …, U I /U), respectively. To understand the way the results will be presented, recall that, for any j, X j is the set of high-impact articles in distribution c j , that is, the set of articles in c j with citations equal to or greater than z j , or the set of the 10 % most cited articles in c j . Let us denote by X = (X 1 , …, X j , …, X J ) the set of high-impact articles in the all-sciences case. On the other hand, let Y be the set of the 10 % most cited articles in the overall normalized citation distribution C Ã = [ j {c Ã j }, and let Y j be the sub-set of articles in Y belonging to field j, so that
Under the universality condition, that is, if all fields are equally distributed except for a scale factor, then the normalization procedure will eliminate all differences between citation practices across clusters, and the two solutions to the all-sciences aggregation problem will coincide. The reason is that in this situation we would have z
Consequently, Y j = X j for all j, and Y = X. Since citation distributions c Ã ij and c ij have the same number of articles and our indicators are a function solely of high-impact articles, we would have
for all i and j. In view of Eqs. (11) and (12), we would have F Ã i = U i for all i. In other words, the rankings (
and (U 1 /U …, U I /U) will be identical. As we know, in practice the universality condition is not satisfied (Albarrán et al. 2011b; Waltman et al. 2012b; Thelwall and Wilson 2014; Brzezinski 2015) . Consequently, the performance of the field-normalization procedure cannot be perfect, and the sets Y and X will not coincide. In this situation, we should measure the consequences of adopting the two solutions to the all-sciences aggregation problem using indicators with different properties. The reason, of course, is that whenever Y and X differ, that is, when the set of high-impact articles under the two solutions differ, the consequences for the university rankings might be of a different order of magnitude depending on the citation impact indicator we use.
Finally, note that, generally,
Ã ) and (U 1 /U …, U I /U) will be different. However, it is easy to establish that this is not the case for the Relative Citation Rate RCR. As a matter of fact,
is simply the Mean Normalized Citation Score (MNCS) indicator. At the same time,
Therefore, in the empirical part of the paper we will only study the university rankings obtained with the indicators T and A, namely, the Top 10 % and the Average of highimpact gaps.
The two solutions in the example
It is instructive to begin by exploring the ranking of universities in both clusters according to different citation impact indicators. We first compute the Relative mean citation indicators. Recall that the cluster mean citations in Eq. (3) in the example introduced in ''An example'' section are l 1 = 15, and l 2 = 8.5. The mean citations of the two universities in the two clusters are the following:
Therefore, the Relative Citation Rates are:
Next, given the structure of the example, it is convenient to work with the Top (100/ 6) % indicator, or the Top 16.67 % indicator, S. Let P j be the set of the 16.67 % most cited articles in citation distribution c j , and let P ij be the sub-set of articles in P j corresponding to unit i, so that P j = [ i {P ij }. If m ij is the number of articles in P ij , then we have
In turn, if m j = m Aj ? m Bj is the number of articles in P j , and N j = N Aj ? N Bj is the number of articles in citation distribution c j , then for the entire cluster j we have
Taking into account the cluster citation distribution functions c 1 and c 2 defined in Eqs. (1) and (2), we observe that P 1 = P A1 = {19}, P 2 = P A2 = {16}, and P B1 = P B2 = /, so that m A1 = m A2 = 1, and m B1 = m B2 = 0. Since N A1 = N A2 = 3, we have Scientometrics (2016) 106:539-561 549 S A1 = S A2 = 1/3, whereas S B1 = S B2 = 0. In turn, since m 1 = m 2 = 1, and N 1 = N 2 = 6, we have S 1 = S 2 = 1/6. Therefore,
In brief, according to an average-based indicator, such as the Relative Citation Rate, university A is somewhat superior to university B in both clusters (Eqs. 15 and 16). However, according to an indicator of citation excellence, such as the Top 16.67 % indicator, the research performance of university A is much better than the research performance of university B (Eqs. 17 and 18).
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We now turn towards the all-sciences case. The values of the MNCS are the following:
so that the university rankings obtained in the two clusters according to the Relative Citation Rate (Eqs. 15 and 16) are maintained. Similarly, when we apply the second solution with the Top 16.67 % indicator, we obtain:
On the other hand, the weighted average of the values S A and S B , denoted by C, is equal to
Therefore, S A /C = 2, and S B /C = 0, which means that, as in the two clusters, using an indicator of citation excellence university A is 100 % above average while university B is 100 % below average according to the second solution to the all-sciences case.
Interestingly enough, the first solution leads to a very different university ranking. Recall that the cluster mean citations are l 1 = 15, and l 2 = 8.5. Therefore, the normalized citation distributions, c Let Q be the set of the 16.67 % most cited articles in citation distribution C Ã , and let Q i be the sub-set of articles in Q corresponding to unit i = A, B, so that Q = Q A [ Q B . In our case, Q = {15/8.5, 16/8.5}, Q A = {16/8.5}, Q B = {15/8.5}, so that m A = m B = 1. Since N A = N B = 6, we have S Ã A = S Ã B = 1/6. On the other hand, since m = 2 and N = 12, we have S Ã = 2/12 = 1/6. Since S is additively decomposable, we have
which means that both universities are at the world average according to the second solution to the all-sciences case. In brief, according to an average-based indicator of citation impact, university A performs somewhat better than university B in both clusters and in the all-sciences case, whereas according to an indicator of citation excellence the dramatically superior performance of university A over university B in both clusters is also maintained in the allsciences case when we use the second solution. However, when we use the first solution with this same indicator both universities appear to perform equally well. Prior fieldnormalization of raw citations in all fields makes a large difference in the example. In the next two sections we investigate whether this phenomenon is present in large datasets.
Empirical results
The data and descriptive statistics Our dataset results from the application of a publication-level algorithmic methodology to 9,446,622 distinct articles published in [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] . Publications in local journals, as well as popular magazines and trade journals, have been excluded (for the details, see RuizCastillo and Waltman 2015). We work with journals in the sciences, the social sciences, and the arts and humanities, although many arts and humanities journals are excluded because they are of a local nature. The classification system consists of 5119 clusters, and citation distributions refer to the citations received by these articles during a 5-year citation window for each year in that period. In this paper, we focus on the set of 3,614,447 distinct articles published in the period [2005] [2006] [2007] [2008] . In terms of the notation introduced in ''Notation'' section, we have C = [ j {c j } = (c 1 , …, c N ), with j = 1, …, J, where J = 5119, and N = 3,614,447.
The research units are universities. As in Waltman et al. (2012a) , publications are assigned to universities using the fractional counting method that takes into account the address lines appearing in each publication. We are only concerned with the 2,420,054 distinct articles, or 67 % of the total, with at least one address line belonging to a Leiden Ranking (LR) university. Any article of this type is fully assigned to an LR university only if all addresses mentioned in the publication belong to the university in question. If a publication is co-authored by two or more LR universities, then it is assigned fractionally to all of them in proportion to the number of address lines in each case. For example, if the address list of an article contains five addresses and two of them belong to a particular university, then 0.4 of the article is assigned to this university, and only 0.2 of the article is assigned to each of the other three universities. Finally, consider a publication co-authored by an LR university and an unknown number of other institutions outside the Leiden Ranking. Assume, for example, that the publication has four address lines, two of which correspond to the LR university. In this case, only 0.5 of the article will be assigned to the LR university. This procedure implies that the total fractional number of articles assigned to LR universities will be smaller than the total number of articles with at least one address line belonging to an LR university. It turns out that this number is 1,886,106.1, or 52.2 % of the total (The distribution of this total among the 500 universities is in columns 1 and 2 in Table A in the Supplementary Material Section, SMS hereafter) .
Finally, we compare the skewness and citation inequality of the three distributions consisting of 3.6, 2.4, and 1.9 million articles using the Characteristic Scores and Scales approach (Schubert et al. 1987) , as well as two indicators of citation inequality and skewness that are robust to extreme observations (Groeneveld and Meeden 1984) . Interestingly enough, the skewness and citation inequality of the three distributions are of the same order of magnitude (for the details, see Table B in the SMS).
The performance of the standard field-normalization procedure
We estimate the impact of the standard field-normalization procedure using the measurement framework introduced in Crespo et al. (2013) . We first estimate the effect on overall citation inequality that can be attributed to differences in production and citation practices between clusters through the term IDCC (Inequality due to Differences in Citation practices between Clusters). Then, we assess the performance of the standard field-normalization procedure by the reduction it induces in the IDCC term. In applications, it is convenient to partition each cluster citation distribution into 100 percentiles, indexed by p = 1, …, 100. Given the many clusters with very few publications (see Table C in the SMS), we apply this method to the citation distribution C 0 restricted to the 3332 clusters with more than 250 publications. This distribution includes 3,441,666 million publications, or 95.2 % of the total.
Assume for a moment that, in any cluster j = 1, …, 3332, we disregard the citation inequality within every percentile by assigning to every article in that percentile the mean citation of the percentile itself, l p j . The interpretation of the fact that, for example, l p j = 2 l p l is that, on average, the citation impact of cluster j is twice as large as the citation impact of cluster l in spite of the fact that both quantities represent a common underlying phenomenon, namely, the same degree of citation impact in both clusters. In other words, for any p, the distance between l p j and l p l is entirely attributable to the differences in the production and citation practices that prevail in the two clusters for publications having the same degree of excellence. Thus, the citation inequality between clusters at each percentile, denoted by I(p), is entirely attributable to the differences in citation practices between the 3332 clusters holding constant the degree of excellence in all clusters at quantile p. Hence, the term IDCC, which is equal to a certain weighted average of these quantities, provides a good measure of the total impact on overall citation inequality that can be attributed to such differences (for details, see Crespo et al. 2013) . We use the ratio
to assess the relative effect on overall citation inequality, I(C 0 ), attributed to the differences in citation practices between clusters. Finally, we are interested in estimating how important scale differences between cluster citation distributions are in accounting for the effect measured by expression (19) . For that purpose, we use the relative change in the IDCC term, that is, the ratio
where IDCC * is the term that measures the effect on overall citation inequality attributed to the differences in cluster distributions after applying the standard field-normalization procedure.
It should be noted that, using the Characteristic Scores and Scales technique, RuizCastillo and Waltman (2015) show that, as in previous research, the 4161 significant clusters with more than 100 publications are highly skewed and similarly distributed. Since the more similar citation distributions are, the better should work any normalization procedure, we expect reasonably good results in our case. The estimates of expressions (19) and (20) are presented in Table 1 . For comparison purposes, we include the results from Crespo et al. (2013) and Li et al. (2013) for 219 and 172 WoS sub-fields, respectively.
As we increase the number of clusters in a systematic way, both the comparability of articles within clusters, as well as the differences between clusters are expected to increase. As pointed out by a referee, in the limit, as the number of clusters match the number of publications, the percentage of overall citation inequality attributable to differences between citation practices across clusters would be 100 %.
12 Therefore, it comes as no surprise that the effect of the differences in citation practices between the 3332 clusters represents 22.5 % of overall citation inequality, a greater percentage than what has been found in the previous literature for 219 or 172 sub-fields. Nevertheless, the standard fieldnormalization procedure reduces this effect down to 4.3 % of the new overall citation distribution, which is quite an achievement. On the other hand, field-normalization generates an 84.3 % reduction of the IDCC term, a comparable quantity with what is found in Table 1 The effect on overall citation inequality, I(C 0 ), of the differences in citation impact between clusters before and after standard field-normalization, and the impact of normalization on this effect the previous literature. Thus, for the largest 3332 of the 5119 clusters, the performance of the standard field-normalization procedure is reasonably good.
13
Differences between the two approaches
In spite of the good performance of the standard field-normalization procedure, we should not forget that the differences in production and citation practices between clusters remaining after normalization are still responsible for 4.3 % of the overall citation inequality I(C 0 ). Moreover, we should take into account that the 1787 clusters with less than 250 publications must be brought back into the analysis. Therefore, we expect that the sets of high-impact articles before and after the field-normalization introduced in ''The aim of the paper'' section, namely, the sets X = (X 1 , …, X j , …, X J ) and Y = (Y 1 , …, Y j , …, Y J ), present some differences worth studying.
Our findings can be summarized in the following two points. Firstly, approximately 5 % of articles in X are not found in Y. Secondly, by construction, the set X j represents exactly 10 % of all articles in cluster j. Of course, this need not be the case for sets Y j , j = 1, …, J. As a matter of fact, the ratio of the number of articles in Y j with respect to N j belongs to an interval with a 10 % deviation from 0.10 for only 1829 clusters, which include 57.6 % of the total number of articles. This indicates that the universality condition for the 5119 clusters is not satisfied.
14 Differences in university rankings under the two solutions to all-sciences aggregation problem
The university rankings according to the Top 10 % indicator, and the Average of highimpact gap indicator under the two solutions to the all-science problem studied in this paper are presented in Table A in the SMS. Three comments are in order. Firstly, to solve the problems generated in the computation of the indicators by the discrete nature of citation distributions combined with the presence of many publications with the same number of citations, we have followed the approach recommended in Waltman and Schreiber (2013) . Secondly, for comparison purposes, the value of the indicators according to the two solutions, T Ã i and T i , and A Ã i and A i , are always expressed in relative terms, so that the value one can serve as a benchmark for evaluating universities in the usual way. At any rate, universities in Table A in the SMS are ordered according to the values of the T i indicator. Thirdly, recall that, under the fractional approach, the articles assigned to the union of the 500 LR universities represent only 52.1 % of the total. Nevertheless, the weighted average of the T i and T Ã i values for these universities, using as weights their relative publication output, is 1.14 and 1.13, respectively. Similarly, these quantities for the A i and A Ã i values are 1.18 and 1.16. This indicates that the contribution of these universities is clearly above the world average according to both indicators. 13 The significant effect of field-normalization is illustrated in Figure A in the SMS, which shows how I(p) changes with p both before and after the standard field-normalization. 14 The situation is illustrated in Figure B in the SMS, showing the histogram of the distribution of these ratios for the 5119 clusters in three cases: (1) the overall citation distribution C, where articles from all clusters are ordered according to their raw citations prior to the application of any field-normalization procedure; (2) the normalized distribution C Ã , and (3) the restriction of C Ã to the 3332 clusters with more than 250 publications.
We next arrive to the key empirical question of the paper, namely, the consequences of adopting the two solutions to the all-sciences aggregation problem introduced in ''A second solution to the all-sciences aggregation problem'' section. We begin with the comparison of university rankings according to T i and T Ã i . Both the Pearson and the Spearman correlation coefficients between university values are 0.99. However, high correlations between university values and ranks do not preclude important differences for individual universities. In analyzing the consequences of going from T i to T Ã i , we must take two aspects into account. Firstly, we should analyze the re-rankings that take place in such a move. Secondly, we should compare the differences between the university values themselves.
15 Fortunately, we have a relevant instance with which to compare our results: the differences found in Ruiz-Castillo and Waltman (2015) in going from the university rankings according to T i using the WoS classification system with 236 journal subject categories, or sub-fields, and the classification system we are using in this paper with 5119 clusters. The results for both situations are in Tables 2 and 3 .
As much as 37.2 % of universities experience very small re-rankings of less than or equal to five positions, while 70 universities, or 14.0 % of the total, experience re-rankings greater than 25 positions. These quantities are 39.0 and 20.2 % when going from the WoS classification system to our dataset. Among the first 100 universities, 60 experience small re-rankings in going from T i to T Ã i , while only 44 are in this situation in the change between classification systems. As far as the cardinal changes is concerned, 82.8 % of universities have changes in Top 10 % indicator values smaller than or equal to 0.05 when going from T i to T Ã i . This percentage is 71 % among the first 100 universities. These quantities are 50.1 and 60.0 % in the change between classification systems. For most universities, the differences are more or less negligible. Although for some universities more significant differences can be observed, the conclusion is clear. The differences observed in university rankings according to the Top 10 % indicator when we adopt the two solutions for solving the all-sciences aggregation problem are considerably fewer than according to the same indicator when we move from the WoS classification system to our dataset. The situation is illustrated in Figs. 1 and 2 .
The results for the comparison between university rankings according to the Average of high-impact gaps are in Tables 4 and 5 . Although a systematic comparison between the indicators T i and A i is beyond the scope of this paper, both indicators generate considerably different university rankings (for a brief discussion, see the Remark 2 in Table A in the  SMS) . Consequently, it is important to examine the consequences of adopting the two solutions to the all-sciences aggregation problem using the Average of high-impact gaps indicator.
The Pearson correlation coefficient between the A i and A Ã i university values is 0.48, while the Spearman correlation coefficient between ranks is 0.99. However, the low Pearson correlation coefficient is due to the presence of the University of Göttingen. This university constitutes a very special case, whose MNCS value is known to be strongly determined by a single publication (Waltman et al. 2012) , which is also responsible for a huge A i value. Without the University of Göttingen, the Pearson correlation coefficient becomes 0.99. In any case, as before, high correlations between university values and ranks do not preclude important differences for individual universities. The ordinal differences in university rankings according to this indicator with and without field-normalization are much smaller than those obtained with the Top 10 % indicator. For example, 66.6 % of universities experience very small re-rankings of less than or equal to five positions, while 20 universities, or 4.0 % of the total, experience re-rankings greater than 16 positions. Among the first 100 universities, 78 experience small re-rankings in going from A i to A Table 6 .A in Ruiz-Castillo and Waltman (2015) b Not available Table 6 .B in Ruiz-Castillo and Waltman (2015) The situation is illustrated in Fig. 3 where, for clarity, the University of Göttingen has been excluded (the distortion generated by the huge A i value achieved by University of Göttingen is illustrated in Figure C in the SMS). The four outliers below the diagonal, with Total 100 400 500 Fig. 3 Scatter plot of the values of the average of normalized high-impact gaps indicator achieved by the 500 LR universities (excluding the University of Göttingen) according to the first (A Ã ) and the second (A) solutions to the all-sciences aggregation problem one, or perhaps a handful of clusters determine a very high A i value. Afterwards, the standard field-normalization procedure reduces the size of the corresponding high-impact gaps, as well as the A Ã i values.
Conclusions
The differences in production and citation practices between the scientific fields distinguished in any classification system generates a grave aggregation problem when one is interested in evaluating the citation impact of a set of research units in the all-sciences case. In this paper, we have analyzed two possible solutions to this problem when the performance of the research units is assessed with admissible (size-and scale-independent) citation indicators. The first solution relies on prior normalization of the raw citations received by all publications. In particular, we focus on the standard field-normalization procedure in which field mean citations are used as normalization factors. The second solution extends the approach adopted in the Leiden and SCImago rankings for computing the Top 10 % indicator in the all-sciences case to any admissible indicator. This solution does not require any prior field-normalization: the citation impact of any research unit in the all-sciences case is calculated as the appropriately weighted sum of the citation impact that the unit achieves in each field.
Conceptually, the difference is clear. The first solution starts by determining the set of high-impact articles in the overall normalized citation distribution for publications in all fields. Given a citation indicator, the key reference for each research unit is the unique normalized number of citations that determines the set of high-impact articles for all sciences taken together. The second solution preserves the units' key reference at the level of each individual field. In other words, the difference boils down to the way the set of high-impact articles in the all-sciences case is constructed. In the first solution, it is built up in a single stroke after normalization. In the second solution, it is built up from the set of high-impact articles in each field. In this case, all fields are treated fairly in the sense that each contributes to the overall set of high-impact articles in the same proportion to its size.
In practice, the more field citation distributions differ only by a scale factor, the better will be the performance of the standard field-normalization procedure in eliminating the effect of differences between fields on overall citation inequality, the more the two sets of high-impact articles will resemble each other, and the smaller will be the difference between the two approaches independently of the citation impact indicator we care to use in the evaluation of the research units.
Using a large WoS dataset consisting of 3.6 million publications in the 2005-2008 period and an algorithmically constructed publication-level classification system that distinguishes between 5119 clusters, the two alternatives have been confronted when the citation impact of the 500 LR universities are evaluated using two admissible indicators with very different properties: the Top 10 %, and the Average of high-impact gaps indicators.
The shape of the citation distributions of 4161 significant clusters with more than 100 publications in our dataset has been previously shown to be highly skewed and reasonably similar (Ruiz-Castillo and Waltman 2015) . Previous results with WoS classification systems that distinguish at most between 235 sub-fields indicate that, when this is the case, the standard field-normalization procedure performs well in reducing the overall citation inequality attributed to the differences in production and citation practices between fields.
Our first finding in this paper is that when we restrict our attention to the 3332 clusters with more than 250 publications this is also the case. Nevertheless, a priori it is not obvious what to expect when we confront the two solutions to the all-sciences aggregation problem with and without prior field-normalization for the 5119 clusters.
Our second finding is that, interestingly enough, the differences between the university rankings obtained with both solutions is of a small order of magnitude independently of the citation impact indicator used in the construction of the university rankings. In particular, these differences are considerably smaller than the ones obtained in Ruiz-Castillo and Waltman (2015) in the evaluation of these same universities using the Top 10 % indicator when we move from the WoS classification system with 236 sub-fields to the one used in this paper with 5119 clusters.
Naturally, before being accepted, it would be advisable to replicate these results for other datasets, other classification systems, other types of research units, and other ways of assigning responsibility between research units in the case of co-authored publications.
In the meanwhile, we have learned that the standard field-normalization procedure can make a large difference in certain situations. For instance, in the example discussed in ''The two solutions in the example'' section the set of high-impact articles is drastically altered. As a consequence, two universities, one of which is clearly superior in every cluster to the other according to both an average-based indicator and an indicator of citation excellence, become equally ranked when we use the first solution and the indicator of citation excellence. On the other hand, the University of Göttingen is a known outlier whose performance in the all-science case according to the MNCS and one of our indicators of citation excellence is determined by a single publication. The high citation impact reached by this university under the second solution is drastically ''corrected'' after the standard field-normalization.
What is to be done? Naturally, one can always use both solutions and study the ranking differences between research units they generate. However, in practice, one is often pressed to apply a single methodology. Those particularly worried by the presence of large outliers, such as the University of Göttingen, should use the first solution. On the contrary, those particularly worried about the situation illustrated by the exampleas ourselves-should use the second solution. For those of us that prefer avoiding the consequences of any kind of prior normalization of the raw citations in all fields, the fact that both solutions generate relatively small differences in the ranking of a large number of research units in a large dataset is a convenient conclusion. The reason is that there are instances when normalization is strongly advisable. For example, when one is interested in studying the research units' entire citation distributions in the allsciences case-as we do in the companion paper Perianes-Rodriguez and Ruiz-Castillo (2015c).
