Clustering methods have led to a number of important discoveries in bioinformatics and beyond. A major challenge in their use is determining which clusters represent important underlying structure, as opposed to spurious sampling artifacts.
Introduction
Clustering methods have been broadly applied in many fields including biomedical and genetic research. They aim to find data structure by identifying groups that are similar in some sense. Clustering is a common step in the exploratory analysis of data.
Many clustering algorithms have been proposed in the literature (see Duda et al. (2000) ; Hastie et al. (2009) for comprehensive reviews). Clustering is an important example of unsupervised learning, in the sense that there are no class labels provided for the analysis.
Clustering algorithms can give any desired number of clusters, which on some occasions have yielded important scientific discoveries, but can also easily be quite spurious. This motivates some natural cluster evaluation questions such as:
• how to assess the statistical significance of a clustering result?
• are clusters really there or are they mere artifacts of sampling fluctuations?
• how can the correct number of clusters for a given data set be estimated?
Several cluster evaluation methods have been developed. McShane et al. (2002) proposed a cluster hypothesis test for microarray data by assuming that important cluster structure in the data lies in the subspace of the first three principal components, where the low dimensional methods can be used. Tibshirani and Walther (2005) proposed using resampling techniques to evaluate the prediction strength of different clusters. Suzuki and Shimodaira (2006) wrote an R package for assessing the significance of hierarchical clustering. Despite progress in this area, evaluating significance of clustering remains a serious challenge, especially for High Dimensional Low Sample Size (HDLSS) situations.
Numerous works in applying Gaussian mixture models to cluster analysis have appeared in the literature. Overviews can be found in Mclachlan and Peel (2000) ; Fraley and Raftery (2002) . For more recent work in this area, see Pan and Shen (2007) ; Wang and Zhu (2008) ; Xie et al. (2008) . Gaussian mixture models need estimation of the full parameters of the Gaussian components of the mixture models, which can be quite challenging when tackling HDLSS problems. Liu et al. (2008) proposed a Monte Carlo based method called Statistical Significance of Clustering (SigClust) which was specifically designed to assess the significance of clustering results for HDLSS data. An important contribution of that paper included a careful examination of the question of "what is a cluster". With an eye firmly on the very challenging HDLSS case, the answer was taken to be "data generated from a single multivariate Gaussian distribution". This Gaussian definition of "cluster" has been previously used by Sarle and Kuo (1993) ; Mclachlan and Peel (2000) . This was a specific choice, which made the HDLSS problem tractable, but entailed some important consequences. For example, it is possible that none of Cauchy, Uniform, nor even t distributed data sets will give a single cluster in this sense. While this may seem to be a strong assumption, it has allowed sensible real data analysis in otherwise very challenging HDLSS situations, with a strong record of usefulness in bioinformatics applications, see e.g. Chandriani et al. (2009) ; Verhaak et al. (2010) . From this perspective SigClust formulates the problem as a hypothesis testing procedure with H 0 : the data are from a single Gaussian distribution H 1 : the data are not from a Gaussian distribution.
The test statistic used in SigClust is the 2-means cluster index which is defined as the ratio of the within cluster variation to the total variation. Because this statistic is location and rotation invariant, it is enough to work only with a Gaussian null distribution with mean 0 and diagonal covariance matrix Λ. The null distribution of the test statistic can be approximated empirically using a direct Monte Carlo simulation procedure. The significance of a clustering result can be assessed by computing an appropriate p-value.
Recently, Maitra et al. (2012) proposed a non-parametric bootstrap approach for assessing significance in the clustering of multidimensional datasets. They defined cluster as a subset of data sampled from a spherically symmetry, compact and unimodal distribution and a non-parametric version of the bootstrap was used to sample the null distribution.
It is important to note that their method has not been developed to handle HDLSS situations yet.
SigClust has given useful and reasonable answers in many high dimensional applications (Milano et al. (2008) ; Chandriani et al. (2009); Verhaak et al. (2010) ). However, SigClust was based on some approximations, with room for improvement. In order to simulate the null distribution of the test statistic, SigClust uses invariance principles to reduce the problem to just estimating a diagonal null covariance matrix. This is the same task as finding the underlying eigenvalues of the covariance matrix. Therefore, a key step in SigClust is the effective estimation of these eigenvalues. Currently a factor analysis model is used to reduce the covariance matrix eigenvalue estimation problem to the problem of estimating a low rank component that models biological effects together with a common background noise level. However, the empirical studies in Section 2.3 show that this method can be dramatically improved.
Recently, many sparse methods have been introduced to improve the estimation of the high dimensional covariance matrix, see e.g. Meinshausen and Bühlmann (2006) ; Yuan and Lin (2007); Friedman et al. (2008); Rothman et al. (2008); Fan et al. (2009); Witten and Tibshirani (2010); Yuan (2010); Cai et al. (2011); Danaher et al. (2011) , among many others. A critical difference between SigClust and these sparse approaches is that SigClust only needs estimates of the d eigenvalues instead of the d(d − 1)/2 parameters of the full covariance matrix. This is because the null distribution of the test statistic used in SigClust is determined by the eigenvalues rather than the entire covariance matrix.
Nevertheless, these sparse proposals have motivated us to improve the estimation of the eigenvalues. The soft thresholding method proposed in this paper is closely related to sparse covariance matrix estimation methods.
The contributions in this paper start by showing that, when there is a single strong spike in the eigenvalues, the original SigClust (which in Section 2.2 is seen to be reasonably called hard thresholded) can be seriously anti-conservative. This motivates an appropriate soft thresholding variation, with much better SigClust performance in those contexts. However, in the case of small total spikes, the soft thresholding becomes anticonservative, while the hard gives much better performance. This motivates a combined method, which is able to take advantage of the strengths of each method, to give an overall useful variation of SigClust. The combined method is seen to give vastly improved SigClust performance over a very wide range of settings, through detailed simulations and theoretical analysis.
The rest of the article is organized as follows. In Section 2, we first give a brief description of the SigClust procedure and the existing hard thresholding eigenvalue estimation approach. Then we carefully develop the new likelihood based soft thresholding and combined approaches. To compare the performances of different methods, numerical studies are given in Section 3 for simulated and in Section 4 for real data examples. We provide some discussion in Section 5 and collect proofs of the likelihood derivation in the supplementary material.
Methodology
In this section, we first briefly review the SigClust method in Section 2.1. In Section 2.2, we provide an alternative likelihood based derivation, based on hard thresholding, for the estimation of the covariance matrix eigenvalues used in the original SigClust paper. Then we introduce a new soft thresholding approach in Section 2.3. The relationship between the Gaussian 2-means cluster index and the eigenvalues of the covariance matrix is derived in Section 2.4. Section 2.5 introduces a combined SigClust p-value calculation method.
Review of the Original SigClust Method
Suppose that the original data set X, of dimension d × n, has d variables and n observations. The null hypothesis of SigClust is that the data are from a single Gaussian distribution N(µ, Σ), where µ is a d-dimensional vector and Σ is a d × d covariance matrix. SigClust uses the cluster index as the test statistic which has the nice property of being both location and rotation invariant. This leads to a dramatic reduction in the number of parameters to be estimated. In particular, during simulation, the mean µ can be taken to be 0. In a parallel way, rotation invariance provides a major reduction in the parametrization of Σ to a diagonal matrix Λ = diag(λ 1 , · · · , λ d ), using the eigenvalue decomposition Σ = UΛU T , where U is an orthogonal matrix (essentially a rotation matrix). A factor analysis model is used to estimate the d eigenvalues which are still a relatively large number of parameters compared with the sample size n for HDLSS data sets. Specifically, Λ is modeled as
where the diagonal matrix Λ 0 represents the real biology and is typically low-dimensional, and σ 2 N represents the level of background noise. First σ N is estimated aŝ
where MAD stands for the median absolute deviation from the median. Then Λ is estimated to beλ
where (λ 1 , · · · ,λ d ) are the eigenvalues of the sample covariance matrix.
The procedure for SigClust can be briefly summarized as follows:
Step 1. Calculate the cluster index for the original data set.
Step 2. Obtain estimates (
Step 3. Simulate data N sim times with each data set consisting of n i.i.d. observations from the null distribution (
Here N sim is some large number.
Step 4. Calculate the corresponding cluster index on each simulated data set from
Step 3 to obtain an empirical distribution of the cluster index based on the null hypothesis.
Step 5. Calculate a p-value for the original data set and draw a conclusion based on a prespecified test level. The p-value can be calculated using either empirical quantile or Gaussian quantile.
Likelihood Interpretation of the SigClust Method: Hard Thresholding
Now we first show that the solution (3) can also be obtained based on a more general likelihood consideration, which gives the method by Liu et al. (2008) a new interpretation..
In factor models, the covariance matrix can be written as
for some low rank positive semi-definite matrix Σ 0 . Denote
for some positive semi-definite matrix W 0 , with rank(Σ 0 )=rank(W 0 ).
To estimate Σ, we minimize the negative log-likelihood to yield the following semidefinite program
whereΣ = (1/n)(X −X)(X −X) T and A 0 means that A is positive semi-definite.
Here the use of theX term is to make the mean of each row 0 for X.
In factor models, we want to encourage a small number of factors which amounts to encouraging a small rank(Σ 0 )=rank(W 0 ). The direct approach to enforcing low rank Σ 0 or W 0 is by adding an extra rank constraint:
where l is a pre-specified tuning parameter. Denote the eigenvalue decomposition
Theorem 1. The solution to (6), (7), (8) is given by U =Ũ and
Proof of this Theorem and other proofs are given in the supplementary material. By Theorem 1, we get the eigenvalues of the covariance matrix which are identical to (3) with suitable choices of l, i.e. greater than or equal to the number of eigenvalues which are bigger than σ 2 N given by (3). We call this estimation the hard thresholding approach, so this name applies to the estimation used in Liu et al. (2008) as described in Section 2.1 above.
Soft Thresholding Approach
As mentioned in Liu et al. (2008) , a challenge for the hard thresholding method is to estimate the large eigenvalues in the HDLSS settings. This is illustrated in Figure 1 using a simple HDLSS example with n = 50 and d = 1000. The data are generated from a multivariate normal distribution with covariance matrix Λ, where Λ is diagonal with diagonal elements (v, · · · , v w , 1, · · · , 1). We consider v = 100 and w = 10. In the HDLSS setting, it is well known that the sample estimators of the larger eigenvalues differ greatly from the corresponding true values (Baik and Silverstein, 2006) . But from (3), the hard thresholding estimators are identical to the sample estimators on all eigenvalues beyond the background noise, and thus bigger than the corresponding true values. Now we propose a less aggressive thresholding scheme which can reduce the larger eigenvalues from the sample estimators.
Our approach is to add a smooth constraint instead of the rank constraint on W 0 . Similar to the hard thresholding, instead of counting the nonzero eigenvalues, we add an extra constraint on the sum of the eigenvalues of W 0 , which equals trace(W 0 ). Consequently,
for a tuning parameter M ≥ 0. The constraint above is a convex envelop to rank(W 0 ) and therefore a convex relaxation to the constraint on rank(W 0 ). Clearly when M = 0, we force the covariance matrix to be the identity. When M increases, more and more factors enter the estimation. The constraint (10) is a nuclear norm constraint, which has been well-studied in the convex optimization literature, see e.g. Fazel (2002) .
Interestingly, the solution of (6), (7), (10) Theorem 2. The solution to (6), (7), (10) is given by U =Ũ and
where τ > 0 is a constant such that
Correspondingly, the eigenvalues of the estimated covariance matrix are given bŷ
To determine the optimal thresholding parameter M, we match the sum of the eigenvalues of the estimated covariance matrix with those of the sample covariance matrix:
where the right hand side is an unbiased estimate of trace(Σ).
The difference between the soft thresholding method (13) and the hard thresholding estimators (3) is that the large eigenvalues are subtracted by a constant τ . This improves the performance for the HDLSS example illustrated in Figure 1 .
Theoretical Gaussian 2-means Cluster Index
Once the covariance matrix eigenvalues are estimated, we can proceed the SigClust analysis. Toward that end, we need to determine the null distribution of the 2-means cluster index. In this section, we will derive the relationship between the cluster index and eigenvalues theoretically.
distribution of x ∼ N(0, Σ) with mean 0 and covariance matrix Σ = UΛU T . Here U is an orthogonal matrix and Λ is a diagonal matrix, i.e., Λ = diag(λ 1 , · · · , λ d ), where
Define the theoretical total sum of squares as
The theoretical within cluster sum of squares (WSS) is based on a theoretical analog of clusters, which is a partition of the entire feature space R d into S 1 and S 2 . Define
The relationship between the theoretical cluster index (TCI) and the covariance matrix eigenvalues is stated by the following Theorem.
Theorem 3. For the optimal choice of S 1 and S 2 , i.e. the split is operated in such a way that the total WSS is minimized (this is the theoretical analog of 2-means clustering), the corresponding TCI is
Note that TCI is a population version of the cluster index which can help us to learn some insights about the behavior of cluster index in the population sense. Theorem 3 tells us that the optimal TCI is only determined by two quantities, the largest eigenvalue λ 1 and the total sum of eigenvalues
In practice, different methods give different estimations of these two quantities, and thus in turn lead to different influences on the SigClust p-values.
For the sample covariance estimation method, the estimated λ 1 is typically larger (i.e.
biased upwards) than the true value, in HDLSS situations. Since the sum of the sample eigenvalues is a consistent estimate of the total variation, i.e. the denominator of (17), it follows that the resulting estimate of TCI will generally be smaller (biased downwards)
than the true TCI in that case, giving a larger p-value and thus a conservative result.
For the hard thresholding method, estimation of λ 1 and λ i are both biased. Let δ 1 , and ∆ denote the bias for λ 1 and d i=1 λ i respectively. Then the difference between the true TCI and the hard thresholding estimate is proportional to
If E < 0, the result is anti-conservative.
For the soft thresholding method, the estimated denominator of (17) is unbiased whereas the estimated numerator is biased. Let the estimated numerator be
where τ is defined in (11). Clearly, if δ 1 < τ , the soft method is anti-conservative.
The combined SigClust p-value
Our theoretical results in Section 2.4 show that both the hard and soft thresholding methods can lead to anti-conservative results. However, a closer examination reveals that they can be complementary to each other. Let's consider a simple setting for a diagonal matrix Λ with diagonal elements (v, · · · , v w , 1, · · · , 1). Assume d > n and w < n.
Accordingly to the random matrix theory (Baik and Silverstein, 2006) , as n = n(d) → ∞ such that d/n → ρ, the eigenvalue estimates converge tô
If
The numerator of (18) is
Therefore, for fixed n, d, and w, as v increases, the hard thresholding method tends to
give an anti-conservative result. On the other hand, for large λ 1 , the soft method tends to be conservative. This can be explained by the formulas in (2.4), since τ is mainly determined by the dimension and sample size which are fixed for a given setting. Larger total spikes will lead to larger δ 1 and move the soft method toward conservative. These observations drive the effects seen in the simulation studies in the next section.
This motivates us to propose a new p-value calculation method called the combined method which combines the best aspects of both the hard and soft approaches. This combination version of SigClust requires some modification of the algorithm given at the end of Section 2. To use the best features of both hard and soft thresholding, both sets of estimated eigenvalues are computed. At the data generation step 3, a single standard normal realization gives both hard and soft data cases, from multiplying by each set of square root eigenvalues. Let CI hard and CI sof t denote the cluster indices computed from the hard and soft data cases respectively. The minimum of this pair is summarized across realizations to give the empirical distribution of the cluster index under the null for the combined method, i.e. CI combined = min(CI hard , CI sof t ).
Simulation
In this section we investigate how the estimation of the covariance matrix eigenvalue affects the SigClust performance using extensive simulation studies. Five SigClust p-value computation methods are compared. The first four are based on the simulation results using the covariance matrices estimated from the true, sample, hard and soft thresholding approaches, which are referred to using those names. The fifth method is the combined method.
We have performed simulations for both low and high dimensional situations. Here we focus on high dimensional results, because our main contribution is in HDLSS settings.
Three types of examples are generated here including situations under both null and alternative hypothesis. The sample size is n = 100 and dimension is d = 1000. We evaluate different methods based on the criterion of whether or not they can maximize the power while controlling the type-I error. In Section 3.1, we consider examples of data under the null hypothesis, i.e., having only one cluster generated by a single Gaussian distribution. In each example we check the type-I error of SigClust by studying how often it incorrectly rejects the null hypothesis H 0 . In Sections 3.2 and 3.3, we consider data from a collection of mixtures of two Gaussian distributions with different signal sizes and explore the power of SigClust in terms of how often it correctly rejects the null hypothesis.
We summarize the simulation results in Section 3.4.
One Cluster
In order to evaluate the Type I error rates for different methods, data were generated under the null hypothesis, i.e. from a single multivariate Gaussian distribution with covariance matrix Λ which is diagonal with diagonal elements (v, · · · , v w , 1, · · · , 1). We consider 31
combinations of v and w with v = 1, · · · , 1000, and the corresponding w = 1, · · · , 100, as shown in Table 1 . The simulation procedure was repeated 100 times for each setting. 
This can also be understood from equation (18).
For the soft method, in contrast to the hard one, the results of Table 1 The means of the p-value populations give additional insights, and the results are mostly consistent with those from the quantiles. In particular, the theoretical means are generally close to the desired value of 0.5, the sample means tend to be larger, and the hard, soft and combined means fluctuate in a way that corresponds to their quantile
behavior. An important point is that the combined means are generally substantially closer to 0.5 than is true for the hard ones.
Mixture of Two Gaussian Distributions with Signal in One Coordinate Direction
In this section, we compare the power properties of these various SigClust hypothesis tests. are reported (d=1000, n=100). 
Mixture of Two Gaussian Distributions With Signal in All Coordinate Directions
In the previous subsection, the signal is only in the first coordinate direction. Now we consider power using another example with the signal in all coordinate directions.
Similarly, we generate data from a mixture of two Gaussian distributions, .5N(0, Λ) + .5N(µ, Λ), where µ = (a, a, · · · , a) with a = 0, 0.4, 0.6 and Λ = diag(v, 1, · · · , 1) with v = 100. This signal is very small in each direction, but can be large when all directions are combined together. The empirical distributions of p-values calculated from the 100 simulated datasets based on different methods are displayed in Figure 3 . For a = 0 the results are identical to the single cluster situation in Section 3.1 with (v, w) = (100, 1).
The hard thresholding method always yields smaller p-values than expected and thus is strongly anti-conservative under the null hypothesis and powerful under the alternative hypothesis. In contrast, the combined method is conservative under the null but becomes powerful as the signal increases. When the signal is big enough, e.g. a = 0.6, all methods can identify the significant clusters. For small signal situations, e.g. a = 0.4, the combined method is much more powerful than both the sample and true methods. 
Simulation Summary
In summary, the sample method is strongly conservative and the hard method can be anti-conservative in many situations. The soft method is sometimes in-between and other times is more anti-conservative than the hard. Simulation results shown in Section 3.1 suggest that, under the null hypothesis, the performances of the hard and soft methods vary from strongly conservative to strongly anti-conservative depending on the situations which are mainly characterized by the two quantities, v and v × w. Fortunately, the two methods are frequently complementary to each other, i.e., the combined method yields conservative results in almost all settings. Simulation results from Sections 3.2 and 3.3 suggest that, under the alternative hypothesis, the hard method often has the largest power and the sample method has the smallest power. The combined method is appropriately in-between. If the signals are large enough, all methods can identify the significant clusters. However, in situations with relatively small signal, the sample method cannot distinguish the significant clusters. In practice, we recommend the combined method, i.e., small p-values from the combined method indicate the existence of distinct clusters.
Real Data
In this section, we apply our methods to some real cancer data sets. As mentioned in Verhaak et al. (2010) , Glioblastoma Multiforme (GBM) is one of the most common forms of malignant brain cancer in adults. For the purposes of the current analysis, we selected a cohort of patients from The Cancer Genome Atlas Research Network (TCGA, 2010) with GBM cancer whose brain samples were assayed on three gene expression platforms (Affymetrix HuEx array, Affymetrix U133A array, and Agilent 244K array) and combined into a single unified data set. Four clinically relevant subtypes were identified using integrated genomic analysis in Verhaak et al. (2010) , they are Proneural, Neural, Classical, and Mesenchymal. We first filter the genes using the ratio of the sample standard de- We apply SigClust to every possible pair-wise combination of subclasses and calculate the p-value based on the three different methods. Here the cluster-index is computed based on the given cluster label. Except the MES and CL pair, the p-values from all three methods are highly significant for all other pairs which implies that they are well separated from each other. For the MES and CL pair, the p-value is highly non-significant using the sample method (0.93) while it is highly significant for both the hard (1.49 × 10 −8 ) and Table 2 
Discussion
Despite the work on covariance matrix estimation, accurate estimation of the eigenvalues of the covariance matrix remains challenging in high dimensions. In this paper, we developed a soft thresholding approach and examined its application to the SigClust method.
We found that both the newly proposed soft thresholding approach and the hard thresholding approach used in the original SigClust paper can be derived under a likelihood based framework with two different regularizations (ℓ 0 regularization for hard and ℓ 1 for soft). Through extensive simulation, we compared the performance of the SigClust method based on different approaches in a wide variety of settings. We found that the sample method was always conservative, while both the hard and soft would sometimes incorrectly reject the null. Fortunately, the latter occurrences were approximately complementary leading to a combined approach, which gave far fewer incorrect rejections.
The combined approach was seen to have much better power properties than using simple sample covariance estimation. We recommend that our newly proposed combined method be used in practice because it has been shown to control the type-I error as well as the sample method under the null hypothesis, while gaining much more power under the alternative hypothesis.
SigClust is constructed on the basis of the definition of a single cluster as a Gaussian distribution. Thus a significant SigClust p-value indicates that the data do not come from a single Gaussian distribution. Note that other possible definitions of clusters, based on only unimodality, such as the uniform distribution, will be deliberately rejected by the current version of SigClust. Simulated examples are given in Huang et al. (2012) to illustrate these cases in which SigClust reports significant p-values for data sets generated from an uniform distribution on a two dimensional disk. Diagnostic tools to examine the applicability of SigClust appear in Huang et al. (2012) . We recommend the typical application of the current SigClust approach be conducted together with diagnostics.
In terms of software, the R package for the current version of SigClust can be freely downloaded on the CRAN website: http://cran.r-project.org/web/packages/sigclust/index.html.
Computation time depends on the number of simulated replications, and the size of the input data. In all cases here, we used 1000 replications, and it took around 1 minute for each simulated data set described in Section 3 and 10 minutes for both the GBM data and the BRCA data described in Section 4.
