In this paper we justify the Factorization Method for a coupled acoustic-elastic medium. Under natural assumptions on the data we prove an explicit form of the characteristic function of the scattering medium D where only the spectral data of the far field operator enter. This information is provided by the knowledge of the far field patterns for all incident plane waves. In the last section we investigate the corresponding interior transmission eigenvalue problem and prove that the eigenvalues form a discrete set.
Introduction
Inverse scattering problems for acoustic time-harmonic waves have a long tradition.
They all share the goal to determine properties of the scattering medium from measurements of the scattered field outside the medium. Very often one is interested in determining the position and shape of the scattering obstacle from far field measurements. Perhaps the first theoretical result for the scattering of plane timeharmonic waves by an acoustically soft obstacle is the proof of uniqueness due to Schiffer (see [5] ). It states that the obstacle is uniquely determined by the knowledge of the far field for all incident plane waves (where the wave number is kept fixed). By estimating the dimensionality of the data (a function of four variables which denote the spherical angle of observation and incidence) and the unknown surface (a function of two parameters) one observes that far too much data are used. However, it is still not known (except for the case of polyhedral scatterers or under an a priori assumption on the diameter of the obstacle) if a finite number of incident waves suffices for uniqueness to hold. We refer to the monographs [5, 2] and the papers [1, 10] for details.
While the classical uniqueness results are non-constructive, a different class of approaches yield explicit reconstruction formulas. As a particularly elegant method we mention the Factorization Method which yields an explicit formula of the characteristic function of the support D of the contrast. This formula uses only the far field pattern as data and does not need to know the type of boundary condition or the number of components of the scatterer. It does not even need to know whether the obstacle is penetrable or not. We refer to the monograph [9] for a detailed discussion of the various versions of the Factorization Method for acoustic scattering problems for soft, hard, or penetrable media.
In this paper we treat the case that the acoustic waves are scattered by an elastic body. Again, it is not necessary to know this information (i.e. whether the scattering medium is an acoustically soft or hard obstacle or an acoustically penetrable medium, or an elastic body) in advance. We will show that the Factorization Method yields an explicit formula of the characteristic function of the shape D of the elastic scatterer. As a side product we derive the uniqueness result, which means that it is not possible that two different shapes produce the same far field patterns for all incident plane waves.
Fluid-solid interaction problems have been studied for a long time, see, e.g. [11, 7, 15] . Our paper follows closely the presentation in [13, 14] . In [13] the direct problem has been studied in detail with respect to uniqueness, existence and well-posedness under natural assumptions on the data. Then uniqueness is shown for the inverse problem, and the linear sampling method for the determination of the shape D of the elastic body is discussed and implemented. The justification needs properties of an associated interior transmission problem and, in particular, the assumption that the wave number is not an interior transmission eigenvalue. 1 Our paper complements this work of Monk and Segas in two aspects. First, we justify the Factorization Method in a mathematically rigorous way. Following the ideas of [9] we can then give a rigorous justification of a (slightly modified) Linear Sampling Method as well. Second, we study the corresponding interior transmission eigenvalue problem and prove that there exist at most a countable number of such eigenvalues. Existence of real (or complex) eigenvalues is still an open problem.
The methods developed in [16, 8, 4, 3] do not seem to be appliccable in our case.
We begin by setting up the mathematical formulation of the scattering problem. We assume that the scattering medium fills a bounded set D which is a finite union of
is connected, and the boundary ∂D of D is of Lipschitz class. Furthermore, let ρ ∈ L ∞ (D) denote the real valued mass density in the solid, ρ f ∈ R the (constant) mass density of the fluid, and λ, µ ∈ R the (constant) Lamé-parameters satisfying 3λ + 2µ > 0. Let p inc be an incident wave with frequency ω > 0 and speed of sound c 0 . We assume that p inc satisfies the Helmholtz equation
where k = ω/c 0 > 0 is the wave number.
The scattering problem consists of determining the total fields
where ν = ν(x) denotes the exterior unit normal vector at x ∈ ∂D and (u), σ(u) strain tensor and stress tensor, respectively, given by
The arguments that the set of these eigenvalues are at most a discrete set contains an error (see [12] ).
Here, u (x) ∈ C 3×3 denotes the differential matrix of u at x. The traction on the boundary is given by t(u) = σ(u)ν.
Furthermore, the scattered wave p s = p − p inc satisfies the Sommerfeld radiation
uniformly with respect tox ∈ S 2 . Here, r andx ∈ S 2 = {θ ∈ R 3 : |θ| = 1} are the polar coordinates of x; that is, r = |x| andx = x/|x|.
Under these assumptions it is well known that there exists a unique solution of (1.1a) -(1.1d) provided ω is not a Jones frequency; that is, if the system
admits only the trivial solution u = 0. Then even the more general system
From the radiation condition it follows that outside of D the scattered field p s has the asymptotic form
where p ∞ is known to be the far field pattern of the scattered field. It depends on the data of the problem, in particular linearly on the incident field p inc and (non-linarly) on the shape of D.
The far field pattern p ∞ corresponding to Herglotz functions p inc = p g as incident fields for the scattering problem (1.1a) -(1.1d), (1.2) ; that is, corresponding to
2 that is, the exterior field p s satisfies the radiation condition (1.2) with g ∈ L 2 (S 2 ) defines the far field operator
It can be expressed as the integral operator
where p ∞ = p ∞ (x,θ) denotes the far field pattern of the scattered field corresponding to the incident plane wave p inc (x) = e ikθ·x of directionθ ∈ S 2 . Properties of F are collected in the following theorem. 
Note that both functions p and u are defined in the interior of D.
(b) The operator F is normal; that is, F commutes with its adjoint F * , and the
Proof: Part (a) has been proven in [13] .
For part (b) we follow closely the corresponding proof of Theorem 1.8 in [9] . Let g, h ∈ L 2 (S 2 ) and define the Herglotz functions p g , p h by (1.5) for g ad h. Solving the scattering problem for the incident waves p g and p h yield fields u g and u h , respectively, in D and far field patterns p ∞ g and p ∞ h , respectively. Formula (1.35) of [9] takes the form
We show that the left hand side vanishes. Indeed, substituting the transmission conditions for p g and p h and their normal derivatives yields that the left hand side
which vanishes. Therefore, we have shown that F − F * = ik 8π 2 F * F from which the assertion follows by the same arguments as in the proof of Theorem 1.8 in [9] .
The Factorization Method
In this section we always assume that ω > 0 is neither a Jones frequency nor an interior transmission eigenvalue in the sense of (1.6a)-(1.6d). Also, we assume that k 2 is not an eigenvalue of −∆ in D with respect to the Dirichlet boundary condition. Then the interior Dirichlet-Neumann map Λ :
defined as h → ∂p/∂ν where p solves ∆p + k 2 p = 0 in D, p = h on ∂D, is well defined and bounded. We also need to solve the interior transmission problem. In [13] (Theorem 3.3) the following result has been shown.
Before we state and prove the main results of the factorization method we note the following form of Green's formula.
is just the Frobenius inner product of matrices; that is,
In the factorization two operators G :
They are defined as follows where we set α = ρ f ω 2 for abbreviation.
pattern of the unique radiating solution (p, u) of (1.4a) -(1.4d) for f = −ψν ∈
and p satisfies the radiation condition (1.2).
is the unique solution of the interior transmission problem (2.7a) -(2.7d)
for h = −ϕ/α and f = 0; that is,
The functionq is just the single layer potential with density ϕ; that is,
where
denotes the fundamental solution of the Helmholtz equation. The integral in (2.11) has to be understood in the dual form of H −1/2 (∂D), H 1/2 (∂D) . We note that q ∈ H 1 loc (R 3 ) and ∂q − /∂ν − ∂q + /∂ν = ϕ. In particular,q − =q + . Here q ± denote the traces from the outside (+) and inside (−), respectively.
Then we have:
Theorem 2.2 The far field operator F can be decomposed as
where G :
Proof: We define an auxiliary operator H :
that is,
From the definitions of F and G and the observation that ΛHg = ∂p g /∂ν we note that F = GH. We fix ϕ ∈ H 1/2 (∂D) and note that the adjoint
which is the far field patternq ∞ of the single layer potentialq from (2.11).
Determine, for this
-(2.10d). We rewrite the boundary conditions (2.10c) and (2.10d) in the forms
By the definition of G this implies that G(q −q) =q ∞ = H * ϕ. This holds for all ϕ ∈ H 1/2 (∂D), thus GT = H * by the definition of T . This proves H = T * G * and ends the proof by substituting this into F = GH.
We need two properties of T which we collect in the following theorems.
Theorem 2.3
Im ϕ, T ϕ > 0 for all ϕ ∈ H −1/2 (∂D) with ϕ = 0 .
where we have used Green's formulas (2.8) for the part involving the traction t(v) and the scalar one for q. Therefore, applying the scalar Green's formula toq in the
Taking the imaginary part yields
by the radiation condition. Letting R tend to infinity yields
Assume that Im T ϕ, ϕ = 0. Thenq ∞ = 0 and thusq = 0 outside of D by Rellich's lemma and unique continuation. Sinceq is continuous through the boundary ∂D and k 2 is not a Dirichlet-eigenvalue for −∆ we conclude thatq vanishes also inside of D. The jump conditions for the normal derive yield that ϕ has to vanish.
Theorem 2.4
The operator T is the sum T =T + C of a selfadjoint and coercive
into H 1/2 (∂D). Coercivity means that there exists a constant c > 0 with
for all ϕ ∈ H −1/2 (∂D) .
Proof:
We consider α and ω as being two independent parameters and write
show thatT := T (0, ic 0 ) is coercive and the two differences are compact. We note that ω = c 0 i is equivalent to k = i.
(a) First we considerT . We note thatT ϕ = (q −q)| ∂D whereq is the single layer potential corresponding to wave number k = i; that is,
and q ∈ H 1 (D) solves the interior Neumann problem
Therefore, this operatorT does not depend on the elastic part; that is, the field v. The boundary value problems for q and v decouple. We also note thatq decays exponentially as |x| tends to infinity. In particular,q ∈ H 1 (R 3 ). From (2.13) for k = i and α = 0 we conclude for R → ∞ that
Also, multiplying ϕ in (2.14) byq, integrating and using Green's formula yields
and thus q H 1 (R 3 ) ≤ q H 1 (D) . Therefore, ϕ,T ϕ ≥ 0; that is,T is non-negative.
It remains to show for this part thatT is coercive. Assume, on the contrary, that this is not the case. Then there exists a sequence ϕ n ∈ H −1/2 (∂D) with ϕ n H −1/2 (∂D) = 1 for all n and ϕ n ,T ϕ n → 0 as n tends to infinity. Let
and this tends to zero. Therefore, q n −q n tends to zero in H 1 (D). From
Therefore, also ∂(q n ) + /∂ν converges to zero in H −1/2 (∂D) and thusq n R 3 \D in
by the wellposedness of the exterior Neumann problem. Since the traces ofq n from the inside and outside of ∂D coincide we conclude from the wellposedness of the interior Dirichlet problem that alsoq n D converges to zero
(b) Now we investigate the difference T (α, ic 0 ) − T (0, ic 0 ). We introduce the op-
This operator is well-defined and bounded. It is compact when considered as an operator from H 1/2 (∂D) into itself. With this operator we can elimiate the field v from the system (2.10a) -(2.10d). Indeed, it is equivalent to
where we have indicated the dependence on α. Sinceq does not depend on α we conclude that T (α, ic 0 ) − T (0, ic 0 ) ϕ = (q α − q 0 )| ∂D and q α − q 0 satisfies the Helmhotz equation for k = i and the boundary condition
The compactness ofΛ yields the compactness of T (α, ic 0 ) − T (0, ic 0 ) by standard arguments.
(c) Finally, we show compactness of T (α, ω) − T (α, ic 0 ). For ϕ ∈ H −1/2 (∂D)
we denote the fields corresponding to ω and ω = ic 0 by (q, v,q) and (q i , v i ,q i ),
Therefore, the difference (q − q i , v − v i ) satisfies the source problem
The mapping (q, v) → (q − q i , v − v i ) from the source (q, v) on the right hand sides [13] , Theorem 3.2) and therefore compact from
itself. Furthermore, the solution maps ϕ → (q, v) is bounded from H −1/2 (∂D) into The normality of the far field operator F allows a second factorization in the form
with operators
where {ψ, λ j } denotes a spectral sytem of F such that {ψ j } forms a complete orthonormal system in L 2 (S 2 ). The properties of T * from Theorems 2.3 and 2.4 are sufficient to prove the existence of a constant c > 0 with
see [9] , Lemma 1.17. Under these assumptions we conclude from the factorizations 4 that the ranges of G and (F * F ) 1/4 coincide (see again [9] , Theorem 1.21). The last part of the Factorization Method consists of the following step.
Theorem 2.5 Define, for any z ∈ R 3 , the function φ z ∈ L 2 (S 2 ) by
Then φ z belongs to the range of G if, and only if, z ∈ D.
Proof: Therefore Gψ = φ z since φ z is the far field pattern of Φ(·, z).
Let now z / ∈ D and assume, on the contrary, that φ z belongs to the range of G; that is, φ z = Gψ for some ψ ∈ H 1/2 (∂D). Let p ∈ H 1 loc (R 3 \ D) and u ∈ H 1 (D) 3 be the corresponding fields. Choose an open cone C with vertex at z such that C ∩D = ∅. 3 The functions Φ k (·, z) and p have to coincide on R 3 \ (D ∪ {z}) by Rellich's lemma (see [5] ) since φ z is the far field pattern of Φ k (·, z) and Gψ is the far field pattern of p by the defintion of G. This is a contradiction because p ∈ H 1 (C ∩ B R ) but
The fact that the ranges of G and (F * F ) 1/4 coincide yields the main result of the Factorization Method.
Theorem 2.6 Assume that ω > 0 is neither a Jones frequency nor an interior transmission eigenvalue in the sense of (1.6a)-(1.6d). Also, we assume that k 2 is not an eigenvalue of −∆ in D with respect to the Dirichlet boundary condition.
Define again φ z ∈ L 2 (S 2 ) by (2.17) for any z ∈ R 3 .
Then z ∈ D if, and only if, φ z belongs to the range of (F * F ) 1/4 . Choosing again a spectral system {λ j , ψ j : j ∈ N} of the (normal and injective) operator F where {ψ j :
j ∈ N} forms a complete orthonormal system then the following characterization of D holds:
Therefore, if we define the function w by
19)
(with the notation that w(z) = 0 if the series diverges) then the sign of w is just the characteristic function of D. Furthermore, there exists a constant c > 1 such
Remark: The characterization of this Theorem implies the uniqueness of the inverse scattering problem -provided that ω satisfies the assumptions of the theorem. Also we observe that the same function w (which is constructed solely by the data F ) characterizes the domain D also for different kinds of acoustic scattering problems, for example the impenetrable cases of a soft or hard obstacle or the inhomogeneous medium.
Proof: As mentioned already above, we conclude from the factorizations F = GT * G * = (F * F ) 1/4 S (F * F ) 1/4 that the ranges of G and (F * F ) 1/4 coincide (see [9] , Theorem 1.21). This, together with Theorem 2.5 yields the characterization (2.18).
Furthermore, Theorem 1.21 of [9] also yields that the operator A := (
. For z ∈ D we recall from the proof of Theorem 2.5 that Gf = φ z where
Therefore, g = Af is the solution of (F * F ) 1/4 g = φ z , and its norm is given by g 2 L 2 (S 2 ) = 1/w(z). Therefore, we conclude that
which proves the estimate (2.20).
The paper [13] contains a number of numerical reconstructions using the Linear Sampling Method. As seen from Theorem 2.6 the Factorization Method probes the region by checking whether or not the equation (
. In contrast, the Linear Sampling Method considers (approximate) solvability of the equation F g = φ z . More precisely, for any z ∈ R 3 one regularizes the equation F g = φ z by, e.g., Tikhonov's method; that is, one solves the equation
(which is possible in a unique way) and observes the dependence of the solution on ε. The numerical implementations of these methods are almost the same. Previous comparisons of these two methods for other models showed that also the numerical reconstructions are of the same quality.
We finish this section by stating a precise connection between the Factorization
Method and the Linear Sampling Method. The proof is just a copy of the one given in [9] (Theorem 7.6) and is therefore omitted.
Theorem 2.7 Let the assumptions of Theorem 2.6 hold. Denote by g z ∈ L 2 (S 2 ) the (unique) solution of (F * F ) 1/4 g = φ z for z ∈ D (which is assured by the Factorization Method) and, for any z ∈ R 3 , by g z,ε ∈ L 2 (S 2 ) the unique solution of εg + F * F g = F * φ z (which is the regularized solution of F g = φ z ). Then we have:
Therefore, the quantity (g z,ε , φ z ) L 2 (S 2 ) is expected to be much larger for points z outside of D than for thos inside of D.
The Interior Transmission Eigenvalue Problem
In this section we study the interior transmission eigenvalue problem (1.6a) - (1.6d) and prove that the set of eigenvalues is at most discrete and can accumulate only at infinity. We formulate the eigenvalue problem in the variational form: η(= ω 2 ) = 0 is an eigenvalue if there exists a non-trivial pair (u, p)
such that a η (u, p; ψ, ϕ) = 0 for all (ψ, ϕ) ∈ X where the sesqui-linear form a η :
We consider this sesqui-linear form for any η ∈ C and split a η into the form a η = a 0 − ηb where
Both sesqui-linear forms are bounded, b is even compact in X. By the Riesz theorem, there exist linear and bounded operators A 0 , B from X into itself such that
The operator B is even compact. First we determine the null space of A 0 .
p 0 constant and
for all (ψ, ϕ) ∈ X. Setting ψ = 0 and ϕ = p 0 yields that p 0 is constant. Now we set ϕ = 0 in (3.22) . This yields the variational form of
A particular solution of this boundary value problem is given by
Furthermore, it is well known that the solutions of the corresponding homogeneous problem are just the rigid motions; that is, functions of the form u h (x) = a × x + b for any a, b ∈ C 3 . This proves the lemma.
We observe that the question whether or not the set of transmission eigenvalues is discrete is not trivial even in this rather elementary situation. If, for example, A 0 and B are general operators from some Hilbert space into itself such that the intersection of the null spaces of A 0 and B is non-trivial then all η ∈ C are obviously eigenvalues. Therefore, we need conditions on A 0 and B to avoid this situation.
Lemma 3.2 Let X be a Hilbert space and A 0 , B bounded operators such that B is compact and A 0 a Fredholm operator with index zero. Furthermore, we assume that there exists no x = 0 such that A 0 x = 0 and Bx ∈ R(A 0 ); that is, N (A 0 ) ∩ B −1 (R(A 0 )) = {0}. Then the set S of all η ∈ C such that A 0 − ηB is not invertible forms a discrete set with no finite accumulation point.
Proof: We note that R(A 0 ) is closed by the Fredholm property. Furthermore, we
) and I − P : X → R(A 0 ) be the corresponding (bounded) projection operators. First we show that P B + A 0 is invertible. From the compactness of B and the Fredholm property of A 0 we note that this operator P B + A 0 is also Fredholm with index zero. Therefore, it suffices to prove injectivity. Let P Bx + A 0 x = 0. Thus, with z := P Bx = −A 0 x, we have that z ∈ R(A 0 ) ⊥ ∩ R(A 0 ) which is trivial. Thus P Bx = 0 and A 0 x = 0 which is equivalent to Bx ∈ R(A 0 ) and A 0 x = 0. The assumption yields x = 0. Therefore, P B+A 0 is an isomorphism from X onto itself. We show now that the set S\{0} coincides with the set of all η ∈ C with η = 0 such that (P B+A 0 )−η(I −P )B is not invertible. This would yield the assertion since then S \ {0} = η : 1/η eigenvalue of (P B + A 0 ) −1 (I − P )B and (P B + A 0 ) −1 (I − P )B is compact.
Let first η ∈ C, η = 0, such that (P B + A 0 ) − η(I − P )B is invertible and let x ∈ X such that A 0 x − ηBx = 0. From P A 0 = 0 and (I − P )A 0 = A 0 we note by applying the projections P and I −P to this equation that P Bx = 0 and A 0 x−η(I −P )Bx = 0, thus (P B+A 0 )x−η(I−P )Bx = 0 which yields x = 0. This shows η / ∈ S. Assume, on the other hand, η / ∈ S and let x ∈ X with (P B + A 0 )x − η(I − P )Bx = 0. Then P Bx = (η(I − P )B − A 0 )x ∈ R(A 0 ) ⊥ ∩ R(A 0 ) = {0} and thus P Bx = 0 and A 0 x − η(I − P )Bx = 0. Finally, we use that P Bx + (I − P )Bx = Bx which proves
A 0 x − ηBx = 0 and thus x = 0.
In the following lemma we verify the assumptions of this functional analytic result for our situation. 
Now we consider (3.23) for ϕ = 0 and ψ = u 0 :
On the other hand we have that
which yields u 0 = 0 and ends the proof.
Application of Lemma 3.2 yields the final result.
Theorem 3. 4 We assume that ρ f c 2 0 = λ + 2 3 µ and that there exists δ > 0 such that ρ(x) ≥ ρ f + δ for all x ∈ D. Then the set of eigenvalues η ∈ C forms a discrete set.
