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Summary. In a previous paper [6] we considered the problem of approximating 
(in the Chebyshev-norm) a real-valued function [ (x) on a compact subset X ( P,~, m > 1, 
by an element of a set of functions a(p, x), p r P, P ( Nn an open set. Both necessary 
and sufficient conditions of tile second order for an a (p0, x) to be a locally best ap- 
proximation were derived. In this paper we generalize these results to problems where 
the set P of admitted parameters i  constrained by some inequality. Included are 
subjects as monotone, one-sided or restricted range approximation. 
1. Einleitung 
In [6] wurden Kriterien zweiter Ordnung ffir lokal beste Approximationen 
hergeleitet f ir Probleme der Art: 
Man approximiere ine Funktion /(x) durch eine Funktion aus der Menge 
{a (p, x)lP ~P0}, mit einer offenen Parametermenge P0, auf einem kompakten Teil 
des ~m bestm6glich im Sinne von Tschebyscheff. Die Funktionen fund a wurden 
dabei zweimal stetig differenzierbar vorausgesetzt. 
In der vorliegenden Arbeit werden die in [61 gewonnenen S/itze auf Probleme 
ausgedehnt, bei denen der Parameterbereich P noch durch Ungleichungen ein- 
geschr~inkt wird: P = {p E Po[ c (p, y) < 0, y E Y}, mit einer kompakten Menge Y. 
Eine Reihe spezieller Probleme, wie die monotone und die einseitige Approxima- 
tion, sind als Spezialf/ille nthalten. 
Neben Kriterien zweiter Ordnung behandeln wir auch solche erster Ordnung 
und setzen die Resultate mit bekannten S~ttzen in ]3eziehung. 
Im n/ichsten Abschnitt stellen wir einige h/iufige Bezeichnungen zusammen. 
Anschliel3end formulieren wir das Problem. Abschnitt 4 enth~ilt einige Hilfss~tze 
fiber tineare Ungleichungen, die wir sp/iter ben6tigen. Danach leiten wir Kriterien 
erster Ordnung ab und vergleichen sie mit bekannten Resultaten. Im sechsten 
Abschnitt besch~iftigen wir uns mit Kriterien zweiter Ordnung, wobei wir vielfach 
yon Ergebnissen von [6] Gebrauch machen werden. In Abschnitt 7 folgt ein ein- 
laches Beispiel. Der letzte Abschnitt enth~tlt einige SchluBbemerkungen. 
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2. Bezeichnungen 
Der l~lbersichtlichkeit halber seien hier einige der meistgebrauchten Bezeich- 
nungen zusammengestellt. Es bezeichnet: 
x einen Punkt in IR ~, meist xEX 
x k die Punkte von E~,q=X 
y einen Punkt in ]K ~v, meist y E Y 
yt die Punkte von Ey ~ Y 
p, po Punkte des Parameterbereichs Po (__JR" 
p (t) einen in P0 verlaufenden Weg 
~, ~/ die erste bzw. zweite Ableitung von p (t) in t ----0 
/(x) die zu approximierende Funktion 
a (p, x) die Funktion, mit der approximiert wird 
c (p, y) Funktion, die den zulXssigen Teilbereich P yon P0 festlegt: 
P ={pEPolc(p, y )<0,  yEY}  
e(p, x) die Fehlerfunktion; e(p, x)----[/(x)--a(p, x)l 
gi(x) Funktionen, die X definieren, iE I  
hi(x) Funktionen, die Y definieren, ]EJ 
X Bereich, in dem approximiert wird; X==_]R ~x, kompakt 
Y Definitionsbereich der Nebenbedingungen, Y(=]R m,, kompakt 
Po Menge der m6glichen Parameter p ElK" 
P Menge der zugelassenen Parameter 
E~ Menge der Punkte von X, in denen e (po, x) maximal ist 
Ey Menge der Punkte von Y mitc (po, y) = 0 
i 
j ,  ) endliche Indexmengen 
Ableitungen bezeichnen wir folgendermaBen: 
Ein unterer Index x, y oder p bezeichnet den Gradienten bzgl. x, y oder p : z.B. 
g'~ (x) = [?r ~#(x) r 
\ Ox 1 '"" ' OXm~ 
oder 
= ( o (p, .i o (p, .I 
opl . . . . .  epn 
(ein hochgestelltes T bedeutet den l~bergang zur transponierten Matrix). 
Ein doppelter Index xx, xp, pp, yy  oder yp bezeichnet die Matrizen der zweiten 
Ableitungen; z.B. 
e~p(p, x )=(  O'e(p' x) ) xi ePi ' j = 1 . . . . .  m x; i = 1 . . . . .  n (m, • n-Matrix) 
oder 
h~y(y) = (-~'hJ(Y) l i, k ----- 1 . . . . .  my (my • my-Matrix ).~Syiayk]' 
SchlieBlich wollen wir vereinbaren, dab wir die Berechnung eines Funktions- 
wertes ffir die Argumente p =po, x =x  k bzw. y =yt  durch einen hochgestellten 
Index k bzw. tund  Weglassen der Argumente andeuten. Also etwa 
e~p=e~p(p ~ x~) oder hid=he( j ) .  
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3. Formulierung des Problems 
Es seien n, m s, my nattirliche Zahlen, X und Y kompakte Teilmengen von iRmx 
resp. iR'~. Ferner sei Po_(iR neine offene Menge und a (p, x), c (p, y) in Po • X 
resp. Pox Y stetige reellwertige Funktionen mit stetigen partiellen Ableitungen 
erster Ordnung naeh den Komponenten Pl. . . . .  p~ von p. 
Hiermit sei 
P:  ={pE Polc(p, y)<0, yE Y}. (3.1) 
Wir betrachten folgendes Approximationsproblem: 
Zu einer gegebenen, auf X stetigen Funktion /(x) ist ein p~ P zu bestimmen, 
so Ill - a (po,.)If <--Ill - a (p, .)II (3.2) 
ffir alle p im Durchsehnitt einer Umgebung von po mit P. II" ]1 ist hierbei die Maxi- 
mumnorm auf X. Ein po mit obiger Eigenschaft nennen wir eine lokal beste 
Approximation. Gilt in (3.2) nur ffir p = po Gleichheit, so sprechen wir von einer 
lokal besten Approximation im starken Sinn. 
Bemerkung. Die Bedingung c(p,y)<O, yEY, in (3.1) repr/isentiert i. allg. 
unendlich viele Ungleiehungen. Bei der einseitigen Approximation ist z.B. Y = X. 
Man kdnnte daran denken, anstatt mit c: P0 • Y-+IR mit einer Funktion c: 
P0 • Y->iRk zu arbeiten. Sinnvoller w~ire es jedoeh, endlich viele Ungleichungen 
mit auf evtl. verschiedenen Bereichen Po x Y~ definierten Funktionen c~ zu be- 
trachten. Bei Randwertaufgaben kSnnte man z.B. neben Bedingungen im Gebiet 
noch solche auf dem Rand betrachten. Da die Erweiterung tier folgenden Re- 
sultate auf diesen Fall auf der Hand liegt, wurde hierauf zugunsten einer einfa- 
cheren Bezeichnungsweise v rziehtet. 
Im folgenden betrachten wir stets ein festes p~ P und stellen uns die Frage, 
wie man entscheiden kann, ob p0 eine lokal beste Approximation ist oder nicht. 
Zu p E P definieren wir die Fehlerfunktion 
e(p, x)=It(x)--a(p, x)I (3.3) 
und setzen lie (P~ > 0 voraus. Ferner sei 
E, =(xeXle(po x)  = lie(P~ )II} (3.4) 
und 
Ey ={yeYIc(P~ y) =0}. (3.5) 
4. S~tze fiber Ungleichungen 
Es sei S eine Teilmenge des iRn. Wir wollen die L6sbarkeit yon Systemen yon 
Ungleichungen xT s q O, sES, (4.1) 
untersuchen, wo ~ ftir < oder fiir < steht. Je nachdem sprechen wir yon einem 
strikten oder einem nichtstrikten System. H(S) sei die konvexe, K(S) die konische 
Hfille yon S. Also 
---- uisilui>_O, u i= l ,  r<  o0 
H(S) x ----i i=1 (4.2) 
K(S) = {x = 2y]y EH(S), 2 >_ 0}. 
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Der erste Hilfssatz, der z.B. in [5] bewiesen wird, ist eine Verallgemeinerung des 
bekannten Lemmas von Farkas [2]. 
Hilfssatz 1. K(S) sei abgeschlossen. Ffir jedes dEIR n gilt genau eine der Aus- 
sagen (i) und (ii): 
(i) Es ist dEK(S), d.h. es gibt endlich viele siE S, i =t  . . . . .  r, r>0,  und zu- 
gehSrige ui > 0, so dab r 
d = ~, uis i. (4.3) 
i=1 
(Ftir r - -0  sei die rechte Seite in (4.3) der Nullvektor.) 
(ii) Das folgende System ist 16sbar: 
xTs<O, sES 
xT d>O. 
Der folgende, ebenfalls in [5] bewiesene Hilfssatz gibt hinreichende Bedingungen 
daftir an, dab K(S) abgeschlossen ist. 
Hilfssatz 2. K(S) ist abgeschlossen, wenn eine der Bedingungen (i) oder (ii) 
erftillt ist : 
(i) Die Menge S ist endlich. 
(ii) S ist kompakt und OCH(S). 
Es sei nun S = {s (y) E lR"Iy E q]}, wo ~/eine nichtleere, kompakte Teilmenge 
eines normierten Raumes und s: a#__~ iR a eine stetige Funktion sei. 
Dann gilt folgende Verallgemeinerung des Transpositionssatzes von Gordan 
([4]): 
Hilfssatz 3. Genau dann ist das System von Ungleichungen 
xrs (y) < O, y E@ ~ (4.4) 
nicht 16sbar, wenn es yiE~/ und u i>0,  i=1  . . . . .  r, t <r<d im(S)+t ,  gibt, 
dab SO 
~, ui s (Y3 = 0 .  
Hierbei ist dim(S) die Dimension des yon S aufgespannten li earen Teilraums 
des JR". 
Beweis. Wegen der Stetigkeit von sauf  der kompakten Menge ~ ist (4.4) 
genau 16sbar, wenn das System 
z>O, 
x~s(y)+z<O, y~q/ 
eine L6sung x, z(zElR) besitzt. Sei S*={([)E]R"+llsES }. Mit S ist auch S* 
kompakt und ersiehtlich gilt 0 CH(S*). Nach Hilfssatz 2 ist K(S*) abgeschlossen, 
so dab wir Hilfssatz t anwenden k6nnen, welcher sofort die Behauptung liefert. 
Definition. Wir wollen sagen, dab S__(~ n die Haarsche Bedingung erftillt, 
wenn ftir je k paarweise verschiedene Yl . . . . .  ykE~/, k <n,  die Vektoren 
s (Yl) . . . . .  s (Yk) 
linear unabhttngig sind. 
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Hilfssatz 4. S={s(y)[yE~/} erfiille die Haarsche Bedingung. Dann ist das 
strikte System xrs < O, s E S, 
genau dann nicht 15sbar, wenn das nichtstrikte nut die L6sung x =0 besitzt. 
Beweis. Hat xTs~o,  sES, nur die L6sung x :O ,  so ist klar, dab das strikte 
System nicht 15sbar ist. 
Sei umgekehrt alas strikte System nicht 16sbar. Wir nehmen an, x o ~= 0 15se 
das nichtstrikte System. 
Da aus xro si =0,  i : 1 . . . . .  n, s~ES, s i paarweise verschieden, wegen der Haar- 
schen Bedingung x o = 0 folgen wfirde, gibt es b6chstens r < n -  1 Punkte 
Yl . . . . .  y,E~/ mit xrs(yi)=O. 
Wegen tier Haarschen Bedingung besitzt ferner xrs (y~)=- - t ,  i =t  . . . . .  r, 
eine L6sung x = z. Wegen der Stetigkeit yon s gibt es weiter zu iedem Yi ein ei > 0, 
so dab zTs(y)<0 ffir yEK i, K i ={yEl l [  Ily -y i l l<e i}  (~/war  Teilmenge eines 
normierten Raumes). 
Die Menge ~=~'~.~ ist kompakt. Daher existieren m,= 
i 
max{ zrs (Y)IY E~} und mo= max{xrs (y)ly e~} und es ist m o < O. Definiert man 
1 ffir m, < 0 
k : m, ffir m, > 0' 
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so prfift man sofort nach, dab x o + kz eine L6sung des strikten Systems 
xrs(y) <0,  ye~/,  
ist, im Widerspruch zur Voraussetzung. Die Annahme x o ~ 0 ist also falsch und 
damit der Hilfssatz bewiesen. 
Als n~tchstes beweisen wir eine Verallgemeinerung des Transpt, sitionssatzes 
yon Stiemke [9]: 
Hilissatz 5. Sei K(S) abgeschlossen. Genau dann hat das nichtstrikte System 
xTs(y) ~0,  yE~/, nur L6sungen mit xrs (y )=0,  yE~/, wenn es zu jedem y0Eqr 
Punkte Yl . . . . .  y, Eq/, r < dim (S), und Zahlen u i> 0 gibt, so daB 
- -  s (Yo) = ~. "i s (Y3 .  (4 .5 )  
Beweis. xrs(y)<O,  yE~/, besitze nur LSsungen mit xTs (y )=0,  yE~/. Ffir 
jedes yoE~/ist dann das System 
xTs(y)<O, yE~/, - -xrs (yo)>O 
unlSsbar. Nach Hilfssatz t folgt die Existenz yon Yi, ui, so daB (4.5) gilt. 
Es gebe umgekehrt zu jedem Yo E~ Punkte Yi und u i > O, so dab (4.5) gilt. Ffir 
j ede LSsung x von x rs (y) <_ O, y e q/, gilt dann 0 < - -  xrs (Yo) : ~,~=1 uiXTS (Yi) ~ O, 
also xrs (Y0) = 0. Dies gilt ffir jedes yoeq/und tier Hilfssatz ist bewiesen. 
SchlieBlich benStigen wir den folgenden Hilfssatz fiber endliche inhomogene 
Systeme, der eine Spezialisierung des Satzes von Kuhn-Fourier (vgl. [t0]) ist: 
8 Numer .  Math . ,  Bd .  25 
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Hilfssatz 6. Sei M eine reelle m X n-Matrix, b EF, ~ ein Vektor. Dann ist das 
System Mx <b genau dann nicht 15sbar, wenn es ein uelP,'*, u>0,  u 4=0, gibt 
mit Mru =0, r 
5. Kriterien erster Ordnung 
Sei p~ ein fester Punkt, S ={%(po, x)[xeE~}U{%(po, y)[yEEy} und 
d s =dim(S). 
Wir beginnen mit einer hinreichenden Bedingung erster Ordnung ftir lokal beste 
Approximationen im starken Sinn. 
Satz 1. (a) Das System linearer Ungleichungen 
~r%(po, x )<0,  xeE,, ~Tc#(p~ yeEy (5.t) 
habe nur die LSsung 8 = 0. Dann ist po eine lokal beste Approximation im starken 
Sinn. 
(b) Ist ds = n und K(S) abgeschlossen, so ist die Bedingung in (a) der folgenden 
iiquivalent: 
Zu jedem zEE x resp. zEEy gibt es Punkte 
xieE,, i=t  . . . . .  r,, yieEy, / '=r ,+t  . . . . .  r, r~n,  
und Zahlen u] > 0, so dab 
i f i  iffirx+x 
resp. 
c (po + =o 
i =i  j=r| 
Beweis. (b) folgt sofort aus Hilfssatz 5. Um (a) zu beweisen, zeigen wir, dab 
(5.t) eine LSsung ~ 4=0 hat, wenn po keine lokal beste Approximation im starken 
Sinn ist. Es gibt dann eine Folge p~EP, p~.po, k=t ,  2, ..., mit pi-+~b~ SO dab 
e(p k, x)~e(p ~ x), xeE x, (5.2) 
und 
c(pk, y) <_c(p~ y)-----0, yeE,. (5.3) 
Wir set zen Pk = po + t~ ~k mit ~ e IR ~, ll~k ]12 = t (]1" ]]2 bezeichne die euklidische Norm 
im lP, ~) und t h > O. Dann konvergieren die ~ (evtl. gehe man zu einer Teilfolge 
fiber) gegen ein to, ][~oH~ = t, und tk~0. Aus (5.2) folgt ftir jedes xeE, 
e(p~, x) -e(~O, x) =t~rep(p ~x) +o(tk)~o. 
Hieraus folgt aber ~r %(po, x) <_0, xEEx. Entsprechend folgt aus (5.3) 
~T %(p~ yeE,. 
Also ist ~o LSsung von (5.1) und ~o 4=0 wegen [[~o[[l = t. Damit ist Satz t bewiesen. 
Wir zeigen weiter, dab die UnlSsbarkeit des strikten Systems (SA) notwendig 
daffir ist, dab po eine Iokal beste Approximation ist. 
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Satz 2. po sei eine lokal beste Approximation. Dann gelten die beiden folgenden 
~quivalenten Aussagen: 
(a) Das folgende System besitzt keine L6sung $: 
~rep(pO, x)<O, xeE,, ~rcp(pO, y)<O, yeEy. (5.4) 
(b) Esgibt xi~E~,i =t  . . . . .  r,, f eEy, j =r,+t  . . . . .  r, O<r ,~r ,  ~ <r  <ds + L 
und Zahlen ui > 0, ~=t  ui = 1, so dab 
/=1 i=r~+l 
Beweis. Die Aquivalenz von (a) und (b) folgt aus Hilfssatz 3. Wit zeigen, daft 
(a) gilt. Wir nehmen an, ~o sei eine L6sung von (5.4). Zu zeigen ist, dab po keine 
Iokal beste Approximation ist. Da ep und cp stetig sind und E,, E~ kompakt, gibt 
es ein 6 < 0 und ein e > 0, so dab mit 
Ex,={x~X[ es gibt gEE: mit H~-~[[,<*} 
und 
gilt 
E~, ={yeY  I es gibt 9EEy mit Hy-~I I ,<*} 
~/ep(p, x )~<o,  xeE,., 
fur ane p mit l iP--P%<*" Dabei sind E .  und E~, die abgeschlossenen H~nen 
yon E~ ~ und E~ ~. Hier und im folgenden ehmen wir stillschweigend an, dab aUe 
auftretenden Parameter pauf  eine in Po enthaltene Umgebung yon po beschr~nkt 
sin& Da Po often ist, ist dies keine wesentliche Einschr~inkung. 
Die Mengen X,=X,~E~, und Y~=Y,~Ey, sind kompakt. Daher gibt es 
~, 0y und n, so dab far alle p mit HP _po[[z <~/und xEX,, yEY, gilt 
e(p, x)<e~<lle(#~ . )ll so~e c(p, y)<o,<O. (5.7) 
Sei nun p(t) =p~ 0. Fiir alle xEX gilt (vgi. z.B. [t], Th. 3A) 
e(p(t), x) =e(p  ~ x)+t~rep(p(O), x), 0<0<t .  
0 e 
Es sei t~-  11~o[12 " Ftir xEEx, gilt dann 
(P (0, x) < II~ (po)  II +~0 < II~ (P~ 9 ) tl fur t ~ (0, t;]. 
Ist x e x,, so gilt wegen (5.7) e (p (t), x) <: ~ ftir alle t mit [[ p (t) - p0 lie -<n. meraus 
folgt unmittelbar, dab es ein t~'>0 gibt, so dab e(p(t), x)<IIt(po,. )11 larynX,,  
t e (o, t~]. Somit gilt e (p (t), x )< lie (po,.)ll f~r ~x  und t~ (o, t,l, wobei 
t~ = min {t', t~}. 
VNiig analog folgt aus (5.6) und (5.7) die Existenz von ty > 0, so dab 
c (p (t), 3+) < 0 fur y E Y, t E (0, t,]. 
Damit w~iren aber p (t) fur 0 <t  <rain {t~, ty} bessere Approximationen als 
p0, im Widerspruch zur Voraussetzung. Also ist Satz 2 bewiesen. 
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Sichert man durch eine zus~ttzliche Bedingung (,, constraint qualification") die 
L6sbarkeit des Teilsystems ~r%(po, y)< O, yEEy, yon (5.4), so kann man in (b) 
r. > t annehmen. Man erh~tlt dann genau die Spezialisierung yon Satz I in [7] auf 
das vorliegende Problem. Ebenfalls in [7] wird gezeigt, wie man von hier aus zu 
Alternantens~tzen ffir Approximationsprobleme kommt, bei denen die zu approxi- 
mierende Funktion und die Approximierende zwischen Schranken eingeschlossen 
sind. 
Die Anwendung von Hilfssatz 4 auf Satz tund  Satz 2 liefert uns ein notwen- 
diges und hinreichendes Kriterium: 
Satz 3. S erfiitle die Haarsche Bedingung. Dann sind die Bedingungen (a) 
und (b) von Satz 2 notwendig und hinreichend affir, dab p0 eine lokal beste 
Approximation im starken Sinn ist. 
Ist a (p, x) linear in den Variablen Pl . . . . .  p. und ist der Parameterbereich 
konvex, so gibt Satz 3 notwendige und hinreichende Kriterien sogar ffir globalbeste 
Approximationen. Da Satz 3 beste Approximationen im starken Sinn eharakteri- 
siert, folgt zugleich die Eindeutigkeit der besten Approximation i  diesem Fall. 
Hieraus kann man dann ffir eine Reihe verschiedener Typen yon Approxima- 
tionsproblemen Kriterien folgern, wie sie u.a. in [8] zu finden sind, insbesondere 
auch Alternantens~tze. 
Einen l~berblick fiber zahlreiche weitere Arbeiten auf dem Gebiet der Approxi- 
mation mit Nebenbedingungen fi det man in [1 t ], eine Reihe yon Anwendungen 
in [t3]. 
Im Gegensatz zu Kriterien erster Ordnung, sind solclie zweiter Ordnung, wie 
wir sie im n~tchsten Abschnitt herleiten wollen, unseres Wissens in der Literatur 
in expliziter Form nicht zu finden. 
6. Kr i te r ien  zwe i te r  Ordnung 
Wir setzen von nun an voraus, dab die Funktionen [ (x), a (p, x) undc  (p, x) 
nach allen Variablen zweimal stetig differenzierbar sind. Ferner ben6tigen wir 
zus~ttzliche Voraussetzungen fiber X und Y und die Funktionen e(p ~ x) und 
c (po, x). poe P ist dabei wieder ein fester Punkt. Zur Bezeichnungsweise verweisen 
wir auf Abschnitt 2. 
(Ix). Es sei X={xElPJ"x[#(x)<0, iEI} mit einer endlichen Indexmenge I 
und reellen, in ]K m~ zweimal stetig differenzierbaren Funktionen gi(x). Jedem 
x EX ordnen wit die Indexmenge I(x)={iEI[g ~ (x )= 0} zu. Ffir alle x EE. seien 
dann die Vektoren gi. (x), i EI(x), linear unabh~ngig. 
(Iy). Es sei Y ={yEIP,"*]hi(y)~0, ]'E J}, wobei J ,  die hi(y) und die Vektoren 
h~(y), jE J (y)- - -{ieJ ih i (y)=0} identischen Voraussetzungen genfigen wie I, die 
g'(x) und die g~(x)in (Ix). 
(IIx). Zu jedem xkEE. gebe es v~>0, iEI(xk), so dab gilt: 
(i) e~ y, . k _i, k - -  vi gx ---~ 0. 
ir 
(ii) Auf V k = {~ EIR"*I~Tg~ k= O, i EI(xk)} ist die quadratische Form 
~T Mk ~, k vk _i, k M,=e. . - -  ~, ig. . ,  
negativ definit. ~z I**~ 
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(II y). Zu jedem ytEEy gebe es w~ > O, i EJ(Yt), so dab gilt: 
(i) t ' hi; t = 0. 6y - -  Z , Wi 
/e J(y') 
(ii) Auf W t ={~E]P,=,12Thi; t =0,/ 'EJ(yt)} ist die quadratische Form 
X ",' jeJ( t) wi hyy, 
negativ definit. 
In [6] wurde gezeigt, dab unter diesen Voraussetzungen E, und E r endlich sind: 
E, ----- {x x . . . . .  x~,}, Ey = {yl . . . . .  yk,}. 
t 2 
Sei nun p (t) =po +t8  +2 ~ ein ftir tE [0, t*], t* > 0, ganz in Po verlaufender Weg. 
Dann wurde ebenfalls in [6] gezeigt, dab es unter den gemachten Voraussetzungen 
ein t 1E (0, t*] gibt, so dab 
( t' Tk  Tlr ) e(p(t),x)<max ek+t~Te~+~[~ e +~ %p~--#TMd~k] +o(t ~) (6A) 
- -  x~E x 
for xEX und tE [0, tl]. Hierbei st M k wie in (IIx) und #h ist eindeutig bestimmt 
durch das Gleichungssystem 
wo G k die Matrix ist mit den Zeilen --(g~ k)r, iEI(x*). 
Da c denselben Voraussetzungen wie e gentigt, gilt entsprechend: Es gibt ein 
t, E (0, t*], so dab 
t2 c(p(t),y)~max(ct + ~r ctp+~[~rctp+~rCtpp~--vTNtvt])+o(t ~  (6.3) 
yl EEy \ 
fiir yEY und tE EO, t2]. Hierbei ist Nt wie in (IIy) und vt ist eindeutig bestimmt 
durch das Gleichungssystem 
wo He die Matrix ist mit den Zeilen --(hi; t)T, /ej(yt). 
Aus (5.2) und (6.6) folgt, dab die/z, und vt yon ~/unabh~tngig sind und yon 
linear abh~ingen. 
Sei nun po eine lokal beste Approximation. Nach dem vorangehenden mug ftir 
t* 
beliebige ~, ~/e]P, * p (t) = p0 + t~ + ~- ~/gelten: 
Es gibt kein t > 0, so dab flit k = t . . . . .  k,, ~ = l . . . . .  ky, t E (0, t ] gilt 
t2"  re*--*Tek ~ 9 (6.5) :+tCe~+~n p~-r pp -~TM~m]<ll~(P ~ )U=e k
und 
t2 T t r t (6 .6)  t~rc~+~ [~ %+~ %p~--~'f Nt~'t] <0.  
Hieraus folgt, dab das System 
~re~<0, k----t . . . . .  k,; ~rc~<0, ?=~ . . . . .  k,, (6.7) 
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keine L6sung hat. Nach Hilfssatz 3 ist dies genau dann der Fall, wenn es 
u,~>0, k=l  . . . . .  k~, und u~t>_O, ~=1 . . . . .  k~, 
gibt, so dab 
kz k~ 
E r , , ,4=o.  (6.8) 
k~l  t= l  
Sei ~ eine L6sung des Systems 
~T4<0,  k =t  . . . . .  k,; ~rc~0,  t= l  . . . . .  k,, (6.9) 
mit ~r e~ = 0 genau ftir k ----- t . . . . .  k 1 und ~Tctp = 0 genau ftir E = t . . . . .  k *, k 1 + k * > 0. 
Dann gilt in (6.8) u** =0,  k=k l+ l  . . . . .  k,, uyt-----O, t =k*+l  . . . . .  ky, da andern- 
falls durch Multiplikation yon (6.8) yon links mit ~T folgen wiirde 
kz k U 
o = y u W4 + E - , , :4  <o. 
k=kl+l tffik*+l 
Fiir k----kl+ 1 . . . . .  k, resp. r = k*+ 1 . . . . .  ky sind (6.5) resp. (6.6) fiir hinreichend 
kleine t erftillt. Somit darf es kein [> 0 geben, so dab (6.5) und (6.6) mit k 1, k ~ an 
Stelle yon k,, ky erfiillt sind, wobei ~r 4 = 0 und ~rc~ = 0. Daher darf das Iolgende 
System von Ungleichungen keine LSsung ~1 besitzen: 
~Te~< --~Te~p~AClAIMk[~lr k=t  . . . . .  k 1, 
, :4< N,",, . . . . .  k'. 
Nit Hilfssatz 6 folgt hieraus unmittelbar der folgende Satz. 
Satz 4. Die Funktionen/, a unclc seien zweimal stetig differenzierbar und die 
Voraussetzungen (Ix), (Iy), (IIx) und (IIy) seien erftillt. Ist dann po lokal beste 
Approximation, so gibt es zu jeder L6sung ~ von (6.9) Zahlen u**>0, uyt>_0 
(nicht alle Null), so dab (6.8) gilt und 
M~ und Nt sind dabei wie in (IIx), (IIy), und die/z~, vt sind durch (6.2), (6.4) be- 
stimmt. Wie erw~hnt, h~tngen/z k und vt linear von ~ ab. 
Wir zeigen weiter, dab eine nur wenig verscNirfte Bedingung hinreichend ist. 
Satz 5. Unter den Voraussetzungen yon Satz 4 sei eine tier beiden Bedin- 
gungen (a), (b) erfiillt: 
(a) Das System (6.9) besitzt nur die L6sung ~ =0. 
(b) Zu jeder L6sung ~ von (6.9) gibt es u,k > 0, uyt > 0 (nicht alle Null), so dab 
(6.8) gilt und q (~) > 0, falls ~ + 0. 
Dann ist po eine lokal beste Approximation im starken Sinn. 
Beweis. Angenommen, es gebe eine Folge yon Punkten Pi4: po, ~ pi =po, 
mit []e(p ~, .)U<l[e(p~ .)1[ und p'EP. Wir setzen p '=p~ i mit t~>0 und 
H ,II--t. Es gilt Jim t, =o.  O.B.d.A. k6nnen wir annehmen, dab die Folge der ~i 
konvergiert (evtl. gehe man zu einer Teilfolge tiber): Jim ~, =~, tl tl =~ 
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Nach [6] Satz t gibt es unter den Voraussetzungen (Ix) und (II x) Umgebungen 
kz 
U~j, i ---- ! . . . . .  k x, der x iund ein t o > O, so dab ftir t E [0, to] e (po + t~, x) in X ~ O U,~ 
ts i=1 
lokale Maxima genau in den Punkten xi(t) ---- x i + t/z /+ ~ ~t/+ o (t z) besitzt, wo 
die/z i durch (6.2) gegeben sind und die 2/dem Gleichungssystem 
T k J Tk ,  J AJ g; = --#i g~x #/, kEI(xi) (6At) 
geniigen. Da c entsprechenden Voraussetzungen gentigt, gilt ebenso: Es gibt 
Umgebungen Uyt, t ----- t . . . . .  ky, der yt und t o > 0 (man kann o.B.d.A, dasselbe t o 
4, 
wie oben wihlen), so dab fiir tE [0, to] c(p ~ +t~, y) in Y~ O U/ loka le  Maxima 
ts t=l  
genau in den  Punkten  yt(t) _~yt +tv  t + 2 c~ t +o  (t z) besitzt, wo vt durch (6.4) 
bestimmt ist und die mt dem folgenden Gleichungssystem gentigen: 
T tk, t T ~k, t ~0 t ny : --V t nyyVt, kEJ(yt). (6A2) 
Aus der Annahme folgen die Ungleichungen 
1 ti [e(p~ x i) --e(p ~ xi)] < O, /= l  . . . . .  k, 
und 
1 t~[c(p~ yt)--c(p~ yt)]<O, t----t . . . . .  ky. 
Durch Grenztibergang i--* oo erh~ilt man die Ungleichungen ~re~ < O, y" = t . . . . .  k,, 
~Tctp<O, t----1 . . . . .  ky, d.h. ~ erffillt (6.9). Ist Voraussetzung (a) erfiillt, hat man 
wegen II ll-- a sofort einen Widerspruch. Sei also (b) erfiillt und u,i>O, uyt>_O so, 
dab (6.8) gilt und q (~) > 0. Ffir gentigend groBe i i s t  t i E [0, to]. Es gilt: 
kz 
0 >__ ~. u~ i [e (po + ti~i, xi(ti)) -- e (po xi)] 
/=1 
kv 
+ ~, Uy t [C (pO + ti~i ' yt(ti) ) __ C (pO, yt)] 
t=l  
r k, k, ] 
T J t 
=' ,~,  [ i~  uxieP +t~=luytc,  1 
=0 nach (6.8) 
+t~ u~il~ i e~+ ~. uytvt % 
=0 nach (IIx), (6.2) und (IIy), (6.4) 
kx 
+/, /e , , /~.]  
i=1 
4, } + ~,%t r t  r t  [~ot cy +vt  cyyvt] +o(t~). 
t=X 
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Nach (IIx), (IIy), (6At) und (6A2) erh/ilt man fiir die beiden letzten Summen 
kx kit 
(=1 i=1 
man noch, dab durch Multiplikation yon (6.2)yon links mit" "(~J)T Beachtet 
(':7 
\u /  
und yon (6.4) mit die Relationen/~T Mj# i ---- --#Te~p } resp. vTNtvt = _v  tT Cyp~t 
folgen, so ergibt sich dutch Grenziibergang i--+ ooq(})< 0 im Widerspruch zur 
Voraussetzung. Die Annahme war daher falsch und Satz 5 ist bewiesen. 
Bemerkung. Beim Beweis yon Satz 3 in E6] wurde stillschweigend angenom- 
men, dab sich t o in Abh/ingigkeit von} stetig w/ihlen 1/iBt, was dutch einen um- 
st/indlichen, wenn auch im einzelnen elementaren Beweis nachzuweisen w/ire. 
Deshalb haben wir bier eine andere Beweistechnik vorgezogen und damit zu- 
gleich einen neuen Beweis von Satz 3 in [61 gegeben, der ohne eine solche Pr/imisse 
auskommt. 
7. Ein Beispiel 
Zur Illustration behandeln wit folgendes einfache Beispiel: Im IntervaU 
[-- {, 1 ] sou die Funktion ] (x) = 0 dutch eine Funktion 
a(p, x )=- -{p~+2px- -x  s, pE]R, 
einseitig yon unten approximiert werden, d.h. unter der Nebenbedingung 
a(p, x)_<o, 11 
Wit zeigen, dab po--0 eine lokal beste Approximation ist (wie man leicht sieht, 
sogar die global beste Approximation). 
Es wird E~----{l}, Ey----{0}. Wegen %(0, 1 )=- -2  und %(0, 0)=%(0,  0 )=0 
wird System (6.9) einfach 
-2~_<o 
0}<0,  also ~>0.  
Ersichtlich gilt (6.8) ftir u, l=0(k,=l----ky) und beliebige uy=uy,>0.  Ferner 
rechnet man leicht nach, dab (IIy) (ebenso wie (Ix), (Iy) und (IIx)) erftillt ist und 
N = c . (o ,  0) = - -  2. 
(6.4) recluziert sich damit auf 
--2v = --cyp(0, 0) ~ = --2~, d.h. v =~. 
Mit cpp(0, 0) = --1 folgt schlieBlich 
q(~) =~(-% +2uy) ~ =uy ~> o. 
fiir uy > 0, } > 0. Nach Satz 5 ist damit gezeigt, dab po = 0 eine lokal beste Appro- 
ximation sogar im starken Sinne ist. 
Wit bemerken weiter, dab die Punkte yon E, und Ey keine Ht-Menge zu p0 = 0 
bilden ([13], S. 102), so dab die dort angeftihrte hinreichende Bedingung nicht 
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erftillt ist. W/ire E,  U Ey eine H1-Menge , so dtirfte es kein p geben mit  
~(p, 1)-~(o, t)>o 
und 
a(p, O) --a(O, O)<0. 
Ftir p = 1 erh/ilt man aber z. B. a (p, t) - -  a (0, t) = 3/2 und a (p, 0) - -  a (0, 0) = - -  1/2. 
8. Schluflbemerkungen 
W/ihrend wir zur Herleitung der Kriter ien erster Ordnung auger Stetigkeits- 
und Differenzierbarkeitseigenschaften keine Voraussetzungen ben6tigten, wurden 
die Kr iter ien zweiter Ordnung unter zus/itzlichen Bedingungen (I x), (I y), (II x) 
und (IIy) abgeleitet. In der Praxis werden sich diese im konkreten Fal l  i. allg. 
leicht prtifen lassen. 
Macht man von den in [5] (und frtiher in [12]) abgeleiteten Kr i ter ien ftir Op- 
t imierungsprobleme mit  endiich oder unendlich vielen Nebenbedingungen Ge- 
brauch, so kommt man auch mit  schw/icheren Voraussetzungen aus, die dann aber 
i. allg. schwieriger zu prtifen sind. Der Weg tiber Optimierungsprobleme wird 
auch in [3] gew/ihlt, um Kr i ter ien erster Ordnung ftir Approximat ionsprobleme 
mit (z.B.) Interpolat ionsbedingungen abzuleiten. Um solche Aufgaben zu be- 
handeln, w/ire es sinnvoll, bei der Definit ion von P auch Gleichungen als Neben- 
bedingungen zuzulassen, was ohne weiteres m6glich ist. 
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