ABSTRACT: We used a 3-D coupled seaice ecological model of the Baltic Sea to investigate the influence of long-term trends in average temperature, wind speed and solar irradiance on nutrients concentration and distribution of phytoplankton. We tested the sensitivity of the model to changes of the main physical parameters such as temperature, wind speed, solar and thermal radiation performing several numerical experiments with different configurations. Discussion about the relevance of the results for the expected future climate change is provided. The calculations were done for whole Baltic Sea for the period from 2004 to 2048. The results of the numerical simulations for the different areas of Baltic Sea (nine stations: Gulf of Gdańsk, Gdańsk Deep, Gotland Deep, Bornholm Deep, Gulf of Finland, Gulf of Riga, Gulf of Bothnian, Bothnian Sea, Danish Straits) were presented. The simulations results show significant changes in phytoplankton biomass and nutrient concentration distributions, which took place in the regions where a significant increase in currents (to 100 cm s -1 ) was found. The results of the numerical simulations for five years (2000)(2001)(2002)(2003)(2004) are consistent with in situ observations for temperature and phytoplankton (DzierzbickaGlowacka et al. 2011b).
INTRODUCTION
The complexity of the hydrophysical and biological processes in the marine environment and the links between these processes require modern techniques, i.e, mathematical modeling and computer simulations, for their study. Although field work provides the most reliable information on these mechanisms and processes, it requires comprehensive and costly in situ observations conducted under a variety of hydrological conditions for long periods of time. This explains the present widespread use of mathematical models and computer simulations as tools leading to understanding the underlying physical, chemical and biological processes.
The marine system model consists of two parts: hydrodynamic and ecosystem part. The hydrodynamic models have been developed for the Baltic Sea during the last 35 years. Ecological modelling of the Baltic Sea began at the end of the 1960s with material balance models (Fons el ius 1969) . The first, general, conceptual ecosystem model of the Baltic Sea was presented by Janss on (1972) . Practical simulations of the ecosystem of the Baltic Sea were presented by St i gebr andt and Wu l f f (1987), S avchu k et al. (1988) , E n ne t et al. (1989) , Fennel (1995) , Tams a lu and E nnet (1995), Fennel and Neumann (1996 , 1999 , 2004 , Svanss on (1996) , Tams a lu (1998), Dzierzbicka-Głowacka (2005 , Dzierzbicka-Głowacka et al. (1996 , 2011a , 2011b , Savchu k (2002 Savchu k ( , 2005 , Omste dt and Axel l (2003) . Climate change scenario calculations for the Baltic Sea have been performed by Haap a l a et al. (2001) , Meier (2002a, b) , St igebrandt and Gust afss on (2003) and Omste dt et al. (2004 Omste dt et al. ( , 2009 .
The main goal of this work was to present numerical simulations of the time-changes of the selected ecosystem variables not only for phytoplankton but also for nutrient, temperature and salinity for the 45 years using a three-dimensional 3D CEMBSv1 model (a three-dimensional Coupled Ecosystem Model of the Baltic Sea, version 1), bearing in mind the fact that the intention was to make the model as simple as possible. However, a 3D model was necessary in order to include the important effects of horizontal advection. The 3D CEMBSv1 model was developed in Institute of Oceanology of Polish Academy of Sciences in Sopot (Dzierzbicka-Glowacka et al. 2011b) . The biological part of the 3D CEMBSv1 model was embedded in the hydrodynamical part of the coupled ocean (POP -parallel ocean program [http://climate.lanl.gov/Models/POP/]) and ice (CICE -Community Ice Code [http://oceans11.lanl. gov/trac/CICE]) models (we call this model: model POPCICE) for simulation of the annual, seasonal, monthly and daily phytoplankton biomass and nutrient concentration in the Baltic Sea (Dzierzbicka-Glowacka et al. 2011b) .
The modeling was performed to check the effect of some possible climate change scenarios on nutrients and phytoplankton in the Baltic. The scenarios used were based on IPCC A1B (http://www.ipcc.ch/ipccreports/tar/wg1/029.htm#storya1) scenario with changes of air temperature, wind speed and/ or incoming solar irradiance (IPCC 2007) .
The IPCC A1 scenario family describes a future world of very rapid economic growth, global population that peaks in mid-century and declines thereafter, and the rapid introduction of new and more efficient technologies. The three A1 groups are distinguished by their technological emphasis: fossil intensive (A1FI), non-fossil energy sources (A1T), or a balance across all sources (A1B).
MODEL CONSTRUCTION, ASSUMPTIONS AND LIMITATTIONS
The 3D CEMBSv1 model (conceptual basis, equations, parameters, forcing, initial and boundary values and comparison of model results with measurements) was discussed in detail in Dzierzbicka-Glowacka et al. (2011b) .
The CEMBSv1 model was embedded in the existing 3D hydrodynamic model of the Baltic Sea. A sea-ice model (POPCICE) has been used to implement biological equations for plankton system (Dz i e r z bi ck a - Glowacka et al. 2010a Glowacka et al. , 2010b Glowacka et al. , 2011a . The model POPCICE consists of Parallel Ocean Program, POP and Community Ice Code, CICE. Both are from Los Alamos National Laboratory (LANL). POPCICE was forced using the data from European Centre for Medium-Range Weather Forecasts (ECMWF): temperature (2 meters over the sea surface) and dew point, long and short waves downward radiation, downward short waves radiation, wind speed 10 meters above sea surface and air-ocean wind stress. Ocean model time step is 480 s and ice model time step is 1440 s. Horizontal resolution for ice and ocean model: ~9 km (1/12 degree). Vertical resolution (ocean model): 21 levels (for the Baltic sea ~18 levels). Model domain and bathymetry (represented by vertical levels) is presented at Fig. 1 . It presents the model coordinates, and the same bathymetry as a geographic projection (rotated relative to model coordinates). Both models, for ice and ocean, work on the same grid, so there are no problems with exchanging fluxes between the models. In this paper, we are focused only on the biological part of the model.
The biological part of the 3D CEMBSv1 model is based on the equations of 1D biological model of Dzierzbicka-Głowacka (2005 . In this model, phytoplankton is represented by one state variable and the model formulations are based on a simple total inorganic nitrogen (NO 3 +NO 2 +NH 4 ) cycle (Fig. 2) . Nutrient serves as the initial trigger of the phytoplankton bloom or as supplement to other triggering parameters such as light availability (Wasmund et al. 1998) , increased temperature (Sno eijs 1990) , and spreading of freshwater (Hordoir and Meier 2011) or even the balance between phytoplankton growth and grazing (B ehrenfeld 2010). The model is conceptualized for the shallow sea, typical with the replenishment of the mixed layer with nutrients from the bottom. The water column dynamics is implemented in a three-dimensional frame, where phytoplankton and nutrient (nitrogen) are transported by advection and diffusion. The physical frame, including all necessary forcing is presented at Fig. 3 . Bearing in mind the fact that the intention was to make the model as simple as possible, and also to avoid the necessity of including several nutrient components, the model is based on total inorganic nitrogen. This is the main factor which controls the biomass of phytoplankton in the Baltic Sea (Shaf fe r 1987), although cyanobacteria overcome N shortage by N-fixation, making in that case primary production limited by available phosphorus. In this model, phytoplankton was modeled with the aid of only one state variable represented by diatoms. Cyanobacteria blooms were not incorporated at this stage of the model development. Therefore in this case, nutrient may be represented by one component, total inorganic nitrogen (Shaf fe r 1987). There seems to be consensus (Gr anel i et al 1990, S avchu k 2005 or S avchu k and Wu l f f 2009) that the limiting factor (apart of short wave irradiation) in the Baltic is nitrogen. In cases where it is not limiting, nitrogen and phosphorus are close to the Redfield equilibrium ratio (N:P = 16:1) suggesting co-limitation by N and P. The exceptions, namely the blooms of nitrogen deficit tolerant species like blue-green algae in the Baltic Proper in the summer or nitrogen fixing ones like late summer cyanobacteria blooms confirm rather than deny the nitrogen limitation. Also, the large observed export of phosphorus to Skagerrak (S avchu k 2005) seems to be a buffer for this kind of process and an additional evidence of nitrogen limitation in the Baltic. S avchu k (2005) explained this export "by an internal phosphorus source in the Baltic Proper of 18,000 tons released annually from anoxic sediments".
The initial values for nutrients are based on SCOBI model (Swedish Coastal and Ocean Biogeochemical MODEL (Mar me felt and Ha kanss on, 2000). Our nitrogen cycle in this version of 3D CEMBSv1 of the model was rudimentary: no river inflow and deposition, no outflow through the Danish Straits, the limiting factor is total biologically available nitrogen (NO 3 +NO 2 +NH 4 ) treated as one parameter, no nitrogen fixation, denitrification and nitrification. However because in the control run (no forcing parameters changed) the inter-annual nitrogen concentration drift was very small (not shown), it appears that the processes we missed in the model roughly are balanced out on annual scales. Therefore, we decided that the model is ready for this kind of work where nitrogen is meant mostly to limit primary productivity. Phytoplankton production is limited in the model by light and total inorganic nitrogen.
The phytoplankton biomass is restricted by zooplankton grazing due to mezozooplankton. The zooplankton biomass is considered as a force and it uses the abundance data from Mań kowsk i (1978), Cisze wsk i (1983) and Mudrak (2004) for the southern Baltic Sea. Using these observed biomass values and the abundances, the annual cycles of biomass values were transformed to carbon biomass cycles assuming the organic carbon content of mezozooplankton to be gC/g wet weight = 0.064 (Vi no g radov and Shush k i na 1987).
STUDY AREA
The Baltic Sea is a semi-enclosed shelf sea bounded by the Scandinavian Peninsula in the north and east, the Jutland Peninsula in the west and continental Europe in the south (Fig. 1) . The brackish nature of the Baltic, in which salinity decreases in a north-easterly direction, is due to the combination of the river water discharge and the limited inflows of highly saline North Sea water. The large catchment area means that high loads of nutrients and organic matter eventually reach the Baltic (HELCOM 2005) , making this sea one of the most productive marine ecosystems in the world (HELCOM 2006) . This is especially the case in the southern part of the Baltic Sea, where the impact of high nutrient loads carried to the sea by continental rivers is clearly evident in the coastal zone. However, sporad- ic, intensive inflows of North Sea water affect conditions in open sea waters, particularly in the western Baltic. Even so, the surface water salinity of the southern Baltic is constant at 7-8 PSU. The inflows lead to a permanent water stratification in this respect: the halocline lies at a depth of 60-80 m. Deep water salinity in the southern Baltic ranges is ca 10 PSU at the Gdańsk Deep (Voipio 1981) .
In comparison with other marine ecosystems of the temperate climatic zone, the ecosystem in the southern Baltic Sea region is characterized by moderate biological activity (understood as net primary productivity). The primary production in the open sea area of the southern Baltic Sea does not reach the levels observed in the Black Sea or Georges Bank, however, very high values are noted in the Gulf of Gdańsk. The proportion of organic matter utilized for production of the higher trophic levels in the southern Baltic Sea, where the trophic web is relatively simple, is similar to this observed in the seas of oceanic salinity with a higher number of species of flora and fauna (Witek 1995) .
RESULTS AND DISCUSSION

Examples of results for 2004 year
For a large area, biogeochemical processes strongly depend on hydrodynamics of the sea. In Figs 4 and 5 the monthly model output for the surface layer is shown for the different model variables (temperature, salinity, phytoplankton and nutrient). Fig. 5a shows the map of nitrogen concentrations in different months while Fig. 5b presents corresponding chlorophyll concentrations calculated from the model. It shows that the simulated spring bloom begins in the Skagerrak-Kattegat area earlier than in the Baltic Proper. When the spring bloom starts at temperatures above 4 o C (Fig. 4a) in the Baltic Proper it firstly develops in the coastal zone and southern part and then it is spread northwards. In late spring/early summer the spring bloom starts in the Gulf of Finland and Bothnian Sea and finally it reaches the Bothnian Bay. In the second part of year, in September and October, blooms of smaller intensity are observed throughout the Baltic, but in the northern regions and coastal zone of the sea they are higher than in the southern Baltic Sea.
Following the annual nutrient dynamics (Fig. 5a) , the season begins with high total inorganic nitrogen concentrations in the whole column water. As the spring starts the nutrient is consumed. The phytoplankton prefers ammonia to nitrate, so as long as ammonia is available, ammonia is consumed. As soon as the ammonia pool in the surface layer decreases, the phytoplankton turns towards the nitrate for assimilation. It is also noticeable that when the spring bloom has started, and the total inorganic nitrogen concentra- Fig. 6 ) for the three scenarios (1 st scenario: air temperature increased by 3 degrees; 2 nd scenario: air temperature increased by 3 degrees, wind speed increased by 30% and short wave radiation increased by 20%; 3 rd scenario: air temperature increased by 3 degrees, wind speed increased by 30% and short wave radiation decreased by 20%). Fig. 8 . One year average (thin line) and moving average (thick line) of the salinity for surface layer at the selected stations (see Fig. 6 ) for the three scenarios (see Fig. 7 ). ) of the surface layer at selected stations (see Fig. 6 ) for the three scenarios (see Fig. 7 ).
tions turn low, the bloom is maintained by the external supply of inorganic nitrogen. At the end of June, when the system is depleted of nitrate, the nitrogen fixation starts and phosphorus pool is regained, but it is not included in this model. However, winds are strong enough in September to replenish the full water column with abundant nutrients. In the autumn, there is a slightly rise in the phytoplankton biomass. This is caused by the increase in nutrient concentrations resulting from the deeper mixing of the water. However, the growing season terminates in December, when the phytoplankton biomass dropped to the January-February level.
The modeled values were compared with those measured at the surface layer for temperature and chlorophyll-a concentration in the southern Baltic Sea for five years (2000) (2001) (2002) (2003) (2004) . The calculated mean value errors are in the southern region of Baltic Sea of ca 1. One reason for these errors is that the 3D CEMBSv1 model calculates the surface values of a whole pixel (an area of 9 × 9 km 2 ), and not that of particular point at sea where in situ measurement was made. This effect is reduced by increasing the horizontally and vertically resolution, which will be the next obvious step in the near future model development in addition to the improvement of the mixing parameterisation.
Long term variability
As was mentioned before, all scenarios are based on A1B IPCC scenario which assumes moderate emission of the CO 2 , averaged between two extreme scenarios A1 -a pessimistic one and B1 -an optimistic one (http://www.ipccdata.org/ddc_co2.html).
The three scenarios involved changing linearly the anomalies of air temperature, ) of the surface layer at selected stations (see Fig. 6 ) for the three scenarios (see Fig. 7 ).
wind speed and shortwave radiation until, after 45 years they reach the following values: 1 st -air temperature increased by 3 degrees; 2 nd -air temperature increased by 3 degrees, wind speed increased by 30% and short wave radiation increased by 20%; 3 rd -air temperature increased by 3 degrees, wind speed increased by 30% and short wave radiation decreased by 20%.
The assumed increase of the temperature during next 45 years is in the upper range of the IPCC predictions (IPCC 2007) but it has been chosen to cover all the possible temperature change. The second scenario involves continuation of the decrease trend in aerosol optical depth and cloudiness over Europe (Philipona et al. 2009 ) and therefore over the Baltic area. This would have to imply further decrease of atmospheric pollution and may be difficult to achieve. Therefore the third scenario assumes decrease in shortwave radiation to cover all the possible range of irradiance change.
Both the second and third scenarios assume increase in wind speeds (and therefore storminess) over the Baltic. This assumption is caused by the widely predicted change in the average winter North Atlantic Oscillation (NAO) index values. NAO is the index of zonal atmospheric circulation in the midlatitudes. It controls the winter storm tracks, temperatures and precipitation over the North Europe (Hu r rel l 1995) . More specifically, it is highly correlated to the Baltic mean winter sea level (And e rss on 2002) because NAO controls not only the zonal circulations but also storm tracks. However, its influence over the storminess over the Baltic area is not uniform, namely weaker in the North (B är r i ng and von Storch 2004) and stronger in the South (R óż y ńsk i 2010). However for simplicity we have assumed uniform increase in wind speed over the whole Baltic. This increase is consistent with the predicted increase of NAO and other zonal indices for the North Hemisphere Daily, biweekly, monthly, seasonal and annual variability of investigated variables were calculated for the 45 years (1, 2 and 3 scenarios). The starting-point of the numerical simulations was assumed to be the end of 2004 with the continue repeating of all ERA40 years. For the repeated forcing data the three scenarios were performed.
We have chosen nine locations within our domain to present phytoplankton biomasses. These stations shown on Fig. 6 . are: Gulf of Gdańsk, Gdańsk Deep, Gotland Deep, Bornholm Deep, Gulf of Finland, Gulf of Riga, Gulf of Bothnian, Bothnian Sea, Danish Straits.
Based on these scenarios, the long-term variabilities of temperature, phytoplankton and nutrient in different areas of the Baltic Sea are calculated for 45 years.
Time series of the state variables: temperature T, salinity S, phytoplankton Phyt and nutrients Nutr, as maximum value for each year or one year averaged (thin line) and moving average (thick line), are shown on Figs 7-10 and 12.
The distributions of one year of the maximum sea surface temperature T max (Fig. 7) at selected stations were similar for all of scenarios. Maxima and minima of temperatures happen almost simultaneously in all scenarios. The calculations show that differences in T max between 1 st , 2 nd and 3 rd scenarios for first of 20 years are insignificant and the distributions of T max are similar. In first scenario, small average increase (ca 0.8C) of T max for whole region of the Baltic Sea for investigated period is observed. Increase of T max from 22.08C (in 2004) to 24.12C (in 2048) in case of 2 nd scenario and decrease of T max to 19.91C (in 2048) in case of 3 rd scenario are evident. A difference in T max between these scenarios is ca 2C. Comparing to scenario 1, relative increase of T max is respectively ca. 1.3C and 3C in scenario 2 nd and 3 rd . It is an influence of the short wave radiation, which compensates changes of temperature. As well as the results of numerical investigations demonstrate that an increase in wind speed and western component of wind speed, causes a higher drop in T max in scenario 3 rd results than rise in scenario 2 nd (20% decreased and increased short wave radiation, respectively).
The average salinity S of the subsurface layer (Fig. 8) is reduced about 0.2 PSU in Fig. 11 . Temperature cross section of Baltic Proper across Gotland (left to right represents easterly direction) for the same day (October 15) in the case of scenario 1 st (a) and scenario 2 nd (b) (see Fig. 7 ). The lower temperatures for scenario 2 are interpreted as caused by increased in-water mixing. 1 st and 3 rd scenarios in the Baltic Proper. In scenario 3 rd , this drop is larger except for the northern part where salinity remains approximately on the same level. An increasing of wind speed and western component of wind speed causes a rise in salinity by increasing mixing in the water column but dropping off a short wave radiation reduces this effect. However, in scenario 2, nd the results suggest that an increasing of salinity compare to scenarios 1 st and 3 rd (observed only in the last 20 modeled years), is caused by increasing of wind speed and short wave radiation.
Comparing the one year averaged Phyt ave and year maximum Phyt max of phytoplankton biomass for subsurface layer at selected stations (Figs 9 and 10) proved that differences between results of 2 nd and 3 rd scenario in Phyt ave and Phyt max are slight, this means that short wave radiation insignificantly influences on the distribution of phytoplankton biomass. ) of the surface layer at selected stations for the three scenarios (see Fig. 7 ).
component of wind speed), both mixing ( Fig.  11 ) and phytoplankton biomass increased. It is the result of the rise in nutrient concentration Nutr (Fig. 12) in the upper layer caused by the increasing of the wind speed, i.e. by mixing depth. The phytoplankton biomass reflects the availability of nutrients, showing a strong increasing with rising total inorganic nitrogen concentration. It shows that increasing of the wind speed causes an increasing influence of the currents on the Nutr which in turn influence on Phyt distributions. This is evident in the regions of open sea and Gulf of Gdańsk, where an increasing of the currents is observed.
CONCLUSION
Currently, one of the most important aspect of oceanological studies is monitoring the state and bioproductivity of marine ecosystems. Bioproductivity plays a considerable role in the local and global changes. Simulated temporal changes were presented in physical and biological characteristics, i.e. currents, temperature, salinity, phytoplankton and total inorganic nitrogen. The numerical simulations have been done using 3D Coupled Ecosystem Model of Baltic Sea (3D CEMBSv1). The biological model was embedded in existing 3D hydrodynamical model (POPCICE) for the Baltic Sea.
The calculations were done for whole Baltic Sea for the period from 2004 to 2048. The results of the numerical simulations described here are consistent with in situ observations for temperature and phytoplankton (understood as chlorophyll-a concentration). Comparison of model results with measurements was discussed in detail in D z i e r z bi cka- Glowacka et al. (2011b) .
The results of the numerical simulations for long-term variability for the different areas of Baltic Sea (nine stations: Gulf of Gdańsk, Gdańsk Deep, Gotland Deep, Bornholm Deep, Gulf of Finland, Gulf of Riga, Gulf of Bothnian, Bothnian Sea, Danish Straits) were presented. The simulations show a significant variation in distribution of investigated parameters in time. The results present significant changes in phytoplankton biomass and nutrient concentration distributions, which took place in the regions where were a significant increasing in currents (to 100 cm s -1 ).
This rise was caused by increased nutrient concentration which is driven by wind speed here. The calculations also show influence of short wave radiation on temperature in the sea. The fact that the wind speed turned out to be more important than both temperature and irradiance values means that the future changes in the modeled parameters will depend on the still uncertain future trajectory of NAO index changes (see O ve rl and and Wang 2010 for a discussion of possible influence of Arctic Ocean sea-ice loss on weakening of the zonal indices).
Currently we are developing the 3D Coupled Ecosystem Model of Baltic Sea (as the next version of CEMBSv2), which consists of 11 main components: zooplankton, small phytoplankton, diatoms, cyanobacteria, two detrital classes, dissolved oxygen and the nutrients nitrate, ammonium, phosphate and silicate. The small phytoplankton size class is meant to represent nano-and pico-sized phytoplankton, and may be N-, P-, and light-limited. The larger phytoplankton class is explicitly modeled as diatoms and may be limited by the above factors as well as Si. Growth rates of the cyanobacteria may be limited by P, and light. Many of the biotic and detrital compartments contain multiple elemental pools as we track carbon, nitrogen, phosphorus and silicon through the ecosystem. The next step in our modeling work is to increase horizontal resolution to 2 km (see online http://deep.iopan.gda.pl/CEMBaltic/ new_lay/forecast2.php). We also are going to run the ecosystem model within a population model to study the impact of climate changes on the development of the most important species of calanoid copepods in the Baltic Sea.
These numerical studies have shown that despite all the simplifications adopted, the new 3D model presented does permit forecasting studies of parameters describing the distribution of phytoplankton biomass and nutrient concentration to be carried out.
It is an open model, which can be used to study the influence of different hydrodynamic, biological and chemical processes on the distribution of these functions on larger scales. The results we have obtained are at present impossible to verify. The reason for that is that the only known method which allows prediction on decade scale for complex system of several param-eters influencing each other through multiple physical, chemical and biological processes is exactly the one used in this paper: a 3D general circulation model which includes mathematical parameterizations of all the relevant variables and processes. This means the only way to verify results from one such model are other models. Because this paper is one of the first attempts of long term prediction of Baltic marine environment response to expected 21 st century climate change, it cannot be verified with other models but it can be a valuable benchmark for future modeling attempts. 
