Abstract. In this paper, we study J"L, (1 -xf'l + x)bP<a-ß\x) dx and its partial derivatives with respect to a and b, where P^\x) is the Jacobi function. Our expressions generalize the work of Blue, Gautschi and Gatteschi. The results are useful to derive integration formulas for integrands with algebraic and logarithmic singularities.
1. Introduction. In a previous paper Blue [2] gave a simple expression for ¡l (In x)Rn(x) dx, where R"(x) = P"(2x -1) is the shifted Legendre polynomial. In a follow-up note on this paper, Gautschi [4] treated /^{lnO + ,)}(! + 0^,(0^, where P"(t) is the Legendre function which reduces to the Legendre polynomial if v is a positive integer. More recently Gatteschi [3] studied fl x"(l -x)a(ln x)R^(x) dx,
where R^a,ß)(x) = P^a'ß)(2x -1) is the shifted Jacobi polynomial. The purpose of this paper is to generalize the above results by examining the integral
(1) O = f U -X)V + x)bPia'ß)(x) dx, R(a) > -1, R(b) > -I, J -1 and its partial derivatives with respect to a and b, where (2) ,«.w_ l^if,(->.^|.Lz£), >,a + ß + l, is the Jacobi function. Here and throughout this paper, we follow the notation of Luke [5] , [6] and assume the parameters are such that the expressions make sense. Note that the 2FX in (2) Consequently (6) Intß = (-)Xt« = (-)"Lntß-
We can call (1) a beta integral of the Jacobi function. The beta integral of the Legendre function suitably modified by a constant multiplier is also included in (1) since the Legendre function on the cut is defined bŷ
/-"," +1 l-x\ X2F\ I-, 2 j' 1 <x < 1.
By virtue of a Kummer transformation formula, we can write Similarly,
In what follows, we deal principally with (1). We have need for the beta integral
2. /""¿£ and Related Integrals. From (1) and (2), using termwise integration and (10), we get
If the above 3F2 does not terminate, then, to insure absolute convergence, we must require R(b + 1 -ß) > 0. Again the above 3F2 is unchanged if v is replaced by -v -X. By a partial differentiation of (1) and (11) with respect to a, we have 
We have given two formulas for I"'bß for v arbitrary and a third when v is a positive integer «. Actually there are other repesentations which are a consequence of known relations between 3F2's of a unit argument. For a thorough treatment of this subject, see the volumes by Bailey [1], Luke [5] , and Slater [7] . Equations (11) and (22) follow from
The series on the left is absolutely convergent if R(s) > 0, while the same is true for that on the right if R(x -u) > 0. Since the 3F2 on the right does not possess all the symmetry properties of that on the left, there are six different equations. In the case of (11), we need record only four of these since the 3F2 is invariant when v is replaced by -v -X. Let x^U;;;r¿:;:^+2.). «-.»a
In view of symmetry, two other forms can be deduced from (32). They do not appear to be interesting and so are omitted. The above forms are valuable because, for special values of the parameters, one of the 3F2s might terminate or might be easily summed in terms of gamma functions. In illustration, U as given by (27) terminates if v is a positive integer; likewise for (28) if v + ß is a positive integer. Thus, if none of the numerator parameters in (28) is a negative integer, but v + ß is a negative integer, then (28) is preferred over (27). Again for special values of the parameters, one of the 3F2's might reduce to a 2FX which can always be summed. In this connection both (11) and (22) simplify if a = a. The 3F2 on the left of (26) is said to be Saalschiitzian if s = 1. If, in addition, the 3F2 terminates, then it can be summed.
Another representation for Ivaß follows from a formula which expresses a 3F2 of unit argument in terms of two other 3/72's of unit argument; see [ 
7=1
In the cited reference, we must put z = 1 and correlate the notation. There n is used in place of v. However, the results hold for n arbitrary. We suppose, of course, the parameters are such that all expressions make sense. In theory, if we have a set of functions fp+r which satisfy (39) for r = 0, 1, 2, we can use the recursion relation to evaluate fr+m, m = 3, 4, . . . or m = -1, -2, .... However, in practice difficulties might arise due to growth of round-off error. This subject has been rather thoroughly discussed in the literature and we shall not present complete details as it applies to the problem at hand. In this connection, see Luke [5] , [6] and the references given there. In general, use of the recursion formula in the forward (backward) direction is stable if applied to the dominant (subdominant) solution. If the solution is neither dominant nor subdominant neither technique is stable and certain modifications must be made. For the case at hand, the three solutions of (39) all have algebraic behavior for v large. Indeed for v a large positive integer -> +00 there are three solutions proportional to g, = 1, g2 = cos tm and g3 = v cos vm. We have not determined which corresponds to/". However, no member of the set of solutions is decidedly dominant or subdominant to the others in that for v large, |#2/£il~l> Ift/ftl -l/v. Consequently satisfactory results can be achieved by use of the recursion formula in the forward direction for moderately large v provided normal round-off error controls are used.
Partial derivatives of f" with respect to any of the parameters can also be evaluated by recursion. From (39), for example, The above ideas can be applied to get partial derivatives as in the discussion surrounding (38)-(40) We omit the details.
