Scheme,
is to be resolved. The programmer can easily write macros that behave properly with respect to the rules of lexical scoping.
The details of this "namespace management" technology vary from implementation to implementation, but always the idea is that a macro should somehow capture the environment where it is defined. This environment capture bears a resemblance to the way environments are captured in "closures" in order to implement first-class procedures. This is not surprising since in both cases the goal is to respect lexical scoping.
It suggests that perhaps some closure-like mechanism might give 'This work was supported by NSF grant EIA-9806718.
Permission to make digital or hard copies ofall or part ofthis work for personal or classroom use is granted without fee provided that copies are not made or distributed for prolit or commercial advantage and that topics bear this notice and the full citation on rhc first page. 'fo copy otherwise. to republish, to post on sewers or to redistribute to lists, requires prior specific permission and:'or a fee. POPL 1000 Boston MA USA Copyright ACM 2000 I-581 13-125-9/00/l . ..$5.00 us first-class macros, in the same way that ordinary closures give us first-class procedures. This paper describes some extensions to Scheme which I have implemented that make macros into first-class values. In this system, macros can be passed to procedures as arguments, returned as values, and stored in data structures. And this is done without sacrificing the ability to compile into reasonable code. The key idea is that a macro, considered as a first-class value, has a kind of type. Programs without type errors are programs that can be reasonably compiled. Although this paper is not primarily about module systems, the extensions presented here can be thought of as low-level primitives for constructing module systems. One of the sample applications presented below is a fully funtrtional module system that supports first-class modules and separate compilation. Section 2 develops a small example that will serve a-s motivation for what follows. Section 3 describes the extensions to the Scheme language that support first-class macros. Section 4 explains the simple type systern used. at the expense of some additional 0verhead.l Although this definition of delay is identical to the definition of delay in the first module, they differ in that the the reference to make-promise inserted by this version of delay will resolve to the make-promise defined in this module. The programmer may prefer either of these promise implementations for a given application. Using the module system, she has the option of opening and using the appropriate one.
But that isn't the end of this software engineering story. The programmer uses promises a lot in her programs, and she often finds the following procedure for making lazy lists useful: ' The second (car promise) test is required by the standard.
(define lazy-map (lambda (f 1) (if (null? 1) '0 (cons (f (car 1)) (delay (lazy-map f (cdr 1)))))))
The version of delay being used here depends on which version of the promise module was opened in the environment where this definition appears.
When the programmer wants to use lazy-map with the other implementation of promises she must repeat the definition of lazy-map in an environment were she opens up the other promise module. The programmer would rather not duplicate the code for lazy-map like this. Instead, she would like to put one copy of it in a module of useful promise utilities, and use it with both promise implementations.
If delay were a procedure, instead of being a macro, she could accomplish this by giving lazy-map an additional parameter:
(define lazy-map (lambda (delay f 1) (if (null? 1) ' 0 (cons (f (car 1)) (delay (lazy-map delay f (cdr 1)))))
Then when she called lazy-map, she would pass it the version of delay from the implementation of promises t,hat she wanted to use. But unfortunately macros are not first-class values, they cannot be passed as arguments to procedures, and so this solution will not work in Scheme. The rest of this paper describes an extension to Scheme that will let the above solution work almost exactly as writ,ten above. Macros will become first-class values that calz be passed as arguments, returned as values, and stored in data structures.
And we will be able to do this u~it~~~ut sacrificing the ability to compile Scheme into efficient code. All she wants is to be able to switch between definitions of delay. And the two different versions of delay will, in fact, expand into nearly identical code-the only difference being the environmentwhere the (renamed) variable make-promise will be found. This should not be hard to compile.
The programmer isn't really interested in passing in arbitrary macros as the first argument to lazy-map, she only wants to be able to pass in macros that are (in some sense we need to make precise) of the correct type.
Given an appropriate notion of the type of a macro, our programmer will be able to write:
(define lazy-map (lambda (delay f 1) (declare (delay <delay>)) (if (null? 1) ' 0 (cons (f (car 1)) (delay (lazy-map delay f (cdr 1))))))) Where (declare (delay <delay>)) is a type declaration that indicates that the variable delay is to have the type <delay>.'
In the next section we'll see how to go about constructing a suitable <delay> type that describes exactly what the compiler needs to know in order to compile this code. 3 The Extensions
The scenario described in the previous section assumed the presence of a module system. We're actually going to solve the more general problem of first-class macros defined in an arbitrary environment. In section 5.2, 1'11 show how to construct a module system on top of this more general foundation.
Templates
A template-expression describes everything a compiler would need to know about the environment where a macro (or a set of macros) is defined. tells the compiler exactly what it needs to know in order to design a runtime representation for that frame. When a macro defined in a template expands, any identifiers it renames (using the rename procedure it will be passed) will resolve in an environment constructed from the environment where the template-expression was written, extended with the names listed in the template itself. The runtime value of such a macro will just be an environment frame of the form described by the template. A template is not itself an environment. An instantiate-expression (described below), must be used in order to actually make an instance of the template." A template is a bit like the "interfaces" found in some module systems [Mac84, CR90, Ree93], but without any name hiding mechanisms.
Having defined a template, now we can define the type that describes the different delay macros we might get from various different instantiations of the template:
(define <delay> (type-of promise-template delay))
A type-of-expression obtains the type of any of t.he values described in a template. This two-step process to actually arrive at the type definition is necessary because a template might define several different macros at the same time, and we might need to obtain types for all of them. Alternatively, we could refrain from naming the type, and just directly write (declare (delay (type-of promise-template delay))) in our procedure definitions-but this gets tedious. The definitions of promise-template and <delay> are sufficient to allow the code at the end of the previous section to compile.
Knowing that delay is of type <delay>, the compiler will be able to use the macro clefinition given in the template to expand the delay-expression into a call to some make-promise procedure. At runtime, when lazy-map is called, the value passed as its first argument will be au environment frame, and the appropriate make-promise procedure will be found at a known location within that frame.
Instantiation
In order to make an instance of a template, we use instantiate.
For example:
is a binding form (like let) that extends the environment where the instantiate-expression was written by binding the variables named in the template (delay, make-promise and force in this case), and then executes its body.
The value of the last expression in the bod,y is returned.
At runtime the actual environment frame created 3For the moment, don't worry about whether a template is itself a first-class value-we'll return to that issue. by instantiate will use the representation specified by the given template.
Variables that were specified using value in the template (make-promise and force in this case) are bound, and given their specified types, but are left unassigned. The notion of a bound-but-unassigned variable is not found in standard Scheme, so there is no precedent for how to specify an initial value for such a variable.
I have chosen to simply use set ! , which is perfectly clear semantically, but which does give the code an unfortunate imperative flavor.
A purely functional language would probably adopt some other solution. After the code in the body of an instantiate-expression has finished the job of initializing the template instance, it will ordinarily want to return some useful value.
In the case of promise-template, we want it to return the force procedure, and the delay macro.
(The ability to return the latter value being the point of this entire exercise!)
We could get both these values out by using Scheme's multiple values feature.
A solution that will prove more useful to us in the long run, is to go back and add a second macro definition to the promise template as follows:
This defines self as a macro such that (self foe) expands into f oo, where foo is to be resolved in the environment where self was defined.
So ( to the way types work in traditional (2):
New base types are generated by macro definitions appearing in template expressions.
. The types of all procedure arguments must be explicitly declared by the programmer.
(Argurnents not mentioned in a declare clause are always of type <plain>.)
. A procedure has a type determined by the type of its return value and the types of its arguments4 0 Type equality is determined by a simple recursive comparison.
Base types are only equal to themselves. Procedure types are equal if their return values are ecIua1 and corresponding arguments are equal.
The compiler performs only type checking.
No type inference is needed.
There are no polymorphic types.
The only purpose of the type system is to ensure that: when an environment frame serving as the representation of a macro is accessed by code generated by the expansion of a macro, the macro being represented at runtime is the same as the macro that was expanded at compile time. There is no fundamental reason why this macro type system needs to be static.
The same safety could be achieved using dynamic typing. Type declarations would still be needed for macro valued procedure arguments.
The runtime representation for a macro value would be an environment, frame, plus a tag that identifies the macro. The compiler would emit code to check the tags at runtime to make sure that a value used as an operator always had the type that. the programmer promised the compiler it woulcl have. There would be many advantages to using dynamic typing. The main advantage would be that the built-in Scheiue primitives could manipulate macro values directly. For example, under static typing the arguments and return value of the built-in cons procedure are all of type <plain>, so a program that tries to use cons to build a list of values of type <delay> will fail to type check, making it impossible to build a list that contains a value of type <delay>. But if we use dynamic typing, we can pass any value at all to cons, because runtime type checks will ultimately prevent any macro values from being misused.'
Despite the advantages of dynamic typing (and despite the fact that I am normally an advocate of dynamically typed languages) my prototype implementation uses static types for macro values because: 0 Simple static typing is easier to implement than tlynamic typing.
The compiler checks the programmer's type declarations at compile time and that's the end of it. There is no need to design a tagging scheme or figure out where to insert type checks in compiled code.
'The type of lazy-map can be written:
(procedure <plain> <delay> <plain> <plain>).
"A polynlorphic type system would also partly address this short.coming. l If I had built a dynamically typed prototype, some readers might not have realized that this idea would be applicable in languages that were not dynamically typed.
This way it should be clear that this idea is perfectly applicable in a statically typed language. l Traditionally, macro expansion leaves no residue behind in generated code. Thus the runtime type checks required for dynamic typing of macro values would violate some people's expectations of what it means for something to be a "macro."
Applications
This section presents two illustrative examples of using firstclass macros in practice.
The first example, perhaps the more surprising of the two, demonstrates how first-class macros can be used to define a complete record structure package.
The second example shows how templates and their instances can be used to implement interfaces and modules.
Structures
We've got types introduced by macro definitions and procedure types constructed from them. Will we also need to add tuple types in order to be able to store first-class macros in data structures?
As we noted at the end of section 4, one way to avoid problems like this is to switch to dynamic typing and then just use the existing Scheme list and vector types. But if a switch to dynamic typing isn't an option (as would be the case if we were adding first-class macros to C), will it be necessary to add more machinery for defining record types that can hold first-class macro values? Fortunately not-we already have all the tools we need to define record types ourselves.
Our goal is to be able to write structure definitions such 23:
(define-structure <kens> kons (car <delay>) (cdr <kens>)) Which declares a structure of type <kens>. A <kens> can be constructed by calling the kons procedure. It contains a car slot of type <delay> and a cdr slot of type <kens>. A chain of <kons>'s could be used to build a list of values of type <delay>, should that prove necessary. . .
Here is how we begin: ,(def-constructor template self type ids types make rename)>>))) This tears the define-structure-expression apart into its components; creates two new identifiers to be used internall,y to name a template (template) and to be a self macro defined within that template (self); and generates a cIef!inition for the given type variable. Two sub-procedures are called to generate the template definition (def-struct-template) and the constructor definition (def -constructor).
(define (def -struct-template template self type ids types) ' (define ,template (template (,self (macro (struct-self ',type ',ids))) ,@(map (lambda (i t) '(,i (value ,t>)> ids types)))) All def-struct-template does is use the given slot names and types to generate a template definition, with an additional self macro constructed by struct-self:
(define (struct-self name ids) (lambda (form rename) (if (memq (cadr form) ids) (rename (cadr form) ) (error "Unknoun slot" name form) )) ) A call to struct-self creates a macro transformer that functions like the self macro we defined in section 3.2, except it does some error checking to make sure it is only used to access the slots of the structure.
Finally, def -constructor builds a definition for the constructor procedure:
(define (def-constructor template self type ids types make rename> (let ( (bvl (map rename ids))) ' (define ,make (lambda , bvl (declare (returns , type) , O(map (lambda (v t> '(,v ,t) l bvl types)) (instantiate ,template ,Q(map (lambda (i v) '(set! ,i ,v>) ids bvl) ,self))))) It generates a list of variables for the arguments, a declaration for the type of the procedure, an instantiate form to make an instance of the template, a sequence of initializations to the variables in the template instance, and finally returns the self macro.
That's all there is to it. Now we can create a new <kens>:
(define x (kens a b)) examine its car:
lx car) and even change its car:
The code generated when accessing and modifying a <kens> is about as good as you could ask for. We'll take a look at it in section 6.
There is no runtime type checking when using these structures-the typing is all statically checked at compile time. So there might be applications where a Scheme programmer would use this define-structure facility to avoid the overhead of dynamic type checking. But the interesting thing about this example is not the obvious fact that a statically typed record facility can be more efficient than a dynamically typed one. The interesting thing is that firstclass macros are sufficiently powerful to construct a complete record structure package.
Modules
As I remarked before, templates strongly resemble the interfaces found in other module systems [Mac84, CR90, Ree93], but without any name hiding mechanism. In this section we will use templates and their instances to represent the interfaces and modules in a fully functional module system. Since this module system is constructed on top of first-class macros, our mod&es will be first-class as well. This module system also easily supports separate compilation.
Continuing with our promises example, here is how we would like to define the promises interface:
(define-interface promise-interface <promise-module> (force delay) ((<delay> delay)) (delay (macro (lambda (form rename) ' ( , (rename 'make-promise) (lambda () ,O(cdr form)>>>)) (make-promise (value <plain>) > (force (value <plain>)) )
This defines promise-interface to be the interface to modules irnplementing promises. <promise-module> is defined to be the type of such modules.
The list (force delay) specifies which names in a promise module are to be exported. Next is a Iist of types to be defined-in this case <delay> is to be defined as the type of delay in a promise module. There then follows a list of variable specifications exactly as they would appear in a plain template-expression.
After seeing this definition, the compiler will be able to compile any program that uses a promise module. For example, the definition of lazy-map.
To instantiate a promise module, we will use a moduleexpression:
(define uncached-promises (module promise-interface (set! make-promise (lambda (thunk) thunk)) (set! force (lambda (promise) (promise)))))
Here promise-interface is the interface we' are instantiating, the body initializes the module, and the value returnecl is the module itself (a value of type <promise-module>).
Finally, to import the exported definitions of a module into the current environment, we open it as follows:
(open uncached-promises)
So we have three things to define: define-interface, module and open.
define-interface looks a lot like define-structure did:
All this does is pass the buck to the interface macro, which was created by interface-self: , id , (rename id) )> exported)))) This creates a bunch of aliases in the current environment for the variables exported from the module.
(define-alias is borrowed from Waddell and Dybvig [WDSS] who use it for a similar purpose in their module system.) Note that if you're not using first-class macros or firstclass modules, you don't need to use types anywhere in your program in order to use this module system.
Implementation
The prototype implementation works by compiling Scheme plus first-class macros into standard Scheme. At first this sounds like an easy task: just expand all the macros and you're done. But additional code must be generated to manipulate the extra environment frames needed to represent instantiated templates (and hence first-class macros themselves), so the process is more than just a simple macro expansion.
These extra frames are represented using Scheme vectors, while all the standard environment frames are left implicit in the generated Scheme code. This compilation technique has the advantage that the reader can easily find the code that was generated to support the first-class macros. I will demonstrate the compiler by walking through some examples based on the record structure code from section 5.1, and in particular, assuming the following structure definition:
(define-structure <kens> kons (car <delay>) (cdr <kens>))
This define-structure expression will macro expand into the following three definitions, where template-l, self-a, car-3 and cdr-4 are the identifiers generated by the rename procedure when the macro wanted fresh identifiers: When the compiler processes the template expression for template-i, it must design an environment frame in which variables self-l, car and cdr are defined. self-2 will be defined as a macro-all the compiler knows about that macro is that any identifiers it renames will be looked up first in this frame, and if they aren't found there, in the environment where the template expression occurred.
You might expect that in order to implement this name lookup, such a frame would need to contain a pointer to the environment frame for the surrounding environment. But in fact this isn't necessary.
The reason for this is subtle: roughly, a top-level template expression, such as this one, isn't itself a firstclass value." Therefore the macro types it creates are only available within the scope where this template is defineletl. So it is impossible to use those macros outside of that scope. And thus the variables in the environment surrounding the template expression can always be located somewhere np the chain of ordinary environment frames. You might also expect that the compiler would need to allocate a slot to contain the value of self-a. But the runtime representation of the self-2 macro will be the frame itself, so no such slot is needed.
Thus the compiler designs a frame containing two slots for instances of template-l-the first slot will contain the value of the variable car and the second will contain the value of the variable cdr. We now consider the compilation of the clefinition of the constructor function kons. The only interesting issue is the compilation of the instantiate expression.
The compiler allocates a frame of the appropriate size, and then arranges that inside the body of the instantiate expression, car and cdr will refer to the first and second slots of that frame, ant1 that self-2 will refer to the frame itself. The generated code is:
(define kons (lambda (car-3 cdr-4) (let ((instance-5 (make-vector 2)) ) (vector-set ! instance-5 0. car-31 (vector-set! instance-5 1 cdr-4) instance-5)) 1 "But see the next section. The interesting issue here is the compilation of (x car> in the presence of a declaration that x has type <delay>. The type declaration allows the compiler to locate the expander procedure (generated by struct-self ). The compiler calls this expander, passing it the expression (x car) and a specially constructed rename procedure that knows that car and cdr should refer to the First and second slots of the frame that is the value of x, and that self-2 should refer to x itself.
The result is:
Following the same pattern, the code generated for lazy-map, as defined in sections 2 and 3, is:
delay-env f (cdr 1))))))))
Here the compiler has designed a frame for promisetemplate where the procedure make-promise is located in the first slot.
The algorithm for compiling an expression is to first determine the type of its first sub-expression (the operator, its car).
That type determines everything about how to compile the entire expression.
In the case where the type is <plain> (the type of ordinary Scheme values), the expression is compiled as a procedure call, where the rest of the sub-expressions are argument expressions.
In the case where the type is a macro type, the expression is compiled as follows:
(let ((env-17 compute-operator) ) result-of-e~pansio,n)
Where compute-operator is the code generated when the operator expression was compiled, env-17 is a freshly generated identifier, and result-of-ezpansion, is the result of expanding the macro using a specially constructed rename procedure that knows where the various variables that might be inserted by the macro are located inside env-17.
First-Class Templates
Templates were introduced in order to make macros into first-class values. Until now, we have not considered the possibility that templates themselves might be first-class values. As it happens, we can obtain Iirst-class templates with very little additional work.
The same trick that worked to make macros first-class, will also work to make templates first. The result is a sort of syntactic analog of object-oriented programming. All this territory remains to be explored.
There is no type-inference here.
Types must be completely declared in every lambda-expression. It would be interesting to try to add some form of type-inference. The difficulty I foresee is that type-inference depends on knowing data flow, and data flow depends on having parsed the program, and first-class macros make parsing depend on types, closing the loop.
Some limited form of type-inference may be possible. If an argument to a procedure is never used in operator position, its macro type does not need to be precisely known at compile time. So some polymorphism is still possible. For example (lambda (x> x> can still be compiled and given the type cy + cu, while
(lambda (f) (f))
can not be compiled without knowing exactly what the type of f will be.
Although it is hard to see how to make macro types culturally compatible with the ML type system, it is quite easy to see how combine them with the C (or other traditional) type system.
In place of <plain>, our single non-macro type, substitute int, char, struct point *, etc. There are many features of this system that are less than satisfactory.
The declare syntax added to lambdaexpressions is ugly. The body of a template really should look like a sequence of ordinary definitions.
(So that macros that expand into a sequence of definitions could be used there.)
Using set ! to initialize the values in a instantiataexpression seems out-of-place in a mostly functional language like Scheme.
But none of these problems seem to be more than ordinary issues of programming language design-none are fatal flaws. Despite all the mechanisms and syntax introduced here, the key observation is actually very simple: With the support of a type system, macros can become first-class values, and the result is a useful and powerful new programming tool.
