Abstract. In recent years, Association analysis has been applied to various areas, such as disease diagnosis, risk management, bioinformatics, web mining, etc. However, the support-confidence framework of association rule mining has some limitations. For the analysis of complex Chinese medicine data, it will generate unreasonable and misleading results. For the accurate inference of relationships between symptoms and medications, we take different measures into account. We first classify measures by hierarchical clustering method. The measures are divided into four categories: {Gini index, AddedValue}, {Φ, maxconf, Jaccard, DCC}, {cosine, certainty} and {kulczynski, kappa, Laplace}.Then, we select various measures to construct the entropy-weighted association analysis model. The ROC curve is used to analyze the inference effect, and we compare the AUC with the Bayesian network. The results illustrate that the proposed method performs well.
Introduction
According to the information published by the World Health Organization, the prevalence of hypertension in adults worldwide is 20%, and the number of deaths caused by complications of hypertension each year reaches 9.4 million. Hypertension has now become a frequent chronic disease. Due to the imperfect research on the pathogenesis of hypertension in western medicine, the treatment of certain hypertension is long-term use of hypotensor. Traditional Chinese medicine (TCM) has a unique system and good curative effect on the treatment of hypertension. Therefore, to analyze the relationship between symptoms and medications in TCM is meaningful. It can provide auxiliary effects in treatment of hypertension.
Association analysis [1] is a classic data mining method, it is adopted in various areas, such as, risk management [2] , disease diagnosis [3] , bioinformatics [4] , web mining [5] , fraud detection [6] , etc. Most of algorithms of association analysis is based on support-confidence framework. However, it has some limitations. Although the support and confidence are large enough, the association rules may still be irrelevant or negatively correlated, and many insignificant and misleading rules will be generated. Some scholars [7] have discovered the existence of this problem, and introduced additional measures to further consider the relationship between variables.
In recent years, the scholar have proposed many measures to analyze the dependencies between variables. Geng L [8] proposed the Lift measure, Sahar S [9] proposed the Added Value, P. Clark and R. Boswell [10] proposed the Laplace. However, some measures are proposed from different fields, they may not differ substantially in nature. In order to overcome the limitations of the support-confidence framework, and comprehensively consider measures for medications inference, we first cluster the measures with hierarchical clustering method, and choose different measures to construct entropy-weighted association analysis model. Finally, the inference effect is analyzed by the ROC curve.
The organization of this paper is as follows. The second part introduces the methods used: hierarchical clustering, ROC curve, Bayesian network, etc. Section 3 is the limitations of support-confidence framework. Section 4 introduces various measures; Section 5 constructs the entropy-weighted association analysis model to analyze the TCM data; Finally, the results are compared to the Bayesian network.
Methods

Hierarchical Clustering
Cluster analysis is an unsupervised machine learning method. It can automatically classify the datasets according to their characteristics and does not require prior classification criteria. It minimizes differences within groups and maximizes differences between groups. Hierarchical clustering is a classic clustering method, and its specific steps are as follows:
(1) Define each observation as one class.
(2) Calculate the distance between the centroids of two clusters, and obtain the distance matrix.
(3) Combine the two closest clusters into one class. .
(5) Repeat steps (2), (3), (4) until all clusters are combined into one class.
Bayesian Network
Bayesian network is a probability graph model. It is a directed acyclic graph consisting of nodes and directed edges. The nodes represent random variables, and the edges represent the relationship between the variables. The directed edge points from the parent node (pa(•)) to its child node (ch(• )). The correlation of nodes is described by the conditional probability distribution table.
According to correlation and independence of variables, Bayesian network decomposes the joint probability distribution into products of multiple probability distributions. And it can reduce the complexity of model representation and probabilistic reasoning. Therefore, it can be used to deal with large-scale system analysis problems.
Let the variables in the Bayesian network be X1,…,Xn , Their conditional probability distribution is (X |pa(X )), Where pa(X ) is the set of parent nodes of node X . The joint distribution can be decomposed into P(X 1 , . . . , X ) = ∏ (X |pa(X ))
=1
. There are some algorithms to learn network structure, and the K2 algorithm is one of them.
ROC Curve
The receiver operating characteristic curve (ROC) is a graphical method which can be used to analyze the performance of a binary classifier. Abscissa of ROC curve is 1-specificity (FPR) and the ordinate is sensitivity (TPR). Sensitivity and specificity are the proportion of positive and negative class correctly predicted. When different classification thresholds are taken, a series of sensitivity and specificity of the classifier model can be obtained. We can get the ROC curve by connecting these points.
Each point of the ROC curve corresponds to a classifier model. The model of point (TPR=0, FPR=0) predicts each sample as the negative class, the model of point (TPR=1, FPR=1) predicts each sample as the positive class. The model of (TPR=1, FPR=0) is the ideal model, it can successfully predict all samples. Therefore, the closer to the upper left corner of the ROC curve, the better the classification effect of the model. The ROC curve of the random guess model is the main diagonal.
The average performance of the model is evaluated by the area under the curve (AUC). If the model is an ideal model, AUC is equal to 1. If the model is a simple random guess model, AUC is equal to 0.5. In general, the range of AUC is 0.5 to 1, the larger the AUC, the better the corresponding classifier.
Limitations of Support-Confidence Framework
Association analysis is often used to mine relationships between variables, and the results are called association rules. The association rule is represented by the formula X → Y. X and Y are disjoint sets of variables, called item sets. Association analysis uses support and confidence to define relationships between variables, and find all association rules whose support and confidence are greater than given threshold. Algorithms of association rule mining include Apriori, FP-Growth, and Eclat, etc.
The support-confidence framework has certain limitations. For example, since only the association rules with support greater than a given threshold are concerned. Some significant relational schemas will be deleted due to some low support items. Because confidence ignores the support of Y, although some rules have a large confidence, they are still not meaningful. The following example illustrates the flaws in confidence. To analyze the relationship between tea and coffee preference, we calculate the support and confidence of the association rule {tea}→{coffee} to be 0.15 and 0.75, respectively. This means that the proportion of people who like tea and coffee at the same time is 15%, and the rate of drinking coffee while drinking tea is 75%. Because of large support and confidence, the rule {tea}→{coffee} is considered significant. Thus, we believe that people who like to drink tea also like to drink coffee.
However, the proportion of interviewees who like to drink coffee is 0.8. the proportion of drinking coffee among those people who like to drink tea is only 0.75. In fact, the person who drinks tea are inclined not to drink coffee. The association rule provides misleading information.
Interesting Measures
Support and confidence are both interesting measures. Due to the limitations of support and confidence framework, many measures are proposed by researchers from different angles. Sahar S [9] proposed the Added Value. Added Value subtracts the support of latter variable, and avoids the defect of confidence. Geng L [8] considered the similarity between variables with the size of the angle, and proposed the cosine measure. Φ (Phi) coefficient is the Pearson correlation coefficient. Jaccard measures are often used to measure similarities of texts. The definitions of measures are as follows: Table 2 . Definitions of measures.
Measure Definition
Added Value
Entropy Weighted Association Analysis Hierarchical Clustering of Measures
The data used in this paper comes from the outpatient system of the hospital, it has 320 observations in the complete data set. The variables include patient id, treatment department, gender, birthday, time of visit, symptoms, diagnosis of Western medicine, diagnosis of Chinese medicine, herbs, etc. The data includes some prescription rules that are certified by experts, and it will be used to compare the inference effects of different methods. Since association analysis finds the top N rules with highest correlation degree, if the ranking of the rules is the same, these measures are essentially the same. In order to compare the differences between the measures and classify them, hierarchical clustering is performed according to the rank correlation coefficient. The clustering results are as follows: It can be seen that different measures can be clearly clustered into two categories. However, because the distance within the two categories is still relatively large. Here, the measures are divided into four categories {Gini index, AddedValue}, {Φ, maxconf, Jaccard, DCC}, {cosine, certainty} and {kulczynski, kappa, Laplace}.
Since each measure only consider one aspect of dependencies between variables, they all have their own limitations. For TCM data, the relationship between symptoms and herbs is a very complicated system. We construct entropy weighted association model based on four types of measures. For the simple calculations, we chose the following measures: AddedValue, Jaccard, cosine, and Laplace.
Entropy-weighted Association Analysis Model
The entropy was originally derived from thermodynamics in physics, it reflects the degree of confusion in the system. In information theory, it is used to measure the amount of useful information. The smaller the entropy, the greater the variation degree of the indicator. And the indicator provides more information, the weight of the indicator should be greater. The information entropy is defined as E = − ( ) 
Bayesian Network
Bayesian network is a probability graph model, it is widely used in artificial intelligence, statistical learning, causal inference and other fields. The Bayesian network uses a graphical approach to describe the relationship between variables and quantifies the strength of the relationship with probability distributions. The Bayesian network has a good effect on knowledge expression and excellent ability to deal with uncertain issues. It has good performance in medical diagnosis. Here, the Bayesian network is used for symptoms and medications inference.
To construct the Bayesian network, Symptoms and medications are processed into single discrete random variables. Structure learning is performed by using the score-based K2 algorithm, and some of the structures are as follows: Bayesian network inference is an NP-hard problem and requires an approximate inference algorithm. In this paper, Gibbs sampling is used for the calculation of the posterior probability P(Q=q | E=e). We calculate the posterior probability in the association rules involved above and plot the ROC curve. The AUC is 0.8041. It can be seen that the inference effect of entropy-weighted association analysis is better than Bayesian networks. 
Conclusions
The support-confidence framework of traditional association analysis has some limitations, when it is applied in different fields, some unreasonable rules may be generated. Therefore, for different application problems, we should make a choice on different measures. This paper discusses the classification of measures, which is beneficial to the choice of measures. And because of the complexity of TCM data, this paper comprehensively considers a variety of measures to construct entropy-weighted association analysis model. The result illustrates that the proposed method performs well.
