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Abstract
This paper develops a consistent series-based specification test for semiparametric panel
data models with fixed effects. The test statistic resembles the Lagrange Multiplier (LM) test
statistic in parametric models and is based on a quadratic form in the restricted model resid-
uals. The use of series methods facilitates both estimation of the null model and computation
of the test statistic. The asymptotic distribution of the test statistic is standard normal, so
that appropriate critical values can easily be computed. The projection property of series
estimators allows me to develop a degrees of freedom correction. This correction makes it
possible to account for the estimation variance and obtain refined asymptotic results. It also
substantially improves the finite sample performance of the test.
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1 Introduction
Panel data allows researchers to better account for individual heterogeneity and estimate
richer models than cross-sectional data. Traditionally, the literature on panel data models
focused on fully parametric models. Popular textbooks written by Arellano (2003), Hsiao
(2003), and Baltagi (2013) give excellent overviews of such models. However, parametric
models may be misspecified, and more flexible panel data models may be needed.
Semiparametric models, such as partially linear or varying coefficient models, serve as an
attractive alternative to fully parametric models. While being more flexible than parametric
models, they are more tractable than fully nonparametric models and alleviate the curse
of dimensionality. Ai and Li (2008), Su and Ullah (2011), Rodriguez-Poo and Soberon
(2017), and Parmeter and Racine (2018) provide excellent surveys of recent developments in
semiparametric panel data models.
While there is a growing literature on estimation of semiparametric panel data models,
the literature on specification testing in this setting remains scarce. There are three possible
reasons for this. First, in the presence of fixed effects, one needs to transform data to eliminate
them before the model can be estimated. Estimating the transformed model in itself can be
challenging when kernel methods are used.
Second, the asymptotic theory for consistent specification tests in semiparametric panel
data models can be challenging. For instance, Henderson et al. (2008) propose kernel-based
specification tests both for parametric and semiparametric fixed effects panel data models
and suggest using the bootstrap to obtain critical values, but they do not derive asymptotic
properties of their tests. In turn, Lin et al. (2014) develop an asymptotic theory for kernel-
based specification tests for panel data models with fixed effects, but they only consider
parametric models.
Third, it has long been known in the literature on consistent specification tests that
asymptotic approximations often do not work well in finite samples even with cross-sectional
data (see, e.g., Li and Wang (1998)). The bootstrap is typically used to improve the finite
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sample performance of consistent specification tests, but it may be computationally costly.
In this paper I rely on the results on series estimation of fixed effects panel data models
from Baltagi and Li (2002) and An et al. (2016) and develop a consistent Lagrange Multiplier
(LM) type specification test for semiparametric panel data models. My test overcomes all
three challenges described above.
First, the use of series methods leads to a model that is linear in parameters. As a result,
transforming the data, e.g. applying the within transformation or taking first differences, to
eliminate fixed effects is straightforward. Thus, the test is simple to implement.
Second, as in cross-sectional models in Korolev (2019), the projection property of series
estimators allows me to develop a degrees of freedom correction. Intuitively, when series
methods are used, the restricted residuals are orthogonal to the series terms included in
the restricted model. This means that even under the alternative, only a subset of moment
conditions, rather than all of them, can be violated, which in turn affects the normalization
of the test statistic. This degrees of freedom correction has two important consequences.
From the theoretical point of view, it leads to a tractable asymptotic theory for the test
and allows me to obtain refined asymptotic results. In my asymptotic analysis, I decompose
the test statistic into the leading term and the remainder. By relying on the projection
nature of series estimators, I can directly account for the estimation variance, so that only
bias enters the remainder term. Because of this, I only need to control the rate at which bias
goes to zero to bound the remainder term, while variance can remain large. As a result, I
can derive the asymptotic distribution of the test statistic under fairly weak rate conditions.
From the practical point of view, the degrees of freedom correction substantially improves
the finite sample performance of the test. While I propose a wild bootstrap procedure and
establish its asymptotic validity, I show using simulations that the asymptotic version of
the proposed test with the degrees of freedom correction performs almost as well as its wild
bootstrap version. Hence, the degrees of freedom correction serves as a computationally
attractive analytical way to obtain a test with good small sample behavior.
3
The remainder of the paper is organized as follows. Section 2 introduces the model and
describes how to construct the series-based specification test for semiparametric fixed effects
models. Section 3 develops the asymptotic theory for the proposed test. Section 4 studies
the behavior of the proposed test in simulations. Section 5 applies my test to the data from
Cornwell and Rupert (1988) and Baltagi and Khanti-Akom (1990). Section 6 concludes.
Appendix A collects all tables and figures. Appendix B contains proofs of my results.
2 The Model and Proposed Test
I consider a general nonparametric panel data model with fixed effects:
Yit = g(Xit) + uit = g(Xit) + µi + εit, E[εit|Xi, µi] = 0, (2.1)
where Xi = (Xi1, ..., XiT )′, t = 1, ..., T , and i = 1, ..., n. µi denotes the fixed effect, which
captures unobserved heterogeneity and may be correlated with the regressors Xi. In my
asymptotic analysis, I will assume that T is fixed while n grows to infinity.
The goal of this paper is to test that the true model is semiparametric, i.e. that
HSP0 : PX (g(Xit) = f(Xit, θ0, h0)) = 1 for some θ0 ∈ Θ, h0 ∈ H, (2.2)
where f : X × Θ × H → R is a known function, θ ∈ Θ ⊂ Rd is a finite-dimensional
parameter, and h ∈ H = H1 × ... × Hq is a vector of unknown functions. For instance,
if the semiparametric model is partially linear, then f(Xit, θ, h) = X ′1itθ + h(X2it), where
Xit = (X
′
1it, X
′
2it)
′. Many other semiparametric models can also be written in this form.
The global alternative is
H1 : PX (g(Xit) 6= f(Xit, θ, h)) > 0 for all θ ∈ Θ, h ∈ H (2.3)
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2.1 Series Estimators
As in Korolev (2019), I use series methods to replace unknown functions with their finite
series expansions. Namely, for any variable z, let Qan(z) = (q1(z), ..., qan(z))′ be an an-
dimensional vector of approximating functions of z, where the number of series terms an is
allowed to grow with the sample size n. Then an unknown function g(z) can be approximated
as g(z) ≈∑anj=1 qj(z)γj = Qan(z)′γ. I replace all unknown functions in f(Xit, θ, h) with their
finite series expansions and write the semiparametric model in a series form as
Yit = W
′
itβ1 +Rit + µi + εit, (2.4)
where Wit := Wmn(Xit) := (W1(Xit), ...,Wmn(Xit))′ are appropriate regressors or basis func-
tions, such as power series or splines, mn is the number of parameters in the semiparametric
null model, Rit = f(Xit, θ, h)−W ′itβ1 is the approximation error.
2.2 Test Statistic
To construct a specification test, I include additional series terms, Zit := Zrn(Xit) :=
(Z1(Xit), ..., Zrn(Xit))
′, that capture possible deviations from the null hypothesis:
Yit = W
′
itβ1 + Z
′
itβ2 +Rit + µi + εit = P
′
itβ +Rit + µi + εit, (2.5)
where Pit := P kn(Xit) := (W ′it, Z ′it)′, kn = mn + rn is the total number of parameters, and
β = (β′1, β
′
2)
′. For instance, in the partially linear model example above, the additional series
terms can include nonlinear terms in X1it and interactions between X1it and X2it.
Due to the presence of fixed effects µi that may be correlated with Xit, it is problem-
atic to estimate or test this model directly. Instead, I use first differencing or the within
transformation to get rid of fixed effects. The model becomes
Yˆit = Wˆ
′
itβ1 + Zˆ
′
itβ2 + Rˆit + εˆit = Pˆ
′
itβ + Rˆit + εˆit, ,
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where in the former case for any variable Ait, Aˆit = Ait − Ai,t−1, and in the latter case
Aˆit = Ait − 1T
∑T
s=1Ais. The specification test reduces to testing the hypothesis β2 = 0.
For any variable Ait, let Ai = (Ai1, ..., AiT )′ and A = (A′1, ..., A′n)′. The restricted estimate
of β1 is obtained from the regression of Yˆ on Wˆ and is given by
β˜1 = (Wˆ
′Wˆ )−1Wˆ ′Yˆ ,
and the restricted residuals are
e˜ = Yˆ − Wˆ (Wˆ ′Wˆ )−1Wˆ ′Yˆ = MWˆ Yˆ ,
where MWˆ = I − Wˆ (Wˆ ′Wˆ )−1Wˆ ′. If the null is true, it can be shown that
e˜ = MWˆ εˆ+MWˆ Rˆ
The test will be based on the moment condition E[Pˆ ′i εˆi] = 0. The sample analog of this
moment condition is
∑n
i=1 Pˆ
′
i e˜i/n. Note that
∑n
i=1 Wˆ
′
i e˜i/n = 0, so the test is essentially
based on
∑n
i=1 Zˆ
′
ie˜i/n.
Let Z˜ = MWˆ Zˆ. The LM type test statistic is given by:
ξHC =
(
n∑
i=1
e˜′iZ˜i
)(
n∑
i=1
Z˜ ′ie˜ie˜
′
iZ˜i
)−1( n∑
i=1
Z˜ ′ie˜i
)
(2.6)
Alternatively, in the homoskedastic case, it can be simplified as follows:
ξ =
(
n∑
i=1
e˜′iZ˜i
)(
n∑
i=1
Z˜ ′iΣ˜T Z˜i
)−1( n∑
i=1
Z˜ ′ie˜i
)
, (2.7)
where Σ˜T = 1n
∑n
i=1 e˜ie˜
′
i.
These two test statistics resemble the parametric LM test statistic. However, the number
of restrictions rn is allowed to grow to infinity. Thus, in order to obtain convergence in
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distribution, a normalization is needed. The normalized test statistics are given by
tHC =
ξHC − rn√
2rn
and t =
ξ − rn√
2rn
(2.8)
I will show in the next section that under appropriate conditions, the normalized test
statistics are asymptotically standard normal.
3 Asymptotic Theory
In this section, I develop the asymptotic theory for the proposed specification test. I
analyze its behavior under the null hypothesis and under a fixed alternative.
3.1 Behavior of the Test Statistic under H0
This section derives the asymptotic distribution of the test statistic when the semipara-
metric model is correctly specified. I start with my assumptions. First, I impose some
regularity conditions on the data generating process.
Assumption 1. (Yit, X ′it)′ ∈ R1+dx , dx ∈ N, i = 1, ..., n are independent across individuals,
i.e. (Y ′i , X ′i)′ are i.i.d. random draws of the random variables (Y ′1 , X ′1)′, and the support of
X1, X , is a compact subset of Rdx.
Assumption 2. Let εi = Yi − E[Yi|Xi]. The following two conditions hold:
(a) Σ(x) = E[εiε′i|Xi = x] is bounded.
(b) E[ε4it|Xi] is bounded.
The following assumption deals with the behavior of the approximating series functions.
From now on, let ‖A‖ = [tr(A′A)]1/2 be the Euclidian norm of a matrix A. Let x ∈ Rdx be
a realization of the random variable Xit.
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Assumption 3. For each m, r, and k there are matrices B1, and B2 such that, for W¯m(x) =
B1Wˆ
m(x), Z¯r(x) = B2Zˆr(x), and P¯ k(x) = (W¯m(x)′, Z¯r(x)′),
(a) There exists a sequence of constants ζ(·) that satisfies the conditions supx∈X ‖W¯m(x)‖ ≤
ζ(m), supx∈X ‖Z¯r(x)‖ ≤ ζ(r), and supx∈X ‖P¯ k(x)‖ ≤ ζ(k).
(b) The smallest eigenvalue of E[P¯ k(Xit)P¯ k(Xit)′] is bounded away from zero uniformly in
k.
Assumption 4. Suppose that H0 holds. There exist α > 0 and β1 ∈ Rmn such that
sup
x∈X
|f(x, θ0, h0)−Wmn(x)′β1| = O(m−αn )
β1 in this assumption can be defined in various ways. One natural definition is projection:
β1 = E[WˆitWˆ
′
it]
−1E[Wˆitfˆ(Xi, θ0, h0)], where fˆ(·) is an appropriate transformation of f(·).
Theorem 1. Assume that Assumptions 1, 2, 3, and 4 are satisfied, and the following rate
conditions hold:
(mn/n+m
−2α
n )ζ(rn)
2r1/2n → 0 (3.1)
ζ(rn)rn/n
1/2 → 0 (3.2)
ζ(kn)m
1/2
n k
1/2
n /n
1/2 → 0 (3.3)
nm−2αn /r
1/2
n → 0 (3.4)
ζ(rn)
2/n1/2 → 0 (3.5)
Also assume that ‖Ωˆ− Ω˜‖ = op(r−1/2n ), where
Ω˜ = n−1
n∑
i=1
Zˆ ′ie˜ie˜
′
iZˆi and Ωˆ = n
−1
n∑
i=1
Z˜ ′ie˜ie˜
′
iZ˜i.
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Then under H0
tHC =
ξHC − rn√
2rn
d→ N(0, 1), (3.6)
where ξHC is as in Equation 2.6.
If, in addition to the assumptions above, Σ(x) ≡ Σ and ‖Ωˆ− Ω˜‖ = op(r−1/2n ), where
Ω˜ = n−1
n∑
i=1
Zˆ ′iΣ˜T Zˆi and Ωˆ = n
−1
n∑
i=1
Z˜ ′iΣ˜T Z˜i,
then
t =
ξ − rn√
2rn
d→ N(0, 1),
where ξ is as in Equation 2.7.
The normalization I use, rn, differs from the normalization used in most series-based
specification tests for parametric models with cross-sectional data, which use the total number
of parameters in the nonparametric model kn (see equations (2.1) and (2.2) in Hong and
White (1995) and Lemma 6.2 in Donald et al. (2003)). This difference can be viewed as a
degrees of freedom correction.
The fact that I am dealing with semiparametric, as opposed to parametric, models requires
me to modify the key step of my proof, going from the transformed semiparametric regression
residuals e˜ to the transformed true errors εˆ. My approach relies on the projection property of
series estimators to eliminate the estimation variance and hence only needs to deal with the
approximation bias. Specifically, it uses the equality e˜ = MW εˆ+MW Rˆ, applies a central limit
theorem for U -statistics to the quadratic form in MW εˆ, and bounds the remainder terms by
requiring the approximation error R to be small.
The conventional approach does not impose any special structure on the model residuals
and uses the equality e˜ = εˆ + (gˆ − g˜). In parametric models, gˆ − g˜ = Xˆ ′(β − βˆ), and βˆ is
√
n-consistent. This makes it possible to apply a central limit theorem for U -statistics to the
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quadratic form in εˆ and bound the remainder terms that depend on Xˆ ′(β − βˆ). However,
in semiparametric models this approach needs to deal with both the bias and variance of
semiparametric estimators. Specifically, gˆ− g˜ = Rˆ+ Wˆ ′(β1− β˜1), where Rˆ can be viewed as
the bias term and Wˆ ′(β1 − β˜1) as the variance term. Thus, in order for (gˆ − g˜) to be small,
both bias and variance need to vanish sufficiently fast, and the resulting rate conditions
turn out to be very restrictive. To see this, it is useful to look at the rates that would be
permissible with and without the degrees of freedom correction.
Usually ζ(k) = O(k1/2) for splines and ζ(k) = O(k) for power series. It can be shown
that if splines are used, the rates kn = O(n2/7), rn = O(n2/7), mn = O(n1/4) are permissible
if α ≥ 4. If power series are used, the rates kn = O(n2/9), rn = O(n2/9), mn = O(n1/5) are
permissible if α ≥ 5.
Without the degrees of freedom correction, in order for the test to be asymptotically
valid, mn typically has to be of the order o(k
1/2
n ). Hence, kn = O(n2/7) would require
mn = o(n
1/7) and α ≥ 7 if splines are used. If power series are used, kn = O(n2/9) would
require mn = o(n1/9) and α ≥ 9.
3.2 A Wild Bootstrap Procedure
In this section I propose a wild bootstrap procedure that can be used to obtain critical
values for my test and establish its asymptotic validity. I will compare the small sample
behavior of the asymptotic and bootstrap versions of the test in simulations.
Because I am interested in approximating the asymptotic distribution of the test under
the null hypothesis, the bootstrap data generating process should satisfy the null. Moreover,
because my test is robust to heteroskedasticity, the bootstrap data generating process should
be able to accommodate heteroskedastic errors. Finally, because the errors in panel data
models may be correlated over time (but not across units), the bootstrap procedure should
take this into account. The wild bootstrap can satisfy both these requirements.
The bootstrap procedure will be based on the residuals based on the transformed data
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e˜it = Yˆit − Wˆ ′itβ˜1. I require the bootstrap errors to satisfy the following two requirements:
(i) E∗[εˆ∗i ] = 0, (ii) E
∗[εˆ∗i εˆ
∗′
i ] = e˜ie˜
′
i,
where E∗[·] = E[·|Zn,T ] is the expectation conditional on the data Zn,T = {(Yit, X ′it)′}n,Ti=1,t=1.
To satisfy these requirements, I let εˆ∗i = V ∗i e˜i, where V ∗i is a two-point distribution. Note that
I use the same V ∗i for all time periods for a given i. By doing so, I maintain the intertemporal
correlation of the transformed errors and residuals in the original sample.
Various choices of V ∗i are possible. One popular option is Mammen’s two point distribu-
tion, originally introduced in Mammen (1993):
V ∗i =

(1−√5)/2 with probability (√5 + 1)/(2√5),
(1 +
√
5)/2 with probability (
√
5− 1)/(2√5).
Another possible choice is the Rademacher distribution, as suggested in Davidson and
Flachaire (2008):
V ∗i =

−1 with probability 1
2
,
1 with probability 1
2
.
The wild bootstrap procedure then works as follows:
1. Obtain the estimates β˜1 and residuals e˜i from the restricted model Yˆit = Wˆ ′itβ1 + eˆit.
2. Generate the wild bootstrap error εˆ∗i = V ∗i e˜i.
3. Obtain Yˆ ∗it = Wˆ ′itβ˜1 + εˆ∗it. Then estimate the restricted model and obtain the restricted
bootstrap residuals e˜∗it using the bootstrap sample {(Yˆ ∗it , Wˆ ′it)′}n,Ti=1,t=1.
4. Use e˜∗it in place of e˜it to compute the bootstrap test statistic t∗HC,rn or t
∗
rn .
5. Repeat steps 2–4 B times (e.g. B = 399) and obtain the empirical distribution of the
B test statistics t∗rn or t
∗
HC,rn
. Use this empirical distribution to compute the bootstrap
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critical values of the bootstrap p-values.
Then the following is true.
Theorem 2. Assume that Assumptions of Theorem 1 hold. Let Zn,T = {(Yit, X ′it)′}n,Ti=1,t=1.
Then
F ∗HC,n(t)→ Φ(t) in probability,
for all t, as n → ∞, where F ∗HC,n(t) is the bootstrap distribution of t∗HC,rn|Zn,T and Φ(·) is
the standard normal CDF.
A similar result can be obtained for the homoskedastic test statistic t∗rn . It is omitted for
brevity.
3.3 Behavior of the Test Statistic under a Fixed Alternative
This section discusses the behavior of the test statistic under a fixed alternative. First, a
cautionary note is in order. Note that the null hypothesis concerns the model
Yit = g(Xit) + µi + εit,
while the semiparametric series estimation method is based on the transformed model
Yˆit = gˆ(Xi) + εˆit,
where the model is transformed by taking the first differences or using the within transfor-
mation.1 In particular, the model is estimated based on the series form
Yˆit = Wˆ
′
itβ1 + eit
Because of this, my test will only be able to detect specification errors that are present
1Because of this, gˆ(·) may depend on all elements of Xi, not just Xit.
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in the transformed model. In other words, the null hypothesis essentially becomes H0 :
P (gˆ(Xi) = fˆ(Xi, θ0, h0)) = 1 for some θ0 and h0. Because most of the time researchers work
with transformed models when they deal with fixed effects, I believe this is a reasonable
hypothesis to test. Other specification tests for fixed effects panel data models, e.g. in Lin
et al. (2014), are also usually based on the transformed residuals. As long as the transfor-
mation used does not eliminate the specification error in the original model, the test will be
consistent for the original model.
Assumption 5. (Donald et al. (2003), Assumption 1)
Assume that E[PˆitPˆ ′it] is finite for all k, and for any a(x) with E[a(Xi)2] < ∞ there are
k × 1 vectors γk such that, as k →∞,
E[(a(Xi)− Pˆ ′itγk)2]→ 0
Lemma A.3 in the appendix shows that when this assumption is satisfied, the conditional
moment restriction E[εi|Xi] = 0 is equivalent to a growing number of unconditional moment
restrictions. The class of functions a(x), for which the equivalence between the conditional
and unconditional restrictions holds, consists of functions that can be approximated (in the
mean squared sense) using series as the number of series terms grows. While it is difficult to
give a necessary and sufficient primitive condition that would describe this class of functions,
the test will likely be consistent against continuous and smooth alternatives, while it may
not be consistent against alternatives that exhibit jumps.
This is a population result in the sense that it does not involve the sample size n. In
order to use this result in practice, I require the number of series terms used to construct
the test statistic, kn, to grow with the sample size. By doing so, I ensure that the uncon-
ditional moment restriction E[Pˆ ′i εˆi] = 0, on which the test is based, is equivalent to the
conditional moment restriction E[εˆi|Xi]. Thus, the test will be consistent against a wide
class of alternatives satisfying Assumption 5.
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In order to analyze the behavior of the test under a fixed alternative, I introduce some
notation first. The true model is nonparamertic:
Yit = g(Xit) + µi + εit, E[εi|Xi] = 0
An alternative way to write this model is
Yit = f(Xit, θ
∗, h∗) + µi + ε∗it,
where θ∗ and h∗ are pseudo-true parameter values and ε∗it = εit + (g(Xit)− f(Xit, θ∗, h∗)) =
εti + d(Xit) is a composite error term. The pseudo-true parameter values minimize
E[(g(Xit)− f(Xit, θ, h))2]
over a suitable parameter space.
Note that the model can be written as
Yit = W
′
itβ
∗
1 + µi + ε
∗
it +R
∗
it,
where R∗it = (f(Xit, θ∗, h∗)−W ′itβ∗1). After transforming the data, the model becomes
Yˆit = Wˆ
′
itβ
∗
1 + εˆ
∗
it + Rˆ
∗
it
The pseudo-true parameter value β∗1 solves the moment condition E[Wˆit(Yˆit−Wˆ ′itβ∗1)] = 0,
and the semiparametric estimator β˜1 solves its sample analog Wˆ ′(Yˆ − Wˆ β˜1)/n = 0.
The following theorem provides the divergence rate of the test statistic under the fixed
alternative.
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Theorem 3. Let Ω∗ = E[Zˆ ′iεˆiεˆ′iZˆi]. In the heteroskedastic case, let
Ωˆ = n−1
n∑
i=1
Z˜ ′ie˜ie˜
′
iZ˜i,
and in the homoskedastic case let
Ωˆ = n−1
n∑
i=1
Z˜ ′iΣ˜T Z˜i
Suppose that there exists β∗1 such that supx∈X |f(x, θ∗, h∗)−Wmn(x)′β∗1 | → 0, ‖Ωˆ−Ω∗‖ p→
0, the smallest eigenvalue of Ω∗ is bounded away from zero, mn → ∞, rn → ∞, rn/n → 0,
E[εˆ∗′i Ti]Ω
∗−1E[T ′i εˆ
∗
i ]→ ∆, where ∆ is a constant. Then under homoskedasticity
√
rn
n
ξ − rn√
2rn
p→ ∆/
√
2,
and under heteroskedasticity √
rn
n
ξHC − rn√
2rn
p→ ∆/
√
2
4 Simulations
In this section, I study the finite sample performance of the proposed test using simu-
lations. I have several goals: first, to illustrate the importance of the degrees of freedom
correction; second, to study the sensitivity of the test to the choice of basis functions and
tuning parameters; third, to compare the asymptotic version of my test with its bootstrap
version; finally, to study the effect of the sample size on the test behavior.
The setup I use resembles the one in Korolev (2019) but includes fixed effects:
Yit = µi +X1itβ + g(X2it) + εit
Here εit are independent across individuals i and time t, while αi are fixed effects that are
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correlated with both the regressors and error terms for individual i. More specifically,
µi = νi + µX,i,
where νi ∼ i.i.d. N(0, 2.25) and µX,i =
∑T
t=1 (0.6X1it + 0.4X2it). In this setting, estimating
the model Yit = 2X1it + g(X2it) + eit, where eit = µi + εit, would result in inconsistent
estimates, so it is crucial to account for the panel nature of the data and for the presence of
fixed effects. To achieve this, I use the within transformation.2 After that, I estimate the
model and compute the proposed test statistic.
I test the following null hypothesis:
HSP0 : P (E[Yit|µi, Xit] = µi +X1itβ + g(X2it)) = 1 for some β, g(X2it)
against the alternative
H1 : P (E[Yit|µi, Xit] 6= µi +X1itβ + g(X2it)) > 0 for all β, g(X2it)
I use two data generating processes:
1. Semiparametric partially linear, which corresponds to HSP0 :
Yit = µi + 2X1it + g(X2it) + εit
g(X2it) = 3 + 2(exp(X2it)− 2 ln(X2it + 3))
(4.1)
2. Nonparametric, which corresponds to H1:
Yit = µi + 2X1it + g(X2it) + h(X1it, X2it) + εit
h(X1it, X2it) = h1(X1it)h2(X2it)
h1(X1it) = 1.25 cos(X1it − 2), h2(X2it) = sin(0.75X2it)
(4.2)
2I have tried using first differencing instead of the within transformation and obtained similar results.
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These two DGPs are very similar to the ones used in Korolev (2019), but include fixed
effects. For more details on the two DGPs, see Korolev (2019). I consider four setups: Setup
1 with (n = 250, T = 2), Setup 2 with (n = 250, T = 4), Setup 3 with (n = 500, T = 2),
Setup 4 with (n = 500, T = 4). I separately consider two settings: with homoskedastic errors
and with heteroskedastic errors.
To implement the test, I use both power series and cubic splines as basis functions due to
their popularity. Instead of studying the behavior of my test for a given (arbitrary) number
of series terms, I vary the number of terms in univariate series expansions to investigate how
the behavior of the test changes as a result. The total number of parameters kn ranges from
15 to 39 in Setups 1 and 2 and to 52 in Setups 3 and 4.3
4.1 Homoskedastic Errors
First, I investigate the performance of the test when the errors are homoskedastic. The
errors are normally distributed and independent across both i and t: εit ∼ i.i.d. N(0, 4). I
consider tests based both on the LM type test statistic
ξ =
(
n∑
i=1
e˜′iZ˜i
)(
n∑
i=1
Z˜ ′iΣ˜T Z˜i
)−1( n∑
i=1
Z˜ ′ie˜i
)
a∼ χ2(τn)
and on the normalized statistic tτn =
ξ−τn√
2τn
a∼ N(0, 1).
I start by looking at the simulated size of the test at the nominal 5% level. Figures 1, 2, 3,
and 4 plot the simulated size as a function of the number of series terms in univariate series
expansions an (including the constant term) for the four setups I consider. The upper panels
of these figures use the LM type statistic ξ , while the bottom panels use the normalized test
statistic t. The left panels use power series and the right panels use splines. I consider four
versions of the test: the asymptotic version with τn = rn (red solid lines), the asymptotic
version with τn = kn (magenta solid lines), the wild bootstrap version with the Rademacher
3For more details, see the online supplement to Korolev (2019).
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distribution (cyan dash-dotted lines), and the wild bootstrap with Mammen’s distribution
(blue dashed lines).
As we can see, the asymptotic test without the degrees of freedom correction (i.e. with
τn = kn) is severely undersized. In turn, the asymptotic test with the degrees of freedom
correction (i.e. with τn = rn) based on the t statistic is slightly oversized, while the asymptotic
test based on the ξ statistic controls size very well. Depending on the setup, its performance
is either very close to, or even better than, that of the wild bootstrap tests. We can also see
that the performance of the test is fairly robust to the choice of basis functions and tuning
parameters.
Next, I turn to the test power. Figures 5, 6, 7, and 8 plot the simulated power of
the nominal 5% level test as a function of the number of series terms in univariate series
expansions an. Given that the asymptotic test without the degrees of freedom correction
is undersized, it is not surprising that it also has very low power. In turn, the power of
the asymptotic version of the test with the degrees of freedom correction is very similar to
the power of the wild bootstrap tests. As could be expected, the power increases as the
sample size (the number of units n or the number of periods T ) increases. Finally, the power
decreases as the number of series terms grows. This is due to the fact that the alternative
is smooth and can be captured by the first few series terms. I will turn to a data-driven
method to choose tuning parameters later.
4.2 Heteroskedastic Errors
In this section I investigate the performance of the test when the errors are heteroskedastic.
The errors are normally distributed and independent across both i and t, but not identically
distributed: εit ∼ i.n.i.d. N(0, 1 + 1.75 exp(0.75(X1it + X2it))). I consider tests based both
on the heteroskedasticity-robust LM type test statistic
ξHC =
(
n∑
i=1
e˜′iZ˜i
)(
n∑
i=1
Z˜ ′ie˜ie˜
′
iZ˜i
)−1( n∑
i=1
Z˜ ′ie˜i
)
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and on the normalized statistic tτn,HC =
ξHC−τn√
2τn
a∼ N(0, 1).
First, I look at the simulated size of the test at the nominal 5% level. Figures 9, 10,
11, and 12 plot the simulated size as a function of the number of series terms in univariate
series expansions an. We can see that the asymptotic test without the degrees of freedom
correction is again severely undersized. The asymptotic test with the degrees of freedom
correction based on the ξHC statistic is also undersized, though its size becomes closer to
the nominal level as the sample size grows. In turn, the simulated size of the asymptotic
test with the degrees of freedom correction based on the tHC statistic is pretty close to the
nominal level. In fact, in Setups 1 and 2, when splines are used, it controls size even better
that the wild bootstrap tests.
Next, I turn to the test power. Figures 13, 14, 15, and 16 plot the simulated power of
the nominal 5% level test as a function of the number of series terms in univariate series
expansions an. The asymptotic test without the degrees of freedom correction has low power
in all setups. The asymptotic test with the degrees of freedom correction based on the ξHC
test statistic is less powerful than the wild bootstrap tests, but the power loss decreases
as the sample size grows. Finally, the power of the asymptotic test with the degrees of
freedom correction based on the tHC statistic is fairly close to the power of the bootstrap
tests, especially with larger sample sizes.
To summarize, even though the performance of the asymptotic test with the degrees
of freedom correction deteriorates when the errors are heteroskedastic, as opposed to ho-
moskedastic, it nevertheless comes close to the wild bootstrap tests in most setups. With
larger sample sizes, its performance is almost indistinguishable from that of the bootstrap
tests.
4.3 Data-Driven Methods for Tuning Parameters Choice
In the simulations presented above, the alternative was smooth and the power of the test
declined as the number of series terms increased. However, this is not always the case. There
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exist alternatives that are orthogonal to the first few series terms, and in order to detect such
alternatives, one needs to include higher order series terms. In this section, I investigate the
finite sample performance of a data-driven method to select tuning parameters.
In order to simplify the problem, I abstract away from the task of selecting the number
of series terms under the null and consider a linear univariate null model:
Yit = µi + 2X1it + εit
The smooth alternative is given by
Yit = µi + 2X1it + cos(X1it − 2) + εit
I also consider an alternative that is orthogonal to the first four power terms in X1. A
data-driven test should be able to adapt to a wide class of alternatives and choose tuning
parameters appropriately.
I use a modified version of the approach proposed in Guay and Guerre (2006). I use the
ξ test statistic and pick the value of rn that maximizes
ξ(rn)− rn − γn
√
2(rn − rn,min),
where γn = c
√
2 ln Card rn, c is a constant that satisfies c ≥ 1 + ε for some ε > 0, Card rn
is the cardinality of the set of possible numbers of restrictions, and rn,min is the lowest
possible number of restrictions across different choices of rn. The notation ξ(rn) emphasizes
the dependence of the test statistic ξ =
(∑n
i=1 e˜
′
iZ˜i
)(∑n
i=1 Z˜
′
iΣ˜T Z˜i
)−1 (∑n
i=1 Z˜
′
ie˜i
)
on the
number rn of elements in Z˜. Intuitively, rn is the center term of ξ(rn), while γn
√
2(rn − rn,min)
is the penalty term that rewards simpler alternatives. In my analysis, I set c = 5.
Table 1 presents the results. I report the simulated size, power against the standard
alternative, and power against the orthogonal alternative for the data driven test and the
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test with the fixed number of series term equal to an = 4 and an = 9 (including the constant
term). The former choice of an is typically optimal under the regular alternative but has no
power against the orthogonal alternative. The latter choice of an typically leads to good power
against the orthogonal alternative but results in the loss of power against the well-behaved
alternative.
As we can see, the data-driven test is slightly oversized in the first three setups and is
slightly undersized in the last setup, but overall its size is close to the nominal level. Moreover,
it has excellent power against the standard alternative and pretty good power against the
orthogonal alternative. Even though a more careful investigation of data-driven specification
tests for panel data models is beyond the scope of this paper, my simulations suggest that
the proposed procedure performs well in finite samples.
5 Empirical Example
In this section, I apply my test to the PSID data4 that was used in Cornwell and Rupert
(1988) and Baltagi and Khanti-Akom (1990). The dataset contains 7 years of observations
on 595 heads of household between the ages of 18 and 65 in 1976 with a positive reported
wage in some private, non-farm employment for all 7 years. Among other models, the authors
estimated the following wage equation with fixed effects:
LWAGEit = α1WKSit + δ1EXPit + λ1EXP
2
it +D
′
itγ1 + µi + εit
E[εi|WKSi, EXPi, Di, µi] = 0
(5.1)
where LWAGEit is the natural logarithm of the wage of individual i in year t,WKS is weeks
worked, EXP is experience, and Dit includes the following dummy variables: occupation
(OCC = 1 if the individual has blue-collar occupation), industry (IND = 1 if the individual
works in a manufacturing industry), residence (SOUTH = 1, SMSA = 1 if the individual
4Available at http://bcs.wiley.com/he-bcs/Books?action=resource&bcsId=4338&itemId=
1118672321&resourceId=13452.
21
resides in the south, or in a standard metropolitan statistical area), marital status (MS = 1
if the individual is married), union coverage (UNION = 1 if the individual’s wage is set by
a union contract).
While my test is fairly general and applies to semiparametric as well as parametric models,
I focus on a parametric model because parametric panel data models are prevalent in appli-
cations. I test this parametric model against the alternative which is fully nonparametric in
weeks worked and experience but is parametric in the dummy variables:
LWAGEit = g(WKSit, EXPit) +D
′
itγ + µi + εit,
where Dit includes the six dummy variables listed above. Due to the number of dummy
variables, considering the alternative which is fully nonparametric appears implausible, as it
would essentially require me to split the dataset into 26 = 64 bins and estimate it within
each bin separately.
In order to implement the test, I need to select the basis functions and the number of
series terms. I use both power series and splines and utilize a data-driven procedure to select
the number of series terms. Note that the number of terms under the null is fixed because
the null model is parametric. Thus, I only need to choose the number of series terms under
the alternative. Following the approach discussed in Section 4.3, I vary the number of series
terms in univariate series expansions in WKS and EXP from 3 to 8 (not including the
constant) and pick the value of rn that maximizes
ξHC(rn)− rn − γn
√
2(rn − rn,min)
I find that the optimal number of terms is equal to 3 (not including the constant term), i.e.
that a cubic polynomial should be used. In this case, power series and splines coincide as
there are no knots yet. The resulting number of restrictions is rn = 12. The upper panel
of Table 2 reports the heteroskedastic test statistic ξHC as well as the standardized statistic
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tHC . As we can see, the null hypothesis that the model is correctly specified is not rejected
at the 5% level, but it is rejected at the 10% level.
Next, I repeat this exercise for the specification that drops the quadratic term in experi-
ence. I use the same nonparametric alternative as before. Because the null model has one
regressor less than before, I am testing rn = 13 restrictions. The middle panel of Table 2
reports the results. All for types of the test reject the null hypothesis at any conventional
confidence level.
Finally, I estimate a semiparametric model that is nonparametric in experience but is
parametric in the remaining variables:
LWAGEit = α2WKSit + g2(EXPit) +D
′
itγ2 + µi + εit (5.2)
I estimate this semiparametric model using power series with up to cubic terms. The
semiparametric model leads to rn = 11 restrictions. Figure 17 plots the estimated effects of
experience for the linear, quadratic, and emiparametric models. As we can see, the semipara-
metric model appears to be pretty similar to the quadratic model, and the linear model is not
too far off. However, specification testing draws a somewhat different picture. As we can see
from the bottom panel of Table 2, while the linear model is overwhelmingly rejected and the
quadratic model is rejected at the 10% level, there is no evidence against the semiparametric
model.
Because in this paper I develop a specification test and not a model selection procedure,
one should be careful with applying my test to several models sequentially. However, it
appears that there is substantial evidence against the linear model, while there is little
evidence agains the quadratic specification employed by Cornwell and Rupert (1988) and
Baltagi and Khanti-Akom (1990). If the researcher worries about the borderline results and
wants to be on the safe side, it may be plausible to use a more flexible semiparametric model
that is fully nonparametric in experience.
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6 Conclusion
In this paper, I develop a Lagrange Multiplier type specification test for semiparametric
panel data models with fixed effects. The test achieves consistency by turning a conditional
moment restriction into a growing number of unconditional moment restrictions. Unlike in
the traditional parametric Lagrange Multiplier test, both the number of parameters and the
number of restrictions are allowed to grow with the sample size. I develop an asymptotic
theory that explicitly takes this into account and prove that the normalized test statistic
converges in distribution to the standard normal.
My test has several attractive features. First, fixed effects panel data models typically
require researchers to transform their data, by taking first differences or applying the within
transformation. This makes semiparametric estimation and specification testing that involves
kernel methods problematic, as it is difficult to impose the additive structure on kernel estima-
tors. In contrast, with series methods, the transformed model remains linear in parameters,
and the proposed test is very simple to implement.
Second, the projection property of series estimators allows me to develop a degrees of
freedom correction, which explicitly accounts for the variance of semiparametric estimators.
Thus, I only need to control the bias, and my rate conditions are relatively mild. Moreover,
the degrees of freedom correction results in good performance of the test in simulations.
In future research, I plan to extend the proposed test to semiparametric dynamic panel
data models. The presence of endogenous variables calls for the use of instrumental variables.
Estimation of such models, with endogeneity only in the parametric part, has been studied
in Baltagi and Li (2002) and An et al. (2016). A possible concern for specification testing in
these models is that nonparametric instrumental variables models are subject to the ill-posed
inverse problem, so the unrestricted nonparametric model may not be identified. It remains
to be seen whether this identification problem poses a challenge for specification testing in
dynamic panel data models.
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Appendix A Tables and Figures
Figure 1: Simulated Size of the Test, n = 250, T = 2
This figure plots the simulated size of the nominal 5% test against the number of series terms in univariate
series expansions, an (including the constant). The left panel uses power series. The right panel uses splines.
The upper panel uses the ξ test statistic from Equation 2.7. The lower panel uses the t test statistic from
Equation 2.8.
The red solid line corresponds to the test that uses the asymptotic critical values and normalization τn = rn.
The magenta solid line corresponds to the test that uses the asymptotic critical values and normalization
τn = kn. The cyan dash-dotted line corresponds to the test that uses the wild bootstrap critical values
based on Rademacher distribution. The blue dashed line corresponds to the test that uses the wild bootstrap
critical values based on Mammen’s distribution. The results are based on M = 1, 000 simulations and
B = 399 bootstrap iterations.
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Figure 2: Simulated Size of the Test, n = 250, T = 4
This figure plots the simulated size of the nominal 5% test against the number of series terms in univariate
series expansions, an (including the constant). The left panel uses power series. The right panel uses splines.
The upper panel uses the ξ test statistic from Equation 2.7. The lower panel uses the t test statistic from
Equation 2.8.
The red solid line corresponds to the test that uses the asymptotic critical values and normalization τn = rn.
The magenta solid line corresponds to the test that uses the asymptotic critical values and normalization
τn = kn. The cyan dash-dotted line corresponds to the test that uses the wild bootstrap critical values
based on Rademacher distribution. The blue dashed line corresponds to the test that uses the wild bootstrap
critical values based on Mammen’s distribution. The results are based on M = 1, 000 simulations and
B = 399 bootstrap iterations.
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Figure 3: Simulated Size of the Test, n = 500, T = 2
This figure plots the simulated size of the nominal 5% test against the number of series terms in univariate
series expansions, an (including the constant). The left panel uses power series. The right panel uses splines.
The upper panel uses the ξ test statistic from Equation 2.7. The lower panel uses the t test statistic from
Equation 2.8.
The red solid line corresponds to the test that uses the asymptotic critical values and normalization τn = rn.
The magenta solid line corresponds to the test that uses the asymptotic critical values and normalization
τn = kn. The cyan dash-dotted line corresponds to the test that uses the wild bootstrap critical values
based on Rademacher distribution. The blue dashed line corresponds to the test that uses the wild bootstrap
critical values based on Mammen’s distribution. The results are based on M = 1, 000 simulations and
B = 399 bootstrap iterations.
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Figure 4: Simulated Size of the Test, n = 500, T = 4
This figure plots the simulated size of the nominal 5% test against the number of series terms in univariate
series expansions, an (including the constant). The left panel uses power series. The right panel uses splines.
The upper panel uses the ξ test statistic from Equation 2.7. The lower panel uses the t test statistic from
Equation 2.8.
The red solid line corresponds to the test that uses the asymptotic critical values and normalization τn = rn.
The magenta solid line corresponds to the test that uses the asymptotic critical values and normalization
τn = kn. The cyan dash-dotted line corresponds to the test that uses the wild bootstrap critical values
based on Rademacher distribution. The blue dashed line corresponds to the test that uses the wild bootstrap
critical values based on Mammen’s distribution. The results are based on M = 1, 000 simulations and
B = 399 bootstrap iterations.
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Figure 5: Simulated Power of the Test, n = 250, T = 2
This figure plots the simulated power of the nominal 5% test against the number of series terms in univariate
series expansions, an (including the constant). The left panel uses power series. The right panel uses splines.
The upper panel uses the ξ test statistic from Equation 2.7. The lower panel uses the t test statistic from
Equation 2.8.
The red solid line corresponds to the test that uses the asymptotic critical values and normalization τn = rn.
The magenta solid line corresponds to the test that uses the asymptotic critical values and normalization
τn = kn. The cyan dash-dotted line corresponds to the test that uses the wild bootstrap critical values
based on Rademacher distribution. The blue dashed line corresponds to the test that uses the wild bootstrap
critical values based on Mammen’s distribution. The results are based on M = 1, 000 simulations and
B = 399 bootstrap iterations.
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Figure 6: Simulated Power of the Test, n = 250, T = 4
This figure plots the simulated power of the nominal 5% test against the number of series terms in univariate
series expansions, an (including the constant). The left panel uses power series. The right panel uses splines.
The upper panel uses the ξ test statistic from Equation 2.7. The lower panel uses the t test statistic from
Equation 2.8.
The red solid line corresponds to the test that uses the asymptotic critical values and normalization τn = rn.
The magenta solid line corresponds to the test that uses the asymptotic critical values and normalization
τn = kn. The cyan dash-dotted line corresponds to the test that uses the wild bootstrap critical values
based on Rademacher distribution. The blue dashed line corresponds to the test that uses the wild bootstrap
critical values based on Mammen’s distribution. The results are based on M = 1, 000 simulations and
B = 399 bootstrap iterations.
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Figure 7: Simulated Power of the Test, n = 500, T = 2
This figure plots the simulated power of the nominal 5% test against the number of series terms in univariate
series expansions, an (including the constant). The left panel uses power series. The right panel uses splines.
The upper panel uses the ξ test statistic from Equation 2.7. The lower panel uses the t test statistic from
Equation 2.8.
The red solid line corresponds to the test that uses the asymptotic critical values and normalization τn = rn.
The magenta solid line corresponds to the test that uses the asymptotic critical values and normalization
τn = kn. The cyan dash-dotted line corresponds to the test that uses the wild bootstrap critical values
based on Rademacher distribution. The blue dashed line corresponds to the test that uses the wild bootstrap
critical values based on Mammen’s distribution. The results are based on M = 1, 000 simulations and
B = 399 bootstrap iterations.
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Figure 8: Simulated Power of the Test, n = 500, T = 4
This figure plots the simulated power of the nominal 5% test against the number of series terms in univariate
series expansions, an (including the constant). The left panel uses power series. The right panel uses splines.
The upper panel uses the ξ test statistic from Equation 2.7. The lower panel uses the t test statistic from
Equation 2.8.
The red solid line corresponds to the test that uses the asymptotic critical values and normalization τn = rn.
The magenta solid line corresponds to the test that uses the asymptotic critical values and normalization
τn = kn. The cyan dash-dotted line corresponds to the test that uses the wild bootstrap critical values
based on Rademacher distribution. The blue dashed line corresponds to the test that uses the wild bootstrap
critical values based on Mammen’s distribution. The results are based on M = 1, 000 simulations and
B = 399 bootstrap iterations.
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Figure 9: Simulated Size of the Test, Heteroskedastic Errors, n = 250, T = 2
This figure plots the simulated size of the nominal 5% test against the number of series terms in univariate
series expansions, an (including the constant). The left panel uses power series. The right panel uses splines.
The upper panel uses the ξHC test statistic from Equation 2.6. The lower panel uses the t test statistic from
Equation 2.8.
The red solid line corresponds to the test that uses the asymptotic critical values and normalization τn = rn.
The magenta solid line corresponds to the test that uses the asymptotic critical values and normalization
τn = kn. The cyan dash-dotted line corresponds to the test that uses the wild bootstrap critical values
based on Rademacher distribution. The blue dashed line corresponds to the test that uses the wild bootstrap
critical values based on Mammen’s distribution. The results are based on M = 1, 000 simulations and
B = 399 bootstrap iterations.
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Figure 10: Simulated Size of the Test, Heteroskedastic Errors, n = 250, T = 4
This figure plots the simulated size of the nominal 5% test against the number of series terms in univariate
series expansions, an (including the constant). The left panel uses power series. The right panel uses splines.
The upper panel uses the ξHC test statistic from Equation 2.6. The lower panel uses the t test statistic from
Equation 2.8.
The red solid line corresponds to the test that uses the asymptotic critical values and normalization τn = rn.
The magenta solid line corresponds to the test that uses the asymptotic critical values and normalization
τn = kn. The cyan dash-dotted line corresponds to the test that uses the wild bootstrap critical values
based on Rademacher distribution. The blue dashed line corresponds to the test that uses the wild bootstrap
critical values based on Mammen’s distribution. The results are based on M = 1, 000 simulations and
B = 399 bootstrap iterations.
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Figure 11: Simulated Size of the Test, Heteroskedastic Errors, n = 500, T = 2
This figure plots the simulated size of the nominal 5% test against the number of series terms in univariate
series expansions, an (including the constant). The left panel uses power series. The right panel uses splines.
The upper panel uses the ξHC test statistic from Equation 2.6. The lower panel uses the t test statistic from
Equation 2.8.
The red solid line corresponds to the test that uses the asymptotic critical values and normalization τn = rn.
The magenta solid line corresponds to the test that uses the asymptotic critical values and normalization
τn = kn. The cyan dash-dotted line corresponds to the test that uses the wild bootstrap critical values
based on Rademacher distribution. The blue dashed line corresponds to the test that uses the wild bootstrap
critical values based on Mammen’s distribution. The results are based on M = 1, 000 simulations and
B = 399 bootstrap iterations.
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Figure 12: Simulated Size of the Test, Heteroskedastic Errors, n = 500, T = 4
This figure plots the simulated size of the nominal 5% test against the number of series terms in univariate
series expansions, an (including the constant). The left panel uses power series. The right panel uses splines.
The upper panel uses the ξHC test statistic from Equation 2.6. The lower panel uses the t test statistic from
Equation 2.8.
The red solid line corresponds to the test that uses the asymptotic critical values and normalization τn = rn.
The magenta solid line corresponds to the test that uses the asymptotic critical values and normalization
τn = kn. The cyan dash-dotted line corresponds to the test that uses the wild bootstrap critical values
based on Rademacher distribution. The blue dashed line corresponds to the test that uses the wild bootstrap
critical values based on Mammen’s distribution. The results are based on M = 1, 000 simulations and
B = 399 bootstrap iterations.
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Figure 13: Simulated Power of the Test, Heteroskedastic Errors, n = 250, T = 2
This figure plots the simulated power of the nominal 5% test against the number of series terms in univariate
series expansions, an (including the constant). The left panel uses power series. The right panel uses splines.
The upper panel uses the ξHC test statistic from Equation 2.6. The lower panel uses the t test statistic from
Equation 2.8.
The red solid line corresponds to the test that uses the asymptotic critical values and normalization τn = rn.
The magenta solid line corresponds to the test that uses the asymptotic critical values and normalization
τn = kn. The cyan dash-dotted line corresponds to the test that uses the wild bootstrap critical values
based on Rademacher distribution. The blue dashed line corresponds to the test that uses the wild bootstrap
critical values based on Mammen’s distribution. The results are based on M = 1, 000 simulations and
B = 399 bootstrap iterations.
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Figure 14: Simulated Power of the Test, Heteroskedastic Errors, n = 250, T = 4
This figure plots the simulated power of the nominal 5% test against the number of series terms in univariate
series expansions, an (including the constant). The left panel uses power series. The right panel uses splines.
The upper panel uses the ξHC test statistic from Equation 2.6. The lower panel uses the t test statistic from
Equation 2.8.
The red solid line corresponds to the test that uses the asymptotic critical values and normalization τn = rn.
The magenta solid line corresponds to the test that uses the asymptotic critical values and normalization
τn = kn. The cyan dash-dotted line corresponds to the test that uses the wild bootstrap critical values
based on Rademacher distribution. The blue dashed line corresponds to the test that uses the wild bootstrap
critical values based on Mammen’s distribution. The results are based on M = 1, 000 simulations and
B = 399 bootstrap iterations.
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Figure 15: Simulated Power of the Test, Heteroskedastic Errors, n = 500, T = 2
This figure plots the simulated power of the nominal 5% test against the number of series terms in univariate
series expansions, an (including the constant). The left panel uses power series. The right panel uses splines.
The upper panel uses the ξHC test statistic from Equation 2.6. The lower panel uses the t test statistic from
Equation 2.8.
The red solid line corresponds to the test that uses the asymptotic critical values and normalization τn = rn.
The magenta solid line corresponds to the test that uses the asymptotic critical values and normalization
τn = kn. The cyan dash-dotted line corresponds to the test that uses the wild bootstrap critical values
based on Rademacher distribution. The blue dashed line corresponds to the test that uses the wild bootstrap
critical values based on Mammen’s distribution. The results are based on M = 1, 000 simulations and
B = 399 bootstrap iterations.
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Figure 16: Simulated Power of the Test, Heteroskedastic Errors, n = 500, T = 4
This figure plots the simulated power of the nominal 5% test against the number of series terms in univariate
series expansions, an (including the constant). The left panel uses power series. The right panel uses splines.
The upper panel uses the ξHC test statistic from Equation 2.6. The lower panel uses the t test statistic from
Equation 2.8.
The red solid line corresponds to the test that uses the asymptotic critical values and normalization τn = rn.
The magenta solid line corresponds to the test that uses the asymptotic critical values and normalization
τn = kn. The cyan dash-dotted line corresponds to the test that uses the wild bootstrap critical values
based on Rademacher distribution. The blue dashed line corresponds to the test that uses the wild bootstrap
critical values based on Mammen’s distribution. The results are based on M = 1, 000 simulations and
B = 399 bootstrap iterations.
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Figure 17: Experience Effects from Different Methods
This figure plots the estimated effects of experience from different models. The dash-dotted line shows the
estimated experience effect from the linear model. The dashed line shows the estimated experience effect
from the quadratic model. The solid line shows the estimated experience effect from the semiparametric
model. The x axis plots experience. The y axis plots the logarithm of wage.
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Table 1: Simulated Size and Power of Data-Driven Test
Power Series Splines
Data-Driven an = 4 an = 9 Data-Driven an = 4 an = 9
n = 250, T = 2
Size 0.055 0.046 0.049 0.054 0.046 0.047
Power, regular 0.369 0.363 0.196 0.369 0.363 0.201
Power, orthogonal 0.105 0.051 0.224 0.096 0.051 0.225
n = 250, T = 4
Size 0.064 0.061 0.041 0.063 0.061 0.044
Power, regular 0.825 0.825 0.622 0.825 0.825 0.621
Power, orthogonal 0.447 0.062 0.654 0.440 0.062 0.644
n = 500, T = 2
Size 0.058 0.054 0.055 0.056 0.054 0.054
Power, regular 0.673 0.671 0.444 0.673 0.671 0.448
Power, orthogonal 0.238 0.048 0.421 0.241 0.048 0.426
n = 500, T = 4
Size 0.041 0.037 0.052 0.041 0.037 0.051
Power, regular 0.990 0.990 0.935 0.990 0.990 0.932
Power, orthogonal 0.856 0.033 0.933 0.843 0.033 0.939
The table reports the simulated size, power against the regular alternative, and power against the orthogonal
alternative of the test based on the test statistic ξ. The left panel uses power series and the right panel uses
splines. The column called “Data-Driven” uses the data-driven value of the tuning parameter rn as described
in Section 4.3. Other columns use the fixed number of series terms an equal to 4 or 9 (including the constant).
The results are based on M = 1, 000 simulations.
Table 2: Specification Testing Results
Test Statistic 5% Critical Value 10% Critical Value
Quadratic Model
ξHC 19.835 21.026 18.549
tHC 1.599 1.645 1.282
Linear Model
ξHC 42.318 22.362 19.812
tHC 5.750 1.645 1.282
Semiparametric Model
ξHC 15.957 19.675 17.275
tHC 1.057 1.645 1.282
The table reports the values of the test statistics ξHC
a∼ χ2(rn) and tHC a∼ N(0, 1) for the quadratic
specification from Equation 5.1, linear specification, and semiparametric specification from Equation 5.2.
The number of restrictions is rn = 12, rn = 13, and rn = 11 respectively. The corresponding critical values
are shown together with the test statistics.
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Appendix B Proofs
B.1 Proof of Theorem 1
The homoskedastic and heteroskedastic test statistics have different expressions, and it
is convenient to introduce some notation that allows me to write them in a similar form.
Denote Ωˆ = n−1
∑n
i=1 Z˜
′
ie˜ie˜
′
iZ˜i in the heteroskedastic case or Ωˆ = n−1
∑n
i=1 Z˜
′
iΣ˜T Z˜i in the
homoskedastic case. Then both test statistics can be written as
ξ =
(
n∑
i=1
e˜′iZ˜i
)(
nΩˆ
)−1( n∑
i=1
Z˜ ′ie˜i
)
= e˜′Z˜
(
nΩˆ
)−1
Z˜ ′e˜ = (εˆ+Rˆ)′MWˆ Z˜
(
nΩˆ
)−1
Z˜ ′MWˆ (εˆ+Rˆ)
Because Z˜ = MWˆ Zˆ and MWˆ Z˜ = MWˆMWˆ Zˆ = MWˆ Zˆ = Z˜, the test statistic can be
rewritten as
ξ = (εˆ+ Rˆ)′Z˜
(
nΩˆ
)−1
Z˜ ′(εˆ+ Rˆ)
The proof consists of several steps.
Step 1. Decompose the test statistic and bound the remainder terms.
(εˆ+ Rˆ)′Z˜
(
nΩˆ
)−1
Z˜ ′(εˆ+ Rˆ) = εˆ′Z˜
(
nΩˆ
)−1
Z˜ ′εˆ+ Rˆ′Z˜
(
nΩˆ
)−1
Z˜ ′Rˆ + 2Rˆ′Z˜
(
nΩˆ
)−1
Z˜ ′εˆ
By Lemma A.4, the smallest and largest eigenvalues of Z˜Z˜ ′/(nT ) converge to one. Be-
cause Z˜ ′Z˜/(nT ) and Z˜Z˜ ′/(nT ) have the same nonzero eigenvalues, λmax(Z˜Z˜ ′/(nT )) con-
verges in probability to 1. Moreover, the eigenvalues of Ωˆ are bounded below and above.
Thus, by Assumption 4,
Rˆ′Z˜(nΩˆ)−1Z˜ ′Rˆ ≤ TCRˆ′((nT )−1Z˜Z˜ ′)Rˆ ≤ CRˆ′Rˆ = Op(nm−2αn ),
where T is absorbed by C because the length of the panel is fixed.
Next, ∣∣∣Rˆ′Z˜(nΩˆ)−1Z˜ ′εˆ∣∣∣ ≤ ∣∣∣TCλmax(Z˜Z˜ ′/(nT ))Rˆ′εˆ∣∣∣ ≤ ∣∣∣CRˆ′εˆ∣∣∣ = Op(n1/2m−αn )
Thus,
(εˆ+ Rˆ)′Z˜
(
nΩˆ
)−1
Z˜ ′(εˆ+ Rˆ) = εˆ′Z˜
(
nΩˆ
)−1
Z˜ ′εˆ+Op(nm−2αn ) +Op(n
1/2m−αn )
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Step 2. Further decompose the leading term and bound the new remainder terms.
εˆ′Z˜
(
nΩˆ
)−1
Z˜ ′εˆ = εˆ′Zˆ(nΩˆ)−1Zˆ ′εˆ− 2εˆ′PWˆ Zˆ(nΩˆ)−1Zˆ ′εˆ+ εˆ′PWˆ Zˆ(nΩˆ)−1Zˆ ′PWˆ εˆ
Let χi = Zˆ ′iεˆi, Ω = E[Zˆ ′iεˆiεˆ′iZˆi] = E[χiχ′i]. Note that
E[(n−1εˆ′Zˆ)Ω−1(n−1Zˆ ′εˆ)]/n = E[χ′iΩ
−1χi] = E[tr(χ′iΩ
−1χi)]/n
= E[tr(Ω−1χiχ′i)]/n = tr(Ω
−1E[χiχ′i])/n = tr(Irn)/n = rn/n
Thus, by Markov’s inequality,
‖Ω−1(n−1Zˆ ′εˆ)‖ ≤ C
√
(n−1εˆ′Zˆ)Ω−1(n−1Zˆ ′εˆ) = Op(
√
rn/n)
Because the eigenvalues of Ω are bounded below and above w.p.a. 1, it is also true that
‖n−1Zˆ ′εˆ‖ = Op(
√
rn/n). Similarly, ‖n−1Wˆ ′εˆ‖ = Op(
√
mn/n). Using this result and the
inequality ‖AB‖2 ≤ ‖A‖2‖B‖2, get∥∥∥εˆ′PWˆ Zˆ(nΩˆ)−1Zˆ ′εˆ∥∥∥ = ∥∥∥εˆ′Wˆ (Wˆ ′Wˆ )−1Wˆ ′Zˆ(nΩˆ)−1Tˆ ′εˆ∥∥∥
=
∥∥∥(nT 2)(εˆ′Wˆ/(nT ))(Wˆ ′Wˆ/(nT ))−1 (Wˆ ′Tˆ /(nT )) Ωˆ−1 (Tˆ ′εˆ/(nT ))∥∥∥
≤ Cn
∥∥∥(εˆ′Wˆ/(nT ))(Wˆ ′Zˆ/(nT ))(Zˆ ′εˆ/(nT ))∥∥∥
≤ Cn
∥∥∥εˆ′Wˆ/(nT )∥∥∥ ∥∥∥Wˆ ′Zˆ/(nT )∥∥∥ ∥∥∥Zˆ ′εˆ/(nT )∥∥∥
= nOp(
√
mn/n)Op(ζ(kn)
√
kn/n)Op(
√
rn/n) = Op(ζ(kn)
√
mnknrn/n)
In turn,∥∥∥εˆ′PWˆ Zˆ(nΩˆ)−1Zˆ ′PWˆ εˆ∥∥∥ = ∥∥∥εˆWˆ (Wˆ ′Wˆ )−1Wˆ ′Zˆ(nΩˆ)−1Zˆ ′Wˆ (Wˆ ′Wˆ )−1Wˆ ′εˆ∥∥∥
=
∥∥∥(nT 2)(εˆ′Wˆ/(nT ))(Wˆ ′Wˆ/(nT ))−1 (Wˆ ′Zˆ/(nT )) Ωˆ−1(
Zˆ ′Wˆ/(nT )
)(
Wˆ ′Wˆ/(nT )
)−1 (
Wˆ ′εˆ/(nT )
)∥∥∥
≤ Cn
∥∥∥(εˆ′Wˆ/(nT ))(Wˆ ′Zˆ/(nT ))(Zˆ ′Wˆ/(nT ))(Wˆ ′εˆ/(nT ))∥∥∥
≤ Cn
∥∥∥εˆ′Wˆ/(nT )∥∥∥ ∥∥∥Wˆ ′Zˆ/(nT )∥∥∥ ∥∥∥Zˆ ′Wˆ/(nT )∥∥∥ ∥∥∥Wˆ ′εˆ/(nT )∥∥∥
= nOp(
√
mn/n)Op(ζ(kn)
√
kn/n)Op(ζ(kn)
√
kn/n)Op(
√
mn/n) = Op(ζ(kn)
2mnkn/n)
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Thus,
(εˆ+ Rˆ)′Z˜
(
nΩˆ
)−1
Z˜ ′(εˆ+ Rˆ) = εˆ′Zˆ(nΩˆ)−1Zˆ ′εˆ+Op(nm−2αn ) +Op(n
1/2m−αn )
+Op(ζ(kn)
√
mnknrn/n) +Op(ζ(kn)
2mnkn/n) = εˆ
′Zˆ(nΩˆ)−1Zˆ ′εˆ+ op(
√
rn)
(A.1)
Step 3. Deal with the leading term.
As shown in Lemma A.6,
n(n−1εˆ′Zˆ)Ωˆ−1(n−1Zˆ ′εˆ)− n(n−1εˆ′Zˆ)Ω−1(n−1Zˆ ′εˆ)√
rn
p→ 0 (A.2)
Note that
εˆ′Zˆ(nΩ)−1Zˆ ′εˆ = n−1
n∑
i=1
n∑
j=1
εˆ′iZˆiΩ
−1Zˆ ′j εˆj = n
−1
n∑
i=1
εˆ′iZˆiΩ
−1Zˆ ′iεˆi + 2n
−1
n−1∑
i=1
∑
j>i
εˆ′iZˆiΩ
−1Zˆ ′j εˆj
Thus,
t∗ =
ξ∗ − rn√
2rn
=
n−1
∑n
i=1 εˆ
′
iZˆiΩ
−1Zˆ ′iεˆi − rn√
2rn
+
√
2
∑n−1
i=1
∑
j>i εˆ
′
iZˆiΩ
−1Zˆ ′j εˆj√
n2rn
= t1 + t2, (A.3)
where
t1 =
n−1
∑n
i=1 εˆ
′
iZˆiΩ
−1Zˆ ′iεˆi − rn√
2rn
t2 =
√
2
∑n−1
i=1
∑
j>i εˆ
′
iZˆiΩ
−1Zˆ ′j εˆj√
n2rn
Note that
E[t1] =
E[εˆ′iZˆiΩ
−1Zˆ ′iεˆi]− rn√
2rn
=
E[χ′iΩ
−1χi]− rn√
2rn
= 0,
because
E[χ′iΩ
−1χi] = rn
Next,
V ar(t1) ≤ E[(χ′iΩ−1χi)2]/(2nrn) ≤ CE[‖χi‖4]/(nrn) ≤ CE[‖εˆi‖4‖Zˆi‖4]/(nrn)
≤ CE[‖Zˆi‖4]/(nrn) ≤ Cζ(rn)2rn/(2nrn) = Cζ(rn)2/n→ 0,
so, by Markov’s inequality, t1
p→ 0.
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Next, note that t2 =
∑n−1
i=1
∑
j>iHn(χi, χj), where
Hn(χi, χj) =
√
2
n2rn
χ′iΩ
−1χj =
√
2
n2rn
εˆ′iZˆiΩ
−1Zˆ ′j εˆj
Then
Gn(u, v) = E[Hn(χ1, u)Hn(χ1, v)] =
2
n2rn
E[χ′1Ω
−1uχ′1Ω
−1v]
=
2
n2rn
E[u′Ω−1χ1χ′1Ω
−1v] =
2
n2rn
u′Ω−1v =
√
2
n2rn
Hn(u, v)
Note that E[Hn(χ1, χ2)|χ1] = χ′1ΩE[χ2] = 0 and that
E[Hn(χ1, χ2)
2] =
2
n2rn
E[χ′1Ω
−1χ2χ′1Ω
−1χ2] =
2
n2rn
E[χ′1Ω
−1χ2χ′2Ω
−1χ1] =
2
n2rn
E[χ′1Ω
−1χ1]
=
2
n2rn
E[tr(χ′1Ω
−1χ1)] =
2
n2rn
E[tr(χ1χ
′
1Ω
−1)] =
2
n2
Thus, we have:
E[Gn(χ1, χ2)
2]
{E[Hn(χ1, χ2)2]}2 =
(2/n2rn)(2/n
2)
(4/n2)
=
1
rn
→ 0
and, using the Cauchy-Schwartz inequality,
n−1E[Hn(χ1, χ2)4]
{E[Hn(χ1, χ2)2]}2 =
(4/n5r2n)E[(χ
′
1Ω
−1χ2)4]
(4/n4)
≤ E[(χ
′
1Ω
−1χ1)2(χ′2Ω
−1χ2)2]
nr2n
=
E[(χ′1Ω
−1χ1)2]2
nr2n
=
[
E[(χ′1Ω
−1χ1)2]
rn
√
n
]2
→ 0
Thus, the conditions of Theorem 1 in Hall (1984) hold, and
t2 =
√
2
n2rn
n−1∑
i=1
∑
j>i
εˆ′iZˆiΩ
−1Zˆ ′j εˆj
d→ N(0, 1) (A.4)
The result of the theorem now follows from equations A.1, A.2, A.3, and A.4. 
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B.2 Proof of Theorem 2
The wild bootstrap test statistic is given by
ξ∗HC =
(
n∑
i=1
e˜∗′i Z˜i
)(
n∑
i=1
Z˜ ′ie˜
∗
i e˜
∗′
i Z˜i
)−1( n∑
i=1
Z˜ ′ie˜
∗
i
)
= e˜∗′Z˜
(
nΩˆ∗
)−1
Z˜ ′e˜∗,
where Ωˆ∗ = n−1
∑n
i=1 Z˜
′
ie˜
∗
i e˜
∗′
i Z˜i.
Note that the bootstrap data is generated as
Yˆ ∗ = Wˆ β˜1 + εˆ∗
The bootstrap residuals are given by e˜∗ = MWˆ Yˆ
∗ = MWˆ εˆ
∗. Thus, the bootstrap test
statistic can be rewritten as
ξ∗HC = εˆ
∗′MWˆ Z˜
(
nΩˆ∗
)−1
Z˜ ′MWˆ εˆ
∗
The rest of the proof is very similar to the proof of Theorem 1, so I only provide a sketch
here. First, one can show that
εˆ∗′MWˆ Z˜
(
nΩˆ∗
)−1
Z˜ ′MWˆ εˆ
∗ − εˆ∗′Z (nΩ∗)−1 Zεˆ∗
√
rn
p→ 0,
where Ω∗ = n−1
∑n
i=1 Zˆ
′
ie˜ie˜
′
iZˆi. Next, one can deal with the leading term εˆ∗′Z (nΩ∗)
−1 Zεˆ∗
as in Step 3 of the proof of Theorem 1, but now conditional on the data Zn,T . The result of
the theorem follows.
B.3 Proof of Theorem 3
Recall that Ωˆ = n−1
∑n
i=1 Z˜
′
iΣ˜T Z˜i in the homoskedastic case and Ωˆ = n−1
∑n
i=1 Z˜
′
ie˜ie˜
′
iZ˜i
in the heteroskedastic case. Next, note that
n∑
i=1
Z˜ ′ie˜i = Z˜
′e˜
where Z˜ = (Z˜ ′1, ..., Z˜ ′n)′ is nT × rn, e˜ = (e˜′1, ..., e˜′n)′ is nT × 1.
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Then under homoskedasticity
ξ =
(
n∑
i=1
e˜′iZ˜i
)(
n∑
i=1
Z˜ ′iΣ˜T Z˜i
)−1( n∑
i=1
Z˜ ′ie˜i
)
= n
(
n−1e˜′Z˜
)
Ωˆ−1
(
n−1Z˜ ′e˜
)
,
while under heteroskedasticity
ξHC =
(
n∑
i=1
e˜′iZ˜i
)(
n∑
i=1
Z˜ ′ie˜ie˜
′
iZ˜i
)−1( n∑
i=1
Z˜ ′ie˜i
)
= n
(
n−1e˜′Z˜
)
Ωˆ−1
(
n−1Z˜ ′e˜
)
Also note that
√
rn
n
n
(
n−1e˜′Z˜
)
Ωˆ−1
(
n−1Z˜ ′e˜
)
− rn√
2rn
=
1√
2
(
n−1e˜′Z˜
)
Ωˆ−1
(
n−1Z˜ ′e˜
)
+ T2,
where T2 = −rn/(n
√
2)→ 0.
Hence, it suffices to show that
(
n−1e˜′Z˜
)
Ωˆ−1
(
n−1Z˜ ′e˜
)
p→ ∆.
Next, note that due to the projection nature of the series estimators, e˜ = MWˆ Yˆ =
MWˆ εˆ
∗ +MWˆ Rˆ
∗. Hence,(
n−1e˜′Z˜
)
Ωˆ−1
(
n−1Z˜ ′e˜
)
=
(
n−1(MWˆ εˆ
∗ +MWˆ Rˆ
∗)′Z˜
)
Ωˆ−1
(
n−1Z˜ ′(MWˆ εˆ
∗ +MWˆ Rˆ
∗)
)
=
(
n−1(εˆ∗ + Rˆ∗)′MWˆ Z˜
)
Ωˆ−1
(
n−1Z˜ ′MWˆ (εˆ
∗ + Rˆ∗)
)
=
(
n−1(εˆ∗ + Rˆ∗)′MWˆ Zˆ
)
Ωˆ−1
(
n−1Zˆ ′MWˆ (εˆ
∗ + Rˆ∗)
)
Thus, it suffices to show that
n
(
n−1(εˆ∗ + Rˆ∗)′MWˆ Zˆ
)
Ωˆ−1
(
n−1Zˆ ′MWˆ (εˆ
∗ + Rˆ∗)
)
p→ ∆
Next,
n
(
n−1(εˆ∗ + Rˆ∗)′MWˆ Zˆ
)
Ωˆ−1
(
n−1Zˆ ′MWˆ (εˆ
∗ + Rˆ∗)
)
=
(
n−1εˆ∗′MWˆ Zˆ
)
Ωˆ−1
(
n−1Zˆ ′MWˆ εˆ
∗
)
+ 2
(
n−1Rˆ∗′MWˆ Zˆ
)
Ωˆ−1
(
n−1Zˆ ′MWˆ εˆ
∗
)
+
(
n−1Rˆ∗′MWˆ Zˆ
)
Ωˆ−1
(
n−1Zˆ ′MWˆ Rˆ
∗
)
Similarly to the proof of Theorem 1, but using the fact that supx∈X R∗(x) = o(1) instead
of supx∈X R(x) = O(m−αn ),(
n−1Rˆ∗′MWˆ Zˆ
)
Ωˆ−1
(
n−1Zˆ ′MWˆ εˆ
∗
)
≤ CRˆ∗′εˆ∗/(nσ˜2) = Op(n−1/2)op(1) = op(1)
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and (
n−1Rˆ∗′MWˆ Zˆ
)
Ωˆ−1
(
n−1Zˆ ′MWˆ Rˆ
∗
)
≤ CRˆ∗′Rˆ∗/(nσ˜2) = op(1)
Thus,
n
(
n−1(εˆ∗ + Rˆ∗)′MWˆ Zˆ
)
Ωˆ−1
(
n−1Zˆ ′MWˆ (εˆ
∗ + Rˆ∗)
)
=
(
n−1εˆ∗′MWˆ Zˆ
)
Ωˆ−1
(
n−1Zˆ ′MWˆ εˆ
∗
)
+op(1)
Next, given that, as shown in the proof of Theorem 1, MWˆ Zˆ = Zˆ + op(1) and the
eigenvalues of Ωˆ are bounded above and below w.p.a. 1,(
n−1εˆ∗′MWˆ Zˆ
)
Ωˆ−1
(
n−1Zˆ ′MWˆ εˆ
∗
)
=
(
n−1εˆ∗′Zˆ
)
Ωˆ−1
(
n−1Zˆ ′εˆ∗
)
+ op(1)
Next,∣∣∣(n−1εˆ∗′Zˆ)(Ωˆ−1 − Ω∗−1)(n−1Zˆ ′εˆ∗)∣∣∣ ≤ ∣∣∣(n−1εˆ∗′Zˆ)(Ω∗−1(Ωˆ− Ω∗)Ωˆ∗−1(Ωˆ− Ω∗)Ω∗−1)(n−1Zˆ ′εˆ∗)∣∣∣
+
∣∣∣(n−1εˆ∗′Zˆ)(Ω∗−1(Ωˆ− Ω∗)Ω∗−1)(n−1Zˆ ′εˆ∗)∣∣∣ ≤ ‖Ω∗−1n−1Zˆ ′εˆ∗‖2(‖Ωˆ− Ω∗‖+ C‖Ωˆ− Ω∗‖2) = op(1)
Thus, (n−1εˆ∗′Zˆ)Ωˆ−1(n−1Zˆ ′εˆ∗) = (n−1εˆ∗′Zˆ)Ω∗−1(n−1Zˆ ′εˆ∗) + op(1).
To complete the proof, note that V ar(Zˆ ′iεˆ∗i ) ≤ Ω∗, because Ω∗ = E[Zˆ ′iεˆiεˆ′iZˆi]. Then
E[(n−1Zˆ ′εˆ∗ − E[Zˆ ′iεˆ∗i ])′Ω∗−1(n−1Zˆ ′εˆ∗ − E[Zˆ ′iεˆ∗i ])]
≤ E[(n−1Zˆ ′εˆ∗ − E[Zˆ ′iεˆ∗i ])′V ar(Zˆ ′iεˆ∗i )−1(n−1Zˆ ′εˆ∗ − E[Zˆ ′iεˆ∗i ])]
= E[tr
(
V ar(Zˆ ′iεˆ
∗
i )
−1(n−1Zˆ ′εˆ∗ − E[Zˆ ′iεˆ∗i ])(n−1Zˆ ′εˆ∗ − E[Zˆ ′iεˆ∗i ])′
)
] = tr(Irn)/n = rn/n→ 0
Thus,∣∣∣(n−1εˆ∗′Zˆ)Ω∗−1(n−1Zˆ ′εˆ∗)− E[εˆ∗′i Zˆi]Ω∗−1E[Zˆ ′iεˆ∗i ]∣∣∣
≤
∣∣∣(n−1Zˆ ′εˆ∗ − E[Zˆ ′iεˆ∗i ])′Ω∗−1(n−1Zˆ ′εˆ∗ − E[Zˆ ′iεˆ∗i ])∣∣∣+ 2∣∣∣E[εˆ∗′i Zˆi]Ω∗−1(n−1Zˆ ′εˆ∗ − E[Zˆ ′iεˆ∗i ])∣∣∣
≤ op(1) + 2
√
E[εˆ∗i Zˆ
′
i]Ω
∗−1E[Zˆiεˆ∗i ]
√
(n−1Zˆ ′εˆ∗ − E[Zˆ ′iεˆ∗i ])′Ω∗−1(n−1Zˆ ′εˆ∗ − E[Zˆ ′iεˆ∗i ])
= op(1) + 2
√
∆op(1) = op(1)
Combining the results above,
(
n−1(εˆ∗ + Rˆ∗)′MWˆ Zˆ
)
Ωˆ−1
(
n−1Zˆ ′MWˆ (εˆ
∗ + Rˆ∗)
)
p→ ∆. 
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B.4 Auxiliary Lemmas
Lemma A.1 (Donald et al. (2003), Lemma A.2). If Assumption 3 is satisfied then it can be
assumed without loss of generality that Pˆ k(x) = P¯ k(x) and that E[P¯ k(Xit)P¯ k(Xit)′] = Ik.
Remark A.1. This normalization is common in the literature on series estimation, when all
elements of P k(Xi) are used to estimate the model. In my setting, P k(Xi) is partitioned into
Wm(Xi), used in estimation, and T r(Xi), used in testing. The normalization implies that Wi
and Ti are orthogonal to each other. This can be justified as follows. Suppose that Wi and Ti
are not orthogonal. Then one can take all elements of (W ′i , T ′i )′ and apply the Gram-Schmidt
process to them. Because the orthogonalization process is sequential, it will yield the vector
(W 0i , T
0
i )
′ such that W 0i spans the same space as Wi, T 0i spans the same space as Ti, and W 0i
and T 0i are orthogonal. Thus, the normalization is indeed without loss of generality.
Lemma A.2 (Baltagi and Li (2002), Theorem 2.2). Let f(x) = f(x, θ0, h0), fi = f(Xi),
f˜(x) = f(x, θ˜, h˜) = Wmn(x)′β˜0, and f˜i = f˜(Xi) = W ′i β˜0. Under Assumptions 1, 3, and 4,
the following is true:
1
n
n∑
i=1
(f˜i − fi)2 = Op(mn/n+m−2αn )
Lemma A.3. Suppose that Assumption 5 is satisfied and E[εˆiεˆ′i] is finite. If E[εˆi|Xˆi] = 0
then E[Pˆ ′i εˆi] = 0 for all k. Furthermore, if E[εˆi|Xi] 6= 0 then E[Pˆ ′i εˆi] 6= 0 for all k large
enough.
Proof. The proof is similar to the proof of Lemma 2.1 in Donald et al. (2003) and is thus
omitted.
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Lemma A.4. If Assumptions of Theorem 1 hold, then ‖Pˆ ′Pˆ /(nT )−Ikn‖ = Op(ζ(kn)
√
kn/n),
‖Wˆ ′Wˆ/(nT )− Imn‖ = Op(ζ(mn)
√
mn/n) and ‖Zˆ ′Zˆ/(nT )− Irn‖ = Op(ζ(rn)
√
rn/n). More-
over, ‖Wˆ ′Zˆ/(nT )‖ = Op(ζ(kn)
√
kn/n).
Proof. By Lemma A.1 in Baltagi and Li (2002), ‖Pˆ ′Pˆ /(nT ) − Ikn‖ = Op(ζ(kn)
√
kn/n).
Similarly, it can be shown that ‖Wˆ ′Wˆ/(nT )− Imn‖ = Op(ζ(mn)
√
mn/n) and ‖Zˆ ′Zˆ/(nT )−
Irn‖ = Op(ζ(rn)
√
rn/n). Moreover, note that
Pˆ ′Pˆ /(nT )− Ikn =
(
Wˆ ′Wˆ/(nT ) Wˆ ′Zˆ/(nT )
Zˆ ′Wˆ/(nT ) Zˆ ′Zˆ/(nT )
)
−
(
Imn 0mn×rn
0rn×mn Irn
)
Hence, ‖Wˆ ′Zˆ/(nT )‖ = Op(ζ(kn)
√
kn/n).

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Lemma A.5. In the homoskedastic case, let Ω˜ = n−1
∑n
i=1 Zˆ
′
iΣ˜T Zˆi, Ω˘ = n−1
∑n
i=1 Zˆ
′
iΣT Zˆi.
In the heteroskedastic case, let Ω˜ = n−1
∑n
i=1 Zˆ
′
ie˜ie˜
′
iZˆi, Ω˘ = n−1
∑n
i=1 Zˆ
′
iεˆiεˆ
′
iZˆi, and Ω¯ =
n−1
∑n
i=1 Zˆ
′
iΣiZˆi, where Σi = E[εˆiεˆ′i|Xi].
Let Ω = E[ZˆiΣiZˆ ′i].
Suppose that Assumptions 2(ii), 3, and 4 are satisfied. Then
‖Ω˜− Ω˘‖ = Op
(
ζ(rn)
2(mn/n+m
−2α
n )
)
‖Ω˘− Ω¯‖ = Op(ζ(rn)r1/2n /n1/2)
‖Ω¯− Ω‖ = Op(ζ(rn)r1/2n /n1/2)
If Assumption 2(i) is also satisfied then 1/C ≤ λmin(Ω) ≤ λmax(Ω) ≤ C, and if ζ(rn)2(mn/n+
m−2αn ) → 0 and ζ(rn)r1/2n /n1/2 → 0, then w.p.a. 1, 1/C ≤ λmin(Ω˜) ≤ λmax(Ω˜) ≤ C and
1/C ≤ λmin(Ω¯) ≤ λmax(Ω¯) ≤ C.
Moreover, if ‖Ωˆ− Ω˜‖ = op(1), then 1/C ≤ λmin(Ωˆ) ≤ λmax(Ωˆ) ≤ C.
Sketch of the Proof of Lemma A.5. Note that in the homoskedastic case, all matrices in-
volved in the lemma can be written as
Ωˆ = n−1
n∑
i=1
Z˜ ′iΣ˜T Z˜i =
T∑
t=1
T∑
s=1
σ˜tsn
−1
n∑
i=1
Z˜itZ˜
′
is
Ω˜ = n−1
n∑
i=1
Zˆ ′iΣ˜T Zˆi =
T∑
t=1
T∑
s=1
σ˜tsn
−1
n∑
i=1
ZˆitZˆ
′
is
Ω˘ = n−1
n∑
i=1
Zˆ ′iΣT Zˆi =
T∑
t=1
T∑
s=1
σtsn
−1
n∑
i=1
ZˆitZˆ
′
is
In the heteroskedastic case, all matrices involved in the lemma can be written as
Ωˆ = n−1
n∑
i=1
Z˜ ′ie˜ie˜
′
iZ˜i =
T∑
t=1
T∑
s=1
n−1
n∑
i=1
e˜ite˜isZ˜itZ˜
′
is
Ω˜ = n−1
n∑
i=1
Zˆ ′ie˜ie˜
′
iZˆi =
T∑
t=1
T∑
s=1
n−1
n∑
i=1
e˜ite˜isZˆitZˆ
′
is
Ω˘ = n−1
n∑
i=1
Zˆ ′iεˆiεˆ
′
iZˆi =
T∑
t=1
T∑
s=1
n−1
n∑
i=1
εˆitεˆisZˆitZˆ
′
is
Ω¯ = n−1
n∑
i=1
Zˆ ′iΣiZˆi =
T∑
t=1
T∑
s=1
n−1
n∑
i=1
σtsZˆitZˆ
′
is
Because T is finite, Lemma A.5 can be proved by applying the results from Lemmas A.5
51
and A.6 in Korolev (2019) element by element.

Lemma A.6. If Assumptions of Theorem 1 hold, then
n(n−1εˆ′Zˆ)Ωˆ−1(n−1Zˆ ′εˆ)− n(n−1εˆ′Zˆ)Ω−1(n−1Zˆ ′εˆ)√
rn
p→ 0
Proof. Note that εˆ′Zˆ(nΩˆ)−1Zˆ ′εˆ = n(n−1εˆ′Zˆ)Ωˆ−1(n−1Zˆ ′εˆ). Then∣∣∣∣∣n(n−1εˆ′Zˆ)Ωˆ−1(n−1Zˆ ′εˆ)√2rn − n(n
−1εˆ′Zˆ)Ω−1(n−1Zˆ ′εˆ)√
2rn
∣∣∣∣∣ =
∣∣∣∣∣n(n−1εˆ′Zˆ)(Ωˆ−1 − Ω−1)(n−1Zˆ ′εˆ)√2rn
∣∣∣∣∣
≤ n‖Ω
−1n−1Zˆ ′εˆ‖2(‖Ωˆ− Ω‖+ C‖Ωˆ− Ω‖2)√
2rn
As shown above, ‖Ω−1(n−1Zˆ ′εˆ)‖ = Op(
√
rn/n).
Then
n‖Ω−1n−1Zˆ ′εˆ‖2(‖Ω˜− Ω‖+ C‖Ω˜− Ω‖2)√
2rn
=
nOp(rn/n)op(1/
√
rn)√
2rn
=
op(
√
rn)√
2rn
= op(1),
provided that ‖Ωˆ− Ω‖ = op(1/√rn), which holds under the rate conditions 3.1–3.5 and the
high level assumption that ‖Ωˆ− Ω˜‖ = op(r−1/2n ).

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