ABSTRACT Early classification of time series aims to predict the class value of a sequence accurately as early as possible, not wait for the full-length data, which is significant in many time-sensitive applications and has attracted great interest in recent years. For instance, early diagnosis can help patients get early treatment and even save their lives. The problem of early classification is how to determine whether the collected data are sufficient to output the class value. Moreover, in practical applications, users also need to know the confidence (reliability) of the prediction results for more appropriate processing. For example, giving a healthy patient the possibility of suffering from some disease can assist physicians in an optimal therapy. However, existing work has not provided an effective measure to indicate how accurate the classification is. Therefore, in this paper, we propose an effective confidence-based early classification of time series. Firstly, based on a set of base time series classifiers trained at different timestamps, we propose a dynamic decision fusion method to measure the confidence of a predicted result by fusing the results of multiple base classifiers. Secondly, by analyzing the distribution of confidence values, we develop an adaptive learning method for the confidence threshold to simultaneously optimize the two conflicting objectives: accuracy and earliness. Finally, the experimental results conducted on 45 equal-length datasets and 8 variable-length datasets clearly show that our proposed approach can achieve the superior in early classification compared to state-of-the-art approaches.
I. INTRODUCTION
Time series classification (TSC) has attracted a significant interest within many fields, due to the fact that time series data are present in a wide range of real-life domains including, but not limited to, biology [1] , medicine [2] , traffic [3] , and engineering [4] . Generally, time series data are collected over time. Classical time series classification is to construct a classifier from training time series samples that can correctly predict the class labels of new unlabeled samples after they are fully collected. However, a quick decision without waiting for the full-length data is desired in many cases.
Early classification of time series means to classify time series data as early as possible while maintaining a high level
The associate editor coordinating the review of this manuscript and approving it for publication was Ashish Mahajan. of classification accuracy, as shown in Fig. 1 , which is highly valuable in a large variety of time-critical applications. For instance, early diagnosis enables doctors to design appropriate treatment strategies at early stages of the disease [5] . In human-computer interaction, people's intentions can be predicted by early recognition of human actions or gestures captured by sensors or cameras, which can greatly shorten the response time of the system and provide more natural communication experience [6] . Chemical leaks can be identified as early as possible to avoid more serious damage, by using odor signals obtained from a set of sensors [7] .
In recent years, more and more attention has been paid to early classification, such as [8] - [12] . The main idea of most existing works is to predict the class value of a time series at different time points, and then formulate a strategy to determine at which time point the predicted result is VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ FIGURE 1. Problem of early classification of time series: only the collected time series (red line) can be processed at some point, because time series data are collected over time. Could we predict the class label of the full-length time series (grey line) accurately based on the collected data, or need more data which might be expensive?.
reliable. However, a measure of the confidence (reliability) of the predicted result is not given simultaneously. Why is a measure of the confidence of the result needed? First, for decision makers, different levels of the confidence of the predicted result will help them to make different decisions. Besides, to simplify the problem, many approaches assume that the time series have an equal length. In terms of the early classification task, the equal length assumption also implicitly means that we can exactly know how much a time series has progressed and when it will be finished, which leads to the length as an important indicator to determine whether the data are sufficient or not. But in most of real world applications, this assumption cannot hold. For example, in the field of gesture recognition, human gestures are fast or slow, and vary from a person to a person. When the frequency of the capturer is fixed, the lengths of the captured time series data are unequal.
In this paper, we propose a novel approach called ECEC (Effective Confidence-based Early Classification) for early classification of time series. Based on a set of base time series classifiers trained at different timestamps, we propose a dynamic decision fusion method to measure the confidence of a predicted result by fusing the results of multiple base classifiers. Our approach has a good scalability: the base time series classifier used here can be replaced if any classifier has a better performance in a particular field. By analyzing the distribution of confidence values, we develop an adaptive learning method using a confidence threshold to trade-off two conflicting objectives: accuracy and earliness. Our approach is suitable for both equal-length and variable-length time series. Experimental results clearly show our approach is competitive with the state-of-the-art methods.
The rest of this paper is organized as follows. Section II reviews the related work on early classification of time series. Section III defines the concepts and notations used in this paper. Confidence measure based on dynamic decision fusion is introduced in Section IV. Our approach is presented in Section V. The experimentation and validation of this approach is carried out in Section VI. Finally, in Section VII, main conclusions are summarized.
II. RELATED WORK
Time series classification is an important problem in time series data mining and has attracted great interest in recent years. TSC is a supervised learning task where the goal is to predict class labels of time series as accurately as possible. Many application scenarios naturally adapt to the supervisory classification of time series, and a large number of applications have been developed to solve the problem of TSC. Bagnall et al. [13] summarized up the current classification methods into six categories: Whole series [14] , [15] , Intervals [16] , Shapelets [17] , [18] , Dictionary-based [19] , Model-based [20] , and Combinations [21] . With the success of deep learning in various classification tasks, more and more deep learning models for TSC such as [22] , [23] have been proposed.
Generally, time series data are collected over time. In many time-sensitive areas, the cost of delaying decisions is usually serious. Therefore, it is preferable, or even necessary, to predict the class labels of time series as early as possible, while maintaining a suitable level of the accuracy.
Early classification of time series aims to predict the class label of a sequence as early as possible, not waiting for seeing all full-length data, and maintain a high level of the accuracy.
Rodrí guez et al. [24] first mentioned the similar concepts like early classification. They aggregated a set of base classifiers using Adaboost to make predictions on incomplete 96114 VOLUME 7, 2019 data by viewing unavailable suffixes of sequences as missing features. Bregón et al. [25] applied case-based reasoning and KNN classifier to classify incomplete time series based on various distances. These two works only solved early classification as a problem of classifying prefixes of sequences, but did not address how to select a reliable prediction result.
To the best of our knowledge, Xing et al. [26] first explicitly proposed a solution to early classification of time series by the trade-off between the earliness and the accuracy of predicted results. They explored the stability of 1NN relationship in the full space and in the subspaces formed by prefixes of the training examples to fix the MPL (Minimum Prediction Length), and proposed ECTS (Early Classification on Time Series) to make early predictions and meanwhile retained the accuracy comparable to that of a 1NN classifier using the full-length time series. They extended ECTS to speed up the learning process in [27] .
After that, Hatami et al. [7] proposed an ensemble classifier with a reject option. A decision is made as soon as the agreement between all classifiers is above a certain threshold. Antonucci et al. [28] learned a hidden Markov model with set-valued parameters and computed the interval likelihood of the sequence for early classification. Dachraoui et al. [29] proposed a meta-algorithm to optimize a trade-off between the accuracy and the earliness, and the cost of delaying the decision is included in the optimization function. This work was improved by Tavenard et al. [30] by removing the clustering step which tends to bring vagueness in the clustering process.
A slightly different strategy can be found in [31] - [33] , in which authors proposed methods based on shapelets [34] . The concept of shapelet refers to a subsequence of a time series that can be used to represent and identify a given class. In terms of early classification, shapelets with distance thresholds are extracted as features and used to distinguish different classes. These methods are not only computationally expensive, but they are not suitable for time series with phase shift due to using Euclidean distance.
None of the methods mentioned above provide a measure of the confidence of the predicted results. Parrish et al. [8] first provided a reliability measure for early classification of signals called RelClass. They modeled the full-length data as a random variable whose distribution is dependent on the current collected data and the full-length training data, and used linear or quadratic discriminant analysis (LDA and QDA) classifier to estimate the reliability. Only if the reliability meets the predefined threshold, the classification result is confident.
Recently, U. Mori et al. presented a model called ECDIRE [9] based on a set of probabilistic classifiers. They discovered the timestamp in which the prediction accuracy for each class begins to surpass a predefined threshold. Only after the timestamp and the difference between the two largest predicted class probabilities is higher than or equal to a certain threshold, the predicted result can be output. They also proposed a SR-CF model [10] , which establishes a stop rule (SR) based on a linear relationship between the classification probabilities and the current sequence length ratio, to determine when to output a prediction. However, these two methods do not give a measure of confidence.
Based on the idea of training a set of probabilistic classifiers proposed in [9] , [10] , in this paper, we design a novel and effective confidence measure for early classification of time series. Based on a set of base time series classifiers, not limit to probabilistic classifiers, we measure the confidence of a predicted result by dynamically fusing the results of multiple previous classifiers. Because the predefined threshold is difficult to determine and is different from one dataset to another, we learn it from data in a simple way to find a trade-off between accuracy and earliness.
III. DEFINITION
In this section, we will define the concepts and notations used in this paper.
Definition 1 (Time Series):
A time series X = {x t |t ∈ T } is a sequence arranged in ascending order by timestamp, where T is the index set consisted of all possible timestamps and x t is usually a real number. We use |X | to represent the length of a time series X , namely X = {x 1 , x 2 , · · · , x |X | }. By default, X is considered as a full-length time series. X = {X i |i = 1, 2, · · · , n} is a set of n sequences, where X i represents the i th time series.
Definition 2 (Collected Time Series):
A collected time series X t = {x 1 , x 2 , · · · , x |X t | } is a subsequence of the fulllength time series X from timestamp 1 to t, where x j = x j for j = 1, 2, · · · , |X t |, and |X t | ≤ |X |. Generally, the length of the collected time series |X t | is equal to t. If |X t | is smaller than t, it means that the time series X has ended at timestamp t, and |X t | = |X |. Correspondingly, X t = {X t i |i = 1, 2, · · · , n} is a set of collected time series X t .
Definition 3 (Classification of Time Series):
Given Y = {y 1 , · · · , y m } as a set of class labels, and a training set Definition 4(Confidence): it is a measure of the reliability given a prediction result. We use C t (ŷ) to represent the confidence of predicted class labelŷ at timestamp t. The confidence threshold θ is used as an indicator for determining whether data are sufficient or not. If C t (ŷ) ≥ θ , the time series can be classified as classŷ at timestamp t, otherwise we need waiting for more data. The calculation methods of confidence and confidence threshold will be introduced in Section IV.
Definition 5(Early Classification of Time Series): Given a training set
, · · · , n }, the task of early classification of time series is to learn a classifier, which is a function F : X → Y, T . In this paper, our early classifier will also return the confidence of the classification result.
Definition 6(Accuracy): Accuracy is a measure to evaluate the performance of an early classifier F, namely the ratio of the number of correctly predicted time series to the total number of time series, and it is computed as
Definition 7(Earliness):
Earliness is another measure to evaluate the performance of an early classifier F corresponding to the accuracy, namely the average percentage of the predicted length to the full length of a time series, and it is computed as
where t i represents the predicted timestamp (length) of the time series X i .
IV. CONFIDENCE MEASURE BASED ON DYNAMIC DECISION FUSION
As mentioned above, in early classification, we will predict the class label of a time series at different timestamps and obtain multiple predicted results for making a decision. With more data being collected, the predicted results are increasing dynamically. Therefore, we design a dynamic decision fusion algorithm to measure the confidence of the last predicted result by fusing all the results.
A. CONFIDENCE OF A SINGLE CLASSIFICATION
Assuming that a time series is classified asŷ at timestamp t, how to estimate the confidence of the predicted result by a global standard? An intuitive approach is to use a probability classifier to obtain the probability of the predicted result. However, in early classification, probability has no ability to represent the global confidence. For example, when only a few data are collected at timestamp t, a time series is classified asŷ with a probability of 0.9 by a classifier H t (X t ). Then, when all data are collected at timestamp t , it is classified aŝ y with a probability of 0.9 by a classifier H t (X t ). We cannot say the confidence of the two resultsŷ andŷ is equivalent, because the classifier H t (X t ) may have a lower precision for fewer data. Therefore, in order to estimate the confidence of the predicted results, we must consider the capability of the classifier itself.
To evaluate the performance of a classifier H , we use r H (y ŷ ) to represent the possibility that the true class label is y while the predicted class label isŷ, and it is computed as
Therefore, as a single classification result, the confidence of a predicted resultŷ at timestamp t is computed as
B. CONFIDENCE OF FUSED CLASSIFICATION
As we know, time series data are collected over time. We will obtain multiple predicted results as decisions at different times, and we need to fuse all the decisions to estimate the confidence of the last predicted result. First, let's consider a simple case: assume a time series is classified asŷ at timestamp t, and then it is classified asŷ at next timestamp t , the fused confidence can be divided into two cases: 1) ifŷ =ŷ , it is easy to know that the fused confidence must be greater than each individual confidence because the time series is classified asŷ twice. Considering the independence of the two classification results, the fused confidence of classifying the time series asŷ at timestamp t is computed as
2) ifŷ =ŷ , although at timestamp t, the time series is classified asŷ, the true class label is still possible to beŷ , and the value of the possibility is r H t (y =ŷ ŷ ). Therefore, as 1), the fused confidence is computed as
It can be seen that Equation (5) is a special case of Equation (6) . Generally, assume a time series X is classified by classifiers H 1 , H 2 , · · · , H t at different timestamps, and the predicted results are respectively H 1 (X ), H 2 (X ), · · · , H t (X ). By dynamically fusing all the results, the fused confidence of the predicted result H t (X ) is computed as
V. OUR APPROACH ECEC
In this section, we will introduce our approach called ECEC in detail. The key ideas of our work are to determine an appropriate confidence threshold to find the trade-off between accuracy and earliness, and measure the confidence of each predicted class label. Only when the confidence of the predicted class label is greater than or equal to the confidence threshold, the predicted class label, the confidence and the corresponding timestamp will be returned.
The proposed approach will be divided into the learning phase and the prediction phase.
A. LEARNING PHASE
The learning phase is divided into two steps. In the first step, we train a set of base classifiers and analyze their performance of classification precision on each class. In the second step, we provide an approach to learn the confidence threshold adaptively.
Step
(Training a Set of Base Classifiers and Analyzing Their Performance):
As mentioned above, the confidence of a prediction result is related to the performance of the classifier. Therefore, in order to measure the confidence at different timestamps, we need to train a set of base classifiers. The training process is as follows: 1) Select a set of timestamps. In order to reduce the computational complexity, we train classifiers at the timestamps in L = {l, 2l, · · · , Nl} instead of all timestamps, where N is a parameter that represents the maximum number of training times and l is the fixed length of a sequence. However, users also could choose a specific set of timestamps based on domain knowledge.
2) For each timestamp t ∈ L:
a) Truncate the training samples X to the length t, obtaining truncated training samples X t . b) Train a classifier using these truncated training samples X t , obtaining trained base classifier H t . To analyze the classification precisions of these trained base classifiers on each class and avoid the over-fitting problem, we will build another set of classifiers using 5-fold cross-validation to convert raw time series data into classification results. Based on these classification results, for each class y,ŷ ∈ Y and each timestamp t ∈ L, we calculate the values of r H t (y ŷ ) using Equation (3).
After
Step 1 is finished, we could obtain N base classifiers, nN classification results of all the training time series and m 2 N ratios, where n is the number of training samples and m is the number of all classes.
(Learning the Confidence Threshold):
The confidence threshold is a very important indicator to determine whether data are sufficient or not, which may be different from one dataset to another. In practice, the confidence can be recommended by domain experts. However, the domain experts might have no clue about what the recommended confidence threshold would be. Therefore, we provide an approach to learn it from data to find a trade-off between accuracy and earliness.
In order to learn an optimal confidence threshold adaptively, a cost function CF(θ ) is defined to evaluate the performance of the confidence threshold θ:
In which, α ∈ [0, 1] is a user-defined parameter that represents the weight associated with the cost of accuracy and earliness.
Obviously, the confidence threshold is a value in the scope of [0, 1]. However, because there are infinite values in the scope, it is impossible to estimate the performance using all possible values. Therefore, we design a mechanism to learn the confidence threshold, as follows:
1) Analyze the distribution of confidence values and select a set of confidence threshold candidates . Based on the nN classification results generated in step 1, we calculate their confidence values using Equation (7) . Then, we sort and de-duplicate all the nN values of confidence, and use the mean of each pair of two nearest values as a confidence threshold candidate. 2) For each confidence threshold candidate θ i ∈ : a) For each training time series X i ∈ X and each timestamp t ∈ L, if the confidence of the prediction result C t (H t (X i )) is greater than or equal to the confidence threshold θ i , the prediction result H t (X i ), the timestamp t and the confidence C t (H t (X i )) are returned; otherwise, the confidence at the next timestamp is selected to check. b) Calculate the cost CF(θ i ) by Equations (1), (2) and (8). 3) Choose the candidate confidence threshold that minimizes the cost as the confidence threshold θ . In Algorithm 1, the pseudo-code for the whole learning phase is provided.
Algorithm 1 Our ECEC Approach
Input:training set D, timestamps L = {l, 2l, · · · , Nl} and the threshold α Output: (1), (2) and (8) 31: end for 32:
In this phase, we can use the trained model to predict the class label of a new time series. As can be seen in Fig. 2 , VOLUME 7, 2019 FIGURE 2. Early classification of a testing time series X test .
when a testing time series X test with length t = l arrives, we will introduce the collected time series X t test into the corresponding base classifier H t and the classifier H t will output a predicted class label H t (X t test ) for the testing time series. Then, the confidence C t (H t (X t test )) will be calculated by Equation (7) . If the confidence C t (H t (X t test )) is greater than or equal to the confidence threshold θ or the testing time series is over, the predicted class label H t (X t test ), the timestamp t and the confidence C t (H t (X t test )) are returned. Otherwise, more data with length l will be read.
VI. EXPERIMENTAL SETUP AND RESULTS
In this section, the performance of our approach ECEC is evaluated on equal-length time series datasets and variable-length time series datasets respectively. To ensure reproducible results, the ECEC source code is readily available in our web page. 1 
A. EQUAL-LENGTH TIME SERIES 1) DATASETS
For the sake of equivalent comparisons, we selected exactly the same set of datasets as the closest baselines [10] . A large pool of 45 datasets are selected from the UCR time series archive [35] which is the classical benchmark used for evaluation.
2) BASELINES AND PARAMETER SETTINGS
To evaluate the proposed approach, we have compared it with five state-of-the-art early classification methods with available source codes. 2 , 3 , 4 , 5 A summary of the baseline methods and the parameter settings in our experiments are summarized in Table 2 .
3) ACCURACY RESULTS
We compare our approach against the baselines in terms of classification accuracy as shown in Table 3 . The best method per dataset is highlighted in bold. Note that, 1 https://github.com/junweilvhfut/ECEC 2 ECTS [26] , [27] and EDSC [31] we have re-executed the source codes of the baselines on all 45 datasets, and got their results. However, our results are somewhat different from the results published in [10] , because some methods have some randomness, such as SR1-CF1 training weights using Genetic Algorithm (GA). In order to respect the achievements of original authors, we use the same results as those published results.
For all datasets, parameters of our approach are the same: the maximum number of training times N = 20, the fixed length l = L full N , where L full is the full length of a time series for each equal-length time series dataset, and parameter α = 0.8. Meanwhile, WEASEL [36] is chosen as the base time series classifier in our experiments.
It can be seen from Table 3 , our approach beats baselines on 29 out of 45 datasets in accuracy, and there is no obvious difference in the numbers of wins between baselines. significant difference to each other at the 95% confidence level.
It can be seen from Fig. 3 that our method is the best in accuracy, and have a significant difference compared to others. RelClass and SR1-CF1 are the second and third best respectively, and there is no significant difference in other baselines except EDSC.
4) EARLINESS RESULTS
The earliness results obtained from the experiments can be observed in Table 4 . Note that, the smaller the earliness, the better. The best earliness in each dataset is shown in bold.
It can be seen from Table 4 that our approach obtains the best earliness results on 11 datasets, and it is the second only compared to the SR1-CF1 method. Fig. 4 shows the critical difference diagram (alpha = 0.05) for the earliness results on the 45 tested datasets. We can see that our approach is the second best in earliness, but has no significant difference to the best method. 
5) COMBINING ACCURACY AND EARLINESS RESULTS
In order to display the comparisons more intuitively, we consider the accuracy and earliness results together using domination counts. The domination counts for our approach in comparison to baselines are shown in Table 5 . Each comparison result contains three numbers: the first number corresponds to the times ECEC dominates the other method, the second number indicates the number of draws according to Pareto optimality criterion, and the third number represents the times that the baseline dominates ECEC. As we can see clearly from Table 5 , our approach has obvious advantages using domination counts over baselines except SR1-CF1. Compared with SR1-CF1 method, we can beat it on 11 datasets and lose on 5 datasets. Generalized, our approach achieves the effective early classification on equal-length time series datasets.
6) ANALYSIS OF PARAMETER α
The parameter α is used to find a trade-off between accuracy and earliness. In this subsection, we analyze the influence of this parameter on the classification accuracy and earliness. Fig. 5 shows clearly this evolution of average accuracy and earliness over all datasets varying with values of α. As we can see, the accuracy values increase whereas the earliness values become worse. In this sense, if the accuracy requirement is better, we should use a larger α value. Correspondingly, if the earliness requirement is earlier, we should use a smaller α value.
However, for a real dataset, the trend of accuracy and earliness may be different. Specifically, the value of the parameter α increases within a certain range while the accuracy and earliness remain unchanged. Fig. 6 shows the evolution of accuracy and earliness on Gun_Point dataset. It can be seen that the accuracy and earliness keep unchanged when the parameter α is set to from 0.4 to 0.7 by a step with 01. If the accuracy needs to be greater than or equal to 0.99, the parameter α can be set to 0.8, 0.9 or 1.0. Therefore, the selection of an optimal value of α strongly depends on the data and the requirements of the users in terms of accuracy and earliness. 
7) EFFECT OF BASE TIME SERIES CLASSIFIER
In our approach, the base time series classifier can be considered as a parameter. If another classifier performs better in accuracy and earliness in an application domain, it can be VOLUME 7, 2019 used as the base classifier. If another classifier performs better only in accuracy (earliness), and there is a stricter requirement for accuracy (earliness) in some fields, the classifier can be used too. For example, we use Gaussian Process (GP) classifier [10] as a base time series classifier instead of WEASEL, the accuracy and earliness results on Symbols dataset (one of 45 datasets) are shown in Table 6 and Table 7 .
From Tables 6 and 7 , we can see that our approach using GP classifier can reach the highest accuracy and competitive earliness on Symbols dataset. Therefore, GP classifier may be a better choice if a higher accuracy is needed.
B. VARIABLE-LENGTH TIME SERIES 1) DATASETS
We evaluate our method on 8 variable-length time series datasets from the UCR time series archive [35] . The detailed information is shown in Table 8 .
2) COMPARISON WITH THE EDSC METHOD
The EDSC [30] method, which is based on shapelets, can be used for early classification of variable-length time series. The maximum length of a shapelet is recommended to be set to half the length of the equal-length time series in EDSC model. Because the length is unequal in variable-length time series dataset, in our experiment, the maximum length of a shapelet is set to the length of the shortest time series. The other parameters of EDSC model are default values.
For all variable-length time series datasets, the parameters of our approach are the same, including the maximum number of training times N = 20, the fixed length l = 12, and parameter α = 0.8. WEASEL is still chosen as the time series classifier in our experiments.
The statistical results of ECEC and EDSC in accuracy and earliness are shown in Table 9 . The highest accuracy and the smallest earliness in each dataset are shown in bold. Figs. 7 and 8 show the accuracy and earliness results separately. From Fig. 7 , we can see that, on all datasets, the accuracies of our approach are higher than that of EDSC, and the differences are obvious. Meanwhile, it can be seen from Fig. 8 that the earliness of our approach is better than EDSC in 5 out of 8 datasets. Overall, our approach presents a better early classification performance than EDSC.
VII. CONCLUSION
Early classification of time series has attracted great interest in recent years, which provides classification as early as possible while maintaining a high level of accuracy. However, many applications also require the method to provide a confidence measure to indicate how accurate the classification is. In this paper, we propose an effective confidence measure for early classification of time series based on dynamic decision fusion. Our approach is very simple to implement and does not require complex parameter settings, and the important parameter, confidence threshold, can be learned adaptively from data to find a trade-off between accuracy and earliness.
In addition, our approach does not limit the time series must be equal in length, and the base time series classifier used in our approach can be replaced by better classifiers easily.
As compared to state-of-the-art early classification methods, experimental results conducted on 45 equal-length datasets and 8 variable-length datasets demonstrate a superior performance in terms of accuracy and earliness.
