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ABSTRACT

MODELING STRUCTURES AND DYNAMICS OF
POLYELECTROLYTES
SEPTEMBER 2021
SADHANA CHALISE
B.Sc., TRIBHUVAN UNIVERSITY, NEPAL
M.Sc., TRIBHUVAN UNIVERSITY, NEPAL
M.Sc., UNIVERSITÀ DEGLI STUDI DI TRIESTE, ITALY
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Murugappan Muthukumar

Charged polymers exhibit interesting and complex structures, functions, and dynamics in both natural and synthetic environments. The equilibrium and dynamic
properties of charged polymers are determined by the interplay of entropy and enthalpy from electrostatic interactions between charged polymers, counterions, salt
ions, and short-ranged Van der Waals interactions. This work is mostly focused on
understanding the equilibrium and dynamic behaviors of charged polymers in different environments. We use computer modeling, mostly coarse-grained Langevin
dynamics simulations, to simulate complex environments having charged polymers,
solvents, and charged ions. Our topics of interest in this work include a comparison of electrostatic potential across a nanopore using atomistic and coarse-grained

viii

approaches, unfolding of RNA hairpins in response to applied external forces, chain
conformation of a tagged polyelectrolyte chain inside a polyelectrolyte complex, and
effects of charge density, temperature and salt concentration on the aggregated structure of oppositely charged polymers in semi-dilute solutions.

We model the electrostatic potential across charge decorated α-Hemolysin protein
nanopores using both all-atom molecular dynamics simulations and coarse-grained
Langevin dynamics simulations. We observe that the coarse-grained method gives a
good approximation of the atomistic approach.

We also model simple RNA hairpin architectures and a nanopore using coarsegrained method. We monitor the mechanism of unfolding when different RNA hairpin
architectures of an equal number of nucleotides are passing through a nanopore under the application of an electric field. We find that the RNA with longer hairpins
requires more force to unfold and translocate through the nanopore. We also observe
a distinct signature of unfolding time for the bases before and after unpaired bases
in the RNA hairpin models.

Next, by using coarse-grained Langevin dynamics simulations of polyelectrolytes
of symmetric and flexible polyelectrolytes of opposite charges alongside explicit counterions and salt ions, we study the role of charge density, polymer concentration,
temperature, and salt concentration on the structure and dynamics of complexes. In
a system of highly charged polyelectrolytes, the average radius of gyration (hRg i) of a
labeled chain and the size-scaling exponent ν of a single isolated chain are maximum,
and they shrink when two charged polymers of opposite charges come together forming a complex. The hRg i of a labeled chain inside a polyelectrolyte complex increases
with increasing the size of the complex reaches a plateau once the reasonable size of

ix

the complex is formed. The value of ν also increases and reaches a plateau of 0.5,
indicating that the labeled chain inside the complex shows Gaussian-like statistics.
We observed that in semi-dilute solutions of polyelectrolyte complexes, the formation
of complex structures is enhanced with an increase in charge density of polymers and
with a decrease in temperature. The aggregates are de-complexed with an increase
in salt concentration. We also observed that in the semi-dilute regime hRg i and ν of
a labeled chain is independent of the size of the complex formed, the charge density
of the polymer, temperature, and salt concentration and chains show Gaussian-like
conformations. Further, we observed that an isolated polyelectrolyte chain shows
diffusive behavior, but the labeled chain in the complexes follows non-diffusive dynamical law as the chain becomes a part of the physical network due to the presence
of other chains in the complex. The results of these studies complement experimental
studies and provide a more in-depth understanding of already observed phenomena.
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CHAPTER 1
INTRODUCTION

Synthetic and biological charged polymers have been subjects of many scientific
studies because of their applications in fields like pharmaceuticals [1–3], wastewater
treatment [4], and the food industry [5, 6]. Furthermore, charged polymers are found
in nature and play essential roles in biological processes such as transferring genetic
information from DNA to RNA to proteins [7–12]. The effect of charges on either
the systems containing DNA, RNA, and proteins in a different cellular environment
or the systems containing polyelectrolytes, counterions, small electrolytes, salt ions,
and water leads to interesting and complex shapes, sizes, structures, functions, and
dynamics [13–16]. The general aim of this thesis is to study the equilibrium and
dynamic behaviors of charged polymers in different environments.

The equilibrium and dynamic properties of charged macromolecules are determined by the interplay of entropy and enthalpy from electrostatic interactions between charged polymers, counterions, salt ions, short-ranged Van der Waals interactions. Two length scales, the Bjerrum length (lB ) and Debye screening length (ξ) are
useful to study and rationalize the properties of charged systems (and will be frequently used in this thesis). To explain these two parameters more clearly, suppose
two ions, carrying charges zi e and zj e, with zi being the valency of the ith ion and e
being the electronic charge, are in a medium of dielectric constant  and separated
by a distance rij . Coulomb’s law describes the electrostatic interaction energy (Uij )
between the two ions as,

1

Uij
e2
= zi zj
kB T
4π0 kB T rij

(1.1)

where kB is the Boltzmann constant, T is absolute temperature, and 0 is the permittivity of free space. The quantity

e2
4π0 kB T

is defined as the Bjerrum length (lB ),

which when compared with rij gives us an idea of the strength of electrostatic energy
in comparison with thermal energy. If rij is smaller than lB for oppositely charged
monovalent ions, the electrostatic energy between the pair is stronger than that of
thermal energy. lB is also inversely proportional to the dielectric constant of the
medium, which is a temperature-dependent quantity [17]. For aqueous solution at
room temperature (250 C), lB ' 0.7 nm and for oil-like medium, lB ' 25 nm at room
temperature.

Furthermore, the presence of electrolyte solutions in a system screens the effect of
Coulomb interactions as proposed by P. Debye and E. Hückel in their classic theory
[18] of screening by point charges. The screened electrostatic energy, also known as
the Debye-Hückel potential, is given by,
Uij
exp (−κrij )
= zi zj lB
kB T
rij

(1.2)

where,
κ2 =

e2 X 2
z ni0
0 kB T i i

(1.3)

and ni0 is the number density of ion type i. κ−1 is defined as the Debye length (ξD ),
which gives us the range of the electrostatic interaction. ξD for monovalent salt in
water at room temperature (250 C) is given by,
0.3
ξD ' √ nm
cs
where cs is salt concentration in unit of moles/liter.
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(1.4)

In this thesis, we employ computer modeling, mostly coarse-grained approach, to
simulate complex environments comprising of charged polymers, solvent, and charged
ions. We focus on the following specific problems in this thesis.

Electrostatic potential across a nanopore
In Chapter two, we model and compare the electrostatic potential across the alphaHemolysin (αHL) nanopore using both atomistic and coarse-grained methods. We
observe that the coarse-grained method gives a good approximation of the atomistic
approach. As the all-atom molecular dynamics simulations are computationally expensive and time-consuming for the available time and facility, we use coarse-grained
approaches in other projects.

Unfolding of RNA hairpins in response to applied external forces
In Chapter three, we study the unfolding kinetics of RNA hairpin architectures in
response to an applied external field. The primary goal of this project is to understand
how the diverse conformations of RNA (secondary and tertiary structures of RNA)
influence the dynamics of folding and unfolding, which is crucial to gain insight into
fundamental biological processes. The exploration of unfolding kinetics of different
RNA hairpin architectures made up of equal number of nucleotides is done in this
chapter.

Polyelectrolyte complexation
Chapter four discusses the structures of polyelectrolyte complexes formed by flexible and symmetric polymers of opposite charges and the dynamics of a polyelectrolyte
chain inside a complex. The goal of this project is to understand how the polyelectrolyte complexes respond to different variables. For example, how does the transition
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from a homogeneous polyelectrolyte solution to a system of multiple aggregates occurs with the degree of ionization of the polymers? How do chains organize inside
a complex in a different environment? When do they form ladder-like structures,
and when do they form scrambled egg-like structures? Do the chains show worm-like
models, coil-like conformations, or Gaussian-like statistics? Do the chains inside the
complex show diffusive or non-diffusive dynamics? We present the systematic investigation of the roles of the degree of ionization, temperature, salt concentration, and
polymer concentration on the structures and dynamics of polyelectrolyte complexes
in this chapter.

Conclusions
Finally, Chapter five provides the conclusion and some possible future directions.
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CHAPTER 2
ELECTROSTATIC POTENTIAL ACROSS A NANOPORE

2.1

Introduction

The translocation kinetics of a polyelectrolyte chain (charged molecule) through a
nanopore is highly controlled by the electrostatic potential across the pore, along with
other important factors such as chain structure, chain flexibility, pore-geometry, etc.
So it is important to model the electrostatic potential across the pore correctly. In
this project, we calculated the electrostatic potential across different charge-decorated
alpha-hemolysin (αHL) nanopores by using an atomistic and coarse-grained model
and show that the coarse-grained method gives a good approximation of the atomistic
approach.

2.2

Methods and simulation details

Our model consists a single stranded DNA (ssDNA), α-hemolysin nanopore, lipid
bilayer membrane, water, and ions as shown in Fig. 2.1.

We used all-atom MD simulations to study the biopolymer systems (proteins and
nucleic acids) where the molecular structures are well known. The structure and conformations of ssDNA is generated using 3D-DART, which is a DNA structure modeling server [19]. The structures and conformations of α-hemolysin protein pore (entry
7AHL) is obtained from the available protein data bank “(http://www.rcsb.org)”
[20]. To model lipid bilayer in α-hemolysin protein pores, membrane plugin for visual molecular dynamics (VMD) [21] is used. The membrane plugin for VMD uses
5

(a)

(b)

Figure 2.1. Snapshots of translocation of ssDNA through an α-hemolysin protein
pore. Red beads represent ssDNA, cyan ribbons show α-hemolysin protein pore,
green lines are lipid bilayer. Water and ions are removed from figure (b) for clarity.
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pre-equilibrated patches of either POPC or POPE lipid bilayers, covering the desired
size by tiling and trimming. The simulations are done in explicit water and salt ions
using the Scalable Molecular Dynamics (NAMD) package [22].

The structure of double-stranded DNA made by 40 nucleotides was generated using 3D-DART. Two strands of DNA were separated and we were left with a strand
of (poly(dA)40 . Thus obtained ssDNA was kept in a box of TIP3P water molecules
removing overlapping water molecules with ssDNA. The system was ionized to get 1
molality (1 mole/kg) KCl solution. K+ ions were added to ensure the charge neutrality since each nucleotide of DNA is negatively charged.

The system was energy-minimized. Minimization takes the system to the nearest
local energy minimum so that the steric clashes and the possibility of high energy
configuration of any system could be avoided. Thus modeled single-stranded DNA
(poly(dA)40 ) was relaxed in the presence of water molecules and 1 molality KCl salt
solution. The system was heated to 300K at constant volume using a Langevin thermostat. The system was then equilibrated in an NPT ensemble at 295 K temperature
and 1 atm pressure by applying Langevin forces to the atoms.

The structure of α-hemolysin protein (entry 7AHL) was obtained separately from
the protein data bank. The lipid bilayer membrane was generated using membrane
plugin of VMD. The protein and the membrane were solvated and equilibrated separately. The protein was then inserted into the membrane and overlapped molecules
were removed from the system. The total system was solvated and ionized to achieve
1 molality NaCl solution. The system was again energy-minimized, heated, and equilibrated as in the case of a system of ssDNA at 295 K temperature in NPT ensemble.
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The final system was prepared by combining the ssDNA and the pore membrane.
The overlapped ions and water molecules were removed from the system to avoid
clashes. Since we might have removed ions from the system, the system was reneutralized. As before, the system was again energy-minimized, heated, and equilibrated.

The system was now ready for the translocation simulation. An external electric
voltage bias equivalent to 120 mV was applied across the pore. For the simulation,
open-pore ionic current and distribution of electrostatic potential were computed.
Next, the system of ssDNA and α-hemolysin pore were simulated in an external electric field, which allowed us to observe the DNA translocation through the protein
pore. The force calculated from the computed electrostatic potential distribution was
applied to DNA to accelerate the process.

The equilibrium process and production simulations [23] were done in periodic
boundary conditions using the particle mesh Ewald (PME) for the calculation of
long-range electrostatic forces [24] in a grid spacing of 1Å. The simulations were
performed using CHARMM27 forcefield [25].

2.3
2.3.1

Results
Comparison of electrostatic potential across the pore

We have calculated the average electrostatic potential across the αHL pore system
by approximating every point charge by a spherical Gaussian as,

ρi (r) = qi

β
√
π
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exp −β 2 |r − ri |2

(2.1)

where qi is the charge of the atom i and β gives the width of the Gaussian whose
value is approximated to be 0.25 Å−1 . We obtained the instantaneous electrostatic
potential by solving Poisson equation as,

∇2 φ(r) = −4π

X

ρi (r)

(2.2)

i

We averaged the instantaneous electrostatic potentials over the entire MD simulations
to obtain the electrostatic potential across the pore. Above mentioned protocol of
calculating electrostatic potential across the pore is adopted from already published
paper by Aksimentiev et al. [26].

The comparison of electrostatic potential across the charge decorated nanopores
calculated using the atomistic simulations and coarse-grained simulations are shown
in Fig. 2.2. The coarse-grained simulation part is done by a postdoc from our group,
Ining Jou [27]. In the Fig. 2.2, the y-axis is applied electrostatic potential and the
x-axis is the z-position on the α−hemolysin protein pore. We modeled three αHL
nanopores, wild-type (WT), RL2 and RL2-M113R. Here, RL2 differs from WT due
to mutations at five different amino acids, V124L, G130S, N139Q, I142L, and K8A,
where, the original amino acid residue as represented by the first letter is replaced by
the amino acid residue represented by the last letter on the location of polypeptide
chain represented by the number. RL2-M113R has an extra arginine mutation at the
position 113 in RL2 pore [28]. The positions of the charge decorations are shown in
Fig. 2.3.
The qualitative behavior of the potential is in a good agreement in both the methods. The fluctuations in the curves from the atomistic calculations might be due to a
lack of statistical samples, and due to electrostatic interactions between the charges
in the pores and translocating ssDNA. We also observed that the fluctuations are
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Figure 2.2. The comparison of electrostatic potential across the nanopore with
atomistic simulations and coarse-grained simulations for (a) WT, (b) RL2, and (c)
RL2-M113R charge decorated α-hemolysin nanopores.
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Figure 2.3. The α-hemolysin protein pore showing the location of mutation in RL2
and RL2-M113R from wild-type. Blue represent basic amino acids, Red represent
acidic amino acids, green represent polar amino acids, and black represent location
of neutral amino acids. Water and ions are not shown for clarity.
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Figure 2.4. Electrostatic potential across the WT αHL nanopore when (a)1.2 V and
(b) 0.12 V is applied.

high when an applied external voltage is low and vice versa as shown in Fig. 2.4.

We aimed to model and understand the translocation kinetics of ssDNA through
charge decorated α−hemolysin protein nanopore using all-atom molecular dynamics
simulations. But the simulations were computationally expensive and time-consuming
for the available time and facility as the translocation was very slow, and one single
simulation took more than two months when we applied the laboratory used external
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electric field (∼ 120 mV). Therefore, we decided to stop the project and move-on to
another project, where we use coarse-grained simulations.
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CHAPTER 3
UNFOLDING OF RNA HAIRPINS IN RESPONSE TO
APPLIED EXTERNAL FORCES

3.1

Introduction

Nucleic acids, which constitute some of the biopolymers present in living cells,
are essential for the continuity of life because they make up the genetic information
of living things [29, 30]. Nucleic acids are found in single stranded, secondary, and
tertiary structures such as hairpins and pseudoknots, which play a crucial role in
transforming genetic information from DNA to RNA to proteins.
The complex structure of RNA depends on the cellular environment during the
transcription [7, 10], splicing [11], translation [8, 12] and protein synthesis [9]. The
genetic information is transcripted from DNA to RNA through RNA polymerase. The
transcripted information undergoes splicing which means some of the information is
sliced out and removed from the sequences making new sequences. The newly formed
sequences are then translated to synthesize one or more proteins. The above processes
involves structural changes of secondary and tertiary structures of RNA including at
the basic level folding and unfolding events and many also involve the transmission of
nucleic acids through protein pores [7–12]. Therefore understanding how the diverse
conformations of nucleic acids fold and unfold and how these complex structures
move through nanopores is crucial to gain insight into mechanisms related to the
transformation of genetic information from from DNA to RNA to proteins.
Taking inspiration from the biological applications, technologies involving synthetic and biological nanopores have been used in detection of genetic sequences.
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This technology has been widely applied in DNA sequencing [31–35] and has been
recently applied in RNA and protein sequencing as well [36–39]. The sequencing
of DNA, RNA and proteins is essential in understanding human genomics, gene expression, health care, and the microbiome. Furthermore, such technologies can be
applied to determine nucleic acid structures [37, 38, 40, 41]. With these motivations,
the main goal of this project is to understand the role of secondary structures on
RNA dynamics during translocation.
With a growing number of studies on DNA, RNA, and protein sequencing, it is
very important to understand how the secondary and tertiary structures of RNA folds
and unfolds in response to applied external forces. Similarly, it is crucial to study how
RNA structure changes during translocation through nanopores. Systematic studies
of a single molecule under applied mechanical forces have been done to understand
the folding and unfolding mechanisms of complex nucleic acid structures [33, 42–46].
In typical experiments, a constant force is applied using optical tweezers to pull the
two ends of DNA/RNA hairpins from which force extension curves are constructed.
In these experiments, it is observed that at a critical force, RNA hairpins hop between
folded and unfolded states [42, 46]. The critical forces were extracted from the force
extension curves. Similarly, simulations have been done mimicking these experiments
in order to find the folding and unfolding mechanisms of RNA hairpins in response
to applied forces for a broad range of temperatures [43, 45]. The hoping between
folded and unfolded states of polynucleotide hairpins was observed for hairpins with
different stem lengths, loop lengths, and CG content [33]. In these studies, mechanical
force is applied at the two ends of a polynucleotide hairpins, which might be different
from the forces relevant to biological processes. However, in translocation, the force
is distributed due to interactions between polynucleotides and the pore. Since the
interaction of polynucleotides with different protein pores are observed, translocation
might provide a better representation of real systems.
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A number of studies have been done to understand the unfolding kinetics of
polynucleotides during translocation through synthetic and biological nanopores. Translocation is driven by an applied voltage bias, which transmits a force onto the nucleic
acid molecule (negative backbone charge), ultimately moving the molecule from one
side of the pore to the other. The dependence of unfolding kinetics on pore diameter
and threshold voltage have been studied for a wide range of voltages and lengths of
hairpins [47–52]. These studies find that the unfolding process dominates the total
translocation time.
Few experiments and little theoretical work has been done focusing on the the
influence of the secondary structures of polynucleotides [53–56]. To obtain the signature of secondary structures of RNA, a new tool combining solid state nanopores
and optical tweezers has been proposed to measure the net unfolding force for RNA
structures [54]. However, no systematic studies have been done to understand the
role of different architectures on the dynamics of translocation through nanopores.
In this project, we systematically study the role of hairpin architecture on the
unfolding kinetics of RNA during translocation. To initiate studies on this, we employ coarse-grained simulations of a crude model of different RNA hairpins as they
translocate through a geometric pore. We restrict our study to models containing
72 nucleotides of same types of base pairs in five different architectures. Our main
focus is to find the influence of structural changes on the translocation dynamics.
The results show that the threshold voltage to unfold different RNA architectures is
higher when a longer hairpin segment enters the nanopore first. We also study the
time evolution of probability of unfolding of all the models for all the applied voltages
and extract the lag time as a function of applied voltages for all the architectures.
The result show that the lag time is longer for lower applied voltages and for models
with longer hairpin segment entering the nanopore first. However, the lag time shows
no significant differences for the different models, when collapsed by the threshold
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voltage. In simulations, we are able to access dynamical information during translocation which is not accessible through experiments, namely base by base unfolding
dynamics. The results show that there is a distinct signature of the base unfolding
time for bases near the unpaired bases. The signature is due to the lag between
the unfolding of the basepair just before a group of unpaired bases and the basepair
just after. This gives the foundation for the development of technologies that use
translocation to predict secondary structures of polynucleotides.
This article is organized as follows. In Section 3.2 we describe the model and
simulation details that we employ. In Section 3.3 the results of the simulations are
presented, followed by conclusions and a discussion of future directions in Section 3.4.

3.2
3.2.1

Model and simulation details
Model

Our model consists of two parts, an RNA hairpin with a tail and two membrane walls containing a cylindrical pore inside it as shown in Fig. 3.1. The nucleic
acid molecule was represented by a united atom model as described in our previous
work [57]. Each nucleotide contains three spherical beads representing the phosphate,
sugar, and base groups, respectively as shown in Fig. 3.1(c). The phosphate bead
carries a charge of -e, where e is the fundamental unit charge. The beads representing
the sugar and base do not carry charge. The membrane and the pore walls were represented by spherical beads that do not carry any charge. The length and diameter
of the pore were chosen to mimic the β-barrel of the α-hemolysin protein pore. The
stem length of β-barrel is 50Å and the diameter is 14 Å. For simplicity each bead
was modeled with same diameter and mass.
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Figure 3.1. (a) The configuration before starting the simulation; the hairpin remains
outside the membrane and the tail is inserted inside the pore. A voltage bias is
applied across the membrane generating electric field E. (b) The tail and the hairpin
section of one model is shown. (c) Representation of three bead unified model. θ is a
representative backbone angle (phosphate-sugar-phosphate) and θ0 is a representative
side angle (phosphate-sugar-base). We take θ = θ0 in our simulations.

We consider five different architectures of the hairpin, each containing 72 nucleotides as shown in Fig. 3.2. The first model we consider consists of a simple
hairpin with 22 base-pairs and a 4 unpaired base loop, also called a tetraloop as
represented in Fig. 3.2 (a) (22HP). The second model consists of an interior loop
connecting a stem of 11 base-pairs and a hairpin of 11 base-pairs, which is shown in
Fig. 3.2 (b) (11IL11HP). The third model shown in Fig. 3.2(c) contains two hairpin domains containing 11 base-pairs in each hairpins and connected by 4 unpaired
bases(11-11HP). The fourth and fifth models are similar to the 11-11HP model, however, both models contain two hairpins with 16 and 6 base-pairs. In the fourth model,
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the tail is connected to the 16 base-paired hairpin loop (16-6HP) shown by Fig. 3.2
(d) and in the fifth model, it is connected to the 6 base-paired hairpin loop (6-16HP)
as represented in Fig. 3.2(e). Each of the hairpin loops has an unpaired tetraloop.
(a)

(b)

(c)

(d)

(e)

Figure 3.2. Different architectures of an RNA hairpins with tails. The left image
in each frame shows the equilibrated model and the right image shows a 2D structure corresponding to the model. Red beads represent negatively charged phosphate
groups, cyan beads represent sugar, yellow beads are paired bases and blue beads are
unpaired bases. The models are (a) 22HP, (b) 11IL11HP, (c) 11-11HP, (d) 16-6HP
and (e) 6-16HP.
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3.2.2

Simulation detail

Langevin dynamics simulations were used to observe the unzipping trajectory of
the hairpins under the influence of an applied electric field. Simulations were done
using the Large-Scale Atomic/Molecular Massively Parallel Simulator (LAMMPS)
package [58]. The unzipping trajectory was computed by solving the Langevin equation of the ith bead of the molecule:

m

d2 ri
dri
− ∇i U (ri ) + Fi (t) + Fext ,
=
−ξ
dt2
dt

(3.1)

where m is the mass of the bead, ri is the position of the ith bead, ξ is the friction
coefficient, U is the total interaction potential acting on the ith bead, Fext is the force
acting on the bead due to the applied external electric field E, and Fi (t) is the random
force acting on the ith bead due to solvent molecules at time t and temperature T.
This random force term satisfies the fluctuation dissipation theorem:

hFi (t) · Fj (t0 )i = 6kB T ξδij δ(t − t0 ),

(3.2)

where kB is Boltzmann’s constant, and δ(t) is the Dirac delta function.

Simulations were done in dimensionless Lennard-Jones (LJ) units, in agreement
p
with LAMMPS. In defining units, (mσ 2 /) is taken as a unit time and (4π0 σ)1/2
is the unit charge. Each beads has a unit mass, m = 1 which is equal to 96Da. The
beads has diameter of 1 σ which is equal to 3.0 Å. The phosphate bead has charge
equal to e = 1.602 × 10−19 C and unit  is taken approximately equal to 0.2 kcal/mol.
For simplicity, the value of the friction coefficient in Eq (3.1) is choosen arbitrarily to
be 1 LJ units. In the simulation, we used an integration time step of dt = 0.0002τ
p
LJ units, where, the characteristic time (τ = (mσ 2 /) = 1) in our simulations.
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There are bonded and non-bonded interaction potentials acting on each bead.

U = Ubonded + Unon−bonded

(3.3)

where Ubonded = Ub + Ua and Unon−bonded = ULJ + UC + Uhb are the different potentials
acting in the system, which are described below. The bonded potential includes
contributions from a spring-like bond (Ub ) and an angle potential (Ua ). In our system,
the bond potential between connected beads (i and i+1) is represented by a harmonic
potential and the angle potential between three successive beads (i, i+1, and i+2) is
represented by a cosine-squared potential as:

Ub = kb (r − r0 )2 ,
(3.4)
2

Ua = ka [cos(θ) − cos(θ0 )]

where, kb = 5344 units (≈ 171 kcal/mol Å2 ) is the spring constant [57], ka = 250
units (≈ 60 kcal/mol) is the angle constant [59], r is the distance between connected
beads, r0 = 1 is the equilibrium distance, θ is angle of backbone and side groups as
shown in Fig 3.1 (c) and θ0 = 1050 is the equilibrium angle [59]. The values of the
parameters are choosen close to realistic values to promote RNA folding.

The non-bonded potential acting on each bead includes three contributions: excludedvolume interactions, a screened Coulomb potential and a Gauss potential to mimic
hydrogen bonding.
To model excluded volume interactions, a truncated Lennard Jones (LJ) potential

σ
σ
ULJ = 4[( )12 − ( )6 ] +  f or
r
r
=0

f or

r > rc
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r ≤ rc
(3.5)

is used where  = 1 (≈ 0.2 kcal/mol) is the depth of potential well which is taken
as kB T /3 for temperature T = 300K. Additionally, σ = 3.0Å is the effective bead
diameter, and the potential is truncated at r = rc = 1.12σ.

The screened Coulomb potential is modeled by using the truncated Debye-Hückel
potential as

Uc = (

qi qj exp(−κr)
)
4πε
r

=0

f or

f or

r ≤ rcoul
(3.6)

r > rcoul

where, qi denotes the electric charge on bead i, κ = 0.639 units is the inverse Debye
length for a monovalent salt concentration of 0.6 M, ε = ε0 εr is the permittivity
with ε0 being permittivity in free space and εr being the dielectric constant, and
rcoul = 10/κ is the cut-off distance for tructation of the electrostatic potential. Although the effective dielectric constant inside the pore is unknown, our value of the
dielectric constant is 80 which is the dielectric constant of water at room temperature.
No beads other than the phosphates carry charge. Therefore, the Coulomb potential
is only computed between phosphates.

In order to model hydrogen bonding between the bases in the nucleic acid, a Gauss
potential,

Uhb = −A exp(−Br2 ) f or

r ≤ rg
(3.7)

=0

f or

r > rg

is applied between paired bases where A and B are parameters with units of energy
and distance−2 , respectively. In RNA, the strength of hydrodgen bonding ranges
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from 2 to 12 kB T . For simplicity, we have used A = 10kB T for the amplitude of the
potential. In order to form the desired folded structures we have employed one-to-one
interaction, Uhb , applied pairwise between the two specific bases that form a base pair
in the desired folded state. Although this model is highly idealized, we are trying to
understand the qualitative physics of RNA hairpin unfolding using a crude model.

3.2.3

Simulation process

To start the simulation, an equilibrated hairpin as shown in Fig. (3.2) was required. Using a flat initialized configuration, the tail was inserted into the pore and
the last bead of the chain was kept fixed. The configuration was allowed to equilibrate for 2000τ LJ time units by solving Eq. (3.1), with no applied field. A Verlet
algorithm in LAMMPS [58] was used to solve the equations of motion. Initially, a
random velocity drawn from Boltzmann distribution at a given temperature was also
assigned to all moving beads.

The configuration at the end of this equilibration process was taken as the initial
conformation for a simulation of unfolding dynamics under the applied electric field. A
uniform electric field E was applied across the pore. The pore and the membrane were
fixed and only the nucleic acid was allowed to move throughout the simulation. Eq.
(3.1) was integrated in time using the Verlet algorithm until the hairpin was either
completely unfolded and translocated to the other side or until 5 × 107 timesteps
(10, 000τ LJ time units) was elapsed. The positions of the beads were recorded after
every 1000 timesteps. The diameter of the pore was such that only a single nucleotide
was allowed to enter the pore. Therefore, the translocation of the nucleotide was
possible only after unfolding has happened. This allowed us to study the unfolding
dynamics of the RNA hairpin. For a given applied voltage bias, 500 to 1500 runs were
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performed for each architecture. The number of runs were varied such that we have
about 500 successful runs for the analysis of each architecture and applied voltage.
For the analysis, only successful unfolding events were taken into consideration.

3.3

Fraction of successful unfolding events

Fraction of successful unfolding

3.3.1

Results

1

22HP
11IL11HP
0.8 11-11HP
6-16HP
16-6HP
0.6
0.4
0.2
0
100

110

120

130

140

150

V (mV)

Figure 3.3. Fraction of successful unfolding events for all models as a function of
applied voltage. The curves from top to bottom represent models 6-16HP, 11-11HP,
16-6HP, 22HP and 11IL11HP respectively.

For all the models and all applied voltages, we first checked if the hairpin completely unfolded and translocated at the end of the simulation, 10, 000τ LJ time units.
The ratio of the number of unfolded events to the total number of simulations was
calculated and fitted with a Sigmoid function:

F rac =

1
,
−V0
)
1 + exp(− V W
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(3.8)

where, V0 is the voltage at which the inflection point of the Sigmoid curve is observed,
and W is a measure of the sensitivity of the unfolding fraction to changes in voltage.
Fig. (3.3) shows that the nature of unfolding is similar in all the models where the
primary difference is the threshold voltage, defined by V0 . This qualitative behavior
is consistent with single molecule experiment on mechanical pulling of RNA hairpin
using optical tweezers [42].
Table 3.1 shows the values of fit-constants we obtained. The models 22HP and
11IL11HP show similar threshold voltages. This shows that the internal loop has very
little effect on the unfolding mechanism. Among the two domain hairpins (11-11HP,
6-16HP, and 16-6HP), it shows that the threshold voltage depends on the length of
the hairpin attached to the tail. When a longer hairpin is attached to the tail, the
threshold voltage for unfolding is higher. While the primary differences between the
different models is the threshold voltages, the W or sensitivity does slightly vary
between the models as well. Table 3.1 shows that the two domain cases seem to have
slightly larger values of W . It is clear that the different structures play a role and
further study is needed to understand this.
Model
22HP
11IL11HP
11-11HP
6-16HP
16-6HP

V0 (mV) W idth (mV)
131.97
4.49
132.64
4.41
122.45
4.90
121.49
4.83
124.15
4.58

Table 3.1. The threshold voltage (V0 ) and the W of the unfolding fraction for
different models, when fit to Equation (3.8).

Further, we studied how the probability of unfolding (Punf old ) evolves with time.
We have defined Punf old as the ratio of unfolded events to the total number of events
at given time for each applied voltage bias and architectures. Punf old at long time is
equal to the fraction of unfolding at different voltages as shown in Fig. 3.3. Fig. 3.4
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shows how the unfolding of RNA hairpins occurs as a function of time for different
architectures and at different applied voltages. Fig. 3.4 (a) shows the time evolution
of Punf old for the 22HP architecture; it shows that for a given voltage, the unfolding
process starts only after a certain lag time. The lag time is shorter for higher voltages.
The nature of unfolding of other architectures as shown in Fig. 3.4 (b-e) is similar to
Fig. 3.4 (a).

We extracted the lag time from the intersection of the baseline and fitted a line
of the evolution of Punf old as shown in Fig. 3.5(a). The example is for the case of
155mV applied voltage and 22HP model. Using the same method for all the applied
voltages and all the structures, we get the lag time as a function of applied voltages
as shown in Fig. 3.5(b). The red ‘plus’ data points represent the lag time for the
22HP architecture. The figure shows that on increasing the applied voltage, the lag
time decreases, as it is easier to unfold the hairpin when more energy is used to the
system. Blue ‘cross’ data points represent the values for the 11IL11HP model. The
data points in the curve show that the presence of an internal loop in the model seems
to have a minimal effect on the lag time. Other data points show similar behavior
for all other architectures but with different time scales. The figure shows that the
lag time increases with the increasing length of the hairpin closer to the tail for a
constant voltage. Therefore, lag time might be a way to capture the secondary structures of RNA. Moreover, we subtract the threshold voltages of different models as
shown in Table 3.1 from the applied voltages (V − V0 ) and replot the lag time as a
function of V − V0 for all the architectures as shown in Fig. 3.6. The figure shows
no significant difference in the lag time between models as a function of V − V0 for
all the models. This result implies that the threshold voltage of a model carries the
information about the structures of RNA.
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Figure 3.4. Probability of unfolding as a function of time for models (a) 22HP, (b)
11IL11HP, (c) 11-11HP, (d) 16-6HP and (e) 6-16HP. In all the cases the left-most
curve has the highest voltage and the right-most curve has the lowest voltage.
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Figure 3.5. (a) Example of lag time extraction. This is the case of 155 mV for 22HP
model. (b) Lag time as a function of applied voltage for different architectures. Lag
time is longer for smaller applied voltages and for the structures with longer hairpin
attached to the tail.
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Figure 3.6. Lag time as a function of difference between applied voltage and threshold voltages for all the architectures. Lag time shows no significant differences for
different models.

3.3.2

Unfolding dynamics of individual base-pairs

Here we show how unfolding behavior is observed for each base-pairs in the various
models. We define unfolding time of each base-pair as the time it takes a base-pair
to permanently unfold; after which it never returns to a folded state. Fig. 3.7 shows
the unfolding time of each base-pair at different applied voltages and for different
architectures. Base-pair 1 is the one closest to the tail and base-pair 22 is the one
that unfolds the last.
From Fig. 3.7 it is observed that for a hairpin of any length, the unfolding time
increases with base-pair number, unfolding occurs sequentially along with the RNA.
Additionally, the unzipping is very fast towards the end of the hairpin. We also
observed that for two domain architectures (11-11HP, 16-6HP, and 6-16HP), the
unfolding of the first few base-pairs of the second hairpin is very fast. After the
complete unfolding of the first hairpin loop, the tetraloop can translocate with less
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Figure 3.7. Unfolding time per base-pair for models (a) 22HP, (b) 11IL11HP, (c)
11-11HP, (d) 16-6HP, and (e) 6-16HP. The points are averages from at least 500
simulations and the error bars represent the standard deviations. In all cases the
voltages increases moving from the top curve to the bottom one.
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force because there is no force (hydrogen bonding in base-pairs) acting against the
applied voltage bias. This might have assisted the unfolding of the first few base-pairs
of the second hairpin. However, further studies are needed to verify this.
Fig. 3.8 further clarifies this effect where we plot the time difference of unfolding
of consecutive base-pairs versus base-pair number for different architectures. In Fig.
3.8(a) (22HP architecture), the first data point shows the time taken to unfold the first
base-pair, the second data point shows the time between the unfolding of the first and
the second base-pairs, and so on. The results show that, the time taken to unfold the
first base-pair is higher than that for rest of the base-pairs. This is because of the lag
time taken by the hairpin to start unfolding. Fig. 3.8 also shows that, the unzipping
of the last few base-pairs is faster compared to other base-pairs. The 11IL11HP
architecture shows similar behavior to that of the 22HP architecture, except it shows
the unfolding of both the stem and the hairpin domains, as indicated by the two
repeated regions as shown in Fig. 3.8 (b). Fig. 3.8 (c) and (e) are for the 11-11HP
and 6-16HP architectures, respectively. Both of them consists of two hairpin domains.
The variation of time difference with respect to base-pair numbers of the first hairpin
in both cases shows similar behavior to that of the 22HP architecture. The unfolding
of base-pairs of the second hairpins however, show qualitatively different behaviors.
Once the unfolding of the first hairpin domain is completed, the unfolding of the
second hairpin domain begins after a certain lag time. This lag time is due to the
existance of the tetraloop in the hairpin. After the unfolding of first base-pair in
the second hairpin domain, the unfolding of next few base-pairs is faster and then
it slows down for a few base-pairs. Finally, unfolding gets faster for the remaining
last few base-pairs. The faster unfolding of the first few base-pairs of the second
hairpin domain is due to the assisted force from tetraloop. Fig. 3.8 (d) shows results
for the 16-6HP architecture. This architecture also consists of two hairpin domains.
The variation of time difference with respect to base-pair number of the first hairpin
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Figure 3.8. Unfolding time difference per base-pair for models (a) 22HP, (b)
11IL11HP, (c) 11-11HP, (d) 16-6HP, and (e) 6-16HP. The points are averages from at
least 500 simulations and the error bars represent the standard deviations. Results
for all voltages overlap within the error bars.

32

shows similar behavior to the rest of the architectures, as explained above. Once the
unfolding of the first hairpin is completed, all base-pairs of the second hairpin unfold
fast. This is because the hairpin has only six base-pairs.

3.4

Conclusions

In this study, we considered simple models of various RNA hairpins, and employed
Langevin dynamics simulations to study their unfolding kinetics. We have used the
united atom model to model nucleotides and a simple cylindrical pore to model the
nanopore. We have considered five different architectures of the hairpin, each containing 72 nucleotides and 22 base-pairs. The first model is 22HP representing a
simple hairpin with 22 base-pairs. The second model is 11IL11HP, made up of a
stem of 11 base-pairs connected to a hairpin of 11 base-pairs by an interior loop. The
other three models are 11-11HP, 16-6HP, and 6-16HP. They consists of two hairpin
domains connected by four unpaired bases. The numbers in the name of the model
are the numbers of base-pairs in each hairpin domains. Each of the hairpin domain
has an unpaired tetraloop.

Our results showed that the threshold voltage of unfolding depends on the length
of the hairpin attached to the tail. The longer the hairpin is attached to the tail, the
higher the threshold voltage. In addition, the lag time to unfold is longer for lower
applied voltages and the models with longer hairpins attached to the tail. However,
the lag time collapses when the threshold voltage adjusts the voltage. Moreover, the
base by base unfolding dynamics shows a distinct signature of base unfolding time
for the bases before and after the unpaired bases in all the RNA hairpin models.
The above-discussed structure dependence of translocation kinetics behavior of different RNA hairpins considered in this study, although obtained from simple models,
demonstrates the potential use of translocation to predict the secondary structures

33

of polynucleotides.

In the future, more complex models of secondary and tertiary structures of polynucleotides and different geometries of pores can be used to understand the role of RNA
architectures on the dynamics of translocation through nanopores and to predict the
secondary and tertiary structures of polynucleotides.
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CHAPTER 4
POLYELECTROLYTE COMPLEXATION

4.1

Introduction

Polyelectrolyte complexes (PECs) have attracted significant scientific interest in
recent years because of their potential applications in gene therapy [1], drug delivery
[2, 3], wastewater treatment [4], and food industry [5]. Numerous theoretical [60–65],
and experimental [66–75] studies have focused on understanding the phase behavior
of the systems which readily phase separate upon mixing of oppositely charged polyelectrolytes in aqueous solutions, as summarized in recent reviews [14, 13, 15, 16].
These studies have shown that the driving force of complexation is mainly entropic,
which comes from the release of counterions from the polyelectrolytes into the solvent
[76, 71]. In general, the phase behavior of such multi-component systems containing
polyelectrolytes of opposite charges, salt, and water depends on various variables such
as temperature, and salt concentration, together with molecular weight, charge density, and composition asymmetry of polyelectrolytes. It has been established in the
theories and experiments that the polymer chains have to be ionized above a certain
degree and also the ions concentration has to be below a certain threshold for stable
complexes to form. Polyelectrolytes with higher charge density, or larger molecular
weight, or both, have a larger tendency of formation of complexes and form broader
two-phase regions. The critical ion concentration below which the system phase separates increases with an increase in charge density [60, 61, 68, 73].
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The first experimental observation of polyelectrolyte complexes or complex coacervates by Bungenberg de Jong and Kruyt in 1929 [66] opened the field of polyelectrolyte complexes. The first theory of the phase behavior of complex coacervates is
the Vorn-Overbeek (VO) model [60],which is a crude model based on Flory-Huggins
theory to account for the entropy of mixing of chains and Debye-Hückel theory of
simple electrolytes to account for the electrostatic contribution of charged monomers.
According to the theory, the high molecular weight and high charge densities of polyelectrolytes enhance phase separation due to increasing electrostatic strength. The
addition of salt suppresses phase separation by screening the electrostatic interaction
[60]. The main drawback of this theory is the decomposition of polyelectrolytes into
their charged monomers upon complexation. Despite its approximations, the theory
is in good agreement with some experiments with no or some adjustable parameters
[61, 66–68]. The reason for its ability to explain some of the experimental observations
is the cancellation of the effect of chain connectivity and excluded volume [65, 77].
After VO theroy, numerous theoretical and simulation studies have been done and
have enriched understandings of coacervation: including the effect of charge connectivity, excluded volume interactions, the finite size of ions, chain asymmetry, charge
sequence on the polyelectrolyte, role of temperature-dependent dielectric constant
and solvent-polymer interaction parameter (χ) [65, 77–84]. The main approaches to
describe the phenomenon in these studies were mainly based on the random phase
approximation (RPA), density functional theory, liquid-state theory, and field theoretic approximations.

The structures of polyelectrolyte complexes are highly dependent on many factors
such as charge density [74, 85], charge sequence [81, 86], chain length [87], temperature
[74], polymer concentration [85], pH [73, 88], salt concentration [71–73, 88, 89], chain
topology [87, 90], stoichiometry [71, 85, 88], chain geometry [64], and chain stiffness
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[91, 92]. Marciel et al. performed small-angle X-ray scattering (SAXS) experiments
and Fourier-transform infrared spectroscopy on polyelectrolyte complexes made with
polylysine and polyglutamic acid and reported that only the solid polyelectrolyte
complexes contain stiff-ladder like structures due to hydrogen bonding interaction in
the complexes. On the other hand, the formation of the stiff-ladder like structures
due to hydrogen-bonding is not observed in the liquid polyelectrolyte complexes [93].

In asymmetric polyelectrolyte complexes, as in protein-polyelectrolyte and micellepolyelectrolyte complex-coacervates, the overall structure of the complex is dominated
by the longer polyelectrolyte molecules and these complexes have in-homogeneous
density fluctuations which are observed by the presence of high scattering intensity
upturn at low q [94–98], as reviewed by Spruijt et al. in ref [89].

Schlenoff and coworkers have performed numbers of experiments; extrusion, doping level measurements, conductivity measurements, thermogravimetric analysis (TGA),
and electron microscopy on polyelectrolyte complexes. They formed the complexes
with different pairs of polyanions and polycations and observed that the association
strength of the polyelectrolyte complexes determines whether the formed complexes
are glassy (very strong), rubbery (intermediate) or soft (weak) [75]. They have also
reported that there can be a clear transformation of glassy, rubbery and liquid forms
of polyelectrolyte complexes based only on the amount of salt in the system [71]. The
transformation of the complexes is found to be a reversible process on salt doping
and the doping level is affected by the type of anion present in the salt [99]. The
association strength of the complexation is found to be dependent on the types of
ions, amount of water content and the mobility of ions within the complexes [75].
They have proposed that Donnan equilibrium can predict the association strength of
polyelectrolyte pairs and the salt content inside the polyelectrolyte complex. How-
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ever, the estimation is only proposed to be accurate for low levels of salt doping [100].

As evident from the above studies, the properties of polyelectrolyte complexes
are controlled by myriad of variables. This work focuses on investigation of structures of the complexes formed and the chains themselves, dynamics of a chain inside
a complex of different sizes, for different charged density in dilute and semi-dilute
solutions of polyelectrolyte complexes. For example, how does the transition from a
homogeneous polyelectrolyte solution to a system of multiple complexes takes place
on slowly increasing the degree of ionization? How do chains organize themselves
inside a complex? When do they form ladder-like structures and when do they form
scrambled egg structures? Do the chains show worm-like model, coil-like conformation or Gaussian-chain statistics? Do the chains inside complex show diffusive or
non-diffusive dynamics?

We perform Langevin dynamics simulations of flexible and symmetric polyelectrolytes of opposite charges with explicit counterions at different polymer concentrations to answer these questions. In this work, we use coarse-grained (CG) models to
study the role of charge density (α), temperature (T ∗ ), monomer density (ρ), and salt
concentration (cs ) on structures of polyelectrolyte complexes formed. Above overlap
concentration, for small α, no or few numbers of polymer chains form a cluster of
polyelectrolyte complexes. For high α, all or most of the polymer chains form an
aggregation of polyelectrolyte complexes. The average biggest cluster size as a function of α shows Sigmoid behavior. The critical charge density (αc ) as defined by the
point of inflection of the Sigmoid curve decreases with a decrease in temperature. It
is independent of the polymer concentration considered in our simulations. Also, we
found that the complexes are de-complexed with an increase in cs . The transition
salt concentration decreases with a decrease in α. Moreover, the average radius of
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gyration (hRg i) of a labeled chain is independent of the size of the cluster formed,
α, ρ, T ∗ , and cs and follow Gaussian-chain conformation. The labeled chain shows
non-diffusive dynamical law for high α and is diffusive for low α.

4.2

Model and simulation details

We modeled a polyelectrolyte chain as a freely jointed chain of N spherical beads
of diameter σ, with αN charged beads (0 ≤ α ≤ 1), connected linearly by harmonic
spring, where, α is the charge density. Each charged bead is assigned a charge of +1e
for polycations and −1e for polyanions (e is an unit electronic charge). The position of
charged beads are located randomly along the chain, at the center of excluded volume
spheres. A counterion and a salt ion are modeled as a sphere with a point charge of
−1e (or +1e). Total n number of polyanion chains and α(n)N counterions together
with an equal number of polycation chains and their counterions were placed in a
cubic box of edge length L as shown in Fig. 4.1. Langevin dynamics simulations were
done to study the complexation of polyelectrolyte chains. The simulations were done
using the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS)
package [58]. The coarse-graining scheme and the relevant parameters were adopted
from published papers of our group for polyelectrolyte simulations [101, 76, 102, 103].
The Langevin equation for the j th component of the ith particle is given by

mi

drij
d2 rij
= −ξi
− ∇j Ui + fij ,
2
dt
dt

(4.1)

where mi is the mass, rij is the j th position, ξi is the friction coefficient of the ith bead,
Ui is the total interaction potential acting on the ith bead, and fij is the j th component
of the random force acting on the ith bead due to solvent molecules at time t and
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Figure 4.1. The configuration before starting the simulation. Equal number of
polyanions and polycations together with counterions are placed in a simulation box
of length L. Red beads are anions, blue beads are cations, silver beads are neutral
monomers, pink beads are negative counterions and green beads are positive counterions.
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absolute temperature T. This random force term satisfies the fluctuation-dissipation
theorem:
hfi (t) · fj (t0 )i = 6kB T ξδij δ(t − t0 ),

(4.2)

where kB is Boltzmann’s constant, and δ(t) is the Dirac delta function.

The total interaction potential U comprises of three independent interactions:

U = ULJ + UC + Ub

(4.3)

where ULJ is the excluded volume interaction, UC is the electrostatic interaction, and
Ub is the bond potential. The charged beads representing monomers experience all
three potentials, neutral beads representing monomers experience ULJ and Ub , while
the beads representing counterions and salt ions experience ULJ and UC .

The bond potential between connected beads (i and i+1) is represented by a
harmonic potential,
Ub = Kb (l − l0 )2

(4.4)

where Kb is the spring constant, l is the bond length and l0 is the equilibrium bond
length.
To model excluded volume interactions, a truncated Lennard Jones (LJ) potential,
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(4.5)

r > rc

is used where  is the interaction strength and the potential is truncated at r = rc =
1.12σ.
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The electrostatic interaction between the ith bead carrying a charge of qi and j th
bead carrying a charge qj separated by distance r is modeled by using the Coulomb
potential as
Uc =

qi qj
4πε0 εr

(4.6)

where ε = ε0 εr is the permittivity with ε0 being permittivity of free space and ε being
the relative dielectric constant of the medium. The parameters in our simulations are
presented in dimensionless Lennard-Jones (LJ) units, in agreement with LAMMPS.

4.2.1

Parameters

Coarse-grain model parameters of the polymers were chosen from the flexible polyelectrolyte chains such as sodium polystyrene sulfonate [76, 103], with σ = l0 = 0.25
nm (l0 represents the charge separation distance between the consecutive monomers),
the magnitude of charge per charged-monomer or ion was e, and the excluded volume
interaction strength () was approximated to be 1 kB T at room temperature. The
electrolyte ions were modeled to be smaller than l0 . The value of σ were 1.0l0 , 0.8l0 ,
and 0.6l0 for beads representing polymer-polymer, polymer-ion and ion-ion pairs, respectively [76, 103]. εr was set at 80 for all the simulations, to represent the dielectric
constant of water at room temperature, although some simulations were done at a
temperature different than the room temperature.

All the parameters were converted from real units to dimensionless Lennard-Jones
(LJ) units, fully consistent with LAMMPS [58]. The simulations were then performed
in the LJ units, followed by analysis. The summary of the model parameters in real
units and their corresponding LJ unit values are presented below
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Parameter
Distance
Energy
Temperature
Charge

Real Units

LJ Units

l0 = 0.25 nm
1 LJ unit
 = 1kB T
1 LJ unit
T ∗ = 298 K
1 LJ unit
1e
14.97 LJ units

Table 4.1. Few important parameters and their real and LJ unit values

mi and ξi were assumed to be the same for all the coarse grained beads (mi =1 LJ
unit), and we set the damping parameter (mi /ξi ) at 10 LJ units in order to monitor
dynamics and equilibrium properties of the system in a reasonable computational
time frame (20 days). With smaller damping parameter values, the system did not
reach equilibrium in a reasonable computational time frame and with larger damping
parameter, the dynamic evolution of the system could not be monitored. Harmonic
spring constant, Kb = 5000 LJ unit was used to keep the bond fluctuations within
10% of the equilibrium bond length.
We used particle-particle-particle-mesh (pppm) solver to compute the long-range
Coulombic interactions [104]. Two additional parameters, desired relative error in
forces for the iterative solver, and a cutoff distance were needed for pppm solver.
Coulomb interaction between two charged beads is computed in the real space by
using equation 4.6, if their separation distance is within the cutoff. If the separation
distance is more than the cutoff distance, it is computed in the reciprocal space.
We chose the relative error in forces to be 10−5 . The value of cutoff distance was
determined by trial-error in some sample simulations, where, maximum computation
efficiency was observed when cutoff distance was set at 20 LJ units, hence a cutoff
distance = 20 LJ units was used.
The equation 4.1 is integrated in time using the velocity Verlet algorithm. The
q
2
integration time step was 0.001τ LJ units, with a characteristic time τ = mσ = 1
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LJ units.

4.2.2

Initial configuration and simulation details

We model the initial state of n polycations and n polyanions having N number
of beads in each chain, with αN being the number of charged beads in a chain at
random. 2αnN number of counterions are randomly generated inside the simulation
box of L×L×L LJ unit3 (without overlap). To equilibrate the initial configuration, the
system energy is minimized by adjusting bead positions, using LAMMPS’s build-in
minimize command. We follow this energy minimization with a dynamic simulations
for 2 × 103 τ LJ time units. At this stage, charge on the beads are not assigned yet to
disperse the polymer chains and counterions homogeneously in the system. After the
equilibration, we assigned charges on the polymers and counterions. +e charges were
assigned to αnN free beads (counterions) and −e charges were assigned on remaining
αnN free beads. A polymer chain was selected at random, and αN beads of this
chain were assigned a charge of +e. This process was repeated for all n polycation
chains. Similar protocol was followed to assign charge of −e to n polyanion chains.
For systems with additional monovalent salt, the total number of salt electrolytes
were determined from the salt molarity (input parameter) and the simulation box
volume (L3 in nm3 ). The same protocol was followed for equilibration and charge
assignment, only difference is more number of electrolytes are present in the system
with salt compared to the salt free systems. After charge assignment, the simulation
was conducted at a temperature of 3 kB T and ramped to the desired temperature
(around 1 kB T ) in 2 × 103 τ LJ time units. The system was then equilibrated for
2 × 103 τ at this temperature, followed by additional 2 × 103 τ for equilibrium data
analysis. Such ramping was was done for systems with high α, when the system
could get stuck in a metastable state near the initial state due to high electrostatic
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Figure 4.2. Left y-axis is the energy per particle and the right y-axis is temperature.
x-axis is time steps. This is the energy profile for ρ = 0.04, α = 0.4, and T ∗ =1.0. ET
is total energy, Eb is bond energy, EC is Coulomb energy, and P E is potential energy
per particle.

strength, Γ (Γ = e2 /(4πε0 εr l0 kB T = 2.8)). A typical energy profile is shown in Fig.
4.2. The Fig. shows that the electrostatic energy is low at low temperature as the
complexation between opposite chains is more favorable at low temperature.

We have performed two sets of simulations to understand the role of different
variables. All the units are in LJ units unless otherwise mentioned.
 To study the structure and dynamics of a labeled chain inside a complex, we
modeled systems with high charge density (α=1.0). This high charge density
is chosen to facilitate the complexation. The parameters are chain length (N )
and total number of chains (2n. In our study, N = 30, 45, 60, 75, and 90, and
2n = 2, 4, 8, 12, 16, 24, 48, 72, 96, and 120.
For reference, we have performed simulations with single isolated polyelectrolyte
chain having N = 30, 45, 60, 75, 90. We chose simulation box size to be L = 50
LJ units and L = 160 LJ units depending on the chain length such that the
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length of a box is more than 10 times the average radius of gyration (Rg ) of
a chain. The monomer density (ρ) of the system with N = 60, 2n = 48, and
L = 50 is 0.023.
 To study the role of charge density, temperature, and salt concentration on the
structure of a structure of a complex, our parameters are
 L = 62 LJ units, 2n = 160, and N = 60 (equivalent to a monomer density
(ρ) of 0.04), charge density (α) = 0.3, 0.35, 0.4, 0.45, 0.5, 0.6, and 0.7,
temperature (T ∗ ) = 0.95 LJ units, 1.0 LJ units, and 1.2 LJ units, and salt
concentration (cs ) = 0.25, 0.5 M, 1 M, 1.5 M, 2.0 M, 2.5 M and 3 M.
 L = 62 LJ units, 2n = 400, and N = 60 (equivalent to ρ of 0.1), α are 0.2,
0.3, 0.4, 0.5, 0.6, and T ∗ = 1.0 LJ units.

4.2.2.1

Is our system at equilibrium?

To test if the system is in equilibrium, we checked if the potential energy and the
total energy of the system were constant for at least 2000 τ time steps as shown in Fig.
4.2. We have calculated and compared energies and average radius of gyration hRg i
of a labeled chain of different independent trajectories. Table 4.2 shows the values
of energies and hRg i of a labeled chain for 2n = 48, N = 60, L = 50, T ∗ = 1.0, and
α = 1 for independent trajectories. We observed that they are within one standard
deviation.
Trajectory Potential energy
1
-0.567 ± 0.011
2
-0.576 ± 0.010
3
-0.568 ± 0.010
4
-0.575 ± 0.010

Total energy
0.937 ± 0.016
0.925 ± 0.017
0.938 ± 0.014
0.928 ± 0.014

hRg i
5.082 ± 0.748
4.981 ± 0.462
4.871 ± 0.543
5.001 ± 0.455

Table 4.2. Comparison of energies and hRg i of 2n = 48, N = 60, L = 50, T ∗ = 1.0,
and α = 1 for different trajectories.
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Further, we ran another 1000τ time units and calculated energies and hRg i for
the same system. We observed that the values are within one standard deviation as
shown in Table 4.3.
Trajectory Potential energy
1
-0.566 ± 0.012
2
-0.572 ± 0.011
3
-0.571 ± 0.013
4
-0.571 ± 0.010

Total energy
hRg i
0.937 ± 0.016 4.824 ± 0.521
0.929 ± 0.019 4.890 ± 0.512
0.939 ± 0.018 5.075± 0.550
0.929 ± 0.014 4.861 ± 0.740

Table 4.3. Comparison of energy and hRg i of 2n = 48, N = 60, L = 50, T ∗ = 1.0,
and α = 1 for different trajectories.

For the case of α = 1.0, and T ∗ = 1.0, randomly for many samples, we have
repeated the equilibration process. The protocol is heating the system by ramping
from kB T / = 1 to kB T / = 3 for 1000τ time units, then cooling it by ramping from
kB T / = 3 to kB T / = 1 for another 1000τ time units, and running the simulations
at kB T / = 1 for 1000τ time units as shown in Fig. 4.3. This is one way to check the
consistency of our simulations.
We have followed this protocol for the trajectory 1 mentioned in Tables 4.2 and
4.3. The calculated values of energies and hRg i are listed in Table 4.4.
Trajectory Potential energy Total energy
hRg i
1
-0.576 ± 0.013 0.919 ± 0.024 4.926 ± 0.565
Table 4.4. The potential energy, total energy and hRg i of 2n = 48, N = 60, L = 50
(ρ = 0.023), T ∗ = 1.0, and α = 1 of one trajectory.

We believe that our systems are in equilibrium and are not kinetically trapped by
running the number of time steps mentioned above because,
• Potential energy and total energy are constant for at least the last 2000 τ time
steps.

47

ET
Eb
EC
PE
T

Energy

4

3

*
2

2

Temp

6

0
1

2

4

6

τ (X 103)

8

10

12

Figure 4.3. Left y-axis is the energy per particle and the right y-axis is temperature.
x-axis is time steps. This is the energy profile for α = 1.0, T ∗ = 1.0, 2n = 48, N = 60,
and L = 50 . ET is total energy, Eb is bond energy, and EC is Coulomb energy per
particle.

• hRg i of a labeled chain for four independent runs are within a standard deviation.
• hRg i of a labeled chain is within standard deviation when more 1000 τ time
steps simulation is done.
• The potential energy, total energy, and hRg i of a labeled chain for one trajectory
are within standard deviation when re-ramping is performed.

4.3
4.3.1

Results
Overlap concentration

We first calculated the radius of gyration (Rg ) of a single isolated chain having
variable charge density (α). α is the ratio of charged beads to the total number of
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beads of a chain. The systems contain explicit counterions. The overlap concentration
is defined as,
c∗ =

nN
Voverlap

=

nN
n 43 πRg3

(4.7)

where, N is degree of polymerization.
α
0.2
0.3
0.4
0.5
1.0

Rg
6.87 ± 1.13
7.67 ± 1.13
7.88 ± 1.13
8.25 ± 0.88
8.52 ± 1.14

c∗
0.044
0.032
0.029
0.026
0.023

Table 4.5. Radius of gyration (Rg ) of a single isolated chain (mean ± sd) and the
overlap concentration (c∗ ) for systems with different charge density.

Table 4.5 shows the Rg of a single isolated chain and the overlap concentration
(c∗ ) for different α. As the α is increased, the chain swells leading to a larger Rg and
lower overlap concentration.

4.3.2

Structure and dynamics of a single chain within a complex

We define the monomer density (ρ) as

ρ=

nN
nN
= 3
Vbox
L

(4.8)

Table 4.6 shows the total number of polyelectrolyte chains and corresponding
monomer density of our simulation systems where, α = 1.0 and T ∗ = 1.0.
2n
2
8
12
24
48
72
96
120
ρ 0.001 0.004 0.006 0.012 0.023 0.035 0.046 0.058
Table 4.6. Total number of chains and corresponding monomer density of our system.
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4.3.2.1

Snapshots

Figs. 4.4 and 4.5 show the snapshots complexation of polyanions and polycations of α = 1.0 at T ∗ = 1.0 after the system is in equilibrium. The Figs. show
that oppositely charged polyelectrolytes form strong complexes with the release of
counterions.

4.3.2.2

Size of a labeled chain in a complex

We calculated the average radius of gyration (hRg i) of a labeled chain in all the
complexes as shown in Fig. 4.6, defined by [105]

Rg2 =

1 N
Σi=0 < Ri2 >
N

(4.9)

We examined the structural response in polymer chain conformations with an
increase in the size of the complex. Previous work from our group showed that an
isolated chain shows rod-like conformation in a salt-free medium; when a pair of oppositely charged polymers are placed in contact with each other, they collapse into a
globule after releasing all the counterions [76]. We took a step further and determined
how the (hRg i) of a lableled chain responds to gradual increase in polymer concentrations with explicit counterion. Fig. 4.6 shows that the hRg i of a labeled chain varies
non-monotonically with the number of polyelectrolyte chains in the complex. As expected, the hRg i of a single chain is maximum and it shrinks when two chains (one
polycation and one polyanion) come together forming a complex. On increasing the
concentration of polymer in a complex, the value of hRg i increases and saturates for
higher polymer concentration. This high value of hRg i of a single polyelectrolyte chain
is due to the electrostatic repulsion among the charged beads at the backbone [106–
109]. When the system contains two polyelectrolyte chains of opposite charges, the
chains collapse due to electrostatic attraction between oppositely charged backbones
and all the counterions are released from the complex. This release of counterions
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(a)

(b)

(d)

(f)

(c)

(e)

(g)

(h)

Figure 4.4. Simulation snapshots of complexation formed by complexation of 2n
number of chains made up of equal numbers of polycations and polyanions with
α = 1.0 and at T ∗ = 1.0. Each chain has N = 60 beads. Blue beads are polycations
and red beads are polyanions. Counterions are not shown for clarity. (a) 2n = 2, (b)
2n = 8, (c) 2n = 12, (d) 2n = 24, (e) 2n = 48, (f) 2n = 72, (g) 2n = 96, and (h)
2n = 120.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 4.5. Simulation snapshots of complexation formed by complexation of 2n
number of chains made up of equal numbers of polycations and polyanions with
α = 1.0 and at T ∗ = 1.0. Each chain has N = 60 beads. Blue beads are polycations,
red beads are polyanions, pink beads are negative counterions and cyan beads are
positive counterions. (a) 2n = 2, (b) 2n = 8, (c) 2n = 12, (d) 2n = 24, (e) 2n = 96,
and (f) 2n = 120.
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Figure 4.6. hRg i of a labeled chain in the complexes. The first data point is for
single polyelectrolyte chain. Here, N = 60 for all the cases.
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Figure 4.7. Size exponent of a labelled chain in the complexes. Size exponent is
non-monotonic with the number of chains in the system.

on complexation of oppositely charged polyelectrolytes is well known from previous
studies [76, 103, 110]. On increasing the concentration of polyanion and polycation
chains in the system, the size of the complexes increases and so does the hRg i of a
labeled chain in the system. On further increasing the polymer concentration in the
system, the hRg i of a labeled chain in the complexes saturates. This particular case
of polyelectrolyte complexes seems to indicate that, although the interaction between
the beads are long range, the interaction is screened by the presence of other chains
of opposite charges in its environment resulting in smaller hRg i than that of a single
isolated chain.
To further understand this saturation effect, we investigated the size-scaling exponents (ν) of the labeled chain which are shown in Fig. 4.7. The ν for a single
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chain is found to be 0.88, representing a rod-like chain [111]. The ν of two chains of
opposite charges is very small as they collapse once they are close to each other and
all the counterions are released from the system. In this case, the size exponent is
0.3, representing a globule. We found that the ν of a polyelectrolyte chain changes
from globular-like conformation to Gaussian-like conformation with increase in the
number of polyelectrolytes forming the complex as shown in Fig. 4.7. ν of a chain
inside the complex shows globular-like conformation when the complex is made with
few chains. It is because the electrostatic attraction between the chains is very high
leading to the very compact structure forming globular-like conformation. The chain
conformation opens-up on increasing the size of the complex, as the attractive electrostatic interaction is screened by the presence of other chains of opposite charges.
Once the complex of reasonable size is formed, a chain inside the complex shows
Gaussian-like conformation. Similar behavior is observed from the form factor of a
chain inside the complex as a function of scattering wave vector as shown in Fig. 4.8.
Different colored lines show the numbers of chains in a complex. The form factor of
a single polymer chain is given by [89]:
Nb X
Nb
1 X
< exp(iq(rn − rm )) >
P (q) = 2
Nb n=1 m=1

(4.10)

where, q is the scattering wave vector, b is the Kuhn length, Nb is the number of Kuhn
monomers. At the limit of

1
Rg

< q < 1b , the form factor scales as, P (q) ∝ (qb)−1/ν ,

where, ν is the size-scaling exponent.
This result agrees with neutron scattering experiments by Spruijt et al. [89].
They used neutron, X-ray and light scattering experiments to study the structure
of deuterated polymers inside the complex coacervates made up of flexible polyelectrolytes, poly(acrylic acid) and poly(N,N-dimethylaminoethyl methacrylate). They
found that both polyelectrolytes of opposite charges show Gaussian chain conforma-
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Figure 4.8. Form factor of a chain inside a complex as a function of scattering wave
vector. Different colored lines are the number of chains making the complex.
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tion inside the complex.

In addition, we calculated how the radius of gyration of a complex (hRgA i) itself
scales with the number of monomers present in the complex as shown in Fig. 4.9. But
we are focusing in the region where, both Rg and ν are not saturated i.e. for the region
where 2n < 20 in Figs. 4.6 and 4.7. The slopes in the Fig. 4.9 show that size-scaling
exponent of the complex is globule-like when smaller complexes are formed. This is
because of the strong electrostatic attraction between opposite charges. On increasing
the number of monomers in the complex, the size-scaling exponent increases showing
that the chains expand because of presence of other chains of both the charges in
the surrounding. This shows both the hRg i and hRgA i scale in a similar manner with
number of monomers.

4.3.2.3

Mean square displacement of a center of mass of a chain inside a
complex

We tracked how a labeled chain inside a complex moves. For this the monomer
density of the system we chose is ρ = 0.046 which has 2n = 96, and N = 60. The
movement of the yellow chain as shown in Fig. 4.10 is observed throughout the
simulations.
Fig. 4.11 shows the mean square displacement (MSD) of a center of mass (CM) of
a chain versus simulation time. The red line is the MSD of a CM of a single isolated
polyelectrolyte chain and blue line represents the MSD of a CM of a labeled chain
inside a complex made by 2n = 96 and N = 60, where, ρ = 0.046. We found that
MSD of a CM of a tagged chain inside a complex follow non-diffusive law given by,

4

< [RCM (t) − RCM (0)]2 >∼ t 5
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(4.11)
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Figure 4.9. Form factor of a chain inside a complex of different chains. Different
colored lines are the number of chains that make the complex.
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Figure 4.10. Snapshot of a complex formed by 2n = 96 and N = 60. Blue beads are
cations and red are anions. A chain with yellow color is a labeled chain. Counterions
are not shown for clarity.

This result agrees with the results from the Monte-Carlo simulations by Srivastava
et al. [112]. This is because the chain is a part of a physical network formed by the
chains of opposite charges.

4.3.2.4

Effect of salt on hRg i of a chain

Fig. 4.12 shows the effect of salt on the hRg i of a labeled chain as a function of
the number of polyelectrolyte chains in the complex. The hRg i of a labeled chain in
the complex at low polymer concentration were found to increase with the addition
of salt on the system. It is because the screening of the electrostatic interaction due
to salt ions makes the chain swollen. When a complex is made by more number of
chains i.e. higher polymer concentration, addition of 1 M salt does not affect on the
hRg i of the labeled chain because the charges on the backbone of polyanions and
polycations are already screened due to presence of other chains of opposite charges.
This is again shown by the size-scaling exponent in Fig. 4.13.
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Figure 4.11. MSD of center of mass (CM) of a labeled chain inside a complex of
ρ = 0.046 at T ∗ = 1.0. Red line is MSD of CM of a single isolated chain.

A single polyelectrolyte chain changes from a rod-like conformation to a coil-like
conformation due to screening of backbone charge on addition of salt. At low polymer
concentration forming complex, the size-scaling exponent of labeled chain were found
to be increased as swollen of chain is observed due to screening of charges. On further
increasing the polymer concentration in the system, the exponent does not change
due to salt concentration (1 M) as the charges on the polymer backbone is already
screened because of the presence of polymers of opposite charges.
To understand this phenomenon, we monitored the effect of salt concentration on
the hRg i of labeled chain inside the complex for low and moderate polymer concentration as shown in Fig. 4.14. In the Fig. 2n = 8 corresponds to monomer density
of 0.004 which is shown by red triangle points and 2n = 48 corresponds to monomer
density of 0.023 represented by blue square points. At low polymer concentration, the
hRg i increases slightly with salt concentration and for moderate polymer concentra-
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Figure 4.12. Comparison of hRg i of a labeled chain in the complexes in salt free
and with 1M salt concentration. Here, N = 60 for all the cases.
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Figure 4.13. Comparison of size-scaling exponent of a labeled chain in complexes.
Red triangle points represent salt-free case and blue square points are at 1M salt
concentration.

62

〈 Rg 〉 (LJ units)

8
n=8
n=48
6

4

2

0

1

2

3

cs (M)
Figure 4.14. hRg i of a labeled chain in two different polymer concentration per
salt concentration. Red triangle points represent hRg i of labeled chain when 2n is 8
(ρ = 0.004) and blue square points are that of when 2n is 48 (ρ = 0.023).
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tion, the hRg i doesnot change at all. At moderate and higher polymer concentration,
we did not observe any structural changes at higher α = 1 (not shown) in response
to salt; aggregate (all chains assembled into one tightly packed large structure) did
not respond at all to salt concentration as high as 6 M, indicating formation of glassy
structure at very high α. Fares et al. have performed neutron scattering experiment
to observe the effect of salt on the size of a deuterated poly( styrenesulfonate) inside
the polyelectrolyte complex [113]. They found that, the Rg of the deuterated chain
remain constant upto 1.4 M KBr and then decreases on increasing the salt concentration. Our result shows that the hRg i remains constant even for salt concentration
higher than 1.4 M. This might be because we have not considered the effect of excess
salt on the dielectric constant of water in our model [114].

Another reason for not observing the effect of salt concentration in our simulations
might be the high charge density of polyelectrolyte chains. The complexation is too
strong that the salt concentration we have used might not be sufficient to screen the
electrostatic interaction between chains.

Therefore, how the polyelectrolytes of lower charge density organize inside a complex is another problem we explored. We expect that compared with the structure
of highly charged polyelectrolyte complexes, they might show qualitatively different
behaviors.

4.3.3

Role of charge density, temperature, and salt concentration on the
structure of complex

Refering to the overlap concentration obtained from hRg i of single isolated chain
for different α listed in Table 4.5, monomer density (ρ) in our simulations are ρ = 0.04
and ρ = 0.1, for different values of α, which are above the overlap concentration. We

64

investigated the effect of different parameters: charge density of polymers (α), temperature (T ∗ ), and salt conentration (cs ) on the structure and dynamics of polyelectrolyte
complexes (PECs).

4.3.3.1

Snapshots

Figs. 4.15 and 4.16 are the representative snapshots of systems in equilibrium.
We observed qualitatively similar behavior for different temperatures and monomer
densities. After scanning through all the simulations, we found that qualitatively
there are three distinct classes of aggregates as shown in Figs. 4.15 and 4.16. It is
observed that at low α, only few chains complex together showing larger number of
smaller sized complexes which is more like homogeneous distribution. With increasing
α, number of chains forming complex together also increases. At intermediate α,
smaller and larger complexes coexist. At high α, we observed the formation of one
big complex.

4.3.3.2

Cluster size distribution

We calculated the cluster size distribution of a complex formed for different α, T ∗ ,
and ρ. The criteria we chose to find the cluster are as follows: We first calculated the
distance between every charged bead of a polyanion and a polycation. If at least one
of the distance between pairs is less than the threshold value (here, the threshold is
1.12σ), then these two chains are considered to be directly connected. We calculated
the distance between all the possible pairs of chains to find which of the chains are
directly connected. A chain is a member of a cluster if chains are either directly or
indirectly connected. Lets take a example to describe what we mean by indirectly
connected. If chain A is connected with chain B, and chain B is connected with chain
C, then, chain A and chain C are indirectly connected. From the list of all directly
connected chain pairs, we found the members of clusters. For example, in a system
of chains A B, C, and D, let [A, B], [A, D], and [B, C], be directly connected pairs.
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(a)

(b)

(c)

Figure 4.15. Snapshots of complex structures formed by the complexation of flexible
polycations and flexible polyanions of same chain length in the absence of added salt.
Snapshots are at ρ = 0.04, T ∗ = 1.0 and (a) α = 0.3, (b) α = 0.45, and (c) α = 0.6.
Red beads are negative monomers, blue beads are positive monomers, white beads
are neutral monomers. Counterions are not shown for clarity.
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(a)

(b)

(c)

Figure 4.16. Snapshots of complex structures formed for a system at ρ = 0.04,
T ∗ = 1.0 and (a) α = 0.3, (b) α = 0.45, and (c) α = 0.6. Red beads are negative
monomers, blue beads are positive monomers, white beads are neutral monomers,
green beads are positive counterions, and magenta beads are negative counterions.
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Figure 4.17. Time evolution of mass fraction of cluster size (s) for ρ = 0.04, α = 0.6,
and T ∗ = 1.0 before equilibrium.

Then chains [A, B, C, D] make a cluster.

We also defined the mass fraction of cluster size as W = sf /2n. Here, s is the
number of chains that make a cluster, f is the frequency of a cluster of size s, and n
is the total number of polycations or polyanions (2n is the total number of chains in
the system).

Fig. 4.17 shows the evolution of mass fraction of cluster size s for ρ = 0.04,
α = 0.6, and at T ∗ = 1.0 before equilibrium, which is a representative figure of all
simulations. The figure shows the time evolution of bigger clusters at high α with
increasing time. Fig. 4.18 shows the time evolution of mass fraction of cluster size for
intermediate α, and high α. The Fig. shows that, at intermediate α, both the bigger
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and smaller aggregates are present, while at high α, only the bigger clusters are visible.

Once the system reached equilibrium, the cluster size distribution did not get one
particular distribution. There was a fluctuation in the size of the cluster formed, as
shown in Fig. 4.18. The fluctuations in the size of the aggregates are more clearly
seen in Fig. 4.19. The fluctuations in the size of the clusters formed are minor at low
and high α, while they are more significant at intermediate α.

It was observed that the cluster size distribution was not static even after the
equilibrium. After the system reached equilibrium, we compared the cluster size distribution between 0τ - 103 τ and 103 τ - 2×103 τ , they were very similar, indicating a
dynamic equilibrium system. When we compared 100 observation time frames in a
simulation time of 103 τ , we found that the statistics were sufficient for determining
the equilibrium cluster size and we chose 200 observation time frames in a simulation
time of 2×103 τ for cluster size distribution analysis.

In figs. 4.20 to 4.23, the y-axes are mass fractions (W) of the cluster size s, and
x-axes are size of the clusters formed for different ρ, α and T ∗ . We calculated the
cluster size distribution by averaging over 200 time-frames after the system reached
equilibrium. The Figs. show a clear transition of formation of larger clusters from
smaller clusters in going from small α to large α as well as from high temperature to
low temperature. As observed in Figs., at higher α, almost all chains of the system
formed a single complex. At smaller α, α =0.3, α =0.35, and α =0.4, the cluster size
distribution varies narrow to wider distribution, where narrow distribution is observed
for smaller α. At intermediate α, α =0.45 and α = 0.5, the aggregate size distribution
is extensive, indicating the formation of both smaller and larger aggregates together.
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Figure 4.18. Time evolution of mass fraction of cluster size (s) for ρ = 0.04, and
T ∗ = 1.0 (a) α = 0.45 (b) α = 0.6. Both of these are after equilibrium
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Figure 4.19. Distribution of size of the clusters formed for ρ = 0.04 and at T ∗ = 1.0.
Different colored data-points are for for different α. The cluster size distribution is
tracked for 100 time-frames after the system reached equilibrium.
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Figure 4.20. Distribution of the mass fraction of the clusters for ρ = 0.04, at
T ∗ = 0.95 and different α. The x-axes are size of the clusters formed and y-axes are
their mass fraction.
72

(a)

(b)
0.2

0.4
α=0.3

α=0.35

W

W

0.3
0.2

0.1

0.1
0

0

10

20

0

30

0

20

40

S
(c)

80

100

(d)

α=0.4

α=0.45

W

0.1

W

0.1

60

S

0.05

0

0

50

100

0

150

0

50

S

100

150

100

150

S

(e)

(f)

0.1
α=0.5

α=0.6

W

W

0.6

0.05

0.4
0.2

0

0

50

100

0

150

0

50

S

S
(g)
α=0.7

W

0.9
0.6
0.3
0

0

50

100

150

S
Figure 4.21. Distribution of the mass fraction of the clusters for ρ = 0.04, at
T ∗ = 1.0 and different α. The x-axes are size of the clusters formed and y-axes are
their mass fraction.
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Figure 4.22. Distribution of the mass fraction of the clusters for ρ = 0.04, at
T ∗ = 1.2 and different α. The x-axes are size of the clusters formed and y-axes are
their mass fraction.
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Figure 4.23. Distribution of the mass fraction of the clusters for ρ = 0.1, at T ∗ = 1.0
and different α. The x-axes are size of the clusters formed and y-axes are their mass
fraction.
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Figure 4.24. Weighted mean and variance of the size of the cluster formed (normalized by the total number chains) as a function of α fitted by the Sigmoid function
shown by smooth lines.

4.3.3.3

Weighted mean

One way of summarizing the above observation from figs. 4.20 to 4.23 is with the
weighted mean. The reason for choosing the weighted mean over non-weighted mean
is for giving more weight to the large clusters formed because, larger clusters occupy
more volume than the small clusters.
P
Weighted mean (S¯w ) = N
i=1 Si wi ,
where, wi =

Psi fi ,
Si fi

S is the size of the cluster and f is the frequency of the cluster of

size S.
P wi (Si −S¯w )2
Variance (σw2 ) = N
,
i=1
V
P
where, V = N
i=1 wi = 1 (in our case).
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In Fig. 4.24, y-axis is normalized s¯w and x-axis is α fitted by the function
f (x) =

1
,
1+exp(−w∗(x−αc ))

where, αc is the critical charge density which is the inflection

point of the fitted sigmoid function, and w is a measure of sensitivity of Sw to ∆α.
Different colored plots are for different temperatures and ρ. The Fig. shows that
the formation of no or smaller complexes at small α and big complexes at high α,
and there is a clear transition from the smaller to higher complexes at intermediate
α. The larger standard deviation at intermediate α represents the distribution of
different sized clusters. The presence of single chains floating around bigger clusters
also contributes towards the larger standard deviation, especially at the intermediate
α. Since the weighted mean does not give the complete picture of the cluster size
distribution and there is more weight to the bigger clusters formed, similar to the
analysis of the biggest clusters formed. Hence, to make a quantitative comparison of
equilibrium aggregation behavior, we calculated the biggest cluster size normalized
by the total number of chains in the system (sb /2n) followed by Sigmoid fitting to
determine the critical charge density.

4.3.3.4

Biggest cluster size

From the distribution of different ρ, T ∗ , and α, we calculated the mean and
standard deviation of the biggest cluster (sb ) formed as a function of α. The system
showed Sigmoidal aggregation behavior as a function of α for the three temperatures
and two polymer concentrations. In Fig. 4.25(a), the y-axis is the normalized sb and
the x-axis is α. We fit the results with a Sigmoid function given by,

f (x) =

1
1 + exp(−w(x − αc ))

(4.12)

where αc is the critical charge density, which is the inflection point of the fitted Sigmoid function, and w is a measure of the sensitivity of Sb to ∆α. Different colored
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Figure 4.25. (a) Mean and standard deviation of biggest cluster formed (normalized
by the total number chains) as a function of α fitted by a Sigmoid function for the
system with ρ = 0.04 for different T ∗ . The values of critical charge density (αc ) as
a function of temperature (T ∗ ) is shown in the inset. αc is the point of inflection
of the Sigmoid curve. (b) Mean and standard deviation of biggest cluster formed
(normalized by total number of chains) as a function of α fitted by a Sigmoid function
for systems at T ∗ = 1.0 for ρ = 0.04 and ρ = 0.1.
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plots are for the system with different T ∗ for ρ = 0.04. When converted to real units,
the dimensionless temperature ranges from 285 K, 300 K, and 360 K, corresponding
to T ∗ = 0.95, 1.0, and 1.2, respectively. In this temperature range, the Sigmoid curve
shifted as a function of temperature, with αc increasing with temperature. αc represents a crossover from un-clustered structure to clustered structure. The inset in
the Fig. shows the values of αc as a function of temperature. The numerical values
of αc are listed in Table 4.7. We observed that the αc increases with an increase in
temperature. With the increase in temperature, the thermal fluctuation increases,
acting against the formation of clusters resulting in higher αc . Moreover, we found
that αc is independent of ρ as considered in our simulations, which are both above
the overlap concentration, as shown in Fig. 4.25(b).

System
αc
ρ = 0.04, T = 0.95 0.389
ρ = 0.04, T = 1.0 0.4210
ρ = 0.04, T = 1.2 0.465
ρ = 0.1, T = 1.0 0.4251
Table 4.7. Values of αc from Fig. 4.25.

To understand the effect of high salt concentration on the structure of complexes
formed, we added monovalent salt in the system of ρ = 0.04 for α = 0.5, and α = 0.6
at T ∗ = 1.0. These are the systems where almost all chains form a cluster with only
a few chains floating around a big cluster when no salt is present. Figs. 4.26 and 4.27
represent the scatter plot of cluster size distribution with time after the system is in
equilibrium. Figs. show that the bigger clusters are dissociated with the increase in
salt concentration.
As shown in Figs. 4.26, 4.27 and 4.28, increase in cs leads to decrease in the
average size of the complexes. For smaller α=0.5, the aggregate size decreased with
increase in salt concentration and it fully breaks down at 2M salt. For higher α=0.6,
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Figure 4.26. Scatter plot of cluster size distribution with time after the system is
in equilibrium for ρ = 0.04, and α = 0.5 at T ∗ = 1.0 with diferent cs .
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Figure 4.27. Scatter plot of cluster size distribution with time after the system is
in equilibrium for ρ = 0.04, and α = 0.6 at T ∗ = 1.0 with diferent cs .
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Figure 4.28. Mean and standard deviation of biggest cluster formed (normalized by
total number of chains) as a function of salt concentration for ρ = 0.04, α = 0.5 and
α = 0.6 at T ∗ = 1.0 with explicit salt concentration.

the aggregate size reduced with increase in salt concentration but it did not fully
break down even at a high salt concentration of 3M. In summary, the polymers with
smaller α are more responsive to salt, due to smaller number of electrostatic contact
points between oppositely charged polyelectrolytes, the rest of them being excluded
volume interactions.
We made qualitative comparisons of our results with the literature related to
charge density and salt effects on polyelectrolyte complexes. Using optical turbidity
measurement on model acrylamide copolymers with varying charge density and nonionic comonomer hydrophobicity, Huang et al. [115] showed that with an increase
in charge density of the polymers, the transition salt concentration (from 2 phases
to single-phase), as well as the concentration of polymers in coacervates, increased.
The transition salt concentration increased almost linearly from 0.4-0.6 M with an
increase in mole fraction of charged monomers from 0.65 to 1, respectively, independent of the nature of the non-ionic component (whether hydrophilic or hydrophobic).
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Another system, Hyaluronic acid - chitosan compl [116] showed qualitatively similar
behavior; the strong electrostatic association was observed at very low pH, which
can prevent if a large amount of salt (1.5 M NaCl or more) is introduced. Qualitatively similar behavior was observed for Gum arabic -whey protein [94, 117]. A
system containing a strong ionic group such as poly(sodium styrene sulfonate) (PSS)
and poly(methacryloxyethyltrimethylammonium) chloride (polyMETAC) showed a
more drastic behavior. They precipitate out of solution when exact stoichiometry is
achieved [85]. Using molecular dynamics simulations, Shakya et al. [118] showed disassembly of the polyelectrolyte complexes for a dilute polymer solution corresponding
to weak electrostatic interaction (Γ = 0.7, Bjerrum length over σ). Complete disassembly was observed at a low salt concentration of 150 mM. The common outcome
of these studies and our simulation study is that increasing the charge density of
the monomers can enhance the aggregation, and it can be reduced by decreasing the
charge density of monomers or increasing salt concentration in the system. This kind
of behavior has been observed for a large number of polycation-polyanion pairs with
different types of salt ions [75]. A more quantitative treatment is discussed later in
this Section.

4.3.3.5

hRg i of a labeled chain

Similar to the investigation of labeled chain inside of complex of different sizes as
explained in Section 4.3.2.2, we investigated the influence of α, ρ, T ∗ , and cs on hRg i
of individual polymer chains in semi-dilute polymer solutions. For this, we calculated
the average radius of a gyration (hRg i) of a labeled chain for each size (s) of clusters
formed,. In Fig. 4.29, the y-axis is the hRg i of a labeled chain, and the x-axis is the
size of the cluster in which a labeled chain belongs to. Different colored data are for
different ρ and α. The Fig. shows that the hRg i is independent of cluster size, α, ρ,
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T ∗ , and cs at semi-dilute regime. The hRg i is averaged from 200 time-frames after
the system is in equilibrium.
In addition, we also calculated the form factor of a labeled chain in semi-dilute
polymer solutions as a function of α as shown in Fig. 4.30. The slope of P (q) versus
q (scattering wave vector in units of inverse length LJ units) was -2, suggesting a
Gaussian conformation. The size-scaling exponent (ν) for the system at ρ = 0.04 at
different α is listed in Table 4.8. The values of ν ∼ 0.5 is independent of the charge
density. The result indicates that the chains show Gaussian-like conformation for all
the charge density of the system. This might be due to the screening of coulomb
interactions at high concentration of oppositely charged monomers for higher values
of α. The same slope of -2 was observed for all T ∗ , cs , and ρ.
α
0.7
0.6
0.5
0.4
0.3

ν
0.498
0.496
0.501
0.499
0.502

Table 4.8. Size-scaling exponent of a chain in the system of different charge density.

In experimental literature, the conformation of labeled chains in the polyelectrolyte complexes has been determined using small angle neutron scattering (SANS)
of samples containing a small fraction of deuterated chains of either polycation or
polyanion [89, 119, 113]. The constituent polyelectrolytes either take Gaussian chain
conformation [89, 119] or self-avoiding random walk conformation [113]. Using poly(acrylic
acid) and poly(N,N-dimethylaminoethylmethacrylate) Spruijt et al. [89] showed that
the overall structure is similar to semidilute polymer solutions, with polycations and
polyanions strongly overlapping to form a network with a mesh size that is much
smaller than the radius of gyration of the polymers. The mesh size and the radius of gyration of labeled chains increased with increasing salt concentration. For
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at T ∗ = 1.0, and cs = 0 M. Different colored curves are for the system of different
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an aqueous solution of poly(styrene sulfonate) and poly(diallyldimethylammonium),
Markarian et al. [119] showed that the labeled chains follow Gaussian conformation
and the radius of gyration of the labeled chains were insensitive to addition of salt
up to 1.5 M NaCl. For the same system with a different salt (KBr instead of NaCl),
they behaved differently where labeled chains followed statistical random walk model
and its radius of gyration was sensitive to salt above certain concentration [113].
According to them, the system retained its solid complex form upto about 1.2 M
KBr, beyond which it took liquid like form as evident from the decrease in radius of
gyration of labeled chains with further increase in salt concentration. We simulated
symmetric oppositely charged polyelectrolytes in semidilute polymer solutions and
for strong electrostatic interactions (Γ=2.8) the labeled chains take Gaussian conformation, qualitatively agreeing with the equilibrium behavior reported for solid like
complexes [89, 119]. Similar to the observations of Markarian et al. [119] we also find
that the hRg i was insensitive to salt, although the aggregate structures respond to
salt addition by opening up more as in Fig. 4.28.
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Figure 4.31. Radial distribution function between monomers of polyanions and
polycations for (a)ρ = 0.04, at T ∗ = 1.0 and (b) ρ = 0.1 at T ∗ = 1.0 (here, dr = 0.1).
Different colored plots represent systems for different α and no salt.

4.3.3.6

Monomer arrangement in polyelectrolyte complexes

Finally, we focused on the smallest length scale of the system: monomer level. We
compute the radial distribution function (g(r)) as given by [120],
p(r)
dr→0 4π(Npairs /V )r 2 dr

(4.13)

g(r) = lim

where, r is the distance between pair particles, p(r) is the average number of atom
pairs found at distance between r and r +dr, Npairs is number of unique pairs between
two types of atom selections.

We compute the g(r) from 200 time frames after the system is in equilibrium. In
our case,
p(r) =

1
Nf rame

Nf rame

X
i=1

X

X

δ(r − rjk )

(4.14)

j=selection1 k=selection2

where, Nf rame is the total number of frames, rjk is the distance between atom j and
atom k at frame i.
Fig. 4.31 shows the radial distribution functions (RDFs) between monomers
of polyanions and polycations (gM+ M− ) for the system with different ρ, α and at
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Figure 4.32. Radial distribution function between charged monomers of polyanions
and polycations for ρ = 0.04 at T ∗ = 1.0 (here, dr = 0.1). Different colored plots
represent systems for different α and no salt.

T ∗ = 1.0. In general, gM+ M− shows a well defined correlation peak at 2σ, (which
measures the typical nearest neighbor monomer-monomer separation in the system).
Another peak at 1.12σ emerges and is more prominent with increase in α of the system corresponding to the association of oppositely charged monomers of polyanions
and polycations.
To look into this more closely, we calculate the gM+ M− between charged beads of
monomers of polyanions and polycations as shown in Fig. 4.32. The Fig. shows peaks
at 1.12σ corresponding to the association of oppositely charged monomer beads.
We determined the effect of T ∗ , ρ, and cs on the RDF of oppositely charged
monomers (gM +M − ) and charged polycation monomer and its counterion (gM +I− ).
The RDF for the charged polyanion monomer and it’s counterion was the same as
gM +I− and gM +M − . Moreover, RDF was insensitive to ρ as shown in Fig. 4.33.
Effect of T ∗ on gM +M − in Fig. 4.34(a) shows a large peak at r = 1.12 LJ units and
a smaller peak at r = 2 LJ units; presence of the long-range correlation peak (second
peak) indicates long-range ordering in the assembled structure. The gM +M − decays
to unity over a length scale of 25 LJ units. The large peak value decreased from
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Figure 4.33. Comparison of gM +M − and gM +I− for α = 0.6 at T ∗ = 1.0 for different
monomer density ρ and no salt.

12 to 9 with increase in T ∗ from 0.95 to 1.2, indicating that the charged monomer
which was closely surrounded by 12 oppositely charged monomers (relative to bulk) at
T ∗ =0.95 is closely surrounded by 9 oppositely charged monomers at T ∗ =1.2. This is
expected, as we increase the temperature, we are effectively reducing the electrostatic
interaction strength (reduced Bjerrum length) leading to less electrostatic associations. Next, we determined the effect of salt on gM +M − as shown in Fig. 4.34(b).
Increasing salt resulted in a qualitatively similar trend as increasing temperature, but
the quantitative effect is more pronounced with reasonable amount of salt addition
(3M monovalent salt) compared to the reasonable limits of temperature change for
an aqueous medium (ranges between 283 K to 358 K in real units in our simulation).
The peak height decreased from 11 to 6 with increase in salt concentration from 0M
to 3M monovalent salt, and gM +M − decayed to unity at a smaller r for higher salt
concentration. gM +M − reached unity at about half the r for 3M salt as compared
to 0M salt. This shows that the monomer distribution becomes more uniform with
increase in salt concentration, which is consistent with the aggregate size distribution
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in response to salt concentration in Fig. 4.28.

Next, we followed gM +I− as a function of radial distance r for different T ∗ as
shown in Fig. 4.34(c). It showed two peaks, one at 1 LJ units and another at about
1.7 LJ units (Note: The σ for monomers is 1.0 LJ units but it is 0.6 LJ units for
the ions). gM +I− decayed to unity at r =2, which is an order of magnitude smaller
compared to r at which gM +M − reached unity. This shows that the ions are more
uniformly distributed as compared to the monomers, although a small but noticeable
trend in gM +I− was observed as a function of T ∗ . Increasing T ∗ resulted in a slight
increase of the peak heights, which is opposite to the qualitative trend observed for
gM +M − dependence on T ∗ . With an increase in T ∗ the association between oppositely
charged monomers weakened, leading to slightly more access of counterions to these
monomers. Qualitatively similar features were observed for the effect of cs on gM +I−
as shown in Fig. 4.34(d). As salt concentration is increased from 0M to 1M, the
peak height decreased from 7.5 to 5 and remained at 5 with further increase in cs .
As the bulk salt concentration is increased, the number of counterions surrounding
a charged polycation monomer increased too, such that the ratio of the number of
the counterions surrounding the monomer is five times that of the bulk. As more
counterions surround a charged monomer, its electrostatic association with oppositely
charged monomer is reduced as evident from Fig. 4.34(b).
We compared our RDF with that reported for flexible-flexible oppositely charged
polyelectrolyte complexes by Shakya et al. [118]. Although they studied dilute polymer solution for a very asymmetric system (N+ = 240 and N− = 22) but qualitative
features at monomer level can be compared. There are some similarities between our
gM +M − and theirs and some dissimilarities too. Their peak height was about three
times higher than our peak value. The large difference between the peak height can
be explained in terms of number of charged monomers in the system. Corresponding
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Figure 4.34. Effect of T ∗ and cs on the pairwise radial distribution function of
charged monomers (gM +M − ), and charged monomer and it’s counterion (gM +I− ) for
ρ = 0.04, α = 0.6. (a) gM +M − for cs = 0 M, and different T ∗ , (b) gM +M − for T ∗ = 1.0
and different cs .
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to Fig. 4.34, only 0.6 fraction of the monomers are charged but in their system all the
monomers are charged (we are showing correlation between charged monomers only).
They observed two peaks only for salt free case, with addition of salt as little as 25
mM the long-range correlation peak vanished. We observed two peaks for salt concentrations as high as 3M, because their electrostatic interaction strength parameter,
which is measured as the ratio of Bjerrum length over σ is 0.7 is 4 times weaker than
ours. Their gM +M − decayed to unity at a much larger length scale (an order of magnitude larger than their monomer size) similar to our observation for salt-free case.
With an increase in salt from 0 to 150 mM, the peak of the gM +M − peak decreased
by a quarter and gM +M − decayed to unity over a length scale of 10 nm, in contrast to
40 nm for the salt free case where we observed qualitatively similar behavior. Lastly,
they also monitored gM +I− as a function of r, which showed two peaks at 1 nm and
2 nm; decayed to unity over a very small length scale (an order of magnitude smaller
than that observed for salt-free gM +M − ) similar to our observation. Quantitatively
there were differences in the peak heights, their peak height was five times smaller
than ours in salt-free case, due to weaker electrostatic associations. In summary, we
observed many qualitatively similar features in RDF as reported by Shakya et al.
[118], but stronger electrostatic interaction strength in our system introduces more
ordering in the structure and offers more immunity against salt.

4.4

Conclusion

In this project, we have studied structures and dynamics of complexes of flexible and symmetric polyelectrolytes of opposite charges by employing coarse-grained
Langevin dynamics simulations. We have studied the role of polyelectrolyte concentration, charge density, temperature, and salt concentration on the structure and
dynamics of complexes.
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For systems of high charge density, The results show that the hRg i of a labeled
chain inside a complex and the size-scaling exponent (ν) of a single polyelectrolyte
chain inside a complex varies non-monotonically with the polymer concentration in
the complex. hRg i and ν of a single isolated chain is maximum, and they shrink when
two chains of opposite charge come together, forming a complex. On increasing the
polymer concentration, hRg i saturates for higher polymer concentration. The value
of ν reaches a plateau of 0.5, showing that the labeled chain in the complex shows
Gaussian-like chain conformation once the charged polymers form an aggregate of a
reasonable size.

Moreover, in semi-dilute solutions of polyelectrolyte complexes, we observed that
the formation of aggregates of polyelectrolytes of opposite charges is enhanced with
an increase in charge density and decrease in temperature. In addition, the formation
of complexes of such polymers is decreased with an increase in temperature and salt
concentration. Although drastic changes in the large length scale aggregate structure
were observed, the constituent polymers were insensitive to these parameters. The
calculation of hRg i and form factors indicate that the chains behave Gaussian-like
conformation irrespective of charge density of polymers, temperature, salt concentration, and monomer density. The structural changes in the aggregate were reflected
in the lowest length scale (monomers), as determined from their radial distribution
function(RDF). The strong association between oppositely charged monomers can be
reduced by increasing temperature or adding salt, but there was no effect of polymer
concentration on the RDF.

Finally, we determined the dynamics of polymer chains by monitoring the mean
square displacement (M SD) of the center of mass of a labeled chain versus time
(t). An isolated polyelectrolyte chain shows diffusive behavior (M SD ∼ t), but the
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labeled chains in the complexes are slowed down significantly, and the chain follows
non-diffusive dynamical law as the chain becomes a part of the physical network due
to the presence of other chains in the complex.

For further investigation in this topics, one possible direction would be to explore
the role of branched structures and asymmetries, such as in polycation-polyanion
chain length and charge density, in the equilibrium and dynamic behaviors of polyelectrolyte complexes. In addition, it would be interesting to explore possible transition
from a solution of oppositely charged polymers to a percolated structure.
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CHAPTER 5
CONCLUSIONS

In this thesis, we studied the equilibrium and dynamic behaviors of charged polymers in biological and synthetic environments by employing computational modeling to simulate complex environments consisting of charged polymers, solvents, and
charged ions. Below, we summarize our main findings and discuss the possible directions for future research.
In Chapter 2, we calculated and compared the electrostatic potential across a
α-hemolysin protein nanopore by using atomistic and coarse-grained methods. We
showed that the coarse-grained approach gives a good approximation of the atomistic
method for the problems under consideration. Since all-atom molecular dynamics
simulations are computationally expensive and time-consuming for the available time
and facility. Therefore, we chose a coarse-grained approach in other projects.

In Chapter 3, we studied the unfolding kinetics of five different architectures of
simple RNA hairpins of equal numbers of nucleotides and base pairs using a simple
coarse-grained model of homo-nucleotide RNA hairpins. We observed that the threshold voltage of unfolding depends on the length of the hairpin attached to the tail. The
threshold voltage is higher for the models with longer hairpins attached to the tail.
The qualitative behavior of fraction of unfolding as a function of the applied voltage is consistent with the single-molecule experiment on mechanical pulling of RNA
hairpin using optical tweezers [42]. We showed a distinct signature of base unfolding
time for the bases before and after the unpaired bases in the RNA hairpin models

95

considered in the project. The above-discussed structure dependence of translocation kinetics behavior of different RNA hairpins considered in this study, although
obtained from simple models, demonstrates the potential use of translocation to predict the secondary structures of polynucleotides. In the future, more complex models
of secondary and tertiary structures of polynucleotides and different geometries of
pores can be used to understand the role of RNA architectures on the dynamics of
translocation through nanopores and to predict the secondary and tertiary structures
of polynucleotides.

In Chapter 4 we studied the role of polymer concentration, charge density, temperature, and salt concentration on the structure and dynamics of complexes of flexible and symmetric polyelectrolytes of opposite charges by employing coarse-grained
Langevin dynamics simulations. The underlying physics of charged macromolecules
are determined by the interplay of entropy and enthalpy from long-ranged electrostatic interactions between charged polymers, counterions, salt ions, short-ranged
Van der Waals interactions. In semi-dilute solutions of polyelectrolyte complexes, we
observed that the formation of aggregates of polyelectrolytes of opposite charges is
enhanced with an increase in charge density of polymers and decreased temperature.
The aggregates are de-complexed with the increase in salt concentration. We also
studied the structure and dynamics of a labeled chain inside a complex of highly
charged polyelectrolytes at different concentrations. The results show that the radius
of gyration of a labeled chain (hRg i) and size-scaling exponent (ν) of a single isolated
chain are maximum, and they shrink when two chains of opposite charge come together, forming a complex. On increasing the polymer concentration, hRg i saturates
for higher polymer concentration. The value of ν reaches a plateau of 0.5, showing that the labeled chain on the complex shows Gaussian-like chain conformation
once a complex of reasonable size is formed. We also observed that in a semi-dilute
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regime of polyelectrolyte complexes hRg i and ν of a labeled chain is independent of
the size of the complex formed, the charge density of the polymer, temperature, and
salt concentration, where chains show Gaussian-like conformations. We also observed
that an isolated polyelectrolyte chain shows diffusive behavior but the labeled chain
in the complexes follows non-diffusive dynamical law as the chain becomes a part of
physical network due to presence of other chains in the complex. At much larger
time-scales, we expect diffusive behavior. Most of the observations in this study are
in agreement with the experiments and contribute to a better understanding of the
experimentally observed phenomena. For further investigation in this topics, one possible direction would be to explore the role of branched structures and asymmetries,
such as in polycation-polyanion chain length and charge density, in the equilibrium
and dynamic behaviors of polyelectrolyte complexes. In addition, it would be interesting to explore possible transition from a solution of oppositely charged polymers
to a percolated structure.
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APPENDIX

A.1

Basics of Langevin dynamics

Langevin equation used in LAMMPS is given by

F = Fc + Ff + Fr

(A.1)

where, Fc is conservative force, Ff is frictional drag force, and Fr is random force.
In LAMMPS, for a ith particle,

Fc = −∇Ui

(A.2)

mi
vi
γd

(A.3)

kB T mi
ξ(t)
dt γd

(A.4)

Ff = −
s
Fr =

where, Ui is the total interaction potential acting on the it h bead, mi is the mass, γd
is a damp parameter in LAMMPS language, vi is the velocity of ith particle, ξ(t) is
unitless random distribution.

For our system,
U = ULJ + Ub + Uc

(A.5)

where, ULJ is Lennard Jones potential, Ub is bond potential and Uc is long-range
electrostatic interaction.
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To model excluded volume interactions, a truncated Lennard Jones (LJ) potential,

ULJ

" 

 6 #
 
12
σ
σ
σ 12  σ 6
− 4
−
= 4
−
r
r
rc
rc
=0

f or

f or

r ≤ rc
(A.6)

r > rc

is used where  is the interaction strength and the potential is truncated at r =
rc = 1.12σ . The value of σ is taken to be 1.0l0 , 0.8l0 , and 0.6l0 for beads representing polymer-polymer, polymer-ion and ion-ion pairs respectively, where l0 is the
equilibrium bond length.
The bond potential between connected beads (i and i+1) is represented by a
harmonic potential,

Ub = Kb (l − l0 )2

(A.7)

where Kb is the spring constant, l is the bond length and l0 is the equilibrium bond
length.

The long-range electrostatic interaction between ith bead carrying a charge of qi
and j th bead carrying a charge qj separated by distance r is modeled by using the
Coulomb potential as
Uc =

q i qj
4πε0 εr r

(A.8)

where ε0 is permittivity of free space and εr is the relative dielectric constant of the
medium.

Additionally, we define the electrostatic strength parameter between beads as,

Γ=

lB
,
l0

where lB is the Bjerrum length defined by,
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(A.9)

lB =

e2
,
4πε0 εr kB T

(A.10)

where kB T is the Boltzmann constant times the absolute temperature T .

Let’s write A.1 in its full form as,
d2 ri
mi dri
mi 2 = −∇Ui −
+
dt
γd dt

s

kB T mi
ξ(t)
dt γd

(A.11)

What are the characteristic distance, time, etc of the system?

distance = σ
mass = m
Dimensions:

1
velocity
γd

= acceleration

γd is something which has to be measured experimentally. Here, In LAMMPS, this
is one of the parameter and has dimension of time.

Now, lets make equation A.11 dimensionless

Let, m
e = m/ms , re = r/σ, e
t = t/τ , qe = qi /qs , e
l = l/σ, where, ms , σ, τ , and
qs are scaled mass, scaled distance, characteristic time, and characteristic charge
respectively. We also define γed = γd /τ , as the unitless damp parameter, Te = kB T /,
q
2
is the reduced temperature and τ = msσ . Therefore, we get,
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m
fi

τ2  e e
τ2
qs2
1 e e
d2 rei
τ2  e e
)∇(Ui )LJ − (
)∇(Ui )b − (
)∇(Ui )c
= −(
ms σ σ
ms σ σ
ms σ 4πε0 εr σ σ
de
t2
s
2 √
ms 
ei
m
e i de
ri
τ
Te m
−
+(
)
ξ(t)
γed de
ms σ τ
t
de
t γed

(A.12)

Therefore, the following terms in equation A.12 are dimensionless,
•

τ2 
ms σ σ

•

τ2 
ms σ σ

•

qs2
τ2
ms σ 2 4πε0 εr σ

•

τ2
ms σ

√

where, τ =

p
ms σ 2 /

→ where, qs =

√
4πε0 σ

ms 
τ

Therefore equation A.12 becomes,

e i de
ri
d2 rei
e U
ei )c − m
e U
ei )LJ − ∇(
e U
ei )b − ( 1 )∇(
m
fi
= −∇(
+
εr
γed de
de
t2
t

s

Te m
ei
ξ(t)
de
t γed

(A.13)

So, for our system in LAMMPS, we need to assign, ms , σ, , γed = γd /τ , Te =
kB T /, and qe =

qi
.
qs
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