ABSTRACT We describe a new method to cut a precise, high-quality femoral cavity in Revision Total Hip Replacement surgery (RTHR) using a surgical robot and an intra-operative C-arm fluoroscope. With respect to previous approaches, our method contains several new features. (1) We describe a novel checkerboard plate designed to correct the geometric distortion within fluoroscopic images. Unlike previous distortion correction devices, the plate does not completely obscure any part of the image, and the distortion correction algorithm works well even when there are some overlaid objects in the field of view. (2) Also included are a novel corkscrew fiducial object designed to be integrated with the robot end-effector, and a 6D pose estimation algorithm based on the twodimensional (2D) projection of the corkscrew, used in robot-imager registration and imager coregistration. (3) In addition, we develop a cavity location algorithm, which utilizes image subtraction and 2D anatomy contour registration techniques. (4) Finally, we propose a progressive cut refinement strategy, which progressively improves the robot registration during the procedure. We have conducted several experiments, in both simulated and in vitro environments. The results indicate that our strategy is a promising method for precise orthopedic procedures like total hip replacement.
INTRODUCTION
This paper describes novel techniques permitting the use of portable fluoroscopic C-arms for intraoperative localization and guidance in robotically assisted orthopaedic surgery. Specifically, our goal is to direct the robot to cut a precisely defined shape in a bone that has been located in C-arm images without requiring additional navigation equipment such as an optical tracking system. Instead, we emphasize the use of feedback from the images themselves to provide robust registration and adaptation to residual calibration errors.
Our research is part of a joint project with Integrated Surgical Systems (ISS) to develop a computer-integrated system to assist surgeons in Revision Total Hip Replacement surgery (RTHR). RTHR is performed after a patient has had PTHR (Primary Total Hip Replacement surgery) and the implant has failed for some reason. RTHR is a much more difficult operation, because less bone tissue remains and a precise, high-quality cavity is required. In 1992, 27,000 RTHR procedures were performed in the U.S. The average cost per procedure was $23,774, with an average hospital stay of 10.9 days. 1 In standard (manual surgery) practice, THR procedures are planned qualitatively with standard X-ray images and acetate overlays to select a few likely implant sizes and models. In surgery, the femoral head (in the case of PTHR) or the implant (in the case of RTHR) is removed. In the case of RTHR, hand-held instruments are used to remove the cement left behind, often with the assistance of fluoroscopic X-rays. A final implant choice is made, and hand-held tools are used to prepare a slightly larger femoral cavity. In both PTHR and RTHR, manual techniques for preparing the implant cavity leave a great deal to be desired. In RTHR, the primary concerns with the manual method include the duration of the procedure, the high rate of complications (primarily fractures), and the accuracy of alignment of the implant.
A surgical robot can be used to safely mill a precise cavity for the femoral implant. There are currently two clinically applied systems for THR: the ISS ROBODOC system 2, 3 and the CASPAR system. 4 The ISS ROBODOC systems have been used successfully in over 6,000 interventions, including about 50 RTHR cases, without any fractures or other serious complications due to the robot. 2 In these systems, the implant cavity is planned from preoperative CT images, the robot is registered to the patient, and the robot cuts the cavity. The current ROBODOC RTHR procedure 1, 5 is similar to that for PTHR. The main difference is the specialized software for locating the cement mantle around the implant and for defining a customized cavity to ensure that all cement is removed. Although this process has worked well in many cases, there are several limitations. First, CT imaging artifacts can make the preoperative planning difficult. Second, it is not always easy to predict what will happen when the implant is removed. These considerations have led us to explore alternative imaging approaches that are compatible with intra-operative planning and assessment.
Accurate robot-to-patient and robot-to-imager registrations are essential to RTHR surgery. Indeed, the smaller amount of cortical bone remaining and the generally larger implant sizes used in revision cases make the requirement if anything more stringent. The robot's relative accuracy is extremely good, and the cavity shape will match the implant shape to better than 0.1 mm. The registration requirement is to guarantee that the cavity is placed within about ␦ ϭ 0.5-1.0 mm of its preplanned position, i.e., that the actual cavity have a shape accuracy of 0.1 mm and be placed within an envelope ␦ larger than the shape.
Currently, implanted fiducial pins 2, 6 are used for RTHR registrations, and either implanted pins or a pinless 3D-3D technique 7 are used for PTHR. More generally, there has been considerable work on 3D-3D and 2D-3D registration methods for computer-integrated surgery (e.g., . Among registration techniques, imagebased methods are desirable because they are less invasive, but they present significant technical challenges. 2D-3D methods are attractive for intraoperative use since they require more readily available intra-operative imaging equipment (a single C-arm fluoroscope). Lavallée et al. 8 registered 2D images to 3D solid anatomical models. They used a hierarchical data structure to quickly query the closest point from anatomy surface to X-ray paths. Hamadeh et al. 9 extended this work by using cooperation between 2D-3D registration and 2D segmentation. Gueziec et al. 10 -12,17,18 explored the feasibility of anatomy-based registration using fluoroscopy. They proposed a 2D to 3D registration algorithm that employed the apparent contour of the 3D surface and the registration between a set of 3D points and 3D lines. They also extended the "NPBS" method 19 to provide a direct registration of the robot to fluoroscopic image space. Two significant differences from traditional "NPBS" are (1) the use of thin plate splines 20 for de-warping interpolations and (2) the technique for obtaining images of multiple known calibration points. They employed a radiolucent probe placed into the cutter collet of the robot. This probe was swept through two planes to construct a "virtual" calibration grid. Experiments showed that this method was quite accurate, permitting 3D localization of a robot within 0.1-0.4 mm with a conventional C-arm fluoroscope. 11 The initial motivation for the work reported in this paper was the development of a fast and noninvasive registration method for RTHR that would be potentially applicable to PTHR and other orthopaedic interventions.
Our goal is the development of a system that permits planning of the implant cavity shape and position with either preoperative CT images or multiple X-ray images. 1 In the CT-based scheme, the surgeon manipulates the cavity shape and po-sition in CT coordinates and the system essentially predicts what a CT of the patient might look like after the cavity is cut and the implant is placed into the bone. ORTHODOC is the preplanning tool for ROBODOC using preoperative CT. 21 In the case where multiple fluoroscopic images are used, an "image spreadsheet" is set up after the co-registration of these images. 1 The planning system uses graphic overlays to predict what fluoroscopy images would look like after the cavity is cut and the implant placed. The co-registration between fluoroscopic images can be obtained virtually using an external tracking device [22] [23] [24] [25] [26] as in virtual fluoroscopy systems, or it can be obtained using the image-based method proposed in our paper (see section entitled C-arm pose estimation and extrinsic calibration).
Fluoroscopy image-based intra-operative planning is attractive because: 1) it does not require a CT scan, so it requires one less procedure; 2) the artifacts present in preoperative CT of an RTHR procedure will not be present in the planning images; 3) the previously separate steps of registering the robot to the planning images and to the fluoroscope are now performed in a single intra-operative calibration step; 4) the planning can be done after the implant and cement are removed, which makes the procedure more accurate; and 5) the planning based on intraoperative data captures the most current patient anatomy information. Planning based on multiple fluoroscopic images also presents many challenges. First, the co-registration between images must be done very accurately. Second, the selection of fluoroscopic images and the planning on a 2D base requires a lot of surgeon experience. In addition, since the planning is now done intra-operatively, the software and image acquisition procedure must be designed so that a significant amount of OR time, and its associated costs, are not added onto the procedure.
Our development of a computer-integrated RTHR system started about five years ago. Taylor, Joskowicz et al. 1, 5 proposed the initial system. Some of their ideas have been investigated in the current research. Gueziec et al. 10 -12,17,18 explored the feasibility of anatomy-based registration using fluoroscopy. The goal of our research is to direct the robot to cut a precise cavity using intra-operative portable C-arm fluoroscopy as guidance. We propose a series of new methods and a system to solve this image-based registration problem without requiring additional equipment such as optical tracking systems. We also propose a progressive cutting strategy using image feedback to improve the system accuracy.
The Methods section begins with an overview of the system. This is followed by a description of the C-arm intrinsic and extrinsic calibration, including a new method for fluoroscopic image spatial distortion correction and a novel pose estimation device for computing robot-to-imager and imager pose-to-pose transformations. Simple cutting experiments utilizing these techniques are then described, followed by a description of a cavity location algorithm. Next, to improve the final robot-bone registration, a progressive cut refinement strategy is presented, along with cutting experiments using both real and simulated images. In the last section of the paper, we discuss these results and our future plans.
METHODS AND RESULTS

System Overview
The flow chart in Figure 1 illustrates the outline of our system. First, the shape and place of the cut cavity is planned based on the preoperative CT volume or multiple X-ray images of the femur. During the preoperative setup, a corkscrew-shaped fiducial object is mounted on the robot end-effector and a calibration procedure is performed to determine the corkscrew-to-robot transformation (see section entitled C-arm pose estimation and extrinsic calibration). In the intra-operative stage, the femur is placed in a fixation device that holds it in a fixed but unknown position relative to the robot. Multiple C-arm images are acquired. The registration between robot, patient and imager is determined using our pose estimation algorithm and the 2D-3D anatomy-or fiducial-based registration method. A shape is then cut based on the registration. After cutting, another set of images is taken in C-arm poses similar to those used for initial registration. The cut cavity image is detected using a digital subtraction technique and the cavity position is compared to the planned cavity (see Cavity Location Algorithm section). The registration between the robot and patient is then updated based on the discrepancy between the cut cavity and the planned cavity, and the preoperative plan is also updated accordingly. The procedure is iterated until we get the final cut. After the surgery, follow-up validation can be performed using postoperative images.
We have demonstrated our method experimentally on dental acrylic phantoms and on simulated images. Figure 2 shows a typical experimental setup. The de-warping plate is placed over the C-arm detector, and the corkscrew for pose estimation is attached to a ROBODOC cutter. A dental acrylic phantom held by a box holder is used for these cutting experiments to evaluate our method. The advantage of an acrylic phantom is that it gives us a relatively simple and repeatable means for assessing the bottom-line accuracy of the system.
C-Arm Calibration and Pose Estimation
The C-arm can be characterized approximately as a perspective pinhole camera. The calibration goal is to find the transformation between 3D world coordinates and 2D C-arm image coordinates. There are four steps to transforming a point in 3D world coordinates to 2D C-arm image coordinates. 27 Step 1: Rigid transformation from the world coordinate system (x w , y w , z w ) to the C-arm coordinate system (x c , y c , z c ):
where R is a 3*3 rotation matrix and T is a 3 translation vector.
Step 2: Transformation from 3D C-arm coordinate (x c , y c , z c ) to undistorted image coordination (x u , y u ) using perspective projection with pinhole camera geometry.
where f is the effective focal length.
Step 3: Spatial distortion on image coordination which maps (x u , y u ) to (x d , y d ).
where M(x, y) is the distortion mapping function. Step 4: Physical image coordinate (
where (p x , p y ) is the pixel scaling on the image base and (c x , c y ) is the image center. The parameters used in these four steps can be categorized into two classes: The calibration method in our system will be described in the next two sections below.
Intrinsic Image Calibration
Intrinsic imaging parameters correspond to image warping, focal length, pixel scaling, and image center, and can be computed by analyzing an image of a calibration object of known geometry. The calibration method of Schreiner et al. 28 was used to compute the C-arm focal length, the pixel scaling, and the image center. It has been reported in the literature that the focal length may change up to several millimeters at different C-arm poses. 29 Currently, this change in focal length results in a change of pixel size, which is captured by the de-warping algorithm. This allows the change in focal length to be accounted for.
In general, the curved geometry of the X-ray detector causes a circular symmetric distortion, and the interaction of the electrons in the intensifier tube with the Earth's magnetic field causes an asymmetric distortion. Thus, the C-arm exhibits differing but repeatable distortions at different poses. Using fluoroscopic X-ray imaging for quantitative measurement requires precise calibration of the imager to eliminate these spatial distortions. Some researchers conducted extensive investigations on this topic. Boone et al. 30 provided the theory and analysis of the nature of the distortion and proposed some software techniques to correct it. Schreiner et al. 28 implemented Boone's method by placing a grid of radiopaque spheres over the C-arm detector. Fahrig et al. 29 also used a grid of small steel beads to correct the distortion and fit a fifth-order polynomial of distortions based on the pose of the C-arm. Yaniv et al. 31 also reported their fluoroscopic image de-warping technique for a computer-integrated bone fracture reduction system. They used a grid of beads to generate a de-warping map of the pixels at the bead location and used bilinear interpolation to obtain the map for the rest of the pixels. Gueziec et al. 12 extended the "NPBS" method to provide a method that combined the fluoroscopic image de-warping and calibration.
In our distortion correction approach, a quarter-inch thick semi-radiolucent aluminum plate is placed over the detector of the fluoroscopic C-arm (Fig. 2 ). Horizontal and vertical grooves 3/16Љ deep and 1/16Љ wide are machined in the plate in a square pattern at quarter-inch intervals (Fig. 3) . These grooves show up as pale lines on the X-ray images, and provide enough contrast to be found in the image by our image segmentation methods. Other objects are still clearly visible with the checker pattern as background.
We can leave the plate on the detector all the time or take it off after the distortion correction. There are advantages and disadvantages to each approach. If the plate is left on, then it is possible to compensate for image distortion directly in each image. The drawback is that there may be some loss of image contrast (as with our plate) or some obscuring of image features (as with more conventional bead or wire fiducial patterns). Experiments with this system using a large smoked ham to represent the approximate radiolucent density of a human limb indicated that the loss of contrast could be accepted in some case (Fig. 4) . The alternative is to pre-calibrate a few key image poses and then use this data during the actual procedure. Our experi- ments were done with a 1970s-era C-arm (GE Polarix 2). We chose the latter approach during the cutting experiments described below, since it simplified image processing and reduced artifacts with our very old C-arm.
We have investigated various algorithms to use with this checkerboard plate to compensate for fluoroscopic image distortion. Methods examined include Piecewise Polynomial Mapping Algorithms, Thin Plate Spline Morphometric Algorithms, 20 and a TwoPass Scanline Algorithm. 32 Our current preferred choice outlined below is based on a variant of a Two-Pass Scanline Algorithm.
1. Image points (u i , v i ) corresponding to the centerline of each vertical and horizontal groove are found. First, the profiles of the image density along the horizontal and vertical directions are obtained by summing up all pixel values on the horizontal and vertical scan line. Then the image space is subdivided into small square regions at the peaks of the profiles. Hence, each small square region contains only one square. In each region, the groove points are first roughly located at the peak point of image intensity between two squares, then they are refined by the constraints between groove points in neighborhood regions (smoothness, continuity, and gradient).
2. A fifth-order Bernstein polynomial is fitted to each vertical or horizontal groove using the entire set of candidate groove points found in that groove. The Bernstein polynomial is defined by Equation (5):
The fitting operation is to find the a k to minimize the least square metric
Bernstein polynomial curves have several advantages compared to regular power basis polynomial curves. They are more robust, less sensitive to noise, and have the ability to smoothly interpolate the missing part of the curve. 3. A Two-Pass Scanline Algorithm is employed to correct the image distortion. 32 The first pass is responsible for re-sampling each row independently. It maps all (u, v) to their (x, v) coordinates in an intermediate image I. The second pass then re-samples each column in I, mapping every (x, v) to its final (x, y) position.
In the first pass, for each horizontal scan line in the image, the intersections between the scan line and the vertical Bernstein-based curves found in the above steps are computed. Thus, the scan line is divided into small intervals and the intersection points are used to fit a piece-wise cubic spline using the displacements from their ideal locations. By interpolating all the pixels on the scan line using the cubic spline line, the image can be re-sampled in the horizontal direction. This process is repeated to correct the distortion of the grid in the vertical direction.
Our experience so far with this method is that it is fast and robust. Sample experimental images on smoked ham can be found in Figure 4 . The figure shows the intermediate steps and result of the de-warping algorithm, and a distortion vector graph over the image space.
The accuracy of the distortion correction process was verified by following experiment. First, one image with the checkerboard plate was taken, the spatial distortion of the image was corrected, and the lookup table was saved. Next, a set of beads spaced 20 mm apart was attached over the plate, and another image was taken. The image of the beads was then de-warped using the saved lookup table. The beads were detected in the image and the distances between pairs of beads computed. Comparison of the computed distance and the known actual distance between beads gives an assessment of the accuracy of the de-warping algorithm. The mean error was 0.12 mm on the central area (approximately 120 ϫ 120 mm) and 0.25 mm on the marginal area. Pixel size is approximately 0.32 mm. This shows that our distortion correction method provides reasonably accurate results.
C-Arm Pose Estimation and Extrinsic Calibration
For extrinsic calibration, the task is to compute the transformation between the C-arm coordinate system and other intra-operative coordinate systems such as the patient's anatomy, the robot, and the surgical tool. There are a number of papers that describe 2D-3D registration of C-arm images to preoperative CT. 8 -10,33 There are also several systems that combine intra-operative C-arm images with intra-operative navigation systems to assist in surgical task execution. [22] [23] [24] [25] [26] Typically, those methods rely on external tracking devices such as the Optotrak to determine relative changes in C-arm poses. Yaniv et al. 31 designed a calibration object to perform C-arm calibration. The object has a cylinder shape with steel beads on it, and can be mounted directly on the image intensifier plate. Gueziec et al. 12 extended the "NPBS" method to provide a method that combined the fluoroscopic image de-warping and calibration.
An important feature of our current research is that it provides image-based methods for the co-registration of the portable C-arm without an external tracking device. Our strategy relies on identifying features within a single X-ray image of a known 3D arrangement of fiducials and computing the appropriate transformation. We once considered modifying the fixator that holds the femur during PTHR and RTHR to include fiducial lines. One drawback of this approach is that the fixator tends to become more bulky, and would move relative to the femur during the operation. Consequently, we have been considering an alternative strategy in which a calibration object is held by the robot and placed either inside the femoral cavity or else very close to the bone. Further, since we wish to preserve the ability to use X-rays to monitor progress and update our registration at multiple stages of the cutting procedure, it would be very desirable to integrate the calibration fiducial object directly with the robot or the surgical tools. These considerations have led us to explore a calibration fiducial geometry consisting of a 5/4-turn "corkscrew" spiral and four circular rings surrounding a central shaft, as shown in Figure 5 . The initial embodiment was designed to be held in the JHU/ IBM LARS™ robot 34 or to be mounted on the ROBODOC orthopedic cutter. It is fabricated from autoclavable polyamide with a steel central shaft and copper wire-filled grooves machined into the outside of the polyamide rod. We tested two methods to attach this corkscrew to the ROBODOC surgical cutter: one is a holder that positions the corkscrew parallel to the shaft of the cutter, the other is a clamp that holds the corkscrew directly at the end of the cutter. The holders are designed to guarantee that the corkscrew can be replaced at the exact same position relative to the cutter. Both methods provide good results.
The geometry of the corkscrew has the property that its 6D pose [3 translations (X, Y, Z) and 3 rotation angles (␣, ␤, ␥)] can be computed from a single 2D perspective projection image. Calculation of the parameters is accomplished by applying image segmentation algorithms and a series of Hough transforms to the subject image, obtaining a subset of the parameters using different parts of the fiducial geometry at each pass. The procedure may be outlined as follows (see Fig. 6 ):
• The centerline is detected by searching the longest straight line in the image plane using a Hough transform. The centerline of the shaft provides one rotation and one translation parameter, both in the image plane, restricting the centerline of the fiducial to lie on a plane in 3D space. After the first pass, the searching region is limited to a rectangular area around the line. • In the limited rectangular searching region, we search for four ellipses along the centerline with the same primary radius and secondary radius by a Hough transform. The distance constraints between rings are also imposed during this search for the ellipses. The ellipses projected by the four rings give the other two translations, as well as a rotation into or out of the plane. The first translation is determined by the position of the pattern of ellipses along the centerline. The distance between the ellipses determines the fiducial's distance from the image plane (the final translation in 3D). The pairs of ellipses allow more robust calculation of these parameters.
• Finally, the phase of the helix can also be detected in the central area between ellipses, again using a Hough transform. The helix provides the final twist rotational component, ␤. The phase angle of the projection of the helix directly determines this angle. The shape of the projected helix also determines whether the corkscrew rotates into or out of the image plane, i.e., the sign of angle ␤.
The corkscrew detection algorithm is reasonably robust due to the use of the Hough transforms and the known geometric constraints between different components. Since we can limit our searching region down to a small area after the first pass, the algorithm is very fast and can be finished almost in real time (less than half a second). The corkscrew can be used for pose estimation of C-arm geometry and co-registration between two C-arm poses. By attaching this corkscrew to the robot's end-effector (or surgical tool) and conducting a preoperative corkscrew-robot registration, the registration between the robot and the imager can also be computed.
After finding and computing the geometry parameters of the corkscrew projection on the 2D image, the transformation between the image coordinate system (O) and the corkscrew coordinate system (O) can be constructed (Fig. 6) . As in Figure 6 , the twist angle ␣ is equal to the phase of the helix. The roll angle ␤ (the angle of the corkscrew rotation into or out of the image plane) can be written as a sin ͩ primary radius of ellipse secondary radius of ellipse ͪ , and the shape of the helix determines the sign of ␤. The pitch angle ␥ is the angle between the corkscrew axis and the horizontal scan line of the image plane. Thus, the rotation R between these two frames can be constructed using Z-Y-X Euler angles (␥, ␤, ␣) as in Equation (6): The translation T (T x , T y , T z ) between two frames can be computed using Equation (7),
where f is the focal length, l is the physical length of the corkscrew, lЈ is the projected length of the corkscrew computed from the image, and (T xЈ , T yЈ ) is the 2D translation of the corkscrew in the image plane.
We conducted the following experiments to assess the accuracy of our corkscrew pose estimation method. The corkscrew was mounted on the LARS™ robot's end-effector such that the axis of the corkscrew coincided with the axis of the robot end-effector. First, one image of the corkscrew was taken. Then, keeping the C-arm pose unaltered, the robot was translated or rotated (only one joint was moved each time to isolate the error) and another image was taken after the movement. The corkscrew movement (i.e., the movement of the robot end-effector) between the two images was computed based on the pose estimation algorithm. Because the LARS™ robot's precision is about 20 m and 0.01°, the computed movement was compared to the known movement of the robot to assess the accuracy of the corkscrew registration method. Tables 1 and 2 show the results. The results indicate that the rotation accuracy of the registration method is around 1-2 degrees. The error of the roll angle is large because the secondary radius of the ring cannot be computed accurately, especially when the angle is small. The results also show that the average translation error is under 0.5 mm along the directions parallel to the image plane (axes x and y), and can be larger than 1.0 mm along the focal length direction (axis z). Currently, a constant focal length is assumed for this step. This contributes to the error of the translation along the focal length direction. The accuracy obtained is reasonable for an image-based registration method, but may not be good enough for a surgical system. Although we could improve the extrinsic parameter estimation by changing the corkscrew design (e.g., increasing its diameter or picking a different shape), we have chosen to investigate a progressive strategy using feedback to improve accuracy. The advantage of such an approach is that it is generally applicable in cases where the local precision of image processing and the robot is superior to whatever absolute registration accuracy can be achieved.
Initial Cutting Experiments
We have conducted some cutting experiments using the orthopedic cutter and dental acrylic phantoms. Tests were carried out on phantoms in order to verify basic system accuracy and to gain confidence in overall system behavior. The following is a general procedure for a cutting experiment.
Step 1: The corkscrew is attached to the cutter mounted on the robot end-effector. A separate procedure is performed to calibrate the robot and the corkscrew, i.e., to compute F robot-corkscrew .
Step 2: Several images (typically two images) of the corkscrew and the femur (phantom) are taken. Then the registration, F corkscrew-imager , between the corkscrew and the imager is computed using the corkscrew pose estimation algorithm described in the section entitled C-arm pose estimation and extrinsic calibration. The registration F femur-imager between the femur and the imager is obtained using the femur anatomy or fiducial beads (at present fiducial beads are used). Finally the registration between femur and robot is written as
Step 3: The cutter is moved to the starting position, and a predefined shape is cut. At present, a constant-orientation cutting strategy is employed and a cubic staircase pocket is machined at the center of the phantom along the long axis of the phantom.
The cavity position error was determined by measuring wall thickness using calipers. With an angular separation of about 50 degrees between two C-arm views, we observed a cavity placement error of around 0.5 mm to 1.5 mm. A number of factors may account for the errors in this initial registration. To begin with, the elderly Polarix 2 fluoroscope being used in these experiments provides relatively poor resolution, resulting in small errors in location of the fiducial patterns (both corkscrew and beads). In addition, the robot configuration being used for these experiments provides only translational degrees of freedom. Therefore, the assumption is made that the axis of the cutter, the x-axis of the robot, the central axis of the coil, and the axis of the phantom are all exactly collinear. Since no control is available to correct for misalignments between these axes, small deviations from this assumption can result in significant positioning error. In any case, these results led us to explore a progressive cutting strategy described in the next two sections.
Cavity Location Algorithm
We are investigating a progressive cut refinement strategy to improve the cavity placement accuracy.
First a small cavity is cut, then a cavity location algorithm is applied to compute the discrepancy between the real cut pocket and the cut model, and the registration between the robot and femur anatomy is adjusted accordingly. During the next cut, a larger pocket is milled and the process is repeated until the final desired shape has been cut. The progressive cut refinement strategy is practical, because in present ROBODOC PTHR surgery, the cavity is already milled in similar stages.
The idea of progressive cutting is straightforward. The problem is how to measure the error after each cut using the fluoroscopic C-arm. We developed the following cavity location algorithm to solve this problem. The 3D surface model of the cut cavity (a list of triangular facets) and its transformation relative to the femur is planned in the preoperative stage. After one progressive cut, several images of the cut cavity and corkscrew are taken from different view angles. The C-arm geometry of each image is constructed using the corkscrew pose estimation algorithm. At each pose, an image subtraction technique is employed to generate the 2D contour of the cut cavity, denoted as C c . The projective apparent contour C m of the surface model of the cut cavity is then built. A 2D contour registration algorithm is applied to get the 2D transformation between C c and C m , then the transformation between the real cut cavity and the cut model is updated according to the 2D transformation obtained. The above procedure is iterated at each C-arm pose to compute the estimated transformation between the real cut cavity and the cut model. Finally, this transformation is used to update the registration between the robot and the femur.
Projective Apparent Contour of 3D Surface Model
An algorithm for generating the 2D projective apparent contour of a 3D surface model under known view geometry was developed. The 3D surface model is a list of 3D triangular facets. Given the view geometry (center of perspective and viewing direction), each facet on the surface is evaluated. If its normal makes an obtuse angle with the viewing direction, then the facet is said to be visible; otherwise, it is invisible. The projective apparent contour is then the projection of the set of edges on the surface, such that the facet on one side of the edge is visible while the facet on the other side of the edge is invisible. To efficiently compute the projective apparent contour, the 3D surface model is stored in a winged edge data structure. Figure 7 shows some results of our algorithm.
The left side image is a 3D model of an implant. The right side image is its 2D projective contour.
2D Contour Registration Algorithm
The method used in the contour registration is derived from the Principal Component Analysis method. 35 There are two stages in the computation of the 2D transformation between two 2D projective contours. During the first stage, the initial 2D transformation between the contours is computed using first and second order moments. The following are some formulas defining the 2D moments:
First Order Moment:
where ( x i , y i ) is ith point on the contour Second Order Moment:
The initial translation is then Mean 1 ϪMean 2 . The eigenvectors of the inertia matrix are very meaningful (see Fig. 8 ), so the angle between the corresponding eigenvectors can be regarded as the initial rotation angle between the two contours.
The second stage is an ICP (Iterative Closet Point) algorithm. It involves using the LeastSquare-Error method to recursively update the transformation. Basically, for each point p i on contour 1, the closest point q i on contour 2 is found, and by minimizing the distance
R and t can be solved. Since the complete contour is used, the initial transformation obtained in the first stage can bring the two contours very close. It usually takes two or three iterations to converge in the ICP stage.
Digital Subtraction
On the image of the cut cavity, the edge of the cavity is often blurred. It is impractical and inaccurate to rely on an edge detector or image gradient method to detect the contour of the cavity. We instead turned to a digital subtraction technique for the solution. 36 The procedure for utilizing digital subtraction is as follows:
1. A set of images are acquired before cutting begins. The pose of the C-arm corresponding to each image is noted. Currently, this is done by simply marking the positions of each C-arm joint with a pencil. 2. After cutting, the C-arm is returned as closely as possible to each previous pose and a second set of images is acquired. In our experience, it is easy to ensure that the difference between the first and second poses is in the order of 4 cm and 5°. 3. The corkscrew fiducial and the outer contour of the phantom are used to obtain the difference between the C-arm poses of the two sets of images (Figs. 9 and 10 ). 4. The images from before the cut are then aligned with the images from after the cut (Fig. 9) . The alignment is a 2D transformation including translation, rotation and scaling. 5. The second set of images are subtracted from the initial images. The 2D contour of the cavity on the subtraction image can be generated using a Snake algorithm 37 or a marching square algorithm. 38 The digital subtraction of these two images can provide meaningful information. Using our image alignment method, we can eliminate most of the structure noises in image subtraction caused by the slightly different C-arm poses before and after cutting.
Computational Analysis
The objective of the cavity location algorithm is to compute ⌬F, i.e., to compute the transformation between the cut cavity and the planned cavity model.
The transformation between the planned cavity model and the C-arm coordinate system can be written as F -m ϭ F Ϫ1 F m , where F v is the C-arm coordinate frame, and F m is the planned cavity model coordinate frame. Based on F v-m , the projective contour C m of the model is generated, then the 2D contour transformation algorithm is employed to get the 2D translation(⌬x, ⌬y), 2D rotation angle ⌬, and the rotation center (x 0 , y 0 ).
Distance from the cavity model to the C-arm source along the focal length direction can be written as d ϭ (F m .P Ϫ F v .P)‫ؠ‬F v .R.Rz, where F v .R.Rz is the viewing direction, and ‫ؠ‬ is the dot product between two vectors.
The 3D transformation between the cut cavity and the planned cavity model ⌬F c ϭT 2 Ϫ1 R 1 T 2 T 1 , where Fig. 9 . Images used on Cavity Location Algorithm. Row 1 are images-before-cut; row 2 are images-after-cut; and row 3 are their subtractions after removing the noises and enhancing the contrast, superimposed with the contours of the real cavity (red lines) and projective model contours (green line).
Here, f is the focal length of the C-arm and (s x , s y ) is the pixel size of the 2D image. So the cumulative transformation ⌬F w can be denoted as ⌬F w .P ϭ F .R ⅐ ⌬F c .P and
Then the Cavity Model frame and the cumulative transformation can be updated by:
The above computing procedure is iterated on all images. Finally, the transformation between the cut cavity and the planned cavity model is obtained. In our algorithm, quaternions are used to represent the rotations.
Progressive Cutting Experiments
We have tested our progressive cutting strategy on simulated images and on dental acrylic phantoms in cutting experiments.
Simulation Experiments
We have implemented software to generate a simulated fluoroscopic image from a CT data volume based on standard attenuation rules. The method used is a simplified ray-tracing algorithm, i.e., for every pixel on the image plane, a ray is shot from the source to the pixel and the attenuation along that ray is computed and used as the gray level of that pixel. The simulated image is very realistic, except that there is no spatial distortion (this is reasonable, because the distortion needs to be corrected anyway). Subtracting the cavity volume from the CT volume can also simulate the process of cutting a predefined cavity from the CT volume. Figure 9 is a set of simulation images generated from a CT set of a patient femur. Table 3 provides some numerical assessment of our cavity location method. During this experi- ment, a cut cavity (in the shape of an implant) is first preplanned relative to the femur. A perturbation transformation is applied to the pose of the preplanned cut cavity to simulate the registration error between the preplanned shape and the cutting device, and a simulated cutting of the perturbed cavity is executed on the femur. Furthermore, the images-before-cut and the images-after-cut are computed from slightly different C-arm geometries to simulate the structural noises caused by nonidentical C-arm poses before and after the cut. The structural noise in the image subtraction (see Digital Subtraction section above) is eliminated by the 2D alignment using the outer contour of the femur. The Cavity Location algorithm is then employed to recover the perturbation transformation. Figure 9 illustrates the images simulated in trial 5 of Table 3 . From Table 3 , we find that the perturbation transformation can be mostly restored.
Phantom Experiments
Several phantom cutting experiments have been done to verify our registration technique and progressive cutting strategy. The experiments are outlined as following: 0. Perform the initial registration using the technique described in the C-arm Calibration and Pose Estimation section. 1. Take two images-before-cut at two different predetermined C-arm poses. 2. Cut a preplanned shape. 3. Move the C-arm back through the predetermined poses, taking an image-after-cut at each pose. 4. Align each image-before-cut with the corresponding image-after-cut with the aid of the corkscrew and the outer contour of the phantom, since they aren't taken at exactly the same C-arm pose. 5. Subtract each image-after-cut from the corresponding images-before-cut. (Note: each of these images was aligned in the previous step.) 6 . From the subtraction images, detect the contour of the cut cavity and compute the 2D transformation between the contour of the cut cavity and the 2D projection of the preplanned cavity. 7. Back-project the 2D transformations into 3D space and obtain the 3D transformation between the cut cavity and the preplanned cavity. 8. Revise the robot-phantom registration and the preplanned shape according to the 3D transformation computed in step 7, and reiterate from step 1 to step 7. Figure 10 shows the intermediate results of the phantom cutting experiment. The results presented in Table 4 shows the offsets between the cut cavity and preplanned cavity. In this experiment, we planned the cut cavity as a cubicle cavity in the center of the phantom. After each cut, we measured the thickness of the wall using calipers to compute the offset between the cut cavity and the planned cavity. We conducted three trials. In the first two trials we tried two iterations, and we ran three iterations in the third trial. In Table 4 , we show the cavity size and the offsets along the x and y axes of the phantom. From the results, we find that the progressive cutting strategy can reduce the offsets (registration error) down to around 0.5 mm after two iterations.
DISCUSSION AND FUTURE PLANS
The system and method described in this paper demonstrate the feasibility of cutting a precise pocket using C-arm fluoroscopy. We have been able to demonstrate an order of magnitude improvement in precision by the progressive refinement strategy, as compared to image-based methods without progressive refinement, in RTHR surgery. Based on the preliminary results, our re- search shows that a fluoroscopy-based registration method and progressive cutting strategy is a promising alternative for RTHR, as well as other orthopedic surgery procedures. In fact, these methods have been shown to work surprisingly well considering the very old imaging equipment that we used for the investigations reported here. We chose this equipment because it was readily available for extended periods, thus facilitating ongoing experiments. Clearly, one future step will be to evaluate these and similar techniques on more modern equipment. This will be a natural consequence of the steps taken toward eventual clinical use, as well as of future investigations of these basic ideas in a variety of other applications at Johns Hopkins University and elsewhere.
A number of areas must be further investigated, including the anatomy-based registration methods. We plan to further assess the accuracy of the corkscrew pose estimation algorithm under different circumstances. We also plan to integrate an independent validation system using the Optotrak system to assess the accuracy of our system, to conduct further studies on dry bones and cadavers, and-eventually-to integrate our system into the OR for patient trials. 
