Abstract-This paper presents a semantic multimodal interaction approach between humans and industrial robots to enhance the dependability of the collaboration in real industrial settings. Although this generic approach can be applied in different industrial scenarios, this paper explains in detail how it is implemented in a real case to enhance the accuracy of requests interpretation in order to achieve a more efficient, easy to scale and maintain collaboration between humans and robots.
I. INTRODUCTION
In modern industrial robotics, the safe and flexible cooperation between robots and human operators can be a new way to achieve better productivity when performing complex activities. Introducing robots within real industrial settings makes the interaction between humans and robots gain further relevance. The problem of robots performing tasks in collaboration with humans poses three main challenges: robots must be able to perform tasks in complex, unstructured environments, and at the same time they must be able to interact naturally with the humans they are collaborating with, always guaranteeing the safety of the worker.
Let us imagine an industrial collaborative robot and an operator in a deburring collaborative process. While the robot is deburring a piece, the operator has started with another one. The robot finishes the piece and, as the end of the workday is approaching, the operator decides to ask the robot for finishing the piece he had started, while he finishes other tasks. There are several ways to make this request:
• Moving the robot manually to the initial position of the deburring operation.
• Pointing at the area of the piece where the deburring has to be done.
• Voice request identifying the task and the target deburring area.
• Combining voice and gesture. The first for indicating the action (i.e Remove the burrs from this area) and the second for defining the area These communication possibilities are developed in the context of the project H2020 FourByThree [1] , which aims at creating a new generation of modular industrial robotic solutions that are suitable for efficient task execution in safe collaboration with humans and are easy to use and program. The project will allow system integrators and end-users to develop the custom robot that best answers to their needs. To achieve this, the project will provide a set of hardware and software components, ranging from low level control to interaction modules as it is shown in Figure 1 . The results will be validated in 4 industrial settings: Investment Casting, Aeronautical sector, Machining and Metallic Part Manufacturing, in which industrially relevant applications will be implemented: assembly, deburring, welding, riveting and machine tending.
The present work describes the natural communication approach within the FourByThree European project. A requirement for natural human-robot collaboration is to endow the robot with the capability to capture, process and understand accurately and robustly requests from a person. Thus, a primary goal for this research is to analyze the natural ways in which a person can interact and communicate with a robot and go towards a natural, robust and reliable communication framework.
The most relevant channels for natural communication between humans and robots are voice and gestures. In this multimodal scenario, the information coming from the different channels can be complementary or redundant. Redundancy can be beneficial [2] in real industrial scenarios in which noise and variable lighting conditions represent a challenge.
In this paper, we present a semantic approach that supports multimodal interaction between humans and industrial robots in real industrial settings. This generic approach can be applied to different industrial scenarios by modifying the information about the environment in which the communication takes place, as described below.
II. CASE STUDY
As explained before, FourByThree project includes four industrial scenarios of human-robot collaboration. For an initial validation of the semantic multimodal interpreter, it has been selected the application scenario of Investment Casting lead by the Spanish ALFA company that includes two collaborative 978-1-5090-1314-2/16/$31.00 c 2016 IEEE Fig. 1 . FourByThree project architecture tasks: die assembly (it includes screwing and unscrewing operations) and deburring of wax pieces. Due to the characteristics of the actors involved, the solution is focused on Spanish language.
In the case of the assembly task, the human and the robot work independently (un)screwing bolts on different parts of the die. In the deburring activity, the human and the robot perform sequential tasks on the same workpiece in a synchronized manner: meanwhile the person glues and removes difficult to access burrs, the robot deburrs the rest of them.
III. RELATED WORK
Over the last two decades, a considerable number of robotic systems including Human-Robot Interaction (HRI) capabilities have been developed [3] , [4] . Although recent robot platforms integrate advanced human-robot interfaces (incorporating body language, gestures, facial expressions and speech) [5] , [6] their capabilities to understand human speech semantically remain quite limited. Endowing a robot with semantic understanding capabilities is a very challenging task. Previous experiences with tour-guide robots [7] , [8] show the importance of improving human-robot interaction in order to ease the acceptance of robots by visitors. In Jinny's HRI system [8] , voice input is converted to text strings, which are decomposed into several keyword patterns and a specialized algorithm finds the most probable response for that input. For example, two questions like 'Where is the toilet?' and 'Where can I find the toilet' are interpreted in the same way, since the keyword pattern of 'where' and 'toilet' are extracted from both cases.
Human-robot natural interaction has also been tackled in industrial scenarios. For instance, Bannat et al. [2] introduced an interaction that consisted of different input channels such as gaze, soft-buttons and voice in an industrial scenario. Although voice constituted the main interaction channel in that use scenario, it was solved by command-word-based recognition.
SHRDLU is an early example of a system that was able to process instructions in natural language and perform manipulations in a virtual environment [9] . Later on, researchers extended SHRDLU's capabilities in real world environments. Those efforts branched out into tackling various sub-problems, including Natural Language Processing (NLP) and Robotics Systems. Notably, MAc Mahon et al. [10] and Kollar et al. [11] developed methods to follow route instructions given through natural language. Tenorth et al. [12] developed robotic systems capable of inferring and acting upon implicit commands using knowledge databases. A similar knowledge representation was proposed by Wang and Chen [13] using semantic representation standards such as the W3C Web Ontology Language (OWL) to describe an indoor environment.
A generic and extensible architecture is described in [14] . The case study presented there included gesture and voice recognition, and the evaluation showed that interaction accuracy increased when combining both inputs (91%) instead of using them individually (56% in the case of gestures and 83% for voice). Furthermore, the average time for processing both channels was similar to the time needed for speech processing.
Our work is based on this extensible architecture, combining gesture and speech channels and adding semantic aspects to their processing.
IV. MULTIMODAL INTERACTION SEMANTIC APPROACH
The approach proposed in this work aims at creating a safe human-robot collaborative environment in which interactions between both actors happen in a natural way, i.e. communication based on voice and gestures. Some examples of this natural interaction could be: human operator asking the robot for a certain task; robot asking for clarification when a request is not clear; or in some specific scenarios in which human intervention is necessary during an automatized robot task execution, the robot can ask the operator for accomplishing some task and once completed, the operator informs the robot to resume its task. This natural communication facilitates the coordination between both actors, enhancing the safe collaboration between robot and humans. To address such a natural communication, we propose a semantic multimodal interpreter that is able to handle voice and gesture-based natural requests from a person, and combine both inputs to generate an understandable and reliable command for industrial robots, facilitating a safe collaboration. For such a semantic interpretation, we have developed four main modules, as it is shown in Fig. 2 : a KnowledgeManager module that describes and manages the environment and the actions that are affordable for robots, using semantic representation technologies; a Voice Interpreter module that, given a voice request, extracts the key elements on the text and translates them into a robot-understandable representation, combining NLP and semantic technologies; a Gesture Interpretation module to resolve pointing gestures and some simple orders like stopping an activity (out of the scope of the work presented in this paper); and a Fusion Engine for combining both mechanisms and constructing a complete and reliable robot commanding mechanism.
These modules are described in detail in the following subsections.
A. Knowledge Manager
The knowledge manager comprises ontologies that model the environment, including the robot capabilities as concepts. In addition to the concepts, ontologies allow to model the relationships between concepts. These relationships are implicit rules that can be exploited by reasoners in order to infer new information from the ontology. As a result, reasoners can work as rule engines in which human knowledge can be represented as rules or relations.
Ontologies are reusable and flexible at adapting to dynamic changes, thus avoiding to have to re-compile the application and its logic whenever a change is needed. Being in the cloud makes ontologies even more reusable, since different robots can exploit them, as it was demonstrated in RoboEarth [15] project.
Through ontologies, we model the industrial scenarios in which industrial robots collaborate with humans, in terms of robot behaviours, task/programs they can accomplish and the objects they can manipulate/handle. We distinguish two main kinds of actions: actions that imply a change on the status of the robot operation, e.g., start or stop, and actions involving the robot capabilities, e.g., s screw, carry or deburring. This is shown in Fig 3. Using OWL equivalentClass built-in property, ActionOverPoint and ActionOverObject classes have been also defined. Both are ModeAction sub-classes, with a particular restriction: for the first, the action must be related to a point (defined by hasEffectOnPoint min 1 Point restriction in the ontology); and for the latter, the action must be related to an object (defined by hasEffectOnObject min 1 Object restriction in the ontology). This way, applying a semantic reasoner able to interpret this OWL statements, it will infer that a ModeAction instance like deburring with hasEffectOnObject burr property also belongs to the ActionOverObject class. Same inference effect for ModeAction instances with hasEffectOnPoint property defined, that will be also considered instances of ActionOverPoint.
For each individual action or object, we include tag data property for listing the most common expression(s) used in natural language to refer to them, including reference to the language used. An automatic semantic extension of those tags exploiting Spanish WordNet [16] is done at initialization time. In this way, we obtain different candidate terms referring to a certain concept.
Besides task/programs and objects, the ontology also includes relations between the concepts, as it is shown in Fig 4. These relations are used by the interpreter for disambiguation at runtime. This ability is very useful for text interpretation because sometimes the same expression can be used to refer to different actions. For instance, people can use the expression remove to request the robot to remove a burr, but also to remove a screw, depending on whether the desired action is deburring or unscrewing respectively. If the relationships between the actions and the objects over which the actions are performed are known, the text interpretation is more accurate; it will be possible to discern in each case to which of both options the expression remove corresponds. Without this kind of knowledge representation, this disambiguation problem is more difficult to solve. These relations are formally modelled in the ontology as it is shown in Fig 4 For the current implementation, the two contexts described in the Case Study section have been considered. The possible 
B. Voice Interpreter
Given as input a human request like Remove the burrs from there in which a person indicates the desired action via voice, the purpose of this module is to understand exactly what the person wants and if it is feasible to generate the necessary information for the robot. For instance, for the just mentioned example the voice interpreter should interpret that the verb remove corresponds to the deburring action and check if it is a feasible action for the current collaborative robot. For such an interpretation, the module follows three main steps: speech recognition step, dealing with voice to text transcription; a rule-based step for key elements extraction from the transcribed text; and a final matching between the key elements and the feasible tasks for the robot, based on the KB.
The speech recognition step is based on Google Speech API [18] . A recorded audio file including the request of the operator is sent to Google Speech API, which returns the corresponding text.
For the second step, which aims to extract the key elements in the transcribed text of the previous step, Natural Language Processing techniques are used. The main idea is to use syntactic information by means of rules for key elements extraction. In the current implementation, the Spanish version of FreeLing, an open source suite of language analysis tools [19] , has been used for this structural analysis.
For rules definition, we have applied Freeling for morphosyntactic analysis and dependency parsing to a set of request examples obtained from different people. We have revised the complete information manually and there have been identified the most frequent morphosyntactic patterns that are relevant for extracting the key elements: elements denoting actions, objects/destinations (target onward) and explicit expressions denoting gestures, such as there and that. And finally, we have implemented those patterns as rules. In this manner, in execution time, given a Spanish FreeLing-tagged sentence it is able to extract the key elements on it. In the future this process can be used to extend the interpreter to other languages.
The five rules that have been defined for action extraction can be grouped in two classes:
• rules defining sequences of words tagged as verb groups, e.g. Quita...(Remove...) or Sigue atornillando...(Continue screwing...) • rules to extract noun phrases parsed as direct object or prepositional objects like Empieza con el atornillado (Start screwing) or Empieza el desbardado (Start deburring). For the objects/destinations and elements denoting gesture extraction, we have defined a set of 10 rules. Those rules model different noun phrases and adverb phrases of different lengths. If a word sequence matches two different rules, the extraction will assign the longest one.
Once the key elements are extracted, it is necessary to identify which one of the tasks that the robot is able to perform suits the request best. We undertake this last step by making use of the KB information described above. First, we verify if the identified actions are among the feasible tasks described in the KB, accessing to the tag data property of the actions in the KB by the semantic query language, SPARQL [20] . Then, we apply a disambiguation step using the target information, as explained before (taking advantage of the OWL logic inference capabilities).
For instance, for the Spanish request Quita las rebabas (Remove the burrs) it will check, via Sparql query, which actions in the KB contain tag data property with quitar (remove) value, obtaining unscrew and deburring as potential actions. During the key elements extraction step burrs element is recognized as target element. We exploit this information going back again to the KB via Sparql and checking if any of the two candidate tasks is related with it, getting that deburring is directly related with it. So the module discards unscrew as potential action, leaving deburring as unique potential task.
There are other situations in which the disambiguation capability is exploited. For instance, let's suppose these two similar but different requests: Acércate (come here) and Acerca la caja (bring the box closer). In both sentences the element to look for among tag data properties of the tasks represented in the KB is acercar, which matches with go and bring tasks. As it is shown in Fig 5, both belong to the ActionOverPoint class, while the latter also belongs to ActionOverObject. Taking advantage of this information, and although the box is not being explicitly represented in the KB, as the previous step has identified it as target element, the interpreter is able to infer that bring task fits better with this request than go. Moreover, when the verb to match with the tasks in the KB do not fit with anyone or in the case in which no verb is identified in the request, but some target or pointing information is extracted in the previous step, the interpreter is able to generate task suggestions, based on the relations and equivalences defined in the KB. For instance, if tornillo (bolt) is the only information extracted from the voice request, the interpreter is able to generate screw and unscrew as potential task candidates. This functionality will be exploited in the future allowing the robot to request the worker to carry out the disambiguation.
The voice interpreter final output consists of frames, one for each potential task candidate, including information denoting gestures, if any exists.
For the shake of illustration, Fig. 6 presents the example of asking a robot for deburring a piece starting from a certain point (Remove the burrs from here).
C. Gesture Interpretation
Two kinds of gestures are addressed within the FourByThree project: pointing gestures and gestures for simple commands such as stop/start. This paper only deals with pointing gestures that are recognized by means of point-cloud processing. The system must be able to the different pointing gestures that have been executed within a certain period of time, providing the x,y,z coordinates for each of them.
The setup used consists of a collaborative robot and a sensor capable of providing dense point clouds, such as the ASUS Xtion sensor, the Microsoft Kinect sensor or the industrialgrade Ensenso system by IDS. The sensor is placed above the The point cloud is initially divided into two regions of interest (ROI), the first one corresponding to the gesture detection area, and the second one defining the working area of the robot where the pointing gesture is done.
Two main problems need to be solved for the interaction between the person and the robot to succeed: 1) Robust estimation of the pointing gesture: The ROI for the pointing gesture detection is initially defined by specifying in the environment a cuboid with respect to the reference frame. In this case, the reference frame is the sensor frame, but it can also be defined using another working frame, provided a tf transformation exists between the frame used and the sensor frame. For robustness, the pointing gesture is defined using the forearm of the human operator. To identify the arm unequivocally, an Euclidean cluster extraction is performed.
2) Intersection of the pointing gesture with the working area of the robot: The main objective of a pointing gesture is to determine the point on the working area that is being pointed at. To identify this point, the points in the cloud corresponding to the pointing line are selected, from the furthest one all the way to the origin of the line that corresponds to the pointing arm. For each one of the points, a small cuboid is defined, and the ROI of the working area of the robot is filtered with it. If more than N points of the working area are present inside the small centered cuboid defined in the points of the projection line, an intersection has been found. The final intersection point that is published is the closest one to the origin of the projection line. As a threshold, a minimum Euclidean distance value is defined in order to avoid detecting intersections corresponding to the proper point cloud of the arm that generates the pointing gesture.
When detecting gestures in a time frame, a spatial filtering approach has been implemented to distinguish among real stable pointing gestures and natural arm movements. The system monitors the intersection points obtained by the algorithm, and once a valid intersection point is obtained, the spatial filtering monitoring is launched. To detect a stable gesture, N consecutive intersection points must be contained in a defined cube whose centroid is the first intersection point obtained. The number of consecutive intersection points and the edge of the filtering cube are defined as parameters. A pointing gesture is considered stable and valid if it fulfils the previous condition. If not, the points of the last filtering operation are discarded. Valid points are queued during the time frame, and dispatched at the end of the acquisition time according to the format described below.
{"points": [ {"x": "x1","y": "y1","z": "z1"}, ... , {"x": "xN","y": "yN", "z": "zN"} ]}
D. Fusion Engine
The fusion engine aims to merge both the text and the gesture outputs in order to deliver the most accurate request to be sent to the Execution Manager, the element in the robot control architecture in charge of controlling the execution of commands. The engine considers different situations, according to the complementary and/or contradictory levels of both information sources.
As a first approach, it has been decided that the text interpreter output prevails over the gesture information. In this way, when a contradictory situation occurs, the final request is based on the text interpretation output. When no contradiction exists between both sources, the gesture information is used either to confirm the text interpretation (redundant information), or to complete it (complementary information). An example of this complementarity is, for instance, to use the voice to determine an action and a gesture to indicate the location of the object the action applies to. In contrast, if voice interpretation delivers a request that includes only one pointing gesture, but the gesture module identifies more than one gesture, only the first will be considered, discarding other points information.
As a result, the fusion engine will send to the Execution Manager the most coherent and reliable request that is understandable by the robot.
In the current implementation, only the pointing gesture is included and for that reason we have only tested the complementary functionality of the fusion engine. In the sample used in this paper the output is the deburring program having as parameter the coordinates of the point to start from (as showed in the box below).
{"program": "deburring", "from": {"x": "x1","y": "y1","z": "z1"} , "to":{} }
V. SEMANTIC MULTIMODAL INTERPRETER IN ACTION
This section summarizes the results achieved after testing the Semantic Multimodal Interpreter with different types of requests comprising different voice and gesture inputs.
The initial setup consists of a button used to trigger the semantic interpreter, a microphone for voice input, a sensor capable of providing dense point clouds and a collaborative robot and one human operator performing the collaboration tasks introduced in the Case Study section.
Every time the operator wants to request the robot to do something, he/she has to click the button and keep it pressed until the end of the request. When the system detects the click on the button, it starts recording the voice and triggers the gesture module, which starts recognizing points until the operator releases the button. Then, the recorded audio is sent to the voice interpreter and, in parallel, the gesture module starts delivering the coordinates of the points that have been pointed at. When both modules return the potential candidates in terms of actions and points, the fusion engine is triggered to estimate the full command to be sent to the Execution Manager. The process sequence is shown in Fig. 8 .
The initialization process and the interpretation of some sample requests have been carried out in a laboratory environment to validate relevant aspects such as the performance The initialization (mainly knowledge base creation) takes around 15 seconds. Regarding the time required for gesture and voice interpretation, between 1 and 2 seconds are necessary for gesture recognition, while for voice interpretation times vary depending on the complexity, ranging from 3 to 3.5 seconds. Table I summarizes the processing time of some relevant examples, showing that one of the most critical steps within the voice interpreter module is the Google Speech API (GSA in TableI) that takes around 1.7-2.2 seconds to process each petition. Followed by FreeLing which response times remain stable in all cases, whilst the required time for the identification of the key elements and their interpretation (SemInt in the table) varies depending on the amount of elements to manage and if the disambiguation step is required, but is significantly lower than the time required by previous steps.
VI. CONCLUSIONS AND FUTURE WORK
We have presented a semantic-driven multimodal interpreter for human-robot safe collaborative interaction focused on industrial environments. The interpreter relies on text and gesture recognition for request processing, dealing with the analysis of the complementary/contradictory aspects of both input channels, taking advantage of semantic technologies for a more accurate interpretation due to the reasoning capabilities it provides. The use of semantic technologies to describe robot characteristics and capabilities and the context of scenario, makes this approach generic and scalable: by including the scenario context information and the robot capabilities in the KB, the solution will be ready to reuse without any code modification or re-compilation. Even if in very different collaborative scenarios a deeper KB extension would be necessary, potentially no code modification would be necessary to get it working. This approach is generic and it can be applied in different industrial scenarios, although for evaluation purposes we are focusing on the human-robot collaborative assembling and deburring tasks. We intend to measure the whole system accuracy as well as the benefit of a multimodal system against a mono-modal one in industrial environments. In addition, we will assess the usability and the benefits of such a system in industrial scenarios, as part of the advancement towards natural communication in human-robot collaborative work.
