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Abstract
Multi-parametric chiral random matrix ensembles are important tools to analyze the statistical
behavior of generic complex systems with chiral symmetry. A recent study [1] of the former maps
them to the chiral Brownian ensemble (Ch-BE) that appears as a non-equilibrium state of a single
parametric crossover between two stationary chiral Hermitian ensembles. This motivates us to
pursue a detailed statistical investigation of the spectral and strength fluctuations of the Ch-BE,
with a focus on their behavior near zero energy region. The information can then be used for
a wide range of complex systems with chiral symmetry. Our analysis also reveals connections of
Ch-BE to generalized Calogero Sutherland Hamiltonian (CSH) and Wishart ensembles. This along
with already known connections of complex systems without chirality to CSH strongly hints the
later to be the ”backbone” Hamiltonian governing the spectral dynamics of Complex systems.
1
.I. INTRODUCTION
Based on exact symmetries, statistical behavior of the eigenvalues and eigenfunctions
in a complex system can be classified in various universality classes of the random matrix
ensembles. A variation of the symmetry or an approximate symmetry breaking can lead to
perturbation of the initial universality class, resulting in transition of the statistical behav-
ior from one class to another. The need to understand the behavior during the transition
motivated the introduction of Dyson’s Brownian motion model which describes diffusion of
the elements of a Hermitian matrix, with only anti-unitary symmetries, due to a random
symmetry breaking perturbation; the ensemble of Hermitian matrices corresponding to in-
termediate state of diffusion are referred as Dyson’s Brownian ensembles. Detailed numerical
investigations have confirmed the success of these ensembles as models for complex systems
but only those with anti-unitary symmetries. The latter however often manifest in company
with other symmetries, thus making it necessary to seek similar models for systems with
both unitary as well as anti-unitary symmetries. An important case in this context is that
of chiral symmetry which appears in many areas of current interest e.g. charge transport
in graphene [5], spectral fluctuations in QCD Dirac operators [6], localization in bipartite
lattices [7, 8, 10–12, 16], vortex glass problems [13–15], conductance fluctuations in meso-
scopic systems [3, 17], topological systems etc [18, 19, 23, 24]. The objective of the present
study is to consider a generalization of the Dyson’s approach to include chiral symmetry
in presence of the anti-unitary symmetries; the corresponding ensembles are referred as the
chiral Brownian ensembles.
For complex systems with ergodic/delocalized wave-dynamics, the combination of chiral
symmetry with time-reversal as well rotational symmetry results in three main universality
classes of the statistical behavior. Assuming independent and identical Gaussian randomness
of the matrix elements, the chiral universality classes can briefly be described as the chiral
Gaussian orthogonal ensemble (ch-GOE) for chiral real-symmetric matrix ensembles with
time-reversal symmetry and integer angular momentum (labelled by a parameter β = 1),
chiral Gaussian symplectic ensemble (ch-GSE) for chiral real-quaternion matrix ensembles
in presence of time-reversal symmetry and half-integer angular momentum (β = 4), chiral
2
Gaussian unitary ensemble (ch-GUE) for chiral complex Hermitian matrix ensembles in
absence of time-reversal symmetry (β = 2) [6]. (As the transformation properties of the
matrix, representing the linear operator e.g. Hamiltonian, in the basis preserving both
chirality as well time-reversal, are governed by the latter, with chirality manifesting only in
the block structure, the chiral universality classes are named in analogy with their non-chiral
counterparts. For Gaussian distributions of the matrix elements, the latter correspond to
Gaussian ensembles of Hermitian matrices invariant under orthogonal (O), unitary (U) or
symplectic (S) transformations, also known as GOE, GUE, GSE or collectively referred as
the Wigner-Dyson ensembles [21, 22].
Similar to Wigner-Dyson ensembles [21, 22], their chiral counterparts are the ensemble
of Hermitian matrices with independently and identically distributed (i.i.d) entries in off-
diagonal blocks (with zero diagonal blocks) and are applicable for the chiral systems under
local conditions which lead to almost all matrix elements of the same order. As the lat-
ter leaves the ensemble essentially free of any parameters and invariant under change of
basis, these ensembles are also referred as stationary or basis-invariant chiral ensembles.
The basis-invariance of both chiral/ non-chiral ensembles manifests itself in form of their er-
godic/delocalized eigenfunctions but an important difference appears in their spectrum. The
chiral symmetry induces an additional level repulsion around zero which for chiral ensembles
results in spectral correlations near zero (the origin) different from those far from zero (the
bulk). In the bulk however the spectral correlations are not affected by the block structure
ensuring survival of the statistical behavior analogous to Winger-Dyson universality classes
[6].
Based on the nature of symmetry-breaking perturbation, say V , a stationary chiral en-
semble, say H0, can undergo many types of transitions. For example, a random perturbation
preserving chiral symmetry as well as basis-invariance of the ensemble of H0 matrices but
breaking its anti-unitary symmetry results in transition between two stationary chiral ensem-
bles; the intermediate states H = H0+ λV of the transition are referred as chiral Brownian
ensemble (with λ as the perturbation parameter). However in case V breaks the chiral sym-
metry of H0 while preserving its anti-unitarity as well as basis-invariance, the transition then
takes place from chiral universality class to Wigner-Dyson one, with non-equilibrium stages
described by non-chiral Brownian ensembles (see for example [25, 27] for QCD-specific stud-
ies and [26] for particle-hole symmetric BDG Hamiltonians). For cases when V belongs to a
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basis-dependent ensemble, the intermediate states are then no longer Brownian ensembles.
In the present work, we confine the analysis only to the chiral Brownian ensemble.
The paper is organized as follows. Section II describes the response of the eigenvalues
and eigenfunctions of a single chiral Hermitian matrix to an external perturbation preserving
chiral symmetry. The response of an ensemble of such matrices, referred as chiral Brownian
ensembles, is considered in section III. The information of sections II and III is used in section
IV to derive the moments of the eigenvalues and eigenfunctions which in turn leads to the
evolution equation for their joint probability density functions (JPDF); this is discussed in
section V. An integration of the evolution equations for the JPDF leads to those for the
spectral and strength fluctuation measures; in section VI, we discuss only a few of them
i.e the jpdf of zero mode eigenfunction, level density and spectral correlations. A detailed
analysis of other fluctuation measures will be presented elsewhere. In past, the JPDF for
non-chiral Hermitian ensembles has been obtained by mapping its diffusion equation to
the Schrodinger equation of the Calogero Sutherland Hamiltonian. This motivates us to
seek a similar mapping in the case of present too; this is discussed in section VII. Section
VIII discusses the connection of chiral Brownian ensembles with another important class,
namely, Wishart Brownian ensembles (WBE) [37] which appear in many areas of physics.
The relevance of sections VII and VIII lies in the connections they reveal between different
areas of physics in which ensembles of chiral and Wishart types as well as CSM are applicable.
We conclude in section IX with a brief summary of our results and open questions.
II. RESPONSE OF A CHIRAL HERMITIAN MATRIX TO PERTURBATION
Before analysing their ensemble, it is necessary to first review the properties of a single
chiral matrix.
A. Eigenvalues and eigenfunctions of a chiral matrix
The chiral symmetry in a linear operator, if represented in a basis preserving it, manifest
as the nonzero off-diagonal blocks
H =

 0 C
C† 0

 . (1)
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where C is a general a N×(N+ν) complex matrix if H has no other anti-unitary symmetry;
as clear from above, Hk,N+l = Ckl. For cases with time-reversal symmetry also present, C
is a real or quaternion matrix based on the presence/ absence of rotational symmetry (i.e
integer or half integer angular momentum). The presence of additional symmetries and/or
conservation laws can further impose constraints on the matrix elements which affects the
statistical behavior ([4, 32]). For clarity purposes, here we confine our study only to C real
or complex with no other matrix constraints. The elements of C matrix can then be written
as Ckl =
∑β
s=1(i)
s−1Ckl;s where k = 1 → N, l = 1 → (N + ν) and β = 1 or 2 for C real
or complex. (The generalization to quaternion C can be done following similar steps but is
technically tedious and is therefore not included here).
With H given by eq.(1), let E be its eigenvalue matrix (Emn = enδmn) and U as the
eigenvector matrix, with Ukn as the k
th component of the eigenvector Un corresponding to
eigenvalue en. Following from eq.(1), Tr(H) is zero which then implies that the eigenvalues
of H exist in equal and opposite pairs or are zero; let us refer such pairs as en, en+N with
en = −en+N , 1 ≤ n ≤ N . Clearly the number of zero eigenvalues in ν. Henceforth, the
eigenvalues are labelled such that ek, k = 1 → N correspond to positive eigenvalues with
their negative counterpart lying from k = N + 1→ 2N and k = 2N + 1→ 2N + ν refers to
zero eigenvalues.
Writing the eigenvector corresponding to en as Un =

 Xn
Zn

 for n = 1 → 2N + ν,
with Xn, Zn as column vectors with N components and N + ν components respectively, the
chirality implies XN+k = Xk, ZN+k = −Zk for k = 1→ N . Eq.(1) then gives C Zn = en Xn
and C† Xn = en Zn which leads to
C†C Zn = e2n Zn, CC
† Xn = e2n Xn n = 1→ N (2)
As clear from the above, en are the singular values of matrix C or C
†. The orthogonality
condition U †n.Un+N = 0 along with normalization U
†
n.Un = 1 further gives
X†n.Xn =
1
2
, Z†n.Zn =
1
2
n = 1→ 2N. (3)
With U2N+k as the eigenvector corresponding to zero eigenvalue e2N+k = 0 with k = 1→
ν, one also has C Z2N+k = 0, C
†C Z2N+k = 0, indicating Z2N+k as the eigenvector of C†C
with zero eigenvalue; also note Z†nZ2N+k = 0 for n = 1→ 2N .
Further one also has
C† X2N+k = 0, CC† X2N+k = 0. (4)
5
Note however that X2N+k is not an eigenvector of CC
† and can be chosen as a null vector
(without loss of generality as the choice satisfies both relations in eq.(4)) which gives
U2N+k =

 0
Z2N+k

 , Z†2N+k.Z2N+k = 1 (5)
Note the above choice also satisfies the condition U †n.U2N+k = 0. Clearly the state corre-
sponding to e = 0, often referred as chiral state, is non-zero in one part of the basis only.
B. Variation of eigenvalues and eigenfunctions
A random perturbation ofH affects, in general, the statistical behaviour of its eigenvalues
and eigenfunctions. The effect can be determined by a prior knowledge of the response of
en and Un to change in H . Although the steps for derivation of these responses is similar to
those as described in [35] for non-chiral case, an important difference however appears due
to ν-fold degeneracy at zero energy.
Here we mention only the responses necessary for our latter study can be derived by
following the similar steps as described in [35] for non-chiral case, an important difference
however appears due to ν-fold degeneracy at zero energy.
differentiating the eigenvalue equation HU = UE with respect to Hkl;s, followed by
application of orthogonality condition
∑
i U
∗
inUim = δnm with U
∗
kn = Ukn for case β = 1.
This leads to
∂en
∂Hk,N+l;s
= is−1[U∗knUN+l,n + (−1)s+1U∗N+l,nUkn] (6)
∂Urn
∂Hk,N+l;s
= Srn (7)
Here
Srn =
2N+ν∑
j=1
(T−1)rj X
(n)
j , n > 2N, (8)
= Urn, n ≤ 2N (9)
where T is a (2N + ν)× (2N + ν) matrix with elements
Trj = δrj −
2N+ν∑
m=2N+1
U∗jmUrm =
2N∑
m=1
U∗jmUrm for n > 2N (10)
= δrj for n ≤ 2N (11)
and
X
(n)
j = i
s−1
2N+α∑
m=1,
m6=n
Ujm
en − em [U
∗
kmUN+l,n + (−1)s+1U∗N+l,mUkn], (12)
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with α = ν if n ≤ 2N and α = 0 if n > 2N (note e2N+k = 0). The above in turn gives
N,N+ν∑
k,l=1
β∑
s=1
∂en
∂Hk,N+l;s
Hk,N+l;s = en (13)
N,N+ν∑
k,l=1
β∑
s=1
∂Upn
∂Hk,N+l;s
Hk,N+l;s = 0 (14)
Differentiating eq.(6) and eq.(7) again with respect to Hk,N+l;s leads to second order deriva-
tives
N,N+ν∑
k,l=1
β∑
s=1
∂2en
∂H2k,N+l;s
= β
2N+ν∑
m=1
m6=n
1
en − em for n ≤ 2N (15)
N,N+ν∑
k,l
2∑
s=1
∂2Urn
∂H2k,N+l;s
= −α
(n)
1 β
2
2N+ν∑
m=1
6=n
Urn
(en − em)2 (16)
with α1 = 0 if n > 2N and α1 = 1 if n ≤ 2N . Similarly various products of eq.(6) and
eq.(7) lead to
N,N+ν∑
k,l=1
β∑
s=1
∂en
∂Hk,N+l;s
∂em
∂Hk,N+l;s
= 2 δmn 1 ≤ m,n ≤ N (17)
N,N+ν∑
k,l=1
β∑
s=1
∂en
∂Hk,N+l;s
∂Upn
∂Hk,N+l;s
= 0 (18)
N,N+ν∑
k,l
β∑
s=1
∂Upt
∂Hk,N+l;s
∂Urn
∂Hk,N+l;s
= −α
(nt)
2 β
2
Spn Srt
(en − et)2 (1− δnt) (19)
N,N+ν∑
k,l=1
β∑
s=1
∂Upt
∂Hk,N+l;s
∂U∗rn
∂Hk,N+l;s
=
α
(nt)
3 β
2
2N+α∑
m=1
m6=r
Spm S
∗
rm
(em − en)2 δnt (20)
where α2 = 0 if both n, t > 2N and α2 = 1 if n ≤ 2N and/or t ≤ 2N . Further α3 = 1 if
both n, t > 2N or ≤ 2N . It is worth emphasizing here that eqs.(6-20) are exact.
III. ENSEMBLE DENSITY AND ITS DIFFUSION
Consider an arbitrary M ×M chiral matrix H0 subjected to a random perturbation, of
strength t, by another M ×M chiral matrix V with M = 2N + ν:
H0 =

 0 C0
C†0 0

 , V =

 0 Cv
C†v 0

 . (21)
The perturbed matrix H(t) is described as H(t) =
√
f(H0 + t V ) with f = (1 + γt
2)−1,
H(0) = H0 as a fixed random matrix and γ as an arbitrary positive constant. Using eq.(21),
the distribution, say ρ(H), of the elements of the matrix H can be expressed in terms of
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those of C:
ρ(H) = ρc(C) Fc Fh (22)
with Fh(H) = δ(H − H†) and Fc =
∏N
k,l=1 δ(Hkl) as the constraints due to Hermiticity
and chirality of H , respectively, and ρc(C) as the probability density of the ensemble of
C matrices. Assuming the matrix elements of C0 and Cv distributed with the probability
densities ρ0(C0) and ρv(Cv), the probability density ρc(C) = 〈δ
(
C −√f(C0 + t Cv)
)〉 of the
C-ensemble is given by (with 〈〉 as the ensemble average)
ρc(C) =
∫
ρ(C, t|C0, 0) ρ0(C0) DC0 (23)
with
ρ(C, t|C0, 0) =
∫
δ
(
C −
√
f(C0 + t Cv)
)
ρv(Cv) DCv
=
(
1
t
√
f
)N(N+ν)
ρv
(
C −√fC0
t
√
f
)
; (24)
here C = C0 for t → 0, C → V√γ for t → ∞. Following from above, a variation of t then
leads to a diffusion of ρc(C) . The dynamics retains its markovian character if considered in
terms of a rescaled evolution parameter Y = − 1
2γ
ln f = 1
2γ
ln(1 + γ t2) [28]:
C(Y ) ≡ C(0) e−2γY + Cv
(
1− e−2γY
γ
)1/2
(25)
Assuming V taken from Ch-GOE or Ch-GUE, the ensemble density ρv(Cv) can be ex-
pressed as
ρv(Cv) = N exp
[
− 1
2v2
Tr (Cav .Cv)
]
(26)
where Ca ≡ CT or C† . A substitution of eq.(26) in eq.(24) leads to ρ(C, Y |C0, 0) as a
Gaussian. This can also be seen as follows: a convolution of two Gaussians being another
Gaussian, one can write, for a small increment of perturbation strength at Y with ρv(Cv)
given by eq.(26),
C(Y + δY ) ≡ C(Y ) +
√
2 γδY Cv(Y )√
1 + 2 γ δY
(27)
≈ C(Y ) (1− γ δY ) +
√
2 γ δY Cv(Y ) +O((δY )
3/2). (28)
with symbol ′′ ≡′′ implying the equivalence not only of the matrices on two sides but their
ensembles too. (The equivalence of eq.(25) and eq.(27) along with the derivation of the
diffusion equation for C(Y ) is discussed in [28]. )
An ensemble average (denoted by symbol 〈.〉) of eq.(28) gives
〈δCkl;s〉 = −γ Ckl;s δY, (29)
〈δCkl;s δCmn;s′〉 = 2 v2 δkm δln δss′ δY (30)
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A substitution of the above moments in the standard Fokker-Planck equation then leads to
1
v2
∂ρc
∂Y
=
∑
k,l,s
∂
∂Ckl;s
[
∂ρc
∂Ckl;s
+
γ
v2
Ckl;sρc
]
(31)
Eq.(22) along with the substitution of Ckl;s = HkN+l;s in the above then leads to the
Y -governed evolution equation for ρ(H).
1
v2
∂ρ˜
∂Y
=
∑
k,l,s
∂
∂HkN+l;s
[
∂ρ˜
∂HkN+l;s
+
γ
v2
HkN+l;sρ˜
]
(32)
The dynamics approaches to equilibrium as Y → ∞ or ∂ρ˜
∂Y
→ 0; the solution of eq.(32) in
this limit corresponds to the ensemble density for ch-GUE or ch-GUE. Eq.(32) can further
be used to derive the Y governed evolution of the probability densities of the eigenvalues
and eigenfunctions of H ; this is discussed in next section.
IV. MOMENTS OF EIGENVALUES AND EIGENFUNCTIONS
A small change δY in Y subjects H and thereby its non-zero eigenvalues en and cor-
responding eigenfunctions Un to undergo a diffusion. As the dynamics preserves chirality,
the zero eigenvalues of H remain unaffected but corresponding eigenfunctions U2N+k change
with changing H to ensure HU2N+k = 0 with k = 1 → ν. Assuming Markovian dynamics,
the diffusion equation for the eigenvalues and eigenfunctions can be derived if their moments
are known.
Using standard perturbation theory for Hermitian operators and by considering matrix
H+δH in the eigenfunction representation of matrix H , the moments for the eigenvalues en
and eigenfunctions Un can be derived from those of matrix elements of H (see appendix A).
The latter can in turn be obtained by a comparison of eq.(32) with standard Fokker-Planck
equation
〈δHk,N+l;s〉 = −γ Hk,N+l;s δY, (33)
〈δHk,N+l;s δHm,N+n;s′〉 = 2 v2 δkm δln δss′ δY (34)
with 〈.〉 implying an ensemble average.
Our next step is to derive the moments for the eigenvalues and eigenfunctions from the
above. A standard route in this context is 2nd order perturbation theory of Hermitian
matrices but the issues with treatment of degenerate eigenfunctions makes us follow an
alternate route. The change in a function F (H) due to a small change δHkl;s in the matrix
9
elements of H can be described by the Taylor’s series
δF =
∑
k,l;s
∂F
∂Hkl;s
δHkl;s +
∑
k,l;s
∑
a,b;s′
∂2F
∂Hkl;s∂Hab;s′
δHkl;sδHab;s′ +O((δHkl;s)
3) (35)
An ensemble average of the above can be written as
〈δF 〉 =
∑
k,l;s
∂F
∂Hkl;s
〈δHkl;s〉 +
∑
k,l;s
∑
a,b;s′
∂2F
∂Hkl;s∂Hab;s′
〈δHkl;sδHab;s′〉+O((δHkl;s)3) (36)
Substitution of eq.(33,34) in the right side of the above equation then leads to
〈δF 〉 = −γ
∑
k,l;s
∂F
∂Hkl;s
Hkl;s δY + v
2
∑
k,l;s
∂2F
∂H2kl;s
δY +O((δHkl;s)
3) (37)
Further keeping terms only upto first order of δY , one can similarly write, for the function
F (H) and G(H),
〈δFδG〉 =
∑
k,l;s
∂F1
∂Hkl;s
∂G
∂Hkl;s
δY (38)
Now choosing F and G as the eigenvalues and/or the eigenfunction components of H , one
can derive the 1st and 2nd order moments of their various combinations. For example,
replacing F = en and G = em in eqs.(37, 38), we have
〈δen〉 = β v2
[
− γ
βv2
en +
ν + 1/2
en
+
N∑
m=1,m6=n
2en
e2n − e2m
]
δY
〈δenδem〉 = 2 v2 δnm δY (39)
As the perturbation is assumed to preserve the chiral symmetry leaving zero eigenvalues
unchanged, this implies: 〈δe2N+k〉 = 0 for k = 1→ ν.
The moments of eigenfunctions can similarly be given by replacing F = Ujn and G = Ust
in eqs.(37, 38),
〈δUjn〉 = −β v2 α(n)1
2N+ν∑
m=1,
m6=n
Ujm
(en − em)2 δY (40)
and
〈δUpt δUrn〉 = −β v2 α(nt)2
Srt Spn
(et − en)2 (1− δnt) δY (41)
and
〈δUpt δU∗rn〉 = β v2 α(nt)3
2N+α∑
m=1,
m6=n
Spm S
∗
rm
(en − em)2 δnt δY (42)
with angular brackets implying conditional ensemble averages with fixed ej, Uj , j =
1, . . . , 2N + ν. Further, to first order in δY , the ensemble averaged correlation between
δek and δUjn is zero (for both β = 1 or 2):
〈δek δUjn〉 = 0 ∀k, j, n (43)
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V. DIFFUSION OF SPECTRAL AND STRENGTH JPDF
Our next step is to derive the Y -governed diffusion equation for the joint probabil-
ity density Pef,ev({Un}, {en}) where {Un} and {en} refer to the sets of all eigenvectors
U1, . . . , U2N+ν and eigenvalues e1, e2, .., e2N+ν . Following standard Fokker-Planck approach
(assuming higher order moments of the JPDF negligible), the diffusion can be described as
follows:
∂Pef,ev
∂Y
= (LU + L∗U + LE)Pef,ev (44)
where LU and LE refer to two parts of the Fokker-Planck operator corresponding to eigen-
values and eigenfunction components, respectively. Here LU is given as
LU δY = β
2
2N+ν∑
j,n=1
∂
∂Ujn
[
β
4
2N+ν∑
k,l=1
(
∂
∂Ukl
〈δUjnδUkl〉+ ∂
∂U∗kl
〈δUjnδU∗kl〉
)
− 〈δUjn〉
]
(45)
and LE is
LE δY =
2N+ν∑
n=1
∂
∂en
[
1
2
∂
∂en
〈(δen)2〉 − 〈δen〉
]
(46)
with Pef,ev subjected to following boundary condition: Pef,ev → 0 for Ujn → ±∞, en →
(0,∞) for j, n = 1→ N .
A. Spectral JPDF
A substitution of the moments (eqs.(39, 40, 41, 42)) in eq.(44) followed by latter’s in-
tegration over all undesired variables will then lead to an evolution equation for the JPDF
of the desired combination of eigenfunctions and eigenvalues. For example, an integration
of eq.(44) over all eigenfunctions leads to the diffusion equation for Pev, the JPDF of the
eigenvalues
Pev(e1, e2, . . . , e2N+ν) ≡ PN(e1, e2, . . . , eN)
N∏
k=1
δ(ek + ek+N)
ν∏
n=1
δ(e2N+n) (47)
with PN(e1, e2, . . . , eN) as the JPDF of the N non-zero positive eigenvalues
1
v2
∂PN
∂Y
= 2
N∑
n=1
∂
∂en
[
∂
∂en
− β
(
ν + 1/2
en
+
N∑
m=1
2en
e2n − e2m
)
+ γen
]
PN (48)
As mentioned in section II, limY→∞ ρ(H, Y ) corresponds to stationary Chiral ensembles.
For the stationary limits of eqs.(48) i.e ∂Pev
∂Y
, Pev is therefore expected to approach corre-
sponding JPDF of eigenvalues. It is easy to verify that, with Pev given by eq.(47), the
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stationary limit gives
PN(e1, e2, . . . , eN) = N
N∏
n=1
eβ(ν+1)n
N∏
j>k
|e2j − e2k|β e−
Na
v2
∑N
j=1 e
2
j . (49)
with N as the normalization constant.
B. Strength JPDF
Similarly an integration over all eigenvalues of eq.(44) leads to diffusion equation for the
JPDF Pef(U1, . . . , U2N+ν) for the eigenfunctions
1
v2
∂Pef
∂Y
=
β
2
[LU + L∗U ] Pef (50)
with LU = L∗U for β = 1 and
LU =
∑
k,l,j,n;n 6=l
α
(nl)
2
∂2
∂Ujn∂Ukl
(
Sjl Skn
(el − en)2
)
+
∑
k,j,n
α
(nn)
3
∂2
∂Ujn∂U∗kn
(
2N+α∑
m=1,m6=n
Sjm S
∗
km
(en − em)2
)
+
2N∑
j,n=1
∂
∂Ujn
(
2N+ν∑
m=1,m6=n
Ujn
(en − em)2
)
(51)
Here again in the stationary limits of eq.(50) i.e
∂Pef
∂Y
, Pef is expected to approach the JPDF
of eigenfunctions for stationary chiral ensemble. As the eigenvectors are independent in
the stationary limit, subjected only to unitary constraint (H being Hermitian), one has Pef
given by a Dirac-delta distribution: Pef(U1, . . . , UN , ...U2N+ν) = fc; (Note a verification of
the latter result by a direction substitution in LUPU = 0 is technically complicated).
VI. FLUCTUATION MEASURES
The Y -dependence of the fluctuations measures for both eigenfunctions as well as eigen-
values of H (referred below as strength and spectral measures respectively) can now be
obtained, in principle, by integrating eqs.(48,50) over unnecessary variables. The analogy
of these equation with already known cases however helps to avoid the integration route for
many measures. For example, writing Un in terms ofXn, Zn (see section II.A), we have
PX(X1, .., XN) =
∫
Pef(U1, . . . , U2N+ν) DZ (52)
with DZ referring to an integration over all components of the eigenfunctions Zk, k = 1→
2N+ν. Differentiating the above equation with respect to Y and using eqs.(50, 51), one can
derive the diffusion equation for X-components only: 1
v2
∂PX
∂Y
= LX PX . But from eq.(2), the
12
Xn of Un analogous to the eigenfunction of Wishart matrix L1 = C.C
†. The same analogy is
then applicable between the diffusion equations for PX and the JPDF of the eigenfunctions
of Wishart Brownian ensemble (with same Y for both cases). Consequently the fluctuation
measures derived in [37] can directly be used for the chiral ensemble ρ(H) discussed here.
Following the same logic, the fluctuation measures of the Z-components of the eigenfunctions
of H-matrix are same as those of L2 = .C
†.C.
As examples, here we consider those which have excited lot of interest in many areas of
complex systems, namely, jpdf of zero mode (also referred as chiral state), the level density
and static spectral-correlators for all energies.
A. Diffusion of zero mode
An important fluctuation measure in this context is the distribution of an eigenfunction
corresponding to a zero eigenvalue, say e2N+k = 0 for k = 1 → ν. Consider the JPDF
Pν(U2N+1, . . . , U2N+ν) of all components of the eigenfunctions U2N+1 . . . U2N+ν given by eq.(5)
(with Pν referring to the jpdf of ν eigenfunctions)
An integration of eq.(50) over all other eigenvectors except those corresponding to zero
eigenvalue leads to
1
v2
∂Pν
∂Y
=
β
2
2N+ν∑
η=2N+1
2N+ν∑
k,j=N+1
(
∂2Qjk
∂Ujη∂U∗kη
+
∂2Q∗1;jk
∂U∗jη∂Ukη
)
(53)
where
Qjk =
2N∑
m=1
∫
Ujm U
∗
km
e2m
Pef
2N∏
n=1
(dUn den) =
2N∑
m=1
∫
Ujm U
∗
km
e2m
Pν+1 dUm dem (54)
with Pν+1 ≡ Pν+1(em, Um, U2N+1, . . . , U2N+ν). Note as the perturbation preserves chiral
symmetry, the components Uk2N+η = 0 for k = 1→ N and η = 1→ ν (see eq.(5)).
Assuming weak correlation between chiral and non-chiral states (as the former are not
affected by perturbation), it is reasonable to approximate
Pν+1 ≈ P1(em, Um) Pν(U2N+1, . . . , U2N+ν) (55)
with P1(em, Um) as the jpdf of Um and em. The above reduces Qjk ≈ 2NAjkPν with Ajk =
1
2N
∑2N
m=1〈
UN+j,m U
∗
N+k,m
e2m
〉, eq.(53) can be rewritten as
1
v2
∂Pν
∂Y
= βN
2N+ν∑
n=2N+1
2N+ν∑
k,j=N+1
(
Ajk
∂2Pν
∂Ujn∂U∗kn
+ A∗jk
∂2Pν
∂U∗jn∂Ukn
)
(56)
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As clear from the above, the components of the eigenfunctions U2N+1, . . . , U2N+ν are mu-
tually independent and their diffusion equations can be separated. Writing the jpdf of the
components of a single eigenfunction U2N+η as
P1(U2N+η) ≡ P1({Ukη}) ≡ P1(U2N+1,η, . . . , U2N+ν,η),
the substitution of Pν(U2N+1, . . . , U2N+ν) =
∏ν
η=1 P1(U2N+η), along with redefined variables
xks = Ukη;s
√
N + ν, in eq.(56) leads to
1
v2
∂Pcs
∂Y
= βN(N + ν)
N+ν∑
k,j=1
(
Ajk
∂2Pcs
∂xj∂x∗k
+ A∗jk
∂2Pcs
∂x∗j∂xk
)
(57)
where P1({Ukη}) → Pcs({xk})(N + ν)N+ν . With Y absent from the right side of the above
equation, a general solution of the above equation for arbitrary initial condition, say at
Y = Y0, can be obtained by separation of variables approach. Here the normalization
condition on Uη gives the condition
∑N+ν
k=1 |xk|2 = N + ν with 0 ≤ |xk|2 ≤ (N + ν). This
subjects Pcs to a boundary condition: Pcs(x; Y ) → 0 for |xk| = |xl| →
√
N + ν, ∀ k, l; (as
both |xk|2, |xl|2 for any k, l-pair can not simultaneously take the values N + ν). Eq.(57) in
this case has a unique solution:
Pcs(Y |Y0) = Nφ exp
[
−
√
ω
N(N + ν)βχ
N+ν∑
m=1
β∑
s=1
|xms|+ ω v2 (Y − Y0)
]
(58)
with Nφ as the normalization constant (given by condition
∫∞
−∞ Pcs(x)Dx = 1 in limit
N →∞)
χ =
2N+ν∑
k,j=N+1

 β∑
s=1
Re(Ajk)sgn(xks) sgn(xjs) +
β∑
s,s′=1
s6=s′
Im(Ajk)sgn(xks) sgn(xjs′)

 (59)
with sgn(x) = 1,−1 for x > 0 and x < 0 respectively. As clear from eq.(58), the existence
of solution in the limit Y →∞ requires ω = 0
The localization behavior of chiral state has evoked lot of interest in context of disor-
dered bipartite lattices; the existing, system specific results indicate the state to be neither
localized or delocalized, size-independent for all disorders with multifractal characteristics.
This motivates us to pursue a similar query in context of Brownian ensemble. The standard
route to analyze this behavior is through the moments of the eigenfunction intensity In, also
referred as the generalized inverse participation ratio: In =
∑
k |xk|2n. Its ensemble average
can be given as 〈In〉 =
∫
tn Pt(t) dt = 〈tn〉 with Pt(t) as the local intensity of the chiral
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eigenfunction x:
Pt(t) = 〈
N+ν∑
k=1
δ(t− |xk|2〉 =
N+ν∑
k=1
∫
δ(t− |xk|2 Px(x) Dx. (60)
Differentiating the latter with respect to Y , subsequent use of eq.(57), followed by repeated
partial integration then leads to
∂Pt
∂Λt
=
∂2(tPt)
∂t2
− ∂Pt
∂t
(61)
where Λt = v
2µ0β(Y − Y0) and µ0 =
∑N+ν
k=1 Akk =
1
2N
∑2N
m=1
∑N+ν
k=1 〈 |UN+k,m|
2
e2m
〉 = 1
2
〈 1
e2
〉. The
solution of eq.(61) is an exponential distribution:
Pt(t) =
a0
a
exp(−at) (62)
with a = a0
a0Λt+1
and a0 given by the initial behavior of Pt. Clearly the chiral state has a
broad local intensity distribution with its moments 〈tn growing like exp(f(n)) with f(n)
increasing faster than linear in n; the latter is believed to be an indicator of the multifractal
behavior of the wave-function. This can also be derived directly from eq.(61) as follows:
multiplication of eq.(61) with tn followed by integration then gives a hierarchical equation
for the moments In
∂〈In〉
∂Λt
= n2 〈In−1〉 (63)
The above gives 〈In〉 ∼ (n!)2 Λnt for large Λ, thus indicating multifractal nature of the chiral
state [41].
B. Level density
The Y -dependent ensemble averaged level density R1(e; Y ) can be defined as
R1,ch(e; Y ) =
2N+ν∑
n=1
〈δ(e− en)〉 =
2N+ν∑
n=1
∫
δ(e− en) Pev(e1, e2, . . . , e2N+ν ; Y ) DE. (64)
where DE =
∏2N+ν
n=1 den with −∞ ≤ en ≤ ∞. Using the definition (64), the level density
R1,ch(e; Y ) in chiral case can be expressed in terms of the level density R1(e; Y ) of the
eigenvalues e1, . . . , eN
R1,ch(e; Y ) = R1(e; Y ) +R1(−e; Y ) + ν δ(e) (65)
where
R1(e; Y ) =
N∑
n=1
〈δ(e− en)〉 =
N∑
n=1
∫ ∞
0
δ(e− en) PN(e1, . . . , eN ; Y )
N∏
n=1
den. (66)
with PN defined in eq.(47).
The above definition along with a direct integration of eq.(48) over N − 1 eigenvalues
and entire eigenvector space leads to an evolution equation for R1(e; Y ), from an arbitrary
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initial condition R1(e; Y0),
∂R1
∂Y
= (2β)
∂
∂e
(
γ e− ν + 1/2
e
−
∫ ∞
0
2 e R1(e
′)
e2 − e′2 de
′
)
R1(e) +
∂2
∂e2
R1(e) (67)
As clear from the above, R1(e) = R1(−e). The evolution occurs at a scale Y ∼ N∆2e
with ∆e(e) as the local mean level spacing in a small energy-range around e. For regions
|e| ≫ 0, the drift term with e−1 as well as the diffusion term can be neglected (being of
O(1/N) with respect to other terms). Writing
∫∞
0
2 e R1(e′)
e2−e′2 de
′ =
∫∞
−∞
R1(e′)
e−e′ de
′, eq.(67) can
be approximated as
∂R1
∂Y
= (2β)
∂
∂e
(
γ e−
∫ ∞
−∞
R1(e
′)
e− e′ de
′
)
R1(e) (68)
Referred as Dyson-Pastur equation, the above equation is analogous to that for the level
density of a non-chiral Brownian ensemble; the solution for former can then be obtained
from already known solutions for the latter. As discussed in [28], the solution of eq.(68)
can be given as R1(e; Y ) =
1
pi
limε→0 G(e − iε; Y ) where G(z; Y ) = G(z − Y G(z; Y ); Y0).
The limit Y → ∞ corresponds to a semi-circle level density (expected as ρ(H) in eq.(22)
approaches ch-GOE/ ch-GUE in the limit) but this limit is never reached if the initial
condition R1(e; Y0) = δ(e) [31].
Near e ∼ 0, however eq.(67) deviates significantly from its non-chiral counterpart. This is
because the singular term 1/e in eq.(67) now dominates which makes it necessary to retain
the diffusion term too. Eq.(68) for this region can then be approximated as
∂R1
∂Y
=
(
β
2
)
∂
∂e
(
−ν + 1/2
e
+ α
)
R1 +
∂2R1
∂e2
(69)
where α(Y ) =
∫∞
−∞
R1(e′)
e−e′ de
′ ≈ ∫∞−∞ R1(e′)e′ de′ ≈ 0 (the latter follows as R1(e) is symmetric
around e = 0). With integral term now absent, the solution of the above equation can be
obtained directly as follows. Substitution of R1(e, Y |e0, Y0) = Ne exp(t(Y − Y0)) ft(e) eη in
eq.(69), with Ne, t, η as constants, leads to
2e2
∂2ft
∂e2
+ a1 e
∂ft
∂e
+ a2 ft = 0 (70)
with a1 = (αe− βα0 + 4η) and a2 = (βηαe− (βα0 − 2η)(η − 1)− te2). Noting that α ∼ 0
and e ∼ 0, one can further approximate a1 ≈ −(βα0 − 4η) and a2 ≈ −(βα0 − 2η)(η − 1).
The latter admits a power law solution for eq.(70): ft(e) = e
a1±
√
a2
1
+4a2)/2. This leads to
R1(e, Y ) = Ne exp(t(Y − Y0)) e2η+a1±
√
a2
1
+4a2)/2. (71)
Here, as the unknown constant t appears only in 1st exponent, we must have t = 0 for the
existence of a finite, non-zero R1(e, Y → ∞). Note this leaves R1 near e ∼ 0 independent
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of Y which is expected due to the perturbation being chirality preserving.
It is worth noting, for later reference, another approximate solution for eq.(69) near e ∼ 0
is
R1(e, Y ) ≈ Ne e−|η| exp
[−Ω(− log e)b] (72)
As the above solution is obtained by neglecting terms (− log e)b−2 and (− log e)2(b−1) in
comparison with (− log e)b−1, it is valid only for 0 < b < 1. Here the constant η and and Ne
depends on the initial condition at Y0 and the normalization condition on R1 respectively.
C. Static Correlations
The n-level correlation Rn,ch(e1, ..., en; Y ) i.e. the probability density for n levels to be at
ek > 0, k = 1→ n, irrespective of the position of other N − n levels, can be defined as
Rn,ch(e1, e2, .., en; Y ) =
N !
(N − n)!
∫
Pev(E; Y )
2N+ν∏
k=n+1
dek.pre− factor (73)
Note here the pre-factor corresponds to consideration of only N positive definite levels; the
latter, once chosen, pin the N negative definite levels. The above gives
RN,ch(e1, e2, .., eN ; Y ) = N !PN(e1, e2, .., eN ; Y ) (74)
Rn,ch(e1, .., en; Y ) = Rn(e1, .., en; Y ) (75)
where Rn(e1, .., en; Y ) =
N !
(N−n)!
∫
PN(e1, . . . , eN ; Y )
∏N
k=n+1 dek.
The Y -governed diffusion equation for Rn can be obtained by first differentiating eq.(73)
with respect to Y and subsequently using eq.(48). Similar to Hermitian case without chiral-
ity, here again the evolution of Rn occurs on the scales determined by Y −Y0 ∼ ∆e(e)2 with
∆e(e) as the local mean level spacing at energy e [28–30]; the transition in Rn and therefore
other spectral fluctuation measures are governed by the rescaled parameter
Λe(Y, e) =
(Y − Y0)
∆2e
. (76)
The Λe-governed diffusion of rescaled correlationsRn(r1, .., rn; Λe) = limN→∞ ∆ne Rn(e1, .., en; Y ),
with rn =
(en−e)
∆e
and e = r ∆e, from an arbitrary initial condition, can be given as
∂Rn
∂Λe
=
n∑
j=1
∂
∂rj
[
∂Rn
∂rj
−
n∑
k=1; 6=j
2 β (rj + r) Rn
(rj − rk)(rj + rk + 2r) −
β(ν + 1/2) Rn
(rj + r)
+ β
∫
(rj + r) Rn+1
(rj + r)2 − t2 dt
]
.
(77)
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with Rn+1 ≡ Rn+1(r1, . . . , rn, t; Λe). Here the limits Λe = 0,∞ correspond to the initial and
the stationary state for the Rn, respectively. The stationary solutions of Rn can be obtained
by substituting ∂Rn
∂Λe
= 0 in eq.(77).
A desirable next step would be to solve the above equation but its technical complexity
pushes us to pursue its elsewhere. A number of insights about the statistics can however
be gained without a detailed solution. For example, (i) eq.(77) depends on the scale e of
the local correlations; this is contrary to diffusion equation for Rn in non-chiral Hermitian
case (see eq.(16) of [30]), (ii) the solution of eq.(77) for any non-zero, finite Λe corresponds
to an intermediate, non-equilibrium level-correlation among n-levels distributed around en-
ergy scale e within a range in which R1(e) can be assumed to be constant. But as R1
itself is Y -dependent, the local statistics can vary significantly along the spectrum, (iii) For
Rn(r1, . . . , rn) with all r1, . . . , rn > 0 (or for all r1, . . . , rn < 0), eq.(77) can be approximated
by one similar to that of Hermitian case without chirality (eq.(16) of [30])
∂Rn
∂Λe
=
∑
j
∂2Rn
∂r2j
− 2 β
∑
j 6=k
∂
∂rj
( Rn
rj − rk
)
− 2 β
∑
j
∂
∂rj
∫ Rn+1
rj − t dt. (78)
As a consequence, for regions away from e ∼ 0, the local statistics for the Hermitian case
with chirality is almost analogous to the one without chirality. The analogy helps because
the results for R2 for the non-chiral cases evolving from many initial conditions are already
known [30, 33] and can directly be used for the chiral cases with same Λe and analogous
initial conditions.
VII. CONNECTIONS
An important consequence of the single parametric diffusion of the ensemble density ρ(H)
is that it helps revealing the hidden connections with other complex systems. The analogy
in turn can be applied to derive the information for any one of these systems from the other.
A. Calogero-Sutherland Hamiltonian (CSH)
Eq.(48) can be rewritten in terms of the Schrodinger equation for the interacting particles
moving along a real line, subjected to confining potential; the eigenvalues playing the role
of the particles evolve with respect to an imaginary time. This follows by applying the
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transformation Ψ = PN/|QN |β/2 with |QN | =
∏
k<l |ek − el| in eq.(48) reducing it in a form
∂Ψ
∂Y
= H Ψ (79)
where the ’Hamiltonian’ H turns out to be a variant of the CS Hamiltonian for N fermions
confined along a real line:
H =
∑
i
∂2
∂e2i
− β(β − 2)
4
∑
i,j;i 6=j
(
1
(ei − ej)2 +
1
(ei + ej)2
)
+ g0
∑
k
1
e2k
− γ
2
4
∑
i
e2i + c0
(80)
with c0 =
N
2
(α + 1)γ + γ
2
βN(N − 1), g0 = α4 (2 − α) and α = β2 (1 + 2ν). Note, similar to
the complex Hermitian case, here again the inverse square interaction term drops out for
β = 2 . The ”state” ψ or PN(E, Y |E0, Y0) can then formally be expressed as a sum over the
eigenvalues λk and eigenfunctions ψk of H
PN(E, Y |E0, Y0) = |QN(X)||QN (Y )|
β/2 ∑
k
exp(−Y λk)ψk(Y )ψk(Y0) (81)
As clear from the above, for Y →∞, the particles are in their ground state ψ0 = C1/2β |QN |β/2
with a distribution ψ20; note ψ0 gives the correct form for PN(Y → ∞). An integration of
eq.(81) over the initial state PN(E0, Y0) lead to the joint probability distribution PN(E, Y ) =∫
PN(E, Y |E0, Y0) PN(E0, Y0) de01 . . .de0N and thereby static (at a single parameter value)
density correlations Rn.
To proceed further, it is imperative to determine the eigenstates and the eigenvalues of
the Hamiltonian H which requires a detailed study. Some insight however can be gained by
noting that for the case with e1, e2, . . . eN > 0, H in eq.(80) can locally be approximated as
the standard CS Hamiltonian HCS:
HCS =
∑
i
∂2
∂e2i
− β(β − 2)
4
∑
i,j;i 6=j
1
(ei − ej)2 −
γ2
4
∑
i
e2i + c0. (82)
The local particle correlations for H can then be approximated by HCS. The latter has
been studied in great detail in past and many of its states and particle correlation have been
worked out [28, 31]. The information can then be used in deriving the spectral correlations
for the present case. (Although the steps are essentially same as applied in the case of
Brownian ensembles with Hermitian condition [28, 31] but the difference in confining poten-
tial in eq.(80) and eq.(82) would lead to different long range correlations). The above also
implies that the local correlations, away from zero energy, of chiral Brownian ensembles are
analogous to those of non-chiral Brownian ensembles (with Hermiticity as the only matrix
constrains) with same β (see also [30, 33] for more information about the latter).
The explicit analysis of correlations near zero energy, involves technical handling of var-
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ious integrals and a separate study. The present analysis reveals however an important
connection: the level correlations of different complex systems need not be studied sepa-
rately, a thorough probing of the particle correlations of CS type Hamiltonian often gives
all the required information. The CS system being integrable in nature, the semiclassical
techniques can also be very successful for the probing.
B. Wishart Brownian Ensembles
From eq.(2), the eigenvalues and eigenfunctions of N × N matrix L1 ≡ C.C† and (N +
ν) × (N + ν) matrix L2 ≡ C†.C are closely related to those of H . Both L1 and L2 are
positive semi-definite matrices, also known as Wishart matrices. As eq.(2) indicates, L1 has
N eigenvalues λk = e
2
k, with Xk as the corresponding eigenvector, for , k = 1→ N . Further
L2 has N + ν eigenvalues, with N of them as λk with Yk as the corresponding eigenvector
for k = 1 → N , and rest ν of them pinned to zero i.e eN+l = 0 for l = 1 → ν. The jpdf of
non-zero eigenvalues of L1 and L2 is related to that of singular values of C and C
†
Ps(e1, e2, . . . , eN) = 2
N
(
N∏
n=1
√
λn
)
Pλ(λ1, . . . , λN) (83)
It must be emphasized here that Ps(e1, e2, . . . , eN ) is not same as PN(e1, e2, . . . , eN) that
appears in eq.(47); the latter also contains a repulsion from the negative counterparts of the
eigenvalues. For example, the jpdf for L1, L2 described by a stationary Wishart ensemble is
[28]
Pλ(λ1, λ2, . . . , λN) = Nw
N∏
n=1
λ(ν+1)β/2−1n
N∏
j>k
|λj − λk|β e−
Na
v2
∑N
j=1 λj . (84)
with Nw as a normalization constant. The above along with eq.(83) leads to
Ps(e1, e2, . . . , eN) = 2
N Nw
N∏
n=1
e(ν+1)β−1n
N∏
j>k
|e2j − e2k|β e−
Na
v2
∑N
j=1 e
2
j . (85)
As clear from a comparison of eq.(85) with eq.(49), we have
PN ∝
(
N∏
n=1
en
)
Ps ∝
(
N∏
n=1
λn
)
Pλ (86)
The above relation is also applicable for non-stationary cases e.g Brownian ensembles of
chiral and wishart matrices. For example, the diffusion equation for Pλ for L1, L2 described
by a Wishart Brownian ensemble can be given as [37]
∂Pλ
∂Y
=
N∑
n=1
∂
∂λn
[
∂
∂λn
− β
(
N∑
m=1
λn
λn − λm
)
+ γλn
]
Pλ
(87)
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A comparison of above equation with eq.(48) again confirms the relation in eq.(86). Clearly
the relation can further be used to derive the spectral fluctuation measures of chiral ensem-
bles as well as singular value correlations from those of Wishart ensembles and vice-versa.
Further as the eigenfunction components of Xn, Yn correspond to the eigenfunction com-
ponents of chiral matrix H as well as Wishart matrix L1, L2, a prior knowledge of the
eigenfunction statistics of a Wishart Brownian ensemble, discussed in [37], can then provide
same information for the chiral Brownian ensembles. The complexity parametric based for-
mulation then implies similar relation between the multi-parametric Gaussian ensembles of
the Chiral and Wishart types; the details for these relations will be discussed in a separate
study.
C. Multi-parametric Gaussian Ensembles
The results and insights mentioned in previous section have another important application
i.e in the domain of multi-parametric ensembles of chiral Hermitian, Wishart and non-chiral
Hermitian type. This can be elucidated as follows.
Consider an ensemble of chiral Hermitian matrices with H still given by eq.(1) but en-
semble density now described by
ρm(H) = N e−
∑
k,l;s
1
2hkl;s
(Hk,N+l;s−bkl;s)2
FcFh (88)
with
∑
k,l,s ≡
∑N
k,l=1
∑β
s=1. As discussed in [1], the diffusion equation for ρm(H) is anal-
ogous to eq.(32) but Y now corresponds to a function of all ensemble parameters Y =
− 1
2Mγ
ln
[∏
k,l;s |1− 2 γ hkl;s| |bkl;s|2
]
+ const (see section II.B of [1]). As the analogy of dif-
fusion equations for ρ(H) and ρm(H) lead to similar analogies for the diffusive dynamics of
their eigenvalues and eigenfunctions, eqs.(44-51) are applicable for the ensemble (88). The
spectral and strength statistics of multi-parametric chiral ensembles can then be mapped
to single parametric chiral Brownian ensembles. But as discussed in [1], the local statistics
is characterized by a rescaled complexity parameter, say Λ, with rescaling dependent on
the measure. The fluctuation measures for two different ensembles are therefore analogous
if their Λ-values (for the measure under consideration) are same and if they evolve from a
statistically same initial condition; the numerical study discussed in [1] verifies above claim.
Following from the discussion in section VII A and B, the local statistics of a multi-
parametric chiral ensemble is also connected to generalized CS Hamiltonian, Wishart Brow-
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nian ensembles as well as multi-parametric Wishart ensembles. Furthermore, as in the case
of chiral Brownian ensemble, the local statistics (away from the zero energy) of a multi-
parametric chiral ensemble can also be mapped to that of non-chiral Hermitian Brownian
ensemble and thereby to latter’s multi-parametric counterparts [35].
Fundamental as well as technological interest in chiral disordered systems has motivated
many studies of their statistical behavior with intense focus on the density of states and
eigenfunctions near zero energy [7, 8, 16, 23]. Many of these studies are based on the bipar-
tite disordered lattices (BDL) which can be modeled by eq.(88) (see [1] by examples) and
therefore their statistical properties can be mapped to Ch-BE through complexity paramet-
ric formulation (CPF). The results obtained by previous studies [7, 8, 16, 23] are therefore
expected to be consistent with corresponding results for Ch-BE. To indicate that this indeed
seems to be the case, here we give some examples:
(i) For a BDL, the chiral state i.e the eigenstate corresponding to e = 0 is non-zero in
one sub-lattice only. From eq.(5), this is the case for Ch-BE too.
(ii) The chiral state for a d-dimensional BDL turns out to be neither localized nor extended
but multifractal for all dimensions and sensitive to boundary conditions [23, 39, 40]. As
discussed below eq.(61), a similar behavior is expected for the chiral state of Ch-BE too.
(iii) In absence of time-reversal symmetry, the density of states near e ∼ 0 for a BDL
(d > 1) given in [7] is analogous to eq.(72) with b = 1/2, η = 1. A similar study [16] for
another BDL (with d > 1) in presence of time-reversal symmetry gives b = 2/3, η = 1. As
mentioned near eq.(72), both these results agree only approximately with our theory. The
result of [10] indicating a power law divergence of density near e = 0 however is consistent
with our formulation.
(iv) As reported in [23], the level statistics for the chiral state (e = 0) of an infinite
size BDL is intermediate between Poisson and Wigner-Dyson statistics. Following eq.(77),
an analogous behavior is predicted for Ch-BE and therefore for eq.(88) if Λe(e ∼ 0) is
size-independent (see [1] for details); the analogy is also verified numerically in [1].
(v) The study [23] indicates that the local spectral fluctuations in regions e 6= 0 for a
BDL are expected to be analogous to those of non-chiral case. As indicated near eq.(78),
this is also the case for Ch-BE and thereby for eq.(88).
(v) As discussed in [1] (also see [36] in context of non-chiral Anderson Hamiltonian),
the dimensionality dependence in the complexity parameter Λe (sole governor of the the
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spectral fluctuation measures besides global constraints) enters through Y as well as the
local mean level spacing ∆e. The critical statistics of eq.(88) therefore occurs for system
conditions which results in Λe as size-independent. The observed dimensionality dependence
of the critical statistics of non-chiral state in BDL is therefore again in agreement with our
prediction.
VIII. CONCLUSION
In the end, we summarize with a brief discussion of our main results and open questions.
Based on an exact response of the eigenvalues and eigenfunctions of a chiral matrix to
a chirality preserving perturbation, we derive diffusion equations for their joint probability
density functions. The information is then used to analyze the statistical behavior near
zero energy. Following complexity parameter formulation, our results are also applicable
to the complex systems, e.g. disordered bipartite lattices, modeled by multi-parametric
Gaussian ensembles with chiral symmetry. As expected, previously known results for the
density of states and localization behavior, obtained by system specific approaches, are
indeed consistent with ours and thereby reconfirms the complexity parametric formulation
of the statistical properties.
Another important insight, our work provides, is about the deep web of connections
underlying the world of chiral complex systems. Previous studies of many non-stationary
ensemble e.g. basis-dependent Hermitian non-chiral ensembles, circular ensembles, Wishart
ensemble etc. indicate the standard Calogero-Sutherland Hamiltonian (CSH) (and its vari-
ants) as the generator of the dynamics of their eigenvalues; this led to its reference as the
”universal Hamiltonian” [38]. With help of complexity parameter formulation, here we es-
tablish a similar connection with a generalized version of CSH which further lends credence
to the idea of CSH as the underlying universal hidden structure governing the dynamics of
the eigenvalues of complex systems. The appearance of CS Hamiltonian is not restricted
only to the spectral properties; it has been known to manifest itself in other properties of
complex systems too [38]. A detailed investigation of the CS hamiltonian in arbitrary di-
mension can therefore give a lot of useful information about variety of complex systems and
is very much desirable.
Our study still leaves many questions unanswered. The first and foremost among them
23
is the solutions of various diffusion equations for the spectral and strength jpdf derived here
and an explicit formulation of the fluctuations measures. Another important question is
about the transition from chiral ensembles to non-chiral ensembles as chiral symmetry is
partially broken. Although this has been discussed in context of chiral ensemble appearing
in QCD (e.g. see [25]), the information in case of other complex systems e.g. bipartite
lattices is still missing.
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