Abstract-We report a theoretical investigation of the crosstalk performance of photonic code-division multiple-access (CDMA) networks that are based on coherent matched filtering of optical pulses. We describe the importance of time gating in the reduction of noise in spread-time CDMA schemes. We give guidelines for the selection of codes in coherent matched filtering, and give a code set that produces low crosstalk. We present calculated bit-error rates (BER's) that show for individual user data rates in the gigabit per second range that crosstalk limits aggregate bit rates to the tens of gigabits per second range. This level of performance is a significant improvement over purely incoherent spread-time approaches. Such low crosstalk suggests that this scheme may be the first spread-time photonic CDMA scheme that is not crosstalk-limited.
Most published photonic CDMA schemes are based on discrimination in the time domain, such that after decoding, unwanted signals are spread over much greater time intervals than the required signal [4] [5] [6] [7] [8] [9] [10] [11] [12] . Time spreading is most commonly achieved by encoding each data bit with a highrate sequence. In this paper we present an analysis of the crosstalk performance of a coherent photonic CDMA scheme based on time spreading of high-rate pulse sequences, and previously presented in [12] . Crosstalk has been previously shown to limit the performance of purely incoherent CDMA systems that perform decoding on an optical power basis [4] , [9] , [13] [14] [15] [16] [17] [18] [19] . The aggregate bit rates attainable in these schemes are low and represent only a few percent of the optical bandwidth employed [4] , [9] , [13] [14] [15] [16] [17] [18] [19] . In our approach, by contrast, selective interference is used to enhance discrimination. Decoding of a matched high-rate code sequence uses coherent interference to maximize the desired signal, while simultaneous decoding of unmatched signals uses incoherent interference, i.e., power addition. The use of such selective interference significantly increases the level of performance. Our analysis shows that multigigabit per second data rates and aggregate bit rates approaching the 100-Gb/s range may be possible.
We refer to our approach as coherent matched filtering [12] . We further qualify this with the term "time-addressed" to indicate the basis for coding, which is the time separation of pulses, i.e., nonzero chips, in the high-rate code sequence. This is distinct from a similar scheme based on the phase of nonzero chips [11] .
Previous analyses of spread-time schemes have generally assumed a receiver that gates, i.e., samples the received signal over a time interval of much less than the bit period, although the importance of this was not generally made clear [4] , [9] , [13] [14] [15] [16] [17] [18] [19] . In this paper we point out the importance of the use of a time gate in the reduction of noise in spreadtime CDMA systems, and highlight the advantage that time gating in coherent matched filtering has over closely related continuous-wave (CW) code-division schemes [1] , [23] , [20] , [21] .
The rest of this paper is organized as follows. In Section II we describe a model for a CDMA network that is based on coherent matched filtering and on which the analysis is based. In Section III we discuss noise and crosstalk rejection by both differential detection and by use of a time gate in a spread-time system. We discuss the design of suitable codes for coherent matched filtering. In Section IV we describe the evaluation of upper bounds on the crosstalk-limited bit-error rates (BER's) of our scheme obtained using a Monte Carlo simulation. In Section V we present results that indicate the significantly better performance of our scheme over other published CDMA schemes [4] , [6] , [9] , [13] [14] [15] [16] [17] [18] [19] . In Section VI we consider some practical system design issues and discuss the potential performance of our scheme.
II. MULTIPLE ACCESS MODEL
We assume a network comprising senders simultaneously and continuously broadcasting encoded data to receivers in a star configuration. The network is shown schematically in Fig. 1 . The average power from each sender is assumed to be equal at each receiver. Each sender consists of an encoder that is fed by a source of pulses of width that is equal to the chip period of the code sequence. Each decoder is followed by a receiver consisting of a time gate, photodetector, and thresholder. The receiver is shown schematically in Fig. 2 . Receivers are synchronized to the desired sender to permit time-gated operation. However, the network operates asynchronously, i.e., there is no network-wide timing reference. Each en/decoder consists of an -stage ladder network, as shown in Fig. 1, producing time-resolved pulses per bit, where has the same value for all en/decoders in a given network. The real impulse response of the th encoder is given by (1) where is the time delay of the th encoder path. We require that to ensure that pulses are resolved at the encoder output. We assume the th differential delay of the th en/decoder ladder stage to be close to the value , where is the smallest differential delay in the en/decoder. This assumption minimizes the total delay accrued in an en/decoder. The basis of the scheme is that the delays for each encoder differ sufficiently to obtain incoherent unmatched decoding at the receiver. Choice of the exact values of the set necessary to achieve incoherent unmatched decoding is examined in Section III. For the purpose of modeling crosstalk performance, however, we assume exactly, i.e., each encoder has an identical set of delays. We justify this choice in Section III and in the Appendix. When exactly, (1) becomes (2) Equation (2) describes an equally spaced train, shown schematically in Fig. 1 . The encoded pulse sequence is filtered by the decoding network to produce impulses per bit which overlap to form a final sequence. Assuming a decoder with an impulse response that is identical to the encoder, the impulse response of an en/decoder pair is given by (3) where is given by (4) and denotes convolution. The interval of this sequence is We take the bit period to be the smallest value for which consecutive decoded sequences do not overlap, i.e.,
We also assume that the bit period contains an integer number of chips.
The optical power at the decoder output is the squared modulus of the optical field at the encoder input after convolution with , and after taking into account the phase shifts on cross coupling in the optical splitters in the en/decoders [12] . The matched coherent response consists of a central peak accompanied by small symmetric side lobes [12] . We neglect the side lobes since they may be gated out (since the receiver is synchronized to the desired sender), and, in any case, represent only a very small fraction of the total unwanted power. The central term of the decoded sequence occupies a single chip at delay
The optical power of this term , averaged over interval and normalized to a maximum value of one, is given by (5) where is the difference in delay between the th stages of the th encoder and th decoder, is the average optical angular frequency, and is a modified visibility given by (6) where is the optical field of the source. The interval is less than the chip period in order to resolve each pulse. The matched coherent response requires for all that and that , where is an integer. To achieve requires that polarization states of interfering fields are matched and that the averaging time exceeds the coherence time of the source , conditions that can be met in practice [12] . Each unmatched sender is decoded incoherently, requiring for all that This is achieved by ensuring that sufficiently exceeds From (4) and (5), we see that each unmatched sender contributes an ideal decoded pulse sequence with a triangular envelope and a peak value times less than the matched response. A matched sequence and an asynchronous unmatched sequence are represented schematically in Fig. 3 .
We compare data transmission using on-off keying (OOK) and phase-shift keying (PSK) modulation techniques. For data transmitted by OOK of the pulse at the encoder input, the modulated central term of the decoded sequence is given by (7) where takes on values of zero or one. Alternatively, for data transmitted by PSK of the signal passing through one branch of the encoder [12] , the central term is given by (8) III. CROSSTALK In this section we briefly discuss noise in photonic CDMA systems and emphasize the importance of crosstalk. We describe the reduction of crosstalk through differential detection and the reduction of noise and crosstalk through time gating. We consider in detail the design and performance of codes in coherent matched filtering.
In photonic CDMA schemes significant levels of noise are generated by the incidence of multiple fields on the photodetector. The most important sources of noise are shot noise, crosstalk, and optical beat noise. Shot noise can, in principle, be overcome by increasing the received power. We have confirmed that for coherent matched filtering, crosstalk significantly exceeds shot noise over a wide range of received powers. Crosstalk is potentially the largest source of noise. For example, in coherent matched filtering, even a single unwanted sender will cause bit errors if the encoder delays are inadvertently matched to the decoder. However, in general, in photonic CDMA schemes a degree of control exists over crosstalk via the design of codes. We anticipate that in a photonic CDMA scheme with sufficiently low crosstalk, optical beat noise will dominate, as recently shown [2] .
A. Differential Detection
In coherent matched filtering schemes, if crosstalk is independent of optical phase, then, importantly, it may be partially canceled by differential detection using a balanced receiver with no corresponding reduction in the matched signal. To see this, consider the central term of the matched signal at the second decoder output given by (9) By inspection of (5) and (9), and assuming as before that , we see that and are complementary, and, hence, under differential detection the central term of the matched signal is given by , as before. On the other hand, for unmatched signals that satisfy , we have and, thus, this contribution is canceled by a balanced receiver. This holds for all terms of the unmatched sequence. In practice, however, a number of nonideal factors result in incomplete cancellation of unmatched terms [12] .
B. Time Gates in CDMA Schemes
In spread-time CDMA schemes, discrimination is achieved by time-resolving a signal that occupies a shorter time interval than the bit period [12] . Discrimination can be further enhanced by a time gate clocked to sample the signal-bearing fraction of each bit, thereby rejecting signals that fall outside the gated interval. The time gate is analogous to the bandpass filter in spread-spectrum CDMA schemes. In previous analyses on purely incoherent schemes [4] , [9] , [13] [14] [15] [16] [17] [18] [19] , crosstalk present in a single sampled chip per bit period was considered. However, use of the time gate required to make these analyses valid was mentioned only in passing, or implicitly assumed. Here we briefly address the significant issues in the use of a time gate.
The improvement in signal-to-noise ratio (SNR) under time gating is given by the ratio of the bit period to the time window, i.e.,
, where is the number of chips for which the gate is open. Time gating is effective in reducing any noise in the received optical signal including shot noise, crosstalk, and optical beat noise. The time gate may be placed, in principle, before or after the detector without affecting the SNR. Placing it before the detector, as shown in Fig. 2 , has the substantial advantage of reducing the minimum detector bandwidth required from to The possibility of time gating is an important distinction between schemes based on optical pulses and schemes based on CW light. Coherence multiplexing is a scheme that has, in general, used CW light [2] , [20] , [21] . Coherence multiplexing uses selective interference in single-stage ladder network encoders and decoders. The advantage of using pulses over CW light in order to reduce optical beat noise in coherence multiplexing was first mentioned by Brooks et al. in [22] . That pulses can be successfully used in such schemes has been emphatically demonstrated by Pendock et al. in [1] . For CW light, optical beat noise has been to shown to dominate over crosstalk [2] , [21] . However, for pulsed operation, the reverse is expected to be true since use of pulses reduces the number of fields that are superposed, but introduces crosstalk. This has yet to be studied in detail.
There are several important issues in the practical implementation of time gating. High-speed operation of time gates has been successfully demonstrated in several optical time-division multiple-access (TDMA) systems, for example, using LiNbO electrooptic switches [23] . Time gates in optical TDMA systems require network-wide synchronization in order to exclude other signals from the chip period. For time gates in CDMA systems there is no such requirement. However, acquisition of timing information at the start of each new transmission is an important consideration yet to be investigated.
C. Code Design
The avoidance of unwanted coherent interference is a prerequisite for minimizing crosstalk. To avoid coherent crosstalk, i.e., to ensure incoherent unmatched decoding, all delays in any given en/decoder pair must differ by at least , where is a constant that determines the level of residual coherent crosstalk and is typically in the range 2-5 depending on the source spectrum [24] . The conditions on delays may be expressed as to to (10) where and denote the en/decoder pair, denotes the number of pairs, i.e., users in the network, and denotes the set of delays. There are two further conditions that code sets must satisfy. The first condition is the requirement that pulses in the encoded train are time resolved, which is satisfied, as discussed, if the th differential delay of the th user is given by
The second condition is that only those delay combinations with the same index are coherently matched. The second condition avoids the unnecessary practical difficulty of stabilizing the relative phases of delay stages within an encoder or decoder. We have investigated several different code sets designed to satisfy the given conditions. An example of a set of codes is given by to to (11) This set of codes satisfies (10) only if the condition is satisfied, which requires pulses with a high time-bandwidth product, i.e., with An analysis of the BER due to crosstalk for arbitrary values of and is not tractable because of the computational complexity. However, by assuming , the analysis is made tractable. Under this assumption, (11) shows that the unmatched response of all en/decoder pairs approaches the ideal form developed in Section II and shown in Fig. 3 . We show in the Appendix that this assumption produces an approximate upper bound on the variance. This justifies our use of the ideal form of the unmatched response in the calculation of BER's in the next section.
Under the assumption that , the mean and variance of each identical unmatched sequence are given by (12) and (13) where both expressions assume a peak optical power of the matched sequence
The multiple-access crosstalk (MAC)-limited SNR is, therefore, given by (14) is constrained to be a rational fraction , as determined by the number of "0" chips between each "1" chip in a sequence.
IV. EVALUATION OF BER'S
In this section we describe the evaluation of BER's using a set of simulation techniques. We assume chip synchronicity, i.e., the asynchronous delay between bits received from different senders is restricted to be a multiple of the chip period. This is not overly restrictive since each bit period contains many chips. Chip synchronicity versus asynchronicity has been studied extensively in [13] and [14] for similar but purely incoherent schemes. Chip synchronicity has been shown to provide an upper bound on true error rates [13] , [14] . This is expected since chip asynchronicity produces a more uniform distribution of MAC over the bit period than chip synchronicity and, thus, has a lower variance.
Consider a receiver decision circuit, synchronized to a given sender, that samples the signal level in a single chip and discriminates using a level threshold. We assume perfect coherent decoding of the matched signal and perfect incoherent decoding of unmatched signals, as described in Section II, and detection of a single decoder output. The effect of differential detection is considered in Section VI. For threshold level , binary data , and total received optical power , the BER, denoted , is given by (15) where is the probability of occurrence of and the bar denotes "conditional upon." Noting that on average as many "1's" are transmitted as "0's," so that , (15) can be expressed in terms of probability density functions (pdf's) as (16) where is the pdf when and is the pdf when For coherent matched filtering, the power level of MAC in the sampled chip is given by , where is the power contributed by a single chip of the th unmatched sequence.
is positive and bounded from above and below by and , respectively. Assuming MAC to be the only source of noise, so that is a replica of shifted by , then (16) becomes ( 
17)

A. Thresholds
The optimum threshold in coherent matched filtering is nonzero due to the positive nature of the MAC. MAC in purely incoherent systems is also positive [5] ; however, there may be significant differences in optimum thresholds between the two schemes. We briefly discuss the strong dependence of the optimum threshold on the form of By inspection of (17), when exceeds a system can operate error-free if However, when , the pdf's and overlap, giving rise to bit errors, and the optimum threshold is where When is strongly skewed toward the low values of , the optimum threshold remains extremely close to , even if the tail of extends well beyond , because the large contribution from the low end of dominates in the BER. This observation explains the threshold dependence reported in work on purely incoherent optical codes [4] , [5] , [9] , [16] , where the large excess of "0's" in decoded sequences gives rise to a highly skewed pdf. In fact, in purely incoherent systems it is often possible to restrict the threshold to
The second term in (17) then vanishes because no errors occur when since always. The optimum threshold then becomes exactly [13] , [14] .
For coherent matched filtering, both skewed and nearly symmetric pdf's may arise. If the code sequences contain a "1" pulse in every chip, the pdf is sufficiently symmetric to require in order to minimize the BER. However, if code sequences are "padded out" by introducing "0" chips between the "1" chips, the optimum threshold rapidly approaches Therefore, in contrast to purely incoherent approaches, the optimum threshold in coherent matched filtering must, in general, be found by minimizing the BER. When , the optimum threshold for each bit shifts with the level of MAC at the sample instant. When data transmission is by PSK, each unmatched signal is a continuous sequence of pulses independent of the data, allowing the optimum threshold to be used for each bit. However, when the data format is OOK, the best threshold is determined by an average over the number of received data "1's." The BER is an average of BER's for data transmission by PSK weighted over the number of "1" bits that can be expected. The BER for data transmission by OOK is given by ( 
18)
B. Error-Free Operation
For a PSK data format the upper bound on MAC is and the lower bound on MAC is The lower bound applies only to the case of no padded "0" chips, and is nonzero because incoherently decoded signals from each unmatched user are always present. The condition on the threshold level (normalized to the signal power) to maintain error-free operation is (19) The maximum value of for which can be chosen to satisfy this inequality is
C. Simulation
Several simulation methods have been used to span the full range of BER's. Each method is based on a matrix represention of the ensemble of MAC signals. The rows of the matrix represent the identical decoded sequences of the unmatched senders. The columns represent the chips in a bit period. Asynchronism is represented by cyclic permutation of each row by a random number of elements. The total MAC in a given chip period is the sum of the elements of a given column. The methods used are described below.
Method 1: For the lowest error rates or MAC matrices of small dimensions, every distinct column produced by independently permuting the elements within each row is generated and checked for error. Since a matrix with columns and rows produces different columns, the computing time required to evaluate all possibilities increases rapidly with matrix size. However, the result is exact within the assumptions of our model and the method has been used to generate BER's for up to and
Method 2: For high error rates, a set of random numbers is used to generate a configuration of the MAC matrix by permuting the elements of each row, and the columns are checked for error. A new set of random numbers is generated and the process is repeated until satisfactory statistical accuracy is obtained. The computing time required for this approach to achieve high accuracy at low BER's is prohibitive. However, we have evaluated error rates as low as 10 for and with this method. Method 3: For BER's and values of between these two regimes, we use a Monte Carlo approach that incorporates importance sampling [25] . The excessive computing time required by Method 2 at low error rates is due to the infrequent sampling of the small subset of matrix elements responsible for the majority of errors. The rate of sampling of these elements is determined by the pdf of a single unmatched user, which, by inspection of Fig. 3 , is close to uniform over the range of possible values. We increase the rate of sampling of the few most important elements by choosing a new pdf with high values for these elements. Errors are thus generated with a considerable computational saving. The final BER is evaluated by weighting the result according to the original pdf. This is known as importance sampling [25] . The new pdf is sampled efficiently by invoking the general Monte Carlo prescription of Markov chains [26] . The results have been checked against the first two methods in overlapping ranges and agree to high accuracy.
We have also evaluated BER's using both a Gaussian model and a Gaussian model that incorporates truncation in an attempt to more realistically model the MAC. We have found that both Gaussian approaches produce results that are significantly in error. This is particularly so when using sequences with a low mark space ratio. Our findings are consistent with those of other researchers using Gaussian models to investigate purely incoherent approaches [13] , [14] , [18] . V. RESULTS Fig. 4 shows calculated BER's over a range of We assumed data transmission by PSK, and , i.e., pulses in a train are spaced as closely as possible. The optimum threshold for the simulations is given to a good approximation by (20) Equation (20) is the optimum threshold for a Gaussian model. At the lowest calculated error rates, the optimum threshold produces BER's which differ from those obtained using (20) by less than the point size on the figure. This is indicative of a high degree of symmetry of the pdf, even for low values of Padding sequences with "0" chips provides the opportunity to reduce the BER given a fixed number of users. This is at the expense of increasing the total length of the decoded sequence and, therefore, the bit period. The BER versus the number of padded "0" chips per "1" chip is shown in Fig. 5 , assuming values of that without padding give high BER's. The optimum threshold is because, as discussed in Section IV, the addition of "0's" skews the pdf toward low values. The result of the simulation using the variable threshold in (20) is shown for only, and confirms that it is far from optimum. Fig. 6 shows BER's predicted for an OOK data format using at two thresholds: and The BER for PSK data format is also included for comparison. For an OOK data format, the threshold cannot be simultaneously optimum for any number of received "1" bits, as discussed. Therefore, BER's are greater for OOK than for PSK, in spite of the 3-dB reduction in unwanted optical power. Setting gives BER's of the same form as when , but with higher BER's. Setting produces a minimum in the BER for a particular value on that is always greater than the BER for a PSK data format at the same value of
In Section II we defined the bit period to be equal to the full period of the decoded sequence, giving a data rate that is the same for all users. The aggregate bit rate of the system at a given BER is
We consider the aggregate bit rate normalized to the time interval of a single chip is equivalent to the aggregate bit rate of a TDMA system with the same chip period. Fig. 7 shows and versus for using data from Fig. 4 .
VI. DISCUSSION
The results of the previous section are independent of bit rate within the assumption of incoherent decoding of undesired users. The results may be used in the design of a network for a given user data rate using the following procedure. The number of users desired in the network is used to determine the number of ladder stages required in order to maintain crosstalk at a given acceptable level. The required values of and are used to determine the optical pulse width necessary to accomodate the given number of pulses within a bit period. In turn, the optical pulse width is used to determine the optical bandwidth necessary to ensure that incoherent decoding of undesired users is achieved in practice.
Available sources restrict the optical bandwidth obtainable in practice. Intersymbol interference induced by fiber chromatic dispersion may also place a restriction on optical bandwidth. The simulations described in the Appendix provide some information on the practical level of performance obtainable. The simulations consider a realistic gain-switched laser diode source with measured coherence time ps that produces -ps pulses. For a data rate of 1 Gb/s per user, the ratio of the chip interval to bit interval limits the number of ladder stages to , and choosing gives ps. The simulations show that for 12 users, the average variance is below the ideal value obtained from (13) . This suggests that at a per-user data rate of 1 Gb/s the value predicted in Fig. 4 , of 26 users at a BER of 10 , may be obtainable in practice.
The cancellation of MAC by differential detection potentially allows the individual user data rate to be increased for the same pulse width without increasing the BER. Alternatively, differential detection potentially allows additional users to be added to the network without increasing the BER. In the Appendix, simulations for the case of differential detection are also included, assuming perfect common mode rejection. We found that the average variance was reduced by a factor of 45. Applying simple linear scaling, this suggests that aggregate capacities of coherent matched filtered CDMA networks in the 100-Gb/s range may be obtainable. This capacity compares favorably with 50 Gb/s possible for a TDMA system based on the same source.
Coherent matched filtering is the first CDMA scheme that has the potential to support capacities in the multitens of gigabits per second range. For such capacities, shot noise and optical beat noise are likely to become significant. Detailed analysis of performance in the presence of these noise sources represents a natural extension of the present work.
VII. CONCLUSIONS
We have shown that crosstalk in photonic CDMA schemes based on coherent matched filtering in multistage ladder networks is sufficiently low to provide an attractive level of performance that is much higher than that obtained by purely incoherent schemes. We presented a practical example with per-user bit rates of 1 Gb/s and an aggregate bit rate of 12 Gb/s. The reduction of crosstalk by differential detection has the potential to provide crosstalk-limited aggregate bit rates in the 100-Gb/s range. Such performance levels suggest that shot noise and optical beat noise may need to be taken into account for the first time in time-addressed photonic CDMA schemes. Realization of such performance levels also depends on the practical implementation of time gating. This has yet to be demonstrated for any time-addressed CDMA scheme.
APPENDIX SIMULATION OF VARIANCES
Codes generated using (11) produce some delay coincidences for many practical values of and , resulting in coherent phase-dependent superpositions. Further coherent superpositions will result if the source coherence function contains structure, e.g., that of a gain-switched Fabry-Perot laser [27] . Here we demonstrate that the assumption gives an approximate upper bound on the variance, even after taking into account nonideal structure in the source spectrum.
To analyze the effect of choosing delays according to (11), we employed a numerical routine that accounts for partially coherent interference between overlapping pulses. The variance of crosstalk for a network of 12 users based on four-stage ladder networks was calculated assuming Gaussian pulses with full width at half maximum of 20 ps, ps, ps, and , these values being consistent with a gain-switched Fabry-Perot laser [27] . The optical power of each decoded sequence was calculated by summing all time-dependent terms, accounting for interference between each pulse and 15 other closest pulses. The interference was taken to be always constructive with a magnitude determined by either a Gaussian visibility function or an experimentally recorded visibility function [27] . Assuming interference is always constructive represents the worst case. Sequences for all unmatched en/decoder combinations were calculated assuming data transmission by PSK. Examples of decoded sequences generated with the routine are shown in Fig. 8 . Fig. 8(a) shows the matched sequence and Fig. 8(b) shows a typical unmatched sequence. The unmatched sequence shows a high degree of uniformity and an approximately triangular envelope. A histogram of the variance of the crosstalk for each combination, calculated using a Gaussian visibility function, is shown in Fig. 9(a) . The average variance for all user pairs is 1.5 10 and the worst-case variance is 3. 2 10 This compares favorably with the variance in the ideal case of 3.1 10 The lower variances of realistic unmatched decoded sequences result from the more uniform distribution of optical power over the bit period. For the experimentally recorded visibility function which contains significant structure [27] , the average variance for all user pairs is 2.7 10 and the worst-case variance is 5. 8 10 Hence, even in this case, the variance is comparable with that obtained from our model. We conclude that the ideal case represents an approximate upper limit on the variance of the crosstalk, justifying its use in the BER analysis.
Differential Detection
We applied the same routine using the same assumptions to estimate the crosstalk in a system employing differential detection. In this case, however, the optical phase accrued by a pulse was calculated for each possible path, making interference phase-dependent rather than always constructive. Sequences were individually calculated for the two outputs and subtracted. This produces sequences with reduced magnitude and reduced duration. A typical example is shown in Fig. 8(c) .
The phase dependent output poses problems for the estimation of system performance, since calculating the average variance for each en/decoder pair requires the calculation of sequences with many sets of random phases. To calculate a reasonable number of all possible combinations rapidly becomes a very computer-intensive task. The average variance for a 12-user network with a given set of phases is itself an average over 132 values, hence, large fluctuations for different phase sets are not expected. Results for two sets of random phases, assuming an experimentally recorded visibility function, show average variances of 6.0 10 and 9.1 10 , with a worst-case variance of 8.3 10 A histogram of calculated variances is shown in Fig. 9(b) . The results illustrate the dramatic decrease in variance achieved with differential detection.
