In this study we investigated the characteristics of a commercial ion chamber array and its performance in the verification of radiotherapy plans. The device was the 2D Array Seven29 TM model (PTW, Freiburg, Germany). This is a twodimensional detector array with 729 ionization chambers uniformly arranged in a 27 × 27 matrix with an active area of 27 × 27 cm 2 . The detector short-, medium-and long-term reproducibility have been tested through an extensive set of repeated measurements. Short-term reproducibility was well within 0.2%. Medium-and long-term reproducibility were within 1%, including setup reproducibility errors and linac output fluctuations. Dose linearity was also assessed. The system response to dose was verified to be linear within the range 2-500 MU. Output factors matched very well pinpoint chamber measurements performed in the same experimental conditions with a maximum local percentage difference of 0.4%. Furthermore, the 2D Array sensitivity to millimetric collimator positional changes and to perturbation effect of irradiated area was tested. The comparison with ion chamber data carried out in water was very satisfying. Finally, measurements of wedge-modulated fields and IMRT beam sequence matched very well ion chamber dose profiles acquired in a water tank. The extensive tests performed in this investigation show that the 2D Array Seven29 is a reliable and accurate dosimeter and that it could be a useful tool for the quality assurance and the verification of radiotherapy plans.
Introduction
The verification of radiotherapy treatment plans is a very important step in complex radiotherapy techniques. The aim of radiotherapy treatment planning is to provide the best dose conformation to the target volume, while sparing critical organs and healthy tissues. Recent advances in radiation therapy have contributed to accomplishing this goal by raising the standard of deliverable treatments. In particular, the possibility of producing complex fields and dose shaping using devices such as multi leaf collimators (MLCs) has improved conformal radiotherapy techniques and boosted the clinical implementation of intensitymodulated radiotherapy (IMRT) (Webb 2000) . A number of studies (Zelefsky et al 2002 , Kam et al 2003 , Krueger et al 2003 shows clinical advantages in the implementation of these new radiation planning and delivery techniques.
The increased complexity of clinical treatments raises the need for more accurate dose verification systems and procedures (IMRTCWG 2001 , Galvin et al 2004 . Kutcher et al (1994) and Fraass et al (1998) provided comprehensive reports on the implementation of standard quality assurance (QA) programmes in radiotherapy treatment planning. However, clinical routine IMRT QA and verification require specific programmes and measurement devices (Low et al 1998 , Tsai et al 1998 , Boehmer et al 2004 . Jursinic and Nelms (2003) and Létourneau et al (2004) characterized and evaluated a 2D diode array for IMRT delivery verification. Recently Amerio et al (2004) characterized a large array pixel segmented ionization chamber. However, beam characterization was carried out only for plain photon beams and beam sizes between 5 × 5 cm 2 and 12 × 12 cm 2 . In this investigation we evaluate a new commercial 2D detector array for planar dose measurement of clinical radiation beams. A comprehensive investigation of the dosimetric properties of the new detector has been carried out. The performances of the 2D ion chamber array in the verification of radiotherapy plans are also presented.
Materials and methods
The radiation detector used in this study was the 2D Array Seven29 TM (T10024) model (PTW, Freiburg, Germany). This device, developed from a 256 ion chamber array (Poppe et al 2003) , is a two-dimensional detector array with 729 vented ionization chambers arranged in a 27 × 27 matrix. As shown in figure 1, the ionization chambers are equally spaced, 1 cm centre to centre, and they cover an active area of 27 × 27 cm 2 . Each chamber has a size of 0.5 × 0.5 × 0.5 cm 3 . The linear dimensions of the 2D Array Seven29 are 2.2 × 30.0 × 42.0 cm 3 . The reference point is located at 0.5 cm from the 2D Array . Standard measurement set-up for the 2D ion chamber array. The 2D ion chamber array is sandwiched between a build-up and a backscatter layer of polystyrene (RW3). The SSD is set to 95 cm, the thickness of the build-up and backscatter material is 4.5 cm and 5 cm, respectively. The detector reference point is located at a distance of 100 cm from the radiation source.
surface. The material surrounding the vented ionization chambers is PMMA. During data acquisition the 2D matrix of detectors is scanned left to right and bottom to top as shown in figure 1. The measurement interval, which is the time allowed for scanning the ion chamber matrix and processing the acquired data, can be varied between 400 ms and 999 ms. The device allows us to measure absorbed dose to water (Gy) and absorbed dose rate to water (Gy min −1 ) in continuous operation mode. Measurement ranges, as specified by the manufacturer, are 200 mGy-1000 Gy and 500 mGy min −1 -8 Gy min −1 for absolute dose and dose rate measurements, respectively. The 2D Array Seven29 and its multichannel array interface are calibrated by the manufacturer using a certified Co 60 radiation source. An on-site factor correcting for the quality of the beam can be calculated and supplied to the detector acquisition software. In this work the detector array was used in absolute dose measuring mode and dose values were corrected for pressure and temperature. The correction procedure was carried out before each measurement session. The 2D Array is controlled by the data acquisition software MatrixScan which can export the raw 2D dataset to an ASCII file for further use.
The radiation source used in this investigation was an Oncor Impression IMRT + (Siemens Medical Solutions, Concord, CA) linear accelerator equipped with an 82 leaf double focus OPTIFOCUS TM MLC operating at 6 MV. For this energy the pulse rate of our linac can be set to 50 and 300 MU min −1 . In this work we used a fixed pulse rate of 300 MU min −1 which is the pulse rate used in clinical practice.
The 2D Array measurement set-up used throughout this work is shown in figure 2 . For the build-up and the backscatter material, we used a set of RW3 polystyrene plates (PTW, Freiburg, Germany). The RW3 slab phantom consists of 33 plates machined to 30 × 30 cm 2 of various thickness. The mass density of RW3 is 1.045 g cm −3 and the electron density has a factor relative to water of 1.012. The total thickness of the build-up was 4.5 cm whereas the backscatter material was 5.0 cm thick. The source to surface distance (SSD) was set at 95.0 cm. The 2D Array Seven29 reference point of measurement was then located at 100 cm from the radiation source. This ensured that the projection of the MLC leaves matched the row of ion chambers in the 2D Array. We will refer to this measurement set-up as standard set-up.
In this work the matrix datasets, as acquired by the 2D Array software, were saved to file, imported and analysed within the Matlab environment (The MathWorks Inc., Natick, MA), using some especially developed software.
Reproducibility
The performance of the 2D Array Seven29 was checked over a period of usage of a few months. A reproducibility test was designed in order to verify the long-term (months), medium-term (days to weeks) and short-term (hours or less) reproducibility of the output of the detector. The test was carried out with the 2D Array in the standard set-up (cf figure 2) and by delivering 100 MUs with a fixed beam size of 15 × 15 cm 2 . The irradiation was repeated ten times so that average values and standard deviations could be calculated. Matrix data were then saved to file and processed off line.
Linearity
The dose linearity test was performed by irradiating the detector with a 10 × 10 cm 2 6 MV field in the measurement conditions shown in figure 2. The detector linearity was evaluated by measuring the 2D Array Seven29 output for deliveries of 2, 3, 5, 10, 20, 50, 100, 200, 300 and 500 MUs. The data presented in section 3.2 are the average of ten consecutive irradiations for each MU delivery.
Output factors
The performance of the 2D Array when measuring the linac radiation output as a function of the field size was investigated. Effectively this test assessed the scatter properties of the matrix of detectors, which depend on the internal design of the device. The response of the 2D Array for small radiation beams was of particular interest because of its potential applications to the verification of IMRT plans. In this work output factor measurements were carried out by delivering 100 MUs for squared field sizes ranging from 2 × 2 cm 2 to 27 × 27 cm 2 . The 2D Array Seven29 was positioned in the standard set-up (cf figure 2). Dose outputs were compared with ion chamber measurements taken in the same conditions using an RW3 plate with a special insert for a pinpoint detector (type 31014). The pinpoint detector was connected to a Unidos universal dosimeter (PTW, Freiburg, Germany). All measurements were corrected for temperature and pressure.
Sensitivity
As discussed in section 2, the ionization chambers of the 2D Array Seven29 are equally spaced, 1 cm centre to centre. The edges of two adjacent detectors are then separated by a 0.5 cm gap. The lateral motion of electrons produced by photon scattering in the array material between the detectors could lead to signal perturbation. This effect was studied for the PTW LA48 linear ion chamber array by Martens et al (2001) . Furthermore, the geometrical separation of detectors could lead to a loss of sensitivity to positional changes of the collimation system. With this test we investigated the perturbation effect of irradiated area of the 2D Array and the detectors' sensitivity to positional changes of the collimation system. The 2D Array was irradiated with six rectangular and asymmetric fields (A, B, C, D, E and F in figure 3 ). The beam sequence is shown in figure 3 (a). The centre of the six fields was set to −10.0, −6.0, −2.0, +2.0, +6.0 and +10.0 cm off the x axis respectively. The fields centre-to-centre distance was 4 cm. The initial dimension of each field was 4 × 27 cm 2 .
-5 -4 -3 -2 -1 0 1 X Axis (cm) One of the collimator jaws (Y1 in figure 3 ) was then gradually moved to close the field with an increment step of 1 mm. The final size of each radiation field was 2 × 27 cm 2 . This is shown for four different collimator positions of field C in figures 3(b)-(e). At each step a new acquisition was taken by delivering 100 MUs. With this irradiation sequence, the detector active area was fully tested.
The 2D Array was placed in the standard set-up (cf figure 2). The sequence of measurements was also taken in a water phantom with a semiflex ion chamber 0.125 cm 3 (type 31010), in the same geometrical conditions. The semiflex detector was connected to an MP3 dual-channel electrometer (PTW, Freiburg, Germany). Results are shown in section 3.4.
Clinical application
The performance of the 2D Array, when measuring clinical dose maps, was also investigated. then compared with the output from a semiflex ion chamber located at 5 cm deep in a water tank with SSD = 95 cm. Furthermore, the dose delivered from a sequence of MLC modulated (IM) segments was assessed. Figure 4 shows the dose map from one of the five IM beams optimized by our clinical TPS (Pinnacle 3 , Philips Medical Systems, The Netherlands) for a prostate IMRT case. The clinical treatment field segments (figure 4(b)) were re-calculated to the geometry of the phantom and then transferred to the linac. All the treatment parameters remained unchanged, except the gantry angle which was set to 0
• . Dose measurements were carried out with the 2D Array in standard set-up and with a pinpoint chamber at 5 cm deep in a water tank. The detector, controlled by the Mephysto software, was connected to a Tandem electrometer and to an MP3 beam analyser (PTW, Freiburg, Germany). All measurements were corrected for temperature and pressure. In figure 4 (a) the position of the profiles taken with the pinpoint chamber is also depicted. The 2D Array dose map was obtained using auto sequence delivery whereas for the ion chamber measurements each beam segment was delivered separately. The weighted sum of the dose output profiles was then taken. Figure 5 shows the output of the 2D Array CAX chamber as a function of the number of measurement (days). The total number of measurement points was 42, covering 4 months. Measurements were carried out in batches of ten. The experimental average of ten repeated measurements with the associated standard deviation is depicted.
Results

Reproducibility
The reproducibility of the measurements within each batch is excellent: the maximum standard deviation of the mean is 0.2%. This is an indicator of the very short-term reproducibility performance of the 2D Array. The total acquisition time for each batch was ≈40 min. Deviations between batches are higher but still very good. The maximum daily deviation is 0.7%. We also calculated the percentage difference between each batch average value and the average of the entire set of measurements. The distribution of the data indicates that the medium-and long-term reproducibility of the 2D Array output is well within ±1% of the average dose value for the period of interest. We found that the reproducibility of other irradiated ion chambers was very similar to CAX chamber results and therefore are not presented in this paper. Furthermore, deviations were well within the ±1% variations on the chamber-to-chamber response certified by the manufacturer. It must be noted that our results include linac output fluctuations and daily set-up reproducibility variations.
Linearity
The results of the linearity test are shown in figure 6 . The linear regression equation is also shown. Although the response of the 2D Array is in absolute dose (Gy), for the purpose of this test, we multiplied the CAX output data by the ratio (500)/d500, where 500 is the maximum MU delivered and d(500) is the CAX absolute dose at 500 MU. This effectively scaled the graph to normalized units. The dose response of the central axis (CAX) ionization chamber is very linear with dose. The least squares fit shows that the linear relationship between MU and detector response is good down to the lowest delivered dose with a regression coefficient of 1 and an offset of −0.0085. Negative dose values are physically not meaningful, but this result is well within the uncertainties intrinsic to the measurements (0.4% of the lowest dose value d(2)) and could well be approximated to zero. Similarly to the reproducibility test, the analysis of the response of other chambers within the radiation field showed very similar characteristics of linearity and therefore are not presented in this paper.
Output factors
Output factor measurement results are shown in figure 7 . The agreement between the 2D Array CAX ionization chamber values and the pinpoint dataset is very good. Discrepancies are within ±0.5 local percentage difference (lpd) for all field sizes. Martens et al (2000) found pinpoint chamber type 31006 to over respond for large field sizes. This behaviour was also reported by Stasi et al (2004) . This was due to the photoelectric interactions in the steel electrode, which made the chamber over sensitive to low-energy Compton scattered photons. In this investigation we used the next generation of pinpoint chambers (type 31014) with a central electrode in aluminium. This should significantly reduce the chamber over response to large field sizes. Moreover, the main interest in devices such as the 2D Array is IMRT verification for which pinpoint detectors are usually regarded as an excellent choice for output measurements. Since in this test only the energy spectra of the radiation field changed with field size, these results also confirm that the response of the 2D Array is energy independent. This is important especially for small IMRT segments. Figure 8 shows the output variation of five chambers of the 2D Array when moving one of the secondary collimators (Y1) from −4 cm (figure 3(b)) to −2 cm ( figure 3(e) ). The first acquisition (cf figure 3) is taken with chamber 1 and chamber 5 partially covered by the projection of the collimators, whereas chambers 2-4 are inside the open portion of the field. It can be noted that the millimetric movement of the Y1 jaw is well detected by chambers 1-3 which are gradually irradiated by a smaller portion of the field. Furthermore, the signal from chambers 4 and 5 is also influenced by the collimator position which modifies the linac's head scattered radiation component. This experiment shows that the geometrical separation of detectors does not lead to a loss of sensitivity. The detector array is indeed very sensitive to millimetric positional changes of the collimation system. Moreover, there is no appreciable perturbation effect of irradiated area of the 2D Array. This is also confirmed by a dosimetric comparison between the 2D Array and the semiflex ion chamber shown in figure 9 where profiles for the field settings in figures 3(b)-(e) are depicted. Measurements were carried out along the X axis. Data were independently normalized to the CAX dose of the largest field, 4 × 27 cm 2 ( figure 3(b) ). The agreement between the datasets is very good. The 2D Array measurements reproduce very well the ion chamber profiles for all the jaw position sequence. Discrepancies are within ±1% in the open field area. We do not present results from all the field sequences depicted in figure 3(a) because they are very similar. This test is also an intrinsic verification of the 2D Array sensitivity to the collimators position errors. Figure 10 shows a comparison between wedge profiles for a 20 × 20 cm 2 6 MV field measured with the 2D Array and ion chamber at 5 cm depth. Relative dose profiles for 15
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• , 30
• , 45
• and 60
• wedges are depicted. Data were normalized at the central axis. The agreement between 2D Array profiles and ion chamber data is excellent for all wedges. The 2D Array data fit very well the ion chamber curve with a maximum percentage difference of 1.0% lpd within the 20 × 20 cm 2 radiation field for the 45 • wedge. Furthermore, the planar detector measurements are accurate also in the penumbra region. Figure 11 shows a comparison between wedge profiles for a 5 × 5 cm 2 field. This case is interesting because it shows some limitations of the 2D Array sampling capabilities. It can be noted that for this field size the dose on the thin end of the 45
• wedges (figures 11(c) and (d)) is not measured. This is because the field edges actually fall between two adjacent chambers. This is due to the detector design having a 1 cm spacing of the ionization chambers. Nonetheless the agreement between the two datasets is very good with the 2D Array data accurately matching the ion chamber profiles. Results for the 10 × 10 cm 2 and 15 × 15 cm 2 show a very similar agreement and therefore are not included. Figure 12 shows a comparison between the 2D Array dose map and pinpoint chamber outputs for the 6 MV IM beam of figure 4 for a number of off-axis profiles. Both datasets were normalized to their respective CAX values which were also dose of maximum. The profile comparison shows a very good agreement between the 2D Array data and the pinpoint detector for all the measured off-axis profiles. The highest dose difference (3%, normalized to CAX) is found for the off-axis profile in figure 12(a) . This is a low dose region undergoing strong MLC modulation ( figure 12(b) ). Therefore even small inaccuracies in the set-up procedure or in the MLC leaf position (within device tolerance) can explain this difference. For all the other profiles, discrepancies are well within 1%. Figure 12(d) shows an interesting characteristic of the 2D Array profile with respect to pinpoint measurements. Although the agreement between the two detectors is very good, two high dose peaks are not detected by the 2D Array. This is because there are no ion chambers corresponding to the spatial location of the high dose peaks. Again this is due to the ion chamber spacing of 1 cm in the 2D Array. The peak-to-valley dose differences are 8% and 5% (normalized to CAX).
Discussion and conclusions
In this work the dosimetric characteristics of the 2D Array Seven29 have been investigated. We also studied the detector performance when measuring open and modulated radiotherapy photon beams. This detector was found to be light (weight 2.4 kg) and easy to use for daily radiotherapy plan verification. The experimental positioning and set-up procedures were also straightforward. The average time required to arrange the system in our standard measuring set-up was ≈5 min. The extensive measurements performed throughout this work showed that the 2D Array Seven29 response is very reproducible in the short, medium and long term. The system linearity to dose was also verified. Output factors comparison with pinpoint chamber measurements was also very good. In this work output factors agreed with reference dataset for field sizes ranging from 2 × 2 cm 2 to 27 × 27 cm 2 . This can be considered a very good achievement since it is not trivial to obtain good output factor response for small radiation fields when using matrices of detectors. This depends on the 2D detector internal design and on its scattering properties. An attractive advantage of the 2D Array Seven29 is also its energy-independent response. This is an important characteristic, especially for small IMRT segments, which was confirmed by the results obtained in this study. Experiments designed to test the detector sensitivity to small collimator positional changes and the field perturbation effect were also carried out. The 2D Array Seven29 successfully detected millimetric positional movements of the linac secondary collimators. Moreover, dose profiles matched very well ion chamber measurements performed in a water tank for open, wedge and MLC intensity-modulated beams.
As pointed out in this paper the ion chamber spacing of 1 cm may result in a limited sampling of the radiation beam. This may be an issue if high resolution profiles are needed, e.g. in high dose gradient regions. However, this is an efficiency problem common to other planar detectors currently available. Electronic portal imaging devices (EPIDs) are probably the most promising devices for IMRT verification and in vivo dosimetry (van Esch et al 2001 , 2004 , Warkentin et al 2003 . These detectors can provide very high resolution and highly efficient planar dose maps. However, further developments are under way for the deployment of this technique into routine clinical practice (Chin et al 2004 .
With the 2D Array Seven29 the workload can be remarkably reduced when compared to conventional verification techniques. One of the attractive points of this class of devices is that dose distributions are acquired, shown and potentially processed on-the-fly. The acquisition software provides a graphical environment where dose maps can be compared and evaluated. Alternatively, measurements may be exported to ASCII files and loaded in other applications. In this study we developed special Matlab applications to process the measured datasets.
On the basis of the broad range of tests performed in this study, we conclude that the 2D Array is a dosimetrically accurate and sensitive tool and that it can be a useful device for QA and verification of clinical radiotherapy beams. The possibility of using the 2D Array in place of conventional verification systems was outside the scope of this work and requires further investigation. The possibility of obtaining higher efficiency dose maps with the 2D Array Seven29 is currently under investigation.
