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SOMMAIRE
La détection de la hauteur tonale dans un signal de parole est un problème complexe
et important pour des applications en reconnaissance de parole continue. Lorsqu'on
souhaite détecter la hauteur tonale sur la parole téléphonique, la difficulté est plus grande,
puisque la fréquence fondamentale n'est pas claire dans le signal. Nous proposons un
modèle pratique basé sur des connaissances psychoacoustiques et physiologiques de
l'oreille. En effet, cette dernière est capable d'extraire la hauteur tonale du signal de
parole téléphonique. Le modèle proposé comprend trois éléments: un banc de filtres
auditifs qui simule les mouvements mécaniques de la membrane basilaire; un modèle
fonctionnel qui calcule des pseudo-histogrammes périodiques reliés à la période de
la fréquence fondamentale; l'élément final combine la sortie des histogrammes pour
extraire la hauteur tonale. Ce modèle est testé sur des données de parole numérisées à
travers le réseau téléphonique de la région de Montréal. Les résultats des expériences
indiquent que cette approche permet d'obtenir la hauteur tonale même si l'énergie de la
composante fondamentale du signal de parole est très faible.
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CHAPITRE 1
INTRODUCTION
Ce mémoire s'organise autour d'un sujet concernant l'analyse de la parole:
l'extraction des paramètres. Nous nous intéressons à l'analyse de la parole téléphonique
et plus particulièrement, l'extraction de la hauteur tonale. En fait, ce dernier paramètre
est très important pour la reconnaissance de la parole continue. En outre, il est très
difficile de l'extraire sur la parole téléphonique, car la composante fondamentale n'est
pas toujours présente dans ce type de signal, en raison de la bande étroite du téléphone
(de 300 Hz à 3400 Hz).
1.1 But de ce mémoire
En reconnaissance de parole, l'analyse qui consiste à extraire les paramètres est
cruciale et difficile. Les performances de l'algorithme de reconnaissance reposent en
grande partie sur la qualité de l'analyse. Notamment, pour la reconnaissance de parole
continue, la hauteur tonale est un paramètre important, car l'information prosodique est
prédominée par ce dernier.
Le but de ce mémoire est de proposer un algorithme capable d'extraire la hauteur
tonale de la parole téléphonique en utilisant un modèle auditif.
1.2 Stratégie de ce mémoire
L'originalité du travail réside dans l'alliance d'outils de traitement des signaux et
de connaissance sur la psychoacoustique et la physiologie de l'oreille. L'alliance de
théories permet de réaliser un extracteur de la hauteur tonale reflétant certaines propriétés
perceptives humaines et manifestant une robustesse aux bruits. Notre approche consiste
à réaliser un modèle auditif qui se compose d'un banc de filtres et d'un modèle
fonctionnel sans avoir à modéliser de façon exacte la transduction mécanique-électrique
effectuée dans l'oreille interne. L'information à la sortie de chaque canal est ensuite
combinée avec les autres sorties des canaux pour en déduire la hauteur tonale.
1.3 Organisation de ce mémoire
Dans le chapitre 2, nous essayons d'introduire certains concepts nécessaires pour
comprendre le mémoire, ensuite nous faisons la revue des algorithmes existants sur
l'extraction de la hauteur tonale et de la fréquence fondamentale. Dans le chapitre 3,
nous décrivons le modèle proposé de façon détaillée. Nous présentons les expériences
effectuées et les résultats obtenus à partir du modèle proposé dans le chapitre 4. Enfin,
dans le chapitre 5, nous donnons la conclusion et discutons nos résultats ainsi que nos
perspectives.
CHAPITRE 2
EXTRACTION DE LA HAUTEUR TONALE
2.1 Introduction
Ce chapitre est composé de deux parties. La première partie porte sur une courte
introduction au système auditif et à la définition de la hauteur tonale. La description
du système auditif est d'abord présentée. Les définitions de la hauteur tonale et de la
fréquence fondamentale du signal de parole sont ensuite introduites à titre comparatif.
La deuxième partie, occupant la majeure partie de ce chapitre, est consacrée à la revue
des algorithmes d'extraction de la fréquence fondamentale et de la hauteur tonale de
la parole.
2.2 Système auditif et hauteur tonale
Dans ce paragraphe, on introduit brièvement dans un premier temps le système
auditif. On décrit simplement la succession des transformations, que subit l'information
acoustique, lors de son cheminement au travers du système auditif périphérique et ce
jusqu'à son arrivée dans le système nerveux central. Ensuite, on définit la fréquence
fondamentale et la hauteur tonale.
2.2.1 Système auditif
La figure 2.1 représente un schéma très simplifié du système auditif. On peut trouver
4une description précise pour chaque partie du système auditif dans la littérature éditée par
Aran et al. [3]. En général, le système auditif est un système particulièrement complexe,
que l'on décompose habituellement en deux parties: le système auditif périphérique
(oreille) et le système nerveux. Le système auditif périphérique est constitué par l'oreille
externe (pavillon et conduit auditif), l'oreille moyenne (tympan et osselets) et l'oreille
interne (cochlée). Le système nerveux est responsable du traitement de l'information
acoustique venant du système auditif périphérique et achemine les signaux de retour à

























Figure 2.1 Schéma simplifié du système auditif d'après Dolmazon [3]
La vibration acoustique recueillie par l'oreille externe subit diverses transformations
avant d'être acheminée sous forme d'influx nerveux vers le système nerveux central. Les
vibrations d'onde acoustique mettent en mouvement le tympan. Ce dernier transforme
les vibrations aériennes en vibrations osseuses. Ces vibrations solides sont transformées
en ondes de pression dans les liquides de la cochlée. De plus, les changements d'onde
de presssion en phase avec la pression acoustique, sont transformées en déplacements de
la membrane basilaire qui accomplit une première analyse fréquentielle du son d'entrée.
5Sur la membrane basilaire, on peut trouver l'organe de corti: un ensemble comprenant
des cellules ciliées qui sont sensibles aux déplacements relatifs des membranes. Ces
cellules ciliées (récepteurs sensoriels) convertissent les mouvements de la membrane
basilaire en information électrochimique déclenchant ainsi les influx nerveux dans les
fibres du nerf auditif. Ces influx sont ensuite transmis au système nerveux central par les
fibres nerveuses afférentes. Notons que l'information acoustique codée est réellement
interprétée lors de son arrivée dans le système nerveux central. L'information de retour
("feedback") est transmise par les fibres efférentes à l'oreille interne, présentement les
fonctions des fibres efférentes sont moins connues. Il est à noter que les fibres nerveuses
afférentes et efférentes constituent les fibres nerveuses auditives.
2.2.2 Fréquence fondamentale
Les sons de parole dits voisés, exemple les voyelles et les consonnes telles que Ibl
Idl Igl, sont produits avec une vibration des cordes vocales (ou vibration laryngienne).
La fréquence fondamentale (au sens de l'analyse de Fourier) du signal de parole apparaît
comme la fréquence de vibration laryngienne. En d'autres termes, l'intervalle de temps
entre des impulsions glottiques adjacentes correspond à la période de la fréquence
fondamentale du signal de parole. La mesure de la fréquence fondamentale peut se faire
à partir du signal de parole dans le domaine temporel, ou dans le domaine spectral: à
partir de la fréquence fondamentale du spectre d'un son voisé. Nous allons décrire ces
méthodes de mesure plus loin.
2.2.3 Hauteur tonale
La hauteur tonale (HT) d'un son n'est conceptuellement pas facile à définir d'une
façon explicite et générale. Comme l'indique les travaux de Demany dans ce qui suit:
6"A qui n'est pas familier de l'immense littérature consacrée à la perception de la HT
et à ses mécanismes, il peut certes sembler que ce à quoi l'on se réfère en parlant de
HT est une qualité sensorielle très simple. Mais la réalité est différente, comme divers
auteurs l'ont déjà souligné" [5]. D'après Demany, des problèmes de définition de HT
se posent dans les deux cas: les sons purs et les sons complexes.
La HT d'un son pur est l'attribut perceptif à partir duquel il est possible de lui
apparier un autre son pur, en ajustant la fréquence de ce dernier. Les deux sons ne
diffèrent alors que par le niveau d'intensité à condition que la différence d'intensité de
ces deux sons purs ne soit pas très grande. Demany affirme qu'après appariement de
leurs HT, les deux sons purs ne diffèrent que par la sonie. Ce qui implique que deux
sons purs quelconques ne peuvent différer que par la HT et/ou la sonie. D'après les
expériences de Girija [18], la HT d'un son pur ou d'un signal sinusoïdal de fréquence
/, d'intensité normale correspond à la fréquence /.
Parmi tous les sons pour lesquels le système auditif humain est capable d'extraire
une sensation de HT, les plus importants sont complexes et périodiques ou quasi-
périodiques [5]. Tel est le cas de la parole voisée. Selon la théorème de Fourier,
tout signal complexe périodique de période 1 / / peut être caractérisé par une somme de
signaux purs dont les fréquences sont différentes. La fréquence de chaque composante
(signal pur) peut être représentée par n- / , où AI est un nombre entier et/est la fréquence
fondamentale du son complexe périodique. Lorsqu'on veux apparier la HT d'un son
pur de fréquence ajustable, à celle d'un son complexe, on trouve que la fréquence du
son pur est ajustée à une valeur très proche de /. En d'autres termes, la HT d'un
son complexe correspond généralement à sa fréquence fondamentale. Donc, jusqu'à un
7certain degré, l'extraction de la fréquence fondamentale est équivalente à l'extraction
de HT de la parole voisée. Notons que, plus précisément, la fréquence qui correspond
à la HT et la fréquence fondamentale ne sont généralement pas identiques. Terhardt
donne un bon exemple [64] pour lequel la fréquence fondamentale d'un son complexe
composé de trois sinusoïdes de fréquence 520, 620 et 720 Hz respectivement, est 20
Hz, mais la fréquence correspondant à la HT perçue est autour de 104 Hz.
Il faut mentionner que l'oreille est capable de percevoir la HT d'un son complexe
dont la composante fondamentale ne comporte aucune énergie. C'est souvent le cas en
parole, notamment lorsqu'elle est transmise par une ligne téléphonique. C'est d'ailleurs
ce type de signal qui va être traité dans ce travail.
2.3 Revue des algorithmes d'extraction de la hauteur tonale
2.3.1 Introduction
Un algorithme capable de trouver la fréquence fondamentale ou la hauteur tonale
(HT) est une partie essentielle d'un système de traitement de la parole. La fréquence
fondamentale (ou la HT) est en effet un paramètre important dans le signal de parole.
Elle permet de fournir l'information pour comprendre la nature de la source d'excitation
dans la production de parole. Elle est très utile pour la reconnaissance des locuteurs [4]
[54], pour l'apprentissage de la parole chez une personne atteinte de déficience auditive
[27], et pour presque tout système d'analyse-synthèse de parole (vocodeur) qui a besoin
de ce paramètre [12]. L'information prosodique dans une prononciation est déterminée
de façon prédominante par la HT. De plus, l'oreille est plus sensible aux changements
de la fréquence fondamentale qu'à ceux d'autres paramètres du signal de parole [21].
Par ailleurs, la présence de la HT dans la parole voisée est une source majeure de
8redondance qui peut être exploitée de manière efficace en codage de parole à bas-débit.
Néanmoins, la mesure précise de la HT est très difficile à effectuer, particulièrement
pour de la parole bruitée. En raison de l'importance de la HT, beaucoup d'algorithmes
pour l'extraction de HT ont été proposés dans la littérature du traitement de la parole.
Il faut remarquer que la plupart des méthodes proposées pour l'extraction de la
HT n'utilisent pas certaines propriétés perceptives, mais elles sont réalisées avec une
perspective d'application. Certains chercheurs [46] [38] [60] réalisent leurs algorithmes
d'extraction de la HT en y incoporant des connaissances auditives.
A la section suivante, on revoit les méthodes proposées d'extraction de la HT et de
la fréquence fondamentale. Ces méthodes se regroupent de la façon suivante:
(1) méthodes basées sur la forme d'onde;
(2) méthodes basées sur l'auto-corrélation;
(3) méthodes spectrales et cepstrales;
(4) méthodes perceptives à base de modèles du système auditif périphérique;
(5) méthodes utilisant la reconnaissance des formes.
2.3.2 Méthodes basées sur la forme d'onde
Ce type de méthodes traite directement le signal de la parole (ou ses versions filtrées)
pour estimer la fréquence fondamentale. Pour ces méthodes, la stratégie utilisée le plus
souvent est de mesurer les pics et les vallées du signal, ou de compter les passages
par zéro du signal.
Un des premiers extracteurs de la fréquence fondamentale est celui de Gold-Rabiner
[20], où l'extracteur combine toutes les sorties des six estimateurs parallèles de la
9fréquence fondamentale. Une seule décision finale découle en utilisant la règle de
majorité.
Actuellement la performance de ce type de méthodes, basées sur la structure
temporelle de la parole, dépend en grande partie du bon choix des marqueurs du temps.
Dans la pratique, les marqueurs utilisés fréquemment sont les pics de l'amplitude [35] et
les passages par zéro [14] ou une combinaison de ces paramètres. Mais le désavantage
de l'utilisation de ces marqueurs du temps est leur sensibilité aux variations du signal de
la parole. Les variations mentionnées normalement sont causées par la nature transitoire
de la source d'excitation, par la structure formantique apportée par le conduit vocal, et
par tous les bruits de mesure. Afin de contourner ces obstacles, Nguyen et al. [40] ont
proposé un marqueur du temps, défini par la formule suivante:
N
X=i-^-li et M = £*(*) (2.1)
Selon les auteurs, les excursions ou bosses du signal de parole sont traitées comme
des régions géométriques repésentées par leurs centres de masse et ces derniers définis
ci-dessus peuvent être les marqueurs du temps.
Récemment, Medan et al. ont proposé un bon algorithme pour la détermination de
la fréquence fondamentale de parole [34]. Cet algorithme a deux avantages. Le premier
avantage est que l'algorithme est capable de vaincre la propriété de non-stationnarité
de la parole en introduisant un modèle de similarité pour représenter les signaux de
parole de deux périodes consécutives. Pour expliquer l'idée des auteurs explicitement,
on décrira brièvement leur analyse ci-dessous:
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A l'instant to, on définit deux signaux xr(t,to) et î/r(Mo) représentés par les
équations suivantes
zr(Mo) = s(t)wT(t - t0)
(2.2)
yT{t, to) = s(t + r)wT{t - to)
où s(t) représente la signal de parole et wT(t) est une fenêtre rectangulaire de largeur
r secondes. Notons que ces deux signaux sont non nuls seulement à l'intérieur de
l'intervalle [to,to + r].
Ensuite, on considère un segment de parole commençant à to et incluant exactement
deux périodes de la fréquence fondamentale, dit r = To, supposant que xTo(t,to) est
la première période, yTo(Mo) est la deuxième période et To dénote la période de la
fréquence fondamentale à l'instant to. On suppose que la similarité entre deux périodes
consécutives de la fréquence fondamentale est grande, donc, on considère que yTo{t) est
une version modulée en amplitude de xT(j(t,to). Ceci s'exprime par le modèle suivant
de similarité:
(2.3)
où a(to) est un facteur de modulation en amplitude à to et qui reflète le changement
d'amplitude de l'impulsion glottale, e(t,to) est une fonction d'erreur qui reflète la
différence entre ces deux périodes. L'intervalle de temps r = To est défini comme étant
la période de la fréquence fondamentale à l'instant t = to quand e(t, to) est minimale sur
l'intervalle [to, to + r] ou quand la similarité entre deux périodes du signal est maximale.
Alors la détermination de la période de la fréquence fondamentale To est équivalente à
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l'optimisation de la fonction de coût / :
to+T







où arg min représente la valeur de / qui minimise l'expression.
Le deuxième avantage de cet algorithme est qu'il extrait la fréquence fondamentale
avec une résolution supérieure de telle façon que la période de la fréquence fondamentale
peut se représenter par un nombre fractionaire des échantillons. D'après les résultats
communiqués par les auteurs [34], cet algorithme est aussi robuste au bruit.
2.3.3 Méthodes basées sur F auto-corrélation
La fonction d'auto-corrélation utilisée pour la mesure de la fréquence fondamentale
sur une fenêtre du signal peut se calculer par la formule suivante:
N-l
où N est la largeur de fenêtre (le nombre d'échantillons dans la fenêtre), s(i) représente
le signal de parole et / représente le décalage entre le signal original et le signal décalé.
Le maximum de la fonction est obtenu en principe lorsque le décalage / est égal à la
période du signal.
Dans ce paragraphe on présente deux types de méthodes basées sur l'auto-
corrélation: les méthodes temporelles et les méthodes spectrales.
2.3.3.1 La fonction d'auto-corrélation dans le domaine temporel (FADT)
La FADT est bien connue dans l'extraction de la périodicité du signal bruité en
raison de sa robustesse, et elle est toujours largement utilisée pour la détermination de
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la fréquence fondamentale de la parole [50]. L'avantage que cette approche possède en
comparaison des méthodes basées sur la forme d'onde est que la localisation absolue
du pic du signal peut déterminer la période de la fréquence fondamentale. Un pic
dans l'auto-corrélation au délai r correspond directement à une période r du signal, car
l'origine est explicitement définie.
Cependant, pour cette méthode, il existe un problème aux résonances du conduit
vocal. Ces dernières changent parfois rapidement pendant deux périodes consécutives
d'impulsion glottale. Il en résulte que le signal n'est plus bien corrélé d'une période à
l'autre. Dans ce cas, le pic situé au délai correspondant à la période de la fréquence
fondamentale devient le moins dominant et souvent plusieurs pics superflus apparais-
sent. Évidemment, ceux-ci compliquent la mesure de la fréquence fondamentale. En
considérant les raisons évoquées précédement, un prétraitement convenable du signal
de parole doit être effectué pour lisser les spectres ou enlever les composantes de haute
fréquence en utilisant un filtre passe-bas avant de calculer l'auto-corrélation [21] [25]
[34]. Parallèlement, certains algorithmes d'extraction de la fréquence fondamentale sont
basés sur le signal résiduel à partir du codage de prédiction linéaire ("Linear Predictive
Coding", LPC). En d'autres termes, ces algorithmes fonctionnent sur la sortie du filtre
inverse LPC [31] [65].
Un des bons exemples de ce type d'approche est l'algorithme proposé par Krubsack
et Niederjohn [25]. Pour améliorer les performances de la détermination de la fréquence
fondamentale et la décision de voisement, les auteurs ont utilisé deux mesures de con-
fiance: l'exactitude probable de la valeur de la fréquence fondamentale et l'exactitude
probable de la décision de voisement. Comme la détermination de la fréquence fonda-
13
mentale et la décision de voisement, ces deux mesures de confiance sont aussi déduites
séparément à partir de la même fonction d'auto-corrélation.
2.3.3.2 La fonction d'auto-corrélation spectrale (FAS)
La FAS a d'abord été présentée par Chilton et Evans [8], et puis une approche
similaire a été suggérée indépendamment par Labat et al. [26]. La FAS est utilisée
pour mesurer les espacements harmoniques réguliers dans le spectre du signal de parole
en appliquant l'auto-corrélation à la densité spectrale de puissance (DSP). La FAS et la
FADT sont étroitement apparentées, mais la FADT et la DSP sont des transformées de
Fourier l'une de l'autre. D'après Chilton et Evans [9], si p(k) représente la densité
spectrale de puissance d'un signal, sa FAS, R(k) peut être définie par la formule
suivante:
où k représente le décalage dans le domaine fréquentiel échantillonné.
Puisque p(k) est une fonction réelle paire, la fonction d'auto-corrélation peut se
calculer à partir de seulement N/2 échantillons d'une transformée de Fourier discrète
d'ordre N. Lorsque le signal est périodique, on observe des pics dans la fonction
d'auto-corrélation spectrale. Ces pics correspondent à des harmoniques de la fréquence
fondamentale, on retrouve dans le domaine fréquentiel certaines propriétés de l'auto-
corrélation dans le domaine temporel.
De même que pour la FADT, la FAS nécessite un lissage préalable du spectre.
Chilton et Evans [9] ont trouvé qu'un prétraitement effectif peut se faire en utilisant
une préaccentuation du signal, puis un filtrage inverse pour lequel les coefficients du
filtre sont les coefficients LPC.
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2.3.4 Méthodes spectrales et cepstrales
Aux paragraphe suivants, nous allons présenter deux types de méthodes pour
l'extraction de la fréquence fondamentale: méthodes spectrales et méthodes cepstrales.
23.4.1 Méthode spectrale
La méthode spectrale est définie comme étant celle qui permet d'obtenir la fréquence
fondamentale en traitant le spectre de la parole directement, en d'autres termes, en
détectant une série de pics spectraux. Cette méthode déduit la fréquence fondamentale
à partir de deux techniques: le calcul du plus petit commun multiple à une série
d'harmoniques et la mesure de l'espacement entre les pics spectraux (harmoniques).
La première technique peut se faire en mesurant les périodes d'harmoniques indi-
viduelles et en trouvant le plus petit commun multiple à ces périodes[57] [36]. Cette
approche est appelée: mesure de la fréquence fondamentale basée sur l'histogramme
de période. Il existe un autre moyen pour réaliser la première technique en cherchant
un bon appariement d'harmoniques de la fréquence fondamentale [64] [11] [61] [44].
Un bon exemple de ces travaux est l'algorithme proposé par TerhardL Dans cet al-
gorithme, les hauteurs spectrales d'harmoniques individuelles sont d'abord calculées,
ensuite, la HT est déduite à partir de ces hauteurs spectrales, en utilisant le principe
d'appariement de sous-harmoniques. Par exemple, pour un signal complexe consistant
en trois composantes de fréquences 520 Hz, 620 Hz et 720 Hz respectivement, les hau-
teurs spectrales de ces trois composantes correspondent directement à leurs fréquences,
et les sous-harmoniques de ces composantes sont présentées au tableau 2.1. On trouve








































Tableau 2.1 Fréquences sous-harmoniques des composantes 520, 620 et 720 Hz d'après Terhardt [64]
intervalle de l'ensemble. Selon le principle d'appariement de Terhardt, la fréquence de
sous-harmonique pertinente à la plus basse composante, 104.0 Hz, correspond à la HT.
Puisque les harmoniques de la fréquence fondamentale sont bien séparées dans le
spectre du signal de parole, alors, il suffit de mesurer la distance entre les pics adjacents
spectraux pour déterminer la fréquence fondamentale, ce qui correspond à la deuxième
technique mentionnée précédemment. Hess l'a décrite en détail [21].
2.3.4.2 Méthode cepstrale
Une des techniques populaires dans l'extraction de la fréquence fondamentale est
basée sur l'utilisation du cepstre qui a été à l'origine proposée par Noll [41] [43]. Pour
faciliter la compréhension de cette approche, il est nécessaire de revoir brièvement la
façon dont la parole est produite. Le système de production de parole consiste en une
source glottale et un conduit vocal comme indiqué à la figure 2.2. Le signal de source,
s(t), est produit par un débit d'air à travers les cordes vocales. Le conduit vocal est
complètement spécifié par sa réponse impulsionnelle h(t). Donc le signal de parole f(t)
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peut s'exprimer par l'équation suivante:
/(*) = s(t) * h(t)









Figure 2.2 Système fondamental de production de la parole
voisée, où h(t) est la réponse impulsionnelle du conduit vocal.
Alternativement, si S(f) est le spectre du signal de la source et H(f) est le spectre
de la réponse impulsionnelle du conduit vocal, alors le spectre du signal de parole peut
s'exprimer algébriquement par l'équation suivante
F(f) = S(f) • H(f) (2.8)
où F(f) = FTF\f(t)]
S(f) = FTF[s(t)}
H(f) = FTF[h{t)}
dénote la transformée de Fourier
Le spectre de puissance de parole s'exprime par l'équation suivante:
= \S(f)\* • \H(f)\
En prenant le logarithme, l'équation ci-dessus devient:
(2.9)
(2.10)
log\F(f)\2 = log\S(f)\2 + log\H(f)f (2.11)
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Donc, les effets de la source vocale et du conduit vocal sont séparés. En calculant
la transformée de Fourier inverse au spectre de puissance logarithmique, on obtient le
cepstre:
*7Î [log\F{f)\2] = F",1 [log\S(f)\2] + F-* [log\H(f)\2] (2.12)
Ffp dénote la transformée inverse de Fourier.
Dans le cesptre, la terminologie "quefrence" est utilisée et correspond à l'inverse
de la période du pic dans le cesptre du signal de parole. Quand la parole est voisée,
le cepstre comprend un grand pic à la quefrence correspondant à la période de source
glottale. Si l'intervalle d'analyse comprend diverses périodes du signal, les pics dis-
tincts dans le cepstre vont apparaître correspondant respectivement à chaque période
individuelle. De cette façon, une analyse fondée sur le cepstre est capable de détecter la
fréquence fondamentale. Un important avantage de cette méthode est que: l'extraction
de la fréquence fondamentale est indépendante de la présence de la composante fonda-
mentale du signal de parole, car le pic cepstral est produit par la structure harmonique
du spectre [42]. De plus, cette approche est insensible à la distorsion de phase.
Bien que les méthodes cepstrales sont largement utilisées pour l'extraction de la
fréquence fondamentale, on n'a pas encore prouvé que ce type de méthode est capable
de fonctionner avec succès pour la parole bruitée [43] [26]. Par ailleurs, cette méthode
a un désavantage commun avec l'auto-corrélation: le choix de la longueur de la fenêtre
d'analyse. De plus, dans une optique de traitement du signal, le calcul du cepstre
est coûteux, car ce dernier doit être suréchantillonné pour éviter le repliement [59].
D'après Rabiner et al. [51], cette approche n'est pas une bonne méthode au regard de
sa performance dans la détermination de la fréquence fondamentale.
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2.3.5 Méthodes perceptives à base de modèles du système auditif périphérique
Au cours des dernières années, certains auteurs ont utilisé des modèles auditifs
périphériques pour la perception ou l'extraction de HT [59] [60] [18]. Parallèlement,
quelques chercheurs ont proposé des algorithmes d'extraction de HT en utilisant des
connaissances perceptives [46] [49] [64]. D'après Patterson [46], le système auditif
du mammifère se divise probablement en deux parties: le sous-système analogue et
le sous-système numérique. Le sous-système analogue consiste en l'oreille externe,
l'oreille moyenne et l'oreille interne. Sa fonction principale est d'effectuer une analyse
spectrale du son d'entrée. Le sous-système numérique est compris de nerfs auditifs et de
sections auditives du cerveau, et sa fonction est de convertir les sorties du sous-système
analogue (l'analyse spectrale) en une série d'impulsions neurales, puis d'analyser en
détail les caractéristiques de ces impulsions. Le mécanisme déterminant la HT d'un
son est situé dans le sous-système numérique. Spécifiquement, Patterson maintient
qu'il semble plus plausible que le sous-système numérique analyse les informations
temporelles des impulsions neurales et qu'il les combine avec les informations spectrales
lorsque la HT est déterminée. Cependant, certains algorithmes utilisent seulement
des modèles spectraux pour lesquels la détermination de HT ne se base que sur les
informations spectrales. Moore [38] croit qu'il ne suffit pas d'extraire la HT de la
parole en n'utilisant que le modèle spectral, et que pour la perception ou l'extraction de
HT nous avons besoin du modèle synthétique (le modèle spectro-temporel). Patterson
aussi croit qu'il est difficile de comprendre comment un modèle spectral peut expliquer
la perception du timbre, car dans la plupart des cas, le timbre d'un son peut être changé
par la phase des harmoniques de haute fréquence, mais cette information de phase
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n'existe plus dans un modèle spectral [46].
L'algorithme d'extraction de HT proposé par Patterson comprend un modèle
spectro-temporel et un extracteur de HT. Le modèle spectro-temporel effectue une
analyse spectrale de la parole en utilisant un banc de filtres auditifs, puis il convertit
les sorties des filtres en une série d'impulsions neurales. A partir de ces impulsions
neurales, on peut observer qu'il existe un patron de répétition, en d'autres termes, les
impulsions neurales sont clairement modulées par ce "patron" de répétition. Il est très
important que le taux de répétition corresponde à la fréquence de HT. En se basant
sur cette idée, Patterson a conçu un extracteur de périodicité, nommé processeur spiral
("spiral processor", d'après l'auteur), qui est capable d'extraire la période de répétition
à partir d'impulsions neurales modulées. Patterson a expliqué qu'un arrangement en
spirale d'impulsions neurales peut convertir la régularité temporelle produite par le son
périodique en information de position. En fait, le processeur spiral détecte la fréquence
de la porteuse et la fréquence de modulation à partir d'impulsions neurales modulées de
façon séparée ou combinée. Il arrange l'information en une forme qui lui permet d'être
superposée à travers les canaux fréquentiels afin de produire une estimation générale
de HT sans avoir besoin d'un générateur de sous-harmonique [63] ou d'une sélection
d'harmonique [11].
Moore a proposé un modèle pour l'extraction de la HT de sons complexes [38].
Ce modèle, indiqué à la figure 2.3, comprend cinq modules. Le premier module est un
banc de filtres. Le deuxième est la transduction des sorties des filtres aux impulsions
neurales. Le troisième est un mécanisme qui, pour chaque canal fréquentiel, analyse les
intervalles de décharge d'impulsions neurales. Le quatrième compare les intervalles de
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décharge présents aux différents canaux, puis trouve les intervalles communs à travers les
canaux. Généralement, l'intervalle qu'il trouve le plus souvent correspond à la période
du fondamental. Enfin, le cinquième module effectue une sélection finale à partir des
intervalles qui sont le plus souvent réprésentés à travers les canaux, et l'inverse de
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Figure 2.3 Modèle schématique pour l'extraction de HT proposé par Moore [38]
Slaney et Lyon ont proposé un détecteur perceptif de HT [60]. Ce détecteur com-
prend trois parties: un modèle cochléaire, un banc d'auto-corrélateurs et un mécanisme
de prise de décision de HT. Nous présentons un schéma à la figure 2.4 de ce
détecteur. Le modèle cochléaire convertit l'information du signal acoustique en une
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représentation à canaux multiples qui peut être considérée comme étant liée aux prob-
abilités de décharge instantanée des nerfs. Le corrélogramme, produit en calculant
l'auto-corrélation indépendante de chaque canal, permet de représenter le signal de la
parole dans deux dimensions: la composante fréquentielle sur la direction verticale et la
structure temporelle sur la direction horizontale. Lorsqu'un son d'entrée est périodique,
les fonctions d'auto-corrélation de tous les canaux montrent un pic à la même position
horizontale, en d'autres termes il y a une synchronisation du pic à travers les canaux.
Le délai de corrélation, relié à cette position, en général correspond à la période de HT
perçue [28]. En fait, la localisation du pic synchronisé à partir du corrélogramme se
réalise lors du mécanisme de prise de décision de HT.
Son
> Modèl<
Figure 2.4 Structure du déctecteur de HT proposé par Slaney et Lyon [60]
2.3.6 Méthodes utilisant la reconnaissance des formes
Des études récentes faites autour de la détermination de fréquence fondamentale
utilisant le perceptron à multi-couches ont été rapportées par certains auteurs [22] [33].
Dans ces études, Howard et Walliker ont proposé un algorithme appelé "MLP-TX" pour
estimer la période du signal de parole bruitée. Dans cette étude, les auteurs utilisent
une classification par perceptron multi-couches (MLP, "Multi-Layer Perceptron") pour
déterminer l'instant de la fermeture des cordes vocales. L'algorithme global s'organise
d'une telle façon que le signal de parole est d'abord filtré par un banc de filtres,
puis une transformée non linéaire (le redressement demi-alternance) est appliquée à




sous la forme de vecteurs pour faire la classification par le perceptron. De la même
façon, Martinez-Alfaro et Contreras-Vidal ont présenté un algorithme de détection de la
fréquence fondamentale dont la classification par perceptron multi-couches a été réalisée
par un réseau neural en utilisant l'algorithme d'apprentissage appelé "rétro-propagation".
Cet algorithme ne nécessite pas de pré-traitement du signal de parole et la classification
possède une grande capacité de discrimination, d'après les auteurs.
2.4 Conclusion
Dans le présent chapitre nous avons discuté des différentes méthodes d'extraction
de la fréquence fondamentale et de la HT. Tous ces algorithmes ont des avantages et
des inconvénients. Le choix doit se faire selon le but à atteindre. Pour la méthode
qui utilise l'analyse par la fenêtre de courte durée (par exemple, l'auto-corrélation), le
choix de la bonne longueur de la fenêtre n'est pas facile à faire car le signal de parole
dans la pratique n'est pas bien corrélé d'une période à l'autre. Cependant, les méthodes
basées sur le traitement direct du signal de parole (par exemple, la détection des pics
sur la forme d'onde) sont influencées par les décalages de phase car ceux-ci tendent à
brouiller les pic du signal [59]. Par contre, les méthodes fondées sur l'auto-corrélation
ou sur le cepstre sont robustes aux distorsions de phase.
D'ailleurs, on trouve qu'il est inadéquat d'utiliser seulement la détection du pic du
signal de parole lorsqu'elle est bruitée, même si la fréquence fondamentale de ce type
de parole est existante. Il est probable que la fréquence fondamentale existante dans la
parole bruitée peut se détecter en comparant la forme d'onde avec sa version décalée.
Néanmoins, cette comparaison est difficile en considérant que les résonances du conduit
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vocal sont continuellement changeantes dans le temps. En d'autres termes, le signal
de parole varie d'une période à l'autre. Une solution à ce problème est d'utiliser un
pré-traitement afin de lisser le spectre du signal, ou de diminuer la variabilité entre
deux périodes adjacentes. Pourtant la performance globale de ce type d'algorithme
n'est toujours pas satisfaisante, car le pré-traitement du signal fonctionne mal lors de
la transition voisée/non voisée de la parole [59].
En résumé et conformément à l'analyse de Rabiner et al. [51] tous les problèmes
recontrés par les algorithmes d'extraction de la fréquence fondamentale sont causés par
les raisons suivantes:
(1) La source d'excitation glottale n'est pas parfaitement périodique;
(2) II y a interaction entre le conduit vocal et la source d'excitation glottale;
(3) II est difficile de définir exactement le début et la fin de chaque période du signal
de parole voisée;
(4) II est difficile de faire la distinction entre la parole non voisée et la parole moins
voisée.
Pour contourner les difficultés énumérées ci-dessus, l'extraction de la fréquence
fondamentale peut se faire par la réalisation d'un modèle auditif en utilisant des
connaissances psychoacoustiques et physiologiques, n est évident que l'être humain est
capable de percevoir la parole beaucoup mieux que tous les systèmes informatiques. Par
exemple, lorsqu'une personne écoute la parole naturelle en milieu bruité, l'intelligibilité
de la parole reste relativement haute, par contre, pour certains vocodeurs, l'intelligibilité
de la parole vocodée tombe rigoureusement [19]. H est donc raisonnable d'adopter la
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Lorsqu'on étudie la cadence de décharge des impulsions sur une fibre par rapport
à la durée de la stimulation acoustique sinusoïdale, on observe essentiellement que les
impulsions sont synchronisées sur la période de la stimulation pourvu que la cadence
de décharge ne soit pas très élevée [46]. Dans le cadre de cette étude, on peut assumer
que la fibre décharge aux pics des signaux de stimulation, comme si elle était stimulée
par une série d'impulsions. En fait, la réponse d'une seule fibre à la parole périodique
est un flot d'impulsions avec espacement régulier, en d'autres termes, un son périodique
tel qu'une voyelle peut produire un flot d'impulsions régulières à la sortie des neurones
auditifs primaires [46].
Notons qu'un flot d'impulsions produites par les fibres nerveuses auditives
préservent des informations concernant l'intervalle sur le temps entre deux pics positifs
du signal périodique d'entrée. De plus, si la caractéristique stochastique de la transduc-
tion neurale est ignorée, on peut assumer que les signaux sortant des filtres auditifs sont
équivalents à ces impulsions nerveuses. Nous présentons un exemple à la figure 3.1
pour illustrer ce qui vient d'être écrit. Sur cette figure, on peut voir que les sorties des
filtres auditifs sont modulées en amplitude et que la cadence de répétition est étroitement
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reliée à la hauteur tonale. La tâche actuelle est de réaliser un extracteur de périodicité











Figure 3.1 Sorties des filtres auditifs en réponse à une portion de la voyelle nasale / à /
II est nécessaire de souligner que le modèle proposé n'est pas un modèle auditif
exact, mais plutôt un modèle fonctionnel d'extraction de HT. Ce modèle fonctionnel
s'intéresse plus particulièrement au traitement des informations à la sortie des filtres
auditifs en incorporant des caractéristiques perceptive auditives et des connaissances
auditives. En fait, pour extraire la HT, il n'est pas nécessaire de construire un modèle
auditif périphérique complet, parce qu'il nous semble que les informations à la sortie
des filtres auditifs sont suffisantes pour l'extraction de la HT.
Dans ce chapitre, nous allons introduire en détail chaque module du modèle proposé.
D'abord, nous allons donner une présentation générale du modèle, puis introduire la
conception du banc de filtres, et du sous-modèle fonctionnel du modèle, enfin, nous
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allons expliquer l'algorithme de décision et de post-traitement. Le travail porte sur des
données de la parole téléphoniques dont la largeur de bande considérée est de 300 Hz
à 3400 Hz, et la fréquence d'échantillonnage est de 8 kHz.
3.2 Présentation générale du modèle
Le modèle proposé comprend trois modules: un banc de filtres, un sous-modèle
fonctionnel et un mécanisme de prise de décision. Le banc de filtres est composé de
19 filtres auditifs passe-bande et couvre la plage de fréquence de 300 Hz à 3400 Hz. Il
simule l'analyse fréquentielle accomplie par la cochlée. Le sous-modèle fonctionnel est
un modèle mathématique qui consiste en la rectification de la sortie du filtre auditif et
du signal original, la mutiplication de deux signaux et l'auto-corrélation. Le mécanisme
de prise de décision est basé sur un algorithme d'extraction de HT à partir de la somme
des auto-corrélations et d'un post-traitement Le schéma du modèle est présenté à la
figure 3.2.
Pour extraire la HT de la parole bruitée, nous proposons un autre sous-modèle
fonctionnel pour lequel il n'y a pas de multiplication des signaux, par contre nous
ajoutons une sélection dans chaque canal pour décider si le canal participe à la décision
finale de HT. Le schéma du modèle dans ce cas est donné à la figure 3.3.
On donne ici seulement les grandes lignes du modèle, les détails seront donnés
plus loin.
3.3 Banc de filtres
Dans ce paragraphe, on présente chaque étage de façon détaillée en regard

















Figure 3.2 Structure générale du modèle









Figure 3.3 Structure générale du modèle pour la parole bruitée
les caractéristiques des filtres en amplitude et phase, le délai du filtre auditif et les
performances du banc de filtres.
3.3.1 Filtre auditif
D'après les données de Patterson [45], et de Moore et Glasberg [39], les filtres
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auditifs seraient des filtres à pentes exponentielles arrondis à leur sommet (représentation
spectrale). Ces auteurs les caractérisent par la largeur de bande d'un filtre rectangulaire
équivalent (ou ERB pour «Equivalent Rectangular Bandwidth»). En d'autres termes, il
s'agit d'un filtre rectangulaire dont un «côté» aurait la même longueur que la hauteur
maximale du véritable filtre (même puissance maximale transmise pour un son pur)
et dont la «surface» serait égale à celle du véritable filtre (même puissance de bruit
blanc transmise). La largeur de bande passante de ces filtres rectangulaires équivalents
correspond théoriquement, selon les auteurs, à la largeur des bandes critiques mesurées
expérimentalement. La formule suivante donne la largeur de la bande critique ERB en
Hertz, à partir de la fréquence centrale, fc exprimée en kHz:
ERB{fc) = 6.23/c2 + 93.39/c + 28.52 (3.1)
Dans le modèle proposé, la forme du filtre auditif utilisée est une exponentielle
arrondie simple dont l'expression est la suivante:
W(g) = {l+pg)e-™ (3.2)
où g est la déviation de la fréquence à partir du centre du filtre, divisée par la fréquence
centrale (/c), c'est-à-dire, g = \f - fc\/fc- Le paramètre/? détermine la largeur de bande
du filtre, pour cette forme simplifiée de l'équation 3.2, il est égal à Afc/ERB(fc). La
figure 3.4 montre la forme schématisée d'un filtre auditif dont la fréquence centrale
est de 1000 Hz.
Dans la pratique, pour réaliser le filtre, nous avons choisi la méthode par séries








Figure 3.4 Forme schématisée d'un filtre auditif avec Fc = 1008 Hz
convenablement après troncature la caractéristique H(f) de la réponse frequentielle du
filtre désiré.
Etant donné la réponse impulsionnelle h(n), sa transformée de Fourier est donnée
par la relation:
H(f) =
où fs est la fréquence d'échantillonnage.






Pour le calcul des coefficients de Fourier ou des coefficients du filtre, il faut trouver
le résultat de l'intégrale d'équation 3.4 avec - / < n < l, où / est l'ordre du filtre.
Dans notre cas, la réponse frequentielle W(f) est caracteristee par l'équation 3.2. Les
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h{n) = T I (3.5)
où
W(f) = (1
g=lIir> P = ^ O T (3-6)
ERB(fc) = 6.23/c2 + 93.39/c + 28.52
Le résultat de l'intégrale nous donne (/c en kHz):


















/: l'ordre du filtre
fc: la fréquence centrale d'un filtre
fs: la fréquence de l'échantillonage
Nous donnons les détails du calcul à l'annexe A.
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3.3.2 Distribution des filtres auditifs
Certains auteurs [67] [68] [69] soulignent qu'il est préférable d'utiliser une échelle
spectrale basée sur des données psychoacoustiques, telle que l'échelle Bark, plutôt que
d'exprimer les fréquences en Hertz. Zwicker a utilisé l'échelle de bande critique (la
densité de bande critique) pour allier les fréquences en Hertz à l'échelle Bark. Cette
échelle de bande critique peut être obtenue en intégrant la fonction réciproque de la
fonction de la bande critique. De la même façon, une fonction comparable, pour allier
les fréquences en Hertz à l'échelle de ERB (la densité de ERB), s'obtient à partir de
l'équation 3.1:




/ + 14.675 + 43.0
où la fréquence est exprimée en kHz. Cette fonction est tracée à la figure 3.5.
Pour le modèle proposé, la distance entre deux filtres auditifs consécutifs est
constante en longueur sur la membrane basilaire, ce qui signifie que la différence de
fréquence caractéristique (centrale) entre deux filtres auditifs est constante en terme
d'échelle de ERB. Notons que le banc de filtres auditifs dans le modèle proposé ne
simule que la zone de 300 Hz à 3400 Hz correspondant à la bande du téléphone, mais
ce qui ne signifie pas que la conception du banc de filtres se borne seulement à cette
région. A l'annexe B, on verra que le banc de filtres auditifs utilisé peut fonctionner
sur toute autre région spectrale en entrant les paramètres désirés lors de la génération
des coefficients des filtres.
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Figure 3.5 Fonction reliant la fréquence en Hz à l'échelle de ERB
La fréquence centrale d'un filtre en terme d'échelle de ERB est calculée dans le
modèle proposé par la formule suivante:
fci = fmin + 0.5 + (fmax - fmin ~ 1-0) x— 1.0iV — 1.0 (3.10)
où
fci'. fréquence centrale du filtre i en terme d'échelle de ERB
/w,>,:fréquence minimale en terme d'échelle de ERB dans le banc,
/naxifréquence maximale en terme d'échelle de ERB dans le banc.
N: nombre total de filtres dans le banc.
En calculant l'inverse de l'équation 3.9 on obtient la fréquence centrale du filtre
/ exprimée en kHz:




Dans la pratique, la largeur de bande de chaque filtre est égale à une unité de
ERB. En d'autres termes, la distance entre les deux fréquences de coupure de chaque
filtre a une valeur d'une unité de ERB. Si //„• représente la fréquence supérieure de
coupure du filtre / en terme d'échelle de ERB et fa représente la fréquence inférieure
de coupure de ce filtre en terme de l'échelle de ERB, la fréquence centrale du filtre
peut s'exprimer par:
car la fréquence centrale /ct- est au milieu de la bande de fréquence en terme d'échelle
de ERB.
Automatiquement, la fréquence supérieure de coupure du filtre / en terme d'échelle
de ERB, fhi peut s'exprimer par:
hi = fa+ 0.5 (3.13)
et la fréquence inférieure de coupure de ce filtre en terme d'échelle de ERB, /& peut
s'exprimer par:
fbi = fa - 0 . 5 (3.14)
Les paramètres utilisés actuellement pour le banc de filtres auditifs sont reportés
au tableau 3.1. Les filtres se chevauchent et les largeurs des bandes augmentent avec
les fréquences centrales (mesurées en Hz). Notons que l'ordre des filtres est de 19.



































































































































Tableau 3.1 Les paramètres utilisés dans le banc de filtres
3.3.3 Caractéristiques des filtres auditifs en amplitude et phase
D'après des données psychoacoustiques [70] [56] [13], et la norme AFNOR
NFS300-003 (1965), nous avons développé une fonction expérimentale pour caractériser
le gain des filtres auditifs. En tenant compte des atténuations initiales du banc de filtres,
on trouve que cette fonction peut se représenter par la formule suivante:
gain(fc) = g(fc)8.889e-0.1054Î (3.15)
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où / c est la fréquence centrale en kHz du filtre / et
C 0.37/c2 + / c 0.1 kHz <fc< 0.4 kHz
g(fc) = l -0.336/2 + ll2fc + 0.076 o.4 kHz < fc < 1.5 kHz (3.16)
{ -0.188/? + 1.12/c - 0.403 1.5 kHz < fc < 4.0 kHz
Autrement dit, le gain augmente de façon non linéaire avec la fréquence centrale du
filtre auditif, et arrive au maximum quand fc est autour de 3 kHz, et diminue ensuite.
Les réponses en amplitude (gain) du banc des filtres sont présentées à la figure 3.6. Ici le
nombre total des filtres auditifs utilisés est égal à 19. C'est aussi la valeur minimale que
nous avons trouvée expérimentalement pour laquelle le recouvrement entre la fréquence
supérieure de coupure d'un filtre et la fréquence inférieure de coupure du filtre suivant
est suffisant. La fonction de transfert de chacun de ces filtres peut s'obtenir (la figure3.6)
en calculant une transformée rapide de Fourier (FFT) de leurs réponses impulsionnelles.
Comme nous avons utilisé la méthode des séries de Fourier pour trouver les
coefficients du filtre, la phase est indépendante des coefficients du filtre et elle est
linéaire dans la bande passante [62]. La relation de phase peut être exprimée par:
p(f) = ^ (3.17)
l a
où / est l'ordre du filtre. A la figure 3.7 on présente les caractéristiques de phase pour
quatre filtres. On trouve que la relation de phase du filtre avec la fréquence dans la
bande passante est linéaire et elle est en concordance avec la formule théorique de
l'équation ci-dessus.
3.3.4 A propos du délai de propagation sur la cochlée et du délai du filtre
Selon certains travaux de recherche sur la physiologie de la cochlée, on suppose





Figure 3.6 Réponses en amplitude du banc de filtres
répondre au stimulus qu'après un certain intervalle de temps, dû au délai de propagation
sur la membrane basilaire dans la cochlée. Ce délai augmente avec la distance entre la
position d'une cellule et l'extrémité basale de la cochlée. Certains auteurs considèrent ce
phénomène de propagation dans leurs modèles auditifs périphériques [30] [29] [60] [10]
[18] [66]. Particulièrement, lorsqu'ils simulent la vibration de la membrane basilaire
de la cochlée en utilisant un modèle mécanique liquide, ce délai de propagation est
compris automatiquement dans le modèle [37] [1] [2] [7] [6]. Cependant, d'autres
auteurs ignorent ce délai de propagation dans leurs modèles auditifs [59] [16] [17] [32]
[46].
Patterson [47] a effectué des expériences de perception de phase en utilisant un
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Figure 3.7 Réponses en phase de quelques filtres
au délai de propagation dans la cochlée. Et de plus, Patterson est arrivé à la conclusion
que le délai de propagation peut être omis dans le modèle perceptif de l'audition. A
partir des travaux de Patterson, nous avons supprimé ce type de délai dans la version
finale de notre modèle. Actuellement, les performances générales du modèle proposé
ne sont pas du tout influencées par le délai de propagation en raison des caractéristiques
de l'algorithme utilisé. Ceci sera expliqué en détail au prochain chapitre.
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Cependant, il faut considérer un autre délai: celui du filtre. A partir de la conception
du filtre numérique, le délai du filtre réel est toujours égal à l'ordre du filtre. Donc, ce
délai peut se corriger à l'aide de la formule suivante:
y(i) = y(i + i) (3.18)
où y(i) est la sortie d'un filtre au temps i et / est l'ordre du filtre.
3.3.5 Performances du banc de filtres auditifs
Dans ce paragraphe, on présente les performances du banc de filtres auditifs en
observant les réponses des filtres à différents signaux.
A la figure 3.8, on présente la réponse impulsionnelle du banc de filtres auditifs.
A partir de cette figure, on trouve que les réponses impulsionnelles dans les canaux
inférieurs en fréquence sont plus longues que celles des canaux supérieurs en fréquence,
et la fréquence d'oscillation dans les canaux inférieurs en fréquence est plus faible que
celle des canaux supérieurs en fréquence. On trouve aussi que la durée des réponses
impulsionnelles des canaux inférieurs en fréquence est autour de 4 ms. Notons que les
saturations du pic de la réponse impulsionnelle observées dans certains canaux supérieurs
en fréquence sont provoquées par le logiciel graphique et non pas par les filtres. La
Réponse du banc de filtres à un sinus de 1 kHz est donnée à la figure 3.9. Ici la réponse
maximale se trouve dans le canal pour lequel la fréquence centrale est la plus proche de
la fréquence du signal du stimulus. A la figure 3.10, on présente les sorties du banc de
filtres à un sinus pour lequel il y a deux changements d'amplitude du signal présenté.
On peut voir à partir de cette figure que les canaux dont la fréquence centrale est loin de
1 kHz sont aussi très sensibles aux changements d'amplitude. Ceci signifie que le banc
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Figure 3.11 Réponse du banc de filtres auditifs à un sinus de lkHz
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Figure 3.12 Réponse du banc de filtres auditifs à un sinus de lkHz
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Figure 3.17 Réponse des filtres auditifs à une voyelle orale / 0 / de la parole téléphonique "DEUX"
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Figure 3.19 Réponse des filtres auditifs à une consonne occlusive voisée / g / de la parole téléphonique "ANGLAIS"
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Figure 3.21 Réponse des filtres auditifs à une consonne nasale (suivie
de la voyelle nasale) / n / de la parole téléphonique "NEUF"
signal du stimulus. Aux figure 3.11 et figure 3.12 nous présentons la réponse du banc
de filtres à une fonction sinusoïdale interrompue par des silences. Plus spécifiquement,
à la figure 3.11 le sinus contient des silences de 1 ms et 2 ms respectivement, et à
la figure 3.12 le sinus contient des silences de 3 ms et 4 ms respectivement. De ces
deux figures, on peut conclure que le banc de filtres auditifs est capable de détecter des
silences de courte durée tout comme le système auditif est capable de le faire [38]. Ceci
signifie que le banc de filtres est capable de garder la bonne information temporelle du
signal d'entrée après que le signal ait été filtré.
De la figure 3.13 à la figure 3.23, on présente les sorties du banc de filtres pour
les prononciations de voyelles et consonnes que nous avons pris à partir de données de
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Figure 3.23 Réponse des filtres auditifs à une consonne fricative / z / de la parole téléphonique "ZÉRO"
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les figure 3.19-3.23 sont les réponses des filtres aux consonnes. D'après ces figures, on
peut observer que la plupart des canaux, après le filtrage, ont des patrons de répétition
d'enveloppe. En d'autres termes, le signal est modulé en amplitude par la période de HT.
3.3.6 Conclusion
Le banc de filtres simule les déplacements de la membrane basilaire dans la cochlée.
Chaque filtre caractérise la réponse d'un groupe de cellules. La fréquence centrale d'un
filtre correspond à la fréquence caractéristique moyenne des cellules associées sur la
membrane basilaire. Comme la forme du filtre est déterminée à partir d'expériences
psycho-acoustiques et physiologiques, le filtre caractérise certaines propriétés auditives
humaines.
Comme les filtres sont de type FIR ("finite impulse response"), ils ont une bonne
résolution temporelle comme on a vu précédemment. Il est important que les filtres
utilisés soient capables de capturer les changements instantanés de l'enveloppe du signal
de parole, car beaucoup d'informations importantes dans la parole sont contenues aux
lieux où le signal acoustique est variable plutôt qu'aux lieux où le signal est relativement
stable, n faut remarquer que beaucoup d'auteurs réalisent le banc de filtres de leurs
modèles auditifs par des filtres IIR ("infinite impulse response") de phase non linéaire.
Il nous semble qu'il est alors difficile de garder la bonne information temporelle du
signal de parole même si le filtrage IIR est plus rapide que celui proposé.
Il faut noter ici qu'initialement nous avons considéré le délai de propagation sur
la membrane basilaire de la cochlée. Ce délai a été supprimé dans la version finale
de notre modèle global, car l'algorithme d'extraction de HT du modèle proposé est
insensible aux changements de phase.
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3.4 Sous-modèle fonctionnel
Le sous-modèle fonctionnel est en fait un modèle mathématique pour lequel la
sortie d'un groupe de cellules associées sur la membrane basilaire est traitée de façon
non linéaire en utilisant l'auto-corrélation. Ensuite elle est combinée avec d'autres
canaux pour produire "le pseudo-histogramme périodique" comme entrée au traitement
final. Aux paragraphes suivants, nous allons détailler chacune des quatre parties du
sous-modèle fonctionnel: rectification, multiplication, autocorrélation et combinaison.
3.4.1 Redressement
II est bien connu que les activités spontanées des fibres sont sensibles à la direc-
tion positive du déplacement des cellules depuis que Rose a présenté ce phénomène
intéressant [52]. Pour simuler ce phénomène, tous les auteurs de modèles auditifs
périphériques utilisent un redressement mono-alternance. Le redressement le plus sim-
ple est proposé par Rose [53] pour lequel l'entrée négative est simplement mise à zéro
et l'entrée positive est gardée inchangée. Pour simplifier le calcul, cette forme simple de
redressement est utilisée dans notre modèle, et elle est définie par l'équation suivante:
vit) = {«M *M^°0 x[t}<0
où x[t], y[t] sont respectivement l'entrée et la sortie du redressement mono-alternance.
Nous présentons deux exemples à la figure 3.24 (c) et à la figure 3.25 (c) pour
expliquer le processus du redressement mono-alternance.
3.4.2 Multiplication
La prochaine opération du sous-modèle fonctionnel est la multiplication entre deux
signaux: le signal redressé d'entrée x[n] et le signal redressé de sortie d'un filtre y,[n]
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où i est le numéro du canal. Cette opération est un processus non linéaire proposé à
l'origine par Girija [18]. Le but de la multiplication ici est d'améliorer la structure
périodique du signal après le redressement, car l'enveloppe du signal à la sortie du filtre
est très similaire à celle du signal d'entrée lorsque cette dernière est de la parole voisée.
D'après nos expériences, le modèle avec la multiplication ne fonctionne bien que sur de
la parole non bruitée. C'est pourquoi pour la parole bruitée nous avons proposé un autre
sous-modèle fonctionnel pour lequel la multiplication a été supprimée et remplacée par
un autre traitement Nous allons le présenter à la section 3.5. A la figure 3.24 (d) et
à la figure 3.25 (d), nous avons présenté deux exemples pour illustrer les effets de la
multiplication sur la parole téléphonique.
3.4.3 Auto-corrélation
Pour estimer la période du fondamental dans chaque canal, nous avons pris la
fonction d'auto-corrélation qui s'est avérée être la plus robuste à tous les types de signal
de parole. Dans la pratique, la fonction d'auto-corrélation est réalisée en prenant une
fenêtre d'analyse (la largeur de fenêtre du signal peut être ajustée) et en la multipliant
avec une version d'elle-même, mais décalées de façon temporelle. Le maximum de
la fonction d'auto-corrélation est obtenu en principe lorsque le décalage entre le signal
original et le signal décalé est égal à une période du signal. Deux exemples d'auto-
corrélation sont présentés à la figure 3.24 (e) et à la figure 3.25 (e) respectivement.
3.4.4 Combinaison des canaux
Après le calcul de la fonction d'auto-corrélation pour chaque canal, nous combinons
tous les canaux en sommant les sorties des fonctions d'auto-corrélation fenêtre à fenêtre.
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Figure 3.24 Sorties intermédiaires du canal #10 (Fc = 1136 Hz) pour
la prononciation / a / de la parole téléphonique "ANNULATION"
Seneff [59], pour représenter la somme d'auto-corrélation. Au cours de nos expériences,
nous avons trouvé que, lorsque l'entrée est périodique, les fonctions d'auto-corrélations
de tous les canaux montrent un pic au même délai dans les fenêtres présentes, et
généralement ce délai correspond à la période de HT perçue. Actuellement, cette
observation est complètement conforme à la théorie proposée par Licklider [28].
Puisque les grands pics dans les fonctions d'auto-corrélation sur les différents
canaux arrivent au même délai, la somme des canaux permet de rehausser le pic de
"synchronisation". Nul doute que ceci va faciliter la localisation du pic qui correspond
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Figure 3.25 Sorties intermédiaires du canal #10 (Fc= 1136 Hz)
pour la prononciation / e I de la parole téléphonique "ANGLAIS"
expliqué schématiquement par la figure 3.26.
Sur la figure 3.26, on peut voir que, d'une part, la combinaison rehausse le pic de
synchronisation par rapport aux canaux, d'autre part, le procédé linéaire de somme est
actuellement capable de reproduire le phénomène de la dominance des composantes du
signal de parole. Par exemple, le canal 1 (Fc=329.27 Hz) contient plus d'énergie que
les autres canaux et il a une dominance par rapport aux autres canaux, en conséquence,
la combinaison linéaire lui permet de contribuer plus au pic final dans le pseudo-



















Figure 3.26 Combinaison des canaux. L'entrée est une portion ( 3 fenêtres )
d'une prononciation / â / de la parole téléphonique "COMMANDE"
3.5 Sous-modèle fonctionnel pour la parole bruitée
Comme nous l'avons souligné à la section 3.4.2, l'opération de multiplication entre
la sortie redressée du filtrage et la version rectifiée d'entrée originale ne fonctionne plus
sur de la parole bruitée. La raison est que, pour le canal qui contient le moins de bruit,
la structure périodique est nettement meilleure que celle d'entrée qui est bruitée. En
conséquence, la multiplication détériorera cette bonne structure périodique existante.
Ainsi, pour la parole bruitée, nous avons enlevé la multiplication et ajouté un autre
mécanisme appelé "sélection" qui est capable de décider si la sortie de la fonction
d'auto-corrélation d'un canal dans la fenêtre considérée doit être combinée ou pas.
Autrement dit, la sélection fonctionne comme un commutateur: il ferme quand le signal
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dans la fenêtre présente est périodique; il est ouvert quand le signal n'est pas périodique.
Évidemment, le sous-modèle fonctionnel dans ce cas ne combine que les canaux pour
lesquels les signaux sont périodiques. Plus précisément, les canaux dont les signaux sont
apériodiques ou corrompus par le bruit, ne sont pas périodiques, ne sont pas combinés
dans la fenêtre présente. La structure du sous-modèle fonctionnel pour la parole bruitée
a été présentée à la figure 3.3.
3.6 Décision de HT
Le dernier module du modèle proposé est la décision de HT. Ce module comprend
l'estimation de la période de HT et le post-traitement. Nous allons les présenter
respectivement dans ce paragraphe.
3.6.1 Estimation de la période de HT sur le pseudo-histogramme périodique
Habituellement, la période de HT est le délai du temps associé au plus grand
pic dans le pseudo-histogramme périodique. Malheureusement, dans les situations
pour lesquelles le signal est parfaitement périodique, ou lorsque la HT est élevée, il
y a quelques pics dont les hauteurs sont égales à celles des multiples de la période
fondamentale. La figure 3.27 et la figure 3.28 montrent un exemple de ce cas. De plus,
dans le pseudo-histogramme périodique, le pic correspondant à la plus haute harmonique
de HT ou correspondant à la plus basse harmonique de HT est probablement de plus
grande amplitude, dues aux déviations de la périodicité. Ces déviations sont causées par
le bruit ou la distorsion du signal sur la ligne téléphonique. Donc, la tâche principale
ici est de trouver un pic pt dans le pseudo-histogramme périodique à condition que
l'amplitude du pic pt soit proche de ou égale à celle du plus grand pic dans ce pseudo-
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Figure 3.27 Plusieurs pseudo histogrammes périodiques (à droite) du signal
d'entrée de prononciation / d$ / de la parole téléphonique "DEUX" (à gauche)
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Figure 3.28 (suivie de la figure3.27) Plusieurs pseudo histogrammes périodiques (à droite) du
signal d'entrée de prononciation / d<f> / de la parole téléphonique "DEUX" (à gauche)
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histogramme périodique, et qu'il y a au moins un autre pic existant à un instant multiple
de t (avec t, l'instant associé à pt).
Une stratégie pratique qui s'est avéré bien fonctionner dans nos expériences est la
suivante (voir la figure 3.29):
(1) Trouver le premier plus grand pic entre le début et le centre dans la fenêtre
considérée du pseudo-histogramme périodique, noter le décalage du pic par rXP.
(2) Trouver le plus grand pic entre r1P et la fin de la fenêtre, et noter le décalage du
pic par Tipt,, si T1PL est un multiple de r1P, accepter r1P comme la période de HT,
sinon, continuer.
(3) Trouver le deuxième plus grand pic entre le début et le milieu de la fenêtre, noter
le décalage du pic par r2P.
(4) Trouver le plus grand pic entre r1P et la fin de la fenêtre, noter le décalage du
pic par r1PL, si T3PL est un multiple de r2P, accepter r3P comme la période de HT,
sinon, continuer.
(5) Vérifier si il y a un pic à 2T1P, si oui, accepter rlP comme la période de HT; sinon,
vérifier si il y a un pic à 2T2P, si oui, accepter T2P comme la période de HT; sinon,
donner zéro à la HT de cette fenêtre.
Dans la pratique, nous avons réalisé l'estimation de la période de HT à partir du
pseudo-histogramme périodique à l'aide de deux seuils pour détecter les segments de
silence et pour prendre la décision reliée au voisement. Ces deux seuils SAMP et SRAP,
sont définis comme suit:







Figure 3.29 Processus de l'estimation de la période de la HT
où PSP(T0) est l'amplitude du pic au délai zéro dans le pseudo-histogramme périodique
et PSP(TP) est l'amplitude du pic le plus grand au délai TP. Évidemment, SAMP est
faible lorsque le segment traité est du silence ou est non voisé. Par contre, quand le
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segment traité est voisé, SAMP est grand et SRAP est petit. D'après l'expérience, nous
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Figure 3.30 Processus du post-traitement
3.6.2 Post-traitement
Le but du post-traitement que nous avons effectué est de corriger les erreurs, dans
l'estimation de la valeur de HT. Celle-ci peut être trop élevée ou trop basse par rapport
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à la valeur de HT réelle. L'algorithme de post-traitement se réalise en comparant la HT
de la fenêtre considérée avec celle des fenêtres voisines.
Supposant que ht(i — 1) et ht(i +1) sont les hauteurs tonales de trois fenêtres
consécutives, alors, l'idée du post-traitement peut se résumer de la façon suivante (voir
la figure3.30):
(1) Si ht(i - 1) = 0, et ht(i + 1) = 0, remplacer ht(i) par zéro;
(2) Si ht(i) = 0, mais ht(i - 1) <> 0 et ht(i + 1) <> 0, remplacer ht(i) par
[ht{i - 1) + ht{% + l)]/2;
(3) Si ht(i - 1) • Svar < h(i) et ht(i + 1). Svar < ht(i), ou ht(i - 1) > ht(i) • Svar et
ht(i + 1) > ht(i) • 5,,ar, remplacer ht(i) par [ht(i - 1) + ht(i + l)]/2. Svar est le
rapport de variation acceptable de HT entre deux fenêtres adjacentes.
3.7 Conclusion
Nous avons présenté les différents modules du modèle proposé: le banc de filtres
et ses réponses aux divers signaux acoustiques; le sous-modèle fonctionnel et les
performances de sorties intermédiaires du sous-modèle; le mécanisme d'extraction de
la HT et le post-traitement.
Notre modèle repose en grande partie sur les résultats d'expériences. Le modèle est
capable de reproduire les phénomènes exposés par Patterson [46]. Cependant, afin de ne
pas alourdir notre algorithme nous n'avons pas simulé de façon exacte les activités de
l'audition, mais nous avons effectué des opérations mathématiques équivalentes (sous-
modèle fonctionnel). Par ailleurs, les expériences ont démontré qu'il est raisonnable




Dans ce chapitre, on présente les résultats que nous avons obtenus à partir du
modèle proposé et on les compare avec ceux d'un algorithme classique qui nous sert de
la référence. Cette comparaison nous permet d'estimer la capacité du modèle proposé
à extraire la hauteur tonale de la parole téléphonique. Afin de vérifier que le modèle
proposé possède cette capacité, on compare les performances du modèle proposé avec
l'étiquetage manuel qui a été réalisé par le logiciel "Signalyze" en mesurant directement
la période du signal périodique.
Les paragraphes suivants décrivent les données utilisées, l'algorithme de référence,
la comparaison et l'évaluation des performances du modèle proposé.
4.2 Données utilisées dans les expériences
Le Centre Canadien de Recherche sur l'Informatisation du Travail (CCRIT) a mis à
notre disposition la base de données (CRIQUB), qui comprend les prononciations de 12
chiffres isolés, 17 mots isolés et 20 séries de chiffres pour 387 locuteurs. Les données
ont été numérisées à travers le réseau téléphonique de la région de Montréal et les
locuteurs parlaient en français ou en anglais. Dans les expériences, nous avons utilisé
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une partie de la base de données, qui comprend seulement 10 chiffres français isolés et
14 mots français isolés. Ces 24 mots, présentés au tableau 4.1, ont été aléatoirement




























Tableau 4.1 Les mots testés dans les expériences
Comme nous l'avons mentionné au début de ce mémoire, la composante fonda-
mentale n'est pas claire dans le spectre du signal de parole téléphonique en raison
de la bande étroite de la ligne téléphonique. Évidemment, ceci augmente la difficulté
de l'extraction. D'ailleurs certaines prononciations dans les données testées sont plus
faibles que les prononciations normales.
Pour tester les performances du modèle en milieu bruité, nous avons ajouté du bruit
au signal de la parole. Ce bruit a été obtenu en amplifiant le bruit électronique de la
carte d'acquisition. Le rapport de signal au bruit ("signal to noise ratio", SNR) en dB
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est défini par la formule suivante:








où a(n) est le signal de la parole, 6(n) est du bruit ajouté et N est le nombre
d'échantillons dans le segment considéré.
Nous donnons un exemple à la figure 4.1 pour illustrer le signal de la parole bruitée.
A partir de cette figure, on trouve que le SNR est de — 9.09dB, — 4.70dB dans les zones
de silence, il est grand dans les zones de voyelle (+11.21dB, +11.91dB et +15.36dB)
et petit dans les zones de consonne (+4.12dB et +2.92dB). Alors le SNR moyen pour
la prononciation entière de ce mot est de +8.77dB.
parole bruitée
-9.09 dB 11.21 dB 4.12 dB 11.91 dB 2.92 dB 15.36 dB -4.70 dB 2.65 dB
Figure 4.1 Un exemple du signal de la parole bruitée testée dans les expériences: ANNULATION
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4.3 Un algorithme d'extraction de la fréquence fondamentale du
signal pour l'évaluation des performances du modèle proposé
La HT d'un son complexe périodique en général correspond à sa fréquence fon-
damentale (cf. la section 2.2.3). Pour évaluer les performances du modèle proposé,
on a développé un autre algorithme, nommé "AUTO+PT", pour lequel la fréquence
fondamentale de la parole est trouvée directement en calculant l'auto-corrélation suivie
d'une prise de décision sur la fréquence fondamentale. Notons que l'algorithme de
décision finale de la fréquence fondamentale pour FAUTO+PT est identique à celui
utilisé dans le mécanisme de prise de décision du modèle proposé. La figure 4.2 illustre
la différence de structure d'algorithme entre l'AUTO+PT et le modèle.
La parole
Pré-traitement
Traitement du signal de parole
en incluant certains aspects
perceptifs
Decision finale
Une prise de la décision sur
la HT et un post-traitement
La HT
Pré-traitement Décision finale
La parole Traitement du signal de parole
en utilisant l'auto-corrélation





Figure 4.2 Comparaison des structures de l'algorithme entre l'AUTO+PT et le modèle proposé. En
haut: la structure de l'algorithme du modèle. En bas: la structure de l'algorithme de l'AUTO+PT
A partir de la figure 4.2, on constate que la seule différence réside dans le pré-
traitement du signal de parole. Le pré-traitement du signal dans le modèle proposé se
réalise en exploitant certains aspects du système auditif,, contrairement à l'AUTO+PT
qui utilise l'auto-corrélation. L'AUTO+PT est utilisé afin de servir de référence pour
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comparer les performances du modèle. Nous donnons la comparaison des performances
des deux algorithmes de façon détaillée à la section suivante.
4.4 Performances du modèle proposé par
rapport à celles de l'AUTO+PT
Dans ce paragraphe, on présente les performances du modèle proposé, les résultats
sur les mots que nous avons sélectionnés dans les expériences, puis on donne d'autres
exemples pour illustrer les performances du modèle en milieu bruité. Notons que
chaque mot testé est prononcé par différent locuteur. Pour illustrer visuellement la
performance du modèle proposé, nous avons placé le résultat de l'AUTO+PT et le
résultat de l'étiquetage manuel sur la même figure.
4.4.1 Pour la parole téléphonique
De la figure 4.3 à la figure 4.26, nous présentons les performances du modèle
proposé pour la parole téléphonique. Dans le premier exemple (figure 4.3), on observe
que les valeurs de HT du modèle sont en concordance avec celles de l'évaluation
manuelle, cependant, l'AUTO+PT ne peut pas trouver la fréquence fondamentale pour
la consonne liquide / / / car le signal de cette partie est moins périodique. De même,
à la figure 4.4, on constate que l'AUTO+PT n'est pas capable de détecter la fréquence
fondamentale dans la consonne liquide / r /, de plus l'AUTO+PT estime que la consonne
occlusive/kIet la consonne fricativeIsi sont voisées. A la figure 4.5 et à la figure 4.6,
le modèle se comporte très bien vis à vis de l'étiquetage manuel, par contre, l'AUTO+PT
fonctionne mal en ce sens qu'il estime que le bruit qui précède la voyelle nasale / â /
(figure 4.5) et la consonne occlusive / t / (figure 4.6) sont voisés. A la figure 4.7, le
modèle et l'AUTO+PT se comportent bien au milieu de la consonne fricative voisée
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/ z / où ils sont capables de détecter la fréquence fondamentale du signal, mais ils
se comportent mal respectivement au début et à la fin de / z / pour lesquels les deux
algorithmes ne peuvent pas trouver la fréquence fondamentale car l'énergie du signal
est très faible. Par ailleurs, on constate que les trois courbes concordent sur cette figure.
Pour le mot "UN" à la figure 4.8, les trois courbes sont semblables à la partie antérieure
de la prononciation, mais au milieu de la prononciation, l'AUTO+PT chute rapidement
en raison de la nasalisation. A la figure 4.9, la performance du modèle est en bonne
concordance avec l'étiquetage manuel, par contre, l'AUTO+PT ne fonctionne pas pour
la consonne occlusive voisée / d I et la partie postérieure de la voyelle fermée / <j> I. De
fait, ce mot est prononcé par une femme et la hauteur tonale monte réellement beaucoup
à la fin de / </> /. Comme il a été mentionné à la section 3.6.1, il est difficile de détecter la
fréquence fondamentale du signal en se basant sur l'auto-corrélation lorsque la hauteur
tonale est très élevé, il est donc normal que l'AUTO+PT soit incapable de suivre le
changement rapide de la fréquence fondamentale à la fin du / <j> /. Les trois courbes à
la figure 4.10 sont semblables sauf que l'AUTO+PT estime que la consonne occlusive
non voisée / 11 est voisée. A la figure 4.11, le modèle ne donne pas de performance
satisfaite au début de la consonne occlusive non voisée / k I car il évalue que cette
section est voisée. De la même façon, à la figure 4.12 le modèle et l'AUTO+PT se
comportent mal pour la consonne occlusive / k /.
De la figure 4.13 à la figure 4.20, les performances du modèle sont en concordance
avec l'étiquetage manuel. Plus spécifiquement, le modèle fonctionne très bien sur la
consonne occlusive / d I delà figure 4.19 et sur la consonne fricative / / / de
la figure 4.20, par contre, l'AUTO+PT fonctionne mal pour les mêmes consonnes.
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Figure 4.3 Comparaison de la performance du modèle proposé avec l'AUTO+PT











Figure 4.4 Comparaison de la performance du modèle proposé avec l'AUTO+PT










Figure 4.5 Comparaison de la performance du modèle proposé avec l'AUTO+PT
et avec l'étiquetage manuel pour la parole téléphonique "ANGLAIS"
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Figure 4.6 Comparaison de la performance du modèle proposé avec l'AUTO+PT






















Figure 4.7 Comparaison de la performance du modèle proposé avec
FAUTO+PT et avec l'étiquetage manuel pour la parole téléphonique "ZÉRO"
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Figure 4.8 Comparaison de la performance du modèle proposé avec
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Figure 4.9 Comparaison de la performance du modèle proposé avec
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Figure 4.10 Comparaison de la performance du modèle proposé avec
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Figure 4.11 Comparaison de la performance du modèle proposé avec l'AUTO+PT













Figure 4.12 Comparaison de la performance du modèle proposé avec
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Figure 4.13 Comparaison de la performance du modèle proposé avec
TAUTO+PT et avec l'étiquetage manuel pour la parole téléphonique "SK"
Par ailleurs, on constate que l'AUTO+PT n'est pas capable de trouver la fréquence
fondamentale à la partie postérieure de la voyelle nasale / â I à la figure 4.19. A la
figure 4.21 le problème réside surtout à la partie de / sjô I où la période du signal que
l'AUTO+PT donne est le double de la période réelle du signal. Ce type d'erreur, appelé
"erreur double", est une erreur fréquente dans la méthode d'auto-corrélation. Notons
qu'à la figure 4.23, il y a un phénomène de saturation de courbe du modèle à la fin de
la prononciation car nous avons mis une limite supérieure à la hauteur tonale qui est
de 400 Hz pour nos expériences (c'est un paramètre modifiable par l'utilisateur). La
performance du modèle n'est pas satisfaisante à la fin de la voyelle nasale / ô / à la
figure 4.24 où le modèle évalue que le bruit est voisé. Pour le mot "CHIFFRE" à la
figure 4.25, on observe que la courbe du modèle est très proche de celle de l'étiquetage
manuel, cependant, l'AUTO+PT se comporte mal à I fr / où l'AUTO+PT estime que
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ces deux consonnes non voisées sont voisées. Dans le dernier exemple (figure 4.26), le
modèle et l'AUTO+PT estiment que la partie antérieure de la consonne occlusive non
voisée / 11 est voisée, par ailleurs, il y a une erreur double à / ki I pour l'AUTO+PT.














Figure 4.14 Comparaison de la performance du modèle proposé avec
l'AUTO+PT et avec l'étiquetage manuel pour la parole téléphonique "SEPT"
4.4.2 Pour la parole téléphonique bruitée
De la figure 4.27 à la figure 4.30, nous présentons quatre exemples pour illustrer
les performances du modèle proposé pour la parole téléphonique bruitée (la structure
du modèle dans ce cas a déjà été montrée à la figure 3.3). Globalement, la performance
du modèle est acceptable pour ces quatre exemples. Nous n'avons pas fait beaucoup
d'expériences pour la parole bruitée en considérant que la principale tâche est le
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Figure 4.15 Comparaison de la performance du modèle proposé avec








Figure 4.16 Comparaison de la performance du modèle proposé avec
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Figure 4.17 Comparaison de la performance du modèle proposé avec l'AUTO+PT
















Figure 4.18 Comparaison de la performance du modèle proposé avec
l'AUTO+PT et avec l'étiquetage manuel pour la parole téléphonique "ARRET"













Figure 4.19 Comparaison de la performance du modèle proposé avec l'AUTO+PT
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Figure 4.20 Comparaison de la performance du modèle proposé avec l'AUTO+PT
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Figure 4.21 Comparaison de la performance du modèle proposé avec l'AUTO+PT


















Figure 4.22 Comparaison de la performance du modèle proposé avec
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Figure 4.23 Comparaison de la performance du modèle proposé avec
l'AUTO+PT et avec l'étiquetage manuel pour la parole téléphonique "OUI"
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Figure 4.24 Comparaison de la performance du modèle proposé avec


























Figure 4.25 Comparaison de la performance du modèle proposé avec l'AUTO+PT
et avec l'étiquetage manuel pour la parole téléphonique "CHIFFRE"
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Figure 4.26 Comparaison de la performance du modèle proposé avec l'AUTO+PT
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Figure 4.27 Comparaison de la performance du modèle proposé avec l'AUTO+PT et avec
l'étiquetage manuel sans bruit pour la parole téléphonique bruitée "ANNULATION"
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Figure 4.28 Comparaison de la performance du modèle proposé avec l'AUTO+PT



















Figure 4.29 Comparaison de la performance du modèle proposé avec l'AUTO+PT et
avec l'étiquetage manuel sans bruit pour la parole téléphonique bruitée "TROIS"
Modèle proposé
AUTO+PT




Figure 4.30 Comparaison de la performance du modèle proposé avec l'AUTO+PT et avec
l'étiquetage manuel sans bruit pour la parole téléphonique bruitée "COMMANDE"
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4.5 Évaluation de l'algorithme proposé
II est très difficile d'évaluer la performance du modèle proposé parce que la
fréquence fondamentale véritable du signal de parole n'est directement pas disponible.
Afin de réaliser l'évaluation, on doit trouver un moyen qui permet de calculer le
fondamental. Dans notre cas, la fréquence fondamentale "véritable" a été obtenue en
utilisant le logiciel "Signalyze" pour mesurer de façon manuelle la période du signal.
Évidemment, cette mesure manuelle à plus grande échelle est très pénible. C'est
pourquoi nous avons sélectionné 24 mots (décrits à la section 4.2) pour l'évaluation
des performances du modèle. Comme nous avons remarqué à la section 4.2, ces 24
mots de test ont été choisis de façon aléatoire à partir de la base de données, et ils sont
prononcés par 24 locuteurs différents.
Pour effectuer l'évaluation, trois types d'erreurs sont étudiées [44]: l'erreur de
décision voisée/non voisée, l'erreur grossière et l'erreur fine. Le premier type d'erreur
comprend tous les cas où les segments voisés de la parole sont détectés par le modèle
comme des segments non voisés et vice versa. L'erreur grossière est définie comme étant
la suivante: supposons que Foa(i) est la fréquence fondamentale mesurée manuellement
pour le segment / (ou la fenêtre i) et Fom(i) est la fréquence fondamentale que le modèle
estime pour le même segment, alors
si Fe(i) > 10%, alors Fe(i) est appelée erreur grossière, sinon Fe{i) est appelée
petite erreur. L'erreur fine se trouve en calculant la racine carrée de la moyenne des
















Tableau 4.2 Évaluation des performances pour le modèle





où Fe{i) est la petite erreur pour le segment i et N est le nombre de petites erreurs
dans tous les segments étudiés.
En utilisant les définitions précédentes d'erreur, nous avons effectué l'évaluation
pour le modèle et l'AUTO+PT en analysant ses performances sur 24 mots que nous
avons montrés à la section 4.4.1. Notons que chaque mot comprend divers segments
(fenêtres) et que la largeur des segments est de 20 ms. Le tableau 4.2 donne les résultats
de l'analyse pour 24 mots (au total: 534 segments).
En examinant le tableau 4.2, on constate que le modèle proposé fonctionne beaucoup
mieux que l'AUTO+PT en regard de l'erreur de décision voisée/non voisée et de
l'erreur grossière, cependant, il semble qu'il fonctionne moins bien que l'AUTO+PT
en regard de l'erreur fine. Ceci pourrait s'expliquer par le fait que la hauteur tonale
n'est pas identique à la fréquence fondamentale du signal de parole d'un point de
vue perceptif et certaines opérations du pré-traitement dans le modèle proposé (le
filtrage et la multiplication) peuvent introduire des erreurs supplémentaires par rapport
à l'AUTO+PT qui n'utilise pas ces opérations. En considérant que l'erreur de décision
voisée/non voisée et l'erreur grossière sont toujours plus importantes que l'erreur fine,
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on peut conclure que la performance globale du modèle proposé est supérieure à celle
de l'AUTO+PT.
Par ailleurs, en examinant le tableau 4.2, on voit que la précision du calcul des
deux algorithmes (l'erreur fine) n'est pas élevée. Le problème précédent est évoqué par
l'utilisation de l'auto-corrélation car l'algorithme d'extraction de la fréquence fonda-
mentale qui se base sur la fonction d'auto-corrélation estime la fréquence fondamentale
moyenne du signal des deux fenêtres ajacentes et non pas la fréquence fondamentale
"instantané".
Comme nous avons remarqué à la section 4.4.1, les données (24 mots) utilisées
lors des expériences et des évaluations ont été choisies de façon aléatoire à partir de la
base de données; chaque mot est prononcé par un locuteur différent. En conséquence,
l'analyse qui a été faite ci-dessus est une analyse échantillonnée à partir de toute la
base de données.
4.6 Conclusion
Nous avons présenté les performances du modèle proposé pour la parole
téléphonique, effectué les comparaisons avec un autre algorithme "AUTO+PT", puis
réalisé une évaluation en utilisant trois types d'erreur (l'erreur de décision voisée/non
voisée, l'erreur grossière et l'erreur fine). Nous avons vérifié que le modèle proposé
est capable d'extraire la hauteur tonale de la parole que nous avons testée. Par rap-
port à l'AUTO+PT, la performance du modèle est satisfaisante même si parfois il ne
fonctionne pas très bien sur certains segments de consonne.
CHAPITRE 5
CONCLUSION
Dans ce chapitre nous allons discuter les résultats dans un contexte plus général,
ainsi que nos perspectives.
5.1 Discussion
Dans ce mémoire, nous nous sommes intéressés à l'analyse de la parole et plus
particulièrement à l'extraction de la hauteur tonale sur de la parole téléphonique. Nous
avons proposé un modèle fonctionnel pratique qui est capable de remplir cette tâche.
Une revue des algorithmes d'extraction de la fréquence fondamentale et de la hauteur
tonale nous a conduit à penser qu'un modèle fonctionnel qui utilise des connaissances
psychoacoustiques et physiologiques de l'oreille fonctionnerait mieux que les modèles
qui traitent directement le signal de la parole. En effet, nous avons vérifié l'idée
précédente en comparant la performance du modèle proposé avec celle d'un autre
algorithme "AUTO+PT" pour lequel le pré-traitement du signal se réalise par l'auto-
corrélation et le processus de l'estimation de la fréquence fondamentale du signal est
identique à celui du modèle proposé.
L'algorithme proposé est basé sur l'hypothèse que l'information à la sortie des filtres
auditifs est suffisante pour l'extraction de la hauteur tonale. Plus précisément, nous
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avons conçu un banc de filtres auditifs pour simuler les mouvements mécaniques de la
membrane basilaire; afin de ne pas alourdir notre algorithme, nous n'avons pas simulé
de façon exacte la transduction mécanique-électrique, mais nous avons effectué des
opérations mathématiques (multiplication, auto-corrélation); enfin nous avons développé
un algorithme pour l'estimation de la période de HT de la parole et un post-traitement.
Le modèle proposé est testé sur des données de parole téléphonique. Les résultats
indiquent que l'approche utilisée permet d'obtenir la hauteur tonale de la parole
téléphonique même si l'énergie spectrale liée à la composante fondamentale de ce type
de signal n'est pas claire. Nous avons comparé la performance du modèle proposé avec
celle de l'AUTO+PT et l'étiquetage manuel. Les résultats comparatifs démontrent que
le modèle fonctionne mieux que l'AUTO+PT et l'estimation de la fréquence fondamen-
tale est similaire à l'étiquetage manuel. Nous avons aussi testé le modèle avec quelques
données de parole bruitée, dont le SNR est de +8dB, le résultat obtenu est acceptable.
Nous sommes satisfaits de la performance du modèle proposé parce qu'il est
capable d'extraire la hauteur tonale sur de la parole téléphonique. Néanmoins, nous
reconnaissons que la robustesse du modèle au bruit est loin de ce qui est espéré dans
la pratique. Par ailleurs, il est nécessaire de réduire le temps de traitement.
5.2 Extension et travaux ultérieurs
Une amélioration possible du modèle peut se faire au niveau des filtres. En effet,
le filtrage du modèle n'est pas rapide car l'ordre minimal des filtres est élevé (19). Par
ailleurs, l'analyse à l'annexe A indique que la réponse des filtres est très dépendante
du changement de la fréquence d'échantillonnage. Il faut donc, si possible, développer
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un autre type de filtre pour lequel l'ordre est moins élevé et la réponse moins sensible
à la fréquence d'échantillonnage.
Une autre amélioration possible du modèle est de considérer la propriété de la
dominance des composantes du signal lors de la combinaison des canaux. Il a déjà
été trouvé dans nos expériences que la contribution de chaque canal à l'extraction
de la hauteur tonale est différente. Ce phénomène est très clair lorsque l'entrée est
une consonne ou de la parole bruitée. Nous croyons que cette amélioration sera très
importante vis à vis d'un fonctionnement en milieu bruité. Par contre, nous savons que
cette amélioration n'est pas facile à réaliser.
Nous allons essayer de remplacer la fonction d'auto-corrélation dans le modèle
avec l'algorithme proposé par Medan et al.[34] car, comme nous avons mentionné au
chapitre 2, cet algorithme, qui est similaire à l'inter-corrélation, est robuste au bruit
et est capable d'extraire la fréquence fondamentale avec une meilleure précision. Par
ailleurs, nous allons essayer d'utiliser l'algorithme de Teager [23] [24] [55] à la sortie
des filtres car il nous semble que cet algorithme est capable d'extraire l'enveloppe du
signal qui est modulée par la hauteur tonale de la parole.
ANNEXE A
CALCUL DES COEFFICIENTS DU FILTRE
Étant donné la réponse impulsionnelle h(n) sa transformée de Fourier est exprimée
par la relation suivante:
n=+oo
H(f)= J2 Hn)e~i2n*f/f' A-l.l
n=—oo
où / , est la fréquence d'échantillonnage. La relation inverse nous donne les coefficients
du filtre comme suit:
h{n) = ^ ~ ffa J
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Alors, le résultat de l'intégration est:
h(n) = —< cos (nir)e » [fcie^ — ^ e p] H—c2 cos (6n7r/c) > A-1.6
où
a = c2 + (ïmir)2
U C 2 2
C 2 ,
fc2 = P + 7 + - c 2o a
Théoriquement, la réponse impulsionnelle du filtre se basant sur des coefficients
h{n) est exprimée par:
H(f)t= E Mn)e- i2W//< A-1.7
n=—oo
Cependant, dans la pratique, la réponse dépend toujours de l'ordre du filtre. En d'autres
termes, la réponse impulsionnelle actuelle se représente par:
H{f)p = £ h{n)e-i2™flf' A-1.8
71=-/
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où / est l'ordre du filtre. Donc, l'erreur peut s'évaluer par la formule suivante:









Évidemment, plus l'ordre du filtre est élevé, plus l'erreur est faible. Par ailleurs, Nous
avons constaté que dans la pratique si l'ordre demeure inchangé, quand la fréquence
d'échantillonnage augmente, la réponse devient mauvaise. Ceci signifie que la réponse
du filtre est sensible aux changements de la fréquence d'échantillonnage, conformément
à l'équation A-1.10
ANNEXE B
CONCEPTION DU BANC DE FILTRES
La conception du banc de filtres comprend deux étapes:
la distribution des filtres;
le calcul des coefficients de chaque filtre.
La distribution des filtres (dans le modèle) est linéaire en regard de la répartition des
cellules sur la membrane basilaire. En d'autres termes, la différence de la fréquence
caractéristique (centrale) de deux filtres consécutifs est constante en échelle de ERB
("Equivalent Rectangular Bandwidth") pour tous les filtres. Si /m ;n et fmax représentent
la fréquence minimale et la fréquence maximale respectivement en échelle de ERB du
banc, la fréquence centrale du premier filtre / c l et la fréquence centrale du dernier filtre
peuvent se représenter en échelle de ERB par les formules suivantes:
/cl = /min + 0.5
A-2.1
fcN = fmax + 0.5
car la largeur de bande du filtre est égale à une unité de ERB et que la fréquence
centrale du filtre exprimée en échelle de ERB est toujours au milieu de la bande. Alors
la représentation universelle de la fréquence centrale du fd (en échelle de ERB) peut
s'exprimer comme suit:
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hi = /min + 0.5 + (fmax - fmin - i .o)-£—ra A"2-2
In ~ J-.U
où / n est le nombre total de filtres dans le banc et 1 est le numéro du filtre.
Le calcul des coefficients des filtres peut se réaliser en utilisant les résultats de
l'intégration de l'équation A-1.6 à l'annexe A. Nous avons développé un programme
qui génère automatiquement les filtres. La figure ci-dessous donne l'architecture du
programme.
(1) entrer les paramètres désirés;
(2) vérifier si le nombre de filtres est suffisant pour la plage de fréquence demandée;
(3) produire les coefficients des filtres.
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Entrer:
f s : la fréquence d'échantillonnage
f n : le nombre de filtres
fo: l'ordre de filtres
: la fréquence minimale
x: la fréquence maximale
convertir Fmin, Fmax en




calculer la fréquence centrale
du filtre i en échelle de ERB




Figure B.l Processus de génération automatique des filtres
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