In this article, a beamformer is proposed as a functional model for the spatial and temporal filtering characteristics of the external ear. The output of a beamformer is a weighted combination of the data received at an array of spatially distributed sensors. The beamformer weights and array geometry determine its spatial and temporal filtering characteristics. A procedure is described for choosing the weights to minimize the mean-squared error between the beamformer response and the measured response of the external ear. The effectiveness of the model is demonstrated by designing a beamformer of several hundred weights that duplicates and interpolates the measured external ear response of a cat over broad ranges of frequency and direction. A limited investigation of modeling performance as a function of array geometry is reported.
INTRODUCTION
Extensive physical and behavioral studies have revealed that the external ear (including torso, head, pinna, and canal) plays an important role in spatial hearing. The external ear provides directional amplification of the incident soundpressure level (Shaw, 1974) , that is, sound from different directions undergoes different overall gain. The external ear modifies the spectrum of the incoming sound according to incidence angle of that sound (Shaw, 1974) . In the context of binaural hearing, the spectral difference created by the external ears introduces important cues for localizing sounds in addition to interaural time and intensity differences (Oldfield, 1984) . When the sound source is within the sagittal plane, or in the case of monaural hearing, the spectral cues provided by the external ear are utilized almost exclusively by the auditory system to identify the location of the sound source (Butler and Belendiuk, 1977) . The external ears also externalize the sound image. Sounds presented binaurally with the original time and intensity differences but without the spectral cues introduced by the external ears are typically perceived as originating inside the listener's head (Wightman and Kistler, 1989a ).
These observations have greatly stimulated interest in the physical and functional aspects of the external ear transformation characteristics. Physical models seek to represent the physical mechanism by which the external ear transforms the incident sound pressure, while functional models focus on directly representing the transformation characteristies of the external ear. Physically modeling the external ear is a challenging task since: ( 1 ) the siz• of the external ear (human's and large mammal's) is of the same magnitude as the sound wavelengths of interest; hence, the external ear should be modeled as a distributed rather than a lumped system; (2) the geometry of the external ear is very complex and an analytic solution to the boundary value problem for this system is probably impossible; (3) the diversity of the external ear geometry among subjects is large and a physical model would have to be individualized to account for the significant psyehoacoustic consequences of subtle geometry change.
In spite of these difficulties, various physical models have been proposed and evaluated by different authors. Two models, described by Blauert as the frequency-and timedomain models , typify these efforts. The time-domain model was proposed by Batteau (Batteau, 1967 (Batteau, , 1968 . He measured and studied the impulse response of an enlarged pinna replica and concluded that the physical structure of the external ear introduced two significant echoes in addition to the original sound. One echo varies with the azimuthal position of the sound source, having a latency in the 0-to 80-ps range, while the other varies with elevation in the 100-to 300-ps range. He conjectured that the external ear could be modeled as a three-hole coupler which is equivalent to a two-delay-and-add.system (see Fig. 1 
). The output y(t) is related to the input x(t) as )•(t) =x(t) + a• x( t --•'• ) q-a2x( t --% ),
where r• refers to azimuthal echo latency and •-2 refers to the elevation echo latency; a I and a• are the two constants representing the corresponding reflection coefficients. The frequency response of this model is
H(•o) ----1 + a• exp( --j•or• ) + a 2 exp( --jcor2 ). (2)
Later studies showed that the frequency response of such a two-delay-and-add system roughly resembles the response of the external ear for angles of incidence in the lateral vertical plane (Watkins, 1982; Wright eta!., 1974 ).
•nput The advantage of Batteau's model is its simplicity. It contains only four parameters: a•, a2, q'•, and %. The location of the source (determined by the azimuth angle and elevation angle) is explicitly coded in this model. Although Batteau's model is based on physical considerations, it can also be used to simulate the function of the external ear on a computer using Eq. ( 1 ). The limitation of Battean's model is that it does not give an accurate representation of the external ear response. This is because the dimension of the external ear's reflecting surface is small in comparison with the wavelength for most audible frequencies so dispersion occurs instead of reflection. Thus there are actually many additional echoes besides the two Barteau described ).
Delay
The frequency-domain approach was taken by Shaw (1979) . By measuring the frequency responses of a simplified replica of human pinna, he identified eight resonance frequencies between 2.6 and 15.7 kHz in the model and found that these resonance frequencies varied with the incident angle of the sound source. Shaw's experiments greatly expanded our understanding of the physics of the pinna. However, this work does not lead to an analytic expression for the external ear transformation characteristics. Hence, this type of model is purely physical and cannot be used to simulat• the response of the external car.
The primary contribution of Batteau's and Shaw's modeling work was to provide explanations for the acoustical mechanics of the external ear. In many applications, e.g., performing sound localization experiments via earphone presentation, the exact transformations of the sound source introduced by the external ear and other parts of the body as a function of souree location are of great interest. This interest has motivated measurement of the so-called "head-related-transfer-functions" (HRTF). Due to its practical imporrance, a large number of investigators have studied this problem (Blauert, 1969; Blauert, 1972; Feddersen et The HRTF provides a subject specific observation of the spatial/temporal transformation characteristics of the external ear. These observations may be related to the behavioral differences among subjects. Also, the HRTF can be used to simulate the eardrum signal as a function of source location. However, the HRTF is based solely on acoustical measurements and thus results in vast quantities of data, especially if many source locations are of interest. It does not represent the external ear over the entire auditory space, but only at the measurement locations. It does not generalize the data in a parametric way so that intersubject or interspecies differences can be characterized.
A parametric model was reported by Genuit (1986) . He asserted that by using KirehhofFs diffraction integrals it is possible to describe approximately the external ear transfer function influenced by the head, torso, shoulder, and pinna. In his model, 16 channels of filter-delay combinations represent the acoustical contributions of the head, torso, shoulder, and pinna to the overall responses of the external ear. All of these delays and filter coefficients are explicit mathematical functions of the ear geometry and source location. This is the first model that completely describes all the acoustical functions of the external ear and establishes the mathematical relationship between the ear geometry and the transfer function. He demonstrated that the predicted external ear amplitude spectrum was between the minimum and maximum amplitudes obtained over six measurements of a subject's external ear response in a single direction.
In this paper, we report efforts toward modeling the function of the external ear using beamforming concepts. A beamformer implements a joint spatial and temporal filter by forming a weighted combination of the data collected at an array of spatially distributed sensors. The weights and sensor geometry completely determine the spatial and temporal filtering characteristics of the beamformer. Historically, the weights in the earliest beamformers were chosen to replicate the spatial response of continuous aperture antennae. In this same spirit, we view the external car as an acoustic antenna and attempt to duplicate its response using a beamformer. The sensor geometry is chosen based on simple physical considerations of the external ear acoustics. Given the sensor geometry, a least-squares procedure is used to determine the weights so that the mean-squared error between the spatial/temporal responses of the beamforming model and the measured response of the external ear is minimized. The model response is the inner product of the weight vector and an "array response vector." The array response vector explicitly represents the array geometry and the source location. The effectiveness of this approach is demonstrated by modeling the measured temporal and spatial tee sponse of a cat's external ear over a limited spatial region. This functional approach has the following advantages: (a) It provides an explicit mathematical expression that accounts for the directional dependence of the acoustic wave at the eardrum; (b) it represents the external ear transformation characteristics as a continuous function of spatial direction even though discrete measurements are used to determine the model parameters; (c) it has computational efficiencies compared to alternative approaches making feasible its inclusion in other models (e.g., cochlear transmission models); (d) it has sufficient generality that it can be applied to a wide range of acoustic environments, acoustic signals and receiver classes (multiple species); (e) it is subject specific, that is, given subject specific measurements the model can be customized to individual subjects via intersubject differences in the respective weight vectors; (f) it results in substantial data compression when used to represent HRTF's measured at many directions and frequencies.
The paper is organized as follows. Section I mathematically defines beamforming and derives the expression for the temporal and spatial beamformer response. Batteau's model is also interpreted as a beamformer in this section. In Sec. II, we formulate and solve the least-squares criterion for choosing the beamformer weights to approximate a desired temporal and spatial response. Sections III and IV discuss the experimental aspects of this work. In Sec. III, we briefly describe the data used to verify the effectiveness of the beamforming model. Section IV describes the results of using the beamformer to model a cat's pinna. The paper concludes with a discussion in Sec. V. Notationally, we use boldface lower-and upper-case symbols to represent vectors and matrices, respectively. Superscripts T and H denote matrix transpose and complex conjugate transpose, respectively. The symbol * denotes complex conjugate.
I. PRINCIPLES OF BEAMFORMING
There exists a vast body of technical references in the antenna engineering and signal processing literatures that describe beamformer design, analysis, and implementation for a wide variety of applications. In this section, we introduce concepts and terminology that are relevant to our external ear modeling work. A recent tutorial by Van Veen and tinuous aperture dish antennae. The advantage of beamforming is that the spatial response is synthesized using the weights instead of aperture shape. Hence, the spatial response is not constrained by the physical limitations associated with construction of a continuous aperture antenna.
The weights in the earliest beamformers were designed so that the spatial response approximated that of known continuous aperture antennae. This is analogous to the problem 
and let e u = h•' --wnD u, In modeling external ear transfer functions with a beamformer, uniquely defined transfer functions are also needed to specify the desired response h a . We have used three different approaches to remove phase ambiguities: (1) a linearphase method in which we replace the original phase by linear phase with group delay proportional to the beamformer's temporal aperture center (see BuckIcy, 1987); (2) a minimum-phase method (Oppenheim and Shafer, 1975) For a given array structure, we obtain the best approximation to the desired amplitude response using method ( 1 ) to process the raw transfer functions. However, this method completely ignores the measured phase response; as a result the modeled external ear impulse response exhibits substantial differences in morphology when compared to the measured impulse response. At the other extrclne, method (3) results in the least morphological distortion between the modeled and the measured impulse response, but the largest error between modeled and measured frequency response.
Minimum phase processing results in a compromise. Mehrgardt and Mallerr (1977) report that their human data shows minimum phase characteristics up to 10 kHz. This has proven true for data acquired by other authors (Wightman and Kistler, 1989a) . Our cat's data exhibit minimum phase characteristics up to 25 kHz. Considering the fact that the higher frequency portion of the transfer functions represents a relatively small portion of the overall energy due to its lower amplitudes, we employ the minimum phase approach [method (2) 
Vary array geometry
The relationship between beamformer response and array geometry is complex due to the manner in which the geometry enters into the response equation. Here, we discuss 5-1-5 configuration, the aperture is 1.414 times of the length of one arm. Using an equal number of sensors on each axis (five on the x axis and five on the y axis with one at the intersection) the average approximation error is 0.155 % relative to errors of 0.6% and of 1.06% for linear array geometries with all sensors on either x axis and y axis, respectively. This result is consistent with Shaw's finding that the resonators on the pinna have almost perpendicular maximum response directions (Shaw, 1979) . $, Fixed number of sensors--vary number of taps Figure 7 shows the average approximation error versus the number of taps in each sensor channel with the number of sensors held constant at 11 arranged in an L-shaped geometry. Increasing the number of taps reduces the average approximation error. However, no additional reductions are obtained by using more than 50 taps. This is because the measured impulse responses have been previously time limited to 625/zs, the temporal aperture spanned by 50 taps. In general, an excessive number of taps is undesirable because it leads to increased computational complexity. Furthermore, excess degrees of freedom will be used to model artifacts and noise if they are present. Figure 7 indicates that excellent performance is obtained by using between 40 and 50 taps.
Vary array aperture and intersensor distance
The choice of intersensor distance (ISD) is a simple matter if the sensor array has a linear equally spaced geometry and the signal is narrow band. According to spatial sampling theory, the optimal ISD is Ao/2; where A o is the wavelength of the waveform. This ISD is optimal in the sense of obtaining the largest possible aperture while preventing spatial aliasing. Unfortunately, there are no rules for choosing the ISD with sensor array having L-shaped geometries, time . This leads to erratic response behavior between the spatial sample points used to determine w. As p decreases, the mean-squared error increases and the response becomes smooth in between sample points. A similar effect occurs in fitting polynomial curves to data. Use of a high-order polynomial will produce small error at the data points but can result in erratic behavior in between data points; a low-order polynomial will give a smoother overall fit at the expense of increased error at the data points. The effectiveness of the beamforming model is demonstrated using the measured external ear response of a cat. The model is able to actually duplicate and interpolate the measured response over 90 • of azimuth and a 40-kHz bandwidth using several hundred weights. A limited investigation of model performance as a function of array geometry is also reported. We show that L-shaped array geometries resuit in substantially less average approximation error than linear array geometries. The L-shaped geometry is consis-tent with the physical configuration of the external ear. The mean-squared error is always reduced by increasing the number of parameters in the model, e.g., number of sensors or taps. However, it is generally desirable to follow the principle of parsimony and use a model with smallest number of parameters needed to model the desired features. Parsimonious models are computationally less complex and less likely to model artifacts and noise. Batteau's model can be interpreted as a three-sensortwo-weight beamformer. Our beamforming model has far more sensors and weights. This increase in complexity accounts for the dispersion that occurs and permits explicit modeling of the external ear as a temporal/spatial filter. Our work is similar to Genuit's work in the sense that both use a multichannel filter structure. The primary difference is the methods by which the model parameters are determined. In Genuit's model the parameters are determined by an averaged geometry of the external ear. The spatial and temporal response is then predicted based on these parameters. The advantage of this approach is that the variations of the response due to geometry change can be predicted (or simulated) to some extent. However, if this approach is applied to an individual geometry, the predicted response perhaps needs to be verified by acoustical measurements unless an extensive verification of the dynamics of the parameters is performed with respect to all of the possible parameter variatie.ns. In our model, the parameters are partially determined by the external ear geometry (i.e., the array geometry) and partially determined through acoustical measurements. It can predict (or simulate) the exact response of the external ear it models. Thus it can be used to represent either average or individual external ear transfer functions, depending upon whether average or individual measurements are used in determining the model weights.
The experimental results presented in this paper only 
