Numerical aspects of waveform relaxation by Lory, Peter
Numerical Aspects of Waveform Relaxation 
PETER L O R Y Military University of Munich, Neubiberg, and 
Mathematical Institute, Technical University of Munich, Munich, Federal 
Republic of Germany 
Introduction 
C i r c u i t simulation programs have proven to be most important CAD tools 
for the analysis of the e l e c t r i c a l performance of integrated c i r c u i t s . 
Depending on the number of modeled t r a n s i s t o r s , these simulators re-
quire the numerical s o l u t i o n of very large, sparse systems of d i f f e r -
e n t i a l (or even d i f f e r e n t i a l - a l g e b r a i c ) equations. For a survey see 
Bu l i r s c h and G i l g (1986). 
Kirchhoff's voltage and current laws and the branch equations of the 
various devices completely characterize the e l e c t r i c a l behaviour of a 
c i r c u i t . They can be mathematically expressed as the following 
i n i t i a l - v a l u e problem: 
C ( x ( t ) , u ( t ) ) x ( t ) = f ( x ( t ) , u ( t ) ) , x(0)=x Q, (1) 
where the time t€[0,T] and 
C( x ( t ) , u ( t ) ) := | i ( x ( t ) , u ( t ) ) ( e I R n ' n ) , 
f ( x ( t ) , u ( t ) ) := i ( x ( t ) , u ( t ) ) - | J ( x ( t ) , u ( t ) ) 6 ( t ) , 
x ( t ) : vector of node voltages (€lR n ), 
u(t) : vector of input voltages ( € l R m ) , 
q ( x ( t ) , u ( t ) ) : vector of sums of capacitive charges 
at each node (€lR n ), 
i ( x ( t ) , u ( t ) ) : vector of sums of r e s i s t i v e currents 
at each node (eIRn ). 
Cf. White and Sangiovanni-Vincentel1i (1987). Under mild assumptions 
the capacitance matrix C(x,u) of Equ. (1) i s diagonally dominant. I f , 
in a d d i t i o n , there e x i s t s a capacitor, whose capacitance i s bounded 
away from zero, to ground or a voltage source at each node in the 
c i r c u i t , the matrix C(x,u) i s s t r i c t l y diagonally dominant uniformly in 
x,u. 
Waveform relaxation (WR) has been proposed for the numerical sol u t i o n 
of i n i t i a l - v a l u e problems of the type (1) by Lelarasmee (1982). Section 
2 of the present note describes the basic idea. In Section 3 a new f o r -
mulation of d i s c r e t i z e d WR i s given in the l i n e a r case. This formulation 
allows the ap p l i c a t i o n of c l a s s i c a l techniques (e.g. Varga, 1962; Young, 
1971) for the determination of an optimal relaxation parameter. 
2. Waveform Relaxation (WR) 
Waveform relaxation applies the well-known Gauss-Seidel and Jacobi p r i n -
c i p l e s (e.g. Stoer and B u l i r s c h , 1980) to Equ. (1) on the function space 
l e v e l . 
WR Gauss S e i d e l : 
I n i t i a l i z e x ^ ( t ) , . . . , x ^ ( t ) . 
For k=l,2,3,...do ( u n t i l stopping c r i t e r i o n i s s a t i s f i e d ) : 
For i=l,...,n do: Solve 
,i ic i j(x5,...,x
,;,x^;,...,x|;- 1,u).x5 + 
" - (J< J< J<-1 ..k-1 ;.k-l I i c 1 j ( x 1 , . . . , x . , x . + 1 , . . . , x n ,u)-x: 
f ( x k x k x k _ 1 x k _ 1 u) 
f o r x k ( t ) in [0,T] with i n i t i a l condition x k ( 0 ) = x Q i . 
Here, x=(x r... , x n )
T , x 0=(x Q 1,... , x Q n )
T , f = ( f j , . . . , f n )
T , C ^ c ^ ) , , ^ . 
WR Jacobi can be defined in a completely analogous manner. Lelarasmee 
(1982), Taubert (1986), Miekkala and Nevanlinna (1987), White and San-
giovanni-Vincentelli (1987) have given convergence theorems under 
various assumptions. 
I n p r a c t i c a l applications the single d i f f e r e n t i a l equations in each 
cycle of a WR i t e r a t i o n step have to be solved numerically. For t h i s 
Purpose, l e t the in t e r v a l [0,T] be subdivided by equidistant points 
t z = l-h (£=(),...,N), h = T/N . (2) 
p o r the sake of s i m p l i c i t y the same (uniform) stepsize i s assumed for 
a H the d i f f e r e n t i a l equations. 
In VLSI applications the i n i t i a l - v a l u e problem (1) i s s t i f f . Conse-
quently among a l l the methods available for the d i s c r e t i z a t i o n of 
Equ. (1), t h i s study considers the ones which are mostly used in c i r -
c u i t simulation, the so-called backward d i f f e r e n t i a t i o n formulas 
They are s t i f f l y stable (Gear, 1971). Here, the Xj and Dx^ are approx-
imations of x ( t . ) and x ( t 7 ) respectively. 
3. The Linear Case as a Model Problem 
Valuable insight can be gained by an investigation of the l i n e a r model 
problem 
Cx = Bx + b, x(0) = x Q . (4) 
Here, B,C € I R n , n are constant matrices and b € IRn i s a constant vec-
tor. The matrix C i s assumed to be s t r i c t l y diagonally dominant. 
Let Equ. (4) be d i s c r e t i z e d as described in Section 2 and l e t x ^ 
denote the approximation of x ^ t ^ ) . With the d e f i n i t i o n s 
z := ( x n , . . . , x 1 N ; ... ; x n l , . . . , x n N ) G IR , 
A : = 
ao 0 
°1 a 0 I \ V 
V -
a
i
 ao R
N'N, I N e IR N' N i d e n t i t y matrix, 
M (h,N) := C « A - h-B«I N ( • : d i r e c t product), 
the d i s c r e t i z e d WR Gauss-Seidel (Jacobi) method i s equivalent to the 
block Gauss-Seidel (Jacobi) method applied to the following system of 
l i n e a r algebraic equations: 
M (h,N)-z = r i g h t hand side. (5) 
p 
The index n denotes the natural blocking of into n blocks of si z e 
NxN. Please note that the enlargement of the si z e of matrices from n to 
N-n i s f o r t h e o r e t i c a l purposes only. In actual computations, the ex-
p l i c i t formation of the matrix i s unnecessary. 
The i t e r a t i o n matrix f o r the block Jacobi method i s 
J^h.N) = D n(h,N)"
1.[D n(h,N) - M n(h,N)], (6) 
where Dn(h,N) denotes the block diagonal part of M n(h,N). 
3.1 Theorem 
Let the matrix C be s t r i c t l y diagonally dominant. Then there e x i s t s 
some h Q such that the spectral radius 
p(J T T(
h>N)) < 1 f o r 0 < h < h Q and a l l p o s i t i v e integers N. 
Consequently the d i s c r e t i z e d WR Jacobi method converges to the solution 
of the d i s c r e t i z e d problem f o r s u f f i c i e n t l y small stepsize h. 
Proof: Let a vector norm f o r x = ( x 1 5 . . . , x N )
T e IRN be defined by 
II x II := max e ~ l Y l x 7 l (r>0). (7) 
T 1<1<N u 
The subordinate matrix (operator) norm f o r U=(u^) € I R N , N i s given by 
N 
HUH = max z e " ( J " l ) T l u . 7 l . (8) 
Y l<j<N 1*1
 J t 
Correspondingly, l e t the vector norm II. I I p f o r z = ( y | , . . . , y ^ )
T € IR N' n, 
y[ = ( x k l x R N ) be defined as 
z | l r : = max l l y , l l . (9) 
r l<k<n K Y 
The subordinate matrix norm for U = ( V ^ ) ^ - k< n with 
V i k = ( v i k > Z ) ) 6 r N , N i s g i v e n b y 
11WII = max max I I e ~ ( j ' ~ Z ) r l v j j * l ) I. (10) 
1 l<i<n l<j<N k=l 1=1 
With these d e f i n i t i o n s 
n 
II Mfh.N) - M w ( 0 , N ) l l r = II h-B • I N l l r = h- max I lb.. I. (11) n 7T r (Mr j ^ . ^ k = 1 I K 
S i m i l a r l y , 
II D (h,N) - D (0,N)|l = h«B with 3 := max lb.. I. (12) 
n n 1 l<i<n 
I t i s easy to see that 
II M n(0,N)H r = II C #AN r < Kj (13) 
fo r a constant K j , which i s independent on N. As a consequence of (11) 
and (13) 
II M n ( h , N ) l l r £ K f o r h < h Q, (14) 
where the bound K i s independent on N. 
Let diagC denote the diagonal matrix with the same diagonal elements 
as C. Since diag C and A are nonsingular 
D n(0,N)"
1 = (diag C)" 1 a A" 1 . (15) 
The matrix A"* i s lower t r i a n g u l a r . The elements in each of i t s columns 
s a t i s f y a recurrence r e l a t i o n with the c^'s as c o e f f i c i e n t s . As the 
d i s c r e t i z a t i o n methods under consideration s a t i s f y the s t a b i l i t y con-
d i t i o n (e.g. Stoer and Buiirsch,1980), there e x i s t s an upper bound L j 
f o r the absolute values of the entries i n A ^ This bound i s independ-
ent on N. Consequently 
II A" 1!^ < L 1 / ( l - e "
Y ) (16) 
and 
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II D n(0,N)" 1|l r < L (17) 
f o r a constant L, which i s independent on N. As a consequence of (12) 
and the Perturbation Lemma (e.g. C o l l a t z , 1964), D ^ ( h , N ) e x i s t s for 
0 < h < h Q and 
2 
II D^h.N)" 1 - D l f(0.N)- 1|l r < T ^ ^ T T . (18) 
JJO.N) = [ I n - ( d i a g C ) '
1 ^ ^ . 
Because of the s t r i c t diagonal dominance of C 
I N (O.N)II =: v < 1 (v i s independent on N). (19) 
F i n a l l y , 
J n(h,N) - J n(0,N) = -D T T(h,N)"
1M n(h,N) + Dn(0,N)"1Mn(0,N) 
= -[D T T(h,N)"
1 - D n(0,N)"1].MTT(h,N) (20) 
- D T T(0,N)"1.[MTT(h,N) - M n(0,N)]. 
As a consequence of (11), (14), (17), (18), (19), (20) 
II J n ( h , N ) l l r < v' < 1 f o r 0 < h < h Q, 
where v 1 i s independent on N. This proves Theorem 3 .1. 
It i s well-known textbook material that the i t e r a t i v e s o l u t i o n of 
l i n e a r algebraic equations can be s u b s t a n t i a l l y speeded up by the 
introduction of a relaxation parameter (SOR method). The proper se-
l e c t i o n of t h i s parameter i s decisive and has been the subject of ex-
tensive research (see Varga, 1962 and Young, 1971). The formulation 
given i n Equ. (5) allows to carry over t h i s theory to d i s c r e t i z e d WR. 
Let be n-consistently ordered. Then the re s u l t of Theorem 3.1 
guarantees that I Re y I < 1 for a l l eigenvalues p of J^. Hence, the 
e f f i c i e n t determination of the optimal relaxation parameter i s possible 
by the method of Huang (1973; see also Young and Huang, 1983). In 
general, n-consistent ordering cannot be expected in VLSI a p p l i -
cations. However, a proper blocking can be generated by the algo-
rithm of C u t h i l l and McKee (1969). 
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