We study semiclassical approximations to the density matrix of a system of Fermions in a one body potential. We derive an expression for the propagator in terms of first and second derivatives of the potential. Our result is thus exact for a harmonic oscillator potential and is equivalent to a partial resummation of the Wigner-Kirkwood h-expansion. It leads to densities which are well-defined also in the classically forbidden region.
Introduction
Semiclassical models based on a Wigner-Kirkwood type h-expansion [1~4] have recently regained interest in calculations of average binding energies of finite nuclei ]-5, 6]. Although they have been shown to give correct averaged energies [4, 7] , they suffer by the fact that they yield densities which are only defined inside the classically allowed region and diverge at the turning point. This defect can be traced back to the fact that the exact densities usually exhibit a 1/h dependence not allowing for a Taylor series expansion.* The purpose of this investigation is to reconstruct from the so-called extended Thomas-Fermi expansion the original density as well as possible. We achieved a resummation by keeping only zeroth, first and second order derivatives of the potential. For the harmonic oscillator potential, our solution is exact. Our work has been inspired by a recent paper of Bhaduri [8] , who made an ad hoc ansatz for the singleparticle Bloch function, guided by its wellknown form for the harmonic oscillator. Our result shows that his ansatz correctly sums up the h-expansion including up to first order derivatives of the potential, but no consistent resummation of higher derivatives has been achieved. Considering the exact density as a functional of the potential, our solution corresponds to a local harmoni-* h stands throughout this paper for h=h/2~. sation of the potential, putting higher than the second derivatives equal to zero. It turns out, that this is just a special case of an approach proposed recently by one of us [9] , where the potential was developed around the classical path up to second order. Our present method gives less accurate results (at least in the interior part of the nucleus), but it has the great advantage that one does not have to know the classical path. Instead, our expressions are entirely determined by the potential and its first and second derivatives. An important feature of our approach is that it can be generalized in a straightforward way to deformed three dimensional potentials.
Expansion of the Propagator in Terms of Gradients of the Potential
To obtain semiclassical expansions of the density matrix, it is convenient to study the single particle propagator (or Bloch density) C~, r, =( r le-~l r'),
where/~ = it/h. The single particle density matrix is then given by an inverse Laplace transformation (see e.g. Ref.
[10]) a [ 1 C~r. ] 
The exact solution of (3) is well-known for the free case (V-0):
[ m ~ 3/2 m2
c~}fsree) = \ 2~2 ] #-3/2 e 2h2~ ~ (6) One also knows the exact solution for the harmonic oscillator potential [11] . In the spherical case, i.e.
V(r)= 89 2,
one has C~}~~ = \2~-] inh (fih co)J m (D  $2 The classical or Thomas-Fermi propagator is for a local potential given by Cfl(TF) __~ Cfl(free), e-flV(q).
q, s --q, s
The Wigner-Kirkwood expansion [1, 2] of (1) is obtained by an ansatz in which the classical propagator (9) is multiplied by an unknown function which then is expanded in powers of h. To find a more general form of C~, r, which includes both the classical (9) and the free limit (6), we make the following ansatz: ( m ~ 3/2 1 e F(r,r';fl). (10) Cr fl, r' = ~2~/ ]/G(r, r'; fl)
This form suggests itself both from general WKB-type functions, from the solution found in [9] and from the exact form of the harmonic oscillator (8) .
Without loss of generality, we can assume both F and G in (10) to be odd functions of ft. Inserting the ansatz (10) into the Bloch equation (3) and separating even and odd parts in fi, we obtain the following coupled set of equations:
Off m
(The gradients act on one of the coordinates r, r' only.) In the 1-dimensional case, the equations retain exactly the same form, if the gradient I 7 is replaced by the first and the Laplacian A by the second derivative.
One-Dimensional Case
The exact solutions F and G of(ll, 12) cannot be found in general-this would mean to solve the problem exactly. To find approximate solutions, one may expand the functions F and G in powers of ft. Guided by the classical result (9) we write:
F=f~+ flfl+ f3fi3 + ...,
G=fl+g3fl 3+gSfiS+....
(In three dimensions, the lowest term in G would be f13.) Inserting this ansatz into (11, 12) and comparing equal powers of fi, one can get the coefficients f, and g, in (13, 14) as the solutions of simple linear first order differential equations. Since we started from equations which are not symmetric in r and r' we have to explicitly symmetrize the results. (The propagator C~, r, must be symmetric.) A more direct way to get symmetric solutions would be to start from the Wigner transform of the Bloch equation (3) [12] . This leads to the same results as the ones presented below. The first few coefficients of the expansions (13, 14) are found to be
Hereby we have defined
It makes sense to expand these functions in powers of s:
We see that neglecting all the derivatives of the potential V leads to the (1-dimensional) Thomas-Fermi result:
Our solution for fl (16, 21) proportional to V"); similarly, the third and higher derivatives of F can then be neglected. To this order, the coupled system of equations for F and G then reduces to (in the one-dimensional case):
(27) 07 (Here the prime denotes differentiation with respect to x.) These equations can now easily be solved to get G in a closed form. From (26) one gets directly F in terms of G by integrating twice. Eliminating F in this way and taking suitable derivatives of both equations, one arrives at the equation 
The solution of F, which in principle now is given through (26), is not easy to find in a symmetrized form and with the right boundary properties. However, working out the series expansion for F (13) with the truncated equations (26, 27) and summing it up, one finds the solution
\2V m
Equations (29) 
has all the required boundary properties. It is exact for the harmonic oscillator potential, as can easily be checked by comparing to the 1-dimensional equivalent of (8) . For anharmonic potentials we see that the quantity
plays the role of a "local" oscillator frequency, whereas
is a "generalized" centre-of-mass coordinate. Thus, the result (31) is equivalent to a locally harmonic approximation of the Schr6dinger equation (3) . We shall show in Section 3 below that our result (31) can also be viewed as a partial resummation of the Wigner-Kirkwood expansion. We now have to Laplace invert the propagator (31) in order to obtain the density matrix. This can be done analytically using "Mehler's" formulae [141. For the case V" > 0 one obtains
where H, are the normalized Hermite polynomials and the following definitions are used:
~=~+ 89 r (36) 
Here D~(z) are the parabolic cylinder functions and the index v is defined by
For a harmonic oscillator (39) potential, equation (34) reduces trivially to the exact density matrix obtained by filling the states below the Fermi level p. For anharmonic potentials, p(2) (34) has the unpleasant feature to show discontinuities at certain points q. This is due to the fact that the "local spectrum"
becomes position-dependent. We see thus that our improved quantum mechanical treatment leads to spurious quantum fluctuations. These local fluctuations can however not reproduce the true density oscillations which are global effects. In order to average out these local fluctuations in a consistent way, we applied in our numerical calculations (see Sect. 4 below) a local Strutinsky-smoothing [15] which is known to give well-defined averaged harmonic-oscillator densities [-4, 161. The most important feature of our "harmonized" solution is that it leads to densities which are welldefined at the classical turning point and have the correct exponential fall-off in the outside of the surface. In the case V'(q)= 0, the density reduces to the Laplace inversed of the "linearized" propagator (25):
where
In ( 
P(1)(q,s)=22/3 a(q) ~ P(TV)(q,s;#--E)
-co
This form shows that p(1) is a convolution of the Thomas-Fermi density p(xV)(q, s; #) with an Airy function, where
7"C Here the local Fermi momentum is
and jo (x) in (44) to the particle number.
Three-dimensional Case
The extension of our approach to three dimensions is in principle straightforward. Equations (11), (12) are again solved by expansions like in (13) and (14); in the latter, the lowest term is now f13. Since we in our numerical Section 4 will only present a few preliminary results for a spherical 3-dimensional potential, we restrict ourselves here to a short presentation of the formulae. A more detailed elaboration on the three-dimensional case, including deformations, will be given in a forthcoming paper.
In the "linearized" case, where all second and higher derivatives of the potential V(r) are neglected, the generalization of the result (25) is found without any problems:
fi_3/ae-2~Se
(Note that here again, the gradient in t 7 V acts on the c.-m. coordinate q!). The density matrix obtained by Laplace inverting (46) is again given by (43), the Thomas-Fermi solution this time being (including a spin factor 2) p(TV)(q, s)= 1 3 3 k,(q) ~;;-jl(Isl k,).
(47) 37z 2 (The Fermi-momentum k, is given in (45); in the quantity a(q) (42), the derivative V'(q) has to be replaced by the gradient V V(q).) The "harmonized" approximation looks at first much more complicated; a careful book-keeping of all six diagonal and mixed second derivatives in the expansions of F and G is required. The problem is however simplified if one introduces local normal coordinates. 
Note that all these quantities, and thus particularly also the t/i and co i, are functions of the c.-m. coordinate q. In the one-dimensional case, the above definitions lead back to (32, 33), as is easily checked.
In terms of the above expressions, the "harmonized" approximation to the propagator in three dimensions now becomes 3 Cfl(2)= e-~V(q) 1~ Ci(rh, si),
(56) (Note that the relative coordinates remain unchanged: s=r--r'.) For a harmonic oscillator potential rh=q~ and the propagator (54) reduces to the expression (8) for the spherical case. The inverse Laplace transform of the propagator (54) is done in the same way as shown in the one-dimensional case above. Since in our numerical calculations, we did not program the direct expressions for the densities p(r), but performed the Laplace inversion by a numerical integration, we do not give here their explicit expressions which are rather lengthy depending on the signs of the local curvatures 2 u (If all three 2~ are positive, the density is just a triple sum of squared Hermite functions in the three normal coordinates ~, ~' z =th+ 89 cf. Eq. (34).)
Kinetic Energy Density and Total Energy for a Local one Body Potential
Within the Hartree-Fock approximation, the total nuclear binding energy is entirely determined by the effective nucleon-nucleon interaction and the density matrix p(r, r'). For effective interactions of the Skyrmetype [17] it is however possible to express the energy as a three-dimensional integral over local densities only which are derived from the density matrix. For a case without spin-orbit interaction, the only other quantity which one needs to know besides the density p(r) is the kinetic energy density defined by h 2 z(r) =~mm E' V,, p(r, r')lr=r,.
The function z(r) appears also in the potential energy for Skyrme interactions [17] .
In the present work, we do not want to calculate selfconsistent potentials and energies, but we limit ourselves to the case of a velocity independent local one body potential V(r). The total energy, corresponding to the sum of occupied levels, is then given by E = ~ d 3 r {z(r) + V(r) p(r)}.
(58)
Apart from a divergence whose integral is zero, the density r(r) is then equal to
h2
[] r)lr=,,=S. ~,
where the function T~ ' can be related to the local propagator C~: r, using the Bloch Equation (3):
Thus, for a local potential V(r) the kinetic energy density is given directly in terms of the local propagator. (In fact, Eq. (60) expresses the kinetic energy simply as the difference between the total and the potential energy.) In order to calculate the kinetic energy part of (58), we do however not even need to know z(r). In fact, it can be shown that for our approximations to the propagator and the densities derived from them, the virial theorem is fulfilled:
To prove this, we take the Laplace transform of (61):
For our propagators % r ana C p(~) ~iven above and the , r,r c~ functions T~ t~ derived from them by (60), it can be checked straightforwardly by partial integrations that (62) is fulfilled up to terms containing those higher order derivatives which are already neglected in Cr~(~ )
fl (2) and Cr, r . (For the "harmonized" approximation this is of course no surprise since it has the form of a harmonic oscillator propagator.) With this, the total energy can be expressed directly in terms of the density p(r) and the potential V(r):
We note in passing, that the same can also be done in the Thomas-Fermi approximation, since it is wellknown that the densities PTV (r) and rTv(r) also fulfill the virial theorem. The integral in (63) is in this case limited to the classically allowed region.
Connection with Other Approaches
The connection of our results with the Wigner-Kirkwood expansion [14 3 is straightforward, keeping in mind that this expansion is equivalent to an expansion of C~, r' around fi ----0. Thus, by a Taylor expansion of the propagator C ~(2~ (54) in powers of fi, keeping the --q~ S classical propagator (9) as a factor in front, we obtain for s=0:
This is just the Kirkwood-expansion including up to second derivatives of V. (Of course, the higher derivatives also come out with the correct coefficients, if they are included in F and G of (10) before the Taylor expansion.) It is in this sense that our "harmonized" propagators (31), (54) represent a partial resummation of the Kirkwood-series (64) to all orders in h, neglecting higher than second derivatives of V. The "linearized" solutions, Equations (25) and (46), result in the same way from a resummation of the first derivatives only. Mathematically, it is this resummation which makes the turning point problem disappear and creates densities with a well-behaved exponential tail, a fact which was recognized by Bhaduri [8] .
An approach which is in some way related to what we call here the "linearized" approximation has been suggested by Balazs and Zipfel [18] , although their derivation is quite different from ours. In fact, if we replace the derivative V'(q) in our expression (25) (for s = 0) by its value at the turning point, we obtain a form which is exactly equivalent to one of their approximations to the Wigner function (fr(E) in (10) of the first paper in [18] ). For a strictly linear potential both approximations give thus the exact result. An extension of the approach of Balazs and Zipfel was recently used [19] and found to lead to well-behaved densities. The relation between this extension and our present work is, however, not obvious. The approximation of Bhaduri [8] extends over the "linearized" form (46) by the inclusion of some selective higher order derivatives of the potential. This result can be obtained from our results by Taylor expanding both iG<2) I-~/2 using (29) and the exponent F of (10) Contrary to our "harmonized" solution, the second order derivatives are here not consistently resummed. The form (65) was however shown in [8] to yield reasonable densities with the correct fall-off in the surface. It remains to be checked numerically in realistic potentials, how much is gained by the resummation of the second derivatives to all orders. We have, however, reasons to believe that it is important to include some contributions from the local curvature of the potential. In fact, the results obtained with the Kirkwood-expansion in realistic nuclear potentials [7] have demonstrated that leaving out all second and higher derivatives may easily lead to errors of ~ 50-100 MeV in the average binding energies of heavy nuclei (see also in Section 4 below). Therefore, the second order derivatives of the potential may be quite important in determining the average nuclear surface properties. In a recent paper [93, good results for the density in one dimension were obtained in developing the potential up to second order around the classical path. It turns out that our present approximation is contained in this theory; we therefore briefly want to show the connection between both approaches. The expression which was obtained in [9] is of the following form (t = -ihfl):
where q(t) is the classical path with initial conditions qo =q(0); m?t(O)=po. In these expressions W is the classical action, p=md is the momentum and d obeys the following equation of motion
with the initial conditions G(0) = 0; G(0) = i/h. Equation (68) has exactly the same form as (28)above which determines our G (2). Indeed, if we keep only up to second derivatives of V, we can replace V"(q) by V" (qo) in (68) and get back our expression G (2) (29). Developing in the same manner the classical path q(t) and the action W up to second order derivatives of V, we obtain from (67) the expression (30) for F (2). The same remains true also in three dimensions when one uses locally normal coordinates. The full expression (66) gives for one dimensional potentials a better reproduction of the density fluctuations in the interior than our present approximation. This is, however, achieved at the expense of solving exactly the classical equation of motion, which for arbitrary potentials is not always easy, especially in three dimensions. Thus, our present approach can be taken as an approximation to the one of [9] which is easier to use and can be applied directly also in three-dimensional problems.
Numerical Results
In our numerical calculations of density distributions we chose to do the inverse Laplace transforms by a numerical integration using the formula [10] :
c leo rather than programming the explicit formulae of the densities given above in the text. This has the advantage that one always must perform one summation only, also in the three-dimensional case, where the density e.g. in our "harmonized" approximation is given by a triple sum. Furthermore, the forms of our approximated propagators are much easier to compute than the Airy or Parabolic Cylinder functions with their complicated arguments. Care has to be taken to get the optimal convergence of the integral (69) In all our results given below, the integration in (69) was done along a straight line parallel to the imaginary/3-axis with c=0.1 MeV -1. We chose a numerical accuracy of the densities at each point of 10 4. With that, an interval 0 < Im/3__< 15 MeV-~ was sufficient (using the symmetry of the integrand); the mesh size A fli was kept variable according to the local behaviour of the integrand: for small values of the variable q, a typical mesh size was A/31=(3 to 6). 10 -3 MeV 1, a larger mesh was sufficient for higher values of q. Higher accuracies than 10 4 could easily have been obtained (also with smaller values of c) at the cost of more computer time.
As we mentioned in Section 2.1, we applied a Strutinsky-smoothing to our "harmonized" propagator C ~(2)
--q, S (31), in order to avoid discontinuities in the interior of the nucleus (V"(q) > 0). In energy space, the Strutinskysmoothing is usually done by introducing average occupation numbers fi~ [16, 203 (which would replace the step functions in (34)). In/?-space, this is equivalent to multiplying the propagator by a factor [4] F(y, fi)=e+~2~{1 1 2~2--1 4~4
-~7 P +~7 P .... }.
(The terms in brackets correspond to the curvaturecorrections [4, 20] .). In usual Strutinsky averaging [16, 201 with harmonic oscillator-like potentials, the smoothing width 7 must be chosen to be 7>hco to get unique results. This has also been checked for the density distributions of the harmonic oscillator potential [16, 4] . The appropriate choice of 7 in our calculations is thus a value proportional to the local frequency d (32):
In our calculations in one dimension we found that a variation of the proportionality constant a~ in the range (72) left the resulting densities unchanged within much less than 1% at all points (where V'(q) > 0).
In three-dimensional potentials, one has to distinguish between the different local normal frequencies coi (53).
In the spherically-symmetric case, for which we present a preliminary result below, the expression (54) of the propagator C ~(2) reduces for s=0 to
Cr, r --
where F~ 2) has the same form as (30) for s = 0, but taking the derivatives V'(r) and V"(r) with respect to the radial variable, and G~ 2) is given by
with the two frequencies
A sufficient smoothing is in this case obtained taking 7 = at max(h cot, he)l).
This Strutinsky-smoothing has not only the effect of consistently averaging the density, but also the convenient advantage that it speeds up the numerical integration. In fact, the exponential in (70) acts as a Gaussian along the path of integration and thus damps the integrand away from the real axis. As a result, the range of integration could be cut down by a factor of 3 to 15, depending on the position r, still obtaining the same numerical accuracy. Since this is a desirable effect and since it has been shown [16] that a Strutinsky-averaging of exact densities does not change them at all in the tail region, we also applied the smoothing factor (70) in the outside region where V'(r)<0, using (71) in the one-dimensional and 7=av 9 hco• in the three-dimensional case. We verified that here, too, the results of the exact numerical integration were not changed if a factor a~ ~0.5-1.5 was used. We emphasize that this smoothing in the tail region is a pure matter of convenience. It does not affect the results within the accuracy of the numerical integration, but reduces the computation time by more than a factor of 10.
As an example of a finite-depth potential in one dimension we chose the so-called "Eckardt-Potential"
whose eigenfunctions and eigenvalues are known analytically (see, e.g. Ref. [11] ). For convenience we used dimensionless variables, choosing V 0 = -50 and a = 1, h2/m = 1.
In Figure 1 we present the density distributions for three different numbers of particles. (With our choice of constants, a maximum of n=10 particles can be accommodated in the well (77).) The solid lines are the exact densities. The dashed lines are the results for our Strutinsky-smoothed harmonic approximation p(2)(x), and the dashed-dotted lines represent the Thomas-
Fermi results p(TF~(x).
We see that the approximation p(2~(x) leads to a well-defined surface and a reasonable fall-off in the tail region. No irregularity is left at the turning point where p(TF)(x) goes to zero with an infinite slope. In the interior, we obtain some quantum oscillations. They have approximately the same amplitude as the ones in the exact densities, but they are different in wavelength and phase. In Figure 2 we present for the same cases the "li- oscillations are completely spurious, we have averaged them out, again using a Strutinsky-smoothing factor with the definitions (70)-(72). The result is shown by the dashed parts of p(a)(x), which become smooth and approach the TF-densities (see Fig. 1 ) close to x = 0. In both approximations we get thus reasonably wellbehaved densities. The quantum oscillations do not correctly reproduce the exact ones and should therefore not be given much physical significance. The surfaces of the densities p(~) and p(2) are, however, rather close to the exact ones, and have a reasonable exponential tail. The fact that apparently not much is changed in going from the linearized to the harmonized approximation, is particular to the one-dimensional case.
In Figure 3 we show the results for a three-dimensional spherical Woods-Saxon-potential: The Thomas-Fermi density (not shown in Fig. 3 ) follows almost indistinguishably the density p(1)(r) over the entire region, except very close to the turning point r-~ 8.2 fm, where it goes to zero with a zero slope.
The surprising result is, however, that the harmonized density p(2)(r) approaches the exact one already at r-~6.5 fm and cannot be distinguished from it within the accuracy of the drawing for the whole outside region. We see thus, that in this three-dimensional case, an important improvement is reached in the harmonic approximation as compared to the linear one, which here is practically identical to the Thomas-Fermi case except for a tiny exponential tail outside r ~ 8.2 fro. We have thus obtained an approximation p(2)(r) which in the far inside of the nucleus goes over to the ThomasFermi density and in the outer surface coincides with the exact density, leading to a well-defined and realistic surface region. This density and the corresponding kinetic energy density z(2)(r) may thus be used directly in a variational approach in order to calculate nuclear binding energies with Skyrme-type forces.
As a first step in this direction which allows to check the kind of energies that are obtained with our approximation, we calculated the energy E (63), which for the exact density equals the sum of occupied levels, for the above-mentioned one body potentials.
In the one-dimensional Eckardt-potential, Equation (77), the resulting energies are not very instructive. Here even the Thomas-Fermi approximation leads to very good results, the relative difference between the cor-N responding energies E vv and the exact ones, E ex = ~ % i=l being only ~02% for all numbers of particles (1 _<N_< 10) . In going to the harmonized approximation p(2)(x), this difference is further reduced, but not much can be learned from this result. This is not so surprising, since on one hand, there is not much shell structure in the energy levels of a one-dimensional potential and thus their sum can always well be approximated by a smooth functional, and on the other hand the semiclassical corrections are very small in this case.
For a realistic three-dimensional potential, the calculation of the total energy is more interesting. As preliminary results for a spherical case, we show in Table 1 the energies obtained in the different approximations for the Woods-Saxon potential (78) with the same parameters as above. The first three columns (78)). E Tv, E (1) and E (2) are obtained through (63) using the Thomas-Fermi, the "linearized" and the "harmonized" approximations to the density, respectively./~ is the Strutinsky-averaged result [16, 20] and E exact the exat sum of occupied levels. The accuracy is ~ 1 MeV in E (2) and/~ (see text) and better than 0. show the energies (63) obtained with the ThomasFermi, the "linearized" and the "harmonized" approximations to the density, respectively. We see that almost nothing is changed if one goes from the TFresult E ~ to the linearized approximation E (1). This could be expected from our resulting densities p(1)(r) (see Fig. 3 ) which were almost identical to the TF ones. However, in going to the "harmonized" approximation, i.e. by summing up all contributions from the second derivatives of the potential, the total energy increases by ~ 49 MeV for A = 96 and by ~ 63 MeV for A =184 particles. Thus, appreciable contributions to the energies are gained in this approximation. As we mentioned above, we applied a Strutinsky-smoothing to the density p~2~(r). In varying the averaging width 7 and the order of the curvature-corrections (i.e. the number of terms in brackets in (70)), we found that the typical "plateaux" were present in the functions E(2) (7 ) for values of a t in (71) of ~ 1.0 -1.6, as they are present in the usual Strutinsky-averaged energies for a WoodsSaxon potential [20] . The energies E (2) are thus welldefined within less than ~ 1 MeV.
In Table 1 we show also the energies/~ obtained with the usual Strutinsky method, i.e. by averaging the exact spectrum of the potential. (Here, too, the plateau-values are converged within less than ~ 1 MeV.) For completeness, the exact sums of the occupied levels, E .... 1, and the shell-corrections, defined by cSE = E .... t_/~, are given in the last two columns.
The quantities E exact and 6E are just given here for illustration; the relevant energies to which our semiclassical results have to be compared, are the quantities /~. We know from earlier work [7] that the Strutinskyaveraged energies/~ agree within ~ 1 -2 MeV with the energies obtained in the ETF-model by summing the Wigner-Kirkwood series up to order h 4. Our results E ~2) lie below the values of/~ by an amount of 13 MeV for A=96 and 35MeV for A=184. Since all the essential contributions to the ETF-energies should be contained in our approximation (the terms proportional to h 4, which contain higher than second derivatives of V(r), contribute less than ~2 MeV [-4, 7] ), these differences seem to indicate that some cancellations between higher powers of first and second derivatives on one hand and the higher than second derivatives on the other are taking place in the Kirkwood expansion, thus leading to a better convergence of the latter, compared to our "harmonized" approximation. However, since the results presented here are preliminary ones, we cannot draw definite conclusions on the difference between E (2) and/~ yet. For that, more systematical studies have to be done, which we will present in the near future. Another point which we are investigating is the question, whether the Strutinsky-smoothing applied to p(2)(r) has not spoiled too much information. Clearly, we have obliterated all the quantum fluctuations in the interior of the nucleus. In principle the unsmoothed densities p(2)(r), although having discontinuities in the interior, can be integrated to obtain the total energy; for that, a very fine mesh of integration in the rdirection is necessary, thus requiring more computer time.
(For the present calculations, we used a mesh with A 13 = 0.05 fro, leading to a total computing time of ~ 30 seconds on a CDC-6600 for one density distribution and the corresponding energy E(2).) We are also studying another method of smoothing, which may preserve some of the density fluctuations and still leads to continuous densities. Finally, the inclusion of terms containing higher than second derivatives of V(r) is investigated, too.
Our main conclusions at present are: 1. We have an approximation which yields densities that are welldefined everywhere in space and have the right exponential fall-off, starting already at the half-density radius. 2. In three-dimensional cases the contributions of the second derivatives of the potential are very important both for obtaining the correct surface behaviour of the density and for obtaining the main part of the semiclassical corrections to the total energy. The "linearized" approximation, containing only first derivatives of V, leads to densities which do have an exponential tail but otherwise are practically identical to the TF densities and lead also to the uncorrected TF energies. The applications to deformed potentials are straightforward as soon as the eigenvalue problem (49) is numerically solved, and will be presented in a forthcoming publication.
Summary and Discussion
We have developed an approximation scheme for the density matrix of independent Fermions in a local potential V. Generalizing the Thomas-Fermi method in which the potential is held locally constant, we proceed by successively including first and second derivatives of V in locally linearizing and harmonizing the potential, respectively. Itturns out that at both steps one can sum all the contributions and thus obtain closed expressions for the density matrix. The inclusion of contributions from higher than second derivatives of V is straightforward using the series expansions of G and F in the propagator (10); we have however not succeeded to sum all contributions of the third derivatives. This is not surprising, since a closed expression up to third order would mean an exact solution for the cubic potential V(r)= ar 3, which does not exist. We have shown that our results correspond to partial resummations of the Wigner-Kirkwood series, neglecting the higher derivatives of V.
Our resulting density p(2) is a function of the potential and its first and second derivatives; it is exact for linear and quadratic potentials. Its main feature is that it is well-defined everywhere in space, including the classical turning point, and has the correct exponential fall-off. In fact, for a spherical three-dimensional Woods-Saxon potential, the density p(2)(r) is in excellent numerical agreement with the exact density in the whole surface region outside the half-density radius. In the linearized approximation, where only the first derivatives of the potential are retained, the density p(l~(r) is for the same potential almost identical with the Thomas-Fermi density, except for a tiny exponential tail outside the turning point.
In the interior region, the densities p(2)(r) have discontinuities which come from the locally harmonic approximation (with a positive curvature V"(r)) leading to a position-dependent eigenvalue spectrum. In order to obliterate these spurious fluctuations, we applied a local Strutinsky-smoothing to p(2)(r), leading to perfectly smooth functions which approach the ThomasFermi results in the interior of the nucleus. It will be investigated whether another way of smoothing allows to retain some of the quantum fluctuations in the density. Swiatecki [21] investigated what we call here the linearized case; a related approach which includes first derivatives of V is that of Balazs et al. [18, 19] . Otherwise we are not aware of any continuation of these approaches except the ansatz of Bhaduri [81 who summed up all first derivatives and included some contributions from higher derivatives of V. We have demonstrated that the inclusion of the second derivatives is important for the total energy of threedimensional systems. The linearized approximation gives practically the same energy as the Thomas-Fermi model, thus missing important contributions to the surface energy. In this sense we believe to have achieved the first-at least partially-successful attempt to both remove the turning point problem of the ETF model and include the main semiclassical corrections to the energy. We should stress that we have obtained closed expressions not only for densities, but for the whole (nonlocal) density matrix. We shall in the near future investigate numerically the off-diagonal behaviour of our results; since the latter is already quite good in the Thomas-Fermi case, we can hope that it will be very well represented by our expressions, where the dependence on the relative coordinate s is included up to second order. It should also be straightforward to extend our approximation to nonlocal potentials, takNote Added in Proof: The differences between E r and/~ in Table 1 are appreciably reduced if one does not use the virial theorem, but Equation (57) or (59) to calculate z(r). After this paper had been finished, our attention was drawn to the work of R. Baltin [Z. Naturforschung 27a (1972) 1176], who has ing into account e.g. an effective mass or a spin-orbit contribution. An interesting field of applications would certainly be the study of tunnelling and scattering processes (e.g. also heavy ion reactions). In this respect it is interesting to note that our resummation procedure using the propagator gives besides the right initial conditions in time also the apparently correct boundary conditions in space. As can be seen from our results in the outside region of a three-dimensional potential, the application of our procedure to tunnelling processes is expected to be especially well suited.
