A new estimator of proportion of true null hypotheses based on sum of all pvalues has been proposed in this work which removes the problem of choosing tuning parameters in the existent estimators. Normality of gene expression levels and common t-test for each gene are assumed as in some significant recent works. Simulation studies show that the proposed estimator performs better than its closest competitor over an important continuous sub-interval of the parameter space under weak dependence among the gene expression levels.
Introduction
In this era of high throughput devices, huge datasets are easily available to answer much complicated decision-making questions. In a micro-array experiment, data on hundreds or thousands of genes are available and from that large number of genes, the task is to identify the differentially expressed genes between a set of control subjects and a set of treatment subjects for making further scientific experimentation efficient. Thus testing hundreds or thousands of hypotheses simultaneously and ability of making more and more rejection with control over False Discovery Rate(FDR) (see Benjamini and Hochberg,1995) is desirable.
A reliable estimate of π 0 ,the proportion of true null hypotheses, can be used for eliminating conservative bias of Benjamini-Hochberg procedure (see Benjamini and Yekutieli,2001 ). Empirical Bayesian interpretation of FDR and controlling the same by estimating it for fixed rejection region demands estimate of π 0 and the control sharpens with precision of the estimate (see Storey, 2002) . A good estimate of π 0 can improve FWER-controlling algorithms through increase in power and reduction in False Negative Rate (see, Hochberg and Benjamini, 1990; Finner and Gontscharuk, 2009) . Besides this, π 0 is a quantity of interest in its own right (see Langaas et al.,2005) . For application to astrophysics see Miller et al.(2001) and for application in Neuroimaging see Turkheimer et al.(2001) . Storey and Tibshirani(2003) used cubic spline smoothing method to estimate π 0 . Wang et al. (2011) introduced Sliding Linear Model (SLIM) to accommodate dependence between p-values to the Storey's estimator, originally constructed for independent tests. The above estimators are quite popular in handling genetic data but model based bias corrected estimators can do magic in suitable data if we agree to loose some generality. Cheng et al.(2015) discussed limitations of bias reduced estimator proposed in Qu et al.(2012) . Cheng et al.(2015) reduced bias of Storey's estimator for three different testing scenarios under normal model and variance reduction of their bias reduced estimator has been done in the same spirit as it was done for Storey's estimator in Jiang and Doerge(2008) . In subsection(2.2) of Cheng et al. the authors suggested an index set of tuning parameter λ based on simulation studies but in this article, we propose a new estimator based on sum of all p-values utilizing the expected p-value under alternative hypothesis which is free from such flexible tuning parameters, reducing subjectivity. We also propose an algorithm for estimating π 0 . We achieve this by going a step ahead of Cheng et al. that is, not only computing upper tail probability of p-value under alternative but using this or directly the density to compute structure of expected p-value under alternative and then estimating it by plugging in the effect size estimate as in Cheng et al. This idea of computing expectation of p-value under alternative was also discussed in Hung et al (1997) .
Assume that, the test statistics are absolutely continuous and thus marginal distribution of each p-value under null is uniform over the interval [0, 1] . Marginal distribution of p-value under the alternative hypothesis (density function is denoted by h) is stochastically smaller than the previous one. Throughout this article, p-values are denoted by p i for the i-th null hypothesis, i = 1, 2, ..., m irrespective of it being an observed value or a random variable to avoid unnecessary notational inconvenience and the notation holds the meaning according to situation. So a straightforward model for the p-values is a two-component mixture model:
For notational convenience we introduce two notations: M 0 and M 1 to denote the set of all true null hypotheses and the set of all false null hypotheses, respectively (M 0 , M 0 ⊂ {1, 2, ..., m}) . Obviously, the two sets are disjoint. Let m 0 = #M 0 and m 1 = #M 1 . Thus, m 0 + m 1 = m.
In the next section, we review Cheng et al.(2015) to introduce the background and useful notations. The new estimator is introduced and studied through section 3 and algorithm for computation of the estimator is presented in subsection 3.3. Extensive simulation study is carried out through section 4 to compare performance of the proposed estimator with the estimators suggested by Cheng et al.(2015) and Langaas et al.(2005) . The proposed estimation method is applied to two popular micro-array data-sets in section 5. A small discussion on application and future prospect of the paper is given in section 6.
Review
For a tuning parameter λ in the interval (0, 1) denote Storey(2002) assumed that, W 1 (λ) = 0. Thus,
and proposed an estimator of π 0 as
using the previous equation.
Choice of λ is tricky in Storey's estimator. Storey et al.(2004) proposed bootstrap technique to choose λ such that mean squared error of the estimator is minimized. But,the estimator in (4) has inherent upward bias in it due to the crucial assumption in (3). Without this crucial assumption Cheng et al.(2015) worked out its bias and found the following expression for π 0 :
where, Q(λ) = i∈M 1 Q δ i (λ) is the average upper tail probability and δ i 's are effect size of non-null p-value density denoted by f δ i (p) as discussed in Hung et al.(1997) . Q δ i (λ) is defined as:
For Q(λ) being an estimator of Q(λ) a new bias reduced estimator of π 0 has been proposed in Cheng et al.:
Other important issues like feasible range of the estimator in (7) and variance reduction by average estimate method in Jiang and Doerge(2008) has been discussed in section 2 of Cheng et al.(2015) . The final form of the estimator is given below:
Here, Λ is the index set and choice of the same has been discussed in subsection 2.2 of Cheng et al.(2015) . Algorithm for computation and behaviour of the above estimator is also presented there. Now, we briefly discuss analytical calculation and estimation of the upper tail probability of false-null p-value for three different testing scenarios presented in Cheng et al.(2015) below:
In many simultaneous testing situations, all the m test statistics have the same distribution. This argument helps to derive the density function of p-values under the alternative distribution and hence the upper tail probability of different p-values Q δ i (λ). In this section, we just revisit the calculations of Q δ i (λ). So a fixed δ for a single test will serve our purpose.
For one-sample comparison, let there be a random sample of size n from a normal distribution with mean µ and variance σ 2 > 0. Hung et al.(1997) considered σ 2 to be known and used the conventional Z-statistic for the problem of testing the following one-sided hypothesis:
For X 1 , X 2 , ..., X n being the random sample of size n, let X denote the sample mean. Thus,the test statistic T = √ nX σ follows standard normal distribution, under H 0 . Under H 1 , T is normally distributed with mean √ nδ and variance 1, where effect size δ = µ σ . Hung et al.(1997) provides the explicit expression for f δ (p) and Q δ (λ) as follows:
Here, φ and Φ are respectively density function and distribution function of standard normal variate. Expression in (11) is simply obtained by applying (6) to (10). In subsection 3.1 of Cheng et al., extension of the above discussed methodology is presented for two different cases. The first one addresses the following situation:
As earlier, suppose X 1 , X 2 , ..., X n be a random sample from a normal distribution with mean µ and variance σ 2 . To test,
, where
2 is the sample variance and X is the sample mean. Effect size δ is µ σ
. Then, T follows t − distribution with df = (n − 1) and ncp = √ nδ. Obviously, under the null hypothesis δ as well as the ncp vanishes. The p-value for the testing problem in (12) is given as p = 2(1 − F t n−1 (|t|)), and the density function of p-value under the alternative distribution is the following:
where F t n−1 ,f t n−1 and t p;n−1 denote the distribution function, density function and upperp point of t − variate with df = n − 1. We denote density of non-central t-distribution by attaching the ncp in the subscript as shown in the numerators of (13). Upper-tail probability of alternative p-value is direct from (6):
λ 2 ) for 0 < λ < 1 (2. 14)
The next and last situation addressed by Cheng et al. is quite common in practice, where we are interested in testing equality of expression levels of genes for two groups: Two-sample t-test. Suppose, X i1 , X i2 , ..., X in i be a random sample of size n i from normal population with mean µ i and common variance σ 2 > 0 for i = 1, 2. To test,
Let, X i denote the i-th sample mean and S 2 i be the i-th sample variance for i = 1, 2. Denote the pooled variance by S 2 . Thus, the usual test statistic T =
where the effect size δ is
. As in the previous case, p-value is given by p = 2(1 − F t n 1 +n 2 −2 (|t|)). For the sake of using (13) in this case also, denote n * = n 1 n 2 n 1 +n 2
. Clearly, the density of p-value under alternative is:
;n 1 +n 2 −2 ) 2f t n 1 +n 2 −2 (−t p 2 ;n 1 +n 2 −2 ) for 0 < p < 1 (2. 16) Again, upper-tail probability can be found directly from (6) as:
λ 2 ) for 0 < λ < 1 (2. 17)
Cheng et al. also discussed estimation of effect sizes and proposed an algorithm for constructing π U 0 in section 4.
Proposed Method
Improvement of the estimator π U 0 over π S 0 is largely due to the assumption on the common distribution of the m test statistics which makes way for the reduction of bias in π S 0 . When we agree upon loosing some generality and gaining more efficiency, model based bias reduction is a simple and effective way. An interesting question may be asked: Why we are using only p-values greater than some subjectively chosen λ instead of all the p-values when we are ready to loose some generality? Storey used p-values greater than some suitably chosen constant because the motivation was to form robust conservative estimator of π 0 but when we motivate ourselves to gain efficiency, we find it more logical to use all the p-values as this incorporates all the information in the estimator. Likelihood based approach is one way out but works under independence assumption of the pvalues. Thus, we form a bias corrected summary based estimator. Moreover, the proposed estimator does not require choice of tuning parameters as π 
where, e i = E(p i |i ∈ M 1 ) and let e be the average of expected p-values under the alternative hypotheses, i.e, e = 1 m 1 i∈M 1
Let, e be an unbiased estimator of e and for the usual testing problems, it is quite evident that e < 1 2 with probability 1. Then, from empirical Bayesian interpretation of π 0 , we can take a new estimator of π 0 to be the following:
The above estimator is not bound to lie in the interval [0, 1]. Thus we make necessary modification and propose the following estimator: Practically, the estimator π E 0 cannot be computed as computation of e requires knowledge of the set M 1 . This issue will be discussed later in subsection (3.3). In the following subsection we find expression of e i for different testing scenarios.
Expected p-value under Alternative Hypothesis
For testing m hypotheses simultaneously when all the test statistics have the same distribution, distribution of p-value under alternative is only sensitive to the different noncentrality parameters.Thus we find the analytical expression for e i using the following familiar relations:
Now, analytical expression of e i for three different testing scenarios discussed above is given in this section.
For the testing problem in (9), using (10) in (19) Hung et al. provided the following expression:
For the testing problem in (12), using (14) in (20) we get
(X)} for i = 1, 2, ..., m (3. 22) Here, t n−1(a,b) denotes the density function of t − variate with df = n − 1, truncated on the interval (a, b).
For the testing problem in (15), using (17) in (20) we get e i = E X∼t n 1 +n 2 −2 (−∞,0) {F t n 1 +n 2 −2, √ n * δ i (X)}−E X∼t n 1 +n 2 −2 (0,∞) {F t n 1 +n 2 −2, √ n * δ i (X)} for i = 1, 2, ..., m (3. 23)
Estimating expected p-value under alternative Hypothesis
In the above subsection, all the expressions from (21) to (23) just have their corresponding ncp : δ i 's unknown. Thus a straightforward way of finding e i is to replace δ i by δ i in the above expressions. We use consistent estimators of δ i . Though different sample sizes for different hypotheses is not usually encountered in genomics data , we keep generality in notation to accommodate varying sample size. For the testing problem in (9), δ i = µ i σ . As σ is known, unbiased estimator of δ i is δ i = X i σ . Under alternative as specified in the testing problem, δ i can only be non-negative. thus the consistent estimator of δ i under alternative, i.e, max{0, δ i } is used in (21) to obtain a consistent estimator of e i .
For the testing problem in (12), Cheng et al. provides the following unbiased estimator of δ i :
As in the previous case, noting the direction of alternative hypothesis, we replace δ i by max{0, δ i } in (22) and obtain a consistent estimator of e i .
For the testing problem in (15), we do exactly same thing with the following estimator of δ i :
Here, S 2 i denotes the pooled variance used in the test statistic for (15). It is to be noted that, here the alternative hypothesis is both-tailed. So, adjustment in the feasible range of δ i is not required.
Till now we have only provided the analytical expressions but for implementing the proposed estimator in real situations, estimates are to be computed. Finding exact value of the estimates analytically is near to impossible. Thus employing built in numerical integration package in R is a good idea. Monte Carlo integration can also be used with sampling from the specified truncated distributions using truncdist library in R.
Estimating average of Expected p-value under alternative Hypothesis and Modified Estimator
Note that,
The whole problem in multiple testing is to prepare a dummy for the list M 1 and estimate of π 0 is needed prior to implementation of multiple testing procedures. Thus finding e is impossible. Thus, we may use a dummy for (24) such that we do not commit overcorrection and hence introducing extra upward bias in π E 0 retaining conservative bias of the estimator.
Algorithm:

STEP-1: From an initial estimator
STEP-2: Calculate e i for all i = 1, 2, ..., m.
STEP-3: Arrange them in increasing order, i.e, obtain the list e (1) , e (2) , ..., e (m) . STEP-4: Calculate the following expression:
e (i) (3. 25)
As we have already mentioned that, obtaining (18) is impossible, we obtain the following estimator of π 0 using the algorithm given above:
− e , 0 (3. 26)
Whatever be the set M 1 , e < e, a.s. Thus, π
, which is quite usual. This fact preserves the conservative bias of the estimator.
and the above fact shows that π E 0 decreases as e increases which is quite intuitive and the proposed estimator has this desirable property.
Simulation study 4.1 Simulation set-up
We follow the simulation set-up presented in Cheng et al. where the authors have considered a micro-array experiment with m genes and n subjects. Consider, m = 1000 and n = {20, 40, 60} and perform single sample t-tests for testing
For generating data, m is divided into d blocks of size b. Each set of b genes are correlated with auto-regressive structure with parameter ρ. Thus, the correlation structure for the entire set of genes is a m × m Block-Diagonal matrix with bock size b and repetition number of same block is d.
Denote,
10 10 for i = 1, 2, ..., d. Explicit structure of Σ ρ is given below:
For specified value of π 0 , mπ 0 µ-values are set to be 0,
µ-values are generated from Uniform(0.5,1.5) distribution and remaining are generated from Uniform(-1.5,-0.5) distribution. Then the true and false signals are randomized over the columns of the m × m dispersion matrix. In our study, b = 100 and d = 10 and we validate performance of the proposed estimator with some popular robust estimators for ρ = {0.4, 0.6, 0.8}. As mentioned in Cheng et al., their estimator is in a league of best estimators sharing the space with Convest density estimator (see Langaas et al., 2005) . We compare performance of the proposed estimator only with the following estimators as it will suffice its credibility: 
and,
All the figures are given at end of the article.
Interpretation of results
For n = 20, ρ = 0.4 and ρ = 0.6 case, it is quite clear that, Cheng's estimator beats the proposed estimator when there are at least 50% to 80% differentially expressed genes in terms of MSE though it beats the convest estimator proposed in Langaas et al.,2005 . Still there are two interesting observations: First one is that, with increase in sample size that is when n is 40 or 60, relative performance of the proposed estimator improves. Second observation is: performance also improves with increasing ρ. Thus, from simulation studies, it is quite clear that the proposed estimator performs well for the larger values of the parameter π 0 . Efron(2010) points out that, for practical applications it is quite unlikely that any FDR-controlling algorithm identifies 5000 genes to be interesting out of 10000 genes since the principal objective of analyzing gene expression level data-set gets violated. As the proposed estimator beats the Cheng's estimator toward the higher values of π 0 , for a lot of practical situations this estimator should find its use in real life situations. In other cases, the proposed estimator remains a close competitor. For all the three estimators, slightly negative bias towards the higher values are evident. For constructing adaptive algorithms, this should be taken care of.
Data Analysis
For case study, two popular datasets are used. First one is the Leukemia dataset (see Golub et al.,1999) and the second one is Prostate Cancer dataset (see Efron,2012) . In the first dataset, Bone marrow samples are taken from 47 patients suffering from acute lymbhoblastic leukemia (ALL) and 25 patients suffering from acute myeloid leukemia (AML) and analysed using affymetrix arrays. There are in all 7128 genes. Objective of analysing this dataset is to estimate the proportion of genes which are significantly different among the two groups of patients: ALL and AML. In the second dataset, genetic expression levels for 6033 genes are obtained for 50 normal control subjects and 52 prostate cancer patients. Objective of analysing this dataset is to estimate the proportion of differentially expressed genes. For both the datasets, two-sided two-sample t-test is applicable. We present different estimates of π 0 for both the datasets below. 
Discussion
As the proposed method makes assumption regarding the distribution of expression levels, we should accept the fact that, the proposed estimator cannot be applied in every situation but in most situations the framework holds good as mentioned in Cheng et al.(2015) . In this paper, we propose a simple estimator for π 0 which simultaneously reduces the bias and variance of the existing estimator over a relatively important part of the parameter space. The behaviour of the proposed estimator is studied through extensive simulation studies and the results establish the new estimator to be more precise under some practical assumptions which improves the existing literature. Involvement of numerical or Monte-Carlo integration for each gene makes the proposed method comparatively computation intensive. Whether this extra labour can be compensated by the gain in precision or not, can only be answered by the practitioners. This paper only concentrates on the estimation of π 0 and related questions regarding false discovery rate estimation and adaptive algorithms remain a prospective study in future. 
