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以下のリサーチクエスチョン RQ に答える。 

































































	 アンカーテキスト検索モデルの関連研究に対して Fujii[4]と Dou[5]らの研究を説明する。 







カーモデルは、クエリ q が与えられた条件のもとでページ d が検索される確率 P(d|q)を計算
し、この確率でページを順位つけるものである。Fujii の提案モデルはクエリを単語にブレイ
クダウンし、各単語に対して、文書に関連する確率を計算し、全ての単語の確率をかけてク







型クエリの評価は NTCIR-3 と NTCIR-4 のテストコレクションにより行ったが、これは約
１千万ページしか含まれていない小規模のデータセットである。従って、Fujii の提案モデル
が大規模データセットにも適応できるか否かも検討すべき部分である。  






















































  提案するアンカーテキスト検索モデルの全体的なアルゴリズムは式（１）に示す。 
 
                                                                            （１） 
 
 





  このアルゴリズムは、あるクエリ q に対する文書 d、すなわちウェブページ d の関連度ス






リストである。𝑔(𝑎, 𝑞)はクエリ q に対するアンカーテキストの得点を計算する方法で、具体
的なアルゴリズムは式（２）に示す。 
 
（２）                                                                      
 
 
  𝑠𝑢𝑚(𝑞 ∩ 𝑎) はアンカーテキスト𝑎の中でクエリqのタームが出現した回数の合計で、アンカ
ーテキスト𝑎の単語数で割り、アンカーテキスト𝑎のクエリqに対する一致度を計算する。𝑠𝑢𝑚(𝑞 ∩ 𝑎)はアンカーテキストにクエリの同じタームが複数回出現しても全部数える。𝑛𝑢𝑚(𝑞 ∩ 𝑎)はアンカーテキスト𝑎の中でクエリqのタームが出現した個数で、クエリqの単語
数に割り、クエリqのアンカーテキスト𝑎に対する一致度を計算する。𝑛𝑢𝑚(𝑞 ∩ 𝑎)はアンカー
テキストにクエリの同じタームが複数回出現しても一回だけ数える。そして、クエリのター






































ラメータである。βの値は 0 以上 1 以下の範囲で取る。最後に、合併したスコアに文書 d の重
要度である𝐼Dをかける。文書の重要度はこの文書自身の Pagerank 値とする。 
  図 1 は特定のクエリ q に対するある文書 d の関連度スコアの計算例である。クエリ q は
「macbook air」二つのタームが含まれていて、それぞれの IDF 値は 10 と 5 である。IDF の
値は単語の参照価値を代表している。多くの文書に出現している単語ほど IDF 値が低く、参
照価値も低い。文書 d のクエリに対する関連度スコアを計算するためには、文書 d のアンカ
ーテキスト文書 Ad が必要であり、それをサイト間リンクのアンカーテキスト文書 Da とサイ






が全部アンカーテキストに出現されているので、 (JFG(9∩!)9 )K = (II)Kである。従って、𝑖𝑑𝑓(𝑡)8∈ 9∩! = 5 ∗ 10 = 50である。 Ia1 はこのアンカーテキストのリンク元ページの
Pagerank 値である。五番目のアンカーテキストのスコアを計算すると、アンカーテキストの
二つのタームで macbook だけクエリに含まれているので、EFG(9∩!)! = １Iである。そして、ク
エリの二つのタームで mabook だけアンカーテキストに出現されているので、(JFG(9∩!)9 )K =(PI)K = 0.15である。従って、 𝑖𝑑𝑓(𝑡)8∈ 9∩! = 10である。上記のように両方のアンカーテキス
ト文書の各アンカーテキストのスコアを計算した後、スコアを合併する。合併したスコアに
各アンカーテキスト文書に与えられる減損をかけ、βと1 − βをそれぞれかける。文書 d が含
めているサイト間リンク数はサイト間アンカーテキスト文書内のアンカーテキスト数と相当
で、7 個である。例え、クエリ q に関連する文書が 100 件あって、サイト間リンク数の平均













	 本論文で提案する検索システムで、文書データとして取り扱う ClueWeb12 と言うデータ
セットは、LemurProject3の一部であり、カーネギーメロン大学の Jamie Callan のリサーチ
グループにより、情報検索の研究を支えるために作ったデータセットである。ClueWeb12 は
733,019,372 個の英語ウェブページが含まれていて、2012 年２月 10 日から 2012 年３月 10
日の間にネット上でクローラーを用いてウェブページを収集した。ClueWeb12 は
ClueWeb12—B13 という小さいバージョンも提供している。このバージョンは ClueWeb12 デ
ータ量の 7%に相当するサンプルデータセットである。ClueWeb12—B13 には、33,447 個の
WarcFile が含まれていて、合計 52,343,021 このウェブページが含まれている。 





ージがそれぞれ約 5 億、1 億 7 千万、8 千万、7 千万、5 千万、5 千万、3.7 千万、3 千万、2.7
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千万、1.8 千万個含まれている。このデータセットもカーネギーメロン大学の Jamie Callan
のリサーチグループにより作られた。 
  ClueWeb12 のディレクトリ構成は図 2 にしめす。 
 
 
	          図 2	 ClueWeb12 のディレクトリ構成 
 
  ClueWeb12 ディレクトリには四つのディスクがあって、それぞれ五つのセグメントが含ま
れ、合計で 20 個のセグメントが ClueWeb12 に存在してる。セグメント番号は 00 から 19 ま
で表記され各セグメント中には十数個のフォルダがある。各フォルダには数十個の WarcFile
が含まれている。図のディレクトリの右側で書いている WarcFiles と Records の数値はそれ
ぞれ、各セグメントに含まれている WarcFile 数の合計と Record 数の合計である。 
  ClueWeb12 データセットは、一つのウェブページを一つの Record として表記し、複数の
Record を一つの WarcFile というファイルに保存している。WarcFile のファイル拡張子














































































































  ClueWeb12 データセットには 33,447 個の WarcFile が保存されていて、全部 733,019,372
個の Record が含まれている。ClueWeb12 データセットの圧縮したサイズは 5.54TB であり、
解凍したデータセットのサイズは 27.3TB である。 
	 ClueWeb12 データセットについて更なる情報を取得するために、幾つかの項目に対して統
計を示す。統計結果は表 1 に示す。 
 



























  Record は RcordHeader、HttpHeader、HTML テキスト、3 つの部分で構成されている。
RcordHeader の WARC-TREC-ID 属性は当 Record の ID を表示し、WARC-Target-URI 属
性は当 Record のウェブページの URL を表示している。それ以外も Record 内容の文字数な

















	           図 3	 RecordHeader の例	
 
	 HttpHeader は当 Record のウェブページの Http メッセージが書いている。HttpHeader
の例は図 4 で示す。 
 
 
	           図 4	 HttpHeader の例	
 




3.3.2 Pagerank データ 
  本研究で取り扱う全ての Pagerank は ClueWeb12 データセットで提供している Pagerank
を使っている。この Pagerank は Galago というツールキットを使用して計算した結果であ
る5。 
3.4 テキスト変換 
























Date: Fri, 10 Feb 2012 20:51:42 GMT
Server: Apache/2.2.21 (Unix) mod_ssl/2.2.21 OpenSSL/0.9.8e-fips-rhel5 mod_auth_passthrough/2.1 mod_bwlimited/1.4 FrontPage/5.0.2.2635 mod_jk/1.2.30











• <a>タグ内でリンク先の URL を代表する href 属性がない場合とか、href 属性の値が空
いている場合はそのリンクを抽出しない。 
• <a>タグ内の href 属性に「#」、「javascrip:0」など、どんなアクションも起こらないリン
クも扱わない。 
• <a>タグ内の href 属性に書いている URL の解析は Java の URL クラスの URL 解析フ
ァンクションで行い、解析できない URL はそのリンクも扱わない。 
• <a>タグ内の href 属性に書いている URL のエスケープコードを対応する特殊文字に変
換する。これは、Record の URL はエスケープコードではなく、特殊文字を使っている





  本論文で提案する検索システムは 3 種類の索引が構築されている。提案するアンカーテキ
スト検索モデルはサイト間リンクとサイト内リンクを分けて計算を行うため、索引も分離し
て構築した。各種類の索引はサイト間側とサイト内側二つの索引が含まれている。従って、











クのアンカーテキストとリンクするウェブページの URL の集合である。 
	 テキスト変換を行い、１つのアンカーテキストとリンクを抽出した結果は以下のような形
になっている。 
• リンクするページの URL → アンカーテキスト	 → リンク先ページの URL 
	 ウェブページ索引の構築はこの結果を転置してリンク先ページの URL をキーとして、リ
ンクするページの URL とアンカーテキストペアをバリューとする。そして、キーの URL が
同じのバリューを集める。アンカーテキストはリンク先ページに対して述べる文字列、全て
のアンカーテキストを集まるとリンク先ページを述べる文書が作られ、アンカーテキスト文






	         図 5	 アンカーテキスト文書の例	
   
	 図 5 の例でウェブページ 1 から 4 までの四つのページがそれぞれ、Apple、Macbook、


















































	                図 6	 単語索引の例	
 
  IDF 索引は、全ての単語の IDF 値を取得するための索引である。IDF 索引のキーは一つの










詳細は表 2 で示す。 
	             表 2	ストップワード	
 
a about an are as at 
be by com de en for 
from how i in is it 
la of on or that the 
this to was what when where 
who will with und the www 
 






























































のためのアンカーテキスト検索モデルであるため、MAP と nDCG 二つの評価指標を使用す
る。これから、MAP と nDCG について簡単に説明する。 







	 ここで、I(r)は第 r 位の文書が適合文書であるか否かを表すフラグで、Prec(r)は第 r 位の文
書の精度である。すなわち、平均精度は、検索結果中に適合文書が見つかるたびにその時点
の精度を計算し合計して、それを k に関して平均したものである。 










        （６） 
 
 
  これから nDCG の計算例を示す。まず、高適合文書 2 件と部分適合文書 2 件を持つ検索ク
エリがある。高適合の利得を 2 とし、部分適合の利得を 1 とする。(a)の検索結果は高適合文
書が第 1 位に、部分適合文書が第 4 位にランクされており、(c)の結果は部分適合文書が第 1
位に高適合文書が第 4 位にランクされている。多値適合性を考慮せずに部分適合以上を全て
適合と見なして評価すると、(a)と(c)は同等と見なされてしまう。しかし、nDCG を使って評




    	
	 													図 7	 nDCG 計算例	
4.2 テストコレクション 








TREC14WebTrack8のテストコレクションを使う。TREC14WebTrack は ClueWeb12 を文書
データとして使って、ad hoc タスクと risk sensitive タスクがある。本論文の提案モデルは
ad hoc タスクに該当する。TREC14WebTrack の両方のタスクは同じ 50 個のトピックを使
う。1 個のトピックは、topic number、query、description、type 情報が必ず含まれていて、
下記のような幾つかのトピックには subtopic の情報も含まれている。 
• topic number：トピックの番号、クエリの番号に相当 
• query：トピックのクエリ、検索する際に実際に入力するクエリ 
• description：トピックに対する説明 
































• type：single と faceted がある。single はサブトピックがなく、faceted はサブトピッ
クがある。 
• subtopic：サブトピックは複数あるが、トピックに対するユーザの異なる潜在的のニ
ーズを表す。各サブトピックには type 属性があるが、inf と nav 二つの値が該当され
る。これは、サブトピックが情報型であるか、案内型であるかを示している。inf は情
報型、nav は案内型である。 
そして、図 8 と図 9 はトピックの type が single と faceted である時の例をあげる。 
 
 
											図 8	 type が single であるトピックの例	
 
 
	 									図 9	 type が faceted であるトピックの例	
 
	 TREC14WebTrack のテストコレクションは二種類の適合性判定結果を提供している。第
一種類は judgment file containing one aspect per topic という適合性判定結果で、この適合
性判定結果は、サブトピックを考慮せず、トピックの description により適合性判定を行なっ
<topic number="251" type="single">
  <query>identifying spider bites</query>
  <description>




  <query>tooth abscess</query>
  <description>
 What treatments are available for a tooth 
abscess?
  </description>
  <subtopic number="1" type="inf">
 What treatments are available for a tooth 
abscess?
  </subtopic>
  <subtopic number="2" type="inf">
  What are the dangers/complications of leaving a 
tooth abscess untreated?
  </subtopic>
  <subtopic number="3" type="inf">
  What are the concerns with extracting an 
abscessed tooth?
  </subtopic>
  <subtopic number="4" type="inf">







た。第二種類は、file containing all judgments という適合性判定結果で、各トピックにおい
て全てのサブトピックに対して適合性判定を行なっていた。 
	 TREC14WebTrack の ad hoc タスクにはランが提出されるまでに、クエリのキーワードの
みが提供され、フルトピック情報は提供されない。従って、本論文は 50 個クエリだけ使用し、
クエリのフルピックの情報は取り扱わない。そして、TREC14WebTrack によると ad hoc タ
スクに対して、文書の適合性判定は description により行なっていてと示し、第一番目のサブ
トピックは description と同様だと示した。従って、ad hoc タスクの評価は、テストコレク
ションの適合性判定結果の第一種類の judgment file containing one aspect per topic を使う。 







  テストコレクションのクエリに対する詳細の情報は表 3 と表 4 に示す。表 3 はテストコレ
クションの 50 個のトピックのクエリである。その中で、26 個のトピックの type が faceted
であり、他の 24 個のトピックの type が single である。TREC14WebTrack により、ad hoc
タスクに対して、第一番目のサブトピックは description と同一のものであるため、クエリの
情報型と案内型の分類は第一番目のサブトピックの type により決める。もし type が inf に
なったらこのクエリは情報型であり、typeが navになったらクエリは案内型である。しかし、
トピックの type が single であり、サブトピックがない場合は、そのトピックのクエリを情
報型と見なす。そして、26 個の type が faceted であるトピックの中、23 個のトピックの第
一番目のサブトピックの type が inf であって、3 個のトピックの第一番目のサブトピックの
type が nav であった。従って、50 個のトピックのクエリで、三つのクエリ Q10、Q23、Q28
が案内型クエリである。しかし、Q10、Q23、Q28 のほかのサブトピックを見ると type が inf
である場合も複数あるので、今回は Q10、Q23、Q28 も情報型クエリと見なす。表 4 は各ク


































Q2: history of 
orcas island Q3: tooth abscess
Q4: barret’s 
esopagus Q5: teddy bears
Q6: patron saint of 
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Q7: holes by louis 
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• A2：サイト間モデル、重みあり  
• A3：サイト内モデル、重みなし 
• A4：サイト内モデル、重みあり 
• A5alpha0.1〜A5alpha0.9：サイト間とサイト内の合併モデル、重みなし。𝛽が 0.1 から 0.9 ま
での全部のモデル。 
• A6alpha0.1〜A6alpha0.9：サイト間とサイト内の合併モデル、重みあり。𝛽が 0.1 から 0.9 ま
での全部のモデル。 
• F1：Fujii の提案モデル、サイト間モデル 
• F2：Fujii の提案モデル、サイト内モデル 
• B1：テストコレクションのベースライン(Indri) 
4.3.1 Fujii のアンカーモデル 
	 Fujii の提案モデルは、クエリに対する文書の関連度スコアを計算することではなく、クエ







  式（７）において P(q)は全ページに共通の定数であり、ページ間の相対的な順序に影響を
与えないので無視する。P(d)は、クエリと関係なく、ページ d が選択される確率である。Fujii
は P(d)の計算方法として、文書 d の Pagerank をつかう方法と、文書 d へのリンク数とウェ
ブコレクションにおけるリンク総数の割合、すなわち、最尤推定によって計算する方法を使











  P(t|d)は、ページ d にリンクしている１つ以上のアンカーテキストから無作為に一つのタ
ームを選択した時に、これが t である確率である。P(a|d)は、ページ d にリンクする際によ
く使われるアンカーテキストに対して大きな値をとる。P(t|a)は、アンカーテキスト a でよ
く使われるタームに対して大きな値をとる。P(t|d)の計算は、ターム t が文書 d のアンカー
テキスト文書 Ad 中の各アンカーテキストに出現する確率とこのアンカーテキストがアンカ




	              図 10	 P(q|d)の計算例	
 





である。従って、P(q|d)はP[lmである。そして、P(d|q)は P(q|d)に文書 d の Pagerank
値をかけた点数である。 
4.4 評価結果 
	 前節で紹介した 25 手法について nDCG@10、nDCG@20、MAP@10、MAP@20 の評価を















































	 												表 5	25 手法の nDCG@10、nDCG@20、MAP@10、MAP@20 スコア	
 
 nDCG@10 nDCG@20 MAP@10 MAP@20 
A1 0.1814 0.1508 0.1146 0.0711 
A2 0.1939 0.1637 0.1186 0.0759 
A3 0.2126 0.1945 0.1889 0.1411 
A4 0.1856 0.1684 0.1642 0.1106 
A5alpha0.1 0.2200 0.1981 0.1926 0.1422 
A5alpha0.2 0.2313 0.2063 0.1962 0.1441 
A5alpha0.3 0.2261 0.2048 0.1960 0.1460 
A5alpha0.4 0.2284 0.2035 0.1953 0.1424 
A5alpha0.5 0.2293 0.2047 0.1905 0.1415 
A5alpha0.6 0.2519 0.2235 0.1905 0.1405 
A5alpha0.7 0.2448 0.2189 0.1869 0.1398 
A5alpha0.8 0.2491 0.2202 0.1805 0.1343 
A5alpha0.9 0.2288 0.2000 0.1607 0.1187 
A6alpha0.1 0.1912 0.1706 0.1688 0.1127 
A6alpha0.2 0.2007 0.1776 0.1777 0.1173 
A6alpha0.3 0.1985 0.1779 0.1725 0.1172 
A6alpha0.4 0.2071 0.1810 0.1746 0.1171 
A6alpha0.5 0.2202 0.1893 0.1767 0.1181 
A6alpha0.6 0.2316 0.1998 0.1747 0.1169 
A6alpha0.7 0.2352 0.2012 0.1693 0.1181 
A6alpha0.8 0.2218 0.1999 0.1518 0.1136 
A6alpha0.9 0.2196 0.1982 0.1475 0.1052 
F1 0.0153 0.0127 0.0081 0.0045 
F2 0.1054 0.0915 0.0979 0.0629 
B1 0.2277 0.2475 0.2862 0.2780 
 
  表 5 のスコアは全てのクエリに対して評価を行い、評価結果を平均した結果である。 
	 まず、nDCG の評価結果から説明する。本論文で提案する全てのモデルに対して、
nDCG@10 の評価結果が nDCG@20 の評価結果より高い。すなわち、全てのモデルは 10 位
から 20 位までの検索結果は上位 10 位までの検索結果より検索された関連文書数が少ない。




	 合併モデル A5 と A6 は nDCG@10 と nDCG@20 において、両方共βとアンカーテキストの
重み付けに関わらず全ての手法がサイト内モデルとサイト間モデル A1、A2、A3、A4 より評
価結果が良い。すなわち、サイト内モデルとサイト間モデルを合併すると必ず個別のモデル
より性能が高い。A5 と A6 において、alpha の値が同じである場合、nDCG@10 と nDCG@20
共に、A5 の評価結果はいつも A6 より良い。つまり、合併においても、アンカーテキストに




において、alpha が 0.6 の値をとる時 nDCG の評価が一番良くて、A6 には、alpha が 0.7 の
値をとる時 nDCG の評価結果が一番良い。そして、A5 と A6 両方の alpha による評価結果
は同じパターンを持っている。その両方の手法の評価結果は、alpha が 0.1 から徐々上がっ
て、それぞれ 0.6 と 0.7 になった時ピークになり、alpha が 0.9 になるまでだんだん下げって
行く。A5 の評価が一番良い、alpha が 0.6 をとる時の評価結果と、A6 の評価が一番良い、
alpha が 0.7 の値をとる時の評価結果を比較すると A5 の評価結果がもっと良い。 
  Fujii の手法である F1 と F2 は nDCG@10 と nDCG@20 において、A1 から A6 までの全
ての手法より評価結果がよくなくて、評価点数の差もかなり大きい。F1 と F2 の評価結果を






	 続いて MAP の評価結果を述べる。MAP の結果は nDCG とほぼ同様である。サイト内モ
デルの２つの手法 A3 と A4 はサイト間モデルの２つの手法 A1 と A2 より評価結果が良い。
そして、アンカーテキストの重み付けに関わらずサイト内モデルはサイト間モデルより評価
結果が良い。サイト間モデルは MAP@10 と MAP@20 両方が、アンカーテキストに重み付け
た方が重み付けてない方より評価結果が良い。逆に、サイト内モデルは MAP@10 と MAP@20
両方が、重み付けてない方が重み付けた方より評価結果が良い。 
	 nDCG と異なり、MAP はサイト内モデルが合併モデルの手法より評価結果が良い場合も




らず全ての合併モデルより評価結果がよくない。MAP の評価も nDCG と同様に、A5 と A6
において、alpha の値が同じである場合、A5 の評価結果はいつも A6 より高い。A5 は alpha
の値が 0.2 をとるときに評価結果が一番高いし、A6 は alpha の値が 0.5 と 0.7 をとるときに
評価結果が一番高い。A5 の評価が一番高い手法と A6 の評価が一番高い手法を比べると、A5
の評価がもっと良い。 
	 本論文で提案するアンカーテキスト検索モデルとコンテンツモデルであるベースラインの
MAP 評価結果を見ると、MAP@10 と MAP@20 両方において、ベースラインの評価結果が全
ての提案モデルより高く、この差も大きい。 
	 図 11 は nDCG@10 において A2、A3、A5alpha0.6の 50 個クエリの nDCG@10 の評価結果で















	 													図 11	 A2、A3、A5 において 50 個のクエリの nDCG@10 評価結果	
 
	 A2、A3、A5alpha0.6３つのモデルを選んだ理由は、同じタイプのモデルで評価が一番高いた
めである。そして、nDCG@20 の結果は nDCG@10 の結果とほぼ同じパターンを持っている
ため本節で特に示さない。 
	 サイト間モデル A2 において 50 個のクエリの nDCG@10 評価結果を見ると、評価点数が
0.1 以上になっているクエリが 22 個ある。その中で、0.5 以上は 6 個ある。評価点数が 0.1 以
下になっている 28 個のクエリのうち 18 個の評価点数が 0 になっている。クエリの評価点数
が 0 になっているのは、このクエリの検索結果のランク 10 位まで関連文書が１つもないこ
とを示す。しかし、0.9 以上のクエリは 3 つあり、A3 と A5 より多いし、評価結果が一番高
いモデルも A2 である。 
  続いて、サイト内モデル A3 において 50 個のクエリの nDCG@10 評価結果を見ると、評価
点数が 0.1 以上になっているクエリが 31 個ある。これは A1 より 9 個多いの数値である。そ
の中で、0.5 以上は 6 個ある。この数値は A2 と同じである。評価点数が 0.1 以下になってい
る 19 個のクエリのうち 12 個の評価点数が 0 になっている。これは A2 より 6 個少ない数値
である。 
	 合併モデルである A5 において 50 個のクエリの nDCG@10 評価結果については、評価点
数が 0.1 以上になっているクエリが 31 個で A3 と同じである。その中で、0.5 以上も７個あ
って、一番多い。評価点数が 0.1 以下になっている 19 個のクエリのうち 12 個の評価点数が
0 以下になっている。これは A3 と同じ数値である。 
  合併モデル A5 は A1 と A3 を合併したものである。図 11 を見ると、A2、A3 と A5 が全
部 0 より高い 28 個のクエリに対して、A5 の値が A2 と A3 両方より高いクエリは 6 個、A5
が A1 と A3 の間に値をとるクエリは 19 個、A5 の値が A1 と A3 両方より低いクエリは 3 個
ある。 























	 図 12	 F1 において 50 個のクエリの nDCG@10 評価結果	
 
	 図 12 を見ると、評価点数が 0 になっているクエリがすごく多い。これは前で述べたよう
に、クエリの検索結果のランク 10 位まで関連文書が１つもないことを示す。サイト間モデル
F1 において 0 点より高いクエリは５つしかなく、一番高い点数も 0.2 点しか取っていない。
すなわち、検索結果のランク 10 位まで関連文書が検索されてもその個数が少ないことを示し
ている。サイト内モデル F2 において、0 点より高いクエリは 25 個あり、F1 よりかなり高い
数値である。 
	 図 13 は MAP@10 において A2、A3、A5alpha0.2の 50 個クエリの MAP@10 の評価結果であ
る。ここで、クエリの MAP@10 はそのクエリの AP@10 と相当する。は図の横座標はクエリ
番号を示していて、縦座標は MAP@10 の評価点数を示している。 
 
  







	 サイト間モデル A2 において 50 個のクエリの MAP@10 評価結果を見ると、評価点数が 0.1
以上になっているクエリが 19 個あり、その中で、0.4 以上は５つ、0.5 以上は２つあって、
nDCG@10 の結果とほぼ同じである。評価点数が 0.1 以下になっているクエリが 31 個、評価
点数が 0 になっているクエリが 18 個で、これも nDCG@10 の結果と相当する。評価点数が
0 になっているクエリ番号としては両方相当するが、検索結果の上位 10 位まで関連文書が検
索されないと、nDCG と MAP 両方のスコアが 0 点になるべきである。そして、文書の適合
判定が 0 と 1 にしているのでマイナスの評価点数がない。nDCG@10 の評価結果がマイナス
であるクエリ 8 と 25 を見ると、両方とも 0 以上になっている。これは、２つのクエリの検索
結果に上位 10 位まで関連文書が検索されたが、ゴミ文書がより多く検索されたとか、ゴミ文
書のランクが関連文書より高かったことである。 
  続いて、サイト内モデル A3 において 50 個のクエリの MAP@10 評価結果を見ると、評価
点数が 0.1 以上になっているクエリが 32 個あり、その中で、0.4 以上は７つ、0.5 以上は４
つあって、nDCG@10 の結果より高い方である。評価点数が 0.1 以下になっている 17 個で、
nDCG@10 より 9 個少ない。しかし、点数が 0 以下になっているのは 12 個で nDCG@10 と
同じ結果である。nDCG@10 に評価点数がマイナスであるクエリ 14 と 36 が MAP@10 にお
いて 0 点になっている。すなわち、２つの検索結果の上位 10 位まで検索された関連文書はな
く、ゴミ文書しかないことである。 
	 合併モデルである A5 の MAP@10 の評価結果で、評価点数が 0.1 以上になっているクエリ
が 28 個 A3 より 4 個少ない。0.4 以上は７つ、0.5 以上は４つあって A3 と同じである。評価
点数が 0.1 以下になっている 21 個で、A3 より 4 個多い。A2、A3 と A5 が全部 0 点より高
い 30 個のクエリに対して、A5 の値が A2 と A3 両方より高いクエリは 7 個、A5 が A2 と A3











	 図 14 は、本論文で提案するモデルの中で評価結果が一番高い A5(alpha0.6)とベースライ
ンにおいて 50 個のクエリの nDCG@10 評価結果を示している。A5 において評価点数が 0.1
以上になっているクエリは 31 個、0.5 以上のクエリは 8 個、0.9 以上のクエリは 2 つ、0 に
なっているクエリは 12 個である。ベースラインの評価結果をみると、評価点数が 0.1 以上に
なっているクエリは 29 個で、A5 より少ない。評価点数が０.5 以上のクエリは 8 個で A5 と
同一である。評価点数が 0.9 以上のクエリは 1 個で A5 より少ないが、評価点数が一番高い
モデルは B1 である。評価点数が 0 になっているクエリは 11 個で A5 より少ない。A5 と B1
両方において評価点数が 0 になっているクエリは 7 個である。A5 の評価点数が B1 より高い











	 まず、4.3 節に示した５つのリサーチクエスションについて検討する。 
	 RQ１：アンカーテキストは情報型クエリに対して有用であるか。 
	 本論文で提案するアンカーテキスト検索モデルの A1 から A6 までの全ての手法はアンカ
ーテキスト検索モデル同士である Fujii のモデル F1、F2 より評価結果が良い。そして、評価
結果をかなり向上したため、アンカーテキスト検索モデルの情報型クエリに対する有効性を
向上したと言える。 
	 さらに、本論文で提案するモデルの中で評価結果が一番高い A5 とコンテンツモデルのベ





	 サイト内モデルでは、重みなしの A3 は A4 より結果が良いが、サイト間モデルでは、重み
ありの A2 は A1 より結果が良い。サイト内リンクは自分が自分に参照するもので、リンクの
重み、すなわちリンク元ページの価値は同一であり、サイト間リンクは第三者が自分に参照
することで、第三者によりリンク元ページの価値も異なっていると思われる。 
 合併モデル A5 と A6 において、𝛽の値が相当である場合、nDCG も MAP も全ての重みなし
の手法の評価結果が高い。従って、提案モデルのアンカーテキストのスコアの計算において、
アンカーテキストの重要度として Pagerank の使用は有効とは言えない。 
	 RQ３：サイト間リンクとサイト内リンクのアンカーテキストの情報型クエリに対する有用
性は異なるか。 
	 サイト間モデルとサイト内モデルの評価が一番高い A2 と A3 を比較すると、A3 がより高





	 評価結果が一番高い合併モデルの各クエリの nDCG 評価結果を見ると、50 個のクエリの

























	 最後に本論文で提案するモデルと Fujii のモデルの比較結果に対して考察する。 
	 本論文で提案するアンカーテキスト検索モデルは Fujii のアンカーモデルより評価結果が
良いことで、本論文で提案するモデルが Fujii のモデルより有効であると言える。Fujii のア
ンカーモデル B1 は NTCIR−4 と NTCIR−5 のテストコレクションを用いた検索で案内型ク
エリに評価結果が良かった。しかし、NTCIR−4 と NTCIR−5 のテストコレクションはそれぞ













  本節では、nDCG の評価が一番良かった合併モデル A5alpha0.6の評価結果を基準として、評
価結果の点数が 0 点以下になっているクエリを失敗クエリと見なす、考察する。まず、失敗













クエリ番号 クエリ内容 クエリ情報 
Q5 teddy bears Nav: 0 Key: 0 
Hrel: 3 Rel: 2 
 
Q14 tribe formerly living in 
alabama 
Nav: 0 Key: 0 
Hrel: 10 Rel: 60 
 
Q15 F5 tornado Nav: 1 Key: 3 
Hrel: 1 Rel: 16 
 
Q18 benefits of running Nav: 0 Key: 4 
Hrel: 54 Rel: 73 
 
Q21 halloween activities of middle 
school 
Nav: 0 Key: 0 
Hrel: 3 Rel: 12 
 
Q27 bewitched cast Nav: 0 Key: 1 
Hrel: 29 Rel: 32 
 
Q28 mister rogers Nav: 0 Key: 0 
Hrel: 1 Rel: 3 
 
Q30 view my internet history Nav: 0 Key: 1 
Hrel: 41 Rel: 142 
 
Q36 common schizophrenia drugs Nav: 0 Key: 5 
Hrel: 54 Rel: 64 
 
Q39 benefits of yoga Nav: 0 Key: 2 
Hrel: 24 Rel: 21 
 
Q43 educational advantages of 
social networking sites 
Nav: 0 Key: 9 
Hrel: 59 Rel: 58 
 
Q50 how to find the mean Nav: 0 Key: 0 




あると思われる。クエリ Q5、Q15、 Q21、 Q28 は適合文書がそれぞれ５個、21 個、15 個、







ングを行なっていなかった。実際に、クエリ Q5 の teddy bears に対して、適合文書がリンク
されたアンカーテキストを見ると、ほぼ teddy bear をアンカーテキストとしてリンクされて
いる。teddy bears 以外も benefits、activities、advantages など複数の単語についてステミ
ングを行うことができる。もし、ステミングができたら、検索結果の評価がさらに高くなる
ことが期待される。 
	 最後に、情報検索においてずっと討論されているストップワードの問題。クエリ to be or 




クエリになり、検索する意味がない。Q50 はこの問題と似たような場合である。how to find 
the mean に対してストップワード処理すると find mean しか残ってないが、これは元の how 













思われる。例えば、クエリ Q33、hayrides in pa の中、pa は pennsylvania と略称である。
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