







































































































と し､F(a,㊤(I),ji)のPに 関 す る最 小 化(0(i)
は 固 定)に よ り､ji(I+1)を推 定 し､ 次 い で､



















































































































学習 は確率 的近似法 【7】に基づ く｡確率 的近
似法 とは､ 目的関数が期待値 としてJ(0)
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研究会報告
ゴリズムはEMアルゴリズムに基づいて定式化されて
いる【91が､現在の性能は十分ではない｡つまり､多
くの局所最適解に収束し､十分な推定結果が得られて
いないことを付記しておく｡
ヘルムホルツマシンの場合､a,Zが離散値をとる
という制約はあるが､式(18)でaEを観測データ､I
を隠れユニットの状態､Jをネットワークのユニット
の出力､W を結合重みに各々対応させると､ヘルム
ホルツマシンを､潜在変数モデルの一形態と見なすこ
とができることは明らかであろう｡この場合､大局的
に非線形なモデルとなっている｡即ち､ヘルムホルツ
マシンは､非線形潜在変数モデルのネットワーク実現
と言える｡
4 まとめと今後の課題
本稿では､分布推定のための確率ニューラルネット
ワークとして近年捷案されたヘルムホルツマシンにつ
いて概説し､更に､潜在変数モデルというより上位の
視点でヘルムホルツマシンを概観し､従来の多変量統
計解析手法との関係について概説した｡
ヘルムホルツマシンの学習別は統計物理のアナロ
ジーを用いて自由エネルギー最小化の枠組みで定式化
されているが､その理論的安当性は不完全データから
の最尤推定という統計の基礎理論に基づいている｡
ヘルムホルツマシンは従来の線形潜在変数モデルを
非線形に拡張したものとして興味深いモデルである
が､線形潜在変数モデルの混合モデル(混合線形ガウ
スモデル)も強力な対抗馬と言える｡大局的な非線形
モデルと局所線形の混合モデルとの差はアプローチの
差であり､便劣を一般的に論じることは困難であり､
今後実用面で評価すべきであろう｡いずれにしても､
重要な事は､これらが従来の統計モデルの焼き直しで
はなく､非線形に拡張した新たなモデルとして位置づ
けることができることである｡
しかしながら､潜在変数モデルに基づく確率ニュー
ラルネットワークの研究はまだ始まったばかりで､次
元の決定法､学習法等の実用面での本質的な問題を残
しており､今後の更なる発展が期待されている｡尚､
本稿で概説したヘルムホルツマシンの学習は明らかに
教師無し学習であるが､教師有り学習等の様々な変種
も提案されている｡これについては文献【3】を参照さ
れたい｡
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