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ABSTRACT 
Author: Muhammed Arif Okur 
Title: Neural Network Fatigue Life Prediction in Notched Aluminum Specimens 
from Acoustic Emission Data 
Institution: Embry-Riddle Aeronautical University 
Degree: Master of Science in Aerospace Engineering 
Year: 2010 
This purpose of this research was to identify fatigue crack growth and predict failure for 
7075-T6 aluminum notched bars under uniaxial tensile loading using acoustic emission 
(AE) data. The experiments performed in this study extend the results obtained by 
previous researchers who used maximum cyclic loads of 4,000, 3,000, and 2,000 pounds 
at a stress ratio of R = 0.0 and a frequency of 1 Hz to perform the fatigue tests. For this 
research the cyclic load remained at 2,000 pounds, but an additional ten specimens were 
tested in order to increase the amount of AE data available to the backpropagation neural 
network (BPNN) for prediction of cyclic life to failure. In addition, the AE data obtained 
from cyclic testing were filtered and successfully classified using a Kohonen self-
organizing map (SOM) to identify the plane stress and plane strain failure mode data. 
Furthermore, the early cycle (< 25% of fatigue life) AE amplitude distribution data from 
the test samples were used to predict fatigue lives using the BPNN. The increased AE 
data from the ten new specimens allowed the neural network to predict fatigue lives on 
ten total samples with a worst case error of -9.39%. The prediction results are presented 
along with comparisons to the previous research. Thus, neural network analysis of 
acoustic emission data provided both accurate fatigue life prediction and classification of 
the failure mechanisms involved. 
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CHAPTER 1 
I N T R O D U C T I O N 
Acoustic emission (AE) technology is a cutting edge nondestructive testing (NDT) 
method that provides accurate real time monitoring of complex aircraft structures for both 
location and classification of flaw growth. Whether failure occurs under monotonic or 
repetitive loads, acoustic emissions are capable of providing a picture of developing 
flaws. Since the majority of aging aircraft structures are composed of aluminum, a 
valuable method to determine metal structural failure by fatigue is greatly sought after. 
AE is an ideal method for the identification of fatigue failure due to the cumulative effect 
of low cyclic loads and where the evidence of failure is not easily visible because of its 
volumetric nature. 
This paper expands on a previously proposed technique for developing characteristic 
graphs to analyze and identify failure mechanisms from AE fatigue data. The AE data 
are analyzed using a mathematical modeling technique to calculate average frequency as 
the primary AE parameter based on the wave velocities associated with each failure 
mechanism. Furthermore, verification of these classifications is performed using an 
unsupervised Kohonen self-organizing map (SOM) neural network. The Kohonen SOM 
neural network is given both the filtered and unfiltered AE data from testing and allowed 
to perform pattern recognition from the AE waveform parameters. A total of twenty 
specimens were tested using tensional cyclic loading until complete failure with real time 
AE data being recorded throughout the fatigue crack growth process. The loading 
condition used in this research is known as low cycle fatigue (< 10,000 cycles to failure) 
wherein the tensile load was cycled between 0 and 2,000 pounds at a frequency of 1Hz. 
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CHAPTER2 
TECHNICAL BACKGROUND 
2.1 Overview 
This section provides a brief description of the methods used in acquiring the AE data 
and the functionality of the applied neural networks. Additionally, the fundamentals of 
acoustic emission parameters will be addressed with some insight as to what type of 
graphs should be analyzed to characterize fatigue failure mechanisms. Furthermore, a 
study of the ambient and mechanical noise signatures will be explained in order to 
distinguish between AE data and noise. Noise is considered to be any data that was 
acquired that is not caused directly by fatigue crack growth. Finally, the choice of the 
neural networks to classify failure mechanisms and to accurately predict fatigue lives is 
discussed. 
2.2 Acoustic Emission and Failure Mode Identification 
By definition, NDT provides a means for examining materials and structures without 
disruption or impairment of serviceability [1]. Nondestructive testing makes it possible 
for internal properties or hidden discontinuities to be revealed or inferred. 
Nondestructive testing procedures are classified according to how they detect structural 
defects relative to the surface of a test object. Test methods are differentiated into two 
main categories: surface and volumetric techniques. The volumetric technique of choice 
here is acoustic emission. 
Acoustic emissions are the elastic energy bursts impulsively released by materials when 
they undergo even the smallest deformations under loading. These stress waves are 
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generated from several possible sources occurring simultaneously or intermittently. In 
metals the sources of failure mechanisms typically include crack growth, moving 
dislocations, slipping, grain boundary sliding, and fracture of inclusions [1]. These 
occurrences are sensed by piezoelectric transducers and digital representations of their 
waveforms are recorded by an acoustic emission data acquisition system as illustrated in 
Figure 1. 
i Signal 
Conditioner 
& 
Event 
Detector 
^ \ 
_J 
—r I 
XXX Post-Processor | | 
Figure 1: Typical Acoustic Emission Data Acquisition System [1] 
This research used resonant piezoelectric transducers with a primary frequency of 150 
kHz. The AE transducers were acoustically coupled to the specimen using hot melt glue; 
thus, any stress waves that surpass the pre-set amplitude threshold after hitting the 
transducer faces were converted into electrical signals of voltage versus time. A hit is an 
individual signal captured by the transducer above the threshold. Each hit can be 
quantified by five main acoustic emission parameters. These parameters include rise 
time, amplitude, duration, counts, and MARSE (mean area under the rectified signal 
envelope) also known as energy. Figure 2 features these AE parameters that characterize 
a typical hit. 
3 
Computer 
Figure 2: Typical Acoustic Emission Signal [2] 
Once these waveform hits are characterized using the above parameters, the test AE data 
are used to develop plots that allow identification of the failure mechanisms. The most 
informative plot is the amplitude histogram which features hits/events on the y-axis and 
amplitude on the x-axis as shown in Figure 3. This graph typically contains several 
humps, each of which is comprised of a failure mode. 
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Amplitude Histogram 
Amplitude (dB) 
Figure 3: Amplitude Histogram Showing Multiple Humps 
The second plot of interest is amplitude versus average frequency as shown in Figure 4. 
This is a point plot that portrays clusters of data related to failure mechanisms. Here data 
are classified based on calculated average frequencies (counts divided by duration) and 
the amplitude of each hit. This plot discriminates between noise and the real fatigue data 
emerging from the fatigue crack growth. 
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Figure4: Amplitudevs. Average Frequency 
The third plot of significance is duration versus counts as shown in Figure 5. This is a 
point plot that normally results in straight lines emanating from the origin. 
6 
Counts 
Figure 5: Typical Duration vs. Counts Plot (Three Possible Failure Mechanisms) 
Each chart is distinctive in characterizing AE data. For instance, every hump in Figure 3 
illustrates a failure mechanism that has an amplitude distribution associated with it. Most 
of these humps possess an overlap between the failure mechanisms or noise which is 
common to both failure mechanisms. It is even possible for noise to have its own 
separate hump. This can be identified once the noise signature is obtained. Similarly, 
Figure 4 is a point plot which illustrates several clusters, each of which symbolizes a 
failure mechanism. Finally, the plot of Figure 5 shows a linear relationship between 
duration and counts for a specific failure mechanism. Each line drawn between these 
points represents an average frequency (inverse of the slope) that is associated with that 
failure mechanism. If the data points are too scattered, then multiple lines can be drawn. 
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In this case, two assertions can be made: one that the failure mechanism has multiple 
modes residing inside the main mechanism and secondly that the failure mechanism has 
noise which has not been filtered properly. In the first case, a physical approach to that 
failure mechanism must be taken in order to properly classify the different modes within 
it. In the latter case further investigation of noise data is necessary. The three plots 
specified here help to identify the failure mechanisms occurring in the test specimen from 
the acoustic emission parameters. 
For uniaxial fatigue tests, the AE data typically fall into three classifications: plane strain 
fracture, plane stress fracture, and noise data. Note that overlapping of each classification 
will cause a mixed mode, but it does not call for a separate category. One especially 
prevalent form of noise is comprised of multiple cascading hits that have been improperly 
interpreted by the AE system as a single hit. 
PDT 1 
« H 
Figure 6: Waveform with Setup Parameters [3] 
These multiple hit data (MHD) are shown in Figure 6 as the humps above the threshold, 
and can originate from the continuous hydraulic machine noise throughout the 
experiment. Another source of multiple hit data typically occurs at high loads as the part 
emits large amounts of AE data as it cascades exponentially to failure. Usually, both of 
these MHD noise sources may have to be edited out prior to neural network fatigue life 
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prediction. However, this research attempted fatigue life prediction including MHD 
noise, and then filtered it out to determine the robustness of the neural network system. 
Fatigue crack growth identification and monitoring using AE data introduces several 
challenges due to the sensitivity of the piezoelectric transducers. The transducers capture 
not only the flaw growth activity on the order of a billionth of an inch, but any ambient 
noise as well. It is therefore necessary to apply the proper filtering to eliminate the noise 
and then categorize the remainder of the data into the relevant failure mechanisms. 
2.3 Introduction to Artificial Neural Networks 
Artificial neural networks (ANNs) are mathematical algorithms that operate similar to the 
mammalian brain which can clearly identify complex patterns in nonlinear data space if 
trained properly. Ultimately, the data obtained from AE fatigue testing are used to 
perform pattern recognition of failure mechanisms using a Kohonen self-organizing map 
(SOM) neural network and prediction of the number of cycles to failure using a 
backpropagation neural network (BPNN). 
AE events are a subset of hits data with explicit timing parameters used for flaw location. 
Event data are ideal for performing manual classification and for initial analysis of the 
failure mechanisms. However, here the events data provided insufficient information to 
train a neural network for classification and prediction objectives. To overcome this 
problem, hits data were utilized instead for both the SOM and BPNN neural network 
analyses. The AE hits sample set is considerably larger in size and provides an 
alternative to the events data without losing any of the spatial relationships that exist 
between the AE parameters. The disadvantage of using hits data is the possible data 
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corruption due to unfiltered noise. In neural network classification analysis this 
contamination does not pose too much of an obstacle because it is recognized and 
classified as a separate category. 
2.4 Kohonen Self-Organizing Map 
The Kohonen SOM is an artificial neural network developed to perform pattern 
recognition of nonlinear data in order to classify failure mechanisms on the principle of 
competitive "soft" learning. This means that once the best artificial neuron or processing 
element (PE) is determined, based on minimum Euclidean distance, not only its weight 
but the weights of the neighboring PEs are also updated to best reflect the input space. 
The goal of this network is to model an unknown distribution of the multidimensional 
input space by a topological map of lower dimensionality. 
Structurally, the Kohonen SOM is a fully connected, two layer linear network as shown 
in Figure 7. The two layers are defined as the input layer and the 2-D Kohonen layer. In 
this example there are D inputs which can be classified into up to eight categories (eight 
Kohonen layer neurons). The two layers are connected by weight functions which are 
updated during the training phase to best classify the input parameters [4]. The PEs in 
the Kohonen layer shares no physical interconnections to each other; however, there are 
lateral interactions between neurons established by the neighborhood function. 
10 
x, x2 x 0 
Figure 7: Typical SOM Neural Network [5] 
The neighborhood function ties the PE's to each other based on a similarity metric which 
is not an option in a winner-take-all or hard competition networks. It is important to 
realize that neighborhood refers to the physical proximity of the PEs, and not how close 
their weight vectors are to each other. The adjustment of neighboring PE weights is 
crucial in maintaining the order of the input space. This means that the projections 
created by the soft competition captures the meticulous features of the input data space. 
In other words, if two inputs are mapped close to each other in the Kohonen layer, then 
the two inputs are going to be close in the input space as well [5], 
2.5 Backpropagation Neural Network 
The BPNN is another form of ANN that is designed to function on the principles of the 
human brain. It is a mathematical scheme that operates a series of artificial neurons or 
PEs, Figure 8, to classify and predict on highly complex nonlinear data. This type of 
artificial intelligence is emerging as a powerful way to perform predictive learning and to 
solve problems related to pattern recognition, image processing, and data simplification, 
especially in the presence of noisy data. 
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Structurally, the network consists of at least three layers: an input layer, a hidden layer, 
and an output layer, as depicted in Figure 9. Based on the nature of the problem being 
solved the input layer consists of a distribution which is fed to the PEs in the hidden 
layer. The PEs in the hidden layer are connected to this input via weight functions with 
values between [0, 1]. The artificial neurons in the hidden layer then sum the weighted 
inputs and process the information through a sigmoidal (S-shaped) hyperbolic tangent 
{tantl) activation function. The hyperbolic tangent activation function scales the output 
between [-1, 1] as shown in Figure 8. The number of neurons in the hidden layer is 
chosen based on the number of failure mechanisms being explored along with an 
additional bias neuron that accelerates the error convergence in backpropagation 
algorithm. For acoustic emission applications, an appropriate rule of thumb for the 
number of neurons in the hidden layer was proposed by Hill et al. [6] as 
Number of neurons in hidden layer = 2/7 + 1 
where n is the number of failure mechanisms. The output from the hidden layer is then 
passed to the output layer where it is finally compared to the desired value for computing 
the error. 
The BPNN is a multilayer network that is trained on error correction learning which 
means that the desired output of the system must be known prior to applying any inputs 
to the network. It is important to realize that the network is initialized by first computing 
the local errors at the output layer then back towards the input layer. Thus, there is an 
inherent backward flow of computed error data in this network as seen in Figure 10. The 
system initiates by inputting an AE amplitude distribution through the network to find an 
output and the error associated with this output. This error is reflected back as input to 
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the output PE. In this case the output desired is the number of cycles it takes for the 
specimen to completely fail. Then, based on the principles of gradient descent, the error 
in the previous layer or the hidden layer can be found. This process is repeated until the 
input layer is reached. It must be realized that during the backpropagation of errors only 
the initial or old weights are used. Once the errors are calculated for all of the inputs the 
delta rule is used to compute the new weights for the input-to-hidden layer and hidden 
layer-to-output layer of the network. This process iterates until convergence is attained 
on a predetermined RMS value set by the user [4]. 
Once the network is trained the weights represent the optimum values that provide the 
best match between the inputs and desired outputs. The network is now ready to be used 
for prediction or testing on new data with similar characteristics. 
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CHAPTER3 
EXPERIMENTAL PROCEDURE 
3.1 Overview 
This section provides details regarding the physical aspects of the aluminum specimens 
with a detailed 2-D drawing. Furthermore, the settings of the hand held Pocket AE data 
acquisition system are also documented along with the experimental set up of the entire 
procedure to perform the fatigue tests. 
3.2 Aluminum Test Specimens 
All test specimens were manufactured from 7075-T6 aluminum with the dimensions 
given in Figure 11. A total of thirty-five specimens were utilized for this project. In the 
original research [7], four specimens were designated as Tl to T4 and were used to 
become familiar with the testing procedure and specimen behavior. This research used 
an additional five specimens designated as T5 to T9 for verification and calibration of the 
MTS machine after it went through maintenance. The remaining specimens were listed 
in numerical order from Jl through J15 and J21 through J31. However, due to a faulty 
transducer and loading conditions, Jl through J4, J6, and J28 were determined to yield 
invalid data. Therefore, the twenty specimens that provided all the AE data for this 
project were J5, J7 through J15, J21 through J27, and J29 through J31 as displayed in 
Table 5. Furthermore, note that reference designators J16 though J20 were not used since 
those samples were identified as T5 through T9. 
All the specimens were marked with a black transverse line one inch from each end as 
shown in Figure 11. These lines served for proper alignment of the clamping grips that 
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hold and place the specimen in the MTS fatigue machine. Additionally, two lines 
denoting the centerline location of the AE transducers were drawn at 3 and 10 inches 
measured from the top (left hand) end of the specimen; thus, providing a seven-inch 
spacing between the center point of each of the two transducers. This unequal placement 
was used in conjunction with known wave propagation speeds to verify that the acoustic 
emission data were being acquired from the correct location. 
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Figure 11: 2-D Specimen Specifications 
3.3 Pocket AE Preparation 
The Pocket AE device used for data acquisition includes several parameters that require 
proper settings before the experiment can be initiated. The parameters that were adjusted 
from the default values are listed in Table 1. Detailed information on the setup of the 
Pocket AE instrument is given in Appendix A. 
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Table 1. Pocket AE Setup Parameters 
Standard Setup 
Threshold Chi & Ch2 - 30 dB 
Timing Parameters 
Max Duration = 2 ms 
Peak Definition Time (PDT) = 300 us 
Hit Definition Time (HDT) = 600 us 
Hit Lockout Time (HLT) = 500 us 
3.4 Test Procedure 
Once the specimen was mounted in the fatigue 
machine, the MTS 407 Controller, MTS 464 Data 
Display, and MTS 410 Digital Function Generator 
were calibrated to apply and monitor load settings. 
First, the upper grip was activated using the 
hydraulic grip controller, Figure 12, and the grip
 F j g u r e ^ G r j p C o n t r o | | e r 
teeth were aligned with the black marker lines located 1 inch from each end. The grip 
handle was turned clockwise to close the upper grip and hold the specimen. Next, the 
MTS 407 Controller, Figure 13, has two main feedback types to operate the machine: 
AC1 and DC2. In AC1 setting the lower grip head can be adjusted vertically to match the 
length of the specimen. This was done by adjusting the AC1 set point which changed the 
position of the lower grip until the lower grip teeth are aligned. The bottom grip was then 
turned clockwise to lock the specimen in place. Finally, the vertical alignment of the 
specimen was verified using a bubble level. Note that the operator should verify that the 
specimen is not in compression after both grips are clamped in place. Caution should be 
used when operating the MTS machine, and extra attention to safety should be 
considered. 
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Once the hydraulic grip controller was set up and the specimen was mounted as shown in 
Figure 15, the MTS 407 Controller was changed from AC1 setting to DC2 setting. This 
setting changes the controller from displacement control (inches) to load control (pounds) 
mode. m j 
Figure 13: MTS407 Controller 
«t 
<464 D A T A DISPLAY 
- taOH '/% RANGE 1 L*S 
% RANGE 1 L * » 
Figure 14: 464 Data Display 
Figure 15: Mounted T1 Specimen 
Initially, DC2 was set to 0 pounds, and the reading was verified on the MTS 464 Data 
Display. In the same setting, the load function was selected to be a sine wave. This 
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selection also allows for choosing a load frequency and the mean for the amplitude range. 
The mean amplitude was set to -1,000 lbf with a span setting of 1,000 lbf as displayed in 
Figure 14. This meant that the specimen would cycle between 0 and -2,000 lbf with the 
mean reference point being -1,000 lbf. Here the negative sign indicated that the specimen 
are in tension and experienced a tensile load when the lower grip moved downwards. 
With the grips positioned correctly and the load function set up, then the specimen and 
transducers were both cleaned using isopropyl alcohol. Subsequently, both the R15a 
transducers were coupled to the specimen using hot melt glue at a 45 degree angle. The 
transducers were then connected to the Physical Acoustics Corporation (PAC) Pocket AE 
data acquisition device using cables to Channels 1 and 2. Next, putty was placed around 
the specimen between the grips and AE sensors in an attempt to damp out some of the 
grip noise. 
The fatigue test was now ready to be started. The start button from the Pocket AE menu 
was selected, and ACQUIRE was pressed. The file was saved using an appropriate test 
name. The LOW button on the MTS 407 Controller was pressed followed by HIGH. 
The final step was to verify that the MTS read close to -1,000 lbf, the mean set point 
reference value, and then simultaneously press RUN on the Controller and OK on the 
Pocket AE to record the AE data. 
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CHAPTER4 
AMBIENT NOISE SIGNATURE AND CHARACTERISTICS 
4.1 Overview 
In order to perform average frequency analysis of the failure mechanisms it is necessary 
to determine the ambient noise characteristics that are always present and color the AE 
output from each test specimen. Two noise tests were performed with a typical specimen 
mounted in the MTS machine. The specimen was not loaded, but the machine was 
switched on for approximately two minutes with the Pocket AE actively acquiring data 
on both channels. For each test the average frequency histogram was graphed, but due to 
the similarity between the two, only one test result is displayed, Figure 16. This 
histogram displays the noise thresholds that can be used to perform filtering of the AE 
data from the Pocket AE. 
4.2 Noise Determination 
The noise average frequency histogram in Figure 16 was dominated by low frequencies 
ranging between 0 kHz and 25 kHz. Additionally, high average frequency noise was also 
present at the discrete frequencies of 125 kHz, 143 kHz, 167 kHz, 200 kHz, 333 kHz, 500 
kHz, and 1000 kHz. Upon closer inspection of the AE parameters of the noise data it was 
determined that noise characterization can be decomposed into three fundamental 
regions: low average frequency noise, multiple hit data, and high average frequency noise 
occurring at the above stated values. 
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Figure 16: Noise Test Average Frequency Histogram 
The low average frequency noise data consisted of very low counts, typically less than 
10, with the rise time (RT) parameter almost matching the entire duration (D) of the 
signal. This implied that only half of the hit was captured, and the remaining portion of 
the hit was not stored in the data buffer. Additionally, the absolute energy values 
associated with these hits were several orders of magnitude smaller than the energy of the 
AE emission resulting from crack growth. The absolute energy is derived from the 
integral of the squared voltage signal divided by the reference resistance of 10 KQ over 
the duration of the AE emission waveform packet. This range is given between 
9.3 1 * icT4 and 1.3 1025> io6atto Joules (aJ) [1]. Another conspicuous quality of this data 
set was that several hits had rise times (RTs) of zero which indicates that the first half the 
signal was completely missing, and only the data after the signal peak was being 
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captured. Table 2 displays a sample of the AE parameter data for low average frequency 
noise. 
Table 2: Low Average Frequency Noise Data 
RT(ns) 
1393 
401 
0 
0 
0 
C 
2 
1 
1 
1 
1 
D(ns) 
1394 
401 
401 
361 
363 
A(dB) 
31 
30 
31 
30 
30 
A-FRQ (kHz) 
1 
2 
2 
3 
3 
CP 
2 
1 
1 
1 
1 
ABS-ENERGY (aJ) 
1.77E+01 
1.19E+01 
5.75E+00 
3.59E+00 
1.14E+01 
Multiple hit data also occur at low average frequencies and are much harder to 
distinguish from the low average frequency noise set in Table 2. However, multiple hit 
data are produced when two signals appear as one due to improper settings of the timing 
parameters: hit definition time (HDT), and hit lock out time (HLT). Consequently, this 
data set consisted of noticeably long rise times and very long durations, typically greater 
than 200|LIS. The counts associated with this data set varied significantly ranging from 
low values in the single digits to several hundred caused by very long duration signals. 
Even though the durations were very long, the energy associated with these data were 
quite small, as the hits did not exceed the minimum amplitude threshold significantly. 
Table 3 displays a sample of the information pertaining to multiple hit data. 
i i 
Table 3: Multiple Hit Data 
RT fog) 
1638 
1514 
11236 
1599 
476 
4158 
1504 
279 
8033 
C 
5 
4 
28 
8 
7 
47 
47 
11 
217 
D(|is) 
2033 
2070 
11962 
1802 
1859 
8732 
9562 
1923 
11999 
A(dB) 
34 
32 
33 
34 
32 
34 
33 
33 
37 
A-FRQ (kHz) 
2 
2 
2 
4 
4 
5 
5 
6 
18 
CP 
4 
3 
27 
7 
3 
20 
8 
2 
140 
ABS-ENERGY (aJ) 
3.03E+01 
2.46E+01 
2.08E+02 
4.76E+01 
3.84E+01 
2.05E+02 
2.28E+02 
4.82E+01 
6.99E+02 
High average frequency noise spans over an extensive range given by average 
frequencies between 125 kHz and 1000 kHz, as displayed in Table 4. However, the 
entire range is not obscured with noise, but rather these hits exhibit certain discrete 
values. The data consist of very low counts, typically less than 5, which are consistent 
with the short signal durations which are less than lOps. Typically, the energy related to 
these hits is considerably higher in comparison to low average frequency noise and 
multiple hit data. 
Table 4: High Average Frequency Noise Data 
RT(ns) 
1 2 
0 
6 
2 
0 
1 
1 
0 
c D(ns) 
8 
7 
6 
5 
4 
3 
2 
1 
A(dB) 
33 
31 
31 
31 
31 
31 
31 
31 
A-FRQ (kHz) 
125 
143 
167 
200 
250 
333 
500 
1000 
CP ABS-ENERGY (aJ) 
1.299 
685216 
643321 
589323 
458983 
406847 
193648 
163856 
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The AE data acquired previously were then filtered based on the observed noise 
characteristics. As such, all hits with average frequencies lower than 25 kHz and higher 
than 125 kHz were eliminated as low frequency noise and multiple hit data, or high 
average frequency noise. 
CHAPTER5 
RESULTS 
5.1 Overview 
This section details the experimental results obtained from fatigue testing along with 
quantitative modeling of these results using linear elastic fracture mechanics. 
Furthermore, frequency analysis is performed based on wave propagation velocities using 
aluminum dispersion curves which associate failure mechanisms to specific frequencies. 
In addition, results include classification plots obtained using the Kohonen SOM that sort 
the AE data into its two distinct failure modes: plane stress fracture (Mode I tensile 
cracking), and plane stress (Mode III tearing). Also, optimized BPNN prediction results 
are presented for a partially filtered data set; prediction results are also presented using 
25%, 50%, and 75% of the partially filtered testing file. Finally, the Kohonen SOM 
filtered data set is also tested using a BPNN and conclusions drawn regarding the 
adaptability of a BPNN to predict in the presence of noisy data. 
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5.2 Fatigue Testing Experimental Results 
The experimental cycles to failure for each specimen under fatigue are given in Table 5. 
Table 5: Experimental Low Cycle Fatigue Results 
Specimen 
J5 
J7 
J8 
J9 
J10 
Jl 1 
J12 
J13 
J14 
J15 
J21 
J22 
J23 
J24 
J25 
J26 
J27 
J29 
J30 
J31 
Time to Failure at 1 Hz 
Minutes 
14 
14 
14 
14 
14 
13 
16 
13 
13 
13 
14 
13 
15 
15 
16 
14 
17 
14 
17 
17 
Seconds 
21 
57 
12 
7 
20 
59 
56 
39 
11 
36 
59 
0 
35 
8 
30 
44 
26 
49 
36 
7 
Average Cycles to Failure 
Cycles to Failure 
861 
897 
852 
847 
860 
839 
1016 
819 
791 
816 
899 
780 
935 
908 
990 
884 
1046 
889 ' 
1056 
1027 
901 
5.3 Fatigue Crack Modeling Using Linear Elastic Fracture Mechanics 
Fatigue crack growth rate falls into three regions: crack nucleation, linear elastic crack 
growth, and unstable rapid crack growth to failure. For isotropic materials like 
aluminum, the linear elastic fracture crack growth rate can be described by Paris's law, 
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with C
 pE being an empirical parameter that depends upon material properties, load 
frequency, and the mean load of the fatiguing process The approach to failure 
calculation is presented by Collins [8]. The matenal and geometric properties required 
for this analysis are first defined as follows 
Specimen length L = 15 o in Specimen width w = l o in 
Specimen thickness / = o 10 in 
Applied load P = 2,000 lb( 
Fracture toughness K .„ =23 0 ks/yfin 
Initial crack length a = 0 20 in 
Yield pointer = 73 0 ksi 
For plane strain fracture to occur the following thickness condition must be met 
t^ 2 5 ' " ^ 
^ypi 
Substituting the appropriate values yields the result that for plane strain fracture to occur 
the thickness has to be greater than or equal to 0 248 inches Since all test specimens are 
0 10 inches thick, the plane stress fracture condition is predominant 
The critical stress intensity factor is given by the expression 
Kc K ic , +7 
\ 4f K/C^ 
yaypj 
Substituting the listed values yields the result that 
Kr=K.r\\ + z- — =3548AW//7 
°
 /C[ 0 1 2 l ? 3 J 
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Thus, K
 ir is now replaced by Kr The critical crack length is then determined using the 
following expression: 
*cr = <-) 
1 f" K, Y 
L
 / / max J 
Here, C . is a material constant that depends on material geometry and is determined 
from Figure 17 
1.2 
3. 
I 
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1 1 1 it 1 1 1 
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Figure 17: Stress Intensity factor K( for Single Edge Notch Specimen [8] (p. 66) 
For a ratio of —— = — = 0.2 , using the plot results in the following: 
w 1.0 
28 
a .
 3
~ 
C / ( 1 - — ) 2 = 0.98 
' w 
Thus, 
C
 t = 1.3696, 
and the maximum tensile stress applied to the notch is 
P 2000 G
 T = = = 25 ksi. / m a x
 Area (o.i)(0.8) 
Then critical crack length may be solved for as follows: 
acr = ( - ) 
n 
35.48 
2 
= 0.342 in. 
L(1.3696)(25). 
For 7075-T6 aluminum the stress intensity factor is given by Niu [9] as 
A/f = <7 (\- R)m4ia 
/max 
Given the initial notch (crack) length of 0.200 inches it is desired to determine the 
number of cycles it takes for the crack to grow to the critical crack length of 0.342 inches 
where abrupt failure occurs. Crack growth is assumed to follow Paris' law; thus, the 
crack growth is divided into seven equal growth intervals or steps. Each interval is added 
incrementally to the initial crack length of 0.200 inches until the critical length is reached. 
These calculations are shown in Table 6. At each incremental step, A/C from the above 
equation is calculated, and the fatigue graph of Figure 18 is read for the corresponding 
crack growth rate da/dN for a stress ratio of R = 0.0 (marked by the cross symbols). 
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Figure 18: Crack Growth Rate Graph tor Aluminum 6061-T6 [9] 
An average is taken for the previous two growth rates, and the interval is then divided by 
this value to obtain the number of cycles for the crack to grow to that increment. These 
incremental cycles are then added together until the critical length is reached. 
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Table 6: Linear Fracture Mechanics Calculations 
Crack Half Length 
a [in] 
0.200 
0.220 
0.241 
0.261 
0.281 
0.301 
0.322 
0.342 
length 1= JTa 
[in] 
0.632 
0.664 
0.694 
0.722 
0.750 
0.776 
0.802 
0.823 
A/r 
[ ksiyfln] 
15.8 
16.6 
17.3 
18.1 
18.7 
19.4 
20.0 
20.7 
Da in 
dN cycle 
5.00E-05 
6.00E-05 
7.00E-05 
1.00E-04 
1.00E-04 
1.50E-04 
2.00E-04 
2.00E-04 
' Da) 
KdN) 
in 
avg\. . 1 
cycle 
5.50E-05 
8.50E-05 
1.25E-04 
2.00E-04 
Interval &/ 
[in] 
0.02 
0.02 
0.02 
0.02 
0.02 
0.02 
0.02 
| Cycles to Failure 
&N [cycle] 
364 
235 
160 
100 
858 
The calculated number of cycles to failure as determined by linear elastic facture 
mechanics is 858. Comparing this value to the actual average number of cycles to failure 
of 901 obtained in the fatigue tests yields an acceptable difference of-4.77%. 
5.4 Failure Mechanisms 
The illustrations in Figure 19 depict the typical modes of crack displacement in metals. 
19: Modes of Crack Displacement, (a) Mode I (b) Mode II (c) Mode III [8] 
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5.4.1 Plane Strain - Tensile Crack (Mode I) 
The term plane strain, used in conjunction with the various definitions and criteria of 
fracture mechanics, refers to a state of constraint in the vicinity of the crack tip. This 
situation develops when the surrounding material prevents contraction that leads to high 
tension developing in the thickness direction. Therefore, a triaxial state of stress exists, 
but for complete constraint, the strain in the z- direction (normal to the x-y plane) is zero. 
Y\ 
Figure 20: Plane Strain Representation 
The plane strain condition, as shown in Figure 20, is defined as a state where the strain 
normal to the x-y plane, ez, and shear strains yxz and yyz are assumed to be zero. In this 
state, the dimension of the structure in one direction is very large compared to the other 
two directions. The applied forces act in the x-y plane and do not vary in the z-direction. 
The loads are uniformly distributed with respect to the large dimensions and only act 
perpendicular to it. 
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5.4.2 Plane Stress-Tearing Shear Crack (Mode III) 
In most cases, the state of stress at a point in a body can be illustrated by six independent 
normal and shear stress components as illustrated in Figure 21. However, due to the 
complexity of analyzing problems in three dimensions, the analysis is often reduced to a 
single plane by assuming a plane stress situation. For instance, if there is no load acting 
on the face of a plate then the stress components perpendicular to that face are zero. 
Therefore, plane stress is a state of stress in which the normal stress, az, and the shear 
stresses, Txz and Tyz, directed perpendicular to the plane x-y, are all assumed to be zero. 
The geometry of the specimen is assumed to be a flat plate with thickness much smaller 
than the length or width of the specimen as seen in Figure 22. 
YA 
4 ^ 
I 
I 
-J 
,y 
t 
^>V vx 
•+-(J , 
Figure 21: State of Plane Stress [10] 
Figure 22: Geometric Representation of Plane Stress (Thin Plate Theory) 
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5.5 Frequency Analysis Results 
As the crack propagates in the sheet aluminum specimen acoustic waves of varying 
waves speeds are produced that spread in all directions from the flaw source. Some of 
these waves travel at near longitudinal speeds representing extensional crack growth 
associated with plane strain or plastic deformation while the other prevailing mode is a 
near transverse wave speed that is linked to plane stress, or the tearing mode of crack 
propagation. Supplementary wave speeds are also possible, their existence depending 
upon the angle at which the traveling waves hit the geometric boundaries. Here mode 
conversion can occur depending on the incidence angle of impact resulting in some 
waves propagating as plate, Rayleigh, or Lamb waves (comprised of symmetrical or anti-
symmetrical modes). Ultimately, all these waves come together and travel at some group 
velocity. For most thin metals. Lamb waves provide the best representation of the way 
the waves tend to propagate. Thus, the wave speeds can be found in the dispersion 
curves for aluminum shown in Figure 23. 
Figure 23: Dispersion Curve for Aluminum Showing Lamb Wave Velocities [11] 
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The transducer utilized for fatigue testing has a resonant frequency of 150 kHz, and for a 
specimen thickness of 0.100 inches (2.54 mm) the frequency dispersion value for the test 
specimen is calculated as follows: 
x= tf = (2.54)(0.150) = 0.381 mm-MHz. 
For an x value of 0.381 mm-MHz, from Figure 23, the first anti-symmetric (a0) and 
symmetric (s0) Lamb mode velocities can be estimated as 2.8 km/s (110,240 in/s) and 5.4 
km/s (212,600 in/s), respectively. Using these velocities a resonant frequency analysis is 
performed from a modified 3-D wave equation [12], and the corresponding frequencies 
associated with the plane strain and plane stress modes are given by Equations 1 and 2. 
Table 7 then displays the number of complete waves that can propagate using Lamb wave 
velocities along each dimension of the specimen. The corresponding frequencies for 
each case are also calculated. Note that Table 7 can represent an infinite number of 
combinations, but due to the limitation imposed by the effective calibration response of 
the transducer (less than 1 MHz), only a few frequencies are displayed because higher 
numbers of complete waves will result in frequencies far beyond the calibration response 
of the transducer. 
5A = 212,600 in/ 0 / S 
(212,600 in/) 
f\n = vi5 in 
2 , 
v l in Vo.i in) 
f =106 .30 kHz 
1/7 
Equation 1: Extensional Wave Resonant Frequency 
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= 0 ( n v f ( n v \ 
\\lx y'y •(?) 
where lx = 15 in , ly = 1 0 //7 , lz = Q \ in 
n
x
 =
 ° ^ ^y = 1 , /7Z = 0 
<?A = 110,240 7 / / 0 / $ 
(110,240 " / ) (
 0 N 
15 //7 7 v l in 
2 , 0 
Vo 1 in 
flf] = 55 12 A-//Z 
Equation 2: Flexural Wave Resonant Frequency 
Table 7: Frequency Analysis Based on Specimen Dimensions 
N 
1 
2 
3 
4 
5 
9 
10 
12 
13 
15 
22 
23 
25 
38 
51 
64 
nx-# of waves 
in x~ direction 
0 
I 
0 
0 
1 
2 
0 
2 
2 
1 
3 
0 
3 
4 
5 
6 
ny = #of waves 
my- direction 
0 
0 
1 
0 
1 
0 
2 
1 
0 
2 
0 
3 
1 
1 
1 
1 
nz -# of waves 
in z~ direction 
0 
0 
0 
1 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
fxnaHz) 
0.00 
7.09 
106.30 
1063.00 
106.54 
14.17 
212.60 
107.24 
1063.09 
212.72 
21.26 
318.90 
108.41 
110.01 
112.05 
114.49 
f2n(kHz) 
0.00 
3.67 
55.12 
551.20 
55.24 
7.35 
110.24 
55.61 
551.25 
110.30 
11.02 
165.36 
56.21 
57.05 
58.10 
59.37 
The frequency analysis in Table 7 shows that some of the resonant frequencies for the 
antisymmetric flexural waves fall between 55-60 kHz, whereas the symmetric 
extensional wave resonant frequencies appear to cluster between 106-115 kHz (Figure 5). 
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5.6 Kohonen (SOM) Classification of AE Data 
The Kohonen SOM neural network is used on all specimens with noise included to 
characterize the failure mechanisms. Results are displayed for specimen J7 using 
amplitude and average frequency as the AE classification parameters. Two graphs, 
amplitude versus average frequency and durations versus counts are depicted in Figures 
24 and 25. Generally, the classification boundary surfaces should be nonlinear in order to 
confidently state that data separation has occurred correctly. A vertical or horizontal 
linear separation boundary with no data overlap oftentimes signifies that the data are 
separated based on one dominant parameter rather than all the input parameters. This 
typically would result in misclassification and incorrect clustering of the failure 
mechanism data. All of the plots show that the data are classified into the three main 
categories: high average frequency noise (blue), AE data from fatigue crack growth 
(maroon), and low average frequency noise including multiple hit data (green). 
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Amplitude vs. Average Frequency 
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Figure 24: Amplitude vs. Average Frequency Plot for Specimen J7 
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Figure 25: Duration vs. Counts Plot for Specimen J7 
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The fatigue crack growth AE data set (maroon band) is now extracted and reanalyzed 
using a Kohonen SOM to clearly resolve the failure modes into two main categories: 
plane strain or Mode I tensile fracture and plane stress or Mode III tearing fracture. The 
first essential graph is the amplitude histogram shown in Figure 26. Here, multiple 
humps represent different forms of failure mechanisms residing inside the two main 
mechanisms of plane stress (yellow bars) and plane strain (red bars). It is evident that 
plane stress mode of failure can occur in several ways depending on the path of minimum 
energy taken by the crack. One example of a different form of the plane stress is double 
shear as shown in Figure 27. 
(Specimen J7) Amplitude Histogram 
•Iiii..11. • . . . . 
30 32 34 36 38 AC 42 44 4 6 48 50 52 54 56 58 60 62 64 66 68 70 72 74 76 78 80 82 84 86 88 90 92 94 96 98 100 
Amplitude (dB) 
Figure 26: Amplitude Histogram of Two Failure Modes 
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Photomicrographs taken at the NASA Kennedy Space Center (KSC) Failure Analysis 
Lab, Figures 27 and 28, clearly depict multiple paths of both single and double shear 
pursued by the crack. 
...hlil .'•... 
Figure 27: Fracture Surface with Various Shear Modes 
Shear Lip 
Shear 
5 mm 
Figure 28: Fracture Surface Illustrating Single Shear Mode 
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Figure 29 is the new amplitude versus average frequency plot in which the higher average 
frequencies represent the plane strain fracture that occurs at the beginning of the fatigue 
cracking process. Here the lowest average frequencies correspond to the plane stress data 
that occur from the beginning of fatigue cracking through catastrophic failure. 
Figure 29: SOM Classification of Real AE Data Depicting Two Modes 
The duration versus counts plot of Figure 30 shows that the plane strain Mode I fracture 
data forms multiple straight lines as expected from previous research [2-3]. This means 
that these data are well posed; specifically, they do not include multiple hits, and 
therefore there should be a linear relationship between the number of counts (signal 
excursions above the threshold) and the duration of the AE voltage versus time waveform 
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(Figure 2). Notice that the plane strain data are much less in quantity than the plane 
stress data, as crack growth is dominated by plane stress with a small region of plane 
strain represented by the triangular section in the middle of the fracture surfaces, Figures 
27 and 31. 
(Specimen J7) Duration vs. Counts 
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Figure 30: SOM Classification of Fatigue Cracking Data Showing Two Main Modes 
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Figure 31: Failure Surface Showing Triangular Plane Strain Region 
Once devoid of noise, the data set clearly illustrates the two failure modes of plane stress 
and plane strain. It is observed from the SOM classification that the transition boundary 
separating the two modes is at approximately 55 kHz, the value at which plane stress 
began as calculated by the 3-D wave equation [12]. It should be emphasized that 
frequencies calculated using the wave equation are resonant frequencies of the specimen 
based on the periodicity of complete number of waves in each dimension. The average 
frequency, as calculated from the AE data, may be compared to these specimen 
resonances since the noise data have been removed. 
5.7 Backpropagation Prediction Results 
The BPNN results are highly dependent on the training of the neural network. The 
training process involves supplying the network with all the possible data variations so as 
to accustom the network to identify all the operable trends. Out of the twenty usable 
specimens, ten specimens were used to train the neural network, and the remaining ten 
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specimens were used for testing purposes. Training files for the network require 
amplitude distributions which are fed into the network, and then the network output is 
compared to the desired outputs, which are the actual experimental cycles to failure. 
For training purposes, the AE data files were partially filtered by removing all hits with 
durations and rise times of zero. High frequency noise data occurring at the stipulated 
frequencies of Table 4 were also eliminated. Conversely, some multiple hit data and 
some low frequency noise were left in this data set in order to check the robustness of the 
neural network in obtaining a reliable output in the presence of such noise which is 
prevalent in most real life applications. In an effort to increase the usability of the BPNN 
in multiple applications, the RMS training error was set at 20%. The amplitude 
distributions for the ten training and ten testing files are given in Tables 8 and 9. 
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Table 8. 100% Training File with Partial Filtration 
Sample 
I.D 
J5 
J7 
Jl 1 
J12 
J13 
J14 
J22 
Amplitude Distribution of Unfiltered Hits (30dB -lOOdB) 
with increments of ldB 
3765 11353 8089 3757 1012 436 246 254 219 196 
155 125 124 119 114 82 76 86 47 79 61 55 37 35 
26 37 35 26 30 26 21 17 17 21 10 12 8 9 7 6 7 
5 7 4 3 0 3 1 1 1 1 1 0 1 1 0 1 0 0 0 1 0 0 1 
0 0 0 0 0 0 0 
6161 10184 2474 513 276 258 186 191 173 145 
141 132 89 86 81 44 56 41 22 21 21 20 12 21 16 
11 8 18 15 4 8 10 6 4 7 6 5 6 2 1 5 4 2 0 5 1 
0 0 1 0 0 1 0 1 0 0 0 0 1 2 0 1 0 0 0 0 0 0 0 
0 2 
3296 6095 1983 526 202 191 124 111 87 69 67 59 
46 58 41 30 40 30 36 25 31 21 15 14 16 17 13 
12 11 10 7 9 18 6 5 7 3 3 2 2 2 1 5 4 2 1 1 2 
1 1 1 1 2 0 1 1 1 0 0 1 0 0 0 0 0 0 1 0 0 0 1 
2505 9587 11631 10836 6655 4212 1647 549 109 
46 31 30 29 25 23 18 16 11 14 17 16 10 11 12 3 
8 3 7 4 3 1 2 3 3 5 2 4 1 0 0 0 1 1 1 0 0 0 0 
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 
3679 5205 1114 385 317 291 245 205 167 136 131 
121 109 104 84 81 65 57 64 54 47 48 35 35 37 30 
23 14 21 12 23 19 22 10 8 12 3 8 6 5 4 4 5 3 4 
2 1 1 2 2 0 0 0 1 0 2 1 0 0 0 0 1 0 0 0 0 0 0 
0 0 0 
3408 8148 3695 1069 298 213 162 174 114 131 
114 114 95 89 66 72 64 60 58 36 39 40 44 31 24 
21 26 21 27 21 12 16 16 17 12 7 8 7 4 2 2 0 1 
2 2 2 0 1 2 1 0 2 0 1 0 1 2 1 1 0 0 0 0 0 0 0 
0 0 0 0 0 
1259 1639 399 146 96 96 52 67 58 43 32 25 25 
30 21 14 17 21 18 13 13 12 13 12 8 7 5 7 1 4 3 
4 3 3 0 3 0 3 1 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
Experimental 
Value of Cycles to 
Failure 
861 
897 
839 
1016 
819 
791 
780 
Table 8 continued on next page. 
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Table 8 (continued): 100% Training File with Partial Filtration 
Sample 
I.D 
J23 
J27 
J30 
Amplitude Distribution of Unfiltered Hits (30dB -lOOdB) 
with increments of 1 dB 
3373 9156 7285 6393 4364 4947 5908 6745 3529 
858 112 58 58 51 38 43 27 41 33 25 27 17 22 10 
22 19 18 19 13 13 7 14 7 8 7 7 9 6 7 3 4 2 7 7 
6 2 4 2 2 3 1 1 1 3 1 0 1 2 0 3 0 2 1 1 1 0 1 
0 0 0 3 
5179 14395 13035 11631 9521 7572 3752 1495 361 
109 79 70 57 61 59 39 34 30 29 26 21 11 33 25 
18 17 14 21 14 13 15 10 8 13 10 8 10 8 5 4 1 3 
2 7 4 3 1 3 0 1 1 2 0 1 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 
14115 50365 67607 53550 21732 6753 1217 353 
210 171 140 107 94 74 71 74 67 46 53 42 40 35 
27 34 29 25 16 30 17 14 10 10 9 14 14 3 7 7 7 
3 3 5 2 0 1 1 2 4 1 2 0 1 0 1 0 2 1 1 0 2 1 0 
0 0 0 0 0 0 0 0 1 
Experimental 
Value of Cycles to 
Failure 
935 
1046 
1056 
Table 9. 100% Testing File with Partial Filtration 
Sample 
I.D 
J8 
J9 
J10 
Amplitude Distribution of Unfiltered Hits (30dB -100dB) 
with increments of ldB 
5053 10046 3213 509 113 82 62 61 42 53 34 36 
34 34 33 23 27 21 22 17 14 15 10 9 11 10 7 12 
5 3 3 4 1 3 3 1 2 4 1 1 1 2 3 1 1 0 1 0 0 0 0 
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
4825 9825 2818 447 136 111 90 93 86 68 64 40 
50 50 42 37 38 29 21 14 24 19 18 13 18 9 7 12 
12 10 8 5 0 3 3 1 5 1 2 0 0 0 0 0 1 1 0 0 0 1 
0 0 2 0 0 0 2 0 0 0 0 1 0 0 0 0 0 0 0 1 4 
3774 5513 1173 240 164 175 133 137 104 91 108 
96 96 79 73 67 70 49 57 43 36 44 28 27 30 41 
30 26 26 15 13 13 8 8 10 10 4 6 5 4 1 2 1 5 2 
3 0 0 1 0 1 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 
0 0 0 
Experimental 
Value of Cycles to 
Failure 
852 
847 
860 
Table 9 continued on next page. 
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Table 9 (continued): 100% Testing File with Partial Filtration 
Sample 
I.D 
J15 
J21 
J24 
J25 
J26 
J29 
J31 
Amplitude Distribution of Unfiltered Hits (30dB -lOOdB) 
with increments of ldB 
3587 7129 3271 1146 368 275 244 237 232 287 
352 345 316 261 223 182 168 96 53 40 42 30 29 
27 15 27 26 14 20 18 11 9 9 9 6 15 7 4 3 3 3 3 
1 3 3 2 2 0 0 1 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 
0 0 0 0 0 0 
5700 25525 47455 59013 42179 25594 8475 2440 
719 336 298 266 245 229 205 182 201 228 196 
147 112 86 60 60 38 31 19 20 14 14 14 12 11 14 
11 7 15 7 4 2 5 1 4 9 0 1 3 1 1 2 2 1 0 1 1 0 
2 1 1 1 2 1 0 1 0 2 0 1 1 0 6 
1944 5937 6291 6470 4781 4754 4679 4953 3728 
2525 1062 275 58 58 41 41 41 26 35 28 33 31 21 
14 20 19 16 14 12 14 11 8 10 4 7 7 1 8 7 2 6 1 
4 2 5 2 2 2 1 2 2 0 2 0 2 0 0 0 0 2 0 0 0 1 0 
0 0 1 1 0 1 
1864 7323 9001 9556 10057 9928 6154 3782 1178 
236 53 31 25 30 26 17 10 11 10 11 10 6 8 3 10 
12 7 3 5 5 3 8 9 7 4 4 2 3 2 0 1 2 1 1 1 0 0 0 
0 0 1 1 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 4 
3246 10668 12033 14537 12563 5641 829 185 82 
69 66 65 48 54 45 37 38 42 24 27 30 26 19 15 
23 20 22 6 1 1 10 9 5 8 3 2 5 3 2 3 2 0 3 0 1 0 
2 0 1 1 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 2 
4373 16644 29004 38394 37388 40844 29772 21507 
9933 3494 631 136 75 67 75 63 65 42 46 28 36 
33 23 38 25 17 20 18 22 15 22 13 6 15 10 6 11 
7 7 8 4 5 5 4 2 6 3 2 1 1 1 1 1 1 1 1 1 0 1 0 
0 0 0 1 0 0 0 0 0 0 2 
10309 39261 59160 57700 33795 16541 3831 737 
155 129 136 107 87 82 76 58 66 56 46 50 42 31 
33 28 27 23 25 20 21 17 15 21 16 10 11 10 7 6 
8 4 8 3 3 3 5 4 0 3 2 3 2 4 1 2 2 3 3 0 1 0 2 
1 1 0 1 1 1 0 1 1 2 
Experimental 
Value of Cycles to 
Failure 
816 
899 
908 
990 
884 
889 
1027 
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The training file for the BPNN network consisted of all the files in Table 8 along with the 
experimental cycles to failure as a last entry in the column. The testing file comprised of 
the remaining ten files with 100% of the hits data listed in Table 9. The BPNN network 
was previously optimized by Suleman et al. [7] and kept at its optimized settings as 
shown in Table 10 (as well as in Appendix B) with the exception of the RMS training 
error, which was at a value of 1%. The purpose of using the 100% of the hits data for 
testing was to verify the previously optimized BPNN network was indeed optimized 
regardless of the additional test samples. The number of neurons in the hidden layer was 
chosen as seven, and the network was trained to an RMS error value of 20%. The output 
of the testing file is presented in Table 11. 
Table 10: Neural Network Settings for Optimal Prediction Results 
BPNN Parameters 
Number of Neurons 
LC Input to Hidden 
LC Hidden to Output 
Momentum 
Transition Pt 
F'Offset 
LC Ratio 
RMS Error 
Settings 
7 
0.035 
0.001 
0.4 
100 
0.05 
0.5 
20% 
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Table 11: 100%Testing File Results at Optimized Settings 
Sample 
J8 
J9 
JlO 
J15 
J21 
J24 
J25 
J26 
J29 
J31 
Experimental Failure Cycles 
852 
847 
860 
816 
899 
908 
990 
884 
889 
1027 
Predicting Using 100% Data 
907 
895 
888 
894 
947 
934 
904 
902 
966 
947 
20%RMS Error 
6.019 
5.403 
3.132 
8.773 
5.083 
2.792 
-9.484 
1.963 
7.953 
-8.498 
I I 
Note: Partial filtration was used. 
The largest error for 100% of the testing file in this optimized network setting is 
approximately 10%. This suggests that most of the noise in the data occurred from hits 
with small durations and small rise times. Thus, elimination of high frequencies like 
1000 kHz, 500 kHz, 333 kHz, and 250 kHz significantly cleaned the input data, thereby 
resulting in low errors. Note that these high average frequencies comprised 
approximately 25,000 lines of data in each file with the total number of hits on average 
being 65,000 lines; i.e., almost 40% of each data file was high average frequency noise. 
Previous research by Suleman et al. [7] demonstrated that the partially filtered data is a 
better method to use for predicting fatigue life when compared to completely eliminating 
all the noise as was done with the Kohonen SOM analysis. Therefore, this study also 
used partially filtered data for BPNN fatigue life prediction. 
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This trained network was then ready to be tested using only the first 25%, 50%, and 75% 
of the testing files. Here the 25%, 50% and 75% data files were determined by 
multiplying the experimental cycles to failure by 0.25, 0.50, and 0.75, respectively, and 
then the corresponding testing data sets were extracted from the AE files (Appendix C). 
These early life cycle data were run through the optimized network settings with the 
hidden layer neurons set at seven. The outputs shown in Tables 12 through 14 were 
obtained for the scenario often training specimens and ten test specimens. 
Table 12: 25% of the Testing File at Optimized Settings 
Sample 
J8 
J9 
JlO 
J15 
J21 
J24 
J25 
J26 
J29 
J31 
Experimental Failure Cycles 
852 
847 
860 
816 
899 
908 
990 
884 
889 
1027 
25% Data 
892 
892 
892 
892 
942 
914 
910 
913 
945 
939 
20% RMS Error 
4.472 
5.028 
3.545 
8.505 
4.554 
0.696 
-8.845 
3.148 
5.974 
-9.391 
Note: Partial noise filtration was used. 
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Table 13: 50% of the Testing File at Optimized Settings 
Sample 
J8 
J9 
JlO 
J15 
J21 
J24 
J25 
J26 
J29 
J31 
Experimental Failure Cycles 
852 
847 
860 
816 
899 
908 
990 
884 
889 
1027 
50% Data 
895 
895 
893 
897 
947 
919 
912 
919 
953 
937 
20% RMS Error 
4.820 
5.325 
3.732 
8.989 
5.031 
1.200 
-8.596 
3.794 
6.741 
-9.584 
Note: Partial noise filtration was used. 
Table 14: 75% of the Testing File at Optimized Settings 
Sample 
J8 
J9 
JlO 
J15 
J21 
J24 
J25 
J26 
J29 
J31 
Experimental Failure Cycles 
852 
847 
860 
816 
899 
908 
990 
884 
889 
1027 
75% Data 
895 
895 
892 
903 
932 
916 
907 
915 
948 
938 
20% RMS Error 
4.814 
5.317 
3.633 
9.637 
3.530 
0.823 
-9.146 
3.412 
6.194 
-9.519 
Note: Partial noise filtration was used. 
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5.8 Relationship to Linear Statistics 
A BPNN was also run using a linear activation function as an alternative to a hyperbolic 
tangent to investigate if comparable accuracy in prediction could be achieved. The 
network was kept at the same optimized settings as shown in Table 10 with the exception 
of eliminating the hidden layer. The difference in prediction results obtained were 
slightly worse (< 3%) when compared to the results obtained with a hyperbolic tangent 
activation function. 
Additionally, the increased amount of AE data from the new specimens allowed the 
neural network to predict fatigue life in two additional scenarios to evaluate the 
possibility of using multivariate statistical analysis as an alternative to a neural network. 
For the first scenario, out of the twenty usable specimens, five specimens were used to 
train the neural network, and the remaining fifteen specimens were used for testing 
purposes. For the third scenario, out of the twenty usable specimens, fifteen specimens 
were used to train the neural network, and the remaining five specimens were used for 
testing purposes. The prediction results for the five-fifteen samples case all had worst 
case errors less than 15%. The prediction results for the fifteen-five samples case all had 
worst case errors less than 6%. A linear pattern can be noticed when comparing these 
two scenarios with the worst case prediction error results for the ten-ten samples case 
shown in Tables 12-14. As the number of specimens for training the neural network 
increased in each scenario, the worst case prediction error reduced by approximately 5% 
each time. Table 15 displays the worst case prediction errors for all three scenarios. 
These results correlate with the results found in the research by Ballard [13] which 
suggested expanding the amount of AE data above 250 hits in order to accurately predict 
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fatigue life using multiple linear regression instead of using a BPNN. This, however, 
assumes the elimination or absence of significant noise, since multiple linear regression is 
intolerant to outlier, whereas BPNNs are extremely tolerant of noise and particularly apt 
in solving nonlinear problems. 
Table 15: Worst Case Prediction Errors for Three Scenarios 
Scenario 
1 
2 
3 
Specimens Trained 
5 
10 
15 
Specimens Tested 
15 
10 
5 
Worst Case % Error 
-14.945 
9.637 
5.459 
No further detailed conclusions can be made with the specimen sample size used in this 
research. However, this research should be used as the foundation for developing linear 
statistical relationships including a linear equation that could represent the AE data 
accurately. 
5.9 Comparisons to Previous Research 
Previous research performed by Ibekwe [14] utilized twenty specimens as part of the 
training file and only four specimens as the testing file. The worst case error generated in 
the results was 16.4%. Spivey's thesis [2] followed a more suitable path of analysis, but 
the worst case error was still found to be -13.9%. These high errors are attributed to 
sparse AE fatigue data in conjunction with excessive noise, both of which exacerbate the 
prediction accuracy. Although more specimens were used for training the BPNN in the 
research by Ibekwe [14], the smaller amount of AE data within each test specimen was 
the biggest factor in creating the relatively large prediction error. 
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In comparing the results obtained herein with previous results by Suleman et al. [7], the 
major noticeable difference here is the increase in prediction error. The results here are 
comparable to Suleman's results since the BPNN was equally trained and tested with half 
of the test specimens in both cases; however, the previous maximum error was under 
5.0% as opposed to these results which were under 10%. The main reason for the 
difference in error results was found to be an error in the amplitude histogram input data 
by Suleman et al. Had this been done correctly, the worst case errors would have been 
the same. 
5.10 Summary of Results 
The calculations performed using linear elastic fracture mechanics for fatigue cycles to 
failure yielded an error of less than 5.0% when compared to the average value obtained 
from experimental fatigue testing. This shows that crack growth under cyclic loading 
corresponds to the Paris model exceptionally well. 
Solving the 3-D wave equation provided average Lamb wave frequencies clustering 
around 55-60 kHz and 106-115 kHz. Lamb waves consisting of symmetric and anti-
symmetric modes are more commonly found to be the velocities by which the stress 
waves travels through thin specimens. Here the lower frequencies correspond to 
transverse wave velocity or Mode III (plane stress failure) and the higher frequencies 
relate to extensional wave velocity or Mode I (plane strain failure). 
The Kohonen SOM results were displayed in 2-D scatter plots with nonlinear, 
overlapping boundaries between each failure mechanism. The duration versus counts 
point plot displayed two distinct modes, in which there is a small overlap between the 
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two modes, which confirms that the fatigue process requires both mechanisms to 
participate simultaneously in the initial development of the crack. This hypothesis is 
supported by the photographs of the failure surface. 
At the onset of this research, the BPNN predictive goal was to obtain a worst case error 
of less than 10% from experimental results when 25% of the data is provided to the 
neural network. Using the optimized network settings shown in Table 10, and testing on 
25% of the data file, the resulting worst case predictive error was -9.39% as shown in 
Table 12. Furthermore, testing on 50% and 75% of the test file resulted in maximum 
errors of-9.58% and 9.64%, respectively. Therefore, despite the amount of early fatigue 
life cycle data given to the BPNN, consistent fatigue life prediction errors were found. 
This suggests that the use of neural network analysis is practical and robust for 
continuous in-flight monitoring applications. Overall, it was seen that the BPNN network 
becomes more accurate when it has more data to train with and less to predict on. 
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CHAPTER6 
CONCLUSIONS AND RECOMMENDATIONS 
6.1 Conclusions 
Acoustic emission is a viable nondestructive testing method for monitoring crack 
propagation under fatigue loading conditions. Utilizing the proper software, the 
information provided in the AE data can be used to perform both failure mechanism 
classification and fatigue life predictions. This is true provided that the applied load is 
not so high that there are insufficient AE hits upon which to predict. 
Linear elastic fracture mechanics calculations to model crack growth yielded reasonably 
accurate results. In essence, the Paris law fatigue prediction model was validated, and its 
applicability to isotropic aluminum was justified. The arbitrary choice of seven 
incremental steps to model fatigue life was sufficient to provide the -4.77% error 
obtained. Smaller steps would have provided better accuracy. 
The Kohonen SOM neural network is a powerful tool for separating noise from the real 
AE data provided that the noise signature is available. The unsupervised nature of this 
network adds to the difficulty of interpreting the output. AE plots of amplitude versus 
average frequency and duration versus counts are pivotal plots that can characterize 
failure mechanisms without ambiguity. The comprehension of these plots is dependent to 
some extent on the user's familiarity with the problem and visual analysis of the 
specimens after failure. Additionally, the wave equation frequencies are crucial in 
understanding the relationship between wave propagation and failure modes. Here the 
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lower frequencies corresponded to plane stress or shear fracture and the higher 
frequencies reflected plane strain or tensile fracture. 
Previous research performed by Ibekwe [14] generated a worst case error of 16.4% using 
4,000 lbf for the maximum tensile load. Similarly, Spivey's research [2] produced a 
worst case error of-13.9% using 3,000 lbf for the maximum load. These results indicated 
a lack of AE fatigue data, due to high loading and improper filtering techniques, which 
provided insufficient and noisy information to the BPNN. Compared to previous 
research, the reduction in load to 2,000 lbf for this research generated sufficient AE data 
to predict more accurately at 9.6% using a BPNN. Overall, all three neural network 
analyses were probably done correctly even when noise was present. 
Two additional test scenarios were used to find linear trends in the failure mechanism 
data. Only preliminary conclusions can be made, but when considering the previous 
research by Ibekwe [14] and Spivey [2] along with the current research, a linear trend 
was found when noise was eliminated from the data. When the sample size is less than or 
equal to 10 specimens, a neural network is required to predict fatigue lives. If the sample 
size is increased to 20 specimens, then linear statistics may be used as well as a neural 
network for accurate predictions. Finally, if the sample size is greater or equal to 30 
specimens, then linear statistics should provide the complete analysis the easiest. Similar 
fatigue life prediction errors were found when the BPNN was run with a linear activation 
function instead of a hyperbolic tangent and without a hidden layer. This small change in 
the prediction error suggests that the AE data may well have linear characteristics. 
Therefore, a linear regression may be able to represent the acoustic emission data as well. 
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Additionally, the reduction in HLT from lOOOus (previous research) to 500^s (current 
research) in the Pocket AE system resulted in acquiring better quality data. Still, it 
should be noted that the HDT and HLT parameters were not optimized in the Pocket AE, 
and a parametric study would be required for optimal settings. Nevertheless, the 
Kohonen SOM was still able to classify between noise and real AE data, and the ultimate 
goal to predict on the noise free data was adequately met by a BPNN. Furthermore, this 
research used the highest training RMS error at 20% compared to previous BPNN 
training RMS errors at 5% to 10% [2]. No significant improvement of accuracy in 
predicting fatigue life was found when training the BPNN below 20% RMS error. 
It can be concluded that a BPNN can accurately predict in the presence of process noise. 
Moreover, it may be suitable to have some noise present in the data set since it adds to 
the global sample size, as long as the character of the noise is not altering. Complete 
noise removal may result in a very small sample size which would then render the BPNN 
less effective in prediction accuracy. It was proven herein that the prediction results with 
partial noise filtration for 25% of the testing file provided the minimal worst case error of 
-9.39% for learning on ten specimens and testing on ten. Hence, early life AE fatigue 
crack monitoring data can be used in conjunction with an optimized neural network for 
both failure mode classification (Kohonen SOM) and cyclic life prediction (BPNN). It 
should be noted that a cooperative system that utilizes these techniques and algorithms 
can successfully and consistently predict failures with low errors as early as 25% of the 
cyclic life. Thus, a low-cost, high-accuracy acoustic emission structural monitoring 
system has been successfully demonstrated. Such in-flight structural monitoring systems 
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could help minimize maintenance checks, increase safety, and decrease operating costs 
for aging aircraft. 
6.2 Recommendations 
In general, it is recommended that the method of using a neural network to predict fatigue 
life be compared to the other fatigue life prediction methods. The comparison should 
include the advantages and disadvantages of each method and the rationale for using a 
neural network system over other approaches. 
6.2.1 Experiment and Data Analysis 
It is recommended that an additional 10 specimens be added to the sample size to have a 
total of 30 specimens for a more robust analysis and to increase the possibility of 
validating a linear relationship for the AE fatigue data. Additionally, after eliminating 
the noise with artificial intelligence and with a SOM neural network as described in this 
research, multivariate statistical analysis on the fatigue failure mechanism data should be 
performed in detail. 
It is also recommended that the Pocket AE timing parameters HDT and HLT be 
optimized to minimize multiple hit data. The HDT parameter should be altered first to 
observe the full duration of the AE signal waveform. Then, the HLT parameter should be 
adjusted to get one hit per pencil lead break test. The overall objective is to minimize 
both these parameters while satisfying the stipulated benchmarks. Also, using a 
broadband transducer, it is suggested that the voltage versus time waveform be extracted 
from the Pocket AE to perform Fast Fourier Transforms (FFTs) so as to determine the 
real frequency content present in each AE signal. The frequency spectrum should then be 
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investigated to develop relations that may exist between these frequencies and the ones 
calculated by the 3-D wave equation. Finally, verification of results might be performed 
through the use of equivalent software packages such as Enviroacoustics' NOESIS for 
failure mechanism classification and NeuralWare's Predict for cyclic life predictions to 
verify the accuracy of the results published herein. 
6.2.2 Applications 
This research and the results should be used as a preliminary foundation for developing 
practical applications for use in aluminum structural health monitoring (SHM). Other 
comparable SHM systems have successfully tested their equipment in actual applications 
and similar testing is recommended for this system. Vaughn and Hill [15] used acoustic 
emission to monitor in-flight fatigue crack growth using a SOM neural network for 
fatigue crack classification. The network was able to distinguish crack growth, plastic 
deformation, and rubbing signals in a Piper PA-28 aircraft engine cowling during flight. 
Rovik and Hill [16] monitored the growth of a fatigue crack in a redundant structural 
member mounted in the vertical tail of a Cessna T-303 while performing various in-flight 
maneuvers. That research was accomplished using a SOM neural network on AE 
quantification parameter data. Due to the robust nature of this method for acoustic 
emission detection, this research implies that the application of a SHM system for 
commercial aircraft during routine flights is certainly feasible. 
The future SHM system may well operate something like the flow diagram of Figure 32. 
The system will actively monitor acoustic emissions from structural members under 
observation and keep a historical record for reference as new data is processed. The 
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system will automatically detennine if new data is related to past AE activity and then 
determine whether or not to continue processing it as actual fatigue crack growth or as 
irrelevant noise data. Once the SHM system decides that a fatigue crack has developed, 
it will proceed to determine how many cycles to failure it will take for that structural 
member to fail. The ground displays will notify the safety and maintenance personnel 
about the residual fatigue life prediction for appropriate action to repair the structure in a 
timely fashion. 
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Current Extent 
of Damage 
In-Flight Structural Health 
Monitoring System 
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IZ 
Damage Growth and 
Type Characteristics 
Failure Model 
Damage vs. Time (Cycles) 
Figure 32: SHM System Operational Flow Diagram 
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APPENDICES 
Appendix A - Pocket AE Setup 
The pocket AE was first initialized by selecting the option of HARWARE/SETUP from 
the main menu. The following screen (Figure Al) provides the parameters to be adjusted 
for data acquisition. 
Hardware Setup 
i 
Slandarc 
4 
i 
y 
Tir,.r, | 
5 
HilSet 
S 
TT'D Set AE Front End Wavetorrr, 
Filter Front End 
Figure A1: Hardware Setup Screen for Pocket AE 
The parameters were modified in numerical order starting from tab one. By selecting the 
first tab the Parametric Input screen appears. The settings of this screen were kept at 
default values as shown in the Figure A2. 
Al 
Figure A2: Parametric Input Setup 
Tab two represents waveform parameters. Here both channels of the pocket AE were 
enabled to collect data from both transducers. The pre-trigger time levels and time 
lengths were also kept at default settings. This is depicted in Figure A3. 
A2 
Figure A3: Waveform Setup 
Tab three is unlisted, and tab four (Figure A4) represents the Time Driven Data Set. Here 
RMS was unchecked and Abs. Energy was selected as an additional input. The 
remaining values on this screen were left at default settings. 
A3 
Figure A4: TDD Data Set 
Tab 5 and Tab 7 (Figures A5 and A6) represent the preliminary waveform filter set up. 
Here the filters were disabled for Channels 1 and 2 for all experiments. 
Figure A5: Preliminary Waveform Filtering 
A4 
3 3 
Figure A6: Waveform Only Filtering 
Tab 7 (Figure A7) corresponds to standard setup. Here the lower and upper frequency 
ranges for the specimen acoustic levels were set up. Since all tests were performed on 
isotropic aluminum specimens, the amplitude threshold was set to 30dB. Both channels 
were activated and the default values were kept as limiting frequencies. 
A5 
Standard Setup 
OameU. Choral? 
3 *te fv Enjfcfc 
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Low*r j . . - _ - ^ J J M: ^ 
5*fB|fe 
^•9} 
Figure A7: Standard Setup 
Tab 8 (Figure A8) denotes timings parameters. Here the maximum duration was set at 
2000 ps or 2 ms for both channels. The peak definition time (PDT) was set at a default 
value of 300 ps, the hit definition time (HDT) was modified to 300 ps, and the hit 
lockout time (HLT) was set at 500 ps. NOTE: HLT value was reduced to half the value 
when compared to the previous experimental work performed by Ibekwe [14] and Spivey 
[2]. 
A6 
liming Parameters 
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Figure A8: Timing Parameters 
Tab 9 (Figure A9) characterizes hit data set. Here all the AE parameters for the acoustic 
signal hit were selected. NOTE: Average frequency is an additional parameter that was 
selected as an output for all test specimens. 
Hit Data Set 
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Figure A9: Hit Data Set 
A7 
Once all these AE parameters were set up, the graphical output was selected as shown in 
Figure A10. These plots are displayed in real time as the fatigue testing progresses. 
Graph Overview 
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Figure A10: Graphical Setup 
A8 
Appendix B-BPNN Settings 
The BPNN optimized settings are shown in Figure Bl as the user would see on the 
computer screen. The input is set at 71 for the amount of amplitude bins including 
cycles to failure from the amplitude histogram. Hidden layer 1 (Hid 1) is set to 7 
representing the number of neurons for the network. 
InstaNet / Back Propagation 
ttPEs 
Input pTT 
Hid 1 | 7 _ 
Hid 2 ju~~ 
Hid 3 15"" 
Output | l 
LCoef 
0 035 
0.250 
0 200 
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F" Fast Learning 
P Gaussian I nit. 
P Minimal Config. 
W MinMax Table 
P Bipolar Inputs 
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Figure B1: BPNN Optimized Settings 
Bl 
Appendix C - Reduced Data Tables 
The first 75% portion of data is shown in Table CI where the cycles to failure from 100% 
of the data were multiplied by 0.75. 
Tabled: 75% of Data 
Specimen 
75% 
J5 
J7 
J8 
J9 
JlO 
Jl 1 
J12 
J13 
J14 
J15 
J21 
J22 
J23 
J24 
J25 
J26 
J27 
J29 
J30 
1 J31 
Time to Failure at 1 Hz | 
Minutes! 
10 
11 
10 
10 
10 
10 
12 
10 
9 
10 
11 
9 
11 
11 
12 
11 
13 
11 
13 
12 
Seconds 1 
46 
13 
39 
35 
45 1 
29 
42 
14 
53 
12 
14 
45 
41 
21 
23 
3 
5 
7 
12 
50 
Cycles to Failure! 
75% 
645.75 
672.75 
639 
635.25 
645 
629.25 
762 
614.25 
593.25 
612 
674.25 
585 
701.25 
681 
1 742.5 
663 
784.5 
666.75 
792 
1 770.25 
CI 
The first 50% portion of data is shown in Table C2 where the cycles to failure from 100% 
of the data were multiplied by 0.50. 
Table C2: 50% of Data 
Specimen 
50% 
J5 
J7 
J8 
J9 
JlO 
Jl 1 
J12 
J13 
J14 
J15 
J21 
J22 
J23 
J24 
J25 
J26 
J27 
J29 
J30 
1 J31 
Time to Failure at 1 Hz | 
Minutest 
7 
7 
7 
7 
7 
6 
8 
6 
6 
6 
7 
6 
7 
7 
8 
7 
8 
7 
8 
8 
Seconds I 
11 
29 
6 
3 
10 
59 
28 
50 
36 
48 
30 
30 
48 
34 
15 
22 
43 
24 
48 
33 
Cycles to Failure j 
50% 
430.5 
448.5 
426 
423.5 
430 
419.5 
508 
409.5 
395.5 
408 
449.5 
390 
467.5 
454 
495 
442 
523 
444.5 
528 
513.5 
The first 25% portion of data is shown in Table C3 where the cycles to failure from 100% 
of the data were multiplied by 0.25. 
Table C3: 25% of Data 
Specimen 
25% 
J5 
J7 
J8 
J9 
JlO 
Jl 1 
J12 
J13 
J14 
J15 
J21 
J22 
J23 
J24 
J25 
J26 
J27 
J29 
J30 
J31 
Time to Fai 
Minutes 
3 
3 
3 
3 
3 
3 
4 
3 
3 
3 
3 
3 
3 
3 
4 
3 
4 
3 
4 
4 
ureat 1Hz 
Seconds 
35 
44 
33 
32 
35 
30 
14 
25 
18 
24 
45 
15 
54 
47 
8 
41 
21 
42 
24 
17 
Cycles to Failure 
25% 
215.25 
224.25 
213 
211.75 
215 
209.75 
254 
204.75 
197.75 
204 
224.75 
195 
233.75 
227 
247.5 
221 
261.5 
222.25 
264 
256.75 
