Abstract This paper considers the issue of testing for symmetry of the business cycle. It is demonstrated that findings of symmetry should be interpreted with caution since tests tend to have low power to detect asymmetries when applied to data that have been filtered to isolate their stationary business-cycle component. This implies that asymmetries are likely to be detected in practice only when they are particularly prominent. An empirical application examines the properties of the cyclical component of real GDP from the G7 countries.
INTRODUCTION
Since the early work of Keynes (1936) and Burns and Mitchell (1946) , the question of whether real economic variables behave asymmetrically over the phases of the business cycle has attracted much interest in theoretical and empirical macroeconomics. Such investigations are an important step towards establishing the 'stylized facts' associated with business-cycle fluctuations and in selecting statistical models that are appropriate for the analysis of economic time series. The understanding of stylized facts relating to asymmetry is essential for at least four reasons. First, as Canova (1998) observes, stylized facts provide a set of empirical regularities that any numerical version of a theoretical macroeconomic model that purports to be of empirically relevance should account for. Real business-cycle models, for example, can be successfully calibrated to match a variety of empirical regularities and, if asymmetry is one of these regularities, models need to be modified to allow for asymmetric behaviour. Second, since there appears to be a strong link between the behaviour of many financial variables and the stage and characteristics of the business cycle (see, inter alia, Ferson and Merrick, 1987; Fama and French, 1989; Fama, 1990) , ignoring the latter will most likely lead to erroneous conclusions. Third, as aptly pointed out by McQueen and Thorley (1993) and Sichel (1993) , the existence of asymmetry imposes constraints on the class of statistical models that can adequately describe the dynamic behaviour of economic and financial variables. For instance, linear time-series models with symmetrically distributed innovations are unlikely to provide valid data descriptions or accurate forecasts in the presence of asymmetries. Such model misspecifications can, in turn, give rise to misleading policy conclusions, as discussed in Boldin (1999) . Finally, asymmetry has important implications for the construction of theoretical models of economic behaviour. Its existence makes unattractive many models that include implicit or explicit symmetry assumptions (as is the case with many rational expectations models) and necessitates the development of models that can generate asymmetric behaviour endogenously (see, inter alia, Caballero and Engel, 1991; Acemoglu and Scott, 1997; Chalkley and Lee, 1998) .
Following DeLong and Summers (1986) and Sichel (1993) , much of the work on business-cycle asymmetry characterizes the latter by the distributional asymmetry of data that have been filtered to remove their trend component (i.e. fluctuations displaying low frequencies). Others define asymmetry in terms of the transition probabilities of a Markov-chain description of the business cycle (Neftçi, 1984; McQueen and Thorley, 1993) , asymmetric persistence to shocks (Beaudry and Koop, 1993) , or time-irreversibility of time series associated with the business cycle (Ramsey and Rothman, 1996 ). An important issue that arises in this literature is that of detrending/filtering of time series that exhibit secular growth to extract their cyclical component (see, e.g., Falk, 1986; Westlund and Öhlén, 1991; Sichel, 1993 ; Giles, 1997; Verbrugge, 1997; Canova, 1998; Razzak, 2001 ). Such filtering is indeed essential if any detected asymmetries are to be considered a characteristic of cyclical fluctuations, and its use has been standard practice in business-cycle research. For example, empirical business-cycle regularities are almost exclusively analyzed using filtered data, with the more sophisticated researchers making use of a variety of prefiltering methods in an attempt to establish the robustness or otherwise of stylized facts with respect to different ways of measuring the business cycle (e.g., Canova, 1998) . Filtered data are also used extensively for the calibration of theoretical real business-cycle models, where one must distinguish between transitory shocks which leave the steady state of the economy unaltered and permanent shocks which have lasting long-term effects on the economy (and are not, therefore, very pertinent for business cycle analysis). Since stationary data is required for the analysis of transitory shocks, detrending filters are typically used as a means of isolating the cyclical components of the relevant time series and inducing stationarity.
It must be emphasized that the alternative practice of analyzing the properties of the business cycle using first-differenced data leaves much to be desired. Examples of this approach are Neftçi (1984) and McQueen and Thorley (1993) , who use a Markov-chain model for first-differenced data to test for cyclical asymmetry, and more recently Harding and Pagan (2002) , who put forward a related method. Although such studies claim to present evidence of cyclical asymmetry, their measure of the 'business cycle' arguably has little to do with what researchers typically think of as business-cycle fluctuations.
2 The first-difference filter is undoubtedly capable of inducing stationarity in many macroeconomic time series but few would argue that it isolates only the business-cycle component of the data. Indeed, this filter is known to put strong emphasis on high-frequency components while down-weighting lower frequencies (cf. Baxter and King, 1999) . 3 The criticism is also pertinent for studies that make use of Markov-switching models à la Hamilton (1989) , models which have been used very successfully to establish business-cycle turning points and analyze the potential power of different monetary variables in predicting booms and recessions. It should 2 Burns and Mitchell (1946), for example, specified the business cycle to be fluctuations with duration between 6 and 32 quarters. 3 The use of first-differenced data to analyze asymmetry was also criticized by Falk (1986) , who argued that, for a time series with a positive trend, a downturn in the cyclical component may occur without the series showing any negative change, thus biasing tests in favour of asymmetry. Falk's suggestion was to carry out a test after detrending the data. be borne in mind, however, that most of the empirical applications based on such models use first-differenced data, so some inferences about the cyclical properties of the relevant economic variables may be misleading. Generalizations of Markov-switching models along the lines of Kim and Yoo (1995) -where the cyclical component is modelled separately-do not suffer from this criticism and could be used to study business-cycle asymmetry.
The aim of the present paper is to demonstrate that stylized facts relating to asymmetries in economic variables should always be interpreted with caution since data detrending can lead researchers to report spurious symmetric behaviour. More specifically, we investigate the properties of some popular symmetry tests applied to data that have been detrended using three different methods, namely the Hodrick-Prescott (HP) filter (Hodrick and Prescott, 1997), a band-pass (BP) filter (Baxter and King, 1999) , and a procedure based on the Beveridge-Nelson (BN) decomposition of a time series (Beveridge and Nelson, 1981) . All three detrending procedures share the desirable property that, since they have linear representations, they cannot induce asymmetry if none is present in the data. In the light of the widespread use of these methods in the business-cycle literature, 4 it seems particularly important to examine the effects that data-filtering might have on the properties of tests for cyclical asymmetry. The tests we consider are a skewness-based test, a Markov-chain test, and a test for time-reversibility. Our analysis demonstrates that, when the cyclical component of a time series is extracted by means of the HP, BP or BN procedures, much information about asymmetry in the true cyclical component is lost, resulting in tests having little power to detect deviations form symmetry. 5 This implies that it is particularly important not to uncritically interpret failure to detect asymmetries in detrended time series as evidence in favour of symmetric cyclical behaviour. Conversely, whenever asymmetry of the cycle is established using the familiar detrending methods, this can be taken as strong evidence in favour of asymmetry. The remainder of the paper is organized as follows. Section 2 discusses the symmetry tests of interest and describes briefly the detrending procedures. Section 3 presents Monte Carlo evidence on the performance of symmetry tests in the case of asymmetric data-generating mechanisms. In Section 4 we investigate the patterns of asymmetry in real GDP series from the Group of Seven (G7) countries. Section 5 summarizes and concludes.
DETRENDING AND TESTING FOR SYMMETRY
In an influential paper, Sichel (1993) distinguished between two types of business-cycle asymmetry: 'deepness' (troughs are deeper than peaks are tall) and 'steepness' (contractions are steeper than expansions). These asymmetries are characterized by the distributional asymmetry of the level and of the first difference, respectively, of the cyclical component of the time series of interest. As Ramsey and Rothman (1996) observed, deepness is an example of 'transversal' asymmetry (i.e., asymmetry that is orthogonal to the direction of the movement of the business cycle), whereas steepness is an example of 'lognitudinal' asymmetry (i.e., asymmetry in the direction of the movement of the business cycle). The issues of statistical identification of asymmetry and of estimation of the latent cyclical component are, therefore, of central interest. 4 The HP filter has been by far the most popular among business-cycle analysts despite having been criticized by many for a number of shortcomings (see, inter alia, Harvey and Jaeger, 1993; King and Rebelo, 1993; Cogley and Nason, 1995; Maravall, 1995; Christiano and den Haan, 1996) . 5 McNevin and Neftçi (1992) also raised the issue of linear detrending having an adverse effect on the power of a Markov-chain test for symmetry of the business cycle.
Tests for Cyclical Symmetry

Skewness-Based Test
A simple test for symmetry of the (one-dimensional) marginal distribution of a strictly stationary random process {y t } may be based on the coefficient of skewness γ 1 := κ −3/2 2 κ 3 , where κ r is the rth cumulant of y t . If observations (y 1 , . . . , y n ) from a realization of {y t } are available, γ 1 is typically estimated by the empirical skewness
, where y := n −1 P n t=1 y t . Gasser (1975) showed that, when {y t } is a Gaussian process with absolutely summable autocovariances, e γ 1 is asymptotically normal with mean zero and variance 6n
, where ρ τ := Corr[y t+τ , y t ]. Therefore, a test for symmetry can be based on the statistic
where
and k is a suitably chosen nonnegative integer. For large sample sizes and large k, the contribution in the asymptotic variance of e γ 1 of correlations such as ρ τ with τ > k can be expected to be small and S will be approximately distributed as a χ 2 1 variate. An alternative, popular way of constructing an autocorrelation-robust test for symmetry based on e γ 1 is to use a kernel estimate of the asymptotic variance of e γ 1 (see, among many others, Sichel, 1993; Giles, 1997; Speight and McMillan, 1998) . However, kernel estimators can be substantially biased in small and moderately sized samples, resulting in symmetry tests which have finite-sample properties that are very different from those predicted on the basis of large-sample theory. To illustrate the difficulties involved, we shall discuss the results of some sampling experiment designed to shed light on the relative performance of the two alternative variance estimators.
In our experiments, 2,500 time series {y t } of length n ∈ {100, 200} were generated according to the following models:
with {u t } being independent, identically distributed (i.i.d.) N (0, 1) variates. 6 These models were selected to represent a variety of dynamic behaviour but are not intended to be exhaustive. 7 For 6 Throughout the paper, artificial time series of length n + 100 are generated by setting initial values to zero and then discarding the first 100 pseudo-data points to eliminate start-up effects. 7 Models M 1 , M 2 , M 3 and M 5 were used in Gasser (1975) , while M 4 describes well the US real GDP growth rate (cf. Section 4). each artificial time series, the asymptotic variance of e γ 1 was estimated by using: (a) the estimator 6n
proposed by Gasser (1975) , with k chosen as the largest integer in the interval
1/2 ; (b) the prewhitened quadratic spectral kernel estimator of Andrews and Monahan (1992) with the data-dependent bandwidth given in their equations (3.5) and (3.6). Table 1 reports the Monte Carlo sampling variance of e γ 1 and the average estimated variance over the 2,500 replications, along with the rejection frequency of corresponding 0.05-level tests for symmetry based on e γ 2 1 . The superiority of the Gasser-type variance estimator over the kernel estimator is very clear, the latter estimator being upwards biased for the true sampling variance. In fact, the bias of the kernel estimator is so substantial that a test for symmetry that relies on it is conservative to the extreme, having a zero empirical type-I error probability in most cases. In sharp contrast, a test constructed using a Gasser-type variance estimate has empirical rejection frequency which is rarely significantly different from the nominal 0.05 value. In the light of this evidence, only symmetry tests based on the statistic given in (1) will be considered in the remainder of the paper.
It should be borne in mind, however, that the χ 2 1 large-sample approximation to the sampling distribution of S is valid when the marginal distribution of {y t } is Gaussian rather than merely symmetric. It is possible, therefore, that the χ 2 1 approximation will not be very accurate in symmetric but non-Gaussian situations. Experimentation with various ARMA models revealed this to be the case for some types of non-Gaussian innovations (e.g., Student-t innovations), the empirical type-I error probability of the test tending to be higher than the nominal level. As a means of overcoming these difficulties when symmetry rather than Gaussianity is the hypothesis of interest, we propose to use bootstrap methods to obtain an approximation to the null sampling distribution of S. Note, however, that standard bootstrap procedures involving random data resampling are inappropriate in our case since they are based on the assumption of i.i.d. data. Our suggestion is to use a symmetric version of the sieve bootstrap procedure discussed in Bühlmann (1997) and Kreiss (1997) , which allows for data that are generated by a linear processes (a description of the procedure can be found in the Appendix). The asymptotic validity of a sieve bootstrap for a symmetry test based on S follows from Bühlmann (1997) and Kreiss (1997) , where consistency for smooth functions of linear statistics is established. 8 Tests for symmetry constructed using bootstrap critical values appear to work very well. For instance, for artificial time series of length n = 100 from model M 2 , the Monte Carlo rejection frequency of the test is 0.060, 0.054 and 0.044 when {u t } come from the double-exponential distribution, the Student-t distribution with 8 degrees of freedom, or the logistic distribution, respectively. 9 The corresponding rejection frequencies for pseudo-data from model M 4 are 0.058, 0.052 and 0.060, while the corresponding figures for model M 5 are 0.056, 0.042 and 0.043. The good performance of the bootstrap test in the last case is particularly noteworthy since the ARMA process defined by M 5 is noninvertible and hence does not belong to the class of processes for which the sieve bootstrap is designed.
10
8 First-order asymptotic correctness of the sieve bootstrap requires that: (a) the data-generating process admits a stable infinite-order autoregressive representation with one-summable coefficients and i.i.d. innovations with finite eighth moment; (b) the order of the autoregressive model fitted to the data increases with n but is of smaller order than (n/ log n) 1/4 . It is not difficult to show that resampling from the symmetrized empirical distribution of the residuals from of an autoregressive approximation (cf. Appendix) does not affect the asymptotic validity of the method.
9 All distributions were rescaled to have unit variance. 10 An explanation for this finding may lie with the results in Bickel and Bühlmann (1997) , which show that the closure (with respect to certain metrics) of the class of infinite-order moving-average or infinite-order autoregressive processes is fairly large. This implies that the sieve bootstrap is likely to yield satisfactory results even for processes which do not admit an autoregressive representation.
Markov-Chain Test
Neftçi's (1984) test procedure is based on the observation that runs of increasing values of an asymmetric time series are more or less likely to persist than are runs of decreasing values. Hence asymmetry over the business cycle can be characterized in terms of transition probabilities associated with the signs of changes in the cyclical component of the time series of interest. If {y t } denotes this cyclical component, let
where ∆ is the usual first-difference operator and 1(A) is the indicator random variable of the event A. Neftçi assumes that the random sequence {I t } is a second-order Markov chain on {1, −1} with stationary transition probabilities (see also Falk, 1986; Sichel, 1989) . Under this assumption, business-cycle asymmetry implies that p 11 6 = p 22 , where p 11 := Pr[I t = 1|I t−1 = 1, I t−2 = 1] and
11 Hence, a test for asymmetry can be based on the Studentized statistic
where b p 11 and b p 22 are the maximum-likelihood estimates of p 11 and p 22 , respectively, and b ω is a consistent estimate of the standard deviation of (b p 11 − b p 22 ). The statistic C will be asymptotically distributed as an N (0, 1) variate under the null hypothesis p 11 = p 22 implied by symmetry of the business cycle.
Time-Reversibility Test
Ramsey and Rothman (1996) observed that, while transversally asymmetric time series are timereversible (i.e., their finite-dimensional distributions are invariant to the reversal of time indices), lognitudinally asymmetric time series are time-irreversible. One can, therefore, test for lognitudinal business-cycle asymmetry by using a test for time-reversibility.
The test for time-reversibility considered here is due to Chen et al. (2000) , which exploits the implication that the marginal distributions of the differences of a time-reversible process are symmetric. 12 If, as before, {y t } is the cyclical component of the time series of interest, the test is based on the statistic
. Under the null hypothesis that {y t } is time-reversible, the distribution of s t,`i s symmetric about the origin and R`is asymptotically distributed as an N (0, 1) variate. 13 In subsequent analysis, we take g to be the density function of the exponential distribution with mean β, so that ψ(z) = βz/(1+β 2 z 2 ). Following Chen et al. (2000), we set β equal to the reciprocal 11 Like business-cycle steepness, the asymmetry that is implied by p 11 6 = p 22 is an example of lognitudinal asymmetry (see Ramsey and Rothman, 1996) . 12 This test is preferable to the test of Ramsey and Rothman (1996) since, unlike the latter, it does not focus only on the third moment of the marginal distribution of the time series under test and does not even require the moments of this distribution to exist. 13 Notice that the R`test is essentially a test for steepness when`= 1 since the null hypothesis implies symmetry of the distribution of ∆y t .
of the sample standard deviation of {s t,`} . An estimate of σ 2 is obtained nonparametrically as
and ψ`:= (n −`)
Detrending
In order to test for cyclical symmetry, the statistics S, C and R`must be used in conjunction with an estimate of the latent stationary cyclical component of the time series of interest.
14 In this paper, we focus on three popular methods for extracting the cyclical component of a time series, namely the HP, BN and BP methods. In what follows, we shall use {x t }, {ξ t } and {y t } to denote, respectively, the observed time series, its nonstationary secular component, and its stationary cyclical component.
The Hodrick-Prescott Filter
The HP detrending method is based on the assumption that the two components {ξ t } n t=1 and {y t } n t=1 of the observed time series {x t } n t=1 are statistically independent and {ξ t } n t=1 evolves smoothly over time. Then, an estimate { b ξ t } n t=1 of the trend component is obtained as the solution to the convex optimization problem:
In (4), λ > 0 is a smoothing parameter which regulates the trade-off between the objectives of goodness-of-fit (small (x t −ξ t ) 2 ) and smoothness (small (ξ t+1 −2ξ t +ξ t−1 ) 2 ). In practice, λ = 1, 600 is typically used for quarterly data, while λ = 6.25 and λ = 129, 600 appear to be sensible choices for monthly and annual data, respectively (cf. Ravn and Uhlig, 1997). The detrended series is then defined as b y HP t := x t − b ξ t (t = 1, . . . , n). As shown in King and Rebelo (1993) , when λ = 1, 600,
where g(L) := 1 − 1.7771L + 0.7994L 2 and L is the lag operator. It follows, therefore, that the HP filter will render covariance-stationary any time series which is integrated of order up to 4. Furthermore, the HP filter with λ = 1, 600 is a close approximation to a high-pass filter with cut-off frequency π/16, so it typically removes components of the data with periodicity greater than 32 quarters.
The Band-Pass Filter
The BP filter discussed in Baxter and King (1999) isolates the cyclical component of a time series by suppressing periodic components with frequencies which do not correspond to the researcher's definition of business-cycle fluctuations. An ideal BP filter has a time-domain representation which 14 A skewness-based test for deepness involves the estimate of the cyclical component itself, whereas a test for steepness involves the first-difference of this estimate. (1999) show that the BP filter H m will render covariance-stationary any time series which is integrated of order up to 2. For quarterly data, they recommend setting m = 12, ω 1 = π/16 and ω 2 = π/3. Their choice of (ω 1 , ω 2 ) implies that only components with periodicity between 6 and 32 quarters are retained, which is consistent with the National Bureau of Economic Research (NBER) definition of a business cycle.
The Beveridge-Nelson Procedure
The basic assumption underlying the procedure of Beveridge and Nelson (1981) is that {x t } n t=1
is a realization from an ARIMA(p, 1, q) process,
where ϑ 0 := 1, {ε t } is a zero-mean white noise, and ϕ(z) := 1− P p j=1 ϕ j z j 6 = 0 for all |z| 6 1. Such a process may be represented in terms of a stochastic trend and a stationary cyclical component which are perfectly correlated. The latter component is defined as (cf. Newbold, 1990 )
where b w t (j) is the best linear predictor of w t+j := ∆x t+j − c based on {x 1 , . . . , x t }. In practice, an estimate b y
is obtained using estimates of the unknown parameters in (5) and forecasts b w t (j) constructed on the basis of these estimates.
A SIMULATION STUDY
In this section, we attempt to shed some light on the effect of detrending on the properties of symmetry tests by means of a simulation study. The data-generating mechanism used for the experiments is the following linear unobserved-components model:
y t = 1.5y t−1 − 0.58y t−2 + 0.01u t ,
where {η t } are i.i.d. N (0, 1) random variables and {u t } are i.i.d. random variables, independent of {η t }, with zero mean and unit variance. 15 Notice that the stationary component of a time series generated according to (6)-(8) will exhibit both deepness and steepness when the distribution of u t is asymmetric; it will also be time-irreversible unless u t is Gaussian.
In all simulations, we generated 2,500 series {x t } of length n ∈ {124, 224} from (6)- (8), with the innovations {u t } driving the stationary component {y t } being drawn from the following asymmetric distributions: (a) lognormal with γ 1 ∈ {0.95, 6.185}; (b) standard Weibull with γ 1 ∈ {0.96, 6.619}; (c) gamma with γ 1 ∈ {0.943, 6.325}; (d) member of the S U system with γ 1 ∈ {0.99, 6.172} (see Johnson et al., 1994, ch. 12) . In addition, Gaussian innovations were also considered to examine the properties of the tests under the null hypothesis of symmetry and time-reversibility. 16 An estimate of the stationary component of {x t } was obtained by means of the HP filter (with λ = 1, 600), the BP filter (with m = 12, ω 1 = π/16, ω 2 = π/3), and the BN decomposition. The BN decomposition was based on an ARIMA(2, 1, 2) model for x t , which is the reduced form of the model in (6)- (8) . 17 The symmetry tests are based on the S statistic in (1) with k selected by means of the data-based rule used in the simulation experiments in Section 2.1, the C statistic in (2) , and the R`statistic in (3) with`= 1. Table 2 reports Monte Carlo rejection frequencies of 0.05-level of skewness-based symmetry tests for {b y t } and {∆b y t }, which, as explained before, are the appropriate series for testing the hypothesis of deepness and steepness, respectively. It is immediately evident that when the innovations driving the stationary component of {x t } are mildly asymmetric, tests based on HP, BP or BN detrended data have little power to detect either type of asymmetry. When {u t } come from a heavily asymmetric distribution, the performance of the tests improves considerably. In this case, tests for deepness based on BN detrended data have the highest empirical power, while HP detrending is the most successful in revealing cyclical steepness.
To investigate the extent to which low test power is the result of detrending, we also computed the empirical rejection frequencies of the symmetry test when it is applied to the true (but unobservable in practice) stationary component {y t } of {x t } and to its first-difference {∆y t }. The relevant figures, also shown in Table 2 , reveal that the power of the test generally suffers as a result of extracting the stationary component of {x t } by means of the various filters: test power is in the majority of cases higher when using the true components that are required for deepness and steepness tests, the improvement being particularly pronounced for tests of the latter type. It is also worth observing that tests for deepness based on {y t } tend to be somewhat conservative and have difficulty in rejecting symmetry when the distribution of the innovations is mildly asymmetric.
Further insights into the effects of detrending are provided by Table 3A , which records the Monte Carlo mean and standard deviation of the empirical skewness coefficient e γ 1 for the HP, BP and BN detrended series {b y t } and the true stationary component {y t }. As expected, since the various filters are linear, they do not introduce asymmetry in the detrended data when none is actually present. 18 However, all three types of detrending tend to reduce the asymmetry in the stationary component of the series; in many cases, the average value of e γ 1 for {b y t } is almost 2.7 times smaller than the corresponding value for the true stationary component. This is obviously responsible for the low rejection frequencies of the symmetry tests reported in Table 2 . The problem also appears 15 The structure and parameter values of this model reflect the results obtained by Watson (1986) for the logarithm of US GNP over the period . 16 All distributions were recentred and rescaled to have zero mean and unit standard deviation. 17 Our choice of m = 12 for the BP filter means that 24 sample observations are lost. To ensure that results are not driven by differences in the effective sample size across different detrending methods, 12 data points were also removed from the beginning and the end of HP and BN detrended series. 18 Further experiments (not reported here) also reveal this to be true when {ut} come from non-Gaussian symmetric distributions such as the Student-t, the double exponential, or the logistic. in the case of the first-differenced detrended series {∆b y t }, as the results in Table 3B show. It is particularly noteworthy that {∆b y BN t } is almost symmetric even in cases where the true stationary component of {x t } is highly asymmetric, which explains the poor performance of steepness tests based on BN-detrended data.
The Monte Carlo rejection frequencies of 0.05-level symmetry tests for {b y t } based on the Markovchain statistic C and the time-reversibility statistic R 1 are reported in Table 4 . 19 Both tests are evidently very conservative, their empirical rejection frequencies generally being close to zero when {u t } is a Gaussian process. Furthermore, they have virtually no power to detect asymmetry, even when the innovations that drive the stationary component of {x t } are heavily asymmetric. A comparison of the rejection frequencies of tests based on the estimated cyclical component {b y t } and the true cyclical component {y t } reveals this lack of power to be to a large extent due to detrending. If the true (but unobservable in practice) stationary component of {x t } is used, the tests (especially R 1 ) have reasonable power when the sample size is large and the asymmetry of the innovations is pronounced, power which is lost with detrending. The Markov-chain test based on BP-filtered data is the most unattractive, its rejection probability being zero in the majority of the cases considered.
Finally, in order to investigate whether our results are particular to the data-generating mechanism used in the experiments, we repeated the analysis using an alternative stochastic mechanism in which asymmetry is generated by means of a nonlinear model rather than by a linear model driven by asymmetrically distributed errors. More specifically, we took x t = ξ t + y t with ∆ξ t = 0.02 + 0.02η t , η t ∼ N (0, 1), but replaced the linear structure in (8) N (0, 1) variates. 20 The results of the experiments (based on 2,500 Monte Carlo replications) are reported in Table 5 . As in the case of (6)-(8), the HP, BP and BN detrended series are considerably less asymmetric than the true stationary LSTAR component {y t } of {x t }. This is reflected in the properties of deepness and steepness tests based on S, which have little power to detect either type of asymmetry. The situation is even worse for the Markov-chain and time-reversibility tests based on C and R 1 .
ASYMMETRIES IN REAL GDP
In this section, we apply the tests discussed before to investigate the patterns of business-cycle asymmetry in real GDP series from the G7 countries, namely Canada, France, Germany, Italy, Japan, the United Kingdom, and the United States. 21 Although there appears to be no consensus in the literature about the asymmetric behaviour of real output over the business cycle (the results being sensitive with respect to the test used and the time period covered by the sample), significant evidence of cyclical asymmetry does not appear to be very common. For example, US GDP has been found to be deep but not steep (Sichel, 1993; Verbrugge, 1997) , while UK GDP seems to be neither (Speight and McMillan, 1998; Razzak, 2001 ). 19 Very similar results were obtained using the time-reveribility test based on R`with`= 2. 20 The parameter values of the LSTAR model reflect the results reported in Granger and Teräsvirta (1993, p. 155) for a model for Canadian industrial production over the period . 21 The analysis is based on the natural logarithms of seasonally adjusted quarterly time series. The data were obtained from datastream and cover the following periods: Canada: 1961. As in the simulations of Section 3, the GDP series are detrended by means of the HP, BP and BN procedures; for the latter, we used ARIMA(p, 1, q) models the order of which was selected by minimizing the familiar Akaike information criterion (AIC) over (p, q) ∈ {0, 1, 2} × {0, 1, 2}. The hypothesis of cyclical symmetry is then tested using the S statistic in (1), the C statistic in (2) , and the R`statistic in (3) with`∈ {1, 2}. The P -values of all test statistics were computed from a sieve bootstrap approximation to their null distribution (the details of the bootstrap procedure can be found in the Appendix).
Tables 6A-6C contain the results of the tests. For four countries, namely Canada, Japan, Germany and the UK, symmetry is rejected for at least one of the three estimated cyclical series on the basis of the skewness-based test, suggesting that the business cycle is deep. 22 Furthermore, business-cycle steepness does not seem to be as rare a characteristic as earlier studies have suggested, with significant values of S obtained for Canada, Germany, Japan and the UK on the basis of at least one of the detrended series. In the light of the generally low test power documented in Section 3, these findings are rather impressive, and it seems, therefore, reasonable to conclude that most GDP series are characterized by substantial cyclical asymmetry. 23 Consistent with the results of the simulation experiments, the evidence in favour of business-cycle asymmetry is weaker when the Markov-chain and time-reversibility tests are considered. The test based on C rejects symmetry only in the case of the HP-filtered German GDP. The tests based on R 1 and R 2 reject the hypothesis of time-reversibility for the BP-filtered Canadian and US GDP, suggesting that these two series are lognitudinally asymmetric.
CONCLUSION
This paper has considered the problem of testing for symmetry in time series which have been detrended using the HP, BP and BN methods. Detrended series have been found to exhibit less asymmetry than the true cyclical component, leading to a reduction in the power of tests for symmetry of the business cycle. Markov-chain and time-reversibility tests in particular have negligible power to detect cyclical asymmetry. These results mean that failure to reject the hypothesis of cyclical symmetry should be interpreted with much caution, and make the already documented evidence in favour of business-cycle asymmetry even stronger. In our application, we have found evidence of business-cycle asymmetry in many of the GDP time series examined.
From a practitioner's viewpoint, our results provide a warning against the uncritical interpretation of results obtained after the use of detrending procedures. Unless the cycle is manifestly asymmetric, one would appear to have little hope of detecting asymmetric behaviour in estimates of the cyclical component obtained by means of HP, BP or BN filtering. This, of course, also implies that in those cases where asymmetries are detected in detrended data one can be fairly sure that the cyclical component is indeed asymmetric.
APPENDIX: BOOTSTRAP TESTS
This Appendix gives a description of the algorithm used to compute the bootstrap P -values for symmetry tests based on S, C and R`. The assumption underlying our sieve bootstrap procedure is that the time series {y t } n t=1 is a realization of a stationary infinite-order autoregressive process. The idea is to approximate this process by an autoregressive model of order which increases slowly with the sample size and use this to generate replicates of the observed data as in the usual residual- 22 It is worth noting that since seasonal adjustment of a time series can potentially induce nonlinearity in the filtered series (see Ghysels et al., 1996) , the evidence in favour of asymmetry in GDP might have been overstated here. 23 It is interesting to note that a skewness-based test that uses the kernel variance estimator examined in Section 2.1 rejects symmetry only in the case of first-differenced BN-detrended Canadian GDP. based resampling schemes for autoregressive models. Since we need to approximate the sampling distributions of the test statistics under the hypothesis of symmetry, we use a variant of the sieve bootstrap in which resampling is based on a symmetrized version of the empirical distribution of the residuals from the autoregressive model fitted to the data (cf. Psaradakis, 2002) .
The algorithm used to obtain bootstrap P -values and/or critical values for the S statistic can be summarized as follows. P n t=1 y t and p is such that p → ∞ and p/n → 0 as n → ∞. Then, construct a set of residuals {b ε t } n t=p+1 according to
2. Take a random sample {ε * t } n t=−r+1−p (r > 0) from the empirical distribution that puts mass 1 2 (n−p) −1 on each of ±b ε p+1 , . . . , ±b ε n (so that, conditionally on {y 1 , . . . , y n }, {ε * t } are symmetrically distributed about zero).
3. Generate bootstrap data {y * t } n t=−r+1 according to the recursion
where y * t = y + ε * t for t 6 −r. Then calculate the bootstrap value of S, say S * , by using the definition of S in (1) yields a critical value of significance level α for S.
The bootstrap P -values for the Markov-chain (C) and time-irreversibility (R`) test statistics are computed in an analogous manner. In the case of the latter statistic, however, the bootstrap replicates {ε * t } are drawn from the
. This is essential since time-reversibility of linear processes is a typically Gaussian property (cf. Hallin et al., 1988) . Following Bühlmann (1997) , the autoregressive order p in step 1 of the bootstrap algorithm is selected by minimizing the AIC in the range 0 6 p 6 10 log 10 n. The number of bootstrap replications is B = 299 in Monte Carlo experiments, while B = 999 is used in the empirical application of Section 4. 
