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The iterated mod problem is this: given a, b,, b,, . . . . b,, all integers or all 
polynomials in Q[x], is ((...((amodb,)modb,)...)modb,)=O? When the 
inputs are integers, we prove the problem P-complete with respect to log-space 
reductions, whereas in the polynomial case, we prove the problem is in NC. The 
signiticance of these results lies primarily in the similarity between the iterated mod 
problem and the Euclidean algorithm. We also show that the superincreasing knap- 
sack problem is P-complete, using a very similar proof. 0 1989 Academic Press, Inc. 
1. INTRODUCTION 
We are interested in identifying the intrinsic complexity of natural 
problems with respect to general models of parallel computation. In this 
setting, the complexity class NC, a subset of the well-known class P, has 
emerged as an object of much theoretical interest. NC is the class of 
problems solvable “extremely rapidly,” in time logO”‘n, on parallel 
machines with a “feasible,” n’(i), number of processors. The class is 
reasonably model-independent, and contains a variety of interesting 
problems; see, e.g., (Cook, 1985). In this paper we investigate the parallel 
complexity of the iterated mod problem, to be defined shortly, which is 
related to and motivated by the ancient problem of computing the greatest 
common divisor (gcd) of two numbers. The parallel complexity of the gcd 
problem is poorly understood. 
Most sequential algorithms for computing greatest common divisors are 
based on the Euclidean algorithm, the most common version of which is 
described as follows. Let r. = a, rl = b. Set 
rZ=r,,modr,, r3=rlmodr,, r4 = rz mod r,, . . . . 
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Then gcd(a, 6) is the last nonzero yi. This procedure works whether a and 
b are integers or univariate polynomials over Q. More generally, it works 
in any Euclidean ring, assuming mod is appropriately defined.’ In the 
integer case, the ratios Lr,/r, + 1 J are themselves important, since from them 
one can compute (in NC, in fact) the continued fraction expansion of a/b 
and integers CI and fl such that xa + fib = gcd(a, b ) (LeVeque, 1977). 
(A. Borodin, J. von zur Gathen, and J. Hopcroft, 1982) proves that 
finding gcds of polynomials over arbitrary fields is in Arithmetic-NC 
(defined in Section 3), and in NC for finite fields and Q. Yet, although 
numerous attempts have been made, no one has come close to finding an 
NC integer gcd algorithm, even a randomized one. The fastest parallel 
algorithm is (Chor and Goldreich, 1985), whose algorithm takes time 
@n/log n) on n-bit numbers, while exploiting the power of concurrent 
access on a parallel RAM. The best parallel algorithm on a bounded-fan-in 
model is the O(n) time systolic algorithm of (Brent and Kung, 1983). Thus, 
the integer gcd problem seems much harder than the polynomial one. 
Analogous situations exist for the sequential factoring and modular power- 
ing problems. Factoring integers is thought to be hard, but factoring 
rational polynomials is in P (Lenstra, Lenstra, and Lovasz, 1982). 
Modular powering, i.e., computing ae mod b for n-bit integers e, is in NC 
for degree-n polynomials a and b over a finite field (Fich and Tompa, 
1985), but is not known to be in NC for n-bit integers a and b, except in 
special cases (von zur Gathen, 1984). Like gcd, this problem is not known 
to be P-complete, nor is there other strong evidence that it is not in NC. 
In this paper, we consider a problem related to the gcd problem, the 
iterated mod problem. We define it as follows: given a, b,, b,, . . . . b,, all 
positive integers or all in ff [x], for some field [F, is 
((...((amodb,)modb,)...)modb,)=O? 
(In the integer case, s mod r is the least nonnegative integer congruent mod 
t to s.) Like the gcd problem, this one can be solved by setting 
a, =amod b,, a,=~, mod b2, a, = a2 mod b,, . . . . a,=a,-, mod b,, 
and then asking if a, = 0. In some ways, this problem seems easier than the 
Euclidean algorithm, in that here the moduli b, , . . . . b, and the length of the 
computation are prespecilied. On the other hand, the problem may be 
computationally harder, since the moduli are completely independent of 
each other, which is clearly not the case in the Euclidean algorithm. 
’ To be precise, all that is required of r = a mod b is that a = rb + r for some I, and either r is 
zero, or it is smaller than h under the norm associated with the ring. See, e.g., (Herstein, 
1964). 
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In Section 3, we prove that the polynomial iterated mod problem is in 
NC. In contrast, in Section 2 we show that an NC algorithm is very 
unlikely to exist for the integer version, thereby strengthening the apparent 
dichotomy between integer and polynomial problems. 
To be more specific, in Section 2 we show that the integer iterated mod 
problem is complete for P with respect to log-space reductions. The P-com- 
plete problems form another interesting subclass of P, whose members are 
believed to be in some sense “inherently sequential.” In particular, if any P- 
complete problem were shown to be in NC, then P = NC, a possibility 
most researchers consider unlikely. Thus, an NC algorithm exists for 
integer iterated mod if and only if P = NC. P-completeness has similar 
implications for (sequential) space complexity: a P-complete problem such 
as integer iterated mod can be in DSPACE((log n)‘) if and only if 
P c DSPACE( (log n)‘), also considered unlikely. 
The result also shows something about the complexity of the mod 
function. Analogous problems not involving mod do not become P-com- 
plete until they are made much more general. For example, the integer 
iterated mod problem can be viewed as a formula whose only connectives 
are integer mod operations. From the P-completeness result, we conclude 
that an efficient parallel algorithm to evaluate such formulae probably does 
not exist. In contrast, we can efficiently parallelize evaluation of Boolean 
formulae, or of integer formulae with the seemingly richer set of operations 
{ +, -, x >, or even of Boolean or integer straight-line programs under 
suitable degree constraints (see Valiant, Skyum, Berkowitz, and Rackoff, 
1983). These straight-line program value problems finally become P-hard 
when the degree constraint is lifted. This was shown in (Ladner, 1975) in 
the Boolean case, and is easily seen in the arithmetic case by reduction 
from the NAND-gate circuit value problem discussed below, and the obser- 
vation that 1 - x .y computes the NAND of 0, l-valued variables x and y 
(Venkateswaran, 1983). 
In Section 4 we show, using related proof techniques, that the superin- 
creasing knapsack problem is also P-complete. 
See (Garey and Johnson, 1979), or (Cook, 1985) for more discussion of 
the significance of P-completeness results. 
2. THE INTEGER ITERATED MOD PROBLEM IS P-COMPLETE 
To simplify our reduction, we alter our notation. We assume we are 
given positive integers x, m,, m,- i, . . . . ml, and we wish to determine if 
(( ~~~((xmodm,)modm,~,)~~~)modm,)=O. 
Clearly this problem is in P. 
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Our reduction is from the NAND-gate circuit value problem. An instance 
consists of a directed acyclic graph, having Y nodes y,, . . . . y, of indegree 0 
(the inputs), and G nodes, numbered G, G - 1, . . . . 1, of indegree 2 known as 
gates. We assume the gates are numbered in reverse topological order, i.e., 
every edge is directed from an input to a gate, or from a higher numbered 
gate to a lower numbered one. The last gate, the gate numbered 1, is 
known as the output and from it we imagine a single artificial outgoing 
edge, one whose head is unspecified. The E = 2G + 1 edges are numbered so 
that the two edges into gate g have labels 2g and 2g - I, and the artificial 
edge out of the output gate is labeled 0. Furthermore, we are given a value 
Y,E (0, 1 > for each input y,. Each gate, computing the NAND of the two 
bits fed to it, acquires a binary value in the obvious way, and each edge 
“carries” a binary value. Our goal is to compute the value of the output 
gate. That the problem is P-complete can be seen by modifying the proof in 
(Ladner, 1975). 
The reduction from the circuit-value problem to the integer iterated mod 
problem is as follows. Let n = 2G. Let x be the E-bit integer whose jth bit 
(with place value 2’) is Y, if edge j is incident from input y,, otherwise, the 
jth bit of x is 1. For 1 <g d G, let 
m *g=22g+22g--+ c 2J, 
edge j  is an out-edge 
“from“ gate g 
and 
m 2g-1=22g-1. 
Certainly, this is a log-space reduction. 
Intuitively, the reduction works as follows. A pair of moduli mzg and 
m2g--1 simulate gate g. The topological numbering of gates and edges 
ensures that at the appropriate time, the two inputs to NAND gate g will 
be the two “high-order” bits of the residue of x. The two leading 1 bits in 
mzg have the effect of testing these two inputs when reducing mod mzg, 
which thereby simulates the NAND. Specifically, if the two “high-order” 
bits are both 1, then the low order bits of mzg clear the bits corresponding 
to the out-edges from gate g. Reducing mod rnzg- i is a clean-up step that 
clears the two “high-order” bits if only one of them was a 1. We illustrate 
the construction, and the associated iterated mod computation, with the 
example in Fig. 1. 
The next theorem establishes the correctness of the reduction, by proving 
that the output gate of the circuit-value instance has value 0 if and only if 
(( .~~((~~modm,,)modm,~,)~~~)modm,)=0. 
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The Consmxtion Simulation on Input Y  1 = Y* = Y,  = 1 
bnkdge 6543210 bitkdge 6543210 
i Y,YzlY,l 11 X” 1111111 
m6 1110100 
m5 0100000 
m4 11010 
m3 01000 
m2 I 1 1 
ml 0 I 0 
modme 0001011 
modmS 01011 
nwdm, 01011 
modm, 011 
modmz 011 
modml I 
FIG. 1. Example of the reduction. 
THEOREM. Let xg= (( . , . ((x mod m,) mod m,-,). . .mod mzg) 
mod m 2g--1),for l<g<G, andletx,+,=x. 
(a) Foreachg, l<gdG+l,x,~2~~-‘. 
(b) Let ldg,<G+l,Obj<<g-2.Zfedgejisanoutgoingedgefrom 
an input node, or from a gate h with h >g, then xg’s jth bit is the value 
carried by edge j. If not, x,‘s jth bit is 1. 
ProoJ By downward induction on g. The basis case, g = G + 1, is easy. 
For the induction step, let 1 <k < G and suppose that the theorem holds 
for all g> k. We prove it also holds when g= k. Note that 
xk = (xk + I mod mZk) mod m2k _ I, Since mZk _ I = 22k- ‘, xk consists of the 
2k - 1 least-significant bits of (xk+, mod m&, and part (a) follows 
trivially. 
We need to show (b) when k =g for all j in the range 0 <j< 2k- 2. 
Note that by the induction hypothesis, the only bits which may differ 
between xk + r and xk are those bits corresponding to (in- or out-) edges 
incident to vertex k. Edges 2k and 2k - 1 are the in-edges to gate k. By part 
(b) with g= k + 1, we infer that xk+ r’ s (2k)th bit is the value carried by 
edge 2k, and that xk+ ,’ s (2k - l)st bit is the value carried by edge 2k - 1. 
These bits will be zero in xk, by part (a). Part (b) applied with g = k + 1 
also implies that if edge j is an out-edge of gate k, then xk + r’s jth bit is a 1, 
whereas these bits in xk must be the value of gate k. All other bits must be 
unchanged. There are two cases to consider, depending on bits 2k and 
2k - 1 (the “high-order” two bits) of -‘ck + , . 
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Case 1. In x~+,, bits 2k and 2k - 1 are 1. Consequently, xk+ , am,,, 
yet xk + 1 < 2m2k and therefore (xk + , mod mZk) = xk + , - mzk. Since taking 
modm,kP,=22k-1 does nothing, we conclude that xk is obtained from 
xk+ , by deleting the leading two l’s, and replacing the 1 in position j by a 
0, for every out-edge j leaving gate k; all other bits are unchanged. But 
since the two edges into gate k were carrying l’s, and NAND( 1, 1) = 0, (b) 
now holds for g= k. 
case 2. In xkfl, at least one of bits 2k and 2k - 1 is a 0. Then 
xk+ 1 < m2k (because m2k has l’s in positions 2k and 2k - l), so 
(x k+,modm,k)=-Xk.,. Hence .xk consists of the rightmost 2k - 1 bits of 
xk+ , , and in position j of xk, where j is an out-edge of gate k, we still have 
a 1. Because NAND( 1,O) = NAND(0, 1) = NAND(0, 0) = 1, (b) holds for 
g= k. 
This establishes condition (b), and completes the proof. i 
It might seem at first that the completeness of the integer iterated mod 
problem hinges on the ability to specify n different moduli. In fact, this is 
not entirely true. The problem remains complete if, for some constant k, 
the modulus sequence consists of n/k “copies” of a sequence of k distinct 
moduli, where each modulus in each copy is a shifted version of one of the 
original k moduli. Equivalently, there is a constant k, independent of n, and 
k integers m,(n), . . . . mk- ,(n) depending on n and computable from n in 
log n space, such that the following problem involving only k distinct 
moduli is P-complete: Given an n-bit integer X, compute 
fori:=l tondox:=2xmodmi,,,,(n);ifx=Othenaccept. 
The proofs of these results are simple modifications of the construction 
above, based on the observation that the circuits produced from P-time 
Turing machines in the proof in (Ladner, 1975) that the circuit value 
problem is complete are in fact extremely regular in structure. We omit the 
details. 
The P-completeness of integer iterated mod does appear to depend on 
the presence of n-bit moduli, since the problem restricted to moduli of 
length O(log n) bits, or even log O”‘n bits, is in NC. In other words, the 
problem is not “strongly” P-complete unless P= NC. Basically, the restric- 
ted problem is in NC since the magnitude of the residue is at least halved 
by every consecutive pair of “non-trivial” mod operations, and the next 
“non-trivial” modulus may be found by binary search. 
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3. THE POLYNOMIAL ITERATED MOD PROBLEM Is IN NC 
The polynomial iterated mod problem is: given univariate polynomials 
4x1, bl(x), . . . . b,,(x) over a field iF, compute the residue 
(( . ..((a(x) mod b,(x)) mod b,(x)...) mod b,(x)). 
Does the P-completeness proof from the previous section apply to this 
problem also? No. Basically, since the degree of a polynomial is determined 
by only one “high-order bit,” a polynomial mod cannot test two “bits.” For 
example, for integers we had (lo), mod( ll)* = (lo),, but in the analogous 
case for polynomials, we have ( 1 . .x2 + 0. x) mod( 1 . x2 + 1 . x) = 
(0. x2 - 1 .x). Not only does our P-completeness proof fail in the 
polynomial case, but in this section, we will show that there is a very fast 
parallel algorithm for this problem. 
For an algebraic problem of this type, it is natural to assume a model of 
computation in which inputs and outputs are elements of the field [F, rather 
than bits, and in which each processor may compute the primitive field 
operations in unit time. The analog of NC for such models usually is called 
Arithmetic-NC, and Arithmetic-NCk denotes problems solvable by such 
models in time logkn with nO”) processors. To be more precise, “time” here 
means depth of a uniform family of polynomial-sized arithmetic circuits, 
i.e., circuits having gates which compute primitive field operations. It is 
often possible to translate Arithmetic-NC algorithms for arbitrary fields 
into NC algorithms for some particular fields, including finite fields and Q, 
whose elements are easily encoded and manipulated as bit strings, This is 
true, for instance, of the algorithm for solving linear systems given in 
(Borodin, von zur Gathen, and Hopcroft, 1982), and of their polynomial 
gcd algorithm. Note, however, that for NC computations over Q we 
generally cannot insist on answers in lowest terms, unless and until integer 
gcd is shown to be in NC. 
In this section we will show that the polynomial iterated mod problem 
over any field IF is in Arithmetic-NC’. In the important cases where [F is a 
(fixed) finite field, or the rationals Q, the problem will be shown to be in 
NC’, i.e., solvable by Boolean circuits of polynomial size and log-squared 
depth. The proof in both cases is by reduction to the problem of solving 
non-singular triangular systems of linear equations over 5, a problem 
which is known to be in Arithmetic-NC2 in general, and in NC2 for some 
particular fields, including all finite fields and Q. (The original Arithmetic- 
NC2 algorithm is found in (Heller, 1974); see (Heller, 1978) for a survey of 
results on this problem, and (Greenberg, Ladner, Paterson, and Galil, 
1982) for a more processor-efficient solution. NC2 algorithms for particular 
rings are presented by (Borodin, von zur Gathen, and Hopcroft, 1982), and 
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by (Borodin, Cook, and Pippenger, 1983), and in fact work for general 
linear systems.) 
Note that we have not phrased the polynomial iterated mod problem as 
a decision problem, such as deciding whether the residue is identically zero. 
Intuitively, the problem of computing the residue is at least as hard as this 
decision problem, so our result is intuitively stronger when phrased this 
way. In fact, the associated decision problem is nor in Arithmetic-NC, but 
only for the trivial technical reason that the Arithmetic-NC model does not 
allow tests. 
Let b,(x) = Ye = a(x), and for 0 ,< i 6 n let di = degree(b,). Without loss 
of generality, assume do 3 d, > d2 > . . . > d,. Now, there exist unique 
polynomials qi(x) and r,(x) for 1 6 i < n such that 
ri- 1(x) = qi(x) .bi(x) + rj(x), with degree(r,) < degree(b,) = di (or ri=O). 
(3.1) 
Namely, qi and r, are the quotient and remainder, respectively, of yi- l 
divided by b,. Further, 
a(x)=q1(x).b,(x)+q,(x) .b,(.x)+ ... +qn(x).b,(x)+r,(x), (3.2) 
and 
r,(x)=(( ~~~((a(x)modb,(x))modb,(x))~~~)modb,(x)). (3.3) 
Let aj, (!J~,~, q,,j, ri,i) be the coefficient of .xj in a(x), (b,(x), qi(x), ri(x), 
respectively). Then, we can find the coefficients of rn (and simultaneously of 
all the 4;s) by solving the (d,, + 1) x (d, -t- 1) triangular linear system shown 
in Fig. 2. 
This linear system arises from Eq. (3.2) above by simply equating the 
coefficients of like powers of x. For example, the term q,(x) .b,(x) in the 
right-hand side of (3.2) gives rise to the leftmost block of (do-d, + 1) 
columns in the matrix, containing the coefficients of b,(x), and the top 
block of a like number of entries in the right hand column vector, contain- 
ing the coefficients of ql(x). 
Notice that the degree of q,(x) is exactly do - d, , so we have included 
the contributions of all non-zero Y,,~ ‘s. Similarly, the ith block of columns, 
2 d i< n, corresponds to the term qi(x) . b,(x) in Eq. (3.2), and the last 
block to r,(x). Again, from Eq. (3.1) the degree of ri- , is strictly less than 
dim 1, so the degree of qi(x) can be at most dip 1 - d, - 1. Thus we have 
included all non-zero qi.;s. A similar argument holds for the coefficients of 
r,(x). 
That this system of equations has a unique solution follows from the uni- 
queness of the solution to Eq. (3.1). It can also be seen directly, since it is a 
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9”,d”~,-d.-l 
9..0 
‘“d-l 
‘“,I 
‘” .” 
P--- d&l+ --+ dl-dz li~~i,dn-~-dn+dn-- 
FIG. 2. Solving the polynomial iterated mod problem. 
triangular matrix whose diagonal entries are all non-zero, and hence has a 
non-zero determinant. The diagonal entries 6,,, are nonzero, since hi(x) 
has degree d, by definition. 
We remark that, if desired, it is easy in parallel to recover the rest of the 
r;s, once the 4;s are known. It is also worth remarking that if all the given 
hi(x) are manic, i.e., b, d, = 1, then the resulting matrix is invertible over any 
commutative ring, not just a field, and further the inverse computation is 
still in Arithmetic-NC. 
4. THE SUPERINCREASING KNAPSACK PROBLEM IS P-COMPLETE 
The well-known O-l knapsack problem is: given an integer w, and a 
sequence of integers w1 , w2, . . . . w,, is there a sequence of &l valued 
variables x1, x2, ..,, x, such that w  = c;= I xi. wj. This problem is known to 
be N&complete (Garey and Johnson, 1979). A knapsack instance is called 
superincreasing if each weight wi is larger than the sum of the previous 
weights: for all 2 d i 6 n we have wi > cj: : wj. A simple “greedy” strategy, 
considering the wI)s in decreasing order, gives a linear time algorithm for 
solving superincreasing knapsacks. Superincreasing knapsacks are best 
known as the basis for the Merkle-Hellman cryptosystem (Merkle and 
Hellman, 1978) (subsequently shown to be of questionable security 
(Shamir, 1982; Adleman, 1983)). 
Larry Carter and Victor Miller (personal communication) pointed out to 
us that our P-completeness proof for the iterated mod problem is easily 
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modified to show that the superincreasing knapsack problem is also P- 
complete. We will sketch this proof below. 
The reduction is again from the NAND-gate circuit value problem. We 
modify the construction given earlier in two ways. First, we use “radix 4”; 
second, we add a third modulus for each gate g. Its value will lie between 
that of mzg and m2gP,, so we will call it rnzgPO 5. Specifically, we let 
m 2g=42g+4Z~~‘+ 1 4, 
edge j  is an out-edge 
“from” gate g 
m2R~o,s=42~-42g~1, 
and 
m zg-1= 4% 1 
Since m 2gp0.5 is less than m2g and divisible by m2g-, , it is not hard to see 
that the construction is still correct. One effect of this change is that now 
all quotients corresponding to the remainder sequence computed by 
iterated mod are either 0 or 1. (They were previously 0, 1, or 2.) Further, it 
is not hard to see that the modified modulus sequence (taken in reverse) is 
superincreasing: the “high order” radix-4 digits of consecutive moduli are 
(Olh, (03),, (ll),, and WOO),, . . . . which are superincreasing, regardless of 
the lower order digits of (OOll),, or of the lower order digits contributed 
by earlier moduli. The resulting iterated mod problem has value zero if and 
only if the corresponding superincreasing O-l knapsack problem has a 
solution. This completes the proof sketch. 
Our proof can also be modified to show the P-completeness of the first 
fit decreasing heuristic for the bin packing problem. Using similar techni- 
ques, this was previously shown P-complete in (Warmuth, 1984). Indepen- 
dently, (Gopalakrishnan, 1986) showed similar results for the first-lit and 
best-lit heuristics for bin packing. The first fit decreasing problem is also 
known to be “strongly” P-complete, i.e., it remains P-complete when the 
object weights are given in unary rather than binary. The latter requires 
stronger proof techniques (Anderson, 1986; Anderson, Mayr, and War- 
muth, 1988). Another result using a proof technique similar to ours is the 
P-completeness of the list scheduling problem, shown in (Helmbold and 
Mayr, 1984). 
5. CONCLUSIONS 
The main problem we have studied in this paper was motivated by a 
desire to understand the parallel complexity of the integer gcd problem. 
While the gcd problem remains open, we have provided strong evidence 
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that the related integer iterated mod problem is not highly parallelizable. 
To our knowledge, this is the first P-completeness result for such a highly 
structured algebraic problem over the integers. Hopefully, it will serve as a 
stepping stone to such results for other integer problems, perhaps including 
gcd, or powering. 
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