Abstract-Melanoma is a curable aggressive skin cancer if detected early. Typically, the diagnosis involves initial screening with subsequent biopsy and histopathological examination if necessary. Computer aided diagnosis offers an objective score that is independent of clinical experience and the potential to lower the workload of a dermatologist. In the recent past, success of deep learning algorithms in the field of general computer vision has motivated successful application of supervised deep learning methods in computer aided melanoma recognition. However, large quantities of labeled images are required to make further improvements on the supervised method. A good annotation generally requires clinical and histological confirmation, which requires significant effort. In an attempt to alleviate this constraint, we propose to use categorical generative adversarial network to automatically learn the feature representation of dermoscopy images in an unsupervised and semi-supervised manner. Thorough experiments on ISIC 2016 skin lesion challenge demonstrate that the proposed feature learning method has achieved an average precision score of 0.424 with only 140 labeled images. Moreover, the proposed method is also capable of generating real-world like dermoscopy images.
I. INTRODUCTION
Skin cancer is the most prevalent cancer in Canada, with the incidence number almost equal to the four major cancers (lung, breast, colorectal, prostate) combined. Melanoma, as one of the two major skin cancer types, is the most deadly form with a 5-year survival rate of about 14% if detected late [22] . According to the Canadian Cancer Statistics 2014, the incidence rates of melanoma has increased by 2.05% per year for both sex combined between 1992 to 2013 [55] . An estimate of nearly 7300 people are expected to be diagnosed with melanoma and over 1200 are expected to die in 2017 [56] . This cancer arises when the pigment containing cells named melanocytes start to multiply without control and form malignant tumours. Despite its aggressiveness, this cancer is curable if detected early with a 5-year survival rate over 99% [22] . Therefore, a convenient and accurate method for early diagnosis of melanoma is of great practical impact. Dermoscopy is a non-invasive skin imaging technique that has been widely adopted by dermatologists for the initial screening of skin disease. Utilizing a high magnification factor, it can minimize skin reflection interference, offering a better view of the skin lesion as compared to naked eyes [50] . However, the median wait time to see a dermatologist is over three months in Canada [4] . It would be of great value to develop an automated melanoma recognition system based on dermoscopy images to produce an accountable screening result in a more timely manner. The significance of automated image analysis and recognition for identification of melanoma has been highlighted in recent publications [23, 57, 40, 3] .
There are a couple of challenges in the development of a dermoscopy image based automation system. First, there is no discernible boundary between the normal and lesion skin which makes the segmentation of skin lesions difficult, let alone the artifacts that can be seen in the image, e.g. hair, bubble and ruler. Sample images with these three artifacts can be seen in Figure 1 . Another big problem is the large intra-class variation (among melanomas) and small inter-class variation (melanoma v.s. benign) as demonstrated in Figure 2 . The skin lesions are segmented from the surrounding region to give a better illustration.
Recently, supervised learning with Convolutional Neural Networks (CNN) has provided excellent results for classification of skin cancer [22] . Dermotologist-level performance was claimed with 129,450 clinical images, including 3,374 labeled dermoscopy images used in the training. However, the authors stated that their method is constrained by data and the application can be extended to more visual conditions if sufficient labeled training examples exist. Similar claim has been made in [3] where Ali et al. stated that the method they presented is constrained by data and needs sufficient training examples to succeed in the classification of various Progressive performance seems to be straightforward by simply acquiring more labeled images. However, obtaining large volumes of labeled training data is time consuming and requires extensive expertise. In natural image field, we could rely on Amazon Turk to outsource the labeling task but this only suffices for general object categories. Fine-grained image labeling such as differentiating bird species would also require domain specific knowledge, not to mention dermoscopy images that require years of medical training and sometimes demand histopathology consultation. Moreover, privacy issues would further limit the number of qualified candidates.
Nonetheless, there is substantial amount of unlabeled images that have not been utilized, and their acquisition is relatively easier and inexpensive. Therefore, in this work, we explore unsupervised and semi-supervised learning techniques for dermoscopy image classification, in particular melanoma classification. Our proposed method combined categorical generative adversarial network (catGAN) [53] and Wasserstein distance (also known as earth mover's distance in computer science) [27] for its automatic feature learning. Evaluation on the ISIC skin lesion challenge 2016 dataset has shown promising results. We refer the proposed method as catWGAN and its detailed description can be found in Section III. Note that in this work, we mainly assess the feature learning capability of the network. As shape statistics of skin lesion plays an important role in the decision making of dermatologist, the skin lesions were segmented with ground truth segmentation maps to avoid interference of backgrounds and possible confusion that could be introduced by various segmentation algorithms.
II. RELATED WORKS
High dimensional image data is usually assumed to lie on a lower dimensional manifold where the original data can be projected to get a more compact feature representation [13] . In automatic classification systems, this change of data representation can not only save computation, but also makes the system robust to potential transformations encountered in the real-world, such as illumination, rotation, scale change, and translation. Based on the strategies of how the features are designed, we broadly categorize the existing literature into two groups, one centred on use of hand-crafted features and the other focused on automatically learnt features.
A. Hand-crafted features
In the pre-deep learning era, hand-crafted features based on shape [24, 12] , color [54, 14, 9] and texture [6, 39] of skin lesion played a key role in automatic melanoma classification systems. The features used are very broad and are generally adopted from the traditional computer vision literature. For example, Garnavi et al. used a wavelet decomposition based texture feature extraction method in conjunction with other geometric and border based features of the lesions [25] . Jafari et al. combined asymmetry, colour and border assessment features with a Support Vector Machine (SVM) classifier to automate melanoma detection [32] . Integration of local and global features is also exploited in some computer-aided diagnosis systems [10, 7] . Among various ways of fusing features from different sources, bag of visual word (BoW) is probably the most popular method to aggregate the lowlevel features into so-called mid-level features which are more robust to image variations. This has been adopted in many dermoscopy image classification works [8, 2, 52] . A more in-depth review of these traditional techniques can be found in [43] .
B. Automatically learned features with deep neural networks
Recently, deep learning based algorithms have quickly dominated most vision based tasks. These advances have been quickly brought into the field of computer aided diagnosis, including retinopathy [28] , breast cancer diagnosis [18] , pulmonary nodules detection [15] and the focus of our work, melanoma image classification.
1) Supervised learning:: Previous deep learning work in melanoma classification has prevailingly used fully supervised learning for feature extraction and then attach a classifier such as random forest on top for classification. Constrained by the fact that not enough labeled samples are available to fully train the neural network, a large portion of related works use a transfer learning scheme by fine-tuning a pre-trained neural network. The underlying assumption is that the cascade level of features learned with natural images could also be beneficial for medical images especially those features learnt in the first few layers of the network which are mainly edges and some other simple image structures. The training could then focus on the deeper layers leaving the shallow layers untouched.
Codella et al. extracted features from a pre-trained CNN and further combined traditional sparse coding features for melanoma recognition [16] . Liao fine-tuned three different pre-trained CNNs (VGG15, VGG19, GoogleNet) for universal skin disease classification [36] . The effectiveness of transfer learning was also manifested in other similar works that adopts the same fine-tuning strategy [37, 59, 29] .
2) Unsupervised and semi-supervised learning:: Unsupervised and semi-superviesd learning method is not commonly used in this field mostly due to its modest performance. The only work we have found, uses a stacked sparse autoencoder to learn hierarchical level of features for classification of skin lesion images [47] . However, we believe unsupervised and semi-supervised methods will play an important role in solving medical imaging problems due to the scarcity of labeled medical datasets. Here we briefly review contemporary deep learning based semi-supervised learning methods that are not only scalable to large quantities of unlabeled images but are also capable of simultaneously performing the unsupervised and supervised learning task (opposed to unsupervised pretraining followed by supervised fine-tuning). For a more indepth review of traditional semi-supervised learning methods, we refer the reader to these two works [49, 13] .
Recent methods typically involve training of a feed-forward classifier together with some auxiliary unsupervised tasks, hoping the learnt features would generalize better. The most common unsupervised tasks includes minimizing reconstruction error of inputs [30, 34, 38] or learnt intermediate representations [46] , encourage model invariance of input data perturbations [21, 48, 41] , or some ways of data embedding [45, 58] .
Generative modelling, which is a branch of unsupervised learning, has seen rapid progress during the last several years. Generative adversarial network (GAN) [26] , in particular, has received attention due to its capability of generating synthetic real-world like samples. The extension of GAN into semi-supervised learning has achieved state-of-the-art results on CIFAR10 [20, 41] , MNIST [53] and SVHN [19, 35] . In this work, we explored one type of generative model, named categorial GAN (catGAN) for unsupervised and semisupervised learning. catGAN is a generalization of the GAN model to multiple classes where the adversarial loss used involves information maximization. Since the original catGAN training is not stable, we further adopted the Wasserstein distance for assistance and we refer the proposed approach as catWGAN. We have shown that with only 140 labeled samples, the learned feature outperforms simple hand-crafted features and baseline denoising autoencoder by a large margin. The model can also synthesize real-world like dermoscopy images ( Figure 9 ) that could potentially be further used as a source of data augmentation and potentially for training of dermatologists. As far as we know, this is the first work that applied GAN based semi-supervised learning on melanoma classification.
III. METHODOLOGY
The traditional GAN is a generative model that implicitly estimates the sample distribution so that we can directly sample from the model. It consists of two types of networks: the generator G that generates synthetic samples from pure noise and the discriminator D 1 that differentiates between real and generated samples. G and D 1 update themselves alternatively during the training process with contradictory objective. catGAN adopts the general framework of GAN but modifies the objective of D 1 in a way that rather than classifying the input sample as "real" or "fake", it outputs confidence values of input belonging to each one of the underlying classes. Figure 3 following the orange line illustrates this process.
Let G : R d → R m×n denote a mapping from random noise z ∼ p(z) to a generated image samplex, and D 1 : R m×n → R 2 denote a mapping from an input sample image to its predicted label distribution y. The input could be either real sample x ∼ p r (x) or generated fake samplex ∼ p g (x). In unsupervised setting, the performance of D 1 was measured by the peakedness of the output label distribution using entropy. The overall objective of D 1 and G in catGAN formulation can be expressed mathematically as:
] is the entropy of the marginalized class distribution over real and generated samples respectively. These two entropies were maximized to ensure equal usage of samples from both classes. The second
is the estimated entropy of the predicted class distribution over real samples, that D 1 tries to minimize. The S g term as appearing in both L catGAN D1
and L catGAN G is the estimated entropy of the predicted class distribution over generated samples, over which D 1 tries to maximize and G tries to minimize. S r and S g are used to denote these two terms for future reference.
Similar to traditional GANs, stabilizing the training of catGAN so that neither G or D 1 is overpowered by the other is a significant issue, as already pointed out in the original catGAN paper. The generator would stop improving when the discriminator becomes too strong, where the loss of the discriminator gets saturated and leads to zero gradients for updating G. Although by adopting the DCGAN architecture [44] , the likelihood of model collapse decreased a lot, we did observe this unstable phenomenon from time to time with different initializations. Therefore, to cope with this problem, we further employed a second discriminator D 2 with Wasserstein distance [5] for assistance as shown in Figure 3 following the red line.
Springenberg has compared the catGAN formulation to the regularized information maximization (RIM) framework, and found that the generator of catGAN can be thought of as an adaptively learned regularizer for its discriminator [53] . Under this perspective, the better the generated sample becomes, the more robust the D 1 becomes to the adversarial samples. This constitutes another part of the motivation of the integration of the second discriminator. When D 1 failed to supply enough gradients to update G, D 2 will still offer gradients to help G catch up.
The objective of D 2 is to differentiate between real and generated fake samples as in the traditional GAN without worrying about the composition of underlying classes. Traditional GANs minimize a f -divergence between the real data distribution and the generated data distribution [26, 42] . Since f -divergence is a function of the density ratio, it would either become zero or infinite when the support of the two distributions do not overlap. Using Wasserstein distance mitigates this problem by assuming a Lipschitz constraint on
Real images the discriminator 1 . Gradient penalty was employed here for the training of D 2 , as it was shown to be beneficial for the training of WGAN with various architectures [27] .
The loss can be expressed as follows in the WGAN formulation
where λ is the weight of the gradient penalty. Combining equation (1) to (4) into the same framework, we have the full unsupervised objective in our case as:
where α weights the influence of D 1 and D 2 to G. The negative of the first two terms of equation 3 is the Wasserstein distance between the generated distribution and the real sample distribution.
1 In some publications, this is called critic because the output is no longer a confidence value of real or generated sample but a real number. We stick to the name of discriminator for the sake of consistency in this paper.
The extension to semi-supervised training is straightforward by incorporating the cross entropy (CE) loss for the labeled samples in equation 1, so that the loss for D 1 becomes:
where X l is the set of labeled samples
A. Network architectures
The architectures described below were used to generate images of size 64×64. For the catGAN part (G and D 1 ), we found the original architecture tends to produce low contrast images. Therefore, instead of using the original architecture from the catGAN paper, we customized with some key modifications. The detailed architecture can be found in Table I . Compared with catGAN's original architecture, the proposed architecture substituted all pooling layers with stride convolution. Compared with DCGAN's architecture, we employed leaky Relu instead of Relu for the generator to avoid dead gradients and batch normalization layer was inserted after every convolution layer. Also, the feature dimension of the discriminator was further compressed from 512 × 4 × 4 to 512 × 1 × 1 and a 2-way softmax layer was built on top to produce the confidence values of the two classes. Figure 4 shows the difference between the image generated from the original and proposed catGAN architecture on CIFAR10 by just using the catGAN formulation without Wasserstein distance.
For D 2 , we chose to restrict it to model high frequency structures as inspired by [31] . We found that by using D 1 alone, G could produce general structures but sometimes struggled in producing high frequency details, especially in generating high spatial resolution images. Therefore, it is reasonable to let D 2 focus on local image patches. The architecture of D 2 can be seen in Table I . It is a three layer fully convolutional network. The output of D 2 is an average over all responses. An advantage of this architecture is that it is suitable for arbitrary input sizes and has fewer parameters. The patch size in our case is 22 × 22.
B. Baseline methods
We chose another unsupervised learning algorithm named denoising autoencoder (DAE) as the baseline for comparison. A DAE is one type of neural network that learns to reconstruct a noise corrupted input. Similar to catGAN, DAE also consists of two networks, an encoder and a decoder. The encoder's job is to transform the input to a more compact feature representation that has smaller dimension than the input and the decoder reconstructs the input from this compressed representation. The resultant feature representation should preserve all necessary information needed for reconstruction.
The encoder adopts D 1 's architecture with the last layer chopped off and the decoder reverses the encoder's operation accordingly to output a reconstructed image of size 64 × 64. In this manner, the learnt feature representation would have the same dimension as that of the proposed catWGAN for a fair comparison.
To demonstrate the effectiveness of the proposed method, we also compared two simple hand-crafted features that are 
IV. EXPERIMENT SETUP

A. Datasets
Two datasets were used in this research. The first one is a fully annotated open access dataset from the International Symposium on Biomedical Imaging (ISBI) 2016 Skin Lesion challenge. This dataset is part of the International Skin Imaging Collaboration (ISIC) Archive, which is by far the largest publicly available dermoscopy image dataset. The 2016 challenge training dataset contains a total of 900 images with 173 melanomas and 727 benign cases. The test set is also released for analysis which consists of 75 melanomas and 304 benign cases. These are all 8-bit RGB colour images of varying spatial sizes. Segmentation masks were supplied by the organizer for the segmented lesion classification task.
We applied the ground-truth segmentation mask to extract the smallest square region that contains the lesion, and then resized it to 256 × 256 with bilinear interpolation. The images in the training set were further augmented with rotation (in the range of [-180 • , 180 • ]), horizontal and vertical flipping, and elastic transform [51] to further boost the dataset. The size of the dataset for unsupervised training is 20k (balanced 10k+10k). As for the semi-supervised training, 70 images were randomly selected from each class of the original training set and augmented to a size of 10k (5k+5k). Translation and scale changes (in the range of [0.3, 1.5]) were used along with the previously mentioned augmentation techniques in the semi-supervised case to alleviate overfitting. A python package named Augmentor [11] was used for the augmentation.
The second dataset is the PH2 [7] . It consists of a total of 200 dermoscopy images of melanocytic lesions, including 80 common nevi, 80 atypical nevi, and 40 melanomas. Since in this work, we only solve the problem of binary classification, for this dataset, melanoma images constitute a class depicting malignancy and remaining images of common nevi and atypical nevi constitute another class depicting benign cases. The skin lesion was also extracted using the method described above but without augmentation. The resultant images served as the validation dataset to select the best model during the training process.
B. Evaluation Metrics
Sensitivity (SE), specificity (SP), accuracy (AC), area under the receiver operating characteristic curve (AUC) and average precision (AP) are used for the evaluation as suggested by the ISBI 2016 challenge [29] . They are defined mathematically as follows:
where TP, TN, FP, FN represents the number of true positives, true negatives, false positives, false negatives respectively. AUC is defined as the integral of true positive rate (SE) with respect to the false positive rate (1-SP) under different thresholds. Similarly, AP is defined as the integral of precision with respect to recall under different thresholds. Precision and recall are expressed mathematically as:
AP is used as the ranking metric for different methods because it is more sensitive to the change of TP. Note that there are different variants of the implementation of AP. To be consistent with the other works that also use the ISBI challenge dataset, we use the "scikit-learn" Python package for the computation of all the aforementioned metrics.
C. Implementation details
All the networks were trained on the Guillimin cluster of Calcul Québec. Adam optimizer [33] with β 1 = 0.5 and β 2 = 0.9 was used for all three networks with learning rate 0.0002.
Batch size was chosen to be 200 to get a good estimate of the marginal entropy of the real and generated sample. D 2 was trained 5 times more often than G and D 1 to ensure the 1-Lipschitz assumption. λ and α were set to be 10 and 0.1. The implementation was based on the PyTorch framework. Training was stopped after 16K iterations.
D. Experiments
Three experiments were conducted to show the effectiveness of the proposed method. First, we monitored how the quality of our features evolves during the training of the catWGAN. We sampled the network every 50 iterations and extracted features from the third to last layer of D 1 and trained a linear SVM on top. PH2 dataset served as the validation dataset and 5-fold cross-validation was performed. Second, we performed horizontal comparison to the aforementioned baseline methods on the 2016 ISIC challenge test dataset. Lastly, we evaluated the image generated from the trained generator.
V. RESULTS Figure 5 shows the training loss statistics. (a) is the Wasserstein distance between the generated distribution and the real sample distribution and was shown to conform to the generated image quality [5] and we have found the same trend by examining the generated images at a series of checkpoints during the training as shown in Figure 6 . (b) is the estimated entropy of the predicted class distribution over real samples (S r ) and (c) is the estimated entropy of the predicted class distribution over generated samples (S g ). The loss in (b) increases in the first 3000 iterations and then gradually decreases. The loss in (c) displays an opposite trend. (d) shows a gradually decreasing cross entropy loss for the labeled training samples in the semisupervised learning.
A. Evolution of the feature representation during training
The effectiveness of the features learnt in unsupervised setting was evaluated using cross-validation on the PH2 dataset. Linear SVM was used and the results reported here are from stratified 5-fold cross-validation. We fixed c to be 1 in this experiment so that the iteration number was the only varying parameter to be validated. Furthermore, since the PH2 dataset is an unbalanced dataset with the amount of benign cases four times that of melanomas, the weights for melanoma samples were adjusted accordingly in the training.
As can be seen from Figure 7 , for both unsupervised and semi-supervised training, the AC and AUC increases in the first 2000 iterations and then remains steady afterwards. The saturation of these two metrics is the result of large number of TN which makes small changes in TP less perceivable. AP on the other hand also exhibits similar trend in the very beginning but decreases and saturates to a lower value. On comparing Figure 7 (b) with Figure 5 (c), we can see that, the best AP was achieved when S g is the smallest. Since the output of D 1 are two imaginary classes with no specific meaning, D 1 could have learnt something trivial to separate the input into two classes (e.g. symmetric v.s. asymmertric), which do not well align with the desired separation (melanoma v.s. benign). 
B. Comparison with baselines
With the validation results on PH2 dataset from Figure 7 , we selected an ensemble of models that gives the best AP scores (around 2000 iterations) for the final testing on the 2016 ISIC test set. Results from different models are averaged to give the final result. Similar scheme was performed for DAE. Test results are shown in Table II . Unsupervised catWGAN performs slightly better than DAE in terms of AP and the performance of both methods is in between that of the edge and color histogram. Semi-supervised catWGAN achieves much better results than these four methods. Figure 8 demonstrates the receiver operating characteristic (ROC) curve for both the unsupervised and semi-supervised catWGAN and the baseline DAE on the 2016 ISIC test set. We can see performance improvements at almost all operating points for the semi-supervised method over the unsupervised method. In this work, we have focused on the binary classification problem, but this method can be easily extended to multiple classes by replacing the last two layers of D 1 with the desired number of classes. Even in cases where the dataset contains images of only one semantic class, the output of D 1 can still be arbitrary number of imaginary classes, with each one corresponding to potential attributes.
VI. DISCUSSION
There are some limitations of this work that we want to address. First, the generated images are only of a spatial size of 64 × 64 which makes the classification result (AP 0.424) not directly comparable to the state-of-the-art supervised melanoma classification methods (AP 0.624 [59] ). We have applied our proposed method on larger images of size 128 × 128. Good looking images are generated as shown in Figure 9 but the features are not so robust. Effective architecture should be explored for D 1 in better learning of the feature representation in larger spatial resolution. Second, : Generated dermoscopy images of size 128 × 128 by using the proposed unsupervised method.
to make our results comparable with that of the other methods working on the 2016 ISIC challenge dataset, we restricted ourself on the 900 training images in the evaluation. Despite the fact that the size of unlabeled dataset used for training is augmented to 20k, the effective distinct number of images could limit the performance of the proposed method. In the future, we would like to use the full set 13,000 images of ISIC Archive as the unlabeled dataset and all the 900 labeled images in the semi-supervised setting to evaluate the full potential. Third, we believe explicit coordination between the supervised and unsupervised task should be explored in the future to ensure a more robust feature learning.
VII. CONCLUSION
In this work, we used categorial generative adversarial network assisted by Wasserstein distance for both unsupervised and semi-supervised learning. By just using 70 labeled samples from each class, the proposed model is able to learn a feature representation whose performance is much better than the denoising autoencoder and simple hand-crafted features. This demonstrates the efficacy of the proposed method and its application in many other medical image classification problems where feature representation is desired but limited labeled data is available. Another advantage of our proposed method is the ability to generate real-world like dermoscopy images with various shape, colour and surface texture. 
