Data mining is concerned with analysing large volumes of (often unstructured) data to automatically discover interesting regularities or relationships which in turn lead to better understanding of the underlying processes. The field of temporal data mining is concerned with such analysis in the case of ordered data streams with temporal interdependencies. Over the last decade many interesting techniques of temporal data mining were proposed and shown to be useful in many applications. Since temporal data mining brings together techniques from different fields such as statistics, machine learning and databases, the literature is scattered among many different sources. In this article, we present an overview of techniques of temporal data mining. We mainly concentrate on algorithms for pattern discovery in sequential data streams. We also describe some recent results regarding statistical analysis of pattern discovery methods.
Introduction
Data mining can be defined as an activity that extracts some new nontrivial information contained in large databases. The goal is to discover hidden patterns, unexpected trends or other subtle relationships in the data using a combination of techniques from machine learning, statistics and database technologies. This new discipline today finds application in a wide and diverse range of business, scientific and engineering scenarios. For example, large databases of loan applications are available which record different kinds of personal and financial information about the applicants (along with their repayment histories). These databases can be mined for typical patterns leading to defaults which can help determine whether a future loan application must be accepted or rejected. Several terabytes of remote-sensing image data are gathered from satellites around the globe. Data mining can help reveal potential locations of some (as yet undetected) natural resources or assist in building early warning systems for ecological disasters like oil slicks etc. Other situations where data mining can be of use include analysis of medical records of hospitals in a town to predict, for example, potential outbreaks of infectious diseases, analysis of customer transactions for market research applications etc. The list of application areas for data mining is large and is bound to grow rapidly in the years to come. There are many recent books that detail generic techniques for data mining and discuss various applications (Witten & Frank 2000; Han & Kamber 2001; Hand et al 2001) .
Temporal data mining is concerned with data mining of large sequential data sets. By sequential data, we mean data that is ordered with respect to some index. For example, time series constitute a popular class of sequential data, where records are indexed by time. Other examples of sequential data could be text, gene sequences, protein sequences, lists of moves in a chess game etc. Here, although there is no notion of time as such, the ordering among the records is very important and is central to the data description/modelling.
Time series analysis has quite a long history. Techniques for statistical modelling and spectral analysis of real or complex-valued time series have been in use for more than fifty years (Box et al 1994; Chatfield 1996) . Weather forecasting, financial or stock market prediction and automatic process control have been some of the oldest and most studied applications of such time series analysis (Box et al 1994) . Time series matching and classification have received much attention since the days speech recognition research saw heightened activity (Juang & Rabiner 1993; O'Shaughnessy 2000) . These applications saw the advent of an increased role for machine learning techniques like Hidden Markov Models and time-delay neural networks in time series analysis.
Temporal data mining, however, is of a more recent origin with somewhat different constraints and objectives. One main difference lies in the size and nature of data sets and the manner in which the data is collected. Often temporal data mining methods must be capable of analysing data sets that are prohibitively large for conventional time series modelling techniques to handle efficiently. Moreover, the sequences may be nominal-valued or symbolic (rather than being real or complex-valued), rendering techniques such as autoregressive moving average (ARMA) or autoregressive integrated moving average (ARIMA) modelling inapplicable. Also, unlike in most applications of statistical methods, in data mining we have little or no control over the data gathering process, with data often being collected for some entirely different purpose. For example, customer transaction logs may be maintained from an auditing perspective and data mining would then be called upon to analyse the logs for estimating customer buying patterns.
The second major difference (between temporal data mining and classical time series analysis) lies in the kind of information that we want to estimate or unearth from the data. The scope of temporal data mining extends beyond the standard forecast or control applications of time series analysis. Very often, in data mining applications, one does not even know which variables in the data are expected to exhibit any correlations or causal relationships. Furthermore, the exact model parameters (e.g. coefficients of an ARMA model or the weights of a neural network) may be of little interest in the data mining context. Of greater relevance may be the unearthing of useful (and often unexpected) trends or patterns in the data which are much more readily interpretable by and useful to the data owner. For example, a timestamped list of items bought by customers lends itself to data mining analysis that could reveal which combinations of items tend to be frequently consumed together, or whether there has been some particularly skewed or abnormal consumption pattern this year (as compared to previous years), etc.
In this paper, we provide a survey of temporal data mining techniques. We begin by clarifying the terms models and patterns as used in the data mining context, in the next section. As stated earlier, the field of data mining brings together techniques from machine learning, pattern recognition, statistics etc., to analyse large data sets. Thus many problems and techniques of temporal data mining are also well studied in these areas. Section 3. provides a rough categorization of temporal data mining tasks and presents a brief overview of some of the temporal data mining methods which are also relevant in these other areas. Since these are well-known techniques, they are not discussed in detail. Then, § 4. considers in some detail, the problem of pattern discovery from sequential data. This can be called the quintessential temporal data mining problem. We explain two broad classes of algorithms and also point to many recent developments in this area and to some applications. Section 5. provides a survey of some recent results concerning statistical analysis of pattern discovery methods. Finally, in § 6. we conclude.
Models and patterns
The types of structures data mining algorithms look for can be classified in many ways (Han & Kamber 2001; Witten & Frank 2000; Hand et al 2001) . For example, it is often useful to categorize outputs of data mining algorithms into models and patterns (Hand et al 2001, chapter 6) . Models and patterns are structures that can be estimated from or matched for in the data. These structures may be utilized to achieve various data mining objectives.
A model is a global, high-level and often abstract representation for the data. Typically, models are specified by a collection of model parameters which can be estimated from the given data. Often, it is possible to further classify models based on whether they are predictive or descriptive. Predictive models are used in forecast and classification applications while descriptive models are useful for data summarization. For example, autoregression analysis can be used to guess future values of a time series based on its past. Markov models constitute another popular class of predictive models that has been extensively used in sequence classification applications. On the other hand, spectrograms (obtained through time-frequency analysis of time series) and clustering are good examples of descriptive modelling techniques. These are useful for data visualization and help summarize data in a convenient manner.
In contrast to the (global) model structure, a pattern is a local structure that makes a specific statement about a few variables or data points. Spikes, for example, are patterns in a real-valued time series that may be of interest. Similarly, in symbolic sequences, regular expressions constitute a useful class of well-defined patterns. In biology, genes, regarded as the classical units of genetic information, are known to appear as local patterns interspersed between chunks of non-coding DNA. Matching and discovery of such patterns are very useful in many applications. Due to their readily interpretable structure, patterns play a particularly dominant role in data mining.
Finally, we note that, while this distinction between models and patterns is useful from the point of view comparing and categorizing data mining algorithms, there are cases when such a distinction becomes blurred. This is bound to happen given the inherent interdisciplinary nature of the data mining field . In fact, later in § 5., we discuss examples of how model-based methods can be used to better interpret patterns discovered in data, thereby enhancing the utility of both structures in temporal data mining.
Temporal data mining tasks
Data mining has been used in a wide range of applications. However, the possible objectives of data mining, which are often called tasks of data mining (Han & Kamber 2001, chapter 4; Hand et al 2001, chapter 1) can be classified into some broad groups. For the case of temporal data mining, these tasks may be grouped as follows: (i) prediction, (ii) classification, (iii) clustering, (iv) search & retrieval and (v) pattern discovery. Once again, as was the case with models and patterns, this categorization is neither unique nor exhaustive, the only objective being to facilitate an easy discussion of the numerous techniques in the field.
Of the five categories listed above, the first four have been investigated extensively in traditional time series analysis and pattern recognition. Algorithms for pattern discovery in large databases, however, are of more recent origin and are mostly discussed only in data mining literature. In this section, we provide a brief overview of temporal data mining techniques as relevant to prediction, classification, clustering and search & retrieval. In the next section, we provide a more detailed account of pattern discovery techniques for sequential data.
Prediction
The task of time-series prediction has to do with forecasting (typically) future values of the time series based on its past samples. In order to do this, one needs to build a predictive model for the data. Probably the earliest example of such a model is due to Yule way back in 1927 (Yule 1927) . The autoregressive family of models, for example, can be used to predict a future value as a linear combination of earlier sample values, provided the time series is assumed to be stationary (Box et al 1994; Chatfield 1996; Hastie et al 2001) . Linear nonstationary models like ARIMA models have also been found useful in many economic and industrial applications where some suitable variant of the process (e. g. differences between successive terms) can be assumed to be stationary. Another popular work-around for nonstationarity is to assume that the time series is piece-wise (or locally) stationary. The series is then broken down into smaller "frames" within each of which, the stationarity condition can be assumed to hold and then separate models are learnt for each frame. In addition to these standard ARMA family of models, there are many nonlinear models for time series prediction. For example, neural networks have been put to good use for nonlinear modelling of time series data (Sutton 1988; Wan 1990; Haykin 1992, chapter 13; Koskela et al 1996) . The prediction problem for symbolic sequences has been addressed in AI research. For example, Dietterich & Michalski (1985) consider various rule models (like disjunctive normal form model, periodic rule model etc.). Based on these models sequence-generating rules are obtained that (although may not completely determine the next symbol) state some properties that constrain which symbol can appear next in the sequence.
Classification
In sequence classification, each sequence presented to the system is assumed to belong to one of finitely many (predefined) classes or categories and the goal is to automatically determine the corresponding category for the given input sequence. There are many examples of sequence classification applications, like speech recognition, gesture recognition, handwritten word recognition, demarcating gene and non-gene regions in a genome sequence, on-line signature verification, etc. The task of a speech recognition system is to transcribe speech signals into their corresponding textual representations (Juang & Rabiner 1993; O'Shaughnessy 2000; Gold & Morgan 2000) . In gesture (or human body motion) recognition, video sequences containing hand or head gestures are classified according to the actions they represent or the messages they seek to convey. The gestures or body motions may represent, e. g., one of a fixed set of messages like waving hello, goodbye, and so on (Darrell & Pentland 1993) , or they could be the different strokes in a tennis video (Yamato et al 1992) , or in other cases, they could belong to the dictionary of some sign language (Starner & Pentland 1995) etc. There are some pattern recognition applications in which even images are viewed as sequences. For example, images of handwritten words are sometimes regarded as a sequence of pixel columns or segments proceeding from left to right in the image. Recognizing the words in such sequences is another interesting sequence classification application (Kundu et al 1988; Tappert et al 1990) . In on-line handwritten word recognition (Nag et al 1986) and signature verification applications (Nalwa 1997) , the input is a sequence of pixel coordinates drawn by the user on a digitized tablet and the task is to assign a pattern label to each sequence.
As is the case with any standard pattern recognition framework (Duda et al 1997) , in these applications also, there is a feature extraction step that precedes the classification step. For example, in speech recognition, the standard analysis method is to divide the speech pattern into frames and apply a feature extraction method (like linear prediction or mel-cepstral analysis) on each frame. In gesture recognition, motion trajectories and other object-related image features are obtained from the video sequence. The feature extraction step in sequence recognition applications typically generates, for each pattern (such as a video sequence or speech utterance), a sequence of feature vectors that must then be subjected to a classification step.
Over the years, sequence classification applications have seen the use of both patternbased as well as model-based methods. In a typical pattern-based method, prototype feature sequences are available for each class (i. e. for each word, gesture etc.). The classifier then searches over the space of all prototypes, for the one that is closest (or most similar) to the feature sequence of the new pattern. Typically, the prototypes and the given features vector sequences are of different lengths. Thus, in order to score each prototype sequence against the given pattern, sequence aligning methods like Dynamic Time Warping are needed. We provide a more detailed review of sequence alignment methods and similarity measures later in § 3.4. Another popular class of sequence recognition techniques is a model-based method that use Hidden Markov Models (HMMs). Here, one HMM is learnt from training examples for each pattern class and a new pattern is classified by asking which of these HMMs is most likely to generate it. In recent times, many other model-based methods have been explored for sequence classification. For example, Markov models are now frequently used in biological sequence classification (Baldi et al 1994; Ewens & Grant 2001) and financial time-series prediction (Tino et al 2000) . Machine learning techniques like neural networks have also been used for protein sequence classification (e. g. see Wu et al 1995) . Haselsteiner & Pfurtscheller (2000) use time-dependent neural network paradigms for EEG signal classification.
Clustering
Clustering of sequences or time series is concerned with grouping a collection of time series (or sequences) based on their similarity. Clustering is of particular interest in temporal data mining since it provides an attractive mechanism to automatically find some structure in large data sets that would be otherwise difficult to summarize (or visualize). There are many applications where a time series clustering activity is relevant. For example in web activity logs, clusters can indicate navigation patterns of different user groups. In financial data, it would be of interest to group stocks that exhibit similar trends in price movements. Another example could be clustering of biological sequences like proteins or nucleic acids so that sequences within a group have similar functional properties (Corpet 1988; Miller et al 1999; Osata et al 2002) . There are a variety of methods for clustering sequences. At one end of the spectrum, we have model-based sequence clustering methods (Smyth 1997; Sebastiani et al 1999; Law & Kwok 2000) . Learning mixture models, for example, constitute a big class of model-based clustering methods. In case of time series clustering, mixtures of, e. g., ARMA models (Xiong & Yeung 2002) or Hidden Markov Models (Cadez et al 2000; Alon et al 2003) are in popular use. The other broad class in sequence clustering uses pattern alignment-based scoring (Corpet 1988; Fadili et al 2000) or similarity measures (Schreiber & Schmitz 1997; Kalpakis & Puttagunta 2001) to compare sequences. The next section discusses similarity measures in some more detail. Some techniques use both model-based as well as alignmentbased methods (Oates et al 2001) .
Search and retrieval
Searching for sequences in large databases is another important task in temporal data mining. Sequence search and retrieval techniques play an important role in interactive explorations of large sequential databases. The problem is concerned with efficiently locating subsequences (often referred to as queries) in large archives of sequences (or sometimes in a single long sequence). Query-based searches have been extensively studied in language and automata theory . While the problem of efficiently locating exact matches of (some well-defined classes of) substrings is well solved, the situation is quite different when looking for approximate matches (Wu & Manber 1992) . In typical data mining applications like content-based retrieval, it is approximate matching that we are more interested in.
In content-based retrieval, a query is presented to the system in the form of a sequence. The task is to search a (typically) large data base of sequential data and retrieve from it sequences or subsequences similar to the given query sequence. For example, given a large music database the user could "hum" a query and the system should retrieve tracks that resemble it (Ghias et al 1995) . In all such problems there is a need to quantify the extent of similarity between any two (sub)sequences. Given two sequences of equal length we can define a measure of similarity by considering distances between corresponding elements of the two sequences. The individual elements of the sequences may be vectors of real numbers (e. g. in applications involving speech or audio signals) or they may symbolic data (e. g. in applications involving gene sequences). When the sequence elements are feature vectors (with real components) standard metrics such as Euclidean distance may be used for measuring similarity between two elements. However, sometimes the Euclidean norm is unable to capture subjective similarities effectively. For example, in speech or audio signals, similar sounding patterns may give feature vectors that have large Euclidean distances and vice versa. An elaborate treatment of distortion measures for speech and audio signals (e. g. log spectral distances, weighted cepstral distances, etc.) can be found in (Gray et al 1980; Juang & Rabiner 1993, chapter 4) . The basic idea in these measures is to perform the comparison in spectral domain by emphasizing differences in those spectral components that are perceptually more relevant. Similarity measures based on other transforms have been explored as well. For example, Wu et al (2000) present a comparison of DFT and DWT-based similarity searches. Perng et al (2000) propose similarity measures which are invariant under various transformations (like shifting, amplitude scaling etc.). When the sequences consist of symbolic data we have to define dissimilarity between every pair of symbols which in general is determined by the application (e. g. PAM and BLOSUM have been designed by biologists for aligning amino acid sequences (Gusfield 1997; Ewens & Grant 2001) ).
Choice of similarity or distortion measure is only one aspect of the sequence matching problem. In most applications involving determination of similarity between pairs of sequences, the sequences would be of different lengths. In such cases, it is not possible to blindly accumulate distances between corresponding elements of the sequences. This brings us to the second aspect of sequence matching, namely, sequence alignment. Essentially we need to properly insert 'gaps' in the two sequences or decide which should be corresponding elements in the two sequences. Time warping methods have been used for sequence classification and matching for many years (Kruskal 1983; Juang & Rabiner 1993, chapter 4; Gold & Morgan 2000) . In speech applications, Dynamic Time Warping (DTW) is a systematic and efficient method (based on dynamic programming) that identifies which correspondence among feature vectors of two sequences is best when scoring the similarity between them. In recent times, DTW and its variants are being used for motion time series matching (Chang et al 1998; Sclaroff et al 2001) in video sequence mining applications as well. DTW can, in general, be used for sequence alignment even when the sequences consist of symbolic data. There are many situations in which such symbolic sequence matching problems find applications. For example, many biological sequences such as genes, proteins, etc., can be regarded as sequences over a finite alphabet. When two such sequences are similar, it is expected that the corresponding biological entities have similar functions because of related biochemical mechanisms (Frenkel 1991; Miller et al 1994) . Many problems in bioinformatics relate to the comparison of DNA or protein sequences, and time-warping-based alignment methods are well suited for such problems (Ewens & Grant 2001; Cohen 2004) . Two symbolic sequences can be compared by defining a set of "edit" operations (Durbin et al 1998; Levenshtein 1966) , namely symbol insertion, deletion and substitution, together with a cost for each such operation. Each "warp" in the DTW sense, corresponds to a sequence of edit operations. The distance between two strings is defined as the least sum of edit operation costs that needs to be incurred when comparing them.
Another approach that has been used in time series matching is to regard two sequences as similar if they have enough non-overlapping time-ordered pairs of subsequences that are similar. This idea was applied to find matches in a US mutual fund database (Agrawal et al 1995a) . In some applications it is possible to locally estimate some symbolic features (e. g. local shapes in signal waveforms) in real-valued time series and match the corresponding symbolic sequences (Agrawal et al 1995b) . Approaches like this are particularly relevant for data mining applications since there is considerable efficiency to be gained by reducing the data from real-valued time series to symbolic sequences, and by performing the sequence matching in this new higher level of abstraction. Recently, Keogh & Pazzani (2000) used a piece-wise aggregate model for time-series to allow faster matching using dynamic time warping. There is a similar requirement for sequence alignment when comparing symbolic sequences too (Gusfield 1997) .
Pattern discovery
Previous sections introduced the idea of patterns in sequential data and in particular § 3.4 described how patterns are typically matched and retrieved from large sequential data archives. In this section we consider the temporal data mining task of pattern discovery. Unlike in search and retrieval applications, in pattern discovery there is no specific query in hand with which to search the database. The objective is simply to unearth all patterns of interest. It is worthwhile to note at this point that whereas the other temporal data mining tasks discussed earlier in § 3. (i. e. sequence prediction, classification, clustering and matching) had their origins in other disciplines like estimation theory, machine learning or pattern recognition, the pattern discovery task has its origins in data mining itself. In that sense, pattern discovery, with its exploratory and unsupervised nature of operation, is something of a sole preserve of data mining. For this reason, this review lays particular emphasis on the temporal data mining task of pattern discovery.
In this section, we first introduce the notion of frequent patterns and point out its relevance to rule discovery. Then we discuss, at some length, two popular frameworks for frequent pattern discovery, namely sequential patterns and episodes. In each case we explain the basic algorithm and then state some recent improvements. We end the section by discussing another important pattern class, namely, partially periodic patterns.
As mentioned earlier, a pattern is a local structure in the data. It would typically be like a substring or a substring with some 'don't care' characters in it etc. The problem of pattern discovery is to unearth all 'interesting' patterns in the data. There are many ways of defining what constitutes a pattern and we shall discuss some generic methods of defining patterns which one can look for in the data. There is no universal notion for interestingness of a pattern either. However, one concept that is found very useful in data mining is that of frequent patterns. A frequent pattern is one that occurs many times in the data. Much of data mining literature is concerned with formulating useful pattern structures and developing efficient algorithms for discovering all patterns which occur frequently in the data.
Methods for finding frequent patterns are considered important because they can be used for discovering useful rules. These rules can in turn be used to infer some interesting regularities in the data. A rule consists of a pair of Boolean-valued propositions, namely, a left-hand side proposition (the antecedent) and a right-hand side proposition (the consequent). The rule states that when the antecedent is true, then the consequent will be true as well. Rules have been popular representations of knowledge in machine learning and AI for many years. Decision tree classifiers, for example, yield a set of classification rules to categorize data. In data mining, association rules are used to capture correlations between different attributes in the data (Agrawal & Srikant 1994) . In such cases, the (estimate of) conditional probability of the consequent occurring given the antecedent, is referred to as confidence of the rule. For example, in a sequential data stream, if the pattern "B follows A" appears f 1 times and the pattern "C follows B follows A" appears f 2 times, it is possible to infer a temporal association rule "whenever B follows A, C will follow too" with a confidence (f 2 /f 1 ). A rule is usually of interest, only if it has high confidence and it is applicable sufficiently often in the data, i. e., in addition to the confidence (f 2 /f 1 ) being high, frequency of the consequent (f 2 ) should also be high.
One of the earliest attempts at discovering patterns (of sufficiently general interest) in sequential databases is a pattern discovery method for a large collection of protein sequences (Wang et al 1994) . A protein is essentially a sequence of amino acids. There are 20 amino acids that commonly appear in proteins, so that, by denoting each amino acid by a distinct letter, it is possibly to describe proteins (for computational purposes) as symbolic sequences over an alphabet of size twenty. As was mentioned earlier, protein sequences that are similar or those that share similar subsequences are likely to perform similar biological functions. Wang et al (1994) consider a large database of more than 15000 protein sequences. Biologically related (and functionally similar) proteins are grouped together into around 700 groups. The problem now is to search for representative (temporal) patterns within each group. Each temporal pattern is of the form * X 1 * X 2 · · · * X N where the X i 's are the symbols defining the pattern and * denotes a variable length "don't care" sequence. A pattern is considered to be of interest if it is sufficiently long and approximately matches sufficiently many protein sequences in the database. The minimum length and minimum number of matches are userdefined parameters. The method by Wang et al (1994) first finds some candidate segments by constructing a generalized suffix tree for a small sample of the sequences from the full database. These are then combined to construct candidate patterns and the full database is then searched for each of these candidate patterns using an edit distance based scoring scheme.
The number of sequences (in the database) which are within some user-defined distance of a given candidate pattern is its final occurrence score and those patterns whose score exceeds a user-defined threshold are the output temporal patterns. These constitute the representative patterns (referred to here as motifs) for the proteins within a group. The motifs so discovered in each protein group are used as templates for the group in a sequence classifier application. The underlying pattern discovery method described by Wang et al (1994) however, is not guaranteed to be complete (in the sense that, given a set of sequences, it may not discover all the temporal patterns in the set that meet the user-defined threshold constraints). A complete solution to a similar, and in fact, a more general formulation of this problem is presented by Agrawal & Srikant (1995) in the context of data mining of a large collection of customer transaction sequences. This can, arguably, be regarded as the birth of the field of temporal data mining. We discuss this approach to sequential pattern mining in the subsection below.
Sequential patterns
The framework of sequential pattern discovery is explained here using the example of a customer transaction database as by Agrawal & Srikant (1995) . The database is a list of time-stamped transactions for each customer that visits a supermarket and the objective is to discover (temporal) buying patterns that sufficiently many customers exhibit. This is essentially an extension (by incorporation of temporal ordering information into the patterns being discovered) of the original association rule mining framework proposed for a database of unordered transaction records (Agrawal et al 1993) which is known as the Apriori algorithm. Since there are many temporal pattern discovery algorithms that are modelled along the same lines as the Apriori algorithm, it is useful to first understand how Apriori works before discussing extensions to the case of temporal patterns.
Let D be a database of customer transactions at a supermarket. A transaction is simply an unordered collection of items purchased by a customer in one visit to the supermarket. The Apriori algorithm systematically unearths all patterns in the form of (unordered) sets of items that appear in a sizable number of transactions. We introduce some notation to precisely define this framework. A non-empty set of items is called an itemset. An itemset i is denoted by (i 1 i 2 · · · i m ), where i j is an item. Since i has m items, it is sometimes called an m-itemset. Trivially, each transaction in the database is an itemset. However, given an arbitrary itemset i, it may or may not be contained in a given transaction T . The fraction of all transactions in the database in which an itemset is contained in is called the support of that itemset. An itemset whose support exceeds a user-defined threshold is referred to as a frequent itemset. These itemsets are the patterns of interest in this problem. The brute force method of determining supports for all possible itemsets (of size m for various m) is a combinatorially explosive exercise and is not feasible in large databases (which is typically the case in data mining). The problem therefore is to find an efficient algorithm to discover all frequent itemsets in the database D given a user-defined minimum support threshold.
The Apriori algorithm exploits the following very simple (but amazingly useful) principle: if i and j are itemsets such that j is a subset of i, then the support of j is greater than or equal to the support of i. Thus, for an itemset to be frequent all its subsets must in turn be frequent as well. This gives rise to an efficient level-wise construction of frequent itemsets in D. The algorithm makes multiple passes over the data. Starting with itemsets of size 1 (i. e. 1-itemsets), every pass discovers frequent itemsets of the next bigger size. The first pass over the data discovers all the frequent 1-itemsets. These are then combined to generate candidate 2-itemsets and by determining their supports (using a second pass over the data) the frequent 2-itemsets are found. Similarly, these frequent 2-itemsets are used to first obtain candidate 3-itemsets and then (using a third database pass) the frequent 3-itemsets are found, and so on. The candidate generation before the m th pass uses the Apriori principle described above as follows: an m-itemset is considered a candidate only if all (m − 1)-itemsets contained in it have already been declared frequent in the previous step. As m increases, while the number of all possible m-itemsets grows exponentially, the number of frequent m-itemsets grows much slower, and as a matter of fact, starts decreasing after some m. Thus the candidate generation method in Apriori makes the algorithm efficient. This process of progressively building itemsets of the next bigger size is continued till a stage is reached when (for some size of itemsets) there are no frequent itemsets left to continue. This marks the end of the frequent itemset discovery process.
We now return to the sequential pattern mining framework of Agrawal & Srikant (1995) which basically extends the frequent itemsets idea described above to the case of patterns with temporal order in them. The database D that we now consider is no longer just some unordered collection of transactions. Now, each transaction in D carries a time-stamp as well as a customer ID. Each transaction (as earlier) is simply a collection of items. The transactions associated with a single customer can be regarded as a sequence of itemsets (ordered by time), and D would have one such transaction sequence corresponding to each customer. In effect, we have a database of transaction sequences, where each sequence is a list of transactions ordered by transaction-time.
Consider an example database with 5 customers whose corresponding transaction sequences are as follows: (1
) (AB) (ACD) (BE) , (2) (D) (ABE) , (3) (A) (BD) (ABEF ) (GH ) , (4) (A) (F ) , and (5) (AD) (BEGH ) (F )
. Here, each customer's transaction sequence is enclosed in angular braces, while the items bought in a single transaction are enclosed in round braces. For example, customer 3 made 4 visits to the supermarket. In his first visit he bought only item A, in the second he bought items B and D, and so on.
The temporal patterns of interest are also essentially some (time ordered) sequences of itemsets. A sequence s of itemsets is denoted by s 1 s 2 · · · s n , where s j is an itemset. Since s has n itemsets, it is called an n-sequence. A sequence a = a 1 a 2 · · · a n is said to be contained in another sequence
. . , a n ⊆ b i n . That is, an n-sequence a is contained in a sequence b if there exists an n-length subsequence in b, in which each itemset contains the corresponding itemsets of a. For example, the sequence (A)(BC) is contained in (AB) (F ) 
(BC) (DE) but not in (BC) (AB) (C) (DE)
. Further, a sequence is said to be maximal in a set of sequences, if it is not contained in any other sequence. In the set of example customer transaction sequences listed above, all are maximal (with respect to this set of sequences) except the sequence of customer 4, which is contained in, e. g., transaction sequence of customer 3.
The support for any arbitrary sequence, a, of itemsets, is the fraction of customer transaction sequences in the database D which contain a. For our example database, the sequence (D)(GH ) has a support of 0.4, since it is contained in 2 of the 5 transaction sequences (namely that of customer 3 and customer 5). The user specifies a minimum support threshold. Any sequence of itemsets with support greater than or equal to this threshold is called a large sequence. If a sequence a is large and maximal (among the set of all large sequences), then it is regarded as a sequential pattern. The task is to systematically discover all sequential patterns in D.
While we described the framework using an example of mining a database of customer transaction sequences for temporal buying patterns, this concept of sequential patterns is quite general and can be used in many other situations as well. Indeed, the problem of motif discovery in a database of protein sequences that was discussed earlier can also be easily addressed in this framework. Another example is web navigation mining. Here the database contains a sequence of websites that a user navigates through in each browsing session. Sequential pattern mining can be used to discover those sequences of websites that are frequently visited one after another.
We next discuss the mechanism of sequential pattern discovery. The search for sequential patterns begins with the discovery of all possible itemsets with sufficient support. The Apriori algorithm described earlier can be used here, except that there is a small difference in the definition of support. Earlier, the support of an itemset was defined as the fraction of all transactions that contained the itemset. But here, the support of an itemset is the fraction of customer transaction sequences in which at least one transaction contains the itemset. Thus, a frequent itemset is essentially the same as a large 1-sequence (and so is referred to as a large itemset or litemset) . Once all litemsets in the data are found, a transformed database is obtained where, within each customer transaction sequence, each transaction is replaced by the litemsets contained in that transaction.
The next step is called the sequence phase, where again, multiple passes are made over the data. Before each pass, a set of new potentially large sequences called candidate sequences are generated. Two families of algorithms are presented by Agrawal & Srikant (1995) and are referred to as count-all and count-some algorithms. The count-all algorithm first counts all the large sequences and then prunes out the non-maximal sequences in a post-processing step. This algorithm is again based on the general idea of the Apriori algorithm of Agrawal & Srikant (1994) for counting frequent itemsets. In the first pass through the data the large 1-sequences (same as the litemsets) are obtained. Then candidate 2-sequences are constructed by combining large 1-sequences with litemsets in all possible ways. The next pass identifies the large 2-sequences. Then large 3-sequences are obtained from large 2-sequences, and so on.
The count-some algorithms by Agrawal & Srikant (1995) intelligently exploit the maximality constraint. Since the search is only for maximal sequences, we can avoid counting sequences which would anyways be contained in longer sequences. For this we must count longer sequences first. Thus, the count-some algorithms have a forward phase, in which all frequent sequences of certain lengths are found, and then a backward phase, in which all the remaining frequent sequences are discovered. It must be noted however, that if we count a lot of longer sequences that do not have minimum support, the efficiency gained by exploiting the maximality constraint, may be offset by the time lost in counting sequences without minimum support (which of course, the count-all algorithm would never have counted because their subsequences were not large). These sequential pattern discovery algorithms are quite efficient and are used in many temporal data mining applications and are also extended in many directions.
The last decade has seen many sequential pattern mining methods being proposed from the point of view of improving upon the performance of the algorithm by Agrawal & Srikant (1995) . Parallel algorithms for efficient sequential pattern discovery are proposed by Shintani & Kitsuregawa (1998) . The algorithms by Agrawal & Srikant (1995) need as many database passes as the length of the longest sequential pattern. Zaki (1998) proposes a lattice-theoretic approach to decompose the original search space into smaller pieces (each of which can be independently processed in main-memory) using which the number of passes needed is reduced considerably. propose a system for interactive sequential pattern discovery, where the user queries with several minimum support thresholds iteratively and discovers the desired set of patterns corresponding to the last threshold.
Another class of variants of the sequential pattern mining framework seek to provide extra user-controlled focus to the mining process. For example, Srikanth & Agrawal (1996) generalize the sequential patterns framework to incorporate some user-defined taxonomy of items as well as minimum and maximum time-interval constraints between elements in a sequence. Constrained association queries are proposed (Ng et al 1998) where the user may specify some domain, class and aggregate constraints on the rule antecedents and consequents. Recently, a family of algorithms called SPIRIT (Sequential Pattern mIning with Regular expressIon consTraints) is proposed in order to mine frequent sequential patterns that also belong to the language specified by the user-defined regular expressions (Garofalakis et al 2002) .
The performance of most sequential pattern mining algorithms suffers when the data has long sequences with sufficient support, or when using very low support thresholds. One way to address this issue is to search, not just for large sequences (i. e. those with sufficient support), but for sequences that are closed as well. A large sequence is said to be closed if it is not properly contained in any other sequence which has the same support. The idea of mining data sets for frequent closed itemsets was introduced by Pasquier et al (1999) . Techniques for mining sequential closed patterns are proposed by Yan et al (2003) ; Wang & Han (2004) . The algorithm by Wang & Han (2004) is particularly interesting in that it presents an efficient method for mining sequential closed patterns without an explicit iterative candidate generation step.
Frequent episodes
A second class of approaches to discovering temporal patterns in sequential data is the frequent episode discovery framework (Mannila et al 1997) . In the sequential patterns framework, we are given a collection of sequences and the task is to discover (ordered) sequences of items (i. e. sequential patterns) that occur in sufficiently many of those sequences. In the frequent episodes framework, the data are given in a single long sequence and the task is to unearth temporal patterns (called episodes) that occur sufficiently often along that sequence. Mannila et al (1997) apply frequent episode discovery for analysing alarm streams in a telecommunication network. The status of such a network evolves dynamically with time. There are different kinds of alarms that are triggered by different states of the telecommunication network. Frequent episode mining can be used here as part of an alarm management system. The goal is to improve understanding of the relationships between different kinds of alarms, so that, e. g., it may be possible to foresee an impending network congestion, or it may help improve efficiency of the network management by providing some early warnings about which alarms often go off close to one another. We explain below the framework of frequent episode discovery.
The data, referred to here as an event sequence, are denoted by (E 1 , t 1 ), (E 2 , t 2 ), . . . , where E i takes values from a finite set of event types E, and t i is an integer denoting the time stamp of the ith event. The sequence is ordered with respect to the time stamps so that, t i ≤ t i+1 for all i = 1, 2, . . . . The following is an example event sequence with 10 events in it:
An episode α is defined by a triple (V α , ≤ α , g α ), where V α is a collection of nodes, ≤ α is a partial order on V α and g α : V α → E is a map that associates each node in the episode with an event type. Put in simpler terms, an episode is just a partially ordered set of event types. When the order among the event types of an episode is total, it is called a serial episode and when there is no order at all, the episode is called a parallel episode. For example, (A → B → C) is a 3-node serial episode. The arrows in our notation serve to emphasize the total order. In contrast, parallel episodes are somewhat similar to itemsets, and so, we can denote a 3-node parallel episode with event types A, B and C, as (ABC). Although, one can have episodes that are neither serial nor parallel, the episode discovery framework of Mannila et al (1997) is mainly concerned with only these two varieties of episodes.
An episode is said to occur in an event sequence if there exist events in the sequence occurring with exactly the same order as that prescribed in the episode. For example, in the example event sequence (1), the events (A, 2), (B, 3) and (C, 8) constitute an occurrence of the serial episode (A → B → C) while the events (A, 7), (B, 3) and (C, 8) do not, because for this serial episode to occur, A must occur before B and C. Both these sets of events, however, are valid occurrences of the parallel episode (ABC), since there are no restrictions with regard to the order in which the events must occur for parallel episodes.
Recall that in the case of sequential patterns, we defined the notion of when a sequence is contained in another. Similarly here there is the idea of subepisodes. Let α and β be two episodes. β is said to be a subepisode of α if all the event types in β appear in α as well, and if the partial order among the event types of β is the same as that for the corresponding event types in α. For example, (A → C) is a 2-node subepisode of the serial episode (A → B → C) while (B → A) is not a subepisode. In case of parallel episodes, this order constraint is not there, and so every subset of the event types of an episode correspond to a subepisode.
Finally, in order to formulate a frequent episode discovery framework, we need to fix the notion of episode frequency. Once a frequency is defined for episodes (in an event sequence) the task is to efficiently discover all episodes that have frequency above some (user-specified) threshold. For efficiency purposes, one likes to use the basic idea of the Apriori algorithm and hence it is necessary to stipulate that the frequency is defined in such a way that the frequency of an episode is never larger than that of any of its subepisodes. This would ensure that an n-node episode is a candidate frequent episode only if all its (n − 1)-node subepisodes are frequent. Mannila et al (1997) define the frequency of an episode as the fraction of all fixed-width sliding windows over the data in which the episode occurs at least once. Note that if an episode occurs in a window then all its subepisodes occur in it as well. The user specifies the width of the sliding window. Now, given an event sequence, a window-width and a frequency threshold, the task is to discover all frequent episodes in the event sequence. Once the frequent episodes are known, it is possible to generate rules (that describe temporal correlations between events) along the lines described earlier. The rules obtained in this framework would have the "subepisode implies episode" form, and the confidence, as earlier, would be the appropriate ratio of episode frequencies.
This kind of a temporal pattern mining formulation has many interesting and useful application possibilities. As was mentioned earlier, this framework was originally applied to analysing alarm streams in a telecommunication network (Mannila et al 1997) . Another application is the mining of data from assembly lines in manufacturing plants (Laxman et al 2004a) . The data are an event sequence that describes the time-evolving status of the assembly line. At any given instant, the line is either running or it is halted due to some reason (like lunch break, electrical problem, hydraulic failure etc.). There are codes assigned for each of these situations and these codes are logged whenever there is a change in the status of the line. This sequence of time-stamped status codes constitutes the data for each line. The frequent episode discovery framework is used to unearth some temporal patterns that could help understanding hidden correlations between different fault conditions and hence improving the performance and throughputs of the assembly line. In manufacturing plants, sometimes it is known that one particular line performs significantly better than another (although no prior reason is attributable to this difference). Here, frequent episode discovery may actually facilitate the devising of some process improvements by studying the frequent episodes in one line and comparing them to those in the other. The frequent episode discovery framework has also been applied on many other kinds of data sets, like web navigation logs (Mannila et al 1997; Casas-Garriga 2003) , and Wal-Mart sales data (Atallah et al 2004) etc.
The process of frequent episode discovery is an Apriori-style level-wise algorithm that starts with discovering frequent 1-node episodes. These are then combined to form candidate 2-node episodes and then by counting their frequencies, 2-node frequent episodes are obtained. This process is continued till frequent episodes of all lengths are found. Like in the Apriori algorithm, the candidate generation step here declares an episode as a candidate only if all its subepisodes have already been found frequent. This kind of a construction of bigger episodes from smaller ones is possible because the definition of episode frequency guarantees that subepisodes are at least as frequent as the episode. Starting with the same set of frequent 1-node episodes, the algorithms for candidate generation differ slightly for the two cases of parallel and serial episodes (due to the extra total order constraint imposed in the latter case). The difference between the two frequency counting algorithms (for parallel and serial episodes) is more pronounced.
Counting frequencies of parallel episodes is comparatively straightforward. As mentioned earlier, parallel episodes are like itemsets and so counting the number of sliding windows in which they occur is much like computing the support of an itemset over a list of customer transactions. An O((n + l 2 )k) algorithm is presented by (Mannila et al (1997) for computing the frequencies of a set of k, l-node parallel episodes in an n-length event sequence. Counting serial episodes, on the other hand, is a bit more involved. This is because, unlike for parallel episodes, we need finite state automata to recognize serial episodes. More specifically, an appropriate l-state automaton can be used to recognize occurrences of an l-node serial episode. The automaton corresponding to an episode accepts that episode and rejects all other input. For example, for the episode (A → B → C), there would be a 3-state automaton that transits to its first state on seeing an event of type A and then waits for an event of type B to transit to its next state and so on. When this automaton transits to its final state, the episode is recognized (to have occurred once) in the event sequence. We need such automata for each episode α whose frequency is being counted. In general, while traversing an event sequence, at any given time, there may be any number of partial occurrences of a given episode and hence we may need any number of different instances of the automata corresponding to this episode to be active if we have to count all occurrences of the episode. Mannila et al (1997) , present an algorithm which needs only l instances of the automata (for each l-node episode) to be able to obtain the frequency of the episode.
It is noted here that such an automata-based counting scheme is particularly attractive since it facilitates the frequency counting of not one but an entire set of serial episodes in one pass through the data. For a set of k l-node serial episodes the algorithm has O(lk) space complexity. The corresponding time complexity is given by O(nlk) , where n is, as earlier, the length of the event stream being mined.
The episode discovery framework described so far employs the windows-based frequency measure for episodes (which was proposed by Mannila et al 1997) . However, there can be other ways to define episode frequency. One such alternative is proposed by Mannila et al (1997) itself and is based on counting what are known as minimal occurrences of episodes. A minimal occurrence of an episode is defined as a window (or contiguous slice) of the input sequence in which the episode occurs, and further, no proper sub-window of this window contains an occurrence of the episode. The algorithm for counting minimal occurrences trades space efficiency for time efficiency when compared to the windows-based counting algorithm. In addition, since the algorithm locates and directly counts occurrences (as against counting the number of windows in which episodes occur), it facilitates the discovery of patterns with extra constraints (like being able to discover rules of the form "if A and B occur within 10 seconds of one another, C follows within another 20 seconds"). Another frequency measure was proposed in (Casas-Garriga 2003) where the user chooses the maximum inter-node distance allowed (instead of the window width which was needed earlier) and the algorithm automatically adjusts the window width based on the length of the episodes being counted. In (Laxman et al 2004b (Laxman et al , 2005 , two new frequency counts (referred to as the non-overlapped occurrence count and the non-interleaved occurrence count) are proposed based on directly counting some suitable subset of occurrences of episodes. These two counts (which are also automatabased counting schemes) have the same space complexity as the windows-based count of Mannila et al (1997) (i. e. l automata per episode for l-node episodes) but exhibit a significant advantage in terms of run-time efficiency. Moreover, the non-overlapped occurrences count is also theoretically elegant since it facilitates a connection between frequent episode discovery process and HMM learning (Laxman et al 2005) . We will return to this aspect later in Sec. 5..
Graph-theoretic approaches have also been explored to locate episode occurrences in a sequence (Baeza-Yates 1991; Tronicek 2001; Hirao et al 2001) . These algorithms, however, are more suited for search and retrieve applications rather than for discovery of all frequent episodes. The central idea here is to employ a preprocessing step to build a finite automaton called the DASG (Directed Acyclic Subsequence Graph), which accepts a string if and only if it is a subsequence of the given input sequence. It is possible to build this DASG for a sequence of length n in O(nσ ) time, where σ is the size of the alphabet. Once the DASG is constructed, an episode of length l can be located in the sequence in linear, i. e. O(l), time.
Patterns with explicit time constraints
So far, we have discussed two major temporal pattern discovery frameworks in the form of sequential patterns (Agrawal & Srikant 1995) and frequent episodes (Mannila et al 1997) . There is often a need for incorporating some time constraints into the structure of these temporal patterns. For example, the window width constraints (in both the windows-based as well as the minimal occurrences-based counting procedures) in frequent episode discovery are useful first-level timing information introduced into the patterns being discovered. In (Casas-Garriga 2003; Meger & Rigotti 2004) , a maximum allowed inter-node time constraint (referred to as a maximum gap constraint) is used to dynamically alter window widths based on the lengths of episodes being discovered. Similarly, episode inter-node and expiry time constraints may be incorporated in the non-overlapped and non-interleaved occurrencesbased counts (Laxman et al 2004b) . In case of the sequential patterns framework (Srikanth & Agrawal 1996) proposed some generalizations to incorporate minimum and maximum time gap constraints between successive elements of a sequential pattern. Another interesting way to address inter-event time constraints is described by Bettini et al (1998) . Here, multiple granularities (like hours, days, weeks etc.) are defined on the time axis and these are used to constrain the time between events in a temporal pattern. Timed finite automata (which were originally introduced in the context of modelling real time systems (Alur & Dill 1994) ) are extended to the case where the transitions are governed by (in addition to the input symbol) the values associated with a set of clocks (which may be running in different granularities). These are referred to as timed finite automata with granularities (or TAGs) and are used to recognize frequent occurrences of the specialized temporal patterns.
In many temporal data mining scenarios, there is a need to incorporate timing information more explicitly into the patterns. This would give the patterns (and the rules generated from them) greater descriptive and inferential power. All techniques mentioned above treat events in the sequence as instantaneous. However, in many applications different events persist for different amounts of time and the durations of events carry important information. For example, in the case of the manufacturing plant data described earlier, the durations for which faults persist is important while trying to unearth hidden correlations among fault occurrences. Hence it is desirable to have a formulation for episodes where durations of events are incorporated. A framework that would facilitate description of such patterns, by incorporating event dwelling time constraints into the episode description is described by Laxman et al (2002) . A similar idea in the context of sequential pattern mining (of, say, publication databases) is proposed by Lee et al (2003) where each item in a transaction is associated with an exhibition time.
Another useful timing information for temporal patterns is periodicity. Periodicity detection has been a much researched problem in signal processing for many years. For example, there are many applications that require the detection and tracking of the principal harmonic (which is closely related to the perceptual notion of pitch) in speech and other audio signals. Standard Fourier and autocorrelation analysis-based methods form the basis of most periodicity detection techniques that are currently in use in signal processing. In this review we focus on periodicity analysis techniques applicable for symbolic data streams with more of a data mining flavor.
The idea of cyclic association rules was introduced by Ozden et al (1998) . The time axis is broken down into equally spaced user-defined time intervals and association rules of the variety used by Agrawal & Srikant 1994 ) that hold for the transactions in each of these time intervals are considered. An association rule is said to be cyclic if it holds with a fixed periodicity along the entire length of the sequence of time intervals. The task now is to obtain all cyclic association rules in a given database of time-stamped transactions. A straightforward approach to discovering such cyclic rules is presented by Ozden et al (1998) . First, association rules in each time interval are generated using any standard association rule mining method. For each rule, the time intervals in which the rule holds is coded into a binary sequence and then the periodicity, if any, is detected in it to determine if the rule is cyclic or not.
The main difficulty in this approach is that it looks for patterns with exact periodicities. Just like in periodicity analysis for signal processing applications, in data mining also, there is a need to find some interesting ways to relax the periodicity constraints. One way to do this is by defining what can be called partial periodic patterns (Han et al 1999) . Stated informally, a partial periodic pattern is a periodic pattern with wild cards or "don't cares" for some of its elements. For example, A * B, where * denotes a wild card (i. e. any symbol from the alphabet), is a partial periodic pattern (of time period equal to 4 and length equal to 2) in the sequence ACBDABBQAW BX . A further relaxation of the periodicity constraint can be incorporated by allowing for a few misses or skips in the occurrences of the pattern, so that not all, but typically most periods contain an occurrence of the pattern. Such situations are handled by Han et al (1999) by defining a confidence for the pattern. For example, the confidence, of a (partial) periodic pattern of period p is defined as the fraction of all periods of length p in the given data sequence (of which there are n/p in a data sequence of length n) which match the pattern. A pattern that passes such a confidence constraint is sometimes referred to as a frequent periodic pattern. The discovery problem is now defined as follows: Given a sequence of events, a user-defined time period and a confidence threshold, find the complete set of frequent (partial) periodic patterns. Since, all sub-patterns of a frequent periodic pattern are also frequent and periodic (with the same time period) an Apriori-style algorithm is used to carry out this discovery task by first obtaining 1-length periodic patterns with the desired time period and then progressively growing these patterns to larger lengths.
Although this is quite an interesting algorithm for discovering partial periodic patterns, it is pointed out by Han et al (1999) that the Apriori property is not quite as effective for mining partial periodic patterns as it is for mining standard association rules. This is because, unlike in association rule mining, where the number of frequent k-itemsets falls quickly as k increases, in partial periodic patterns mining, the number of frequent k-patterns shrinks slowly with increasing k (due to a strong correlation between frequencies of patterns and their sub-patterns). Based on what they call the maximal sub-pattern hit set property, a novel data structure is proposed by Han et al (1998) , which facilitates a more efficient partial pattern mining solution than the earlier Apriori-style counting algorithm.
The algorithms described by Han et al (1998 Han et al ( , 1999 require the user to specify either one or a set of desired pattern time periods. Often potential time periods may vary over a wide range and it would be computationally infeasible to exhaustively try all meaningful time periods one after another. This issue can be addressed by first discovering all frequent time periods in the data and then proceeding with partial periodic pattern discovery for these time periods. Berberidis et al (2002) compute, for example, a circular autocorrelation function (using the FFT) to obtain a conservative set of candidate time periods for every symbol in the alphabet. Then the maximal sub-pattern tree method of Han et al (1998) is used to mine for periodic patterns given the set of candidate time periods so obtained. Another method to automatically obtain frequent time periods is proposed by Cao et al (2004) . Here, for each symbol in each period in the sequence, the period position and frequency information is computed (in a single scan through the sequence) and stored in a 3-dimensional table called the Abbreviated List Table. Then, the frequent time periods in the data and their associated frequent periodic 1-patterns are obtained by analysing this table. These frequent periodic 1-patterns are used to grow the maximal sub-pattern tree for mining all partial periodic patterns.
The two main forms of periodicity constraint relaxations that have been considered so far are: (i) some elements of the patterns may be specified as wild cards, and (ii) periodicity may be occasionally disturbed through some "misses" or skips in the sequence of pattern occurrences. There are situations that might need other kinds of temporal disturbances to be tolerated in the periodicity definition. For example, a pattern's periodicity may not persist for entire length of the sequence and so may manifest only in some (albeit sufficiently long) segment(s). Another case could be the need for allowing some lack of synchronization (and not just entire misses) in the sequence of pattern occurrences. This happens when some random noise events gets inserted in between a periodic sequence. These relaxations present many new challenges for automatic discovery of all partial periodic patterns of interest. Ma & Hellerstein (2001) define a p-pattern which generalizes the idea of partial periodic patterns by incorporating some explicit time tolerances to account for such extra periodicity imperfections. As discussed in some earlier cases, here also, it is useful to automatically find potential time periods for these patterns. A chi-squared test-based approach is proposed to determine whether or not a candidate time period is a potentially frequent one for the given data, by comparing the number of inter-arrival times in the data with that time period against that for a random sequence of intervals. Another, more recent, generalization of the partial periodic patterns idea (for allowing additional tolerances in periodicity) is proposed by Cao et al (2004) . Here, the user defines two thresholds, namely the minimum number of pattern repetitions and the maximum length of noise insertions between contiguous periodic pattern segments. A distance-based pruning method is presented to determine potential frequent time periods and some level-wise algorithms are described that can locate the longest partially periodic subsequence of the data corresponding to the frequent patterns associated with these time periods.
Statistical analysis of patterns in the data
From the preceding sections, it is clear that there is a wide variety of patterns which are of interest in temporal data-mining activity. Many efficient methods are available for matching and discovery of these patterns in large data sets. These techniques typically rely on the use of intelligent data structures and specialized counting algorithms to render them computationally feasible in the data mining context. One issue that has not been addressed, however, is the significance of the patterns so discovered. For example, a frequent episode is one whose frequency exceeds a user-defined threshold. But, how does the user know what thresholds to try? When can we say a pattern discovered in the data is significant (or interesting)? Given two patterns that were discovered in the data, is it possible to somehow quantify (in some statistical sense) the importance or relevance of one pattern over another? Is it possible to come up with some parameterless temporal pattern mining algorithms? Some recent work in temporal data mining research has been motivated by such considerations and we briefly explain these in this section.
Significant episodes using Bernoulli or Markov models
In order to determine when a pattern discovered in the data is significant, one broad class of approaches is as follows. We assume an underlying statistical model for the data. The parameters of the model can be estimated from some training data. With the model parameters known, one can determine (or approximate) the expected number of occurrences of a particular pattern in the data. Following this, if the number of times a pattern actually occurs in the given data deviates much from this expected value, then it is indicative of some unusual activity (and thus the pattern discovered is regarded as significant). Further, since the statistics governing the data generation process are known, it is possible to precisely quantify, for a given allowed probability of error, the extent of deviation (from the expected value) needed in order to call the pattern significant.
This general approach to statistical analysis of patterns, is largely based on some results in the context of determining the number of string occurrences in random text. For example, Bender & Kochman (1993) , Regnier & Szpankowski (1998) show that if a Bernoulli or Markov assumption can be made on a text sequence, then the number of occurrences of a string in the sequence obeys the Central Limit Theorem. Similarly motivated approaches exist in the domain of computational biology as well. For instance, Pevzner et al (1989) consider patterns that allow fixed length gaps and determines the statistics of the number of occurrences of such patterns in random text. Flajolet et al (2001) , extend these ideas to the case of patterns with arbitrary length gaps to address the intrusion detection problem in computer security.
An application of this general idea to the frequent episode discovery problem in temporal data mining is presented by Gwadera et al (2003) . Under a Bernoulli model assumption, it is shown that the number of sliding windows over the data in which a given episode occurs at least once (i. e. the episode's frequency as defined by Mannila et al 1997) , converges in distribution to a normal distribution with mean and variance determinable from the parameters of the underlying Bernoulli distribution (which are in turn estimated from some training data). Now, for a given user-defined confidence level, upper and lower thresholds for the observed frequency of an episode can be determined, using which, it is possible to call whether an episode is overrepresented or underrepresented (respectively) in the data. These ideas are extended by Atallah et al (2004) to the case of determining significance for a set of frequent episodes, and by Gwadera et al (2005) , to the case of a Markov model assumption on the data sequence.
Motif discovery under Markov assumption
Another interesting statistical analysis of sequential patterns, with particular application to "motif" discovery in biological sequences is reported by Chudova & Smyth (2002) . This analysis does not give us a significance testing framework for discovered patterns like was the case with the approach in § 5.1. Nevertheless, it provides a way to precisely quantify and assess the level of difficulty associated with the task of unearthing motif-like patterns in data (using a Markov assumption on the data). The analysis also provides a theoretical benchmark against which the performance of various motif discovery algorithms can be compared.
A simple pattern structure for motifs (which is known to be useful in computational biology) is considered, namely that of a "fixed-length plus noise" (Sze et al 2002) . To model the embedding of a pattern, say (P 1 P 2 . . . P L ), in some background noise, a hidden Markov model (HMM) with L pattern states and one background state is considered. The ith pattern state emits P i with a high probability of (1 − ) where is the probability of substitution error. The background states can emit all symbols with equal probability. A "linear" state transition matrix is imposed on the states, i. e., ith pattern state transits only to the (i + 1)th pattern state, except the last one which transits only to the background state. The background state can make transitions either to itself or to the first pattern state. While, using such a structure implies that two occurrences of the pattern can only differ in substitution errors, a more general model is also considered which allows insertions and deletions as well.
By regarding the pattern detection as a binary classification problem (of whether a location in the sequence belongs to the pattern or the background) the Bayes error rate is determined for the HMM structure defined above. Since the Bayes error rate is known to be a lower bound on the error rates of all classifiers, it indicates, in some sense, the level of difficulty in the underlying pattern discovery problem. An analysis of how factors such as alphabet size, pattern length, pattern frequency, pattern autocorrelation and substitution error probability affect the Bayes error rate is provided. Chudova & Smyth (2002) , compare the empirical error rates for various motif discovery algorithms (that are currently in common use today) against the true Bayes error rate on a set of simulation-based motif-finding problems. It is observed that the performance of these methods can be quite far away from the optimal (Bayes) performance, unless very large training data sets are available. On real motif discovery problems, due to high pattern ambiguity, the Bayes error rate itself is quite high, suggesting that motif discovery based on sequence information alone is a hard problem. As a consequence, additional information outside of the sequence (like protein structure or gene expression measurements) need to be incorporated in future motif discovery algorithms.
Episode generating HMMs
A different approach to assessing significance of episodes discovered in time series data is proposed by Laxman et al (2004a Laxman et al ( , 2005 . A formal connection is established between the frequent episode discovery framework and the learning of a class of specialized HMMs called Episode Generating HMMs (or EGHs). While only the case of serial episodes of Mannila et al (1997) is discussed, it is possible to extend the results by Laxman et al (2004a) to general episodes as well. In order to establish the relationship between episodes and EGHs, the nonoverlapped occurrences-based frequency measure (Laxman et al 2004b) is used instead of the usual window-based frequency of Mannila et al (1997) .
An EGH is an HMM with a restrictive state emission and transition structure which can embed serial episodes (without any substitution errors) in some background iid noise. It is composed of two kinds of states: episode states and noise states (each of equal number, say N). An episode state can emit only one of the symbols in the alphabet (with probability one), while all noise states can emit all symbols with equal probability. With exactly one symbol associated with each episode state, the emission structure is fully specified by the set of symbols (A 1 , . . . , A N ) , where the ith episode state can only emit the symbol A i . The transition structure is entirely specified through one parameter called the noise parameter η. All transitions into noise states have probability η and transitions into episode states have probability (1 − η). Each episode state is associated with one noise state in such a way that, it can transit only to either that noise state or to the "next" episode state (with last episode state allowed to transit back to the first). There are no self transitions allowed in an episode state. A noise state however can transit either into itself or into the corresponding "next" episode state.
The main results of Laxman et al (2004a) is as follows. Every episode is uniquely associated with an EGH. Given two episode α and β, and the corresponding EGH's α and β , the probability of α generating the data stream is more than that for β if and only if the frequency of α is greater than that of β. Then the maximum likelihood estimate of an EGH given any data stream is the EGH associated with the most frequent episode that occurs in the data.
An important consequence of this episode-EGH association is that it gives rise to a likelihood ratio test to assess significance of episodes discovered in the data. To carry out the significance analysis, we do not need to explicitly estimate any model for the data; we only need the frequency of episode, length of the data stream, the alphabet size and the size of the episode. Another interesting aspect is that for any fixed level of type I error, the frequency needed for an episode to be regarded as significant is inversely proportional to the episode size. The fact that smaller episodes have higher frequency thresholds is also interesting because it can further improve the efficiency of candidate generation during the frequent episode discovery process. Also the statistical analysis helps us to automatically fix a frequency threshold for the episodes, thus giving rise to what may be termed as parameterless data mining.
Concluding remarks
Analysing large sequential data streams to unearth any hidden regularities is important in many applications ranging from finance to manufacturing processes to bioinformatics. In this article, we have provided an overview of temporal data mining techniques for such problems. We have pointed out how many traditional methods from time series modelling & control, and pattern recognition are relevant here. However, in most applications we have to deal with symbolic data and often the objective is to unearth interesting (local) patterns. Hence the emphasis had been on techniques useful in such applications. We have considered in some detail, methods for discovering sequential patterns, frequent episodes and partial periodic patterns. We have also discussed some results regarding statistical analysis of such techniques.
Due to the increasing computerization in many fields, these days vast amounts of data are routinely collected. There is need for different kinds frameworks for unearthing useful knowledge that can be extracted from such databases. The field of temporal data mining is relatively young and one expects to see many new developments in the near future. In all data mining applications, the primary constraint is the large volume of data. Hence there is always a need for efficient algorithms. Improving time and space complexities of algorithms is a problem that would continue to attract attention. Another important issue is that of analysis of these algorithms so that one can assess the significance of the extracted patterns or rules in some statistical sense. Apart from this, there are many other interesting problems in temporal data mining that need to be addressed. We point out a couple of such issues below.
One important issue is that of what constitutes an interesting pattern in data. The notions of sequential patterns or frequent episodes represent only the currently popular structures for patterns. Experience with different applications would give rise to other useful notions and the problem of defining other structures for interesting patterns would be a problem that deserves attention. Another interesting problem is that of linking pattern discovery methods with those that estimate models for data generation process. For example, there are methods for learning mixture models from time series data (discussed in § 3.3). It is possible to learn such stochastic models (e.g., HMMs) for symbolic data also. On the other hand, given an event stream, we can find interesting patterns in the form of frequent episodes. While we have discussed some results to link such patterns with learning models in the form of HMMs, the problem of linking, in general, pattern discovery and learning of stochastic models for the data, is very much open. Such models can be very useful for better understanding of the underlying processes. One way to address this problem is reported by Mannila & Rusakov (2001) where under a stationarity and quasi-Markovian assumption, the event sequence is decomposed into independent components. The problem with this approach is that each event type is assumed to be emitted from only one of the sources in the mixture. Another approach is to use a mixture of Markov chains to model the data (Cadez et al 2000) . It would be interesting to extend these ideas in order to build more sophisticated models such as mixture of HMMs. Learning such models in an unsupervised mode may be very difficult. Moreover, in a data mining context, we also need such learning algorithms to be very efficient in terms of both space and time. Another problem that has not received enough attention in temporal data mining is duration modelling for events in the sequence. As we have discussed, when different events have different durations, one can extend the basic framework of temporal patterns to define structures that allow for this and there are algorithms to discover frequent patters in this extended framework. However, there is little work in developing generative models for such data streams. Under a Markovian assumption, the dwelling times in any state would have distributions with memoryless property and hence accommodating arbitrary intervals for dwelling times is difficult. Hidden semi-Markov models have been proposed that relax the Markovian constraint to allow explicit modelling of dwelling times in the states (Rabiner 1989) . Such modelling however significantly reduces the efficiency of the standard HMM learning algorithms. There is thus a need to find more efficient ways to incorporate duration modelling in HMM type models.
