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Sommaire
Il y a presque trente ans, un des proble`mes les plus diﬃciles de la physique
moderne voyait le jour : la supraconductivite´ a` haute tempe´rature critique dans les
cuprates. Depuis, l’hypothe`se nomme´e mode`le Hubbard est rapidement devenu un des
candidats les plus prometteurs a` en de´tenir la solution. Dans ce contexte, ce me´moire
pre´sente des travaux de calculs nume´riques sur les phases de la matie`re pre´dites par
le mode`le de Hubbard. Le projet poursuit notamment deux objectifs. En premier lieu,
on conside`re un couplage interplan dans le mode`le, ce qui le rend plus re´aliste que sa
version 2D habituelle. Et en deuxie`me lieu, on laisse les phases antiferromagne´tique
et supraconductrice coexister avec en plus une autre phase supraconductrice de type
π-triplet. Plus de de´tails sur le contexte et ces deux objectifs sont pre´sente´s au chapitre
1 et le mode`le de Hubbard est de´taille´ au chapitre 2.
Pour obtenir des solutions nume´riques au mode`le, les me´thodes utilise´es sont
la the´orie de champ moyen dynamique sur amas (CDMFT) et l’approximation de
l’amas variationnel (VCA). Ces me´thodes ainsi que le formalisme ne´cessaire pour les
aborder sont pre´sente´s au chapitre trois. Notons qu’on utilise ces me´thodes pour amas
avec des me´thodes de diagonalisation exacte qui ne feront pas partie de la discussion.
Enﬁn, le dernier chapitre pre´sente tous les re´sultats obtenus avec ce projet, qui
me`nent a` deux conclusions principales. Premie`rement, le couplage tridimensionnel tel
qu’ajoute´ n’a pas fait ressortir de tendance nette dans les re´sultats. Cela indique une de
deux choses : soit les eﬀets interplans sont ne´gligeables dans le mode`le de Hubbard, soit
il faudra les inclure d’une fac¸on plus comple`te dans le futur. Deuxie`mement, on observe
que la phase π-triplet apparaˆıt lorsqu’il y a coexistence entre l’antiferromagne´tisme
et la supraconductivite´ dans le mode`le mais que ces deux dernie`res phases se nuisent
fortement l’une a` l’autre, conﬁrmant qu’il y a compe´tition de phases.
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Introduction
Avec la ce´ramique, on peut faire de la vaisselle, des planchers, et aussi embeˆter
toute la communaute´ scientiﬁque pendant presque 30 ans. Car, il faut bien le dire,
peu de de´couvertes ont donne´ autant de ﬁl a` retordre aux scientiﬁques que celles
des ce´ramiques nomme´es cuprates. De tous les mate´riaux connus, ces derniers sont
les seuls qui peuvent devenir supraconducteurs au-dela` de la tempe´rature de l’azote
liquide. Or, meˆme si plusieurs autres supraconducteurs, fonctionnant a` plus basse
tempe´rature, sont aujourd’hui a` l’oeuvre dans des technologies comme l’imagerie par
re´sonance magne´tique (IRM), les ultrade´tecteurs de champ magne´tique a` SQUID
(Superconducting quantum interference device), et meˆme certains prototypes de trains
a` le´vitation, les cuprates, eux, nous laissent sur notre faim. Le potentiel technologique
de leur supraconductivite´ a` haute tempe´rature est immense, mais puisqu’on ne com-
prend toujours pas son fonctionnement, les applications sont extreˆmement restreintes.
Un jour viendra, croient certains, ou` la recherche dans ce domaine permettra de
franchir le dernier retranchement de la supraconductivite´, c’est-a`-dire de trouver un
supraconducteur fonctionnant a` la tempe´rature de la pie`ce.
On pourrait croire que le proble`me des cuprates reste sans solution par manque
d’ide´es originales, mais c’est plutoˆt l’inverse : il y a trop de suggestions, et elles sont
toutes trop diﬃciles a` ve´riﬁer. On est donc aux prises avec une immense quantite´
d’hypothe`ses dont aucune ne fait l’unanimite´. Donc pour parer a` cette situation, il est
essentiel de tester chacune d’elles, une par une, dans le but d’e´liminer les mauvaises,
ou au contraire, de faire rayonner celles qui s’ave`rent les meilleures. A` cette taˆche
astronomique, le projet pre´sente´ dans ce me´moire se veut une humble contribution.
L’objectif ge´ne´ral est d’obtenir les pre´dictions venant de l’hypothe`se du mode`le de
Hubbard graˆce a` des calculs nume´riques qui cherchent a` reproduire ﬁde`lement le
diagramme de phases mesure´ dans les expe´riences sur les cuprates. On concentrera
notre attention sur deux aspects de ces calculs : le premier est l’importance de la
troisie`me dimension dans le mode`le, et le deuxie`me est l’importance de la compe´tition
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entre la supraconductivite´ et les phases magne´tiques.
Au premier chapitre, ces objectifs seront pre´sente´s en de´tail, avec le contexte qui
justiﬁe leur importance. Au deuxie`me chapitre, on de´ﬁnira pre´cise´ment le mode`le de
Hubbard, et nous verrons qu’il est particulie`rement diﬃcile d’obtenir ses pre´dictions. Il
faudra donc pre´senter, au troisie`me chapitre, les me´thodes d’approximation ne´cessaires
pour y arriver. On commencera par une re´vision sommaire des me´thodes du proble`me
a` N-corps, ce qui permettra de bien de´ﬁnir les deux me´thodes the´oriques utilise´es : la
the´orie du champ moyen dynamique sur amas (CDMFT), et l’approximation de l’amas
variationnel (VCA). On ﬁnira, au quatrie`me chapitre, avec les pre´dictions obtenues
avec ces me´thodes pour le diagramme de phase. On obtiendra deux conclusions au
projet. Premie`rement, on verra qu’a` l’inte´rieur du mode`le conside´re´ la troisie`me
dimension n’a pas d’impact sur les re´sultats et on discutera plus en de´tail de ce
que cela peut impliquer. Deuxie`mement, on verra que la compe´tition entre la phase
antiferromagne´tique et la phase supraconductrice inﬂuence beaucoup la forme des
diagrammes et que cette compe´tition permet aussi l’existence de la supraconductivite´
π-triplet.
Chapitre 1
Contexte et objectifs
1.1 Supraconductivite´ et plans CuO2
1.1.1 Supraconducteurs
On de´ﬁnit un supraconducteur par deux proprie´te´s exceptionnelles. La premie`re
est la re´sistivite´ e´lectrique nulle, qui permet donc le transport de courant e´lectrique
sans perte. La deuxie`me, nomme´e eﬀet Meissner, consiste en l’expulsion des champs
magne´tiques, et on peut observer son impact lorsqu’un supraconducteur le´vite au-
dessus d’un aimant. Ces proprie´te´s formidables permettraient une foule d’applications
techniques, si ce n’e´tait que pour l’instant, on ne peut les obtenir qu’a` tre`s basse
tempe´rature.
L’e´tat supraconducteur est limite´ en tempe´rature, car il est en fait une phase
de la matie`re. Tout comme l’eau se retrouve sous phase solide, liquide ou ga-
zeuse, les e´lectrons de la matie`re se retrouvent naturellement en diﬀe´rentes phases
e´lectroniques. Certaines sont familie`res, par exemple les phases me´tallique, isolante
ou ferromagne´tique, mais d’autres sont plus exotiques, comme l’antiferromagne´tisme
ou, bien suˆr, la supraconductivite´.
De plus, a` l’instar de l’eau, qui ne devient solide que sous son point de conge´lation,
on obtient un supraconducteur en passant sous sa tempe´rature critique (Tc). Celle-ci
est ge´ne´ralement tre`s basse, a` quelques degre´s Kelvin (∼ −270◦C), rendant l’utilisation
des supraconducteurs dans les applications pratiques diﬃciles. Heureusement, comme
il y a des mate´riaux se solidiﬁant a` plus haute tempe´rature que l’eau, on trouve parfois
des supraconducteurs dote´s d’une Tc plus e´leve´e que la moyenne. Les tempe´ratures
critiques les plus e´leve´es recense´es a` ce jour sont celles des mate´riaux nomme´s cuprates.
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1.1.2 Les cuprates : supraconducteurs a` haute Tc
Le nom cuprates de´signe certaines ce´ramiques d’oxydes de cuivre caracte´rise´es
par des Tc tre`s e´leve´es qui furent de´couvertes dans les anne´es 80. A` cette e´poque,
le dossier de la supraconductivite´ e´tait quasiment clos, car la ce´le`bre the´orie B.C.S.
(Bardeen, Cooper et Schrieﬀer, 1957) [1], qui avait mis ﬁn a` pre`s de 50 ans de recherche,
arrivait a` pre´dire quasiment toutes les observations. La plus haute Tc connue e´tait
alors de 23 K pour le Nb3Ge, et la the´orie laissait peu d’espoir qu’on de´passerait
un jour 30 K. Malgre´ cela, dans les anne´es 70, on de´couvrit les sels de Bechgaard,
compose´s organiques qui e´taient supraconducteurs sans que la the´orie BCS ne puisse
l’expliquer. Tout n’e´tait donc pas re´gle´ dans la recherche sur la supraconductivite´. [2]
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Figure 1.1 Progression de la Tc des supraconducteurs avec le temps [2]
En 1986, les physiciens Bednorz et Mu¨ller de´couvrirent que certains syste`mes
de Ba-La-Cu-O (LCO) devenaient supraconducteurs aux alentours de 30 K [3].
Peu apre`s, l’e´quipe de Paul Chu de´couvrit la Tc phe´nome´nale d’un compose´ de
Y-Ba-Cu-O (YBCO) a` 93 K [4]. Celle-ci de´passait pour la premie`re fois la tempe´rature
de lique´faction de l’azote, 77 K, rendant possible les de´monstrations grand public et les
applications techniques peu couˆteuses. La supraconductivite´ se vit alors propulse´e vers
les grandes priorite´s scientiﬁques : on cherchait le supraconducteur a` tempe´rature am-
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biante. Une progression rapide de Tc s’en suivit (ﬁgure 1.1), atteignant son maximum
en 1993, au-dela` des 150 K, pour les compose´s de Hg-Ba-Ca-Cu-O sous pression [5].
La progression de Tc est aujourd’hui bloque´e et nous ne comprenons pas comple`te-
ment ce qui cause la supraconductivite´ dans les cuprates. Pour cette raison, ils forment
avec les supraconducteurs organiques, les compose´s a` fermions lourds, les pnictures de
fer et le C60 (Buckyballs), le groupe des supraconducteurs non conventionnels [6]. De
plus, a` cause de leur Tc tre`s e´leve´e, les cuprates et certains compose´s de fer sont mis a`
part pour former la classe des supraconducteurs a` haute tempe´rature critique (H.T.C.).
Apre`s plus de 30 ans de recherche intensive, les H.T.C. demeurent un casse-teˆte des
plus coriaces de la physique.
1.1.3 Plans de cuivre oxyge`ne
Un point commun a` tous les cuprates est soupc¸onne´ d’eˆtre responsable de leurs
proprie´te´s exceptionnelles : leur composition en plans atomiques de cuivre oxyge`ne
(CuO2), repre´sente´e a` la ﬁgure 1.2. En ge´ne´ral, la maille e´le´mentaire d’un cuprate
contient un ou plusieurs de ces plans CuO2, intercale´s de couches se´paratrices forme´es
de quelques atomes seulement. Ces empilements sont ensuite eux-meˆmes se´pare´s par
les couches isolantes.
couche isolante
couche isolante
(répétée)
plan CuO2 (1)
plan CuO2 (2)
couche
séparatrice Y
Ba
Cu
O
Figure 1.2 Maille unitaire du YBa2Cu3O7, de structure orthorhombique,
contenant deux plans CuO2 se´pare´s par une couche d’Yttrium. Les paires de
plans sont se´pare´es par du Barium, de l’oxyge`ne et des chaˆınes CuO. [7]
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Un fait inte´ressant lie´ aux plans CuO2 est que pour des compose´s semblables
ayant un nombre diﬀe´rent de plans par maille, on observe une corre´lation entre Tc et
le nombre de plans. A` la ﬁgure 1.3, on voit cette corre´lation pour les compose´s de
trois familles. Le comportement typique est une augmentation de Tc avec le nombre
de plans jusqu’a` la valeur optimale de 3 plans par maille. Au-dela` de 3, Tc diminue
le´ge`rement avant de se stabiliser [8].
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Figure 1.3 Corre´lation entre Tc et le nombre de plans par maille unitaire [8].
La Tc atteint un maximum pour 3 plans avant de redescendre et de se stabiliser
sur un plateau. Les compose´s a` plus de plans (jusqu’a` 16 plans par mailles [8])
ne sont pas pre´sente´s ici.
1.1.4 Objectif I : l’eﬀet du couplage interplan
Puisqu’on croit que la physique des cuprates se retrouve principalement dans les
plans CuO2, les mode`les the´oriques e´tudie´s jusqu’a` maintenant sont presque tous
des mode`les 2D [9]. On sait ne´anmoins qu’il faudra un jour passer a` des mode`les 3D,
puisqu’en deux dimension, le the´ore`me de Mermin-Wagner [10] empeˆche la brisure
spontane´e de la syme´trie de jauge ne´cessaire a` la supraconductivite´ a` tempe´rature ﬁnie.
Pour l’instant, les syste`mes e´tudie´s sont en ge´ne´ral trop petits pour que le the´ore`me
s’applique et nous e´vitons ce proble`me. Ne´anmoins, il reste certaines observations
expe´rimentales, comme la corre´lation de Tc avec le nombre de plans, qui portent a`
croire qu’on devrait prendre en compte la troisie`me dimension, meˆme pour nos petits
syste`mes.
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Prenons l’exemple des cuprates en empilement inﬁni. Dans ceux-ci, il n’y a pas
de couches isolantes se´parant les plans, et donc c’est comme si on avait une inﬁnite´ de
plans CuO2 connecte´s. Dans ces structures, la supraconductivite´ apparaˆıt et disparaˆıt
au gre´ d’une re´duction en oxyge`ne bien controˆle´e qui occasionne aussi un changement
de la hauteur de la maille unitaire, c. Plus important encore, on peut montrer que
Tc de´pend inversement de c en eﬀectuant la re´duction en oxyge`ne progressive [11].
Ce genre d’observation laisse penser que la troisie`me dimension est plus importante
qu’on le croit chez les cuprates.
Dans la litte´rature, on a de´ja` compare´ des mode`les 3D a` des mode`les 2D [12, 13,
14, 15] et cela a montre´ que la supraconductivite´ est plus robuste dans les mode`les
2D. Cependant, on n’a pas e´tudie´ directement l’eﬀet de la troisie`me dimension dans
des mode`les tre`s anisotropes, plus ﬁde`les aux cuprates.
Le premier objectif de ce projet est d’ajouter des conside´rations tridimensionnelles
au mode`le le plus simple pour les plans CuO2 en 2D, le mode`le de Hubbard (sec-
tion 2.1.1). Pour le faire, on lui ajoute des sauts interplans, comme ceux illustre´s a`
la ﬁgure 1.4. De plus, pour que le mode`le soit cre´dible, on utilise des parame`tres de
bandes re´alistes (section 2.1.3).
Figure 1.4 Sche´ma des sauts interplans
C’est le diagramme de phase calcule´ a` partir de ce mode`le qui sera juge de l’eﬀet
des sauts interplans. Dans les sections qui suivent, on introduit plus en de´tail en quoi
consiste le diagramme de phase, avant de ﬁxer un second objectif lie´ de pre`s a` celui-ci.
Le chapitre 2 est ensuite consacre´ aux de´tails du mode`le de Hubbard et le chapitre
3 survole les me´thodes utilise´es pour lui trouver des solutions approximatives. Au
chapitre 4, on donne ﬁnalement les de´tails sur les parame`tres utilise´s ainsi que sur la
fac¸on de pre´senter les donne´es, avant de passer aux re´sultats.
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1.2 Supraconductivite´ et antiferromagne´tisme
1.2.1 Interactions et dopage
Les cuprates a` l’e´tat pur sont des isolants. Cela semble contradictoire, mais pour
obtenir les meilleurs supraconducteurs connus, on verra qu’il faut doper les cristaux
des cuprates qui, a` la base, ne sont pas de bons conducteurs. Ce proble`me va en fait
bien au-dela` d’une simple contradiction quant a` la conductivite´ des cuprates, car selon
les the´ories actuelles, ces cristaux devraient eˆtre des conducteurs et non le contraire.
La ce´le`bre et fructueuse the´orie des bandes e´choue ici lamentablement, et c’est parce
qu’une de ses hypothe`ses de de´part est mise en de´faut.
Dans les the´ories e´le´mentaires de la matie`re, comme la the´orie des bandes, on
trouve toujours un moyen de re´duire ou de carre´ment ne´gliger l’impact des interactions
entre les e´lectrons. La justiﬁcation habituelle est que leurs eﬀets sont petits, mais la
raison plus honneˆte est que conside´rer les interactions rend le proble`me tellement
complexe qu’il est encore impossible a` re´soudre. Malheureusement, dans les cuprates,
l’eﬀet des interactions est important et on dit donc qu’il s’agit de mate´riaux a` e´lectrons
fortement corre´le´s parmi lesquels ceux qui sont isolants a` cause des interactions,
comme les cuprates, sont appele´s isolants de Mott.
Puisque les cuprates sont isolants dans leur e´tat pur, il faut alte´rer leur structure
chimique pour y obtenir la supraconductivite´, c’est-a`-dire qu’il faut les doper. Sans
dopage, les cuprates n’ont qu’un e´lectron de valence (n = 1) par maille unitaire. Le
dopage consiste a` remplacer certains atomes du cristal par d’autres, aﬁn de modiﬁer
cette densite´ d’e´lectrons. On peut alors exprimer le dopage comme la portion δ
d’atomes qui furent remplace´s ou encore comme la nouvelle densite´ n. Prenons comme
exemple le compose´ BaδLa5−δCu5Oy avec δ = 0.1. Celui-ci a un atome de barium qui
en remplace un de lanthane a` toute les 10 maille unitaire, ce qui re´duit sa densite´
e´lectronique (n = 0.9). Avec moins d’e´lectrons, on dit que le mate´riau est dope´
aux trous. Avec plus, on dit qu’il est dope´ aux e´lectrons. Enﬁn, puisque l’eﬀet des
interactions e´lectroniques est grand chez les cuprates, le fait de leur retirer ou leur
ajouter des e´lectrons de´voile une multitude de nouvelles phases de la matie`re. On
peut d’ailleurs litte´ralement cartographier celles-ci dans un diagramme de phases
tempe´rature-densite´.
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1.2.2 Diagramme de phases des cuprates
Un diagramme de phases repre´sente graphiquement les limites des phases d’un
mate´riau en fonction de parame`tres comme la tempe´rature, la pression, le dopage, etc.
Par exemple, le diagramme de phases de l’eau, bien connu, montre ses tempe´ratures
de fusion et d’e´bullition en fonction de la pression. Le diagramme de phases habituel
pour les cuprates montre plutoˆt la tempe´rature d’apparition de ces phases en fonction
de la densite´ e´lectronique.
Le diagramme de phases des cuprates est diﬀe´rent d’un compose´ a` l’autre, et
surtout, tre`s diﬃcile a` de´terminer puisque pour chaque valeur du dopage on doit
synthe´tiser un nouvel e´chantillon. Il est donc ge´ne´ralement plus commode d’utiliser
les tendances ge´ne´rales pour construire un diagramme de phases typique, tel celui de
la ﬁgure 1.5.
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Figure 1.5 Diagramme de phase tempe´rature-densite´ typique des cuprates
pour les phases antiferromagne´tique (AF) et supraconductrice (SC). T ∗ de´note
la transition du re´gime pseudogap dont le statut de phase fait encore l’objet
de recherche. La section vert clair repre´sente l’hypothe`se du point critique
quantique de´place´ de Sachdev. (section 1.2.4)
Ce diagramme s’inspire du celui de YBa2Cu3O7 (YBCO) [16] pour le coˆte´ des
dope´s aux trous et celui de Nd2−xCexCuO4 (NCCO) [17] pour le coˆte´ des dope´s aux
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e´lectrons. On remarque d’abord les zones ou` se retrouve la supraconductivite´, en
forme de doˆmes dont le sommet donne la tempe´rature critique maximale au dopage
optimal. Ensuite, l’antiferromagne´tisme, une phase dans laquelle la direction des
spins e´lectroniques alterne (... ↑ ↓ ↑ ↓ ...), occupe le centre du diagramme avec des
tempe´ratures de transition, nomme´es tempe´ratures de Ne´el, tre`s e´leve´es. On voit
aussi que le coˆte´ des dope´s aux trous (n < 1) pre´sente une se´paration nette entre
le domaine d’existence de la supraconductivite´ et celui de l’antiferromagne´tisme.
D’ailleurs, de´pendamment du compose´, on retrouve parfois des phases interme´diaires
comme des ondes de densite´ de charge ou des ondes de densite´ de spin qui font
encore l’objet de recherche. Enﬁn, le coˆte´ des dope´s aux e´lectrons est particulie`rement
inte´ressant a` cause de la zone de possible coexistence entre la supraconductivite´ et
l’antiferromagne´tisme.
1.2.3 Parame`tres d’ordre et diagramme de phase a` T = 0
Aﬁn de simpliﬁer tout le projet, on travaille toujours a` tempe´rature nulle. Cette
contrainte fait en sorte qu’il est impossible de tracer le diagramme de phase pour
la tempe´rature. Il faut donc de´ﬁnir un outil analogue : le diagramme de phase a`
tempe´rature nulle.
Faire un diagramme de phase a` tempe´rature nulle est possible graˆce au concept
de parame`tre d’ordre. C’est un concept qui vient de la the´orie des transitions de phase
de Landau, qui dit qu’une transition est caracte´rise´e par une phase plus ordonne´e et
une moins ordonne´e. Par exemple, la phase antiferromagne´tique, ou` les spins suivent
un alignement pre´cis (... ↑ ↓ ↑ ↓ ...), est plus ordonne´e que la phase paramagne´tique
obtenue lorsqu’on de´passe la tempe´rature de Ne´el. Tout ordre de ce genre peut alors
eˆtre mesure´ par un parame`tre pre´cis, qui se nomme parame`tre d’ordre et qui traduit
quantitativement cet ordre. Pour l’antiferromagne´tisme, on verra plus loin que le
parame`tre d’ordre sera une valeur moyenne d’ope´rateur, 〈Mˆ〉 (section 2.3.1), et de
meˆme pour la supraconductivite´, 〈Dˆ〉 (section 2.3.2). Ces quantite´s traduisent en
quelque sorte la robustesse de la phase et il existe donc souvent des relations les liant
a` la tempe´rature de transition. Ainsi, il sera possible de tracer le parame`tre d’ordre
en fonction du dopage pour obtenir un diagramme de phase a` tempe´rature nulle qui
devrait eˆtre relativement ﬁde`le a` celui de la ﬁgure 1.5.
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1.2.4 Objectif II : Coexsistence de phases
L’hypothe`se du point critique quantique (QCP) [18] avance que la supraconduc-
tivite´ serait cause´e par un changement de phase magne´tique a` tempe´rature nulle
(T = 0). L’absence des ﬂuctuations thermiques habituelles implique dans ce cas que
ce sont les ﬂuctuations quantiques qui causent la transition, d’ou` le nom de point
critique quantique. Selon cette hypothe`se, ce dernier devrait se situer environ au point
de dopage optimal.
Le proble`me de l’hypothe`se QCP est que le changement de phase magne´tique
pre´ce´dant le point critique n’a pas e´te´ observe´e clairement. Par exemple, la transition
pseudogap (repre´sente´e par la ligne pointille´e T ∗ dans la ﬁgure 1.5) serait une candidate
de choix, mais elle est encore ﬂoue du point de vue expe´rimental. Puisqu’on peine tant
a` la de´tecter, Sachdev [18] a propose´ que cette phase e´tait peut-eˆtre de´place´e a` cause
de sa compe´tition avec la supraconductivite´ (en vert clair sur la ﬁgure 1.5). Il s’agirait
alors d’une phase magne´tique bien connue, par exemple l’antiferromagne´tisme, qui
n’est tout simplement pas la` ou` elle devrait.
L’explication de Sachdev est diﬃcile a` ve´riﬁer expe´rimentalement, car il est
impossible de simplement supprimer la phase supraconductrice pour voir ou` se situerait
alors l’antiferromagne´tisme. On utilise parfois un fort champ magne´tique dans ce but,
mais alors on ne peut eˆtre certain que ceux-ci n’aﬀectent pas autrement le syste`me.
C’est d’ailleurs exactement ce qui constitue l’avantage d’une me´thode the´orique
nume´rique. Il est possible d’y controˆler exactement a` quelles phases on laisse ou on
ne laisse pas la possibilite´ d’exister, sans eﬀet secondaire.
Le deuxie`me objectif sera de ve´riﬁer les eﬀets de la coexistence de phases dans
le mode`le. Nous calculerons donc les valeurs des parame`tres d’ordres 〈Mˆ〉 et 〈Dˆ〉,
seuls et coexistants et on verra qu’un autre parame`tre d’ordre supraconducteur 〈Tˆ 〉
(section 2.3.2) peut eˆtre ajoute´ au mode`le lorsqu’il y a coexistence. Les parame`tres
d’ordre et les me´thodes pour les calculer sont de´crits au chapitre 3 avant de donner
les re´sultats au chapitre 4.
Chapitre 2
Le mode`le de Hubbard
2.1 De´ﬁnition et proprie´te´s
2.1.1 Hamiltonien
Pour mode´liser les cuprates, Anderson [19] a sugge´re´ d’utiliser le mode`le de
Hubbard [20] de`s leur de´couverte, une approche qui fut justiﬁe´e plus formellement
par la suite [21, 22, 23]. Le mode`le de Hubbard est de´ﬁni pour N e´tats localise´s, et
il s’agit d’un cas particulier de mode`le a` liaisons fortes (dans la base des e´tats de
Wannier). En seconde quantiﬁcation, avec les orbitales localise´es (les sites) identiﬁe´es
i, j et le spin σ on e´crit le hamiltonien du mode`le comme suit.
Hˆ ≡ −
∑
ijσ
tijc
†
iσcjσ + c.h. + U
∑
i
nˆi↑nˆi↓ (2.1)
Le premier terme du mode`le est le terme d’e´nergie cine´tique, ou encore le terme
de saut, standard pour un mode`le a` liaisons fortes. A` cause du facteur −tij, ce terme
favorisera la destruction d’un e´lectron en i (ope´rateur de destruction ciσ) suivie de sa
cre´ation en j (ope´rateur de cre´ation c†jσ), ce qui donne donc en un saut de i a` j. Il
fait la meˆme chose pour le processus conjugue´, c’est-a`-dire un saut de j a` i. Le terme
de saut favorise ainsi la de´localisation des e´lectrons.
Le deuxie`me terme est celui qui caracte´rise le mode`le de Hubbard. Il augmente
de U l’e´nergie d’un site accueillant a` la fois un e´lectron de spin up (vers le haut) et
un de spin down (vers le bas) (avec l’occupation nˆiσ ≡ c†iσciσ). Il repre´sente donc la
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re´pulsion coulombienne locale subite par deux e´lectrons dans une meˆme orbitale i.
C’est la forme la plus e´le´mentaire d’interaction qu’on puisse prendre en compte.
Remarquons que le mode`le ne comporte pas de ge´ome´trie intrinse`que et que ce
sont donc les tij qui de´terminent sa forme. Pour avoir un re´seau carre´ qui repre´sente
bien les plans CuO2, on prend e´gaux les tij repre´sentant des sauts de meˆme distance.
Ainsi, les sauts aux quatre premiers voisins auront la valeur t, aux quatre voisins
suivants t′, et ainsi de suite comme illustre´ a` la ﬁgure 2.1.
Figure 2.1 Illustration du mode`le de Hubbard 2D ou` les t, t′, t′′ sont les
termes de sauts et U le terme d’interactions.
Il existe une solution analytique pour le mode`le de Hubard a` une dimension (avec
l’Ansatz de Bethe) et celui avec un nombre de dimension inﬁni. Autrement, le mode`le
reste sans solution ge´ne´rale. Il fait d’ailleurs partie d’une classe de proble`mes tre`s
complexes, en raison des interactions, nomme´e proble`me a` N-corps (section 3.1). Dans
ce genre de proble`me, le Hamiltonien contient a` la fois des ope´rateurs a` un corps
(deux ope´rateurs d’e´chelle : c†iσcjσ), et des ope´rateurs a` deux corps(quatre ope´rateurs
d’e´chelle : nˆi↑nˆi↓ = c
†
i↑cj↑c
†
i↑cj↓, pour les interactions) de sorte que les fonctions d’onde
habituelles, a` un corps, ne sont bonnes qu’a` faire des approximations.
Enﬁn, le mode`le de Hubbard est aussi diﬃcile a` re´soudre nume´riquement. Avec
les quatre e´tats disponibles pour chacune des N orbitales : |0〉, |↓〉, |↑〉 ou |↑↓〉, son
espace de Hilbert croˆıt comme d = 4N . Par exemple, pour 16 orbitales, d grimpe
a` 4 294 967 296 et obtenir les solutions requiert de re´duire la taille de l’espace de
Hilbert en utilisant les syme´tries de l’amas et en ciblant un nombre de particules et
un spin total re´aliste. Il est impensable, pour l’instant, d’arriver a` diagonaliser un
nombre d’orbitales repre´sentatif des ve´ritables mate´riaux. Il faut donc poursuivre la
recherche de me´thodes d’approximation plus sophistique´es pour attaquer le proble`me
nume´riquement (section 3.2).
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2.1.2 Isolant de Mott et antiferromagne´tisme pour U  t
Comme on le disait a` la section 1.2.2, les cuprates, sans dopage, sont des isolants.
Bien que cela soit une surprise du point de vue de la the´orie des bandes, c’est un
phe´nome`ne qui s’explique relativement bien dans le re´gime U  t du mode`le du
Hubbard. Conside´rons donc, pour commencer, le terme d’interaction du (2.1) :
HU = U
∑
i
nˆi↑nˆi↓ (2.2)
Pour ce dernier, on peut minimiser l’e´nergie en re´duisant au maximum la double
occupation (le moins d’e´tats |↑↓〉 possibles). Or, dans un cuprate non dope´, il y a un
e´lectron de valence par maille unitaire et pour minimiser l’e´nergie de HU il faut donc
mettre un e´lectron sur chaque site. Le premier niveau excite´, lui, aura une e´nergie U
supple´mentaire, ce qui cause le gap isolant.
De fac¸on plus ge´ne´rale, dans un syste`me interagissant, l’e´nergie d’une particule
de´pend de la pre´sence ou non de particules avec lesquelles elle peut interagir. Au-
trement dit, l’e´nergie d’un e´tat a` une particule sera de´termine´e selon l’occupation
des autres e´tats. Conse´quemment, un changement dans l’occupation induira un chan-
gement dans la distribution des e´tats, ce qu’on nomme transfert de poids spectral.
C’est graˆce a` ce dernier que le mode`le de Hubbard arrive a` pre´dire l’e´tat isolant des
cuprates rigoureusement. [24]
Un isolant tel que pre´dit par le mode`le de Hubbard est appele´ isolant de Mott.
Comme on peut le voir a` la ﬁgure 2.2, pour une orbitale occupe´e, l’e´nergie du deuxie`me
e´tat augmente de U . Cela fait qu’a` demi remplissage, la bande unique du mode`le
se se´pare en une bande de valence et une bande de conduction se´pare´es d’un gap
d’e´nergie U . C’est le gap de Mott.
Il existe un autre type d’isolant duˆ aux interactions, l’isolant a` transfert de
charge. L’explication pour celui-la` fait intervenir plusieurs bande et donc le mode`le
de Hubbard, ne posse´dant intrinse`quement qu’une seule bande, ne peut l’expliquer.
Ce genre d’eﬀet multibande est d’ailleurs pre´sent dans les cuprates dope´s aux trous,
rappelant que le mode`le de Hubbard n’est valide que dans certaines limites, et qu’il
faudra des mode`les plus complexes pour expliquer comple`tement les cuprates. [25]
Enﬁn, non seulement le mode`le de Hubbard arrive a` expliquer le caracte`re isolant
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e´tats vides e´tats occupe´s

2N
bande vide : la distribution des
e´tats est e´quivalente au cas sans
inte´raction

12N − 21
U
occupation d’un e´tat : un e´lectron
dans l’e´tat identique de spin op-
pose´ interagirait, son e´nergie aug-
mente donc de +U

N − 12N − 1
U
occupation de presque la moitie´e
des e´tats : il ne reste que quelques
e´tats vides dans la bande originale

N N
U
occupation de la moitie´e des
e´tats : tous les autres e´tats sont
a` +U , phase isolante
Figure 2.2 Explication de l’isolant de Mott avec l’interaction U qui cause un
transfert de poids spectral ge´ne´rant le gap de Mott.
de mate´riaux a` demi remplissage, il pre´dit aussi la phase antiferromagne´tique que
l’on retrouve chez les cuprates. En eﬀet, dans la limite a` fort couplage, en gardant
toutefois le terme de sauts, la the´orie des perturbations au deuxie`me ordre permet
d’obtenir un mode`le de Heisenberg antiferromagne´tique.
2.1.3 Structure de bande pour U  t
Avec U  t, c’est-a`-dire dans la limite de faible interaction, seule la partie
cine´tique du mode`le de Hubbard subsiste (le premier terme de (2.1)). On obtient alors
un mode`le d’e´lectrons libres, en liaisons fortes, dont le hamiltonien sera note´ HˆK :
Hˆ −−−→
U→0
HˆK = −
∑
ijσ
tijc
†
iσcjσ + c.h. (2.3)
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Le hamiltonien HˆK posse`de des e´nergies propres dans l’espace des vecteurs
d’onde k et on peut donc le diagonaliser en prenant sa transforme´e de Fourier
(annexe A.1). Dans ce calcul, on prend les tij e´gaux pour des sauts de meˆme distance
|s| = |rj−rj|, comme dans le re´seau carre´ de la ﬁgure 2.1. On obtient alors l’expression
diagonale pour HˆK ,
HˆK = −
∑
k
(∑
s
2t|s| cos(k · s)
)
c†k,σck,σ (2.4)
HˆK =
∑
k
(k)nˆk,σ (2.5)
ou` la relation de dispersion, (k), est bien celle d’un mode`le en liaison forte.
(k) ≡ −
∑
s
2t|s| cos(k · s) (2.6)
La ﬁgure 2.3 montre cette relation de dispersion pour le re´seau bidimensionnel
carre´ avec une longueur de maille a = 1 et seulement des sauts t, t′, t′′ aux trois plus
proches groupes de voisins. La relation de dispersion se re´duit alors a` :
c(k) = −2t(cos kx + cos ky)
− 2t′(cos(kx + ky) + cos(kx − ky))
− 2t′′(cos 2kx + cos 2ky) (2.7)
Les surfaces de Fermi qu’on a aussi illustre´es montrent ou` s’arreˆte le remplissage de
la bande d’e´tats pour diﬀe´rentes valeurs d’occupation 〈nˆ〉. Les valeurs choisies pour t,
t′, t′′ viennent de la litte´rature pour les cuprates (section 2.2.1).
2.2 Des parame`tres re´alistes
2.2.1 Parame`tres de la litte´rature
Le mode`le sera toujours de´ﬁni sur un re´seau bidimensionnel carre´ avec les sauts
aux plus proches voisins note´s t, aux seconds t′ et ainsi de suite. Tous les parame`tres
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(a) Relation de dispersion
0 ʶʶʶ
ʶ
0
(b) Surfaces de Fermi
Figure 2.3 Allure habituelle de la relation de dispersion du mode`le de
Hubbard carre´ pour U = 0 avec ses surfaces de Fermi pour diﬀe´rents remplissage.
Les parame`tres sont t = 1, t′ = −0.3 et t′′ = 0.2 (section 2.2.1) et le losange
rose indique la zone de Brillouin antiferromagne´tique (section 2.3.1)
sont exprime´s relativement a` t, y compris l’interaction U, de sorte que c’est ce dernier
qui de´termine l’e´chelle du proble`me.
t = 1 (2.8)
Les parame`tres que nous utilisons le plus souvent sont ceux du compose´ YBa2Cu3O7,
qui furent obtenus a` partir de la the´orie de la fonctionnelle de densite´ (DFT) [26],
qui permet d’obtenir la structure de bandes a` partir de la composition chimique du
mate´riau. On y re´fe`rera comme e´tant les parame`tres YBCO. Ils sont re´gulie`rement
utilise´s par nos groupes de recherche [27, 28].
sauts YBCO
t′ −0.3
t′′ 0.2
(2.9)
Dans le cas tridimensionnel, le mode`le YBCO sera e´tendu a` un re´seau cubique dote´
d’un seul saut dans la troisie`me dimension, tz. Nous lui choisissons 4 valeurs artiﬁcielles
aﬁn de tirer des tendances, mais en restant anisotrope, a` l’image des cuprates.
tz = { 0.02 , 0.1 , 0.3 , 0.5 } (2.10)
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2.2.2 Parame`tres ine´dits
Pour avoir une ide´e plus re´aliste de la valeur de tz, on utilise aussi trois ensembles
de parame`tres fournis par Chuck-Hou Yee, un collaborateur autrefois a` Rutgers
University. [29] On re´fe`rera donc a` ces parame`tres comme les parame`tres de Chuck ou
encore individuellement comme les parame`tres LCO, NCO, et TBCO puisqu’ils ont
respectivement e´te´ obtenus pour les compose´ de La2CuO4, Nd2CuO4 et Tl2Ba2CuO6,
aussi a` partir de la the´orie de la fonctionnelle de densite´ (DFT).
sauts LCO NCO TBCO
t′ −0.208 −0.240 −0.243
t′′ 0.200 0.190 0.137
t′′′ 0.016 0.016 0.012
tz −0.005 −0.005 −0.004
(2.11)
Les parame`tres de Chuck (2.11) sont quantitativement diﬀe´rents des parame`tres
YBCO (2.9). On remarque en eﬀet que le rapport t′′/t′ y est plus grand, faisant que
les e´lectrons sont moins localise´s. Cela s’explique par la proce´dure qui fut employe´e.
Chuck utilisait le code WIEN2k [30] pour obtenir les bandes DFT qu’il projetait
ensuite sur des orbitales de Wannier (une par maille unitaire, pour reproduire le
mode`le de Hubbard) en suivant une proce´dure de downfolding bien de´termine´e [31].
Celle-ci requiert habituellement de maximiser la localisation des orbitales obtenues,
mais les recherches de Chuck demandaient plutoˆt d’optimiser l’e´nergie de transfert de
charge entre les atomes Cu et O du plan CuO2. Cela a eu comme eﬀet de de´localiser
un peu les orbitales trouve´es et donc de surestimer la valeur des sauts plus e´loigne´s
comme t′′, t′′′ et tz lors du calcul de recouvrement.
Notons toutefois que meˆme avec des sauts surestime´s de la sorte, les valeurs pour
tz sont extreˆmement faibles. On peut donc de´ja` pre´dire que leur eﬀet sera ne´gligeable.
De plus, parmi les valeurs artiﬁcielles choisies pour le tz des parame`tres YBCO (2.10),
seules 0.02 et 0.1 ont une chance d’eˆtre repre´sentatives des mate´riaux re´els.
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2.3 Parame`tres d’ordre
2.3.1 Parame`tre d’ordre antiferromagne´tique
L’antiferromagne´tisme est une alternance de la direction des spins e´lectroniques
de site en site sur le re´seau cristallin. C’est un cas particulier d’onde de densite´ de
spin repre´sente´e mathe´matiquement par un vecteur d’onde Q qui indique la direction
et la fre´quence de la variation des spins. La ﬁgure 2.4 montre l’antiferromagne´tisme
dans un re´seau carre´ en deux dimensions dont le vecteur d’onde est Q = π
a
ex +
π
a
ey.
Figure 2.4 Onde de densite´ de spin de vecteur Q = πaex +
π
aey correspondant
a` l’antiferromagne´tisme sur un re´seau carre´ 2D de longueur de maille a. Notons
que le cas Q = πaex − πaey serait parfaitement e´quivalent.
Aﬁn de mesurer l’antiferromagne´tisme, on de´ﬁnit l’ope´rateur MˆQ, une version
pe´riodique de l’observable de´crivant la magne´tisation habituelle,
MˆQ ≡
∑
i
eiQri (nˆi↑ − nˆi↓) (2.12)
dont la transforme´e de Fourier est :
MˆQ =
∑
k
(
c†k↑c(k+Q)↑ − c†k↓c(k+Q)↓
)
(2.13)
La valeur moyenne 〈MˆQ〉 nous donnera la grandeur de l’ordre antiferromagne´tique
sur le re´seau, et il s’agit donc du parame`tre d’ordre.
L’apparition de l’antiferromagne´tisme sur un re´seau a comme eﬀet de changer
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Figure 2.5 Agrandissement de la maille de Wigner-Seitz du re´seau re´el duˆ a`
l’antiferromagne´tisme et changement inverse de la zone de Brillouin.
sa pe´riodicite´ cristalline. En eﬀet, comme le montre la ﬁgure 2.5, la maille unitaire
d’un re´seau antiferromagne´tique double dans l’espace re´el, faisant que dans l’espace
re´ciproque, sa taille diminue de moitie´.
2.3.2 Parame`tre d’ordre supraconducteur
L’e´tat supraconducteur est un e´tat quantique cohe´rent, constitue´ de paires
d’e´lectrons nomme´es paires de Cooper [32]. On peut mesurer l’amplitude de cet
e´tat, ce qui donne un parame`tre d’ordre ge´ne´ral pour mesurer la supraconductivite´.
Sa valeur s’e´le`vera pour une supraconductivite´ de plus en plus forte.
Chez les cuprates, le parame`tre d’ordre supraconducteur a une syme´trie de
type d [33]. Comme on l’a illustre´ a` la ﬁgure 2.6, cela veut dire que le signe du parame`tre
d’ordre dans un axe, disons x, est oppose´ a` son signe dans l’axe perpendiculaire, y.
C’est une diﬀe´rence notable comparativement aux supraconducteurs conventionnels, de
syme´trie de type s, ou` le signe est le meˆme dans toutes les directions. Pour traduire la
syme´trie de type d dans l’espace des k, on a besoin du facteur Δk = (cos(kx)− cos(ky))
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(a) d-wave (b) s-wave
Figure 2.6 Comparaison de la syme´trie de type d et de la syme´trie de type s
dans l’espace des k. On l’illustre a` l’aide d’une exponentielle de´croissante en k2
aﬁn de mettre en e´vidence la ressemblance avec les orbitales d et s d’ou` elle
tirent leur nom. type d : z = (cos(kx)− cos(ky)) e−k2 et type s : z = e−k2 .
qui devient Δij dans l’espace re´el :
Δij ≡
⎧⎨
⎩+
1
2
si rj − ri = eˆx
−1
2
si rj − ri = eˆy
(2.14)
Parame`tre d’ordre Dˆ
Pour mesurer la supraconductivite´, on utilise la meˆme observable que dans
plusieurs travaux [28, 34, 35, 36] et c’est sa valeur moyenne 〈Dˆ〉 qui est le parame`tre
d’ordre :
Dˆ ≡
∑
ij
Δij
(
c†i↑c
†
j↓ + c
†
j↑c
†
i↓
)
+ c.h. (2.15)
Cet ope´rateur est une somme d’ope´rateurs cre´ant des paires d’e´lectrons en singulet de
spin sur des sites voisins i et j. Il faut tenir compte des re`gles d’anticommutation pour
obtenir la forme habituelle 1√
2
(|↑↓〉 − |↓↑〉) pour le singulet. La somme contient aussi
le processus conjugue´, la destruction de paires, ne´cessaire pour qu’il soit hermitique.
On ne mesure donc pas la quantite´ de paires, mais plutoˆt leur apparition et leur
disparition traduisant ainsi le caracte`re cohe´rent de l’e´tat supraconducteur dans lequel
le nombre de particules n’est pas bien de´ﬁni. Ce genre d’ope´rateur est dit anormal.
Notons que la transforme´e de Fourier de (2.15) (faite a` l’annexe A.2) donne le
facteur (cos kx − cos ky) de la syme´trie de type d, et les paires de vecteurs d’onde
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oppose´s comme pour la fonction d’onde BCS.
Dˆ =
∑
k
(cos kx − cos ky) c†k↑c†−k↓ + c.h. (2.16)
Parame`tre d’ordre Tˆ
Lorsque la supraconductivite´ coexiste avec l’antiferromagne´tisme, certains tra-
vaux ont pre´dit l’apparition de paires d’e´lectrons en triplet de spin 1√
2
(|↑↓〉+ |↓↑〉),
diﬀe´rentes des paires de Cooper habituelles en singulet 1√
2
(|↑↓〉 − |↓↑〉). On nomme
cette composante de la supraconductivite´ π-triplet ou π-SC. Elle fut pre´dite dans
certains travaux de champ moyen [35] et correspond aux ope´rateurs de rotations π
dans la the´orie SO(5) de la supraconductivite´ [36]. Elle n’avait jamais e´te´ incluse
dans les calculs sur amas comme nous l’avons fait dans ce projet.
Puisqu’elle est lie´e a` l’antiferromagne´tisme, l’observable de la supraconductivite´
π-SC doit a` la fois inclure l’alternance de signe d’un site a` l’autre (facteur eiQri) et la
syme´trie de type d (facteur Δij). Elle est donc de´ﬁni comme :
Tˆ ≡
∑
ij
eiQriΔij
(
c†i↑c
†
j↓ − c†j↑c†i↓
)
+ c.h. (2.17)
On ne montrera pas formellement qu’il faut inclure Tˆ dans les calculs, mais on
peut s’en convaincre par certains arguments intuitifs. Tout d’abord, on sait que les
paires en triplet ont un spin total non-nul (nombre quantique l = 1, m = 0) ce
qui explique qu’on s’attend a` ne pas les retrouver dans un milieu non-magne´tique.
Toutefois, en coexistant avec l’antiferromagne´tisme, les paires pourraient avoir un
spin total qui reproduit l’alternance de spin de Mˆ . Comme le montre la ﬁgure 2.7,
les paires en singulet de Dˆ superpose´es a` celles en triplet, alternant de signe, de Tˆ ,
permettent justement d’obtenir un spin total qui alterne de site en site, en accord
avec l’ordre antiferromagne´tique. Il n’est donc pas surprenant que les trois puissent
coexister.
Commutateur avec Mˆ
Un autre argument intuitif en faveur de l’apparition de 〈Tˆ 〉 vient du commutateur
des ope´rateur [Mˆ, Dˆ] = −2iTˆ (annexe A.3). Premie`rement, le fait que le commutateur
soit non nul indique que les e´tats propres de Mˆ sont diﬀe´rent de ceux de Dˆ. On
s’attend donc a` ce que si les deux phases coexistent, elles soient aﬀecte´es l’une par
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+
−
+
−
+
−
+
−
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
Dˆ :
+
+
+
+
−
−
−
−
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
Tˆ :
+2
−2
+2
−2
⎧⎪⎪⎨
⎪⎪⎩reste :
Figure 2.7 Illustration de la superposition de Dˆ et Tˆ en 1 dimension.
Dans cette image, chaque cre´ation de paire c†i↑c
†
j↓ ou c
†
i↓c
†
j↑ venant de Dˆ ou Tˆ est
illustre´e par une paire de ﬂe`ches sous les sites correspondants. Sous une paire de
sites donne´e, le signe de chaque terme fait que certains interfe`rent, ce qui est
illustre´ par un trait rouge sur les termes qui s’annulent. A` proprement parler,
ces ope´rateurs de paires n’interfe`rent pas ainsi, mais l’intuition laisse´e par l’image
est bonne : la coexistence de Dˆ et Tˆ est favorable a` l’antiferromagne´tisme.
l’autre. Deuxie`mement, le fait que le commutateur de Mˆ et Dˆ donne pre´cise´ment
l’observable Tˆ montre que cette dernie`re aura un roˆle a` jouer dans les superpositions
d’e´tats propres de Mˆ et Dˆ. On pense ici a` une relation semblable a` celle des moments
cine´tiques Jˆx, Jˆy et Jˆz. Cette liaison entre les trois ope´rateurs n’a pas e´te´ approfondie
dans ce projet, mais serait une piste inte´ressante a` laquelle donner suite, dont un bon
point de de´part est la the´orie SO(5) de la supraconductivite´ [36].
2.4 Notes sur les mode`les tridimensionnels
Il y a certaines diﬀe´rences entre le mode`le 3D utilise´ pour le YBCO (2.9), dont le
re´seau est orthorhombique, et le mode`le 3D pour le LCO, le NCO et le TBCO (2.11),
dont les re´seaux sont te´tragonaux a` corps centre´. Ces diﬀe´rences sont mises en e´vidence
dans la ﬁgure 2.8, ou` l’on voit en premier lieu que les sites des re´seaux te´tragonaux
ont 8 voisins imme´diats en z plutoˆt que 2 comme ceux du re´seau orthorhombique.
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On voit aussi a` la ﬁgure 2.8 qu’on devra exprimer le vecteur d’onde antiferro-
magne´tique Q diﬀe´remment pour chacun des re´seaux. Pour le re´seau orthorhombique,
on l’exprime en termes des vecteurs de base a = xˆ, b = yˆ et c = zˆ, donc sur un re´seau
eﬀectif carre´. Le vecteur est alors Q = πa+ πb+ πc. Pour le re´seau te´tragonal, on
utilise plutoˆt la base de travail a = xˆ, b = yˆ et c = 1
2
xˆ+ 1
2
yˆ+ 1√
2
zˆ ce qui permet aussi
d’e´crire Q = πa+πb+πc. Toutefois, pour le re´seau te´tragonal, l’antiferromagne´tisme
est frustre´, et il y a une e´quivalence entre l’expression pre´ce´dente et Q = πa+ πb.
Pour pouvoir bien controˆler les eﬀets tridimensionnels, on a choisi de ne pas
modiﬁer le parame`tre d’ordre supraconducteur. On suppose donc que les paires ne se
formeront que dans les plans, ce qui est cohe´rent avec l’hypothe`se qui fait des plans
CuO2 les responsables de la supraconductivite´ dans les cuprates.
Rappelons aussi que l’interaction U est locale seulement, conforme´ment aux
prescriptions du mode`le de Hubbard. Elle n’a donc pas a` eˆtre e´tendue hors des
plans. De toute fac¸on, les me´thodes utilise´es ne permettent pas d’ajouter ce genre
d’interaction non-locale.
(a) maille te´tragonale pour
LCO, NCO et TBCO
(b) maille orthorhombique pour
YBCO
Figure 2.8 Le re´seau te´tragonal a` corps centre´ de LCO, NCO et TBCO se dis-
tingue du re´seau orthorhombique de YBCO par trois sauts en z supple´mentaires
et la possibilite´ Q = (π, π, 0) comme vecteur antiferromagne´tique
Chapitre 3
Me´thodes de calcul
3.1 Proble`me a` N-corps
Comme on l’a de´ja` mentionne´, le mode`le de Hubbard est un cas particulier du
proble`me a` N-corps. Cette appellation sous-entend que N corps sont en interaction.
Ce genre de proble`me est insoluble, car chacun des corps interagit avec tous les autres,
qui eux aussi interagissent avec tous les corps, qui interagissent avec tous, etc. On a
donc une inﬁnite´ d’interactions indirectes dont l’importance respective varie selon le
proble`me. La complexite´ de ces interactions re´pe´te´es empeˆche de trouver une solution
ge´ne´rale au proble`me depuis la ﬁn des anne´es 30.
Ne´anmoins, depuis ce temps, on a de´veloppe´ quelques outils relativement satisfai-
sants. Dans cette section, nous pre´sentons les bases du formalisme des fonctions de
Green pour lesquelles nous cherchons surtout a` de´ﬁnir la self-e´nergie. Cela permettra
alors de survoler les deux approximations utilise´es dans ces recherches : la the´orie de
champ moyen dynamique sur amas (CDMFT) et l’approximation de l’amas variation-
nel (VCA). Pour terminer, nous de´ﬁnirons certains ope´rateurs avec lesquels on peut
mesurer l’antiferromagne´tisme et la supraconductivite´ dans le mode`le de Hubbard.
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3.1.1 De´ﬁnition du propagateur (fonction de Green)
L’outil le plus important dans le traitement du proble`me a` N-corps est la fonction
de Green qu’on pre´sente ici de fac¸on tre`s e´le´mentaire. On discute d’abord de la
fonction de Green de l’e´quation de Schro¨dinger a` une particule, qui servira a` justiﬁer
celle du proble`me a` N-corps. C’est cette dernie`re, dans le projet, qui permet d’obtenir
la valeur des parame`tres d’ordre (section 2.3.1 et 2.3.2) qui seront ne´cessaires pour
construire les diagrammes de phases recherche´s (section 1.2.2).
Solution inte´grale aux e´quations inhomoge`nes
En mathe´matique, la fonction de Green est utilise´e pour donner la solution de
certaines e´quations diﬀe´rentielles sous forme inte´grale. Cette me´thode s’applique aux
e´quations non homoge`nes. Dans le cas ge´ne´ral, on e´crit l’e´quation avec l’ope´rateur
diﬀe´rentiel Lx, agissant sur x, et la source f(x), qui de´termineront la solution y(x).
Lxy(x) = f(x) (3.1)
La fonction de Green G(x,x′), est alors de´ﬁnie pour obe´ir a`
LxG(x,x′) = δ(x− x′) (3.2)
et on obtient la solution inte´grale en multipliant (3.2) par f(x′) de chaque cote´ et en
inte´grant sur x′ [37].
δ(x− x′)f(x′) = LxG(x,x′)f(x′) (3.3)∫
δ(x− x′)f(x′) dx′ =
∫
LxG(x,x′)f(x′) dx′ (3.4)
f(x) =
∫
LxG(x,x′)f(x′) dx′ (3.5)
Lxy(x) = Lx
∫
G(x,x′)f(x′) dx′ (3.6)
y(x) =
∫
G(x,x′)f(x′) dx′ (3.7)
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Fonction de Green pour l’e´quation de Schro¨dinger
Sans potentiel, l’e´quation de Schro¨dinger est homoge`ne et l’absence d’un f(x′)
empeˆche d’appliquer directement (3.7) pour solutionner avec la fonction de Green.[
i
∂
∂t
− H
]
|ψ(t)〉 = 0 (3.8)
Toutefois, on peut quand meˆme de´ﬁnir l’ope´rateur GS(t, t
′) :
GS(t, t
′) ≡ −ie−iH(t−t′)θ(t− t′) (3.9)
ou` : θ(t− t′) ≡
⎧⎨
⎩0 si t  t
′
1 si t > t′
(3.10)
qui ve´riﬁe le crite`re (3.2) pour l’ope´rateur diﬀe´rentiel LS =
[
i ∂
∂t
− H] :
LSGS(t, t′) =
[
i
∂
∂t
− H
](
−ie−iH(t−t′)θ(t− t′)
)
(3.11)
=
∂
∂t
e−iH(t−t
′)θ(t− t′) + iHe−iH(t−t′)θ(t− t′) (3.12)
= −iHe−iH(t−t′)θ(t− t′) + δ(t− t′) + iHe−iH(t−t′)θ(t− t′) (3.13)
= δ(t− t′) (3.14)
montrant donc que GS(t, t
′) remplit le roˆle de fonction de Green pour l’e´quation de
Schro¨dinger [38].
Interpre´tation physique de GS(t, t′)
Notons la ressemblance entre l’ope´rateur GS(t, t
′) et l’ope´rateur d’e´volution habi-
tuel du formalisme de Shrodinger U(t).
U(t) = e−iHt (3.15)
GS(t, t
′) ≡ −ie−iH(t−t′)θ(t− t′) (3.16)
= −iU(t− t′)θ(t− t′) (3.17)
Tout comme U(t), l’ope´rateur GS(t, t
′) permet donc de de´crire l’e´volution du syste`me.
De plus, il est valide pour n’importe quel e´tat de de´part ψ(t′), pourvu que t′ < t (a`
cause du facteur θ(t− t′)) ce qui rend explicite la causalite´. Autrement dit, il permet
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d’e´crire n’importe quel e´tat du syste`me a` partir d’un e´tat pre´ce´dent :
θ(t− t′) |ψ(t)〉 = iGS(t, t′) |ψ(t′)〉 (3.18)
Enﬁn, si on projette cette dernie`re relation dans une base arbitraire |r〉, on obtient
une fonction de Green scalaire pour chaque e´tat |r〉 de la base.
θ(t− t′) 〈r|ψ(t)〉 = i 〈r|GS(t, t′)
∫
dr′ |r′〉 〈r′|ψ(t′)〉 (3.19)
θ(t− t′)ψ(r, t) = i
∫
〈r|GS(t, t′) |r′〉ψ(r′, t′) dr′ (3.20)
= i
∫
GS(r, t; r
′, t′)ψ(r′, t′) dr′ (3.21)
La fonction de Green
GS(r, t; r
′, t′) ≡ 〈r|GS(t, t′) |r′〉 (3.22)
= −i 〈r| e−iH(t−t′) |r′〉 θ(t− t′) (3.23)
donne alors l’amplitude de probabilite´ de passer de l’e´tat r′ au temps t′ a` l’e´tat r au
temps t, et cela, de fac¸on causale. C’est ce qui lui vaut le nom de propagateur [38].
Propagateur a` une particule dans un proble`me a` N-corps
En principe, il n’y a aucune restriction sur le syste`me pour lequel on e´crit cette
fonction de Green et on pourrait donc s’en servir pour des proble`mes a` plusieurs parti-
cules. On aurait alors des e´tats a` N-corps Ψ(r1, r2, ...rN , t) dans une base |r1, r2, ...rN〉
et la fonction de Green GS(r1, r2, ...rN , t; r
′
1, r
′
2, ...r
′
N t
′) de´pendrait de deux fois plus
de variables que la fonction d’onde. Le proble`me ne serait aucunement re´duit.
Nous de´ﬁnirons donc un objet plus utile : le propagateur d’une seule particule
dans un syste`me a` N-corps. Celui-ci ne sera pas une fonction de Green au sens
formel, car les termes d’interaction sont en ge´ne´ral des ope´rateurs quartiques 1 et la
de´ﬁnition (3.2) n’est valide que pour un ope´rateur line´aire. Toutefois, dans le cas
sans interaction, le propagateur du proble`me a` N-corps se re´duira a` la fonction de
Green d’une particule libre (3.9). C’est d’ailleurs pourquoi on fait souvent abus de
langage en appelant le propagateur fonction de Green. La ressemblance entre les deux
nous permettra d’ailleurs de reconnaˆıtre et d’isoler la partie venant des interactions
(la self-e´nergie), mettant, pour ainsi dire, les diﬃculte´s en quarantaine.
1. les ope´rateurs a` deux corps, sont de la forme c†r1cr2c
†
r3cr4
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Passons a` la de´ﬁnition. On se restreint a` tempe´rature nulle, comme pour le reste
du projet, et on part de la de´ﬁnition physique d’un propagateur [39].
Gr,r′(t, t
′) =
amplitude de probabilite´ que l’e´tat fondamental avec
une particule ajoute´e dans l’e´tat arbitraire r′ au temps t′
se retrouve avec une particule de plus en r au temps t
(3.24)
On traduit mathe´matiquement cette de´ﬁnition avec la seconde quantiﬁcation. Parmi
les diﬀe´rentes fac¸ons de l’e´crire, on choisit la de´ﬁnition du propagateur causal [39, 40] :
Gr,r′(t, t
′) = −i 〈Ω|Tcr(t)c†r′(t′) |Ω〉 (3.25)
notons que les indices r sont encore les nombres quantiques d’une base arbitraire
d’e´tats a` une particule, mais on les a choisis discrets pour mieux faire le lien avec le
mode`le de Hubbard. Aussi, l’expression est dans la repre´sentation d’Heisenberg et T
n’est pas la tempe´rature (on est toujours a` tempe´rature nulle) mais l’ope´rateur de
produit chronologique, c’est-a`-dire :
Tc(t)c†(t′) ≡ c(t)c†(t′)θ(t− t′)− c†(t′)c(t)θ(t′ − t) (3.26)
Enﬁn, dans (3.25) le principal inconnu est l’e´tat fondamental du syste`me |Ω〉.
C’est d’ailleurs ce qui rend le propagateur utile ; connaˆıtre le propagateur ne´cessite
ou permet, selon le point de vue, de connaˆıtre |Ω〉 en partie.
Lien avec la fonction de Green de l’e´quation de Schro¨dinger
Prenons le vide |Ω〉 = |0〉, avec le choix 0 = 0 pour son e´nergie [38]. A` partir de
ce dernier, on peut retrouver la fonction de Green de l’e´quation de Schro¨dinger (3.23),
qui montre comment se propage une particule seule qu’on cre´e´ et qu’on ahinnile.
Il suﬃt de ramener la de´ﬁnition (3.25) dans la repre´sentation de Schro¨dinger avec
O(t) = eiHˆtOSe
−iHˆt :
Gr,r′(t, t
′) = −i 〈0|Tcr(t)c†r′(t′) |0〉 (3.27)
= −i 〈0| cr(t)c†r′(t′) |0〉 θ(t− t′) + i 〈0| c†r′(t′)cr(t) |0〉 θ(t′ − t) (3.28)
= −i 〈0| (eiHˆtcre−iHˆt)(eiHˆt′c†r′e−iHˆt
′
) |0〉 θ(t− t′) + 0 (3.29)
= −i 〈0| cre−iHˆ(t−t′)c†r′ |0〉 ei0(t−t
′)θ(t− t′) (3.30)
= −i 〈r| e−iHˆ(t−t′) |r′〉 θ(t− t′) (3.31)
C’est pourquoi on interchange couramment le nom propagateur et fonction de Green.
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Autres de´ﬁnitions du propagateur
Remarquons qu’en de´veloppant le produit chronologique (3.26) du propagateur
causal (3.25) on trouve qu’il est en deux parties :
Gr,r′(t, t
′) = −i 〈Ω|Tcr(t)c†r′(t′) |Ω〉 (3.32)
= −i 〈Ω| cr(t)c†r′(t′) |Ω〉 θ(t− t′) + i 〈Ω| c†r′(t′)cr(t) |Ω〉 θ(t′ − t) (3.33)
= G+r,r′(t, t
′)−G−r,r′(t, t′) (3.34)
dont on reconnaˆıt un propagateur de particules G+r,r′(t, t
′), car on y ajoute des particules
a` l’e´tat fondamental et celui pour les trous G−r,r′(t, t
′) ou` on en annihile. [39]
G+r,r′(t, t
′) ≡ −i 〈Ω| cr(t)c†r′(t′) |Ω〉 θ(t− t′) (3.35)
G−r,r′(t, t
′) ≡ −i 〈Ω| c†r′(t′)cr(t) |Ω〉 θ(t′ − t) (3.36)
Enﬁn, notons au passage, que pour des raisons mathe´matiques, il est commode
de de´ﬁnir les fonctions de Green retarde´e et avance´e, [39, 40] :
GRr,r′(t, t
′) = −i 〈Ω| {cr(t), c†r′(t′)} |Ω〉 θ(t− t′) (3.37)
GAr,r′(t, t
′) = −i 〈Ω| {c†r′(t′)cr(t), } |Ω〉 θ(t′ − t) (3.38)
Propagateur comme solution : relation aux observables
Le propagateur permet de trouver les valeurs moyennes de n’importe quelle
observable a` un corps. Cela se montre naturellement, car on retrouve une partie du
propagateur dans l’expression meˆme de la valeur moyenne d’une observable :
Jˆ =
∑
r′,r
Jr′rc
†
r′cr (3.39)
〈Ω| Jˆ |Ω〉 =
∑
r′,r
Jr′r 〈Ω| c†r′cr |Ω〉 (3.40)
= −
∑
r′,r
Jr′r lim
t′→t+
iGr,r′(t, t
′) (3.41)
En prenant Jr′r et Gr′r respectivement comme des e´le´ments des matrices J et G, on
reconnaˆıtra la trace sur le produit de celles-ci.
〈Jˆ〉 = lim
t′→t+
iTr [JG(t, t′)] (3.42)
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Dans le cas ou les e´le´ments de J comporteraient des de´rive´es temporelles, il est
important de les laisser agir sur G(t, t′) avant de prendre la limite t′ → t+.
Trouver les valeurs moyennes est extreˆmement important pour construire le
diagramme de phase, puisque les parame`tres d’ordre qu’on recherche sont justement
des valeurs moyennes d’observables (section 2.3.1 et 2.3.2). La fonction de Green
permettra donc de mesurer ceux-ci.
Traitement nume´rique : repre´sentation de Lehmann
La repre´sentation de Lehmann n’est qu’une forme alternative pour la fonction
de Green. Son nom n’est pas tre`s e´vocateur, malgre´ qu’elle ne soit en fait que
la transforme´e de Fourier en temps de (3.25). Celle-ci font intervenir l’e´nergie du
fondamental E0 et un parame`tre inﬁnite´simal η → 0 ne´cessaire pour la transforme´e
de Fourier de θ(t) (annexe A.4) :
Gr,r′ = 〈Ω| cr 1
ω − Hˆ − E0 + iη
c†r′ |Ω〉+ 〈Ω| c†r′
1
ω + Hˆ − E0 − iη
cr |Ω〉 (3.43)
et c’est en y introduisant une relation de fermeture d’e´tats propres du hamiltonien
qu’on obtient la repre´sentation de Lehmann :
Gr,r′ =
∑
m
〈Ω| cr |m〉 〈m| c†r′ |Ω〉
ω − Em − E0 + iη +
∑
n
〈Ω| c†r′ |n〉 〈n| cr |Ω〉
ω + En − E0 − iη (3.44)
C’est la repre´sentation de Lehmann qu’on utilise lors des calculs, car elle se porte
bien a` une imple´mentation en liste d’e´le´ments. Pour un syste`me bien de´ﬁni a` moins
de 16 orbitales, le programme utilise´, nomme´ QCM (section 4.1.1), obtient la fonction
de Green par diagonalisation exacte avec l’algorithme de Lanczos. Le lecteur voulant
plus d’information est invite´ a` consulter les re´fe´rences [41, 42, 43]. On y de´montre
entre autres l’expression pour les valeurs moyennes dans le domaine des fre´quences.
〈Jˆ〉 = 1
N
∫ ∞
0
dω
π
Re
{
Tr [JG(iω)]− Tr [J]
iω − p
}
(3.45)
Le facteur 1
N
de´ﬁnit la valeur moyenne pour un site de re´seau et le terme Tr[J]
iω−p , ou`
p > 0, permet d’ignorer la partie du parcours dans le plan complexe autre que
∫∞
0
dω
graˆce au Lemme de Jordan.
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3.1.2 Propagateur avec Interactions : self-e´nergie
Repre´sentation d’interaction
A` priori, on ne connait pas l’e´tat fondamental |Ω〉 du syste`me avec interaction. Il
n’est donc pas possible d’e´crire directement l’expression de son propagateur. Pour
contourner le proble`me, on doit passer a` la repre´sentation d’interaction. Cette dernie`re
est nomme´e ainsi par analogie avec les repre´sentations de Schro¨dinger et d’Heisenberg.
Dans la repre´sentation de Schro¨dinger, note´e |ψS(t)〉 et OˆS, ce sont les e´tats qui
de´pendent du temps, et dans celle d’Heisenberg note´e |ψH〉 et OˆH(t), ce sont les
observables. La repre´sentation d’interaction contiendra les deux, on la notera donc
|ψI(t)〉 et OˆI(t). Pour lier toutes les repre´sentations, on les fait co¨ıncider a` t=0 :
OI(0) = OH(0) = OS , |ψI(0)〉 = |ψS(0)〉 = |ψH〉 (3.46)
La repre´sentation d’interaction est ensuite de´ﬁnie de sorte que les e´tats |ψI(t)〉 ne
contiennent que la de´pendance en temps venant des interactions, ce qui laisse la partie
sans interaction, qui n’est pas proble´matique, dans l’e´volution des ope´rateurs OˆI(t).
Plus formellement, on doit donc se´parer le Hamiltonien en une partie soluble Hˆ0 et
une partie proble´matique Hˆ1 :
Hˆ = Hˆ0 + Hˆ1 (3.47)
On de´ﬁnit ensuite les ope´rateurs OˆI(t) e´voluant selon Hˆ0.
OI(t) ≡ eiHˆ0tOSe−iHˆ0t (3.48)
En ge´ne´ral H0 et H1 ne commutent pas, et il faut donc judicieusement de´ﬁnir les
e´tats, en leur retirant la de´pendance sans interactions :
|ψI(t)〉 ≡ eiHˆ0t |ψS(t)〉 (3.49)
= eiHˆ0te−iHˆt |ψH〉 (3.50)
Ces deux conditions me`nent aux deux e´quations du mouvement de la repre´sentation
d’interactions. Celle pour les ope´rateurs est directement analogue a` l’e´quation de
Heisenberg :
i
∂
∂t
OˆI(t) =
[
OˆI(t), Hˆ0
]
(3.51)
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Celle pour les e´tats ressemble a` l’e´quation de Schro¨dinger, mais avec H1(t) qui
de´pend du temps, elle est appele´e e´quation de Schwinger-Tomonaga :
i
∂
∂t
|ψI(t)〉 = −Hˆ0eiHˆ0t |ψS(t)〉+ ieiHˆ0t ∂
∂t
|ψS(t)〉 (3.52)
= eiHˆ0t[−Hˆ0 + Hˆ0 + Hˆ1]e−iHˆ0t |ψI(t)〉 (3.53)
= Hˆ1(t) |ψI(t)〉 (3.54)
Puisque Hˆ1 de´pend du temps, l’e´quation (3.54) a une solution plutoˆt complexe
[40, 44, 45], ou` les e´tats sont lie´s dans le temps par |ψI(t)〉 = UˆI(t, t′) |ψI(t′)〉, avec :
UˆI(t, t
′) =
∞∑
n=0
(−i)n
n!
∫ t
t′
dt1
∫ t
t′
dt2 · · ·
∫ t
t′
dtn T
[
Hˆ1(t1)Hˆ1(t2) · · · Hˆ(tn)
]
(3.55)
L’expression (3.55) correspond a` la the´orie des perturbations de´pendantes du
temps, exprime´e dans la forme appele´e se´rie de Dyson. On peut aussi l’e´crire comme
une exponentielle,
UˆI(t, t
′) = T exp
[
−i
∫ t
t′
dt1Hˆ1(t1)
]
(3.56)
et ce, meˆme dans le cas ou` les H1(t) de temps diﬀe´rents ne commutent pas. En eﬀet,
l’ordre des ope´rateurs qui empeˆcherait normalement de re´e´crire la se´rie comme une
exponentielle est ici impose´ par T , ce qui corrige la situation. D’ordinaire, c’est dans
ce contexte qu’on introduit l’ope´rateur du produit chronologique T .
Diagrammes de Feynman
Pour enﬁn exprimer les propagateurs avec interactions, on s’aide habituellement
de leur formulation en diagrammes de Feynman. Plusieurs e´tapes sont ne´cessaires
pour y arriver rigoureusement et nous n’en mentionnerons ici que les grandes lignes.
Le lecteur, insatisfait, trouvera les de´tails dans une des re´fe´rences [39, 40, 44, 46].
Tout d’abord, on doit faire le lien entre l’e´tat fondamental de Hˆ0, qu’on notera
|Φ0〉 et qui est connu, et l’e´tat fondamental pour Hˆ complet, |Ω〉 qui lui est inconnu.
Cela est possible dans la repre´sentation d’interaction graˆce au the´ore`me de Gell-Mann
et Low. Ce dernier permet d’e´crire |Ω〉 avec l’ope´rateur UˆI(t, t′) de l’eq. (3.55) :
|Ω〉 = UˆI(0,−∞) |Φ0〉 (3.57)
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Et on peut donc re´exprimer le propagateur avec |Φ0〉, lui donnant une expression
en se´rie qui elle aussi, en principe, est connue :
Gr,r′(t, t
′) =
∞∑
n=0
(−i)n
n!
∫ ∞
−∞
dt1...
∫ ∞
−∞
dtn
〈Φ0|T [Hˆ1(t1)...Hˆ1(tn)cr(t)c†r(t′)] |Φ0〉
〈Φ0|U(∞,−∞) |Φ0〉
(3.58)
Puisque que H1(tν) est habituellement de la forme c
†
r1
(tν)cr2(tν)c
†
r3
(tν)cr4(tν), il y a une
quantite´ redoutable d’ope´rateurs d’e´chelle sous le produit chronologique. Le the´ore`me
de Wick, de´coulant directement des re`gles d’anticommutation de c† et c, permet de
re´-exprimer la moyenne en encore davantage de termes, mais plus simples. Ils sont
tous des produits de paires d’ope´rateurs de la forme 〈Φ0|Tcri(ti)c†rj(tj) |Φ0〉 et on
reconnait alors que ceux-ci sont des fonctions de Green sans interactions G0ri,rj(ti, tj).
L’expression devient alors une se´rie d’inte´grales sur des produits de G0 et de facteurs
d’interaction contenus dans H1.
Pour le niveau vise´ par cet ouvrage, il est inutile d’e´crire ces termes ou le the´ore`me
de Wick. Notons toutefois que c’est a` ce point-ci qu’il est possible de traduire la se´rie
mathe´matique en diagrammes de Feynman :
Gr,r′(t, t
′) = (3.59)
Les diagrammes sont compose´s de traits simples repre´sentant les G0ri,rj (ti, tj) issus du
the´ore`me de Wick et de traits ondule´es de´notant les facteurs d’interaction Urirj (ti, tj)
venant des Hˆ1. Cela fait en sorte que le nombre de lignes ondule´es correspond a` l’ordre
perturbatif du terme illustre´. Les points auxquels ces traits sont attache´s sont appele´s
vertex et correspondent aux coordonne´es ri, ti des G0 et U qui s’y attachent. Chaque
diagramme repre´sente un produit de tels e´le´ments qui doit eˆtre inte´gre´ sur toutes les
possibilite´s ri, ti de tous les vertex. Les deux branches libres sont les variables r, t et
r′, t′ de Gr,r′(t, t′), le propagateur recherche´.
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E´quation de Dyson et Self-E´nergie
Dans le domaine des fre´quences, le de´veloppement en diagrammes de Feynman
permet de trouver l’expression du propagateur sous sa forme la plus simple : L’e´quation
de Dyson.
G−1 = G−10 − Σ (3.60)
Si la fonction de Green, G, peut pre´tendre au titre de solution du proble`me a` N-corps,
l’e´quation de Dyson nous la montre certainement sous son plus beau jour. La partie
sans interaction de la solution, G0, y est parfaitement isole´e de la partie provenant des
interactions, Σ, qu’on appelle self-e´nergie. C’est d’ailleurs cette e´quation pre´cise´ment
qui de´ﬁnit la self-e´nergie.
Laissons maintenant la rigueur de coˆte´ rame`nons (3.60) a` une se´rie harmonique.
G−1 = G−10 − Σ (3.61)
G =
1
G−10 − Σ
(3.62)
= G0
1
1− ΣG0 (3.63)
= G0
∞∑
n=0
(ΣG0)
n (3.64)
= G0
(
1 + ΣG0 + (ΣG0)
2 + (ΣG0)
3 + ...
)
(3.65)
Cette dernie`re manipulation nous ame`ne a` une expression en se´rie, tout comme
l’e´taient les expressions (3.58) et (3.59). Sans le de´montrer ici, notons que ces se´ries
sont toutes e´quivalentes, sachant que la self-energie a le de´veloppement suivant :
(3.66)
D’ailleurs, les me´thodes d’approximations du proble`me a` N-corps consistent
ge´ne´ralement a` simpliﬁer ce de´veloppement. On pourrait par exemple ne garder que
les premiers diagrammes de (3.66) et inse´rer ceux-ci dans l’e´quation de Dyson. Dans
ce projet, on utilisera des prescriptions nume´riques tre`s spe´ciﬁques pour simpliﬁer la
self-e´nergie (sections 3.2.2 et 3.2.3). On parlera donc souvent d’un espace accessible
pour la self-e´nergie ou encore d’un e´cart entre la self-e´nergie trouve´e la ve´ritable
self-e´nergie. De fac¸on plus spe´ciﬁque, nos me´thodes utilisent des syste`mes de re´fe´rence
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qu’on re´sout exactement pour obtenir des self-e´nergies d’essai. Ces syste`mes sont
repre´sente´s par des amas.
3.2 Me´thodes de calcul sur Amas
Puisqu’il est impossible de diagonaliser l’Hamiltonien de Hubbard pour un re´seau
inﬁni, il est commode d’utiliser une version amoindrie, un amas, pour approcher le
proble`me. Cet amas fournira une solution exacte dans laquelle on ira chercher la self-
e´nergie (la partie venant des interaction) pour comple´ter la solution sans interaction,
connue, pour le re´seau inﬁni. On de´coupe donc le re´seau en un super-re´seau d’amas.
Dans ce projet, on utilise les amas 2x2 et 4x3 illustre´s a` la ﬁgure3.1. C’est aussi vrai
pour les re´seaux 3D, ou` ont l’e´paisseur d’un seul plan.
Figure 3.1 Amas utilise´s dans le projet
Dans cette construction, un site de position originelle r peut eˆtre de´crit par la
position r˜ de son amas dans le super-re´seau et sa position R dans l’amas : r = r˜+R.
Perdre ainsi l’invariance sous translation impose de reconstruire la zone de Brillouin
pour le super-re´seau seulement. On utilisera donc les vecteurs k˜, sous ensemble des
vecteurs k du re´seau re´ciproque original. Une fonction inde´pendante de k˜ correspond
donc a` une fonction identique d’amas en amas et est donc accessible dans la solution
de l’amas seule. Pour ce qui suit, on ne s’inte´resse qu’a` la de´pendance en vecteur
d’onde du re´seau, de sorte qu’on ignorera les indices de spin σ et de site sur l’amas
R de la base comple`te (k˜,R, σ, ω). On peut aussi dire qu’on adopte une notation
matricielle pour la de´pendance sur R [41].
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Avec ces conside´rations, la solution de H, tel que de´ﬁni sur le re´seau complet,
GH(k˜), inconnue, peut s’e´crire comme (3.60) :
G−1H (k˜) = G
−1
H0
(k˜)− ΣH(k˜) (3.67)
Dans cette dernie`re, il est possible de connaˆıtre G0(k˜) et c’est donc la self e´nergie ΣH
qui constitue le coeur du proble`me. De la meˆme fac¸on, on peut e´crire la solution pour
amas (note´e avec l’apostrophe), qui, en principe, peut eˆtre calcule´e nume´riquement :
G′−1H′ = G
′−1
H′0
− ΣH′ (3.68)
Enﬁn, la forme la plus simple d’approximation sera d’utiliser directement ΣH′ comme
self-e´nergie de la solution G(k˜).
G−1H (k˜) ≈ G−1H0(k˜)− ΣH′ (3.69)
Cette approximation e´quivaut a` traiter les sauts interamas comme une perturbation
au premier ordre et on l’appelle donc the´orie des perturbations pour amas (CPT). [41]
E´videmment, la solution de l’amas ne donnera pas syste´matiquement une self-
e´nergie qui repre´sente bien celle du re´seau. Par exemple, en diagonalisant l’amas, il est
impossible d’obtenir un ordre a` longue porte´e comme l’antiferromagne´tisme et il en
est de meˆme pour tout ordre issu d’une brisure spontane´e de syme´trie. Pour obtenir
ce genre de solution, il faut ajouter des parame`tres supple´mentaires a` l’amas, dont la
valeur est de´termine´e par un principe variationnel ou par une me´thode autocohe´rente.
Pour explorer certaines de ces me´thodes, il existe un cadre the´orique tre`s utile : la
fonctionnelle de Potthoﬀ.
3.2.1 Fonctionelle de la self-e´nergie (Potthoﬀ)
La fonctionnelle de Potthoﬀ ou fonctionnelle de self-e´nergie [47] oﬀre un cadre
the´orique pour justiﬁer les approches comme la the´orie de champs moyen dynamique
sur amas (CDMFT) ou l’approximation de l’amas variationnel (VCA). Nous en
donnons ici les concepts e´le´mentaires.
Tout d’abord, il est important de de´ﬁnir ce qu’on entend par fonctionnelle. Une
fonctionnelle prend comme argument une fonction et elle renvoie un scalaire. Dans
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notre cas, les fonctions utilise´es en arguments seront les fonctions de Green Gα,β(ω)
et les self-e´nergies Σα,β(ω) qui sont fonctions des variables α, β et ω. Les indices α et
β sont ici une notation simpliﬁe´e de tous les nombres quantiques ne´cessaires pour
bien de´ﬁnir la fonction de Green. Pour la suite, on laissera toujours ces variables
implicites. Enﬁn, un dernier de´tail important est la de´ﬁnition qu’on donne a` la trace
fonctionnelle : Tr [...] ≡ 1
T
∑
α,β,ω[...], qui sera utilise´e tout au long de la section. [47]
Pour arriver a` la fonctionnelle de la self-e´nergie, nous partons de la fonctionnelle
de Luttinger-Ward ΦU [G], introduite en 1960 [48], et qui agit sur un espace de
fonction de Green. On s’en sert pour deux raisons. Premie`rement, elle est universelle,
c’est-a`-dire qu’elle ne de´pend que de la partie interagissante du syste`me (indice U).
Deuxie`mement, elle est de´ﬁnie de sorte que :
δΦU [G]
δG
= Σ[G] (3.70)
ou` la fonctionnelle Σ[G] devient la self-e´nergie physique ΣH du syste`me pour sa
fonction de Green solution GH .
En ge´ne´ral, la fonction de Green est lie´e a` la self-e´nergie de fac¸on univoque :
G[Σ]↔ Σ[G] (excepte´ aux points critiques et aux changements de phase). Graˆce a`
cela, on peut obtenir la fonction de Green solution a` partir de la self-e´nergie physique :
G[ΣH ] = GH (3.71)
De plus, cette correspondance G[Σ] ↔ Σ[G] fait qu’il est possible de de´ﬁnir la
transforme´e de Legendre fonctionnelle de ΦU [G]. On note celle-ci FU [Σ] et c’est la
fonctionnelle e´quivalente a` ΦU [G] pour l’espace des Σ.
FU [Σ] = ΦU [G[Σ]]− Tr [ΣG[Σ]] (3.72)
Dans cette expression, la trace agit sur les indices implicites r, σ de la fonction de
Green ainsi que sur les fre´quences ω. Enﬁn, la de´rive´e de FU [Σ] donne :
δFU [Σ]
δΣ
= −G[Σ] (3.73)
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De´ﬁnition de la fonctionnelle Ω
On peut maintenant de´ﬁnir la fonctionnelle de self-e´nergie [47] :
Ω[Σ] ≡ Tr
[
ln
1
G−1H0 − Σ
]
+ FU [Σ] (3.74)
Cette dernie`re fonctionnelle est diﬀe´rente pour chaque syste`me, et puisqu’en ge´ne´ral
la forme exacte de FU [Σ] est inconnue, on ne pourra pas la calculer directement.
L’inte´reˆt de Ω[Σ] vient de son point stationnaire, qui renvoie a` une e´quation
fonctionnelle dont on connait la solution, c’est d’ailleurs cela qui justiﬁe sa de´ﬁnition.
δΩ[Σ]
δΣ
=
1
G−1H0 − Σ
−G[Σ] (3.75)
δΩ[Σ]
δΣ
= 0 −→ G[Σ] = 1
G−1H0 − Σ
(3.76)
Cette dernie`re e´quation trouve sa solution si on l’e´value a` la self-e´nergie physique
Σ = ΣH . En eﬀet, avec ΣH , le coˆte´ droit correspond a` l’e´quation de Dyson (3.60) et
donne donc la fonction de Green solution GH . Or, pour le coˆte´ gauche, la relation (3.71),
G[Σ] = GH nous donne aussi cette solution. On trouve donc que la self-e´nergie pour
laquelle Ω[Σ] est stationnaire est ΣH , la self-e´nergie physique.
δΩ[Σ]
δΣ
∣∣∣∣
ΣH
= 0 (3.77)
Ainsi, la fonctionnelle de Potthoﬀ donne un crite`re pour trouver la solution du
hamiltonien H en explorant un domaine de self-e´nergie a` la recherche de ΣH . Notons
aussi qu’a` son point stationnaire, la fonctionnelle de Potthoﬀ donne le grand potentiel
du syste`me. [47]
Ω[ΣH ] = ΩH (3.78)
Utilisation d’un syste`me de re´fe´rence avec Ω
On montrera ici qu’il est possible d’obtenir une expression exacte pour la fonction-
nelle de Potthoﬀ e´value´e a` la self-e´nergie d’un syste`me de re´fe´rence. En ajoutant des
parame`tres variationnels a` ce dernier, on obtiendra tout un domaine de self-e´nergies
duquel on peut en choisir une qui donne une bonne approximation au syste`me a`
re´soudre. En ce sens, on peut voir l’introduction des parame`tres variationnels comme
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une fac¸on de construire un ensemble de syste`mes de re´fe´rence.
Le syste`me a` re´soudre est de´ﬁni par le hamiltonien H. On connait sa solution
sans interactions GH0(k˜, ω) et on cherche sa solution comple`te GH(k˜) et donc du
meˆme coup ΣH . La fonctionnelle de Potthof de ce syste`me est inconnue a` cause de la
partie FU [Σ].
Ω[Σ] = Tr
[
ln
1
G−1H0 − Σ
]
+ FU [Σ] (3.79)
Le syste`me de re´fe´rence, est de´ﬁni par le hamiltonien H ′λ, ou` λ de´note l’ensemble de
parame`tres variationnels. Chaque ensemble de valeurs des parame`tres de λ de´termine
donc un syste`me de re´fe´rence donne´. On doit faire en sorte que H ′λ posse`de toujours
la meˆme partie d’interaction U que le hamiltonien H, et alors la transforme´e de
Legendre de la fonctionnelle de Luttinger-Ward, FU [Σ] sera la meˆme pour les deux
syste`mes. La fonctionnelle de Potthoﬀ du syste`me de re´fe´rence s’exprimera donc
comme :
Ω′[Σ] = Tr
[
ln
1
G−1H′λ0 − Σ
]
+ FU [Σ] (3.80)
de sorte qu’on puisse soustraire (3.80) de (3.79) pour obtenir une expression exacte
de Ω[Σ] :
Ω[Σ] = Tr
[
ln
1
G−1H0 − Σ
]
+ FU [Σ]
+ Ω′[Σ]− Tr
[
ln
1
G−1H′λ0 − Σ
]
− FU [Σ] (3.81)
= Ω′[Σ] + Tr
[
ln
1
G−1H0 − Σ
]
− Tr
[
ln
1
G−1H′λ0 − Σ
]
(3.82)
A` ce point, il faut pouvoir re´soudre H ′λ exactement. On e´crit alors les quantite´s
obtenues GH′λ0 et ΣH′λ et graˆce a` (3.78), on connait aussi la valeur de Ω
′[Σ] pour la
self-e´nergie ΣH′λ qui correspond a` ΩH′λ , le grand potentiel du syste`me de re´fe´rence.
Tout cela fait que pour chacune des self-e´nergies ΣH′λ accessibles par les ensembles de
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parame`tres λ, on peut e´valuer exactement la fonctionnelle de Potthoﬀ :
Ω[ΣH′λ ] = ΩH′λ + Tr
[
ln
1
G−1H0 − ΣH′λ
]
− Tr
[
ln
1
G−1H′λ0 − ΣH′λ
]
(3.83)
= ΩH′λ + Tr
[
ln
1
G−1H0 − ΣH′λ
]
− Tr [lnGH′λ] (3.84)
On peut alors appliquer le principe variationnel (3.77) a` l’ensemble de parame`tres
variationnels λ et donc on a plus qu’a` trouver le point stationnaire d’une fonction[47].
∂Ω(λ)
∂λ
∣∣∣∣
λopt.
= 0 (3.85)
Les parame`tres de l’ensemble optimal λopt. de´termine ici un syste`me Hopt., que l’on
peut re´soudre et qui nous donne alors la self-e´nergie Σ′Hopt. . On sait que celle-ci se
rapproche beaucoup de ΣH , la self-e´nergie de la ve´ritable solution au proble`me, et
cela nous donne un crite`re de solution. Notons par ailleurs que Σ′Hopt. n’est pas pour
autant garantie d’eˆtre la self-e´nergie la plus proche de ΣH du domaine de´ﬁni par les
valeurs de l’ensemble λ. L’e´quation (3.85) est donc un bon crite`re, mais il pourrait en
exister de meilleurs.
3.2.2 Approximation de l’amas variationnel (VCA)
Dans l’approximation de l’amas variationnel (VCA), on utilise le crite`re (3.85)
pour un ensemble de parame`tres variationnels de´ﬁnis sur l’amas. Ces parame`tres
peuvent eˆtre vus comme des champ de Weiss, puisque leur roˆle est de faire apparaitre
les parame`tres d’ordre recherche´s. Dans notre cas, ceux-ci sont l’antiferromagne´tisme,
repre´sente´ par l’ope´rateur Mˆ (section 2.3.1), et la supraconductivite´, repre´sente´e par
l’ope´rateur Dˆ (section 2.3.2). On ajoutera donc ces ope´rateurs au hamiltonien de
re´fe´rence, avec des contributions respectivement controˆle´es par les champs de Weiss M1
et D1. Nous n’aurons pas besoin d’introduire un champ de Weiss pour le parame`tre
〈Tˆ 〉, car celui-ci apparaˆıtra naturellement lors de la coexistence de 〈Mˆ〉 et 〈Dˆ〉.
Il est aussi ne´cessaire d’ajouter le potentiel chimique de l’amas μ1 aux parame`tres
variationnels pour pouvoir atteindre la cohe´rence thermodynamique pour le nombre
de particules. Cela signiﬁe qu’a` la solution ﬁnale, l’inte´grale (3.45) sur la fonction
de Green pour calculer 〈nˆ〉 deviendra e´quivalente a` l’expression thermodynamique
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〈nˆ〉 = −∂Ω/∂μ1.
Au ﬁnal, on aura donc l’expression suivante pourH ′λ, avec l’ensemble de parame`tres
variationnels λ = {M1, D1, μ1}. Rappelons que la structure en super-re´seau ne´cessite
qu’on retire des sommations tout terme qui lierait deux amas.
H ′{M1,D1,μ1} = −
∑
ijσ
tij(c
†
iσcjσ + c
†
jσciσ) + U
∑
i
nˆi↑nˆi↓ − μ1
∑
iσ
nˆiσ
+ M1
∑
i
eiQri (nˆi↑ − nˆi↓)︸ ︷︷ ︸
Mˆ
+D1
∑
ij
Δij
(
c†i↑c
†
j↓ + c
†
j↑c
†
i↓ + c.h.
)
︸ ︷︷ ︸
Dˆ
(3.86)
Cet hamiltonien est diagonalisable nume´riquement, ce qui permet de rechercher le
point stationnaire de l’expression (3.84) de la fonctionnelle de Potthoﬀ pour les
parame`tres λ = {M1, D1, μ1}. Pour y parvenir, il suﬃt d’utiliser une des nombreuses
me´thodes nume´riques pour trouver le point stationnaire d’une fonction. Par exemple,
dans ce projet, on utilisait la me´thode de Newton-Raphson. La partie longue du calcul
est alors de trouver les valeurs de Ω(μ1,M1, D1) car il faut faire une diagonalisation
pour chaque ensemble de valeurs des parame`tres.
3.2.3 The´orie du champ moyen dynamique sur amas (CDMFT)
Dans la the´orie du champ moyen dynamique sur amas (CDMFT), le syste`me de
re´fe´rence n’est pas constitue´ de l’amas seul, mais aussi d’un bain, servant a` simuler
l’eﬀet du re´seau sur l’amas. Ce dernier est de´ﬁni sur les sites de bains 2 (identiﬁe´es
par μ et ν), ajoute´s au hamiltonien H ′λ et sur lesquels il n’y a pas interaction U . On
l’e´crit avec les parame`tres de bain θi,μ, repre´sentant l’hybridation bain-amas, et μ,ν ,
de´ﬁnissant l’e´nergie du bain.
H ′θi,μ,μ,ν = −
∑
ijσ
tij(c
†
iσcjσ + c
†
jσciσ) + U
∑
i
nˆi↑nˆi↓
+
∑
i,μ,σ
θi,μ,σ(c
†
iσcμσ + c
†
μσciσ) +
∑
μ,ν,σ
μ,ν,σ(c
†
μσcνσ + c
†
νσcνσ) (3.87)
La proce´dure de la CDMFT est de rede´ﬁnir ce bain ite´rativement jusqu’a` ce qu’il
reproduise le plus ﬁde`lement possible l’eﬀet re´el du re´seau. On choisit donc un bain de
de´part, a` l’aveugle, qui de´terminera ultimement la solution ﬁnale. De ce bain, on obtient
2. Le mot site est un abus de langage, car les sites de bain n’ont pas de localisation spatiale.
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la solution correspondante pour le re´seau complet, qui nous fournit, par projection, un
nouveau bain, avec lequel on recommence la proce´dure. On re´ite`re jusqu’a` ce qu’un
bain me`ne a` lui-meˆme, impliquant donc que sa solution est autocohe´rente. Il s’agit
donc d’une me´thode ite´rative a` solution autocohe´rente. [43]
En interpre´tant les parame`tres de bains θi,μ et μ,ν comme les parame`tres va-
riationnels λ, on peut voir la CDMFT comme un cas particulier de l’utilisation du
crite`re de Potthoﬀ (3.85). Toutefois, a` la section suivante, on de´ﬁnira 12 parame`tres
θ et  inde´pendants ce qui donne un espace de parame`tres trop grand pour appliquer
facilement le crite`re de Potthoﬀ 3. Dans les faits, la boucle ite´rative de la CDMFT
revient plutoˆt a` satisfaire partiellement le crite`re (3.85). C’est ce point de vue qu’on
prend ici.
Commenc¸ons avec l’expression explicite pour (3.85) (La de´rive´e de l’expression
(3.84), avec la trace fonctionnelle Tr [...] ≡ 1
T
∑
α,β,ω[...] et au point stationnaire) :
∑
ω
∑
α,β
(
1
G−1H0 − ΣH′λ
−GH′
)
βα
(
∂ΣH′λ
∂λ
)
αβ
= 0 (3.88)
Cette e´quation peut eˆtre satisfaite de diﬀe´rentes manie`res et il se trouve que la
condition de convergence de la CDMFT tente d’annuler le facteur gauche pour tous
les indices α, β : (
1
G−1H0 − ΣH′λ
−GH′
)
αβ
−→ 0 ∀α, β (3.89)
Pour un amas ﬁni, il faut ponde´rer les termes en fonction de leur fre´quence car il est
impossible de satisfaire l’expression pour tout ω. Cela montre que la CDMFT remplit
un crite`re moins complet que pour la VCA, mais avec un espace de self-e´nergies plus
complet.
3.2.4 Parame`tres de bain en CDMFT
En CDMFT (section 3.2.3) on recherche, pour l’amas, la solution la plus proche
de celle du re´seau inﬁni. Aﬁn d’agrandir l’espace des solutions accessibles, l’amas de 4
sites (2x2) est augmente´ d’un bain de 8 orbitales sans interaction U . On peut voir ce
3. La me´thode consistant a` satisfaire le crite`re (3.85) directement pour un amas avec bain se
nomme Approximation Dynamique pour Impurete´ en Amas (CDIA) et elle rele`ve encore du de´ﬁ.
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dernier comme un moyen de simuler les degre´s de liberte´ du re´seau absents de l’amas
seul. Le hamiltonien de l’amas Hˆ ′ sera donc modiﬁe´.
L’objet de cette section est de de´crire les parame`tres d’hybridation qui modi-
ﬁent Hˆ1. Notons que cette fac¸on de de´ﬁnir les parame`tres de bain n’est pas unique [49].
Ils consistent ici en des termes de sauts du bain a` l’amas ou des modiﬁcateurs de
l’e´nergie des sites de bain, y favorisant ou de´favorisant le de´placement des e´lectrons.
Graˆce a` la syme´trie de l’amas, on peut les de´ﬁnir en blocs de 4. Puisqu’il y a 8 sites
de bain, cela donne deux groupes de parame`tres qu’on appelle naturellement bain 1
et bain 2 et donc chacun des quatres site d’amas i est connecte´ a` une orbitale μ du
bain 1, et a` une orbitale ν, du bain 2 ce qui donne un total de 12 sites.
i ∈ {1, 2, 3, 4} σ ∈ {↑, ↓} ou` : ↓ ≡ (− ↑) (3.90)
μ ∈ {5, 6, 7, 8} ν ∈ {9, 10, 11, 12} (3.91)
Parame`tres de bain de base
Il y a quatre degre´s de liberte´ standards qu’on ajoute toujours au bain. Premie`rement,
il y a les parame`tres de sauts, note´ tb1 pour un saut entre le bain 1 et l’amas et tb2
pour un saut avec le bain 2. Et deuxie`mement, on ajoute des e´nergies eb1 et eb2 a`
d’e´ventuels e´lectrons localise´s sur les sites des bains 1 et 2, respectivement.
1 2
3 4
5 6
7 8
9 10
11 12
eb1 eb2 tb1 tb2
Hˆb = eb1
∑
μ,σ nˆμ,σ
+ eb2
∑
ν,σ nˆν,σ
− tb1
∑
i,σ c
†
i,σci+4,σ + c.h.
− tb2
∑
i,σ c
†
i,σci+8,σ + c.h.
Parame`tre de bain antiferromagne´tique
Pour obtenir l’antiferromagne´tisme, on doit briser l’e´quivalence entre les spins up
et down dans le bain. Pour le faire, on introduit des modiﬁcateurs aux parame`tres
standards, c’est-a`-dire qu’ils deviennent tb1±tbAF 1, tb2±tbAF 2, eb1±ebAF 1 et eb2±ebAF 2,
avec le signe qui de´pend du spin favorise´ sur le site en question. Par exemple, si l’orbitale
5 ↑ a l’e´nergie de bain eb1 − ebAF 1, alors 5 ↓ aura eb1 + ebAF 1, favorisant le spin up. Le
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site voisin aura les signes inverses, puisqu’on cherche a` avoir l’antiferromagne´tisme.
De plus, on n’en force pas la direction, puisque les modiﬁcateurs peuvent eˆtre positifs,
ne´gatifs, ou nuls.
1 2
3 4
5 6
7 8
9 10
11 12
favorisefavorise
↑↓
± : + si ↑ , − si ↓
∓ebAF 1
∓ebAF 2
∓tbAF 1
∓tbAF 2
±ebAF 1
±ebAF 2
±tbAF 1
±tbAF 2
HˆbAF = ebAF 1
∑
μ(−1)μ(nˆμ↑ − nˆμ↓)
+ ebAF 2
∑
ν(−1)ν(nˆμ↑ − nˆμ↓)
+ tbAF 1
∑
i(−1)i(c†i,↑ci+4,↑ − c†i↓ci+4,↓) + c.h.
+ tbAF 2
∑
i(−1)i(c†i,↑ci+8,↑ − c†i↓ci+8,↓) + c.h.
Parame`tre de bain supraconducteur
Pour obtenir des paires supraconductrices dans l’amas, on peut les laisser se
former dans le bain. Pour cela, on de´ﬁnit quels sites du bain s’apparieront, en tenant
compte des liens de´ﬁnis par les tb1 et tb2. :
(μ, μ′) ∈ {(5, 6), (5, 7), (8, 6), (8, 7)} (3.92)
(ν, ν ′) ∈ {(9, 10), (9, 11), (12, 10), (12, 11)} (3.93)
Pour la supraconductivite´ singulet, on demande donc des paires en singulets, avec
la syme´trie de type d, soit favorise´es avec les parame`tres ds1 et ds2, respectivement
dans les bains 1 et 2. Attention : pour reproduire correctement le dessin, les sommes
sur μ, ν doivent eˆtre prises exactement sur les paires e´nume´re´es en (3.92) et (3.93) :
1 2
3 4
5 6
7 8
9 10
11 12
−ds1 +ds1 −ds2 +ds2
HˆdSC = + ds1
∑
(μ,μ′)(−1)μ
′−μ(c†μ↑c
†
μ′↓ + c
†
μ′↑c
†
μ↓) + c.h.
+ ds2
∑
(ν,ν′)(−1)ν
′−ν(c†ν↑c
†
ν′↓ + c
†
ν′↑c
†
ν↓) + c.h.
57
Pour la supraconductivite´ triplet, de la meˆme fac¸on, on demande donc des paires
en triplets. Cette fois-ci cependant, il faut tenir compte a` la fois de la syme´trie de
type d et du changement de signe venant du facteur eiQr. Ce sont les parame`tres td1
et td2 qui ge´ne`rent ces paires. Encore une fois, les sommes sur μ, ν doivent eˆtre prises
exactement sur les paires e´nume´re´es en (3.92) et (3.93) :
1 2
3 4
5 6
7 8
9 10
11 12
−td1 +td1 −td2 +td2
HˆtSC = + td1
∑
(μ,μ′)(−1)μ(c†μ↑c†μ′↓ − c†μ′↑c†μ↓) + c.h.
+ td2
∑
(ν,ν′)(−1)ν(c†ν↑c†ν′↓ − c†ν′↑c†ν↓) + c.h.
Chapitre 4
Re´sultats
4.1 De´tails sur les calculs et l’aﬃchage des re´sultats
4.1.1 le code QCM
Tous les re´sultats furent obtenus avec le programme QCM ou son pre´de´cesseur
QCT, e´crits par le professeur David Se´ne´chal. Le code imple´mente les me´thodes pour
amas VCA et CDMFT (sections 3.2.2 et 3.2.3) et permet beaucoup de ﬂexibilite´. Le
code QCM transcende beaucoup le niveau de ce projet, et nous ignorerons donc les
de´tails de son fonctionnement. Il est essentiel de mentionner que son solutionneur
d’impurete´ utilise la diagonalisation exacte, mais pour le reste, nous ne discuterons
que de ses entre´es et sorties.
4.1.2 Balayage en 〈nˆ〉
Les re´sultats de ce projet montrent toujours des parame`tres d’ordre en fonction
de la densite´ e´lectronique 〈nˆ〉. En abscisse (x), la valeur de 〈nˆ〉 d’un point de´pend
du potentiel chimique μ choisi pour son calcul. Celle-ci peut d’ailleurs changer au
cours du calcul. En VCA, cette liberte´ est ne´cessaire pour atteindre la cohe´rence
thermodynamique dont nous ne discuterons pas ici. En CDMFT, c’est le bain qui
permet au nombre de particules sur l’amas de varier pendant le calcul. L’impact du
choix de μ sur la valeur obtenue pour 〈nˆ〉 est montre´e a` la ﬁgure 4.1.
En ordonne´e (y), on veut obtenir une valeur non-nulle les parame`tres d’ordre
recherche´s, c’est-a`-dire les valeurs moyennes 〈Dˆ〉, 〈Mˆ〉 et 〈Tˆ 〉. iPour y arriver il faut
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Figure 4.1 E´volution de la densite´ e´lectronique 〈nˆ〉 en fonction du potentiel
chimique μ. Le 〈nˆ〉 obtenu de´pend des parame`tres du mode`le, comme le montre
la diﬀe´rence entre les solutions supraconductrice (SC) et antiferromagne´tique
(AF). L’encadre´ met en e´vidence que des boucles de calculs inde´pendantes sont
de´connecte´es.
choisir les valeurs de de´part pour les champs de Weiss (en VCA) ou les parame`tres de
bain (en CDMFT) correspondant. Comme pour le potentiel chimique, ces dernie`res
vont varier jusqu’a` la convergence du calcul a` une solution. C’est cette solution qui
permet de calculer les valeurs moyennes 〈Dˆ〉, 〈Mˆ〉 et 〈Tˆ 〉.
La solution obtenue de´pend fortement des valeurs de de´parts pour tous ces
parame`tres variationnels. Typiquement, une seule solution avec des parame`tres d’ordre
non nulle existe et on cherche a` e´viter les solutions ou certains parame`tres d’ordre
ﬁnissent a` valeurs nulles. Parfois, plusieurs solutions existent et il est alors diﬃcile de
discriminer. La ﬁgure 4.1 montre quelle valeur de μ me`ne a` la densite´ n recherche´e
pour le cas U=8 en CDMFT. On voit notamment un plateau, le plateau de Mott,
qui de´note le gap d’e´nergie entre le domaine pour lequel 〈nˆ〉 < 1 de celui pour
lequel 〈nˆ〉 > 1. La forme de la courbe de´pend des parame`tres variationnels inclus
dans le calcul, de sorte que le choix d’un μ n’est pas trivial.
Le plus simple pour obtenir un balayage en 〈nˆ〉 est de faire une boucle de calcul sur
diﬀe´rentes valeurs du potentiel chimique. Pour chaque calcul de la boucle, cependant,
les valeurs initiales des parame`tres variationnels (les champs de Weiss en VCA et les
parame`tres de bains en CDMFT) doivent eˆtre de´termine´es car des valeurs purement
arbitraire me`nent souvent a` un e´chec du programme. E´videmment, le premier calcul
de la boucle utilise les parame`tres fournis par l’utilisateur, mais, aﬁn de gagner du
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temps, le code QCM utilise les parame`tres converge´s de la solution pre´ce´dente pour
de´terminer les nouveaux parame`tres initiaux. Il peut donc arriver, en se de´plac¸ant
ainsi de proche en proche, qu’on favorise une solution qui serait instable autrement.
Dans les re´sultats pre´sente´s, pour distinguer les boucles inde´pendantes, on connec-
tera les points appartenant a` une meˆme boucle. Pour l’illustrer, l’encadre´ de la
ﬁgure 4.1 met en e´vidence deux boucles diﬀe´rentes, qui sont donc de´connecte´es.
Remarquons qu’il est pratiquement impossible d’obtenir les courbe comple`te d’une
extre´mite´ a` l’autre. Habituellement, on part d’une solution stable, c’est a` dire en
plein coeur d’une courbe connecte´e, pour faire deux boucles de calcul, une vers la
gauche et une vers la droite, aﬁn obtenir tous les points.
4.1.3 Un mot sur l’Annexe A.5
Les parame`tres variationnels initiaux, c’est-a`-dire les champs de Weiss en VCA
et les parame`tres de bain en CDMFT, doivent eˆtre relativement proches de leur
valeur converge´e. Pour alle´ger la discussion, on a mis a` l’annexe A.5 les graphiques
montrant les parame`tres variationnels converge´s en fonction de μ. Cela e´vitera d’avoir
a` mentionner pour chaque re´sultat quels e´taient les parame`tres de de´part, et les ﬁgures
s’ave´reront peut-eˆtre utiles aux utilisateurs voulant reproduire nos re´sultats.
4.2 Re´sultats pour l’objectif I : sauts interplans
4.2.1 tz re´alistes
La ﬁgure 4.2 pre´sente les diagrammes de phase a` tempe´rature nulle avec et sans
sauts interplans tz re´alistes, c’est-a`-dire pour les parame`tres de bandes fournis par
Chuck (2.11). Les calculs e´taient faits avec la me´thode VCA sur un amas 2x2 avec le
parame`tre d’interaction U = 8. On rappelle que les plans ne sont couple´s que par la
relation d’auto-cohe´rence inhe´rente a` la me´thode de Potthoﬀ puisque l’amas utilise´
est toujours 2D. On commentera lors de la discussion (section 4.2.3) comment il
serait possible de poursuivre au dela` de cette restriction. Les parame`tres variationnels
du mode`le sont μ1 et M1 pour le cas AF et μ1 et D1 pour le cas SC. Leurs valeurs
converge´es de ces parame`tres pour le NCO se retrouvent aux ﬁgures A.1, A.2 et A.3
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Figure 4.2 Pour les parame`tres LCO, NCO et TBCO, les diagrammes de
phases obtenus en VCA 2x2 avec un tz re´aliste se superposent parfaitement a`
ceux obtenus pour les cas bidimensionnels.
de l’annexe A.5. On note de´ja` l’observation qui reviendra pour tous les re´sultats
avec des valeurs faibles de tz : les re´sultats 2D et 3D sont parfaitement superpose´s,
montrant qu’il n’y a pas de distinction entre les deux mode`les pour les calculs de
parame`tres d’ordre.
4.2.2 tz artiﬁciels
A` la ﬁgure 4.3, on ampliﬁe artiﬁciellement le terme de saut tz jusqu’a` 0.5 aﬁn de
trouver son eﬀet. Les calculs sont ceux du stagiaire Charles Pichette, en VCA 2x2
pour U=8. Ils incluaient les parame`tres variationnels μ1 et M1 pour le cas AF ainsi
que μ1 et D1 pour le cas SC. Les valeurs converge´es se retrouvent dans les ﬁgures
A.4, A.5 et A.6 de l’annexe A.5. On voit que meˆme exage´re´es, les valeurs de saut en
z jusqu’a` 0.3 n’induisent pas de diﬀe´rence dans les re´sultats. Ne´anmoins, on voit que
le saut interplan de 0.5 renforce un peu l’antiferromagne´tisme dans la partie 〈nˆ〉 < 1
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Figure 4.3 Pour les parame`tres de bandes ge´ne´riques YBCO (2.9), le dia-
gramme de phases en VCA 2x2 montre que les re´sultats pour un saut interplan
tz = 0.02, tz = 0.1 et tz = 0.3 sont superpose´s aux re´sultats 2D. A` tz = 0.5, du
coˆte´ des dope´s aux trous le parame`tre d’ordre antiferromagne´tique est renforce´.
(dope´e aux trous) du diagramme de phases, re´ve´lant une asyme´trie particule-trou
dans l’eﬀet de tz .
La ﬁgure 4.4 montre la meˆme chose en VCA 4x3, avec un eﬀet le´ge`rement
accentue´. Les calculs sont aussi ceux du stagiaire Charles Pichette pour U=8. Les
valeurs solutions pour les parame`tres variationnels μ1 et M1 et D1 se retrouvent
aux ﬁgures A.7, A.8 et A.9 de l’annexe A.5. Encore une fois, les valeurs de saut en
z re´alistes, 0.02 et de 0.1 n’induisent pas de diﬀe´rence dans les re´sultats, mais on
voit cette fois-ci que les sauts interplans exage´re´s de 0.3 ainsi que de 0.5 renforcent
l’antiferromagne´tisme dans la partie 〈nˆ〉 < 1 (dope´e aux trous) du diagramme de
phase. Il y a donc une asyme´trie particule-trou dans l’eﬀet de tz.
La ﬁgure 4.5 montre aussi les re´sultats pour les parame`tres de bandes du YBCO,
avec la meˆme variation dans tz, mais en CDMFT avec l’amas 2x2. Toujours avec
l’interaction U = 8, c’est cependant le bain, cette fois-ci, qui contient les parame`tres
a` faire converger : eb1 , eb2 , tb1 et tb2 comme parame`tres normaux, avec en plus ebAF1 ,
ebAF2 , tbAF1 , tbAF2 dans le cas AF ou avec ds1 et ds2 dans le cas SC. Leurs valeurs
ﬁnales sont aﬃche´es dans les ﬁgures A.10, A.11 et A.12 de l’annexe A.5. On remarque
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Figure 4.4 Pour les parame`tres de bandes ge´ne´riques YBCO (2.9), le dia-
gramme de phases en VCA 4x3 montre que les re´sultats pour un saut interplan
tz = 0.02 et tz = 0.1 sont parfaitement superpose´s aux re´sultats 2D. Lorsque tz
atteint 0.3 et 0.5 la seule diﬀe´rence a lieu du coˆte´ des dope´s aux trous, ou` le
parame`tre d’ordre antiferromagne´tique est renforce´.
que dans ce cas-ci, l’ajout d’un tz, meˆme artiﬁciellement e´leve´, n’inﬂuence pas les
re´sultats pre`s du demi remplissage. Les diﬀe´rences quantitatives des courbes pour
tz = 0.3 et tz = 0.5 sont insigniﬁantes pour la pre´cision de la me´thode et les courbes
pour tz = 0.02 et tz = 0.1 sont pratiquement superpose´es aux re´sultats 2D. Loin
du demi remplissage, notamment autour de 〈nˆ〉 = 0.75, on observe que tz semble
prolonger le domaine du parame`tre d’ordre supraconducteur, mais la me´thode a peu
de validite´ dans cette re´gion parce qu’un grand changement dans le nombre d’e´lectrons
n’est pas ade´quatement mode´lise´ pour un petit amas ou` le nombre d’e´lectrons doit
demeurer entier.
4.2.3 Discussion
Des petites valeurs pour tz, comme celles pre´dites par les calculs de DFT, n’ont
pas donne´ d’eﬀet sur le diagramme de phases a` tempe´rature nulle. Cette observation
est valide en VCA avec amas 2x2 et 4x3 ou en CDMFT avec amas 2x2, pour des
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Figure 4.5 Diagrammes de phase du YBCO ge´ne´riques (2.9) montrant qu’un
tz artiﬁciel variant de 0.02 a` 0.5 n’a pas d’impact sur les re´sultats qualitatifs en
CDMFT 2x2.
amas qui sont toujours bidimensionnels. Pour des valeurs artiﬁciellement e´leve´es,
cependant, des eﬀets le´gers ont e´te´ remarque´s, du coˆte´ des dope´s aux trous seulement,
qui consistaient surtout en un renforcement du parame`tre d’ordre antiferromagne´tique
en VCA.
Le fait que meˆme avec tz artiﬁciellement e´leve´ a` 0.5 ne donne pas d’eﬀet devrait
laisser le lecteur perplexe. En eﬀet, celui-ci correspond a` la moitie´ de la limite
tridimensionnelle (tz = 1) et on ne perd aucune proprie´te´ du mode`le associe´e aux
cuprates. Autant dire qu’on pourrait avoir des cuprates tridimensionnels. Mentionnons
donc certains proble`mes de notre mode´lisation qui pourraient eˆtre a` blaˆmer.
La premie`re limitation est que le parame`tre d’ordre a` tempe´rature nulle n’est
probablement pas directement lie´ a` la tempe´rature critique. C’est-a`-dire que les eﬀets
tridimensionnels ont peut-eˆtre un eﬀet notable a` tempe´rature ﬁnie qu’on ne pouvait
pas mesurer dans ce projet.
La deuxie`me limitation est que nos amas sont purement bidimensionnels. Puisque
le roˆle de l’amas est de fournir la partie de la solution venant des interactions, un
amas bidimensionnel ne permet pas de retrouver comple`tement l’eﬀet des corre´lations
e´lectroniques entre les plans. Cela fait en sorte que, physiquement, seule la partie non
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interagissante de notre mode`le est correctement e´tendue hors du plan, par la relation
d’auto-cohe´rence. De plus, puisque l’antiferromagne´tisme et la supraconductivite´
sont des eﬀets venant des interactions, il n’est pas surprenant qu’ils soient moins
aﬀecte´s par les sauts interplans. Il faudrait utiliser des amas en 3D pour re´gler le
proble`me. Notons toutefois que la taille limite´e des amas (pas plus de 16 sites incluants
les bains) restreint beaucoup les possibilite´s. Nommons en tout de meˆme certaines.
Premie`rement, il serait possible de travailler avec un amas 2x2x2 en VCA. Certains
tests pre´liminaires furent faits dans cette direction mais ils n’ont rien donne´ de
signiﬁcatif. Deuxie`mement, en CDMFT, il serait possible de mettre l’amas 2x2 dans
le plan xz plutoˆt que xy. Cette approche n’a pas e´te´ tente´e, il serait inte´ressant de
lancer des tests dans un futur proche.
La troisie`me limitation est la taille de l’amas, un proble`me re´current dans les
calculs de diagonalisation exacte. Comme on le voit en VCA 4x3 par rapport a` la
VCA 2x2, les eﬀets de la 3e dimension sont accentue´s lorsqu’on agrandit l’amas. Il
est donc possible que des amas plus grands donnent des re´sultats plus inte´ressants
sur les eﬀets tridimensionnels dans les cuprates, mais malheureusement, les capacite´s
de calcul devront e´voluer beaucoup pour donner suite a` cette hypothe`se.
La dernie`re limitation est le caracte`re homoge`ne du couplage interplan. Puisqu’un
eﬀet important dont on cherchait la source est la corre´lation entre la Tc et le nombre
de plans CuO2 dans la maille e´le´mentaire, il aurait fallu construire un mode`le dans
lequel les plans sont groupe´s, comme pour les ve´ritables cristaux.
A` cause de cette dernie`re limitation, on peut dire que notre mode`le s’apparente
plus aux compose´s a` empilement inﬁni de plans (voir section 1.1.4) qu’aux autres
cuprates. Les parame`tres de bande utilise´s ne sont pas ceux des compose´s a` empilement
inﬁni, mais on pourrait tout de meˆme s’attendre a` une modulation du parame`tre
d’ordre due a` tz, a` cause des corre´lation observe´es dans ces mate´riaux pour Tc. Or il
n’y en a pas, et si on suppose que ce n’est pas duˆ aux pre´ce´dents proble`mes de notre
me´thode, on doit identiﬁer une cause physique. On sait que la variation du parame`tre c
associe´e au changement de Tc s’accompagne d’autres eﬀets, notamment une re´duction
en oxyge`ne, et aussi un rapprochement des atomes dopants. La modulation en Tc
pourrait donc eˆtre lie´e a` des facteurs indirects, comme un changement du dopage
eﬀectif dans le plan ou encore une modiﬁcation de U par la proximite´ des oxyge`nes
apicaux [22, 29] puisque les re´sultats pre´sente´s pre´ce´demment portent a` croire que ce
n’est pas le couplage interplan seul qui est responsable du changement de la robustesse
de la supraconductivite´.
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Figure 4.6 Pour les parame`tres du YBCO, les calculs de VCA 2x2 et 4x3
montrent l’existence du parame`tre d’ordre 〈Tˆ 〉 lorsque les champs de Weiss
pour les parame`tres d’ordre 〈Mˆ〉 et 〈Dˆ〉 sont pre´sents. On remarque d’ailleurs
que ces derniers sont aﬀaiblis par leur coexistence. La le´gende est valide pour
les deux ﬁgures.
4.3 Re´sultats pour l’objectif II : coexistence
4.3.1 Coexistence entre dSC, AF et πSC
En VCA 2x2 et en VCA 4x3 pour le YBCO, on a laisse´ coexister les champs
de Weiss pour les parame`tres d’ordre antiferromagne´tique 〈Mˆ〉 et supraconducteur
〈Dˆ〉. Les re´sultats sont a` la ﬁgure 4.6 et les calculs ont e´te´ re´alise´s par le stagiaire
Charles Pichette. Pour le parame`tre d’ordre supraconducteur en triplet 〈Tˆ 〉, on a
calcule´ sa valeur moyenne sans qu’un champ de Weiss ne favorise son apparition. Les
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Figure 4.7 Pour les parame`tres de bande du YBCO, les calculs de CDMFT
2x2 montrent que la coexistence de 〈Mˆ〉 et 〈Dˆ〉 (AF coex et SC coex) fait
diminuer leur valeur par rapport a` leur solution pure. En ajoutant la possibilite´
pour le triplet (calculs π-coex) on conﬁrme l’apparition de 〈Tˆ 〉 (πSC). Notons
que les courbes pour SC coex et SC pi-coex sont pratiquement superpose´es.
Les deux sous-ﬁgures correspondent aux zones encadre´es qui ont e´te´s agrandies
pour montrer que les solutions semblent instables. voir le corps du texte.
valeurs des parame`tres variationnels sont a` l’annexe A.5 aux ﬁgures A.14 et A.15.
Comme pre´dit par les travaux de champ moyen [35], le triplet apparaˆıt sans qu’il soit
ne´cessaire de le forcer. On remarque aussi que sa valeur est plus e´leve´e du coˆte´ des
dope´s aux e´lectrons que du coˆte´ des dope´s aux trous. Les parame`tres d’ordre 〈Mˆ〉 et
〈Dˆ〉 sont tous deux aﬀecte´s a` la baisse, montrant donc qu’ils sont en compe´tition.
En CDMFT 2x2, toujours pour YBCO, on a calcule´ le diagramme de phases
pour un amas incluant tous les parame`tres de bain, y compris ceux favorisant 〈Tˆ 〉.
On compare les re´sultats sont a` la ﬁgure 4.7 et il s’agit du diagramme de phase
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le plus de´taille´ du projet. Certaines zones encadre´es sont agrandies pour y voir les
de´tails. Les parame`tres de bains converge´s sont pre´sente´s aux ﬁgures A.16, a` A.28.
Tout d’abord, on voit dans la ﬁgure 4.7 qu’encore une fois, la coexistence abaisse les
valeurs de l’antiferromagne´tisme 〈Mˆ〉 et de la supraconductivite´ 〈Dˆ〉 comme pour une
compe´tition. L’eﬀet est plus grand lorsqu’on s’e´loigne du demi remplissage. L’existence
de la supraconductivite´ triplet 〈Tˆ 〉 est conﬁrme´e par les re´sultats, mais ne semble
pas jouer un roˆle dans cette compe´tition car les re´sultats avec et sans le triplet sont
presque parfaitement superpose´s. Enﬁn, il semble y avoir des instabilite´s dans les
solutions, et elles ont e´te´ agrandies pour en voir les de´tails.
La premie`re zone d’instabilite´ re´side dans la zone sous-dope´e aux trous et aﬀecte le
parame`tre d’ordre antiferromagne´tique. On l’a agrandi dans la sous-ﬁgure de gauche.
A` cet endroit, le comportement de 〈Mˆ〉 semble assez chaotique pour discre´diter les
re´sultats, mais ceux-ci furent re´pe´titivement obtenus avec diﬀe´rents points de de´part
(6 essais pour cette ﬁgure) et pour d’autres parame`tres de bande (ﬁgure 4.8), et
le meˆme comportement existe dans tous les re´sultats 3D (ﬁgure 4.5). La solution
a` μ  1 semble s’arreˆter brusquement a` μ = 0.97 et on trouve alors une autre
solution, de´connecte´e de la pre´ce´dente, plus basse, qui se prolonge jusqu’a` 〈nˆ〉 = 0.94.
Il y a donc deux solutions inde´pendantes, se´pare´es, qui donnent toutes les deux lieu a`
des parame`tres d’ordre 〈Mˆ〉, 〈Dˆ〉 et 〈Tˆ 〉 non-nuls. Ensuite, un changement de phase
de premier ordre (chute brusque de 〈Mˆ〉) nous ame`ne a` l’e´tat supraconducteur. Nous
en discutons davantage a` la section 4.3.3.
La deuxie`me zone d’instabilite´ re´side dans le secteur sous-dope´ aux e´lectrons et
aﬀecte davantage les parame`tres 〈Dˆ〉 et 〈Tˆ 〉. On l’a agrandie dans la sous-ﬁgure de
droite. Le phe´nome`ne est plus simple, il s’agit d’hyste´re`se entre deux solutions se
chevauchant. En partant du demi remplissage, les parame`tres 〈Tˆ 〉 et 〈Dˆ〉 diminuent,
ce qui favorise momentane´ment 〈Mˆ〉, avant de sauter brusquement vers la solution
plus e´leve´e pour 〈Tˆ 〉 et 〈Dˆ〉, rabaissant alors 〈Mˆ〉. A` l’oppose´, en partant loin du demi
remplissage, la boucle retombe syste´matiquement sur la solution la plus e´leve´e pour
〈Tˆ 〉 et 〈Dˆ〉. Enﬁn, la solution la plus stable semble eˆtre celle qui part de la gauche et
qui de´favorise 〈Tˆ 〉 et 〈Dˆ〉 au proﬁt de 〈Mˆ〉, puisque 3 points de de´part inde´pendants
des boucles de calculs ont converge´ sur cette solution.
Finalement, on a aussi calcule´ le diagramme de phases pour les parame`tres du
LCO, visible a` la ﬁgure 4.8. Ce dernier inclut le faible saut interplan tz = 0.005,
dont les eﬀets peuvent eˆtre ne´glige´s conforme´ment aux conclusions de la section 4.2.
Qualitativement, le diagramme est e´quivalent a` celui de la ﬁgure 4.12. Cela montre que
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Figure 4.8 Diagramme e´quivalent a` celui de la ﬁgure 4.7, mais pour les
parame`tres de bandes LCO. CDMFT 2x2, coexistence de 〈Mˆ〉 et 〈Dˆ〉 et 〈Tˆ 〉
les re´sultats sont reproductibles pour d’autres parame`tres de bandes. Les diﬀe´rences
quantitatives sont trop spe´ciﬁques pour en tirer des conclusions.
4.3.2 Variation de U
La ﬁgure 4.9 montre les re´sultats de la VCA 4x3 sans coexistence avec le parame`tre
U variant de 6 a` 8. Les calculs sont ceux du stagiaire Charles Pichette et les valeurs
des parame`tres variationnels μ1, M1 et D1 se retrouvent a` la ﬁgure A.30. Il est connu
que le changement de U a moins d’impact en VCA qu’en CDMFT et on peut le voir
dans ces re´sultats, ou` on remarque que le parame`tre d’ordre antiferromagne´tique ne
change pas beaucoup d’une valeur de U a` l’autre. Du coˆte´ des dope´s aux trous, on
remarque que le parame`tre d’ordre supraconducteur s’e´loigne du demi remplissage
avec l’augmentation de U . Du coˆte´ des dope´s aux e´lectrons, le comportement est
e´trange et la supraconductivite´ n’apparaˆıt que loin du demi-remplissage pour U = 6
et U = 7. Cette dernie`re observation est unique au cas de la VCA 4x3 et nous n’en
tirerons donc pas de conclusions.
La ﬁgure 4.10 montre, elle, des re´sultats avec U variant de 6 a` 12 en VCA et cette
fois les calculs sont pour l’amas 2x2. On a aussi calcule´ le diagramme pour U = 12,
et pour les phases coexistantes. Les calculs sont encore ceux de Charles Pichette, et
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Figure 4.9 Changement du diagramme de phase en fonction de U pour les
valeurs de U=6,7 et 8 en VCA 4x3 pour les parame`tres du YBCO. Phases pures
seulement pour 〈Mˆ〉 et 〈Dˆ〉.
les valeurs des parame`tres variationnels μ1, M1 et D1 se retrouvent a` la ﬁgure A.29
et. Le changement de U a ici un eﬀet remarquable, celui de modiﬁer la transition
antiferromagne´tique du coˆte´ des dope´s aux trous. En eﬀet, le parame`tre d’ordre qui
s’e´loignait sans s’e´teindre pour U = 6 et U = 7 s’e´teint en une transition de premier
ordre pour U = 8, qui devient une transition de deuxie`me ordre a` U = 12. A` cette
dernie`re valeur de U , l’allure du parame`tre d’ordre antiferromagne´tique ressemble
d’ailleurs beaucoup a` celle pour l’amas 4x3 (ﬁgure 4.9). Sinon, l’augmentation de
U semble renforcer le parame`tre d’ordre antiferromagne´tique alors qu’il aﬀaiblit le
parame`tre d’ordre supraconduteur, un eﬀet qui semble toutefois moins marque´ pour
le cas ou` les phases coexistent.
La ﬁgure 4.11 montre les re´sultats pour U qui varie de 6 a` 12 en CDMFT 2x2
avec les phases pures et coexistantes pour les parame`tres de bande du YBCO. Les
calculs pour le cas U = 7 sont ceux de Charles Pichette et les valeurs obtenues pour
les parame`tres de bain se retrouvent aux ﬁgures A.16, a` A.28. On remarquera tout
d’abord que le cas U = 8 est le meˆme qu’a` la ﬁgure 4.7 et le cas U = 7 pre´sente
plusieurs particularite´s qu’on pre´sente dans les agrandissement de la ﬁgure 4.12. Enﬁn,
remarquons qu’avec U = 6, la supraconductivite´ ne s’annule pas au demi-remplissage
car cette valeur pour l’interaction ne ge´ne`re pas de gap de Mott. On peut le voir dans
la relation de 〈nˆ〉 en fonction de μ (ﬁgure A.16), ou` il n’y a pas de plateau de Mott.
71
0.7 0.8 0.9 1.0 1.1 1.2 1.3
0.1
0.3
0.5
0.7
Phases pures VCA 2x2
YBCO : t′ = −0.3
t′′ = 0.2
SC U = 6
SC U = 7
SC U = 8
SC U = 12
0.7 0.8 0.9 1.0 1.1 1.2 1.3
0.1
0.3
0.5
0.7
Phases coexistantes
AF U = 6
AF U = 7
AF U = 8
AF U = 12
densite´ e´lectronique 〈nˆ〉
pa
ra
m
e`t
re
d’
or
dr
e
〈Dˆ
〉,
〈Mˆ
〉
Figure 4.10 Changement du diagramme de phase en fonction de U pour les
valeurs de U=6, 7, 8 et 12 en VCA 2x2 pour les parame`tres du YBCO. Solutions
pures en haut et solution en coexistence de 〈Mˆ〉 et 〈Dˆ〉 seulement en bas (〈Tˆ 〉
n’a pas e´te´ calcule´). Chacune des le´gendes s’applique aux deux graphiques.
Pour les eﬀets de la variation de U en CDMFT, commenc¸ons par regarder la
supraconductivite´ pure. On voit qu’avec l’augmentation de U , le domaine d’existence
de la SC pure s’e´largit progressivement, avec une largeure maximale a` U = 8 et
en meˆme temps, le parame`tre d’ordre s’aﬀaiblit. Du point de vue qualitatif, le
comportement est le meˆme d’un U a` l’autre, sauf pour U = 6 lorsque la phase ne
s’annule pas a` 〈nˆ〉 = 1.
Plutoˆt que de s’aﬀaiblir comme la supraconductivite´, l’antiferromagne´tisme gagne
en force avec l’augmentation de U . D’abord tre`s faible a` U = 6, son domaine s’e´largit
ensuite et la valeur de son parame`tre d’ordre augmente. Cette tendance ne tient pas
pour U = 12, cependant, et on peut voir que du coˆte´ des dope´s aux trous, le parame`tre
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Figure 4.11 Changement du diagramme de phases en fonction de U pour les
valeur de U=6,7,8 et 12 en CDMFT 2x2 pour les parame`tres du YBCO avec la
coexistence de 〈Mˆ〉 et 〈Dˆ〉 et 〈Tˆ 〉. Le cas U = 7 est agrandi a` la ﬁgure 4.12
d’ordre qui existe pour 〈nˆ〉 < 0.97 a` U = 7 et U = 8 fut impossible a` trouver pour
U = 12, malgre´ plusieurs essais. Cela entraˆıne d’ailleurs la disparition de la zone de
coexistence.
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Notons maintenant les particularite´s des solutions en coexistence et nous discute-
rons des implications dans la section suivante. D’abord, le comportement a` U = 6 est
tre`s diﬀe´rent de celui pour les autres valeurs de U . La phase supraconductrice est alors
dominante et ne laisse pas l’antiferromagne´tisme coexister. Le comportement pour
U plus e´leve´ de´pend ensuite de quel coˆte´ du diagramme on regarde. Pour 〈nˆ〉 < 1,
du coˆte´ des dope´s aux trous, en coexistence, la supraconductivite´ est aﬀaiblie et
l’antiferromagne´tisme disparait en une transition de premier ordre. On voit que les
zones d’instabilite´s identiﬁe´es lors de l’analyse de la ﬁgure 4.7 plus toˆt semblent
changer beaucoup de U = 7 a` U = 8 pour ﬁnalement comple`tement disparaˆıtre a`
U = 12, qui ne pre´sente d’ailleurs aucune coexistence. Pour 〈nˆ〉 > 1, du coˆte´ des
dope´s aux e´lectrons, l’antiferromagne´tisme s’e´teint dans une transition de premier
ordre tre`s claire a` U = 7. On peut d’ailleurs voir l’hyste´re`se associe´e a` celle-ci, car
deux solutions diﬀe´rentes existent a` la transition, une pour 〈nˆ〉 croissant et l’autre
pour 〈nˆ〉 de´croissant (voir ﬁgure 4.12). Pour U = 8 cette transition passe au deuxie`me
ordre : il n’y a plus d’hyste´re`se et le parame`tre d’ordre s’e´teint progressivement. Ce
comportement est aussi visible a` U = 12 qui, pour ﬁnir, pre´sente la solution de coexis-
tence qu’on avait identiﬁe´e du coˆte´ des dope´s aux e´lectrons, pre`s du demi-remplissage
a` la ﬁgure 4.7. C’est en fait un aﬀaiblissement de la supraconductivite´ qui change
brusquement en un aﬀaiblissement de l’antiferromagne´tisme.
A` la ﬁgure 4.12, le diagramme pour U = 7 est mis en e´vidence pour montrer qu’il
pre´sente les meˆme zones d’instabilite´s que celles identiﬁe´es pour U = 8, mais que
celles-ci sont plus accentue´es.
4.3.3 Discussion
De toute e´vidence, e´tant donne´ que les parame`tres d’ordre supraconducteur 〈Dˆ〉
et antiferromagne´tique 〈Mˆ〉 sont toujours aﬀecte´s a` la baisse lorsqu’on les laisse
coexister, on peut aﬃrmer que l’antiferromagne´tisme et la supraconductivite´ sont en
compe´tition dans le mode`le de Hubbard. Cela conﬁrme les connaissances qu’on avait
du phe´nome`ne et apporte un soutien de plus aux hypothe`ses comme celle de Sachdev.
En VCA 2x2 ainsi qu’en CDMFT avec U=8 et U=12, la coexistence fait changer
la transition de phase magne´tique du coˆte´ des dope´s aux e´lectrons, causant une
asyme´trie de plus dans les re´sultats. Du coˆte´ des dope´s aux trous, c’est-a`-dire pour
〈nˆ〉 < 1, le parame`tre d’ordre antiferromagne´tique, 〈Mˆ〉, s’e´teint de fac¸on discontinue
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Figure 4.12 Diagramme e´quivalent a` celui de la ﬁgure 4.12, mais pour U=7.
L’accent est mis sur les zone d’instabilite´s, plus prononce´es qu’a` U = 8.
en fonction du dopage, dans une transition de premier ordre. Par opposition, du coˆte´
des dope´s aux e´lectrons, avec 〈nˆ〉 > 1, la coexistence de phases ainsi que l’action d’un
U e´leve´ font changer la transition en une transition de deuxie`me ordre, c’est a` dire
que 〈Mˆ〉 s’e´teint de fac¸on progressive jusqu’a` 0. Il s’agit donc d’un eﬀet exclusif de
la coexistence montrant que l’antiferromagne´tisme est plus fortement aﬀecte´ par sa
compe´tition avec la supraconductivite´ du coˆte´ des dope´s aux e´lectrons. Ces re´sultats
donnent un nouveau point de vue sur des re´sultats de Capone et Kotliar, [34], ou` on
n’incluait pas les sauts t′ et t′′, empeˆchant donc de voir les diﬀe´rences du coˆte´ des
dope´s aux e´lectrons. Dans ces travaux, on avait conclu que l’antiferromagne´tisme
e´tait robuste a` la compe´tition, alors qu’on voit ici que c¸a ne semble pas tenir. Enﬁn,
en VCA 4x3, les deux transitions deviennent continues et il est donc possible que le
comportement soit aussi lie´ a` la taille de l’amas. L’ordre de la transition est diﬃcile
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a` ve´riﬁer expe´rimentalement car il faudrait changer le dopage de manie`re continue
comme on le fait ici.
Enﬁn, du coˆte´ des dope´s aux trous en CDMFT, on a remarque´ que certaines
instabilite´s pour U = 7 et U = 8 pre´ce`dent la disparition de la coexistence pour U = 12.
Ces instabilite´s ont la forme de discontinuite´s dans le parame`tre d’ordre qu’on retrouve
environ a` 〈nˆ〉 = 0.97, c’est-a`-dire pre`s du dopage ou` s’e´teint l’antiferromagne´tisme
dans les donne´es expe´rimentales. Ces discontinuite´s pourraient donc eˆtre des traces
d’un changement de phase magne´tique du mode`le qu’on ne peut pas voir avec les
me´thodes utilise´es. Par exemple, il est impossible de mesurer des ondes de densite´
de charge ou de spin incommensurables, mais cela n’empeˆche pas celles-ci d’exister
dans les ve´ritables solutions du mode`le. Si l’hamiltonien de Hubbard repre´sente
bien les cuprates, on devrait voir ces phases se manifester aux endroits ou` elles
sont mesure´es expe´rimentalement. Par exemple, la solution interpre´te´e comme de
l’antiferromagne´tisme entre 〈nˆ〉 = 0.93 et 〈nˆ〉 = 0.97 dans nos re´sultats rappelle la
position de la transition pseudogap dans les expe´riences. Cela sugge`re que la CDMFT
2x2 capte peut-eˆtre une partie de la physique responsable du pseudogap mais que
l’approximation est trop grossie`re, et cette physique se manifeste donc par l’apparition
d’antiferromagne´tisme plus e´loigne´ du demi remplissage. Si c’est le cas, cela veut
dire que le mode`le de Hubbard complet est encore plus proche des cuprates que le
sugge`re nos re´sultats. On ne voit pas ces instabilite´s en VCA, laissant croire qu’elles
apparaissent graˆce aux degre´s de liberte´ plus nombreux en CDMFT. On apportera
d’autres observations allant dans ce sens a` la section 4.4.2.
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Figure 4.13 CDMFT 2x2 pour YBCO incluant tz et la coexistence de phase
4.4 Observations supple´mentaires
4.4.1 Coexistence et sauts interplans
Apre`s avoir obtenu les re´sultats inde´pendamment pour l’eﬀet des sauts interplans
et l’eﬀet de la coexistence, il est naturel de se demander si les tz se manifestent lors
de la coexistence. Les ﬁgures 4.13 et 4.14 montrent que ceux-ci n’ont pas plus d’eﬀet
que dans le cas des phases pures. En un premier temps on montre les re´sultats de
la VCA 2x2 pour les parame`tres re´alistes du NCO et dans un deuxie`me temps ceux
pour le YBCO avec des tz artiﬁciels. Les parame`tres variationnels converge´s sont les
meˆme que dans le cas 2D, aux ﬁgures A.14 et A.16 a` A.28.
4.4.2 Eﬀet des e´nergies de bains AF
Les ﬁgures 4.15 et 4.16 montrent des re´sultats de CDMFT avec U = 8 qu’on
avait d’abord discre´dite´s parce qu’ils leur manquaient les parame`tres de bain ebAF . En
principe, des degre´s de liberte´ en moins devraient diminuer la validite´ des re´sultats. La
ﬁgure 4.15 est pour le YBCO et la ﬁgure 4.16 pour le LCO. Les parame`tres converge´s
sont aux ﬁgures A.31 a` A.33 de l’annexe A.5.
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Figure 4.14 VCA 2x2 pour YBCO incluant tz et la coexistence de phase
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Figure 4.15 CDMFT 2x2 pour YBCO sans les ebAF
On ajoute ces re´sultats parce qu’ils montrent bien l’impact que peut avoir un
parame`tre de bain supple´mentaire dans la me´thode. On voit ici les changements de
phases de l’antiferromagne´tique radicalement modiﬁe´es. Dans les re´sultats pre´ce´dents,
la transition du coˆte´ des dope´s aux trous e´tait de premier ordre et celle du coˆte´ des
dope´s aux e´lectrons a` U = 8 e´tait de deuxie`me ordre. Dans le cas pre´sent, sans les
ebAF , c’est exactement le contraire, la transition du coˆte´ des dope´s aux trous est de
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Figure 4.16 CDMFT 2x2 pour LCO sans les ebAF
second ordre et celle du coˆte´ des dope´s aux e´lectrons est du premier ordre. De plus,
l’antiferromagne´tisme oﬀre ici une compe´tition plus fe´roce a` la supraconductivite´, qui
ne subsiste pas jusqu’au demi-remplissage. Cet impact est plutoˆt grave et montre
l’importance d’avoir de nombreux parame`tre de bains. On voit aussi que la CDMFT
permet d’explorer un e´ventail important de re´sultats pour des diﬀe´rences minimes
dans le syste`me de re´fe´rence.
Dans cet ordre d’ide´e, on peut faire suite a` l’analyse des instabilite´s trouve´es
dans la section 4.3.1. En eﬀet, on voit que sans les ebAF , la solution ne comporte pas
les instabilite´s. Cela appuie l’interpre´tation qu’on en faisait comme e´tant des traces
d’une solution plus comple`te du mode`le. Si c’est le cas, on peut ajouter l’observation
suivante : pour le coˆte´ des dope´s aux trous, le diagramme de phase obtenu avec les ebAF
(ﬁgure 4.7) satisfait davantage aux attentes venant des re´sultats expe´rimentaux, graˆce
aux instabilite´s qu’on interpre`te comme des traces de phases magne´tiques, que celui
sans les ebAF (4.15). Cependant, pour le coˆte´ des dope´s aux e´lectrons, c’est l’inverse,
notamment parce que la supraconductivite´ en coexistence avec l’antiferromagne´tisme
sans ebAF se manifeste plus loin du demi-remplissage. Comme question d’ouverture,
on pourrait donc sugge´rer que l’asyme´trie e´lectron-trou observe´ expe´rimentalement
requiert peut-eˆtre de laisser certaines diﬀe´rences dans les degre´s de liberte´s du mode`le
the´orique utilise´. Cela se traduirait ici par l’utilisation des parame`tres de bain complet
du coˆte´ des dope´s aux trous et des parame`tres incomplet (sans ebAF ) du coˆte´ des
dope´s aux e´lectrons.
Conclusion
Pour ﬁnir, rappelons que dans la recherche d’un mode`le the´orique pour expliquer
les cuprates, on cherche fondamentalement a` e´liminer les mauvaises hypothe`ses et a`
faire briller celles qui sont bonnes. En ce sens, l’objectif du projet e´tait de ve´riﬁer deux
choses : premie`rement la pertinence d’ajouter des conside´rations tridimensionnelles
au mode`le de Hubbard, et deuxie`mement, l’importance de la compe´tition entre phases
dans le diagramme. Avec ces objectifs, ont doit e´valuer la valeur the´orique du mode`le et
non tenter de pre´dire les ve´ritables proprie´te´s des cuprates. Donc voici les conclusions
de ce projet, ainsi que les directions naturelles qu’il faudrait choisir pour le poursuivre.
Pour les conside´rations tridimensionnelles, comme on l’a vu, les sauts interplans
doivent eˆtre tre`s faibles pour rester cohe´rents avec la the´orie des bandes. Cela fait en
sorte qu’il n’y a pratiquement aucun eﬀet tridimensionnel dans nos re´sultats. Pour
l’instant, cette conclusion est restreinte par les me´thodes utilise´es, soit en CDMFT
et en VCA, sur de petits amas bidimensionnels, et sans l’eﬀet de la tempe´rature.
Cependant, elle semble en contradiction avec les corre´lations expe´rimentales montran
la tempe´rature critique qui varie avec l’espacement interplan ou encore avec le
nombre de plans par maille. Bref, il faudra conﬁrmer nos re´sultats pour le mode`le de
Hubbard avec d’autres me´thodes, mais dans l’e´ventualite´ ou ils seraient conﬁrme´s, ils
impliqueraient une de deux possibilite´s : soit le mode`le de Hubbard ne contient pas les
degre´s de liberte´ ne´cessaires pour mode´liser correctement la troisie`me dimension dans
les cuprates, ou alors il faut que les corre´lations expe´rimentales avec les parame`tres en
z viennent d’une source indirecte, par exemple, le changement du potentiel chimique
eﬀectif dans les plans CuO2.
Pour ce qui est de la coexistence, il n’y a pas de doutes que les parame`tres d’ordre
choisis pour la supraconductivite´ et l’antiferromagne´tisme sont en compe´tition. Cette
compe´tition aﬀecte d’ailleurs fortement les deux phases, surtout du coˆte´ aux e´lectrons,
ou` la transition antiferromagne´tique pourrait bien eˆtre de´place´e comme le propose
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Sachdev. Ces changements de phase magne´tiques sont d’ailleurs tre`s sensibles a` la
me´thode utilise´e et a` la taille de l’amas comme l’ont montre´ les re´sultats de VCA 4x3
et ceux de CDMFT sans les e´nergies de bains magne´tiques. Et ﬁnalement, on a vu
que le parame`tre d’ordre supraconducteur en triplet de spin apparaˆıt bel et bien dans
le syste`me lorsque les deux autres coexistent.
Naturellement, certaines pistes restent inexplore´es. Tout d’abord, il faudrait voir
l’eﬀet des sauts interplans dans des amas tridimensionnels. Cette taˆche sera facile a`
accomplir en VCA, mais demandera plus d’inge´niosite´ en CDMFT, parce que le bain
fait qu’on est de´ja` pre`s du nombre maximum de site permis en diagonalisation exacte.
Ensuite, a` beaucoup plus long terme, il faudra faire des calculs a` tempe´rature ﬁnie
pour voir si les sauts interplans ajoutent une sensibilite´ du parame`tre d’ordre aux
ﬂuctuations thermique. Apre`s ces deux ve´riﬁcations, il sera possible de conﬁrmer ou
d’inﬁrmer les re´sultats de ce projet. Enﬁn, en CDMFT, les re´sultats pour diﬀe´rents
ensembles de parame`tres de bains magne´tiques montrent que le comportement des
phases en coexistances est tre`s sensibles aux degre´s de liberte´ pre´sents dans le syste`me
de re´fe´rence utilise´. Il faudrait donc faire une e´tude plus syste´matique de ces parame`tres
pour tirer les tendances, car cela permettrait de parfaire notre compre´hension du bain
en CDMFT. Bref, il y a encore beaucoup a` faire, mais nous avanc¸ons petit a` petit
vers une mode´lisation ade´quate pour les cuprates. Ce n’est qu’une question de temps.
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A.1 Relation de dispersion de HK
On substitue les ope´rateurs de cre´ation et d’annihilation transforme´s de Fourier :
c†i ≡
1√
N
∑
k
e−ik·ric†(k) ci ≡ 1√
N
∑
k
eik·ric(k) (A.1)
dans l’Hamiltonien HK avec le spin implicite.
HK =−
∑
i,j
tij(c
†
icj + c
†
jci) (A.2)
=−
∑
i,j
tij
(
1
N
(∑
k
e−ik·ric†(k)
)(∑
k′
eik
′·rjc(k′)
)
(A.3)
+
1
N
(∑
k
e−ik·rjc†(k)
)(∑
k′
eik
′·ric(k′)
))
(A.4)
=−
∑
i,j
tij
1
N
∑
k,k′
(
e−i(k·ri−k
′·rj) + e−i(k·rj−k
′·ri)
)
c†(k)c(k′) (A.5)
On ne s’inte´resse alors qu’a` la distance intersite rj − ri = s. Puisqu’en ge´ne´ral
l’amplitude de saut ne de´pend que de la distance on e´crit tij = t|s| et pour ne pas
compter deux fois les meˆme saut, un facteur 1
2
est alors ne´cessaire.
=−
∑
i,s,k,k′
t|s|
2
1
N
(
e−i(k·ri−k
′·(ri+s)) + e−i(k·(ri+s)−k
′·ri)
)
c†(k)c(k′) (A.6)
=−
∑
s,k,k′
t|s|
2
1
N
∑
i
ei(k
′−k)·ri
(
eik
′·s + e−ik·s
)
c†(k)c(k′) (A.7)
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avec l’expression δk,k′ =
1
N
∑
r e
ir(k−k′) on a :
=−
∑
s,k,k′
t|s|
2
δk,k′
(
eik
′·s + e−ik·s
)
c†(k)c(k′) (A.8)
=−
∑
s,k
t|s| cos(k · s)c†(k)c(k) (A.9)
=−
∑
k
(∑
s
t|s| cos(k · s)
)
c†(k)c(k) (A.10)
On ﬁnit donc avec :
HˆK = −
∑
k
(k)c†(k)c(k) (A.11)
Ou` on a de´ﬁnit :
(k) ≡
∑
s
t|s| cos(k · s) (A.12)
A.2 Transforme´es de Fourier de Mˆ et Dˆ
On substitue les ope´rateurs cre´ation et annihilation transforme´e de Fourier dans les
ope´rateurs Mˆ et Dˆ, comme on l’a fait pour HˆK a` l’annexe A.1.
Parame`tre antiferromagne´tique Mˆ
Avec (A.1) dans le parame`tre d’ordre antiferromagne´tique :
MˆQ ≡
∑
i
eiQri (nˆi↑ − nˆi↓) (A.13)
=
∑
i
eiQri
(
c†i↑ci↑ − c†i↓ci↓
)
(A.14)
=
∑
i
eiQri
1
N
((∑
k
e−ik·ric†k↑
)(∑
k′
eik
′·rick′↑
)
−
(∑
k
e−ik·ric†k↓
)(∑
k′
eik
′·rick′↓
))
(A.15)
=
∑
i
eiQri
1
N
∑
kk′
e−iri·(k−k
′)
(
c†k↑ck′↑ − c†k↓ck′↓
)
(A.16)
=
∑
kk′
1
N
∑
i
e−iri·(k−k
′−Q)
(
c†k↑ck′↑ − c†k↓ck′↓
)
(A.17)
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avec l’expression δk,k′ =
1
N
∑
r e
−ir(k−k′) on a :
=
∑
kk′
δk′,k+Q
(
c†k↑ck′↑ − c†k↓ck′↓
)
(A.18)
d’ou` ﬁnalement :
MˆQ =
∑
k
(
c†k↑c(k+Q)↑ − c†k↓c(k+Q)↓
)
(A.19)
Parame`tre supraconducteur Dˆ
Avec (A.1) dans le parame`tre d’ordre supraconducteur :
Dˆ ≡
∑
ij
Δij
(
c†i↑c
†
j↓ + c
†
j↑c
†
i↓
)
+ c.h. (A.20)
=
1
N
∑
ij
Δij
((∑
k
e−ik·ric†k↑
)(∑
k′
e−ik
′·rjc†k′↓
)
+
(∑
k
e−ik·rjc†k↑
)(∑
k′
e−ik
′·ric†k′↓
))
+ c.h. (A.21)
=
1
N
∑
ij
Δij
(∑
kk′
e−ik·rie−ik
′·rjc†k↑c
†
k′↓
+
∑
kk′
e−ik·rje−ik
′·ric†k↑c
†
k′↓
)
+ c.h. (A.22)
=
1
N
∑
ijkk′
Δij
(
e−i(k·ri+k
′·rj) + e−i(k·rj+k
′·ri)
)
c†k↑c
†
k′↓ + c.h. (A.23)
Le facteur Δij pour la syme´trie de type d est tel qu’il ne laisse que deux termes dans
la somme en j :
Δij ≡
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
+1
2
si rj − ri = eˆx → rj = eˆx + ri
−1
2
si rj − ri = eˆy → rj = eˆy + ri
0 autrement
(A.24)
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Avec les deux termes (A.24) dans (A.23), on a :
Dˆ =
1
N
∑
ikk′
((
+
1
2
)(
e−i(k·ri+k
′·(ex+ri)) + e−i(k·(ex+ri)+k
′·ri)
)
+
(
−1
2
)(
e−i(k·ri+k
′·(ey+ri)) + e−i(k·(ey+ri)+k
′·ri)
))
c†k↑c
†
k′↓ + c.h. (A.25)
=
1
2
∑
kk′
1
N
∑
i
e−i(k+k
′)·ri
((
e−ik
′·ex + e−ik·ex
)
−
(
e−ik
′·ey + e−ik·ey
))
c†k↑c
†
k′↓ + c.h. (A.26)
on utilise alors l’expression δk,k′ =
1
N
∑
r e
−ir(k−k′) :
=
1
2
∑
kk′
δk,−k′
((
e−ik
′
x + e−ikx
)
−
(
e−ik
′
y + e−iky
))
c†k↑c
†
k′↓ + c.h. (A.27)
=
∑
k
(cos kx − cos ky) c†k↑c†−k↓ + c.h. (A.28)
D’ou` ﬁnalement
Dˆ =
∑
k
(cos kx − cos ky)
(
c†k↑c
†
−k↓ + c−k↓ck↑
)
(A.29)
A.3 Commutateur de Mˆ et Dˆ
On cherche le commutateur du parame`tre d’ordre antiferromagne´tique :
Mˆ ≡
∑
l
eiQrl
(
c†l↑cl↑ − c†l↓cl↓
)
(A.30)
avec le parame`tre d’ordre supraconducteur :
Dˆ ≡
∑
ij
Δij
(
c†i↑c
†
j↓ + c
†
j↑c
†
i↓
)
+ c.h. (A.31)
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Avant de commencer, certaines de´ﬁnitions simpliﬁeront la taˆche. D’abord, pour le
parame`tre d’ordre antiferromagne´tique :
Mˆl ≡ c†l↑cl↑ − c†l↓cl↓ (A.32)
Mˆ ≡
∑
l
eiQrlMˆl (A.33)
Ensuite pour le parame`tre d’ordre supraconducteur
Dˆij ≡ c†i↑c†j↓ + c†j↑c†i↓ (A.34)
Dˆ0 ≡
∑
ij
ΔijDˆij (A.35)
Dˆ = Dˆ0 + Dˆ
†
0 (A.36)
Ainsi, on peut simpliﬁer le calcul du commutateur :
[Mˆ, Dˆ] = [Mˆ, Dˆ0 + Dˆ
†
0] avec (A.36) (A.37)
= [Mˆ, Dˆ0] + [Mˆ, Dˆ
†
0] (A.38)
= [Mˆ, Dˆ0] + [Mˆ
†, Dˆ†0] puisque Mˆ est hermititque (A.39)
= [Mˆ, Dˆ0] + [Dˆ0, Mˆ ]
† (A.40)
= [Mˆ, Dˆ0]− [Mˆ, Dˆ0]† (A.41)
en continuant seulement avec
[Mˆ, Dˆ0] =
[∑
l
eiQrlMˆl ,
∑
ij
ΔijDˆij
]
avec (A.33) et (A.35) (A.42)
=
∑
ij
∑
l
Δije
iQrl [Mˆl, Dˆij] le commutateur e´tant line´aire (A.43)
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Et on peut se concentrer sur les relations de commutation de c† et c :
[Mˆl, Dˆij] = MˆlDˆij − DˆijMˆl (A.44)
=
(
c†l↑cl↑ − c†l↓cl↓
)(
c†i↑c
†
j↓ + c
†
j↑c
†
i↓
)
− DˆijMˆl (A.45)
= c†l↑cl↑c
†
i↑c
†
j↓ + c
†
l↑cl↑c
†
j↑c
†
i↓
− c†l↓cl↓c†i↑c†j↓ − c†l↓cl↓c†j↑c†i↓ − DˆijMˆl (A.46)
= c†l↑
(
δil − c†i↑cl↑
)
c†j↓ + c
†
l↑
(
δjl − c†j↑cl↑
)
c†i↓
+ c†l↓c
†
i↑
(
δjl − c†j↓cl↓
)
+ c†l↓c
†
j↑
(
δil − c†i↓cl↓
)
− DˆijMˆl (A.47)
= δilc
†
l↑c
†
j↓ − c†l↑c†i↑cl↑c†j↓ + δjlc†l↑c†i↓ − c†l↑c†j↑cl↑c†i↓
+ δjlc
†
l↓c
†
i↑ − c†l↓c†i↑c†j↓cl↓ + δilc†l↓c†j↑ − c†l↓c†j↑c†i↓cl↓ − DˆijMˆl (A.48)
= δilc
†
l↑c
†
j↓ + δjlc
†
l↑c
†
i↓ + δjlc
†
l↓c
†
i↑ + δilc
†
l↓c
†
j↑
− c†l↑c†i↑cl↑c†j↓ − c†l↑c†j↑cl↑c†i↓ − c†l↓c†i↑c†j↓cl↓ − c†l↓c†j↑c†i↓cl↓ − DˆijMˆl (A.49)
= δilc
†
l↑c
†
j↓ + δjlc
†
l↑c
†
i↓ + δjlc
†
l↓c
†
i↑ + δilc
†
l↓c
†
j↑
+ c†i↑c
†
j↓c
†
l↑cl↑ + c
†
j↑c
†
i↓c
†
l↑cl↑ − c†i↑c†j↓c†l↓cl↓ − c†j↑c†i↓c†l↓cl↓ − DˆijMˆl (A.50)
= δilc
†
l↑c
†
j↓ + δjlc
†
l↑c
†
i↓ + δjlc
†
l↓c
†
i↑ + δilc
†
l↓c
†
j↑
+
(
c†i↑c
†
j↓ + c
†
j↑c
†
i↓
)(
c†l↑cl↑ − c†l↓cl↓
)
− DˆijMˆl (A.51)
= δilc
†
l↑c
†
j↓ + δjlc
†
l↑c
†
i↓ + δjlc
†
l↓c
†
i↑ + δilc
†
l↓c
†
j↑ + DˆijMˆl − DˆijMˆl (A.52)
= δil
(
c†l↑c
†
j↓ + c
†
l↓c
†
j↑
)
+ δjl
(
c†l↑c
†
i↓ + c
†
l↓c
†
i↑
)
(A.53)
On rement (A.53) dans (A.43) on obtient donc :
[Mˆ, Dˆ0] =
∑
ij
∑
l
Δije
iQrl
(
δil
(
c†l↑c
†
j↓ + c
†
l↓c
†
j↑
)
+ δjl
(
c†l↑c
†
i↓ + c
†
l↓c
†
i↑
))
(A.54)
=
∑
ij
Δij
(
eiQri
(
c†i↑c
†
j↓ + c
†
i↓c
†
j↑
)
+ eiQrj
(
c†j↑c
†
i↓ + c
†
j↓c
†
i↑
))
(A.55)
=
∑
ij
Δij
(
eiQri
(
c†i↑c
†
j↓ + c
†
i↓c
†
j↑
)
+ eiQrj
(
−c†i↓c†j↑ − c†i↑c†j↓
))
(A.56)
=
∑
ij
Δij
(
eiQri − eiQrj) (c†i↑c†j↓ + c†i↓c†j↑) (A.57)
=
∑
ij
Δije
iQri
(
1− eiQ(rj−ri)) (c†i↑c†j↓ + c†i↓c†j↑) (A.58)
Dans le cas du re´seau carre´, rj − ri est une combinaison des vecteurs axˆ et ayˆ, de
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sorte qu’avec Q = (π
a
, π
a
), on sait que eiQ(rj−ri) = −1. On a donc :
[Mˆ, Dˆ0] = 2
∑
ij
Δije
iQri
(
c†i↑c
†
j↓ + c
†
i↓c
†
j↑
)
(A.59)
= −2iTˆ0 (A.60)
ou` :
Tˆ0 ≡ i
∑
ij
Δije
iQri
(
c†i↑c
†
j↓ + c
†
i↓c
†
j↑
)
(A.61)
Cela permet maintenant de re´e´crire le commutateur (A.41) comme
[Mˆ, Dˆ] = [Mˆ, Dˆ0]− [Mˆ, Dˆ0]† (A.62)
= −2iTˆ0 − (−2iTˆ0)† (A.63)
= −2i
(
Tˆ0 + Tˆ
†
0
)
≡ −2iTˆ (A.64)
[Mˆ, Dˆ] = −2iTˆ (A.65)
Tˆ ≡ i
∑
ij
Δije
iQri
(
c†i↑c
†
j↓ + c
†
i↓c
†
j↑
)
+ c.h (A.66)
A.4 Repre´sentation de lehmann de la fonction de Green
On part de la fonction de Green causale (3.25) ou` on supposera l’invariance dans
le temps de sorte qu’on puisse ﬁxer un temps a` 0 pour simpliﬁer. Les indices a et b
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peuvent eˆtre des positions ou des vecteurs d’onde, c¸a n’a pas d’importance.
iGab(t) ≡ 〈Ω|Tca(0)c†b(t) |Ω〉 (A.67)
= 〈Ω| ca(0)c†b(t) |Ω〉 θ(t)− 〈Ω| c†b(t)ca(0) |Ω〉 θ(−t) (A.68)
= 〈Ω| caeiHˆtc†be−iHˆt |Ω〉 θ(t)− 〈Ω| eiHˆtc†be−iHˆtca |Ω〉 θ(−t) (A.69)
=
∑
n
〈Ω| caeiHˆt |n〉 〈n| c†be−iHˆt |Ω〉 θ(t)
−
∑
m
〈Ω| eiHˆtc†b |m〉 〈m| e−iHˆtca |Ω〉 θ(−t) (A.70)
=
∑
n
〈Ω| caeiEnt |n〉 〈n| c†be−iE0t |Ω〉 θ(t)
−
∑
m
〈Ω| eiE0tc†b |m〉 〈m| e−iEmtca |Ω〉 θ(−t) (A.71)
=
∑
n
〈Ω| ca |n〉 〈n| c†b |Ω〉 ei(En−E0)tθ(t)
−
∑
m
〈Ω| c†b |m〉 〈m| ca |Ω〉 ei(E0−Em)tθ(−t) (A.72)
on prend alors la transforme´e de Fourier
−iGab(ω) =
∑
n
〈Ω| ca |n〉 〈n| c†b |Ω〉
∫ ∞
0
ei(En−E0−ω)t
−
∑
m
〈Ω| c†b |m〉 〈m| ca |Ω〉
∫ 0
−∞
ei(E0−Em−ω)t (A.73)
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on doit ajouter un facteur de convergence pour que l’inte´grale soit de´ﬁnie. Dans la
premie`re t > 0 donc on ajoute ei(iη)t et dans la deuxie`me t < 0 donc on ajoute ei(−iη)t.
On fera tendre implicitement η → 0 pour que l’inte´grale reste inchange´e.
=
∑
n
〈Ω| ca |n〉 〈n| c†b |Ω〉
∫ ∞
0
ei(En−E0−ω+iη)t
−
∑
m
〈Ω| c†b |m〉 〈m| ca |Ω〉
∫ 0
−∞
ei(E0−Em−ω−iη)t (A.74)
=
∑
n
〈Ω| ca |n〉 〈n| c†b |Ω〉
(−i) [ei(En−E0−ω+iη)t]∞
0
En − E0 − ω + iη
−
∑
m
〈Ω| c†b |m〉 〈m| ca |Ω〉
(−i) [ei(E0−Em−ω−iη)t]0−∞
E0 − Em − ω − iη (A.75)
=
∑
n
〈Ω| ca |n〉 〈n| c†b |Ω〉
i
En − E0 − ω + iη
−
∑
m
〈Ω| c†b |m〉 〈m| ca |Ω〉
(−i)
E0 − Em − ω − iη (A.76)
En jouant avec les signes, on a la repre´sentation de Lehmann :
Gab(ω) =
∑
n
〈Ω| ca |n〉 〈n| c†b |Ω〉
ω − (En − E0)− iη +
∑
m
〈Ω| c†b |m〉 〈m| ca |Ω〉
ω + (Em − E0) + iη (A.77)
En plac¸ant judicieusement le de´nominateur, on obtient une version sans sommes :
Gab(ω) = 〈Ω| ca 1
ω − (Hˆ − E0)− iη
c†b |Ω〉+ 〈Ω| c†b
1
ω + (Hˆ − E0) + iη
ca |Ω〉 (A.78)
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A.5 Parame`tres converge´s de tous les calculs
Cette annexe contient toute l’information ne´cessaire pour pousser d’avantage
l’analyse des re´sultats ou encore pour faciliter la reproduction de ceux-ci. Il est
pre´fe´rable de connaˆıtre plus en de´tail les me´thodes et le programme QCM avant de
s’y re´fe´rer.
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Figure A.1 VCA 2x2, NCO, tz re´aliste, relation entre 〈nˆ〉 et μ
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Figure A.2 VCA 2x2, NCO, tz re´aliste, valeurs converge´es pour M1 et D1
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Figure A.3 VCA 2x2, NCO, tz re´aliste, valeurs converge´es pour μ1
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Figure A.4 VCA 2x2, YBCO, tz artiﬁciels, relation entre 〈nˆ〉 et μ
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Figure A.5 VCA 2x2, YBCO, tz artiﬁciels, valeurs converge´es de M1 et D1
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Figure A.6 VCA 2x2, YBCO, tz artiﬁciels, valeurs converge´es pour μ1
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Figure A.7 VCA 4x3, YBCO, tz artiﬁciels, relation entre 〈nˆ〉 et μ
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Figure A.8 VCA 4x3, YBCO, tz artiﬁciels, valeurs converge´es de M1 et D1
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Figure A.9 VCA 4x3, YBCO, tz artiﬁciels, valeurs converge´es pour μ1
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Figure A.10 CDMFT 2x2, YBCO, tz artiﬁciels, relation entre 〈nˆ〉 et μ
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Figure A.11 CDMFT 2x2, YBCO, tz artiﬁciels, parame`tres du bain normal,
utiliser la le´gende de la ﬁgure A.10
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Figure A.12 CDMFT 2x2, YBCO, tz artiﬁciels, parame`tres du bain AF,
utiliser la le´gende de la ﬁgure A.10
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Figure A.13 CDMFT 2x2, YBCO, tz artiﬁciels, parame`tres du bain SC,
utiliser la le´gende de la ﬁgure A.10
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Figure A.14 VCA 2x2, YBCO, phases en coexistence, relation entre 〈nˆ〉 et
μ et parame`tres μ1, M1 et D1 converge´s.
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Figure A.15 VCA 4x3, YBCO, phases en coexistence, relation entre 〈nˆ〉 et
μ et parame`tres μ1, M1 et D1 converge´s.
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Figure A.16 CDMFT 2x2, YBCO, variation de U , parame`tre n
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Figure A.17 CDMFT 2x2, YBCO, variation de U , parame`tre eb1
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Figure A.18 CDMFT 2x2, YBCO, variation de U , parame`tre eb2
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Figure A.19 CDMFT 2x2, YBCO, variation de U , parame`tre tb1
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Figure A.20 CDMFT 2x2, YBCO, variation de U , parame`tre tb2
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Figure A.21 CDMFT 2x2, YBCO, variation de U , parame`tre ebAF 1
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Figure A.22 CDMFT 2x2, YBCO, variation de U , parame`tre ebAF 2
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Figure A.23 CDMFT 2x2, YBCO, variation de U , parame`tre tbAF 1
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Figure A.24 CDMFT 2x2, YBCO, variation de U , parame`tre tbAF 2
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Figure A.25 CDMFT 2x2, YBCO, variation de U , parame`tre ds1
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Figure A.26 CDMFT 2x2, YBCO, variation de U , parame`tre ds2
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Figure A.27 CDMFT 2x2, YBCO, variation de U , parame`tre td1
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Figure A.28 CDMFT 2x2, YBCO, variation de U , parame`tre td2
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Figure A.29 VCA 2x2, YBCO, variation de U , relation 〈nˆ〉-μ et parame`tres
μ1, M1 et D1
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Figure A.30 VCA 4x3, YBCO, variation de U , relation 〈nˆ〉-μ et parame`tres
μ1, M1 et D1
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Figure A.31 CDMFT 2x2, YBCO, sans les ebAF , relation 〈nˆ〉-μ
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Figure A.32 CDMFT 2x2, YBCO, sans les ebAF , parame`tres de bains normaux
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Figure A.33 CDMFT 2x2, YBCO, sans les ebAF , parame`tres tbAF et ds
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