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Summary
This thesis studies the consensus control of a group of agents connected via a dy-
namically changing communication network where the states of the agents lie within
individually-defined constraints. A new algorithm is proposed in Algorithm 3-1 to
solve the average constrained consensus problem when the state variables are scalars.
The proofs of convergence, consensus and convergence rate under appropriate as-
sumptions are provided and they are original. Another algorithm (Algorithm 4-1) is
proposed for the average constrained consensus problem when the state variables are
vectors and the constraints are general closed convex sets. The proofs of convergence
and consensus under appropriate assumptions are provided. The proposed algorithm
for the scalar case is also adapted to solve a real world vehicle to grid (V2G) problem.
Simulation results are provided to verify the application of the proposed algorithm
to the V2G problem.
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A = [aij ] Adjacency matrix of a graph G(V,E)
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This thesis studies the cooperative consensus problem for a multi-agent system op-
erating in a constrained environment. The focus is on algorithmic design for the
discrete time system with undirected time-varying networks. The rest of this chapter
gives an overview of the consensus problem.
1.1 Background
Cooperative control of multi-agent system is a decentralized control scheme. Agents
are connected via a communication network to other agents and each agent follows its
own control law. Collectively, the agents achieve some desirable outcome. The word
”consensus” means ”to reach an agreement regarding a certain quantity of interest
that depends on the state of all agents.”[50] Typically, consensus control refers to the
objective of reaching a common value for the states of all agents.
Since 2003, cooperative consensus problem has attracted much research attention.
One reason for this is its applicability to many interesting practical problems, for
example, rendezvous problems [30][31], synchronization of coupled oscillators [56][51]




Flocking and Swarming Problem:
Flocking and swarming are behaviors exhibited by birds and insects. Similar behaviors
are also found in a school of fish and a herd of sheep. It is a group behavior of animals
and an important research issue in bionics for many decades. Flocking of birds was
first modeled and simulated in 1987 by Craig W. Reynolds [59], followed by other
theoretical studies on flocking and swarming problem [32][42][15][16]. Many different
interpretations are provided, including boids model [59], Couzin model [15], Cucker-
Smale model [16] and several others. Although there are various models, all of them
follows the rules that were defined by Craig W. Reynolds [59][47]:
 Flock Centering: attempt to stay close to nearby flock-mates,
 Collision Avoidance: avoid collisions with nearby flock-mates,
 Velocity Matching: attempt to match velocity with nearby flock-mates.
Supposing there are n birds in the flock flying in an obstacle free environment, the
basic dynamic model for flocking problem for each bird i is
x˙i = vi
v˙i = ui
where xi is the position vector, vi is the velocity and ui is the control input. In order








, which depends on the distance between i and j with k0,k1
and k2 being constants. This model aims to achieve a consensus value of the veloci-




Formation control is a popular research topic in the control of a group of unmanned
autonomous vehicles (UAV). It aims to make UAVs move in formation and has broad
applications in the military. Advantages of a group formation of UAVs are summa-
rized in [14]. Essentially, formation group reduces the total cost while increasing the
robustness and efficiency of the system [67][64][65][61]. According to [48], one of the
main approaches is to use a vector representation of the relative position of the nearby
UAVs and apply a consensus-based controller with an input bias. The problem of
formation control can be formulated as a local optimization problem. Each agent





||xi − xj − rij ||
2, where xi is the
position vector of agent i, rij is the desired relative position between agents i and j
and Ni contains the neighbors of agent i. This objective function can be optimized












The sensor network is another typical multi-agent system that is commonly used in
GPS/INS systems. In these systems, each sensor takes a corrupted measurement of
some unknown parameter with a noise. The sensors are considered as agents con-
nected via the sensor network. The distributed sensor fusion problem is for each agent
to estimate the unknown time-varying parameter with minimal error using local in-
formation exchange. Many approaches used consensus algorithm on this problem, like
Kalman filter [46][49], approximate kalman filter [66], linear least-squares estimator
[80] and semidefinite programming approach [8].
1.2 Literature Review
Before the literature review, the concept of reaching consensus and asymptotic con-
sensus is defined first
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Definition 1.1. In a multi-agent system of n agents, let xi ∈ R
m i = 1, · · · , n be
the state variable of agent i. The system is said to reach consensus if and only if
x1 = x2 = · · · = xn.
Definition 1.2. In the case when the state variables xi(k), i = 1, · · · , n changes with
time k = 1, 2, · · · , the system reaches asymptotic consensus if and only if x1(k) =
· · · = xn(k) as k →∞.
Although consensus problem has a long history that dates back to 1960s [18]
and was first applied in parallel computing [40], it was formulated theoretically and
applied in cooperative control relatively only recently by Jadbabaie et. al[3] and
Olfati-Sabber et. al [60][48]. The difference between the works of [3] and [60] is that
[3] focuses on discrete time system while [60] on continuous time system.
First of all, a basic formulation of unconstrained consensus problem is reviewed.
Basic Formulation
Typically, a graph G(V,E) is used to represent the communication network among
the agents. An adjacency matrix A = [aij ] is defined as aij = 1 when (i, j) ∈ E
and aij = 0 otherwise, which is used to indicate the connections between vertices.
Each agent is a node in the graph and the link is represented by edges. These edges
can be directed or undirected. Undirected graphs are usually used to represent those
networks with bidirectional links while directed graphs represents unidirectional links.
This thesis focuses on undirected graphs and the review in the remaining part of this
chapter is limited to this scope.




aij(xj − xi). (1.2)
where aij denotes the corresponding term in the adjacency matrix A associated with
the graph G(V,E) and in an undirected network aij = aji.
The discrete form of consensus algorithm is for each agent i, at time step k =
16
0, 1, 2, ... to follow




where cij is the nonnegative weight that satisfies
∑
j∈Ni
cij < 1 and aij is the same
as in (1.2). In their work [3][60], basic consensus algorithms in the form of (1.2) and
(1.3) were proposed and the sufficient condition for a static system to reach consensus
was given.
Theorem 1.3. System in the form of (1.2) and (1.3) reaches asymptotic consensus
if the underlying graph is connected.
The above theorem shows that as long as the communication network is connected,
a global agreement can be reached using only local information. This result is later
extended to a general directed graph with a spanning tree [44], [58].
The basic formulations (1.2) and (1.3) assume that the multi-agent system is
homogeneous and each agent is a single integrator. However in some real world appli-
cations, complications of the model are needed. Studies on more complicated model
can be found in [38][17] for heterogeneous system where each agent is assumed to
follow different dynamics and [13] for the case when each agent is a double integrator
system.
Using the framework that is given above, there are several issues that have been
explored by the researchers extensively. The literatures related to this work are
reviewed by classifying them into the following three categories: consensus under
switching topology, average consensus and constrained consensus.
1.2.1 Consensus Under Switching Topology
Consensus under communication disturbance is studied in many literatures. Commu-
nication disturbance occurs quite often in practice. Two most commonly studied types
of disturbance are time delay in communications, see [69, 48, 9, 77, 78, 36, 45, 38, 37]
and switching topology, see [48, 26, 77, 76, 68, 54, 78, 78, 27, 28, 83, 84, 82]. This thesis
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focuses on the effects of switching topology and this section reviews the development
of theoretical analysis for it.
Many real world problems have dynamically changing networks due to the link
failure or creation. This is modeled as a switching topology where the graph G(t)
is assumed to change with time t. In [3], Jadbabaie et. al also gave an important
sufficient condition for the consensus reaching in a system with switching topology.
They consider the system of (1.3) but with aij(k) being a function of time, i.e.,




A multi-agent system with switching topology G(k) is called jointly connected, if
from any time instance t ≥ 0, there exists a finite time τ ≥ 0 such that over the time
period [t, t+ τ ], the union of the graph is connected. Additional details on the jointly
connectedness and union of graphs will be discussed in the subsequent chapters. The
result, given in [3], states that
Theorem 1.4. Let the communication topology of a multi-agent system G(t) be cho-
sen from a finite set of graphs, then the discrete time system with update law (1.3)
achieves consensus if the underlying graph is jointly connected.
The proof of this result depends heavily on the Wolfowitz theorem [75]. Both
Theorem 1.4 and Wolfowitz theorem state that the communication topology must
be chosen from a finite set of graphs. These results are later extended [29] to the
case when the graph lies in a compact set. The result of Theorem 1.4 was further
generalized to a sufficient and necessary condition of an almost sure consensus in [62]
and [63].
Further complications of the consensus under switching networks can be found in
later literatures. For example, in [78], a class of new consensus protocol is proposed
for discrete time multi-agent system that reaches consensus with switching topologies
and bounded time delay under proper assumptions. In [83], the author solves the con-
sensus problem for a second order dynamical system. Reference [17] further considers
18
consensus of heterogeneous agents with both switching topologies and time delay and
gives a sufficient consensus condition in the form of linear matrix inequality.
1.2.2 Average Consensus
The following theorem is shown in [50],
Theorem 1.5. Consider a multi-agent system with undirected network topology G and
its associated consensus algorithm of (1.3). Let G be connected and cijaij = cjiaji,
then the system reaches consensus with consensus value x∞ being the average of the




This type of consensus problem where the consensus value is the average of initial
states is also known as the average consensus property. This property ensures that
the consensus value depends only on the initial states and not on sequence of network
changes. This property is useful in many practical applications, for example, in
economic dispatch problem [81] and others.
The works of [52] and [20] are in the studies of achieving average consensus in
a dynamically changing topology in a constraint-free environment. The author of
[5] gives an algorithm that accelerates the convergence to the average consensus via
local state prediction. In [21], [39], [11] and [22], the average consensus of gossip
algorithms is investigated. Gossip algorithm is a communication protocol where at
each time instance, only one pair of agents is allowed to communicate with each
other. In [12], a surplus method is proposed to solve average consensus problem
in a general directed graph and [81] uses the surplus method to solve an economic
dispatch problem. However, the approach [81] could not handle constraint imposed
on the generators of a smart grid system in a switching topology.
In summary,
 For average consensus, the average of states is a constant and the consensus
value does not depend on the sequence of network changes.




Constrained Consensus is an important research topic in this field. In most practical
applications, the states of agents are restricted to lie in some feasible spaces. For
example, in the formation control, the velocity of each UAV must be subjected to
a maximum power constraint. Constrained consensus studies the conditions that
all agents achieve consensus while satisfying their own constraints. The constrained
consensus protocol is given by,
xi(k + 1) = xi(k) +
n∑
j=1
cijaij(k)(xj(k)− xi(k)), ∀k ∈ Z
+
xi(k) ∈ Xi ∀k ∈ Z
+
Where xi ∈ R
m is an m-dimensional vector, Xi ⊂ R
m is a closed convex set.
There are not many works on the constrained consensus problem so far. One of
the notable works is that by A. Nedic et. al in [4]. In order to guarantee the constraint
satisfaction, [4] introduces a projection operator PX(x) : R
m → X for a convex and




The proposed algorithm solves the constrained consensus problem using the following
update law,
xi(k + 1) = PXi [xi(k) +
n∑
j=1
cijaij(k)(xj(k)− xi(k))]. ∀k ∈ Z
+ (1.5)
The projection method proposed by [4] is depicted in Figure 1-1. The algorithm [4] is
known to achieve consensus and converge ”geometrically” under proper assumptions.
However, although the paper [4] considers an undirected network with symmetric
update law, the projection matrix breaks the symmetry and the average consensus
property is not preserved.
In 2011, U. Lee and M. Mesbahi [35] introduced a logarithm barrier function
20
Figure 1-1: Illustration of projection method for constrained consensus
for constrained consensus in continuous time multi-agent system. They consider a





xi(k) ∈ Xi ∀k ∈ Z
+
where xi ∈ R
m are m-dimensional vectors and aij is the (i, j)-entry of the adjacency
matrix A as in (1.2). Xi := {xi ∈ R
m|f1(xi) ≤ 0, · · · , fp(xi) ≤ 0} is assumed to be
a convex compact set and can be represented by p convex function fk : R
m → R for
k = 1, · · · , p.
In order to satisfy the constraints, [35] introduced a logarithm barrier function to

















and Li,k = inf(fk(xi)). The
function gi(xi) is a logarithm function derived from the constraints and ▽gi(xi) refers
to the partial differentiation of gi(xi) with respect to each element of xi. The first part
of (1.6) is the attractive part which guarantees the consensus while the second part
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is the repulsive part when agent states are close to the boundaries of its respective
constraint.
The work of [35] considers a multi-agent system with an undirected static network.
However the consensus under switching network is unclear. Moreover, similar to [4],
the additional repulsive force introduced to the system breaks the symmetry of the
updating law and the average consensus property cannot be guaranteed.
Some other works on constrained consensus includes Moore et al [43] who studies
the consensus of system when the states of agents are partially constrained and J.Lee
et. al in [34] using a model predictive control (MPC) framework for the constrained
consensus problem when the incremental of states are constrained.
In summary,
 Average consensus is not considered in constrained consensus problem;
 The consensus value depends on the sequence of network changes for all past
algorithms.
1.3 Motivation
The previous section shows that constrained consensus is an important aspect of con-
sensus control and it has not been fully explored. The following table gives a summery
of the results being reviewed in the previous section and shows the motivation of this
thesis.
Problem considered Under switching topology What to do?
Average consensus consensus value is the Can we incorporate
average of initial value the feature of
Constrained consensus consensus value depends average consensus into
on switching sequence constrained consensus?
Table 1.1: Summarize of existing results
From the above table, the consensus value of the existing constrained consensus
protocol depends on the sequence of topology changes which is not desirable in many
applications. This thesis proposes a new algorithm, which uses a new weight as the
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control variable to solve the average constrained consensus problem. The advantage
of the algorithm is that it guarantees constraint satisfaction while achieving average
consensus. This is done by keeping the symmetry of the update law so that the
property of average consensus holds.
1.4 Organization of The Thesis
Chapter 2 gives a review of the necessary mathematical concepts and theories includ-
ing related definitions in graph theory, matrix properties as well as some well known
convex and mathematical analysis result. Chapter 3 introduces a new algorithm that
deals with constrained consensus when the state of each agent is a scalar. Proofs of
convergence and consensus as well as some simulation results are given. Chapter 4
extends the results of Chapter 3 to the case where the state is a multi-dimensional
vector. Several motivational examples are given to show the technical difficulties for
the multi-dimensional case. Chapter 5 applies the proposed algorithm with some
modifications to a V2G problem. A general description of V2G problem and the
motivation of applying the proposed method and its modifications are discussed. Nu-
merical results are then given to justify the proposed method. Chapter 6 concludes




Review of Related Concepts and
Theories
This chapter reviews related mathematical concepts and theories that are used in the
next few chapters. Section 2.1 reviews standard graph theory used in consensus prob-
lem. Matrix analysis and linear algebra related to graph theory are given in Section
2.2 while other results in mathematical analysis and convex analysis are reviewed in
Section 2.3.
2.1 Graph Theory
As this thesis deals with undirected graphs, concepts related to directed graphs are
not considered here.
Standard definitions are given next.
Definition 2.1. A graph G = (V,E) is a mathematical structure consisting of two
sets V and E. The elements of V are called vertices (nodes), and the elements of E
are called edges. Each edge has a set of one or two vertices associated to it, which
are called its endpoints.
Definition 2.2. Adjacent vertices are two vertices that are joined by an edge.
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Definition 2.3. The degree of a vertex v in a graph G, denoted d(v), is the number
of proper edges incident on v.
Definition 2.4. In a graph, a walk from vertex v0 to vertex vn is an alternating
sequence of vertices and edges connecting v0 to vn.
There are two ways of representing a walk
1. As an edge sequence: walk W can be represented by < e1, e2, ..., en >.
2. As a vertex sequence: if walk W occurs in a graph having no multi-edges, then
W can be represented by < v1, ..., vn >.
Definition 2.5. Vertex v is reachable from vertex u if there is a walk from u to v.
Definition 2.6. A graph is connected if for every pair of vertices u and v, there is a
walk from u to v.
Definition 2.7. A path is a walk with no repeated edges and no repeated vertices
(except possible the initial and final vertices).
Although by definition, a path is different from a walk, in this thesis, no difference
is made between them since it is not important to distinguish whether or not a vertex
is repeated.
The concept of a connected graph is quite important in consensus problem, it is
related to consensus reaching of a system. Moreover finding a path from one node to
another is a common way to check connectedness of a graph.
It is important to introduce an operation called union of graph since it is used
extensively in the case when the network topology is changing.
Definition 2.8. The union G = G1∪G2 of graphs G1 and G2 with disjoint point sets
V1 and V2 and edge sets E1 and E2 is the graph with V = V1 ∪ V2 and E = E1 ∪ E2.
Definition 2.9. The adjacency matrix of a graph G, denoted as A(G) = [aij ], is








2.2 Matrix Properties Related to Graphs
This section reviews a few results in linear algebra, especially those related to non-
negative matrices.
2.2.1 Irreducible Matrix and Connected Graph
Definition 2.10. Let A = [aij ], B = [bij ] be n × n matrix, A ≥ (>)B if and only if
aij ≥ (>)bij for all i, j = 1, · · · , n.
Definition 2.11. Let M = [mij ] be an n × r matrix. Then, a matrix M is a non-
negative (positive) matrix if and only if mij ≥ (>)O for all i = 1, · · · , n j = 1, · · · , r,
denoted as M ≥ O(> O) where O is the zero matrix.
Definition 2.12. A permutation matrix is a square matrix which in each row and
each column has one and only one entry unity, all others zero.
Definition 2.13. For n ≥ 2, an n × n complex matrix A is reducible if there exists







where A11 is an r × r sub-matrix and A22 is an (n − r)× (n− r) sub-matrix, where
1 ≤ r < n. If no such permutation matrix exists, then A is irreducible.






0 1 0 1
1 0 1 0
0 1 0 1






0 0 0 1
0 0 1 0
0 1 0 0








1 0 0 0
0 0 0 1
0 0 1 0








0 1 0 0
1 0 0 0
0 0 0 1









where A11, A12 and A22 are corresponding to those in equation (2.2). Whereas A1 is
an irreducible matrix since no such permutation matrix can be found.
The following theorem depicts the relationship between the irreducible matrix and
a connected graph.
Theorem 2.15. A graph G is connected if and only if its adjacency matrix A(G) is
irreducible.





0 1 0 1
1 0 1 0
0 1 0 1






0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0


From Example 2.14, it is known that A1 is irreducible and A2 is reducible. They
are also adjacency matrices of the graphs shown in Figure 2-1. Clearly, the graph
corresponding to A1 is connected while that corresponding to A2 is disconnected.
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(a) Graph of A1 (b) Graph of A2
Figure 2-1: Graph associated to different matrices.
2.2.2 Eigenvalue and Spectral Radius
Eigenvalue is a key concept in linear algebra and it is also closely related to the
consensus problem. The following theorem due to Gerschgorin (1931) gives a way to
determine the location of each eigenvalue.
Theorem 2.17. (Gerschgorin Disk Theorem) Let A = [aij ] be an arbitrary n × n




|aij |, 1 ≤ i ≤ n.
Then, all the eigenvalues λ of Λ lie in the union of the disks given by
{z : |z − aii| ≤ Λi, 1 ≤ i ≤ n}.
The Gerschgorin theorem is used as a basis to prove many theorems related to
eigenvalue problem including Perron-Frobenius theorem in the next paragraphs.
Definition 2.18. Let A = [aij ] be an n × n complex matrix with eigenvalues λi,





is the spectral radius of the matrix A.
Definition 2.19. Let A ≥ O be an irreducible n× n matrix, and let k be the number
of eigenvalues of A of modulus ρ(A), If k = 1, then A is primitive. If k > 1, then A
is cyclic of index k.
The following is the Perron-Frobenius theorem which gives an important eigen-
value result for irreducible matrices.
Theorem 2.20. (Perron-Frobenius Theorem for irreducible matrix) Let A ≥ O be
an irreducible matrix.
1. A has a positive (real) eigenvalue λmax such that all other eigenvalues of A
satisfy
|λ| ≤ λmax.
2. Furthermore λmax has algebraic and geometric multiplicity one, and has an
eigenvector x with x > 0.
3. Any non-negative eigenvector is a multiple of x.
4. More generally, if y ≥ 0, y 6= 0 is a vector and µ is a number such that Ay ≤ µy
then
y > 0, and µ ≥ λmax
with µ = λmax if and only if y is a multiple of x.
5. If 0 ≤ S ≤ A, S 6= A then every eigenvalue σ of S satises
|σ| < λmax.
6. In particular, all the diagonal minors A(i) obtained from A by deleting the i-th
row and column have eigenvalues all of which have absolute value < λmax.
7. If A is primitive, then all other eigenvalues of A satisfy
|λ| < λmax.
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Theorem 2.20 is used extensively in consensus problem. In particular, the property
of a primitive matrix always appears in the theoretical analysis of discrete consensus
problem and it is often the desired type of matrix. The following is a sufficient
condition for a matrix to be primitive.
Theorem 2.21. Let A ≥ O be an irreducible n×n matrix, then A is primitive matrix
if it has positive diagonal elements.
An example is used to illustrate the difference between the primitive matrix and
those matrices that are irreducible but not primitive. The verification of Theorem
2.21 is also given in the following example.
Example 2.22. This example depicts the concept of primitive matrix and the suffi-
















It is clear that both A1 and A2 are irreducible matrices, but the eigenvalue of A1 is
−1, 0, 1. This means that A1 is not primitive but cyclic of index 2 since it has two
eigenvalues of absolute value 1 and it is the spectral radius of matrix A1. By contrast,
A2 has eigenvalues 1, 0.5, 0, Since only one eigenvalue of A2 is 1, A2 is primitive.
Note that both A1 and A2 have a spectral radius 1, and they correspond to the same
connected graph. The only difference is that A2 has positive diagonals which from
Theorem 2.21, A2 is primitive.
A row stochastic matrix is also the type that is of interest in the consensus problem
and it is defined below.
Definition 2.23. A matrix is called row stochastic matrix if its row sum is 1.
The matrices in Example 2.22 are both row stochastic matrices and they are
also nonnegative. Notice the spectral radius for a nonnegative row stochastic matrix
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is always 1 which can be proven from the Perron-Frobenius theorem and it is an
important property in the study of consensus problem.
A nonnegative row stochastic matrix is also known as Markov transition proba-
bility matrix which is also the type of matrix studied in discrete consensus problem.
2.3 Mathematical Analysis and Convex Sets
Besides graph theory and linear algebra, some concepts in mathematical analysis and
the properties of convex sets are also used in this thesis, which is reviewed in this
section.
2.3.1 Convergence of Sequences
Definition 2.24. Let {xn}
∞
n=1 be a sequence of real vectors in Rn. The sequence
xn converges to the limit L (as n approaches infinity), if for every ǫ > 0 there is a
positive integer N such that
||xn − L|| < ǫ ∀n ≥ N.




Definition 2.25. The sequence {xn}
∞
n=1 is bounded if and only if there exsitsM ∈ R
such that
||xn|| ≤M ∀n ∈ Z
+
Theorem 2.26. (BolzanoWeierstrass theorem) Any bounded sequence in Rn has a
convergent subsequence.
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2.3.2 Convex Set and Its Properties
Definition 2.27. A subset C of Rn is called convex if
αx+ (1− α)y ∈ C, ∀x, y ∈ C, ∀α ∈ [0, 1] (2.3)
Definition 2.28. Let X be a nonempty subset of Rn. A convex combination
of elements of X is a vector of the form
∑m
i=1 αixi, where m is a positive integer,
x1, ..., xm belong to X, and α1, ..., αm are scalars such that




Definition 2.29. The convex hull of a set X, denoted as conv(X) is the intersection
of all convex sets containing X. In particular, if X consists of a finite number of
vectors x1, ..., xm, its convex hull is
conv({x1, ..., xm}) = {
m∑
i=1




Definition 2.30. A point v is an extreme point (or a vertex) of a polyhedral set,
H ⊂ Rm, if there exists a non-zero vector q ∈ Rm, ‖q‖ = 1 which depends on v such
that qT (h− v) ≥ β for some β > 0 for all h ∈ H and h 6= v.
2.4 References
In this chapter, the concepts of graph theory are taken and rearranged from [41][25][24].
The definitions and properties of the nonnegative matrices are studied in [70] and the
standard results of mathematical analysis are from [6][23]. More details of convex




Consensus Control on System with
Constraint - The Scalar Case
3.1 Introduction
This chapter deals with decentralized consensus problem in the presence of state
constraints and switching networks when the state variables are scalars. Most of
the consensus literature [44, 55, 48, 3, 63, 57, 79, 34] is for constraint-free systems
with the exception of [4, 35, 43]. The original work of [4] relies on the projection
operation to satisfy the state constraints. However, the consensus value is dependent
on the sequence of network switching. Other approaches [35, 43] introduce additional
inputs via barrier functions or repulsive forces for constraint satisfaction for which
the convergence to a consensus value is unclear. This chapter proposes an algorithm
which, under appropriate assumptions, achieves a consensus value that depends only
on the initial values of the states. Prior works on switch-independent consensus value
have also appeared [12] but are restricted to constraint-free system and static network.
The results herein are based on proofs that are original to the best of the authors’
knowledge and could be of independent interest. While possible, the use of past works
for proving partial results is avoided. In particular, it may be possible to achieve part
of the results by extending the work of [44] to deal with the technical issues when the
edge weights become zero over finite length of time. Instead, the proofs provided are
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self-contained and show convergence/consensus results under the stated assumptions
for cases where the edge weights become zero over finite length of time and indefinitely.
The notation used is standard. The sets of non-negative integers and real numbers
are denoted by Z+ and R respectively with Zn := {1, 2, · · · , n}. The n-vector x has
its i-th element denoted by xi. intS and |S| are the interior and cardinality of the
set S. A matrix M ∈ Rn×m is also referred to as [mij ]. Vector and matrix norms are
indicated by ‖ · ‖p where p = 1, 2,∞.
3.2 Preliminary and Problem Formulation
Consider the typical consensus problem with n agents where xi(k) ∈ R is the state of
the i-th agent at the k instant. The constraint on xi(k) is given by Xi = {x|x¯i ≥ x ≥
xi} ⊂ R where x¯i, xi are respectively its upper and lower bounds. The intersection of
the feasible domain is X =
⋂n
i=1Xi. The network is represented as a graph, G(V,E),
with vertex set V and edge set E. The associated adjacency matrix is A = [aij ]
where aij = 1 if (i, j) ∈ E, aij = 0 otherwise and aii = 0 for all i. As only undirected
graphs without communication delay are considered, A is symmetric. The neighbors
of agent i is Ni(k) = {j|aij(k) = 1} with d¯i = maxk |Ni(k)| and d¯m := maxi∈Zn d¯i
being the maximal degree of agent i and the network respectively. The difference
in states of agents j and i is δji(k) := xj(k) − xi(k). Ni(k) is further divided into
N+i (k) = {j ∈ Ni(k)|δji(k) > 0} and N
−
i (k) = {j ∈ Ni(k)|δji(k) < 0}. The problem
considered hereafter is




xi(k) ∈ Xi ∀k ∈ Z
+ and ∀ i ∈ Zn (3.2)
where aij(k) refers to an edge determined by the true communication system and
cij(k) refers to the user-defined weight associated with aij(k). Suppose cij(k) for all
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i, j = 1, · · · , n satisfies the conditions
n∑
j=1
cij(k) < 1, cij(k) ≥ 0 ∀k ∈ Z
+ (3.3)
and let




Equation (3.1) can be rearranged as




With (3.3) and the definition of fij, it follows that fij(k) ≥ 0, fii(k) > 0 and∑n
j=1 fij(k) = 1. These conditions show that F (k) := [fij(k)] is a row-stochastic,
non-negative matrix with positive diagonal elements and has a spectral radius of value
less than or equal to 1 [70]. Also, F (k) can be seen as the derived adjacency matrix
of the network at time k following (3.5). For a static connected network without
constraints, F has only one eigenvalue with unit magnitude and x achieve consensus
asymptotically. This result is not necessarily true in the presence of constraints.
To enforce (3.2), additional information exchange is needed. For this purpose,
it is assumed that x¯i, xi are known to agent i and are broadcasted to its neighbors
together with xi(k). All results hereafter assume a time-varying network.
3.3 The Update Law and Its Properties
This section begins with the assumptions needed:
(A3-1) upper bounds of d¯i and d¯m, denoted by di and dm respectively, are known;
(A3-2) xi(0) ∈ Xi.
Assumption (A3-1) is mild since any upper bound of d¯i and d¯m suffice and a
convenient choice is di = dm = n−1. Assumption (A3-2) is needed because constraint
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(Algorithm 3-1)Action to be taken by agent i at each instant k
(1) Broadcast the triplet {xi(k), x¯i, xi} to and receive {xj(k), x¯j, xj} from all j ∈
Ni(k).
(2) Compute the following intermediate variables for i and each j ∈ Ni(k):
ui(k) = x¯i − xi(k), ℓi(k) = xi(k)− xi, (3.6a)
uj(k) = x¯j − xj(k), ℓj(k) = xj(k)− xj, (3.6b)
δji(k) = xj(k)− xi(k) ∀j ∈ Ni(k) (3.6c)

















} if δji < 0;
rm if δji = 0.
(3.7)
(3) The value of xi(k + 1) is updated according to (3.1) using the values of cij(k)
above.
The quantity, cij(k)δji(k) plays an important role in the convergence of the states





rmmin{δji(k), ui(k), ℓj(k)} if δji > 0;
−rmmin{−δji(k), ℓi(k), uj(k)} if δji < 0;
rmδji(k) if δji = 0.
(3.8)
Its properties as well as those of the network are stated in the following lemma whose
proof is given in the Appendix 3.A.
Theorem 3.1. The system of (3.1) with cij(k), j ∈ Ni(k) ∀i ∈ Zn updated according
to (3.7) with (A3-1)-(A3-2) being satisfied has the following properties: (i) cij(k) =
cji(k) for all k ∈ Z
+; (ii) cij(k) ≥ 0,
∑
j∈Ni(k)




i=1 xi(0) ∀k ∈ Z
+; (iv) cij(k)δji(k) ≤ rmui(k) if δji(k) > 0 and
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cij(k)δji(k) ≥ −rmℓi(k) if δji(k) < 0; (v) xi(k) ∈ Xi ∀k ∈ Z
+ and ∀i ∈ Zn; (vi) The
sequence {x(k)} has at least one converging subsequence; (vii) xmin(k + 1) ≥ xmin(k)
where xmin(k) := mini∈Zn{xi(k)}.
Property (i) shows that F (k) of (3.5) keeps its symmetric structure for all k.
Together with properties (ii), they show that (3.3) is satisfied and F (k) preserves its
properties as a row-stochastic, non-negative matrix with positive diagonal elements
for all k. Property (iii) shows the average values of xi(k) remains a constant while
property (v) shows the satisfaction of the constraints. Properties (iv), (vi) and (vii)
are intermediate results needed for the development hereafter.
3.4 Convergence
This section shows the convergence of the states of the agents under a time-varying
network using the update law of (3.7). The basic idea is to show that any subsequence
generated by the system converges to the same limit. Several additional notations are
needed. From property (v) of Theorem 3.1, the existence of a converging subsequence
is guaranteed. Without loss of generality (see Remark 3.4), let there be two converging





+ → Z+ is the index of the first
subsequence and is a mapping from p = 0, 1, · · · to the time index. The same is true




a := (xa1, x
a







b := (xb1, x
b




The corresponding sets of time instants of the subsequences are
Ka = {k ∈ Z+ : sap = k for some p ∈ Z
+}, (3.9)
Kb = {k ∈ Z+ : sbp = k for some p ∈ Z
+}. (3.10)


















i − 2ǫ ∀p > pˆ.
Proof. (i) By definition, {x(sap)} being a converging subsequence implies
||x(sap)− x
a||∞ < ǫ ∀p ≥ pˆ. (3.11)
The stated result follows directly from definition of Cauchy sequence.



























Theorem 3.3. Let assumptions (A3-1)-(A3-2) be satisfied. Suppose system (3.1)









b, then xa = xb.
Proof: See Appendix 3.A.
Remark 3.4. The proof (in Appendix 3.A) of the above can be generalized to the case
when more than 2 subsequences exist in {x(k)}: let Ka be as defined and Kb be the
index set containing all other subsequences, each having a different limit point. In
that case, sbp + 1 /∈ K
a implies sbp + 1 ∈ K
b and, using the same argument, leads to
sbp + τ ∈ K
b for all τ ∈ Z+, violating the fact that {sap} is a converging subsequence.
3.5 Consensus of States
Theorem 3.3 shows that system (3.1) with update law (3.7) converges under assump-
tions (A3-1) and (A3-2). Denote the converged values of xi by x
∞
i := limk→∞ xi(k), i ∈
Zn and define
I¯ := {i|x∞i = x¯i}, I := {i|x
∞
i = xi}, I := {i|xi < x
∞
i < x¯i} (3.12)
with I¯∪I∪I = Zn. This section shows consensus among the agents under appropriate
assumptions. To this end, additional notations and definitions associated with a time-
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varying network are needed. Given k1, k2 with k2 > k1 ≥ 0, the unions of edges and
graphs are Ek2k1 := ∪
k2
k=k1
E(k) andGk2k1 := G(V,E
k2
k1
), respectively. The edge set defined
here is that associated with the adjacency matrix A(k) and not the derived adjacent
matrix F (k). This distinction is needed as it is possible that limk→∞cij(k) = 0 for
some (i, j), leading to limk→∞ fij(k) = 0 even though aij(k) = 1.
Definition 3.5. A graph G is said to be jointly connected if for any k ≥ 0, there
exist a τ , ∞ > τ > 0 such that Gk+τk is connected.
Definition 3.6. A node, j, is said to be a persistent neighbor (PN) of node i and
vice versa if for any k ≥ 0, there exist a τ , ∞ > τ > 0 such that (i, j) ∈ Ek+τk . The
collection of all persistent neighbors of i is denoted as Npi .
Definition 3.7. A pair of nodes (i, j) is said to be a persistent edge if j ∈ Npi or
i ∈ Npj .
Definition 3.8. A persistent path between nodes i and j is a sequence of persistent
edges.
With the above definitions, additional assumptions are needed to achieve consen-
sus of the network. These are




i=1 xi(0) ∈ X ;
(A3-5) The network G (with adjacency matrix A(k)) is jointly connected ∀k ∈ Z+.
Clearly, (A3-3) eliminates unrealistic networks, it also implies that the sets I¯, I
and I are mutually exclusive in that I¯ ∩I = I∩I = I¯ ∩I = ∅. The condition of (A3-
4) may be hard to check in a large network having all different agents. However, when
the agents belong to a limited number of classes such that X is computable, (A3-4)
can be satisfied by enforcing xi(0) ∈ X . (A3-5) is a standard relaxed requirement
for connectedness of the graph. The following lemma shows the relationship between
(A3-5) and persistent paths.
Lemma 3.9. If (A3-5) holds, a persistent path exists between any pair of (i, j) ∈
V × V .
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Proof. Suppose there exists a pair (i, j) ∈ V ×V such that there is no persistent path
between them. This means that i and j are disconnected or are connected through
some paths for a finite number of times. Let kˆ be the largest time such that i and j are
connected. Hence, the union of the graph is disconnected after kˆ which contradicts
jointly connectedness of G.
Lemma 3.10. Suppose system (3.1) with update law (3.7) satisfy assumptions (A3-
1)-(A3-3) and j ∈ Npi . The following properties hold:
(i) limk→∞ cij(k) = 0 if limk→∞ δji(k) 6= 0;
(ii) limk→∞ cij(k) = rm and limk→∞ δji(k) = 0 if i ∈ I and j ∈ I;
(iii) x∞i ≤ x
∞




j if i ∈ I, j /∈ I.
Proof: See Appendix 3.A. In the case described by (iii) above, limk→∞ cij(k)
depends on values of xi(k), xj(k) and the network sequence. It is possible that for
some choices, limk→∞ cij(k) = 0. In that case, F (k) becomes disconnected even when
A(k) is jointly connected, see example in section 3.7.
The following lemma shows additional properties of the three sets of (3.12) under
(A3-5).
Lemma 3.11. Suppose (A3-1)-(A3-3) and (A3-5) are satisfied. The sets I¯, I and I
defined by (3.12) satisfy the following:
(i) if I = ∅ and I¯ 6= ∅, then mini∈I¯ x
∞
i = mini∈Zn x
∞
i . If I¯ = ∅ and I 6= ∅, then
maxi∈I x
∞
i = maxi∈Zn x
∞
i ;
(ii) if both I 6= ∅ and I¯ 6= ∅, then mini∈I¯ x
∞
i ≤ maxi∈I x
∞
i .
Proof: See Appendix 3.A.
The main result of this section is now given.





all i ∈ Zn.
Proof: See Appendix 3.A.
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3.5.1 The special case of X1 = X2 = · · · = Xn
The results for this special case are summarized in the following theorem.
Theorem 3.13. Suppose (A3-1), (A3-2) and (A3-5) are satisfied and X1 = X2 =







i=1 xi(0) for all i, j ∈ Zn; (ii) cij(k) = rm ∀k ∈ Z
+, ∀j ∈ Npi and ∀i ∈ Zn.
Proof. (i) Since assumption (A3-2) is satisfied, x1 ≤ xi(0) ≤ x¯1 for all i ∈ Zn. This




i=1 xi(0) ≤ maxi∈Zn xi(0) ≤ x¯1 and hence (A3-
4) holds. If intXi = ∅ or Xi = {xˆ}, then the above inequality and (A3-2) implies
that xi(k) = xˆ for all k ∈ Z
+ and for all i ∈ Zn and consensus is reached. Suppose
intXi 6= ∅ for all i ∈ Zn. This and X = X1 6= ∅ shows that (A3-3) is satisfied, so
consensus is reached by Theorem 3.12.
(ii) Without loss of generality, suppose δji(k) > 0 for any k ∈ Z
+. Since Xi = Xj ,
xj(k) ≤ x¯i and xi(k) ≥ xj. From definitions (3.6c), (3.6a) and (3.6b), δji(k) ≤ ui(k)






} = rm following
(3.7). A similar argument holds for δji(k) < 0.
Theorem 3.13 shows that cij(k) = rm is a constant when X1 = X2 = · · · = Xn.
Such a setting corresponds to a special case of the standard unconstrained consensus
algorithm and recovers all the associated properties.
3.5.2 The special case of xi ∈ Rm and Xi is a box constraint
The algorithm stated by (3.6) and (3.7) is for the case where xi is a scalar and Xi is
a line segment. It can be extended to the vector case where xi ∈ R
m for some integer
m > 1 and Xi is a box constraint of the form {x ∈ R
m : x¯p ≤ xp ≤ xp, p = 1, · · · , m}.
In that case, equations (3.6) and (3.7) are to be implemented componentwise. It is
also easy to see that convergence and consensus of the system follow from those of
Theorems 3.3 and 3.12 since each component of x can be seen as a system of scalar
variables similar to those described by (3.1) - (3.2). Let xi ∈ R
m be the state of






i (k) Consider the
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following multi-dimensional system







ji(k) ∀ p ∈ Zm (3.13)
xi(k) ∈ Xi ∀k ∈ Z
+ and ∀ i ∈ Zn (3.14)
where cpij(k) is a user defined weight for the pth dimension of the state. The following
theorem can be derived from Theorems 3.3 and 3.12.
Theorem 3.14. Suppose system (3.13)-(3.14) satisfies (A3-1)-(A3-5) and Xi :=
{xi ∈ R




i , p = 1, · · · , m} is in the form of a box constraint. Applying
update law (3.7) for cpij(k) preserves all the consensus properties as in the scalar case.













for all i ∈ Zn and that completes the proof.
Note that this is a special multi-dimensional case where the constraints are in-
dependent from one dimension to another. Therefore, each dimension of the state
variable can be treated as a scalar. General convex constraints will be discussed in
Chapter 4.
3.5.3 The special case when (A3-4) is not satisfied
If all assumptions except (A3-4) are satisfied, the algorithm converges but may not
achieve consensus. In that case, property (ii) of Lemma 3.10 shows that there must
be some agents that converge to their boundaries. This fact, together with property
(iii) of Lemma 3.10, can be exploited to re-initialize the states of agents to ensure
consensus. The idea is to let the system run until the states converge (by some
appropriate measure), then for each agent:
(a) Check if there is one or more j ∈ Ni(k) such that xj(k) = x¯j and xl(k) ≥ x¯j for
all l ∈ Ni(k)
⋃
{i}\{j}. If so, update xi(k + 1) = x¯j . Else
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(b) Check if there is one or more j ∈ Ni(k) such that xj(k) = xj and xl(k) ≤ xj for
all l ∈ Ni(k)
⋃
{i}\{j}. If so, update xi(k + 1) = xj .
The system is allowed to run again after the above re-initialization process. It is








i=1 xi(0) > x¯ where X = [x, x¯].
3.6 Convergence Rate
This section deals with the convergence rate of the proposed algorithm under a static
and fully connected network configuration. There are several definitions of conver-








and R := max
i∈Zn
Ri.
In this thesis, it is assumed that Ri exists for all i ∈ Zn under a fully connected
network.
In order to establish the convergence rate, a few intermediate results for a single
agent under various conditions are needed. These are collected in the following lemma.
Lemma 3.15. Suppose system (3.1) with update law (3.7) satisfying assumptions
(A3-1)-(A3-3), the network is fixed and connected, the following are true for all k ∈
Z
+:
(i) Suppose Ri < Rj for a pair of i, j ∈ Zn, then for any 0 < α < 1, there exists
a kˆ such that |xi(k)− x
∞
i | < α|xj(k)− x
∞
j | for all k ≥ kˆ;
(ii) Let i ∈ I¯ and γ(k) := |
∑
j∈N−i (k)
cij(k)δji(k)| and suppose xj(k) ≥ x¯i for at
least one j ∈ Ni(k), then
|xi(k+1)−x∞i |
|xi(k)−x∞i |
≤ 1 − rm +
γ(k)
|xi(k)−x∞i |












Proof: See Appendix 3.A.
In a fully connected network, each agent is directly connected to all the other
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agents in the network. There are several properties that is special in the fully con-
nected network and they are summarized in the following lemma.
Lemma 3.16. Suppose system (3.1) with update law (3.7) satisfying assumptions
(A3-1)-(A3-3) and the network is fully connected, then:
(i) For any i, j ∈ I, x∞i = x
∞
j ;





(iii) I¯ 6= ∅ and I 6= ∅ cannot be true at the same time;
(iv) if i ∈ I¯ and x∞j = x
∞
i , then there exists kˆ ≥ 0 such that ∀k ≥ kˆ, (xi(k) −




i , then there exists kˆ ≥ 0 such that
∀k ≥ kˆ, (xi(k)− xj(k))(xi(kˆ)− xj(kˆ)) ≥ 0;
(v) if i ∈ I¯ and x∞j = x
∞




i , then Rj ≤ Ri;
(vi) if i ∈ I¯ and x∞j = x
∞
i , then there exists kˆ ≥ 0 such that ∀k ≥ kˆ, cij(k) > 0;
if i ∈ I and x∞j = x
∞
i , then there exists kˆ ≥ 0 such that ∀k ≥ kˆ, cij(k) > 0.
Proof: See Appendix 3.A.
With Lemmas 3.15 and 3.16, the main result on convergence rate of the proposed
algorithm under a fully connected network can be stated.
Theorem 3.17. Suppose system (3.1) with update law (3.7) satisfying assumptions
(A3-1)-(A3-3) and the network is fully connected, then R < 1.
Proof: See Appendix 3.A.
3.7 Discussion and Examples
Numerical simulations of the proposed algorithm on several examples are given in
this section.
Example I: This is a system of 4 agents with constraints: X1 = [1, 5], X2 = [2, 6],
X3 = [3, 7] and X4 = [4, 8] with dm = 2. The network switches alternatively between
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0 0 1 0
0 0 1 1
1 1 0 0






0 1 0 0
1 0 1 0
0 1 0 1




starting with A1. The intersection of the constraint sets is X = ∩
4
i=1Xi = [4, 5] 6= ∅.
Consider the case where x(0) = (3.0, 6.0, 6.0, 4.0), a choice that satisfy all assumptions
with xave(0) = 4.75. Figures 3-1(a) and 3-1(b) show the time evolutions of xi and cij
for all (i, j), i 6= j except c14 since a14 = a41 = 0 in both A1 and A2. From 3-1(a),
that the consensus value, x∞, is 4.75 ∈ intX and the average property holds for all
time can be easily seen. In addition, I¯ = I = ∅ and |I| = 4. This fact together with
limk→∞ δji(k) = 0 imply that limk→∞ cij(k) = rm =
1
3
for all (i, j) pairs according to
property (ii) of Lemma 3.10 and this is shown in Figure 3-1(b). Figure 3-1(c) shows






around 0.37 as k →∞, indicating that {xi} converges geometrically.

















(a) Plots of xi(k) against k
k












(b) Plots of cij(k) against k















(c) Plots of Ri(k) against k
Figure 3-1: Plots of xi(k), cij(k) and Ri(k) versus k for Example I.
Consider the same example but with x(0) = (5.0, 5.5, 5.5, 4.0). This choice of x(0)
results in xave(0) = 5.0 which lies in the boundary set of X . Again, all assumptions
are satisfied with xi(k) and some of the cij(k) shown in Figure 3-2. As stated by
Theorem 2 and shown in Figure 3-2(a), the network reaches consensus with x∞ = 5.




. This implies that the graph (with edge set derived from F (k)) is not jointly
connected. Note that this does not violate (A5) since the original graph (with edge
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set derived from A(k)) is jointly connected.














(a) Plots of xi(k) against k
















(b) Plots of cij(k) against k
Figure 3-2: Plots of xi(k) and cij(k) versus k for Example 1.
It is interesting to compare the above consensus value with those in the litera-
ture. Using the method of [4] with x(0) = (5.0, 5.5, 5.5, 4.0), the consensus value
is 4.9570 when the network switches is that given above. When the sequence is
{A1A1A2A2A1A1A2A2 · · · }, the consensus value becomes 4.9419. As mentioned be-
fore, the proposed algorithm yields the same consensus value of 5.0 for both cases.
Example II: This example is used to discuss the convergence rate. Consider a
system of 4 agents with constraints: X1 = [1, 5], X2 = [2, 10], X3 = [2, 10], X4 =
[1, 5], X = ∩4i=1Xi = [2, 5] 6= ∅. Now the network is full connected which means the




0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0


Consider the case where x(0) = (5.0, 10.0, 3.0, 1.0), a choice that satisfy all assump-
tions with xave(0) = 4.75. The result is shown in Figure 3.7. The plot at top shows
that the system reach consensus at the time around k = 5 and the plot at bottom
shows that Ri(k) for all i = 1, 2, 3, 4 converge to some value that is less than 1 as
shown in Theorem 3.17. Suppose some of the connections in the network are lost, the
convergence rate will become slower, as shown in Figure 3.7. The first plot is xi(k)
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Figure 3-3: Plots of xi(k) and Ri(k) versus k for Example II.


















Figure 3-4: Plots of xi(k) versus k in different network for Example II.




0 1 1 0
1 0 1 1
1 1 0 1
0 1 1 0








0 1 0 0
1 0 0 1
0 0 0 1
0 1 1 0


where agent 3 is also disconnected from agents 1 and 2. From Figure 3.7, one may
see that the further a network is from the state of being fully connected, the slower
it converges.
Example III: An example of 40 agents has also been tested. The constraints are
from 4 ranges: Xi = [3.5, 5.5] for i = 1, · · · , 10; Xi = [4.0, 6.0] for i = 11, · · · , 20;
Xi = [4.5, 6.5] for i = 21, · · · , 30 and Xi = [5.0, 7.0] for i = 31, · · · , 40 with X =
[5, 5.5]. The system starts with the initial values
x(0) =[(3.6, 3.8, · · · , 5.4), (4.1, 4.3, · · · , 5.9),
(4.6, 4.8, · · · , 6.4), (5.1, 5.3, · · · , 6.9)].
Clearly, xavg(0) = 5.25 ∈ X and the same network switching is used but with A1 =
[aij ] being a symmetric tri-diagonal matrix with zero diagonal elements and ai,i+1 =
ai+1,i = 1 when i is odd and 0 otherwise; while A2 is all zeros except ai,i+1 = ai+1,i = 1
when i is even and 0 otherwise and a1,40 = a40,1 = 1. The time evolutions of xi(k) for
i = 5, 15, 25, 35 and xave(k) are shown in Figure 3-5 with x
∞ = 5.25.
Example IV: The last example is one taken from [35]. Five homogeneous unicycles
moving at constant unit speed are described by their orientation variables θi, i ∈
Z5 and positional vectors re
jθi. These variables are related by the state equations:
r˙i = e






















































Figure 3-5: Plots of xi(k) against k for i = 5, 15, 25, 35
e4 = (0, 0, 0, 1)
T , e1 = (1, 0, 0, 0)




0 0 1 0
0 0 1 1
1 1 0 0






0 1 0 0
1 0 1 0
0 1 0 1
0 0 1 0


The time evolutions of θi and rie








π) are shown in Figure
3-6. Clearly, θi reaches consensus for all i and all unicycles move along the same
direction. In this example, the constraint of each state variable is in the form of
Xi = {x ∈ R
m : x¯p ≤ xp ≤ xp, p = 1, · · · , m}, even though the state variable is a
vector, the proposed algorithm is still applicable as stated in Theorem 3.14.
3.8 Conclusions
This chapter describes a new distributed algorithm for the consensus control of a
group of agents whose scalar states are to lie within individually-defined constraints.
It uses the edge weights of the network as the working variables to enforce the sat-
isfaction of the constraints. The proofs of convergence and consensus of the states
51

















(a) Plots of θi against k
















(b) State Trajectories of the agents (xi = ricosθi
and yi = risinθi for all i ∈ Z5).
Figure 3-6: Depiction of the θi and the state trajectories for the 5 unicycles example.
under reasonable assumptions are given. When the assumptions hold, the proposed
algorithm converges to the consensus value independent of the switching sequences
and preserves the average property of the network, just like the constrained-free al-
gorithm. In addition, when the constraints of all agents are the same, the proposed
algorithm becomes the standard consensus algorithm without constraint and recovers




3.A Proof of Theorems and Lemmas
Proof of Theorem 3.1
Proof. (i) The result holds due to the symmetric nature of the update laws of cij(k)
and cji(k) and that δij(k) = −δji(k).
(ii) cij(k) ≥ 0 because ui(k), ℓi(k), uj(k) and ℓj(k) are all non-negative in (3.7).










(iii) Properties (i), (ii), the symmetry of A(k), and definition of fij(k) imply that
F (k) of (3.5) is symmetric and row-stochastic for all k. This means that 1 is the left
eigenvector of F (k) and
∑n
i=1 xi(k) = 1
TF (k − 1) · · ·F (0)x(0) =
∑n
i=1 xi(0).
(iv) From (3.7), cij(k)δji(k) ≤ rm
ui(k)
|δji(k)|
δji(k) ≤ rmui(k) if δji(k) > 0. Similarly,
δji(k) < 0, cij(k)δji(k) ≥ −rmℓi(k) if δji(k) < 0.
(v) Given xi(0) ∈ Xi from (A3-2). Equation (3.1) shows that xi(1) = xi(0) +∑
j∈Ni(0)
cij(0)δji(0) ≤ xi(0) +
∑
j∈N+i (0)
cij(0)δji(0) ≤ xi(0) + rmdiui(0) ≤ xi(0) +
x¯i − xi(0) = x¯i where the second inequality follows from property (iv) and the third
inequality follows from the fact that rmdi < 1 and definition of ui with equality
holding when ui(0) = 0 or |N
+
i (0)| = 0. Similar argument leads to xi(1) ≥ xi. Hence,
xi(1) ∈ Xi. Repeating the above shows that this property holds for all k ≥ 0.
(vi) From property (v), the infinite sequence {x(k)} lies in the compact set of
X1 × X2 × · · · × Xn. Hence, it has at least one converging subsequence following
Weierstrass theorem [6].
53




j=1 fij(k)xmin(k) = xmin(k) for any i since∑n
j=1 fij(k) = 1. Hence, xmin(k + 1) ≥ xmin(k).
Proof of Theorem 3.3
Proof. The proof is by induction. Since sap and s
b
p are the indices of the converging
subsequences, there exist indices p1 and p2 s.t. s
a
p1
+ τ ∈ Ka
⋃
Kb and sap2 + τ ∈
Ka
⋃

















i < ǫ, ∀i ∈ Zn and ∀ p > p4. (3.17)
Let p¯ = max{p1, p2, p3, p4}. Hereafter, all references of the index p is for the case
where p ≥ p¯ unless otherwise stated. Without loss of generality, assume
xa1 ≤ x
a
2 ≤ ... ≤ x
a
n (3.18)
and let xbmin = mini∈Zn{x
b
i}. Note that no ordering is assumed for x
b and xbmin can
correspond to any xbi .
It is now shown by induction that xai = x
b
i for all i ∈ Zn and that there exist
















for all p ≥ p¯.
Induction base: prove by contradiction that xa1 = x
b
1. It can be shown (in Ap-





p + 1)− x
a
1 > ǫ (3.20)
Hence, sbp+1 /∈ K
a which implies that sbp+1 ∈ K
b since only two subsequences exist
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and p ≥ p¯. In addition, sbp+1 = s
b
p+1 by definition. Repeating the above implies that
sbp+ τ ∈ K
b for all τ ∈ Z+ which implies {x(sap)} is not a converging subsequence and
contradicts the assumption. Therefore xa1 = x
b
1.
From the fact that xa1 = x
b
















Then induction base is then established for the case of i = 1 for (3.19).
Induction hypothesis on r: Assume that the following 3 conditions hold for all i <












p)| < C2ǫ, ∀j ∈ Ni(s
b
p)




i the following holds
















p)| < 2ǫ, for all i < r
(3.22)
Induction step: xar = x
b
r is proved by contradiction. It can be shown (See Appendix





p + 1)− x
a
r > ǫ (3.23)
Using the same argument as the paragraph following (3.20) for the base case, the
above leads to a contradiction that {x(sap)} is not a subsequence and hence proves
that xar = x
b
















The induction step is done and it completes the proof.
Proof for Lemma 3.10
Proof. (i) Note that δji(k) converges since limk→∞ δji(k) = limk→∞ xj(k)−limk→∞ xi(k)
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and xi(k) converges (from Theorem 3.3). In addition, the induction step on inequality
(3.24) of Theorem 3.3 shows that for any ǫ > 0, there exists a kˆ, such that ∀k > kˆ,
|cij(k)δji(k)| < ǫ ∀j ∈ Ni(k). Let sp : Z
+ → Z+ be a mapping from p = 0, 1, · · · to
the time index and pˆ > 0 be the smallest integer such that spˆ ≥ kˆ. Since j ∈ N
p
i , there
exists a subsequence {sp} such that limp→∞ |cij(sp)δji(sp)| = limp→∞ cij(sp)|δji(sp)| =
0 ∀j ∈ Ni(sp) and ∀p > pˆ. Since δji(k) converges and cij(k) is only updated when
j ∈ Ni(k) using (3.7), the above is equivalent to
lim
k→∞
cij(k)|δji(k)| = 0 ∀j ∈ N
p
i . (3.25)
which implies that limk→∞ cji(k) = 0 if limk→∞ δji(k) 6= 0.
(ii) Since i ∈ I means that x∞i ∈ intXi which, from (3.6a) and (3.6b), implies
that ui(k) > 0, ℓi(k) > 0, uj(k) > 0 and ℓj(k) > 0 for sufficiently large k ∈ Z
+ and for
any ℓj(k) for j ∈ I. Equivalently, this means that there exists an η > 0 and kˆ, such
that ui(k) ≥ η,ℓi(k) ≥ η, uj(k) ≥ η, ℓj(k) ≥ η, ∀k > kˆ. Using this fact and (3.7), it
follows that
rm ≥ cij(k) ≥ rmmin{1,
η
|δji(k)|
} > 0, ∀k > kˆ, ∀j ∈ Npi . (3.26)
The above shows cij(k) > 0, which together with (3.25), implies that limk→∞ δji(k) =
0, ∀j ∈ Npi . This implies that limk→∞ rmmin{1,
η
|δji(k)|
} = rm. Taking the limit
as k → ∞ on both sides of (3.26) leads to rm ≥ limk→∞ cij(k) ≥ rm, ∀j ∈ N
p
i or
limk→∞ cij(k) = rm ∀j ∈ N
p
i .
(iii) Since (i, j) is such that j ∈ Npi , i ∈ I¯ and j /∈ I¯, this means that x
∞
i = x¯i
and x∞j 6= x¯j . This, together with the fact that intXi 6= ∅ ∀i ∈ Zn from (A3-3),





alently limk→∞ δji(k) > 0), it follows from (i) of Lemma 3.10 that limk→∞ cij(k) =












} > 0 where the last strict inequality follows
from the fact that limk→∞ uj(k) > 0 and limk→∞ ℓi(k) > 0. This result contradicts
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limk→∞ cij(k) = 0 deduced from (i) of Lemma 3.10. Hence,
x∞i ≤ x
∞
j if j ∈ N
p
i , i ∈ I¯, and j /∈ I¯. (3.27)
A similar argument can be used to show that x∞i ≥ x
∞
j if j ∈ N
p
i , i ∈ I, and
j /∈ I.
Proof for Lemma 3.11






i , all the other agents must have a persistent path from agent l0 from (A3-
5). For any agent lm 6= l0, either lm ∈ I¯ or lm ∈ I since I = ∅.
Case I: If lm ∈ I¯, x
∞
lm
≥ x∞l0 from the choice of l0; Case II: If lm ∈ I, consider a
persistent path from l0 to lm in the form of (l0, l1), (l1, l2), · · · , (lm−1, lm). Since l0 ∈ I¯
and lm ∈ I, there must exist an integer i ∈ [1, m] such that the persistent edge (li−1, li)
has li−1 ∈ I¯, li ∈ I and (lk−1, lk) ∈ I × I for all k such that m ≥ k > i. Applying (ii)
of Lemma 3.10 to the edges where (lk−1, lk) ∈ I × I leads to x
∞
lk−1
= x∞lk . Similarly,
the persistent edge (li−1, li) has li−1 ∈ I¯ and li ∈ I. Property (iii) of Lemma 3.10
implies that x∞lm = x
∞
li




From the results of Cases I and II, x∞lm ≥ x
∞
l0





i . Using a similar argument leads to maxi∈I x
∞
i = maxi∈Zn x
∞
i if I¯ = ∅ and
I 6= ∅.
(ii) Suppose both I 6= ∅ and I¯ 6= ∅. Since (A3-5) is satisfied, there must ex-
ist at least one persistent path from some l0 ∈ I¯ to some lm ∈ I in the form of
(l0, l1),(l1, l2),· · · ,(lm−1, lm) such that (lk, lk+1) ∈ I×I for all 0 ≤ k < m−1 including
the possibility that m = 1. Applying (ii) of Lemma 3.10 to every persistent edge
(lk, lk+1) for all 0 ≤ k < m − 1 leads to x
∞
l1




property (iii) of Lemma 3.10 to the persistent edge (l0, l1) and (lm−1, lm) leads to the
inequality x∞l0 ≤ x
∞
l1
= x∞lm−1 ≤ x
∞
lm
. Therefore mini∈I¯ x
∞
i ≤ maxi∈I x
∞
i .
Proof for Theorem 3.12
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Proof. Suppose consensus is not reached. This means that there exists at least
one pair of agents (l0, lm) ∈ V × V such that x
∞
l0
6= x∞lm or limk→∞ δl0lm(k) 6=
0. By (A3-5), there must be a persistent path from l0 to lm in the form of <
(l0, l1), (l1, l2), · · · , (lm−1, lm) >. Since x
∞
l0
6= x∞lm , there must be a persistent edge
(lk, lk+1) for some 0 ≤ k ≤ m − 1 such that x
∞
lk
6= x∞lk+1 . In addition, at least one of
{lk, lk+1} is in I¯ or I following (ii) of Lemma 3.10, since x
∞
lk
= x∞lk+1 if both are in I.
Hence, I¯ ∪ I 6= ∅ and only three cases need to be considered.

















min for all i ∈ Zn. Adding these n inequalities yields
x∞1 + · · · + x
∞




j + (n − 1)x
∞
min > nmini∈I¯ x
∞
i = nmini∈I¯ x¯i where















i=1 xi(0) from property (i) and (iii)




x∞i /∈ X which contradicts (A3-4).
Case II: I 6= ∅ and I¯ = ∅. Contradiction to (A3-4) is achieved using a similar
reason as Case I.
Case III: I 6= ∅ and I¯ 6= ∅. X = ∩i∈ZnXi also means that max{x|x ∈ X} =
min{x¯i|i ∈ Zn} and min{x|x ∈ X} = max{xi|i ∈ Zn}. Hence, intX 6= ∅ of (A3-3) is
equivalent to
min{x¯i|i ∈ Zn} > max{xi|i ∈ Zn}. (3.30)
The case of I 6= ∅ and I¯ 6= ∅ corresponds to case (ii) of Lemma 3.11 which states
that mini∈I¯ x¯i ≤ maxi∈I xi. It then follows that mini∈Zn x¯i ≤ mini∈I¯ x¯i ≤ maxi∈I xi ≤
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maxi∈Zn xi which contradicts (3.30) or assumption (A3-3).
Proof of Lemma 3.15
Proof. (i) Since Ri < Rj , let η = Rj−Ri > 0. By the definitions of convergence rate,
∀ǫ > 0, there exists k˜1 and k˜2, such that ∀k ≥ k˜1,




< Ri + ǫ := Ri,
and ∀k ≥ k˜2,




> Rj − ǫ := R¯j .
Let k˜ = max{k˜1, k˜2} and choose ǫ <
η
2
. Then R¯j > Ri and
Ri
R¯j
< 1. Dividing one by
the other of the two inequalities above, it follows that for a fixed index k¯ such that
k¯ ≥ k˜
|xi(k¯ + 1)− x
∞
i |








Repeating this expression from k¯ yields
|xi(k¯ + p)− x
∞
i |















j | 6= 0 and |xi(k¯)− x
∞








)pC < α. Then |xi(k)− x
∞
i | < α|xj(k)− x
∞
j | for all k > kˆ.
(ii) Since i ∈ I¯, x∞i = x¯i. Adding −x
∞
i to both sides, equation (3.1) becomes




Since at least one j ∈ Ni(k) ( let the index of this particular one be jˆ ) such that
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≥ cijˆ(k)δjˆi(k)− γ(k) = rm[x¯i − xi(k)]− γ(k).
Therefore substituting the above equation into equation (3.31) leads to
x¯i − xi(k + 1) ≤ x¯i − xi(k)− rm[x¯i − xi(k)] + γ(k) = (1− rm)[x¯i − xi(k)] + γ(k),
which together with the fact that x¯i− xi(k) ≥ 0 for all k ∈ Z





≤ 1− rm +
γ(k)
|xi(k)−x∞i |
. The case of i ∈ I can be proven similarly.
Froof for Lemma 3.16
Proof. (i) Since the network is fully connected, Ni(k) = Zn\{i} for all k. In particular,
j ∈ Ni(k) for any i, j ∈ I. This is the condition needed for (ii) of lemma 3.10 which
shows x∞i = x
∞
j . (ii) Same as (i) but using (iii) of lemma 3.10. (iii) Suppose I¯ 6= ∅
and I 6= ∅. Pick an element i ∈ I¯ and another j ∈ I. By (ii) of lemma 3.16,
x∞i = x¯i ≤ x
∞
j = xj which implies that intX = ∩
n
i=1Xi = ∅ and contradicts (A3-3).
(iv) Let i ∈ I¯ and x∞j = x
∞




i = x¯i. Since all the agents
converge, ∀ǫ > 0 there exists a kˆ > 0, such that |xl(k)− x¯l| < ǫ ∀k ≥ kˆ and ∀l ∈ Zn.
Suppose for all k ≥ kˆ, xj(k) ≤ xi(k), it proves the result that (xi(k)−xj(k))(xi(kˆ)−
xj(kˆ)) ≥ 0.
Suppose at some time k ≥ kˆ, xj(k) ≥ xi(k), then








Since network is fully connected, Ni(k)\{j} = Nj(k)\{i}. Separate Ni(k)\{j} into
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three disjoint sets:
S1(k) := {l ∈ Ni(k)\{j}|xl(k) ≤ xi(k)},
S2(k) := {l ∈ Ni(k)\{j}|xi(k) < xl(k) ≤ xj(k)},
























[cjl(k)δlj(k)− cil(k)δli(k)] + [cji(k)δij(k)− cij(k)δji(k)] (3.33)
Further simplification of the above expression depends on the choice of l ∈ Ni(k)\{j}.
For each choice of l, Table 3.A.1 summaries the lower bound of cjl(k)δlj(k)−cil(k)δli(k).
cases cil(k)δli(k) cjl(k)δlj(k) cjl(k)δlj(k)− cil(k)δli(k)
l ∈ S1(k) x¯l ≤ xi(k) = −rmul = −rmul 0 ≥ rmδij(k)
xi(k) < x¯l ≤ xj(k) = rmδli(k) = −rmuj ≥ rmδlj(k) ≥ rmδij(k)
xj(k) < x¯l = rmδli(k) = rmδlj(k) = rmδij(k)
l ∈ S2(k) ≤ rmδli(k) ≥ rmδlj(k) ≥ rmδij(k)
l ∈ S3(k) xl(k) ≥ x¯j = rmui(k) = rmuj(k) ≥ rmδij(k)
x¯i ≤ xl(k) < x¯j = rmui(k) ≤ rmδli(k) = rmδlj(k) ≥ rmδij(k)
x¯i > xl(k) = rmδli(k) = rmδlj(k) = rmδij(k)
Table 3.A.1: Table of cjl(k)δlj(k)− cil(k)δli(k) in different cases
The derivations for each of the rows of Table 3.A.1 can be easily done from equa-
tion (3.8). The case of l ∈ S2(k) is given here for illustration: by definition of S2(k),
δli(k) > 0 and δlj(k) ≤ 0. From (3.8), cil(k)δli(k) = rmmin{δli(k), ui(k), lj(k)} ≤
rmδli(k) and cjl(k)δlj(k) = −rmmin{−δlj(k), uj(k), li(k)} ≥ rmδlj(k) and cjl(k)δlj(k)−
cil(k)δli(k) ≥ rmδij(k)
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From the entries of the table, it follows that
cjl(k)δlj(k)− cil(k)δli(k) ≥ rmδij(k) ∀l ∈ Ni(k)\{j}.
Substituting the above inequality together with the fact that cji(k)δij(k)−cij(k)δji(k) =







≥ |S1(k)|rmδij(k) + |S2(k)|rmδij(k) + |S3(k)|rmδij(k) + cji(k)δij(k)− cij(k)δji(k)
= (dm − 1)rmδij(k) + 2rmδij(k) = (dm + 1)rmδij(k) = −δji(k).
Substituting the above inequality into (3.32) leads to xj(k+1)−xi(k+1) ≥ δji(k)−
δji(k) = 0. This applies to any k ≥ kˆ, therefore xj(k) − xi(k) ≥ 0 is always true
thereafter. Then it proves that as long as there exist a time k ≥ kˆ, let this k to be
k∗, then ∀k ≥ k∗, (xi(k)− xj(k))(xi(k
∗)− xj(k
∗)) ≥ 0
The proof for the case i ∈ I is similar.
(v) Proof by contradiction. Suppose Rj > Ri, then by (i) of lemma 3.15, ∀1 > α >
0 there exists a time kˆ1 ≥ 0, such that ∀k ≥ kˆ1, |xi(k)−x
∞
i | < α|xj(k)−x
∞
j |. By (iv)
of lemma 3.16, there exists a time kˆ2 ≥ 0, such that ∀k ≥ kˆ2, (xi(k)−xl(k))(xi(kˆ2)−




i . Since all the agents converge by theorem (3.3),









if x∞i < x
∞
l . Let kˆ = max{kˆ1, kˆ2, kˆ3}. Since i ∈ I¯, xi(k) converges to x¯i. The quantity
|x¯i − xi(k)| is lower-bounded by zero and upper-bounded at some index k
∗ ≥ kˆ such
that |x¯i−xi(k
∗)| = maxk≥kˆ |x¯i−xi(k)| := ǫ, or, xi(k
∗) = x¯i− ǫ. From the choice of kˆ,
it can be seen that ∀k ≥ kˆ, either xi(k)− xj(k) ≥ 0 or xi(k)−xj(k) ≤ 0 will happen.
The two cases are considered respectively.
Case I: xi(k) − xj(k) ≥ 0 for all k ≥ kˆ. Then |xj(k




∗) − x∞i |
for any 1 > α > 0 where xi(k
∗) − x∞i = −ǫ by the choice of k
∗. From the fact that
xj(k) ≤ xi(k) ≤ x¯i = x
∞
j , xj(k
∗)− x∞j < 0 and xi(k







∗)− x∞i ). Then
xi(k

































Therefore taking α < 1
di−1
will let xi(k
∗ + 1) < x¯i − ǫ i.e. |xi(k
∗ + 1)− x¯i| > ǫ which
contradicts with the choice of k∗ such that |x¯i − xi(k
∗)| = maxk≥kˆ |x¯i − xi(k)|.
Case II: xi(k)− xj(k) ≤ 0 for all k ≥ kˆ. Since α can be chosen to be 2ǫ, xj(k
∗) >
x∞j , otherwise, xi(k) − xj(k) > 0. Therefore j ∈ I. Then by (iii) of lemma 3.16,
I = ∅ since I¯ 6= ∅ and by (ii) of lemma 3.16, x∞j ≥ x
∞






















∗)− x∞i + xj(k








Then the following equation holds,
xi(k























































































Therefore taking α < 1
di
will let xi(k
∗ + 1) < x¯i − ǫ i.e. |xi(k
∗ + 1) − x¯i| > ǫ which
contradicts with the choice of k∗ such that |x¯i−xi(k
∗)| = maxk≥kˆ |x¯i−xi(k)|. In both
cases the assumption that Ri < Rj leads to contradictions, therefore the statement
of this lemma is true. The proof for the case i ∈ I is similar.
(vi) From (iv) of lemma 3.16, there exists a kˆ1, such that ∀k ≥ kˆ1, (xi(k) −
xl(k))(xi(kˆ1) − xl(kˆ1)) ≥ 0. Since xi and xj converges, there exists a kˆ2, such that
∀k ≥ kˆ2, let ǫ =
1
4
min{x¯i − xi, x¯i − xj , x¯j − xi, x¯j − xj} |x
∞
i − xi(k)| < ǫ and
|x∞j − xj(k)| < ǫ. Taking kˆ = max{kˆ1, kˆ2}, for all k ≥ kˆ, either xi(k)− xj(k) ≥ 0 or
xi(k)− xj(k) ≤ 0 will happen. The two cases are considered respectively.






}. By the choice of kˆ,
δji(k) ≤ 2ǫ. Since i ∈ I¯, ℓi(k) > x¯i − xi − |x¯i − xi(k)| > 3ǫ > δji(k), uj > ui. By (v)
of lemma 3.16, ui ≥ C|x
∞











}. By the choice of
kˆ, δji(k) ≤ 2ǫ. Since i ∈ I¯, similar to case I ℓj(k) > 3ǫ > δji(k). By (v) of lemma
3.16, ui ≥ C|x
∞






Therefore in both cases, it is proven that for all k ≥ kˆ, cij(k) > 0. The proof for
the case i ∈ I is similar.
Proof of Theorem 3.17
Proof. Since by (ii) of lemma 3.16, for all i ∈ Zn, it is possible to arrange the agents in
the order that x∞1 ≤ x
∞
2 ≤ · · · ≤ x
∞
n . From (iv) of lemma 3.16, there exists a kˆ1 ≥ 0
such that for any i ∈ I¯ and x∞j = x
∞
i , then (xi(k) − xj(k))(xi(kˆ1) − xj(kˆ1)) ≥ 0




j , i < j means that ∀k ≥ kˆ1,
xi(k) ≤ xj(k). Let m := |I¯|.
64
Base: Since I¯ 6= ∅, 1 ∈ I¯. If x∞1 = x
∞
2 = · · · = x
∞

















Then the following is true:
|x1(k + 1)− x
∞






















Since by (3.7) and the fact that in a fully connected network, dm = n − 1, so 0 ≤
c1j(k) ≤ rm =
1
n
. Moreover by (vi) of lemma 3.16, c1j(k) > 0 for all k ≥ kˆ2 with a
proper kˆ2 ≥ 0, so let η = minj∈N1(k),k>kˆ2 c1j(k) > 0, and η ≤
1
n
then the following is
true ∀k ≥ max{kˆ1, kˆ2}:

























Note that the constant η only depends on the constant kˆ which is invariant with time




2 = · · · = x
∞
n .
If there is at least one agent j > 1 such that x∞j > x
∞
i , with a proper kˆ3, xj(k) >
xi(k) for all k ≥ kˆ3. From the ordering of agents N
−
1 (k) = ∅ ∀k ≥ kˆ1, then in (ii) of
lemma 3.15, γ(k) = 0 ∀k ≥ kˆ1. Therefore
|x1(k+1)−x∞1 |
|x1(k)−x∞1 |
≤ 1−rm for all k ≥ max{kˆ1, kˆ3},
so R1 < 1. Combining the above two cases proves the base case.
Induction hypothesis: for all 1 ≤ i < m, Ri < 1.
Induction step: for agent i+ 1, if x∞i+1 = x
∞
i , then by (v) of lemma 3.16, Ri+1 ≤




i , then suppose Ri+1 ≥ 1 > Rl for all l = 1, · · · , i. That by (i)






i+1| for all l = 1, · · · , i, which also means that
|xl(k)− x
∞
l | = o(|xi+1(k)− x
∞
i+1|) ∀l = 1, · · · , i. (3.36)
Here the notation |f(k)| = o(|g(k)|) means that limk→∞
|f(k)|
|g(k)|
= 0. Then the induction
step is discussed in two cases:
Case I x∞i+1 = · · · = x
∞














xj(k) + o(|xi+1(k)− x
∞
i+1|)].
Then |xi+1(k) − x
∞





i=i+1 xi(k) + o(|xi+1(k) − x
∞




δji+1(k) + o(|xi+1(k)− x
∞
i+1|)|. Then following is true:
|xi+1(k + 1)− x
∞























]δji+1(k) + o(|xi+1(k)− x
∞
i+1|)|.
Since by (3.7) and the fact that in a fully connected network, dm = n − 1, so 0 ≤
ci+1j(k) ≤ rm =
1
n
. Moreover by (vi) of lemma 3.16, ci+1j(k) > 0 for all k ≥ kˆ2




following is true∀k ≥ max{kˆ1, kˆ2}:



















δji+1(k) + o(|xi+1(k)− x∞i+1|)|











Therefore taking the limit as k →∞ the above equation becomes
lim
k→∞




≤ (1− (n− i)η) < 1
which shows that Ri+1 < 1.
Case II: there exists j > i+1 such that x∞j > x
∞
i+1 with a proper kˆ3, xj(k) > xi(k)
for all k ≥ kˆ3. From the ordering ∀l > i + 1, xl(k) > xi+1(k) ∀k ≥ kˆ1. ∀l < i + 1,
ci+1lδli+ 1 = rmul = rmo(|xi+1(k) − x
∞
i+1|), therefore in (ii) of lemma 3.15, γ(k) =
o(|xi+1(k)− x
∞
i+1|) ∀k ≥ kˆ1. Therefore









Taking the limit as k →∞ leads to ∀k ≥ max{kˆ1, kˆ3}, Ri+1 ≤ 1− rm < 1.
Both cases lead to a contradiction with the assumption that Ri+1 ≥ 1 so it proves
that Ri+1 < 1. Therefore ∀i ∈ I¯, Ri < 1. For l = m+1, · · · , n, l ∈ I, by (i) of lemma




m , then by (v) of lemma
3.16, Rl ≤ Rm < 1 ∀l ∈ I. If x
∞
l > xm, then the proof for Rl < 1 is similar to case I
of the induction step.
Summarizing the above, the proof is done as Ri < 1 ∀i ∈ Zn, so R = maxi∈Zn Ri <
1.
3.B Derivations of Equations (3.20), (3.21), (3.23)
and (3.24)










This is possible because {x(sap)} and {x(s
b
p)} are subsequences. Then it follows from




p) for any p and the satisfaction
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Now, suppose the equality condition of (3.37) does not hold, or equivalently, η :=
xb1−x
a












min − ǫ ≥ x
a
1 − ǫ ∀i ∈ Zn (3.38)





















1 − ǫ− (x
b
1 + ǫ))
≥ xb1 − ǫ− d1rm(η + 2ǫ)
= xb1 − rmd1η − (1 + 2rmd1)ǫ
where the first strict inequality follows from (3.17) and (3.38) and that c1j ≤ rm. By





p + 1)− x
a
1 > ǫ
Derivation of (3.21) Since xa1 = x
b
1 and following (3.16) and (3.17), then for all p
|x1(s
a




























p)| < 2ǫ. (3.40)
Using property (ii) of Lemma 3.2 and cij(s
a
































































p)| < C1ǫ for







p)| < C2ǫ as stated in (3.19).
Derivation of (3.23) Before the proof, the following intermediate result is needed.
Start of Intermediate result within Induction step
Claim: δjr(s
b





























































from property (ii) Lemma 3.2 and xaj − x
a
i ≥ 0 from (3.18)




i )︸ ︷︷ ︸
≤0
−(1 + diC1 + 2rmdi)ǫ
≥ xar − (1 + diC1 + 2rmdi)ǫ ≥ x
a
r − (1 + dmC1 + 2rmdm)ǫ
From the fact that p ∈ Ka∪Kb it follows that sap+1 = s
b
pˆ for some pˆ ∈ Z
+. This means
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r − (1+ dmC1+2rmdm)ǫ, ∀i ≥ r.









r − (3 + dmC1 + 2rmdm)ǫ ∀i ≥ r (3.41)











and let η = xbr − x
a








> xar − (3 + dmC1 + 2rmdm)ǫ− (x
b
r + ǫ)
= −η − (4 + dmC1 + 2rmdm)ǫ
:= −η − αǫ ∀j ≥ r. (3.42)
End of Intermediate Result
Consider the subsequence {x(sbp)} for any p ≥ p¯. From (3.7),
xr(s
b










































≥ xbr − ǫ− drC2ǫ− drrm(η + αǫ)
= xbr − dmrmη − (1 + drC2 + drrmα)ǫ.

















p)| < 2ǫ. (3.43)
















































p)| < C1ǫ for some finite constant C1.




Consensus Control on System with
Constraint - The Multidimensional
Case
4.1 Introduction
In Chapter 3, a method was proposed for the constrained consensus problem with
the consensus value that is switching-sequence independent. However, the approach
is applicable to the case where the variables are scalars. The work presented here
can be seen as a non-trivial extension of the work of Chapter 3. It extends the scalar
algorithm to the case where each agent is a m-dimensional vector with closed and
convex constraints. The algorithm contains several key steps and requires a second
broadcast of relevant intermediate variables. For a more insightful description, these
key steps are motivated using several examples which serve to illustrate the difficulties
involved and the corresponding assumptions needed.
The notations used is standard. The sets of non-negative integers and real numbers
are denoted by Z+ and R respectively. The nm-vector x has its element denoted by
xi and Zn := {1, 2, · · · , n}. Given a set S, intS, ∂S and |S| refer respectively to
the interior, boundary and cardinality of S (where S is a discrete set). Vector and
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matrix norms are indicated by ‖ · ‖p where p = 1, 2,∞. Let x1, x2, ..., xn ∈ R
m,
conv{x1, x2, ..., xn} is the convex hull of x1, x2, ..., xn.
4.2 Motivational Examples
The problem considered in this chapter has been described in section 3.2 of Chapter
3. Now a more general problem is considered as follows:
xi(k + 1) = xi(k) +
n∑
j=1
cij(k)aij(k)δji(k), ∀k ∈ Z
+ and ∀i ∈ Zn (4.1)
xi(k) ∈ Xi ∀k ∈ Z
+ and ∀ i ∈ Zn (4.2)
where xi(k) ∈ R
m and Xi is a general closed convex set. Similar as in Chapter 3,
aij(k) refers to an edge determined by the true communication system and cij(k)
refers to the user-defined weight that is associated with aij(k) and
δji(k) := xj(k)− xi(k). (4.3)
The approach adopted in this work is best described using several examples. Al-
though the examples in this section are for polyhedral constraints, they can be re-
placed by any general closed convex sets although the computations can be more
involved. The intention is to motivate the approach without the full technical details,
assumptions and proofs. These details are described in the next section where the
entire approach is developed in full.
In the beginning the following assumptions in Chapter 3 must be recalled.
Assumption :
(A3-1) Upper bounds of d¯i and d¯m, denoted by di and dm respectively, are known to
all agents.
(A3-2) xi(0) ∈ Xi.
Suppose agent i broadcasts {xi(k), Xi} to all its neighbors and receive {xj(k), Xj}
from all j ∈ Ni(k) at every instant. Upon receipt of the information from its neigh-
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bors, a feasible approach to compute the cij(k) of (3.1) is to execute the following
procedure:
(i) Compute δji(k) := xj(k)− xi(k) ∀j ∈ Ni(k), (4.4a)
(ii) Let βij(k) := max{β|β > 0, xi(k) + βδji(k) ∈ Xi} for each j ∈ Ni(k) (4.4b)
(iii) Broadcast βij(k) to and receive βji(k) for all j ∈ Ni(k)
(iv) Determine cij(k) = rm min
j∈Ni(k)
{1, βij(k), βji(k)}
(v) Update xi(k + 1) based on (4.1) using the values of cij(k).
The key steps of the above procedure are (i) and (ii). Step (i) determines the
direction of movement δji based on the current location of xj and xi while step (ii)
determines the maximal feasible step allowable in this direction. Unfortunately, this
way of determining cij(k) has many limitations. To see them, consider the following
example, Example 1a, of 3 fully connected agents with their respective feasible regions,
Xi, i = 1, 2, 3, indicated by the shaded region in Figure 4-1(a). Let X = X1∩X2∩X3.
Note that xi(0) starts from a vertex of Xi for i = 1, 2, 3, as shown in the figure. The
(a) Example 1 (b) Example 2
Figure 4-1: Network connections for Examples 1 and 2. Brown lines indicate com-
munication links, Black lines for δij. Shaded regions are individual feasible domains
identified by the Xi
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average of the 3 agents, π := 1
3
(x1(0)+x2(0)+x3(0)), lies insideX . However βij(0) = 0
for all i 6= j, i, j = 1, 2, 3 according to (4.4b) and (4.4a). This implies that cij(0) = 0
for all i 6= j, i, j = 1, 2, 3 and the system does not move from its starting configuration.
However, if agent 1 chooses δ21(0) + δ31(0) as the direction of movement, then
movement towards π is possible. The same holds for agents 2 and 3 (δ12(0) + δ32(0)
for agent 2 and δ23(0)+ δ13(0) for agent 1). If so chosen, all agents can move towards
π simultaneously while preserving the symmetry of the network. For this to happen,
each agent must be able to identify the group of neighbors for which movement
towards π is possible. More exactly, suppose agent 1 at time k = 0 sends {x1(0), X1}




(x1(0)+x2(0)+x3(0)) and check if π1(0) ∈ X . Suppose it is, then
π1(0)−x1(0) is a feasible direction for agent 1 (assuming that all Xi are convex). For
notational convenience, define
∆ji(k) := πj(k)− xi(k). (4.5)
Definition 4.1. A direction ∆ji ∈ R
n is feasible to agent i if there exists an α > 0
such that xi + α∆ji ∈ Xi.
Hence, ∆11(0) is a feasible direction for agent 1. Agents 2 and 3 will similarly
compute and check that π2(0) = π3(0) =
1
3
(x1(0) + x2(0) + x3(0)) ∈ X and identify
∆22(0),∆33(0) as their respective feasible directions.
Consider the same example but with agents 2 and 3 being disconnected ( a23(k) =
a32(k) = 0 for all k) as shown in Example 1b. In this case, agent 1 proceeds as before
and computes π1(0) =
1
3
(x1(0) + x2(0) + x3(0)). However, agents 2 and 3 have only
agent 1 as their respective neighbor and they compute π2(0) =
1
2




(x1(0)+x3(0)) but π2(0) /∈ X1
⋂
X2 and π3(0) /∈ X1
⋂
X3. This infeasibility
condition is conveyed to neighbors of agents 2 and 3 via new step length variables,
α˜ij , defined for every ∆ij as
α˜ij(k) := max{α : α ≤ 1, xj(k) + α∆ij(k) ∈ Xj, ∀j ∈ Ni(k) ∪ {i}} (4.6)
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Here α˜ij and πi are computed by agent i and broadcast to every neighbor j in a second
broadcast. From (4.6) and that π1(0) ∈ X , α˜11(0) = α˜12(0) = α˜13(0) = 1, agent 1
will broadcast {π1(0), α˜12(0)} to agent 2 and {π1(0), α˜13(0)} to agent 3. Similarly for
agents 2 and 3, α˜21 = α˜22(0) = α˜31(0) = α˜33(0) = 0 from (4.6). They then do a
second broadcast of {π2(0), α˜21(0)} (to agent 1 from agent 2) and {π3(0), α˜31(0)} (to
agent 1 from agent 3). Following the second broadcast, all the agents update their
states using




Consider the example (Example 2) shown in Figure 4-1(b) where X4 is the entire 2
dimensional space and agent 1 has 3 neighbors instead of 2. All other agents have only









i=1 xi(0) ∈ X (see locations of π1 and π˜1 in figure). This shows that
not all neighbors can be used to compute a feasible π. In many cases, only a subset
of the neighbors is to be chosen. Let Si(k) ⊂ Ni(k) be one such subset for agent i
and let








xj(k) if Si(k) 6= ∅;
xi(k) if Si(k) = ∅
(4.8b)
The set S¯i(k) (or equivalently Si(k)) has to satisfy the following properties:
(P1) there is one j ∈ S¯i(k) such that xj(k) 6= xi(k), otherwise all the agents in this





In Example 2 of Figure 4-1(b), there is only one choice of S¯1(0) = {1, 2, 3} that
satisfies (P1) and (P2) for agent 1. No other subsets of agents 2, 3 and 4 satisfy
(P1) and (P2) and, hence, S2(0) = S3(0) = S4(0) = ∅. As in Example 1b, a second
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broadcast is done. Since Si(k) ⊂ Ni(k), the definition of α˜ij(k) in (4.6) has to be




max{α : α ≤ 1, xj(k) + α∆ij(k) ∈ Xj} if j ∈ S¯i(k);
0 if j /∈ S¯i(k)
(4.9)
and send {πi(k), α˜ij(k)} to all agents j ∈ Ni(k). For the case of agent 4, α˜41(0) =
α˜44(0) = 0 following (4.9). Since S4(0) = ∅, π4(0) = x4(0) from (4.8b) and agent 4
sends {π4(0), α˜41(0)} to agent 1. Similarly, agent 1 sets α˜14(0) = 0 following (4.9)
as 4 /∈ S¯1(0) and sends {π1(0), α˜14(0)} to agent 4. The other agents ( 2 and 3 )
also compute their respective α˜ and π(0) according to (4.8b) and (4.9) broadcast
their results. All agents then update their states, upon the receipts of the second
broadcast, according to (4.7).
(a) Example 3 (b) Example 4
Figure 4-2: Examples 3 and 4 for Discussion
Example 3 is that shown in Figure 4-2(a). The choices of S¯i are : S¯1(0) = {1, 2, 3},
S¯2(0) = {1, 2, 4}, S3(0) = S4(0) = ∅. According to (4.8b), π1(0) =
1
3








Xj and π2(0) ∈
⋂
j∈S¯2(0)
Xj since S¯1(0) and S¯2(0) must satisfy
(P2). This means that ∆1j(0) (or equivalently ∆j1(0)) is a feasible direction for every
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agent in S¯1(0). The same is true for ∆2j(0) for agents in S¯2(0). The presence of more
than one feasible direction for some agents, necessitates a slight change in the update
law of the agents. Specifically, a normalization factor, rm, is needed so that agent
1 moves within the convex set defined by {x1(0), π1(0), π2(0)} for agent 1. ( This
statement will become clear in the next equation.) As each neighbor can potentially
provide one feasible direction (as in the event that S¯i(0), i = 1, 2, 3, 4 are all distinct
and nonempty), there can be at most |N¯i(k)| ≤ dm + 1 different feasible directions.
The new update law is given by








Only static networks are considered thus far. Example 4 shows a case of a switch-
ing network where agent 1 is alternatively connected to either agent 2 or agent 3, as




(x1(0) + x2(0)) /∈ X1 ∩ X2 and S¯1(0) = S¯2(0) = S¯3(0) = ∅. This means




(x1(1) + x3(1)) /∈ X1 ∩X3 and all agents still do not move. In fact, the
system does not move for all time. One way to avoid such a situation is to relax the
(P2) requirement on the set S¯i(k) to
(P2a) α˜ij(k) > 0, for all j ∈ S¯i(k)
where α˜ij(k) , ∆ij(k) and πi(k) are defined by (4.9), (4.5) and (4.8b) respectively.
If S¯i(k) is chosen based on (P2a), symmetry of the network may not be preserved.
One way to preserve the symmetry of the network is to force all agents in S¯i(k) to
move by same step length. This can be achieve by choosing the step length αij(k)
to be the minimal α˜ij(k) among all j ∈ S¯i(k). Since (xj , Xj) for all j ∈ Ni(k)
are available to agent i after the first broadcast, the computations of the following
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minj∈S¯i(k) α˜ij(k) if j ∈ S¯i(k);
0 if j /∈ S¯i(k).
(4.11)
and the agents are updated base on




For Example 4 with (P1) and (P2a) holding, S¯1(0) = S¯2(0) = {1, 2} and S¯3(0) = ∅.
At time k = 1, agent 3 does not move while agents 1 and 2 are updated according to
(4.12) with αij from (4.11). with 1 > α21(0) = α11(0) = α12(0) = α22(0) > 0. These
updates show that agents 1 and 2 move closer to each other. At time k = 2, The
network switches and agents 1 and 3 continue to move closer to each other. Repeating
the process leads to the three agents reaching consensus.
The various ideas described in the discussion of the above-mentioned examples
are now summarized in the next section.
4.3 The Full Approach and Its Properties
The full approach of the action of every agent is now summarized below. For nota-




(Algorithm 4-1)Action to be taken by agent i at each instant k
(1) Broadcast {xi(k), Xi} to and receive {xj(k), Xj} from all j ∈ Ni(k).
(2) Find a set S¯i(k) ∈ Xi(k) ∪ {i} that satisfies (P1) and (P2a). To do so,
∆ij(k), πi(k) and α˜ij(k) are to be computed according to (4.5), (4.8b) and (4.9) re-
spectively. Note that it is possible that no such set exists and S¯i(k) = ∅.
(3) Compute αij(k) using (4.11). Broadcast {πi(k), αij(k)} to and receive {πj(k), αji(k)}
from all j ∈ Ni(k).
(4) Update xi(k + 1) following (4.12).
As motivated in the earlier examples, Step 2 above finds a feasible direction for all
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agents in S¯i(k). In step 3, each agent broadcast this feasible direction and its stepsize
to all its neighbors. In step 4, each agent updates the state variable according to
these feasible directions.
The expression of (4.12) can be rearranged to the form of (4.1). To see this, it
follows from (4.5) and (4.8b) that



























In order to rearrange the above into the form of xi(k + 1) = xi(k) +
∑
cli(k)(xl(k)−




S¯j(k), ∀i ∈ Zn (4.14)
Ωil(k) := {j ∈ N¯i(k) : l ∈ S¯j(k)}, ∀i ∈ Zn, ∀l ∈ Ui(k). (4.15)
Clearly, Ui(k) is the collection of all distinct elements in S¯j(k) for all j ∈ N¯i(k)
while Ωil(k) is the collection of j ∈ N¯i(k) where S¯j(k) contains l. To be clear,
consider the following 4-agent example. Suppose N¯1(k) = {1, 2, 3}, S¯1(k) = {1, 2, 3},
S¯2(k) = {2, 4}, S¯3(k) = {1, 3, 4} and S¯4(k) = {2, 3, 4}. By (4.14), U1(k) = S¯1(k) ∪
S¯2(k) ∪ S¯3(k) = {1, 2, 3, 4}. Also, Ω12 = {1, 2} since {1, 2} ⊂ N¯1(k), 2 ∈ S¯1(k)
and 2 ∈ S¯2(k). Similarly, Ω13 = Ω11 = {1, 3} using the same reasoning. With the



























if l ∈ Ui(k);
0 otherwise
(4.16)
It follows that (4.12) can be rewritten as
xi(k + 1) = xi(k) +
∑
l∈Ui(k)





The last equation in (4.17) holds because cil(k) = 0 if l /∈ Ui(k) as defined in (4.16).
This shows that the update law (4.12) is equivalent to that of (4.17) but with cij(k)
given by (4.16). In this form, (4.17) is identical to (4.1).
The quantity cil(k), which is used in the update of xi(k + 1) according to (4.17),
plays an important role in the convergence of the states. Its properties as well as
those of the network are stated in the following lemma.
Theorem 4.2. The system of (4.1) with cil(k), l ∈ Ui(k) ∀i ∈ Zn updated according
to (4.16) with (A3-1)-(A3-2) satisfied has the following properties:
(i) cil(k) = cli(k) for all k ∈ Z
+;
(ii) cil(k) ≥ 0,
∑n






i=1 xi(0) ∀k ∈ Z
+;
(iv) xi(k + 1) ∈ conv{x1(k), x2(k), ...xn(k)} for all i ∈ Zn and for all k ∈ Z
+;
(v) xi(k) ∈ Xi ∀k ∈ Z
+ and ∀i ∈ Zn;
(vi) The sequence {x(k)} has at least one converging subsequence.
Proof: See Appendix 4.A.
4.4 Convergence
This section shows the convergence of the states of the agents under a time-varying
network using the update law described in the earlier section. The basic idea is to
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show that any subsequence generated by the system converges to the same limit.
Several additional notations are needed. From property (vi) of Theorem 4.2, the
existence of a converging subsequence is guaranteed. Without loss of generality, let





+ → Z+ is
the index of the subsequence and is a mapping from p = 0, 1, · · · to the time index.




a := (xa1, x
a






b := (xb1, x
b




Definition 2.30 of a vertex of a polyhedral set will be used in the subsequent proof.
The use of extreme point instead of the more conventional terminology of ”vertex” is
to avoid ambiguity of vertex is also associated with a graph.
Theorem 4.3. Suppose (A3-1)-(A3-2) are satisfied. Suppose system (4.1) with up-









b, then xa = xb.
Proof: See Appendix 4.A.
4.5 Consensus of States
In this section, the result of consensus will be discussed. Before introducing the
necessary assumptions, Definitions 3.5-3.8 made in Chapter 3 are recalled and some
additional assumptions must be introduced.
(A3-3) intX 6= ∅;
(A3-5) The network G (with adjacency matrix A(k)) is jointly connected ∀k ∈ Z+.
The only different assumption made in this chapter is the following:
(A4-1) Suppose the system has not reached consensus at time k¯ in the sense that
there exists a j ∈ Ni(k¯) where xj(k¯) 6= xi(k¯) for some xi(k¯), i ∈ Zn. Then there exists
a finite time k ≥ k¯ such that at least one Si(k) ⊂ Ni(k) satisfying (P1) and (P2) can
be found.
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Recall from Example 2 that the set Si that satisfy (P1) and (P2) may be an
empty set at time k¯. Assumption (A5) requires that Si(k) is non-empty at some time
index in the future. This is, in some sense, an additional requirement on the jointly
connectedness of the network switching. The non-emptiness of Si(k) is to ensure
that movement towards πi(k) is possible, see Example 1, which is needed for reaching
consensus.




j=1 xj(0) for all i ∈ Zn.
Proof. Suppose ∃x∞i 6= x
∞
j , from (A4), there is a persistent path from i to j by




j there must be
some 1 ≤ r < p, such that x∞lr 6= x
∞
lr+1
. (A5) guarantees that starting from any time









From (A5), Step (2) guarantees that agent lr will at least be able to find such an
Slr(k) 6= ∅ so that clrlr+1(k + t) ≥
rm
|Slr (k+t)|+1
> 0 from equation (4.16). Since by












) > 0 which contradicts the condition that limk→∞ ‖cij(k)δji(k)‖ =
0 ∀i, j ∈ Zn of (4.28). Therefore, consensus is reached.
4.6 Simulation and Discussion
The following example is used to demonstrate the working of the Algorithm. It is a
system of 6 agents with xi(k) ∈ R
2 for i ∈ Z6. The constraints are X1 = X3 = X5 =
conv{(0, 2), (−1.5,−1), (1.5,−1)}, X2 = X4 = X6 = conv{(0,−2), (−1.5, 1), (1.5, 1)}.
The network switches alternatively between that following two graphs starting from
A1, The initial value of the each agent is x1(0) = (0, 2), x2(0) = (−1.5, 1), x3 =
(−1.5,−1), x4(0) = (0,−2), x5(0) = (1.5,−1), x6(0) = (1.5, 1). The constraints and
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(a) A1 (b) A2
Figure 4-1: Network switching alternatively between A1 and A2
trajectories of all the state variables are shown on the two dimensional space in Figure






















Figure 4-2: Trajectory of state variables in 6-agent system
4.7 Conclusion
This chapter presents an average constrained consensus algorithm for a multi-agent
system where each state variable is a vector and constraints are general closed convex
sets. Several motivational examples are given to depict the differences and difficulties
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of a vector case from a scalar case. The algorithm is proven to be convergent under
mild assumptions and consensus is proven under some additional stronger assump-
tions. A simulation is done to demonstrate the use of proposed algorithm.
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Appendix
4.A Proof of Theorems and Lemmas
Proof of Theorem 4.2
















The proof proceeds by showing that the nonzero terms in (4.18) and (4.19) are iden-
tical. Let
Ψil(k) := {j : i ∈ S¯j(k), l ∈ S¯j(k)},
from the definition (4.15), Ψil(k) = Ψli(k) ⊂ Ωil(k)∩Ωli(k). For all j ∈ Ωil(k)\Ψil(k),
it follows that i /∈ Sj(k). This also mean that αji(k) = 0 from (4.11). Therefore, all




























Moreover, from the fact that i, l are in S¯j(k) and the definition of αji(k) in (4.11),
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αji(k) = αjl(k) = minp∈S¯j(k) α˜jp(k). Therefore,
cil(k) = cli(k).
(ii) From (4.16), it can be easily seen that cil(k) > 0 for all k ∈ Z
+. Since






rm < 1. (4.20)



























(iii) Property (i), the symmetry of A(k) and definition of fij(k) of (3.3) imply that
F (k) = [fij(k)] of (3.4) is symmetric for all k. Let 1 be the vector of all ones. By the
row-stochastic and symmetric property of F (k), 1 is both left and right eigenvector
of F (k) corresponding to eigenvalue 1 for all k ∈ Z+. Hence,
∑n
i=1 xi(k) = 1
TF (k −
1) · · ·F (0)x(0) = 1Tx(0) =
∑n
i=1 xi(0).
(iv) Since by (ii), cij(k) ≥ 0,
∑
j∈Ni(k)
cij(k) < 1, and from the update law
(4.1), xi(k + 1) is a convex combination of x1(k), · · · , xn(k). Therefore, xi(k + 1) ∈
conv{x1(k), x2(k), ...xn(k)}.













By equation (4.20), 1 −
∑
j∈N¯i(k)
rm > 0, so xi(k + 1) is a convex combination of
xi(k) and xi(k) + αji(k)∆ji(k) for all j ∈ N¯i(k), which are all feasible points of Xi.
Therefore xi(k + 1) ∈ Xi.
(vi) From property (iv), xi(k) lies in the compact set conv{x1(0), x2(0), ...xn(0)}.
Hence, it has at least one converging subsequence following Weierstrass theorem [6].
Proof for Theorem 4.3
Proof. Define the following sets for t = 0, 1, 2, · · · :
Zt+1 = Zt\P t, (4.21)
H t+1 = conv{xai : i ∈ Z
t+1} (4.22)
P t+1 = {i : xai is an extreme point of H
t+1} (4.23)
with Z0 = {1, 2, · · · , n} and P 0 = ∅. Clearly, H t+1 is the convex hull of limits point,
xai , of the subsequence {s
a
p} for those i ∈ Z
t+1. Correspondingly, P t+1 is the collection
of indices of the extreme points of H t+1. Figure 4-1(b) shows the relationship between
P t and H t for t = 1, 2, · · · . The proof is based on these sets obtained recursively.
First prove by contradiction that xai = x
b
i for all i ∈ P
1. Then prove xai = x
b
i for all
i ∈ P 2 and this process is then repeated until |Zt| ≤ 1 for some t ≥ 1 (see the last
paragraph of the proof). In the main step, the proof that xai = x
b
i for each i ∈ P
t is
done by violating the existence of two subsequences. As depicted in Figure 4-1(a),
the contradiction is achieved by showing that once the ǫ is chosen small enough, the
point that belongs to subsequence {sbp} cannot jump into the ǫ-ball around x
a
i .
Since sap and s
b
p are the indices of the converging subsequences, there exist indices
p1 and p2 s.t. s
a
p1
+ τ ∈ Ka
⋃
Kb and sap2 + τ ∈ K
a
⋃
Kb for all τ ∈ Z+. Since
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(a) Illustration of the sketch of proof (b) Illustration of P t and Ht


















i‖ < ǫ, ∀i ∈ Zn and ∀ p > p4. (4.25)
Let p¯ = max{p1, p2, p3, p4}. Hereafter, all references of the index p is for the case
where p ≥ p¯ unless otherwise stated.
For each i ∈ P 1, suppose xai 6= x
b




i || > 0. Since each i ∈ P
1 is an
extreme point, there exists a ‖qi‖ = 1 such that q
T
i (h − x
a
i ) ≥ β for some β > 0 for








Since i ∈ P 1, by the definition of an extreme point, ψi ≥ β > 0.
Suppose ǫ is chosen such that ǫ < rmψi
2









η > ǫ. (4.27)
Hence, sbp + 1 /∈ K
a which implies that sbp + 1 ∈ K
b since only two subsequences
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exist and p ≥ p¯. In addition, sbp+1 = s
b
p+1 by definition. Repeating the above implies
that sbp+τ ∈ K
b for all τ ∈ Z+ which implies {x(sap)} is not a converging subsequence
and contradicts the assumption. Therefore xai = x
b
i for all i ∈ P
1.
By the fact that xai = x
b
i ∀i ∈ P
1, one can further prove ( in Appendix 4.B ) that
lim
k→∞
‖cij(k)δji(k)‖ = 0, ∀i ∈ P
1 ∀j ∈ Z1. (4.28)
Now consider for each i ∈ P 2. Suppose xai 6= x
b




i ‖ > 0. As
before, it follows that xai is a extreme point of H
2 of (4.22) that there exists a ‖qi‖ = 1
which depends on xai , such that ∀h ∈ H









i ) > 0. (4.29)










η > ǫ. (4.30)
For a similar reasoning as the paragraph after (4.27), by contradiction, xai = x
b
i
for all i ∈ P 2.
By the fact that xai = x
b
i ∀i ∈ P
2, one can further prove ( in Appendix 4.B ) that
lim
k→∞
‖cij(k)δji(k)‖ = 0∀i ∈ P
2 ∀j ∈ Z2. (4.31)
Repeating the above process and applying the same analysis on P 3, P 4, ... until for
some t, |Zt| ≤ 1. If |Zt| = 0, the proof is done. If |Zt| = 1, without loss of generality,



























Remark 4.5. The proof of the above can be generalized to the case when more than 2
subsequences exist in {x(k)}: let Ka be as defined and Kb be the index set containing
all other subsequences, each having a different limit point. In that case, sbp + 1 /∈ K
a
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implies sbp+1 ∈ K
b and, using the same argument, leads to sbp+τ ∈ K
b for all τ ∈ Z+,
violating the fact that {sap} is a converging subsequence.
4.B Derivations of Equations (4.27), (4.28), (4.30)
and (4.31)










This is possible because {x(sap)} and {x(s
b





p), l ∈ P
1} for all j ∈ Z1. Taking p → ∞ implies
xbj ∈ conv{x
a
l , l ∈ P
1} for all j ∈ Z1, or,
xbj ∈ H
1, ∀j ∈ Z1 (4.32)





















Since xbi 6= x
a
i by assumption and, by choosing a value of ǫ in (4.24)-(4.25) that is
sufficiently small, xi(s
b




Using the result of (4.33) and that ‖qi‖ = 1, one gets
‖xi(s
b
p + 1)− x
a
i ‖ = ‖qi‖‖xi(s
b
p + 1)− x
a







































































































i )︸ ︷︷ ︸



























≥0 from Definition 2.30
> rmψiη − ǫ
Suppose ǫ is chosen such that ǫ < rmψi
2
η. It can be proven that ‖xi(s
b






Derivation of (4.28) Since xai = x
b
i for all i ∈ P
1, xi converges. Also, it follows
from (4.17) that
∑n
j=1 cij(k)δji(k) = xi(k + 1) − xi(k) converges to zero as k → ∞.
Multiply qTi as given by Definition 2.30 for vertex x
a
i on both sides of this equation













i ) = 0. (4.34)
For k that are sufficiently large, either k ∈ Ka or k ∈ Kb. These two cases are
considered separately:























Since xaj ∈ H
1 for all j ∈ Z1 from (4.22), and xai is an extreme point of H
1




i ) ≥ 0 with equality hold-
ing if and only if ‖xaj − x
a
i ‖ = 0. This together with the fact that cij(k) ≥ 0




































i ‖ = 0 ∀i ∈ P
1 and
∀j ∈ Z1.











Since from xbj ∈ H
1 ∀j ∈ Z1 from (4.32) and xbi = x
a
i are the extreme points of H
1




i) ≥ 0 and the equality holds if
and only if ‖xbj−x
b





xbi‖ = 0 ∀i ∈ P
1 and ∀j ∈ Z1.
Summarizing the two cases above shows that
lim
k→∞
‖cij(k)δji(k)‖ = 0, ∀i ∈ P
1 ∀j ∈ Z1.
Derivation of (4.30) From the result of (4.28), there exists a p˜ such that
‖cjl(k)δlj(k)‖ < ǫ, ∀p ≥ p˜ ∀j ∈ P
1 ∀l ∈ Z1. (4.35)
Let p > max{p¯, p˜}, it follows from (4.17) and (4.21) that for each l ∈ Z2
xl(s
a



























The last equation holds since Z2 ∪ P 1 = Z1 = Zn from (4.21). Subtracting x
a
i from
and multiplying qTi to both sides of the above yields
qTi (xl(s
a
p + 1)− x
a

































































































































i )︸ ︷︷ ︸




































i )︸ ︷︷ ︸
≥0 from Definition 2.30
≥ −(n + 1)ǫ, ∀l ∈ Z2.
From the fact that sap+1 ∈ K
a∪Kb and the fact that {sbp} is an infinite sequence, there
must exist some p, such that sap ∈ K
b. In other words, sap + 1 = s
b
pˆ for some pˆ ∈ Z
+.




i ) ≥ −(n + 1)ǫ





pˆ)‖ < 2ǫ ∀l ∈ Zn (4.37)





i )) ≥ −(n+ 3)ǫ ∀l ∈ Z
2. (4.38)



























































converges to 0 from (4.37)
95



































j , j ∈ Z
2} ∀l ∈ Z2, i.e.
xbl ∈ H
2, ∀l ∈ Z2 (4.39)








i ) ≥ ψiη.(The key steps above
are to prove equation (4.38) and (4.39) which will be used to prove the following
inequalities.) Consider the following equations:
‖xi(s
b
p + 1)− x
a
i ‖ = ‖qi‖‖xi(s
b
p + 1)− x
a




































































































i )︸ ︷︷ ︸























i )︸ ︷︷ ︸
≥−(n+3)ǫ from (4.38)
> rmψiη − (2n+ 4)ǫ
Therefore taking ǫ < rmψi
2n+5
η will make ‖xi(s
b






Derivation of (4.31) Since xai = x
b
i , for all i ∈ P
2, xi converges to zero. Therefore∑n
j=1 cij(k)δji(k) = xi(k+1)− xi(k) converges to zero as k →∞. Multiply q
T
i which
is the same in Definition 2.30 on both sides of the above equation and take the limit
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i ) = 0.
For a sufficient large k, either k ∈ Ka or k ∈ Kb. Two cases are considered here:











Since by definition of H2, xaj ∈ H
2 ∀j ∈ Z2 and xai are the extreme points of H
2 ∀i ∈












































i ‖ = 0 ∀i ∈ P
2 and ∀j ∈ Z2.











Since from (4.39) xbj ∈ H
2 ∀j ∈ Z2 and xbi = x
a
i are the extreme points of H
2 ∀i ∈ P 2,















i‖ = 0 ∀i ∈ P
2 and
∀j ∈ Z2.







Algorithm to V2G Problem
5.1 Introduction
This chapter discusses the adaption of the average constrained consensus control
developed in Chapter 3 to a real world problem used in smart grid operation known
as the vehicle-to-grid (V2G) problem.
Electric Vehicles (EV) are becoming popular as they are environmentally friendly.
The charging of EV is done by connecting to a power outlet and drawing electricity
from the power grid. However, the demand for power varies with the time of the day.
During the peak hours when the need for power is high, additional power generators
may have to be turned on for a short period of time. Since the start up cost of a
power generator is high, power production during peak hours is costly. One approach
to avoid the additional start up cost is to let each EV store up power during the
valley hours and supply the stored power back to the power grid during the peak
hours. How much to store and return to the grid for each EV is known as the V2G
problem.
V2G problem has attracted much research attention recently, see [72, 73, 74, 71,
10, 1, 53, 33, 19]. In order to provide incentives to EV owners to participate in the
V2G service, energy companies sell electricity to EV owners at a cheaper price during
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the valley hours and buy from them at a higher price during peak hours. However, as
there are many battery management systems employed by EV and the unevenness of
the grid, the amount of power supplied to or drained from the grids can vary greatly.
A better approach is to have a more even distribution of the withdraw/supply to
the grid. It avoids huge withdraw/supply from/to the grid by a few EVs. This latter
scenarios may have implications to the life-span of the battery of EV. Another issue is
to fairly buy power from all EV owners connected to the grid. The detailed motivation
of deploying such a dispatch control has been discussed in [2][81]. In general there are
two main reasons. Firstly, too low or too high discharging current are not desirable as
they decrease the efficiency of energy transfer and may damage the battery. The other
reason is that for fairness, the system should not allow one EV to sell the energy at a
higher rate than another as the price changes with time. The intension of the present
study is to come up with a control law such that all agents sell the same amount of
power to the grid. The amount of power sold can then be modeled as a consensus
variable in a consensus problem. This study only addresses the power supply to the
grid simulated during peak hours. With slight modifications, the algorithm can be
applied to other services as well.
5.2 Methodology
5.2.1 The V2G Model
Let the state variable xi(k) for i ∈ Zn(k) for each EV be a scalar variable indicating
the power supplied by each agent to the grid. It is bounded by xi(k) ∈ Xi where
Xi = [xi, x¯i]. The total power demand from the grid, denoted as P (k), includes all
power demands from various users and its value is assumed to be known at time k.
In case of insufficient number of EVs, a quick react power plant is present in the
grid to provide the shortfall to the grid to satisfy the total demand. This power
plant is also one of the agents in the network. Without loss of generality let it be
agent 1 while agent i for all i = 2, · · · , n(k) are the EVs. A time varying graph
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G(k) = (V (k), E(k)) is used to denote the network formed by the power plant, cars
and the communication links among them. The configuration of the power plant, EVs
and the network is shown in Figure 5-1. The power plant is connected directly to the
grid and react first to the change of demand. Then it communicates with EVs in the
charging station that are willing to sell energy through the communication network
and decide the discharging rate from each EV. Since the objective is to make all EVs
Figure 5-1: Illustration of V2G Model
sell the same power, the state variable xi(k) for all i = 2, · · · , n(k) is required to
reach a consensus. Note that x1(k) should not reach the same consensus value as the
rest of xi(k), i = 2, · · · , n as agent 1 is a power plant. In this problem, the number of
agents n(k) also varies with time since EVs plug in and plug off during any particular
time period.
With the notations introduced above, the model for the power supply to grid
problem is given as
xi(k + 1) = xi(k) +
n(k)∑
j=1
cij(k)aij(k)(xj(k)− xi(k)), ∀k ∈ Z
+ and ∀i ∈ Zn(k) (5.1)
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subjected to the constraints
xi(k) ∈ Xi = [xi, x¯i] ∀k ∈ Z
+ and ∀ i ∈ Zn(k) (5.2)
n(k)∑
i=1
xi(k) = P (k) ∀k ∈ Z
+ and ∀ i ∈ Zn(k) (5.3)
As stated in the beginning of this section, only power supplied by EV to the grid is
considered. Hence xi(k) is assumed to be nonnegative, or, xi = 0 for all i ∈ Zn(k).
As agent 1 is a power plant, it is assumed that x¯1 = M where M is a big number.
For i = 2, · · · , n(k), x¯i is the limit on the maximal power withdrawable from agent i.
In this problem it is assumed that the maximum power provided are the same for all
EVs or x¯i = xmax for all i = 2, · · · , n(k).
5.2.2 Model Solving and Properties
Model (5.1)-(5.3) is a constrained consensus problem with an additional average con-
sensus property being required, which has been studied in Chapter 3. A quick review
of Algorithm 3-1 is done here.
(Algorithm 3-1)Action to be taken by agent i at each instant k
(1) Broadcast the triplet {xi(k), x¯i, xi} to and receive {xj(k), x¯j, xj} from all j ∈
Ni(k).
(2) (a) Compute the following intermediate variables:
ui(k) = x¯i − xi(k), ℓi(k) = xi(k)− xi, (5.4a)
uj(k) = x¯j − xj(k), ℓj(k) = xj(k)− xj, ∀j ∈ Ni(k) (5.4b)
δji(k) = xj(k)− xi(k) ∀j ∈ Ni(k) (5.4c)

















} if δji < 0;
rm if δji = 0.
(5.5)
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(3) The value of xi(k + 1) is updated according to (5.1) using the values of cij(k)
above.
Algorithm 3-1 can be applied to the V2G model directly, and the consensus of
agent i for all i = 2, · · · , n(k) under Assumptions (A3-1)-(A3-2) and (A3-5) is going
to be proven when P (k) and n(k) are constants for a sufficiently long time.
Note that Assumptions (A3-1)-(A3-2) are used only for the convergence result and
not for consensus property. For the V2G problem, agent 1 is not expected to reach
the same consensus value as other EVs as it is a power plant.
When P (k) and n(k) are constants for a sufficiently long time, the convergence of
Algorithm 3-1 under Assumptions (A3-1)-(A3-2) has been proven in Theorem 3.3 and
let x∞i := limk→∞ xi(k) for all i ∈ Zn(k). These two assumptions are also sufficient for
consensus of some subsets of Zn as shown in the following two lemmas.
Lemma 5.1. Suppose system (5.1)-(5.3) running with Algorithm 3-1 satisfies (A3-
1)-(A3-2). In addition, if P (k) and n(k) are constants for a sufficiently long time,







Proof. Let i, j ∈ Zn(k)\{1}, from the system model (5.1)-(5.3), Xj = Xi. Let
sp : Z
+ → Z+ be the index of a subsequence and be a mapping from p = 0, 1, · · ·
to the time index. Since j ∈ Npi , there must be an infinite subsequence sp such that
j ∈ Ni(sp).
Without loss of generality, suppose δji(sp) > 0 for any p ∈ Z
+. Since Xi = Xj ,
xj(sp) ≤ x¯i and xi(sp) ≥ xj. From definitions (5.4c), (5.4a) and (5.4b), δji(sp) ≤







following (5.5). A similar argument holds for δji(sp) < 0. Therefore cij(sp) = rm > 0
for all p ∈ Z+.
Since (3.24) holds under Assumptions(A3-1)-(A3-2), limp→∞ δi1(sp) = 0 which
means limp→∞ xi(sp) = limp→∞ xj(sp). Since both xi(k) and xj(k) converge by The-
orem 3.3, the limit of any subsequence is the convergent value. Therefore x∞i =




Lemma 5.2. Suppose system (5.1)-(5.3) running with Algorithm 3-1 satisfies (A3-
1)-(A3-2). In addition, if P (k) and n(k) are constants for a sufficiently long time,






Proof. From equation (3.24), for any i ∈ Np1 , it is true that limk→∞ |ci1(k)δi1| = 0.
The following two cases are considered: for any l1, l2 ∈ N
p
1 ,
Case I: x∞1 ≤ xmax. Since X = ∩i∈Zn(k)Xi = [0, xmax] and intX = (0, xmax) 6= ∅,










i ≤ xmax ∈ X , so (A3-4) is satisfied. Therefore (A3-1)-(A3-5) are satis-






Case II: x∞1 > xmax. Since x
∞
l1
≤ xmax, limk→∞ δi1(k) 6= 0, by Lemma 3.10 (i),
limk→∞ ci1(k) = 0. From (5.5) and the fact that x
∞
1 > xmax ≥ xi(k) for all k ∈ Z
+,
limk→∞ ci1(k) = limk→∞ rm
ui(k)
|δji(k)|




For similar reasoning x∞l2 = xmax. Then x
∞
l1
= xmax = x
∞
l2
The above two results only require Assumptions (A3-1)-(A3-2). Assumption (A3-
5) is an additional requirement for the whole network to reach consensus. Lemma
3.9 shows that under Assumption (A3-5), there exists a persistent path between any
two agents in the network which is an important condition in the proof of the next
theorem.
Theorem 5.3. Suppose system (5.1)-(5.3) running with Algorithm 3-1 satisfies (A3-
1)-(A3-2) and (A3-5). In addition, if P (k) and n(k) are constants for a sufficiently
long time, x∞i = x
∞
j for all i, j ∈ Zn(k)\{1}.
Proof. Since Assumption (A3-5) is satisfied,from Lemma 3.9, for any i, j ∈ Zn(k)\{1}
there exists at least one persistent path from i to j. There are two cases:
Case I: The persistent path does not pass through agent 1. Then let the path be





= · · · = x∞lm = x
∞
j .
Case II: The persistent path passes through agent 1. Then without loss of gen-
erality, let the path be < (i, l1), (l1, 1), (1, l2), · · · , (lm, j) >, so l1 ∈ N
p
1 and l2 ∈ N
p
1 .
Then by Lemma Lemma 5.2 and 5.1, x∞i = x
∞
l1




Summarizing the above completes the proof.
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Note that in the proof of consensus, Assumptions (A3-3) and (A3-4) are not re-
quired. Assumption (A3-3) is automatically satisfied since X = [0, xmax]. When
Assumption (A3-4) is not satisfied the power plant (agent 1), converges to an asymp-
totic value that is higher than xmax while all the vehicles reach consensus. When
Assumption (A3-4) is satisfied, agent 1 also reaches consensus with other agents.
5.2.3 Modifications of Algorithm 3-1
Despite similarities with the model (3.1)-(3.2), there are some differences that make
adjustment to Algorithm 3-1 necessary. The difficulties specified in this problem are
summarized in the following two points:
(a) The total power demanded P (k) and the number of agents n(k) both vary with
time. This is not the case for problems in Chapter 3. Constraint (5.3) is not
always satisfied if Algorithm 3-1 is applied.
(b) Since x1(k) is the state variable of the power plant, the value of |δj1| = |xj(k)−




to zero. As c1j(k) determines the step size of x1(k + 1), the convergence of the
network can be slow if c1j(k) is small.
Solution to (a) To satisfy constraint (5.3) at time k = 0, the system is initialized
by setting x1(0) = P (0) and xi(0) = 0 for all i = 2, · · · , n(0). As a result of average
consensus property of Theorem 3.1 (iii) (which requires Assumptions (A3-1)-(A3-2)),
if P (k) and n(k) are time invariant, (5.3) is satisfied for all time.
When P (k) is time varying, the following policy is used to guarantee the sat-
isfaction of constraint (5.3): Suppose there is a change of power demand at time
k = 1, 2, · · · and let ∆P (k) = P (k)− P (k − 1). The power plant is to react to this
change by setting x1(k) = x1(k) + ∆P (k).
To keep constraint (5.3) satisfied when n(k) varies with time, the following policy
is used: Whenever car i entering the system at time k, set xi(k) = 0. When agent
i wants to leave the system, it cannot immediately plug off like the way it plugs in.
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Before it leaves, the user presses the button to indicate its intention. Then agent i
will broadcast this request together with the value of xi(k) to all j ∈ Ni(k). Upon
receiving this request, all the its neighbors j ∈ Ni(k) sets and keeps cji(k) = 0. At
the same time agent i also sets cij(k) = 0 for all j ∈ Ni(k). In this way, xi(k) is kept
unchanged until agent i leaves. The neighbors of agent i then continue to broadcast
this message to their neighbors at k + 1 and so on until the message reaches agent 1
at some k˜ ≥ k. Upon receiving the message, agent 1 adjusts its own state variable at
k˜ by x1(k˜) = x1(k˜) + xi(k) and broadcast an acknowledgement message that allows
agent i to leave. Upon receiving the message from agent 1, agent i is then free to
leave. The purpose of doing so is to when n(k) changes with time.
Solution to (b) Algorithm 3-1 can be directly applied to this problem, but has
a very slow convergence rate. It can be accelerated by some special treatments. The
following heuristic adaption is introduced.




. Since agent 1 is different from others, the action of agent 1 is different
from others.
(Algorithm 5-1) Action to be taken by agent i at each instant k
(1) Broadcast the triplet {xi(k), x¯i, xi} to and receive {xj(k), x¯j, xj} from all j ∈
Ni(k).
(2) (a) Compute the intermediate variables ui(k),ℓi(k),uj(k),ℓj(k) and δji(k) using
(5.4a)-(5.4c)
(b) Then consider the following two cases:
Case I: i 6= 1 and 1 /∈ Ni(k), then update the values of cij(k) for all j ∈ Ni(k)
according to (5.5)
Case II: i = 1, compute β = ⌊x1(k)
xmax
⌋, where ⌊x⌋ : R → Z is the floor function that










if 1 ≤ β < dm + 1;
rm if β < 1.
(5.6)
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If 1 ∈ Ni(k), compute β = ⌊
x1(k)
xmax










if 1 ≤ β < dm + 1;
rm if β < 1.
(5.7)
(3) xi(k+1) is then updated according to equation (5.1) using the values of cij(k)
above.
Note that the case of (5.6) and (5.7) can be identified from the fact that x¯1 =M
since all other x¯i = xmax.




ui(k) if β ≥ dm + 1;
βrmui(k) if 1 ≤ β < dm + 1;
rm if β < 1.
(5.8)
The only difference in Algorithm 5-1 compared with Algorithm 3-1 is the update
law of c1j(k) and ci1(k) given by (5.6) and (5.7). c1j(k) is enlarged as much as possible
subjected to the constraint that
∑
j∈N1(k)
c1j(k) < 1. The purpose is to increase the
rate of convergence of the network. This effect is demonstrated in the simulation.
5.3 Simulation and Discussion
Before applying Algorithm 5-1 to a large scale system, a small example is used to
show the feature of Algorithm 5-1.
This example is a system of 11 agents. x¯i = 7.2 for all i = 2, ..., 11 and agent




i=1 xi(0) = 8 > 7.2, as shown in Figure 5-1(a), limk→∞ xi(k) = 7.2 for all i =
2, ..., 11 while limk→∞ x1(k) > 7.2, consensus is not reached. Suppose the initial states





6 < 7.2, the system reaches consensus at 6 as shown in Figure 5-1(b).
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(a) Plot of xi(k) against k when x1(0) = 88
k












(b) Plot of xi(k) against k when x1(0) = 77
Figure 5-1: Plot of xi(k) against k under different initial conditions
The same example can also be used to show the convergence rate of Algorithm
5-1. As illustrated in Example II of Chapter 3, the convergence rate is closely related
to the network connectivity. Figure 5-2 depicts the convergence rate of Algorithm 5-1
under different network connectivity. The first plot is xi(k) Vs k when di = 1 for all
i = 1, ..., 11 and it takes 0.5s = 500ms to converge. The network for the second plot
is when di = 3 for all i = 1, ..., 11 and it takes 0.1s = 100ms to converge. The last
plot is when network is fully connected, it takes only 1ms to converge. This shows
that as the network become closer to fully connected, Algorithm 5-1 converges faster.















Figure 5-2: Convergence under different network connectivity
Algorithm 5-1 is then implemented and applied to a large scale system. The total
number of vehicles in the system varies every minute and its average is approximately
25,000 subject to maximal variation of 0.36%. The total time period is 3 hours and
Figure 5-3 shows the amount of vehicles in the system during the 3 hours.
The effect of varying the number of vehicles is very complicated, since it will
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affect the network connectivity. Each vehicle is assumed to appear randomly at any
charging station and be able to communicate with other vehicles within a certain
range. Too few vehicles my cause the network being disconnected so that consensus
is not reached. Therefore the maximum variation of the total number of vehicles is
chosen to be 0.36% to avoid disconnection.
Figure 5-3: Dynamics of vehicles entering and leaving the system
Figure 5-4 shows the required power to the grid which is updated every 15 minutes.
The maximal power of vehicle battery is xmax = 7.2kW and the communication
Figure 5-4: Power demanded by the grid
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between agents is done every 0.001 seconds.
The simulation results are shown in the following order: Firstly, the changes of
consensus value during the 3 hours and the first 15 minutes are shown arising from
time-varying P (k) and n(k). Then a comparison is made among the unconstrained
algorithm with fixed cijs, Algorithm 3-1 and Algorithm 5-1. This is done by comparing
the state evolutions during the first 10 seconds. Lastly, two groups of vehicles are
tested. Each group consists of 5 EVs and the total amount of energies supplied by
each EV are shown. The first group remains connected to the grid during the 3 hours,
while the second group is connected to the grid starting from the end of first hour till
the beginning of the 3rd hour.
Figure 5-5 shows the progression of the consensus value for all the EVs in the
network. One can observe a similar shape of the power demanded by the grid in
Figure 5-4 except those hours when the total power demand exceeds xmax. In that
case, each EV sells the power at the maximal allowed rate and the power plant supplies
the rest.
Figure 5-5: Consensus value for all the vehicles during the 3 hours
Figure 5-6 shows the first fifteen minutes of Figure 5-5 and depicts the evolution
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of the consensus value. As can be seen in Figure 5-6, the consensus value changes
because of the variation in the number of EVs every minute as P (k) is a constant.
These changes are not obvious in Figure 5-5 due to the scaling of the y-axis.
Figure 5-6: Consensus value of all the vehicles during the first 15 minutes
For comparison purposes, a constraint-free algorithm is used for system (5.1).
This algorithm uses a fixed cij = rm for all i, j ∈ Zn and the result is shown in Figure
5-7. The system reaches consensus at about 9 seconds. As can be seen in Figure 5-7,
one agent supplies at a rate of 16kW during the initial period of the simulation. This
is more than twice of xmax and can cause damage to the battery of the EV.
Figure 5-8 demonstrates how constrained consensus control works during the first
10 seconds. By applying Algorithm 3-1 and Algorithm 5-1 separately, the result is
shown in Fig 5-8. The constant blue line indicates the value xmax, the dotted line is
the average of all the states in the grid and the red lines show how the state variable
changes with respect to time. The plot on top shows that with Algorithm 3-1, it is
far from convergence at 10 seconds. By contrast, the plot at bottom shows that with
Algorithm 5-1, the system reaches average consensus at about 6 seconds. Comparing
Figures 5-8 and 5-7, it is obvious that using Algorithm 5-1, the system converges even
faster than the unconstrained consensus algorithm with constant cijs. Moreover both
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Figure 5-7: State variable changes with constraint-free algorithm during the first 10s
Algorithm 5-1 and Algorithm 3-1 keep the power demand on each vehicle within its
restrictive constraint. The proposed constrained consensus method is proven to be a
suitable control law to this system.
In this problem, the communication rate is taken to be 1ms = 0.001s, as a result,
the consensus value can be achieved in about 6 seconds. The time to achieve consensus
is inverse proportional to the communication rate. If communication rate is changed
to 0.01s, the it will take around 60 seconds to achieve consensus. Similarly, if the
communication rate is 0.1s, 600 seconds is needed to achieve consensus which is more
than an hour. In those cases, the amount of energy sold to the grid may vary greatly
for two vehicles plugging in and off at the same time. Therefore, 1ms is a preferred
communication rate for this model.
While the consensus variable is the power, it is interesting to find out the total
energy supplied by the 2 groups of EVs. Figure 5-9 shows the result. Both groups
sell essentially the same amount of energy subject to a maximal relative errors of
0.02% and 0.04% respectively. The maximal relative error for each group is defined
as Emax−Emin
Emax
, where Emax and Emin are the maximal and minimal energy supplied in
the group respectively. This simulation verifies that applying Algorithm 5-1, for any
two vehicles which enter and leave the grid at the same time, they sell essentially the
same amount of energy with a maximal relative error that is less than 0.04%.
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Power Vs Time with Algorithm 3-1








Power Vs Time with Algorithm 5-1
Figure 5-8: State variable changes with constrained consensus control during the first
10s
(a) Group 1 (b) Group 2
Figure 5-9: Energy sold by each vehicle in group 1 5-9(a) and 2 5-9(b)
5.4 Conclusion
The aim of this chapter is to test the usage of constrained consensus control in a
V2G service. The V2G problem is modeled and solved by a modified Algorithm 3-1
to manage the amount of energy supplied by a fleet of vehicles to the grid. The
consensus property is proven under appropriate assumptions and a heuristic method
(Algorithm 5-1) is proposed to accelerate the convergence speed. A simulation is
conducted to verify the usage of the proposed algorithm. Results show that the use of
constrained consensus control makes the system reach consensus in about 6 seconds
while the limitation of battery are not exceeded. Moreover, the simulation shows
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that the two groups of vehicles sold essentially the same amount of energy. With the
assessed conditions, each agent of the first group sells 17.2kWh to the grid during
all 3 hours with a maximal relative error of 0.02%. Each agent of the second group
sells 7.19kWh during the second hour reporting a maximal relative error of 0.04%.
The conclusion is that the constrained consensus algorithm has a high potential of
application in V2G problems due to its decentralized nature, fast convergence speed
and capability of handling high number of agents. Broadening the consensus theory
to other V2G services such as regulation is an opportunity for future work.
114
Chapter 6
Conclusion and Future Work
6.1 Summary of Main Contributions
This section summarizes the main contributions of this thesis. The scope of the
study in this thesis is the consensus problem where the agents are confined within
individually-defined constraints. The objective is to preserve the average consensus
property while achieving consensus. In addition, the consensus value should depend
on the initial states and not on the sequence of topological changes.
The first contribution is a new algorithm proposed in Algorithm 3-1 to solve the
above mentioned problem when the state variables are scalars. The idea of Algorithm
3-1 is to use a user-defined weight to control the step size of each movement. From
the update law (3.7) of cij(k), one can see that the weight depends on the relative
position of the state variables xi(k) and xj(k) and it may become zero as the state
variables approach the boundaries. This may cause virtual disconnection from agent
i to j even if they are physically connected. This makes the mathematical structure
of our problem different from the previous works and the consensus conditions of
the existing results are not applicable. As a result, the consensus of Algorithm 3-
1 has to be proven differently. The proof consists of three parts. The first is the
convergence of Algorithm 3-1 under mild assumptions. This is done by showing that
all subsequences converge to the same limit. The second is the consensus result
which requires additional assumptions. The third is the convergence rate for a fully
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connected network. The results are all self-contained and can be of independent
interest. Algorithm 3-1 can also be applied to achieve consensus for some special cases
with slight modifications, namely when all constraints are identical; when (A3-4) is
not satisfied; when state variables are vectors with box constraints. Three simulation
examples are provided to illustrate Algorithm 3-1.
The second contribution is a new algorithm (Algorithm 4-1) for the average con-
strained consensus problem when the state variables are vectors and the constraints
are general closed convex sets. Several motivational examples are used to show that
a naive extension of Algorithm 3-1 fails. Algorithm 4-1 is motivated by these exam-
ples and like Algorithm 3-1 uses the weight as control variable but with a different
update law. The proofs of the convergence and consensus under proper assumptions
are self-contained and original. An example that illustrates Algorithm 4-1 is also
provided.
The last contribution is the adaptation of Algorithm 3-1 to a real world V2G
problem. V2G service is a potential solution to reduce the cost of energy generation.
The battery of each vehicle is used to store the energy during non-peak hours and
supply back to the grid during peak hours. The objective of the control is to ensure
that every vehicle in the grid sells the same power to the grid subjected to a max-
imal value. Moreover the total amount of power supplied must equal to the power
demand by the grid. This condition is achieved by average consensus property. When
the power demand and number of vehicles do not change in a sufficiently long time
Algorithm 3-1 ensures that power supplied by all EVs reach consensus. Moreover, a
modified algorithm (Algorithm 5-1) is proposed to accelerate the rate of convergence.
Simulation results are provided for this problem. The power demand of the simulation
makes use of real world data.
6.2 Future Work
There are several open problems in this thesis. These are given below:
 In the proof of convergence (Theorem 3.3), the number of subsequences is as-
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sumed to be finite or countably infinite. If the number of subsequences is un-
countably infinite, i.e., the limit set of subsequences is dense, the proof may not
work. From our experience the number of subsequences cannot be uncountably
infinite, but a rigorous proof is needed.
 In the proof of convergence rate (Theorem 3.17), it is assumed that the asymp-
totic rate of convergence for agent i Ri exists for all i ∈ Zn. This, from our
experience, is true under a fully connected network, but a rigorous proof is
needed.
 Step (2) of the Algorithm 4-1 requires the search of a subset Si(k) that satisfies
(P1) and (P2a). This is a mixed integer programming problem which can be
computational intensive. In cases where the number of neighbors is not too
large, the computational time is acceptable. Methods to speed up this search,
heuristic or otherwise is a future work.
 The assumption (A4-1) is not easy to check. Approaches that can relax (A4-1)
is useful.
 The convergence rate of Algorithm 4-1 has not been investigated.
 The algorithms developed in this thesis apply to undirected network. A good
direction of future work is to extend this result for directed networks.
 The communication delays are not considered in this thesis, each agent is as-
sumed to be a single integrator and the constraints for each agent are indepen-
dent from each other. In real world applications, communication delay always
exists, the dynamics of each agent is more complex and the constraints of the
agents sometimes are coupled together.It would be more practically meaningful
to take these into consideration. Also, it would be interesting to think about
alternatives to represent communication failure rather than switching network.
 In the application to V2G problem, the state variable is the power sold to the
grid. This can be more complicated with the constraints on the state of charge
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(SoC), communication bandwidth and so on. Further studies should include dif-
ferent constraints on different batteries, price incentives and the implementation
of the communication network in the real world.
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