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I. INTRODUCTION 
We consider the nonlinear boundary value problem 
u” + 24 + g(u) = h(x), XE (0, n), u(0) = u(7c) = 0, (1) 
where h E L2[0, rc] and g is continuous. 
This paper was motivated by the works of Ahmad [2] and Kannan et al. 
[lo]. We show here that the set of solutions of (1) satisfies the classical 
Hukahara-Kneser property for ordinary differential equations [ 151. If g is 
a decreasing function a sufficient condition for the existence of solutions to 
(1) due to Landesman and Lazer [ 111 is that 
g( - cc ) 6 sin x dx > [: h(x) sin x d.x > g( cc ) $ sin x dx, (2) 
whereg(+co)=lim,,+,g(u). 
Condition (2) is equivalent to the following one due to Brezis and 
Haraux [S] 
o=w(h)= “lI(x)sinxdx s 0 
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If g is an increasing function and g is bounded, then (2) is a suflicient 
condition for (1) to have a solution. If g is not bounded, certainly a restric- 
tion for g is needed since for g(u) = 3u and h(x) = sin 2x problem (1) has 
no solution. In fact we have the following result [2] which does not require 
g to be increasing: Set 
g(W)= lim infg(u), g( - co) = lim sup g(u). 
- I, --+ I II + ic 
THEOREM 1. If there exists numbers y and r, r > 0, with 0 < y < 3 such 
that 
g(u)lu 6 Y, Iul3r (4) 
and 
R(-jn sin x dx < 6 h(x) sin x dx < g( oo) jz sin x dx (5) 0 -0 
then (1) has at least one solution. 
This result was proved independently by Nieto in [ 141 for g increasing 
and h E L”[O, n] using a duality principle [4]. 
It seems that the proof of Ahmad [2] depends on the inclusion of H*(Q) 
in C’(D), Q = (0, rc), which is no longer true if Q is a domain in R”, n > 1. 
However, the duality principle seems to be applicable to study the more 
general boundary value problem 
Au+A,u+g(u)=h inn, u=O ondR, 
where Sz is a smooth domain in IF!” and 1, is the smallest eigenvalue of 
Au+Lu=O in Q and u=O on XJ. 
If g is increasing and bounded only from one side, some existence results 
are known. For instance, the cases g(u) = -au - , a > 0 [ 1, S] and 
g(u) = e” [S]. 
The purpose of this paper is to study the structure of the solution set for 
(1) under the hypothesis of Theorem 1, (4), and (5), as well as in the case 
when one has either 
w=g(co) or o=g(-co). (6) 
Note that g( - co) d o d g( co) is a necessary condition for (1) to have a 
solution provided that g( - cc ) 5 g(u) 5 g( co) for u E R. 
In [lo] we showed the existence of a continuum of solutions to ( 1) when 
g is a decreasing function and (2) holds. That result depends heavily on the 
fact that for g strictly decreasing, (1) has a unique solution. An analogous 
result is not valid in the increasing case. 
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EXAMPLE. Let g be a strictly increasing and bounded function such that 
g(u)=3u for ue[-1, l] and h-0. Then, asin2x, a~[-1, 11, are 
solutions to (1). 
II. HUKUHARA-KNESER PROPERTY 
If g is Lipschitz continuous and the Lipschitz constant “stays away” from 
the nearest eigenvalue (A = 3) uniqueness does occur. Indeed, we have the 
following result whose proof follows the ideas of [ 121 or [ 13, Theorem 61. 
THEOREM 2. Assume that g is strictly increasing and (5) holds. Then 
there exists k, E (0, 31 such that lj 
Ig(u)-g(u)1 <k Iu--I for every u, v E IR, (7) 
where k E (0, k,), then any solution of (1) is unique. 
Proof: Let E = {u E H2(0, rc): u(0) = u(n) = 0} and F= L2[0, n] with 
the usual norms. Problem (1) is equvalent to the operator equation 
Lu=Nu (8) 
beingL:E+FandN:E-+FdeIinedbyLu=u”+uandNu=h-g(u). 
Thus, E, = Ker L = (cp ) where q(x) = sin x and F1 = Range L = 
{u~F(u,cp)=O}.DeIine the projections P:E-+EandQ:F-+Fby 
Hence E=E,@E, and F=F,OF,, where E,=KerPand F,=(Z-Q)F 
and we can define the partial inverse of L, H: F, + E,. For u E E, set 
u=uo+ul, ~,EE,, and u,EE,. 
Therefore, (8) is equivalent to the system of operator equations [6] 
UI = H(Z- Q, N(u, + u,) (9) 
QN(uo+u,)=O. (10) 
Now, for uOe E. fixed, define r: E, + E, by t(u,) = H(Z- Q) N(u, + u,). 
Thus, for u, , vi E E, we have 
Il~(u,)-~(u,)II d IIfU .ll1-Qll .k llu, -0,/I 
which shows that there exists k,>O such that for each uOe E, there exists 
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a unique ~(u,,) E E, provided that ke (0, k,). Hence u = u0 + P(Q) 
satisfies (9). Furthermore, 
Ild”O) - /-dh)li FG uk li”” - %ll, where lim ak = 0. 
k-0 
Deline6:R+R by 
h(a) = jon Cd a sin x + ~(a sin x)) - h(x)] sin x dx. 
For a, b E [w we can write 
a+p(a)- b-p(b)>a- b- II/L(~)-p(b)ll,z 3 (a- b)(l -ak). 
Hence if k is small enough, then ak < 1 and 6 is strictly increasing. Now, by 
(5) and [9, Lemma l] we see that 6(-co)<O<6(00) and thus Eq. (lo), 
and hence Eq. (8), has a unique solution. 
Remark. If g is increasing but not strictly increasing, Theorem 2 fails. 
Indeed, for g(u) = 0, u E [ - 1, I], and h = 0, problem (1) admits an infinite 
number of solutions. For instance, U(X) = a sin x, a E [ - 1, 11. 
Now, we are in a position to prove our main result. 
THEOREM 3. Suppose that g is increasing (not necessarily strictly) and 
that (4), (5), and (7) hold. Then the set of solutions of (1) is nonempty, com- 
pact, and connected, that is, a continuum. Moreover, the solution set is 
acyclic. 
ProoJ: Set S, = {U E E: Lu = Nu} the solution set of (1). From [2] it 
follows that S, is nonempty and bounded in L”[O, ~1. Let R > 0 be such 
that [u(x)1 < R for every XE [0, n] and UE S,. We define a modified 
problem relative to (1) 
u” + u + G(u) = h(x), x E (0, xl, u(0) = u(n) = 0, (11) 
where G is given by 
i 
.dA 1, u<A 
G(u) = g(u), A<u<B 
g(B), u>B 
with A and B constants such that A < -R, B > R with g(A) < CIJ <g(B). 
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G is bounded and Si c 3,) where 3, is the set of solutions of (11). We 
shall show below that 3’, is compact and connected. Consequently, 
S1 = 3, n {U E E: [lull o. < R} is compact and connected. 
Relative to (1 1 ), consider the sets 
MO= {aEo: NuEF,} 
M+= u {uEE:Lu=~Nu} 
0<1<1 
MO, = {Uo:UEM+}, M~={u,:uEM+}. 
All of these sets are bounded. 
First, we note that there exists c >O, independent of USE E, such that 
jluill o. <c for any U, solution of (9), since G is bounded. Hence My is 
bounded. If u E M, , integrating between 0 and rc we see that 
I x [g(u(x))-h(x)] sinxdx=O. 0 
Again an application of [9, Lemma l] allows us to conclude that MO, 
and M, are bounded sets. Similarly one can show that MO is bounded. 
Now deline$[W+E andf,:F-+[W byf(a)=a andf,(v)=(Qv,cp). 
Thus 
t(a)=f, -N.f.(u)=Ji [h(x)-g(ucp(x))] sinxdx. 
Forlargea~Owehave~(a)~~(-a)~Oanddeg(~,(-a,a),O)#O.Wecan 
conclude [3] that 3, is compact. 
Let N,:E-+F, rz~N*, N,(u)=Nu-(l/n)u. Thus lIN,u-N~ll~-= 
(l/n) I14Fy which shows that N, converges to N uniformly on bounded 
subsets. For u E S, and n E N *, consider the set 
S,(U)={UEE:LU-N,(u)=Lv-N,(v)). 
If #ES,(U), then u satisfies the problem 
u” + u + G,(u) = h,(x), x E (0, n), u(0) = u(7c) = 0, 
where G,(u) = G(u) + (l/n) u and h, = u” + u - G(u) - (l/n) u. 
For n large, k + (l/n) <k, and G, satisfies (7). Moreover, G, is strictly 
increasing and Range G, = Iw. Taking into account Theorem 2 we see that 
S,(u) is a singleton. Therefore, S, is connected [3]. 
Now let p > 0 be such that MO u M, c B(0, p) and let 
rn = Sup{ IIN,u- Null: jiulj = p}. 
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Clearly lim, _ o(, rn =0 and the problem Lu-N,,u = u has at most one 
solution for every o E E. Consequently, S, is acyclic and it completes the 
proof of the theorem. 
COROLLARY. [f the hypothesis of Theorem 1 holds then the solution set to 
(1) is compact. 
Proof M, and M, are bounded and deg (5, ( -a, a), 0) # 0 for a > 0 
large. Therefore 3, is compact and so is S,. 
111. O=g(cO) OR W=g(-Co) 
For g increasing and following the ideas of [9] one can show that in this 
case, that is, o E Bdry[Range g], (1) admits a solution if and only if 
g(0) = o. If g is not increasing we have only that the existence of a solution 
to (1) implies that g(0) = w. 
EXAMPLE. Let g(u) = -u/( 1 + u2) for u d 0 and g(u) = u’/(l + u2) for 
~20 and h(x)=cosx. Thus o=O, g(-oo)=O, g(co)=l, and g(O)=o 
but (1) has no solution. Indeed, if u is a solution we have 
s 
n 
g(u(x)) sin x dx = 0 
0 
which implies that g(u(x)) =0 for XE [0, rr], since g(u) >O for u#O. 
Consequently u = 0, which is a not possible. 
Reasoning as in [ 13, Theorem 51 we have 
THEOREM 4. If g is increasing and (6) holds, then the solution set is either 
(i) empty, or 
(ii) connected and unbounded. 
Moreover, in case (ii), the solution set is homeomorphic to a real inter- 
val of the type [a, co), ( - co, b], or ( - co, OX), where a, b E R. 
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