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Existence and regularity of minimizers for a geometric variational problem is
shown. The variational integral models an energy contribution of the interface
between two immiscible fluids in the presence of surfactants and includes a Hel-
frich type contribution, a Frank type contribution and a coupling term between
the orientation of the surfactants and the curvature of the interface. Analytical
results are proven in a one–dimensional situation for curves.
1 INTRODUCTION
The importance of surfactants for the formation of interfaces between immiscible fluids has been recognized a long time
ago. Even today, a mathematical analysis of the evolution of such a system driven by themotion of the fluids, the elasticity
of the interface, and the interplay of the curvature of the interface with the surfactants and their orientation is not feasible,
see, however, [1] for a model that combines classical membrane elasticity with fluid dynamics, but does not include a
director field describing the surfactants. If one does not consider the motion of fluids, the situation is different, as we
will explain later in the introduction, listing literature on the Helfrich functional. In this article, we investigate a very
specific aspect of such a system, namely the interaction of the orientation of surfactant molecules with the curvature of
the interface in a one–dimensional situation, that is, for interfaces that are given by curves in the plane, a dynamicalmodel
for two-dimensional surfaces in three-dimensional space will be investigated in [2]. Inspired by Laradji andMouritsen [3]
we study the functional
𝐸𝐿𝑀(𝛾, 𝜂) =
1
2 ∫𝛾(𝜅 + 𝛿 div𝛾 𝜂)
2 d𝑠 +
𝜆
2 ∫𝛾 |∇𝛾𝜂|2 d𝑠 + 𝐿(𝛾) = 𝐸(𝛾, 𝜂) + 𝐿(𝛾) , with 𝜆, 𝛿 ∈ ℝ, 𝜆 > 0 , (1.1)
where the surfactants are modeled by a director field 𝜂; see Section 2 for the precise definitions of the curvature 𝜅 and
the differential operators on curves; if 𝛾 is a simple closed curve, then the functional is the geometric functional defined
on the trace of 𝛾. Thus the term div𝛾 𝜂 serves as a spontaneous curvature the existence of which has been postulated in
models related to lipid bilayers and for the Helfrich model [4]. Specifically, we focus on the static case and investigate the
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existence of minimizers of 𝐸𝐿𝑀 , where, in view of applications, one can augment the variational problem with additional
constraints on the length of the curve, the enclosed volume, or the length of the surfactants. This case serves as a study
for potential equilibrium states for a dynamical system driven by the 𝐿2 gradient flow of the system, see Section 5 for
more information.
Motivated by this functional, it is the scope of this article to begin the analysis of geometric functionalswhich do not only
involve a curve, or, more generally, a manifold Γ, and objects derived from it like its surface area or its mean curvature,
but functionals which combine geometric properties of the manifold with an independent vector field defined on the
manifold and which include the interaction of the manifold with this vector field. In our one–dimensional model, the
first term contains the curvature 𝜅 = −div𝛾 𝜈 and assigns, for 𝛿 = 1 and in the presence of the constraint |𝜂| = 1, energy
to the deviation of the orientation of the surfactants from the normal direction. The second term is a Frank energy term
that is, common in models for liquid crystals and structured fluids.
It is important to note that the functional is invariant under some changes of variables and that the terms in the energy
have specific scaling properties. The signed curvature 𝜅 = ⟨𝜕𝑠𝑠𝛾, (𝜕𝑠𝛾)⟂⟩ is invariant under orientation preserving changes
of variables, and thus
∀𝜑 ∈ 𝐻2([0, 2𝜋]; [0, 2𝜋]) diffeomorphism with 𝜑′ > 0 on [0, 2𝜋] ∶ 𝐸𝐿𝑀(𝛾, 𝜂) = 𝐸𝐿𝑀(𝛾◦𝜑, 𝜂◦𝜑) (1.2)
where 𝜑 ∶ [0, 2𝜋] → [0, 2𝜋] is an orientation preserving reparameterization of 𝛾, see Section 2.2 for details. However, 𝜅
does change its sign if the change of variables is not orientation preserving. Therefore a change of orientation of 𝛾 has to
be compensated by a change of sign in 𝜂. An alternative formulation of the energy is obtained by choosing a fixed normal
field 𝜈 associated to Γ and replacing 𝜅 by 𝜅 = −(divΓ 𝜈)𝜈. The last object is again a geometric object that does not change
upon any change of coordinates.
Since the curvature has units of one over length and since the integral has units of length, a scaling argument shows







2 ∫𝛾(𝜅 + 𝛿 div𝛾 𝜂)
2 d𝑠 +
𝜆
2 ∫𝛾 |∇𝛾𝜂|2 d𝑠
]
+ 𝑅𝐿(𝛾) .
This observationmotivates the third term in the energy 𝐸𝐿𝑀 . In the mathematical literature, the modeling and the discus-
sion of variational models involving a coupling between the orientation of surfactants and the curvature of the interface
started in [5–7] and was also investigated in [8]. Liquid crystals on deformable surfaces were also considered in [9].
In this paper we restrict our attention to the minimization in the class of immersions. In contrast to the evolution prob-
lem for the gradient flow of the energy, where a natural initial configuration is given by an embedding and for which the
flow stays embedded for a positive time,minimization in the class of embeddingsmay not lead to an embeddedminimizer.
Therefore we formulate the minimization in the class 𝐻2𝑖𝑚𝑚. It is an open problem to characterize the relaxation of 𝐸𝐿𝑀 ,




Our model is inspired by and closely related to models for biological membranes as proposed by Canham [10] and
Helfrich [4]. The Helfrich functional has the general form
𝐹𝐻(𝑆) = ∫𝑆 𝜅1(𝐻 − 𝐻0)
2 + 𝜅2𝐾 d𝜎,
where 𝑆 denotes a smooth surface in ℝ3, 𝐻 and 𝐾 are the mean curvature and the Gauß curvature of 𝑆, respectively,
and 𝜅1, 𝜅2,𝐻0 are constants. In particular 𝜅1 and 𝜅2 are the relevant curvature–elastic moduli and 𝐻0 is the spontaneous
curvature, originally introduced to allow for chemically different sides of the bilayer. In this model, the shape of the
membrane is a minimizer of 𝐹𝐻 among a suitable class of surfaces. In the last decades the study of the Helfrich functional
has inspired a lot of work in the mathematical community.
There are several contributions on theminimization problem [11, 12], even in the case of more than one surface [13–15].
Moreover there is no lack of stability results [16, 17] and also the associated Dirichlet boundary value problem has been
considered [18, 19]. The Helfrich functional can be interpreted as the singular limit of a suitable approximating functional
defined on diffuse interfaces [20–22]. In [23, 24] an interfacial energy arising from the hydrophobic effect is taken into
account and it is shown that lipid bilayers favor partial localization and display resistance to bending, stretching and
fracture. Considerably less has been done concerning the associated evolution equations, but see, for example, [25, 26].
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The paper is organized as follows: In Section 2 we introduce the notation used throughout the paper and summarize
results we use in the proofs. We include a short discussion of differential operators on curves and discuss the definition
of 𝐸𝐿𝑀 and relations between 𝐸𝐿𝑀 and geometric functionals. The proof of the existence of minimizers for the variational
integral𝐸𝐿𝑀 is presented in Section 3 and the regularity in Section 4, which, in fact, contains regularity for arbitrary critical
points. The existence and regularity results include constraints on the length of the curve, the enclosed area, and the length
of the surfactants. The concluding Section 5 indicates possible extensions of our model to dynamic equations that arise as
the 𝐿2 gradient flow of the functional and the Appendix contains the derivation of the Euler-Lagrange equations.
2 NOTATION AND PRELIMINARY RESULTS
In this article we fix the orientation of a curve, and do not consider orientation reversing reparameterizations. Moreover,
the energy 𝐸𝐿𝑀 depends only on derivatives of 𝛾 and 𝜂 and we need to introduce a normalization in order to obtain
uniqueness results. Unless otherwise stated, we therefore assume the following hypotheses which we refer to as (H):
(H1) the constants 𝛿, 𝜆 ∈ ℝ satisfy 𝜆 > 0; in general, no assumption on the sign of 𝛿 is made; dependence of constants
on 𝛿 and 𝜆 is not indicated;
(H2) the functions (𝛾, 𝜂) are elements of 𝐻2𝑖𝑚𝑚([0, 2𝜋];ℝ
2) × 𝐻1𝑝𝑒𝑟([0, 2𝜋];ℝ
2) defined below, 𝐿(𝛾) denotes the length of
𝛾, and
|𝜕𝑥𝛾(𝑥)| = 𝐿(𝛾)2𝜋 for all𝑥 ∈ [0, 2𝜋] ; (2.1)




𝛾 d𝑥 = 0 ; (2.2)




𝜂 d𝑥 = 0 . (2.3)
Therefore an 𝐿2–bound on the derivative of 𝛾 and 𝜂 implies by Poincaré’s inequality a corresponding 𝐿2–bound on the
functions themselves. The assumption (H4) on 𝜂 is not imposed in the presence of the constraint |𝜂|2 = 1 on 𝜂; if this
constraint holds, then the 𝐿2–norm of 𝜂 is bounded by the length of the curve. We stress the fact that, because of the
invariance property (1.2) and the geometric nature of the problem, there can only be uniqueness up to reparameterization
and up to rigid motions. The hypotheses (H2), (H3) , and (H4) fix parameterization and translations, but rotations are
still allowed.
2.1 Curves





2) = {𝛾 ∈ 𝐻2([0, 2𝜋];ℝ2) ∶ 𝛾 regular, 𝛾(0) = 𝛾(2𝜋), 𝜕𝑥𝛾(0) = 𝜕𝑥𝛾(2𝜋)} .





2) = {𝛾 ∈ 𝐻𝑘([0, 2𝜋];ℝ2) ∶ 𝜕𝓁𝑥𝛾(0) = 𝜕
(𝓁)
𝑥 𝛾(2𝜋) for 𝓁 = 0,… , 𝑘 − 1} , 𝑘 ∈ ℕ .
The arc length derivative of a regular curve is given by 𝜕𝑠𝛾 = |𝜕𝑥𝛾|−1𝜕𝑥𝛾. The change of variables that leads to an arc length
parameterization leaves the class of𝐻2 immersions invariant. More generally, if a regular curve admits a parameterization
4 of 23 BRAND et al.
of class 𝐶𝑘, then its reparameterization by arc length is still of class 𝐶𝑘 (see [27, Theorem 1.2.11]). The proof can be adapted
to the Sobolev space𝐻2, for a sketch see the Appendix.
The unit tangent vector is denoted by 𝜏 = 𝜕𝑥𝛾∕|𝜕𝑥𝛾| = 𝜕𝑠𝛾 and the unit normal vector by 𝜈 = 𝐽𝜏 where 𝐽 is the coun-
terclockwise rotation in the plane by 𝜋∕2. The oriented curvature of a plane curve is the scalar function 𝜅 ∶ [0, 2𝜋] → ℝ
defined by 𝜕𝑠𝜏 = 𝜅𝜈 and the curvature vector 𝜅 is given by 𝜅 = 𝜕𝑠𝜏 = 𝜕𝑠𝑠𝛾. The length and the enclosed (signed) area of a
differentiable curve are interpreted as functionals 𝐿 ∶ 𝐻2𝑖𝑚𝑚 → [0,∞) and 𝐴 ∶ 𝐻
2
𝑖𝑚𝑚 → ℝ defined by
𝐿 ∶ 𝛾 ↦ 𝐿(𝛾) = ∫
2𝜋
0
|𝜕𝑥𝛾(𝑥)| d𝑥 = ∫𝛾 1 d𝑠 , 𝐴 ∶ 𝛾 ↦ 𝐴(𝛾) = −12 ∫
2𝜋
0
⟨𝛾, 𝐽𝜕𝑥𝛾⟩ d𝑥 = −12 ∫𝛾⟨𝛾, 𝜈⟩ d𝑠 .
Since 𝜂 represents the local average of surfactants, it is reasonable to introduce a constraint on the length of 𝜂 as well. For
simplicity, we choose the point wise constraint |𝜂|2 = 1 which we formulate with the mapping
𝑆 ∶ 𝐻1𝑝𝑒𝑟([0, 2𝜋];ℝ
2) → 𝐻1𝑝𝑒𝑟([0, 2𝜋]) , 𝜂 ↦ |𝜂|2 − 1 .
Since𝐻1𝑝𝑒𝑟 is a Banach algebra, 𝑆 is defined on𝐻1𝑝𝑒𝑟. Our analysis uses the following theorem on the existence of Lagrange
multiplicators [28, Theorem 26.1]. We denote the Fréchet derivative of a differentiable function 𝐹 ∶ 𝑋 → 𝑌 by 𝐹′, the
topological dual of a Banach space 𝑋 by 𝑋∗, and the adjoint operator for a linear and bounded map 𝑇 ∈ (𝑋, 𝑌) by
𝑇∗ ∈ (𝑌∗, 𝑋∗).
Theorem 1. Let 𝑋, 𝑌 be real Banach spaces, 𝐵(𝑥0, 𝑟) ⊂ 𝑋, Φ ∶ 𝐵(𝑥0, 𝑟) → ℝ and 𝐹 ∶ 𝐵(𝑥0, 𝑟) → 𝑌 continuously differen-
tiable, 𝐹(𝑥0) = 0 and 𝑅(𝐹′(𝑥0)) closed. Suppose also that
Φ(𝑥0) = min{Φ(𝑥) ∶ 𝑥 ∈ 𝐵(𝑥0, 𝑟) and 𝐹(𝑥) = 0} .
Then there exist “Lagrange multipliers” 𝜆 ∈ ℝ and 𝑦∗ ∈ 𝑌∗, not all zero, such that
𝜆Φ′(𝑥0) + (𝐹
′(𝑥0))
∗𝑦∗ = 0 in 𝑋∗ .
If 𝑅(𝐹′(𝑥0)) = 𝑌, then 𝜆 ≠ 0.
We say that a constraint is admissible if its Fréchet derivative is onto. In view of the embedding 𝐻2𝑖𝑚𝑚 ↪ 𝐶
1,𝛼 for all
𝛼 ∈ [0, 1∕2], there exists for all 𝛾0 ∈ 𝐻2𝑖𝑚𝑚 an 𝑟 > 0 such that the ball with radius 𝑟 in𝐻
2
𝑝𝑒𝑟 is contained in𝐻2𝑖𝑚𝑚. Therefore
the Fréchet derivatives 𝐿′(𝛾0) and 𝐴′(𝛾0) are defined and one can verify the assumptions in Theorem 1.
Lemma 1. Suppose that 𝛾0 ∈ 𝐻2𝑖𝑚𝑚([0, 2𝜋];ℝ
2), |𝜕𝑥𝛾0| = 𝐿0∕2𝜋, and that 𝜂0 ∈ 𝐻1𝑝𝑒𝑟([0, 2𝜋];ℝ2) with |𝜂0| = 1 on [0, 2𝜋].
Then there exists an 𝑟 > 0 such that the functionals 𝐿, 𝐴, and 𝑆 define admissible constraints in the sense of Theorem 1 on
𝐵(𝛾0, 𝑟) ⊂ 𝐻
2
𝑝𝑒𝑟 which we refer to as (L), (A), and (S). Additionally, the functional 𝐺 ∶ 𝐻2𝑖𝑚𝑚 → ℝ
2, 𝛾 ↦ (𝐿(𝛾), 𝐴(𝛾)) defines
an admissible constraint unless 𝛾0 has constant curvature.
Proof. For simplicity we write d𝑠 for the arc length with respect to 𝛾0, we add the subscript 0 to the geometric quantities
related to 𝛾0, and we write 𝐿0 = 𝐿(𝛾0). An integration by parts shows that for all functions 𝜑 ∈ 𝐻1𝑝𝑒𝑟([0, 2𝜋];ℝ2) and





⟨𝜏0, 𝜕𝑥𝜑⟩ d𝑥 = −∫ 2𝜋0 ⟨𝜕𝑥𝜏0, 𝜑⟩ d𝑥 = −∫𝛾⟨𝜅0𝜈0, 𝜑⟩ d𝑠 , 𝑆′(𝜂0)[𝜂] = 2⟨𝜂0, 𝜂⟩ℝ2






⟨𝜑, 𝐽𝜕𝑥𝛾0⟩ + ⟨𝛾0, 𝐽𝜕𝑥𝜑⟩ d𝑥 = −12 ∫ 2𝜋0 ⟨𝜑, 𝐽𝜕𝑥𝛾0⟩ − ⟨𝐽𝑇𝜕𝑥𝛾0, 𝜑⟩ d𝑥 = −∫𝛾⟨𝜈0, 𝜑⟩ d𝑠 ,
see also [29, Lemma 2.2].
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We first prove that the range of 𝐺′(𝛾0) on𝐻1𝑝𝑒𝑟 is one–dimensional if and only if 𝜅0 is constant. In view of the formulas
for the Fréchet derivative, the assumption that 𝜅0 is constant is sufficient for the range of 𝐺 being one–dimensional.
Conversely, suppose that the range is one–dimensional, that is, that there exists a 𝜆 ∈ ℝ with
𝐿′(𝛾0)[𝜑] = 𝜆𝐴
′(𝛾0)[𝜑] ⇔ ∫𝛾(𝜅0 − 𝜆)⟨𝜈0, 𝜑⟩ d𝑠 = ∫
2𝜋
0
(𝜅0 − 𝜆)⟨𝐽𝜕𝑥𝛾0, 𝜑⟩ d𝑥 = 0 for all 𝜑 ∈ 𝐻1𝑝𝑒𝑟 .
Since 𝛾0 ∈ 𝐻2𝑖𝑚𝑚 and 𝜕𝑥𝛾0 ∈ 𝐻
1
𝑝𝑒𝑟, we may use for any 𝑔 ∈ 𝐶∞𝑐 ([0, 2𝜋]) the test function 𝜑 = 𝑔𝜈0 = 2𝜋𝑔𝐿−10 𝐽𝜕𝑥𝛾0. By the
fundamental lemma of the calculus of variations, one gets 𝜅0 = 𝜆 a.e.
Suppose now that 𝜅0 is not constant. Denote for an integrable function 𝑓 its average by 𝑓. We first show that there exists
a function 𝑓 ∈ 𝐶∞𝑐 ((0, 2𝜋))with 𝑓 = 0 and ∫ 2𝜋0 𝜅0𝑓 d𝑥 ≠ 0. To see this, suppose the assertion were not true. By definition
(as 𝑓(0) = 𝑓(2𝜋) = 0), for all 𝑓 ∈ 𝐶∞𝑐 ((0, 2𝜋)) the function 𝑓′ ∈ 𝐶∞𝑐 ((0, 2𝜋)) has average zero and therefore by a variant
of the fundamental lemma in the calculus of variations, often referred to as du Bois-Raymond Lemma, see [ [30], Lemma





′ d𝑥 = 0 ⇒ 𝜅0 = 𝑐𝑜𝑛𝑠𝑡 ,
a contradiction.
To prove the Lemma, it suffices to show that𝐺 and 𝑆 define admissible constraints. To simplify constants we choose𝜑 =
𝜈0 = 2𝜋𝐿
−1
0 𝐽𝜕𝑥𝛾0 ∈ 𝐻
1
𝑝𝑒𝑟 and the last formula for 𝐿′ shows that 𝐺′(𝛾0)[𝜑] = 𝐺′(𝛾0)[𝜈0] = (− ∫𝛾 𝜅0 d𝑠, −𝐿0). Since 𝜅0 ∈ 𝐿2,
this defines a vector in a double cone about the 𝑒2 axis with opening angle less than 𝜋.
To prove that 𝐺′ is onto, it thus suffices to find a different choice for 𝜑 which leads to a vector which is linearly inde-
pendent, for example, in a double cone about the 𝑒1 axis with arbitrarily small opening angle. Fix 𝑓 ∈ 𝐶∞𝑐 ((0, 2𝜋)) with
𝑓 = 0 and ∫ 2𝜋
0
𝜅0𝑓 d𝑥 ≠ 0. By definition of 𝐺′, 𝐺′ is defined for 𝜑 = 𝑓𝜈0 = 𝑓2𝜋𝐿−10 𝐽𝜕𝑥𝛾0 ∈ 𝐻1𝑝𝑒𝑟 with
𝐺′(𝛾0)[𝑓𝜈0] =
(






𝑒1 ≠ 0 .
Thus 𝐺′(𝛾0)[𝑓𝜈0] is parallel to the 𝑒1 axis, does not vanish, and is not contained in the double cone about the 𝑒2 axis that
was determined in the first step. Since 𝐻2𝑝𝑒𝑟 lies dense in 𝐻1𝑝𝑒𝑟 and all expressions are linear in 𝜑, the map 𝐺′ is also onto
if restricted to its domain𝐻2𝑝𝑒𝑟.
Finally, if |𝜂0| = 1, then the map 𝑆′(𝜂0)[⋅] is onto. Indeed, if 𝜓 ∈ 𝐻1𝑝𝑒𝑟([0, 2𝜋]) is given, then the function 𝜂 = (1∕2)𝜓𝜂0
satisfies 𝑆′(𝜂0)[𝜂] = 𝜓. □
2.2 Differential operators on curves and the definition of 𝑬𝑳𝑴
In this section, we present differential operators on manifolds, their special form on curves in the plane, and we define
the notation used in the definition of 𝐸𝐿𝑀 . For a curve 𝛾 ∈ 𝐻2𝑝𝑒𝑟([0, 2𝜋];ℝ2) its trace Γ ⊂ ℝ2 is defined by Γ = 𝛾([0, 2𝜋]).







([0, 2𝜋];ℝ2) = {𝛾 ∈ 𝐻2𝑖𝑚𝑚([0, 2𝜋];ℝ
2) ∶ 𝛾 simple and closed}
is an embedding, then Γ is an embedded manifold for which 𝛾−1 is a chart and for which the usual geometric derivatives
of scalar functions 𝑓 and arbitrary vector fields 𝜂 along Γ are defined at 𝑝 = 𝛾(𝑥) by
∇Γ𝑓(𝑝) =





Moreover, ∇Γ𝜂 = 𝑒1 ⊗ ∇Γ𝜂1 + 𝑒2 ⊗ ∇Γ𝜂2 is a matrix which contains the gradients of the components as rows. Note that
∇Γ is the dual operator to divΓ in the following sense: suppose that 𝑓 ∈ 𝐻1(Γ) and 𝜂 ∈ 𝐻1(Γ;ℝ2), then the formula for
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integration by parts holds,
∫Γ 𝑓 divΓ 𝜂 d𝑠 = −∫Γ⟨∇Γ𝑓, 𝜂⟩ d𝑠 − ∫Γ 𝜅𝑓⟨𝜂, 𝜈⟩ d𝑠 .





2 ∫Γ(𝜅 + 𝛿 divΓ 𝜂)
2 d𝑠 +
𝜆
2 ∫Γ |∇Γ𝜂|2 d𝑠 + 𝐿(Γ) .
If 𝛾 ∈ 𝐻2𝑖𝑚𝑚 is merely an immersion, then Γ is not necessarily a manifold, but still many geometric quantities may be
defined locally as well. In fact, since 𝐻2𝑖𝑚𝑚 ↪ 𝐶
1, for each 𝑥 ∈ [0, 2𝜋] there exists an 𝜀 > 0 such that 𝛾 restricted to (𝑥 −
𝜀, 𝑥 + 𝜀) is injective. Define Γ𝑥,𝜀 = 𝛾((𝑥 − 𝜀, 𝑥 + 𝜀)). Then 𝛾|−1(𝑥−𝜀,𝑥+𝜀) ∶ Γ𝑥,𝜀 → (𝑥 − 𝜀, 𝑥 + 𝜀) is a chart, and if 𝑓 ∶ Γ𝑥,𝜀 → ℝ
is a function and 𝜂 ∶ Γ𝑥,𝜀 → ℝ2 is a vector field, then ∇Γ𝑓 and divΓ 𝜂 may be defined as before.
This local representation of Γ leads to a local definition of vector fields 𝜂 along Γ = 𝛾([0, 2𝜋]) with 𝛾 ∈ 𝐻2𝑖𝑚𝑚. In this
case, 𝜂 is said to be a vector field along Γ if it is defined by vector fields 𝜂𝑥,𝜀 on all the sets Γ𝑥,𝜀 and if for (𝑥 − 𝜀, 𝑥 + 𝜀) ∩ (𝑥′ −
𝜀′, 𝑥′ + 𝜀′) ≠ ∅ the compatibility condition 𝜂𝑥,𝜀 = 𝜂𝑥′,𝜀′ on 𝛾((𝑥 − 𝜀, 𝑥 + 𝜀) ∩ (𝑥′ − 𝜀′, 𝑥′ + 𝜀′))holds. Consequently, on (𝑥 −
𝜀, 𝑥 + 𝜀) the composition 𝜂◦𝛾 is defined. For simplicity we write 𝜂◦𝛾 without explicit reference to the local definition. We
say that 𝜂 ∈ 𝐻1(Γ) if it is a vector field along Γ and 𝜂◦𝛾 is of class 𝐻1. With this local definition, one can extend 𝐸𝑔𝐿𝑀 to
Γ = 𝛾([0, 2𝜋]) for curves that are not embeddings and vector fields 𝜂 along Γ based on the local definition.
However, this local definition requires a local decomposition of [0, 2𝜋] for a given curve 𝛾 ∈ 𝐻2𝑖𝑚𝑚 and is not well
adapted to minimization problems. Therefore we use the following identification in the case of embeddings as a guide-
line for the definition of the functional 𝐸𝐿𝑀 which consequently coincides with the corresponding functional using the
usual geometric definitions in the case of embeddings. If 𝛾 is an embedding with trace Γ, then there is a one-to-one corre-
spondence between points 𝑝 ∈ Γ and 𝑥 ∈ [0, 2𝜋] and we can identify a function 𝑓 ∶ Γ → ℝ and a vector field 𝜂 ∶ Γ → ℝ
with the function 𝑓 ∶ [0, 2𝜋] → ℝ, 𝑥 ↦ 𝑓(𝑥) = (𝑓◦𝛾)(𝑥) and the vector field 𝜂 ∶ [0, 2𝜋] → ℝ2, 𝑥 ↦ 𝜂(𝑥) = (𝜂◦𝛾)(𝑥). We
define ∫
𝛾








and we see that the formula for integration by parts now holds in the form
∫𝛾 𝑓 div𝛾 𝜂 d𝑠 = −∫𝛾⟨∇𝛾𝑓, 𝜂⟩ d𝑠 − ∫𝛾 𝜅𝑓⟨𝜂, 𝜈⟩ d𝑠 .












⟩)2|𝜕𝑥𝛾| d𝑥 + 𝜆2 ∫ 2𝜋0 |||| 𝜕𝑥𝜂|𝜕𝑥𝛾| ⊗ 𝜕𝑥𝛾|𝜕𝑥𝛾| ||||
2|𝜕𝑥𝛾| d𝑥 + 𝐿(𝛾) = 𝐸𝐿𝑀(𝛾, 𝜂)
and this expression serves as definition of 𝐸𝐿𝑀 in the case that 𝛾 is not an embedding. The minimization for 𝐸𝐿𝑀 is thus
carried out on function spaces defined on [0, 2𝜋]. From now on, we write 𝑓 = 𝑓 and 𝜂 = 𝜂 in the definition of ∇𝛾 and
div𝛾. In particular, if 𝜑 ∈ 𝐶1([0, 2𝜋]; [0, 2𝜋]) is a strictly increasing diffeomorphism and if 𝛾 = 𝛾◦𝜑 and 𝑓 = 𝑓◦𝜑, then at
𝑝 = 𝛾(𝑦) = 𝛾(𝜑−1(𝑥)) = 𝛾(𝑥),
∇𝛾𝑓(𝑦) =
𝜕𝑦𝑓|𝜕𝑦𝛾| 𝜕𝑦𝛾|𝜕𝑦𝛾| (𝑦) = 𝜕𝑥𝑓|𝜕𝑥𝛾| 𝜕𝑥𝛾|𝜕𝑥𝛾| (𝜑(𝑦)) = 𝜕𝑥𝑓|𝜕𝑥𝛾| 𝜕𝑥𝛾|𝜕𝑥𝛾| (𝑥) = ∇𝛾𝑓(𝑥) .
The calculation for div𝛾 𝜂 is analogous and establishes (1.2). Along the same lines, the local definition of 𝐸
𝑔
𝐿𝑀 is equivalent
to the definition of 𝐸𝐿𝑀 .
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3 EXISTENCE OFMINIMIZERS
The existence of minimizers follows with the direct method in the calculus of variations. If (𝛾𝑘, 𝜂𝑘)𝑘∈ℕ is a minimizing
sequence, then, by (1.2), wemay assume that |?̇?𝑘| = 𝐿(𝛾𝑘)∕2𝜋 and that 𝐿(𝛾𝑘) is bounded by the energy. The Gauss-Bonnet
theoremprovides a uniform𝐿2–bound on the curvaturewhich, under the hypothesis (H), for a plane curve, gives a uniform
bound on the𝐻2–norm of 𝛾. Weak compactness in this space together with the compact embedding into𝐻1 and the lower
semicontinuity of the variational integral imply the assertion.
Lemma 2 (Bounds on geometric quantities). Let (𝛾, 𝜂) ∈ 𝐻2𝑖𝑚𝑚([0, 2𝜋];ℝ
2) × 𝐻1𝑝𝑒𝑟([0, 2𝜋];ℝ
2) satisfy the a priori
bound 𝐸𝐿𝑀(𝛾, 𝜂) ≤ 𝐶0 < ∞. Then
∫𝛾 𝜅
2 d𝑠 ≤ 2(𝜆 + 𝛿2)
𝜆
𝐶0 = 𝐶 and 𝑐 =
2𝜋2𝜆
𝐶0(𝜆 + 𝛿2)
≤ 𝐿(𝛾) ≤ 𝐶0 .
Proof. For simplicity we assume 𝛿 ≥ 0, the proof for 𝛿 ≤ 0 is analogous. Moreover, if a plane curve is a simple closed
curve with positive orientation, then the total curvature is 2𝜋. More generally, if the curve is a plane curve, then the total
curvature is an integer multiple of 2𝜋 [31] and does not vanish either. After changing the orientation of 𝛾 and the sign of
𝜂, if needed, we may assume that the total curvature of 𝛾 is greater than or equal to 2𝜋.
We begin by showing the bound on the 𝐿2–norm of the curvature of 𝛾. We first derive a lower bound on the quantity
(𝜅 + 𝛿 div𝛾 𝜂)
2 in terms of 𝜅2 and (div𝛾 𝜂)2. Using the generalizedYoung’s inequality in the form |𝑎𝑏| ≤ (𝜀∕2)𝑎2 + 1∕(2𝜀)𝑏2
with 𝑎 = 𝛿𝜅, 𝑏 = div𝛾 𝜂 and 𝜀 = 1∕(𝜆 + 𝛿2) > 0 we get


































|𝜕𝑠𝜂|2 d𝑠 ≥ 𝜆2(𝜆 + 𝛿2) ∫𝛾 𝜅2 d𝑠 ,
(3.2)
and hence the 𝐿2–bound for 𝜅. Since 𝐸𝐿𝑀 = 𝐸 + 𝐿, the upper bound on 𝐿 follows from the assumption. To derive a lower
bound, one uses Fenchel’s Theorem, see [32, Section 5.7, Theorem 3], together with Hölder’s inequality,










2 d𝑠 ≥ 4𝜋2
𝐿(𝛾)
, (3.4)
and together with the 𝐿2–bound on the curvature (3.2) one obtains 𝐿(𝛾) ≥ 4𝜋2∕𝐶 = 𝑐 > 0. □
Lemma 3 (Lower bound on the energy). For (𝛾, 𝜂) ∈ 𝐻2𝑖𝑚𝑚([0, 2𝜋];ℝ
2) × 𝐻1𝑝𝑒𝑟([0, 2𝜋];ℝ
2) the following inequality for
𝐸𝐿𝑀 holds true,
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Proof. We conclude with the lower bounds on 𝐸 in (3.2) and ‖𝜅‖22 in (3.4) that
𝐸𝐿𝑀(𝛾, 𝑛) ≥ 𝜆2(𝜆 + 𝛿2) ∫𝛾 𝜅









where we use in the last inequality the estimate 𝑏∕𝐿 + 𝐿 ≥ 2√𝑏 for 𝑏 ≥ 0. □
Theorem 2 (Existence of minimizers for 𝑬𝑳𝑴). Suppose that 𝛿, 𝜆 ∈ ℝ and that 𝜆 > 0. Then there exists a minimizer of
the functional 𝐸𝐿𝑀 ∶ 𝐻2𝑖𝑚𝑚([0, 2𝜋];ℝ
2) × 𝐻1𝑝𝑒𝑟([0, 2𝜋];ℝ
2) → ℝ subject to the constraints (2.2) and (2.3).
Proof. The energy is nonnegative and finite for all (𝛾, 𝜂) ∈ 𝐻2𝑖𝑚𝑚([0, 2𝜋];ℝ






𝐸𝐿𝑀(𝛾, 𝜂) = 𝑚 ≥ 0 .
Choose a minimizing sequence (𝛾𝑘, 𝜂𝑘)𝑘∈ℕ in 𝐻2𝑖𝑚𝑚([0, 2𝜋];ℝ
2) × 𝐻1𝑝𝑒𝑟([0, 2𝜋];ℝ
2) and assume that 𝐸𝐿𝑀(𝛾𝑘, 𝜂𝑘) ≤ 𝐶0,
𝐶0 = 2𝑚 + 1, and that, by (1.2), |𝜕𝑥𝛾𝑘| = 𝐿(𝛾𝑘)∕2𝜋. Recall that we always assume (2.2) and (2.3), that is, the averages of 𝛾𝑘
and 𝜂𝑘 vanish. By Lemma 2, 𝐿(𝛾𝑘) is uniformly bounded from above and below and we may assume that 𝐿(𝛾𝑘) → 𝐿∞ ∈
(0,∞) for 𝑘 → ∞. Since |𝜕𝑥𝛾𝑘| is constant in 𝑥,
|𝜅𝑘| = |𝜕𝑠𝑠𝛾𝑘| = ||||| 1|𝜕𝑥𝛾𝑘|𝜕𝑥
(
1|𝜕𝑥𝛾𝑘|𝜕𝑥𝛾𝑘























|𝜕𝑥𝑥𝛾𝑘|2 d𝑥 = (𝐿(𝛾𝑘)2𝜋
)3




By Poincaré’s inequality, which is applicable in view of (2.2), we deduce the uniform bound ‖𝛾𝑘‖𝐻2([0,2𝜋];ℝ2) ≤ 𝐶 with a
suitable constant 𝐶 < ∞. Moreover, (2.3) holds,
∫𝛾𝑘 |∇𝛾𝑘𝜂𝑘|2 d𝑠𝑘 = ∫𝛾𝑘 |∇𝑠𝑘𝜂𝑘 ⊗ 𝜏𝑘|2 d𝑠𝑘 = 1|𝜕𝑥𝛾𝑘| ∫
2𝜋
0




and, again by Poincaré’s inequality, ‖𝜂𝑘‖𝐻1([0,2𝜋];ℝ2) is uniformly bounded as well. Consequently there exists a sub-
sequence (𝛾𝑛, 𝜂𝑛)𝑛∈ℕ = (𝛾𝑘𝑛 , 𝜂𝑘𝑛 )𝑛∈ℕ such that (𝛾𝑛, 𝜂𝑛)𝑛∈ℕ converges weakly in 𝐻
2
𝑝𝑒𝑟([0, 2𝜋];ℝ
2) × 𝐻1𝑝𝑒𝑟([0, 2𝜋];ℝ
2) to
(𝛾∞, 𝜂∞). By the compact embedding of Sobolev spaces into Hölder spaces one gets for every 𝛼 ∈ (0,
1
2
) the strong conver-
gence in 𝐶1,𝛼([0, 2𝜋];ℝ2) × 𝐶𝛼([0, 2𝜋];ℝ2). In particular, the length functional is continuous with respect to convergence
in 𝐶1,𝛼 and we infer 𝐿(𝛾∞) = 𝐿∞ > 0 and |𝜕𝑥𝛾∞| = 𝐿∞∕(2𝜋) > 0. Thus 𝛾∞ ∈ 𝐻2𝑖𝑚𝑚. Note that
𝜅𝑛 =
1|𝜕𝑥𝛾𝑛|2 ⋅ 𝜕𝑥𝑥𝛾𝑛 , ∇𝛾𝑛𝜂𝑛 = 1|𝜕𝑥𝛾𝑛|𝜕𝑥𝜂𝑛 ⊗ 𝜏𝑛 .
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Since 𝛾𝑛 → 𝛾∞ in 𝐶1,𝛼, 𝜏𝑛 → 𝜏∞ in 𝐶𝛼 and we find 𝜅𝑛 ⇀ 𝜅∞ in 𝐿2 and ∇𝛾𝑛𝜂𝑛 ⇀ ∇𝛾∞𝜂∞ in 𝐿
2 for 𝑛 → ∞. Moreover, the
sequences |𝜕𝑥𝛾∞|1∕2(𝜅𝑛 + 𝛿 div𝛾𝑛 𝜂𝑛) ∶ [0, 2𝜋] → ℝ and |𝜕𝑥𝛾∞|1∕2∇𝛾𝑛𝜂𝑛 ∶ [0, 2𝜋] → ℝ are weakly convergent in 𝐿2 and
uniformly bounded in 𝐿2 by a constant 𝐶1. Hence
∫𝛾𝑛 (𝜅𝑛 + 𝛿 div𝛾𝑛 𝜂𝑛)
2 d𝑠𝑛 = ∫
2𝜋
0





(𝜅𝑛 + 𝛿 div𝛾𝑛 𝜂𝑛)
2|𝜕𝑥𝛾∞| d𝑥 − ∫ 2𝜋0 (𝜅𝑛 + 𝛿 div𝛾𝑛 𝜂𝑛)2|𝜕𝑥𝛾𝑛 − 𝜕𝑥𝛾∞| d𝑥
and in view of the convergence of (𝛾𝑛) in 𝐶1,𝛼 and lower semicontinuity of the norm with respect to weak convergence
we find for all 𝜀 > 0
lim inf
𝑛→∞ ∫𝛾𝑛 (𝜅𝑛 + 𝛿 div𝛾𝑛 𝜂𝑛)
2 d𝑠𝑛 ≥ ∫𝛾∞(𝜅∞ + 𝛿 div𝛾∞ 𝜂)
2 d𝑠∞ − 𝐶1𝜀 .
Therefore the first term in 𝐸𝐿𝑀 is sequentially lower semicontinuous with respect to the given convergence, the argument
for the second term is analogous, and the third term is in fact continuous. □
We now consider the variational integral 𝐸𝐿𝑀 subject to the constraints (A) and (S), that is, we seek for given 𝐴0 ∈ ℝ
minimizing pairs (𝛾, 𝜂) ∈ 𝐻2𝑖𝑚𝑚([0, 2𝜋];ℝ
2) × 𝐻1𝑝𝑒𝑟([0, 2𝜋];ℝ
2) with 𝐴(𝛾) = 𝐴0 and 𝑆(𝜂) = 0. Since 𝐸𝐿𝑀 penalizes the
length of the curve, we do not include the constraint on the length of the curve which, due to the isoperimetric inequality,
requires the condition |𝐴0| ≤ 𝐿(𝛾)2∕4𝜋. Recall that we do not impose the condition (2.3), that the average of 𝜂 vanishes,
if the length of 𝜂 is prescribed.
Corollary 1 (𝑬𝑳|𝑏𝑚𝑀 with constraints). Fix 𝛿, 𝜆, 𝐴0 ∈ ℝ with 𝜆 > 0. Then the variational problem
minimize 𝐸𝐿𝑀 in = {(𝛾, 𝜂) ∈ 𝐻2𝑖𝑚𝑚([0, 2𝜋];ℝ2) × 𝐻1𝑝𝑒𝑟([0, 2𝜋];ℝ2) ∶ 𝐴(𝛾) = 𝐴0, 𝑆(𝜂) = 0}
has a solution.
Proof. If 𝐴0 ≠ 0, then let 𝛾 be a circle with area 𝐴0 (parameterized clockwise or counterclockwise depending on the
sign of 𝐴0) and let 𝜂 = 𝜈 be a unit normal vector field. Then (𝛾, 𝜂) ∈ . If instead 𝐴0 = 0, let 𝛾 parameterize a figure
eight and again let 𝜂 = 𝜈 be a unit normal vector field. Also in this case (𝛾, 𝜂) ∈ . The assertion follows from the direct
method in the calculus of variations applied to minimizing sequences (𝛾𝑘, 𝜂𝑘)𝑘∈ℕ with 𝛾𝑘 of vanishing mean value since
the constraints (A) and (S) are continuous with respect to the convergence established in the proof of Theorem 2, that
is, strong convergence in 𝐻1𝑝𝑒𝑟 × 𝐿2 which implies, up to a further subsequence, convergence point wise a.e. for 𝜂𝑘. Since|𝜂| = 1 almost everywhere, the 𝐿2–bound for 𝜂 is immediate. □
Recall that 𝐸 defined in (1.1) does not include the penalization of the length.
Corollary 2 (𝑬with constraints).Fix 𝛿,𝜆,𝐿0,𝐴0 ∈ ℝwith𝜆 > 0,𝐿0 > 0and𝐴0 ∈ [−𝐿20∕4𝜋, 𝐿
2
0∕4𝜋]. Then the variational
problem
minimize 𝐸 in = {(𝛾, 𝜂) ∈ 𝐻2𝑖𝑚𝑚([0, 2𝜋];ℝ2) × 𝐻1𝑝𝑒𝑟([0, 2𝜋];ℝ2) ∶ 𝐿(𝛾) = 𝐿0, 𝐴(𝛾) = 𝐴0, 𝑆(𝜂) = 0}
has a solution.
Proof. For |𝐴0| = 𝐿20∕4𝜋 let 𝛾 parameterize (clockwise or counterclockwise depending on the sign of𝐴0) a circle with area
𝐴0 and let 𝜂 = 𝜈 be a unit normal vector field. If𝐴0 = 0 let 𝛾 be a figure eight with length 𝐿0. In the case 0 < |𝐴0| ≤ 𝐿20∕4𝜋
let 𝛾 parameterize an ellipse with length 𝐿0 and area𝐴0 (again clockwise or counterclockwise depending on the sign of𝐴0)
and choose 𝜂 = 𝜈. In all cases, (𝛾, 𝜂) ∈ . The assertion follows from the direct method in the calculus of variations since
the constraints (L), (A), (S) are continuous with respect to the convergence established in the proof of Theorem 2. □
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4 REGULARITY OF CRITICAL POINTS
In view of the invariance under reparameterization (1.2), the natural question concerning regularity addresses the regu-
larity of solutions (𝛾, 𝜂) for which 𝛾 has been parameterized proportional to arc length. In this section we prove regularity
of critical points, that is, for solutions of the Euler-Lagrange equations for 𝐸𝐿𝑀 and for the corresponding necessary condi-
tions forminima that result from the theoremonLagrangianmultipliers in the presence of some of the constraints (L), (A),
(S) for 𝐸𝐿𝑀 or 𝐸. If one considers 𝐸, one has to include at least the constraint (L). For completeness, the Euler-Lagrange
equations for the functionals are derived in Lemma A1. Set
𝐶∞𝑝𝑒𝑟([0, 2𝜋];ℝ
2) = {𝛾 ∈ 𝐶∞([0, 2𝜋];ℝ2) ∶ 𝛾(𝓁)(0) = 𝛾(𝓁)(2𝜋) for all 𝓁 ∈ ℕ0} .
Remark 1. In this section, we focus on the regularity for 𝜅 which implies regularity of 𝛾. Indeed, by the fundamental
theorem of the local theory of curves in the plane, given 𝜅 either of class 𝐶𝑘([0, 2𝜋]) or of class 𝑊𝓁,𝑝, there exists, up
to rigid motion of the plane, a unique regular curve 𝛾 either of class 𝐶𝑘+2([0, 2𝜋]) or of class 𝑊𝓁+2,𝑝 parameterized by
arc length with curvature 𝜅 (see [ [32], page 19 and Excercise 9 page 24]). Since we only consider critical points in 𝐻2𝑖𝑚𝑚,
this curve coincides, up to a rigid motion, with the given curve 𝛾. Moreover, once regularity has been established in
𝑊𝓁+2,𝑝, the same regularity follows in𝑊𝓁+2,𝑝𝑝𝑒𝑟 since we may extend all functions in the existence theorem by periodicity
to 𝐼 = [−2𝜋, 4𝜋] and argue on 𝐼.
Remark 2. Notice that our results do not say anything on regularity of the trace Γ. For example, we are not aware of
sufficient conditions that guarantee that minimizers are simple closed curves.
The proof of the regularity statement proceeds by duality, as it is illustrated in the following lemma, that can be found for
example, in [33]. Since the key quantity in the regularity statements is the term 𝜅 + 𝛿 div𝛾 𝜂, we refer to𝑊𝑘,∞ regularity
if this term is in𝑊𝑘,∞.
Lemma 4 [33, Corollary 6.13, Exercise 6.7]. Suppose thatΩ ⊂ ℝ𝑛 is open, 𝑓 ∈ 𝐿1
𝑙𝑜𝑐
(Ω), 𝑝 ∈ (1,∞], 1∕𝑝 + 1∕𝑝′ = 1,𝑚 ∈
ℕ0, and that there exists a constant 𝐶 such that for all 𝑘 ∈ ℕ0 with 𝑘 ≤ 𝑚 and all 𝜁 ∈ 𝐶∞𝑐 (Ω)|||||∫Ω 𝑓𝜕𝑘𝜁 d𝑥
||||| ≤ 𝐶0‖𝜁‖𝐿𝑝′ (Ω) .
Then 𝑓 ∈ 𝑊𝑚,𝑝(Ω) and there exists a constant 𝐶 = 𝐶(𝑚, 𝐶0) with ‖𝑓‖𝑚,𝑝 ≤ 𝐶.
Proposition 1 (𝑳∞ bounds for𝑬𝑳𝑴). Suppose that (H) holds. If a curve 𝛾 ∈ 𝐻2𝑖𝑚𝑚([0, 2𝜋];ℝ
2) parameterized proportional




𝜂 ∈ 𝑊1,∞𝑝𝑒𝑟 ([0, 2𝜋];ℝ
2). Moreover, there exists a constant 𝐶 = 𝐶(‖𝛾‖𝐻2, ‖𝜂‖𝐻1) with
‖𝛾‖𝑊2,∞ + ‖𝜂‖𝑊1,∞ ≤ 𝐶(‖𝛾‖𝐻2, ‖𝜂‖𝐻1) .
Proof. By assumption |𝜕𝑥𝛾| = 𝐿(𝛾)∕2𝜋. We first prove 𝐿∞–regularity for the expression 𝜅 + 𝛿 div𝛾 𝜂. If (𝛾, 𝜂) is a critical
point of 𝐸𝐿𝑀 , then the first variation with respect to 𝛾 vanishes and by (A3) for all 𝜑 ∈ 𝐻2𝑝𝑒𝑟









|𝜕𝑠𝜂|2 − 1)⟨𝜏, 𝜕𝑠𝜑⟩ − 𝛿(𝜅 + 𝛿 div𝛾 𝜂)⟨𝜕𝑠𝜂, 𝜕𝑠𝜑⟩ d𝑠 . (4.1)
We denote the right-hand side of (4.1) by 𝐹(𝛾, 𝜂, 𝜑). Since 𝛾 ∈ 𝐻2𝑖𝑚𝑚, the 𝐿
2–norm of the curvature is bounded and since
𝐻2 ↪ 𝐶1 we find
‖𝜅 + 𝛿 div𝛾 𝜂‖𝐿1 ≤ 𝐶(𝛾)‖𝜅 + 𝛿 div𝛾 𝜂‖𝐿2 ≤ 𝐶(‖𝛾‖𝐻2, ‖𝜂‖𝐻1)
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and with Hölder’s inequality in the last integral,
|𝐹(𝛾, 𝜂, 𝜑)| ≤ 𝐶 (‖𝜅 + 𝛿 div𝛾 𝜂‖2𝐿2 + ‖𝜕𝑠𝜂‖2𝐿2 + 1)‖𝜕𝑠𝜑‖𝐿∞ ≤ 𝐶(‖𝛾‖𝐻2, ‖𝜂‖𝐻1)‖𝜑‖𝑊2,1 .





















where we choose 𝐴 and 𝐵 in such a way that 𝜑 ∈ 𝐻2𝑝𝑒𝑟. The conditions are
































|𝑔(𝑡)| d𝑥 ≤ 𝐶‖𝑔‖𝐿1 , |𝐴| ≤ 𝐶(‖𝛾‖𝐻2)‖𝑔‖𝐿1 + 𝐶(‖𝛾‖𝐻2)∫ 2𝜋0 ∫
𝑦
0
|𝑔(𝑡)| d𝑡 d𝑦 ≤ 𝐶(‖𝛾‖𝐻2)‖𝑔‖𝐿1 .
Consequently 𝜑 ∈ 𝐻2𝑝𝑒𝑟 with
𝜕𝑠𝑠𝜑 = 𝑔𝜈 + 𝐵 , ‖𝜑‖𝑊2,1 ≤ 𝐶(‖𝛾‖𝐻2)‖𝑔‖𝐿1 . (4.2)
We insert 𝜑 in (4.1) and find
∫𝛾(𝜅 + 𝛿 div𝛾 𝜂)(𝑔 + ⟨𝐵, 𝜈⟩) d𝑠 = 𝐹(𝛾, 𝜂, 𝜑)
hence for all 𝑔 ∈ 𝐶∞𝑝𝑒𝑟([0, 2𝜋]) with the estimate for 𝐹(𝛾, 𝜂, 𝜑)
∫𝛾(𝜅 + 𝛿 div𝛾 𝜂)𝑔 d𝑠 ≤ 𝐶(‖𝛾‖𝐻2, ‖𝜂‖𝐻1)‖𝜑‖𝑊2,1 + ‖𝜅 + 𝛿 div𝛾 𝜂‖𝐿1‖⟨𝐵, 𝜈⟩‖𝐿∞ ≤ 𝐶(‖𝛾‖𝐻2, ‖𝜂‖𝐻1)‖𝑔‖𝐿1 . (4.3)
By duality, see Lemma 4,
𝜅 + 𝛿 div𝛾 𝜂 ∈ 𝐿
∞ , ‖𝜅 + 𝛿 div𝛾 𝜂‖𝐿∞ ≤ 𝐶(‖𝛾‖𝐻2, ‖𝜂‖𝐻1) .
The variation (A4) with respect to 𝜂 implies with 𝜆 ≠ 0 and the 𝐿∞–bound just obtained
𝜆 ∫𝛾 ⟨𝜕𝑠𝜂, 𝜕𝑠𝜓⟩ d𝑠 = −∫𝛾 𝛿(𝜅 + 𝛿 div𝛾 𝜂) div𝛾 𝜓 d𝑠 ≤ 𝐶(‖𝛾‖𝐻2, ‖𝜂‖𝐻1)‖𝜓‖𝑊1,1 . (4.4)









𝐴𝑥 , 𝐴 = ∫
2𝜋
0
𝜎(𝑡) d𝑡 , |𝐴| ≤ 𝐶‖𝜎‖𝐿1 , ‖𝜓‖𝑊1,1 ≤ 𝐶(‖𝛾‖𝐻2)‖𝜎‖𝐿1 . (4.5)
We insert 𝜓 with 𝜕𝑠𝜓 = 𝜎 − 𝐴 in (4.4),
𝜆 ∫𝛾⟨𝜕𝑠𝜂, 𝜎⟩ d𝑠 ≤ 𝜆 ∫𝛾⟨𝜕𝑠𝜂, 𝐴⟩ d𝑠 + 𝐶(‖𝛾‖𝐻2, ‖𝜂‖𝐻1)‖𝜎‖𝐿1 ≤ 𝐶(‖𝛾‖𝐻2, ‖𝜂‖𝐻1)‖𝜎‖𝐿1 , (4.6)
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and conclude again by duality as in Lemma 4 that
𝜕𝑥𝜂 ∈ 𝐿
∞ , ‖𝜕𝑥𝜂‖𝐿∞ ≤ 𝐶(‖𝛾‖𝐻2, ‖𝜂‖𝐻1) .
Both estimates together imply 𝜅 ∈ 𝐿∞([0, 2𝜋]) and the assertion of the proposition in view of Remark 1. □
Proposition 2 (𝑊𝟏,∞ bounds for 𝑬𝑳𝑴). Suppose that (H) holds. If a curve 𝛾 ∈ 𝐻2𝑖𝑚𝑚([0, 2𝜋];ℝ
2) parameterized propor-
tional to arc length together with a vector field 𝜂 ∈ 𝐻1𝑝𝑒𝑟([0, 2𝜋];ℝ2) is a critical point of 𝐸𝐿𝑀 , then 𝛾 ∈ 𝑊
3,∞
𝑝𝑒𝑟 ([0, 2𝜋]) and
𝜂 ∈ 𝑊2,∞𝑝𝑒𝑟 ([0, 2𝜋];ℝ
2). Moreover, there exists a constant 𝐶 = 𝐶(‖𝛾‖𝐻2, ‖𝜂‖𝐻1) with
‖𝛾‖𝑊3,∞ + ‖𝜂‖𝑊2,∞ ≤ 𝐶(‖𝛾‖𝐻2, ‖𝜂‖𝐻1).









𝐴𝑥 , 𝐴 = ∫
2𝜋
0
𝑔(𝑡)𝜈(𝑡) d𝑡 , |𝐴| ≤ 𝐶‖𝑔‖𝐿1 .
Since 𝜈 ∈ 𝐻1𝑝𝑒𝑟, the function 𝜑 is an admissible test function with 𝜑 ∈ 𝐻2𝑝𝑒𝑟, 𝜕𝑠𝜑 = 𝑔𝜈 − 𝐴,
⟨𝜕𝑠𝑠𝜑, 𝜈⟩ = ⟨𝜕𝑠𝑔𝜈 − 𝜅𝑔𝜏, 𝜈⟩ = 𝜕𝑠𝑔 , ‖𝜑‖𝑊1,1 ≤ 𝐶(𝛾)‖𝑔‖𝐿1 ,
and (4.1) can be written as









|𝜕𝑠𝜂|2 − 1)⟨𝜏, 𝜕𝑠𝜑⟩ − 𝛿(𝜅 + 𝛿 div𝛾 𝜂)⟨𝜕𝑠𝜂, 𝜕𝑠𝜑⟩ d𝑠 .
By the 𝐿∞–bounds in Proposition 1,
∫𝛾(𝜅 + 𝛿 div𝛾 𝜂)𝜕𝑠𝑔 d𝑠 ≤ 𝐶(‖𝛾‖𝐻2, ‖𝜂‖𝐻1)‖𝑔𝜈 − 𝐴‖𝐿1 ≤ 𝐶(‖𝛾‖𝐻2, ‖𝜂‖𝐻1)‖𝑔‖𝐿1 . (4.7)
By duality, see Lemma 4, the two bounds (4.3) and (4.7) imply 𝜅 + 𝛿 div𝛾 𝜂 ∈ 𝑊1,∞. This additional regularity allows us a
partial integration in the right-hand side of (4.4), and we find for all 𝜓 = 𝜎 ∈ 𝐶∞𝑝𝑒𝑟([0, 2𝜋];ℝ2)
𝜆 ∫𝛾 ⟨𝜕𝑠𝜂, 𝜕𝑠𝜎⟩ d𝑠 = −∫𝛾 𝛿(𝜅 + 𝛿 div𝛾 𝜂) div𝛾 𝜎 d𝑠
= ∫𝛾 𝛿⟨∇𝑠(𝜅 + 𝛿 div𝛾 𝜂), 𝜎⟩ d𝑠 + ∫𝛾 𝛿(𝜅 + 𝛿 div𝛾 𝜂)𝜅⟨𝜎, 𝜈⟩ d𝑠 ≤ 𝐶(𝛿, ‖𝜅 + 𝛿 div𝛾 𝜂‖𝑊1,∞, ‖𝜈‖𝐿∞, ‖𝜅‖𝐿∞)‖𝜎‖𝐿1 .
(4.8)
The estimates (4.6) and (4.8) imply by duality 𝜕𝑠𝜂 ∈ 𝑊1,∞, that is 𝜂 ∈ 𝑊2,∞, and consequently div𝛾 𝜂 ∈ 𝑊1,∞ and 𝜅 ∈
𝑊1,∞. The assertion follows by Remark 1. □
After these preparations we are in a position to prove full regularity.
Theorem 3 (Regularity for critical points of 𝑬𝑳𝑴). Suppose that (H) holds. If a curve 𝛾 ∈ 𝐻2𝑖𝑚𝑚([0, 2𝜋];ℝ
2) parameter-
ized proportional to arc length together with a vector field 𝜂 ∈ 𝐻1𝑝𝑒𝑟([0, 2𝜋];ℝ2) is a critical point of the functional 𝐸𝐿𝑀 , then
𝛾, 𝜂 ∈ 𝐶∞𝑝𝑒𝑟([0, 2𝜋];ℝ2). Moreover, for all 𝑘 ∈ ℕ there exists a constant 𝐶𝑘 = 𝐶𝑘(‖𝛾‖𝐻2, ‖𝜂‖𝐻1) with
‖𝛾‖𝑊𝑘+2,∞ + ‖𝜂‖𝑊𝑘+1,∞ ≤ 𝐶𝑘(‖𝛾‖𝐻2, ‖𝜂‖𝐻1).
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Proof. The proof follows by induction based on Lemma 4. Indeed, we prove that for all 𝑚 ∈ ℕ0, all 𝑔 ∈ 𝐶∞𝑝𝑒𝑟([0, 2𝜋]),
𝜎 ∈ 𝐶∞𝑝𝑒𝑟([0, 2𝜋];ℝ
2) and all 𝑘 ∈ ℕ0, 𝑘 ≤ 𝑚,
∫𝛾(𝜅 + 𝛿 div𝛾 𝜂)𝜕
𝑘
𝑠 𝑔 d𝑠 ≤ 𝐶(‖𝛾‖𝐻2, ‖𝜂‖𝐻1)‖𝑔‖𝐿1 , 𝜆 ∫𝛾⟨𝜕𝑠𝜂, 𝜕𝑘𝑠 𝜎⟩ d𝑠 ≤ 𝐶(‖𝛾‖𝐻2, ‖𝜂‖𝐻1)‖𝑔‖𝐿1 .
Then 𝜅 + 𝛿 div𝛾 𝜂 ∈ 𝑊
𝑚,∞
𝑝𝑒𝑟 , 𝜂 ∈ 𝑊
𝑚+1,∞
𝑝𝑒𝑟 , 𝜅 ∈ 𝑊
𝑚,∞
𝑝𝑒𝑟 and 𝛾 ∈ 𝑊
𝑚+2,∞
𝑝𝑒𝑟 together with the corresponding estimates.
By (4.3), (4.7), (4.6), (4.8) the assertion holds for𝑚 = 1 and Proposition 2 states the corresponding regularity, 𝛾 ∈ 𝑊3,∞𝑝𝑒𝑟 ,
𝜅 ∈ 𝑊1,∞𝑝𝑒𝑟 and 𝜂 ∈ 𝑊
2,∞
𝑝𝑒𝑟 together with the estimate. Suppose now that 𝑚 ≥ 2 and that the assertion holds for 𝑚 − 1.
We need to establish the estimates for 𝑘 = 𝑚 and assume that 𝜅 + div𝛾 𝜂 ∈ 𝑊
𝑘−1,∞
𝑝𝑒𝑟 , 𝜂 ∈ 𝑊
𝑘,∞
𝑝𝑒𝑟 , 𝛾 ∈ 𝑊
𝑘+1,∞
𝑝𝑒𝑟 , 𝜈 ∈ 𝑊
𝑘,∞
𝑝𝑒𝑟
together with the estimate. For 𝑔 ∈ 𝐶∞𝑝𝑒𝑟([0, 2𝜋]) we use 𝜑 = 𝜕𝑘−2𝑠 𝑔𝜈 as a test function in (4.1) and calculate first
⟨𝜕𝑠𝑠𝜑, 𝜈⟩ = ⟨𝜕𝑠(𝜕𝑘−1𝑠 𝑔𝜈 + 𝜕𝑘−2𝑠 𝑔𝜕𝑠𝜈), 𝜈⟩ = 𝜕𝑘𝑠 𝑔 + 2⟨𝜕𝑘−1𝑠 𝑔𝜕𝑠𝜈, 𝜈⟩ + ⟨𝜕𝑘−2𝑠 𝑔𝜕𝑠𝑠𝜈, 𝜈⟩
= 𝜕𝑘𝑠 𝑔 − ⟨𝜕𝑘−2𝑠 𝑔𝜕𝑠(𝜅𝜏), 𝜈⟩ = 𝜕𝑘𝑠 𝑔 − 𝜅2𝜕𝑘−2𝑠 𝑔 .
From (4.1) we obtain with ⟨𝜕𝑠𝜑, 𝜏⟩ = ⟨𝜕𝑘−1𝑠 𝑔𝜈 + 𝜕𝑘−2𝑠 𝑔𝜕𝑠𝜈, 𝜏⟩ = −𝜅𝜕𝑘−2𝑠 𝑔
∫𝛾(𝜅 + 𝛿 div𝛾 𝜂)𝜕
𝑘
𝑠 𝑔 d𝑠 = ∫𝛾 𝜅












|𝜕𝑠𝜂|2 − 1)(−𝜅)𝜕𝑘−2𝑠 𝑔 − 𝛿(𝜅 + 𝛿 div𝛾 𝜂)⟨𝜕𝑠𝜂, 𝜕𝑘−1𝑠 𝑔𝜈 + 𝜕𝑘−2𝑠 𝑔𝜕𝑠𝜈⟩ d𝑠 .
In view of the regularity already established, we may integrate by parts in the terms involving derivatives of 𝑔 on the
right-hand side and obtain together with the estimates that have been established
∫𝛾(𝜅 + 𝛿 div𝛾 𝜂)𝜕
𝑘
𝑠 𝑔 d𝑠 ≤ 𝐶(‖𝛾‖𝐻2, ‖𝜂‖𝐻1)‖𝑔‖𝐿1 . (4.9)
Since this estimate holds for all 𝑘 ≤ 𝑚 we conclude by duality 𝜅 + 𝛿 div𝛾 𝜂 ∈ 𝑊𝑚,∞, see Lemma 4 together with the cor-
responding estimates. Finally fix 𝜎 ∈ 𝐶∞𝑝𝑒𝑟([0, 2𝜋];ℝ2); we return to (4.8) and use the test function 𝜕𝑘−1𝑠 𝜎 to obtain
𝜆 ∫𝛾⟨𝜕𝑠𝜂, 𝜕𝑘𝑠 𝜎⟩ d𝑠 = −∫𝛾 𝛿(𝜅 + 𝛿 div𝛾 𝜂) div𝛾 𝜕𝑘−1𝑠 𝜎 d𝑠
= ∫𝛾 𝛿⟨∇𝑠(𝜅 + 𝛿 div𝛾 𝜂), 𝜕𝑘−1𝑠 𝜎⟩ d𝑠 + ∫𝛾 𝛿(𝜅 + 𝛿 div𝛾 𝜂)𝜅⟨𝜕𝑘−1𝑠 𝜎, 𝜈⟩ d𝑠
≤ 𝐶(‖𝜅 + 𝛿 div𝛾 𝜂‖𝑊𝑘,∞, ‖𝜈‖𝑊𝑘−1,∞, ‖𝜅‖𝑊𝑘−1,∞)‖𝜎‖𝐿1 ≤ 𝐶(‖𝛾‖𝐻2 + ‖𝜂‖𝐻1)‖𝜎‖𝐿1 .
(4.10)
Here all integrations by parts are justified on the right-hand side in view of the regularity already established. Since this
estimate holds for all 𝑘 ≤ 𝑚, 𝜕𝑠𝜂 ∈ 𝑊𝑚,∞, 𝜅 ∈ 𝑊𝑚,∞ and therefore 𝛾 ∈ 𝑊𝑚+2,∞, see Remark 1. □
Corollary 3. Fix 𝛿, 𝜆 ∈ ℝwith 𝜆 > 0. There exist (𝛾, 𝜂) ∈ 𝐻2𝑖𝑚𝑚([0, 2𝜋];ℝ
2) × 𝐻1𝑝𝑒𝑟([0, 2𝜋];ℝ
2)with 𝛾 parameterized by arc





The vector field 𝜂 is uniquely defined if one imposes the additional assumption (2.3). In this case, it is a normal vector field
given by 𝜂 = 𝛿∕(𝜆 + 𝛿2)𝜈. Consequently the variational problem for 𝐸𝐿𝑀 together with the constraints (2.2) and (2.3) has a
unique minimizer which is parameterized by arc length.
Proof. As in Lemma 2 we assume that 𝛿 ≥ 0. If the functions (𝛾, 𝜂) satisfy equality in (3.5), then equality holds in all
inequalities in the derivation of the lower bound for the energy. Equality in Hölder’s inequality in (3.3) implies that |𝜅| is
constant and since 𝜅 is by Theorem 3 smooth, 𝜅 is constant and, after a change of the orientation of 𝛾 and of the sign of
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𝜂, positive. Thus 𝛾 defines a circle, possibly multiply covered, and equality in Youngs’s inequality in (3.1) leads in view of
the lower bound to
𝛿√
𝜆 + 𝛿2
𝜅 = −div𝛾 𝜂 ⋅
√




In particular, div𝛾 𝜂 is constant. In the last estimate in (3.2) we find in case of equality that
|𝜕𝑠𝜂 ⋅ 𝜏| = | div𝛾 𝜂| = |∇𝛾𝜂| = |𝜕𝑠𝜂 ⊗ 𝜏| = |𝜕𝑠𝜂|






and with 𝑛 the number of coverings of the circle (with 𝑛 = 1 if 𝛾 is a simple closed curve and therefore a circle)

























= | div𝛾 𝜂|√𝜆 + 𝛿2
and hence








We compute the energy and find
𝐸𝐿𝑀 =
1
2 ∫𝛾(𝜅 + 𝛿 div𝛾 𝜂)
2 d𝑠 +
𝜆














































and hence 𝑛 = 1. Thus 𝛾 is a circle. It remains to determine 𝜂. For simplicity we consider the arc length parameterization of
𝛾. By assumption, 𝜏 and 𝜈 are in𝐻1𝑝𝑒𝑟[0, 𝐿(𝛾)]) and wemay write 𝜂 = 𝑎𝜏 + 𝑏𝜈 with 𝑎, 𝑏 ∈ 𝐻1𝑝𝑒𝑟([0, 𝐿(𝛾)]). Since 𝜕𝑠𝜂 = 𝑐0𝜏,
𝑐0 ∈ ℝ, the functions 𝑎 and 𝑏 satisfy
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𝜈 − 𝑐1𝑒1 + 𝑐2𝑒2 .
If (2.3) holds, then 𝑐1 = 𝑐2 = 0 and 𝜂 = −(𝑐0∕𝜅)𝜈. Since div𝛾 𝜂 = 𝑐0 = −𝛿𝜅∕(𝜆 + 𝛿2), we conclude 𝑐0 = −𝛿𝜅∕(𝜆 + 𝛿2) and
this is the assertion of the corollary. □
We consider now the regularity of critical points of the constrained problems.
Proposition 3 (𝑳∞–bounds for 𝑬𝑳𝑴 with constraints). Suppose that (H) holds. If a curve 𝛾 ∈ 𝐻2𝑖𝑚𝑚([0, 2𝜋];ℝ
2) param-
eterized proportional to arc length together with a vector field 𝜂 ∈ 𝐻1𝑝𝑒𝑟([0, 2𝜋];ℝ2) is a critical point of𝐸𝐿𝑀 subject to the con-
straints (A) and (S), then 𝛾 ∈ 𝑊2,∞𝑝𝑒𝑟 ([0, 2𝜋];ℝ2)and𝜂 ∈ 𝑊
1,∞
𝑝𝑒𝑟 ([0, 2𝜋];ℝ
2).Moreover, there exists a Lagrangemultiplier𝜓∗ ∈







2([0, 2𝜋]) associated to the constraint (S), which satisfies 𝜓∗1 ∈ 𝐿
∞([0, 2𝜋]),
and there exists a constant 𝐶 = 𝐶(‖𝛾‖𝐻2, ‖𝜂‖𝐻1, ‖𝜓∗‖𝐻−1) with
‖𝛾‖𝑊2,∞ + ‖𝜂‖𝑊1,∞ + ‖𝜓∗1‖𝐿∞ ≤ 𝐶(‖𝛾‖𝐻2, ‖𝜂‖𝐻1, ‖𝜓∗‖𝐻−1) .
Proof. Since 𝐻2𝑖𝑚𝑚 is an open subset in 𝐻
2
𝑝𝑒𝑟 there exists an 𝑟 > 0 such that 𝐵(𝛾, 𝑟) ⊂ 𝐻2𝑖𝑚𝑚 ⊂ 𝐻
2
𝑝𝑒𝑟. Therefore we may
consider (𝛾, 𝜂) as a minimizer of
𝐸𝐿𝑀 ∶ 𝐵𝑟 = 𝐵((𝛾, 𝜂), 𝑟) ⊂ 𝑋 → ℝ , 𝑋 = 𝐻
2
𝑝𝑒𝑟([0, 2𝜋];ℝ
2) × 𝐻1𝑝𝑒𝑟([0, 2𝜋];ℝ
2)
subject to the given constraints. According to [ [34], Proposition 1.2], the map 𝐸𝐿𝑀 is Fréchet differentiable in 𝐵𝑟 if the
partial Fréchet derivatives with respect to 𝛾 and 𝜂 are continuous in 𝐵𝑟. By (A3) and (A4), the partial Gateaux derivatives
in the directions 𝜑 ∈ 𝐻2𝑝𝑒𝑟 and 𝜓 ∈ 𝐻1𝑝𝑒𝑟 are given for (?̃?, 𝜂) ∈ 𝐵𝑟 by









|𝜕𝑠𝜂|2 + 1)⟨?̃?, 𝜕𝑠𝜑⟩ d𝑠 ,
𝜕𝜂𝐸𝐿𝑀((?̃?, 𝜂), 𝜓) = ∫?̃? 𝛿(?̃? + 𝛿 div?̃? 𝜂) div?̃? 𝜓 d𝑠 + 𝜆 ∫?̃? ⟨𝜕𝑠𝜂, 𝜕𝑠𝜓⟩ d𝑠 .
The Gateaux derivatives define bounded and linear functionals, therefore the partial Fréchet derivatives exist, and by
Hölder’s inequality one sees that the Fréchet derivatives are continuous on 𝐵((𝛾, 𝜂), 𝑟) ⊂ 𝑋. Finally, by Lemma 1 the con-
straints (A) and (S) are admissible constraints and we may use Theorem 1 with Φ = 𝐸𝐿𝑀 , 𝐵𝑟 ⊂ 𝑋 as constructed and the
constraint
𝐹 ∶ 𝑋 → ℝ × 𝐻1𝑝𝑒𝑟([0, 2𝜋]) = 𝑌 , (𝜑, 𝜓) ↦ (𝐴(𝜑), |𝜓|2 − 1) .
Thus there exists a Lagrangemultiplier 𝑦∗ ∈ 𝑌∗ such that𝐸′𝐿𝑀(𝛾, 𝜂) + (𝐹
′(𝛾, 𝜂))∗𝑦∗ = 0 in𝑋∗. Since𝑌∗ = ℝ × 𝐻−1𝑝𝑒𝑟, there
exist 𝑎 ∈ ℝ and 𝜓∗ ∈ 𝐻−1𝑝𝑒𝑟 such that for all (𝜑, 𝜓) ∈ 𝑋 the identity
⟨𝐸′𝐿𝑀(𝛾, 𝜂), (𝜑, 𝜓)⟩ + ⟨𝑦∗, 𝐹′(𝛾, 𝜂))(𝜑, 𝜓)⟩ = 𝜕𝛾𝐸𝐿𝑀(𝛾, 𝜂)[𝜑] + 𝜕𝜂𝐸𝐿𝑀(𝛾, 𝜂)[𝜓] + 𝑎𝐴′(𝛾)[𝜑] + ⟨𝜓∗, 𝑆′(𝜂)[𝜓]⟩ = 0
holds. If one chooses 𝜓 = 0, then one finds for all 𝜑 ∈ 𝐻2𝑝𝑒𝑟 that the equation that corresponds to (4.1) has an additional
term on the right-hand side,









|𝜕𝑠𝜂|2 − 1)⟨𝜏, 𝜕𝑠𝜑⟩ − 𝛿(𝜅 + 𝛿 div𝛾 𝜂)⟨𝜕𝑠𝜂, 𝜕𝑠𝜑⟩ − 𝑎⟨𝜈, 𝜑⟩ d𝑠 .
The additional term is of lower order compared to the other terms on the right-hand side since 𝜈 = 𝐽𝜏 has the same
regularity as 𝜏 and the arguments in the proof of Proposition 1 imply that 𝜅 + 𝛿 div𝛾 𝜂 ∈ 𝐿∞. The choice of 𝜑 = 0 leads
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𝜆 ∫𝛾 ⟨𝜕𝑠𝜂, 𝜕𝑠𝜓⟩ d𝑠 = −∫𝛾 𝛿(𝜅 + 𝛿 div𝛾 𝜂) div𝛾 𝜓 d𝑠 − ⟨𝜓∗, 𝑆′(𝜂)[𝜓]⟩
= −∫𝛾 𝛿(𝜅 + 𝛿 div𝛾 𝜂) div𝛾 𝜓 d𝑠 − 2∫𝛾 𝜓
∗
0⟨𝜂, 𝜓⟩ − 𝜓∗1𝜕𝑠⟨𝜂, 𝜓⟩d𝑠 . (4.11)







d𝑠 = −∫𝛾 𝛿(𝜅 + 𝛿 div𝛾 𝜂) div𝛾 𝜓 d𝑠 − 2∫𝛾 𝜓
∗
0⟨𝜂, 𝜓⟩ − 𝜓∗1⟨𝜕𝑠𝜂, 𝜓⟩d𝑠 , (4.12)
and use 𝜓 as an anti-derivative of 𝜎 as in (4.5) as a test function. Since ‖𝜓‖𝐿∞ ≤ 𝐶‖𝜓‖𝑊1,1 ≤ 𝐶(‖𝛾‖𝐻2)‖𝜎‖𝐿1 , we obtain













d𝑠 + 𝐶(𝛾, 𝜂, 𝜓∗)‖𝜎‖𝐿1 ≤ 𝐶(‖𝛾‖𝐻2, ‖𝜂‖𝐻1, ‖𝜓∗‖𝐻−1)‖𝜎‖𝐿1
and by duality ℎ = 𝜆𝜕𝑠𝜂 − 2𝜓∗1𝜂 defines an element in 𝐿
∞ and the norm is bounded by the constant on the right-hand
side. By assumption, 𝜂 satisfies the constraint |𝜂|2 = 1 and ⟨𝜕𝑠𝜂, 𝜂⟩ = 0. Consequently 𝜕𝑠𝜂 ∈ 𝐿∞ and, as in Proposition 1,
𝜅 ∈ 𝐿∞ and 𝛾 ∈ 𝑊2,∞𝑝𝑒𝑟 . This argument also proves that 𝜓∗1 = −(1∕2)⟨ℎ, 𝜂⟩ ∈ 𝐿∞ together with an estimate. □
Proposition 4 (𝑊𝟏,∞–bounds for 𝑬𝑳𝑴 with constraints). Suppose that (H) holds. If a curve 𝛾 ∈ 𝐻2𝑖𝑚𝑚([0, 2𝜋];ℝ
2)
parameterized proportional to arc length together with a vector field 𝜂 ∈ 𝐻1𝑝𝑒𝑟([0, 2𝜋];ℝ2) is a critical point of 𝐸𝐿𝑀 sub-
ject to the constraints (A) and (S), then 𝛾 ∈ 𝑊3,∞𝑝𝑒𝑟 ([0, 2𝜋]), 𝜂 ∈ 𝑊
2,∞
𝑝𝑒𝑟 ([0, 2𝜋]), 𝜓∗0 ∈ 𝐿
∞, and 𝜓∗1 ∈ 𝑊
1,∞. Moreover, there
exists a constant 𝐶 = 𝐶(‖𝛾‖𝐻2, ‖𝜂‖𝐻1) with
‖𝛾‖𝑊3,∞ + ‖𝜂‖𝑊2,∞ + ‖𝜓0‖𝐿∞ + ‖𝜓∗1‖𝑊1,∞ ≤ 𝐶(‖𝛾‖𝐻2, ‖𝜂‖𝐻1, ‖𝜓∗‖𝐻−1).
Proof. The regularity 𝜕𝑠𝜂 ∈ 𝐿∞ shown in Proposition 3 implies as in the proof of Proposition 2 that 𝜅 + 𝛿 div𝛾 𝜂 ∈ 𝑊1,∞.
With this information, one infers from (4.12) with 𝜓 = 𝜎 ∈ 𝐶∞𝑝𝑒𝑟([0, 2𝜋];ℝ2) after an integration by parts in the first term
on the right-hand side that 𝜕𝑠(𝜆𝜕𝑠𝜂 − 2𝜓∗1𝜂) ∈ 𝐿
∞, that is, ℎ ∈ 𝑊1,∞𝑝𝑒𝑟 . Thus 𝜓∗1 = −(1∕2)⟨ℎ, 𝜂⟩ ∈ 𝑊1,∞𝑝𝑒𝑟 and 𝜕𝑠𝜓∗1 ∈ 𝐿∞.
Consequently, 𝜆𝜕𝑠𝜂 = ℎ + 2𝜓∗1 ∈ 𝑊
1,∞
𝑝𝑒𝑟 and we may rewrite (4.11) as
2∫𝛾 𝜓
∗
0⟨𝜂, 𝜓⟩ d𝑠 = 𝜆 ∫𝛾 ⟨𝜕𝑠𝑠𝜂, 𝜓⟩ d𝑠 − ∫𝛾 𝛿⟨∇𝛾(𝜅 + 𝛿 div𝛾 𝜂), 𝜓⟩ + 𝛿(𝜅 + 𝛿 div𝛾 𝜂)𝜅⟨𝜓, 𝜈⟩ d𝑠 − 2∫𝛾 𝜕𝑠𝜓∗1⟨𝜂, 𝜓⟩d𝑠 .
The special choice 𝜓 = 𝑔𝜂 with 𝑔 ∈ 𝐶∞𝑝𝑒𝑟([0, 2𝜋]) implies that
∫𝛾 𝜓
∗
0𝑔 d𝑠 ≤ 𝐶(‖𝛾‖𝐻2, ‖𝜂‖𝐻1, ‖𝜓∗‖𝐻−1)‖𝑔‖𝐿1
and this estimate implies 𝜓∗0 ∈ 𝐿
∞ together with the estimate. □
Theorem 4 (Regularity for critical points of 𝑬𝑳𝑴 and 𝑬 with constraints). Fix 𝛿, 𝜆, 𝐿0, 𝐴0 ∈ ℝ with 𝜆 > 0, 𝐿0 > 0
and assume that 𝛾 ∈ 𝐻2𝑖𝑚𝑚([0, 2𝜋];ℝ
2) is parameterized proportional to arc length and that 𝜂 ∈ 𝐻1𝑝𝑒𝑟([0, 2𝜋];ℝ2). If (𝛾, 𝜂)
is
(i) a critical point of 𝐸𝐿𝑀 subject to the constraints (A) and (S) or
(ii) a critical point of 𝐸 subject to the constraints (L), (A) , and (S) with 𝜅 not constant and 𝐴0 ∈ [−𝐿20∕4𝜋, 𝐿
2
0∕4𝜋],
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𝑝𝑒𝑟([0, 2𝜋]). There exists a constant 𝐶𝑘 = 𝐶𝑘(‖𝛾‖𝐻2, ‖𝜂‖𝐻1, ‖𝜓‖𝐻−1), 𝑘 ∈ ℕ, with
‖𝛾‖𝑊𝑘+2,∞ + ‖𝜂‖𝑊𝑘+1,∞ + ‖𝜓∗0‖𝑊𝑘,∞ + ‖𝜓∗1‖𝑊𝑘,∞ ≤ 𝐶𝑘(‖𝛾‖𝐻2, ‖𝜂‖𝐻1, ‖𝜓‖𝐻−1) .
Proof.
(i) The proof follows by induction as in Theorem 3 and we sketch the key estimate which states that for all 𝑘 ∈ ℕ, 𝑘 ≥
1, 𝜅 ∈ 𝑊𝑘,∞𝑝𝑒𝑟 , 𝛾 ∈ 𝑊
𝑘+2,∞
𝑝𝑒𝑟 , 𝜂 ∈ 𝑊
𝑘+1,∞
𝑝𝑒𝑟 , 𝜓∗0 ∈ 𝑊
𝑘−1,∞
𝑝𝑒𝑟 , 𝜓∗1 ∈ 𝑊
𝑘,∞
𝑝𝑒𝑟 together with the corresponding estimates. The
case 𝑘 = 1 is stated in Proposition 4. Suppose thus that the assertion holds for 𝑘 − 1 ≥ 1. We use 𝜑 = 𝜕𝑘−2𝑠 𝑔 and 𝜓 =
𝜕𝑘−1𝑠 𝜎 with 𝑔 ∈ 𝐶∞𝑝𝑒𝑟([0, 2𝜋]) and 𝜎 ∈ 𝐶∞𝑝𝑒𝑟([0, 2𝜋];ℝ2) as test functions as in Proposition 4. This choice implies 𝜅 +
𝛿 div𝛾 𝜂 ∈ 𝑊
𝑘,∞
𝑝𝑒𝑟 and ℎ = 𝜆𝜕𝑠𝜂 − 2𝜓∗1𝜂 ∈ 𝑊
𝑘,∞
𝑝𝑒𝑟 together with the corresponding estimates. Consequently 𝜂 ∈ 𝑊𝑘+1𝑝𝑒𝑟 ,
𝜅 ∈ 𝑊𝑘,∞𝑝𝑒𝑟 and 𝛾 ∈ 𝑊
𝑘+2,∞
𝑝𝑒𝑟 . Then 𝜓∗1 ∈ 𝑊
𝑘,∞
𝑝𝑒𝑟 and finally 𝜓∗0 ∈ 𝑊
𝑘−1,∞
𝑝𝑒𝑟 .
(ii) The proof proceeds analogously starting with the variations of𝐸 in (A1) and (A2). By Lemma 1, the constraints (L), (A)
, and (S) are admissible constraints and also the geometric constraint (G) which combines (L) and (A) is admissible
if 𝛾 does not have constant curvature. Thus we may use Theorem 1 with Φ = 𝐸, 𝐵𝑟 ⊂ 𝑋 as in Proposition 3 and the
constraint
𝐹 ∶ 𝑋 → ℝ × ℝ × 𝐻1𝑝𝑒𝑟([0, 2𝜋]) = 𝑌 , (𝜑, 𝜓) ↦ (𝐺, 𝑆)(𝜑, 𝜓) = (𝐿(𝜑), 𝐴(𝜑), |𝜓|2 − 1) .
Thus there exists a Lagrange multiplier 𝑦∗ ∈ 𝑌∗ such that 𝐸′(𝛾, 𝜂) + (𝐹′(𝛾, 𝜂))∗𝑦∗ = 0 in 𝑋∗. The multiplier 𝑦∗ is now
given by a triple (𝓁, 𝑎, 𝜓∗) with 𝓁, 𝑎 ∈ ℝ and 𝜓∗ ∈ 𝐻−1𝑝𝑒𝑟. The variation with respect to 𝛾 contains from the constraint on
the length the term 𝓁 ∫
𝛾
𝜅⟨𝜑, 𝜈⟩d𝑠 = −𝓁 ∫
𝛾
⟨𝜏, 𝜕𝑠𝜑⟩d𝑠. This term is also present in the variation of 𝐸𝐿𝑀 (with a constant one
in front of it) and we conclude as before. □
5 CONCLUSIONS
In this article, we discussed existence of minimizers for the variational problem involving the energy 𝐸𝐿𝑀 , derived the
Euler-Lagrange system, and proved that critical points (𝛾, 𝜂), and therefore in particular minimizers, are smooth if 𝛾 is
parameterized proportional to arc length. The main motivation for the formulation of 𝐸𝐿𝑀 is the geometric functional
𝐸
𝑔
𝐿𝑀 for simple plane curves where one can interpret 𝜂 as a vector field along the curve and where the surface gradient
and the surface divergence are the usual geometric objects. One of the advantages of the formulation 𝐸𝐿𝑀 is the fact that
the variation of the energy with respect to the curve can be calculated without modeling assumptions concerning the
vector field. More precisely, if one interprets 𝜂 as a vector field on the trace Γ of a simple closed curve 𝛾, then a variation
of 𝛾 changes its trace and one needs an extension of the vector field 𝜂 to a neighborhood of Γ. The usual approach for the
derivation of the variation of 𝐸𝑔𝐿𝑀 is to consider normal variations 𝛾𝜀 = 𝛾 + 𝜀𝜑𝜈 of 𝛾 and to extend 𝜂 as a constant vector
field along the trace 𝜀 ↦ 𝛾𝜀(𝑥) for all 𝑥 ∈ [0, 2𝜋]. The calculation for normal variations is carried out in the Appendix
and leads to the following notion of solution for the negative 𝐿2–gradient flow. A family of smooth and regular plane
closed curves 𝛾 ∶ [0, 𝑇] × [0, 2𝜋] → ℝ2 and a family of smooth vector fields 𝜂 ∶ [0, 𝑇] × [0, 2𝜋] → ℝ2 is said to be a smooth




−𝜕𝑠𝑠(𝜅 + 𝛿 div𝛾 𝜂) + 𝛿𝜕𝑠[(𝜅 + 𝛿 div𝛾 𝜂)⟨𝜕𝑠𝜂, 𝜈⟩] − 12 (𝜅 + 𝛿 div𝛾 𝜂)2𝜅 − 𝜆2 |𝜕𝑠𝜂|2𝜅 + 𝜅]𝜈 ,
𝜕𝑡𝜂 = 𝜆𝜕𝑠𝑠𝜂 + 𝛿∇𝑠(𝜅 + 𝛿 div𝛾 𝜂) + 𝛿(𝜅 + 𝛿 div𝛾 𝜂)𝜅𝜈 ,
see LemmaA3, where 𝜕𝑡𝛾⟂ denotes the normal component of the velocity vector 𝜕𝑡𝛾. During the derivation we also collect
some useful evolution equations of geometric quantities. The analysis will be addressed in a forthcoming publication
[2].
A second generalization concerns the formulation of the energy𝐸𝑔𝐿𝑀 for two-dimensional embedded or immersedman-
ifolds inℝ3. Let𝜑 ∶ Σ → ℝ3 be a smooth immersion of a 2-dimensional orientable closed surfaceΣ. The Laradji-Mouritsen
model [3] for the energy of a liquid-liquid interface Σ with mean curvature 𝐻, surfactant direction 𝜂, and material con-
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stants 𝛿, 𝜆 > 0 leads to the energy functional
𝐸𝐿𝑀(𝜑, 𝜂) =
1
2 ∫Σ(𝐻 + 𝛿 div𝜑 𝜂)
2 d𝜇𝜑 +
𝜆
2 ∫Σ |∇𝜑𝜂|2 d𝜇𝜑 ,
where ∇𝜑 and div𝜑 are the surface gradient and the surface divergence, and where d𝜇𝜑 is the volume measure on Σ
induced by 𝜑. Also for this model the evolution equations can be derived. First analytical results on the evolution can be
found in [8] and will be presented in detail in a forthcoming publication [2].
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APPENDIX: FORMULAS
In the appendix, we collect formulas that are used in the text and sketch their proofs.
As indicated in the introduction, reparameterization of regular curves in Sobolev classes leaves the Sobolev class
invariant. In fact, for 𝛾 ∈ 𝐻2([0, 2𝜋];ℝ2) the function 𝑠(𝑥) = ∫ 𝑥
0
|𝜕𝑥𝛾(𝑦)| d𝑦 satisfies 𝜕𝑥𝑠(𝑥) = |𝜕𝑥𝛾(𝑥)| and 𝜕𝑥𝑥𝑠(𝑥) =⟨𝜕𝑥𝛾, 𝜕𝑥𝑥𝛾⟩∕|𝜕𝑥𝛾(𝑥)|, thus 𝑠 defines an 𝐻2 function which, by embedding theorems, is a diffeomorphism onto its range.
From the explicit formula 𝜕𝑦𝑠−1(𝑦) = 1∕𝑠′(𝑥) with 𝑦 = 𝑠(𝑥) one sees that 𝑠−1 is in fact in 𝐻2 and 𝜕𝑦(𝛾◦𝑠−1)(𝑦) =
(𝜕𝑥𝛾)(𝑠
−1(𝑦)) ⋅ 𝜕𝑦(𝑠
−1)(𝑦), 𝜕𝑥𝑥(𝛾◦𝑠−1)(𝑦) = (𝜕𝑦𝑦𝛾)(𝑠−1(𝑦)) ⋅ (𝜕𝑦(𝑠−1)(𝑦))2 + (𝜕𝑥𝛾)(𝑠−1(𝑦)) ⋅ 𝜕𝑦𝑦(𝑠−1)(𝑦). The last expres-
sion is in𝐻2 since𝐻1 ↪ 𝐶0 in one spatial dimension.
Lemma A1 (Variation of 𝑬). The variation of the functional 𝐸 ∶ 𝐻2𝑖𝑚𝑚([0, 2𝜋];ℝ
2) × 𝐻1𝑝𝑒𝑟([0, 2𝜋];ℝ
2) → ℝ in a point
(𝛾, 𝜂) ∈ 𝐻2𝑖𝑚𝑚([0, 2𝜋];ℝ
2) × 𝐻1𝑝𝑒𝑟([0, 2𝜋];ℝ
2) in the direction (𝜑, 𝜓) ∈ 𝐻2𝑝𝑒𝑟([0, 2𝜋];ℝ2) × 𝐻1𝑝𝑒𝑟([0, 2𝜋];ℝ2) is given by
𝛿𝐸
𝛿𝛾









|𝜕𝑠𝜂|2)⟨𝜏, 𝜕𝑠𝜑⟩ d𝑠 , (A1)
𝛿𝐸
𝛿𝜂
[𝜓] = ∫𝛾 𝛿(𝜅 + 𝛿 div𝛾 𝜂) div𝛾 𝜓 d𝑠 + 𝜆 ∫𝛾 ⟨𝜕𝑠𝜂, 𝜕𝑠𝜓⟩ d𝑠 . (A2)
Proof. For 𝜑, 𝜓 ∈ 𝐶∞𝑝𝑒𝑟([0, 2𝜋];ℝ2) we consider variations of the curve 𝛾 of the form 𝛾𝜀 = 𝛾 + 𝜀𝜑 and of the vector field
𝜂 of the form 𝜂𝜀 = 𝜂 + 𝜀𝜓. In view of the embedding 𝐻2𝑖𝑚𝑚 ↪ 𝐶
1 the immersion 𝛾 satisfies |𝜕𝑥𝛾| ≥ 𝑐0 > 0 for a positive
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constant 𝑐0 and 𝛾 + 𝜀𝜑 is an immersion for |𝜀| > 0 small enough. From [32, Exercise 12, p. 25]
𝜅𝜀 =
det(𝜕𝑥(𝛾 + 𝜀𝜑), 𝜕𝑥𝑥(𝛾 + 𝜀𝜑))|𝜕𝑥(𝛾 + 𝜀𝜑)|3
we get with direct computations
d
d𝜀
|||𝜀=0𝜅𝜀 = det(𝜕𝑥𝜑, 𝜕𝑥𝑥𝛾)|𝜕𝑥𝛾|3 + det(𝜕𝑥𝛾, 𝜕𝑥𝑥𝜑)|𝜕𝑥𝛾|3 − 3det(𝜕𝑥𝛾, 𝜕𝑥𝑥𝛾)|𝜕𝑥𝛾|5 ⟨𝜕𝑥𝛾, 𝜕𝑥𝜑⟩ = 𝐼 + 𝐼𝐼 + 𝐼𝐼𝐼 .
We simplify the three terms with 𝜕𝑥𝜏 = 𝜅|𝜕𝑥𝛾|𝜈 and 𝜈 = 𝐽𝜏 and the identities
𝜕𝑥𝑥𝛾 = 𝜕𝑥(|𝜕𝑥𝛾|𝜏) = 𝜅|𝜕𝑥𝛾|2𝜈 + 1|𝜕𝑥𝛾| ⟨𝜕𝑥𝛾, 𝜕𝑥𝑥𝛾⟩𝜏 , 𝜕𝑥𝑥𝛾|𝜕𝑥𝛾|2 = 𝜅𝜈 + ⟨𝜕𝑥𝛾, 𝜕𝑥𝑥𝛾⟩|𝜕𝑥𝛾|3 𝜏 ,
𝜕𝑥𝑥𝜑 = 𝜕𝑥(|𝜕𝑥𝛾|𝜕𝑠𝜑) = |𝜕𝑥𝛾|2𝜕𝑠𝑠𝜑 + 1|𝜕𝑥𝛾| ⟨𝜕𝑥𝛾, 𝜕𝑥𝑥𝛾⟩𝜕𝑠𝜑 ,
according to
𝐼 =
det(𝜕𝑥𝜑, 𝜕𝑥𝑥𝛾)|𝜕𝑥𝛾|3 = 𝜅⟨𝜕𝑠𝜑, 𝜏⟩ − ⟨𝜕𝑥𝛾, 𝜕𝑥𝑥𝛾⟩|𝜕𝑥𝛾|3 ⟨𝜕𝑠𝜑, 𝜈⟩ ,
𝐼𝐼 =
det(𝜕𝑥𝛾, 𝜕𝑥𝑥𝜑)|𝜕𝑥𝛾|3 = ⟨𝜕𝑠𝑠𝜑, 𝜈⟩ + ⟨𝜕𝑥𝛾, 𝜕𝑥𝑥𝛾⟩|𝜕𝑥𝛾|3 ⟨𝜕𝑠𝜑, 𝜈⟩ ,
𝐼𝐼𝐼 = −3
det(𝜕𝑥𝛾, 𝜕𝑥𝑥𝛾)|𝜕𝑥𝛾|5 ⟨𝜕𝑥𝛾, 𝜕𝑥𝜑⟩ = −3𝜅⟨𝜏, 𝜕𝑠𝜑⟩ ,
and the sum of all terms is just the variation of the curvature and leads to the term ⟨𝜕𝑠𝑠𝜑, 𝜈⟩ − 2𝜅⟨𝜕𝑠𝜑, 𝜏⟩. Moreover
d
d𝜀








− 2⟨𝜕𝑥𝜂, 𝜕𝑥𝛾⟩ ⟨𝜕𝑥𝛾, 𝜕𝑥𝜑⟩|𝜕𝑥𝛾|4
= ⟨𝜕𝑠𝜂, 𝜕𝑠𝜑⟩ − 2(div𝛾 𝜂)⟨𝜏, 𝜕𝑠𝜑⟩ ,
d
d𝜀
|||𝜀=0|𝜕𝑠𝜂|2 = dd𝜀 |||𝜀=0 |𝜕𝑥𝜂|2|𝜕𝑥𝛾𝜀|2 = −2 |𝜕𝑥𝜂|
2|𝜕𝑥𝛾𝜀|4 ⟨𝜕𝑥𝛾, 𝜕𝑥𝜑⟩ = −2|𝜕𝑠𝜂|2⟨𝜏, 𝜕𝑠𝜑⟩ .













|𝜕𝑠𝜂|2)⟨𝜏, 𝜕𝑠𝜑⟩ d𝑠 .




|||𝜀=0 = dd𝜀 |||𝜀=0 ∫𝛾 12(𝜅 + 𝛿 div𝛾 𝜂𝜀)2 d𝑠 + 𝜆2 ∫𝛾 |𝜕𝑠𝜂𝜀|2 d𝑠
= ∫𝛾 𝛿(𝜅 + 𝛿 div𝛾 𝜂) div𝛾 𝜓 d𝑠 + 𝜆 ∫𝛾 ⟨𝜕𝑠𝜂, 𝜕𝑠𝜓⟩ d𝑠 .
By approximation, the necessary conditions hold for 𝜑 ∈ 𝐻2𝑝𝑒𝑟 and 𝜓 ∈ 𝐻1𝑝𝑒𝑟. □
Lemma A2 (Euler-Lagrange equations for 𝑬𝑳𝑴). The variation of 𝐸𝐿𝑀 ∶ 𝐻2𝑖𝑚𝑚([0, 2𝜋];ℝ
2) × 𝐻1𝑝𝑒𝑟([0, 2𝜋];ℝ
2) →
ℝ in a point (𝛾, 𝜂) ∈ 𝐻2𝑖𝑚𝑚([0, 2𝜋];ℝ
2) × 𝐻1𝑝𝑒𝑟([0, 2𝜋];ℝ
2) in the direction (𝜑, 𝜓) ∈ 𝐻2𝑝𝑒𝑟([0, 2𝜋];ℝ2) × 𝐻1𝑝𝑒𝑟([0, 2𝜋];ℝ2)













|𝜕𝑠𝜂|2 + 1)⟨𝜏, 𝜕𝑠𝜑⟩ d𝑠 , (A3)
𝛿𝐸𝐿𝑀
𝛿𝜂
[𝜓] = ∫𝛾 𝛿(𝜅 + 𝛿 div𝛾 𝜂) div𝛾 𝜓 d𝑠 + 𝜆 ∫𝛾 ⟨𝜕𝑠𝜂, 𝜕𝑠𝜓⟩ d𝑠 . (A4)
Proof. The only difference in the variation of 𝐸𝐿𝑀 compared to the variation of 𝐸 is the additional term 𝐿(𝛾) which leads
to an additional term of ∫
𝛾
⟨𝜏, 𝜕𝑠𝜑⟩ d𝑠 in the variation. □
Lemma A3 (Gradient flow for 𝑬𝑳𝑴). Let (𝛾0, 𝜂0) ∈ 𝐻4𝑖𝑚𝑚([0, 2𝜋];ℝ
2) × 𝐻3𝑝𝑒𝑟([0, 2𝜋];ℝ
2) and let 𝑇 > 0. Suppose that
𝛾 ∶ [0, 𝑇] × [0, 2𝜋] → ℝ2 is a time-dependent family of regular plane closed curves at least of class 𝐻1 in the time variable
and 𝐻4 in the space variable and that 𝜂 ∶ [0, 𝑇] × [0, 2𝜋] → ℝ2 is a time-dependent family of vector fields of class 𝐻1 in
the time variable and 𝐻3 in the space variable. Then (𝛾, 𝜂) is a solution to the (formal) 𝐿2–gradient flow of 𝐸𝐿𝑀 (obtained
considering only normal variations of the curve) in the time interval [0, 𝑇]with initial datum (𝛾0, 𝜂0) if and only if (𝛾, 𝜂) satisfy





−𝜕𝑠𝑠(𝜅 + 𝛿 div𝛾 𝜂) + 𝛿𝜕𝑠[(𝜅 + 𝛿 div𝛾 𝜂)⟨𝜕𝑠𝜂, 𝜈⟩] − 12 (𝜅 + 𝛿 div𝛾 𝜂)2𝜅 − 𝜆2 |𝜕𝑠𝜂|2𝜅 + 𝜅]𝜈 ,
𝜕𝑡𝜂 = 𝜆𝜕𝑠𝑠𝜂 + 𝛿∇𝑠(𝜅 + 𝛿 div𝛾 𝜂) + 𝛿(𝜅 + 𝛿 div𝛾 𝜂)𝜅𝜈 ,
(𝛾(0, 𝑥), 𝜂(0, 𝑥)) = (𝛾0, 𝜂0)
(A5)
where 𝜕𝑡𝛾⟂ denotes the normal component of the velocity vector.
Proof. We characterize, at least formally, the 𝐿2–gradient flow dynamics of 𝐸𝐿𝑀 . For 𝜑, 𝜓 ∈ 𝐶∞𝑝𝑒𝑟([0, 2𝜋];ℝ2) and |𝜖| > 0
small enough,we consider variations of the vector field 𝜂 of the form 𝜂𝜀 = 𝜂 + 𝜀𝜓 and of the curve 𝛾 of the form 𝛾𝜀 = 𝛾 + 𝜀𝜑,
and we require that 𝛾𝜀 be a normal variation of 𝛾 with 𝜑 = 𝑢𝜈, where 𝜈 = 𝐽𝜏 is the unit normal vector to 𝛾, and hence




𝜕2𝑠 𝑢 − 𝑢𝜅
2
)
𝜈 − (2𝜕𝑠𝑢𝜅 + 𝑢𝜕𝑠𝜅)𝜏 .
In order to pass from the variations obtained in Lemma A1 to expressions that do not involve derivatives of 𝜑 and 𝜓, we


















𝜅 + 𝛿 div𝛾 𝜂
)⟨𝜕𝑠𝜂, 𝜕𝑠𝑢𝜈 − 𝑢𝜅𝜏⟩ d𝑠
= ∫𝛾
(




𝜅 + 𝛿 div𝛾 𝜂
)⟨𝜕𝑠𝜂, 𝜈⟩𝜕𝑠𝑢 +(12(𝜅 + 𝛿 div𝛾 𝜂)2 + 𝜆2 |𝜕𝑠𝜂|2 − 1
)
𝜅𝑢 d𝑠 .














|𝜕𝑠𝜂|2 − 1)𝜅𝑢 d𝑠 ,
and we rearrange terms to obtain
𝜕𝐸𝐿𝑀
𝜕𝛾
(𝛾, 𝜂)[𝜑] = ∫𝛾
⟨[
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Concerning 𝜂 we integrate by parts in (A4) and get
𝜕𝐸𝐿𝑀
𝜕𝜂
(𝛾, 𝜂)[𝜓] = −∫𝛾
⟨
𝜆𝜕𝑠𝑠𝜂 + 𝛿∇𝑠(𝜅 + 𝛿 div𝛾 𝜂) + 𝛿(𝜅 + 𝛿 div𝛾 𝜂)𝜅𝜈, 𝜓
⟩
d𝑠 . (A7)
We proceed as in Theorem 4 and consider𝐻4𝑖𝑚𝑚 as open subset in𝐻
4
𝑝𝑒𝑟. There exists an 𝑟 > 0with 𝐵(𝛾, 𝑟) ⊂ 𝐻4𝑖𝑚𝑚 ⊂ 𝐻
4
𝑝𝑒𝑟.
The Gateaux derivatives in the directions 𝜑 ∈ 𝐻4𝑝𝑒𝑟 and 𝜓 ∈ 𝐻3𝑝𝑒𝑟 are given by (A6) and by (A7). It is easy to see that the
partial Fréchet derivatives exist and are continuous on𝐵((𝛾, 𝜂), 𝑟), thus themap𝐸𝐿𝑀 is continuously Fréchet differentiable
in a neighborhood of an immersion 𝛾 and for (𝜑, 𝜓) ∈ 𝐻4𝑝𝑒𝑟 × 𝐻3𝑝𝑒𝑟 we have the representation
𝐸′(𝛾, 𝜂)[𝜑, 𝜓] =
d
d𝜀
||||𝜀=0𝐸(𝛾 + 𝜀𝜑, 𝜂 + 𝜀𝜓) .
Therefore𝐸′𝐿𝑀 is the gradient of𝐸𝐿𝑀 and if a time-dependent family (𝛾𝑡, 𝜂𝑡)𝑡∈[0,𝑇)moveswith velocity equal to the negative
gradient of 𝐸𝐿𝑀 , then this family is a solution of the associated gradient flow. □
We also prove that the energy 𝐸𝐿𝑀 decreases along the flow. To do so we introduce some notation:
𝑧 = 𝜅 + 𝛿 div𝛾 𝜂
𝑉 = −𝜕𝑠𝑠𝑧 + 𝛿𝜕𝑠(𝑧⟨𝜕𝑠𝜂, 𝜈⟩) − 12𝑧2𝜅 − 𝜆2 |𝜕𝑠𝜂|2𝜅 + 𝜅 ,
?⃗? = 𝜆𝜕𝑠𝑠𝜂 + 𝛿𝜕𝑠𝑧𝜏 + 𝛿𝑧𝜅𝜈 .
We give here some formulas that describe the evolution of geometric quantities under the gradient flow of 𝐸𝐿𝑀 .
Lemma A4. Suppose that 𝛾𝑡 = 𝛾⟂𝑡 . We have
𝜕𝑡(d𝑠) = −𝜅𝑉d𝑠 , (A8a)
𝜕𝑡𝜕𝑠⋅ = 𝜕𝑠𝜕𝑡 ⋅ +𝜅𝑉𝜕𝑠⋅ , (A8b)
𝜕𝑡𝜏 = 𝜕𝑡𝜕𝑠𝛾 = 𝜕𝑠𝜕𝑡𝛾 + 𝜅𝑉𝜕𝑠𝛾 = 𝜕𝑠𝑉𝜈 , (A8c)
𝜕𝑡𝜅 = 𝜕𝑠𝑠𝑉 + 𝑉𝜅
2 , (A8d)
𝜕𝑡𝜕𝑠𝜂 = 𝜕𝑠𝜕𝑡𝜂 + 𝑘𝑉𝜕𝑠𝜂 = 𝜕𝑠?⃗? + 𝜅𝑉𝜕𝑠𝜂 , (A8e)
𝜕𝑡 div𝛾 𝜂 = ⟨𝜕𝑠?⃗?, 𝜏⟩ + 𝜅𝑉 div𝛾 𝜂 + ⟨𝜕𝑠𝜂, 𝜕𝑠𝑉𝜈⟩ , (A8f)
𝜕𝑡𝑧 = 𝜕𝑠𝑠𝑉 + 𝜅𝑉𝑧 + 𝛿⟨𝜕𝑠?⃗?, 𝜏⟩ + 𝛿⟨𝜕𝑠𝜂, 𝜕𝑠𝑉𝜈⟩ . (A8g)
Proof. Formulas (A8a)–(A8d) have been derived several times in the literature, we refer for instance to [ [35], Lemma
2.1]. Let us pass to compute the evolution equation for 𝜕𝑠𝜂. Thanks to (A8b) 𝜕𝑡𝜕𝑠𝜂 = 𝜕𝑠𝜕𝑡𝜂 + 𝜅𝑉𝜕𝑠𝜂. Since the equation
of motion for 𝜂 reads 𝜕𝑡𝜂 = ?⃗?, we can conclude 𝜕𝑡𝜕𝑠𝜂 = 𝜕𝑠?⃗? + 𝜅𝑉𝜕𝑠𝜂, that is, (A8e). With this formula we prove (A8f)
since
𝜕𝑡 div𝛾 𝜂 = ⟨𝜕𝑡𝜕𝑠𝜂, 𝜏⟩ + ⟨𝜕𝑠𝜂, 𝜕𝑡𝜏⟩ = ⟨𝜕𝑠?⃗?, 𝜏⟩ + ⟨𝜅𝑉𝜕𝑠𝜂, 𝜏⟩ + ⟨𝜕𝑠𝜂, 𝜕𝑠𝑉𝜈⟩ = ⟨𝜕𝑠?⃗?, 𝜏⟩ + 𝜅𝑉 div𝛾 𝜂 + ⟨𝜕𝑠𝜂, 𝜕𝑠𝑉𝜈⟩ .
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Finally, combining (A8d) and (A8e) we get
𝜕𝑡𝑧 = 𝜕𝑡
(
𝜅 + 𝛿 div𝛾 𝜂
)
= 𝜕𝑠𝑠𝑉 + 𝑉𝜅
2 + 𝛿(⟨𝜕𝑠?⃗?, 𝜏⟩ + 𝜅𝑉 div𝛾 𝜂 + ⟨𝜕𝑠𝜂, 𝜕𝑠𝑉𝜈⟩)





and this is (A8g). □
LemmaA5. Let (𝛾𝑡, 𝜂𝑡) be a time dependent family of closed curves and vector fields evolving under the law (A5)with 𝛾𝑡 = 𝛾⟂𝑡 .
Then
𝜕𝑡𝐸𝐿𝑀(𝛾𝑡, 𝜂𝑡) = ∫𝛾𝑡 −𝑉
2 − |?⃗?|2 d𝑠 .





















|𝜕𝑠𝜂|2 + 1 d𝑠]
= ∫𝛾𝑡 𝜕𝑠𝑠𝑉𝑧 + 𝜅𝑉𝑧
2 + 𝛿⟨𝜕𝑠?⃗?, 𝜏⟩𝑧 + 𝛿⟨𝜕𝑠𝜂, 𝜕𝑠𝑉𝜈⟩𝑧 + 𝜆⟨𝜕𝑠𝜂, 𝜕𝑠?⃗?⟩ + 𝜆⟨𝜕𝑠𝜂, 𝜅𝑉𝜕𝑠𝜂⟩ − 12𝜅𝑉𝑧2 − 𝜆2𝜅𝑉|𝜕𝑠𝜂|2 − 𝜅𝑉 d𝑠






𝜅|𝜕𝑠𝜂|2𝑉 − 𝜅𝑉 − 𝛿𝜕𝑠(⟨𝜕𝑠𝜂, 𝜈⟩𝑧)𝑉 − 𝜆⟨𝜕𝑠𝑠𝜂, ?⃗?⟩ − 𝛿⟨𝜕𝑠(𝑧)𝜏, ?⃗?⟩ − 𝛿⟨𝑧𝜅𝜈, ?⃗?⟩ d𝑠
= ∫𝛾𝑡 −𝑉
2 − ⟨?⃗?, ?⃗?⟩ d𝑠 ,
as desired. □
Corollary A1. Let 𝛾 ∶ [0, 𝑇] × [0, 2𝜋] → ℝ2 be a family of time-dependent smooth and regular plane closed curves and
𝜂 ∶ [0, 𝑇] × [0, 2𝜋] → ℝ2 a time-dependent family of vector fields evolving under the law (A5)with 𝛾𝑡 = 𝛾⟂𝑡 in the time interval
[0, 𝑇] with initial datum (𝛾0(𝑥), 𝜂0(𝑥)) = (𝛾(0, 𝑥), 𝜂(0, 𝑥)). Then for every 𝑡 ∈ [0, 𝑇] the energy 𝐸𝐿𝑀(𝛾(𝑡, 𝑥), 𝜂(𝑡, 𝑥)) at time 𝑡
is bounded by the energy of the initial datum 𝐸𝐿𝑀(𝛾0, 𝜂0).
Proof. Suppose that (𝛾𝑡, 𝜂𝑡) is a solution to system (A5) in the time interval [0, 𝑇] with initial datum (𝛾0(𝑥), 𝜂0(𝑥)) =
(𝛾(0, 𝑥), 𝜂(0, 𝑥)). Thanks to LemmaA5 we have that 𝜕𝑡𝐸 is nonpositive, so 𝐸 is decreasing in 𝑡, the maximum of the energy
is attained at 𝑡 = 0 and for all 𝑡 ∈ (0, 𝑇] the energy of (𝛾𝑡, 𝜂𝑡) is less or equal to the energy of the initial datum. □
Remark A1. If we combine the corollary with Lemma 2 we also get a (uniform in time) bound on the 𝐿2–norm of the
curvature of evolving curves 𝛾𝑡 and a (uniform in time) bound on the 𝐿2–norm of 𝜕𝑠𝜂𝑡 and on div(𝜂𝑡).
