Abstract: This paper presents methods which enable the Rao-Blackwellised (R-B) particle filtering technique to be applicable for the airborne simultaneous localisation and mapping problem. Although R-B filter has been successfully applied to mobile/ground vehicles, its extension to flying vehicles has been impractical due to the high dimensionality involved in inertial navigation system (INS). To overcome this problem, the full INS state is further partitioned into an external state (vehicle pose) and an internal state (navigation and sensor calibration), with a particle filter being applied only to the external state. The computational complexity is further reduced by developing a hybrid R-B Inertial-SLAM. Simulation results will be presented with simulated flight data, showing reliable performances during loop-closures.
INTRODUCTION
Navigation (or localisation) is a fundamental, but still challenging, task in most autonomous vehicles in performing their tasks successfully and generating high-level control signals for vehicle guidance. Although satellitebased localisation systems have been widely available, they are still susceptible to signal shadings and blocking, being unreliable or completely unavailable in many robotic environments such as forestry, mining, underwater and urban canyons. An accurate mapping of environment becomes thus essential not only for a successful task operation but also for a reliable localisation within the environment. This problem has been known as Simultaneous Localisation And Mapping (SLAM) which provides a probabilistic framework to map environmental features whilst utilising them for the vehicle localisation (Durrant-Whyte and Bailey [2006] ).
SLAM is intrinsically a high-dimensional state estimation problem, adding new features as the vehicle encompasses the environment. Extended Kalman filter (EKF) has been most popular for its real-time implementation. The key property is in maintaining the full vehicle-tomap correlation information within a covariance matrix. It however requires quadratic storage and computational complexities of O(n 2 ), with n being the dimension of the state space. Clearly, the increasing number of features will eventually limit the real-time performance. To tackle this problem, various methods have been developed such as using compressed by Guivant and Nebot [2001] and hierarchical map managements by C. Estrada and Tardos [2005] , sparsed information filter by Thrun et al. [2002] , and Rao-blackwellised (R-B) particle filter by Grisetti et al. [2007] and Schon et al. [2007] (also known as fast-SLAM in Montemerlo et al. [2004] ). For more detailed discussions, refer to a recent survey paper by DurrantWhyte and Bailey [2006] . In particular, the R-B particle filter based SLAM offers computationally tractable particle filtering by partitioning the full state into a vehicle and a map state, then applying particle filter for the former and Kalman filter for the latter. This process is called Rao-Blackwellisation, and the joint probability density function (PDF) is represented by a set of particle samples with associated conditional PDFs of map. The key benefit is the conditionally independency between map-features given the pose trajectory of the vehicle, resulting in the linear computational complexity of O(n). In addition, it provides an effective means to deal with non-linearity and non-Gaussian noises within vehicle dynamics, making it highly attractive for airborne applications.
Airborne SLAM on a fixed-wing UAV platform has been demonstrated in Kim and Sukkarieh [2004] , showing its feasibility as a stand-alone or complementary airborne navigation system. The operation of airborne SLAM is illustrated in Figure 1 where inertial navigation enables a full 3D navigation and incremental terrain mapping, while utilising the map as ground beacons. Although there has been SLAM on a low-dynamic Blimp platform by Jung and Lacroix [2003] , the full INS technology has never been exploited until this work. This is important since INS can provide an all-terrain navigation capability delivering the full 6 degrees-of-freedom vehicle information.
The work however was based on EKF framework, suffering quadratically increasing complexity. Considering the largescale of airborne mapping and non-linearity, R-B particle filter approach becomes a natural candidate for airborne SLAM implementation. Its direct application to INS, however, is not as straightforward as in the mobile robots. One of main reasons is the high-dimensionality associated with INS, which typically has position, velocity, and attitude states, as well as sensor error states for gyroscopes and accelerometers. This leads to a dimensionality of 15 at least, while most mobile robots have only 3 for x, y positions and a heading. The number of particles required increases exponentially with the state dimension hence making the direct particle filtering for INS infeasible.
In this paper, the INS states are further partitioned into an external and an internal state, where the former represents the vehicle pose (position and attitude) required for the mapping process, and the latter for inertial navigation (velocity) and sensor calibration for gyro and accelerometer (biases). Note that the velocity state is required to obtain position from accelerometer measurement. The external states are then estimated by a particle filter, whilst the internal and map states being estimated by a parallel Kalman filters. Unlike the conditionally independent map states, the internal states are still dependent given the pose particles. This is due to the internal dynamics within INS, causing additional computational burdens. For this problem a hybrid R-B Inertial-SLAM is developed, which has a single full-EKF in concert with the pose-sampled Rao-Blackwellised SLAM. The simulation results will show the effectiveness of these methods. Recently a similar approach has been addressed in Schon et al. [2007] which utilised the marginalisation property of the particle filter with SLAM application using a robot-arm manipulator. The result looks convincing but the effects of loop-closure on the whole system performance was not demonstrated, nor the complexity in the internal-state filters.
This paper is organised as follows: Section 2 will present the problem statement with an overview of the RaoBlackwellised filtering in Section 3. Section 4 will provide algorithms for R-B Inertial-SLAM in a Bayesian framework. Section 6 will present results using simulated flight data. Finally Section 7 will draw a conclusion with future research directions.
PROBLEM STATEMENT
The joint probability density function (PDF) for airborne SLAM system at time k conditioned on the cumulative observations is 
The high-dimensionality arises from both map and INS states. Thus the question is how to partition the INS states into more tractable subspaces whilst decoupling the map correlation given the vehicle state.
3. OVERVIEW OF RAO-BLACKWELLISED FILTER Direct application of particle filtering for a high-dimensional system is not computationally tractable and thus not desirable. Rao-Blackwellised (R-B) filter however, provides an effective means to reduce the sample-space by factorising the full density and by applying the particle filtering only for the reduced subspace. Figure 2 illustrates R-B filter for a bivariate estimation problem. The joint PDF p(x 1 , x 2 ) has individual marginal densities with a correlation as can be seen from the elongation of the covariance ellipsoid (in Fig. 2(a) ). In R-B filter, one of its subspaces (in this case x 2 ) can be approximated by a set of particle samples each of which carries a conditional density of the other state x 1 . The full joint PDF is thus represented by a set of {{x Fig. 2(b) ). Whenever, an observation occurs on the state x 2 , the particle samples are weighted based on the likelihood and re-sampled accordingly Montemerlo et al. [2004] . Now the newly relocated samples with associated conditional PDFs represent the updated joint density (in Fig. 2(c) ).
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RAO-BLACKWELLISED INERTIAL-SLAM
The idea is to separate the high-dimensional INS states into two sub-states: an external pose state x e which is related to the mapping, and an internal state x i for navigation and inertial sensor calibration:
where the full joint PDF is factorised into a conditional PDF given the external state and a PDF for the external state.
Since the internal and map states are conditionally independent each other given the external pose states, it further becomes
Candidate for PF .
From this factored density, applying R-B particle filtering becomes straightforward: the PDF of external state can be represented by a particle filter and the PDF of the internal and map PDFs by analytical Kalman filters:
Figure 3(a) illustrates the resulting structure of the joint PDF. Since the map features are only dependant on the pose trajectory, the map-to-map correlations are subsequently zero between map Kalman filters given the pose particles. If m-map features are used, then each particle will maintain one internal-state KF of 9-dimension and m map KFs of 3-dimension. Therefore if n particles are used, the storage requirement will be n[9 2 + m(3 2 )].
HYBRID R-B INERTIAL-SLAM
The problem in the previous method is each particle should maintain each internal-KF (which has 9 dimensionality in this case). Coupled with the high-update rates in INS, this still can be computationally challenging. As discussed previously, the internal states are not conditionally independent given the pose history due to the dynamic coupling within the internal states.
To relieve this complexity, the parallel internal-KFs can be merged into a single EKF while maintaining a posesampled particle filter as illustrated in Fig. 3(b) . In this configuration, the pose particles are updated using vehiclefeature observations, then its marginal density should be reconstructed so that the gained information be propagated into the full vehicle-EKF. That is,
For n particles, the memory requirement for covariance matrix will be [15 2 + n × m(3 2 )]. The storages requirement for INS part is constant while that of the previous method is linearly proportional to the number particles.
Prediction
The probabilistic state-transition model corresponds to the INS model:
with nonlinear state-transition function f (·) (see details in Equation A.1), with w k being the process noise.
Since there are no direct observations for INS state, the mean and covariance within EKF are simply predicted using inertial sensor inputs.
In parallel, the pose particles are also propagated base on the same nonlinear model as well as using the estimated means of velocity (v n k ) and gyro bias (b
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where E n b is a transformation matrix between body and Euler rates and w i v is the velocity noise samples drawn from the uncertainty covariance N (0; P vv ), and w i g is the velocity noise samples drawn from the uncertainty covariance N (0; P bg ) to make the pose particles spread out.
The prediction of the map-KFs are a simple stationary process, and thus not shown here.
Observation Update
The probabilistic observation model relates the observation to the j th -feature position m j,k and the vehicle pose x E,k : (13) with h(·) being the nonlinear observation function (see details in Equation B.1), with v k being the observation noise.
Once feature observations occur, there are three update steps to fuse these information: 1) pose particles update, 2) map-KFs update, and 3) full vehicle-EKF update.
First, the pose particles are weighted based on their closenesses to the observation by using the map estimates. The weight can be further used to generate a new set of particles proportional to this weight. This process is called re-sampling and the new particles are allocated to a uniform weight of 1/N . Second, the map-KFs are then updated using the standard Kalman filter algorithm with an assumption of the pose being perfect.
The last step is to propagate the information from the particle filter to the vehicle-EKF. For this purpose, the density parameters, that is mean and covariance, for the pose should to be obtained. As the particle distribution is non-Gaussian in general, the Sum-of-Gaussian (SoG) representation is preferable. However a single Gaussian is used here as an initial work to approximated the PDF of x
Given the updated external state, the internal state within the full vehicle-EKF can be easily updated through the conditioning operation for a joint Gaussian distribution. That is,
By iterating these steps, the hybrid R-B Inertial-SLAM can maintain the single vehicle EKF with a bank of parallel map-KFs, improving the computational burden in SLAM. Note that the data association problem is handled indirectly through the use of multiple hypotheses in parallel map-KFs.
SIMULATION RESULTS
Computer simulation is performed to verify the proposed methods using a simulated flight data. The simulation parameters are selected as in Table 1 to reflect the realflight system which consists of an ISIS IMU sensor and a SONY low-cost monochrome camera installed on the fuselage of UAV platform looking downward. The known geometry of artificial ground-features makes the range information available but with large uncertainty (See more detailed descriptions in Kim and Sukkarieh [2004] ).
In pose particles propagation, more higher process noises are used to relieve the particle depletion problem. Figure 4 shows a 3-dimensional plot of the vehicle trajectory. In blue (dot-line) is the true trajectory and in red (solid-line) is the filtered estimate showing some errors in the altitude estimate. Figure 5 shows a 2-dimensional above-view of the trajectory. In blue is the true trajectory and landmarks. In red is the estimated trajectory. The estimated trajectory is in good agreement with the true trajectory. Figure 6 shows the evolution of the landmark errors. The error is the Euclidean distance of the landmarks estimated position from its true position. the cluster registered at 30 to 45 seconds. This is due to the inherited vehicle position error. From 120 to 135 seconds, the final cluster of landmarks is revisited and their estimates improve by more than 5 metres.
The vehicle-EKF is used solely for estimating the internal vehicle states. Figure 7 shows the vehicle-EKF velocity error along with their 1 − σ uncertainty bounds. A correction can be seen at loop closure. The estimates stay within 2m/s. Figure 8 shows the vehicle-EKF accelerometer bias error in milli − metres/s 2 . The result is accurate but it needs more filter-tunings for convergence. Figure 9 shows the vehicle-EKF gyro-bias error in milli − radians/s, showing the correction at the loop closure (66 seconds).
CONCLUSIONS
Although Rao-Blackwellised SLAM has been successful for mobile/ground robotics, its application to Inertial-SLAM system still suffers the high dimensionality in the vehicle state due to the use of inertial navigation system. This paper fills this gap by developing a hybrid R-B Inertial-SLAM which partitions the vehicle state into external and internal states and utilises the conditional independency between map-to-map. Simulation results with 50 pose particles showed reliable performances during loop-closures, thus significantly improving the performance. A more filter tuning is needed to confirm the bias observability and its application for the real-flight data is being conducted. 
with S (·) and C (·) standing for sin(·) and cos(·) respectively, and E n b converts the angular rates measured to Euler rates where C s b is a sensor-to-body transformation matrix.
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