Abstract. Many Krylov subspace methods for shifted (non-Hermitian) linear systems take advantage of the invariance of the Krylov subspace under a scalar shift of the coefficient matrix. However, exploiting this fact introduces restrictions; e.g., initial residuals must be collinear and this collinearity must be maintained at restart. Two practical consequences of this are that we cannot simultaneously solve (in general) shifted systems with unrelated right-hand sides using the shift invariance, and all shifted residuals cannot be simultaneously minimized over a Krylov subspace such that collinearity is maintained. Therefore, we seek an alternative path which exploits the relationship between coefficient matrices without the need for collinearity.
1. Introduction. For a given coefficient matrix A ∈ C n×n , a problem which often arises in applied mathematics is to solve multiple linear systems in which the coefficient matrix of each system differs from A by a scalar multiple of the identity, i.e., we must solve (A + σ i I)x(σi) = b(σi) with i = 1, 2, . . . , L.
(1.1)
When the coefficient matrix is large and sparse, matrix-free iterative methods such as Krylov subspace methods are of interest. When we are solving multiple shifted linear systems, such as those in (1.1), Krylov subspace methods are particularly attractive because, under certain assumptions, the Krylov subspace K j (A, u), c.f., (2.2), is invariant under scalar shift of the coefficient matrix. Specifically, we have that
as long as u = βu where β ∈ C \ {0}. This shift invariance has led to numerous methods for solving the systems in (1.1) over a single Krylov subspace; see, e.g., [2, 8, 13, 14, 21, 25, 33, 34] . However, the collinearity requirement means, in general, we cannot use the invariance (1.2) when the right-hand sides {b(σi)} L i=1 are unrelated; and in any case, for GMRES type methods, we cannot simultaneously minimize all residuals while maintaining collinearity [14] .
Therefore, we propose an alternative. In this paper, we show that we can still exploit the shift invariance of the Krylov subspace but avoid the collinearity restriction by exploiting the invariance of a block Krylov subspace. By collecting initial residuals for all systems in (1.1) as columns of R σ 0 ∈ C n×L and building a block Krylov subspace, we can construct approximations for each shifted system over one block Krylov subspace according to a Petrov-Galerkin condition on each residual (e.g., GMRES [32] or FOM [30] ). By building the block Krylov subspace from all the residuals we avoid the above discussed problems arising from a lack of collinearity. Building upon block Krylov subspace technology allows us to use existing, well-tested implementation strategies with minor modifications. Furthermore, building methods from block Krylov subspace techniques allows us to realize the benefits in communication efficiency which have been observed for block Krylov methods with their sparse block operations; see, e.g., [19, 26, 28] .
For clarity, it should be noted, the methods presented in this paper are NOT extensions of the shifted GMRES method [14] or the shifted FOM [34] methods to block Krylov subspace to solve problems with multiple right-hand sides.
The rest of this paper is organized as follows. In the next section, we review methods for shifted linear systems based upon the invariance (1.2). We further discuss the restrictions on methods based on (1.2). In Section 3, we review block Krylov subspace methods and show how through the block invariance, we get a shifted Arnoldi relation for each individual shifted system in (1.1). In Section 4, we use the block shift invariance to derive GMRES-and FOM-like methods which allow simultaneous projection of all residuals according to a Petrov-Galerkin condition over the block Krylov subspace. Further algorithmic details will also be discussed. In Section 5, we will discuss stagnation and convergence of these new methods as well as other issues of performance of the algorithm. Numerical results demonstrating proof of concept and effectiveness of these methods will be shown in Section 6.
Preliminaries.
We begin with a brief review of Krylov subspace methods as well as techniques for solving shifted linear system. Recall that in many Krylov subspace iterative methods for solving the unshifted system
with A ∈ C n×n , we generate an orthonormal basis for
with the Arnoldi process, where u is some starting vector. Let V j ∈ C n×j be the matrix with orthonormal columns generated by the Arnoldi process spanning K j (A, u). Then we have the Arnoldi relation
where H j ∈ C (j+1)×j is upper Hessenberg; see, e.g., [31, Section 6.3] and [37] . Let x 0 be an initial approximation to the solution of (2.1) and r 0 = b − Ax 0 be the initial residual. At iteration j, we choose x j = x 0 + t j , with t j ∈ K j (A, r 0 ). In GMRES [32] , t j satisfies
which is equivalent to
which is itself equivalent to solving the (j + 1) × j minimization problem
where e (i)
J denotes the Jth Cartesian basis vector in C i . We then set x j = x 0 + V j y j . Recall that in restarted GMRES, often called GMRES(m), we run an m-step cycle of the GMRES method and compute an approximation x m . We halt the process, discard V m , and restart with the new residual. This process is repeated until we achieve convergence.
A similar derivation leads to the related Full Orthogonalization Method (FOM) [30] . Here we enforce the condition that
which is equivalent to solving the j × j linear system
where H j ∈ C j×j is simply the matrix obtained by deleting the last row of H j . The iterates produced by the GMRES and FOM algorithms are closely related; see, .e.g., [31, Section 6.5.7] as well as [7] . As with GMRES, a restarted version of the FOM method has been proposed called FOM(m).
Many methods for the simultaneous solution of shifted systems take advantage of the shift invariance (1.2); see, e.g., [8, 13, 14, 15, 21, 22, 34] . However, in a nonsymmetric method with restarting, collinearity must be maintained at restart. In [40] , this was shown to be a troublesome restriction when attempting to extend such techniques to augmented Krylov methods. Furthermore, note that the shift-invariance (1.2) no longer holds if general preconditioning is used. However, specific polynomial preconditioners can be constructed (see, e.g., [2, 5, 20, 42] ) for which shift invariance can be maintained. In this paper, though, we treat only the unpreconditioned problem, as in, e.g., [8, 14, 34] .
It should also be noted that methods have been proposed which do not rely on the shift invariance property of Krylov subspace methods. Kressner and Tobler treated the more general situation of parameter dependent linear systems where dependence on the parameter of the matrix and right-hand sides are sufficiently smooth [23] . In [38] , the relationship between the shifted coefficient matrices is exploited without using the shift invariance by solving one system and projecting the other residuals in a Lanczos-Galerkin procedure.
We end this section by briefly reviewing the restarted GMRES method for shifted systems of Frommer and Glässner [14] and the restarted FOM method for shifted systems of Simoncini [34] , both developed to solve (1.1).
Frommer and Glässner [14] proposed a restarted GMRES method to solve (1.1) in the case that the initial residuals are collinear. Within a cycle, the residual for one system from (1.1) is minimized. We call this the base residual. Approximations for all other systems are chosen such that their residuals are collinear with the base residual. This procedure reduces to solving L − 1 small (m + 1) × (m + 1) linear systems at the end of each cycle. Since all residuals are then collinear at the end of the cycle, the shift invariance of the Krylov subspace holds at the beginning of the next cycle. It is not guaranteed for all matrices and all shifts that collinear residuals can be computed; however, conditions are derived for when such residuals can be constructed.
Specifically, for a positive-real matrix A (field of values being contained in the right half-plane), restarted GMRES for shifted linear systems computes solutions at every iteration for all real shifts σ i > 0.
Simoncini proposed an algorithm for simultaneously solving the systems in (1.1) based on FOM(m) [34] . Due to the properties of the residual produced by the FOM algorithm, the method is conceptually simpler to describe. For each cycle, the common shift-invariant Krylov subspace is generated. For each shifted system, the approximation is computed according to the Petrov-Galerkin condition which defines FOM. Residuals produced by the FOM Petrov-Galerkin condition at step m are always collinear with the (m + 1)st Arnoldi vector v m+1 . Therefore, FOM for shifted systems produces collinear residuals by default, and the Krylov subspace remains invariant after restart. Thus, as long as the initial residuals for all shifted systems in (1.1) are collinear, the shifted FOM algorithm is applicable without modification. However, if the right-hand sides are in general unrelated, we cannot use this method to simultaneously solve all linear systems in (1.1).
3. Shift Invariance of Block Krylov Subspace. Krylov subspace methods have been extended to solve linear systems with multiple right-hand sides
see, e.g., [16, 17, 18, 35, 38, 36, 41] . Let X 0 be the initial approximation to the block solution and R 0 = B − AX 0 be the initial block residual. The block Krylov subspace
is a generalization of the definition of a Krylov subspace, i.e.,
where the span of a sequence of block vectors is simply the span of the columns of all the blocks combined. It is straightforward to show that this definition is equivalent to
Except for in Section 5.4, we assume throughout this paper that dim K j (A, R 0 ) = jL. Following from the description in [31, Section 6.12], we represent K j (A, R 0 ) in terms of the block Arnoldi basis {V 1 , V 2 , . . . , V j } where V i ∈ C n×L has orthonormal columns and each column of V i is orthogonal to all columns of V j for all j = i. We obtain V 1 via the reduced QR-factorization R 0 = V 1 S 0 where S 0 ∈ C L×L is upper triangular. Let
L×jL be the block upper Hessenberg matrix generated by the block Arnoldi method where H iℓ ∈ C L×L . This yields the block Arnoldi relation
A straightforward generalization of GMRES for block Krylov subspaces (called block GMRES) has been described and a block FOM method can be similarly derived, see, e.g., [31, Chapter 6] .
A great deal of work on the theory and implementation of block Krylov subspace methods has been published; see, e.g., [16, 18, 17, 36, 35, 38, 41] . The shift invariance properties of Krylov subspaces extend to the block setting. The following straightforward proposition directly follows from their construction.
Proposition 3.1. The block Krylov subspace is invariant under scalar shifts of the coefficient matrix, i.e.,
with σ ∈ C \ {0} and satisfies the shifted block Arnoldi relation
where
Proof. That the block Krylov subspace is invariant under a scalar shift can be seen by observing that the single-vector Krylov subspaces in the sum on the righthand side of (3.2) are themselves shift invariant. Using the block Arnoldi relation (3.3), it is straightforward to derive a shifted Arnoldi relation in the context of the block Krylov subspace setting. We have the following equalities
The block shift invariance has previously been exploited in [8] . We can use this invariance to represent noncollinear residuals in one Krylov subspace.
Proposition 3.2. For the linear systems (1.1) with respective initial approximations x 0 (σi) and residuals r 0 (σi) = b(σi) − (A + σ i I)x 0 (σi), let R σ 0 ∈ C n×L be the matrix with the initial residuals as columns, where σ = {σ 1 , . . . , σ L } denotes the collection of shifts. If we build the block Krylov subspace K j (A, R σ 0 ), generating the associated W j+1 and H j , then we have for each initial residual the two equalities
has an L × L identity matrix in the first L rows and zeros below.
Proof. This follows directly from building K j (A, R σ 0 ) since we can write
i .
These basic identities allow us to derive GMRES-and FOM-type algorithms with respect to K j (A, R σ 0 ) in the next section, and these methods will be able to simultaneously solve the systems in (1.1) for unrelated right-hand sides/initial residuals.
Shifted Block GMRES and FOM.
Using the relations (3.5) and, respectively, (3.7) and (3.6) we can derive GMRES-and FOM-type methods over the block Krylov subspace K j (A, R σ 0 ) similar to GMRES [32] and FOM [30] , respectively. To derive our GMRES algorithm, we begin by restating the problem according to the minimum residual Petrov-Galerkin condition for the ith shifted system at iteration j, i.e., compute
Theorem 4.1. Satisfying the minimum residual condition (4.1) is equivalent to solving the small GMRES-like least squares problem
Proof. Using (3.7) and (3.5), we can derive this assertion,
Finally this leads to the equation
As it can be appreciated, (4.3) is the normal equations formulation of the (j +1)L×jL least squares problem (4.2). This least squares problem can be solved using already well-described techniques for band upper Hessenberg matrices arising in the block Arnoldi algorithm; see, e.g., [16, 17, 18] . We must solve L such least squares problems. Unlike in block GMRES, we cannot simultaneously factorize then all, but we can nonetheless efficiently solve each problem at low-cost using Householder reflections. As in the block GMRES case, a progressively updated least squares residual norm is available at each iteration, and the actual correction is only constructed at the end of a cycle or upon convergence.
It should be noted that this proposed algorithm differs from that of Frommer and Glässner [14] . Here we minimize each residual, and there is no collinearity requirement whereas in the algorithm from [14] , only one residual is minimized and the others are forced to be collinear. Therefore, if we begin with collinear initial residuals, we can choose which algorithm to use. However, to apply our proposed algorithm, we must carefully handle the collinearity, see Section 4.1 below. Algorithm 1 describes the method applied to all shifted systems including the technique proposed in Section 4.1.1 to handle the case in which we begin with collinear residuals.
In a similar fashion, we can derive a shifted FOM-type method by imposing the FOM Petrov-Galerkin condition. For the ith shifted system, this means we compute
3 if Initial residuals are collinear with r(σi) = β i r(σ1) then 4 Build K m (A, r(σ1)) using the Arnoldi method, generating V m+1 ∈ C n×(m+1) and H m ∈ C (m+1)×m .
Build K m (A, R σ ) using the block Arnoldi method, generating
The derivation then follows a similar course as for GMRES-type method arising from Theorem 4.1. Theorem 4.2. Satisfying the Petrov-Galerkin condition (4.4) is equivalent to solving the small jL × jL FOM-like linear system
(4.5)
Proof. As in Theorem 4.1 we can derive this assertion using (3.6) and (3.5),
This yields (4.5).
We must solve L linear systems. Each system can be solved progressively, and the residual norms are available at each iteration without explicit computation of the each correction.
In the case that the initial residuals are collinear, the above-derived algorithm is algebraically equivalent to Simoncini's restarted FOM for shifted systems [34] , though our algorithm would likely break down in this case due to dependent block Arnoldi vectors being generated. In the case that the right-hand sides are unrelated (or initial residuals not collinear), one can consider our algorithm as a generalization of the shifted FOM algorithm [34] . However, we reiterate that this is not simply an extension of the shifted FOM algorithm to block Krylov subspaces.
In the case of collinear residuals, the single-vector restarted FOM for shifted systems might be preferred over what we have described; however, we can again modify our algorithm to take advantage of block Krylov subspace technology; see Section 4.1. We present the method in greater detail, including the case when the right-hand sides are collinear, as Algorithm 2.
4.1. When residuals are collinear. In the case of collinear residuals, if we want to use either of our proposed block methods, an initial special iteration cycle is necessary to produce non-collinear residuals compatible with our block methods. This can be accomplished in two ways: through a cycle of GMRES for each shifted system over the common single-vector Krylov subspace they share or a cycle of block FOM in which the block is constructed with the collinear residual vector as the first column and random vectors for the other columns. At the end of each cycle, either technique produces residuals which are not collinear, and we can apply either of our proposed methods. We briefly describe both ideas; however we prefer to apply a cycle of GMRES to each shifted system over the use of the block FOM technique with random vectors, as this idea can behave differently for different sets of random vectors, with variable final outcomes; see Experiment 6.8 for details.
One cycle of single-vector GMRES.
In the first cycle, we can generate a single-vector Krylov subspace (due to residual collinearity) and minimize all residuals over this subspace. As long as we avoid stagnation for all right-hand sides, the residuals will not be collinear at the end of the cycle. In subsequent cycles, we then generate the block Krylov subspace, as described above.
Block FOM with random block vectors.
We can also use a FOM iteration to obtain noncollinear residuals, but the iteration cannot be over the singlevector Krylov subspace. Shifted FOM naturally produces collinear residuals; thus, we must do something else. Suppose that for each shifted system, we have that the initial residual satisfies r 0 (σi) = β i v 1 . Since all initial residuals are collinear, we can build the block Krylov subspace
from one normalized residual v 1 (since they are all the same except for scaling) and some randomly generated vectors { v i } L i=2 , similar to procedures for increasing the block size described in [4, 28, 38] . This allows us to still apply the FOM PetrovGalerkin condition with respect to a block Krylov subspace. Since the collinear residual is the first column of the block, at the end of the cycle, for the ith shifted system, we now solve a problem of the form
and updating
After the first cycle, the residuals are no longer collinear, and we proceed as before.
Algorithm 4.2: Shifted Block FOM -Outline
. . , x(σL) ∈ C n , ε > 0 the convergence tolerance, m > 0 a cycle length., m init > 0 an initial cycle length Output: Build K m (A, r(σ1)) using the Arnoldi method, generating V m+1 ∈ C n×(m+1) and H m ∈ C (m+1)×m .
Performance of the algorithms. In this section, we discuss four performancerelated topics: stagnation and the relationship between the shifted block GMRES (Algorithm 1) and block FOM (Algorithm 2) methods, residual norms of Algorithm 1 compared to single-vector GMRES, growth of the block size due to the number of shifts, and the occurrence of linear dependence in the block Arnoldi vectors.
Stagnation and the relationship of block GMRES and block FOM.
The two algorithms we have proposed are GMRES and FOM type methods which can be defined over the same subspace. The natural question arises: during a cycle, can we relate the approximations produced by Algorithm 1 and Algorithm 2 in the same way that single-vector GMRES and FOM are related; see, e.g., [31, Section 6.5.5]?
To answer this question, we must actually explore the relationships of the standard block GMRES and block FOM methods used to solve (3.1). We motivate this assertion by observing that when we apply Algorithms 1 or 1 to (1.1), at iteration j, the approximation X j (:, i) for the solution to the ith shifted system is the same approximation that would be produced by applying j iterations of block GMRES or block FOM, respectively, to
with initial approximation X 0 = 0 and taking X j (:, i) = X j (:, i). Thus we see that understanding the behavior block GMRES and its relationship to block FOM is essential for understand the relationship between Algorithms 1 and Algorithm 2.
In a companion work to this paper [39] , the occurrence of stagnation during an iteration of block GMRES (for some or all columns of the approximation) and its relation to block FOM is characterized. We list here some results from [39] , relevant to our discussion of the behavior of Algorithms 1 and 2. We state the results with respect to the dummy block problem (5.1). Also, we define X (F ) j = X 0 + W j Y j to be the jth generalized block FOM approximation, where Y j = H † j E (j) 1 S 0 and H † j is the Moore-Penrose pseudoinverse. If H j is nonsingular, this yields the block FOM approximation. However, it still produces an approximation in the case that H j is singular.
Theorem 5.1. Let K j+1 (A + σ i I, R σ 0 ) be generated after j iterations of the block Arnoldi algorithm with W j+1 and H j ∈ C (j+1)L×jL being defined as earlier for a block Krylov subspace. The matrix H j is singular with rank H j = (j − 1)L if and only if block GMRES totally stagnates at iteration j, i.e., X
In the case that H j is singular but we do not have total stagnation at iteration j, we can still describe the stagnation of individual columns of X (G) j . Here, let I denote an indexing set for some subset of column indices of X
∈ C J×|I| has only as columns those from X (G) j corresponding to the indices of I.
Theorem 5.2. Let the same assumptions as Theorem 5.1 hold. Suppose that at iteration j block GMRES stagnates only for columns corresponding to the indices in I, i.e.,
Then the associate columns of the jth generalized FOM approximation can be written
where U ∈ C L×L has zeros at rows with indices corresponding to I and each column of T is in K j (A, R 0 ).
Thus, for any column of block GMRES that stagnates at iteration j, we have that the associated column of the jth generalized block FOM approximation can be written as the sum of the associated column of the block GMRES approximation and a linear combination of the differences between the jth and (j − 1)st block GMRES approximations for the non-stagnated columns plus one additional vector from K j (A, R 0 ). Note that we have omitted the here that U and T are related such that we can choose T to be arbitrarily small (but nonzero) by adjusting U. See [39, Theorem 3.9] for more details.
Since for each shifted system, we can interpret Algorithms 1 and 2 as block GM-RES and FOM applied to the dummy problem (5.1), we have the following theorem describing the circumstances under which Algorithm 1 stagnates and how this relates to Algorithm 2. 
2. Block GMRES applied to (5.1) stagnates for some columns of X (G) j , indexed by the set I {1, 2, . . . , L} with i ∈ I, and we have
where u(σi) ∈ C L has zeros at entries corresponding to elements of I, and
Proof. This theorem is simply a consequence of Theorems 5.1 and 5.2 along with the fact that for each shifted system, Algorithms 1 and 2 produce the approximations for each shifted system as if we applied block GMRES or block FOM to (5.1).
Observe that from [39, Theorem 3.9] we again know that u(σi) and t(σi) are related and that t(σi) can arbitrarily small.
Comparison of block GMRES to single-vector GMRES.
The performance of block methods and comparisons to single-vector counterparts have been well described by many different authors; see, e.g., [18, 28, 36, 38, 41] . In those cases, the analysis assumed one coefficient matrix and multiple right-hand sides. However, much of the convergence analysis does not specifically concern the fact that the block Krylov subspace arises from multiple right-hand sides. The residual bounds in, e.g., [36] , which compare a single residual minimized over a block Krylov subspace to the same residual minimized over a single-vector Krylov subspace, are simply derived from the fact that the block GMRES minimization is performed over a larger space. Thus the following theorem falls directly from similar analysis done by previous researchers.
Theorem 5.4. Let A, B, σ, X 0 and R σ 0 be defined as above. Let j be such that dim K j (A, R σ 0 ) = jL. Let X j be the block approximation which results from the application of j iterations of the shifted block GMRES algorithm (Algorithm 1). Furthermore, let X j be the block approximation which results from applying the single-vector GMRES algorithm to each shifted system individually. Then we have the following residual norm bound for each i = 1, 2, . . . , L,
Proof. This follows directly from the containment
which itself follows from the invariance (3.4) and the sum identity for block Krylov subspaces (3.2) . This containment implies that the single-vector GMRES applied to the ith shifted system minimizes over a subspace contained in the subspace over which shifted block GMRES minimizes. Thus the minimum residual of shifted block GMRES is at least as small as that of single vector GMRES.
5.3.
Block size growth with the number of shifts. This method allows us to solve shifted linear systems simultaneously without a collinearity requirement but at a cost. The block size is not fixed; it is dependent on the number of shifts. As we have stated earlier, the use of a block iteration in this context brings with it the benefits associated to high-performance computing concerns. However, as the number of shifts increases, the block size also increases, and eventually the block size will be large enough that the benefits in data-movement efficiency will no longer outweigh the costs of the larger block size. Thus, we must consider what modifications can be made to accommodate this situation. The simplest would be to choose an optimal block size P and solve the shifted systems P shifts at a time. However, an improvement on this strategy would be to solve P systems at a time and minimize the residuals of the remaining systems according to the strategy advocated in [38] .
Linear dependence of block Arnoldi vectors.
As with any iteration built upon a block Krylov subspace, we must address the possibility that during the iteration, a dependent Arnoldi vector may be produced. As was shown in [18] , the notion of the grade of a Krylov subspace extends to the block setting. However, unlike the single-vector case, the occurrence of a dependent Arnoldi vector does not indicate that the method has achieved the grade of the block Krylov subspace (which would imply convergence). Many different strategies has been suggested for gracefully handling a dependent Arnoldi vector, see, e.g, [3, 6, 10, 11, 12, 27] .
However, we advocate replacing the dependent Arnoldi vector with a randomly generated vector, as in [24, 28, 29, 38] . This serves the purpose of maintaining the block size in order to continue to realize the data movement efficiencies associated to block methods. However, unlike [38] , there is no need in the nonsymmetric case to generate these random vectors in advance.
6. Numerical Experiments. We present now two sets of experiments demonstrating the performance of Algorithms 1 and 2 and compare their performance to the algorithms Simoncini [34] and Frommer and Glässner [14] . In the first experiment, we demonstrate stagnation behavior of the block Algorithms to supplement the analysis in Section 5.1. The rest of the experiments are performance tests for methods applied to some sets of shifted systems. These experiments were performed on a Macbook Air with an Intel Core 2 Duo 1.86 GHz processor, 2 GB of 1067 MHz DDR3 main memory running OS-X 10.9.4. These experiments were performed with Matlab R2013a 64-bit edition. In our Matlab implementation of FOM type methods, the FOM approximation is computed using the Moore-Penrose pseudoinverse H † j only when the reciprocal condition number of H j as computed by rcond() fell below 10 −10 . We stress that computing the generalized block FOM approximation using the pseudoinverse of H j is done here only to demonstrate theoretical results and for stability purposes. This should not be seen as an advocation for the use of the pseudoinverse in a production code.
In all comparison experiments, we judge algorithms by iteration counts rather than timings. The matrices used in the experiments are relatively small. Thus the expense of a matrix-vector product will still be dominated by FLOPS rather than data movement. In data movement costs, it has been shown [28] that block matrix vector products are only slightly more expensive than single matrix-vector products (for moderately sized blocks). Thus for problems with millions or even billions of unknowns, the benefits of using a block method would outweigh the costs. In these experiments, we will not realize those benefits. Furthermore, all methods were implemented in Matlab, and thus the overhead costs of Matlab itself render it difficult to obtain accurate timings for these experiments. Thus, we compare iteration counts in the following experiments. To be fair, though, for Experiments 6.6 and 6.7, for our block methods, we also show the number of iterations multiplied by a block matvec versus single matvec cost multiplier. This factor of 3.3 was determined by performing single versus block matvec timings with matrices of the same size and sparsity pattern as those used in Experiments 6.6 and 6.7 using compiled Trilinos libraries [1] .
We performed experiments with two different sets of matrices. Experiments 6.1 and 6.2 concern the stagnation of shifted block GMRES (Algorithm 1). We constructed a toy examples used, e.g., in [7] to demonstrate perfect stagnation. Let A st ∈ R 30×30 be defined as the matrix which acts upon the Euclidean basis as follows,
From this matrix and appropriately chosen right-hand sides, we can generate problems for which Algorithm 1 is guaranteed to stagnate. The second set of matrices, used in Experiments 6.3 -6.8 are from two sets of Lattice QCD matrices (Group 1 and Group 2) which are of sizes 3072 × 3072 and 49152 × 49152, respectively, available at [9] . With each such matrix D is provided a number called κ c such that I − κD is positive-real for all 0 ≤ κ ≤ κ c . We can equivalently state that the matrix −D + κI is positive-real for all Relative two-norm residual curves for stagnating shifted block GMRES and shifed block FOM for the 30 × 30 shift matrix. The black solid and dashed curves correspond respectively to the block shifted FOM and GMRES residuals for the base system. Similarly, the gray solid and dashed curves, respectively, correspond to the shifted system. 6.1. Stagnation of block-shifted GMRES and FOM. Using A st , we can construct a problem for which Algorithm 1 will stagnate; a family of two linear systems of the form (1.1) with one shift σ = 2. The right-hand side for the base system is of the form b = e 1 and the right-hand side for the shifted system is b(σ) = e 15 + 2e 16 . From the construction of A st , we know (A st + I) −1 b(σ) = e 15 and that absent any replacement of dependent basis vectors, there will be 15 iterations of total stagnation for the base system. We see that we also have as many iterations of near stagnation for the shifted system. Relative two-norm residual curves for stagnating shifted block GMRES and shifed block FOM for the 30 × 30 shift matrix with with a base system and two shifted systems. The righthand sides are chosen so that a linear dependent Arnoldi vector will be generated and replaced at iteration 5. The black solid and dashed curves correspond respectively to the block shifted FOM and GMRES residuals for the base system. Similarly, the dark gray solid and dashed curves, respectively, correspond to the first shifted system with σ = 1. The light gray solid and dashed curves correspond to the second shifted system with σ = 2.
6.2. Stagnation of block-shifted GMRES and FOM with dependence of an Arnoldi vector. By adding a third shifted system, now with σ 1 = 2 and σ 2 = 3, with the third right-hand side constructed so that a dependent Arnoldi vector will be produced at iteration 5, we still retain some exact stagnation behavior of the unshifted system, but after the dependent vector is replaced with a random one, we see instead near-stagnation of the approximation for the base system. As in Experiment 6.1, we construct the b = e 1 and b(σ1) = e 15 + 2e 16 . Now we set b(σ2) = e 20 + 2e 21 . The right-hand side for each shifted system is the same randomly generated vector, and since our initial approximation for each shifted system is the zero vector, we begin with collinear residuals. Here, we observe that for this particular family of shifted systems, the performances are quite similar. 6.4. Block sGMRES vs. Frommer and Glässner's GMRES. In Figure  6 .4, we compare convergence histories of block sGMRES with the shifted GMRES method of Frommer and Glässner for the same matrix, shifts, right-hand sides,and initial approximations as before. Comparing iteration-for-iteration, we see that our new method converges in fewer iterations than the shifted GMRES algorithm. 6.5. Block sFOM vs. Simoncini's sFOM. In Figure 6 .5, for the same matrix, shifts, right-hand sides, and initial approximations as before, we compare our block sFOM method with Simoncini's shifted restarted FOM method. Again, we see that our method converges in fewer iterations. 6.6. Mat-Vec counts comparing four methods. In Table 6 .1, we compared the performance of all four methods (in terms of timings and matrix-vector products) for solving all seven systems from Group 2. Right-hand sides were generated as in previous experiments, and the shifts were {.0001, .0002, .01, .02}. In addition to comparing block iteration counts versus single iteration counts, we also provide block iteration counts multiplied by a cost multiplier of 3.3, derived from timing experiments comparing matrix single-vector products and matrix block-vector products for matrices of the same size and sparsity as those used in this experiment. Using this metric, the shifted GMRES method [14] and shifted FOM method [34] outperform our methods. Table 6 .2 Comparison of block sFOM and block sGMRES with their sequentially applied counterparts when each initial residuals of the shifted systems are not collinear for one matrix from Group 2. Both in terms of iteration counts and when multiplying block iterations by the ratio of block matvec cost to single matvec cost, we see that our proposed methods outperform their single-vector counterparts.
Method
Matvecs Table 6 .2, we compare the performance of our two methods when the right-hand sides are unrelated, i.e., a situation in which shifted FOM and shifted GMRES are not applicable. We also compare both methods against simply applying GMRES and FOM sequentially to each shifted system. The right-hand side for each system is generated randomly, and again the shifts were {.0001, .0002, .01, .02}. In terms of matrix-vector product counts, our methods are clearly superior, and this remains the case when we use the block iteration cost multiplier. For unrelated right-hand sides, it is apparent that great speedups can be attained.
6.8. Effect of random block in initial cycle of block sFOM. Observe that if we begin with collinear residuals, we described a method in Section 4.1.2 in which we apply a block FOM cycle in which the block Krylov subspace is generated by one residual and s − 1 random vectors. The question arises: how variable is the performance of this method for different sets of random vectors. To shed light on the answer, for the first matrix from Group 2, the same shifts as in Experiment 6.7, the same right-hand side generated randomly for all shifted systems, and a zero vector initial approximation for all systems, we applied the shifted block FOM algorithm implemented with this random vector strategy to these shifted systems 200 times. Since the initial residuals are collinear, an initial cycle of block FOM with random vectors is executed in this situation. We recorded the number of iterations to convergence for each experiment, each with a different set of random vectors being generated in that initial cycle. In Figure 6 .6 we plot a histogram for the 200 iteration counts. As one can appreciate, there is a large variation in performance (≈ 60 iterations), though a plurality of the iteration counts are clustered near the mean.
Conclusions.
We have presented two new Krylov subspace methods for simultaneously solving shifted linear systems. By building a block Krylov subspace from the initial residual for each system, we eliminate the collinear residual restriction, both that we must begin with collinear initial residuals and that the residuals must be collinear at restart. Furthermore, by basing our new methods on block Krylov subspaces, we realize the benefits in data movement costs associated to block sparse matrix operations. Numerical experiments demonstrate both the validity of the methods and that they can outperform their single-vector counterparts.
