De Bruijn graphs, both directed and undirected, have received considerable attention as architecture for interconnection networks. In this paper, we focus on undirected de Bruijn networks of radix d and dimension n, denoted by U B(d; n). We rst discuss the shortest-path routing problem. We present properties of the shortest paths between any two vertices of U B(d; n) and propose two shortest-path routing algorithms, one of which has linear time complexity. Secondly, we study the transmitting problem. We establish a lower bound for the optimal transmitting time which implies in particular that the optimal transmitting problem is trivial for U B(d; n) when d 5. We present a transmitting scheme on undirected binary de Bruijn networks U B(2; n) with transmitting time n ? 1 for n 5, and conjecture that the optimal transmitting time is n ? 1 for U B(2; n), and n for U B(3; n) and U B(4; n).
Introduction
We usually represent the architecture for an interconnection network as a graph. Each node represents a processor in the network, and the edges correspond to communication links between processors. Many graphs have been proposed and discussed as architectures for interconnection networks such as hypercubes, meshes, trees, cube-connected cycles, shu e-exchange graphs and de Bruijn graphs; readers may refer to, for example, 2] and 9]. De Bruijn graphs, both directed and undirected, have received considerable attention since de Bruijn graphs can accommodate more vertices while the maximum degree and the diameter are given, in comparison with other prevailing topologies such as hypercubes and meshes 4, 6] .
In this paper, we focus on study of undirected de Bruijn graphs, and henceforth, undirected de Bruijn graphs are referred to as de Bruijn graphs. The multiprocessor system which can be modeled by a de Bruijn graph is called de Bruijn network. Theorem 2 in Pradhan and Reddy 12] gives an upper bound of the shortest distance jP xy j between two distinct vertices x and y in UB(d; n). The theorem states that jP xy j min fp; qg, where p and q are the least numbers satisfying y i = x i?p for all p i n ? 1 and y i = x i+q for all 0 i n ? q ? 1 . In Section 2 we discuss properties of the shortest paths between any two distinct vertices in UB(d; n). The shortest path problem is then reduced to that of a variation of string matching. Two algorithms for the shortest-path routing are presented in Section 3.
The transmitting problem was rst proposed by Alon 1] , and was later also discussed in 8]. It can be treated as an all-port broadcasting problem from the source, called the host, to all of the vertices in an underlying network. To be speci c, let G = (V; E) be a graph representing an underlying network. Letṽ be a speci c vertex, called the host, outside G, which is connected to all vertices of G. The host is the source of an identical message which is transmitted to all vertices of V . In each time unit, the host can send its message to any single vertex in V of its choice. At the same time, each processor that has already received the message can send the message to all of its neighbors in one time unit.
In the transmitting problem, we hope to minimize the number of time units such that all of the vertices in V can receive the message, which is called the optimal transmitting time for G. Furthermore, the number of time units in which the host has to send the message to vertices in G is to be minimized while the optimal transmitting time is achieved, which is called the optimal workload of the host. The transmitting problem is generally hard to solve to optimality 8]. In Section 4 we establish a lower bound for the optimal transmitting time which implies in particular that the optimal transmitting problem is trivial for UB(d; n) when d 5. We also present a transmitting scheme on undirected binary de Bruijn networks UB(2; n) with transmitting time n ? 1 and workload of the host 1 + b n+1 3 c. We conjecture that the optimal transmitting time is n ? 1 for UB(2; n), and n for UB(3; n) and UB(4; n). Throughout this paper, the graph G is referred to as a de Bruijn graph UB(d; n), We sometimes use R, L to denote an R-path and an L-path, respectively. The segment hv p ; v p+1 ; ; v q i in Q for 0 p < q k is called a subpath of Q. We write P = R 1 L 1 R 2 L 2 if the path P consists of an R-path called R 1 , followed by an L-path called L 1 , an R-path called R 2 , an L-path called L 2 , and so on, where subscripts are used to distinguish di erent subpaths. Subscripts of these subpaths can be omitted if no ambiguity will occur, e.g., P = R 1 LR 2 or P = RL. We use jPj to denote the length of the path P. For two vertices x and y, we use P xy and d(x; y) to denote any shortest path and the shortest distance between x and y, respectively.
Properties of the Shortest Paths
Let u = ( ; u i ; u i?1 ; ; u j ; ) be a vertex in G. If i < j, terms u i ; u i?1 ; ; u j are de ned to be vacuous by convention. Now consider any two distinct vertices x = (x n?1 ; x n?2 ; ; x 0 ) and y = (y n?1 ; y n?2 ; ; y 0 ) in G. We shall use Lemma 1 and Corollary 1 below to characterize P xy , which were established in 3, 5, 11] . For the sake of completeness, we provide a short proof which is slightly di erent. Lemma We can derive the following corollary from the proof of the above lemma.
Corollary 1 P xy must be of the following types: xy . Corollary 2 is a simple consequence of Theorem 1 as jP xy j = n when x = (0; 0; ; 0) and y = (1; 1; ; 1).
In the remaining part of this section, we consider only P xy starting with an R-subpath. Those P xy starting with an L-subpath can be similarly treated. The three types of P xy are interpreted as follows.
Suppose that P xy = R 1 LR 2 , r 1 = jR 1 j; l = jLj; r 2 = jR 2 j, and l > max fr 1 ; r 2 g. It follows that y = ( r 2 ; r 2 ?1 ; ; 1 ; x n?(l?r 1 )?1 ; x n?(l?r 1 )?2 ; ; x r 1 ; 1 ; 2 ; ; l?r 2 );
i.e., y n?r 2 ?i = x n?(l?r 1 )?i for 1 i n ? l:
Furthermore, we have r 1 l ?r 2 since otherwise P xy = L 1 RL 2 . If P xy = RL, r = jRj and l = jLj, it follows that if l r we have y n?i = x n?(l?r)?i for 1 i n ? l; (2) and x n?i = y n?(r?l)?i for 1 i n ? r (3) otherwise. If P xy = R and jRj = r, it follows that y n?r?i = x n?i for 1 i n ? r: (4) If r = n, it follows that (4) does not hold for any x i and y j .
The equalities (1), (2), (3) and (4) represent di erent types of maximal matched substrings between representations of x and y. We illustrate (1), (2), (3) and (4) in Figure 2 , where shaded area represents a maximal matched substring, and the number inside each block represents the number of bits in the block. Thus to nd the shortest paths of each type, we need to nd maximal matched substrings in the representations of x and y of the above types, i.e., expressed in (1), (2), (3) 3 Two Shortest-Path Routing Algorithms
The key to nd the shortest paths between x and y is to nd all the maximal matched substrings between representations of x and y. We present two algorithms for this purpose.
Algorithm 1: using match matrix
We rst construct an n n matrix A, called the match matrix, in which each entry a ij is given by a ij = ( 1 if x n?i = y n?j ; 0 otherwise; where 1 i; j n. As a convention, we de ne a i0 = a 0j = a i;n+1 = a n+1;j = 0 for all i; j. For example, let x = (1; 2; 0; 1; 0; 2) and y = (0; 1; 2; 1; 1; 0). The corresponding 6 6 matrix is illustrated in Figure 3 . The sets S j = fa 1j ; a 2;j+1 ; ; a n?j+1;n g and T i = fa i1 ; a i+1;2 ; ; a n;n?i+1 g, 1 i; j n, are called diagonal stripes in the matrix A. The sets S n+1 and T n+1 are de ned as dummy diagonal stripes, i.e., jS n+1 j = jT n+1 j = 0, which imply an R-path or an L-path of length n. We distinguish three cases for D ij , which corresponds to three possible types of P xy ; and let k = jD ij j.
Case 1: D ij = S i or T i for some i 2 f2; ; n + 1g.
Since x and y are distinct, D ij can be neither S 1 nor T 1 . Therefore, we consider 2 i n + 1. In this case, D ij de nes a path of type 3. If D ij = S i , the induced path is an R-path, and an L-path otherwise. Since jS i j = jT i j = n ? i + 1, the length of the path is i ? 1 Once a D ij is found, the type of corresponding path is determined and we attach an O(1) operation to calculate the length of the path as discussed above. We always introduce a dummy diagonal stripe to D ij in Case 1, which induces an R-path or L-path of length n. To identify all D ij , each entry in the table is scanned only once. Thus identifying all D ij can be done in O(n 2 ), and so is this shortest-path routing algorithm. We note that if the input of the table is the nonzero entries, the algorithm can be completed in linear time with respect to the number of nonzero entries.
We summarize the above discussion in the following algorithm.
Algorithm 1: USING MATCH MATRIX
Input: Representations of two distinct vertices x and y in G. Output: The shortest paths P xy .
Step 1. Construct an n n table A introduced before.
Step 2. Scanning through S i and T i , i = 1; 2; ; n+1, nd D ij and calculate the length of the corresponding path P.
Step 3. Find the paths P xy having smallest length among all paths P found in Step 2.
Algorithm 2: using pre x tree
We can express the shortest distance between x and y using the following di erent notation. For 1 a; b n, let l ab (x; y) = max fsj0 s n + 1 ? (a _ b); x n?a?k = y n?b?k for all 0 k s ? 1g ; r ab (x; y) = max fsj0 s n + 1 ? (a _ b); x a+k?1 = y b+k?1 for all 0 k s ? 1g denote the lengths of two maximal matched substrings depending on a and b, where _ denotes the max operation. By convention the maximum over an empty set is zero. Given l ab (x; y), the corresponding (x; y)-path of L 1 RL 2 -type has lengths jL 1 j = a ? 1, jRj = n ?l ab (x; y) and jL 2 j = n ?l ab (x; y) ?b+1. Henceforth 
We now use the notion of pre x tree, introduced by Weiner 13 ] to calculate (5).
Some de nitions are in order. Let S = (a 1 ; a 2 ; ; a n ) be a string of length n over some alphabet A. We sometimes write S as concatenation of two substrings, i.e., S = (S 1 ; S 2 ), where S 1 = (a 1 ; a 2 ; ; a i ) and S 2 = (a i+1 ; a i+2 ; ; a n ). jSj denotes the length of S, i.e., jSj = n. A position in the string is an integer between 1 and n. A symbol a 2 A occurs in position i of string S if a = a i ; S(i) denotes the symbol that occurs in position i of string S. A substring P identi es position i in S if S = (Q 1 ; P; Q 2 ), jQ 1 j = i ? 1, and there is no Q 0 1 6 = Q 1 such that S = (Q 0 1 ; P; Q 0 2 ). In other words, the only occurrence of P in S begins at position i. Let ? be a symbol not in A, called the endmarker, and let a n+1 = ?. It then follows that each position i of the string (S; ?) = (a 1 ; ; a n ; a n+1 ) is identi ed by at least one substring, namely (a i ; ; a n ; a n+1 ). We call the shortest substring that identi es position i in (S; ?) the pre x identi er of position i in (S; ?), denoted by P(i).
The pre x tree for the string (S; ?) is a labeled rooted tree T such that 1. for each interior vertex v 2 T, the edges emanating from v have distinct labels in A S f?g; 2. T has n + 1 leaves labeled 1; 2; ; n; n + 1 corresponding to the positions of the string (S; ?); 3 . the sequence of labels of edges on the path from the root to the leaf labeled i is P(i), the pre x identi er of position i in S?.
The pre x tree for the string (S; ?) = (1; 0; 0; 1; 1; 0; 1; ?) is illustrated in Figure 4 .
The use of endmarker guarantees the existence of a unique pre x tree for any given string. The depth of a vertex in a pre x tree is the length of the path from the root to the vertex. Many string matching problems can be solved by pre x trees. For instance, if one wants to nd a longest repeated substring in S, it su ces to locate the interior vertex of the pre x tree of (S; ?) with the maximal depth. The sequence of the labels of the edges on the path from the root to this vertex corresponds to the longest substring, and the leaves in the subtree obtained with this vertex as the root correspond to the positions where the longest substrings occur. Note that a pre x tree for a string of length n may have O(n 2 ) vertices. However, we can compact a pre x tree by condensing every chain (a chain is a path all of whose vertices have exactly one child) in the pre x tree into a single vertex. One can easily show that the compact pre x tree has O(n) vertices. Each vertex of the compact pre x tree is associated with the depth of the vertex in the initial pre x tree; the vertices obtained by condensing chain are associated with the depths of the deepest vertices on the chains of the initial pre x tree. A linear (in time and in space) algorithm that constructs a compact pre x tree from any given string over a xed alphabet is provided by Weiner 13] . Given x = (x n?1 ; x n?2 ; ; x 0 ) and y = (y n?1 ; y n?2 ; y 0 ), let x = (x 0 ; x 1 ; ; x n?1 ) and y = (y 0 ; y 1 ; ; y n?1 ). Let ? and > be two distinct endmarkers. De ne S = (x; ?; y; >), a string of length 2n + 2. Let T be the compact pre x tree for S. The leaves of T are labeled 1; 2; ; 2n + 2 corresponding to the positions in S, the root la- Step 1. Construct S = (x; ?; y; >) and S = ( x; ?; y; >).
Step 2. Use Weiner's algorithm to construct the compact pre x tree T for S.
Step 3. Find p(w); q(w); (w) in T as de ned in (6), and calculate jP 1 j.
Step 4. Use Weiner's algorithm to construct the compact pre x tree T for S.
Step 5. Find p(w); q(w); (w) in T and jP 2 j.
Step 6. Choose the minimum of jP 1 j and jP 2 j as the shortest distance and determine the shortest path accordingly.
The complexity in space of Algorithm 2 is trivially O(n), owing to the fact that the compact pre x trees T and T of strings S and S have O(n) vertices. Steps 2 and 4 take O(n) time since Weiner's algorithm for the construction of the compact pre x tree is linear in time. Steps 3 and 5 cost O(n) in time, as the computations of p(v) and q(v) can be completed by a simple visit in the compact pre x tree T. Therefore, Algorithm 2 takes overall O(n) time. In the following, we rst establish a lower bound for the transmitting times. We then provide a feasible transmitting time and give a transmitting scheme for the binary de Bruijn networks.
Minimal transmitting times
Let t (d; n) denote the minimal transmitting time of de Bruijn network UB(d; n). We provide below a lower bound of t (d; n). Proof. Let G = (V; E) denote UB(d; n). Let f be an arbitrary (t; s)-transmitting scheme of G, where s t. Assume f is feasible, with v = f(1). Then 
Consider the shortest-path tree of G rooted at vertex x (which is de ned as the spanning tree of G with root x such that the path in the tree from x to any vertex is a shortest path in G). The level of a vertex in the tree is de ned as the distance from the root to the vertex, where by convention, the root is at level 0. Let ! k (x) be the width, i.e., the number of vertices at level k in the shortest path trees rooted at vertex x.
According to (3.7) and (3. 
Transmitting schemes
In view of Theorem 2, the transmitting problem for de Bruijn networks UB(d; n) is trivial when d 5. In fact there is a trivial feasible transmitting scheme (n+1; 1) which consists of sending the message from the host to whichever vertex in the network. Due to the fact that the diameter is n, all the other vertices of the network will be reached by the rst one in n units of time.
For binary de Bruijn networks, though it is in general hard to solve the transmitting problem to optimality, we are still interested in nding a feasible transmitting time and giving a transmitting scheme.
Let G = (V; E) be a binary n-dimensional de Bruijn network, UB(2; n). When n = 3, it can be easily veri ed that the cost of optimal transmitting schemes is (3; 1). When n = 4, it can be also veri ed that the following (3; 3)-transmitting scheme is optimal: f(1) = (0; 0; 0; 1), f(2) = (1; 1; 0; 1) and f(3) = (1; 1; 1; 1). For n 5, we present an (n ? 1; 1 + b n+1
Proof. Let u = (u n?1 ; u n?2 ; ; u 0 ). Since d(1; 0) = 1, we have u 6 = 0. Therefore, there exists a u i = 1 for some 1 i n ? 1. Let k be the largest index such that u k = 1. Suppose k 6 = n?1, i.e., u n?1 = 0. It follows that the L-path from vertex 1 to u has length less than n ? 1, which is a contradiction to d(1; u) = n ? 1. Thus k = n ? 1, i.e u n?1 = 1.
If u 0 = 0, it follows that u 1 = 1. Moreover, we can assume without loss of generality that v can be represented as in (11) . Thus we are required to show that n 1 n 0 and n 0 b n+1 3 c.
Consider n 0 + n 1 = n. It follows that 0 n 0 1 and obviously, n 1 n 0 and n 0 1 b n+1 3 c. Now consider n 0 + n 1 n ? 1. In this case, it follows that n 0 1.
Since the representation of vertex 1 is given by (0; ; 0; 1), P 1 1u (the shortest path of type 1) can be always shortened by a P 2 1u , where the maximal matched substring (as shown in Figure 2 ) in the representation of vertex 1 can always be chosen as the leftmost bits. It follows that P 1u can be of only type 2 and type 3. Let RL and LR denote the shortest paths from vertex 1 to v of type 2, and R and L of type 1. Thus we have n ? 1 = d(1; u) = min fjRLj; jLRj; jRj; jLjg. Since n ? 1 jLRj n ? (n 0 + 1) + n 1 , it follows that n 1 n 0 : (12) Since n ? 1 jRLj n ? n 0 + n ? (n 0 + n 1 ), it follows that 2n 0 + n 1 n + 1: (13) Substituting (12) into (13), we obtain n 0 b n+1 It follows from Theorem 3, the optimal transmitting time for UB(2; n) is at most n ? 1. For UB(3; n) and UB(4; n), the optimal transmitting time is either n or n + 1 due to Theorem 2. We have the following conjecture which appears to be di cult to prove: Conjecture 1 The optimal transmitting time is n ? 1 for UB(2; n), and n for UB (3; n) and UB(4; n).
Conclusions
We have solved the shortest path problem on undirected de Bruijn networks UB(d; n).
Using this result, we have obtained a transmitting scheme on binary de Bruijn networks UB(2; n). We have also proved that the optimal transmitting problem is trivial for UB(d; n) when d 5 . We believe that the result on the shortest paths in UB(d; n) can be also extended to solve the shortest path problem on hierarchical networks constructed from undirected de Bruijn networks. Furthermore, this result can help in solving other broadcasting-related problems.
