An important issue in parallel simulation of largescale spatial-temporal systems, such as large-scale wildfires, is how to divide the space and the computation tasks and assign them to the multiple processing units. In previous work of wildfire spread simulation using DEVS-FIRE, we explored an approach of uniform spatial partition for supporting parallel simulation. This paper presents a new method called profile-based partition that divides the simulation tasks according to the dynamic behavior of fire spread. The profile-based partition uses the ignition sequence of the forest cells as a profile to guide the partition of the cellular space for parallel simulation of DEVS-FIRE. We present the design of this new method, and compare it with the uniform partition and show some experiment results.
INTRODUCTION
Wildfires cause tremendous damage on our natural resources, such as woods in the forest, endangered species, lives of human beings, and properties. Wildfire simulations play important roles in studying the behaviors of wildfires. In previous work, we developed a wildfire simulation model called DEVS-FIRE (Natimo et al. 2008) , which is based on the DEVS formalism (Zeigler 2000) . DEVS-FIRE employs a two dimensional cellular space to represent the region where wildfire occurs. The cells in the cellular space are sub-regions of the whole area. To simulate large scale wildfires, a large number of cells are needed. This poses significant challenges in simulation performance, and thus asks for techniques for improving the simulation performance of DEVS-FIRE.
Parallel Discrete Event Simulation, has long been introduced into the simulation field. To apply parallel simulation on DEVS-FIRE model, we need to find a way to divide the simulation tasks and then distribute them to the multiple parallel processing units (PUs) . In previous work, we have developed a method that divides the simulation tasks based on a uniform spatial partition of the cellular space model (Guo et al. 2009) . A deficiency of this approach is that the locations and the number of the ignition points can cause different PUs to have significantly different computations at a given time. For example, if there is only one ignition point and the location of ignition points is far away from the partition boundary, it will take a long time before other parts of the cellular space (referred to as other partitions) to be ignited. As a result, at the beginning of the simulation only one PU is active and all other PUs are idle. This kind of temporally unbalanced work load degrades the simulation performance.
In this paper, we propose a new method to improve the simulation performance of DEVS-FIRE. Compared to the previous method that divides the simulation tasks based on a uniform spatial partition of the cellular space, this new method divide the simulation tasks according to the dynamic behavior of fire spread. Specifically, it uses the ignition sequence of the forest cells obtained from a low resolution simulation as a profile to guide distributing the simulation tasks to the PUs. We present the design of this new method, and compare it with the uniform partition. Experiment results are provided as well.
The remainder of this paper is organized as follows. Section 2 briefly reviews related applications and algorithms of PDES. Section 3 gives an overview of DEVS-FIRE model and introduces the spatial partition of the cell space. Section 4 presents the profile-based partition for parallel simulation of DEVS-FIRE. Section 5 presents the experiments design and shows the experiment results and analysis. Section 6 draws conclusions and points out future work.
RELATED WORK
PDES is a widely accepted method to improve the performance of discrete event simulations. A lot of effort has been devoted to it since it was proposed. More recently, (Góes et al. 2005) proposed and implemented a Java-based parallel discrete-event simulation tool for cluster computing called ClusterSim (Cluster Simulation Tool Partitioning the computation tasks is a critical step in PDES and can have significant impact on the simulation performance. Several approaches for different simulations were proposed in the past. (Nandy and Loucks 1993) presented a static partitioning algorithm for conservative parallel logic simulation. The algorithm attempts to minimize the communication overhead and to uniformly distribute the execution load among the processors. It starts with an initial random partition and then iteratively moves processes between clusters until no improvements can be found (a local optimum). In (Kim and Jean 1999) an efficient, lineartime partitioning algorithm for parallel logic simulation was presented, based on a linear ordering of vertices in a directed graph. The performance results of the algorithm presented in this paper show a good compromise with a high degree of concurrency, a balanced workload and a reasonable amount of interprocessor communication. In (Boukerche 2000) , a simple partitioning scheme based upon the pair wise exchange was developed to reduce the overhead of the rollbacks of a hybrid parallel simulation of wireless networks. The synchronization protocol makes use of both conservative and time-warp paradigms.
PARALLEL SIMULATION OF DEVS-FIRE

Overview of DEVS-FIRE
Built on the DEVS formalism, DEVS-FIRE is a coupled model that consists of many atomic models. This coupled model is represented by a twodimensional cellular space and each cell is an atomic model which uses the Rothermel's semi-empirical model (Rothermel 1972) to calculate the maximum fire spread speed and direction. To simulate the propagation process of forest fire, each cell is coupled with its eight neighbor cells which are located at N, NW, W, SW, S, SE, E, and NE directions respectively. Therefore, once a cell is ignited, it calculates fire spread speeds for all eight directions and sends output burning messages to all of its neighbors. 
SPATIAL PARTITION of DEVS-FIRE
In a previous paper (Guo et al. 2009 ), we explored several spatial partition methods for parallel simulation of DEVS-FIRE. In particular, a uniform spatial partition approach uses geographical information of the underneath cellular space and partitions the space into several smaller spaces, each of which is assigned to a PU for parallel simulation. One PU can communicate with its neighbors by sending out-of-boundary burning messages to the cells on other PUs or receiving burning messages from its neighbors. Uniform partition means dividing the cellular space evenly to make each PU contain equivalent number of cells. Figure 2 presents an example of a uniform partition using 4 processing units. More details about the spatial partitions can be found in (Guo et al. 2009 ). Although the uniform spatial partition is a straightforward method for supporting parallel Cell ISBN: 1-56555-342-Xsimulation of DEVS-FIRE, it has some deficiencies as discussed below:
(1) The uniform spatial partition does not take into account the fire spread behavior. In a wildfire simulation, it is known the number of ignition points and their locations can result in significantly different fire spread behaviors. For the fire spread behaviors that are not evenly distributed across the partition areas, the uniform spatial partition will result in unbalanced workload and thus lead to poor simulation results. This can be illustrated using a simple example as shown in Figure 3 . Suppose the fire spread simulation has only one ignition point which is located at the corner of the space. The cellular space is partitioned into four areas (denoted as area0, area1, area2, and area3), and is simulated by four PUs (denoted as PU0, PU1, PU2, and PU3). In this case, PU2 will start the simulation right away, but PU0, PU1, and PU3 will be idle until the fire spreads to these areas. Afterwards, PU0, PU1, and PU3 become active but PU2 may become idle because area2 is all burned out. (2) The uniform spatial partition works best when the number of PUs is k 2 (k is an integer). When the number of PUs is not k 2 it is still possible to partition the space, e.g., in a horizontal fashion or in a vertical fashion (see Figure 4 as an example). But such partitions are either unbalanced or cannot achieve good parallelism. Figure 4 shows a vertical partition of a cellular space with 7 PUs. In this example, the fire is ignited at the bottom left corner of the cell space. Generally, all PUs should start to work from the very beginning of the simulation to the end in order to obtain the maximum parallelism. In the situation as shown in Figure 4 , however, the PUs are not best utilized during the run time of the simulation because the PUs work in a nearly sequential order. 
PROFILE-BASED PARTITION FOR PARALLEL SIMULATION OF DEVS-FIRE
To overcome the deficiencies discussed above, we develop the profile-based partition to achieve better parallelism in parallel simulation of DEVS-FIRE. The basic idea of the profile-based partition is to utilize the knowledge of fire spread behavior to guide the partition. The knowledge of fire spread behavior is obtained by running a low spatial resolution simulation first. The low resolution simulation is much faster than the high resolution simulations. Thus the time spent at the low resolution is compensated by the time gained at parallel simulation due to a better partition of the computation tasks.
The parallel simulation algorithm employed in our work is the standard time-warp algorithm (Jefferson 1985) , which is an optimistic mechanism to deal with the causality errors (Fijimoto 1990) . The implementation details of the time-warp algorithm are omitted here.
Low Resolution Simulation and High Resolution Simulation
The basic idea of the profile-based partition method is to use an "informative" profile generated from a low resolution simulation to guide the partition task for parallel simulation with improved parallelism. To run low resolution simulations, low resolution GIS data are needed. Thus one issue with the profile-based partition is how to generate low resolution GIS data. To deal with this issue, we developed an algorithm following the idea of "dominant fuel, averaged slope or aspect" to produce a low resolution GIS data from a high resolution GIS data. Dominant fuel means to use the fuel type that has maximum occurrence within a region in the high resolution cell space as the fuel type of a cell in the corresponding low resolution cell space. When there are several fuel types that have equal maximum occurrence within a region, we randomly choose one of them as the fuel type in the corresponding low resolution cell space. Averaged slope and aspect means to use the average value of all the slope or aspect within a region as the slope or aspect of a cell in the corresponding low resolution cell space. Figure 6 shows an example of our algorithm. In Figure  6 , the small cells on the right represent the cells in the high resolution data map, while the big cells on the left represent the cells in the low resolution data map. Figure 7 illustrates an example using our algorithm to produce a low resolution GIS data and simulation results using the high resolution and low resolution GIS data. The simulation results show that the low resolution simulation is able to provide a good profile about the fire spread behavior (in a much faster execution time). However, it is important to note that the low resolution simulation cannot replace the high resolution simulation because it trades the simulation accuracy for simulation speed. 
PROFILE-BASED PARTITION
A parallel simulation with the profile-based partition has the following three major steps:
Step 1: Producing Profile Queue To produce a profile, we first run a simulation using a low resolution cellular space of the target area which is handy. The ignition order of each cell in this low resolution simulation is recorded in a queue. We denote this queue as PQ (Profile Queue). The total number of cells in low and high resolution simulations can be represented by L low_resolution *W low_resolution and L high_resolution *W high_resolution PQ = {Cell respectively. Now we can define our profile queue as follow.
In the definition, Cell } low_resolution (x,y) i is the cell locating at (x, y) in the low resolution cellular space; the subscript i represents the order of the Cell low_resolution (x,y) in PQ; VIT(x,y) is the virtual ignition time of Cell low_resolution (x,y). As it is shown in the definition, the smaller the VIT(x,y) is, the smaller i will be.
Step 2: Profile-Based Partition To use the profile, we need to distribute the cells in the PQ among multiple participating processing units. Once a PU gets a cell from PQ, it will automatically create cells in the high resolution cellular space based on the formula (x, y) is the cell locating at (x, y) in the high resolution cellular space. R is the resolution factor. As a result, each PU will obtain a sub set of PQ, which is represented as PSS n (Profile Sub Set for PU n PSS ) and it is defined as follows.
In the above definition, the subscript i also represents the order of the Cell } low_resolution (x,y) in PQ. N is the total number of PUs that used in the simulation; n represents the ID of a PU.
Step 3: Parallel Simulation based on the Partition In this step, each PU run the simulation based on the cells assigned to it. The mechanisms of the simulation and rollback are the same as in the standard time-warp parallel simulation algorithm.
EXPERIMENT RESULTS
In this section, we designed two experiments to test the simulation performance. The simulations were conducted on Cheetah, a Linux cluster. The software we used is adevs-2.1 plus mvapich2/gnu. In all the experiment, we assume that the wind direction and wind speed remain constant while doing the simulation. We use uniform terrain map for all our experiments and the simulations finished when all the cells in the cellular space are burned. The size of the cellular space is assumed to be M*M.
Experiment 1: Compare the Uniform Spatial Partition with the Profile-based Partition
This experiment employs only one ignition point and varies the locations of this ignition point to test the influence of the locations of the ignition point for both uniform spatial partition and profile-based partition. Specifically, the ignition point is set at three different positions along the diagonal, one for each round. In the first round we set the ignition point at (0, 0), the second round at (M/4-1, M/4-1) and the last round at (M/2-1, M/2-1). The location of (0, 0) is located at the bottom left corner of the cellular space. The sizes of cellular spaces used in this experiment are 400×400, 600×600, 800×800 and 1000×1000. As for the profile-based partition, the low resolution cellular spaces are 50×50, 75×75,100×100, and 125×125 respectively. In this experiment, four processing units are used Figure 8 displays our settings. time cost on producing the profile is already added if using the profile-based partition approach. Experiment results show that the location of the ignition point does affect the execution time if using uniform spatial partition, while the profile-based strategy is barely affected. The gap between the execution times of both approaches reduces as the ignition point moves from the corner to the partition boundary. This is because the closer the ignition locates to the partition boundary, the earlier the burning messages can be sent out to other idle PUs in the uniform spatial partition. While in the profile-based partition, each cellular space on each PU "entangles" with one another, which makes the burning messages sent out and received at an early stage of the parallel simulation no matter where the ignition is. When the ignition moves to the partitioning boundary, the uniform partition approach is a little bit superior to the profile-based approach, which is because of the lower number of rollbacks. Figure 10 shows the total number of rollbacks of all PUs, from which we can see that the total number of rollbacks on all the PUs in the profile-based partition is higher than that of the uniform spatial partition. This is because cells on a PU are contiguous under the uniform spatial partition, which makes the computation local. Message passing is only needed when the fire spreads out of the current partition. On the other hand, cells are almost not contiguous within a PU in the profile-based partition approach, which makes more cells next to the boundary. Thus the cells at the boundary can receive messages from different PUs but the order of these messages cannot be predicted because of the optimistic mechanism employed. 
Experiment 2: Number of PUs vs. Execution Time in Profile-based Partition
This experiment varies the number of PUs to test the impact it plays on the performance. We only test the profile-based partition approach. The underneath cellular space in this experiment is 400×400 as high resolution and 50×50 as low resolution. Only one ignition point is used in this experiment and it is set at (0, 0). Figure 12 shows the execution time and the total number of rollbacks on all PUs. Experiment result indicates that the profile-based partition is not restricted by the number of PUs and the execution time can be further reduced as the number of PUs increases. 
CONCLUSIONS AND FUTURE WORK
With the motivation to further improve the simulation performance of DEVS-FIRE and to make better use of the resources, we present a new profilebased partition method. The preliminary experiment results show that the profile-based partition is more stable than the spatial partition approach and can improve the simulation performance.
Based on this preliminary work, future work will include the following directions: 1) discover the parameters that affect the performance; 2) explore better partition strategies based on different combinations of the parameters; 3) formal performance analysis of the profile-based partition method; and 4) more comprehensive experiments, including experiments with real GIS data and dynamical weather data. 
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