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Abstract
Large scale structure surveys promise to be the next leading probe of cosmological information. It
is therefore crucial to reliably predict their observables. The Effective Field Theory of Large Scale
Structures (EFTofLSS) provides a manifestly convergent perturbation theory for the weakly non-linear
regime of dark matter, where correlation functions are computed in an expansion of the wavenumber k
of a mode over the wavenumber associated with the non-linear scale kNL. Since most of the information
is contained at high wavenumbers, it is necessary to compute higher order corrections to correlation
functions. After the one-loop correction to the matter power spectrum, we estimate that the next leading
one is the two-loop contribution, which we compute here. At this order in k/kNL, there is only one
counterterm in the EFTofLSS that must be included, though this term contributes both at tree-level and
in several one-loop diagrams. We also discuss correlation functions involving the velocity and momentum
fields. We find that the EFTofLSS prediction at two loops matches to percent accuracy the non-linear
matter power spectrum at redshift zero up to k ∼ 0.6 hMpc−1 , requiring just one unknown coefficient
that needs to be fit to observations. Given that Standard Perturbation Theory stops converging at
redshift zero at k ∼ 0.1 hMpc−1 , our results demonstrate the possibility of accessing a factor of order
200 more dark matter quasi-linear modes than naively expected. If the remaining observational challenges
to accessing these modes can be addressed with similar success, our results show that there is tremendous
potential for large scale structure surveys to explore the primordial universe.
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1 Introduction
Large scale structures have the potential to become the leading cosmological probe for the early
universe. Our knowledge of the initial conditions scales as the cube of the maximum wavenumber
that we can theoretically predict. This is potentially a tremendous amount of data, and it is
therefore essential to understand up to which wavenumber we can reliably predict.
On short scales, the so-called ultraviolet (UV), the density perturbations have become non-
linear and have undergone gravitational collapse. A description of this regime likely necessitates
the use of N -body numerical simulations, with analytical techniques providing guidance. The
situation is very different on large scales, the so-called infrared (IR), where the evolution is quasi-
linear. In this regime, non-linearities are weak and an analytical treatment must be possible. The
advantages of an analytical treatment are multifold, from a better understanding of the physics, to
a simpler control of the theoretical uncertainties, to potentially a gain in computational efficiency.
The recently formulated Effective Field Theory of Large Scale Structures (EFTofLSS) [1, 2] is
the theory that allows us to consistently make predictions for correlation functions at a certain
wavenumber k in an expansion in δ(k) = δρ(k)/ρ or equivalently in powers of k/kNL, with kNL
defined as the wavenumber corresponding to the non-linear scale, which is indeed defined as the
scale at which perturbation theory breaks down. Since we are interested in computing correlation
functions for δ(k) 1 or equivalently k  kNL, this perturbation theory is manifestly convergent.
The effective theory differs from the so-called standard perturbation theory (SPT), and relatives
(see for example [3, 4] or [5]), by additional terms in the equations of motion for the overdensities
that parameterize relevant short-distance physics. Approximately, these can be thought of as
corrections to the fluid equations of motion in the form of speed of sound, viscosity, and stochastic
pressure.
In the EFT, higher-order corrections to correlation functions of observable quantities involve
convolution integrals. These are named loop integrals due to their diagrammatic depiction as
graphs with closed loops and whose vertices represent interactions. These integrals are performed
formally with a cutoff Λ on the maximum wavenumber in the convolution, and the additional
parameters introduced in the EFT have the role of canceling the cutoff dependence for physical
observables as well as introducing a finite Λ-independent contribution. This finite contribution
encapsulates relevant effects of the underlying microphysical UV theory. After this step, the theory
is said to be renormalized, and it is only at this point that the expansion in k/kNL is manifest [2].
All symmetries in the theory, including those potentially broken by a finite Λ, are restored in the
Λ→∞ limit. This limit is taken for all calculations performed in this paper.
The EFTofLSS was developed and applied to simulation data in [2], showing explicitly how
the additional terms of the EFT remove the cutoff dependence of the loops and how the theory
is renormalized. The EFT parameters arise as the decoupling of the microscopic UV physics,
which is integrated out. In practice, this formal integration is carried out either by measuring
the relevant parameters from observed data, or by extracting them from N -body simulations 1.
1The process of integrating out the UV physics cannot be done with known analytic techniques because the UV
physics is strongly non-linear. In the particle physics context, this is similar to what happens for the QCD Chiral
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Both approaches were developed in [2], where it was shown that the one-loop prediction of the
EFTofLSS is in agreement with the dark matter power spectrum to within a percent up to the
relatively high scale of k ∼ 0.24hMpc−1 2 at z = 0.
The solid theoretical setting, the remarkable agreement with observations, the improvement
with respect to other currently available techniques (see for example [5]), and the self-consistency of
the different methods of extracting the parameters of the EFT, give very strong evidence that the
EFT is the correct language to make theoretical predictions for Large Scale Structures (LSS).
This becomes even more evident when one tries to make predictions for other toy, ‘scaling’,
universes where the initial power spectrum follows a simple power law. In this setup, all techniques
other than the EFTofLSS are unable to make predictions, while the EFT can [6, 7]. By using
the renormalization techniques developed in [2], Ref. [7] has explicitly verified that indeed the
EFTofLSS is able to make predictions for the scaling universes.
From the perspective of the EFTofLSS, the previous approaches like SPT and relatives (see
for example [3, 4] or [5]) are missing important terms in the equations of motion. Once these
terms are included, perturbation theory may converge for much larger k than previously believed
possible. Given the huge importance of increasing the window of modes over which we can reliably
predict observables, and given the encouraging results of [2], we find ourselves well motivated to
perform calculations beyond one loop.
The order in k/kNL at which the various loops and counterterms contribute depends ultimately
on the cosmological parameters and the linear power spectrum P11 of the universe. By approxi-
mating it as a piecewise power law, we are able to reliably estimate the order of the contribution
for each k-mode. For modes in the range of interest, k ∼ 0.1 − 0.6 hMpc−1 , the leading contri-
bution after the one-loop term and the counterterm introduced in [2] is the two-loop term, with
no additional counterterms. In other words, up to two loops in the EFT we find that only one
parameter needs be measured: the one associated with the one-loop counterterm already discussed
and measured in [2].
We compute the two-loop power contribution using the recently developed IR-safe integrand
of [8], which allows us to compute the two-loop integrals with the necessary precision given finite
computational resources. As stressed in [8], this is particularly important because the leading (in
k/kNL) contribution at two loops is degenerate with the one-loop EFT parameter, and is there-
fore un-calculable, or, equivalently, uninteresting. One therefore needs to extract the subleading
contribution, which requires higher numerical precision.
Even though no additional counterterms are required at two-loop order, there are important
subtleties. First, the one-loop counterterm contributes to some relevant new tree level and one-
loop diagrams that must to be included to perform the two-loop calculation in a consistent way.
Second, there is a subtlety that concerns the two-loop diagrams. In the current universe,
Lagrangian, and it is to be contrasted with what happens for the standard Grand Unified Theories.
2We will see that in this paper the one-loop calculation will agree with the non-linear data up to k ∼
0.35hMpc−1 . This difference is due only to a difference in the numerical non-linear data that are used in [2]
and here. We take this as a further confirmation of the fact that it is very good to have as much analytical control
as possible, which is the point of the EFTofLSS.
4
k3P11 becomes quite flat above k ' 3 hMpc−1 , making loop integrals convergent in the UV,
and effectively acting as an artificial cutoff. We stress that this is an artificial cutoff because
wavenumbers of order 3 hMpc−1 are believed to be well inside the non-linear regime, where
perturbation theory, and therefore loop corrections, are not physically meaningful. The fact that
loop integrals are convergent or divergent in the UV should not make any qualitative difference
in the non-linear regime, the only difference being in the actual numerical value of some coupling
constant. This is what in quantum field theory is referred to as decoupling. However, this is a
property of all physics, and not just of quantum field theory 3. The presence of this artificial cutoff
at ∼ 3 hMpc−1 introduces some spurious cutoff dependence in our two-loop result that we must
remove with a two-loop contribution to the EFT parameter relevant to one loop. Conveniently,
this contribution can be determined simply by requiring that the two-loop contribution be minimal
in the k-range already well predicted by one loop. The fact that this requirement can be made
makes it very clear that this contribution to the coefficient of the counterterm is a spurious artifact
of the integration, and does not encapsulate any previously undetermined microphysics. Indeed,
this phenomenon is again familiar from the renormalization of coupling constants in quantum field
theory: when performing a two-loop calculation, the one-loop counterterm changes accordingly so
that the renormalized coupling constant does not change.
Third, there is an important conceptual point that we introduce in this paper. In deriving
any EFT, it is important to have a hierarchy of scales between the UV physics one is integrating
out and the long wavelength physics one is interested in describing. In the limit in which this
hierarchy of scales is very large, the EFT is local both in space and time. In the case in which the
UV theory is described by non-relativistic collisionless dark matter particles, as in our universe,
the situation is a bit peculiar. Since dark matter particles have travelled non-relativistically for
a finite amount of time, of order Hubble, the resulting travelled distance is of the order of the
non-linear scale. This creates an hierarchy of spatial scales: UV physics is relevant for scales of
the order of and shorter than the non-linear scale, while the EFT is valid at spatial distances
much longer than this. The EFT is therefore local in space. On the other hand, the typical
time scale of the non-linear modes is of order Hubble, which is the same time scale that controls
the long wavelength modes. This means that, upon integrating out the UV modes, the resulting
EFT is non-local in time: the counterterms, instead of being time-dependent numbers, are time-
dependent kernels to be multiplied by sources and integrated over time. This leaves us with quite
an unusual EFT, local in space, but non-local in time. This is not such a dramatic fact as it
appears at first. First, our knowledge of the UV theory allows us to infer that all counterterms
are proportional to roughly second derivatives of the gravitational Newtonian potential, a fact
that limits the number of possible counterterms. Second, in an iterative solution, the fact that
the linear solutions are k-independent allows us to parameterize our ignorance of the time-kernels
3A demystifying example from day-to-day life can help. It is familiar and quite intuitive that pressure waves
in various wooden tables will propagate qualitatively in the same way as each other, even as we note the different
types of wood the various tables might be made of. The molecular structure of the wood only affects a few constants
in the wave equations of motion, such as the velocity of propagation of the waves, the damping rate, etc., but not
the qualitative wave behavior. This is what goes under the name of decoupling.
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with just a few numbers, as we will describe in detail. The EFT becomes an effective fluid only
in the limit in which it is local in time, something that is not parametrically true. As we will find
out though, it turns out that the local-in-time approximation for the kernels seems to be a very
good numerical approximation.
The bottom line result of our paper is very simple to state: the EFTofLSS prediction at
two loops matches to percent accuracy the non-linear power spectrum up to k ∼ 0.6 hMpc−1 ,
with just one parameter dependent upon the microphysics. Given that Standard Perturbation
Theory stops converging at k ∼ 0.1 hMpc−1 , our results show that we can access a factor of
order 220 more dark matter quasi-linear modes than naively expected. This represents a fantastic
opportunity and a challenge for theorists and observers in the LSS community, as we explain in
the concluding discussion.
The bulk of the paper deals with explaining how this agreement between the EFTofLSS and
non-linear data is achieved. We will review in Sec. 2 the applicability of perturbation theory to
understanding the clustering of matter on large scales. In Sec. 3 we analyze the linear power
spectrum as a piecewise scaling universe to estimate the relevance of loop and counterterm cor-
rections. In Sec. 4 we carry out the two-loop calculation, present a refinement of the physical
meaning of the EFT parameters established in [1, 2] given the theory’s expected non-locality in
time, and compare the results of these calculations with simulated non-linear power spectra. In
Sec. 5 we present one-loop results for different observables: the momentum power spectrum and
the matter-momentum cross spectrum, both of which are related to the matter power spectrum.
We also discuss the velocity power spectrum. We close in Sec. 6 with a discussion of the results
and the challenge they pose to the LSS community. Namely, can the LSS community overcome the
technical and conceptual barriers to realizing the promise of such a potential reach into the UV?
2 Review of Perturbation Theory in LSS
In this section, we briefly review the perturbative approach to the clustering of matter on large
scales. We start from the assumption that dark matter is described by collisionless dark matter
particles described by a Boltzmann equation. By taking moments of the smoothed equation and
expectation values over the short modes, one obtains equations of motion for the long-wavelength
density and velocity fields, δl and vl respectively, sourced by an effective stress-energy tensor τ
ij,
which is just a function of the long-wavelength fields and that encodes the small-scale physics that
has been “integrated out” by the smoothing and averaging procedure. This gives a set of effective
equations of motion for the long-wavelength field that goes under the name of EFTofLSS [1, 2].
The effective stress-energy plays several important roles, and so it is vital that it be retained in the
equations of motion. Standard perturbation theory (SPT, [3]) is recovered in the limit in which
this effective stress tensor is neglected. This is however inconsistent as a matter of principle, as
can be shown for particular initial conditions for the universe where the initial power spectrum
is a simple power law [6, 7]. It is a quantitative question how much they are important for the
specific initial conditions that describe our universe. We will argue that they are quantitatively
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important in the current universe.
These equations are given by [2] as
∇2φl = 3
2
H20 Ωm
a30
a
δl , (1)
δ˙l = − 1
aρb
∂ipi
i
l ,
p˙iil + 4Hpi
i
l +
1
a
∂j
(
pijl pi
i
l
ρb(1 + δl)
)
+
1
a
ρb(1 + δl)∂
iφl = −1
a
∂jτ
ij ,
where φl is the gravitational potential sourced by the smoothed density, ˙ = d /dt, H = a˙/a, Ωm
is the present-day matter fraction, and a0 is the present-day scale factor. δl and pil represent the
matter overdensity and momentum fields.
These equations need to be solved with some initial conditions. Since in the universe non-
linearities grow with time, the initial conditions can be taken as linear:
〈δl(tin, ~k)δl(tin, ~k)〉 = (2pi)3δD(~k + ~k′)P11(tin, k) , (2)
pil,S(tin, k) = −a(tin) ρb(tin) δ˙l(tin, k) , piil,V(tin, k) = 0 ,
where all higher correlation functions are taken to vanish. Here we have defined pil,S ≡ ∂ipiil and
piil,V = 
ijk∂j(pil)k, and P11(tin, k) is the linearly evolved dark matter power spectrum, evaluated at
the initial time (tin). Truly, at the initial time the higher order correlation functions do not vanish.
These are of two kinds: those coming from Inflation, and those coming from the non-linearities
of general relativity and of plasma physics. The ones from Inflation are already sufficiently con-
strained that they are negligible for the power spectrum on which we are focussed in this paper.
They can be trivially included in the calculation, but they are not relevant for the scope of this
paper, which is to establish the predictivity of the EFTofLSS. The initial higher correlation func-
tions associated with the non-linearities of the equations of motion give a contribution that is
suppressed with respect to the ones that we include and that originate from the subsequent evo-
lution by a factor of D(tin)
2/D(tfinal)
2, where D is the linear growth factor (see [9] for an early
study of how this affects the 3-point function of dark matter). By choosing the initial time early
enough, say redshift z = 500, we can make these sufficiently negligible.
As described in [2], the overdensity δl and the momentum pil are the natural quantities that
appear in the long wavelength theory after we integrate out the short modes and have finite
correlation functions. However, one might notice an inconvenient fact in the above equations. By
Taylor expanding the term of the form ∂i
(
piilpi
j
l
1+δl
)
, we obtain interaction terms with an arbitrarily
high number of fluctuations. As it will become obvious later when we explain perturbation theory
within the EFTofLSS, this implies that at each higher order, new vertices need to be included.
This nuisance can be largely avoided by performing the following change of variables in the
above equations. We can define a new variable called velocity ~vl as
vil(~x, t) =
piil(~x, t)
ρl(~x, t)
. (3)
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In terms of this new variable, the above equations read:
∇2φl = 3
2
H20 Ωm
a30
a
δl , (4)
δ˙l = −1
a
∂i
(
[1 + δl]v
i
l
)
,
v˙il +Hv
i
l +
1
a
vjl ∂jv
i
l +
1
a
∂iφl = −1
a
· (∂τ)ρl i
with the initial conditions properly adjusted from (2), and where we have defined the operator
(∂τ)ρl
i ≡ 1
ρl
· ∂jτ ij , (5)
which is obtained by dividing at the same spatial location the short distance stress tensor with
the long-wavelength density. (∂τ)ρl can be thought of a sort of divergence of short-distance stress
tensor per unit density. When it is clear from the context, for brevity’s sake, we will sometimes
refer to this as the short distance stress tensor, though strictly speaking τij and (∂τ)ρl
i are different
objects.
Ignoring the term proportional to (∂τ)ρl , now the equations involve at most terms cubic in the
fluctuations. As we explain later, this implies that the only new vertices that must be included
when performing higher order calculations in the EFTofLSS are generated by the operator (∂τ)ρl ,
which is a relevant simplification for computational porpuses.
Notice however that this simplification does not come for free. The velocity field ~vl as defined
in (3) is not a physical (or renormalized) field. In the language familiar from quantum field theory,
we can say that ~vl is the bare velocity, to be distinguished from the renormalized velocity that we
introduce next. This definition should be understood perturbatively by Taylor expanding in δl the
factor 1/ρl. In doing so, we realize that the definition of ~vl involves products of the long wavelength
fields δl and ~pil at the same location. This makes ~vl a composite, or contact, operator. This is a
definition that is sensitive to the short distance physics 4, and therefore it requires counterterms
to make the UV contribution irrelevant to the correlations involving ~vl. We can therefore define
a renormalized velocity field vil,R schematically as
vil,R(~x, t) = v
i
l(~x, t)−
∫
da′
a′H′ Kv(a, a
′) ∂iδ(a′, ~xfl) + . . . , (7)
where Kv is a free function dubbed counterterm, and where . . . represents higher derivative terms
(the notation will be precisely explained in Sec. 4.1). In the absence of counterterms, correlation
4For example, we could have defined a different v˜il by translating ρ(~x, t) by a tiny amount:
vil(~x, t) =
piil(~x, t)
ρl(~x+ δ~x, t)
. (6)
If δ~x is much shorter than the distances we care about, v˜il should be as good a definition as v
i
l .
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functions of ~vl receive uncontrolled and possible even infinitely large contributions from short
distance physics. Kv and the possible higher derivative additional counterterms have the role of
removing this UV dependence in ~vl, so that correlation functions of ~vl,R are finite and receive
contributions only from modes up to the order of the external wavenumber 5.
From now on we drop the subscript l from the fluctuations, as all our expressions will just
apply to the long-wavelength fields. It is convenient to work with the divergence and curl of the
velocity, defined as θ ≡ ∂ivi and ωi ≡ ijk∂jvk, and to decompose v as
vi = ∂
i
∂2
θ − ijk ∂j
∂2
ωk . (9)
The equations (4) can then be written as
aHδ′ + θ = −δ θ +
[
− ∂i
∂2
θ + ijk
∂j
∂2
ωk
]
∂iδ ,
aHθ′ +Hθ + 3
2
H20 Ωm
a30
a
δ = −
[
∂i
∂j
∂2
θ − jkm∂i ∂k∂2ωm
] [
∂j
∂i
∂2
θ − ikm∂j ∂k∂2ωm
]
+
[
− ∂i
∂2
θ + ijk
∂j
∂2
ωk
]
∂iθ − ∂i (∂τ)ρl i ,
aHω′i +Hωi = ijk∂j
(
kmnvmωn
)− ijk∂j(∂τ)ρlk . (10)
The prime represents a derivative with respect to the scale factor a: ′ = d /da. The linear
solution for ωi decays with time like a
−1, so the initial vorticity will steadily decrease with time
at this order, allowing ωi to be be dominated by whatever is sourced by the non-linear evolution.
Note that in the absence of the stress tensor of the EFTofLSS, the vorticity is not generated at
non-linear level. The leading source of the vorticity must come therefore from (∂τ)ρl [1, 2]. Later
in Sec. 5 we will show that such generation of vorticity is negligible at the order at which we are
working. This allows us to set ωi = 0 for the rest of our calculations.
5One potentially confusing point of using the bare velocity instead of the renormalized velocity is that while
non-linear corrections for ~vl,R are small, this does not need to be the case for ~vl. For example, in a universe where
the power spectrum is of the form P11 ∼ kn/kn+3NL , one obtains schematically:
〈vl(tin,~k) vl(tin,~k)〉non-linear ∼ (2pi)3δD(~k + ~k′) k
2
k3NL
(
Λ
kNL
)2n+1
D(tin)
4
D(tfinal)4
. (8)
where Λ is the cutoff of the convolution integrals. The reason why this expression depends on Λ is the fact that
~vl is the bare, and not the renormalized, velocity field. If the cutoff were to be very large, then the non-linear
correction could be very large and one could question why, as we do next, we can solve these equations and compute
correlation functions of δl, in an iterative expansion in small δl and ~vl. The reason why this is allowed can be
expressed in a couple of different ways. On one hand, we could work directly with ~vl,R, for which, by definition,
all correlation functions are small and the applicability of the Taylor expansion is manifest. Since working with
~vl,R amounts to working by Taylor expanding also in ~vl at the same order, the two procedures agree for correlation
functions of δ, which is the target of this paper. This procedure is shown in detail in Appendix D, after we have
setup the relevant notation. Another way to justify the Taylor expansion in ~vl is to notice that the non-linear
corrections are small for small Λ. Since the final result for δ is Λ-independent, this means that the result can be
extended to arbitrary large cutoff without needing any further correction.
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The equations in (10) then simplify to the following form in Fourier space:
aHδ(a,~k)′ + θ(a,~k) = −
∫
d3q
(2pi)3
α(~q,~k − ~q) δ(a,~k − ~q)θ(a, ~q) , (11)
aHθ(a,~k)′ +Hθ(a,~k) + 3
2
H20 Ωm
a30
a
δ(a,~k) = −
∫
d3q
(2pi)3
β(~q,~k − ~q) θ(~k − ~q)θ(~q)− i ki (∂τ)ρl i(~k) ,
where
α(~k, ~q) =
(
~k + ~q
)
· ~k
k2
, β(~k, ~q) =
(
~k + ~q
)2
~k · ~q
2q2k2
. (12)
These equations are then solved perturbatively around the linear solutions for δ(a,~k) and
θ(a,~k), with the nth-order solutions δ(n) and θ(n) expressible in terms of integrals over the linear
solutions. Typically, the goal is to obtain expressions for different correlation functions of δ and θ,
and these are straightforwardly obtained from the above solutions. Beyond the linear level, these
will involve integrations over momenta, which are analogous to loop corrections in quantum field
theory and are used to organize calculations of correlation functions.
For example, in the absence of τ ij (i.e. in SPT), the matter power spectrum P (k), defined by
〈δ(a,~k)δ(a,~k′)〉 = (2pi)3δD(~k + ~k′)P (k) (13)
is written as
P (k) = P11(k)︸ ︷︷ ︸
linear
+P13(k) + P22(k)︸ ︷︷ ︸
one-loop corrections
+P51(k) + P42(k) + P
(I)
33 (k) + P
(II)
33 (k)︸ ︷︷ ︸
two-loop corrections
+ · · · , (14)
where the time-dependence has been dropped for simplicity. The linear solution P11 is obtained
separately by evolving the primordial spectrum of perturbations through cosmological time, as
done by Boltzmann codes such as CAMB [10]. The one- and two-loop SPT formulas are summa-
rized in Ref. [8], and also here in Appendix B. The EFTofLSS yields additional terms, which we
will describe below.
Finally, as proven in [11, 12], in equal-time matter correlation functions, all IR divergences
must cancel when we sum together all contributing diagrams, provided that the linear matter
power spectrum P11 grows in the IR more slowly than k
n with n > −3 (see [13, 14] for a recent
discussion). To make these cancelations explicit, we will re-organize the terms in (14), as described
in [8].
3 Dimensional Analysis for the Real Universe
We here describe in detail, following [2, 7, 8], how we expect perturbation theory in the EFTofLSS
to be organized when applied to the real universe.
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When we compute loop corrections to the power spectrum for a given external wavenumber k,
we integrate over internal momenta, qi. If one computes the diagrams with an ultraviolet (UV)
cutoff, Λ, and infrared (IR) cutoff, kmin, each one is guaranteed to be finite. However, numerically
one will find that each term in the loop expansion is roughly of the same order and therefore it
does not appear to be an expansion in a small parameter.
At first sight, this lack of convergence would seem to undermine the very notion of a per-
turbation theory. One reason that higher loop corrections are not small is that they receive
contributions from momenta much larger than the external momentum, k  qi. Nevertheless,
even if the loop is divergent as Λ → ∞, it does not mean that perturbation theory is breaking
down. We can simply apply the procedure that is familiar in quantum field theory: we regularize
the loops, for example by cutting off the momentum integrals, and add suitable counterterms to
remove the cutoff dependence. The counterterms can be very large, even infinite. What counts
for perturbation theory to be well defined is that the sum of loop and counterterms gives a small
overall correction.
In the case of the EFTofLSS, the first counterterms we must add are associated with the
Laplacian of the gravitational potential Φ. In the case the response of the short modes to the
long mode was local in time, this would reduce to usual terms of speed of sound and viscosity
present in imperfect fluids. One chooses these coefficients to cancel the contribution from loop
integrals at large momenta. After performing this procedure, renomalization, we are left only with
the contribution from loop momenta of the same order as the external momenta. By dimensional
analysis, this scales as some power of k/kNL that grows with the number of loops. Renormalization
therefore ensures that as we increase the loop order, the Λ-independent piece that remains is
suppressed by powers of k/kNL relative to the previous loops.
In addition to cancelling divergences, these counterterms may also give a finite contribution
at a given order in k/kNL. These terms arise from physics on scales of order kNL and smaller that
we have “integrated out.” Specifically, these terms give corrections that account for the fact that
dark matter is not a pressureless fluid on small scales. As a result, these coefficients are sensitive
to the details of the dark matter on short distances and must be measured from simulations 6.
The number of such terms we must include will depend on the order in k/kNL of the computation.
A second reason for large loop integrals could be contributions from modes much longer that
the external momentum: qi  k. Some quantities, called IR-safe, remain finite loop order by
loop order as kmin → 0 when the matter power spectrum does not grow in the IR faster than k−3.
For IR-safe quantities there is no issue in principle 7. One such example is the equal-time matter
power spectrum.
Other quantities may not strictly be IR-safe, and associated large IR contributions represent
6A peculiarity related to systems that virialize at short distances is that modes much shorter than the virializa-
tion scale do not contribute to renormalize the finite counterterms [1]. The usual statement of decoupling of short
modes in EFT is that short distance physics contributes only to renormalizing some higher derivative terms. For
virialized systems, we have a non-renormalization theorem, which is a stronger statement: modes shorter than the
virialization scale do not only decouple, but they do not even renormalize the higher derivative terms.
7In practice, it can be important to make manifest the IR-safety at the integrand-level [8, 17]
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real physical effects that must be considered. In some cases, it may be sufficient to resum the
contributions of IR modes from all loop orders. Such dynamics should be well described by the
perfect fluid equations, and several techniques have been developed to do this (see for example [4,
15, 16, 17] 8)
3.1 The Real Universe as a Scaling Universe
Performing perturbative calculations for the real universe is complicated by the fact that the linear
power spectrum, P11(k), has non-trivial k dependence that does not permit an analytic treatment.
Fortunately, for the equal-time matter power spectrum at given k, we know that the contribution
from IR modes qi  k must cancel between diagrams. In addition, the contributions from UV
modes, qi  k, are degenerate with counterterms and can be “integrated out”. As a result, to
understand the structure of the perturbative expansion, we need only understand the behavior of
P11(k) in the vicinity of the k of interest.
It is easiest to illustrate the power of the EFTofLSS in the context of a scaling universe [7, 8]
where
P11(k) = (2pi)
3 1
k3NL
(
k
kNL
)n
. (15)
The advantage of such scaling universes is that their behavior at a given loop order can be
determined by dimensional analysis and symmetries. As we will show in the next subsection, for
a given loop order L, the result scales as (k/kNL)
(3+n)LP11. Therefore, given kNL and n, each order
in perturbation theory can be estimated reliably.
In order to gain intuition for the calculation in the real universe, it is useful to approximate
the linear power spectrum by a sequence of power laws. This approximation will miss important
oscillationary features that are present in the matter power spectrum, the Baryon Acoustic Oscil-
lation, but it should be a good approximation to estimate the size of the various contributions. As
our primary interest is pushing k towards the non-linear scale at z ∼ 0, we are interested in the
behavior in the range k ∼ 0.1− 1hMpc−1. By fitting power laws to the linear power spectrum of
the real universe, we find that a useful approximation is
P11(k) = (2pi)
3

1
k3NL
(
k
kNL
)−2.1
for k > ktr ,
1
k˜3NL
(
k
k˜NL
)−1.7
for k < ktr ,
(16)
where k˜NL = (k
0.9
NLk
0.4
tr )
1/1.3 and ktr is the transition scale between the two different power-law
behaviors. The results of the fit are shown in Fig. 1 with the fit parameters
kNL = 4.6hMpc
−1 ktr = 0.25hMpc−1 k˜NL = 1.8hMpc−1 . (17)
8These resummations should not be confused with the breaking of the fluid equations in the UV and with the
necessity of introducing counterterms, as in the EFTofLSS. The resummations apply to IR modes which are well
described by the standard perturbative treatment.
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Figure 1: Describing the linear power spectrum. We compare the linear power spectrum P11
(black) and two fit scaling descriptions, Pfit ∼
(
k
kNL
)n
, with n ≈ −1.70 using kNL ≈ 1.80hMpc−1 (dashed,
red), and n ≈ −2.12 using kNL ≈ 4.64hMpc−1 (solid, blue). The left plot is shown as a ratio to P11 while
the right shows the absolute values on a log scale. We see that a piecewise scaling description using both
scales could be a useful approximation for power counting estimates.
The appearance 9 of such high scales suggests that the perturbative expansion may be reliable
well beyond k ∼ 0.1hMpc−1.
The rest of this section will be devoted to understanding the size of corrections in the real
universe given the parameters from the above fit. For the purpose of understanding the scaling of
perturbations (Sec. 3.2), we will consider the scaling n = −3/2 to gain intuition. However, when
it comes to making estimates for the real universe (Sec. 3.4), we will focus on n = −2.1 for two
reasons 10. First, from the fit in Fig. 1, we see that n = −2.1 provides an extremely good fit to
P11 from k = 0.3hMpc
−1 to k = 0.7hMpc−1 . Second, we will find that higher order corrections
are expected to become important around k = 0.5hMpc−1 , which is well inside the n = −2.1
scaling regime.
9Our kNL values are large due to the normalization of the power spectrum by (2pi)
3, rather than the more
conventional 2pi2. This normalization is motivated by the loop counting in the next subsection and by explicit
calculations, like those in Appendix A.
10For some purposes, we could use n = −2 to estimate the k/kNL scaling. However, the best fit value of kNL
depends sensitively on n. For example, the fit holding n = −2 fixed gives kNL ∼ 3.5hMpc−1 . The difference
between n = −2.1 and n = −2 is magnified when we raise kNL to large powers.
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3.2 EFTofLSS in the Scaling Universe
Let us consider the contributions to the power spectrum from loop momenta satisfying qi  k.
Depending on the slope of the power spectrum n around a certain wave number, any given loop
integral will be either UV convergent or UV divergent. If we take a diagram where L represents the
number of loops, I the number of internal lines, and V the number of vertices touching loops 11,
then the naive degree of divergence D is given [18] by
D = 3L+ nI − V . (18)
This formula is easy to understand. The factor of 3L counts the contribution from the phase space
integrals. The factor of nI accounts for the contribution of the factors of linear power spectra.
Finally, the factor of V comes from a decoupling property of the vertices that goes to zero at least
as one inverse power of an internal momenta at high internal momenta. Depending on possible
additional cancellations, the actual degree of divergence of a diagram can be actually less than D.
Only for n ≤ −3 are loops guaranteed to never diverge in the UV [18]. This is so because there is
clearly one internal line for each loop, and so D ≤ −V < 0 12. To describe the true universe, it is
essential to include counterterms in the fluid equations, and renormalize the theory. This is what
the EFTofLSS is all about.
Before proceeding to the general case, let us study the special case of n = −3/2. In this case,
Eq. (18) tells us that the two-loop diagram P51 is UV divergent, while the other two-loop diagrams
are UV convergent. If we regularize it with a cutoff Λ, dimensional analysis allows us to conclude
that, after integration, P I2-loop will take the form
P I2-loop = (2pi)
[
cΛ0
(
Λ
kNL
)2(
k
kNL
)1
P11 + c
Λ
1
(
Λ
kNL
)1(
k
kNL
)2
P11
+cΛ2 log
(
k
Λ
)(
k
kNL
)3
P11 + c
finite
1
(
k
kNL
)3
P11
+c
1/Λ
1
(
k
Λ
)1(
k
kNL
)3
P11 + subleading finite terms in
k
Λ
]
. (19)
11 Note that this description does not directly apply to the diagrams in Fig. 2, which are drawn in a slightly
different way. In the above Eq. (18), each vertex is attached to one side of a correlation function. This leads to
the various SPT vertices having different kernels and different number of legs. In the way we plot in Fig. 2, each
SPT vertex is only a cubic vertex, and each line is either a correlation function or a Green’s function. The two
descriptions are simply related.
12 In the current universe, at high enough wave numbers, k & 3hMpc−1, the power spectrum approaches n = −3.
However, this happens at such high wave numbers that the description of dark matter particles as a generalized
fluid no longer applies, not to mention the validity of perturbation theory. This is why, even though loops in SPT
for the true-universe P11 are formally convergent, SPT does not converge to the true-universe answer. Instead,
SPT converges to the resummation of the series of the perfect fluid diagrams. This is not the non-linear solution
for the perfect fluid equations, as non-perturbative effects are being neglected; it is furthermore not the solution
for the true universe, as dark matter particles do not constitute a perfect fluid.
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where all the coefficients c...... are expected to be numbers of order one. In the above formula,
we have used the fact that the diagrams P I42 and P
I
33 are not divergent for n = −3/2, so the
divergent terms come only from P I51 and are therefore proportional to P11. The finite parts from
P I42 and P
I
33 are not proportional to P11, but have the same scaling in terms of k and kNL as
the term proportional to cfinite1 , so we have expressed it in that way for simplicity. Here the
superscript I of P I... (to be distinguished from the “(I)” and “(II)” superscripts of P33, which
denote two separate diagrams) refers to “irreducible” diagrams, which means that they do not
reduce to combinations of lower order diagrams. Roughly speaking, this means that all but one
of the loop integrations are nested and are not independent. Only one azimuthal angular integral
is independent, explaining the overall factor of (2pi) in (19). We will consider the “reducible”
diagrams13 in the next subsection.
Each of the Λ dependent terms above needs to have a counterterm that cancels the Λ depen-
dence. For example, the second term proportional to cΛ1 can be cancelled by the counterterm
P2-loop counter = (2pi)c
Λ
counter
(
Λ
kNL
)(
k
kNL
)2
P11 , (20)
which comes from the leading order response of the effective stress tensor to a long mode: τij ⊃
δijc
2
sδ
14. Notice that we multiplied by a factor of (2pi) in order to make the scaling match P I2-loop
with cΛcounter = O(1). By taking
cΛcounter = −cΛ1 + δccounter
(
kNL
Λ
)
, (21)
with cΛ1 and δccounter being Λ-independent, c
Λ
1 can cancel the UV divergence while δccounter gives
a finite contribution. The first and third terms in (19), proportional to cΛ0 and c
Λ
2 respectively,
cannot be cancelled by any counterterm available in the EFTofLSS, as such terms would violate
the combination of rotation invariance and locality, which requires analyticity in Fourier space. It
can be verified numerically that cΛ0 = c
Λ
2 = 0, as required [8].
By taking Λ sufficiently large, we can neglect the terms that depend on Λ in a vanishing way
as Λ→∞. Therefore, we have
P I2-loop + P2-loop counter = (2pi)δccounter
(
k
kNL
)2
P11 + (2pi)c
finite
1
(
k
kNL
)3
P11 (22)
We see that even though P51 is arbitrarily large, the sum of P51 and its counterterm is finite. The
divergent term in P51 is reabsorbed by the counterterm, and so we identify it with the contribution
of the counterterm. Notice that this part is degenerate with the counterterm, and there is no way
13Here irreducible is not the same as one-particle irreducible (1PI). Specifically, all non-1PI diagrams are re-
ducible, by our definition, but some 1PI diagrams are also reducible.
14This counterterm can be written as the usual speed of sound only in the limit in which the response time of
the short distance physics to the long wavelength fluctuations is very short. As explained later, this difference is
irrelevant if the counterterm is evaluated at tree level.
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to physically distinguish these two contributions. However, the part of P I2-loop proportional to
cfinite1 is not degenerate with a counterterm, and is therefore important to calculate. Computing
this term is indeed the only reason why we need to compute the full loop. Following the standard
jargon of EFT in particle physics, we can call it the “calculable,” or “finite,” part of P2-loop:
P I2-loop finite = (2pi)c
finite
1
(
k
kNL
)3
P11 (23)
What we have just done is what in the context of particle physics is usually called regularization
(for us putting a cutoff to the diagrams), and renormalization (for us adding a counterterm and
taking Λ → ∞). The most important point here is that the finite, or calculable, contribution of
the two-loop diagram scales as (k/kNL)
3/2 and is smaller than the tree and one-loop contributions
when k  kNL.
One can repeat the exact same logic for general n to determine both the divergent contributions
and the remaining finite terms. Specifically, the divergences are given by
P IL-loop diverg. = (2pi)
4cL-loop diverg.
1
k3NL
(
Λ
kNL
)(3+n)L−2(
k
kNL
)2(
k
kNL
)n
+ subleading divergences
+(2pi)4cL-loop diverg.,stoch.
1
k3NL
(
Λ
kNL
)(3+n)(L+1)−7(
k
kNL
)4
+ subleading divergences .
(24)
The terms in the first line are associated with the UV-divergences of diagrams similar to the one
we have discussed so far, such as P13 or P51, and they are reabsorbed by counterterms originating
from the response of the the UV stress tensor to the long wavelength fluctuations τ ∼ c2sδ+. . .. The
terms in the second line come from higher-loop contributions analogous to P22. For high enough
n or L, they also diverge, and the counterterms absorbing their divergences are the stochastic
terms of the stress tensor: 〈τij(~k)τlm(~k′)〉 ∼ δD(~k + ~k′)(c2s)2ρ2b [1 + terms higher order in k/kNL],
which enters the equations of motion multiplied by four powers of k/kNL. The fact that this
counterterm starts contributing at order (k/kNL)
4 is due to the fact that the correlation of the
stress tensor of the UV modes is expected to be Poisson-like distributed [2]. For canceling higher
order divergences, these kinds of counterterms might mix, i.e. one could consider the response of
the stochastic term to a long wavelength mode. The finite contribution at a given loop order is
instead given by
P IL-loop finite = (2pi)
4cL-loop finite
1
k3NL
(
k
kNL
)(3+n)L(
k
kNL
)n
+ subleading in
k
kNL
. (25)
All the terms that depend on Λ, including PL-loop diverg., can be removed by adding counterterms
in the equations of motion of δ. As in the above example, the leading divergence can always be
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removed by including the appropriate counterterm (e.g. τ ij ⊃ δijc2sδ). In this sense, the only
meaningful term is PL-loop finite.
A new counterterm is required for any coefficient that depends on Λ. By reversing this logic,
we can then determine the possible Λ-dependence of a given order in SPT by comparing to the
available counterterms. The scaling of the counterterms is determined both by the number of
loops at which they are evaluated, L, and the derivatives of the counterterm, 2M , where M is a
positive integer. Therefore, the general scaling of the finite contribution of a given counterterm is
given by
P IL,M = (2pi)
4cfinite countertermL,M
1
k3NL
(
k
kNL
)(3+n)L(
k
kNL
)2M (
k
kNL
)n
. (26)
It should be emphasized that, because M ≥ 1, the expansions in (25) and (26) are not the same
(for general n). This is the origin of the predictive power of the EFTofLSS: terms (25) that do not
arise in (26) cannot be altered by short distance physics and are uniquely predicted by the EFT.
On the other hand, the coefficients appearing in (26) encapsulate relevant microphysics from the
underlying UV theory and must always be measured from non-linear data, as their values are not
predicted by the EFT.
3.3 Reducible Diagrams
In the previous section, we focused on the irreducible contributions at a given loop order. These
are associated with diagrams that cannot be reduced to combinations of lower loop diagrams. In
our way of organizing perturbative calculations, we do not compute just irreducible diagrams, but
rather all diagrams at a given loop order. At two loops there are important reducible diagrams.
Because the loop integrals of reducible diagrams can be independent, these contributions scale as
PR2-loop finite ∼ (2pi)2
[(
k
kNL
)(3+n)2
P11(k) + . . .
]
. (27)
These terms are enhanced relative to the diagrams by a factor of (2pi), due the the additional
trivial integration. Some examples of such diagrams are shown in Fig. 2.
Because of the extra factors of (2pi), one might worry that as we compute higher loop dia-
grams such contributions overwhelm the irreducible contributions. If true, it would suggest that
perturbation theory breaks down at k ∼ kNL/(2pi)1/(3+n)  kNL. The diagrams with the most
independent angular integrals are simply products of one-loop integrals, as shown in Fig. 2. How-
ever, every loop level L is combinatorially suppressed relative to linear due to time dependence,
and these diagrams are further combinatorially suppressed relative to other contributions at that
loop level due to the relatively small number of contractions that can conspire to generate these
isolated loop-diagrams. It is these combinatorial factors which ensure that such contributions are
negligible at high L protecting our perturbation theory to k ∼ kNL.
Another feature of having independent loop integrals is that a given diagram may be more
divergent that the naive estimate made in (18). The reason is that there can be sub-diagrams
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Figure 2: Examples of reducible two-loop diagrams. The upper diagram is included in P51 and
is 1PI. The lower diagram is included in P33 and is not 1PI.
that are divergent on their own, where (18) assumed all the loop momenta diverge simultaneously.
These divergences are associated with the divergences of the lower loop diagrams. As a result, the
Λ dependence must be canceled by the same counterterm that was introduced at that loop order.
No new counterterm is required.
By applying the logic in reverse, we see that when a counterterm is introduced at one loop it
will also contribute at two loops like a reducible diagram. We must therefore be careful to keep the
one-loop counterterms explicit in higher loop calculations if they are relevant. The enhancement
by factors of 2pi holds both for the reducible diagrams and the associated lower loop counterterms.
This feature will be crucial for understanding the real universe at two loops.
For the real universe, there are two lessons from the reducible diagrams. First, at low loop
order, the reducible diagrams may be larger than the irreducible ones. Second, counterterms
introduced at lower orders in perturbation theory might have to be included, with the same
coefficient, at higher orders to account for the contributions from reducible diagrams.
3.4 Estimating Corrections in the Real Universe
In the previous subsections, we showed how to estimate the size of different contributions to the
matter power spectrum in a scaling universe. Since we will be calculating up to two loops, we
need only consider the terms that are larger than the largest three-loop terms we are intentionally
neglecting. To estimate the size of various terms, we will use the approximate scaling universe
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behavior from Sec. 3.1:
P11(k) ∼ (2pi)
3
k0.9NLk
2.1
, kNL ∼ 4.6hMpc−1 . (28)
The first thing we would like to estimate is where the one and two-loop contributions become
important. At one loop this is straightforward because there is no subtlety regarding reducible
diagrams and we find
P1-loop finite
P11
∼
(
k
0.6hMpc−1
)0.9
. (29)
The above expression holds for k > ktr ∼ 0.25hMpc−1 and shows that at k = ktr, we have
P1-loop
P11
∼ 0.5. At two loops, the leading contribution is from reducible diagrams which scale
roughly as
PR2-loop ∼ α(2pi)2
(
k
kNL
)1.8
P11 , (30)
where
α ≡ P
finite
13
P finite1-loop
. (31)
The α-dependence is estimated using the fact that the reducible diagrams go as as products of P13
integrals, yet we find it convenient to compare with P1-loop = (P13 +P22) scaling. If P
finite
13 ∼ P finite22 ,
it would be reasonable to take α ∼ 1/2.
Because P11 ∼ P1-loop for k > ktr we should consider the correction to the total one-loop power
spectrum
PR2-loop finite
P11 + P1-loop finite
|k=ktr ∼ 0.14α . (32)
Therefore, for k ' ktr, we expect that two-loop diagrams are roughly a 10 percent correction to
the power spectrum and are a larger correction for k > ktr.
There are a number of counterterms that could also be relevant at the scales of interest. Since
we will not be including any three-loop diagrams, we should only include any counterterms that
contribute more than P3-loop in the range of interest. First we must determine the largest k at
which we can ignore the contributions from
P I3-loop finite ∼ (2pi)
(
k
kNL
)2.7
P11(k) and P
R
3-loop finite ∼ 2
1
2
P13P
I
2-loop
P11
∼ α(2pi)P I3-loop finite . (33)
For α > (2pi)−1, PR3-loop > P
I
3-loop. We will assume this is the case and use P
R
3-loop for our estimates.
By definition, P finite3-loop < P
finite
2-loop for k < kNL. However, this is not a sufficient condition to ensure
that P3-loop is a negligible correction. Instead, we should compare to Pnon-linear ∼ P11 +P1-loop finite +
2(2pi)c2s(1)(k/kNL)
2P11 + P
R
2-loop finite to find
PR3-loop finite
Pnon-linear
|k=0.4hMpc−1 ∼ α 0.02 ,
PR3-loop finite
Pnon-linear
|k=0.5hMpc−1 ∼ α 0.03 . (34)
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In order to obtain these estimates, we have used the value of c2s(1) ∼ 5.5 that we obtain after
fitting the non-linear power spectrum at one loop (see next section). This is consistent, as we are
estimating higher order contributions and therefore we should use all what we know from lower
orders. We conclude from these estimates that we should include any terms which are > 3 percent
corrections for k . 0.4− 0.5hMpc−1 .
Additional counterterms that we could potentially include have the following scaling:
Pcounter ∼ (2pi)c2s(1)
k2
k2NL
(2P11(k) + 2P
finite
1-loop(k)) + (2pic
2
s(1))
2 k
4
k4NL
P11(k) + 2(2pi)c
2
s(2)
k2
k2NL
P11(k) +
(2pi)c2s(1)
k2
k2NL
P finite2-loop(k) + 2κ
k2
k2NL
P finite1-loop(k) + 2(2pi)λ
k4
k4NL
P11(k) + . . . . (35)
Here k2P finite1-loop and k
2P finite2-loop schematically represent the scaling of the counterterms evaluated at
higher loops, but the detailed form will be different. We will perform the detailed calculations
in the next section. We have also introduced κ ∼ λ ∼ O(1) which are new counterterms that
would need to be fit to the non-linear data. The factors of 2pi associated with c2s(2), κ and λ
are determined by the irreducible diagram to which they are associated. Since both are new
counterterms at two loops, they must have the same scaling as P I2-loop, rather than P
R
2-loop.
Comparing these terms to PR3-loop, using c
2
s(1) = 5.5 found in the next section, we have
α
4pic2s(1)
k2
k2NL
P1-loop finite(k)
PR3-loop finite
∼
(
k
3× 10−5 hMpc−1
)0.2
∼ 6.8
(
k
0.5hMpc−1
)0.2
(36)
α
(2pic2s(1))
2 k4
k4NL
P11(k)
PR3-loop finite
∼
(
k
0.35hMpc−1
)1.3
∼ 1.5
(
k
0.5hMpc−1
)1.3
(37)
α
4pic2s(1)
k2
k2NL
P2-loop finite(k)
PR3-loop finite
∼
(
k
0.53hMpc−1
)1.1
∼ 0.92
(
k
0.5hMpc−1
)1.1
(38)
α
2κ k
2
k2NL
P1-loop finite
PR3-loop finite
∼ κ
(
k
1600hMpc−1
)0.2
∼ 0.20κ
(
k
0.5hMpc−1
)0.2
(39)
α
4piλ k
4
k4NL
P11(k)
PR3-loop finite
∼ λ
(
k
11hMpc−1
)1.3
∼ 0.018λ
(
k
0.5hMpc−1
)1.3
. (40)
We see that we should include the first two terms on the list, in addition to 2(2pi)(c2s(1)+c
2
s(2))
k2
k2NL
P11.
Comparing these to PR2-loop we have
α
4pic2s(1)
k2
k2NL
P1-loop finite(k)
PR2-loop finite
∼
(
k
0.53hMpc−1
)1.1
∼ 0.92
(
k
0.5hMpc−1
)1.1
(41)
α
(2pic2s(1))
2 k4
k4NL
P11(k)
PR2-loop finite
∼
(
k
1hMpc−1
)2.2
∼ 0.21
(
k
0.5hMpc−1
)2.2
. (42)
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Including only these counterterms, we should expect agreement to with a few percent up to
k ∼ 0.5hMpc−1 (depending somewhat on how small we can take α).
3.5 Summary of Estimates for Scaling Universes
In this section, we have modelled the linear power spectrum of the real universe as a piecewise-
scaling power spectrum. The goal was to use our knowledge of the scaling universe to separate the
physical contributions at each loop order from those degenerate with corrections to the generalised
fluid equations of motion. This procedure of renormalization is crucial for achieving a convergent
perturbative expansion and for understanding the predictive power of the EFTofLSS.
In the process, we obtained estimates for the range of k where two-loop effects become im-
portant and where three-loop corrections become necessary. These estimates suggest that the
two-loop EFTofLSS is potentially reliable up to k ∼ 0.5h Mpc−1. In order to achieve such ac-
curacy, we will need to adjust the counterterm that scales as (k/kNL)
2P11(k) and introduce the
previously determined counterterms that scale as (k/kNL)
2P1-loop(k) and (k/kNL)
4P11.
4 The Matter Power Spectrum at Two Loops
Now that we have understood the scaling behavior of the SPT diagrams and the behavior of the
counterterms up to three loops, we are prepared to calculate the two-loop contribution to the
matter power spectrum at z = 0 as calculated in the EFTofLSS. The basic strategy we will follow
is to determine the parameters of the EFT by fitting to a non-linear power spectrum obtained
from N -body simulations.
Based on the piecewise scaling model for P11(k), we established several results that will be
crucial to the analysis in this section:
• The tree-level counterterm, proportional to c2s(1), that is determined by the one-loop power
spectrum, must be included in one-loop diagrams. These terms are comparable to the
reducible two-loop diagrams.
• We are required to adjust the coefficient of the tree level counterterm from c2s(1) to c2s(1)+c2s(2),
in order to cancel the leading divergence at two loops.
• In principle, we can determine c2s(2) without fitting to the non-linear data, since the finite
part of the counterterm was determined by the one-loop measurement.
• The three-loop contribution should be negligible up to k ∼ 0.5hMpc−1 .
• No additional counterterms, beyond the three mentioned above, should contribute up to
k ∼ 0.5hMpc−1 . All the terms we include are all computable in terms of the single coeffi-
cient c2s(1).
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Based on these observations, we should find agreement between the non-linear data and the two-
loop EFT up to k ∼ 0.5hMpc−1 by considering only the parameter c2s (that receives a one-loop
and two-loop contribution).
It is worth emphasizing that because c2s(2) is introduced to remove the UV-dependence from
the two-loop integrals, we can actually determine c2s(2) without fitting to non-linear data. It can
be determined by simply subtracting the excess in P2-loop at scales where the finite terms are
expected to be negligible. Therefore, although we have two parameters that are not included
in SPT, c2s(1) and c
2
s(2), only c
2
s(1) is determined by fitting the one-loop power spectrum to data
and c2s(2) is determined from perturbation theory
15. Thus, there is no need to fit P2-loop to the
non-linear data to make predictions up to k ∼ 0.5hMpc−1 16.
4.1 Deriving the counterterms
The counterterms we require for our one- and two-loop calculations of the power spectrum arise
from the effective stress-energy, τ ij, or equivalently from the divergence of the stress tensor per
unit mass (∂τ)ρl , which we introduced in Sec. 2. By the equivalence principle, the short modes
we have smoothed over can only be influenced by the long gravity modes via tidal effects, so we
should write (∂τ)ρl as an expansion in powers and derivatives of ∂i∂jφ, where φ is the gravitational
potential sourced by δ. Furthermore, the short modes can depend in a similar way on the gradient
of the long velocity field ∂iv
j (or equivalently one can use the long momentum field pij), and on the
overdensity δ, though the dependence on δ can be removed exactly by using the Poisson equation
to express δ as a local function of φ [1, 2]. The usual subtleties that are discussed in Sec. 2 about
the fact that the velocity field is a contact operator apply here unchanged. However, we should
also be careful at what coordinate values we evaluate φ and vi when they appear in (∂τ)ρl , for the
following important reason.
The EFTofLSS is local in space, but is non-local in time. Specifically, we are integrating out
modes with k & kNL, but all these modes have slow time-dependence, on the order of a Hubble
time. As a result, we have integrated out physics that has long range correlations in time. In
this sense, the behavior of φ and ~v along a fluid element’s entire path should influence its current
state. This can be encoded by writing each term in (∂τ)ρl as a convolution with some (unknown)
15We could determine c2s(1) explicitly by imposing, similarly to what is usually done in particle physics, that
the one-loop prediction for the power spectrum equals the non-linear spectrum at some renormalization scale kren.
Then, we could compute c2s(2) completely from perturbation theory, by imposing that the one- and two-loop
predictions are equal at kren. This yields the following expression for c
2
s(2):
c2s(2)(kren) =
P2-loop(kren) + (2pi)c
2
s(1)(kren)P
(cs)
1-loop(kren)
2(2pi)(k2ren/k
2
NL)P11(kren)
+ pi[c2s(1)(kren)]
2 k
2
ren
k2NL
. (43)
In practice, when applying this procedure, one has to average over kren in order to remove some noise that we
believe is due to our available non-linear data. When doing this, we obtain the same results as with the method
described in the text.
16A similar analysis can be extended to higher redshifts. We leave this to future work.
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time-dependent kernel:
(∂τ)ρl
i =
∫
dτ ′κ1(τ, τ ′) ∂i∂2φ(τ ′, ~xfl) + · · · , (44)
where the ellipses denote higher powers and derivatives of ∂i∂jφ and of ∂jvi
17. The partial
derivatives are evaluated with respect to ~x but the gravitational potential φ is evaluated along the
path ~xfl[τ, τ
′] of a fluid element, defined recursively by
~xfl[τ, τ
′] = ~x−
∫ τ
τ ′
dτ ′′~v(τ ′′, ~xfl[τ, τ ′′]) . (45)
The specific form of ~xfl ensures that the equations of motion are diffeomorphism-invariant
18 and
therefore that IR divergences cancel between diagrams for the equal time matter power spectrum.
We use the conformal time τ because the expressions with τ rather than t have cleaner behavior
under diffeomorphism transformations.
The equations of motion then become
aHδ′ + θ = −
∫
d3q
(2pi)3
α(~q,~k − ~q)δ(~k − ~q)θ(~q) ,
aHθ′ +Hθ + 3
2
H20 Ωm
a30
a
δ = −
∫
d3q
(2pi)3
β(~q,~k − ~q)θ(~k − ~q)θ(~q)
+k2
∫
da′
a′H(a′)κ1(a, a
′) [∂2φ(τ ′, ~xfl)]~k (46)
where κ1(a, a
′) ≡ κ1(τ [a], τ [a′]) and where we use the labelled brackets [f(~xfl(~x))]~k to mean that
we take the Fourier transform of the given function f and evaluate it at the momentum ~k:
[f(~xfl(~x))]~k ≡
∫
d3x e−i~x·~kf(~xfl(~x)). When these are solved for non-SPT terms at tree level, there
is no subtlety with the non-locality in time incorporated in the κ kernels, because our uncertainty
regarding these kernels is the same as our uncertainty in c2s(1) in the first place. However, at
one loop, we must add up several diagrams with the same combination of kernels but different
integrands, and therefore the relative coefficients of these diagrams are sensitive to the precise
form of the κ’s. For this paper, the term explicitly displayed in Eq. (44) is sufficient to supply the
17As we will explain later, for the level of accuracy we reach in this paper, we will be interested only in the
linear counterterm that is leading-order in derivatives, and we can neglect higher order ones. Since, as will show in
Sec. 5.1, we can neglect vorticity, the velocity can appear in the linear counterterm only in a combination equivalent
to (∂τ)iρl ⊃ ∂i(∂jvj). By the continuity equation, ∂ivi = −a δ˙ − ∂i(δ vi), and therefore it is redundant. In fact,
at any order we can remove ∂iv
i using the equations of motion. So, the linear dependence in ~v is equivalent to a
linear dependence in φ plus quadratic terms. We use this fact to neglect the velocity counterterm for the rest of
the paper and just work with a linear counterterm in ∂i∂
2φ.
18In the Newtonian limit, in which we are working, the diffeomorphisms relevant for us manifest themselves as
generalized galilean transformations, where we shift the vi(~x, τ)→ vi(~x, τ)−ui(τ) and φ→ φ+(Hui(τ)+∂τui(τ)) ·
xi. For a recent discussion, see [14].
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necessary counterterms for a two-loop calculation of the matter power spectrum. At this order,
we can therefore use the Poisson equation to rewrite ∂2φ in terms of δ, transforming the second
equation of motion into
aHθ′ +Hθ + 3
2
H20 Ωm
a30
a
δ = −
∫
d3q
(2pi)3
β(~q,~k − ~q)θ(~k − ~q)θ(~q)
+k2
∫
da′
a′H(a′)K(a, a
′)[δ(a′, ~xfl)]~k , (47)
where
K(a, a′) ≡ 3
2
H20 Ωm
a30
a′
κ1(a, a
′) . (48)
We will now make some simplifying assumptions. These are not strictly necessary for us
to proceed, but they simplify the algebra with little loss of numerical accuracy. First, we will
use the approximation that the time evolution in terms shared with SPT is given by δ(n)(a′, ~k) =
[D1(a
′)/D1(a)]n δ(n)(a,~k). From here, we can reduce the dependence on K(a, a′) to a few functions
of time:
cn(a) ≡
∫
da′
a′H(a′)K(a, a
′)
D1(a
′)n
D1(a)n
. (49)
We now make the following ansatz for the time-dependence of each perturbative solution:
δ(a,~k) =
∞∑
n=1
[D1(a)]
nδ(n)(~k) +
∞∑
n=1
[D1(a)]
n+2δ˜(n)(~k) , (50)
θ(a,~k) = −H(a)f
∞∑
n=1
[D1(a)]
nθ(n)(~k)−H(a)f
∞∑
n=1
[D1(a)]
n+2θ˜(n)(~k) , (51)
where δ(n)(~k) and θ(n)(~k) are the standard SPT solutions, written in terms of kernels Fn and Gn
(see, e.g., [3]), while δ˜(n)(~k) and θ˜(n)(~k) are new solutions involving factors of cn(a), determined
by similar relations to their SPT counterparts.
We take
〈δ(1)(~k)δ(1)(~k′)〉 = (2pi)3δD(~k + ~k′)P11(k) , θ(1)(a,~k) = −aHδ(1)(a,~k) , (52)
while δ(n>1) and θ(n>1) are taken to be proportional to (δ(1))n 19.
19This ansatz does not correctly implement the initial conditions in Eq. (2), by an amount proportional to the
initial non-linearities of δ and θ, which at late times are suppressed with respect to the non-linearities induced
by the gravitational dynamics by a factor proportional to D(tin)/D(tfinal) or by D(tin)/D(tfinal) · fNL for non-
Gaussianities from inflation. Since Eq. (2) is not correct by the same amount, which is negligible, the mistake
we make here is irrelevant. In case it was needed to implement correctly the initial conditions, this can be done
by either assigning non-trivial correlation functions to δ(1) or equivalently by assigning terms non-proportional to
(δ(1))n to δ(n). See [9] where this procedure was implemented to implement the effects from the early phase of
radiation domination and Hubble re-entry.
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In order to solve the equations of motion consistently at each order, we assume that
cn(a) = c¯n(9D1(a)
2H2f 2) (53)
where f ≡ ∂ logD1/∂ log a 20 and c¯n are constants with units of k−2. This also ensures that the
time-dependence of the lowest-order non-SPT diagram has appropriate time-dependence to cancel
the Λ-dependent part of P13 at all times. The factor of 9 is inserted for later convenience.
The full details of these solutions, as well as formulas for the one-loop diagrams needed in
a two-loop power spectrum calculation, can be found in Appendix C. For an arbitrary kernel,
K(a, a′), each cn(a) in (49) is an independent parameter. Therefore, there can be no cancellations
between the diagrams proportional to c¯m and c¯n when n 6= m, and we can split this one-loop
contribution into three terms:
(2pi)c2sP
(cs)
1-loop(k) ≡ c¯1P˜1(k) + c¯2P˜2(k) + c¯3P˜3(k) . (54)
A plot of these three functions is shown in Fig. 3.
Without making any further assumptions or without measuring these parameters as a function
of redshift, one cannot determine the relationship between c¯n>1 and c¯1 ∝ c2s(1) that we measure at
one loop. Since we do not have any constraints on K(a, a′) we will use a simple ansatz that recovers
the assumed time-dependence (53) while allowing us to parametrize the severity of non-locality in
time with some fixed power p:
K(a, a′) =
(2pi)c2s(1)
k2NL
[
9(p+ 1)H(a)2f(a)2 a′H(a′)∂D1(a
′)
da′
D1(a
′)p−1
D1(a)p−2
]
. (55)
Using this ansatz, we can evaluate equation (49) to find
c¯n =
p+ 1
p+ n
(2pi)c2s(1)
k2NL
. (56)
For general p, we therefore have
(2pi)c2s(1)P
(cs,p)
1-loop(k) ≡
(2pi)c2s(1)
k2NL
[P˜1(k) +
p+1
p+2
P˜2(k) +
p+1
p+3
P˜3(k)] . (57)
The local case, K(a, a′) ∝ δ(a− a′) is captured by the limit p→∞, where all the coefficients are
equal. Results for different choices of p are shown later on the right-hand side of Fig. 7.
20Note that the assumption (53) is not fully physically justified, and rather is made out of convenience. To avoid
making this assumption, one should in principle measure these parameters as a function of time. We defer this to
future work.
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Figure 3: Components of the one-loop EFT correction. There are three functions P˜1,2,3 (given
by Eqs. (122) to (124) in App. C) relevant to the one-loop perturbative correction to the matter power
spectrum. We plot these functions P˜1,2,3 as solid (black), dashed (red) and dotted (blue) lines respectively.
Note that P˜3 is subdominant for much of the range.
4.2 Results
We will now compare our calculations with the results of simulations. Specifically, we use the
Coyote interpolator [19, 20, 21, 22] to generate a non-linear matter power spectrum with cosmo-
logical parameters h = 0.7136, Ωm = 0.258, Ωb = 0.0441, ns = 0.963, and σ8 = 0.796. We use
CAMB [10] to generate our linear power spectrum, and the recursive implementation of the kernels
given in the Copter library [5], but combined to be IR-safe as described in [8], with all numerical
integrations performed using Monte Carlo integration routines from the CUBA library [23], to
compute P1-loop and P2-loop.
First, let us outline the procedure schematically: in order to determine c2s(1), we consider the
one-loop EFT prediction,
PEFT-1-loop = P11 + P1-loop − 2 (2pi)c2s(1)
k2
k2NL
P11 . (58)
We determine c2s(1) by fitting PEFT-1-loop to the non-linear power spectrum at low k, where P1-loop
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is expected to be reliable. After determining c2s(1), the two-loop power spectrum is given by
PEFT-2-loop = P11 +P1-loop +P2-loop−2 (2pi)(c2s(1) +c2s(2))
k2
k2NL
P11 +(2pi)c
2
s(1)P
(cs,p)
1-loop +(2pi)
2c4s(1)
k4
k4NL
P11 .
(59)
The purpose of c2s(2) is to cancel the (
k
kNL
)2P11 dependence of P2-loop that arises from loop momenta
with q  k. Because this contribution is larger than P finite2-loop, we can determine it by comparing
to PEFT-1-loop in the region where P
finite
2-loop is negligible. By doing so, we can determine all the
parameters in PEFT-2-loop without ever fitting the two-loop power spectrum to the non-linear data
directly.
However, implementing the above procedure is somewhat challenging. It is easy to measure c2s(1)
and c2s(2) when they contribute significantly to the power spectrum, namely above k ∼ 0.1hMpc−1 .
However, in this regime, it is difficult to determine, a priori, at which range of k the contribution
from P finite2-loop can be ignored (which is required for both measurements to be valid). If one works
at k  0.1hMpc−1 , one can safely use 2(2pi)(c2s(1) + c2s(2))( kkNL )2P11  P finite2-loop. However, because
2(2pi)(c2s(1) + c
2
s(2))(
k
kNL
)2P11  P11, one requires very high precision non-linear data to make the
measurement of c2s(1).
In practice, it appears that the real universe is much better behaved than one would have
naively expected. As we discussed in Sec. 3.1, in the regime 0.1hMpc−1 < k < 0.3hMpc−1 , the
universe behaves much like a scaling universe with n = −1.7 ∼ −3/2. As we show in Appendix A,
in the n = −3/2 universe P finite2-loop is smaller than our loop counting would suggest by a factor of 5.
As a result, we can trust PEFT-1-loop up to k ∼ ktr, which is slightly higher scale than our naive
counting would suggest. Therefore, in the range 0.1hMpc−1 < k < 0.25hMpc−1 , we can safely
measure c2s(1) and c
2
s(2) by implementing the above procedure. This is very fortunate because the
error on available non-linear data is too large to apply to above procedure for k  0.1hMpc−1 .
We determine c2s(1) from a least-χ
2 fit of the PEFT-1-loop to the Coyote power spectrum over the
range k ∼ 0.15− 0.25hMpc−1 with ∆k ∼ 0.005hMpc−1 . From the fit, we find 21
c2s(1) = (1.62± 0.03)×
1
2pi
(
kNL
hMpc−1
)2
(1-σ). (61)
The result of the fit is shown in Fig. 4.
Having measured c2s(1), we can now fit c
2
s(2) to PEFT-1-loop. In performing this fit, we must make
some assumption about P
(cs,p)
1-loop. For now, we will take the p→∞ limit, which corresponds to the
21In the convention of [2], we have
c2comb(a0)
there = c2s(1)
here × 9(2pi) H
2
0
c2k2NL
D′(a0)2a20
D(a0)2
, (60)
where D1(a)
here = D(a)there/D(a0)
there.
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Figure 4: Fit range for one-loop EFT. We plot PEFT-1-loop normalized to non-linear data over the
range to which the sole EFT parameter is fit. The red curve is the best fit value of c2s(1) and the red
band shows the 2-σ error on c2s(1). We also show the data points that are fit, along with their 2-σ errors
(assuming 1 percent error on all points).
assumption that the effective stress tensor τ ij is completely local in time. We now fit PEFT-2-loop to
PEFT-1-loop over the range k ∼ 0.15− 0.25hMpc−1 . Here we are using the expectation that P finite2-loop
is negligible over this range, such that the dominant source of error is our uncertainty in c2s(1).
Using this fitting procedure, we find that
c2s(2) = (−3.316± 0.002)×
1
2pi
(
kNL
hMpc−1
)2
(1-σ). (62)
The error bar for c2s(2) is much smaller than c
2
s(1) because we can determine it without using the
non-linear data. In fact, for a scaling universe we can determine c2s(2) exactly.
It is important to note that c2s(2) is not a physical parameter but exists solely to cancel the
unphysical UV contributions from P2-loop. For this reason, the size of the coefficient and its negative
sign carry no particular significance on their own. This is illustrated in Figure 5. If we were to
consider every term that contributes to PEFT-2-loop separately, many of the terms appear to be of
the same order. However, when grouped according to the terms which are expected to show large
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Figure 5: Contributions to the power specturm. Left: We show every term appearing in Eq. (59)
separately. We plot P11, P1-loop and P2-loop in solid, dashed and dotted blue respectively. The contributions
of −2(2pi)(c2s(1) + c2s(2)) k
2
k2NL
P11, (2pi)c
2
s(1)P
(cs,p)
1-loop and (2pi)
2c4s(1)
k4
k4NL
P11 have been plotted in red, green and
orange respectively. Notice that many of the terms are of the same order of magnitude. Right: We
plot the sums of terms appearing in Eq. (59) that appear together at each loop order: tree-level (P11),
one-loop (P1-loop − 2 (2pi)c2s(1) k
2
k2NL
P11) and two-loop (everything else) in solid blue, dashed red and dotted
green respectively. Notice now that each group of terms is smaller than the previous group, as required
for a consistent perturbative expansion.
cancellations, the size of each group decreases with loop order 22.
In additional to statistical errors, we also have theoretical uncertainties due to the higher
orders terms we are neglecting. This includes three-loop SPT, c2s(1) and c
2
s(2) insertions in two-loop
diagrams, and higher-order counterterms. These contributions were estimated in Sec. 3.4. The
two largest uncertainties are due to
PR3-loop ∼ α(2pi)2
(
k
kNL
)2.7
P11(k) , (63)
22Notice that in Figure 5, the one-loop contribution becomes larger than tree-level at k = 0.45hMpc−1 . This
is a wavenumber quite smaller than kNL from (17). Indeed this is as expected from (29), which was predicting
within O(1) the scale at which one-loop contribution starts dominating the tree level term. This fact does not
imply that the non-linear scale, or the scale where the EFT fails, is k = 0.45hMpc−1 . Higher loops are indeed
smaller than the one-loop term at that scale. Roughly speaking, the most reducible contribution of each L- loop
order scales as (2pi)
L
L!
(
k
kNL
)0.9L
. The factors of (2pi) make the contribution of the one-loop term anomalously large,
while the diagrams from higher loops are hierarchically suppressed either by the factorial or by missing factors
of (2pi), as can already be seen for the two-loop term on the right in the same Figure 5.
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and
4pic2s(1)
k2
k2NL
P I2-loop(k) ∼ 3.24
k2
(hMpc−1 )2
(2pi)
(
k
kNL
)1.8
P11(k) . (64)
In Fig. 6, we show the best fit P finite2-loop normalized to non-linear data. We have included these
two sources of uncertainty as a series of red bands. The outermost and innermost bands (at
k = 0.6hMpc−1 ) are from PR3-loop with α = 1 and 1/2 respectively. The middle band is given by
4pic2s(1)
k2
k2NL
P2-loop(k). Our target is 1% agreement between the power spectrum of the EFTofLSS
and the non-linear data, so in the figure, the dotted black line shows the 2-σ limit associated with
1% agreement with the non-linear data, that is estimated to have a 1-σ error of 1%.
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Figure 6: Effectiveness of EFT at two loops. We plot PEFT-2-loop normalized to non-linear data.
The blue curve is the best fit value of c2s(1) (with c
2
s(2) fit to PEFT-1-loop, as described in the main text)
and the blue band shows the 2-σ error on c2s(1) and c
2
s(2). The black solid line shows the non-linear data.
The red shaded regions are different error estimates described in Sec. 4.2. The dotted black line is the
2-σ limit associated with 1% agreement with the non-linear data, that we take to have a 1-σ error of
1%. We find that it is possible to obtain 1% agreement with the non-linear power spectrum after having
fit only one new parameter, c2s(1), and furthermore that the agreement stretches well past the range,
0.15hMpc−1 < k < 0.25hMpc−1 , where the parameter was fit. The EFTofLSS at two loops is in
percent agreement with simulations up to k ' 0.6hMpc−1 .
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Figure 7: Effectiveness of a local kernel at two loops. We show the effects of varying the non-
locality of the kernel by changing the parameter p in P
(cs,p)
1-loop. On both the left and the right, the blue
solid curve corresponds to p → ∞ (i.e. the local kernel), while p = 0, 1, 2, 3 are shown in red with light
dashed, dotted, dashed, and solid curves respectively. Left: In the left figure we plot PEFT-2-loop with the
various values of p, as well as the non-linear data (solid black). Note the effectiveness of the local kernel
for describing the non-linear power spectrum. The dotted black line is the 2-σ limit associated with 1%
agreement with the non-linear data, that we take to have a 1-σ error of 1%, as in Fig. 6. The red curves
show the best fit results for the various values of p, using the measured value of cs at one loop as an
input and matching c2s(2) to the one-loop data. The blue shaded region shows that 2-σ error on the local
model. Right: The right figure shows |k2NLP (cs=1,p)1-loop | for the different values of p, along with 2k2P1-loop
(the orange dot-dashed curve). For p ≥ 3, the best fit curves are within the 2-σ errors of the local model
up to k ∼ 0.5hMpc−1 .
Although we have been careful throughout to estimate where PEFT-3-loop becomes important,
there is still uncertainty in the precise order one factors. As a result, which of the three-loop bands
(if any) represents the real breakdown of the two-loop prediction cannot be determined at this
level. Alternatively, we could estimate the maximum k up to which we can trust our calculation
using the scale at which PEFT-2-loop deviates from the non-linear data
23. We see from Fig. 6 that
the prediction of the EFTofLSS at two loops agrees with the non-linear data at redshift z = 0
at percent level up to k ' 0.6hMpc−1 . This is a very remarkably high wavenumber given the
results of former perturbative calculations, as we discuss next.
Now, let us remove our assumption of locality in time. As we discussed in the previous section,
23 One possible concern in using this criterion of convergence is that we might be over fitting. But this is clearly
not the case for two reasons. First, we are fitting only one parameter in the range 0.15hMpc−1 < k < 0.25hMpc−1 ,
which is quite below the values of k where our calculation begins to fail. Second, we expect the breakdown of the
two-loop prediction to be quite close to the value of k where the three-loop term becomes important, which is
indeed the case.
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the EFTofLSS is not local in time, but our knowledge of its non-locality is limited. We can check
how our results depend on the assumption by repeating the above procedure for different values
of p. This is shown in Fig. 7. We see that for p ≥ 3, the best fit curves are within the 2-σ errors of
the local model up to k ∼ 0.5hMpc−1 . In that sense, we did not require any strict use of locality
to achieve this level of agreement with the non-linear data 24.
Finally, we would like to see how much of an improvement we have made by going to two loops
in the EFTofLSS. Fig. 8 shows the results of the one and two loop EFT compared to various orders
in SPT. The improvement over SPT is dramatic both for one and two loops. By going from one
to two loops, we see the agreement with non-linear data has been pushed from k ∼ 0.3hMpc−1
out to k ∼ 0.5 − 0.6hMpc−1 (and possibly beyond). Given the cubic scaling of the number of
available modes, this corresponds to a factor of 6 improvement from one to two loops with the
EFTofLSS, and about a factor of 200 with respect to SPT.
Furthermore, it is instructive to see the manner in which the EFT achieves its improvement
in going from one loop to two loops. The one-loop data are fit in the range 0.15hMpc−1 < k <
0.25hMpc−1 to determine c2s(1), and they begin to deviate from the non-linear data at about
k ' 0.35hMpc−1 . By adding the two-loop terms, which entails no new fitting parameter in
practice, we improve the reach of the fit up to k ∼ 0.5 − 0.6hMpc−1 . Notice how the two-loop
SPT term is large in that range. This means that all the EFT terms that enter at two loops,
and that are predicted in terms of the one-loop counterterm, are essential to improve the reach of
the fit. We take this as a strong confirmation of the goodness of the EFT description of the dark
matter clustering.
5 Correlation Functions Involving Momentum at One Loop
As we have seen, the EFTofLSS allows one to compute power spectra and higher-point functions
(such as bi- or trispectra) of quantities relating to the dark matter distribution, such as δ and the
momentum (or mass-weighted velocity) pii ≡ ρvi. These predictions will involve one or more EFT
parameters (such as c2s(1)), and therefore, one could measure these parameters using one observable
and then use these measurements to obtain predictions for other observables.
In this section, we put this procedure into practice by measuring c2s(1) from a matter power
spectrum measured from N -body simulations, and using it to predict the power spectrum of the
divergence, or scalar, part of momentum, piS ≡ ∂ipii, as well as the cross spectrum between δ
24Nevertheless, this result seems to indicate that the counterterms of the EFTofLSS are numerically well described
by the local-in-time approximation. This indeed can potentially be justified by noticing the following. Modes that
are shorter than the virialization scale do not contribute to renormalize the counterterms. However, there is
some room in k-space between the non-linear scale and the virialization scale. This implies that the time scale
for virialized objects is about a factor of order 5 faster than Hubble, which is the time scale of modes in the
linear regime. Since most of the phase space is at high wavenumbers, the weight of the modes of high k up to the
virialization scale is expected to matter more. This might suggest that an expansion in local-in-time counterterms by
perturbatively including time-derivatives could be feasible to some level of approximation. We leave the exploration
of this possibility to future work.
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Figure 8: Relevance of higher order perturbative correction, normalized. We plot one-
loop EFT (solid red), two-loop EFT (solid blue) and linear EFT (equivalent to linear SPT, dotted green),
normalized to the non-linear data (solid black). We also show one-loop (dashed red) and two-loop (dashed
blue) SPT, normalized to non-linear data. The dotted black line is the 2-σ limit associated with 1%
agreement with the non-linear data, that we take to have a 1-σ error of 1%, as in Fig. 6. The red and
blue bands show the 2-σ errors on the one- and two-loop EFT parameters respectively. See Fig. 9 for
unnormalized plot.
and piS. Notice that pi
i has also a vorticity component piiV = 
ijk∂jpi
k. This term is vanishingly
small at linear level, as vector modes decay in the early universe. Interesting, this term is not
sourced by the leading order c2s(1)-like terms that represent the linear response of the short scale
stress tensor from the long modes. It is however sourced by non-linear terms in its equations of
motion. Here we focus on piS, whose predictions we compare to measurements from the same set
of simulations.
Specifically, we use simulations by Okumura et al. [25], based on a flat ΛCDM model with
Ωbh
2 = 0.0226, Ωmh
2 = 0.1367, h = 0.7, ns = 0.96, and σ8 = 0.807. Strictly speaking, as
we will explain later, what enters in the computation of the momentum is not only c1(a) at a
given redshift but also its time derivatives at the same redshift. In principle, by measuring the
matter power spectrum at various redshifts, we could reconstruct the time derivative of c1. We
believe that this requires precise sampling of the N -body simulations as a function of redshift,
something that is not available to our collaboration currently. We therefore leave this exploration
for future work. What we will do is to compare the prediction of the power momenta as obtained
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Figure 9: Relevance of higher order perturbative corrections, unnormalized. We plot two-loop
EFT (solid blue), one-loop EFT (solid red), linear EFT (equivalent to linear SPT, dotted green), as well
as one-loop SPT (dashed red), two-loop SPT (dashed blue), and non-linear data (solid back). Note the
non-linear data (solid black line) is almost indistinguishable from the two-loop EFT prediction (solid blue
line). We make the agreement clear by including the dotted black lines of the 2-σ limit associated with
1% agreement with the non-linear data, as in Fig. 6. The strong agreement of the two-loop EFT with
non-linear data is evident. See Fig. 8 for normalized plot.
by assuming that the time dependence of c1(a) is the same as the one given in (53), so that the c1
counterterm has the same time dependence as P13, with furthermore the approximate treatment
of the time dependence that we use in this paper. We will then also show the prediction of the
power spectrum by allowing for the time dependence of c1(a) to be different from the one inferred
from (53), something that is physically motivated because c1 encapsulates the contribution of the
short distance physics which cannot be described by a perturbative treatment. We stress that by
measuring the matter power spectrum as a function of redshift, the momentum power spectrum
could be predicted without any new parameter.
5.1 On the Velocity Vorticity
At this point, it is however important to clarify an outstanding issue, which is the size of the
vorticity of the velocity ωi = ijk∂jvk (not to be confused with the vorticity of momentum piV),
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which has been set to zero from the beginning 25. As we noticed in (10), the velocity-vorticity
will be sourced by the stress tensor of the EFT [1, 2]. This puts into evidence another crucial
difference with respect to SPT, for which the velocity-vorticity cannot be generated at any order.
We repeat here the velocity-vorticity equation for convenience:
aHω′i +Hωi = ijk∂j
(
kmnvmωn
)− ijk∂j(∂τ)ρlk . (65)
There are two possible sources for velocity-vorticity from (∂τ)ρl : one is the response of (∂τ)ρl
from long wavelength fluctuations, the other is the stochasticity of (∂τ)ρl . Let us consider first
the contribution from the response. The leading terms considered in (44) do not contribute to the
velocity-vorticity equation because we can replace ∂2φ with δ by using Poisson’s equation, and
then we are left with a symmetric tensor contracted with ijk. The same accidental cancellation
does not affect higher order terms. The leading one is of the form
(∂τ)ρl
i ⊃ . . .+
∫
da′
a′H(a′)
da′′
a′′H(a′′) κ1,v(a, a
′, a′′)
∂j
k2NL
[
∂l∂
jφ(τ ′, ~xfl) ∂l∂iφ(τ ′′, ~xfl)
]
+ · · · . (66)
The factors of H suppressing the additional fluctuating long wavelength fields beyond the linear
one that appear in the stress tensor are chosen so that there is no suppression if the added
long wavelength fields are evaluated at the non-linear scale. κ1,v(a, a
′, a′′) is a kernel of size of
order one, with support of order one Hubble time. By solving the equations iteratively, we obtain
a contribution to the power spectrum of ωi by contracting two of these ijk∂j((∂τ)ρl)k contributions,
one from each side. For a scaling universe we obtain
〈ωiωj〉(∂τ)ρl higher order ∼ δD(~k + ~k′) δij c4v
H2
k3NL
(
k
kNL
)7+2n
, (67)
where c2v is an order one number defined from κ1,v analogously to the parameters c
2
s that appeared
earlier in the computation of the matter power spectrum. It is nice to notice why this term
contributed to generating vorticity: this term is higher derivative than the leading one, which
is analogous to a pressure term. So this higher derivative term is analogous to a viscous term,
explaining the subscript v in κ1 and c
2
v. Remembering the fit in (16), in the current universe this
contribution goes as (k/kNL)
2.8 for 0.2hMpc−1 . k . 0.6hMpc−1 , while it becomes steeper at
lower k’s (k/kNL)
3.6 for 0.1hMpc−1 . k . 0.2hMpc−1 , to slowly asymptote to (k/kNL)9 for k’s
smaller than the equality scale. Notice that 〈ωiθ〉 and 〈ωiδ〉 vanish because of rotation and/or
parity invariance.
Another contribution comes from the stochasticity of the stress tensor, as pointed out in [2].
The two point function of the fluctuations of the stress tensor is expected to be Poisson-like
distributed [2]
〈∆τ(~k)∆τ(~k′)〉 ∼ δD(~k + ~k′) ρ2bc4st
(
H
kNL
)4
1
k3NL
. (68)
25While this paper was being written, Ref. [24] appeared which discusses related ideas.
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where c2st is expected to be an order one number. This implies that the correlation function of
stochastic term of (∂τ)ρl is obtained by adding two additional factors of k
26, to obtain
〈∆(∂τ)iρl(~k)∆(∂τ)jρl(~k′)〉 ∼ δij δD(~k + ~k′) c4st
(
H
kNL
)4
k2
k3NL
. (69)
The induced ω power spectrum goes as
〈ωiωj〉(∂τ)ρl stoch ∼ δD(~k + ~k′)δij c4st
H2
k3NL
(
k
kNL
)4
. (70)
Notice that the power of the stochastic contribution is independent of n. This contribution is
smaller than one from (67) at large k’s: k & 0.05 − 0.1hMpc−1 . But as we move to lower and
lower k’s, it becomes the leading one.
So far we have talked about the bare ~ω. The truly observable and well defined vorticity is the
renormalized ωiR = 
ijk∂jvR,k. If we add suitable local counterterms to the velocity field as in (7),
we obtain a relationship at the level of the vorticity of the form
ωiR = ω
i + ijk
∂j
H(a)
∫
da′
a′H(a′)
da′′
a′′H(a′′) κ¯1,v(a, a
′, a′′)
∂l
k2NL
∂2φ(τ ′, ~xfl) ∂l∂kφ(τ ′′, ~xfl) + ∆ωi (71)
where ∆ωi is a stochastic term, and κ¯1,v is a function of order one with width of order one. The
second term leads to a contribution parametrically equal to the one in (67). The stochastic term for
ωi originates from the stochastic local counterterm for the renormalized velocity viR. Symmetries
allow us to write the leading one as
〈∆vi(~k)∆vj(~k′)〉 ∝ (2pi)3δD(~k + ~k′)δij, ⇒ 〈∆ωi(~k)∆ωj(~k′)〉 ∝ (2pi)3δD(~k + ~k′)(kikj − δijk2) .
(72)
In terms of slope, this is the leading term. However, it is quite unclear what the scale suppressing
this operator is. It is easy to verify that no counterterm of this form is required by perturbation
theory (while a term ∝ k4 is required), which means that this term has no divergent coefficient, but
only a finite one. This furthermore suggests that the scale suppressing this operator might not be
kNL, but rather some higher wavenumber associated to the resolution of the experiment or of the
simulation. This makes it interesting to consider the subleading power, which is generated by (67).
In the region 0.1 . k . 0.6hMpc−1 this is predicted to be of the form (k/kNL)(7+2n) ∼ (k/kNL)3,
with n ' −2.1 from 0.3hMpc−1 . k . 0.6hMpc−1 and n ' −1.7 for 0.1hMpc−1 . k .
0.3hMpc−1 . These results seem to be in agreement with measurements in simulations [26].
By plugging into the equations for δ, we can see that this non-vanishing velocity-vorticity gives
a contribution to the matter power spectrum that scales roughly as
〈δδ〉from ωi ∼ δD(~k + ~k′) 1
k3NL
(
k
kNL
)Max[10+3n,5+n]
. (73)
26This is just to comply with the index structure, and because the division by ρl, being a short distance effect,
can only add relative contributions with higher derivative terms.
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depending if it is the viscous-like or the stochastic term that dominates. For n ' −2, this is smaller
than the two-loop contribution by at least a factor of (k/kNL)
3. This justifies the approximation
of setting ωi to zero.
A final comment on the power spectrum of the velocity-vorticity when at low-k’s is dominated
by the stochastic term. Notice that a Fourier-space correlation function that is an analytic function
in k-space times the δ-function of momentum conservation, as the one we have for the velocity-
vorticity, corresponds to a very local correlation function in real space. In this case it is of the
form of (∂2~x)
2δ(~x − ~x′). This means that the term is UV dominated, as it is confirmed here by
the fact that we obtain this term from a counterterm. While the slope of the power spectrum
is predicted in the EFT, the actual coefficient is not predicted at all. Observationally and/or in
simulations, these terms might depend on the way objects are measured, and these are, by their
own nature, UV sensitive.
We are now ready to look at the momenta power spectra. Notice that piV will be generated at
much lower order in k/kNL, as it is sourced already by the non-linear terms of SPT.
5.2 Predictions for Correlation Functions Involving Momentum
It is straightforward to find an expression for the divergence of momentum if we recall the second
equation of motion in Eq. (4):
δ˙ = −1
a
∂i
(
[1 + δ]vi
)
. (74)
By Fourier-transforming this equation, we find that
piS(a,~k) = −aHρb δ′(a,~k) , (75)
where δ′ ≡ ∂δ/∂a. Therefore,
〈piS(~k, a)piS(~k′, a)〉 = (aHρb)2 〈δ′(~k, a)δ′(~k′, a)〉 , (76)
〈δ(~k, a)piS(~k′, a)〉 = − (aHρb) 〈δ(~k, a)δ′(~k′, a)〉 , (77)
and we can use the perturbative solutions for δ(~k, a) (see App. C) to expand the right-hand sides
up to the desired order. At one loop, we get
PpiSpiS(a, k) = (aHρb)2
(
[D′1(a)]
2P11(k) + [D1(a)D
′
1(a)]
2 {3P13(k) + 4P22(k)}
−6[D1(a)D′1(a)]2c¯1k2P11(k)
)
, (78)
PδpiS(a, k) = − (aHρb)
(
D1(a)D
′
1(a)P11(k) + 2[D1(a)]
3D′1(a) {P13(k) + P22(k)}
−4[D1(a)]3D′1(a) c¯1k2P11(k)
)
. (79)
Here we assumed that the time dependence of c¯1 = (2pi)c
2
s(1)/k
2
NL is the same as the one from (53).
We should emphasize that the power spectra involving momenta depend sensitively on the as-
sumptions made about the time-dependence of the cn(a) functions defined in Sec. 4.1, since we
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must take time derivatives of δ(~k, a). In particular, if the time-dependence of c1(a) is not given
by Eq. (53), but has some different form, which we could write as
c1(a) = fNT(a)× c¯1(9D1(a)2H2f 2) , (80)
then Eq. (78) would contain an additional term involving f ′NT(a). We will see below that the
assumption (53) yields predictions for PpiSpiS and PδpiS of sufficient accuracy, given the quality of
the simulation data we use. However, since this assumption (along with the time-dependence of
the perturbative solutions for δ and θ, Eqs. (50) and (51)) is not well-controlled, possible deviations
from it should be investigated, using the exact analytical time-dependence described in Ref. [2],
and measuring the power spectrum of matter from N -body simulations at various redshifts. We
leave this for future work.
Furthermore, notice that PpiSpiS , contrary to Pδδ and PδpiS , is a quantity that depends on the
very long wavelength power spectrum (i.e. not a so-called IR-safe quantity). For this reason, it
might well be that results will improve after the IR modes have been properly resummed, along
the lines of the techniques derived in [4, 15, 16, 17]. We leave this as well to future work.
5.3 Results for Correlation Functions Involving Momentum
First, we fit the one-loop EFT prediction for the matter power spectrum, Eq. (58), to the
z = 0 spectrum obtained from Okumura et al. As in Sec. 4.2, we use a least χ2 procedure
for 0.15hMpc−1 < k < 0.25hMpc−1 to determine the best-fit value of c2s(1), sampling the mea-
sured power spectra every 0.01hMpc−1. The reported errors on the power spectrum are based on
the variance between realizations, but they do not account for systematic errors in the simulations,
which are likely to be at the few-percent level. Because of this, we use a 2% errorbar on each
point (assumed to be uncorrelated between different points), unless the reported error is greater
than this. Using this procedure, we obtain 27
c2s(1) = (1.76± 0.09)×
1
2pi
(
kNL
hMpc−1
)2
(1-σ). (81)
This fit is shown in Fig. 10. Notice that the reach of the fit at high k is comparable to the reach
of the one-loop results using the Coyote data (see Fig. 8), as it should be. However, the size of
the oscillations is a bit larger. We take this as an indication that the numerical errors in the
simulations we are using here are a bit larger than the purely statistical errors reported by the
authors.
27 While the nonlinear spectra obtained from the cosmology of Sec. 4.2 and here differ by roughly ∼1% in the
range we fit over, the two linear power spectra differ by ∼3% in this range. This suggests that the relative difference
of the power spectra is parametrically of the same order as the difference in the cosmological parameters, but with
order one numerical coefficients relating the two, maybe due to statistical or systematic mistakes, or to non-linear
corrections. This is consistent with the observation that the two values of cs(1) differ by twice as much as the
difference in the cosmological parameters: 8% vs 4%. On top of this, this discrepancy in the values of cs(1) is just
1.5σ, so a shift of just 4% brings the two values within 1σ of each other.
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Figure 10: Effectiveness of the one-loop EFT matter power spectrum compared to a sim-
ulation with available momentum data. Here we plot the ratio of the one-loop EFT prediction
to the non-linear matter power spectrum from the simulations of Okumura et al. [25], who are able to
provide momentum data as well. The blue band shows the range of the prediction based on 1-σ error on
the fitted value of c2s(1), while the red dashed line shows the one-loop SPT prediction. The dotted black
lines corresponds to 1% agreement with the data, which itself is estimated to have 1% statistical and 2%
systematic uncertainties, added in quadrature. The reach in k is comparable as with the Coyote data,
but the size of the oscillations is a bit larger. See Fig. 11 for using the EFT at one-loop to predict the
momentum divergence power-spectrum, and Fig. 12 for the cross-spectrum of δ and piS.
We then use this value for c2s(1) in the other one-loop predictions, Eqs. (78) and (79), and
compare to the measured spectra in Figs. 11 and 12. For the momentum power spectrum, we
obtain 2% agreement with estimated errors on the data up to k ∼ 0.24hMpc−1 , a considerable
improvement over the one-loop SPT prediction (also shown). It might be that the reach is limited
by some IR divergences 28, and we therefore expect the situation to improve for the matter-
momentum cross spectrum, which instead is IR-safe. Indeed in this case the reach of the fit in k
improves considerably up to k ∼ 0.4−0.5hMpc−1 . This is a value comparable to the reach of Pδδ
at one loop, as it should be. However, there are worrisomely large oscillations at lower k’s. This
28This is also the reason why we do not study explicitly piV here: it requires slightly more work to derive the
one-loop results, and given that it is not IR safe, the reach might be limited by IR-issues rather than UV-issues,
which is our focus here.
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Figure 11: Effectiveness of the one-loop EFT prediction of the momentum divergence
power spectrum. Plot of the one-loop EFT prediction for the momentum divergence power spectrum
Ppipi normalized to measurements from the simulations of Okumura et al. [25]. The blue band shows the
range of the prediction based on 1-σ error on the value of c2s(1) that has been fit to the matter power
spectrum. The dotted black lines corresponds to 1% agreement with the data, which itself is estimated to
have 2% statistical and 2% systematic uncertainty (added in quadrature). The red dashed line shows the
one-loop SPT prediction, while the brown long-dashed line shows the EFT prediction without assuming
f ′NT|a=1 = 0, and instead fitting for it directly to data for PδpiS. It is possible that the (relatively) low
reach in k is due to the lack of IR-safety of this quantity.
may arise from non-trivial time-dependence of the EFT parameters, as discussed in the previous
section. If, instead of taking fNT(a) = 1, we allow it to have some nontrivial form, this amounts
to making the replacement
c¯1 → c¯1
[
fNT(a) + γf
′
NT(a)
D1(a)
D′1(a)
]
(82)
in Eqs. (78) and (79), where γ = 1/3 in (78) and γ = 1/4 in (79). If we then fit the quantity in
square brackets directly to PδpiS at z = 0, and use the fact that fNT(1) = 1 by definition, we find
f ′NT(1) ≈ 0.27 , (83)
which is a small, but sizeable, correction. The PδpiS curve using this value (the brown dashed line
in Fig. 12) exhibits much better agreement with non-linear data (out to k ∼ 0.4hMpc−1 ). The
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Figure 12: Effectiveness of the one-loop EFT prediction for the cross spectrum. Comparison
of the one-loop EFT prediction for the cross spectrum of δ and piS to measurements from the simulations
of Okumura et al. [25]. The blue band shows the range of the prediction based on 1-σ error on the
value of c2s(1) that has been fit to the matter power spectrum. The red dashed line shows the one-loop
SPT prediction, while the brown long-dashed line shows the one-loop EFT prediction without assuming
f ′NT|a=1 = 0, and instead fitting for it directly to the Ppiδ data. The dotted black lines corresponds to 1%
agreement with the data, which itself is estimated to have 1.5% statistical and 2% systematic uncertainty
(added in quadrature). The reach of the fit in k up to about 0.4 − 0.5hMpc−1 is comparable to the
reach for the matter power spectrum at one loop, as it should be. However, the size of the oscillations is
worryingly large. It is evident that the fits improve relevantly by allowing f ′NT(a) 6= 0.
PpiSpiS curve shows mild improvement. We take this as an indication that it would be worthwhile
to explore this time-dependence further in the future. In particular, the favor of the fit towards
f ′NT > 0 is consistent with the following physical interpretation. As discussed, the c¯1 counterterm
is supposed to encapsulate the effect at long wavelength of the short distance physics that has
become non-linear. From an argument based on virialization, the modes that most contribute
to the c¯1 are expected to be the ones around the non-linear scale. Since the power spectrum
evaluated at that scale becomes less and less steep as we move back in the past, from n ' −2
to n ' −3, we expect that c¯1 decreases faster than if the slope would not change. Just to make
the reasoning very clear, in the limit that the power spectrum gots to zero above some kcut, we
would expect c¯1 to drop rapidly to zero as, as move backwards in the past, the kNL scale becomes
shorter than kcut. Since in the case of unchanging slope we would expect a time dependence as
in (53), we expect f ′NT > 0 in the true universe.
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It would be additionally worthwhile to compare with precise N -body simulations at various
redshifts, in particular as the size of the oscillatory features is larger than when we compare to
Coyote data. As with the prediction of the power spectrum at two loops, these results represent
a strong confirmation of the internal consistency of the EFTofLSS, as only one (or at most two)
unknown parameters are able to predict several different observables to much greater accuracy
and reach in wavenumber.
6 Discussion
The bottom line result of our paper is very simple to state: the EFTofLSS prediction at two
loops matches to percent accuracy the non-linear power spectrum up to k ∼ 0.6 hMpc−1 , with
just one parameter dependent upon the microphysics. Given that Standard Perturbation Theory
stops converging at k ∼ 0.1 hMpc−1 , our results show that we can access a factor of order 220
more dark matter quasi-linear modes than naively expected. Similar conclusions seems to be
shared by the study of the momentum power spectrum, that we have now computed at one loop.
This represents a fantastic opportunity and a challenge for theorists and observers in the LSS
community, as we now explain.
It is fair to say that we will probably not understand in an analytic way more modes than the
ones that are understandable for the dark matter clustering alone. In truth, halos and baryonic
physics might prevent us for exploiting all these modes. Therefore, we should consider the cos-
mological information contained in dark matter clustering as an upper bound to the amount of
cosmological information extractable from LSS surveys. However, with this in mind, we emphasize
that all forecasts that previously stopped at the maximum wavenumber kmax ∼ 0.1 hMpc−1 (due
to a belief that dark matter clustering could not be predicted at higher scales), can be potentially
extended, now with the EFT, to kmax ∼ 0.6 hMpc−1 . This is a huge gain in information. To put
forth a concrete example, limits on inflationary non-Gaussianities of the equilateral [27] or orthog-
onal [28] kind, assuming a cosmic variance limited experiment and assuming the same scaling as
in the linear regime, go as k
−3/2
max . Preliminary forecasts for these parameters for the Euclid sur-
vey [29], using kmax ' 0.1 hMpc−1 at redshift z = 0, give constraints of order ∆f equal,orthoNL ∼ 10,
which is about a factor of 7 improvement from the Planck’s limits [30]. If we naively rescale as
stated the above limits by the kmax that we find in this paper for the dark matter clustering, we
find
∆f equil., ortho.NL ∼ 10 → ∆f equil., ortho.NL ∼ 1/2 , (84)
which is about a factor of 150 improvement with respect to the Planck’s limits.
This is a fantastic improvement. To understand how big this improvement is, we should
remember that in going from the WMAP satellite to the Planck satellite, limits on inflationary
non-Gaussianities improved by a factor of three or so. In terms of the scale suppressing the
operators in the Effective Field Theory of Inflation [31], roughly ∼ (∂pi)3/Λ2, absence of non-
Gaussianity in Planck implies that we simply raised the scale Λ by a mere factor of about 1.7
with respect to the scale implied by WMAP. Clearly, a further improvement of 12 as implied by
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our rescaling would be a major improvement. In particular, it would allow us to constrain the
operators of the EFT of Inflation to be comparable to the size that can be expected in slow roll
inflation; in a sense, allowing us to discover that the inflation that happened in our universe was of
the slow roll kind. This would be a major discovery that would be realized in absence of detection.
Of course, improving the limits by a factor of 150 means also that there would be a relatively good
chance at discovering non-gaussianities, something that would be of tremendous importance.
In this discussion, we have focussed only on non-Gaussianities, as we consider them to be one
of most important probes of the inflationary physics. Of course similar rescalings should apply to
the forecasts for neutrino masses, dark energy fluctuations, tilt and running of the spectral index,
et cetera .
We stress that our rescaling of the limits on non-Gaussianities should be taken just as estimates:
we neglect noise, shot noise, corrections in scaling due to mild non-linearities, biases, redshift space
distorsions and baryonic physics. Furthermore the results of our paper about the dark matter
clustering should be further confirmed using analysis of N -body simulations and by computing
additional observables, such as the 3-point function, that are less simple to reproduce. But
we believe our results do represent a significant challenge for the LSS community: given that,
thanks to the EFTofLSS, it seems that we can understand dark matter clustering to much higher
wavenumber than previously believed, can we dominate all other sources of error to improve the
limits as much as seen in Eq. (84)? If the answer will be ‘yes’, then LSS surveys will be an
incredibly powerful new probe of the physics of the early universe.
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Appendix
A One and Two-Loop Results in the Scaling Universe
In this appendix we collect some results from calculations in the scaling universe. For the n = −2
scaling universe, the one-loop diagrams are given by 29 [7]
P finite13 = (2pi)
5pi2
56
k
kNL
P11(k) ' 0.88× (2pi) k
kNL
P11(k) (85)
P finite22 = (2pi)
75pi2
392
k
kNL
P11(k) ' 1.88× (2pi) k
kNL
P11(k) . (86)
For comparison, the two-loop result is given by
P n=−22-loop (k) =
[
(2pi)3.5 log(k/Λ) + (2pi)2 3.8
] k2
k2NL
P11 + (2pi)
2 1.5
k3
Λ k2NL
P11 − (2pi)2 27.5kmin k
k2NL
P11
=
(2pi)5
k3NL
[
3.5
2pi
log(k/Λ) + 3.8 + 1.5
k
Λ
− 27.5kmin
k
]
(87)
For the n = −3/2 scaling universe, the results are slightly more surprising. At one loop, one
has
P finite13 = (2pi)
1984pi
6615
k3/2
k
3/2
NL
P11(k) ∼ 0.94× (2pi)k
3/2
k
3/2
NL
P11(k) (88)
P finite22 ∼ −0.464× (2pi)
k3/2
k
3/2
NL
P11(k) . (89)
We see that there will be a significant cancellation between P22 and P13 in computing P1-loop.
These results become more dramatic when we consider two loops,
P2-loop(k) = −(2pi) 2.3Λ k
2
k3NL
P11 − (2pi)2 0.2 k
3
k3NL
P11 + (2pi)
2 0.6
k7/2
Λ1/2 k3NL
P11
=
(2pi)5
k3NL
(
k
kNL
)3/2 [
−
(
2.3
2pi
)
Λ
k
− 0.2 + 0.6 k
1/2
Λ1/2
]
. (90)
The small size of the Λ-independent term might be surprising, given our loop counting we expected
O(2pi), but the small number can be understood as cancellations due to the relative sizes of 2P22
and P13, which is the combination that appears in reducible diagrams not yet heavily suppressed
at two loops.
29Our conventions for kNL differ from [7] by k
ours
NL = (4pi)
1/(3+n) ktheirsNL .
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B SPT Formulas up to Two Loops
The loop corrections to the power spectrum in SPT are conventionally written in terms of separate
diagrams, which themselves are integrals of factors of P11 times symmetrized kernels F
(s)
n and G
(s)
n
that can be obtained from recurrence relations (see, e.g., [3]). The separate diagrams also have
different properties in the UV. However, for numerical evaluation, it is extremely useful that all
diagrams at each loop order are combined into a single integrand, in order that IR divergences
cancel between the different diagrams before integration. The resulting integrand is called IR-
safe [8]. For convenience, we include both the separated and IR-safe formulas in this appendix.
B.1 One Loop
The one-loop correction can be written as
P1-loop = P13 + P22 (91)
where
P13(k) =
∫
d3q
(2pi)3
6P11(k)P11(q) F
(s)
3 (
~k, ~q,−~q) ,
P22(k) =
∫
d3q
(2pi)3
2P11(q)P11(|~k − ~q|)
[
F
(s)
2 (~q,
~k − ~q)
]2
, (92)
with the kernels F
(s)
2 (~q,
~k − ~q) and F (s)3 (~k, ~q,−~q) given by
F
(s)
2 (~q,
~k − ~q) =
k2
(
7~k · ~q + 3q2
)
− 10
(
~k · ~q
)2
14q2|~k − ~q|2 , (93)
F
(s)
3 (
~k, ~q,−~q) = 1|~k − ~q|2
[
5k2
126
− 11
~k · ~q
108
+
7(~k · ~q)2
108k2
− k
2(~k · ~q)2
54q4
+
4(~k · ~q)3
189q4
−23k
2~k · ~q
756q2
+
25(~k · ~q)2
252q2
− 2(
~k · ~q)3
27k2q2
]
+
1
|~k + ~q|2
[
5k2
26
+
11~k · ~q
108
− 7(
~k · ~q)2
108k2
− 4k
2(~k · ~q)2
27q4
− 53(
~k · ~q)3
189q4
+
23k2~k · ~q
756q2
− 121(
~k · ~q)2
756q2
− 5(
~k · ~q)3
27k2q2
]
. (94)
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The IR-safe formula is [8]
P1-loop IR-safe =
∫
d3q
(2pi)3
[
6P11(k)P11(q)F
(s)
3 (
~k, ~q,−~q)
+2P11(q)P11(|~k − ~q|)
[
F
(s)
2 (~q,
~k − ~q)
]2
Θ(|~k − ~q| − q)
+2P11(q)P11(|~k + ~q|)
[
F
(s)
2 (−~q,~k + ~q)
]2
Θ(|~k + ~q| − q)
]
. (95)
B.2 Two Loops
In separated form, there are four 2-loop diagrams (see for example [5]):
P2-loop = P15 + P24 + P
(I)
33 + P
(II)
33 (96)
where
P51(k) =
∫
d3p
(2pi)3
∫
d3q
(2pi)3
30F
(s)
5 (
~k, ~q,−~q, ~p,−~p)P11(k)P11(q)P11(p) ,
P42(k) =
∫
d3p
(2pi)3
∫
d3q
(2pi)3
24F
(s)
2 (~q,
~k − ~q)F (s)4 (−~q, ~q − ~k, ~p,−~p)P11(q)P11(p)P11(|~k − ~q|) ,
P
(I)
33 (k) =
∫
d3p
(2pi)3
∫
d3q
(2pi)3
9F
(s)
3 (
~k, ~q,−~q)F (s)3 (−~k, ~p,−~p)P11(k)P11(q)P11(p) ,
P
(II)
33 (k) =
∫
d3p
(2pi)3
∫
d3q
(2pi)3
6F
(s)
3 (~q, ~p,
~k − ~q − ~p)F (s)3 (−~q,−~p,−~k + ~q + ~p)
× P11(q)P11(p)P11(|~k − ~q − ~p|) , (97)
and the kernels F
(s)
3,4,5 are found from well-known recurrence relations, followed by symmetrization
over all arguments. We repeat these relations here for convenience:
Fn(~q1, . . . , ~qn) =
n−1∑
m=1
Gm(~q1, . . . , ~qm)
(2n+ 3)(n− 1)
[
(2n+ 1)
~k · ~k1
k21
Fn−m(~qm+1, . . . , ~qn)
+
k2(~k1 · ~k2)
k21k
2
2
Gn−m(~qm+1, . . . , ~qn)
]
,
Gn(~q1, . . . , ~qn) =
n−1∑
m=1
Gm(~q1, . . . , ~qm)
(2n+ 3)(n− 1)
[
3
~k · ~k1
k21
Fn−m(~qm+1, . . . , ~qn)
+n
k2(~k1 · ~k2)
k21k
2
2
Gn−m(~qm+1, . . . , ~qn)
]
, (98)
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where ~k1 = ~q1 + · · ·+ ~qm, ~k2 = ~qm+1 + · · ·+ ~qn, ~k = ~k1 + ~k2, and Fn = Gn = 1.
The IR-safe formula is [8]
P2-loop IR-safe(k) =
∫
d3p
(2pi)3
∫
d3q
(2pi)3
1
4
[
p˜2-loop(~k, ~q, ~p) + p˜2-loop(~k,−~q, ~p)
+p˜2-loop(~k, ~q,−~p) + p˜2-loop(~k,−~q,−~p)
]
, (99)
where
p˜2-loop(~k, ~q, ~p) =
{
60F
(s)
5 (
~k, ~q,−~q, ~p,−~p)P11(k)P11(q)P11(p)
+18F
(s)
3 (
~k, ~q,−~q)F (s)3 (−~k, ~p,−~p)P11(k)P11(q)P11(p)
+48F
(s)
2 (~q,
~k − ~q)F (s)4 (−~q, ~q − ~k, ~p,−~p)P11(q)P11(p)P11(|~k − ~q|) Θ(|~k − ~q| − q)
+48F
(s)
2 (~p,
~k − ~p)F (s)4 (−~p, ~p− ~k, ~q,−~q)P11(q)P11(p)P11(|~k − ~p|) Θ(|~k − ~p| − p)
+36F
(s)
3 (~q, ~p,
~k − ~q − ~p)F (s)3 (−~q,−~p,−~k + ~q + ~p)
×P11(q)P11(p)P11(|~k − ~q − ~p|) Θ(|~k − ~q − ~p| − p)
}
Θ(p− q) . (100)
C Diagrams Involving K(a, a′)
C.1 Solutions to Equations of Motion
We wish to solve the following equations:
aHδ′ + θ = −
∫
d3q
(2pi)3
α(~q,~k − ~q)δ(~k − ~q)θ(~q) , (101)
aHθ′ +Hθ + 3
2
H20 Ωm
a30
a
δ = −
∫
d3q
(2pi)3
β(~q,~k − ~q)θ(~k − ~q)θ(~q)
+ k2
∫
da′
a′H(a′)K(a, a
′)[δ(a′, ~xfl)]~k . (102)
with the ansatz
δ(a,~k) =
∞∑
n=1
[D1(a)]
nδ(n)(~k) + 
∞∑
n=1
[D1(a)]
n+2δ˜(n)(~k) , (103)
θ(a,~k) = −H(a)f
∞∑
n=1
[D1(a)]
nθ(n)(~k)− H(a)f
∞∑
n=1
[D1(a)]
n+2θ˜(n)(~k) . (104)
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We have inserted a parameter  to organize the powers of K(a, a′), or equivalently cn(a), that
appear. Furthermore, we write the ~k-dependent solutions in the following manner:
δ(n)(~k) =
∫
d3~q1
(2pi)3
· · ·
∫
d3~qn
(2pi)3
(2pi)3δD(~k − ~q1···n)Fn(~q1, . . . , ~qn)δ(~q1) · · · δ(~qn) , (105)
θ(n)(~k) =
∫
d3~q1
(2pi)3
· · ·
∫
d3~qn
(2pi)3
(2pi)3δD(~k − ~q1···n)Gn(~q1, . . . , ~qn)δ(~q1) · · · δ(~qn) , (106)
and analogously for δ˜(n)(~k) and θ˜(n)(~k).
Returning to position space for the moment, recall that the final integral in Eq. (102) depends
on δ evaluated at
~xfl[τ, τ
′] = ~x−
∫ τ
τ ′
dτ ′′~v(τ ′′, ~xfl[τ, τ ′′]). (107)
We can put δ(τ ′, ~xfl[τ, τ ′]) into a tractable form by recursively Taylor-expanding ~xfl around ~x:
δ`
(
τ ′, ~x−
∫ τ
τ ′
dτ ′′ ~v
[
τ ′′, ~x−
∫ τ
τ ′′
dτ ′′′~v(~x+ · · · )
])
= δ(τ ′, ~x)− ∂iδ(τ ′, ~x)
∫ τ
τ ′
dτ ′′vi(τ ′′, ~x)
+∂iδ(τ
′, ~x)
∫ τ
τ ′
dτ ′′∂jvi(τ ′′, ~x)
∫ τ
τ ′′
dτ ′′′vj(τ ′′′, ~x)
+
1
2
∂i∂jδ(τ
′, ~x)
∫ τ
τ ′
dτ ′′vi(τ ′′, ~x)
∫ τ
τ ′
dτ ′′′vj(τ ′′′, ~x) + · · · . (108)
We will find below that these terms are sufficient to provide the diagrams that enter a two-loop
calculation, and to make those diagrams IR-convergent. Using Eqs. (103)-(106) and (108) in the
equations of motion, it can be shown [3] that if Ωm(a) ≈ f 2, then the time-dependent factors
drop out of the equations of motion in the SPT case (i.e. K(a, a′) = 0) and recurrence relations
for the kernels can be obtained. This also occurs in our case, under the additional assumption
(mentioned in the main text) that
cn(a) = c¯n(9D1(a)
2H2f 2) , (109)
where
cn(a) ≡
∫
da′
a′H(a′)K(a, a
′)
D1(a
′)n
D1(a)n
. (110)
These assumptions are not strictly necessary to make calculations in the EFTofLSS. We just use
them because they simplify the algebra without affecting strongly the numerical results [2].
Under these assumptions, collecting the 0 terms yields the standard SPT relations (98) for Fn
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and Gn, while the 
1 terms give equations for F˜n and G˜n:
F˜n(~q1, . . . , ~qn) =
1
(n+ 1)(n+ 7
2
)
n−1∑
m=1
[
(n+
5
2
)α(~k1, ~k2)Am(~q1, . . . , ~qn) + β(~k1, ~k2)Bm(~q1, . . . , ~qn)
]
− 9
(n+ 1)(n+ 7
2
)
Sn(k), (111)
G˜n(~q1, . . . , ~qn) =
1
(n+ 1)(n+ 7
2
)
n−1∑
m=1
[
3
2
α(~k1, ~k2)Am(~q1, . . . , ~qn) + (n+ 2)β(~k1, ~k2)Bm(~q1, . . . , ~qn)
]
− 9 n+ 2
(n+ 1)(n+ 7
2
)
Sn(k), (112)
where
Am(~q1, · · · ~qn) ≡ (113)
G˜m(~q1, . . . , ~qm)Fn−m(~qm+1, . . . , ~qn) +Gm(~q1, . . . , ~qm)F˜n−m(~qm+1, . . . , ~qn) ,
Bm(~q1, · · · ~qn) ≡ (114)
G˜m(~q1, . . . , ~qm)Gn−m(~qm+1, . . . , ~qn) +Gm(~q1, . . . , ~qm)G˜n−m(~qm+1, . . . , ~qn) .
The “source” functions Sn are given by
Sn(k) = c¯nk2Fn(~q1, . . . , ~qn) + k2
n−1∑
i=1
~k1 · ~k2
k22
1
n− i(c¯i − c¯n)Fi(~q1, . . . , ~qi)Gn−i(~qi+1, . . . , ~qn)
+ k2
n−2∑
i=1
n−2∑
j=1
(~k1 · ~k2)(~k2 · ~k3)
k22k
2
3
1
n− i− j
[
1
j
(c¯i − c¯i+j)− 1
n− i(c¯i − c¯n)
]
× Fi(~q1, . . . , ~qi)Gj(~qi+1, . . . , ~qi+j)Gn−i−j(~qi+j+1, . . . , ~qn)
+ k2
n−1∑
i=1
n−1∑
j=1
1
2
(~k1 · ~k2)(~k1 · ~k3)
k22k
2
3
1
j(n− i− j) [c¯i + c¯n − c¯n−j − c¯i+j]
× Fi(~q1, . . . , ~qi)Gj(~qi+1, . . . , ~qi+j)Gn−i−j(~qi+j+1, . . . , ~qn) , (115)
where in the double sums we use ~k1 = ~q1 + · · ·+~qi, ~k2 = ~qi+1 + · · ·+~qi+j, and ~k3 = ~qi+j+1 + · · ·+~qn.
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C.2 New Diagrams
Solving the above equations, the kernels we require are the following
F˜1(~k) = −c¯1k2 , (116)
F˜
(s)
2 (~q,
~k − ~q) = 3(c¯1 − c¯2)k
2
11
− 6c¯1(
~k · ~q)
11
+
3(−21c¯1 + 4c¯2)k2(~k · ~q)
154q2
+
3c¯1(~k · ~q)2
11q2
+
1
11|~k − ~q|2
[
−7c¯1k
4
2
− 9c¯2k
4
7
+
13c¯1k
2(~k · ~q)
2
+
36c¯2k
2(~k · ~q)
7
−9c¯1(~k · ~q)2 − (c¯1 + 3c¯2)k2q2 + 6c¯1(~k · ~q)q2
− c¯1k
4(~k · ~q)
q2
− 6c¯2k
4(~k · ~q)
7q2
+
2c¯1k
2(~k · ~q)2
q2
]
, (117)
and also F˜
(s)
3 (
~k, ~q,−~q), which is too lengthy to display here. However, note that F˜ (s)3 (~k, ~q,−~q)
also contributes a UV divergence to k2P11, which, as before, is degenerate with the corresponding
counterterm, and so we can simply choose not to include that contribution in the first place. This
can be accomplished by subtracting the UV-divergent terms from F˜
(s)
3 (
~k, ~q,−~q):
F˜
(s, no UV)
3 (
~k, ~q,−~q) = F˜ (s)3 (~k, ~q,−~q)− lim
q→∞
F˜
(s)
3 (
~k, ~q,−~q) . (118)
We can now begin to write the new diagrams containing single powers of cn. At tree-level,
there is one, coming from both 〈δ(1)δ˜(1)〉 and 〈δ˜(1)δ(1)〉:
P
(cs)
tree = −2c¯1k2P11(k) . (119)
The one-loop diagrams can be written in the following IR-safe form:
P
(cs)
1-loop IR-safe =
∫
d3~q
(2pi)3
[
6P11(k)P11(q)
{
F˜
(s, no UV)
3 (
~k, ~q,−~q) + F˜ (s)1 (~k)F (s)3 (~k, ~q,−~q)
}
+4P11(q)P11(|~k − ~q|)F (s)2 (~q,~k − ~q)F˜ (s)2 (~q,~k − ~q)Θ(|~k − ~q| − q)
+4P11(q)P11(|~k + ~q|)F (s)2 (−~q,~k + ~q)F˜ (s)2 (−~q,~k + ~q)Θ(|~k + ~q| − q)
]
.
(120)
For numerical computations, we define µ ≡ cos(~k ·~q) and separate P (cs)1-loop IR-safe into three integrals
(each of which is individually IR-safe), like so:
(2pi)c2s(1)P
(cs)
1-loop(k) ≡ c¯1P˜1(k) + c¯2P˜2(k) + c¯3P˜3(k) , (121)
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where
P˜1(k) =
1
(2pi)2
∫
dq
∫
dµ
k4P11(q)
3003 [(k2 + q2)2 − 4k2q2µ2]2×[
2P11(k)
{
3003k8µ2 + k6q2(−913 + 10991µ2 − 22090µ4)
+q8(−913 + 2396µ2 + 6800µ4 − 5280µ6)
+k4q4(−2739 + 19021µ2 − 33296µ4 + 35032µ6)
+k2q6(−2739 + 13429µ2 − 6062µ4 − 37760µ6 + 21120µ8)}
−39 Θ(
√
k2 + q2 − 2kqµ− q)P11(
√
k2 + q2 − 2kqµ) (k2 + q2 + 2kqµ)2×{
77k4µ2 + k3q(40µ− 306µ3)− 8kq3µ(−4 + 31µ2 + 15µ4) + 4q4(−3 + µ2 + 30µ4)
+k2q2(3 + 46µ2 + 364µ4)
}
−39 Θ(
√
k2 + q2 + 2kqµ− q)P11(
√
k2 + q2 + 2kqµ) (k2 + q2 − 2kqµ)2×{
77k4µ2 − k3q(40µ− 306µ3) + 8kq3µ(−4 + 31µ2 + 15µ4) + 4q4(−3 + µ2 + 30µ4)
+k2q2(3 + 46µ2 + 364µ4)
}]
, (122)
P˜2(k) = − 1
(2pi)2
∫
dq q
∫
dµ
12k4P11(q)
539 [(k2 + q2)2 − 4k2q2µ2]2×[
Θ(
√
k2 + q2 − 2kqµ− q)P11(
√
k2 + q2 − 2kqµ)(k2 + q2 + 2kqµ)2×(
7q3[3− 10µ2] + 7k3µ[5 + 2µ2] + 7kq2µ[1 + 20µ2] + k2q[15− 142µ2 − 20µ4])
−Θ(
√
k2 + q2 + 2kqµ− q)P11(
√
k2 + q2 + 2kqµ)(k2 + q2 − 2kqµ)2×(−7q3[3− 10µ2] + 7k3µ[5 + 2µ2] + 7kq2µ[1 + 20µ2]− k2q[15− 142µ2 − 20µ4])] ,
(123)
and
P˜3(k) =
1
(2pi)2
∫
dq q2
∫
dµ
12k4(k2 + q2)(1− µ2)2P11(k)P11(q)
91 [(k2 + q2)2 − 4k2q2µ2] . (124)
For the two-loop power spectrum, we also need the tree-level diagram that scales like k4P11, which
comes from 〈δ˜(1)δ˜(1)〉:
P
(cs,2)
tree = c¯
2
1 k
4P11 . (125)
The relationship between the c¯n coefficients and the fit parameters c
2
s(1) and c
2
s(2) is described in
Sec. 4.2 (see for example Eq. (56)).
D Calculations with Renormalized Velocity Operator
In this appendix, we explicitly show that the two-loop calculation of Pδδ(k) does not depend on
whether the equations of motion for δ and vi are written in terms of the bare or renormalized
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velocity. This validates the choice made in the body of the paper to use the bare velocity (for
which the equations of motion more closely resemble the familiar ones of SPT) and in particular
showing that those equations can be solved by Taylor expanding in ~v. We do this by rewriting
Eqs. (11), in terms of the renormalized velocity, and showing that there are no new extra terms
in Pδδ.
The renormalized velocity viR is written as the bare velocity v
i plus an appropriate counterterm,
whose form is fixed by the equivalence principle and diffeomorphism invariance (see Eq. (7)):
viR = v
i −
∫
dτ ′κv(τ, τ ′)∂i∂2φ(τ ′, ~xfl[τ, τ ′]) . (126)
In terms of viR, the continuity and Euler equations are
δ˙ = −1
a
∂i
(
[1 + δ]viR
)− 1
a
∫
da′
a′H(a′)Kv(a, a
′)∂2δ(a′, ~xfl[a, a′])
− 1
a
∂i
(
δ(a, ~x)
∫
da′
a′H(a′)Kv(a, a
′)∂iδ(a′, ~xfl[a, a′])
)
, (127)
v˙iR +Hv
i
R +
1
a
vjR∂jv
i
R +
1
a
∂iφ = − 1
a
(˜∂τ)ρl
i −H(a)
∫
da′
a′H(a′)Kv(a, a
′)∂i
∂
∂a
δ(a′, ~xfl)
− 1
a
∂jv
i
R(a, ~x)
∫
da′
a′H(a′)Kv(a, a
′)∂jδ(a′, ~xfl)
− 1
a
vjR(a, ~x)
∫
da′
a′H(a′)Kv(a, a
′)∂j∂iδ(a′, ~xfl) . (128)
where we have dropped a term of order K2v as it contributes at negligible order. We have also
defined the quantities
Kv(a, a
′) ≡ 3
2
H20 Ωm
a30
a
κv(a, a
′) , (129)
and
(˜∂τ)ρl
i = (∂τ)ρl
i − (aH∂a +H)
∫
da′
a′H(a′)Kv(a, a
′)∂iδ(a′, ~xfl) (130)
+aH
∫
da′
a′H(a′)Kv(a, a
′)∂i
∂
∂a
δ(a′, ~xfl)
≡ 
∫
da′
a′H(a′)K˜(a, a
′)∂i[δ(a′, ~xfl)]~k . (131)
By construction, the additional terms in (˜∂τ)ρl are equivalent to a redefinition of K(a, a
′) because
we have removed the a-derivative which acts on δ(a′, ~xfl) by adding in the definition of (˜∂τ)ρl the
term in the second line of (130). Since the source in (∂τ)ρl is always ∂
i[δ(a′, ~xfl)]~k, these additional
terms can only modify the kernel.
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In Fourier space, inserting factors of  and v to distinguish the counterterms from (∂τ)ρl with
those from the vi counterterm, we obtain
aHδ′ + θR = −
∫
d3q
(2pi)3
α(~q,~k − ~q)δ(~k − ~q)θR(~q) + vk2
∫
da′
a′H(a′)Kv(a, a
′)[δ(a′, ~xfl)]~k
+ v
∫
da′
a′H(a′)Kv(a, a
′)
∫
d3q
(2pi)3
~k · (~k − ~q)δ(a, ~q)[δ(a′, ~xfl)]~k−~q , (132)
aHθ′R +HθR +
3
2
H20 Ωm
a30
a
δ = −
∫
d3q
(2pi)3
β(~q,~k − ~q)θR(~k − ~q)θR(~q)
+ k2
∫
da′
a′H(a′)K˜(a, a
′)[δ(a′, ~xfl)]~k
+ v aH(a)k2
∫
da′
a′H(a′)Kv(a, a
′)
∂
∂a
[δ(a′, ~xfl)]~k
+ vk
2
∫
da′
a′H(a′)Kv(a, a
′)
∫
d3q
(2pi)3
~q · (~k − ~q)
q2
θR(a, ~q)[δ(a
′, ~xfl)]~k−~q ,
(133)
where θR is now the renormalized quantity θR = ∂iv
i
R.
Using the expansion of δ(a, ~xfl) up to third order in fields, as given by Eq. (108), we find that
the last two lines of Eq. (133) cancel, so that there are no new counterterms appearing in the
Euler equation.
At this point, we use a modification of the ansatz from Sec. C:
δ(a,~k) =
∞∑
n=1
[D1(a)]
nδ(n)(~k) + v
∞∑
n=1
[D1(a)]
n+2δˆ(n)(~k) + 
∞∑
n=1
[D1(a)]
n+2δ˜(n)(~k) , (134)
θR(a,~k) = −H(a)f
∞∑
n=1
[D1(a)]
nθ
(n)
R (
~k)− vH(a)f
∞∑
n=1
[D1(a)]
n+2θˆ
(n)
R (
~k)
− H(a)f
∞∑
n=1
[D1(a)]
n+2θ˜R
(n)
(~k) , (135)
and
δˆ(n)(~k) =
∫
d3~q1
(2pi)3
· · ·
∫
d3~qn
(2pi)3
(2pi)3δD(~k − ~q1···n)Fˆn(~q1, . . . , ~qn)δ(~q1) · · · δ(~qn) , (136)
θˆ
(n)
R (
~k) =
∫
d3~q1
(2pi)3
· · ·
∫
d3~qn
(2pi)3
(2pi)3δD(~k − ~q1···n)Gˆn(~q1, . . . , ~qn)δ(~q1) · · · δ(~qn) . (137)
Here the δ˜ and θ˜R are identical to the ones we determined in the previous section. The quantities
with hats correspond to the new contributions from the velocity counterterm.
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If we solve these equations using this ansatz, it is easy to see that there the new terms in the
continuity equation and the Euler equation do not modify the δ correlation functions at linear
order in V. Specifically, using this ansatz with the redefinition in (126) implies that
Gˆn = − k
2Fn
D1(a)2Hf
∫
da′
a′H(a′)Kv(a, a
′)
[
D1(a
′)
D1(a)
]n
, (138)
while leaving Fˆ = 0. However, when we made the definition of (∂τ)ρl → (˜∂τ)ρl , we shifted the
coefficients in F˜ and these must be compensated by new terms in Fˆ . In fact, we can predict the
form of these new terms by recalling the definition of the c¯n coefficients and defining b¯n by analogy,
cn(a) ≡
∫ a
ain
da′
a′H(a′)K(a, a
′)
D1(a
′)n
D1(a)n
, cn(a) = c¯n(9D1(a)
2H2f 2) , (139)
bn(a) ≡
∫ a
ain
da′
a′H(a′)Kv(a, a
′)
D1(a
′)n
D1(a)n
, bn(a) = b¯n(9D1(a)
2Hf) .
By construction, (˜∂τ)ρl corresponds to shifting cn(a)→ cn(a)− (aH∂a +H + n)bn(a) or
c¯n → c¯n − (n+ 52)b¯n , (140)
where we have used f 2 ' Ωm (which is the same approximation that allows us to use this ansatz).
Therefore, we should find that Fˆ is equivalent to the same shift, but with the opposite sign. We
will now check this explicitly.
Collecting terms of order 1v, we can find recurrence relations for Fˆn and Gˆn:
Fˆn(~q1, . . . , ~qn) =
1
(n+ 1)(n+ 7
2
)
n−1∑
m=1
[
(n+
5
2
)α(~k1, ~k2)Aˆm(~q1, . . . , ~qn) + β(~k1, ~k2)Bˆm(~q1, . . . , ~qn)
]
+
9(n+ 5/2)
(n+ 1)(n+ 7
2
)
Sˆn(~q1, . . . , ~qn) , (141)
Gˆn(~q1, . . . , ~qn) =
1
(n+ 1)(n+ 7
2
)
n−1∑
m=1
[
3
2
α(~k1, ~k2)Aˆm(~q1, . . . , ~qn) + (n+ 2)β(~k1, ~k2)Bˆm(~q1, . . . , ~qn)
]
+
9
(n+ 1)(n+ 7
2
)
· 3
2
Sˆn(~q1, . . . , ~qn) , (142)
where
Aˆm(~q1, · · · ~qn) ≡ (143)
Gˆm(~q1, . . . , ~qm)Fn−m(~qm+1, . . . , ~qn) +Gm(~q1, . . . , ~qm)Fˆn−m(~qm+1, . . . , ~qn) ,
Bˆm(~q1, · · · ~qn) ≡ (144)
Gˆm(~q1, . . . , ~qm)Gn−m(~qm+1, . . . , ~qn) +Gm(~q1, . . . , ~qm)Gˆn−m(~qm+1, . . . , ~qn) .
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and
Sˆn(~q1, . . . , ~qn) = b¯nk2Fn(~q1, . . . , ~qn) +
n−1∑
i=1
b¯n−i ~k · ~k2Fi(~q1, . . . , ~qi)Fn−i(~qi+1, . . . , ~qn)
+ k2
n−1∑
i=1
~k1 · ~k2
k22
1
n− i(b¯i − b¯n)Fi(~q1, . . . , ~qi)Gn−i(~qi+1, . . . , ~qn)
+ k2
n−2∑
i=1
n−2∑
j=1
(~k1 · ~k2)(~k2 · ~k3)
k22k
2
3
[
1
n− i b¯i −
1
j(n− i− j) b¯i+j +
1
(n− i)(n− i− j) b¯n
]
× Fi(~q1, . . . , ~qi)Gj(~qi+1, . . . , ~qi+j)Gn−i−j(~qi+j+1, . . . , ~qn)
+ k2
n−2∑
i=1
n−2∑
j=1
(~k1 · ~k2)(~k1 · ~k3)
k22k
2
3
1
2j(n− i− j)
[
b¯i − b¯i+j − b¯n−j + b¯n
]
× Fi(~q1, . . . , ~qi)Gj(~qi+1, . . . , ~qi+j)Gn−i−j(~qi+j+1, . . . , ~qn)
+
n−2∑
i=1
n−2∑
j=1
~k · ~k2
~k2 · ~k3
k23
1
n− i− j (b¯j − b¯n−i)
× Fi(~q1, . . . , ~qi)Fj(~qi+1, . . . , ~qi+j)Gn−i−j(~qi+j+1, . . . , ~qn) .
(145)
When both the (∂τ)ρl and v
i counterterms are included, the corrections to Pδδ(k) will only
involve F˜n and Fˆn in the combination (F˜n+Fˆn). Moreover, by recalling the definition of the c¯n and
b¯n coefficients in (139), we find after explicit calculations of the first three kernels that (F˜n + Fˆn)
becomes F˜n under the substitution
c¯n → c¯n +
(
5
2
+ n
)
b¯n . (146)
This is precisely the form need to cancel the change in c¯n from the redefinition of K → K˜. We
conclude that calculating with θR or θ will have no impact on the δ correlation functions (when
using this ansatz).
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