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a b s t r a c t
A new class of bivariate distributions (NBD) was recently introduced by Sarhan and
Balakrishnan [A.M. Sarhan, N. Balakrishnan, A new class of bivariate distributions and its
mixture, J. Multivariate Anal. 98 (2007) 1508–1527]. In this note, we give the joint survival
function of a multivariate extension of the NBD, which is not an absolutely continuous
multivariate distribution, and its marginal and extreme order statistics distributions are
also derived. The multivariate ageing and dependence properties of the proposed n-
dimensional distribution are also discussed, and then we analyze the stochastic ageing of
its marginals and its minimum and maximum order statistics.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In many practical problems, multivariate lifetime data frequently arise, and in these situations it is important to consider
different multivariate distributions that could be used to model such multivariate lifetime data. The exponential, Weibull
and gamma distributions are perhaps the most widely applied statistical distributions in reliability and survival analysis,
and numerous multivariate extensions have been constructed from these models. These and other continuous multivariate
models can be seen in Kotz et al. [1].
Gupta and Kundu [2] introduced the generalized exponential (GE) distribution, also called the exponentiated exponential
distribution, which can be used quite effectively in analyzingmany lifetime data instead of the exponential,Weibull, gamma
and log-normal distributions (see Gupta and Kundu [3] and the references therein). Recently, Sarhan and Balakrishnan [4]
have introduced a new class of bivariate distributions (NBD) of Marshall–Olkin type, which is not absolutely continuous
because X1 = X2 with positive probability whereas the line x1 = x2 has two-dimensional Lebesgue measure zero. The
construction of Sarhan and Balakrishnan’s NBD is based on a procedure of latent random variables with GE distributions,
and several distributional properties are studied (also see Nadarajah [5]). In this setting, a multivariate extension of Sarhan
and Balakrishnan’s NBD (NMD) is presented and some distributional, ageing and dependence properties are also discussed.
Note that the relevance of the ageing anddependencenotions has beenwell documented in the literature (see, e.g., Lai and
Xie [6]). For instance, in reliability and biological systems the components or organ lifetimes are often positively dependent
in some stochastic sense. Hence, the derivation of the ageing and dependence properties for the NMD is important for
considering its suitability in modelling multivariate lifetime data. Likewise, the extreme order statistics, the minimum and
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maximum, play a great role in numerous statistical applications in which most of the systems have dependent structures
(see, e.g., Arnold et al. [7]). For instance, in survival analysis with different unobserved causes, the minimum statistic is the
observable time of death in a competing risksmodel, and themaximum statistic represents the observable time of death in a
complementary risks scheduling. Thus, their ageing properties become of interest in such dependentmultivariate situations.
So, the distributions of both extreme order statistics from the NMD and their stochastic ageing are also studied in this paper.
This paper is organized as follows. Section 2 contains some bivariate andmultivariate concepts of ageing and dependence
that are needed in the sequel. The multivariate generalization of Sarhan and Balakrishnan’s NBD is derived in Section 3, and
its marginal and extreme order statistics distributions are also established. Then Section 4 discusses the multivariate ageing
andweak and strong positive dependence notions for the n-dimensional NMD. Finally, the stochastic ageing of themarginals
and the minimum and maximum order statistics from this multivariate distribution is analyzed in Section 5.
2. Preliminaries
In this section, somemultivariate ageing anddependence concepts,whichwill be used throughout the paper, are recalled.
A well known physical principle is the loss of memory property (LMP) or no ageing associated with the exponential
distribution, i.e., the item which has operated for t units of time without failure is as good as new at time t , and defined by
F (x | t) = F (x+ t) /F(t) = F(x) for all x, t ≥ 0, where F is the survival function of X . Multivariate extensions of the LMP
have been based on this characteristic property, although it is not preserved for all bivariate and multivariate exponential
distributions; see, e.g., Marshall and Olkin [8]. In general, it is not common in the real world; the conditional survival of an
item of age t might have too many different shapes, and some of them have been found very useful in reliability theory,
wherein usually the lifetimes are non-negative and the density functions exist. Most of these ageing notions are based on a
conditional survival function F (x | t), such as the increasing failure rate (IFR), the decreasing mean residual life (DMRL), the
newbetter than used (NBU), and the newbetter than used in expectation (NBUE) ones. Bivariate andmultivariate extensions
of these ageing classes have been considered and their properties have been developed by several authors. A recent Lai and
Xie [6, Ch. 8] publication gives a good account of those extensions and versions (also see Barlow and Proschan [9]). Here, we
recall some of the most important among them, because of their interpretations.
A random vector X = (X1, X2, . . . , Xn), or its joint distribution function F , is said to be a multivariate increasing failure
rate (MIFR) if its marginal F Ik satisfies
F Ik
(
xi1 + t, . . . , xik + t
)
F Ik
(
xi1 , . . . , xik
) decreases in xi1 , . . . , xik , for all t ≥ 0, (2.1)
for each subset Ik = (i1, i2, . . . , ik) ⊆ (1, . . . , n). Likewise, it is said that X is multivariate new better than used (MNBU) if
F Ik
(
xi1 + t, . . . , xik + t
) ≤ F Ik (xi1 , . . . , xik) F Ik (t, . . . , t) ∀xij ≥ 0 (j = 1, . . . , k) (2.2)
for all t ≥ 0. It is said that X has a multivariate decreasing mean residual life (MDMRL) if (2.1) holds on integrating with
respect to t ∈ (0,∞). And a random vector X is said to bemultivariate new better than used in expectation (MNBUE) if (2.2)
holds on integrating both sides with respect to t ∈ (0,∞). Analogously, their dual classes can be defined, and the following
relationships between the above multivariate ageing notions hold:
MNBUE ⇐ MNBU ⇐ MIFR ⇒ MDMRL ⇒ MNBUE.
On the other hand, there are several notions of positive dependence among the components of an n-dimensional random
variable with varying degrees of strength; see, e.g., Boland et al. [10], Colangelo et al. [11] and Colangelo et al. [12]. Here, we
recall two notions of these—weak and strong dependence—based on the joint survival function.
In the first place, a random vector X is said to be positively upper orthant dependent (PUOD) if
F (x) ≥
n∏
i=1
F i (xi) for all x = (x1, . . . , xn) (2.3)
where F i (i = 1, . . . , n) are its marginal survival functions. Note that its bivariate version is well known as positively
quadrant dependent (PQD).
Secondly, a stronger multivariate dependence notion is the multivariate right corner set increasing (RCSI) one; it is said
that a random vector X is RCSI if
P
(
X1 > x1, . . . , Xn > xn | X1 > x′1, . . . , Xn > x′n
)
increases in x′1, . . . , x
′
n (2.4)
for every choice of x = (x1, . . . , xn). Note that (2.4) is equivalent to
F
(
x ∨ x′)
F (x′)
increases in x′1, . . . , x
′
n (2.5)
where x′ = (x′1, . . . , x′n) and x ∨ x′ = (max (x1, x′1) , . . . ,max (xn, x′n)).
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3. The multivariate survival function
In this section, we present the model which provides the multivariate extension of Sarhan and Balakrishnan’s NBD.
We give the joint survival function of the multivariate distribution. Then we derive the corresponding marginal survival
functions and the survival functions of the two extreme order statistics.
Thus, we revisit the procedure used by Sarhan and Balakrishnan [4], based on latent random variables with GE
distributions. A random variable X is said to be a GE model if its survival function is given by
G(x) = 1− (1− e−λ(x−α))θ , x ≥ α, θ > 0, λ > 0 and α ∈ R
(see Gupta and Kundu [2]). Without loss of generality, the location parameter can be assumed null; from now on GE(λ, θ).
Obviously, when the shape parameter of GE(λ, θ) is θ = 1, then it is reduced to the exponential distribution with scale
parameter λ, which will be denoted by E(λ).
Now, let U1, U2, . . . ,Un and Un+1 be mutually independent random variables with the following distributions: Ui ∼
GE(1, θi) for i = 1, 2, . . . , n, and Un+1 ∼ E(λ). Let Xi be the random variable defined by Xi = min (Ui,Un+1) for i =
1, 2, . . . , n. Then, the random vector X = (X1, X2, . . . , Xn) has a new multivariate distribution of Sarhan and Balakrishnan
type, for short denoted by NMD.
For instance, a shock model may lead to NMD’s. Suppose a systemwith n components which are exposed to fatal shocks,
wherein failures can occur either (i) due to simultaneous fatal shocks to every component that occur at a random time
according to a Poissonprocesswith intensityλ, or (ii) due to cases ofwearing out at independent and generalized exponential
random times for each component, which are independently distributed with fatal shocks. Then, the lifetime of the system
has a NMD.
In the next result, the distribution model of the NMD is determined by its joint survival function.
Proposition 3.1. The joint survival function of a random vector X with a NMD is
F (x1, . . . , xn) = e−λmax(x1,...,xn)
n∏
i=1
(
1− (1− e−xi)θi) (3.6)
for all xi ≥ 0.
Proof. Since F (x1, . . . , xn) = P (X1 > x1, . . . , Xn > xn), we obtain
F (x1, . . . , xn) = P
(
n⋂
i=1
(min (Ui,Un+1) > xi)
)
= P
((
n⋂
i=1
(Ui > xi)
)⋂( n⋂
i=1
(Un+1 > xi)
))
= P
((
n⋂
i=1
(Ui > xi)
)⋂
(Un+1 > max (x1, . . . , xn))
)
where the Ui’s (i = 1, 2, . . . , n+ 1) are mutually independent, so we have
F (x1, . . . , xn) = P (Un+1 > max (x1, . . . , xn))
n∏
i=1
P (Ui > xi)
and substituting from their survival functions into the above equation, we obtain (3.6). 
The NMD of dimension n is not absolutely continuous, except, of course, for n = 1 or in the special case of independence,
λ = 0. As in the bivariate case, this is because a singular part is presented on the hyperplanes xi = xj (i 6= j),
xi = xj = xk (i, j, k distinct), . . . , with positive probability. Although the decomposition of the NMD into an absolutely
continuous part and a singular part with respect to the n-dimensional Lebesgue measure is not required in this paper, the
joint density function of its absolutely continuous part is outlined in the appendix.
Note that the NMD is easily extensible by the use of different scale parameters in the GE distributions, i.e.,Ui ∼ GE(λi, θi)
for i = 1, 2, . . . , n. Thus, the joint survival function of X is given by
F (x1, . . . , xn) = e−λmax(x1,...,xn)
n∏
i=1
(
1− (1− e−λixi)θi) for all xi ≥ 0 (i = 1, 2, . . . , n)
and upon setting θ1 = θ2 = · · · = θn = 1 it is reduced to the Marshall and Olkin [8] multivariate exponential distribution.
We now derive the survival functions of the marginals and extreme order statistics. To do this, let T1 =
min (X1, X2, . . . , Xn) and Tn = max (X1, X2, . . . , Xn) denote the minimum and maximum order statistics from the n-
dimensional random vector, respectively.
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Proposition 3.2. Let X be a random vector with a NMD.
(1) The marginal survival function of Xi (i = 1, 2, . . . , n) is given by
F i(xi) = e−λxi
(
1− (1− e−xi)θi) for all xi ≥ 0. (3.7)
(2) The marginal XIk =
(
Xi1 , . . . , Xik
)
has a k-dimensional NMD for each subset Ik = (i1, i2, . . . , ik) ⊆ (1, . . . , n), i.e., its joint
marginal survival function is given by
F Ik
(
xi1 , . . . , xik
) = e−λmax(xi1 ,...,xik ) k∏
j=1
(
1−
(
1− e−xij
)θij)
. (3.8)
(3) The survival function of T1 is given by
F (1)(t) = e−λt
n∏
i=1
(
1− (1− e−t)θi) for all t ≥ 0. (3.9)
(4) The survival function of Tn is given by
F (n)(t) = e−λt
(
1− (1− e−t)θ) for all t ≥ 0 (3.10)
where θ = θ1 + θ2 + · · · + θn.
Proof. Obviously, the marginal survival function of Xi is defined by (3.6) with xj = 0 for every j 6= i, that is F i(xi) =
F (0, . . . , xi, . . . , 0) which coincides with (3.7). In the same way, the joint marginal survival function of XIk is defined by
(3.6) with xj = 0 for j 6∈ Ik, and hence (3.8) holds.
Likewise, the survival function of T1 is defined by (3.6) with all xi = t , i.e.
F (1)(t) = F (t, . . . , t) for all t ≥ 0,
and it can be written as (3.9).
To obtain the survival function of the maximum statistic, we remark that
F (n)(t) =
n∑
k=1
(−1)k−1
∑
Ik∈Sk
F Ik (t, . . . , t) for all t ≥ 0
where Sk is the set of all ordered k-dimensional subsets of (1, . . . , n). Substituting from (3.8) into the above equation we
have
F (n)(t) = e−λt
n∑
k=1
(−1)k−1
∑
Ik∈Sk
k∏
j=1
(
1− (1− e−t)θij)
and taking into account that
n∑
k=1
(−1)k−1
∑
Ik∈Sk
k∏
j=1
(
1− aθij
)
= 1− aθ1+θ2+···+θn
the survival function of Tn can be rewritten as (3.10). 
4. Ageing and dependence properties for the NMD
In this section, we discuss the multivariate ageing and dependence notions of the proposed multivariate extension of
Sarhan and Balakrishnan’s NBD. To analyze themultivariate ageing of the NMD, wewill use the following technical lemmas.
Lemma 4.1 (Gupta and Kundu (1999)). The density of GE(λ, θ) is log-convex if θ ≤ 1, and log-concave if θ ≥ 1.
Lemma 4.2. Let X be a random vector with a NMD; then the multivariate conditional survival function F (t1, . . . , tn | x) =
F (x1 + t1, . . . , xn + tn) /F (x) can be expressed as
F (t1, . . . , tn | x) = Gλ(t)
n∏
i=1
Gi (ti | xi)
where x = (x1, . . . , xn), t = max(x1+t1, . . . , xn+tn)−max(x1, . . . , xn), Gi is the survival function of GE (1, θi) (i = 1, . . . , n),
and Gλ is the survival of E(λ).
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Proof. Substituting from (3.6) into the multivariate conditional survival function, it is easy to obtain
F (t1, . . . , tn | x) = e
−λmax(x1+t1,...,xn+tn)
e−λmax(x1,...,xn)
n∏
i=1
Gi (xi + ti)
Gi (xi)
which can be rewritten as in the statement. 
Theorem 4.3. Let X be a random vector with a NMD; then X is MIFR if every θi ≥ 1, and MDFR if every θi ≤ 1, i = 1, . . . , n.
Otherwise, X can be neither MIFR nor MDFR.
Proof. From (3.8) of Proposition 3.2, themarginalXIk ofX has a k-dimensional NMD for each subset Ik ⊆ (1, . . . , n). So, from
Lemma4.2, itsmultivariate conditional survival functionwhen the same remaining ages for each component are considered,
t = ti1 = · · · = tik , F Ik
(
t, . . . , t | xi1 , . . . , xik
)
, is the product of a survival exponential and k conditional survival functions
of GE distributions at age xij , j = 1, . . . , k.
Moreover, using Lemma 4.1 and the relationship between the log-concavities of the density and survival functions (see,
e.g., Barlow and Proschan [9]), one can see that Gi (t | xi) is decreasing (increasing) in xi for all t ≥ 0 if and only if its shape
parameter θi ≥ 1 (θi ≤ 1).
Thus, taking into account that the product of decreasing (increasing) and non-negative functions is also decreasing
(increasing), and Gλ(t) is constant with respect to each xj (j ∈ Ik), we have that (2.1) holds, or its dual class, if and only
if all shape parameters have the same location with respect to 1. Otherwise, the monotonicity of F Ik
(
t, . . . , t | xik , . . . , xik
)
does not hold in every component xj with j ∈ Ik for each subset Ik, which completes the proof of the theorem. 
Furthermore, as a consequence of Theorem 4.3 and the relationships between themultivariate ageing notions, we obtain
the following corollary.
Corollary 4.4. Let X be a random vector with a NMD; then X is MNBU, MDMRL and MNBUE if every θi ≥ 1 for i = 1, . . . , n,
and MNWU, MIMRL and MNWUE if θi ≤ 1 for i = 1, . . . , n. Otherwise, X cannot be any of them.
Proof. From Theorem 4.3, the proof follows the above relationships between these multivariate classes whenever all shape
parameters have the same location with respect to 1. In the remaining cases, without loss of generality, we can consider
k = 2 and I2 = (1, 2)with θ1 < 1 < θ2. We suppose that X isMNBUE, i.e., (2.2) holds by integrating both sides with respect
to t ∈ (0,∞). In particular, for fixed x2 = 0, that can be rewritten as∫ ∞
0
F I2 (t, t | x1, 0) dt ≤
∫ ∞
0
F I2 (t, t) dt ∀x1 ≥ 0. (4.11)
However, from Lemmas 4.1 and 4.2, and taking into account that θ1 < 1, we have that F I2 (t, t | x1, 0) is strictly increasing
in x1 for each t > 0, i.e.,
F I2 (t, t | x1, 0) > F I2 (t, t | 0, 0) = F I2 (t, t)
and hence∫ ∞
0
F I2 (t, t | x1, 0) dt >
∫ ∞
0
F I2 (t, t) dt ∀x1 ≥ 0
which leads to a contradiction with (4.11).
In both ways, one can prove that X is not MNWUE, and consequently, the NMD cannot belong to multivariate ageing
classes which implyMNBUE or its dualMNWUE. 
In addition, from Corollary 4.4, the no ageing case for the NMD holds when it is reduced to Marshall and Olkin’s
multivariate exponential distribution, as we get in the next result.
Corollary 4.5. Let X be a random vector with a NMD; then X has multivariate LMP if and only if θ1 = · · · = θn = 1.
Proof. Obviously, the equality in (2.2) is equivalent toMNBU andMNWU , and from Corollary 4.4, that only holds on setting
θ1 = · · · = θn = 1. 
Let us now see the positive dependence for the multivariate extension of Sarhan and Balakrishnan’s NBD. Evidently,
the components of a random vector with a NMD are dependent because of the common latent variable Un+1, and this was
pointed out by Sarhan and Balakrishnan [4] for n = 2. Here, we focus our attention on two multivariate notions of positive
dependence, PUOD and RCSI .
Proposition 4.6. Let X be a random vector with a NMD; then X is PUOD.
Proof. It is easy to prove that (2.3) holds from (3.6) and (3.7) and taking into account that max (x) ≤∑ni=1 xi. 
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Proposition 4.7. Let X be a random vector with a NMD; then X is RCSI.
Proof. From (3.6), we have
F
(
x ∨ x′) = e−λ(max(x∨x′)) n∏
i=1
Gi
(
max(xi, x′i)
)
where Gi ∼ GE (1, θi), i = 1, . . . , n, and substituting from the above equation into (2.5), we obtain
F
(
x ∨ x′)
F (x′)
= e−λ(max(x∨x′)−max(x′))
n∏
i=1
Gi
(
max(xi, x′i)
)
Gi
(
x′i
) . (4.12)
Taking into account that
max(x ∨ x′)−max(x′) =
{
max(x)−max(x′) if max(x ∨ x′) = max(x)
0 if max(x ∨ x′) = max(x′)
is decreasing in x′i (i = 1, . . . , n) for every fixed x = (x1, . . . , xn), the exponential term of (4.12) is increasing in each x′i . In
addition, for each i = 1, . . . , n, we have that
Gi
(
max(xi, x′i)
)
Gi
(
x′i
) =

Gi (xi)
Gi
(
x′i
) if x′i < xi
1 if x′i ≥ xi
and consequently, the last equation increases in x′i for fixed xi. Hence, (4.12) increases in each x
′
i (i = 1, . . . , n) for every
fixed x = (x1, . . . , xn), i.e., X is RCSI . 
5. Stochastic ageing of the marginals and extreme order statistics
In the first place, we remark that the univariate marginals and maximum order statistic of the n-dimensional NMD have
the same distribution kind; their survival functions (3.7) and (3.10) are defined as the product of one exponential survival
and one GE survival. Thus, their stochastic ageing follows from Theorem 4.3 for n = 1.
Corollary 5.1. The univariate marginals and maximum order statistic from the NMD are IFR (DFR) when their shape parameters
are greater (lower) than 1.
Moreover, note that some weak multivariate ageing notions have been defined by the stochastic ageing of the minimum
statistic (see, e.g., Lai and Xie [6]). In particular, theMIFR (MDFR) implies the weakMIFR (MDFR) class, and so the minimum
order statistic from the n-dimensional NMD is classified from Theorem 4.3 as follows.
Proposition 5.2. Let T1 be the minimum order statistic from the NMD. Then, T1 is IFR if every θi ≥ 1 with i = 1, . . . , n, and T1
is DFR if every θi ≤ 1 with i = 1, . . . , n.
However, taking into account that the survival function (3.9) of the minimum statistic from the NMD is the product of
one exponential survival and n GE survivals, T1 might be classified in other cases. For instance, when n = 2, T1 from Sarhan
and Balakrishnan’s NBD can also be DFRwith a θi greater than 1.
Proposition 5.3. Let T1 be the minimum order statistic from Sarhan and Balakrishnan’s NBD. Then, T1 is IFR for θ1 ≥ 1 and
θ2 ≥ 1, and T1 is DFR if either θ1 ≤ 1 and θ2 ≤ 1 or 0 < θi < 1 < θj ≤ 2− θi for i 6= j = 1, 2. Otherwise, it can be neither IFR
nor DFR.
Proof. From (3.9), it is easy to check that the failure rate of T1 is given by
r(1)(t) = ddt
(− log F (1)(t)) = λ+ r1(t)+ r2(t)
where ri(t) is the failure rate function of GE (1, θi), i = 1, 2. Obviously, T1 is classified when both θ1 and θ2 have the same
location with respect to 1, by Theorem 4.3. Nevertheless, when θ1 < 1 < θ2 or θ1 > 1 > θ2, each ri(t) has a different
monotonicity, and so r(1)(t) can change or maintain its monotonicity. Without loss of generality, we may assume that
θ1 < 1 < θ2.
In order to discuss the monotonicity of r(1)(t), the sign of its first derivative is determined from the sign of
G1(t)G2(t)
(
f ′1(t)G2(t)+ f ′2(t)G1(t)
)+ f 21 (t)G22(t)+ f 22 (t)G21(t)
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Fig. 1. Decreasing failure rates of the minimum with λ = 1 and for different (θ1, θ2).
where fi(t) is the density function of GE (1, θi), and using the transformation x = 1− e−t we can write the last expression
as
p(x) = (1− x)
(
θ1xθ1−2
(
θ1 − 1− θ1x+ xθ1
) (
1− xθ2)2 + θ2xθ2−2 (θ2 − 1− θ2x+ xθ2) (1− xθ1)2) .
Since x = 1 − e−t ∈ (0, 1) as t ∈ (0,∞), we obtain that limx−→0 p (x) = −∞, p(1) = 0, and the sign of p(x) in
(0, 1) establishes the monotonicity of r(1)(t). Further, through a mere although complicated mathematical analysis of this
polynomial representation according to both parameters, p (x) increases in x ∈ (0, 1) when θ2 ≤ 2 − θ1, and changes its
monotonicity from being increasing to decreasing when θ2 > 2− θ1. Thus, if θ2 ≤ 2− θ1 then p(x) ≤ 0, and if θ2 > 2− θ1
then p(x) changes its sign in (0, 1). Therefore, the failure rate function r(1)(t) decreases in t when θ2 ≤ 2 − θ1, and its
monotonicity does not hold when θ2 > 2− θ1. 
Consequently, Sarhan and Balakrishnan’s NBD can be seen as an example of the relationships between the two ageing
notions in the bivariate case, since from Theorem 4.3 it is not BDFR when 0 < θi < 1 < θj for i 6= j = 1, 2, but from
Proposition 5.3 it is weak BDFRwhen 0 < θi < 1 < θj ≤ 2− θi for i 6= j = 1, 2.
Likewise, Figs. 1 and 2 depict some failure rate functions of the minimum statistic from Sarhan and Balakrishnan’s NBD
according to the different locations of the two shape parameters with respect to 1. Thus, Fig. 1 shows the weak BDFR for
Sarhan and Balakrishnan’s NBDwhen θ1 < 1 < θ2 ≤ 2−θ1, and Fig. 2 displays the change of weak ageingwhen θ2 > 2−θ1.
6. Conclusion
In this paper, we have considered an n-dimensional extension of Sarhan and Balakrishnan’s bivariate distribution. As in
the bivariate case, this model is not absolutely continuous; and although the decomposition of the NMD into a singular part
and an absolutely continuous part with respect to the n-dimensional Lebesgue measure is not required in this paper, the
joint density function of the absolutely continuous part is derived. The positive dependence for thismultivariate distribution
is proved. The stochastic ageing for the multivariate case, its marginals, and its maximum and minimum order statistics is
established according to their respective shape parameters. The sense of themonotonicity of the failure rate of themaximum
(minimum) is important as it indicates wear out or burn in when the components are arranged in parallel (series) systems.
It is shown that, in the bivariate case, unlike the parallel system, the series system can be DFRwhen all shape parameters are
not lower than 1. We hope that the results presented in this paper will lead to applications in reliability, and will be useful
in supplying examples of more general distributions which might be constructed by generalizing the definition of the NMD.
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Appendix
The n-dimensional NMD is not an absolutely continuous distribution, and so there exists α ∈ (0, 1) such that its joint
survival function (3.6) can be written as
F (x1, . . . , xn) = αF a (x1, . . . , xn)+ (1− α)F s (x1, . . . , xn) (A.1)
for all xi ≥ 0, i = 1, . . . , n, where F a and F s are the absolutely continuous and the singular parts, respectively.
498 M. Franco, J.-M. Vivo / Journal of Multivariate Analysis 101 (2010) 491–499
Fig. 2. Non-decreasing failure rates of the minimum with λ = 1 and for different (θ1, θ2).
Let k ∈ {1, . . . , n} be the number of the different components of x = (x1, . . . , xn), i.e. all xi’s are equal when k = 1 and
all xi’s are different when k = n. Then, x belongs to the set where F is absolutely continuous if and only if k = n.
For each xwith k = n, there exists a permutation Pn = (i1, . . . , in) of (1, . . . , n) such that xi1 < xi2 < · · · < xin , and we
define the following function:
fPn(x) = e−λxin
(
λ− λ(1− e−xin )θin + θine−xin (1− e−xin )θin−1
) · n−1∏
j=1
θije
−xij (1− e−xij )θij−1.
Then, upon differentiation in (A.1), we obtain that
(−1)n ∂
nF(x1, . . . , xn)
∂x1 · · · ∂xn = αfa(x1, . . . , xn) = fPn(x1, . . . , xn)
for Pn = (i1, . . . , in) such that xi1 < xi2 < · · · < xin , and fa is the joint density function of the absolutely continuous part.
Moreover, α may be obtained as
α = α
∫
Rn
fa(x)dx1 · · · dxn =
∑
Pn
∫ ∞
xin=0
∫ xin
xin−1=0
· · ·
∫ xi2
xi1=0
fPn(x)dxi1 · · · dxin ,
where∫ xi2
xi1=0
θi1e
−xi1 (1− e−xi1 )θi1−1dxi1 = (1− e−xi2 )θi1
and then∫ xi3
xi2=0
θi2e
−xi2 (1− e−xi2 )θi1+θi2−1dxi2 =
θi2
θi1 + θi2
(1− e−xi3 )θi1+θi2
and, consequently,
∫ xin
xin−1=0
n−2∏j=2
θij
j∑
l=1
θil
 θin−1e−xin−1 (1− e−xin−1 )
n−1∑
j=1
θij−1
dxin−1 =
n−1∏
j=2
θij
j∑
l=1
θil
(1− e−xin )
n−1∑
j=1
θij
.
Therefore,
α =
∑
Pn
n−1∏
j=2
θij
j∑
l=1
θil
λ ∫ ∞
xin=0
e−λxin (1− e−xin )
n−1∑
j=1
θij
dxin
− λ
∫ ∞
xin=0
e−λxin (1− e−xin )
n∑
j=1
θij
dxin + θin
∫ ∞
xin=0
e−(λ+1)xin (1− e−xin )
n∑
j=1
θij−1
dxin

=
∑
Pn
n−1∏
j=2
θij
j∑
l=1
θil
(
λB
(
λ,
n−1∑
j=1
θij + 1
)
− λB
(
λ,
n∑
j=1
θij + 1
)
+ θinB
(
λ+ 1,
n∑
j=1
θij
))
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where B(a, b) = ∫ ba ua−1(1− u)b−1du for a, b > 0 denotes the beta function, i.e., α can be expressed as
α =
∑
Pn
n−1∏
j=1
θij
n−1∏
j=1
j∑
l=1
θil
(
λB
(
λ,
n−1∑
j=1
θij + 1
)
− λB
(
λ,
n∑
j=1
θij + 1
)
+ θinB
(
λ+ 1,
n∑
j=1
θij
))
= θ
(
n∏
i=1
θi
)∑
Pn
λB(λ, θ − θin + 1)− λB(λ, θ + 1)+ θinB(λ+ 1, θ)
θin
n∏
j=1
j∑
l=1
θil
where θ =∑ni=1 θi.
Consequently, for all (x1, . . . , xn) belonging to the set where F is absolutely continuous, the joint density function of the
absolutely continuous part is given by
fa(x) = 1
α
fP ′n(x1, . . . , xn)
=
e−λxi′n
(
λ− λ(1− e−xi′n )θi′n + θi′ne
−xi′n (1− e−xi′n )θi′n−1
) n−1∏
j=1
e
−xi′j (1− e−xi′j )θi′j−1
θθi′n
∑
Pn
λB(λ,θ−θin+1)−λB(λ,θ+1)+θinB(λ+1,θ)
θin
n∏
j=1
j∑
l=1
θil
where P ′n = (i′1, . . . , i′n) is a permutation of (1, . . . , n) such that xi′1 < xi′2 < · · · < xi′n .
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