For mean-field classical spin systems exhibiting a second-order phase transition in the stationary state, we obtain within the corresponding phase space evolution according to the Vlasov equation the values of the critical exponents describing power-law behavior of response to a small external field. The exponent values so obtained significantly differ from the ones obtained on the basis of an analysis of the static phase-space distribution, with no reference to dynamics. This work serves as an illustration that cautions against relying on a static approach, with no reference to the dynamical evolution, to extract critical exponent values for mean-field systems.
I. INTRODUCTION
Since early days of statistical mechanics, studying phase transitions in physical systems has been a theme of active research in the field. Phase transitions can occur only in the thermodynamic limit. Second-order or continuous phase transitions are characterized by a power-law behavior of macroscopic quantities close to the critical point of transition. Such transitions in different systems may be broadly classified into universality classes identified by different values of critical exponents describing the power-law behavior. For example, for a ferromagnet exhibiting a second-order phase transition as a function of temperature T , the magnetization close to and on the lower side of the critical point T c has a power-law dependence on the separation (T c − T ) from the critical point, with the corresponding exponent being β. On applying an external field, the magnetization increases as a function of the field strength, and in the limit of an infinitesimal field, a linear growth for T = T c implying a linear response determines the zero-field susceptibility χ. The susceptibility diverges as a power law close to and on both sides of the critical point, with the corresponding exponents denoted by γ + and γ − on the disordered (T > T c ) and the magnetized (T < T c ) phase, respectively. At the critical point, the response becomes nonlinear, being characterized by the critical exponent δ. These critical exponents are known to satisfy the scaling relation γ ± = β(δ − 1) [1] [2] [3] .
One representative class of systems exhibiting secondorder phase transitions is that of mean-field systems. In thermal equilibrium of such systems, statistical mechanical predictions for the critical exponents, based on an analysis of the thermal equilibrium phase space distribution with no reference to dynamics, yield the values β = 1/2, γ ± = 1, δ = 3 [2] . However, owing to the mean-field nature of the time evolution, critical exponents obtained on the basis of dynamics may well have different values. Indeed, dynamics of a mean-field system in the thermodynamic limit is described by the socalled Vlasov equation that allows a vast number of stable stationary states, and thermal equilibrium is just one of them [4] [5] [6] [7] . This implies that once the system is in a stable stationary state other than thermal equilibrium, it would not relax to thermal equilibrium. A large but finite system remains trapped in so-called quasistationary states (QSSs) identified as stable stationary solutions of the Vlasov equation, with finite-size effects allowing a slow evolution of the QSSs towards thermal equilibrium over a timescale that diverges with the system size [8, 9] .
Existence of QSSs allows nonequilibrium phase transitions: a generic initial state undergoes a violent relaxation to relax to a QSS [10] , and the nonequilibrium phase transition can for example be defined with respect to the value of the order parameter in the QSS. In a given system, these nonequilibrium phase transitions may not necessarily be continuous even when the equilibrium phase transition is continuous, and several discontinuous nonequilibrium phase transitions have been reported in the literature [11] [12] [13] [14] . In this article, we, however, focus on families of QSSs that exhibit continuous phase transitions and to which an external field is applied in order to investigate the values of the critical exponents characterizing the response.
The aforementioned trapping scenario holds even when an external field is applied to the system prepared in a thermal equilibrium state: With the field on, a finite system goes from the initial to a new thermal equilibrium state via intermediate QSSs, while a thermodynamic system remains trapped in a QSS and does not relax to thermal equilibrium [15] . The latter fact requires that one invokes an alternative strategy of obtaining susceptibility that is based on the Vlasov dynamics when addressing the issue of response of mean-field systems in thermal equilibrium to an external field. The critical exponents γ ± so obtained may not necessarily coincide with the ones computed within equilibrium statistical mechanics. Indeed, in the so-called Hamiltonian meanfield (HMF) model [16, 17] , a paradigmatic mean-field system exhibiting a second-order phase transition, the critical exponents obtained within the Vlasov dynamics have been shown to be γ + = 1, γ −1 = 1/4 for a family of stable stationary initial states with β = 1/2 [15] . Moreover, at the critical point, the Vlasov dynamics gives δ = 3/2. More generally, the critical exponents within the Vlasov dynamics have been obtained as γ + = 2β, γ − = β/2, δ = 3/2 for a class of Hamiltonian particle systems including the HMF model [18] . Interestingly, the critical exponents obtained within the two approaches satisfy the same scaling relation, namely,
The difference in the values of the critical exponents that are obtained based on statistical mechanics and dynamics stems from the existence of an infinite number of so-called Casimir invariants that are constants of motion for the Vlasov dynamics and which make the dynamics non-ergodic. In general, existence of constraints suppresses susceptibility [19, 20] and accordingly the values of the critical exponents γ ± . This fact is borne out by the values of the critical exponents obtained in the HMF model by taking into account the Casimir constraints. Another important remark is that divergence of susceptibility is observed even when the dynamics is non-ergodic, as is found in the case of the HMF model [15] .
The HMF model mimics the classical XY model, with an additional kinetic energy term assigned to individual spins. Owing to the latter whose range is the whole real set, the one-particle phase space of the HMF model is a cylinder. In the HMF model, the Poisson bracket between the spin components is taken to vanish identically, In this work, we consider Heisenberg spin systems with mean-field interactions, in which the Poisson brackets between the spin components are strictly nonzero, and the single-particle phase space is the unit sphere. Considering the time evolution of the spin components according to a Hamiltonian with a mean-field interaction and a local anisotropy, we address here several questions of theoretical and practical relevance: Does the universality class for usual Hamiltonian systems defined on a cylinder, e.g., the HMF model, include spin systems defined on the unit sphere? What is the effect of the anisotropy on the critical exponents? Would the scaling relation γ − = β(δ − 1) still hold even if the spin system is found to be in a different universality class? This paper is organized as follows. The spin model we study is introduced in Sec. II. Here, the dynamics described by the canonical equations of motion is also discussed, as is the characterization of the dynamics in the thermodynamic limit in terms of the Vlasov equation. Based on the latter, we discuss the setting and the definition of the critical exponents in Sec. III, while our theoretical predictions for the critical exponents are derived in Sec. IV. Detailed numerical checks of our theoretical predictions are pursued in Sec. V. Section VI concludes the paper with discussions.
II. THE MODEL

A. Definition
Our model of study consists of N globally-coupled classical Heisenberg spins of unit length denoted by
The N -body Hamiltonian of the model is given by
Here, the first term with J > 0 on the right-hand side models a ferromagnetic mean-field interaction between the spins. The coupling constant J has been scaled down by the system size N in order to make the energy extensive, in accordance with the Kac prescription [21] . The system (2) is however intrinsically non-additive: it cannot be trivially subdivided into independent macroscopic parts. In the following, we set J = 1 without loss of generality. In Eq. (2), the second term with D > 0 on the righthand side accounts for local anisotropy; Restricting to the subclass of models that are symmetric under S iz → −S iz , we have made here the choice of even exponent equal to 2n, with n being a non-negative integer. We refer to the model with exponent 2n as Model-n. Note that Model-0 is completely isotropic in the spin space, and there is no preferred direction of orientation of spins. Model-1 has been studied previously in the context of QSSs in Refs. [22, 23] . Model-2 is the special case of a quartic anisotropy; it may be noted that thermodynamic properties of a Heisenberg spin model containing a quartic term have been studied in Ref. [24] .
The third term on the right-hand side of Eq. (2) arises due to the application of a time-dependent external magnetic field h(t) ≡ (h x (t), h y (t), h z (t)). In this work, we consider the external field to be absent for times previous to instant t 0 , i.e., for times t < t 0 , when the system will be assumed to be existing in a reference state, e.g., a thermal equilibrium state. For times t ≥ t 0 , on the other hand, we would put on a constant field in order to measure the response of the reference state to the external field. The explicit form of h(t) is thus given by
where Θ(t) is the unit step function, and h is a vector of constant length equal to h. The singularity of the unit step function Θ(t) will have no effect on the values of the critical exponents obtained based on the Vlasov dynamics, and we may replace Θ(t) with a smooth function [25] .
B. Spin dynamics
In dimensionless times, the time evolution of system (2) is governed by the set of coupled first-order differential equationṡ
where the dot denotes derivative with respect to time. The Poisson bracket {·, ·} is bilinear, skew-symmetric, and satisfies the Leibniz's rule
for any functions X, Y, and Z of the spins. The Poisson brackets between two spins are given by
Using Eqs. (2), (4), and (6), we obtain the time evolution of the spin components aṡ
where
is the magnetization vector that serves as the mean field governing the time evolution of the individual spins. Summing the third equation of (7) over i, we find that m z is a constant of motion if the condition
is satisfied. The length of each spin is a constant of motion, and so is the total energy of the system when the field h is time independent.
Writing the spin components in terms of spherical polar angles θ i ∈ [0, π] and φ i ∈ [0, 2π), as
we obtain from Eq. (7) the time evolution of the variables θ i and φ i aṡ
For later convenience, we introduce a new variable p i ≡ cos θ i , in terms of which we have
In terms of p i , which is in fact canonically conjugate to φ i , the Poisson bracket {·, ·} reads [22] 
The dynamical variables of the i-th spin are thus φ i and p i , while a volume element in the (φ i , p i )-space is dφ i dp i .
C. Description in the thermodynamic limit
In the thermodynamic limit N → ∞, the dynamics of system (2) is described by the Vlasov equation
where f (φ, p, t) is the single-spin distribution function that measures the probability density to find a spin (φ, p) at time t, while the single-spin Hamiltonian H is
with
and the magnetization vector m = (m x , m y , m y ) given by
The double integral over any function X(φ, p) in the single-spin phase space µ ≡ (φ, p) is defined as
Note that the single-spin Hamiltonian (15) depends on time t through the magnetization m(t) and the external field h(t). Normalization of f (φ, p, t) reads µ f (φ, p, t) = 1 for any time t. Any quantity
is a constant of motion for any smooth function c, as may be seen by considering the time variation of C and using Eq. (14) . These invariants of motion are called Casimir invariants, which hold even when the single-spin Hamiltonian depends on time. The Casimir invariants do not allow an initial state with h = 0 to relax to the thermal equilibrium state with h = 0 when at least one of the Casimir invariants C[f ] between the two states is not the same.
III. SETTING AND DEFINITION OF THE CRITICAL EXPONENTS
A. Setting
For t < t 0 , we consider system (2) to be existing in one of a family of stable stationary states with external field h = 0. In order that we may study the critical exponents associated with the response of the system to an external field that we put on for times t ≥ t 0 , we restrict to a family of states that allow a second-order phase transition and consequently a critical point in the stationary state. We refer to such a family of states as our reference states and denote the states by f 0 . From Eq. (14), it is evident that f 0 of the form
with G an arbitrary function, is a stationary solution of the Vlasov equation, and we have
and
satisfying the self-consistent equation
The family of functions G may be parametrized by a parameter T , which in the case of thermal equilibrium coincides with the temperature [26]:
However, the analysis presented in the following applies to other family of functions G, such as the Fermi-Diractype family
In this case, the parameter T may be identified with either of the two parameters a and b. Now, from the rotational symmetry of H 0 (φ, p) on the (S x , S y )-plane, we may set m 0y = 0 without loss of generality. Moreover, we may assume m 0z = 0, which solves the self-consistent equation for m 0z . Denoting m 0x by m 0 , so that m 0 = (m 0 , 0, 0), we have
while the self-consistent equation (23) reads
At t = t 0 , we turn on a constant external field h = (h, 0, 0) pointing in the direction of the reference magnetization m 0 = (m 0 , 0, 0). In presence of the external field, the system evolving under the Vlasov dynamics (14) relaxes from the reference state f 0 to a stationary state f h with magnetization m h = (m h , 0, 0). The single-spin Hamiltonian corresponding to the state f h is
We stress that f h is not necessarily the thermal equilibrium state proportional to exp[−H h (φ, p)/T ], and thus could be an out-of-equilibrium state, see Sec. II C. Within the Vlasov dynamics, the response to the external field is measured by
In the above setting, we recall the definitions of the critical exponents β, γ + , γ − and δ given in any standard reference on critical phenomena, e.g., Ref. [1] .
B. Definition of the critical exponents
The critical exponent β is defined with respect to the reference state, as
where T c is the critical point. Here, m 0 is the positive solution of the self-consistent equation (27) , and the value of β may depend on the choice of the family F of the reference state. The self-consistent equation (27) , however, implies quite generally that β = 1/2, see Appendix A. The critical exponents γ ± are defined in the regime of linear response. The response δm depends on T and h, and the susceptibility χ(T ) is defined as
The susceptibility diverges at the critical point T c as
which defines the exponents γ ± . At the critical point T c , one has
which defines the critical exponent δ. Usually, one has δ > 1, since the leading response is nonlinear and is stronger than the linear response.
C. Statistical mechanics predictions for the critical exponents
Statistical mechanics analysis that considers studying the equivalent of Eqs. (20) , (21) and (23) in presence of a constant field h = (h, 0, 0), with no reference to dynamics, gives
irrespective of the value of the exponent n, see Appendix A for details. In the next section, we derive the values of the critical exponents within the Vlasov dynamics. We will obtain the response δm within the Vlasov dynamics, and hence the exponents γ ± and δ may very well take values different from the ones in Eq. (34).
IV. THEORETICAL PREDICTIONS FOR THE CRITICAL EXPONENTS BASED ON THE VLASOV DYNAMICS
In this section, we derive our results for the critical exponents based on the Vlasov dynamics. As already mentioned above, we have β = 1/2 quite generally for all choices of the family F of the reference state. In the following, we discuss the computation of the critical exponents γ ± and δ for a given value of the exponent β.
A. Model-0
The single-spin Hamiltonian of Model-0 is
The equations of motion are obtained from Eq. (7) aṡ
Clearly, S ix for any i and consequently m x are constant of motion for any external field h irrespective of its time dependence. Dynamically, each spin rotates on a S x = constant plane. The fact that the variable S x is a constant of motion for both cases of h = 0 and h = 0 implies that the reference state f 0 = F (H 0 ) = F (−m 0 S x ) is stationary even after the external field is turned on, and we have m h = m 0 . Consequently, no response to the external field is obtained within the Vlasov dynamics. If we have to assign values to the critical exponents, we may say
owing to the fact that no divergence of the susceptibility is obtained within the Vlasov dynamics. The aforementioned exponent values are quite different from the ones obtained within statistical mechanics, Eq. (34). For the case G(x) = exp(−x/T ), the critical point is T c = 1/3 (obtained by using the results in Appendix A, in particular, by substituting such a form of G(x) into the function A(T ) defined by Eq. (A6) and then solving A(T c ) = 0). The isotropic spin model, Model-0, shows no response to the external field and thus provides a simple and extreme example of dynamical suppression of response, but Model-n with n ≥ 1 does show non-zero response. In the following subsection, we obtain the values of the critical exponents for n ≥ 1. (28) is integrable and has the associated angle-action variables (w, I). In this setting, the response formula
has been proposed for Hamiltonian systems [18, 25] , where · h is defined as the average over the angle variable w, as
In Appendix B, we summarize the derivation of Eq. (38). Using H h = H h (I) and
for any function ϕ, and the expansion of the single-spin Hamiltonian as
with S x = 1 − p 2 cos φ, we have the expansion of f h (I) as
Note that, for instance, one has F (x) = −F (x)/T for thermal equilibrium reference state (24) . The average · 0 is defined as an average over the angle variable associated with the integrable system H 0 . Multiplying Eq. (42) by S x = 1 − p 2 cos φ and then integrating over φ and p, we have the self-consistent equation for the response δm as
where the coefficient L of the linear part is
while N concerns the leading nonlinear part:
The linear part L gives the values of the critical exponents γ ± , while the nonlinear part N gives the value of the exponent δ.
Note that L(T c ) = 0, so that the contribution of only the nonlinear response appears at the critical point T c . Away from the critical point, it is the linear part that gives the dominant contribution in Eq. (43), so that neglecting the nonlinear contribution, we have the linear response
Then, within linear response, the divergence of the susceptibility,
is determined by the convergence behavior of L as T → T ± c .
Linear response in the disordered phase
In the disordered phase, the angle variable w is nothing but φ, and we have
This result implies that L has no contribution from the dynamics, and hence may be expanded in a Taylor series in (T − T c ) around T c , resulting in its convergence being proportional to T − T c . The critical exponent γ + is, therefore, given by
Linear response in the ordered phase
In the ordered phase, let us divide L into the two parts:
The behavior of L 1 (T ) is as in the disordered phase discussed above:
convergence than L 1 (T ), the convergence of L(T ) will be dominated by that of L 2 (T ). In the HMF model, we can construct the angle-action variables explicitly, and the estimation of L 2 (T ) is rather straightforward. In our spin model, such an explicit construction does not seem feasible owing to the form of the single-spin Hamiltonian H 0 , so that we have to invoke some physical observations and assumptions in order to estimate L 2 (T ). Details of the estimation are presented in Appendix C, and one gets
We remark that this estimation does not depend on the choice of the reference family G. From the above equation, it follows that the critical exponent γ − is
provided β ≤ n + 1, which is satisfied for β = 1/2 and n ≥ 1.
Nonlinear response at the critical point
As mentioned earlier, L(T c ) = 0, and Eq. (43) gives to leading order in h the result
at the critical point T c . The first term of N (T ), see Eq. (45), vanishes on using the fact that m 0 = 0 at T = T c gives S x 0 = 0. As a result, N (T c ) becomes
a form that reduces to the one for L 2 (T ), Eq. (52), on replacing in the latter the reference state f 0 with the asymptotic state f h in performing the average over S x . We thus have an estimation of N (T c ) as
where we have used Eq. (53) and have replaced m 0 in it with m h + h = δm + h. This estimation gives
and hence, that
The critical exponent δ is thus
Model-n β γ 
Predicted critical exponents and the scaling relation
The theoretically predicted critical exponents, obtained within the Vlasov dynamics, are thus
(61) These exponents satisfy the scaling relation
irrespective of the value of β. We remark that Model-0 corresponds to the limit n → ∞, since this limit eliminates from the Hamiltonian the anisotropic term Dp 2n for |p| < 1. In this limit, we have γ − = 0 and δ = 1, which is consistent with (37) and no response in Model-0. The obtained critical exponents are displayed in Table I .
V. NUMERICAL TESTS
In this section, we discuss numerical checks of our theoretical predictions for the critical exponents obtained in the preceding section. As a representative case, we focus on thermal equilibrium states as the reference states, which are represented by Eq. (24) and give β = 1/2. We, however, underline that the theoretical results developed in Sec. IV hold for other families of reference states.
The numerical simulations of the equations of motion (7) are performed by using a fourth-order Runge-Kutta algorithm with the timestep δt = 0.01. We choose sufficiently large numbers of spins, namely N = 10 6 or 10 7 . We will refer to T as the temperature, but it is just a parameter characterizing the reference state (24) and there is no thermal noise in the dynamics.
A. Temporal evolution of magnetization
Considering n = 1, and preparing the system in the thermal equilibrium state at a temperature T > T c , we show in Fig. 1 the behavior of the magnetization m x as a function of time when a constant field of strength h = 0.01 along the x-axis is turned on at t 0 = 10. In the figure, we also show by the dashed line the value of the magnetization induced by the field and given by Eq. (46). We can numerically examine the critical exponents γ ± and δ by varying the temperature T and observing the response that corresponds to the difference between the zero level and the dashed-line level of the magnetization in the figure.
The external field may have induced periodic oscillations in the magnetization [27] , but in our case, one may observe from Fig. 1 that the magnetization does not exhibit stable oscillations after the field is turned on. It rather exhibits due to finiteness of the number of spins only fluctuations about the theoretically predicted value valid in the thermodynamic limit, as has also been observed in the HMF model [15] . (7) and averaging over 100 realizations of the dynamics.
B. Critical exponents
Turning on a constant external field at t = 10, we study numerically the response of the system (2) Table I . For Model-1, we take D = 5 for which T c ≈ 0.476 is obtained by using G(x) = exp(−x/T ) in the expression given by Eq. (A6) for the quantity A(T ) and then solving A(T c ) = 0, while for Model-2, we take D = 15 for which one has T c ≈ 0.47. Note that in Figs. 5 and 8, our theoretical results match with our numerical results only for sufficiently small h, as expected on the basis of the fact that our theoretical analysis is valid in the linear response regime obtained in the limit h → 0. Let us remark that very close to T c , numerical results for finite N shown in Figs. 5 and 8 do not show the diver-gence predicted by our theory and shown in these figures by red lines, owing to finiteness of the field strength h (the theoretical results are valid in the limit h → 0 and N → ∞ while satisfying the condition h > 1/ √ N that ensures that the response dominates over finite-size fluctuations; in these figures, N is large enough that the condition h > 1/ √ N is satisfied, although not the limit h → 0). Moreover, the convergence to the h → 0 limit is slower for Model-2 than for Model-1. (27) with thermal equilibrium as the reference state. The critical point is Tc = 1/3. The line corresponds to the behavior (30), with β given by our theoretical analysis as β = 1/2, see Table I .
VI. CONCLUSIONS
In this work, we have discussed response to an external field in a mean-field system of classical Heisenberg spins exhibiting a second-order phase transition in the stationary state. The time evolution in the thermodynamic limit of such systems is described by the so-called Vlasov equation for the single-spin phase space distribution function. We have shown that for Vlasov-stationary states that allow a second-order phase transition and when subject to a small external field, the critical exponents characterizing power-law behavior of response close to the critical point and obtained within the Vlasov dynamics may take values different from the ones obtained on the basis of a statistical mechanical analysis, with no reference to the dynamics of the initial state in the presence of the external field. Interestingly, we find that both the sets of values of the critical exponents satisfy the same scaling relation, which is incidentally the same as the one known for mean-field Hamiltonian particle systems that are quite different from the studied spin systems. This work hints on one hand at the universality of critical behavior for mean-field systems evolving under Vlasov dynamics, and cautions on the other hand against relying on a static approach, with no reference to the dynamical evolution, to extract critical exponent values for mean-field systems. The magnetization m h is independent of h in both cases, thus lending support to the behavior (32), with γ ± given by our theoretical analysis as γ + = γ − = 0, see Table I . (27) with thermal equilibrium as the reference state. The critical point is Tc ≈ 0.476. The line corresponds to the behavior (30), with β given by our theoretical analysis as β = 1/2, see Table I .
The reason that one has to resort to the dynamics in order to extract the correct critical exponents is the following. Let us first recall the protocol we employ in extracting the critical exponents. We prepare the system in Vlasov-stationary states parametrized by a parameter T , and which allow a second-order phase transition and consequently a critical point T c . An example of such states is the thermal equilibrium state for which the parameter T is the temperature. We then subject the system to a constant external field. As mentioned in the introduction, mean-field systems like ours when considered in the thermodynamic limit remain trapped in Vlasov-stationary states forever in time. The dynamics in such states is non-ergodic due to existence of the Casimir invariants, so that one may not apply tools from Boltzmann-Gibbs equilibrium statistical mechanics to extract the critical exponents characterizing the response of such states to (7) with N = 10 7 and performing a time average of the instantaneous magnetization over an interval of length 20, which is further averaged over 2 realizations of the dynamics. The black line corresponds to the behavior (33), with δ given by our theoretical analysis as δ = 3/2, see Table I . As expected, only for small h does our theory match with numerical results. (27) with thermal equilibrium as the reference state. The critical point is Tc ≈ 0.47. The line corresponds to the behavior (30), with β = 1/2, as predicted by our theory, see Table I. the external field, for the simple reason that ergodicity lies at the heart of the very foundation of equilibrium statistical mechanics.
It may be noted that one could very well have a class of Vlasov-stationary states that for our model do not allow a second-order but a first-order phase transition. One may mention the case of the HMF model where the Vlasov-stationary thermal equilibrium state allows for a second-order phase transition, but there are other classes of Vlasov-stationary states that allow a first-order phase transition [11] [12] [13] [14] . It would be interesting in the context of our model to study the response for other classes of Vlasov-stationary reference states that allow a first- (7) with N = 10 7 and performing a time average of the instantaneous magnetization over an interval of length 20, which is further averaged over 2 realizations of the dynamics. The upper panel corresponds to the disordered phase T > Tc ≈ 0.47, while the lower panel is for the ordered phase T < Tc. In either case, the black dashed line corresponds to the behavior close to Tc, Eq. (32), with γ + = 1 and γ − = 1/6 as given by our theoretical predictions, see Table I . The red continuous lines in the figures are our theoretical result (47), with L given by Eq. (44) computed numerically by using the method given in Appendix D.
order phase transition and differ from the ones studied here. Another immediate follow up of this work would be to investigate the validity, in the context of the studied spin model, of the Kubo fluctuation-dissipation theorem valid for short-range systems prepared in thermal equilibrium and subject to small external fields. Studies in this direction are underway and comparison with the HMF model results [29] will be reported elsewhere. Collective 1/f fluctuation due to the Casimir invariants is also an interesting topic to pursue [30] . (7) with N = 10 7 and performing a time average of the instantaneous magnetization over an interval of length 20, which is further averaged over 2 realizations of the dynamics. The black line corresponds to the behavior (33), with δ given by our theoretical analysis as δ = 4/3, see Table I . As expected, only for small h does our theory match with numerical results. with S x = 1 − p 2 cos φ. We assume G to be a smooth function of its argument. Since we take G to be parametrized by the parameter T , this means that G is also smooth with respect to T . Let us expand G in a Taylor series around Dp 2n . Substituting the Taylor series and then integrating over φ, we see that in the numerator on the right hand side of Eq. (A4), only odd order terms in (m h + h) survive; In the denominator, on the contrary, only even order terms survive. Consequently, the right hand side of Eq. (A4) has only odd order terms of m h , and the equation gives
(1 − p 2 )G (Dp 2n )dp 
(A7) From the behavior A(T ) ∝ (T − T c ) around T = T c , we get γ ± = 1. At the critical point, the self-consistent equation (A5) reduces to
The response m h ∝ h 1/δ (δ > 1) is larger than h for small h, so that we have m
We start with Eq. (52). Noting that S x 2 0 and H 0 depend on only the action variable I, we rewrite L 2 as
and we have used the fact that canonical transformation from (φ, p) to (w, I) gives dφdp = dwdI. The single-spin Hamiltonian H 0 has a separatrix which consists of the stable and unstable manifolds of the fixed point (S x , S y , S z ) = (−1, 0, 0) and encloses the point O = (1, 0, 0) on the phase space of the unit sphere. On the basis of this observation, we make an essential assumption for estimating L 2 , namely, that the main contribution to L 2 comes from the region around the point O. We now change twice the variables of integration in L 2 . First, to divide the phase space into the inside and the outside of the separatrix, the integration variable I is changed to energy E as
where the frequency Ω(I) is defined by
Let E min , E sep and E max denote respectively the minimum energy, the separatrix energy, and the maximum energy. Following the essential assumption, we omit the second term of L 2 in (C3). Second, to eliminate the dependence on m 0 of the integration interval, E is changed to a variable k defined as
Consequently, one has
where ψ(I(k)) is simply denoted as ψ(k) for instance.
To estimate Ω around the point O, which corresponds to (φ, p) = (0, 0), we approximate H 0 as
The action variable is the area enclosed by a periodic orbit, and hence, we have I = 1 2π φdp = 2 π 2 m 0 pmax 0 E − Dp 2n dp, (C8) with p max = (E/D) 1/(2n) . In terms of
we have the action variable as 
We remark that S x 0 is zero in the disordered phase, but it does not vanish in the ordered phase even when the limit m 0 → 0 is taken, because the iso-H 0 line is confined to the direction φ around the point O corresponding to (φ, p) = (0, 0). Equation (C13) yields the estimation (53) of the main text.
Appendix D: A method to compute averages · 0 over angles
In this appendix, we discuss a method to compute the angle average · 0 . The single-spin Hamiltonian H 0 has the angle-action variables (w, I) whose temporal evolution is w(t) = w(0) + Ω(I)t, I(t) = I(0),
where Ω(I) = dH 0 /dI. Changing the variable from w to t, we have the average as 
where T p is the period on the considered iso-I line. We may write down the canonical equations of motion for H 0 = Dp 2n − m 0 1 − p 2 cos φ as dφ dt = 2nDp 2n−1 + m 0 p 1 − p 2 cos φ, dp dt = −m 0 1 − p 2 sin φ,
and the average 1 − p 2 cos φ I is computed as 
