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Introduction 
We are concerned with the numerical solution of (possibly) vector and multidimensional 
integral equations of Urison type: 
u(x) =f(x) + h/,K(x, t, u(t)) dt, x E 9. (1) 
We assume that D c R” is a measurable set, f: 52 + Iw n is a square integrable function, 
K: OXOXR”+!R” satisfies the Caratheodory conditions, and h E Iw. We also suppose that 
the integral operator, induced by the kernel K, maps L*( L’, rW”> into itself, is completely 
continuous and continuously FrCchet differentiable (see [25]). Two special cases of (1) will be in 
particular considered: the nonlinear Hammerstein equation and the linear Fredholm equation, 
which respectively correspond to the choice 
K(x, t, u> =H(x, t>g(u> and K(x, t, u)=H(x, t)u 
with H: fi X 52 --) R”x” and g: Iw” --+ Iw”. 
In very recent years, for approximating solutions of integral equations like (l), quasi-Newton 
iterative techniques, based on the well-known Broyden’s method [6], have been proposed and 
extensively studied [17,13,14,16,19]. The main feature of these methods lies in generating a 
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sequence of iterates, which are solutions of linear integral equations, whose kernels are updated, 
step by step, by a one rank modification. 
In this paper, we stress and exploit the fact that these procedures can be specialized in such a 
way that each linear integral equation arising in the course of the iteration has a finite rank 
degenerate kernel. Accordingly, it can be solved exactly through standard reduction to a linear 
algebraic system (c.f. [3,4]), whose dimension usually turns out to be small, owing to the expected 
fast convergence of the quasi-Newton iterates. These observations make such methods less 
expensive then other numerical techniques, which usually oblige to solve large dense linear 
systems, in particular dealing with multidimensional or vector integral equations. 
We end this introduction by explaining some notations we shall use in the sequel. For a real 
Hilbert space H, with scalar product (a, -> and norm ) . ) = (. , .)1/2, we denote by B(H) the 
Banach space of bounded linear operators on H, endowed with the usual operator norm I] * 11. 
We also denote by H’ the (topological) dual space of H and by H’ 8 H the space of all bounded 
finite rank linear operators on H [24, p.1791. Each operator B E H’ ~3 H can be represented (not 
uniquely) as 
where +,? E H’, t,bj E H and +T @ +!J~ = (Gji, .)$J~, with $$j* = (+,, .), $ E H, by Riesz representa- 
tion theorem. 
Note that, if H = L2( 1(2, [w “), the elements of H’ 60 H are linear degenerate integral operators, 
whose kernels have the representation C~,,a,(~)b,(t)~, with ai, b, E L*(fi, 02”). 
Description of the method 
In order to describe the technique for solving (1) as clearly as possible, we put ourselves in a 
more general setting, replacing the space L2( Q, [w “) with an abstract separable Hilbert space H 
and the right hand side of equation (1) with an operator T: dom T c H + H. Accordingly, we 
consider the fixed point problem for T, 
u= Tu, u E dom T. (2) 
From now on, the following hypotheses are assumed on the mapping T: 
(Tl) there is an open set D c dom T where T is continuously Frechet differentiable, with 
T’(u) compact for each u E D; 
(T2) there is a fixed point u * E D of T such that I - T’( u * ) is invertible (I is the identity 
operator on H). 
For solving (2) we consider the following iterative scheme: 
GIVEN an initial guess u,, E D and an approximation B, E H’ @ H to T’ ( uo) ,
FORk=O,l, 2 ,..., 
SOLVE (I- B&Y,= -(uk- Tu,), (3) 
SET uk+i = Uk + Sk, (4) 
UPDATE B, to Bk+l, setting Bk+l = B, + C,, with C, E H’ ~3 H. (5) 
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It is clear that, owing to the choices of B,, and of the updates C,, the whole sequence { Bk} is 
constituted of bounded finite rank operators. Therefore, at each step of the iteration, the 
linearized equation (3) can be solved as follows: 
LET B, E H’ 8 H have the representation B, = c +,* 8 +bj, 
j=l 
with$,?EH’and $,iH, 
TAKE the scalar product of (3) by r#+, , h = 1,. . . , Y, 
to get the system of linear algebraic equations 
(& %) - i (@%Y Ic,)(@,> Sk) = +,> uk- %)> h=l 
j=l 
SOLVE (6) with respect to the unknowns ($+, , sk ), h = 1,. . 
to find the solution sk of (3) as 
sk= i ($1, sk)+,-((“k- T”k). 
j=1 
. . . 
. . 
. > r, 
r, 
(6) 
(7) 
Note that the exact solution of (6) yields the exact solution of (3) by formula (7), and this 
holds true even if some of the { $} or of the { qj} are linearly dependent. Moreover, it is 
noteworthy that, in any case, the dimension of system (6) is equal to r. This is a compelling 
reason to force r to remain small: this goal can be achieved by a shrewd choice of the corrections 
‘k. 
In the case of a finite dimensional Hilbert space H, various low rank updating strategies have 
been developed and a wide literature is available on this topic; see [7,8,9,11,10] and the 
references quoted therein. Here we shall consider methods based on the following general one 
rank correction formula: 
Ck=ak@Tk, witha,=(Uk, .)/(U,, sk)and ?-k=TUk+i-TUI,-BkSk, 
uk E H being suitably chosen. 
(8) 
Formula (8) characterizes the family of Broyden’s-type updates. According to (8), the updated 
operator Bk+l = B, + C, always obeys the secant equation at the current step 
Bk+iSk = TUk+l - TU,. 
When no attention is payed to the structure of T’, a convenient choice for uk appears uk = sk, 
which yields the standard Broyden’s update, as proposed in [21,17,13,14,15,16,19], on the model 
of the celebrated finite dimensional method [6]. Of course, dealing with more specific situations, 
different updating strategies might be more appropriate, exploiting special properties of T’. 
Concerning the convergence properties of Broyden’s method adapted to a Hilbert space 
setting, very general results have been recently obtained by Griewank [14] under mild regularity 
conditions on T at the fixed point u *. As a special consequence of such statements [14, Th.5.11, 
it follows that the standard Broyden’s method attains local q-superlinear convergence, i.e. 
limk-, 1 uk+l - u* l/l uk- u* ] = 0, under (Tl), (T2) and 
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(T3) the derivative T’: D C dom T + B(H) satisfies the condition: 
II T’(u) - T’(u) II <c(log]u-u])d, for every U, uED, withc>O and d> - +. 
In the context of the treatment of integral equations in the space L2( f2, R”), condition (T3) 
permits to enlarge the class of admissible integral operators which the abstract theory applies to, 
with respect to the classical smoothness assumptions (like Holder continuity) that usually impose 
rather stronger restrictions either on the growth of K( x, t, e) or on the regularity of K(. , . , u). 
As pointed out in [l], [14] and [16], the analysis of the behaviour of iterative methods on 
infinite dimensional problems is motivated by the exigency of getting information about their 
performance on the corresponding discretized problems. For instance, in the solution of integral 
equations, which are often approximated by the use of quadrature rules, it is of relevant 
importance to assure that the rate of convergence towards the solutions of the finite dimensional 
problems does not deteriorate as the discretization becomes finer and finer. This does not 
happen when Broyden’s method is applied to compact integral equations of type (1). Indeed, the 
speed of convergence practically observed on many numerical experiences turns out mesh 
independent for all sufficiently fine discretizations, even if it depends on the regularity of the 
kernel. Indeed, this fact was theoretically discussed by Griewank in [14], where it is proved that 
the speed of convergence is related to the rate at which the singular values of T’( u *) - B, 
decline towards zero. 
When a method, described by (3), (4), (5), (6), (7) and (8) is applied to the solution of linear 
integral equations, it appears as an iterative variant of the classical degenerate kernel method 
[3,4,23,22], in the sense that the degenerate approximations to the given kernel are recursively 
constructed by one rank updating. Now we briefly discuss this topic. 
First, we recall that in the affine situation, i.e. T = S + w, with S a linear compact operator on 
H and w E H fixed, under (T2), the standard Broyden’s method attains global (i.e. the starting 
guesses u0 E H and B, E H’ 8 H can be arbitrarily chosen) q-superlinear convergence, provided 
that I - B, is invertible for each k. The last request, which is only a feasibility condition, can be 
satisfied, for instance, by a perturbation device as in [18, Th. 3.21, or can be by-passed as 
suggested in [14] and [16]. 
As previously mentioned, any operator Bk+l, obtained by formula (8), satisfies the secant 
equation at the current step, and then it incorporates information of the averaged operator 
Mk = J,‘T’( uk + ts,) dt. Since in the linear case Mj = S and then B,,, agrees with S on sj, for 
j < k, it should be desirable that in forming Bk+l such information on S is not destroyed. 
Therefore, we will consider updates C, of type (8), constructed in such a way that the operator 
B k+l = B, + C, also obeys the secant equations at the preceding i, steps (1 < i, d k). Namely 
Bk+lSj= T"j+l -TM, for j=k-i,,...,k. (9) 
These updates are obtained by choosing uk in (8) equal to the projection of sk on the orthogonal 
complement of Sp{ s~_~~, . . . , s~_~}. Such variants of the standard Broyden’s method were 
proposed, for finite dimensional problems, by Barnes [5] and Gay and Schnabel [12]. 
Since it is natural to expect to get a better behaviour as i, is larger, then the optimal value for 
i, should be k. Yet, it must be noted that for getting uk, a Gram-Schmidt orthogonalization 
procedure has to be performed, and this in general requires an additional effort, increasing with 
i,, for computing the involved scalar products. Such extra cost is avoided, adopting our approach 
to the construction and the solution of the linear equations (3). Therefore, we choose i, = k, 
getting the following projected Broyden’s update. 
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B k+l=Bk+uk~‘7/,,withuk=(~k/l~kI, .)andr/,=(S-BBk)~k/lukI,ukbeing 
the projection of sk on the orthogonal complement of Sp { sO, sl, . . . , sk_ 1 } 
for kzl, and u,,=.Q. (10) 
We insist on the fact that the coefficients of the Gram-Schmidt process for u,+ (k > 1) have 
been already calculated in the solution of system (6). Namely, as 
k-l 
Bk=B,,+ c uj@~ with B,EH’c~H, 
j=O 
we determine the coefficients c, = ( uj, sk)/ I uj 1, for j = O,l, . . . , k - 1, which allow to construct 
k-l 
uk=sk- c CjUj/lUjl. 
j=O 
The properties of this method are studied in [20]. In particular it is proved therein that it 
attains q-superlinear convergence if S is a compact mapping and (T2) holds, observing that the 
sequence { Bk} converges in norm to the restriction of S to the subspace of H spanned by the 
corrections { sk}. Moreover, from the orthogonality of the { u,}, it follows that the conditioning 
of systems (6) is not worse than the conditioning of equations (3). As concerns the numerical 
results, we observed that the projected Broyden’s method always outperforms the standard one, 
(at least) in the treatment of linear integral equations. 
Numerical examples 
In the first two examples, we apply the above scheme with standard Broyden’s updates to the 
solution of the Hammerstein equation 
U(X) ‘f(x) +$K(x, t)u2(t) dt, x E [OJ], (11) 
for two different choices of the kernel K: the former analytic, the latter with discontinuous first 
derivatives. In both cases f is so adjusted that u*(x) = x112 is a solution of (11). Conditions 
(Tl), (T2) and (T3) are fulfilled in either examples. 
Example 1. We take K(x, t) = x3 exp(xt) and X = 0.125. Then we start with u0 =f and B, the 
2-rank integral operator induced by the kernel bO(x, t) = 2hx3(1 + xt)f(t): B, is a degenerate 
approximation of the derivative T’( ZQ,), obtained truncating the Taylor expansion of exp( .) at 0. 
The computation of the involved integrals is performed by a 12-points Gaussian quadrature rule. 
Example 2. We keep K( x, t) = t(1 - x), for t G x, K( x, t) = K( t, x), for t > x, and h = 1. Here, 
we start with u0 = f and B, the integral operator induced by the kernel b,(x, t) = 
4Cj,, sin( j7rx) sin( jrrt)f( t)/( j7r)2, obtained by truncating the Fourier expansion of K(x, t), 
the involved integrals are computed by a 96-points Gauss quadrature rule. 
In the second three examples, we apply the above scheme, with standard Broyden’s updates as 
well as projected Broyden’s updates, to the solution of the Fredholm equation 
U(X) =f(x) + $K(x, t)u(t) dt, x E [0, 11, (12) 
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Table 1 
k (1) ek,sB (2) ek,sB 4B (3) ek,pB 4% e,t$B 
(5) 
ek,sB ei:kB 
0 4.3E-2 3.8E-2 4.4E- 1 4.4E-1 4.0E-2 4.0E-2 3.2E- 1 3.2E-1 
1 l.SE-3 1.9E-3 3.7E-1 3.7E-1 1.3E-3 1.3E-3 8.1E-4 S.lE-4 
2 5.1E-6 1.5E-5 2SE-1 1.4E-2 1.3E-4 3.3E-5 5.3E-4 3.6E-6 
3 2.2E-9 1.4E- 8 1.7E-3 1.6E-6 1.7E-6 3.2E-7 1.7E-6 2.2E-7 
4 stopped 7.1E-10 l.lE-5 1.7E-11 6.4E-8 3.6E-9 8.8E-7 1.3E-8 
5 stopped 5.6E-8 stopped 2.8E-9 stopped 2.8E-8 9.4E- 10 
6 1.5E-10 stopped l.OE-8 stopped 
7 stopped 4.0E- 10 
for different choices of the kernel K, with A a regular value. In all tests, u0 = f and 
&,=Wlf l’>f@Kf are chosen as starting guesses. 
Example 3. We take K(x, t) = l/(1 + (x - t)2) (Love kernel [3]), A = 1 and f so adjusted that 
u*(x) = x is the solution of (12). Here a la-points Gauss quadrature rule is used for computing 
the integrals. 
Example 4. We keep K(x, t) = log ]x - t ], X= 0.1 and f so adjusted that u*(x) =x3 is the 
solution of (12). The involved integrals are computed by a 65-points Simpson product integration 
rule (see [3]). 
Example 5. We take K(x, t) = (1 - y2)/(l + y2 - 2y cos(27r(x + t))), with y = 0.8, h = 0.99 and 
f so adjusted that u*(x) = sin(2Tx)/( X + y) is the solution of (12). This integral equation, 
which is a classical reformulation of the Dirichlet problem for Laplace equation on an ellipse, 
has been considered, for instance, in [2]. Here a 32-points Gauss quadrature rule is applied for 
computing the involved integrals. 
In Table 1, et) denotes the L2-norm of the error uk - u *, in the ith example (i = 1, 2, 3, 4, 5). 
The further subscripts sB and pB distinguish between standard and projected Broyden’s updates 
in the algorithm. 
Conclusions 
Several motivations suggest the use of quasi-Newton methods employing finite rank ap- 
proximations to the FrCchet derivative of T, which are updated step by step by a one rank 
correction. At first, they permit to avoid the direct calculation of the derivative T’ at each step 
(as in Newton’s method), which in many cases is an impossible, or prohibitively expensive task, 
but nevertheless they provide fast convergence of the iterates. Secondly, as we showed, the linear 
equations arising in the course of the iteration can be solved exactly (at least from a theoretical 
point of view) and cheaply, by the solution of algebraic linear systems, whose coefficient matrices 
are obtained each by bordering the preceding one. Moreover, for superlinearly convergent 
iterations, making use of one rank corrections, the sizes of the linear algebraic systems of type (6) 
are reasonably expected not to increase too much. In the context of the solution of integral 
equations (possibly vector and/or multidimensional), this is the essential practical feature, which 
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distinguishes our approach from other ones, which might compel1 to solve at each step a large 
(dense) linear algebraic system (c.f. [17]). 
Furthermore, we wish to observe that, since the algorithms here proposed make a massive use 
of scalar products, they appear promising in the light of the progressive diffusion of parallel 
computers. 
Finally, according to the above remarks, we notice that, for each of the above described 
methods, the cost per step for solving a system of n integral equations, using N points of 
quadrature, consists of O(n2N2) arithmetical operations for computing the residual and, when 
k +x nN, of O(nN) arithmetical operations for the solution of the linear equation (3) via the 
algebraic system (6). 
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