We show that an in nite lower Hessenberg matrix generates polynomial sequences that correspond to the rows of in nite lower triangular invertible matrices. Orthogonal polynomial sequences are obtained when the Hessenberg matrix is tridiagonal. We study properties of the polynomial sequences and their corresponding matrices which are related to recurrence relations, companion matrices, matrix similarity, construction algorithms, and generating functions. When the Hessenberg matrix is also Toeplitz the polynomial sequences turn out to be of interpolatory type and we obtain additional results. For example, we show that every nonderogative nite square matrix is similar to a unique Toeplitz-Hessenberg matrix.
Introduction
It is well-known that orthogonal polynomial sequences are determined by in nite tridiagonal matrices, called Jacobi matrices, whose entries are the coe cients in the three-term recurrence relation satis ed by the orthogonal polynomials, and many properties of the polynomials can be obtained from the corresponding matrix. In this paper, instead of an in nite tridiagonal matrix we consider an in nite unit lower Hessenberg matrix H and show that it is similar to a shift matrix that we call X, that is, there exists a unique lower triangular invertible unit matrix Q such that QH = XQ. Then P = Q − is also lower triangular and satis es HP = PX.
Each row of the matrices Q and P = Q − is identi ed with a polynomial, for example, if P = [p k,j ] then p k (x) = p k, + p k, x + · · · + p k,k x k corresponds to the k-th row of P. We will show that p k (x) is the characteristic polynomial of the k × k nite section of H and that this section is similar to the companion matrix of p k (x). We obtain some procedures to construct the matrices Q and P and some matrix series that generalize the exponential and geometric series. There are two important special cases. In the rst case H is a banded matrix and in the second case H is Toeplitz-Hessenberg. The rst case includes the tridiagonal Hessenberg matrices that generate orthogonal polynomial sequences. In the second case we obtain a generating function for the matrix P, that shows that P is related with the matrix representation of a composition operator on the space of formal power series. In this case the polynomial sequences associated with Q and P turn out to be sequences of interpolatory type, which means,
Such sequences were studied in our previous paper [7] and are analogous to the sequences of binomial type of the Umbral Calculus.
Finally, from our results we obtain a simple proof of the fact that every nonderogative nite square matrix is similar to a unit Toeplitz-Hessenberg matrix. This is one of the main results in [3] . We obtain the entries in the Toeplitz-Hessenberg matrix from the coe cients of the characteristic polynomial.
For the general theory of Toeplitz matrices and their connections with Functional Analysis see [1] and [2] .
In nite lower semi-matrices
In this section we de ne the algebra of in nite lower semi-matrices and present some of their basic properties that will be used in the rest of the paper. See [6] for additional information about in nite lower semi-matrices. An in nite matrix A = [a j,k ], where the indices run over the nonnegative integers and the entries are complex numbers is a lower semi-matrix if there exists an integer m such that a j,k = whenever j − k < m. We denote by L the set of all lower semi-matrices. Such matrices are also called lower m-Hessenberg in nite matrices, or generalized lower Hessenberg in nite matrices.
The entry a j,k lies in the n-th diagonal of A if j−k = n. Note that, if m > n then the m-th diagonal lies below (to the left of) the n-th diagonal. A nonzero element of L is a diagonal matrix if all of its nonzero elements lie in a single diagonal.
If A is a nonzero element of L and m is the minimum integer such that A has at least one nonzero entry in the m-th diagonal, then we say that A has index m and write ind(A) = m. The index of the zero matrix is in nity, by de nition.
It is clear that L is a complex vector space with the natural addition of matrices and multiplication by scalars. It is also closed under matrix multiplication. Let A and B be in L, with ind(A) = m and ind(B) = n. Then the product C = AB is a well de ned element of L and
Note that ind(AB) ≥ m + n. A su cient, but not necessary, condition for A to have a two-sided inverse is that ind(A) = and a k,k ≠ for k ≥ . We denote by G the set of all matrices that satisfy such condition. It is easy to see that G is a group under matrix multiplication. The unit is the identity matrix I whose entries on the 0-th diagonal are equal to 1 and all other entries are zero.
Let us de ne some particular elements of L that will be used often in the rest of the paper. Let X denote the diagonal matrix of index -1 with x j,j+ = for j ≥ , and denote byX the transpose of X. Note thatX is diagonal with index equal to 1. Note that XX = I andXX = J, where J is the diagonal matrix of index zero that has its entry in the position ( , ) equal to zero and its entries in positions (j, j) equal to 1 for j ≥ . Therefore, X is a right-inverse for X but not a left-inverse. Note that J di ers from the identity I only in the position ( , ). If A ∈ L has a right inverse we denote it byÂ.
If A ∈ L has index m, we say that A is monic if all the entries in the diagonal of index m are equal to 1. Note that a monic matrix of index -1 is a unit lower Hessenberg matrix.
If m is a positive integer then X m is the diagonal matrix of index −m with all its entries in the −m diagonal equal to 1. Analogously,X m is diagonal of index m and all its entries in the m-th diagonal are equal to 1.
Theorem 2.1. Let H be a monic matrix of index -1. Then there exists a unique monic Q ∈ G such that QH = XQ.
Proof: For j ≥ let r j denote the j-th row of the identity matrix I. Then, for any matrix A the product r j A is the j-th row of A. In particular, r j X = r j+ . Therefore, if Q satis es QH = XQ then we have r j QH = r j XQ = r j+ Q for j ≥ . This means that, if we know the j-th row of Q then the (j + )-th row is obtained by multiplying the j-th row by H on the right. If we take the -th row of Q equal to r then we can construct Q row by row by repeated multiplication by H. It is clear that the resulting matrix Q is monic of index zero and therefore it is in the group G. The uniqueness of Q is also clear, since every monic element of G has its -th row equal to r . Since Q is invertible, the previous theorem says that every monic matrix of index -1 is similar to X. Note that the proof of the theorem can be easily modi ed to show that every monic matrix of index −m is similar to X m , for m > , but Q is not unique in that case. If QH = X m Q then UQH = X m UQ for any U ∈ G that commutes with X m . It is easy to verify that the set of matrices U ∈ G that commute with X m and such that UQ is monic is equal to the set of block diagonal Toeplitz matrices whose initial block is a lower triangular invertible and monic m × m matrix. For Z ∈ L and k ≥ de ne the k-section of Z as the k × k nite matrix
If A is in G then it is easy to see that (A (k) ) − = (A − ) (k) , for k ≥ . In general, the operations of taking k-sections and matrix multiplication do not commute. 
and
Proof: Since QH = XQ we see that, for ≤ j ≤ k − , the j-th row of (QH) (k) is equal to the j-th row of (XQ) (k) , which is the (j + )-row of Q (k) if j < k − , and it is equal to [
If j < k − then the j-th row of (XQ) (k) P (k) is equal to the (j + )-th row of Q (k) multiplied by P (k) . Since P (k) is the inverse of Q (k) we see that the rows of (XQ) (k) P (k) coincide with the rows of X (k) , except for the last one, which is equal to
This clearly implies that the last row of
This completes the proof of (2.2). The proof of (2.3) is obtained in the same way. Let us note that the matrices in (2.2) and (2.3) are companion matrices, andH is a monic Hessenberg matrix of index -1. The equation HP = PX yields the relation
Polynomial sequences

Each matrix
that can be used to compute p k+ (x) as a linear combination of p (x), p (x), . . . , p k (x) and xp k (x). When H is tridiagonal equation (3.2) is the well-known three-term recurrence relation for orthogonal polynomial sequences. In that case the p k are orthogonal with respect to some linear functional on the space of polynomials. Note also that, if H is tridiagonal then the equation QH = XQ yields a three-term recurrence relation for the columns of Q. From Corollary 2.1 we obtain immediately the following result.
That is, p k is the characteristic polynomial of H (k) , and q k is the characteristic polynomial ofH (k) .
We have seen in the previous section that the matrix Q = [q k,j ] can be constructed row by row by successive vector-matrix multiplications. Since Q is lower triangular, its inverse P can be easily computed. For example, we can use the results in [8] to construct P as a product of elementary triangular matrices as follows. De ne the sequence of matrices R k in G by R = I and, for k ≥ , let (R k ) k,j = −q k,j for ≤ j ≤ k − , (R k ) j,j = for j ≥ , and all other entries equal to zero. Now de ne the sequence
The matrices R k are the inverses of the row elementary triangular matrices of Q. The matrix P can also be constructed in a way analogous to the construction of Q in the previous section, but instead of using H as a multiplier we use a one-sided inverseĤ of H. This is done as follows. Let us de ne Y = HX andĤ =XY − . Note that Y is a monic element of G andĤ is monic of index 1. It is easy to verify that HĤ = I, that isĤ is a right inverse for H, and thatĤH di ers from the identity matrix only in the 0-th column.
Since XX = I, from the equation HP = PX we getĤHPX =ĤP. Since P is lower triangular,ĤHP di ers from P only in the (0,0) entry. Therefore PX =ĤP holds. This means thatĤ times the k-th column of P equals the (k + )-th column of P. It is easy to see that the 0-th column of P is equal to the 0-th column of −ĤH, with its 0-th entry set equal to 1. Therefore P can be computed column by column by repeated multiplication byĤ.
Note that the inverse of Y = HX can be computed using elementary triangular matrices. If H is a banded matrix, computing Y − by elementary triangular matrices requires much less numerical work that in the general (non-banded) case. The matrix P can also be constructed using the recurrence relation (3.2), as it is usually done in the case of orthogonal polynomial sequences, but note that, in the general case, p k depends on p , p , . . . , p k− .
We say that a series of matrices ∞ j= A j converges to a matrix L if for each positive integer k there exists n ∈ N such that the k-section of m j= A j coincides with the k-section of L, for m ≥ n. The construction of the matrix Q in Theorem 2.1 can be expressed as a matrix series in the following way. For j ≥ let C j be the matrix that has (C j ) j, = and all other entries equal to zero. Note that for any matrix A the product C j A is the matrix whose j-th row is equal to the 0-th row of A and all the other rows are equal to zero. Then Q can be expressed as
It is clear that (3.3) is not an e cient formula for the computation of Q, since only the 0-th row of H j is required to form the j-th term of the series. We de ne next a series of matrices analogous to (3. 3) that will be used in the next section. Let D be the diagonal matrix of index 1 that has (D) k+ ,k = k + for k ≥ , and all the other entries equal to zero. If the k-th row of a matrix A corresponds to a polynomial u k (x) then the k-th row of AD corresponds to u
Let us note that ϕ(A) is monic of index zero and therefore it is in the group G. If A commutes with D then ϕ(A) is the exponential of AD. If A = yI, where y is a number then ϕ(A) is a Pascal matrix, and it is the matrix representation of the translation operator on the space of polynomials that sends u(x) to u(x+y). Some groups of generalized Pascal matrices were studied in [5] .
Theorem 3.1. Let A be a matrix of index m ≥ . Let B be a matrix that satis es ϕ(A)B = Aϕ(A). Then ϕ(−B)ϕ(A) = I. Furthermore, if A commutes with D then ϕ(−A)ϕ(A) = I.
Proof: Let E = ϕ(A). Since E is invertible we have B = E − AE and then 
Toeplitz-Hessenberg matrices
In this section we consider the important special case obtained when the matrix H of the previous sections is monic Hessenberg and Toeplitz. Some properties of the determinants of ne sections of such matrices have been obtained in [4] and [7] . Let T be a matrix of index 0 such that T k,j = t k−j for some sequence of numbers t , t , t , . . .. The matrix T is lower triangular and Toeplitz, and satis esXT = TX. Now let H = T + X. It is clear that H is a monic Toeplitz-Hessenberg matrix of index -1 that is determined by the sequence t k .
