Resumo A interpretação da imagem ultrassônica, por ocorrer de modo visual e qualitativa, traz uma variação inter e intra-observador importante. A adoção de métodos quantitativos é uma forma de diminuir esta dependência. 
Introduction

Technologies based on ultrasound (US) imaging have been
, Insana et al. (1991) , Landini and Verrazzani (1990) , Machado et al. (2006) , Narayanan et al. (1997) and Ossant et al. (2001) (Fellingham and Sommer, 1984; Narayanan et al., 1997; Wear et al., 1993) . Other researchers have proposed new techniques such as Varghese and Donohue (1994) , based on the spectral autocorrelation and Simon et al. (1997) Pereira and Maciel (2001) . The evaluation of the algorithms was performed using 10,000 simulated signals with different levels of Ad (regular part/diffuse) Pereira et al. (2002) (Marple, 1987) was tested using the relative entropy as a method of determination the order of the system (proposed by Kauati, 2000) . The basic idea is to calculate the entropy for each model order and elect the one where the entropy is minimal. This method was compared with classical methods of least squared error and Akaike (Marple, 1987) using simulated signals, having performed better than the last two. The orders for the WIENER method (Marple, 1987) were determined by the minimum mean square error, for having presented best performance in relation to the results obtained using the methods of Akaike (Marple, 1987) or entropy. The MUSIC method (Multiple Signal Classification) (Marple, 1987) is based on obtaining the eigenvalues and eigenvectors of the covariance matrix. 
. The basic idea in all these works is that the variation of the parameter values can be applied in the differentiation between normal structures and pathological, even when it is not apparent in the conventional US. This work is dedicated to the study the MSS estimation from ultrasonic backscattered waves, which characterizes the spatial organization, and it is of particular interest to detect changes in the microstructure of quasi-periodic tissues as the liver or spleen. This parameter has been calculated by common techniques such as temporal autocorrelation, power spectrum, cepstrum and higher order statistics
Material and Methods
The study is initially performed on simulated ultrasound (US) signals based on a linear model of the US interaction with biological tissue following the model used by
Results
Figure 7 presents
Discussion
Using simulated signals, the three methods produced similar results to Simon (1997) and Pereira and Maciel (2001) , having the advantage of not requiring a priori knowledge of the signal, as in the quadratic signal processing (Simon, 1997) and the use of SSA Pereira and Maciel (2001) . Using signals from phantoms, only the MUSIC method showed similar results to the literature Pereira and Maciel (2001) . This may be due to the fact that SSA also separates the spaces of periodic signals with aperiodic signals.
Conclusion
The MUSIC method showed better results, which is an indication that it should be further investigated with a view to future clinical use.
Introdução
A imagem ultrassônica têm tido aplicação cada vez mais ampla na área da saúde e tem avançado continuamente, não apenas em qualidade mas principalmente em modos diferentes de processar o sinal de eco para obtenção de novas características nas imagens (harmônicos, inversão de fase, etc). Entretanto, a interpretação da mesma é operador-dependente, pois ocorre de forma visual e qualitativa, trazendo uma variação inter e intra-observador importante (Calas et al., 2010) . Visando diminuir esta dependência, os cientistas vem explorando várias técnicas de processamento de sinais para quantificar características das estruturas internas dos tecidos biológicos a partir dos sinais originais de radiofrequência (RF).
Entre as propriedades mais comuns dos tecidos, pode-se citar: coeficientes de atenuação e retroespalhamento, densidade de retroespalhadores, diâmetro médio de partículas e espaçamento médio entre espalhadores (Mean Scatterer Spacing -MSS) . Estas propriedades foram estudadas por vários pesquisadores: Bridal et al. (1997) , Fellingham e Sommer (1984) , Huang et al. (2008) , Insana et al. (1991) , Landini e Verrazzani (1990), Machado et al. (2006) , Narayanan et al. (1997) , Ossant et al. (2001) , Simon et al. (1997) , Varghese e Donohue (1994) e Wear et al. (1993) . A hipótese básica assumida por todos esses trabalhos é que a variação nos valores dos parâmetros que quantificam estas propriedades pode ter aplicação na diferenciação entre estruturas normais e patológicas, ainda que não estejam aparentes na ultrassonografia convencional.
Este trabalho se dedica ao estudo da regularidade espacial do meio, quantificada pelo espaçamento médio de espalhadores (MSS -Mean Scatterer Spacing) da onda ultrassônica, que e é de especial interesse para detecção de mudanças na microestrutura quasi-periódica de tecidos como o hepático ou o esplênico. Este parâmetro tem sido calculado por técnicas como: autocorrelação temporal, espectro de potência, cepstrum e estatísticsa de ordem superior (Fellingham e Sommer, 1984; Landini e Verrazzani, 1990; Narayanan et al.,1997; Wear et al., 1993) . Varghese e Donohue (1994) tomaram como base a autocorrelação espectral e Simon et al. (1997) Amin et al. (2005) utilizaram a estimação espectral autorregressiva para estimar a variação de MSS. Todas essas técnicas são aplicadas em sinais de RF, ou em sua envoltória, que contém uma mistura de contribuições de espalhadores periódicos e não-periódicos. Porém, não há na literatura descrição do desempenho de métodos espectrais modernos, e outro ponto importante é que nenhum dos métodos se propõe a ser automático, ou seja, sempre há a interferência do operador para realizar alguma escolha ou estabelecer algum limiar de forma heurística para definir a ordem do modelo.
Nesse contexto, este trabalho apresenta dois objetivos básicos: (a) avaliar três dos mais conhecidos métodos paramétricos modernos de estimação espectral, a saber, BURG, WIENER e MUSIC aplicados à estimação do espaçamento médio de meios periódicos e (b) propor um método automático de determinação da ordem do modelo.
Materiais e Métodos
O estudo é inicialmente realizado em sinais simulados ultrassônicos, baseado num modelo linear de interação do US com o tecido biológico, para que se tenha maior controle das variáveis envolvidas no processo. Em seguida serão processados sinais reais de phantoms (corpos de prova) compostos de fios de nylon paralelos imersos em água.
Modelo matemático do sinal RF ultrassônico simulado
Os sinais de RF retroespalhados foram simulados considerando um meio linear e unidimensional, seguindo o modelo utilizado por Pereira e Maciel (2001) . Assim, o sinal de eco recebido, em função do tempo, r(t), pode ser escrito como:
sendo:
• p(t) = pulso de ultrassom transmitido;
• g(t) = função de caracterização do meio (Resposta Impulsiva); • n(t) = ruído do sistema experimental; e • * = operação de convolução. O meio é descrito como contendo uma sequência de partículas espalhadoras distribuídas regularmente, entremeadas por partículas com distribuição aleatória. A função g(t) é definida como o somatório de dois grupos de partículas, um com distribuição espacial periódica e o outro com distribuição aperiódica, conforme Equação 2:
• N = número total de partículas regulares;
• M = número total de partículas difusas;
• a i = amplitude do sinal regular;
• τ i = atraso (relativo à posição) da parte regular;
• θ i = atraso (relativo à posição) da parte difusa; e • δ = função impulso. Esse modelo é compatível com tecidos biológicos que apresentam estruturas regulares mescladas com difusas como, por exemplo, o tecido hepático, sendo similar aos encontrados na literatura (Simon et al., 1997) .
Sinal de RF ultrassônico simulado
No exemplo da Figura 1, apresenta-se um pulso simulado (domínio do tempo e da frequência), de frequência central 3,5 MHz e largura de banda 1,5 MHz, a resposta impulsiva do tecido e o sinal simulado de ultrassom retroespalhado, com espaçamento médio de 1,25 mm para jitter de 1 % (jitter é definido como a variação na posição da partícula ao redor do seu valor esperado).
Características dos sinais simulados
Uma primeira avaliação dos algoritmos foi realizada utilizando 10.000 sinais simulados com diversos níveis de Ad -relação sinal da parte regular/sinal da parte difusa -(11,7%; 41,2%; 58,8% e 76,5%) e jitter (1%, 5% 10%, 20%, 30%), divididos em 20 grupos de 500 sinais. A frequência de amostragem é de 25 MHz, a frequência central do transdutor é de 3,5 MHz e a largura de banda de frequência é de 1,5 MHz.
Os sinais foram simulados com um espaçamento médio entre os espalhadores (MSS) de 1,25 mm (compatível com os tecidos biológicos), cujo valor da frequência correspondente (FreqMSS) é calculado de acordo com a equação a seguir: 
sendo:
• FreqMSS = frequência de máxima magnitude;
• c = velocidade do ultrassom; e • MSS = espaçamento médio dos espalhadores. A Figura 2 apresenta, como exemplo, trechos de sinais simulados. Pode-se observar que a periodicidade fica progressivamente mais difícil de ser identificada visualmente.
Algoritmo de simulação do sinal de RF ultrassônico
Baseado no modelo descrito no item anterior, Pereira e Maciel (2001) 
• Amin = Amplitude mínima das partículas regulares; • Amax = Amplitude máxima das partículas regulares; e • Nr i = número randômico com distribuição uniforme. 8. A amplitude parte difusa do sinal (coeficientes b i da Equação 2) é calculada como o produto:
• Ad = razão entre as amplitudes médias dos ecos das partículas difusas e das partículas regulares; • Nr i = número randômico com distribuição uniforme. 9. A distribuição espacial (unidimensional) da parte regular (coeficientes τ i da Equação 2) é do tipo Gama, onde o seu valor médio é o MSS simulado e seu desvio-padrão funciona como uma variação da posição esperada da partícula regular (jitter); 10. A distribuição espacial da parte difusa (coeficientes θ i da Equação 2) é uniforme; e 11. Cálculo do pulso de excitação conforme a Equação 6:
• ω 0 = frequência central;
• B ω = largura de banda; e • u(t) = função degrau. Obtenção do sinal de RF ultrassônico, gerado pela convolução do pulso com o meio simulado, podendo ou não se acrescentar ruído branco neste ponto para simular o ruído da instrumentação.
Os valores dos parâmetros de simulação utilizados no presente trabalho se encontram enumerados na Tabela 1.
Phantom de fios de nylon
Outros sinais analisados foram provenientes de dois phantoms de fios de nylon, cada um construído com quatro fios alinhados num mesmo plano e espaçados regularmente, um deles com 1,2 mm e outro de 0,8 mm (diâmetro do fio 0,5 mm) conforme Pereira et al. (2002) 
Métodos de análise espectral
As estimativas espectrais paramétricas possuem as densidades espectrais de potência totalmente definidas pelos termos dos modelos e pela variância do ruído branco do processo. Um dos métodos mais Tabela 1. Valores dos parâmetros utilizados ecos provenientes do meio simulado. 
Método de BURG
No algoritmo de BURG, também conhecido como algoritmo de máxima entropia (Marple, 1987) , os coeficientes da função de transferência A(z) podem ser calculados como:
a n a n a p n
sendo: • N = tamanho do sinal. Para o método de BURG, foi testado o uso da entropia relativa (Cover e Thomas, 1991) como método de determinação de ordem de sistema, conforme proposto por Kauati (2000) . A idéia básica é calcular a entropia para cada ordem do modelo e eleger aquele onde esta é mínima. Este método é comparado com os métodos clássicos de Akaike e mínimo erro quadrático (Marple, 1987) .
O tamanho da janela foi definido experimentalmente, utilizando vários tamanhos e verificando qual obteve melhor desempenho. No caso deste método, as janelas de 200 e de 100 amostras obtiveram desempenho semelhantes, mas devido ao tempo de processamento que o método requer, optou-se por utilizar 100 amostras e overlap de 50 amostras.
Os passos para implementação do método de BURG neste trabalho se resumem da seguinte forma:
I. Define-se o tamanho da janela retangular do sinal; II. Define-se o overlap para o deslocamento da janela (normalmente 50%); III. Para todas as ordens, calculam-se, para todas as janelas, os coeficientes de reflexão; IV. Calcula-se a média dos coeficientes; V. Calcula-se, para cada ordem, a entropia relativa da resposta impulsiva h[n], tomando como referência o sinal original (envoltória do sinal de RF); VI. A ordem que apresentar a mínima entropia será a escolhida; VII. Encontra-se a resposta em frequência do filtro digital 1/A(z); e VIII. Analisando a resposta em frequência, a posição do ponto de máxima amplitude, dentro da janela especificada, corresponderá à frequência estimada (Figura 4). 
Método de WIENER
A função de transferência do filtro H(z) do método de WIENER (Marple, 1987) Neste artigo, o método de WIENER teve as ordens determinadas pelo mínimo erro quadrático, por ter apresentado melhor índice de desempenho em relação aos resultados obtidos utilizando os métodos de Akaike (marple, 1987) ou entropia. O tamanho da janela foi definido experimentalmente, utilizando-se vários tamanhos e verificando qual obteve melhor desempenho (índice de acertos), além de verificar o número de periodicidades presentes no trecho de sinal, tendo sido encontradas 200 amostras com overlap de 100 amostras.
O algoritmo do método de WIENER é composto dos seguintes passos:
I. Define-se o tamanho da janela retangular; II. Define-se o overlap; III. Para cada janela, calcular o vetor de correlação da envoltória do sinal de RF; IV. Calcula-se a média das correlações anteriores; V. Calculam-se os coeficientes dos vetores de autocorrelação, utilizando o algoritmo de Levinson (Marple, 1987) ( ) ( ) ( )
Sendo:
• T = metade do período limitado pela janela de análise, para M autovetores formadores do espaço de sinal.
Pré-processamento dos sinais
Todos os sinais foram submetidos a uma filtragem passa banda Butterworth de ordem 6, com frequências de corte relativas aos espaçamentos 0,02 mm (38,5 MHz) a 3,00 mm (256,67 kHz) para os sinais reais (provenientes do phantom de fios de nylon), e de 0,10 mm (7,70 MHz) a 5,00 mm (154,00 kHz) para os sinais simulados. As frequências de corte foram calculadas para cada trecho de sinal, a partir da Equação 3. Como a envoltória do sinal de RF possui as mesmas propriedades de espaçamento médio que o sinal de RF (Pereira e Maciel, 2001) , as análises foram realizadas somente na envoltória por esta ser mais robusta para estimativa das componentes periódicas.
O sinal de envoltória foi calculado ao partir do módulo do sinal analítico, obtido via transformada de Hilbert do sinal de RF, subtraindo-se a média (para retirar o nível DC) e dividindo-se pela variância, para normalização da energia.
Resultados
Sinais simulados
A Figura 7 apresenta os resultados de percentual de acertos em função do jitter para diferentes níveis de Ad (diferentes curvas apresentadas para uma faixa de tolerância de ±5% em torno do valor correto da frequência relativa ao espaçamento simulado, no caso, de 616,00 kHz, para uma velocidade de US no meio de 1.540 m/s) para os três métodos. Observa-se que os métodos tiveram um desempenho que diminuiu com o aumento dos níveis de jitter ou Ad, como esperado.
Phantoms de fios de nylon
Após o estudo com sinais simulados, realizou-se uma análise com sinais de phantom de fios de nylon, com espaçamentos de 0,8 mm (0,94 MHz) e 1,2 mm (0,62 MHz) cujos resultados estão apresentados na Tabela 2.
Discussão
Para sinais simulados, o método MUSIC tende a ter um desempenho melhor para os dois casos mais favoráveis no qual Ad e jitter são menores, ou seja, Ad = 11,7% e 41,2%, até um valor de jitter de 10%. O método de BURG, por sua vez, tem desempenho melhor que o de WIENER para esta mesma faixa. A partir deste ponto (jitter = 10%), o desempenho diminui rapidamente, o que sugere que a periodicidade não é mais evidente (não se pode dizer que há uma periodicidade). Importante ressaltar que, nos sinais simulados, a característica dominante é o emprego de periodicidades com maior ou menor quantidade de ruído associado. Não há grandes alvos refletores isolados ou estruturas altamente atenuadoras que gerem sinais mais complexos. Isso permite que se estude a influência da variação independente do jitter e do Ad, na estimativa da periodicidade com cada método. Comparando com a literatura, os três métodos apresentaram resultados equivalentes a Simon (1997) e Pereira e Maciel (2001), como na transformação quadrática do sinal (Simon, 1997) e no uso do SSA (Singular Spectrum Analysis) (Pereira e Maciel, 2001 ), mas com a vantagem de ser automático.
Utilizando os sinais provenientes de phantom de fios de nylon, para a faixa de acerto de ± 5%, todos os métodos tiveram um erro maior que 50%. Entretanto, considerando-se a faixa de acerto de ± 10% os métodos WIENER e MUSIC apresentaram melhor índice para fios espaçados de 1,2 mm.
É válido ressaltar que todos os métodos apresentaram a média da frequência estimada (Tabela 2) acima de 0,94 MHz (correspondente a uma periodicidade inferior a 0,8 mm) e acima de 0,62 MHz (correspondente a uma periodicidade inferior a 1,2 mm) como era esperado, já que o feixe de US incide inclinado ao plano formado pelos fios de nylon, o que levaria a uma estimativa menor que o espaçamento real.
Para estes phantoms, o método MUSIC apresentou os melhores resultados, considerando média e desvio-padrão. Importante salientar que os sinais dos phantoms de fios de nylon são sinais reais simples, cuja periodicidade pode ser identificada visualmente, porém, percebe-se uma variação importante de amplitudes entre os ecos, sendo, portanto, um teste inicial da capacidade dos métodos de estimar o MSS, levando em conta essa característica.
Como o método é automático, foi utilizada uma janela de análise ampla que pudesse estimar qualquer espaçamento, entretanto, isto torna o método suscetível à influência de eventuais grandes refletores, gerando estimativas de espaçamento entre estes e não o desejado.
Utilizando sinais do phantom de fios de nylon, somente o método de MUSIC apresentou resultados equivalentes aos da literatura com este meio Pereira e Maciel (2001), isso pode ser devido ao fato do SSA também separar os espaços de sinais periódicos com sinais aperiódicos.
Conclusão
Este trabalho avalia três métodos (BURG, WIENER e MUSIC), apresentando como originalidade a determinação da ordem de cada método para cada estimativa de espaçamento, de forma automática (sem ser necessária a intervenção do operador). O método Tabela 2. Resultados para sinais de fios de nylon de 0,8 mm (0,94 MHz) e 1,2 mm (0,62 MHz) para os três métodos para velocidade de US estimada igual à 1.498 m/s. MUSIC apresentou melhor resultado global o que é uma indicação de que deveria ser melhor investigado com vistas a uma futura utilização clínica.
