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Abstract 
Yeyios, AK., On two sequences of algorithms for approximating square roots, Journal of Computational and 
Applied Mathematics 40 (1992) 63-72. 
For approximating m, where N is positive real, two sequences of iterative methods derived from a continued 
fraction expansion of m are presented. We prove the convergence of these algorithms and determine their 
order of convergence. As we show, algorithms of arbitrary order for approximating fi can be constructed. 
Moreover, a connection between these algorithms and those proposed by Johnson (1989) is proved and some 
other results concerning specific algorithms are given. 
Keywords: Continued fractions, iterative methods, order of convergence. 
1. Introduction 
The problem of approximating fl, N positive real, is a very old one and there are a large 
number of methods in the literature that can be used to solve it effectively. Obviously, this 
problem is equivalent to that of approximating the positive root of the equation 
fly\ ‘+--,j/= 0, 
J 1-Y 
(1.1) 
and a well-known up-to-date algorithm for this purpose is 
1 N 
x n+l =- x,+- ) n=0,1,2 ,... . 2 ( I 
(1 2) . 
xrl 
Algorithm (1.2), known as Heron’s algorithm, can also be derived by Newton’s method (cf. 
[2,9,10]) for (1.1); it is of second order and converges to m for every x0 > 0. Another 
third-order algorithm is Halley’s or Bailey’s algorithm (cf. [S]): 
x,(3N + xi) 
X n+1= 34fN ’ 
n=O,l,2 )... . (i.3j 
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Similarly, algorithms for fi of order greater than 3 can be obtained using general multi-point 
iterative methods such as Traub’s method and Jarratt’s method [6], but they are in genera! of 
no practical use because of their complexity. 
In this paper, using a continued fraction expansion for a, we construct two sequences of 
algorithms for approximating m of the form 
x 11+ 1 =Fk(x,J, n=O, 1, 2 ,..., (14) . 
k =2,3,..., where Fk(x) is a rational function and (1.4) is of order k. Thus, the problem of 
constructing algorithms of arbitrary order for determining fi is solved. We also show that for 
a fixed k (k=2,3,... ), (1.4) converges to m for every x0 > 0 and that (1.21, (1.3) and other 
known algorithms follow from (1.4) for specific values of k. 
Another purpose of this paper is to prove that the sequence of algorithms proposed by 
Johnson [4] (for finding approximations to m, N nonsquare integer) coincides with the first 
sequence of algorithms given and studied here. 
In the next section we give some notation, definitions and known results from the theory of 
continued fractions (see, e.g., [1,2,5]) and iterative methods [7,8,10] that are useful in the 
sequel. 
2. Contin~d fractions - iterative methods 
Definition 2.1. A cofztinued fraction is an expression of the form 
b, 
6, (2 1) . 
or more compactly 
a,+ 
b, b, b, 
(Ye;-,-,- ,... , 
“1 &2 Q3 1 (2 ) . 
where the aj and bi are in the general case complex numbers ( ai, bi E C) or functions with 
Qci f 0, i 2 1. 
Expression (2.11 is called ,5&e C+$@* .,“lej of the sequence { b,/aJ is finite (infinite). If b, = 1, 
i = 1, 2,..., cyo is an :s,C eger and (xi, i > 1, are positive integers, then (2.1) is called a simple 
continued fidmon anJ i? denoted as 
[ q); q, (x2, a!?,. . . . 1 (2 3) . 
Clearly, a finite continued fraction is equal to a common fraction. Given (2.1), the finite 
continued fraction 
Ck 
b, b2 bk ‘k 
ffo;----,- )..., - =-) 
al a2 Iyk 1 Qk 
k = 0, 1, 2,. . . , is called the k;h conuergent or approximant of (2.1). 
(2 4) . 
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Definition 2.2. For an infinite continued fraction (2.Q if lim k +,C, exists and has a finite value 
C, then (2.1) is called convergent and C is called the value of it. 
Definition 2.3. The iterative method x,+ 1 = g(x,), n = 0, 1, 2,. . . , where lim, _.,J~ = 5, is 
called of order p for determining 5, if there exists a number p 2 1 and a constant C > 0 
(0 < C < 1 if p = lj, such that 
k I 
lim + = C, where E,, =x, - 5. 
n+m E I I n 
Theorem 2.4. If the iteration function g(x) of the method 
“n+l = g(..,), n = 0, 1, 2,. . . , (2 5) . 
is sufficiently differentiable with continuous derivatives in a neighborhood of a root 5 of the 
equation x = g(x), g(k)C() = 0 for k = 1, 2,. . . , p - 1 and gtp)( 5) # 0, where p > 1, then (2.5) is 
locally convergent to 5 and is of order p for determining 5. 
3. Derivation and convergence of the algorithms 
Although the following theorem is known, the given proof is useful in the sequel. 
Tiiwrem 3.1. If N is positive real, then 
JW 
[ 
b, b, = Q&-7- 9*** 9 
a1 a2 1 
where CY~=X, bi =N-x2,cyi=2x,i=1,2,..., ifandonlyifx>O. 
(3 1) . 
Proof. If x > 0, then the identity (m - x j( fi + x) = N - x2 implies successively 
fizx+ ;+-; =x+ N;X2X2 = l .* = x;E$.$ ,... . 
2x+ - [ 
1 
1 
x+dv 
On the other hand, if Ck( x) = &(xj/e,(x j, k = 0, 1, 2,. . . , x z 0, is the k th convergent of the 
continued fraction in (3.1), it is clear that two successive convergents satisfy the following 
recurrence relation: 
N-x2 
Ck+,(X) =x + 
x + c,(x) ’ 
k=O, 1, 2 ,..., 
where C,(x) =x, or equivalently 
(3 2) . 
‘k+ d-‘) xpk(x) + NQk(x) 
Qk+,(‘> = 
k=0,1,2 ,..., (3 3) . 
xQk(x) + pk(x) ’ 
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where P,(x) =x, Qo(x) = 1. Now (3.3) implies that 
P&x) =xPJx) + NQ&), Q,+,(X) =xQ,W +Pk(-G (3 4) . 
k = 0, I, 2,. . . ) where P,(x) =x and Q&x) = 1. Solving the system of linear difference equa- 
tions (3.4) with the initial conditions, we find 
P,(x)=+ (x+m)k+l+(X-dqk+l], 1 
Q,(x) 2m = -q,,+ m)k+l -(i- dqk+‘], k = 0, 1,2, 
Using (3.5) it is easy to prove that 
which completes the proof. q 
(3 6) . 
Note. The rate of convergence of CJx), x > 0, k *m,dependsono(x)= Ix-mI/lx+mI 
(we have O(X) < 1 =x > 0). Consequently, the more x approaches m, the more the rate of 
convergence increases (o( x 1 + 0 = x + fl). Compare, e.g., V= = [3; %, %, . . . ] with m = 
[4; -5, -&...I. 
According to Theorem 3.1 for a given x > 0 (m = x) we have 
PkW ,/N = ck(x) = e,o-, k = 0, LZ--- - (3 7) . 
At this point, instead of finding the successive approximations CJ x), k = I, 2, . . . , for m by 
(3.21, we think f o an iterative use of (3.7) in the following way Setting for simplicity 
Sktt(x) = C,(x), k = 0, 1, 2; _. . , (3 .g) 
we form for a fhed k, k = 2, 3,. . . , the iterative scheme 
x,+~ =S,(x,), n =O, 1,2,..., (3 9) . 
or equivalently 
N-X,2 N-X,2 N-X,2 
X n+l 
=X’-- 
i \ 
n’ 2x, ’ 2x, ‘-.wV 2x, 
1 
9 
n =O, 1,2..., (3.10) 
k - 1 times 
where x,, = x > 0. Certainly, (3.9) for k = 2, 3, 1 . . defines a sequence of algorithms. In order to 
show that (3.9) converges to m, i.e., lim,,,x, = a, we prove first the following lemma. 
Lemma 3.2. The S,(x), k = 1, 2,. . . , defined by (3.81, sati& the following relations: 
N-X2 
S~+I(X)=X+~+~ (x)? k-W..., 
k 
(3.11) 
Sn(Sm(x)) = Snm(x), n = 1, 2,. . ., m = 1, 2,. . . . (3.12) 
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Proof. Equation (3.11) is obvious because of (3.2). To prove (3.12) we have, using (3.5), 
Snm(X) = m 
[ 
(x + diqnm +(x - aiqnm 
(x + d-iv),, - (x - lm)“m 1 l 
On the other hand, 
(3.13) 
N (P,-,(x) + mQm-,(X))" + (Pm-,(X) - mQm-l(X))” 
= 
(Pm-,(x) + mQm-,(n))" - (Pm-,(X> - @em-l(x))” 1 
since from (3.5) we obtain 
P,Jx) + ~Q,_,(x) = (x + m)” and 
(q 1.41 
~,,_,(x)-~Q~_~(~)=(x-~)~- 0 
\e . I-t) 
Now we prove the following basic theorem concerning the important convergence properties 
of the sequence of algorithms (3.9). 
Theorem 3.3. The iterative method 
X n+l =S,(x,), n =O, 1,2..., (3.15) 
where k is fixed, k = 2, 3,. . . , converges to fi for every x0 > 0 and is of order k for determining 
4P . 
Proof. According to Lemma 3.2 we have 
x,, = S,(x,_,) = S,(S,(x,_,)) = &(X,_~) = $(x,-3) = * l l =&(x0). (3.15a) 
Hence, 
lim x, = lim S,.(x,) = lim C,n_l(xO) = GV, (3.16) 
n+m 9z+aJ n-+00 
because of (3.6) and (3.8). To find the order of (3.15) we consider the equation in y: 
Y = S,(Y). (3.17) 
Since 
S,(Y) = fl 
-(y+&v)k+(y-fi)k7 I (y+m)k-(Y-m)k ’ 1 (3.18) 
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it is easy to show that m is a root of (3.171, i.e., @ = S,(m) and 
s;(Y) = 
4kN(y2 - N)k-' 
[(y + diif)” - (y - m)k]2 l 
(3.19) 
Now, (3.19) implies that m is a root of S:(y) of multiplicity k - 1 and consequently 
S;(a) =&‘(fl) = l l l = Sikwl!(fi) = 0 and Sp)(m) # 0. (3.20) 
Thus, according to Theorem 2.4 the method (3.15) is of order k for determining m. q 
It is noted that for k = 2,3, (3.15) reduces to (1.2) and (1.3), respectiveiy. For k = 4 we 
obtain 
xz + 6x,2N + N2 
x n+1= 
%z(Xf + q ’ 
n=0,1,2 )...) x,>o. (3.21) 
Algorithm (3.21) can be written in the following equivalent form, which is suitable for practical 
use: 
N N 
x ,,,=0.25 yn+ -, 
Yfl 
where y,=x,+ -, 
%I 
n=O, 1,2 . . . . x,>O. (3.22) 
E\Tow (3.22) is of fourth order and requires two additions, one multiplication and two divisions 
per iteration, whereas (1.2) requires one addition, one multiplication and one division per 
iteration. Thus it seems that (3.22), which actuaiiy gives every other iteration of (1.2) (if we start 
with the same x0), is more advantageous than (1.2) and must be preferred in practice. 
Another seqcence of algorithms for approximating fi can be constructed as follows. In 
connection with (3.15) we consider now the sequence 
X n+l =ik(X,,), fl =o, 1, 2 ,..., 
where x0 > 0, k fixed, k = 2, 3,. . . , and 
(3.23) 
N 
gk(x) = s,(x)’ x>o- (3.24) 
Because of (3.6) and (3.8) we have 
jFx ik(x) = lim 
N 
-= 
k+r Sk(x) 
fi ifandonlyif x>O. (3.25) 
Setting 
&(x) 
ik+dx) = m7 k =O, 1, 2,..., (3.26) 
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(in analogy to (3.7) and (3.8)), we obtain 
A 
&(Xj =NQ,(xj = 3 Jq( x + dqk+’ -(x- dv)““l, 
Q,(x) ‘&(X) = $[(x + dlqk+, +(x - ,,k+*], k’=O, 1,2,... . (3.27) 
Following a similar argument as in Lemma 3.2, it is easy to prove the following lemma. 
Lemma 3.4. The $(x1, k = 1, 2, . . . , 
k = 1, 2,..., are defined by (3.8)): 
defined by (3.24 sutis+ the following relations (the Sk(x), 
(i) $+,(x) =x + xTii:j, k = 1, 2,...; 
k 
(ii) s^,($,(x)) = 
n=l,2 . . . . m=l,2 ,...; 
(3.28) 
(3.29) 
n=l,2 ,..., m=l,2 ,...; 
(iv) $(S,,(x)) = $,(x), n = 1, 2,. . . , m = 1, 2,. . . . (3.30) 
As regards the convergence of method (3.23) we have the next result. 
Theorem 3.5. The iterative method (3.23) converges to V% for exv x0 > 0 and is of order k for 
determining fl. 
Proof. For the sequence {xi), i = 1, 2,. . . , defined by (3.23), we can prove using Lemma 3.4 that 
( 
ik”txO), if k is even, 
x, = skr’(xO)~ if k is odd and n is even, (3.31) 
&I( x(j), if k is odd and n is odd, 
k = 2, 3,. . ., n = 1, 2,. . . . 
Hence, in any case 
limx,=m, (3.32) 
n+m 
because of (3.6), (3.8) and (3.25). To prove the second part of Theorem 3.5 we consider now the 
equation in y: 
y = L$(y) = fl (y+diiqk-(Y-dqk 
(y + av)” + (Y - i7iqk 1 l 
(3.33) 
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Since VR = &( I@) and 
I -4kN(y* - N)k-’ 
ik(y)= [(y+m)k+(y-fi)k]2’ 
we obtain again that 
$(@) =$(&q = l l l ,@-‘)(@) = 0, $k’(m) z 0, (3.34) 
‘&plying that (3.23) is of order k for determining m. q 
It mcst be noted that using [l, Theorem 1.4, p.71 we can construct a continued fraction of 
which &+,(x> is the kth convergent, k = 0, 1,2,. . . . 
Corollary 3.6. For a fied k, k = 2,3,. . . , let {XT} and {Xi}, i = 0, 1, 2,. . . , be the sequences 
defined by (3.15) and (3.231, respectively, where x,fJ =x0 > 0. Then: (i) if k is even, then 
-%I = N,/x,*, n = 1, 2,. . . ; 
(ii) if k is odd, then X,j = x$., j = 0, 1, 2, . . . , and 
N 
x2j+ 1 =- 
xz*j+l 
9 j=O,1,2 ,... . 
-fL Follows easil; by (3.15a), (3.24) and (3.31). q 
4. Connection with other algorithms and final remarks 
From the previous section we have 
&- 10) +[(X+Kqk+(X-&qk] 
sk(x)= Qk_,(x) = 1 , k=l,2 ,... . (4 1) . 
&(x+m)k-(x-m)k] 
Distinguishing the two cases: (i) k = 2 j, j = 1, 2,. . . , and (ii) k = 2 j + 1, j = 0, 1, 2,. . . , and 
applying the binomial theorem in (4.1) we obtain 
sk(x) = 
&( ;j=;)~*j-*~N~ 
9 if k=2j, j= 1,2,..., 
, if k=2j+l, j=O, l,2 ,... . 
(4 2) . 
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Hence, the iteration function of method (3.15) is given by (4.2) and as expected is a rational 
one. 
The basic idea used by Johnson [4], which was based on an observation of Grant [3], to 
approximate fi (N nonsquare integer) is the following: after choosing an approximation x to 
fi (m =x) such that 0 < 1 x - fl I < 1 (e.g., x = [a], the integral part of fi>, then expand 
(x - m)k (k a positive integer) using the binomial theorem and solve (x - v%)” = 0 for m. 
Thus one finds 
fi =f/&), (4 3) . 
where fk(x) is a rational function. It can be shown that 
fk(x) = s,(x), k = 1, 2,.. . . (4 4) . 
Consequently, the algorithm 
x n+l ‘fk(&), n =09 l, 2,-9*9 (4 5) . 
k fixed, k = 2, 3,. . . , and x0 =x, suggested in [4], coincides with method (3.15) and therefore 
its convergence analysis was studied in Theorem 3.3. 
The second-order (k = 2) algorithm of (3.23) is 
2N 
X n+1= N’ n = 0, 1,2 ,..., x0 > 0. (4 6) . 
x,, + - 
x,, 
For algoritl *‘II (4.6) we prove the following. 
Theorem 4.1. The absolute error 1 x,, - fi 1 of the iteration x,, n = 1, 2, . . . , of (4.6) is less than 
the absolute error of the iteration x, of Heron’s algorithm (1.2), prooided that x0 is the same for 
both algorithms. 
Proof. We consider (4.6) and write (1.2) as 
1 N 
xn*“=y xz+- , n=O, 1,2 ,..., x$=x0. 
( I xt? 
(4 7) . 
It is known that 
m <X,*, n=l,2,... . 
Moreover, by Corollary 3.6 we have 
(4 8) . 
N 
-. --- 
An x;’ -- - 
3 u-l,,,... . (4 9) . 
Then, for the errors E$+ , = xf+ , - fi and E, + i =x, + 1 - fl of xlT-;_ 1 and x, + ,, respectively, 
n = 0, 1, 2,. . . , using (4.8) and (4.9) we find 
- 
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Hence, 
l%z+,14~~+,l~ 
with the equality holding if and only if x,*, 1 = fi. 0 
The above result and the fact that (4.6) requires one addition and two divisions per iteration 
(except for the first iteration which requires one more addition for finding 2N) make algorithm 
(4.6) similar in complexity to (1.2). We note also that the fourth-order algorithm (3.22) can be 
obtained as the arithmetic mean of (1.2) and (4.6). 
We close this paper by emphasizing the important remark (see (3.15a)) that each sequence 
LQ n = 0, 1, 2,. . . , x0 > 0, produced by (3.9) is a subsequence of the sequence {C,( x,)}, 
n=O, 1,2 ,..., of the convergents of the continued fraction in (3.1). 
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