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Abstract
For any complex number α and any even-size skew-symmetric matrix B, we define a gener-
alization pfα(B) of the pfaffian pf(B) which we call the α-pfaffian. The α-pfaffian is a pfaffian
analogue of the α-determinant studied in [T. Shirai and Y. Takahashi, J. Funct. Anal. 205
(2003) 414–463] and [D. Vere-Jones, Linear Algebra Appl. 111 (1988) 119–124]. It gives the
pfaffian at α = −1. We give some formulas for α-pfaffians and study the positivity. Further
we define point processes determined by the α-pfaffian. Also we provide a linear algebraic
proof of the explicit pfaffian expression obtained in [S. Matsumoto, Correlation functions of
the shifted Schur measure, math.CO/0312373] for the correlation function of the shifted Schur
measure.
© 2005 Elsevier Inc. All rights reserved.
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Keywords: α-Pfaffian; α-Determinant; Pfaffian; Pfaffian point process; Schur Q-function; Shifted Schur
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1. Introduction
Let α be a complex number and A = (aij )1i,jn be a square matrix. Then the
α-determinant of A is introduced in [9] and is given by
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detα(A) =
∑
σ∈Sn
αn−ν(σ )
n∏
i=1
aiσ(i), (1.1)
where ν(σ ) stands for the number of cycles in σ ∈ Sn (see also [12]). Remark that in
[12] it is called the α-permanent. This gives a determinant at α = −1 or a permanent
at α = 1:
det−1(A) =
∑
σ∈Sn
sgn(σ )
n∏
i=1
aiσ(i) = det(A),
det1(A) =
∑
σ∈Sn
n∏
i=1
aiσ(i) = per(A).
For a sequence i = (i1, i2, . . . , ik) ∈ {1, 2, . . . , n}k , we put
Ai =
ai1i1 . . . ai1ik... . . . ...
aiki1 . . . aikik
 .
Define a norm ||A|| of A by
||A|| = sup
||v||=1, v∈Cn
||Av||,
where ||v|| stands for the standard norm in Cn. Then it is proved in [12] (see also
[9]) that if z ∈ C satisfies ||αzA|| < 1, we have
det(In − αzA)−1/α =
∞∑
k=0
zk
k!
∑
1i1,i2,...,ikn
detα(Ai1i2...ik ), (1.2)
where In is the n by n unit matrix. Note that if α ∈ {−1/m;m = 1, 2, . . . }, Eq. (1.2)
holds without the condition for z since det(In + 1mzA)m is a polynomial for z. In par-
ticular, when α = −1, the formula (1.2) provides the expansion of the characteristic
polynomial:
det(In + zA) =
n∑
k=0
zk
∑
1i1<i2<···<ikn
det(Ai1i2...ik ). (1.3)
Our first aim in this paper is to obtain a pfaffian version of (1.2). For that purpose,
we define a pfaffian analogue pfα(B) of the α-determinant for a skew-symmetric
matrix B whose size is even. This analogue pfα(B) which we will call the α-pfaffian
of B gives a new expression of the usual pfaffian at α = −1, i.e., pf−1(B) = pf(B)
(see Section 2.2). Further, for a particular skew-symmetric matrix, the α-pfaffian
gives the α-determinant. Therefore we can regard the α-pfaffian as a generalization
of the pfaffian and the α-determinant.
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The second aim is to construct a point process determined by the α-pfaffian. It
covers the α-determinantal point process studied in [9] and the usual pfaffian point
process studied in [1,8,10].
The third aim is to regard the shifted Schur measure as a pfaffian point process and
to obtain a linear algebraic proof of the explicit pfaffian expression of its correlation
function by the same technique in [1]. The shifted Schur measure is the measure
which gives the probability 2−(λ)Qλ(u)Qλ(v) to each strict partition λ, where (λ)
is the length of λ and Qλ(u) (resp. Qλ(v)) is the Schur Q-function associated with
λ in the variables u = (u1, u2, . . . ) (resp. v = (v1, v2, . . . )). Its correlation function
was obtained by using vertex operators on the exterior algebra in [6]. We give a new
and more direct proof.
The fourth aim is to study the positivity of α-pfaffians. The positivity is important
for existences of the point processes determined by α-pfaffians. In [9], the following
conjecture for α-determinants is established.
Conjecture 1.1 ([9]). Let α ∈ [0, 2] ∪ {−1/m;m = 1, 2, . . . }. Then detα(A)  0
whenever A is a non-negative definite hermitian matrix.
This is true if α ∈ {2/m;m = 1, 2, . . . } ∪ {0} ∪ {−1/m;m = 1, 2, . . . }. We study
an α-pfaffian version of this conjecture.
2. α-Pfaffian
2.1. Basic facts of the pfaffian
We recall the definition of the pfaffian. For a skew-symmetric matrix B =
(bkl)1k,l2m, the pfaffian of B is defined by
pf(B) =
∑
σ∈F2m
sgn(σ )
m∏
j=1
bσ(2j−1)σ (2j), (2.1)
where F2m is the subset of S2m given by
F2m = {σ = (σ (1), σ (2), . . . , σ (2m)) ∈ S2m;
σ(2j − 1) < σ(2j) (1  j  m), σ (1) < σ(3) < · · · < σ(2m − 1)}.
(2.2)
For convenience, we define pf(∅) = 1 if m = 0. We consider a matrix of the form
B =
B(1, 1) . . . B(1, m)... . . . ...
B(m, 1) . . . B(m,m)
 ,
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where each B(r, s) is a 2 by 2 block given by
B(r, s) =
(
B00(r, s) B01(r, s)
B10(r, s) B11(r, s)
)
=
(
b2r−1,2s−1 b2r−1,2s
b2r,2s−1 b2r,2s
)
for 1  r, s  m.
We call B(r, s) the (r, s)-block of B. Since bkl = −blk for 1  k, l  2m, it holds
that Bij (r, s) = −Bji(s, r) for i, j ∈ {0, 1} and 1  r, s  m. For a finite sequence
S = (s1, s2, . . . , sk) ∈ {1, . . . , m}k , we put
B[S] =
B(s1, s1) . . . B(s1, sk)... . . . ...
B(sk, s1) . . . B(sk, sk)
 .
Then B[S] is also skew-symmetric.
Let Jm be the 2m by 2m skew-symmetric matrix whose (r, s)-block is given by(
0 δrs
− δrs 0
)
.
The following proposition is a pfaffian analogue of (1.3).
Proposition 2.1. Let B be any 2m by 2m skew-symmetric matrix and Jm be above.
For any z, we have
pf(Jm + zB) =
m∑
k=0
zk
∑
1s1<s2<···<skm
pf(B[s1, s2, . . . , sk]). (2.3)
Proof. By the definition (2.1) of the pfaffian, we have
pf(Jm + zB) =
∑
σ∈F2m
sgn(σ )
m∏
j=1
(zbσ(2j−1)σ (2j) + (Jm)σ(2j−1)σ (2j))
=
∑
σ∈F2m
sgn(σ )
m∑
k=0
zk
∑
S⊂{1,...,m}
#S=k
∏
j∈S
bσ(2j−1)σ (2j)

×
 ∏
j∈{1,...,m}\S
(Jm)σ(2j−1)σ (2j)
 .
Since
∏
j∈{1,...,m}\S(Jm)σ(2j−1)σ (2j) = 0 unless σ(2j − 1) = 2j − 1 and
σ(2j) = 2j for all j ∈ {1, . . . , m} \ S, we have
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pf(Jm + zB) =
m∑
k=0
zk
∑
1s1<···<skm
∑
τ∈F2k
sgn(τ )
k∏
i=1
bτ(2si−1)τ (2si )
=
m∑
k=0
zk
∑
S⊂{1,...,m},
#S=k
pf(B[S]),
where F2k acts on {2s1 − 1, 2s1, . . . , 2sk − 1, 2sk}. 
2.2. Definition of α-pfaffian
Let B be any 2m by 2m skew-symmetric matrix. For a cycle τ = (k1, k2, . . . , kr ),
we put
P(B)(τ) = P(B)(k1, k2, . . . , kr )
= 1
2
∑
i1,i2,...,ir∈Z/2Z
(−1)i1+i2+···+ir
×Bi1,i2+1(k1, k2)Bi2,i3+1(k2, k3) · · ·Bir ,i1+1(kr , k1), (2.4)
where Z/2Z = {0, 1}. This is independent of the way of expressions of the cycle τ :
P(B)(k1, k2, . . . , kr ) = P(B)(k2, . . . , kr , k1) = · · ·
For any complex number α, we define the α-pfaffian of B by
pfα(B) =
∑
σ∈Sm
αm−ν(σ )
ν(σ )∏
j=1
P(B)(σ (j)), (2.5)
where σ = σ (1)σ (2) · · · σ (ν(σ )) is the cycle decomposition of σ .
We now provide another expression of the α-pfaffian. Let τ = (k1, k2, . . . , kr ) be
a cycle and suppose that k1 is the smallest among k1, k2, . . . , kr . Then we put
Q(B)(τ) = Q(B)(k1, k2, . . . , kr )
=
∑
i2,...,ir∈Z/2Z
(−1)i2+···+ir
×B0,i2+1(k1, k2)Bi2,i3+1(k2, k3) · · ·Bir ,1(kr , k1)
if r  2, or Q(B)(τ) = B01(k1, k1) if r = 1. For τ−1 = (k1, kr , kr−1, . . . , k2), we
have
Q(B)(τ−1) =
∑
i2,...,ir∈Z/2Z
(−1)i2+···+ir
×B0,i2+1(k1, kr )Bi2,i3+1(kr , kr−1) · · ·Bir ,1(k2, k1).
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Since Bij (r, s) = −Bji(s, r), changing the indices of i2, . . . , ir , we see that
=
∑
i2,...,ir∈Z/2Z
(−1)i2+···+ir+rB1,i2(k1, k2)Bi2+1,i3(k2, k3) · · ·Bir+1,0(kr , k1).
Further, if we change indices as jp = ip + 1, we obtain
=
∑
j2,...,jr∈Z/2Z
(−1)j2+···+jr B1,j2+1(k1, k2)Bj2,j3+1(k2, k3) · · ·Bjr ,0(kr , k1).
Therefore we get the equality 2P(B)(τ) = Q(B)(τ) + Q(B)(τ−1). Hence we
have the
Proposition 2.2. We have
pfα(B) =
∑
σ∈Sm
αm−ν(σ )
ν(σ )∏
j=1
Q(B)(σ (j)). (2.6)
Example 2.1. We abbreviate Q(B)(τ) to Q(τ).
• The case where m = 1. We have pfα(B) = Q(1) = B01(1, 1) = b12 for any α.
• The case where m = 2. Since Q(1, 2) =∑i∈Z/2Z(−1)iB0,i+1(1, 2)Bi,1(2, 1), we
have
pfα(B) = Q(1)Q(2) + αQ(1, 2)
= B01(1, 1)B01(2, 2) + α (B01(1, 2)B01(2, 1) − B00(1, 2)B11(2, 1))
= b12b34 + α(b14b32 − b13b42) = b12b34 + α(b13b24 − b14b23).
We compare the number of terms in the expression (2.6) with that in the definition
(2.1) of the pfaffian. The number of terms in (2.6) as a polynomial of α is at most∑
σ∈Sm 2
m−ν(σ )
. On the other hand, the number of terms in (2.1) equals (2m − 1)!!.
We can show that∑
σ∈Sm
2m−ν(σ ) = (2m − 1)!! (2.7)
in the following Proposition 2.3. Therefore the number of terms in the α-pfaffian is
equal to the number of them in the pfaffian (when α = −1).
Proposition 2.3. For any complex number x, we have
∑
σ∈Sm
xm−ν(σ ) =
m−1∏
k=0
(kx + 1). (2.8)
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In particular,
∑
σ∈Sm x
m−ν(σ ) = 0 if x = − 1
k
(k = 1, 2, . . . , m − 1).
Proof. We prove (2.8) by induction on m. When m = 1, both sides in (2.8) equal
1. Assume that the equality holds for m − 1. Put Sm(m, k) = {σ ∈ Sm; σ(m) = k}
for 1  k  m. We define a bijective map s from Sm(m, k) to Sm−1 by remov-
ing m from the cycle decomposition of σ ∈ Sm(m, k). For example, we see that
s((1 2 4)(3 6 5)) = (1 2 4)(3 5) for (1 2 4)(3 6 5) ∈ S6(6, 5). Since ν(s(σ )) is
equal to ν(σ ) if σ ∈ Sm(m, k) (1  k  m − 1), or to ν(σ ) − 1 if σ ∈ Sm(m,m),
we have∑
σ∈Sm
xm−ν(σ ) =
m∑
k=1
∑
σ∈Sm(m,k)
xm−ν(σ )
=
m−1∑
k=1
∑
π∈Sm−1
xm−ν(π) +
∑
π∈Sm−1
xm−1−ν(π)
= ((m − 1)x + 1)
∑
π∈Sm−1
xm−1−ν(π).
By the assumption of the induction, (2.8) follows immediately. 
The α-pfaffian has the following invariance.
Proposition 2.4. Let B be any 2m by 2m skew-symmetric matrix. Then we have
pfα(tJmBJm) = pfα(B).
Proof. Put B˜ = t JmBJm. Then it is easy to see that B˜ij (r, s) = (−1)i+j
Bi+1,j+1(r, s) for i, j = 0, 1 and r, s = 1, 2, . . . , m. Therefore we see that
P(B˜)(τ ) = P(B)(τ) for any cycle τ so that pfα(B˜) = pfα(B). 
Remark 2.1. For the usual pfaffian, the equality pf(tT BT ) = pf(B) det(T ) holds
for any 2m by 2m skew-symmetric matrix B and for any 2m by 2m matrix T . But
we cannot expect a similar formula for general α-pfaffians.
2.3. Expansions of the power of a pfaffian
Now we give a pfaffian version of (1.2).
Theorem 2.5. Let α be a non-zero complex number and B be any 2m by 2m skew-
symmetric matrix. If z ∈ C satisfies ||αzB|| < 1, then we have
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pf(Jm − αzB)−1/α =
∞∑
k=0
zk
k!
∑
1s1,s2,...,skm
pfα(B[s1, s2, . . . , sk]). (2.9)
Here if α ∈ {−1/p;p = 1, 2, . . . }, Eq. (2.9) holds without the condition for z.
To prove the theorem, we need a lemma.
Lemma 2.6. For a cycle τ = (k1, k2, . . . , kr ), we have
tr ((−J1)B(k1, k2)(−J1)B(k2, k3) · · · (−J1)B(kr , k1)) = 2P(B)(τ).
Proof. Since
−J1B(r, s) =
(− B10(r, s) −B11(r, s)
B00(r, s) B01(r, s)
)
,
the claim follows immediately from the definition (2.4) of P(B)(τ). 
Proof of Theorem 2.5. Since pf(B)2 = det(B), det(±Jm) = 1 and J 2m = −I2m, we
have
pf(Jm − αzB)−1/α = det(Jm − αzB)−1/(2α)
= (det(−Jm) det(Jm − αzB))−1/(2α)
= det(I2m − αz(−JmB))−1/(2α).
By the assumption on z, we have ||αzJmB||  ||Jm|| · ||αzB|| < 1. Thus we obtain
det(I2m − αz(−JmB))−1/(2α) = exp
 1
2α
∞∑
p=1
(αz)p
p
tr(T p)
 ,
where we put T = −JmB. If we expand the right hand side, then
pf(Jm − αzB)−1/α
= 1 +
∞∑
l=1
(2α)−l
l!
∑
p1,p2,...,pl1
(αz)p1+p2+···+pl tr(T
p1)tr(T p2) · · · tr(T pl )
p1p2 · · ·pl
= 1 +
∞∑
k=1
(αz)k
k∑
l=1
(2α)−l
l!
∑
p1,p2,...,pl1,
p1+p2+···+pl=k
tr(T p1)tr(T p2) · · · tr(T pl )
p1p2 · · ·pl .
(2.10)
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For a partition ρ = (ρ1, ρ2, . . . , ρl) of weight k and of length (ρ) = l, we denote
by Cρ the conjugate class of cycle type ρ in Sk . It is easy to see that
1
l!
∑
p1,p2,...,pl1
p1+p2+···+pl=k{p1,p2,...,pl}={ρ1,ρ2,...,ρl}
k!
p1p2 · · ·pl = #Cρ =
∑
σ∈Cρ
1,
where the sum in the left hand side is all over the sequence (p1, p2, . . . , pl) of
l positive integers satisfying the conditions p1 + · · · + pl = k and {p1, . . . , pl} =
{ρ1, . . . , ρl}. Hence we have
1
l!
∑
p1,p2,...,pl1
p1+p2+···+pl=k
tr(T p1)tr(T p2) · · · tr(T pl )
p1p2 · · ·pl
= 1
k!
∑
ρk
(ρ)=l
∑
σ∈Cρ
tr(T ρ1)tr(T ρ2) · · · tr(T ρl ). (2.11)
By (2.10) and (2.11), we have
pf(Jm − αzB)−1/α
= 1 +
∞∑
k=1
(αz)k
k!
k∑
l=1
(2α)−l
∑
ρk
(ρ)=l
∑
σ∈Cρ
tr(T ρ1)tr(T ρ2) · · · tr(T ρl ).
Since
tr(T p) = tr((−JmB)p) =
∑
1s1,...,spm
tr
(
(−J1B(s1, s2)) · · · (−J1B(sp, s1))
)
it follows from Lemma 2.6 that
pf(Jm − αzB)−1/α
= 1 +
∞∑
k=1
(αz)k
k!
∑
1s1,...,skm
k∑
l=1
(2α)−l
∑
ρk
(ρ)=l
∑
σ∈Cρ
2l
l∏
j=1
P(B[s1, . . . , sk])(σ (j))
= 1 +
∞∑
k=1
zk
k!
∑
1s1,...,skm
k∑
l=1
αk−l
∑
ρk
(ρ)=l
∑
σ∈Cρ
l∏
j=1
P(B[s1, . . . , sk])(σ (j)).
If σ ∈ Cρ , then ν(σ ) = (ρ) so that we obtain
pf(Jm − αzB)−1/α = 1 +
∞∑
k=1
zk
k!
∑
1s1,...,skm
pfα(B[s1, . . . , sk]).
This completes the proof of the theorem. 
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Remark 2.2. It is clear that
exp
(
z
m∑
s=1
B01(s, s)
)
=
∞∑
k=0
zk
k!
∑
1s1,...,skm
k∏
j=1
B01(sj , sj )
for any z. We may regard this formula as a limit of (2.9) as α → 0.
From Proposition 2.1 and Theorem 2.5, we obtain a new expression of the
pfaffian.
Corollary 2.7. For any 2m by 2m skew-symmetric matrix B we have
pf(B) = pf−1(B) =
∑
σ∈Sm
sgn(σ )
ν(σ )∏
j=1
Q(B)(σ (j)). (2.12)
2.4. Connections to α-determinants and some formulas
Let glm = glm(C) be the set of all m by m C-matrices and o2m = o2m(C) be the
set of all 2m by 2m skew-symmetric C-matrices. For A = (aij )1i,jm ∈ glm, we
denote by ω(A) ∈ o2m the skew-symmetric matrix whose (r, s)-block is given by(
0 ars
− asr 0
)
.
In other words,
ω(A) =
(
0 1
0 0
)
⊗ A +
(
0 0
− 1 0
)
⊗ tA, (2.13)
where ⊗ is the Kronecker product. It is clear that the map ω : glm → o2m is linear
and injective. The following proposition assures that the α-pfaffian is a generaliza-
tion of α-determinant.
Proposition 2.8. For A ∈ glm, we have pfα(ω(A)) = detα(A).
Proof. It is easy to see that Q(ω(A))(τ ) = ak1k2ak2k3 · · · akrk1 for a cycle τ =
(k1, k2, . . . , kr ). Therefore by (2.6) and (1.1) we have pfα(ω(A)) = detα(A). 
Remark 2.3. It is well known that pf(B)2 = det(B) in the case of α = −1. But we
cannot expect a similar formula for general α.
S. Matsumoto / Linear Algebra and its Applications 403 (2005) 369–398 379
Theorem 2.5 reduces (1.2) by Proposition 2.8. Now we describe some formulas
for α-pfaffians and α-determinants.
Proposition 2.9. Let B be any 2m by 2m skew-symmetric matrix. Then we have
pfα(Jm + zB) =
∑
S⊂{1,...,m}
z#Spfα(B[S]).
In particular, for any m by m matrix A
detα(Im + zA) =
∑
S⊂{1,...,m}
z#Sdetα(AS).
Proof. The first formula is obtained in a similar way to Proposition 2.1. The second
formula is clear from the first formula and Proposition 2.8. 
Proposition 2.10. Let B be any 2m by 2m skew-symmetric matrix. Then we have
pfα(B) =
1
2m
∑
i1,...,im∈Z/2Z
(−1)i1+···+imdet2α(Bir ,is+1(r, s))1r,sm.
Proof. By the definition (2.5) of the α-pfaffian, we have
pfα(B) =
∑
σ∈Sm
αm−ν(σ )2−ν(σ )
∑
i1,i2,...,im∈Z/2Z
(−1)i1+i2+···+im
m∏
k=1
Bik,iσ (k)+1(k, σ (k))
= 1
2m
∑
i1,i2,...,im∈Z/2Z
(−1)i1+···+im
∑
σ∈Sm
(2α)m−ν(σ )
m∏
k=1
Bik,iσ (k)+1(k, σ (k))
= 1
2m
∑
i1,i2,...,im∈Z/2Z
(−1)i1+···+imdet2α(Bir ,is+1(r, s))1r,sm. 
For an arbitrary matrix T ∈ gln and a non-negative integer k, we define T(α)k (T )
by T(α)k (T ) = 12kk!detα(Zk(T )), where
Zk(T ) =

tr(T ) 2 0 . . . 0 0
tr(T 2) tr(T ) 4 . . . 0 0
...
...
...
.
.
.
...
...
tr(T k−2) tr(T k−3) tr(T k−4) . . . 2(k − 2) 0
tr(T k−1) tr(T k−2) tr(T k−3) . . . tr(T ) 2(k − 1)
tr(T k) tr(T k−1) tr(T k−2) . . . tr(T 2) tr(T )

for k  1 and T0(T ) = 1.
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Then we have
Proposition 2.11. Let B be any 2m by 2m skew-symmetric matrix. Then we have
T(α)m (−JmB) =
1
m!
∑
1s1,...,smm
pfα(B[s1, . . . , sm]).
In particular, T(−1)m (−JmB) = pf(B).
The case of α = −1 is obtained in Lemma 2.5 in [4]. We need a lemma to prove
the proposition. Denote by zm(T )ij the (i, j)-entry of the matrix Zm(T ).
Lemma 2.12. Let ρ = (ρ1, . . . , ρl) be a partition of m whose length is l and Cρ be
a conjugate class of Sm indexed by ρ. For the matrix Zm(T ), we have
∑
σ∈Cρ
m∏
j=1
zm(T )jσ(j) = 2m−l tr(T ρ1) · · · tr(T ρl )
∑
σ∈Cρ
1. (2.14)
Proof. For a cycle τ = (1 2 . . . ρ1)(ρ1 + 1 . . . ρ1 + ρ2) · · · in Cρ , we see that
m∏
j=1
zm(T )jτ(j)
= 2 · 4 · · · 2(ρ1 − 1) · tr(T ρ1) · 2(ρ1 + 1) · · · 2(ρ1 + ρ2 − 1)tr(T ρ2) · · ·
= 2m−l m!
ρ1(ρ1 + ρ2) · · · (ρ1 + ρ2 + · · · + ρl) tr(T
ρ1) · · · tr(T ρl ).
Since zm(T )ij = 0 if j > i + 1, only the terms for the permutations whose forms
are σ = (1 2 . . . a1)(a1 + 1 . . . a1 + a2) · · · remain in the left hand side of (2.14),
where a1, a2, . . . are permutations for ρ1, ρ2, . . . . Therefore∑
σ∈Cρ
m∏
j=1
zm(T )jσ(j)
= 2m−lm!tr(T ρ1) · · · tr(T ρl )
∏
r1
1
mr(ρ)!

×
∑
π∈Sl
1
ρπ(1)(ρπ(1) + ρπ(2)) · · · (ρπ(1) + ρπ(2) + · · · + ρπ(l)) ,
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where mr(ρ) is the multiplicity of r in ρ = (ρ1, . . . , ρl). It is easy to see that this
equals
= 2m−lm!tr(T ρ1) · · · tr(T ρl )
∏
r1
1
mr(ρ)!
 1
ρ1 · · · ρl
= 2m−l tr(T ρ1) · · · tr(T ρl )#Cρ.
We have proved the lemma. 
Proof of Proposition 2.11. We have
T(α)m (−JmB) =
1
2mm!
∑
ρm
αm−(ρ)
∑
σ∈Cρ
m∏
j=1
zm(−JmB)jσ(j),
where ρ  m means that ρ is a partition of m. By Lemma 2.12,
= 1
m!
∑
ρm
αm−(ρ)2−(ρ)tr((−JmB)ρ1) · · · tr((−JmB)ρl )
∑
σ∈Cρ
1.
In a similar way to the proof of Theorem 2.5, we can obtain the first claim in the
proposition.
In the case of α = −1, we see that
T(−1)m (−JmB) =
1
m!
∑
1s1,...,smm,
s1,...,sm are distinct
pf(B[s1, . . . , sm]) = pf(B). 
Remark 2.4. Let λ be a partition of n and A = (aij ) be a matrix in gln. Then the
immanant of A is defined by Immλ(A) =∑σ∈Sn χλ(σ )∏ni=1 aiσ(i), where χλ is
the irreducible character of Sn associated with λ, see [3]. It is easy to see that
Imm(n)(A) = per(A) and Imm(1n)(A) = det(A). We can define a pfaffian analogue
of the immanant by
pfλ(B) =
∑
σ∈Sm
χλ(σ )
ν(σ )∏
j=1
Q(B)(σ (j)),
where B ∈ o2m and λ is a partition of m. We immediately see pf(m)(B) = pf1(B)
and pf(1m)(B) = pf−1(B) = pf(B). As like Proposition 2.8, we obtain pfλ(ω(A)) =
Immλ(A) for A ∈ glm and a partition λ of m, that is, pfλ is an extension of the
immanant.
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3. α-Pfaffian point processes
Let X be a countable set. Let L be a map
L : X× X → gl2(C); (x, y) 	→ L(x, y) =
(
L00(x, y) L01(x, y)
L10(x, y) L11(x, y)
)
such that Lij (x, y) = −Lji(y, x) for any i, j ∈ {0, 1} and x, y ∈ X. Such L is called
a skew-symmetric matrix kernel on X, see [8,10]. We regard the map L as an operator
on the Hilbert space 2(X) ⊕ 2(X). Then L is a matrix whose blocks are indexed by
elements in X× X. For n-point x1, x2, . . . , xn ∈ X, we denote by L[x1, x2, . . . , xn]
the 2n by 2n skew-symmetric matrix (L(xi, xj ))1i,jn.
Let J be the skew-symmetric matrix kernel determined by J (x, y) = J1δx,y
and α be a real number. Suppose that pfα(L[x1, . . . , xn]) are non-negative for all
(x1, x2, . . . , xn) ∈ Xn (n  1) and that ||αL|| < 1, where ||·|| is the operator norm
with respect to the Hilbert space 2(X) ⊕ 2(X). By Theorem 2.5, we have
pf(J − αL)−1/α =
∞∑
n=0
1
n!
∑
x1,...,xn∈X
pfα(L[x1, . . . , xn]). (3.1)
Here if #X = ∞ then we put pf(J + L) :=∑ X⊂X,
#X<∞
pf(L[X]). We consider a prob-
ability density on
⋃∞
n=0 X
n defined by
p
(α)
L (x1, . . . , xn) =
1
n!pf(J − αL)
1/αpfα(L[x1, . . . , xn]) on Xn. (3.2)
By (3.1), we have∑∞n=0∑x1,...,xn∈X p(α)L (x1, . . . , xn) = 1.
Put Q(X) =⋃∞n=0 Xn/ ∼, where we write (x1, . . . , xn) ∼ (y1, . . . , yn) for two
elements in Xn if and only if there exists a permutation σ ∈ Sn such that yj =
xσ(j) (1  j  n). We define a point process π(α)L on X by the equality∑
X∈Q(X)
π
(α)
L (X)f (X) =
∞∑
n=0
∑
x1,...,xn∈X
p
(α)
L (x1, . . . , xn)f (x1) · · · f (xn) (3.3)
for any test function f on X. Here we write f (X) = f (x1) · · · f (xn) for any se-
quence (x1, . . . , xn) in a class X. More explicitly, π(α)L is a probability measure on
Q(X) defined by
π
(α)
L (X) =
1∏
x∈X mx(X)!
pf(J − αL)1/αpfα(L[X]) for X ∈ Q(X), (3.4)
where mx(X) is the multiplicity of x in X. We call this measure π(α)L the α-pfaffian
point process on X determined by a skew-symmetric matrix kernel L.
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The n-point correlation function is defined by
ρ
(α)
L (x1, . . . , xn)
=
∞∑
k=0
(n + k)!
k!
∑
xn+1,...,xn+k∈X
p
(α)
L (x1, . . . , xn, xn+1, . . . , xn+k) (3.5)
for (x1, . . . , xn) ∈ Xn.
Theorem 3.1. Let L, p(α)L , and ρ
(α)
L be as above. Put Kα = −α−1(J + (J − αL)−1)
and K˜α = L(I + αJL)−1. Assume that pfα(Kα[x1, . . . , xn]) is non-negative for
any x1, . . . , xn ∈ X. Then we have ρ(α)L (x1, . . . , xn) = pfα(Kα[x1, . . . , xn]) =
pfα(K˜α[x1, . . . , xn]).
Proof. Put K ′α = −J K˜αJ . Then it follows that (J + αK ′α)(J − αL) = −I −
αJL + α(−J K˜αJ )J (I + αJL) = −I so that K ′α = −α−1(J + (J − αL)−1) =
Kα . Therefore by Proposition 2.4, it is enough to prove ρ(α)L (x1, . . . , xn) =
pfα(K˜α[x1, . . . , xn]).
We abbreviate p(α)L to p simply. Let f (x) be a function on X such that f0(x) =
f (x) − 1 is finitely supported. We have
∞∑
m=0
∑
y1,...,ym∈X
p(y1, . . . , ym)
m∏
j=1
f (yj )
=
∞∑
m=0
∑
y1,...,ym∈X
p(y1, . . . , ym)
m∏
j=1
(1 + f0(yj ))
=
∞∑
m=0
m∑
n=0
(
m
n
) ∑
x1,...,xn∈X
n∏
j=1
f0(xj )
×
∑
xn+1,...,xm∈X
p(x1, . . . , xn, xn+1, . . . , xm)
=
∞∑
n=0
∞∑
k=0
(n + k)!
n!k!
∑
x1,...,xn∈X
n∏
j=1
f0(xj )
×
∑
xn+1,...,xn+k∈X
p(x1, . . . , xn, xn+1, . . . , xn+k)
=
∞∑
n=0
1
n!
∑
x1,...,xn∈X
ρ
(α)
L (x1, . . . , xn)
n∏
j=1
f0(xj ).
When we put
√
f (x) = √f (x) and identify √f with the matrix with (x, y)-block√
f (x)I2δx,y , we have det(
√
f [x1, . . . , xn]) = f (x1) · · · f (xn). Therefore we get
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∞∑
m=0
∑
y1,...,ym∈X
p(y1, . . . , ym)
m∏
j=1
f (yj )
=
∞∑
m=0
1
m!
∑
y1,...,ym∈X
pfα
((√
fL
√
f
)
[y1, . . . , ym]
)
pf(J − αL)1/α
= pf
(
J − α√fL√f )−1/α pf(J − αL)1/α
by (3.1). Further we see that
det
(
J − α√fL√f ) det(J − αL)−1 = det((J − αfL)(J − αL)−1)
= det((−J )(J − αfL)(J − αL)−1J )
= det((I + α(1 + f0)JL)(I + αJL)−1)
= det(I + f0J K˜α) = det(J − αf0K˜α) = det(J − α
√
f0K˜α
√
f0).
Hence, by (3.1) again,
∞∑
m=0
∑
y1,...,ym∈X
p(y1, . . . , ym)
m∏
j=1
f (yj )
= pf
(
J − α√f0L√f0)−1/α pf(J − αL)1/α
= pf
(
J − α√f0K˜α√f0)−1/α
=
∞∑
n=0
1
n!
∑
x1,...,xn∈X
pfα(K˜α[x1, . . . , xn])
n∏
j=1
f0(xj ).
Finally we have
∞∑
n=0
1
n!
∑
x1,...,xn∈X
ρ
(α)
L (x1, . . . , xn)
n∏
j=1
f0(xj )
=
∞∑
n=0
1
n!
∑
x1,...,xn∈X
pfα(K˜α[x1, . . . , xn])
n∏
j=1
f0(xj )
for any finitely supported function f0. This implies the theorem. 
In general, we call the matrix K such that ρ(x1, . . . , xn) = pf(K[x1, . . . , xn]) the
correlation kernel for a correlation function ρ. The correlation kernel is not uniquely
determined.
The α-determinant version of the theorem above is obtained in [9].
Example 3.1. Let A be a trace class operator on X. Define a skew-symmetric matrix
kernel L by
S. Matsumoto / Linear Algebra and its Applications 403 (2005) 369–398 385
L(x, y) =
(
0 A(x, y)
− A(y, x) 0
)
for x, y ∈ X. Then pfα(L[X]) = detα(AX) by Proposition 2.8, where AX =
(A(x, y))x,y∈X. Therefore the probability measure π(α)L is nothing but the α-deter-
minantal point process determined by A, which studied in [9]. The correlation
function is given as ρ(α)L (x1, . . . , xn) = detα(Bα(xi, xj ))1i,jn, where Bα = A(I −
αA)−1 = −α−1(I − (I + A)−1).
Remark 3.1. If pfα(L[x1, . . . , xn]) is non-negative for x1, . . . , xn ∈ X and pfα(J +
L) is non-negative, then we can also define the point process on P(X) = {X ⊂
X; #X is finite} from Proposition 2.9 by (α)L (X) = pfα(J +L)−1pfα(L[X]) for X ∈
P(X).
4. Shifted Schur measure and pfaffian point process
In this section, we obtain a linear algebraic proof of the explicit pfaffian expres-
sion of the correlation function for the shifted Schur measure. It is obtained in [6]
via the vertex operators on the exterior algebra.
4.1. Definition of the shifted Schur measure
Let u = (u1, u2, . . . ) and v = (v1, v2, . . . ) be variables. Let D be the set of all
strict partitions and (λ) be the length of a partition λ ∈ D (see [5]). Put
Qu(z) =
∞∏
j=1
1 + uj z
1 − uj z .
The Schur Q-function Qλ(u) associated with λ ∈ D is defined as a coefficient of
z
λ1
1 · · · zλnn in the formal series expansion of
Qu(z1) · · ·Qu(zn)
∏
1i<jn
zi − zj
zi + zj ,
where n  (λ) and z−w
z+w = 1 + 2
∑∞
k=1(−1)kz−kwk .
The shifted Schur measure (see [6,11]) is the probability measure on D given by
PSS(λ) = 1
ZSS
2−(λ)Qλ(u)Qλ(v),
where ZSS is the constant determined by the Cauchy identity ([5, III-8])
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ZSS =
∑
λ∈D
2−(λ)Qλ(u)Qλ(v) =
∞∏
i,j=1
1 + uivj
1 − uivj .
The correlation function for the shifted Schur measure is defined by
ρSS(λ) = PSS ({µ ∈ D; µ ⊃ λ}) =
∑
µ∈D, µ⊃λ
PSS(µ) for λ ∈ D,
where µ ⊃ λ means {µ1, . . . , µ(µ)} ⊃ {λ1, . . . , λ(λ)}. The aim in this section is to
obtain a new proof of the following theorem in [6].
Theorem 4.1. For any strict partition λ = (λ1, . . . , λl) ∈ D, we have
ρSS(λ) = pf(K[λ1, . . . , λl]),
whereK is a skew-symmetric matrix kernel whose blocks are
K(r, s) =
(
K00(r, s) K01(r, s)
K10(r, s) K11(r, s)
)
for r, s  1.
The each entry is given as follows:
K00(r, s) = 12 [z
rws] Qu(z)Qu(w)
Qv(z−1)Qv(w−1)
z − w
z + w,
where z−w
z+w = 1 + 2
∑∞
k=1(−1)kz−kwk and [zrws] stands for the coefficient of zrws ,
and
K01(r, s) = −K10(s, r) = 12 [z
rws] Qu(z)Qv(w)
Qv(z−1)Qu(w−1)
zw + 1
zw − 1 ,
where zw+1
zw−1 = −
(
1 + 2∑∞k=1 zkwk). Finally,
K11(r, s) = 12 [z
rws] Qv(z)Qv(w)
Qu(z−1)Qu(w−1)
w − z
w + z ,
where w−z
w+z = −
(
1 + 2∑∞k=1(−1)kz−kwk).
We regard the shifted Schur measure as a pfaffian point process. For that purpose,
we recall the pfaffian point process, which is the case of α = −1 in the α-pfaffian
point process defined in Section 3.
Let P(X) = {X ⊂ X; #X is finite}. We define the pfaffian point process πL on X
determined by a skew-symmetric matrix kernel L as the measure on P(X) given by
π(X) = πL(X) = pf(L[X])pf(J + L) for X ∈ P(X).
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Then by Theorem 3.1 its correlation function is
ρ(X) =
∑
Y∈P(X), Y⊃X
π(Y ) = pf(K[X]), (4.1)
where K = J + (J + L)−1.
More generally, let Y be a subset in X such that Yc = X \Y is finite. Then we
can define a point process on Y by
πL,Y(X) = pf(L[X ∪Y
c])
pf(J [Y] + L) for X ∈ P(Y). (4.2)
Here we identify J [Y] with the block matrix
(
J 0
0 0
)
, where the blocks correspond
to the partition X = Y unionsqYc. This process is called the conditional pfaffian point
process determined by L. The correlation function is given as follows.
Proposition 4.2 ([1]). Let ρL,Y be the correlation function on Y determined by
a skew-symmetric matrix kernel L. Then we have ρL,Y(X) = pf(K[X]) for X ∈
P(Y), where
K = J [Y] + (J [Y] + L)−1
∣∣∣
Y×Y.
4.2. Proof of Theorem 4.1: 1st step
Let u = (u1, . . . , un) and v = (v1, . . . , vn), where n is even. The case that n is
odd is similar. We define a bijective map φ fromD to Peven(Z0) = {X ∈ P(Z0) ;
#X is even} by
φ(λ) =
{
{λ1, . . . , λ(λ)}, if (λ) is even,
{λ1, . . . , λ(λ), 0}, if (λ) is odd.
First we prove the following proposition.
Proposition 4.3. Define a skew-symmetric matrix kernel L on
X = {1, 2, . . . , n} unionsqY
by
L =
(
V Wη− 12
− η− 12 tW O
)
,
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where Y = Z0, V = (V(i, j))1i,jn and W = (W(i, r))1in, r∈Z0 . Their
entries are given by
V(i, j) =
(− ui−uj
ui+uj 0
0 vi−vj
vi+vj
)
, W(i, r) =
(− uri 0
0 vri
)
.
Further η is the matrix whose block is given by
η(r, s) = δrs
(
η(r) 0
0 η(r)
)
for r, s ∈ Z0,
where η(r) is equal to 1 if r = 0, or to 12 if r  1. Then for X ∈ P(Z0) we have
pf(L[X ∪ {1, 2, . . . , n}])
= 2−(λ)Qλ(u)Qλ(v)
∏
1i<jn
(
ui − uj
ui + uj
) ∏
1i<jn
(
vi − vj
vi + vj
)
if #X is even and X = φ(λ), and pf(L[X ∪ {1, 2, . . . , n}]) = 0 if #X is odd.
In order to prove the proposition, we need the lemma (see [5, III-8]).
Lemma 4.4 ([7]). The Schur Q-function can be written as
Qλ(u) = ±2(λ)pf(Au(ω(λ))) ·
∏
1i<jn
(
ui − uj
ui + uj
)−1
,
where the sign depends on only λ and we set
Au(X) =
(
V (u) W(u)X
− tW(u)X O
)
for X ∈ P(Z0). Here V (u) =
(
ui−uj
ui+uj
)
1i,jn
and W(u)X = (uxi )1in,x∈X.
Proof of Proposition 4.3. Put W[X] = (W(i, x))1in,x∈X for X ∈ P(Z0).
Since
L[X ∪ {1, 2, . . . , n}] =
(
V W[X] η− 12 [X]
− η− 12 [X] tW[X] O
)
=
(
I2n O
O η− 12 [X]
)(
V W[X]
− tW[X] O
)(
I2n O
O η− 12 [X]
)
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for X ∈ P(Z0), we have
pf(L[X ∪ {1, 2, . . . , n}]) = pf
(
V W[X]
− tW[X] O
)
det
(
I2n O
O η− 12 [X]
)
=
∏
x∈X
η(x)−1 · pf
(
V W[X]
− tW[X] O
)
.
Changing orders of rows and columns, we have
pf
(
V W[X]
− tW[X] O
)
= (−1)(n+#X)(n+#X−1)/2pf
(− Au(X) O
O Av(X)
)
= (−1)(n+#X)(n+#X−1)/2+(n+#X)/2pf(Au(X))pf(Av(X)).
Here if #X is odd then pf(Au(X)) = 0. Hence we may assume #X is even. Put λ =
φ−1(X). Then it follows from Lemma 4.4 that
pf
(
V W[X]
− tW[X] O
)
= pf(Au(X))pf(Av(X))
= (2−(λ))2Qλ(u)Qλ(v)
∏
1i<jn
(
ui − uj
ui + uj
) ∏
1i<jn
(
vi − vj
vi + vj
)
.
Since
∏
x∈X η(x) = 2−(λ) for X = φ(λ), we get the proposition. 
4.3. Proof of Theorem 4.1: 2nd step
The shifted Schur measure is nothing but the conditional pfaffian point process
determined by L in Proposition 4.3. Thus from Proposition 4.2 we have to obtain an
explicit expression of K = J [Y] + (J [Y] + L)−1
∣∣∣
Y×Y.
Lemma 4.5. We have(
A B
C D
)−1
=
( −M−1 M−1BD−1
D−1CM−1 D−1 − D−1CM−1BD−1
)
,
whereM = BD−1C − A, if D andM are invertible.
Proof. This is straightforward, see e.g. [1]. 
By this lemma, the kernel K = J [Y] + (J [Y] + L)−1
∣∣∣
Y×Y is equal to
K = J [Y]η− 12 tWM−1Wη− 12 J [Y],
390 S. Matsumoto / Linear Algebra and its Applications 403 (2005) 369–398
whereM =Wη− 12 J [Y]η− 12 tW−V. We may replace K by
−η− 12 tWM−1Wη− 12
from Proposition 2.4.
Proposition 4.6. Write the skew-symmetric matrix kernelM−1 on {1, 2, . . . , n} as
M−1(k, l) =
(
M−100 (k, l) M
−1
01 (k, l)
M−110 (k, l) M
−1
11 (k, l)
)
for 1  k, l  n.
Then we have
M−100 (k, l) =
n∏
j=1
(
1 − ukvj
1 + ukvj
1 − ulvj
1 + ulvj
) ∏
1in,
i /=k
(
uk + ui
uk − ui
)
×
∏
1jn,
j /=l
(
ul + uj
ul − uj
)
uk − ul
uk + ul , (4.3)
M−101 (k, l) = −M−110 (l, k)
=
n∏
j=1
(
1 − ukvj
1 + ukvj
1 − ujvl
1 + ujvl
) ∏
1in,
i /=k
(
uk + ui
uk − ui
)
×
∏
1jn,
j /=l
(
vl + vj
vl − vj
)
1 + ukvl
1 − ukvl , (4.4)
M−111 (k, l) = −
n∏
j=1
(
1 − ujvk
1 + ujvk
1 − ujvl
1 + ujvl
) ∏
1in,
i /=k
(
vk + vi
vk − vi
)
×
∏
1jn,
j /=l
(
vl + vj
vl − vj
)
vk − vl
vk + vl . (4.5)
We recall some formulas for pfaffians, which are obtained in [2].
Lemma 4.7 ([2]). Let n be any even number. Let A and B be n by n skew-symmetric
matrices. Then
pf(A + B) =
∑
i⊂{1,...,n},
#i: even
(−1)|i|+ #i2 pf(Ai)pf(Bic ),
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where we put |i| = i1 + i2 + · · · + ip and ic = {1, . . . , iˆ1, . . . , iˆ2, . . . , iˆp, . . . , n} for
an increasing sequence i = (i1 < i2 < · · · < ip).
Lemma 4.8 (Minor summation formula [2]). Let m  n. Let B be any n by n skew-
symmetric matrix and T be any m by n matrix. Then∑
i⊂{1,...,n},
#i=m
pf(Bi) det(T 1,...,mi ) = pf(T BtT ),
where T 1,...,mi = (tk,ij )1km,1jm for T = (tij )1im,1jn and i = (i1 < · · · <
im).
Lemma 4.9. Let A be any 2n by 2n skew-symmetric matrix and B be any 2n by 2m
matrix. Assume that n is even. Then we have
pf
(
A B
− tB Jm
)
= pf(BJmtB − A).
Proof. By Lemma 4.7 we have
LHS = pf
((
A O
O Jm
)
+
(
O B
− tB O
))
=
∑
i⊂{1,...,2n},
#i: even
∑
k⊂{1,...,2m},
#k: even
(−1)|i|+|k|+(#i+#k)/2
× pf(Ai)pf((Jm)k)pf
((
O B
− tB O
)
(ic,n+kc)
)
=
∑
i⊂{1,...,2n},
#i: even
∑
k⊂{1,...,2m},
#kc=#ic
(−1)|i|+|k|+(#i+#k)/2+#ic/2
×pf(Ai)pf((Jm)k) det(B ickc ).
Since it is easy to see that (#i + #ic)/2 = n ≡ 0 (mod 2) and that pf((Jm)k) = 0
unless k = (2r1 − 1, 2r1, . . . , 2rp − 1, 2rp) for an increasing sequence (r1, . . . , rp),
we have
LHS =
∑
i⊂{1,...,2n},
#i: even
∑
k⊂{1,...,2m},
#kc=#ic
(−1)|i|pf(Ai)pf((Jm)k) det(B ickc ).
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On the other hand, by Lemma 4.7 and Lemma 4.8,
RHS =
∑
i⊂{1,...,2n},
#i: even
(−1)|i|+ #i2 pf(−Ai)pf((BJmtB)ic )
=
∑
i⊂{1,...,2n},
#i: even
(−1)|i|pf(Ai)
∑
j⊂{1,...,2m},
#j=#ic
pf((Jm)j) det(B i
c
j ).
Hence we obtain the lemma. 
Proof of Proposition 4.6. It follows from Lemma 4.9 and Proposition 4.3 that
pf(M) = pf(J [Y] + L) =
∑
X∈Peven(Y)
pf(L[X ∪ {1, . . . , n}])
=
∑
λ∈D
2−(λ)Qλ(u)Qλ(v)
∏
1i<jn
(
ui − uj
ui + uj
) ∏
1i<jn
(
vi − vj
vi + vj
)
=
∏
1i,jn
(
1 + uivj
1 − uivj
) ∏
1i<jn
(
ui − uj
ui + uj
) ∏
1i<jn
(
vi − vj
vi + vj
)
.
(4.6)
We write
M(k, l) =
(
M00(k, l) M01(k, l)
M10(k, l) M11(k, l)
)
=
(
uk−ul
uk+ul −
1+ukvl
1−ukvl
1+vkul
1−vkul −
vk−vl
vk+vl
)
andMij = (Mij (k, l))1k,ln for i, j = 0, 1. The skew-symmetric matrix
M˜ =
(
M00 M01
M10 M11
)
is obtained by changing orders of rows and columns fromM and it satisfies pf(M˜) =
(−1) n2 pf(M). The pfaffian of the matrix M˜[k,l] obtained by removing the k-th row,
l-th row, k-th column and l-th column from M˜, where 1  k, l  n, equals the value
removed variables uk and ul from (4.6), up to sign. Namely, we have
pf(M˜[k,l]) = (−1) n2
∏
1i,jn,
i /=k,l
(
1 + uivj
1 − uivj
) ∏
1i<jn,
i,j /=k,l
(
ui − uj
ui + uj
)
×
∏
1i<jn
(
vi − vj
vi + vj
)
.
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Thus for k < l
M−100 (k, l) = (M˜−1)k,l =
(−1)k+lpf(M˜[k,l])
pf(M˜)
=
n∏
j=1
(
1 − ukvj
1 + ukvj
1 − ulvj
1 + ulvj
) ∏
1in,
i /=k
(
uk + ui
uk − ui
) ∏
1jn,
j /=l
(
ul + uj
ul − uj
)
uk − ul
uk + ul .
This equality holds also if k  l so that we obtain (4.3).
Similarly, since M˜[k,n+l] is the matrix removed variables uk and vl from M˜ we
see that
pf(M˜[k,n+l]) = (−1) n2
∏
1i,jn,
i /=k,j /=l
(
1 + uivj
1 − uivj
)
×
∏
1i<jn,
i,j /=k
(
ui − uj
ui + uj
) ∏
1i<jn,
i,j /=l
(
vi − vj
vi + vj
)
.
Thus for 1  k, l  n we have
M−101 (k, l) = −M−110 (l, k) = (M˜−1)k,n+l =
(−1)k+lpf(M˜[k,n+l])
pf(M˜)
=
n∏
j=1
(
1 − ukvj
1 + ukvj
1 − ujvl
1 + ujvl
) ∏
1in,
i /=k
(
uk + ui
uk − ui
)
×
∏
1jn,
j /=l
(
vl + vj
vl − vj
)
1 + ukvl
1 − ukvl ,
and so we obtain (4.4). We also have (4.5) in a similar way. 
4.4. Proof of Theorem 4.1: final step
We calculate K = −η− 12 tWM−1Wη− 12 . For r, s  1 we have
K(r, s) =
(
K00(r, s) K01(r, s)
K10(r, s) K11(r, s)
)
= 2
n∑
k,l=1
(− urkM−100 (k, l)usl urkM−101 (k, l)vsl
vrkM
−1
10 (k, l)u
s
l −vrkM−111 (k, l)vsl
)
. (4.7)
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We prove that K(r, s) = K(r, s) for r, s  1, where K is defined in Theorem 4.1.
Assume that variables u1, . . . , un, v1, . . . , vn are 2n distinct complex numbers in the
unit open disc.
By the residue theorem we expressK00(r, s) as
K00(r, s) = 12
1
(2π
√−1)2
∫∫
|z|>|w|>1
Qu(z)Qu(w)
Qv(z−1)Qv(w−1)
z − w
z + w
dz dw
zr+1ws+1
,
where the contours in the integral are two circles around 0 near the unit circle such
that |z| > |w| > 1. But since the integral for the residue at z = −w equals
(−1)r
2π
√−1
∫ dw
wr+s+1
= 0,
we may let the contours |z| = |w| = 1. Changing variables z → z−1 and w → w−1,
we have
K00(r, s) = 12
1
(2π
√−1)2
∫∫
|z|=|w|=1
n∏
i=1
(
z + ui
z − ui
1 − viz
1 + viz
w + ui
w − ui
1 − viw
1 + viw
)
×
(
−z − w
z + w
)
zr−1ws−1 dz dw.
The integrand has simple poles at z = uk and w = ul for k, l = 1, . . . , n. Thus it
follows from (4.7) and Proposition 4.6 that
K00(r, s) = −2
n∑
k,l=1
urku
s
l
n∏
j=1
(
1 − ukvj
1 + ukvj
1 − ulvj
1 + ulvj
) ∏
1in,
i /=k
(
uk + ui
uk − ui
)
×
∏
1jn,
j /=l
(
ul + uj
ul − uj
)
uk − ul
uk + ul
= K00(r, s).
Similarly, we have
K01(r, s) = 12
1
(2π
√−1)2
∫∫
Qu(z)Qv(w)
Qv(z−1)Qu(w−1)
zw + 1
zw − 1
dz dw
zr+1ws+1
.
Here the contours are two circles such that |z| < 1, |w| < 1. Thus as like the calcu-
lation forK00 we have
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K01(r, s) = 12
1
(2π
√−1)2
∫∫ n∏
i=1
(
z + ui
z − ui
1 − viz
1 + viz
w + vi
w − vi
1 − uiw
1 + uiw
)
×1 + zw
1 − zwz
r−1ws−1 dz dw
= 2
n∑
k,l=1
urkv
s
l
n∏
j=1
(
1 − ukvj
1 + ukvj
1 − ujvl
1 + ujvl
) ∏
1in,
i /=k
(
uk + ui
uk − ui
)
×
∏
1jn,
j /=l
(
vl + vj
vl − vj
)
1 + ukvl
1 − ukvl = K01(r, s).
We can proveK11(r, s) = K11(r, s) in a similar way. Hence we obtainK(r, s) =
K(r, s). Though we have assumed that ui , vj belong to the unit open disc, it is in
fact unnecessary, see e.g. [1]. This completes the proof of Theorem 4.1.
5. Positivity of pfaffians
We study the sufficient condition that the pfaffian is non-negative.
Let SH2m be the set of all 2m by 2m skew-symmetric C-matrices B satisfying
B00(r, s) = B11(r, s) and B01(r, s) = −B10(r, s) for each block B(r, s) (1  r, s 
m). Equivalently, SH2m is the set of all 2m by 2m skew-symmetric C-matrices B
such that −JmB is hermitian, i.e., BJm = JmB. Put
SH02m = {B ∈ SH2m; −JmBis non-negative definite}.
Similarly, let SH>02m be all elements in SH2m such that −JmB is positive definite.
Proposition 5.1. Let B ∈ SH02m. Then pf(B[S]) is non-negative for any subset S ⊂{1, . . . , m}. In particular, pf(B)  0.
Proof. Since submatrix −JnB[S] (S ⊂ {1, . . . , m}, #S = n) of −JmB is a non-
negative definite hermitian matrix by the assumption, the roots of the polynomial
det(zI2n + JnB[S]) are all non-negative real numbers. Since pf(zJn − B[S])2 =
det(zI2n + JnB[S]), the roots of pf(zJn − B[S]) are also non-negative. Hence if
we look as the constant term in the polynomial above we obtain that pf(B[S]) is
non-negative. 
Now we state the relation between elements in SH02m and non-negative definite
hermitian matrices. Let Herm be the set of all m by m hermitian matrices. Let
Her0m ⊂ Herm be all non-negative definite hermitian matrices.
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Proposition 5.2. Let ω : glm(C) → o2m(C) be an injective linear map defined in
Section 2.4. Then we have ω(Herm) ⊂ SH2m and ω(Her0m ) ⊂ SH02m.
Proof. For A = (ars)1r,sm ∈ Herm the (r, s)-block of ω(A) is
ω(A)(r, s) =
(
0 ars
− ars 0
)
so that ω(A) ∈ SH2m. Let λ be an eigenvalue of −Jmω(A). Then since
0 = det(λI2m + Jmω(A)) = pf(λJm − ω(A))2
= det
(
Om λIm − A
− λIm + A¯ Om
)
= det(λIm − A) det(λIm − A∗)
and A and A∗ are non-negative definite, the eigenvalue λ is non-negative. 
Hence we may treat elements in SH2m as generalizations of hermitian matrices.
Proposition 5.1 indicates us the following problem.
Problem 5.1. What is the range for α such that pfα(B)  0 whenever B ∈ SH02m.
This problem is an extension of the problem for the positivity of α-determinants
of a non-negative definite hermitian matrix (recall Conjecture 1.1). It relates to the
existence of α-pfaffian point processes defined in Section 3.
Proposition 5.3. Let L be a skew-symmetric matrix kernel on a countable set X and
α be a real number. Assume that −JL is hermitian and non-negative definite and
satisfies ||αL|| < 1. Then −JKα is also hermitian and non-negative definite, where
Kα = L(I + αJL)−1 = (I + αLJ)−1L.
Proof. PutL = −JL andKα = −JKα . It is easy to see thatKα =L(I − αL)−1
= (I − αL)−1L so thatKα is hermitian if α is a real number. If λ is an eigenvalue
ofL, then |αλ| < 1 since ||αL|| < 1. ThereforeKα is non-negative definite. 
For an α, we suppose that pfα(L[X]) is non-negative for all X ∈ P(X) whenever
−JL is hermitian and non-negative definite. Then, by the proposition above, the
α-pfaffian pfα(Kα[X]) is also non-negative. Therefore the correlation function in
Theorem 3.1 exists in this case.
We study Problem 5.1. It follows from Proposition 5.1 that pf−1(B) = pf(B)  0
and pf0(B)  0 for B ∈ SH02m. More strongly, we obtain the following inequality.
Theorem 5.4. Let B ∈ SH>02m. Then we have
pf0(B) =
m∏
r=1
B01(r, r)  pf(B).
The equality holds if and only if B(r, s) = O2 for r /= s.
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If we let B = ω(A) for A = (aij ) ∈ Herm, then Theorem 5.4 provides the well-
known formula
m∏
i=1
aii  det(A).
We need some preparations to prove the theorem. Put
S2m,2 =
X =
X
(1)
...
X(m)
 ; X(j) ∈ SH2 (1  j  m)
 .
It is easy to see that JmX = XJ1 for X ∈S2m,2. Let Or,s be the r by s zero matrix.
Lemma 5.5. For B ∈ SH>02m and X ∈S2m,2 \ {O2m,2}, we have pf(tXBX) > 0.
Proof. Sincethe matrix tXBX is a 2 by 2 skew-symmetric matrix, it is easy to see
that pf(tXBX) = 12 tr(−J1tXBX). Therefore it is sufficient to prove tr(−J1tXBX) >
0. By the commutation relationJmX = XJ1, we have tr(−J1tXBX) = tr(tX(−JmB)
X). If we writeX = (x1, x2) (x1, x2 ∈ C2m), we have tr(tX(−JmB)X) = tx1(−JmB)
x1 + tx2(−JmB)x2 > 0 since −JmB is positive definite and x1 /= 0 or x2 /=
0. 
Lemma 5.6. If B ∈ SH>02m, then (B∗)−1 ∈ SH>02m.
Proof. Let B ∈ SH>02m. Since −JmB is positive definite and hermitian, the inverse
(−JmB)−1 = B−1Jm = JmB−1 = −Jm(B∗)−1 is also. Therefore (B∗)−1 ∈
SH>02m. 
Proof of Theorem 5.4. Write B in the form
B =
(
Bm−1 X
− tX B(m,m)
)
, Bm−1 ∈ SH2m−2,
X =
 B(1, m)...
B(m − 1, m)
 ∈S2m−2,2.
Then Bm−1 ∈ SH>02m−2. In fact, if B ∈ SH>02m, then −JmB is positive definite. We
immediately see that −Jm−1Bm−1 is also positive definite, hence Bm−1 ∈
SH>02m−2.
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Put
P =
(
I2m−2 (Bm−1)−1X
O2,2m−2 I2
)
.
Then it is easy to see that
B = tP
(
Bm−1 O2m−2,2
O2,2m−2 B(m,m) + tX(Bm−1)−1X
)
P.
We have
pf(B) = pf(Bm−1)pf(B(m,m) + tX(Bm−1)−1X) det(P )
= pf(Bm−1){pf(B(m,m)) − pf(tX(−Bm−1)−1X)}.
Since Bm−1 ∈ SH>02m−2, it follows from Lemmas 5.5 and 5.6 that pf(tX(B∗m−1)−1) ×
X) > 0. Hence pf(tX(−Bm−1)−1X) > 0 for any X ∈S2m−2,2 if and only if X /=
O2m−2,2. Therefore we have
pf(B)  pf(Bm−1)pf(B(m,m))
and the equality holds if and only if X = O2m−2,2. By the induction on m, we have
the theorem. 
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