Abstract. This paper addresses the problem of steering a group of vehicles along given paths while holding a desired formation pattern. The solution to this problem, henceforth referred to as the Coordinated Path-Following problem, unfolds in two basic steps. First, a path-following control law is used that drives each vehicle to its assigned path regardless of the temporal speed profile adopted. This is done by making each vehicle approach a conveniently defined virtual target that moves along the path. In the second step, the speeds of the vehicles are adjusted so as to synchronize the positions of the corresponding virtual targets (also called coordination states) thus achieving coordination along the paths.
1. Introduction. Increasingly challenging mission scenarios and the advent of powerful embedded systems and communication networks have spawned widespread interest in the problem of coordinated motion control of multiple autonomous vehicles. The types of applications envisioned are numerous and include aircraft and spacecraft formation flying control [4] , [10] , [23] , coordinated control of land robots [9] , [21] , and control of multiple surface and underwater vehicles [6] , [17] , [26] .
To meet the requirements imposed by these applications, a new control paradigm is needed that departs considerably from classical centralized control strategies. Centralized controllers deal with systems in which a single controller possesses all the information needed to achieve the desired control objectives (including stability and performance requirements). However, in many of the applications envisioned, because of the highly distributed nature of vehicles' sensing and actuation modules and due to the very nature of the inter-vehicle communications network, it is impossible to tackle the problems in the framework of centralized control theory. For these reasons, there has been over the past few years a flurry of activity in the area of multi-agent networks with application to engineering and science problems. Namely, in such topics as parallel computing [29] , synchronization of oscillators [22] , [24] , collective behavior and flocking [14] , consensus [19] , multi-vehicle formation control [5] , asynchronous protocols [7] , and graph theory and graph connectivity [16] .
In spite of significant progress in these challenging areas, much work remains to be done to develop strategies capable of yielding robust performance of a fleet of vehicles in the presence of complex vehicle dynamics, severe communication constraints, and partial vehicle failures. These difficulties are specially challenging in the field of marine robotics for two main reasons: i) the dynamics of marine vehicles are often complex and cannot be simply ignored or drastically simplified for control design purposes, and ii) underwater communications and positioning rely heavily on acoustic systems, which are plagued with intermittent failures, latency, and multipath effects.
Inspired by the developments in the field, we consider the problem of coordinated path-following where multiple agents are required to follow pre-specified paths while keeping a desired formation pattern in time. These objectives must be met in the presence of communication related failures and delays. This problem arises for example in the operation of multiple autonomous underwater vehicles (AUV) for fast acoustic coverage of the seabed. In this application, two or more vehicles are required to fly above the seabed at the same or different depths, along geometrically similar spatial paths, and map the seabed using identical suites of acoustic sensors. By requesting that the vehicles traverse identical paths so that the projections of the acoustic beams on the seabed exhibit some overlapping, large areas can be covered in a short time. These objectives impose constraints on the inter-vehicle formation pattern. A number of other scenarios can of course be envisioned that require coordinated motion control of marine vehicles.
In this paper we solve the problem of coordinated path-following (CPF) of general vehicles by resorting to and expanding some of the techniques developed in [9] , [6] , [17] , [26] . With the methodology proposed, the problem solution unfolds in two basic steps. First, a path-following control law is used that drives each vehicle to its assigned path regardless of the temporal speed profile adopted. This is done by making each vehicle approach a conveniently defined virtual target that moves along the path. Each vehicle has access to a set of local measurements only. In the second step, the speeds of the vehicles are adjusted so as to synchronize the positions of the corresponding virtual targets (also called coordination states) thus achieving coordination along the paths.
The emphasis of the paper is on the coordination control part. At the pathfollowing level, it is simply assumed that certain input-to-state stability (ISS) properties are observed. This shows that the methodology developed is capable of solving a formation control problem with fleets of heterogeneous vehicles. As an illustrative example, we derive a control law for a general class of underactuated underwater vehicles moving in three-dimensional space that meets the required properties. Results are obtained on the stability and performance of the overall system that results from putting together the path-following and vehicle coordination subsystems. Because of possible network faults, the problems brought about by temporary communication losses and delays are also addressed explicitly. To this effect, the paper proposes two frameworks to study the effect of communication failures and delays on the perfor-mance of the overall vehicle formation. The first framework includes the case where the communication graph changes in time, alternating between connected and disconnected graphs. The second describes a more general case where the communication graph may even fail to be connected at any instant of time; however, we assume there is a finite time T > 0 such that over any interval of length T the union of the different graphs is somehow connected. To the best of our knowledge, this is the first time that the impact of intermittent failures on coordinated path following is analyzed from a quantitative point of view.
The paper is organized as follows. Section 2 formulates the path-following and vehicle coordination problems and describes the general stability-related properties that are met by the path-following closed-loop subsystem of each vehicle. Section 3 introduces basic notation, summarizes important results on graph theory, and develops the tools that will be used to study the different types of communication topologies considered in the paper. Section 4 studies the coordinated path-following problem in the case where the communications network is subjected to communication losses with no time delays. Section 5 extends some of the results of Section 4 to deal with switching communication networks and time delays. As an illustrative example, Section 6 derives a coordinated path-following control algorithm for a general class of underactuated underwater vehicles and describes simulation results. Finally, Section 7 contains the main conclusions and describes problems that warrant further research.
2. Problem statement. Consider a group of n vehicles numbered 1, .., n. We let the dynamis of vehicle i be modeled by a general system of the forṁ
where x i ∈ R n is the state, u i ∈ R m is the control signal, and y i ∈ R q is the output that we require to reach and follow a path y di (γ i ) : R → R q parameterized by γ i ∈ R. Signals w i and v i denote the disturbance inputs and measurement noises, respectively. Later in Section 6, an example will be given where the dynamics of (2.1) are those of a very general class of autonomous underwater vehicles. In this case, the output y i corresponds to the position of the vehicle with respect to a inertial coordinate frame.
Given a desired temporal speed profile v ri (t) ∈ R, we require thatγ i converge to v ri . For any timing law γ i (t), the path following and speed tracking error variables are defined as
and
respectively. In preparation for the development that follows we set
, where v L (t) is a nominal, pre-determined speed profile andṽ ri can be seen as the perturbation component of v ri about v L . As will be seen later, v L (t) denotes the component of v ri (t) that is common to all the vehicles and is known in advance and
is the remaining component that is not known beforehand. We assume the timederivative of v L (t) is known and that v L (t) and y di (γ i ) are sufficiently smooth with respect to their arguments.
The notation . denotes the Euclidian norm for vectors, and the spectral norm for matrices. Inspired by the work in [3, 9, 25] , we start by defining a problem of path-following for each vehicle.
Definition 2.1 (Path following (PF) problem). Consider a vehicle with dynamics (2.1) together with a spatial path y di (γ i ) to be followed and a desired, predetermined temporal speed profile v ri (t) to be tracked. Let the path following error and the speed tracking error be as in (2.2) and (2.3), respectively. Given ǫ > 0, design a feedback control law for u i such that all closed-loop signals are bounded and both e i and |η i | converge to a neighborhood of the origin of radius ǫ.
Stated in simple terms, the problem above amounts to requiring that the output y i of a vehicle converge to and remain inside a tube centered around the desired path y di , while ensuring that its rate of progressionγ i also converge to and remain inside a tube centered around the desired speed profile v ri .
We henceforth assume that the path-following controllers adopted meet a number of technical conditions described next. In Section 6, as an example, we introduce a path-following control solution for a general underacuated vehicle that does indeed satisfy the required technical conditions.
Consider vehicle i and assume a solution to the path-following problem of Definition 2.1 exists. Let the corresponding closed-loop path-following system be described byζ
where d i subsumes all the exogenous inputs (including disturbances and measurement noises) and state vector ζ i includes necessarily e i but may or may not include η i . Two types of path following strategies are considered:
Type I -variable η i plays the role of an auxiliary control for the path following algorithm in that it defines what the evolution of γ i should be. In this case η i is a state of the closed-loop PF system, that is, ζ i includes η i . Type II -η i = 0. The dynamics ofγ i are simplyγ i = v ri . Clearly in this case, ζ i does not include η i . Recall now the definition of input-to-state stability (ISS). See [27, 28] and [15, pp. 217] for details on ISS and its relation to Lyapunov theory. Let ζ i (t) be a solution of (2.5) for a given signal d i (t) and initial condition ζ i (t 0 ). System (2.5) is said to be input-to-state stable (ISS) with ζ i as state and d i as input if
where β(., .) and ρ(.) are functions of class 1 KL and class K, respectively. Assumption 2.2. We assume that for the closed-loop PF system (2.5) there exists a Lyapunov function W i (ζ, t) satisfying This assumption implies that the PF system is ISS with input (d i ,ṽ ri ) and state ζ i . To verify this, integrate (2.7) and use (2.6) to obtain
and therefore
Assuming a path-following controller has been implemented for each vehicle, it now remains to coordinate (that is, synchronize) the entire group of vehicles so as to achieve a desired formation pattern compatible with the paths adopted. As will become clear, this will be achieved by adjusting the desired speeds of the vehicles as functions of the "along-path" distances among them. To better grasp the key ideas involved in the computation of these distances, consider for example the case of inline formations maneuvering along parallel translations of straight lines. For each vehicle i, let s i denote the signed curvilinear abscissa of the origin of the tangent frame {T i } associated with a virtual target being tracked, as shown in Figure 2 .1. Since each vehicle tends asymptotically to the origin of {T i }, it follows that the vehicles are (asymptotically) synchronized if s ij (t) := s i (t) − s j (t) ∀i, j ∈ N := {1, ..., n}. This shows that in the case of translated straight lines s i,j is a good measure of the along-path distances among the vehicles. Similarly, in the case of scaled circumferences, Figure 2 .2, an appropriate measure of the distances among the vehicles is γ i = s i /R i . Notice how the definition of γ i,j relies on a normalization of the lengths of the circumferences involved and is equivalent to computing the angle between vectors l i and l j directed from the center of the circumferences to origin of the tangent frames {T i } and {T j }, respectively. In both cases, we say that the vehicles are coordinated if the corresponding along path distance is zero, that is, γ i − γ j = 0. Coordination is achieved by adjusting the "desired speed" of each vehicle i as a function the along-path distances γ ij ; j ∈ N i where N i denotes the set of vehicles that vehicle i communicates with. For more general types of paths and coordination patterns, an adequate choice of the path parametrizations will allow for the conclusion that the vehicles are coordinated, or, in equivalent terms are synchronized or have reached agreement, iff γ i,j = 0; ∀j, i ∈ N , see [9, 5] . Since the objective of the coordination is to synchronize variables γ i , we will refer to them as coordination states. We will require that the formation as a whole (group of multiple vehicles) travels at an assigned speed profile v L (t) while coordinated, that is, asymptoticallyγ i = v L ; ∀i ∈ N . This issue requires clarification. Note that the desired speed assignment is given in terms of the time derivatives of the coordination states, ξ i , not the actual time derivative of the positions (speeds) of the vehicles undergoing the synchronization. In the limit, assuming the vehicles have reached their paths, their speeds degenerate into dsi dt ; i ∈ N in such a way as to
for the example of the circumferences given above. With this speed assignment one does not have to specify the actual speed of the vehicles, but rather those of their coordination states which are equal and degenerate simply into v L .
From (2.3), the evolution of coordination state γ i ; i ∈ N is governed bẏ
where the speed tracking errors η i are viewed as disturbance-like input signals and the speed-profiles v ri are taken as control signals that must be assigned to yield coordination of the states γ i . To achieve this objective, information is exchanged through an inter-vehicle communication network. Typically, all-to-all communications are impossible to achieve. In general,γ i will be a function of x i , γ i and of the coordination states of the so-called neighboring agents defined by set N i . For simplicity of presentation, throughout this paper, we assume that the communication links are bidirectional
Definition 2.3 (Coordinated Path Following). Consider a set of vehicles V i ; i ∈ N with dynamics (2.1), the corresponding paths p di (γ i ) parameterized by γ i , and a formation speed assignment v L (t). Assume that for each vehicle there is a feedback control law that satisfies Assumption 2.2. Further, assume γ i and γ j ; j ∈ N i are available to vehicle i ∈ N . Derive a control law for v ri (orṽ ri = v ri − v L ) such that for a given ǫ > 0 the coordination errors γ i − γ j and the formation speed tracking errorsγ i − v L ; ∀i, j ∈ N converge to a ball of radius ǫ around zero as t → ∞.
With the set-up adopted, Graph Theory becomes the tool par excellence to model the constraints imposed by the communication topology among the vehicles, as embodied in the definition of sets N i ; i ∈ N . We now recall some key concepts from algebraic graph theory [11] and agreement algorithms and derive some basic tools that will be used in the sequel.
Preliminaries and basic results.
3.1. Graph theory. Let G(V, E) (abbv. G) be the undirected graph induced by the inter-vehicle communication network, with V denoting the set of n nodes (each corresponding to a vehicle) and E the set of edges (each standing for a data link). Nodes i and j are said to be adjacent if there is an edge between them. A path of length r between node i and node j consist of r + 1 consecutive adjacent nodes. We say that G is connected when there exists a path connecting every two nodes in the graph. The adjacency matrix of a graph, denoted A, is a square matrix with rows and columns indexed by the nodes such that the i, j-entry of A is 1 if j ∈ N i and zero otherwise. The degree matrix D of a graph G is a diagonal matrix where the i, i-entry equals |N i |, the cardinality of N i . The Laplacian of a graph is defined as L := D − A. Thus, L is symmetric and its every row sum equals zero, that is, L1 = 0, where 1 := [1] n×1 and 0 := [0] n×1 . If G is connected, L has a simple eigenvalue at zero with an associated eigenvector 1 and the remaining eigenvalues are all positive.
We will be dealing with situations where the communication links are time-varying in the sense that links can appear and disappear (switch) due to intermittent failures and/or communication links scheduling. The mathematical set-up required is described next.
A complete graph is a graph with an edge between each pair of nodes. A complete graph with n nodes hasn = n(n − 1)/2 edges. Let G be a complete graph with edges numbered 1, ...,n. Consider a communication network among n agents. To model the underlying switching communication graph, let p = [p i ]n ×1 , where each p i (t) : [0, ∞) → {0, 1} is a piecewise-continuous time-varying binary function which indicates the existence of edge i in the graph G at time t. Therefore, given a switching signal p(t), the dynamic communication graph
T means that at time t only link number 1 is active. Denote by L p the explicit dependence of the graph Laplacian on p and likewise for the degree matrix D p and adjacency matrix A p . Further let N i,p(t) denote the set of the neighbors of agent i at time t.
We discard infinitely fast switchings. Formally, let S dwell denote the class of piecewise constant switching signals such that any consecutive discontinuities are separated by no less than some fixed positive constant time τ D , the dwell time. We assume that p(t) ∈ S dwell .
Brief connectivity losses.
Consider the situation where the communication network changes in time so as to make the underlying dynamic communication graph G p(t) alternatively connected and disconnected. To study the impact of temporary connectivity losses on the performance of the coordination algorithms developed, we explore the concept of "brief instabilities" developed in [12] . In particular, this concept will be instrumental in capturing the percentage of time that the communication graph is not connected.
Recall that the binary value of the element p i in p declares the existence of edge i in Graph G p . We can thus build 2n graphs indexed by the different possible occurrence of vector p. Let P denote the set of all possible vectors p and let P c and P dc denote the partitions of P that give rise to connected graphs and disconnected graphs, respectively. That is, if p ∈ P c , then G p is connected, otherwise disconnected. Define the characteristic function of the switching signal p as
For a given time-varying p(t) ∈ S dwell , the connectivity loss time
Definition 3.1 (Brief Connectivity Losses). The communication network is said to have brief connectivity losses, BCL for short, if
for some T 0 > 0 and 0 ≤ α ≤ 1. In (3.3), α provides an asymptotic upper bound on the ratio T p (τ, t)/(t − τ ), as t−τ → ∞ and is therefore called the asymptotic connectivity loss rate. When p ∈ P dc over an interval [τ, t], we have T p (τ, t) = t − τ and the above inequality requires that t − τ ≤ T 0 . This justifies calling T 0 the connectivity loss upper bound. Notice that α = 1 means that the communications graph is never connected.
Before closing this section, we introduce a special coordination error vector and some results that will play an important role later. As will be shown later, this error state is zero iff the coordination states are equal. Stack the coordination states in a vector γ := [γ i ] n×1 . Given a diagonal matrix K > 0, define β := K −1 1 and the error vectorγ
where
and I is an identity matrix. The following statements hold. Lemma 3.2. The error vectorγ, the matrix L β , and the graph Laplacian L p satisfy the following properties:
1. L β has n − 1 eigenvalues at 1 and a single eigenvalue at zero with right and left eigenvectors 1 and β, respectively such that
Proof. See the Appendix. Property 4 allows for the conclusion that ifγ tends to zero, then |γ i − γ j | → 0; ∀i, j ∈ N as t → ∞ and coordination is achieved. Property 7 gives a bound on the coordination errors γ i − γ j given a bound on the error vectorγ. In the literature, the connectivity of a graph with Laplacian L is the second smallest eigenvalue λ 2 of L. The term λ 2,m defined in property 8 is an extension of the concept of the connectivity in a collective sense, that is, the smallest graph connectivity over all connected graphs G p . Given λ m , the lower bound estimateγ T L pγ ≥ λ mγ Tγ , when p ∈ P c , applies. An identical interpretation applies toλ m . Notice from property 9 that if the control signal of vehicle i is computed as a function of z i , then the proposed control law meets the communication constraints embodied in the sets N i .
3.3. Connected in mean topology. In the previous situation, we considered the case where the communication graph changes in time, alternating between connected and disconnected graphs. We now address a more general case where the communication graph may even fail to be connected at any instant of time; however, we assume there is a finite time T > 0 such that over any interval of length T the union of the different graphs is somehow connected. This statement is made precise in the sequel. We now present some key results for time-varying communication graph that borrow from [18, 19, 20] .
Let G i ; i = 1, ..., q be q graphs defined on n nodes, and denote by L i their corresponding graph Laplacians. Define union graph G = ∪ i G i as the graph whose edges are obtained from the union of the edges E i of
For a given t > 0, let t 0 := t and the sequence t i ; i = 1, ..., q be the time instants at which switching happens over interval [t, t + T ). If the switching communication graph is UCM, then the union graph ∪ q i=0 G i is connected and q i=0 L p(ti) has a single eigenvalue at origin with eigenvector 1.
Consider the linear time-varying systeṁ
where K is a positive definite diagonal matrix and L p is the Laplacian matrix of a dynamic graph G p . It is known, see for example [19] , that Theorem 3.4 (Agreement). Coordination (agreement) among the variables γ i with dynamics (3.6) is achieved uniformly exponentially if the switching communication graph G p(t) is UCM. That is, under this connectivity condition all the coordination errors γ ij (t) converge to zero andγ i → 0 as t → ∞.
We now consider the delayed version of (3.6). Let the coordination states γ i evolve according toγ
where D p(t) and A p(t) are the degree matrix and the adjacency matrix of G p(t) , respectively. The following statement can be derived from [20] . Theorem 3.5 (Agreement-delayed information). The variables γ i with dynamics (3.7) agree uniformly exponentially for τ ≥ 0 if the switching communication graph G p(t) is UCM. That is, under this connectivity condition all the coordination states γ i (t) converge to the same value andγ i → 0 as t → ∞. Remark 3.6. A version of Definition 3.3 for directed graphs was first introduced in [19] where the term "Uniformly Quasi Strongly Connected" was used. Here, we [19] for linear systems. Moreover, using the fact that we assume p(t) ∈ S dwell with a dwell time τ D > 0, Theorem 3.4 can be deduced from Theorem 1 in [20] where the concept of δ−digraphs was used. More precisely, the stability conditions are equivalent for K = kI, if δ = kτ D . Likewise, Theorem 3.5 can be derived from Theorem 2 in [20] . It is important to underline that matrix −KL p is a Metzler matrix with all row-sums equal to zero; those are the matrices that are concerned in [20] .
3.4. System interconnections. Systems with brief instabilities. We now present a proposition that will be instrumental in deriving the performance measure (decay rate) associated with the coordination algorithm that will be later derived for multi-agent systems communicating over networks with brief connectivity losses (Definition 3.1). Here, we avail ourselves of some important results on brief instabilities 3 . See [12] .
Lemma 3.7 (System interconnection and brief instabilities). Consider a coupled system consisting of two subsystemṡ
where α i ,ᾱ i , ρ i ; i = 1, 2, and λ 1 are positive values, and system 2 is subjected to brief instabilities characterized by some function χ(p) and a switching signal p(t). Suppose brief instabilities are of the form
where λ 2 > 0,λ 2 ≥ 0, with asymptotic instability rate α and instability bound T 0 . Let
which satisfies
Assume that α < λ 0 /(λ 2 +λ 2 ) and
Then 1. the interconnected system is ISS with respect to state z = col(z 1 , z 2 ) and input u = col(u 1 , u 2 ), 2. there is a Lyapunov function V (t, z) such that
where c = e (λ2+λ2)(1−α)T0 , g = c λ max(1, α 1 (λ 1 − λ 0 )/ρ 2 ), and the rate of convergence is given by λ = λ 0 − α(λ 2 +λ 2 ).
In particular, if ρ 2 = 0 and ρ 1 > 0, then the interconnected system takes a cascade form and is ISS with input u and state z and exhibits convergence rate λ = min(λ 1 , (1− α)λ 2 − αλ 2 ). The conclusions are also valid with α = 0 for the case where system 2 has no instabilities, that is, λ 2 (t) = λ 2 .
Proof. See the Appendix. The reader is referred to [13] for the results in the case where system 2 has no brief instabilities.
Equipped with the results derived so far, the next two sections offer solutions to the coordinated path-following problem formulated in Section 2. Recall that coordination states γ i are governed by (2.8). Inspired by [14] , we propose the following decentralized feedback law for the reference speeds v ri as a function of the information obtained from the neighboring vehicles:
where v L (t) is the assigned speed to the fleet of mobile agents and k i > 0. Notice that with this choice of control law, the termṽ ri = v ri − v L for which the time derivative is not available is given byṽ
Using (2.8), (4.1), and Lemma 3.2 -property 9, the coordination control closedloop system can be written in vector form aṡ
where K =diag[k i ]. The auxiliary term g η was added for the simplicity of the exposition: g η = 1 when the closed-loop PF system is of type I (η is considered a state), and g η = 0 when the PF system is of type II (η = 0), see Assumption 2.2. Using properties 2 and 6 of Lemma 3.2, the coordination dynamics (4.3) take the forṁ
Notice from (4.3) that η can be viewed as a coupling term from the path-following to the coordination dynamics.
We now consider n path following subsystems, each satisfying Assumption 2.2.
To show this, it is enough to use (2.6), (2.7) and the fact that
where k M := max i k i , andṽ ri andγ are defined in (4.2) and (3.4), respectively. See the Appendix for a complete proof of (4.6).
To deal with switching communication topologies, two approaches are introduced next: "brief connectivity losses", and "uniform switching topologies" as defined in Section 2. We present conditions under which the overall closed-loop system formed by the path-following and the coordination subsystems is stable. We also derive some convergence properties.
Brief connectivity losses (BCLs).
In this approach, we use the concept of BCLs in which the underlying communication graphs are assumed to be alternatively connected and disconnected.
The following result provides conditions under which the overall closed-loop system formed by the path-following and coordination subsystems is ISS. Then, Σ is ISS with respect to the statesγ and ζ and input u 1 . Furthermore, the path following error vectors e i , the speed tracking errors |γ i − v L |, and the coordination errors |γ i − γ j |, ∀i, j ∈ N converge exponentially to some ball around zero (depending on the size of u 1 ) as t → ∞, with rate at least
Proof. Choose the Lyapunov candidate function
whose time derivative along the solutions of (4.4) iṡ
Using properties 3 and 8 of Lemma 3.2 and Young's inequality, we obtaiṅ
, and 0 < θ 1 < λ m k m . Close inspection of (4.7) and (4.5) reveals that the coordination and the pathfollowing subsystems form a feedback interconnected system with η andγ as interacting signals, as shown in Figure 4 .1. Therefore, according to Lemma 3.7, since system 2 has BCLs as defined in (3.3), the interconnected system is ISS from input d 1 provided that the following conditions are satisfied: a) For g η = 1, from (3.11) we obtain
whose right hand side is maximized for θ 1 = b) For g η = 0, (4.7) simplifies tȯ
where λ 2 = 2λ m k m . Thus, resorting to Lemma 3.7 withλ 2 = 0 and ρ 2 = 0, the results follows. , the best estimate of the convergence rate is λ = 0.1 with η as state, while we obtain λ = 1 with η = 0.
Uniform switching topology.
In this section, we consider the case where the communication network changes but the underlying communication graph is uniformly connected in mean (see Definition 3.3). Recall in this case that there is T > 0 such that for any t ≤ 0, the union graph G([t, t + T )) is connected.
Consider first the unforced coordination closed-loop dynamics, that is,
First, we will show that if the switching communication graph is UCM (with parameter
T K −1γ whose time derivative along the solutions of (4.8) iṡ
Notice thatV is negative semi-definite, the graph being connected or not. Thusγ remains bounded. Consider the sequence t i ; i = 1, ..., q of switching times in the interval [t, t + T ), with t ≤ t 1 < t q < t + T and t i ≤ t i+1 − τ D ; i = 1, ..., q − 1, where τ D is the dwell time. Let t 0 = min(t, t 1 − τ D ) and
By contradiction, assume L pγ = 0 ∀τ ∈ T 1 and discard the trivial solutionγ = 0. Then, from (4.8) we haveγ = 0, that is,γ remains unchanged over
As shown in Section 3, since the graph is UCM, the matrix q i=0 L p(ti) has rank n − 1 and its kernel is span{1}. As a consequence,γ(t 0 ) ∈ span{1}, which contradicts the fact that β Tγ = 0. Therefore, during an interval of length T 1 , there is an interval of at least length τ D such that L pγ = 0. Without loss of generality assume L p(t0)γ (t 0 ) = 0. It follows thatV
where T D := [t 0 , t 0 + t D ) andλ m is defined in Lemma 3.2-property 8. We can now conclude that the system (4.8) with UCM switching communication graphs has brief instabilities with asymptotic instability rateᾱ
Integrating this differential inequality yields
where c = eλ
, and where we used the fact that
Therefore,
where Φ p (t, τ ) denotes the state transition matrix of (4.8). Notice that the above inequality is valid for all p(t) ∈ S dwell such that the graph G p is UCM. For a given switching signal p(t), input η(t), and initial stateγ(t 0 ), by the variation of constants formula the solution of (4.4) is given bỹ
which implies, using (4.10), that
To derive an ISS inequality for the path-following subsystem (2.5) under Assumption 2.2, we start by integrating (4.5). Straightforward computations show that
γ +d 1 (4.12)
Using the ISS version of the small gain theorem, the closed-loop CPF system that results from putting together (4.11) and (4.12), is ISS from inputd 1 to states ζ andγ, if
5. Coordinated Path Following: delayed information. In this section, we study the coordinated path following system when the communication channels have the same delay τ > 0. We further assume that the path following closed-loop subsystems are of type II, η = 0.
In this case, the control law for the reference speed becomes a function of delayed information, that is
Using (2.8) and (5.1), the closed-loop coordination subsystem can be written aṡ
where D p and A p are the degree matrix and the adjacency matrix of the communication graph, respectively. We are now interested in determining conditions under which coordination is achieved, that is, for the existence of a time signal γ 0 (t) ∈ R such that γ = γ 0 (t)1 is a solution of (5.2). If this is the case, then by substituting this solution in (5.2) and using the fact that
This equality is possible iff all the rows of the right-hand side are equal for all time. Two cases are possible. p1 γ 0 (t) is either a constant or a periodic signal with period τ : In this case γ 0 (t) − γ 0 (t − τ ) = 0 and the right-hand side of (5.3) equals zero. Thus (5.3) holds withγ 0 = v L where the formation speed v L must be set to either zero or a periodic signal with period τ . These are not of interest of a practical stand point. p2 ∀t, KD p(t) = kI for some k > 0. This requires that the degrees of the nodes of the switching communication graph G p never vanish, that is, |N i,p | = 0, ∀t, so that the degree matrix is always nonsingular and we can set the control gains to K = kD −1 p . Therefore, the control gains become time-varying. Next, we will address case p2 and state the first result of the section. To lift the constraint |N i,p | = 0 and have the coordinated path-following algorithm applicable to more general types of switching topologies, we will later modify control law (5.1).
Lemma 5.1. Consider the coordination system dynamics (2.8) with control law (5.1). Assume that |N i,p(t) | = 0 for all time, and let the control gains be k i (t) = k/|N i,p(t) |. Then, states γ i uniformly exponentially agree if the underlying communication graph G p is UCM. In other words, |γ i − γ j | → 0 andγ i →γ 0 as t → ∞, where γ 0 is a solution of the delay differential equatioṅ
Proof. As explained above, with the control law (5.1), the coordination system takes the form (5.2). Let
and substitute γ from (5.5) in (5.2) to geṫ
which simplifies toγ
if γ 0 (t) is the solution of (5.4) and K(t) = kD −1 p . From Theorem 3.5, statesγ i in (5.7) agree uniformly exponentially. In particular,γ → 0 as t → ∞. Thus, from (5.5) γ → γ 0 1 and the results follow.
In general, if v L is time-varying, the delayed differential equation (5.4) has no closed form solution. However, for the particular case of v L constant, one solution is
1+kτ . Notice that due to the transmission delay τ , there is a finite error in the speed tracking, that is,γ i converges to v * L and not to v L . Consider now the case where there are instants of time t for which |N i,p(t) | = 0 for some i ∈ N . We will present this part only for the case that v L is constant, that is,
. In this case, (5.2) can be rewritten in terms ofγ defined in (5.5) aṡ
Clearly, when τ = 0 the agreement is achieved for any choice of positive definite K, due to Theorem 3.5. However, this is not the case when τ = 0. For example assume that the agreement dynamics (5.8) are at rest, that is,γ i = v * L ∀i ∈ N . Then, at the moment that |N i,p(t) | = 0 for some i, the dynamics are disturbed by a signal of amplitude kv *
L through the channel that the valency of the corresponding node vanishes. This problem arises from the fact that the agreement at rest would travel to speed v * L , but during the time that N i,p = ∅ (empty set), the corresponding coordination state is governed by dynamicsγ i = v L . This can be resolved by applying different desired speeds when the vehicle has no neighbors. The solution is stated next.
Lemma 5.2. Consider the coordination system dynamics with control law
where k > 0. Then states γ i uniformly exponentially agree, if the underlying communication graph G p is UCM. In other words,
The closed-loop coordination dynamics in vector form is given bẏ
Letting γ(t) = v * L t1 +γ(t) simplifies the closed-loop dynamics tȯ
whose agreement property is guaranteed according to Theorem 3.5. From there, the results follow immediately. However, to implement the control law (5.9), the agents need to know the delay τ to compute v * L . This arises the question of possibility of estimating v * L . We will not study this issue in this paper. 
From Lemma 5.1 / 5.2, we conclude thatṽ ri converges to zero exponentially. Close examination of (2.7) and (5.10) shows that the path-following and coordination control subsystems form an interconnected cascade system whereṽ ri can be viewed as the output of CC subsystem and input of the PF subsystems. Since that latter is ISS fromṽ ri , the results follow. 6.1. CPF of 3 underactuated AUVs. Consider the CPF control of three underactuated AUVs 4 . Vehicle 2 is allowed to communicate with vehicles 1 and 3, but the latter two do not communicate between themselves directly. To simulate losses in the communications, we considered the situation where both links fail 75% of the time, with the failures occurring periodically with a period of 10[sec]. Moreover, the information transmission delay is 5 [sec] . Notice that during failures all the links become deactivated. Since in this scenario, the valencies of the nodes vanish periodically, we apply the results of Lemma 5.2. In the simulations, we used the control law (5.9) with k = 0.1[sec −1 ].
6.1.1. AUV model. Consider an underactuated vehicle modeled as a rigid body subject to external forces and torques. Let {I} be an inertial coordinate frame and {B} a body-fixed coordinate frame whose origin is located at the center of mass of the vehicle. The configuration (R, p) of the vehicle is an element of the Special Euclidean group SE(3) := SO(3) × R 3 , where R ∈ SO(3) := {R ∈ R 3×3 : RR T = I 3 , det(R) = +1} is a rotation matrix that describes the orientation of the vehicle and maps body coordinates into inertial coordinates, and p ∈ R 3 is the position of the origin of {B} in {I}. Denote by ν ∈ R 3 and ω ∈ R 3 the linear and angular velocities of the vehicle relative to {I} expressed in {B}, respectively. The following kinematic relations applẏ
We consider underactuated vehicles with dynamic equations of motion of the following form
where M ∈ R 3×3 and J ∈ R 3×3 denote constant symmetric positive definite mass and inertia matrices; u 1 ∈ R and u 2 ∈ R 3 denote the control inputs, which act upon the system through a constant nonzero vector B 1 ∈ R 3 and a constant nonsingular matrix B 2 ∈ R 3×3 , respectively; and f ν (·), f ω (·) represent all the remaining forces and torques acting on the body. For the special case of an underwater vehicle, M and J also include the so-called hydrodynamic added-mass M A and added-inertia J A matrices, respectively, i.e., M = M RB + M A , J = J RB + J A , where M RB and J RB are the rigid-body mass and inertia matrices, respectively. See [8] for details.
A solution to the path-following problem (defined in Section 2) of an AUV was given in [1, 2] where the control laws require thatγ i andγ i be known. Recall that we decomposed the desired speed profile in two parts as v ri = v L +ṽ ri in which only the derivatives of v L can be computed accurately. However, it can be shown that in the control laws of [1, 2] , if the termsγ i andγ i are replaced with v L andv L , respectively, the resulting path-following closed-loop system becomes input-to-state stable (ISS) fromṽ ri as input. This leads to the following result.
Theorem 6.1 (PF-AUV). Consider an AUV with the equations of motion given by (6.1) and (6.2) and a desired path p d (γ) in 3D-space to be followed. There is a control law for u 1 and u 2 as functions of the local states, p d , v L , andv L that makes the closed-loop system satisfy Assumption 2.2.
Proof. See the appendix.
6.1.2. Simulations. In the simulations, the AUVs are required to follow paths of the form 
. The vehicles are also required to keep a formation pattern that consists of having them aligned along a common vertical line. Figure 5 .1 shows the trajectories of the AUVs. Figure 6 .1 illustrates the evolution of the coordination and path-following errors while the communication links fail periodically. Clearly, the vehicles adjust their speeds to meet the formation requirements and the coordination errors γ 12 := γ 1 − γ 2 and γ 13 := γ 1 − γ 3 converge to zero.
7. Conclusions. The paper addressed the problem of steering a group of agents along given paths, while holding a desired inter-vehicle formation pattern (coordinated path-following) in the presence of communication failures and delays. The solution proposed builds on Lyapunov based techniques and addresses explicitly the constraints imposed by the topology of the inter-vehicle communications network. Furthermore, it leads to a decentralized control law whereby the exchange of data among the vehicles is kept at a minimum. Simulations illustrated the efficacy of the solution proposed. Further work is required to extend the methodology proposed to address more general problems in the presence of communication failures and delays; for example, statedependent time delays which occur naturally due to the spreading in the relative positions of the AUVs and because of the reduced speed of propagation of acoustic waves in water.
Appendix.
Proof of Lemma 3.2.
1. Since Rank(I − L β ) = 1, L β has n − 1 eigenvalue at 1. Using the definition of L β , it can be easily verified that L β 1 = 0 and β T L β = 0 T , that is zero is an eigenvalue. Therefore, we can conclude that zero is a single eigenvalue.
ν for any ν ∈ R n and equality happens for β T ν = 0, thus the result follows. 4. The result follows from the facts thatγ = L β γ, L β 1 = 0 and RankL β = n−1. 5. Follows from the definition ofγ in (3.4). 6. Follows from the definition ofγ and the fact that L p 1 = 0. 7. Notice that
where we used the fact that L p ≤ n and equality happens for a complete graph, that is,
T . 8. Recall the fact that if the graph is connected (p ∈ P c ), then L p has a single eigenvalue at zero associated to the (right and left) eigenvector 1, and the rest of the eigenvalues are positive. Let L be a representative graph Laplacian of L p for p ∈ P c . Then, there is a unitary matric U = [u 1 , ..., u n ] where
Then for any ν ∈ R n , we have
To compute λ 2,m , simply observe that the second term is zero, therefore λ 2,m is the minimum λ 2 over p ∈ P c . Now if β = 1, an standard minimization of vector function ν T ν − 1 n (1 T ν) 2 with constraints β T ν = 0 and ν T ν = 1, yields the results. Similarly, it can be shown thatλ m > 0. Numerical computations show that λ 2,m =λ m . 9. Recall that the graph Laplacian is L = D − A. Using the definitions of degree matrix D and adjacency matrix A, by inspection, it is easy to show the result.
Proof of (4.6). Denote the i'th column (or row) of L p by l i,p . Thenṽ ri = k i l T i,p γ. Now
Therefore since max p, ν =1 ν T L p ν = n, the result follows. Notice that in this optimization, the equality happens for a complete graph, and n is the largest eigenvalue for all combinations of p.
Proof of Proposition 3.7 (system interconnection). Choose V = V 1 + aV 2 for some a > 0 which is to be chosen later. Clearly, V satisfies the first condition of (3.12) for some α > 0,ᾱ > 0. Next, we will show that the second condition is also satisfied. Taking derivative of V yieldṡ
where g = max(1, a). At this stage assume ρ 1 and ρ 2 are nonzero. Let
• λ 2 (t) = λ 2 > 0: If there exist positive numbers λ 0 and a satisfying (7.1), theṅ V ≤ −λ 0 V + g d 2 and therefore the interconnected system is ISS from d. The condition of existence of positive solutions is ρ 1 ρ 2 < α 1 α 2 λ 1 λ 2 . From there the convergence rate is λ = λ 0 .
• λ 2 (t) has brief instabilities: Using the same Lyapunov function V = V 1 + aV 2 and λ 0 as in (7.1), compute the derivative of V to obtiaṅ V ≤ −λ 0 V + a(λ 2 − λ 2 (t))V 2 + g d where λ 3 := λ 2 +λ 2 . Again such λ 0 exists if ρ 1 ρ 2 < α 1 α 2 λ 1 λ 2 . Integrating the above differential inequalities and following similar computations as in [12] , it is easy to show that where T α = (1 − α)T 0 , if the system has brief instabilities defined in (3.3) . Therefore, the interconnected system is ISS from d as input if α < λ 0 /λ 3 . If ρ 2 = 0 and ρ 1 > 0, the interconnected system takes a cascade configuration and the dynamics of system 2 are reduced tȯ where λ 3 = λ 2 +λ 2 . Substituting it in the dynamics of system 1 and integration yields V 1 (t) ≤ a 1 e −λ1t + a 2 e −(λ2−αλ3)t + a 3 sup [t0,t] d 2 .
for some a i ∈ R. Therefore, the cascade system is ISS from d as input if α < λ 2 /(λ 2 +λ 2 ) and the convergence rate will be min(λ 1 , (1 − α)λ 2 − αλ 2 ).
Proof of Theorem 6.1. Path following of an underactuated vehicle. The design methodology is based on Lyapunov functions and Backstepping techniques that follows.
Step 1. Define the global diffeomorphic coordinate transformation
which expresses the path tracking error p − p d in body-fixed frame. Moreover, recall η =γ i − v r the speed tracking error, where v r is the reference speed profile. We further decompose the reference speed v r to two parts, that is, v r = v L +ṽ r in which we assume that the time derivatives of v L are known, but those ofṽ r are not. For the simplicity of the presentation we moreover assume that v L is constant. The derivative of e yieldsė
whereη := η +ṽ r and superscript γ stands for the partial derivative 
