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Abstract
We present Bombieri’s proof of the Riemann hypothesis for the zeta function of a curve over a
ﬁnite ﬁeld. We ﬁrst brieﬂy describe this zeta function and discuss the two-variable zeta function of
Pellikaan. Then we give Naumann’s proof that the numerator of this function is irreducible.
 2007 Elsevier GmbH. All rights reserved.
MSC 2000: primary 11M26; secondary 11M38
Keywords: Riemann hypothesis for a curve over a ﬁnite ﬁeld; Zeta function of a curve over a ﬁnite
ﬁeld; Two-variable zeta function
1. Introduction
In his thesis [1] of 1924, Artin introduced the zeta function of a curve over a ﬁnite ﬁeld,
and asked if this function satisﬁes the Riemann hypothesis, that is, if its zeros lie on the line
Re s = 1/2. This was proved in 1933 by Hasse [3] for elliptic curves, and in full generality
by Weil [9,10] in 1942. In Section 2, we brieﬂy recall the zeta function. We refer to [6,11]
for a more thorough discussion. Then we discuss the two-variable zeta function of Pellikaan
[5] and we present Naumann’s proof [4] that the zeros of this function form an irreducible
algebraic curve.
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In Section 4, we reformulate the Riemann hypothesis as an estimate on the number of
points on the curve. We present Bombieri’s proof [2] of the Riemann hypothesis, which
was based on Stepanov’s idea for hyperelliptic curves [7]. It depends on an analysis of the
action of the Frobenius automorphism on algebraic points on the curve.
2. The zeta function of C
Throughout, we ﬁx a function ﬁeld K with a ﬁnite ﬁeld of constants Fq , and we choose
a function T ∈ K such that K is a ﬁnite separable extension of the ﬁeld of rational func-
tions Fq(T ). Geometrically, K is the ﬁeld of functions on a curve C, and the choice of T
corresponds to the choice of a projection of C onto P1.
The Frobenius automorphismq acts onC by raising each coordinate of a point inC(F¯q)
to the qth power. The ﬁxed points of this action are the points on the curve with values in
Fq . A valuation v of K corresponds to an orbit of points inC(F¯q) under this action. We write
deg v for its length, which is also the degree of the ﬁeld of residue classes at v over Fq . For
a function f ∈ K , v(f ) equals the order of vanishing of f at any one of the point in this
orbit; that is, we always normalize a valuation so that {v(f ): f ∈ K}=Z. The restriction of
v to Fq(T ) is either a multiple of a P-adic valuation for an irreducible polynomial P, given
by vP (P ka/b) = k for polynomials a and b without factor P, or of the valuation at inﬁnity,
given by v∞(a/b) = deg b − deg a.
For an extension L/K and a valuation w of L with restriction v, the order of ramiﬁcation
of w over v is
ew/v = min{w(f ): f ∈ K,w(f )> 0}. (2.1)
Let v be a valuation of K and let vP , for P = ∞ or an irreducible polynomial, be
(a multiple of) its restriction to Fq(T ). Let Trv/P be the trace from the completion Kv to
Fq(T )P . The inverse different
{ ∈ Kv: v(Trv/P ())0 for all  with v()0}
is a fractional ideal, hence equal to { ∈ Kv: v() − dv/P } for some integer dv/P .
The canonical coefﬁcient is deﬁned by
kv =
{
dv/P if v(T )0, v(P )> 0,
dv/∞ − 2ev/∞ if v(T )< 0.
For every ﬁnite valuation, kv0, but above inﬁnity, the canonical coefﬁcient may be
negative. Moreover, it depends on the choice of the function T in K.
A divisor on C is a ﬁnite formal sumD=∑vdvv of valuations with integer coefﬁcients.
The divisor is positive, D0, if dv0 for every valuation. The degree of D is degD =∑
vdv deg v. The canonical divisor of C is K =
∑
vkvv. A function f ∈ K∗ gives a
principal divisor (f )=∑vv(f )v. Given a divisorD, the set of functions f such that f = 0
or (f ) +D0 is a vector space over Fq , denoted L(D). Its dimension over Fq is denoted
l(D).
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Theorem 2.1 (Riemann–Roch). Let C be a curve with canonical divisor K. Then there
exists a number g such that
l(D) = deg D+ 1 − g + l(K−D)
for every divisor D on C.
The number g is called the genus ofC. TakingD=0, we see that g= l(K), so that g0.
Taking D=K, we then see that deg K= 2g − 2.
For P1, the functions 1, T , T 2, ..., T n all lie in L(nv∞), hence l(nv∞)n + 1. Taking
n> degK, we see that P1 has genus zero. In Section 3.1, we show that every curve of
genus zero is isomorphic to P1.
2.1. The Zeta function of C
For Re s > 1 we deﬁne
C(s) = q(g−1)s
∑
D0
q−s deg D.
In the next section,we show that C(1−s)=C(s). Since divisors have a unique factorization
into valuations, we obtain the Euler product
C(s) = q(g−1)s
∏
v
1
1 − q−s deg v . (2.2)
Two divisors D and D′ are linearly equivalent if there exists a function f ∈ K∗ such that
D′ = (f ) + D. In that case, D and D′ have the same degree. We denote by Cl(n) the set
of linear equivalence classes of degree n. Clearly, Cl(0) is a group. This group is ﬁnite, and
its order is denoted by hC, the class number of C. Also Cl(n) has hC elements, for every
integer n. For a divisor D, the number of positive divisors in its class is ql(D) − 1/q − 1.
Summing over the different divisor classes of degree n, we obtain
C(s) = q(g−1)s
∞∑
n=−∞
q−ns
∑
D∈Cl(n)
ql(D) − 1
q − 1 .
For the projective line, l(D) = n + 1 for n = deg D0, and we ﬁnd
P1(s) =
q−s
(1 − q1−s)(1 − q−s) . (2.3)
The poles of this function are simple, located at s = 2ik/ log q (for k ∈ Z), with residue
−1/[(q − 1) log q], and at s = 1 + 2ik/ log q, with residue 1/[(q − 1) log q].
In general, we ﬁnd
C(s) = q−gsLC(qs)P1(s),
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where LC(X) = X2g + l1X2g−1 + · · · + l2g−1X + qg is a polynomial of degree 2g with
coefﬁcients
ln = 1
q − 1
⎛
⎝ ∑
D∈Cl(n)
ql(D) − (q + 1)
∑
D∈Cl(n−1)
ql(D) + q
∑
D∈Cl(n−2)
ql(D)
⎞
⎠
. (2.4)
This polynomial has a factorization,
LC(X) =
2g∏
=1
(X − ). (2.5)
In Section 4, we show that the zeros  have absolute value
√
q.
3. The two-variable zeta function
In [5], Pellikaan deﬁnes a two-variable zeta function C(s, t) that specializes to the zeta
function C(s) of C at t = 1. For Re t <Re s < 0, this function is deﬁned by
C(s, t) = q
(g−1)s
qt − 1
∞∑
n=−∞
q−ns
∑
D∈Cl(n)
qtl(D).
By Theorem 2.1, n = deg D= g − 1 − l(K−D) + l(D), so that
C(s, t) = 1
qt − 1
∞∑
n=−∞
∑
D∈Cl(n)
q(t−s)l(D)+sl(K−D).
From this we deduce the functional equation C(t − s, t) = C(s, t).
For C= P1, we compute as in (2.3),
P1(s, t) =
1
(1 − qt−s)(qs − 1) .
Thus P1(s, t) is meromorphic and P1(s, 1)= P1(s). The poles of P1 are simple, located
in (s, t)-space at the planes s = 0 + k(2i/ log q) and s = t + k(2i/ log q), for k ∈ Z.
In general, we have
C(s, t) =
2g−2∑
n=0
q−(n+1−g)s
∑
D∈Cl(n)
qtl(D) − qt max{0,n+1−g}
qt − 1 + hCP1(s, t).
We ﬁnd that C(s, t) also has a meromorphic continuation, with the same poles as P1(s, t),
and C(s, 1)=C(s). This shows, in particular, that C(1−s)=C(s). We obtain C(s, t)=
q−gsLC(qs, qt )P1(s, t), where
LC(X, Y ) = hCXg + (X − Y )(X − 1)
2g−2∑
n=0
X2g−2−n
∑
D∈Cl(n)
Y l(D) − Ymax{0,n+1−g}
Y − 1 .
(3.1)
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Thus LC(X, Y ) is a polynomial in X and Y,
LC(X, Y ) = X2g + l1(Y )X2g−1 + · · · + l2g−1(Y )X + Yg ,
where the coefﬁcients are given by
ln(Y ) = 1
Y − 1
⎛
⎝ ∑
D∈Cl(n)
Y l(D) − (Y + 1)
∑
D∈Cl(n−1)
Y l(D) + Y
∑
D∈Cl(n−2)
Y l(D)
⎞
⎠
.
(3.2)
Remark 3.1. From (2.4), we see that LC(X, Y ) is obtained from the formula for LC(X)
by replacing q byY. However, LC(X, Y ) is not determined by LC(X), see [5, Example 3.7].
In particular, LC(X, Y ) is in general not determined by the number of points on C(Fqn) for
ﬁnitely (or inﬁnitely) many values of n.
3.1. A criterion for rationality
Lemma 3.2. LetD be a divisor with degD1 and l(D) degD+1.ThenC is isomorphic
to P1.
Proof. If deg D=1 and l(D)2, then we can ﬁnd two independent functions 	 and 
 such
thatD+ (	) andD+ (
) are positive. Since these divisors have degree 1, each consists of a
single point, say v and w, respectively. Then (	/
)= v−w. Since 	 and 
 are independent,
the function 	/
 is nonconstant from C to P1, and in particular, v = w. If 	/
(a) = ∞
then a = w. Moreover, if 	/
(a) = 	/
(b) = ∞, then the divisor of 	/
 − 	/
(a) equals
(a)− (w)= (b)− (w), hence a=b. We conclude that 	/
 is an isomorphism ofCwith P1.
Let now D be a divisor of degree d2 with l(D)d + 1. Let 	0, 	1, ..., 	d be d + 1
independent functions in L(D) (see Theorem 2.1) and let v be a valuation where some
functions 	i have a pole. Without loss of generality, assume that among the 	i’s, the function
	d has a pole of maximum order at v. Then we can ﬁnd constants i (in the algebraic closure
F¯q ) such that 	i − i	d has a pole of lower order at v, for 0 id − 1. There are d such
functions, they are independent and they lie in L(D−v). Thus the divisorD−v has degree
d−1 and l(D−v)d . Continuing this way, we ﬁnd a divisorD′ of degree 1 with l(D′)2.
We conclude that C= P1 be the ﬁrst part of the proof. 
Note that we may have to extend the ﬁeld of constants to ﬁnd an isomorphism of C
with P1.
It follows that ifC has genus g1 and degD1, then l(D) deg(D). By Theorem 2.1,
this means that l(K−D)g−1. ForD instead ofK−D, and using that degK=2g−2,
we conclude:
Corollary 3.3. Let C have genus g1. Then l(D)g − 1 for deg D2g − 3.
Remark 3.4. Naumann refers for this corollary to the stronger statement [5, Proposition
3.5], and Pellikaan refers to Clifford’s theorem in [8] for a proof. As Naumann points out,
Pellikaan quotes this proposition with a small mistake.
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3.2. Naumann’s Theorem
We present Naumann’s argument in [4] that the numerator of C(s, t) is an irreducible
polynomial. Thus the zeros of C(s) lie in an irreducible algebraic family LC(X, Y ) = 0.
Lemma 3.5. Let C have genus g1. Then the top term of LC(X, Y ) as a polynomial in Y
is (1 − X)Yg .
Proof. Consider
∑
D∈Cl(n)Y l(D). For n2g − 1, we obtain the value hCYn+1−g for this
sum, and for n = 2g − 2, we obtain hCYg−1 + Yg−1(Y − 1), since l(D) = g only for the
canonical class, and otherwise, l(D) = g − 1. By Corollary 3.3, the sum is O(Y g−1) for
n2g − 3. By formula (3.2), it follows that l2g(Y )= Yg , l2g−1(Y )=−Yg +O(Y g−1) and
ln(Y ) = O(Y g−1) for n2g − 2. We conclude that LC(X, Y ) = (1 − X)Yg + O(Y g−1).

Note that if a polynomial F(X, Y ) has a factorization F(X, Y ) = f (X, Y )g(X, Y ) in
polynomials in X with rational coefﬁcients inY, or in polynomials inY with rational coefﬁ-
cients in X, then we can assume by Gauss’s lemma that f and g are polynomials in both X
andY. Hence if F is irreducible in C[X, Y ] then it is irreducible in C(X)[Y ] and in C(Y )[X].
Theorem 3.6. The polynomial LC(X, Y ) is irreducible.
Proof. Let LC = fg be a factorization in polynomials in X andY. Since the top coefﬁcient
of LC(X, Y ) as a polynomial in Y is irreducible by Lemma 3.5, we can assume that the
top coefﬁcient of f as a polynomial in Y is constant. Thus we have that degY f (X, Y ) =
degY f (1, Y ). Since f (1, Y )g(1, Y ) = hC by (3.1), we ﬁnd that degY f (X, Y ) = 0. Hence
f (X, Y ) = a(X)Y 0 for some polynomial a. Being the top coefﬁcient of f as a polynomial
in Y, we ﬁnd that a(X) is constant. We conclude that LC(X, Y ) is irreducible. 
Remark 3.7. It is natural to ask about the geometry of the curve LC(X, Y )= 0. Its degree
in X is 2g, and its degree in Y is g. We do not know if this curve is nonsingular, or what
its genus is. We only know that the ﬁber above Y = q satisﬁes the Riemann hypothesis:
|X| = √q for each point (X, q) on the curve.
Remark 3.8. For an abelian cover C′ of C, LC(X) is a factor of LC′(X). Thus we have
the curious situation that the zeros of C′ lie in an irreducible family, and a subset of these
zeros, the zeros of C, lie in another irreducible family.
4. The Riemann hypothesis for C
By the Euler product (2.2),
− 1
log q
C′
C
(s) = 1 − g +
∑
v
deg v
∞∑
n=1
q−ns deg v = 1 − g +
∞∑
n=1
NC(n)q
−ns
,
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where NC(n)=
∑
deg v|n deg v is the number of points on C deﬁned over Fqn . On the other
hand, by (2.5), this function equals 1 − g +∑∞n=1(qn − n1 − · · · − n2g + 1)q−ns . Thus
we ﬁnd
NC(n) = qn − n1 − · · · − n2g + 1.
Remark 4.1. It follows that C can be computed by counting the number of points on C
over Fqn for n = 1, . . . , g.
The zeros of C are located at s=logq. TheRiemannhypothesis forC canbe formulated
as || = √q for = 1, . . . , 2g. It follows from the Riemann hypothesis that
|NC(n) − qn − 1|2gqn/2.
Conversely, we have the following lemma, which states in particular that it sufﬁces to prove
(4.1) below for all even n.
Lemma 4.2. If for every ε > 0 there exist a number B > 0 and a natural number m such
that
|NC(n) − qn − 1|Bqn(1/2+ε) for every n = m, 2m, 3m, . . . , (4.1)
then the Riemann hypothesis holds for C.
Proof. Let ε > 0. By Diophantine approximation, we can ﬁnd inﬁnitely many n such that
Renm  ||nm/2 for = 1, . . . , 2g. Then
|NC(nm) − qnm − 1| 12 max ||
nm
.
Letting n → ∞, we ﬁnd that ||q1/2+ε for every . Since this holds for every ε > 0,
we obtain ||q1/2. By the functional equation for C, it follows that || = q1/2 for
every . 
4.1. The graph of Frobenius
Fig. 1(a) depicts the graph Y = q(X). The intersection with the diagonal  : Y = X
gives the points (x, x) in C×C with q(x)= x. These are the points on C deﬁned over Fq ,
and their number is NC(1). We assume that there is at least one point on the intersection,
which we denote by (∞,∞). We write v∞ for the corresponding valuation of degree 1
of K.
Remark 4.3. The Frobenius automorphism is smooth, since it is a polynomial map. Also,
its derivative vanishes, so our intuition says that this map should be constant, or at least
locally constant. Being a polynomial of degree q, it seems to be a q-to-one map, but in
fact, it is one-to-one. Fig. 1 emphasizes the smoothness and ignores the injectivity of
Frobenius.
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Fig. 1. (a) The graph of Frobenius intersected with the diagonal. (b) The graph of Frobenius on C′
intersected with the graph of .
The functions deﬁned over Fq with a pole of order at most m at ∞ and no other poles
form an Fq -vector space Lm = L(mv∞). By Theorem 2.1, its dimension satisﬁes
m + 1 − g lmm + 1 and lm = m + 1 − g for m> 2g − 2. (4.2)
Clearly, Lm+1 contains Lm as a subspace. Also, lm+1 lm + 1, since for two functions
f, g ∈ Lm+1 for which f /∈Lm, we can ﬁnd a constant  ∈ Fq such that g − f ∈ Lm.
Therefore, we can ﬁnd a basis s1, . . . , slm for Lm such that v∞(si+1)< v∞(si), that is, the
order of the pole of si at ∞ increases with i. Given k0, we choose coefﬁcients ai ∈ Lk
to form
f (X, Y ) =
lm∑
i=1
ai(X)si(Y ).
The restriction of f (X, Y ) to the graph of Frobenius is f|(X) = f (X,q(X)). The map
f 	→ f| is Fq -linear. Note that si(q(X)) = sqi (X), since si is deﬁned over Fq . Hence
f| ∈ Lk+qm. That is, f| only has a pole at ∞, of order at most k + qm.
Lemma 4.4. For k <q, the map f 	→ f| is injective, and hence an isomorphism onto its
image.
Proof. Assume f 	→ 0, that is, f| =
∑lm
i=1ais
q
i = 0. Consider the order of the pole of
f| at ∞. If ai = 0, then v∞(aisqi )qv∞(si) − q + qv∞(sj ) for every j < i. Further,
v∞(aj sqj ) − k + qv∞(sj )> − q + qv∞(sj ). Hence the pole of the nonzero term of
highest order in f| is not cancelled by the pole of any of the other terms. It follows that the
highest nonzero term vanishes.We conclude that there is no highest nonzero term, and hence
f = 0. 
We take the coefﬁcients ai to be pth powers, for p <q, so that f| is a pth power.
Hence the coefﬁcients are of the form
ai = bp

i .
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We choose bi ∈ Ln, so that ai ∈ Lpn. The space of functions f (X, Y ) constructed this
way has dimension lnlm. To be able to apply Lemma 4.4, we assume that
pn<q, (4.3)
so that also the space of functions f|, i.e., the image of the map of Lemma 4.4, has
dimension lnlm.
We can also restrict f to the diagonal: f|(X) = f (X,X). We obtain the two restriction
maps,
f| ←− f −→ f|, (4.4)
where the left arrow denotes the isomorphism of Lemma 4.4. Using the inverse f| 	→ f ,
we obtain a linear map f| 	→ f|. Suppose that f| = 0 and f| = 0. Then we have a
function f| on C, obtained as the restriction to Y = q(X) of a function on C × C that
vanishes on the diagonal. Apart from (∞,∞), the diagonal intersects the graph of Frobenius
in NC(1) − 1 points. Since f| is a pth power, this function has at least p(NC(1) − 1)
zeros, counted with multiplicity. Comparing with the order of the pole of f|, we ﬁnd the
inequality NC(1)1 + n + (q/p)m. By (4.3), we obtain
NC(1)
q
p
(m + 1). (4.5)
In particular, for given , we ﬁnd the best bound for NC(1) when m is as small as possible.
Example 4.5. For genus zero,we takef (X, Y )=Xp−Yp . Thenf|(X)=Xp−Xqp and
f|(X)=0. The function f| has a pole at inﬁnity of order qp, and at least p(NP1(1)−1)
zeros, counted with multiplicity. Thus the number of points on the projective line over Fq
satisﬁesNP1(1)q+1. In fact, equality holds, as is well known. This is a direct veriﬁcation
of the Riemann hypothesis for P1. We use it in (4.8) below to derive the Riemann hypothesis
for C.
For higher genus, it ismuchharder to explicitly ﬁnd a function f such thatf|=0 andf| =
0, but we can prove that it exists. Assume that n,mg. Then lnlm(n+1−g)(m+1−g)
by (4.2). The functions f| lie in Lpn+m. To assure the existence of a nontrivial function f
such that f| = 0, we choose n and m so that (n + 1 − g)(m + 1 − g)> lpn+m, since then
the kernel of the map f| 	→ f| is nontrivial. Since pn+m> 2g − 2, this means that we
want (n + 1 − g)(m + 1 − g)>pn + m + 1 − g, or equivalently,
(n − g)(m + 1 − g − p)>pg. (4.6)
Since we want to choose m as small as possible, we choose n as large as possible. The
largest value for n such that (4.3) is satisﬁed is n = qp− − 1. We thus obtain from (4.6) a
lower bound for m, which we can write as
q
p
(m + 1)> q + g
(
q
p
+ p

1 − (g + 1)p/q
)
>q + g
(
q
p
+ p
)
.
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We conclude that the upper bound for NC(1) that we can derive from (4.5) is best pos-
sible if q/p = p. Therefore, we assume that q is an even power of p, as we may by
Lemma 4.2, and we choose  such that p = √q. Then n = √q − 1 and we ﬁnd
m + 1>√q + 2g + g(g + 1)√
q − (g + 1) .
For q > (g+1)4, this inequality is satisﬁed for m+1=√q+2g+1. Then clearly n,mg.
By (4.5), we obtain the following theorem:
Theorem 4.6. For q > (g + 1)4, a square, we have
NC(1)q + (2g + 1)√q,
where g is the genus of C.
Note that the above argument depends on the existence of a point ∞ on C(Fq). If such a
point does not exist, then NC(1) = 0 and the inequality for NC(1) is trivially satisﬁed.
4.2. Frobenius as symmetries of a cover
We also need a generalization of Theorem 4.6 to Galois covers. Let
C′ −→ C −→ P1 (4.7)
be the Galois cover corresponding to the Galois closure of K over Fq(T ). Let G be the
Galois group (fundamental group) of the cover C′ → P1.
Lemma 4.7. Let K be the function ﬁeld of a curveC, and letC′ be a cover ofCwith function
ﬁeld L such that L/K is a Galois extension. For every automorphism  ∈ Gal(L/K), we
have an induced algebraic action of  on C′.
Proof. Write L as K[X]/(m) for some function x=X+(m) ∈ L with deﬁning polynomial
m, and let  ∈ Gal(L/K). Since (x) ∈ L, we can ﬁnd a polynomial f with coefﬁcients
in K such that (x) = f (X) + (m). Thus the action of  on C′ is algebraic, induced by
X 	→ f (X). 
For  ∈ G, we deﬁne
NC′(1, ) = |{x ∈ C′(F¯q): x projects to P1(Fq) and q(x) = (x)}|,
where q is the Frobenius automorphism.
Lemma 4.8. For q > (g + 1)4, a square, we have
NC′(1, )q + (2g′ + 1)
√
q,
where g′ is the genus of C′.
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Proof. Let X and Y again denote the coordinates on C′ × C′; see Fig. 1(b). As in (4.4),
we have the restrictions
f| ←− f −→ f|,
where f|(X) = f (X, (X)) is the restriction of f (X, Y ) to the graph of . Clearly, if
f| vanishes, then f| vanishes at the points that are counted in NC′(1, ). The rest of the
argument is as before, applied to C′ and the homomorphism f| 	→ f|. 
Let L/K be a Galois extension of ﬁelds and let w be a valuation of L, and v
(a multiple of) its restriction to K. We recall the decomposition group
Zw/v = { ∈ Gal(L/K):w(x)> 0 if w(x)> 0}
of continuous automorphisms, and the ramiﬁcation group, its subgroup
Tw/v = { ∈ Zw/v:w(x − x)> 0 if w(x)0}
of automorphisms that act trivially on the ﬁeld of residue classes. The factor group Zw/v/
Tw/v is isomorphic to the Galois group of the residue class ﬁeld extension of w over v,
and is generated by Frobenius. The order of Tw/v is ew/v (see (2.1)), so there are ew/v
automorphisms in Zw/v that induce Frobenius on the residue class ﬁeld of w.
Theorem 4.9. The curve C satisﬁes the Riemann hypothesis. That is, || = q1/2.
Proof. In the situation of (4.7), consider the sum∑
∈G
NC′(1, ).
Above every point t of P1(Fq), we have |G|/e points of C′(F¯q), where e is the order of
ramiﬁcation of any of the associated valuations in C′. Further, for a point t ′ of C′ above t,
we have e different automorphisms in G that induce Frobenius on the residue class ﬁeld.
Hence in the sum, each point of P1(Fq) is counted |G| times. Since P1(Fq) has q+1 points,
we obtain∑
∈G
NC′(1, ) = |G|(q + 1). (4.8)
By Lemma 4.8, we obtain for each  ∈ G,
NC′(1, ) = |G|(q + 1) −
∑
 =
NC′(1, )q − (|G| − 1)(2g′ + 1)
√
q + |G|.
Let H be the subgroup of G of covering transformations that act trivially on C. By the same
reasoning as above for P1, we obtain∑
∈H
NC′(1, ) = |H |NC(1).
It follows that NC(1)q − (|G| − 1)(2g′ + 1)√q + |G|. Combined with the upper bound
of Theorem 4.6, we deduce the Riemann hypothesis for C by Lemma 4.2. 
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