Analysis and Optimization of Loss Functions for Multiclass, Top-k, and
  Multilabel Classification by Lapin, Maksim et al.
1Analysis and Optimization of Loss Functions for
Multiclass, Top-k, and Multilabel Classification
Maksim Lapin, Matthias Hein, and Bernt Schiele
Abstract—Top-k error is currently a popular performance measure on large scale image classification benchmarks such as ImageNet
and Places. Despite its wide acceptance, our understanding of this metric is limited as most of the previous research is focused on its
special case, the top-1 error. In this work, we explore two directions that shed more light on the top-k error. First, we provide an
in-depth analysis of established and recently proposed single-label multiclass methods along with a detailed account of efficient
optimization algorithms for them. Our results indicate that the softmax loss and the smooth multiclass SVM are surprisingly competitive
in top-k error uniformly across all k, which can be explained by our analysis of multiclass top-k calibration. Further improvements for a
specific k are possible with a number of proposed top-k loss functions. Second, we use the top-k methods to explore the transition from
multiclass to multilabel learning. In particular, we find that it is possible to obtain effective multilabel classifiers on Pascal VOC using a
single label per image for training, while the gap between multiclass and multilabel methods on MS COCO is more significant. Finally,
our contribution of efficient algorithms for training with the considered top-k and multilabel loss functions is of independent interest.
Index Terms—Multiclass classification, multilabel classification, top-k error, top-k calibration, SDCA optimization
F
1 INTRODUCTION
MODERN computer vision benchmarks are large scale[1]–[3], and are only likely to grow further both in
terms of the sample size as well as the number of classes.
While simply collecting more data may be a relatively
straightforward exercise, obtaining high quality ground
truth annotation is hard. Even when the annotation is just a
list of image level tags, collecting a consistent and exhaustive
list of labels for every image requires significant effort.
Instead, existing benchmarks often offer only a single label
per image, albeit the images may be inherently multilabel.
The increased number of classes then leads to ambiguity in
the labels as classes start to overlap or exhibit a hierarchical
structure. The issue is illustrated in Figure 1, where it is
difficult even for humans to guess the ground truth label
correctly on the first attempt [2], [4].
Allowing k guesses instead of one leads to what we call
the top-k error, which is one of the main subjects of this work.
While previous research is focused on minimizing the top-1
error, we consider k ≥ 1. We are mainly interested in two
cases: (i) achieving small top-k error for all k simultaneously;
and (ii) minimization of a specific top-k error. These goals
are pursued in the first part of the paper which is concerned
with single label multiclass classification. We propose exten-
sions of the established multiclass loss functions to address
top-k error minimization and derive appropriate optimiza-
tion schemes based on stochastic dual coordinate ascent
(SDCA) [5]. We analyze which of the multiclass methods
are calibrated for the top-k error and perform an extensive
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Fig. 1: Class ambiguity with a single label on Places 205 [2].
Labels: Valley, Pasture, Mountain; Ski resort, Chalet, Sky.
Note that multiple labels apply to each image and k guesses
may be required to guess the ground truth label correctly.
empirical evaluation to better understand their benefits and
limitations. An earlier version of this work appeared in [6].
Moving forward, we see top-k classification as a natural
transition step between multiclass learning with a single
label per training example and multilabel learning with a
complete set of relevant labels. Multilabel learning forms the
second part of this work, where we introduce a smoothed
version of the multilabel SVM loss [7], and contribute two
novel projection algorithms for efficient optimization of
multilabel losses in the SDCA framework. Furthermore, we
compare all multiclass, top-k, and multilabel methods in
a novel experimental setting, where we want to quantify
the utility of multilabel annotation. Specifically, we want
to understand if it is possible to obtain effective multilabel
classifiers from single label annotation.
The contributions of this work are as follows.
• In § 2, we provide an overview of the related work and
establish connections to a number of related research
directions. In particular, we point to an intimate link
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2TABLE 1: Overview of the methods considered in this work and our contributions.
Method Name Loss function Conjugate SDCA update Top-k calibrated
SVMOVA One-vs-all (OVA) SVM max{0, 1− yf(x)}
[8] [8]
no† (Prop. 8)
LROVA OVA logistic regression log
(
1 + exp(−yf(x))) yes (Prop. 9)
SVMMulti Multiclass SVM max
{
0, (a+ c)pi1
}
[8], [9] [8], [9] no (Prop. 11)
LRMulti Softmax (cross entropy) log
(∑
j∈Y exp(aj)
)
Prop. 3 Prop. 15 yes (Prop. 12)
top-k SVMα Top-k SVM (α) max
{
0, 1
k
∑k
j=1(a+ c)pij
}
[9] [9]
open
question
top-k SVMβ Top-k SVM (β) 1
k
∑k
j=1 max
{
0, (a+ c)pij
}
top-k SVMαγ Smooth top-k SVM (α) Lγ in Prop. 2 w/ ∆αk Prop. 2 Prop. 14
top-k SVMβγ Smooth top-k SVM (β) Lγ in Prop. 2 w/ ∆
β
k
top-k Ent Top-k entropy L in Prop. 4 Eq. 4 w/ ∆αk Prop. 15
top-k Enttr Truncated top-k entropy log
(
1 +
∑
j∈Jky exp(aj)
)
- - yes (Prop. 13)
SVMML Multilabel SVM maxy∈Y, y¯∈Y¯ max{0, 1 + uy¯ − uy} Prop. 5 Prop. 18 see e.g. [10]
for multilabel
consistency
SVMMLγ Smooth multilabel SVM Lγ in Prop. 6 Prop. 6 Prop. 18
LRML Multilabel Softmax 1|Y |
∑
y∈Y log
(∑
y¯∈Y exp(uy¯ − uy)
)
Prop. 7 Prop. 20
Let a , (fj(x)− fy(x))j∈Y , c , 1− ey (multiclass); u , (fy(x))y∈Y (multilabel); pi : api1 ≥ . . . ≥ apim ; J ky is defined in § 3.2.
SVMMulti ≡ top-1 SVMα ≡ top-1 SVMβ ; LRMulti ≡ top-1 Ent ≡ top-1 Enttr. †Smooth SVMOVAγ is top-k calibrated (Prop. 10).
that exists between top-k classification, label ranking,
and learning to rank in information retrieval.
• In § 3, we introduce the learning problem for multiclass
and multilabel classification, and discuss the respective
performance metrics. We also propose 4 novel loss
functions for minimizing the top-k error and a novel
smooth multilabel SVM loss. A brief summary of the
methods that we consider is given in Table 1.
• In § 4, we introduce the notion of top-k calibration and
analyze which of the multiclass methods are calibrated
for the top-k error. In particular, we highlight that the
softmax loss is uniformly top-k calibrated for all k ≥ 1.
• In § 5, we develop efficient optimization schemes based
on the SDCA framework. Specifically, we contribute
a set of algorithms for computing the proximal maps
that can be used to train classifiers with the specified
multiclass, top-k, and multilabel loss functions.
• In § 6, the methods are evaluated empirically in three
different settings: on synthetic data (§ 6.1), on multiclass
datasets (§ 6.2), and on multilabel datasets (§ 6.3).
• In § 6.2, we perform a set of experiments on 11 mul-
ticlass benchmarks including the ImageNet 2012 [1]
and the Places 205 [2] datasets. Our evaluation reveals,
in particular, that the softmax loss and the proposed
smooth SVMMultiγ loss are competitive uniformly in all
top-k errors, while improvements for a specific k can be
obtained with the new top-k losses.
• In § 6.3, we evaluate the multilabel methods on 10
datasets following [11], where our smooth multilabel
SVMMLγ shows particularly encouraging results. Next,
we perform experiments on Pascal VOC 2007 [12] and
Microsoft COCO [3], where we train multiclass and
top-k methods using only a single label of the most
prominent object per image, and then compare their
multilabel performance on test data to that of multilabel
methods trained with full annotation. Surprisingly, we
observe a gap of just above 2% mAP on Pascal VOC
between the best multiclass and multilabel methods.
We release our implementation of SDCA-based solvers
for training models with the loss functions considered in this
work1. We also publish code for the corresponding proximal
maps, which may be of independent interest.
2 RELATED WORK
In this section, we place our work in a broad context of
related research directions. First, we draw connections to
the general problem of learning to rank. While it is mainly
studied in the context of information search and retrieval,
there are clear ties to multiclass and multilabel classification.
Second, we briefly review related results on consistency
and classification calibration. These form the basis for our
theoretical analysis of top-k calibration. Next, we focus on
the technical side including the optimization method and the
algorithms for efficient computation of proximal operators.
Finally, we consider multiclass and multilabel image classifi-
cation, which are the main running examples in this paper.
Learning to rank. Learning to rank is a supervised
learning problem that arises whenever the structure in the
output space admits a partial order [13]. The classic example
is ranking in information retrieval (IR), see e.g. [14] for a
recent review. There, a feature vector Φ(q, d) is computed for
every query q and every document d, and the task is to learn
a model that ranks the relevant documents for the given
query before the irrelevant ones. Three main approaches are
recognized within that framework: the pointwise, the pair-
wise, and the listwise approach. Pointwise methods cast the
problem of predicting document relevance as a regression
[15] or a classification [16] problem. Instead, the pairwise
1. https://github.com/mlapin/libsdca
3approach is focused on predicting the relative order between
documents [17]–[19]. Finally, the listwise methods attempt
to optimize a given performance measure directly on the
full list of documents [20]–[22], or propose a loss function
on the predicted and the ground truth lists [23], [24].
Different from ranking in IR, our main interest in this
work is label ranking which generalizes the basic binary
classification problem to multiclass, multilabel, and even hi-
erarchical classification, see [25] for a survey. A link between
the two settings is established if we consider queries to be
examples (e.g. images) and documents to be class labels. The
main contrast, however, is in the employed loss functions
and performance evaluation at test time (§ 3).
Most related to our work is a general family of convex
loss functions for ranking and classification introduced by
Usunier et al. [26]. One of the loss functions that we consider
(top-k SVMβ [9]) is a member of that family. Another exam-
ple is WSABIE [27], [28], which learns a joint embedding
model optimizing an approximation of a loss from [26].
Top-k classification in our setting is directly related to
label ranking as the task is to place the ground truth label
in the set of top k labels as measured by their prediction
scores. An alternative approach is suggested by [29] who
use structured learning to aggregate the outputs of pre-
trained one-vs-all binary classifiers and directly predict a set
of k labels, where the labels missing from the annotation are
modelled with latent variables. That line of work is pursued
further in [30]. The task of predicting a set of items is also
considered in [31], who frame it as a problem of maximizing
a submodular reward function. A probabilistic model for
ranking and top-k classification is proposed by [32], while
[33], [34] use metric learning to train a nearest neighbor
model. An interesting setting related to top-k classification
is learning with positive and unlabeled data [35], [36], where
the absence of a label does not imply it is a negative label,
and also learning with label noise [37], [38].
Label ranking is closely related to multilabel classifica-
tion [11], [39], which we consider later in this paper, and
to tag ranking [40]. Ranking objectives have been also con-
sidered for training convolutional architectures [41], most
notably with a loss on triplets [42], [43], that consideres
both positive and negative examples. Many recent works
focus on the top of the ranked list [44]–[48]. However, they
are mainly interested in search and retrieval, where the
number of relevant documents by far exceeds what users are
willing to consider. That setting suggests a different trade-
off for recall and precision compared to our setting with
only a few relevant labels. This is correspondingly reflected
in performance evaluation, as mentioned above.
Consistency and calibration. Classification is a discrete
prediction problem where minimizing the expected (0-1)
error is known to be computationally hard. Instead, it is
common to minimize a surrogate loss that leads to efficient
learning algorithms. An important question, however, is
whether the minimizers of the expected surrogate loss also
minimize the expected error. Loss functions which have that
property are called calibrated or consistent with respect to
the given discrete loss. Consistency in binary classification
is well understood [49]–[51], and significant progress has
been made in the analysis of multiclass [52]–[54], multilabel
[10], [55], and ranking [56]–[58] methods. In this work,
we investigate calibration of a number of surrogate losses
with respect to the top-k error, which generalizes previously
established results for multiclass methods.
Optimization. To facilitate experimental evaluation of
the proposed loss functions, we also implement the corre-
sponding optimization routines. We choose the stochastic
dual coordinate ascent (SDCA) framework of [5] for its
ease of implementation, strong convergence guarantees,
and the possibility to compute certificates of optimality
via the duality gap. While [5] describe the general SDCA
algorithm that we implement, their analysis is limited to
scalar loss functions (both Lipschitz and smooth) with `2
regularization, which is only suitable for binary problems.
A more recent work [8] extends the analysis to vector valued
smooth (or Lipschitz) functions and general strongly convex
regularizers, which is better suited to our multiclass and
multilabel loss functions. A detailed comparison of recent
coordinate descent algorithms is given in [8], [59].
Following [60] and [8], the main step in the optimization
algorithm updates the dual variables by computing a projec-
tion or, more generally, the proximal operator [61]. The prox-
imal operators that we consider here can be equivalently
expressed as instances of a continuous nonlinear resource
allocation problem, which has a long research history, see
[62] for a recent survey. Most related to our setting is the
Euclidean projection onto the unit simplex or the `1-ball in
Rn, which can be computed approximately via bisection in
O(n) time [63], or exactly via breakpoint searching [64] and
variable fixing [65]. The former can be done in O(n log n)
time with a simple implementation based on sorting, or
in O(n) time with an efficient median finding algorithm.
In this work, we choose the variable fixing scheme which
does not require sorting and is easy to implement. Although
its complexity is O(n2) on pathological inputs with ele-
ments growing exponentially [66], the observed complexity
in practice is linear and is competitive with breakpoint
searching algorithms [65], [66].
While there exist efficient projection algorithms for opti-
mizing the SVM hinge loss and its descendants, the situation
is a bit more complicated for logistic regression, both binary
and multiclass. There exists no analytical solution for an
update with the logistic loss, and [8] suggest a formula in
the binary case which computes an approximate update in
closed form. Multiclass logistic (softmax) loss is optimized
in the SPAMS toolbox [67], which implements FISTA [68].
Alternative optimization methods are considered in [69]
who also propose a two-level coordinate descent method in
the multiclass case. Different from these works, we propose
to follow closely the same variable fixing scheme that is used
for SVM training and use the Lambert W function [70] in
the resulting entropic proximal map. Our runtime compares
favourably with SPAMS, as we show in § 6.2.
Image classification. Multiclass and multilabel image
classification are the main applications that we consider
in this work to evaluate the proposed loss functions. We
employ a relatively simple image recognition pipeline fol-
lowing [71], where feature vectors are extracted from a con-
volutional neural network (ConvNet), such as the VGGNet
[71] or the ResNet [72], and are then used to train a linear
classifier with the different loss functions. The ConvNets
that we use are pre-trained on the large scale ImageNet [1]
4dataset, where there is a large number of object categories
(1000), but relatively little variation in scale and location
of the central object. For scene recognition, we also use a
VGGNet-like architecture [73] that was trained on the Places
205 [2] dataset.
Despite the differences between the benchmarks [74], im-
age representations learned by ConvNets on large datasets
have been observed to transfer well [75], [76]. We follow
that scheme in single-label experiments, e.g. when recog-
nizing birds [77] and flowers [78] using a network trained
on ImageNet, or when transferring knowledge in scene
recognition [4], [79]. However, moving on to multi-label
classification on Pascal VOC [12] and Microsoft COCO [3],
we need to account for increased variation in scale and
object placement.
While the earlier works ignore explicit search for object
location [80], [81], or require bounding box annotation [82]–
[84], recent results indicate that effective classifiers for im-
ages with multiple objects in cluttered scenes can be trained
from weak image-level annotation by explicitly searching
over multiple scales and locations [85]–[89]. Our multilabel
setup follows closely the pipeline of [87] with a few excep-
tions detailed in § 6.3.
3 LOSS FUNCTIONS FOR CLASSIFICATION
When choosing a loss function, one may want to consider
several aspects. First, at the basic level, the loss function
depends on the available annotation and the performance
metric one is interested in, e.g. we distinguish between (sin-
gle label) multiclass and multilabel losses in this work. Next,
there are two fundamental factors that control the statistical
and the computational behavior of learning. For computa-
tional reasons, we work with convex surrogate losses rather
than with the performance metric directly. In that context,
a relevant distinction is between the nonsmooth Lipschitz
functions (SVMMulti, top-k SVM) and the smooth functions
(LRMulti, SVMMultiγ , top-k SVMγ) with strongly convex con-
jugates that lead to faster convergence rates. From the
statistical perspective, it is important to understand if the
surrogate loss is classification calibrated as it is an attrac-
tive asymptotic property that leads to Bayes consistent
classifiers. Finally, one may exploit duality and introduce
modifications to the conjugates of existing functions that
have desirable effects on the primal loss (top-k Ent).
The rest of this section covers the technical background
that is used later in the paper. We discuss our notation,
introduce multiclass and multilabel classification, recall the
standard approaches to classification, and introduce our
recently proposed methods for top-k error minimization.
In § 3.1, we discuss multiclass and multilabel perfor-
mance evaluation measures that are used later in our experi-
ments. In § 3.2, we review established multiclass approaches
and introduce our novel top-k loss functions; we also recall
Moreau-Yosida regularization as a smoothing technique and
compute convex conjugates for SDCA optimization. In § 3.3,
we discuss multilabel classification methods, introduce the
smooth multilabel SVM, and compute the corresponding
convex conjugates. To enhance readability, we defer all the
proofs to the appendix.
Notation. We consider classification problems with a
predefined set of m classes. We begin with multiclass clas-
sification, where every example xi ∈ X has exactly one label
yi ∈ Y , {1, . . . ,m}, and later generalize to the multilabel
setting, where each example is associated with a set of labels
Yi ⊂ Y . In this work, a classifier is a function f : X → Rm
that induces a ranking of class labels via the prediction
scores f(x) =
(
fy(x)
)
y∈Y . In the linear case, each predictor
fy has the form fy(x) = 〈wy, x〉, where wy ∈ Rd is the
parameter to be learned. We stack the individual parameters
into a weight matrix W ∈ Rd×m, so that f(x) = W>x.
While we focus on linear classifiers with X ≡ Rd in the
exposition below and in most of our experiments, all loss
functions are formulated in the general setting where the
kernel trick [90] can be employed to construct nonlinear
decision surfaces. In fact, we have a number of experiments
with the RBF kernel as well.
At test time, prediction depends on the evaluation met-
ric and generally involves sorting / producing the top-k
highest scoring class labels in the multiclass setting, and
predicting the labels that score above a certain threshold
δ in multilabel classification. We come back to performance
metrics shortly.
We use pi and τ to denote permutations of (indexes) Y .
Unless stated otherwise, api reorders components of a vector
a in descending order, api1 ≥ api2 ≥ . . . ≥ apim . Therefore,
for example, api1 = maxj aj . If necessary, we make it clear
which vector is being sorted by writing pi(a) to mean pi(a) ∈
arg sort a and let pi1:k(a) , {pi1(a), . . . , pik(a)}. We also use
the Iverson bracket defined as JP K = 1 if P is true and
0 otherwise; and introduce a shorthand for the conditional
probability py(x) , Pr(Y = y |X = x). Finally, we let a\y
be obtained by removing the y-th coordinate from a.
We consider `2-regularized objectives in this work, so
that if L : Y × Rm → R+ is a multiclass loss and λ > 0
is a regularization parameter, classifier training amounts to
solving minW 1n
∑n
i=1 L(yi,W
>xi) + λ ‖W‖2F . Binary and
multilabel classification problems only differ in the loss L.
3.1 Performance Metrics
Here, we briefly review performance evaluation metrics
employed in multiclass and multilabel classification.
Multiclass. A standard performance measure for classi-
fication problems is the zero-one loss, which simply counts
the number of classification mistakes [91], [92]. While that
metric is well understood and inspired such popular surro-
gate losses as the SVM hinge loss, it naturally becomes more
stringent as the number of classes increases. An alternative
to the standard zero-one error is to allow k guesses instead
of one. Formally, the top-k zero-one loss (top-k error) is
errk(y, f(x)) , Jfpik(x) > fy(x)K. (1)
That is, we count a mistake if the ground truth label y scores
below k other class labels. Note that for k = 1 we recover
the standard zero-one error. Top-k accuracy is defined as
1 minus the top-k error, and performance on the full test
sample is computed as the mean across all test examples.
Multilabel. Several groups of multilabel evaluation met-
rics are established in the literature and it is generally
suggested that multiple contrasting measures should be
5reported to avoid skewed results. Here, we give a brief
overview of the metrics that we report and refer the inter-
ested reader to [11], [39], [55], where multilabel metrics are
discussed in more detail.
Ranking based. This group of performance measures
compares the ranking of the labels induced by fy(x) to the
ground truth ranking. We report the rank loss defined as
RLoss(f) = 1n
∑n
i=1 |Di| /(|Yi|
∣∣Y¯i∣∣),
where Di = {(y, y¯) | fy(xi) ≤ fy¯(xi), (y, y¯) ∈ Yi×Y¯i} is the
set of reversely ordered pairs, and Y¯i , Y \Yi is the comple-
ment of Yi. This is the loss that is implicitly optimized by all
multiclass / multilabel loss functions that we consider since
they induce a penalty when fy¯(xi)− fy(xi) > 0.
Ranking class labels for a given image is similar to rank-
ing documents for a user query in information retrieval [14].
While there are many established metrics [93], a popular
measure that is relevant to our discussion is precision-at-k
(P@k), which is the fraction of relevant items within the top
k retrieved [94], [95]. Although this measure makes perfect
sense when k  |Yi|, i.e. there are many more relevant
documents than we possibly want to examine, it is not very
useful when there are only a few correct labels per image –
once all the relevant labels are in the top k list, P@k starts to
decrease as k increases. A better alternative in our multilabel
setting is a complementary measure, recall-at-k, defined as
R@k(f) = 1n
∑n
i=1
(
pi1:k(f(xi)) ∩ |Yi|
)
/ |Yi| ,
which measures the fraction of relevant labels in the top k
list. Note that R@k is a natural generalization of the top-
k error to the multilabel setting and coincides with that
multiclass metric whenever Yi is singleton.
Finally, we report the standard Pascal VOC [12] perfor-
mance measure, mean average precision (mAP), which is
computed as the one-vs-all AP averaged over all classes.
Partition based. In contrast to ranking evaluation, parti-
tion based measures assess the quality of the actual multi-
label prediction which requires a cut-off threshold δ ∈ R.
Several threshold selection strategies have been proposed
in the literature: (i) setting a constant threshold prior to
experiments [96]; (ii) selecting a threshold a posteriori by
matching label cardinality [97]; (iii) tuning the threshold
on a validation set [55], [98]; (iv) learning a regression
function [99]; (v) bypassing threshold selection altogether
by introducing a (dummy) calibration label [100]. We have
experimented with options (ii) and (iii), as discussed in § 6.3.
Let h(x) , {y ∈ Y | fy(x) ≥ δ} be the set of predicted
labels for a given threshold δ, and let
T̂Pi,j = Jj ∈ h(xi), j ∈ YiK, T̂Ni,j = Jj /∈ h(xi), j /∈ YiK,
F̂Pi,j = Jj ∈ h(xi), j /∈ YiK, F̂Ni,j = Jj /∈ h(xi), j ∈ YiK,
be a set of m · n primitives defined as in [55]. Now, one can
use any performance measure Ψ that is based on the binary
confusion matrix, but, depending on where the averaging
occurs, the following three groups of metrics are recognized.
Instance-averaging. The binary metrics are computed on
the averages over labels and then averaged across examples:
Ψinst(h) = 1n
∑n
i=1 Ψ
(
1
m
∑m
j=1 T̂Pi,j , . . . ,
1
m
∑m
j=1 F̂Ni,j
)
.
Macro-averaging. The metrics are averaged across labels:
Ψmac(h) = 1m
∑m
j=1 Ψ
(
1
n
∑n
i=1 T̂Pi,j , . . . ,
1
n
∑n
i=1 F̂Ni,j
)
.
Micro-averaging. The metric is applied on the averages over
both labels and examples:
Ψmic(h) = Ψ
(
1
mn
∑
i,j T̂Pi,j , . . . ,
1
mn
∑
i,j F̂Ni,j
)
.
Following [11], we consider the F1 score as the binary
metric Ψ with all three types of averaging. We also report
multilabel accuracy, subset accuracy, and the hamming loss
defined respectively as
Acc(h) = 1n
∑n
i=1(|h(xi) ∩ Yi|)/(|h(xi) ∪ Yi|),
SAcc(h) = 1n
∑n
i=1Jh(xi) = YiK,
HLoss(h) = 1mn
∑n
i=1 |h(xi)4Yi| ,
where 4 is the symmetric set difference.
3.2 Multiclass Methods
In this section, we switch from performance evaluation at
test time to how the quality of a classifier is measured dur-
ing training. In particular, we introduce the loss functions
used in established multiclass methods as well as our novel
loss functions for optimizing the top-k error (1).
OVA. A multiclass problem is often solved using the
one-vs-all (OVA) reduction to m independent binary clas-
sification problems. Every class is trained versus the rest
which yields m classifiers {fy}y∈Y . Typically, each classifier
fy is trained with a convex margin-based loss function
L(y˜fy(x)), where L : R → R+, y˜ = ±1. Simplifying the
notation, we consider
L(yf(x)) = max{0, 1− yf(x)}, (SVMOVA)
L(yf(x)) = log(1 + e−yf(x)). (LROVA)
The hinge (SVMOVA) and logistic (LROVA) losses correspond
to the SVM and logistic regression methods respectively.
Multiclass. An alternative to the OVA scheme above is
to use a multiclass loss L : Y × Rm → R+ directly. All
multiclass losses that we consider only depend on pairwise
differences between the ground truth score fy(x) and all the
other scores fj(x). Loss functions from the SVM family ad-
ditionally require a margin ∆(y, j), which can be interpreted
as a distance in the label space [13] between y and j. To
simplify the notation, we use vectors a (for the differences)
and c (for the margin) defined for a given (x, y) pair as
aj , fj(x)− fy(x), cj , 1− Jy = jK, j = 1, . . . ,m.
We also write L(a) instead of the full L(y, f(x)).
We consider two generalizations of SVMOVA and LROVA:
L(a) = max
j∈Y
{aj + cj}, (SVMMulti)
L(a) = log
(∑
j∈Y exp(aj)
)
. (LRMulti)
Both the multiclass SVM loss (SVMMulti) of [101] and the
softmax loss (LRMulti) are common in multiclass problems.
The latter is particularly popular in deep architectures [71],
[102], [103], while SVMMulti is also competitive in large-scale
image classification [104].
The OVA and multiclass methods were designed with
the goal of minimizing the standard zero-one loss. Now,
6if we consider the top-k error (1) which does not penalize
(k − 1) mistakes, we discover that convexity of the above
losses leads to phenomena where errk(y, f(x)) = 0, but
L(y, f(x)) 0. That happens, for example, when fpi1(x)
fy(x) ≥ fpik(x), and creates a bias if we are working with
rigid function classes such as linear classifiers. Next, we
introduce loss functions that are modifications of the above
losses with the goal of alleviating that phenomenon.
Top-k SVM. Recently, we introduced Top-k Multiclass
SVM [9], where two modifications of the multiclass hinge
loss (SVMMulti) were proposed. The first version (α) is mo-
tivated directly by the top-k error while the second version
(β) falls into a general family of ranking losses introduced
earlier by Usunier et al. [26]. The two top-k SVM losses are
L(a) = max
{
0, 1k
∑k
j=1(a+ c)pij
}
, (top-k SVMα)
L(a) = 1k
∑k
j=1 max
{
0, (a+ c)pij
}
, (top-k SVMβ)
where pi reorders the components of (a + c) in descending
order. We show in [9] that top-k SVMα offers a tighter upper
bound on the top-k error than top-k SVMβ . However, both
losses perform similarly in our experiments with only a
small advantage of top-k SVMβ in some settings. Therefore,
when the distinction is not important, we simply refer to
them as the top-k hinge or the top-k SVM loss. Note that
they both reduce to SVMMulti for k = 1.
Top-k SVM losses are not smooth which has implications
for their optimization (§ 5) and top-k calibration (§ 4.1).
Following [8], who employed Moreau-Yosida regularization
[105], [106] to obtain a smoothed version of the binary hinge
loss (SVMOVA), we applied the same technique in [6] and
introduced smooth top-k SVM.
Moreau-Yosida regularization. We follow [61] and give
the main points here for completeness. The Moreau envelope
or Moreau-Yosida regularization Mf of the function f is
Mf (v) , inf
x
(
f(x) + (1/2) ‖x− v‖22
)
.
It is a smoothed or regularized form of f with the following
nice properties: it is continuously differentiable on Rd, even
if f is not, and the sets of minimizers of f and Mf are the
same2. To compute a smoothed top-k hinge loss, we use
Mf =
(
f∗ + (1/2) ‖ · ‖22
)∗
,
where f∗ is the convex conjugate3 of f . A classical result in
convex analysis [107] states that a conjugate of a strongly
convex function has Lipschitz smooth gradient, therefore,
Mf is indeed a smooth function.
Top-k hinge conjugate. Here, we compute the conju-
gates of the top-k hinge losses α and β. As we show in [9],
their effective domains4 are given by the top-k simplex (α
and β respectively) of radius r defined as
∆αk (r) ,
{
x | 〈1, x〉 ≤ r, 0 ≤ xi ≤ 1k 〈1, x〉 , ∀i
}
, (2)
∆βk(r) ,
{
x | 〈1, x〉 ≤ r, 0 ≤ xi ≤ 1k r, ∀i
}
. (3)
We let ∆αk = ∆
α
k (1), ∆
β
k = ∆
β
k(1), and note the relation
∆αk ⊂ ∆βk ⊂ ∆, where ∆ =
{
x | 〈1, x〉 ≤ 1, xi ≥ 0
}
is the
2. That does not imply that we get the same classifiers since we are
minimizing a regularized sum of individually smoothed loss terms.
3. The convex conjugate of f is f∗(x∗) = supx{〈x∗, x〉 − f(x)}.
4. The effective domain of f is dom f = {x ∈ X | f(x) < +∞}.
unit simplex and the inclusions are proper for k > 1, while
for k = 1 all three sets coincide.
Proposition 1 ([9]). The convex conjugate of top-k SVMα is
L∗(v) =
{
−∑j 6=y vj if 〈1, v〉 = 0 and v\y ∈ ∆αk ,
+∞ otherwise.
The conjugate of top-k SVMβ is defined in the same way, but with
the set ∆βk instead of ∆
α
k .
Note that the conjugates of both top-k SVM losses co-
incide and are equal to the conjugate of the SVMMulti loss
with the exception of their effective domains, which are
∆αk , ∆
β
k , and ∆ respectively. As becomes evident in § 5,
the effective domain of the conjugate is the feasible set for
the dual variables. Therefore, as we move from SVMMulti to
top-k SVMβ , to top-k SVMα, we introduce more and more
constraints on the dual variables thus limiting the extent to
which a single training example can influence the classifier.
Smooth top-k SVM. We apply the smoothing technique
introduced above to top-k SVMα. Smoothing of top-k SVMβ
is done similarly, but the set ∆αk (r) is replaced with ∆
β
k(r).
Proposition 2. Let γ > 0 be the smoothing parameter. The
smooth top-k hinge loss (α) and its conjugate are
Lγ(a) =
1
γ
(〈(a+ c)\y, p〉 − 12‖p‖2), (top-k SVMαγ )
L∗γ(v) =
{
γ
2 ‖v\y‖2 − 〈v\y, c\y〉 if 〈1, v〉 = 0, v\y ∈ ∆αk ,
+∞ otherwise,
where p = proj∆αk (γ)(a + c)
\y is the Euclidean projection of
(a+ c)\y onto ∆αk (γ). Moreover, Lγ(a) is 1/γ-smooth.
While there is no analytic formula for the top-k SVMαγ
loss, it can be computed efficiently via the projection onto
the top-k simplex [9]. We can also compute its gradient as
∇Lγ(a) = (1/γ)
(
Iy − ey1>y
)
proj∆αk (γ)(a+ c)
\y,
where Iy is the identity matrix w/o the y-th column, ey
is the y-th standard basis vector, and 1y is the (m − 1)-
dimensional vector of all ones. This follows from the defi-
nition of a, the fact that Lγ(a) can be written as 12γ (‖x‖2 −
‖x− p‖2) for x = (a + c)\y and p = proj∆αk (γ)(x), and a
known result [108] which says that ∇x 12 ‖x− projC(x)‖2 =
x− projC(x) for any closed convex set C .
Smooth multiclass SVM (SVMMultiγ ). We also highlight
an important special case of top-k SVMαγ that performed re-
markably well in our experiments. It is a smoothed version
of SVMMulti and is obtained with k = 1 and γ > 0.
Softmax conjugate. Before we introduce a top-k version
of the softmax loss (LRMulti), we need to recall its conjugate.
Proposition 3. The convex conjugate of the LRMulti loss is
L∗(v) =

∑
j 6=y vj log vj + (1 + vy) log(1 + vy),
if 〈1, v〉 = 0 and v\y ∈ ∆,
+∞ otherwise,
(4)
where ∆ =
{
x | 〈1, x〉 ≤ 1, xj ≥ 0
}
is the unit simplex.
Note that the conjugates of both the SVMMulti and the
LRMulti losses share the same effective domain, the unit
7simplex ∆, and differ only in their functional form: a linear
function for SVMMulti and a negative entropy for LRMulti.
While we motivated top-k SVM directly from the top-k er-
ror, we see that the only change compared to SVMMulti was
in the effective domain of the conjugate loss. This suggests a
general way to construct novel losses with specific properties
by taking the conjugate of an existing loss function, and
modifying its effective domain in a way that enforces the
desired properties. The motivation for doing so comes from
the interpretation of the dual variables as forces with which
every training example pushes the decision surface in the
direction given by the ground truth label. Therefore, by
reducing the feasible set we can limit the maximal contri-
bution of any given training example.
Top-k entropy. As hinted above, we first construct the
conjugate of the top-k entropy loss (α) by taking the con-
jugate of LRMulti and replacing ∆ in (4) with ∆αk , and then
take the conjugate again to obtain the primal loss top-k Ent.
A β version can be constructed using the set ∆βk instead.
Proposition 4. The top-k entropy loss is defined as
L(a) = max
{〈a\y, x〉 − (1− s) log(1− s)
− 〈x, log x〉 |x ∈ ∆αk , 〈1, x〉 = s
}
.
(top-k Ent)
Moreover, we recover the LRMulti loss when k = 1.
While there is no closed-form solution for the top-k Ent
loss when k > 1, we can compute and optimize it efficiently
as we discuss later in § 5.
Truncated top-k entropy. A major limitation of the soft-
max loss for top-k error optimization is that it cannot ignore
the (k − 1) highest scoring predictions. This can lead to a
situation where the loss is high even though the top-k error
is zero. To see that, let us rewrite the LRMulti loss as
L(y, f(x)) = log
(
1 +
∑
j 6=y exp(fj(x)− fy(x))
)
. (5)
If there is only a single j such that fj(x) − fy(x)  0, then
L(y, f(x)) 0 even though err2(y, f(x)) is zero.
This problem is also present in all top-k hinge losses
considered above and is an inherent limitation due to their
convexity. The origin of the problem is the fact that ranking
based losses [26] are based on functions such as
φ(f(x)) = (1/m)
∑
j∈Y αjfpij (x)− fy(x).
The function φ is convex if the sequence (αj) is monotoni-
cally non-increasing [109]. This implies that convex ranking
based losses have to put more weight on the highest scoring
classifiers, while we would like to put less weight on them.
To that end, we drop the first (k − 1) highest scoring
predictions from the sum in (5), sacrificing convexity of the
loss, and define the truncated top-k entropy loss as follows
L(a) = log
(
1 +
∑
j∈J ky exp(aj)
)
, (top-k Enttr)
where J ky are the indexes corresponding to the (m − k)
smallest components of (fj(x))j 6=y . This loss can be seen as a
smooth version of the top-k error (1), as it is small whenever
the top-k error is zero. We show a synthetic experiment in
§ 6.1, where the advantage of discarding the highest scoring
classifier in top-k Enttr becomes apparent.
3.3 Multilabel Methods
In this section, we introduce natural extensions of the
classic multiclass methods discussed above to the setting
where there is a set of ground truth labels Y ⊂ Y for
each example x. We focus on the loss functions that pro-
duce a ranking of labels and optimize a multilabel loss
L : 2Y × Rm → R+. We let u , f(x) and use a simplified
notation L(u) = L(Y, f(x)). A more complete overview of
multilabel classification methods is given in [11], [39], [110].
Binary relevance (BR). Binary relevance is the standard
one-vs-all scheme applied to multilabel classification. It is
the default baseline for direct multilabel methods as it does
not consider possible correlations between the labels.
Multilabel SVM. We follow the line of work by [7] and
consider the Multilabel SVM loss below:
L(u) = max
y∈Y
max
j∈Y¯
max{0, 1 + uj − uy}
= max{0, 1 + max
j∈Y¯
uj −min
y∈Y
uy}. (SVM
ML)
This method is also known as the multiclass multilabel per-
ceptron (MMP) [100] and the separation ranking loss [111].
It can be contrasted with another SVMMulti extension, the
RankSVM of Elisseeff and Weston [99], which optimizes the
pairwise ranking loss:
1
|Yi||Y¯i|
∑
(y,j)∈Y×Y¯ max{0, 1 + uj − uy}.
Note that both the SVMML that we consider and RankSVM
avoid expensive enumeration of all the 2Y possible la-
bellings by considering only pairwise label ranking. A prin-
cipled large margin approach that accounts for all possible
label interactions is structured output prediction [13].
Multilabel SVM conjugate. Here, we compute the con-
vex conjugate of the SVMML loss which is used later to
define a Smooth Multilabel SVM. Note that the SVMML loss
depends on the partitioning of Y into Y and Y¯ for every
given (x, Y ) pair. This is reflected in the definition of a set
SY below, which is the effective domain of the conjugate:
SY ,
{
x | −∑y∈Y xy = ∑j∈Y¯ xj ≤ 1, xy ≤ 0, xj ≥ 0}.
In the multiclass setting, the set Y is singleton, therefore
xy = −
∑
j∈Y¯ xj has no degrees of freedom and we recover
the unit simplex ∆ over (xj), as in (4). In the true multilabel
setting, on the other hand, there is freedom to distribute the
weight across all the classes in Y .
Proposition 5. The convex conjugate of the SVMML loss is
L∗(v) = −∑j∈Y¯ vj , if v ∈ SY , +∞, otherwise. (6)
Note that when |Y | = 1, (6) naturally reduces to the
conjugate of SVMMulti given in Proposition 1 with k = 1.
Smooth multilabel SVM. Here, we apply the smoothing
technique, which worked very well for multiclass problems
[6], [8], to the multilabel SVMML loss.
As with the smooth top-k SVM, there is no analytic
formula for the smoothed loss. However, we can both com-
pute and optimize it within our framework by solving the
Euclidean projection problem onto what we call a bipartite
simplex. It is a convenient modification of the set SY above:
B(r) , {(x, y) | 〈1, x〉 = 〈1, y〉 ≤ r, x ∈ Rm+ , y ∈ Rn+}. (7)
8Proposition 6. Let γ > 0 be the smoothing parameter. The
smooth multilabel SVM loss and its conjugate are
Lγ(u) =
1
γ
( 〈b, p〉 − 12 ‖p‖2 + 〈b¯, p¯〉− 12 ‖p¯‖2 ), (SVMMLγ )
L∗γ(v) =
{
1
2
(∑
y∈Y vy −
∑
j∈Y¯ vj
)
+ γ2 ‖v‖2 , v ∈ SY ,
+∞, o/w,
where (p, p¯) = projB(γ)(b, b¯) is the projection onto B(γ) of
b =
(
1
2 − uy
)
y∈Y , b¯ =
(
1
2 + uj
)
j∈Y¯ . Lγ(u) is 1/γ-smooth.
Note that the smooth SVMMLγ loss is a nice generalization
of the smooth multiclass loss SVMMultiγ and we naturally
recover the latter when Y is singleton. In § 5, we extend
the variable fixing algorithm of [65] and obtain an efficient
method to compute Euclidean projections onto B(r).
Multilabel cross-entropy. Here, we discuss an extension
of the LRMulti loss to multilabel learning. We use the softmax
function to model the distribution over the class labels
py(x), which recovers the well-known multinomial logistic
regression [112] and the maximum entropy [69] models.
Assume that all the classes given in the ground truth set
Y are equally likely. We define an empirical distribution for
a given (x, Y ) pair as pˆy = (1/ |Y |)Jy ∈ Y K, and model the
conditional probability py(x) via the softmax:
py(x) = (expuy)/
(∑
j∈Y expuj
)
, ∀ y ∈ Y.
The cross-entropy of the distributions pˆ and p(x) is given by
H(pˆ, p(x)) = − 1|Y |
∑
y∈Y
log
( expuy∑
j expuj
)
,
and the corresponding multilabel cross entropy loss is:
L(u) = 1|Y |
∑
y∈Y log
(∑
j∈Y exp(uj − uy)
)
. (LRML)
Multilabel cross-entropy conjugate. Next, we compute
the convex conjugate of the LRML loss, which is used later
in our optimization framework.
Proposition 7. The convex conjugate of the LRML loss is
L∗(v) =

∑
y∈Y (vy +
1
k ) log(vy +
1
k ) +
∑
j∈Y¯ vj log vj ,
if v ∈ DY ,
+∞ otherwise.
(8)
where k = |Y | and DY is the effective domain defined as:
DY ,
{
v | ∑y∈Y (vy + 1k )+∑j∈Y¯ vj = 1,
vy +
1
k ≥ 0, vj ≥ 0, y ∈ Y, j ∈ Y¯
}
.
The conjugates of the multilabel losses SVMML and LRML
no longer share the same effective domain, which was the
case for multiclass losses. However, we still recover the
conjugate of the LRMulti loss when Y is singleton.
4 BAYES OPTIMALITY AND TOP-K CALIBRATION
This section is devoted to the theoretical analysis of multi-
class losses in terms of their top-k performance. We establish
the best top-k error in the Bayes sense, determine when a
classifier achieves it, define the notion of top-k calibration,
and investigate which loss functions possess this property.
Bayes optimality. Recall that the Bayes optimal zero-one
loss in binary classification is simply the probability of the
least likely class [91]. Here, we extend this notion to the top-
k error (1) introduced in § 3.1 for multiclass classification
and provide a description of top-k Bayes optimal classifier.
Lemma 1. The Bayes optimal top-k error at x is
min
g∈Rm
EY |X [errk(Y, g) |X = x] = 1−
∑k
j=1 pτj (x),
where pτ1(x) ≥ pτ2(x) ≥ . . . ≥ pτm(x). A classifier f is top-k
Bayes optimal at x if and only if{
y | fy(x) ≥ fpik(x)
} ⊂ {y | py(x) ≥ pτk(x)},
where fpi1(x) ≥ fpi2(x) ≥ . . . ≥ fpim(x).
Another way to write the optimal top-k error is∑m
j=k+1 ppij (x), which naturally leads to an optimal predic-
tion strategy according to the ranking of py(x) in descend-
ing order. However, the description of a top-k Bayes optimal
classifier reveals that optimality for any given k is better
understood as a partitioning, rather than ranking, where the
labels are split into pi1:k and the rest, without any preference
on the ranking in either subset. If, on the other hand, we
want a classifer that is top-k Bayes optimal for all k ≥ 1
simultaneously, a proper ranking according to py(x) is both
necessary and sufficient.
Top-k calibration. Optimization of the zero-one loss
and the top-k error leads to hard combinatorial problems.
Instead of tackling a combinatorial problem directly, an
alternative is to use a convex surrogate loss which upper
bounds the discrete error. Under mild conditions on the loss
function [49], [52], an optimal classifier for the surrogate
yields a Bayes optimal solution for the zero-one loss. Such
loss functions are called classification calibrated, which is
known in statistical learning theory as a necessary condition
for a classifier to be universally Bayes consistent [49]. We
introduce now the notion of calibration for the top-k error.
Definition 1. A multiclass loss function L : Y × Rm → R+
is called top-k calibrated if for all possible data generating
measures on X × Y and all x ∈ X
arg ming∈Rm EY |X [L(Y, g) |X = x]
⊆ arg ming∈Rm EY |X [errk(Y, g) |X = x].
If a loss is not top-k calibrated, it implies that even in
the limit of infinite data, one does not obtain a classifier
with the Bayes optimal top-k error from Lemma 1. It is thus
an important property, even though of an asymptotic na-
ture. Next, we analyse which of the multiclass classification
methods covered in § 3.2 are top-k calibrated.
4.1 Multiclass Top-k Calibration
In this section, we consider top-k calibration of the standard
OVA scheme, established multiclass classification methods,
and the proposed top-k Enttr loss. First, we state a condition
under which an OVA scheme is uniformly top-k calibrated,
not only for k = 1, which corresponds to the standard zero-
one loss, but for all k ≥ 1 simultaneously. The condition is
given in terms of the Bayes optimal classifier for each of the
corresponding binary problems and with respect to a given
loss function L, e.g. the hinge or logistic losses.
9Lemma 2. The OVA reduction is top-k calibrated for any 1 ≤
k ≤ m if the Bayes optimal function of a convex margin-based
loss L is a strictly monotonically increasing function of py(x) =
Pr(Y = y |X = x) for every class y ∈ Y .
Proof. Let the Bayes optimal classifier for the binary problem
corresponding to a y ∈ Y have the form
fy(x) = g
(
Pr(Y = y |X = x)),
where g is a strictly monotonically increasing function. The
ranking of fy corresponds to the ranking of py(x) and hence
the OVA reduction is top-k calibrated for any k ≥ 1.
Next, we use Lemma 2 and the corresponding Bayes op-
timal classifiers to check if the one-vs-all schemes employing
hinge and logistic regression losses are top-k calibrated.
Proposition 8. OVA SVM is not top-k calibrated.
Proposition 9. OVA logistic regression is top-k calibrated.
The hinge loss is not calibrated since the corresponding
binary classifiers, being piecewise constant, are subject to
degenerate cases that result in arbitrary rankings of classes.
Surprisingly, the smoothing technique based on Moreau-
Yosida regularization (§ 3.2) makes a smoothed loss more
attractive not only from the optimization side, but also in
terms of top-k calibration. Here, we show that a smooth
binary hinge loss from [8] fulfills the conditions of Lemma 2
and leads to a top-k calibrated OVA scheme.
Proposition 10. OVA smooth SVM is top-k calibrated.
An alternative to the OVA scheme with binary losses is
to use a multiclass loss L : Y × Rm → R+ directly. First, we
consider the multiclass hinge loss SVMMulti, which is known
to be not calibrated for the top-1 error [52], and show that it
is not top-k calibrated for any k.
Proposition 11. Multiclass SVM is not top-k calibrated.
Tewari and Bartlett [52] provide a general framework to
study classification calibration that is applicable to a large
family of multiclass methods. However, their characteriza-
tion of calibration is derived in terms of the properties of
the convex hull of {(L(1, f), . . . , L(m, f)) | f ∈ F}, which
might be difficult to verify in practice. In contrast, our proofs
of Propositions 11 and 12 are straightforward and based on
direct derivation of the corresponding Bayes optimal classi-
fiers for the SVMMulti and the LRMulti losses respectively.
Proposition 12. Multiclass softmax loss is top-k calibrated.
The implicit reason for top-k calibration of the OVA
schemes and the softmax loss is that one can estimate the
probabilities py(x) from the Bayes optimal classifier. Loss
functions which allow this are called proper. We refer to [113]
and references therein for a detailed discussion.
We have established that the OVA logistic regression
and the softmax loss are top-k calibrated for any k, so why
should we be interested in defining new loss functions for
the top-k error? The reason is that calibration is an asymp-
totic property since the Bayes optimal functions are obtained
by pointwise minimization of EY |X [L(Y, f(x)) |X = x] at
every x ∈ X . The picture changes if we use linear classifiers,
since they obviously cannot be minimized independently at
each point. Indeed, the Bayes optimal classifiers, in general,
cannot be realized by linear functions.
Furthermore, convexity of the softmax and multiclass
hinge losses leads to phenomena where errk(y, f(x)) = 0,
but L(y, f(x))  0. We discussed this issue § 3.2 and
motivated modifications of the above losses for the top-k
error. Next, we show that one of the proposed top-k losses
is also top-k calibrated.
Proposition 13. The truncated top-k entropy loss is top-s cali-
brated for any k ≤ s ≤ m.
Top-k calibration of the remaining top-k losses is an open
problem, which is complicated by the absence of a closed-
form expression for most of them.
5 OPTIMIZATION FRAMEWORK
This section is mainly devoted to efficient optimization of
the multiclass and multilabel methods from § 3 within
the stochastic dual coordinate ascent (SDCA) framework
of Shalev-Shwartz and Zhang [5]. The core reason for effi-
ciency of the optimization scheme is the ability to formulate
variable updates in terms of projections onto the effective
domain of the conjugate loss, which, in turn, can be solved
in time O(m logm) or faster. These projections fall into a
broad area of nonlinear resource allocation [62], where we
already have a large selection of specialized algorithms. For
example, we use an algorithm of Kiwiel [65] for SVMMulti
and top-k SVMβ , and contribute analogous algorithms for
the remaining losses. In particular, we propose an entropic
projection algorithm based on the Lambert W function
for the LRMulti loss, and a variable fixing algorithm for
projecting onto the bipartite simplex (7) for the SVMML. We
also discuss how the proposed loss functions that do not
have a closed-form expression can be evaluated efficiently,
and perform a runtime comparison against FISTA [68] using
the SPAMS optimization toolbox [67].
In § 5.1, we state the primal and Fenchel dual optimiza-
tion problems, and introduce the Lambert W function. In
§ 5.2, we consider SDCA update steps and loss computation
for multiclass methods, as well as present our runtime eval-
uation experiments. In § 5.3, we cover multilabel optimiza-
tion and present our algorithm for the Euclidean projection
onto the bipartite simplex.
5.1 Technical Background
We briefly recall the main facts about the SDCA framework
[5], Fenchel duality [108], and the Lambert W function [70].
The primal and dual problems. Let X ∈ Rd×n be
the matrix of training examples xi ∈ Rd, K = X>X the
corresponding Gram matrix, W ∈ Rd×m the matrix of
primal variables, A ∈ Rm×n the matrix of dual variables,
and λ > 0 the regularization parameter. The primal and
Fenchel dual [108] objective functions are given as
P (W ) = +
1
n
n∑
i=1
L
(
yi,W
>xi
)
+
λ
2
tr
(
W>W
)
,
D(A) = − 1
n
n∑
i=1
L∗ (yi,−λnai)− λ
2
tr
(
AKA>
)
,
(9)
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Fig. 2: Behavior of the Lambert W function of the exponent
(V (t) = W (et)). (a) Log scale plot with t ∈ (−10, 0). (b)
Linear scale plot with t ∈ (0, 10).
where L∗ is the convex conjugate of L and yi is interpreted
as a set Yi if L is a multilabel loss.
SDCA proceeds by sampling a dual variable ai ∈ Rm,
which corresponds to a training example xi ∈ Rd, and
modifying it to achieve maximal increase in the dual objec-
tive D(A) while keeping other dual variables fixed. Several
sampling strategies can be used, e.g. [114], but we use a
simple scheme where the set of indexes is randomly shuffled
before every epoch and then all ai’s are updated sequen-
tially. The algorithm terminates when the relative duality
gap (P (W )−D(A))/P (W ) falls below a pre-defined ε > 0,
or the computational budget is exhausted, in which case we
still have an estimate of suboptimality via the duality gap.
Since the algorithm operates entirely on the dual vari-
ables and the prediction scores f(xi), it is directly applicable
to training both linear f(xi) = W>xi as well as nonlinear
f(xi) = AKi classifiers (Ki being the i-th column of the
Gram matrixK). When d n, which is often the case in our
experiments, and we are training a linear classifier, then it is
less expensive to maintain the primal variables W = XA>
[9] and compute the dot products W>xi in Rd. In that case,
whenever ai is updated, we perform a rank-1 update of W .
It turns out that every update step maxai D(A) is equiv-
alent to the proximal operator5 of a certain function, which
can be seen as a projection onto the effective domain of L∗.
Lambert W function. The Lambert W function is de-
fined as the inverse of the mapping w 7→ wew. It is
widely used in many fields of computer science [70], [115],
[116], and can often be recognized in nonlinear equations
involving the exp and the log functions. Taking logarithms
on both sides of the defining equation z = WeW , we get
log z = W (z) + logW (z). Therefore, if we are given an
equation of the form x + log x = t for some t ∈ R, we can
directly “solve” it in closed-form as x = W (et). The crux
of the problem is that the function V (t) , W (et) is tran-
scendental [115] just like the logarithm and the exponent.
There exist highly optimized implementations for the latter
and we argue that the same can be done for the Lambert W
function. In fact, there is already some work on this topic
[115], [116], which we also employ in our implementation.
To develop intuition about the function V (t) = W (et),
which is the Lambert W function of the exponent, we look
at how it behaves for different values of t. An illustration is
5. The proximal operator, or the proximal map, of a function f is
defined as proxf (v) = argmin
x
(
f(x) + 1
2
‖x− v‖2 ).
provided in Figure 2. One can see directly from the equation
x + log x = t that the behavior of x = V (t) changes
dramatically depending on whether t is a large positive or
a large negative number. In the first case, the linear part
dominates the logarithm and the function is approximately
linear; a better approximation is x(t) ≈ t−log t, when t 1.
In the second case, the function behaves like an exponent et.
To see this, we write x = ete−x and note that e−x ≈ 1 when
t 0, therefore, x(t) ≈ et, if t 0.
To compute V (t), we use these approximations as initial
points in a 5-th order Householder method [117]. A single
iteration of that method is already sufficient to get full
float precision and at most two iterations are needed for
double, which makes the function V (t) an attractive tool for
computing entropic projections.
5.2 Multiclass Methods
In this section, we cover optimization of the multiclass
methods from § 3.2 within the SDCA framework. We discuss
how to efficiently compute the smoothed losses that were
introduced via conjugation and do not have a closed-form
expression. Finally, we evaluate SDCA convergence in terms
of runtime and show that smoothing with Moreau-Yosida
regularization leads to significant improvements in speed.
As mentioned in § 5.1 above, the core of the SDCA
algorithm is the update step ai ← arg maxai D(A). Even
the primal objective P (W ) is only computed for the duality
gap and could conceivably be omitted if the certificate of
optimality is not required. Next, we focus on how the
updates are computed for the different multiclass methods.
SDCA update: SVMOVA, LROVA. SDCA updates for the
binary hinge and logistic losses are covered in [118] and [8].
We highlight that the SVMOVA update has a closed-form
expression that leads to scalable training of linear SVMs
[118], and is implemented in LibLinear [119].
SDCA update: SVMMulti, LRMulti, SVMMultiγ . Although
SVMMulti is also covered in [8], they use a different algo-
rithm based on sorting, while we do a case distinction [9].
First, we solve an easier continuous quadratic knapsack
problem using a variable fixing algorithm of Kiwiel [65]
which does not require sorting. This corresponds to en-
forcing the equality constraint in the simplex and generally
already gives the optimal solution. The computation is also
fast: we observe linear time complexity in practice, as shown
in Figure 3a. For the remaining hard cases, however, we
fall back to sorting and use a scheme similar to [8]. In our
experience, performing the case distinction seemed to offer
significant time savings.
For the SVMMulti and SVMMultiγ , we note that they are
special cases of top-k SVMαγ and top-k SVMβγ with k = 1, as
well as LRMulti is a special case of top-k Ent.
SDCA update: top-k SVMα/β , top-k SVMα/βγ . Here, we
consider the update step for the smooth top-k SVMαγ loss.
The nonsmooth version is directly recovered by setting
γ = 0, while the update for top-k SVMβγ is derived similarly
using the set ∆βk in (10) instead of ∆
α
k .
We show that performing the update step is equivalent
to projecting a certain vector b, computed from the predic-
tion scores f(xi) = W>xi, onto the effective domain of L∗,
the top-k simplex, with an added regularization ρ 〈1, x〉2,
which biases the solution to be orthogonal to 1.
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Proposition 14. Let L and L∗ in (9) be respectively the
top-k SVMαγ loss and its conjugate as in Proposition 2. The dual
variables ai corresponding to (xi, yi) are updated as:{
a
\yi
i = − arg minx∈∆αk (1/(λn))
{ ‖x− b‖2 + ρ 〈1, x〉2 },
ayi,i = −
∑
j 6=yi aj,i, (10)
where b = 1〈xi,xi〉+γλn
(
q\yi + (1− qyi)1
)
,
q = W>xi − 〈xi, xi〉 ai, and ρ = 〈xi,xi〉〈xi,xi〉+γλn .
We solve (10) using the algorithm for computing a (bi-
ased) projection onto the top-k simplex, which we intro-
duced in [9], with a minor modification of b and ρ. Similarly,
the update step for the top-k SVMβγ loss is solved using a
(biased) continuous quadratic knapsack problem, which we
discuss in the supplement of [9].
Smooth top-k hinge losses converge significantly faster
than their nonsmooth variants as we show in the scaling
experiments below. This can be explained by the theoretical
results of [8] on the convergence rate of SDCA. They also
had similar observations for the smoothed binary hinge loss.
SDCA update: top-k Ent. Finally, we derive an optimiza-
tion problem for the proposed top-k entropy loss.
Proposition 15. Let L in (9) be the top-k Ent loss and L∗ be
its convex conjugate as in (4) with ∆ replaced by ∆αk . The dual
variables ai corresponding to (xi, yi) are updated as:a
\yi
i = − 1λn arg min
x∈∆αk
{
α
2 (〈x, x〉+ s2)− 〈b, x〉+ 〈x, log x〉
+(1− s) log(1− s) | s = 〈1, x〉},
ayi,i = −
∑
j 6=yi aj,i, (11)
where α = 〈xi,xi〉λn , b = q
\yi − qyi1, q = W>xi − 〈xi, xi〉 ai.
Problems (10) and (11) have similar structure, but the
latter is considerably more difficult to solve due to the
presence of logarithms. We propose to tackle this problem
using the function V (t) introduced in § 5.1 above.
Our algorithm is an instance of the variable fixing
scheme with the following steps: (i) partition the variables
into disjoint sets and compute an auxiliary variable t from
the optimality conditions; (ii) compute the values of the
variables using t and verify them against a set of constraints
(e.g. an upper bound in the top-k simplex); (iii) if there are
no violated constraints, we have computed the solution, and
otherwise examine the next partitioning.
As we discuss in [9], there can be at most k partitionings
that we need to consider for ∆αk and ∆
β
k . To see this, let
x ∈ ∆αk be a feasible point for (11), and define the subsets
U , {j |xj = sk}, M , {j |xj < sk}. (12)
Clearly, |U | ≤ k must hold, and |U | = k we consider as
a degenerate fall back case. Therefore, we are primarily
interested in the k partitions when 0 ≤ |U | < k. Due to
monotonicity in the optimality conditions, one can show
that U always corresponds to the largest elements bj of the
vector being projected. Hence, we start with an emptyU and
add indexes of the largest bj ’s until the solution is found.
Next, we show how to actually compute t and x, given
a candidate partition into U and M .
Proposition 16. Let x∗ be the solution of (11) and let the sets U
and M be defined for the given x∗ as in (12), then
x∗j = min
{
1
αV (bj − t), sk
}
, ∀ j,
and the variables s, t satisfy the nonlinear system{
α(1− ρ)s−∑j∈M V (bj − t) = 0,
(1− ρ)t+ V −1(α(1− s))− ρV −1(αsk ) +A− α = 0,(13)
where ρ , |U |k , A ,
1
k
∑
j∈U bj , V
−1 is the inverse of V .
Moreover, if U is empty, then x∗j =
1
αV (bj − t) for all j, and
t can be found from
V (α− t) +∑j V (bj − t) = α. (14)
We solve (13) using the Newton’s method [120], while
for the Eq. (14) we use a 4-th order Householder’s method
[117] with a faster convergence rate. The latter is particularly
attractive, since the set U can always be assumed empty
for k = 1, i.e. for the LRMulti loss, and is often also empty
for the general top-k Ent loss. As both methods require the
derivatives of V (t), we note that ∂tV (t) = V (t)/(1 + V (t))
[70], which means that the derivatives come at no additional
cost. Finally, we note that V −1(v) = v + log v by definition.
Loss computation: SVMMultiγ , top-k SVM
α/β
γ . Here, we
discuss how to evaluate smoothed losses that do not have
a closed-form expression for the primal loss. Recall that the
smooth top-k SVMαγ loss is given by
Lγ(a) =
1
γ
(〈(a+ c)\y, p〉 − 12‖p‖2),
where aj = fj(x) − fy(x), cj = 1 − Jy = jK for all j ∈ Y ,
and p = proj∆αk (γ)(a + c)
\y is the Euclidean projection of
(a+ c)\y onto ∆αk (γ). We describe an O(m logm) algorithm
to compute the projection p in [9]. For the special case k = 1,
i.e. the SVMMultiγ loss, the algorithm is particularly efficient
and exhibits essentially linear scaling in practice. Moreover,
since we only need the dot products with p in Lγ(a), we
exploit its special structure, p = min{max{l, b− t}, u} with
b = (a+ c)\y , and avoid explicit computation of p. The same
procedure is done for the top-k SVMβγ loss.
Loss computation: top-k Ent. Next, we discuss how to
evaluate the top-k Ent loss that was defined via the conju-
gate of the softmax loss as
max
x∈∆αk , s=〈1,x〉
{〈a\y, x〉 − (1− s) log(1− s)− 〈x, log x〉}.
(15)
Note that (15) is similar to (11) and we use a similar variable
fixing scheme, as described above. However, this problem
is much easier: the auxiliary variables s and t are computed
directly without having to solve a nonlinear system, and
their computation does not involve the V (t) function.
Proposition 17. Let x∗ be the solution of (15) and let the sets U
and M be defined for the given x∗ as in (12), then
x∗j = min
{
exp(aj − t), sk
}
, ∀ j,
and the variables s, t are computed from{
s = 1/(1 +Q),
t = logZ + log(1 +Q)− log(1− ρ), (16)
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Fig. 3: (a) Scaling of the projection algorithms used in SDCA optimization. (b-c) SDCA convergence of the LRMulti, SVMMulti,
and smooth SVMMultiγ methods on the ImageNet 2012 dataset. (d) SDCA vs. FISTA as implemented in the SPAMS toolbox.
where ρ , |U |k , A ,
1
k
∑
j∈U aj , Z ,
∑
j∈M exp aj , and
Q , (1− ρ)(1−ρ)/(kρZ(1−ρ) expA).
The top-k Ent loss is then computed as
L(a) = (A+ (1− ρ)t− ρ log( sk ))s− (1− s) log(1− s).
Moreover, if U is empty, then x∗j = exp(aj − t) for all j, and
we recover the softmax loss LRMulti as
L(a) = t = log(1 + Z) = log(1 +
∑
j exp aj).
As before, we only need to examine at most k partitions
U , adding the next maximal aj to U until there are no
violated constraints. Therefore, the overall complexity of the
procedure to compute the top-k Ent loss is O(km).
The efficiency of the outlined approach for optimizing
the top-k Ent loss crucially depends on fast computation of
V (t) in the SDCA update. Our implementation was able to
scale to large datasets as we show next.
Runtime evaluation. First, we highlight the efficiency of
our algorithm from [9] for computing the Euclidean pro-
jection onto the top-k simplex, which is used, in particular,
for optimization of the SVMMultiγ loss. The scaling plot is
given in Figure 3a and shows results of an experiment
following [63]. We sample 1000 points from the normal
distributionN (0, 1) and solve the projection problems using
the algorithm of Kiwiel [65] (denoted as ∆) and using our
method of projecting onto the set ∆αk for different values of
k = 1, 5, 10. We report the total CPU time taken on a single
Intel(R) Xeon(R) E5-2680 2.70GHz processor. As was also
observed by [65], we see that the scaling is essentially linear
in the problem dimension and makes the method applicable
to problems with a large number of classes.
Next in Figure 3, we compare the wall-clock training
time of SVMMulti with a smoothed SVMMultiγ and the LRMulti
objectives. We plot the relative duality gap (3b) and the
validation accuracy (3c) versus time for the best performing
models on the ImageNet 2012 benchmark. We obtain sub-
stantial improvement of the convergence rate for the smooth
SVMMultiγ compared to the nonsmooth baseline. Moreover,
we see that the top-1 accuracy saturates after a few passes
over the training data, which justifies the use of a fairly
loose stopping criterion (we use ε = 10−3). For the LRMulti
loss, the cost of each epoch is significantly higher compared
to SVMMulti, which is due to the difficulty of solving (11).
This suggests that the smooth top-1 SVMα1 loss can offer
competitive performance (see § 6) at a lower training cost.
Finally, we also compare our implementation of LRMulti
(marked SDCA in 3d) with the SPAMS optimization toolbox
[67], which provides an efficient implementation of FISTA
[68]. We note that the rate of convergence of SDCA is
competitive with FISTA for  ≥ 10−4 and is noticeably better
for  < 10−4. We conclude that our approach for training the
LRMulti model is competitive with the state-of-the-art, and
faster computation of V (t) can lead to a further speedup.
5.3 Multilabel Methods
This section covers optimization of the multilabel objectives
introduced in § 3.3. First, we reduce computation of the
SDCA update step and evaluation of the smoothed loss
SVMMLγ to the problem of computing the Euclidean pro-
jection onto what we called the bipartite simplex B(r), see
Eq. (7). Next, we contribute a novel variable fixing algorithm
for computing that projection. Finally, we discuss SDCA
optimization of the multilabel cross-entropy loss LRML.
SDCA update: SVMML, SVMMLγ . Here, we discuss opti-
mization of the smoothed SVMMLγ loss. The update step for
the nonsmooth counterpart is recovered by setting γ = 0.
Proposition 18. Let L and L∗ in (9) be respectively the SVMMLγ
loss and its conjugate as in Proposition 6. The dual variables
a , ai corresponding to the training pair (xi, Yi) are updated
as (ay)y∈Yi = p and (aj)j∈Y¯i = −p¯, where
(p, p¯) = projB(1/λn)(b, b¯),
b = ρ
(
1
2−qy
)
y∈Yi , b¯ = ρ
(
1
2 +qj
)
j∈Y¯i , q = W
>xi−〈xi, xi〉 ai,
and ρ = 1〈xi,xi〉+γλn .
Let us make two remarks regarding optimization of the
multilabel SVM. First, we see that the update step involves
exactly the same projection that was used in Proposition 6 to
define the smoothed SVMMLγ loss, with the difference in the
vectors being projected and the radius of the bipartite sim-
plex. Therefore, we can use the same projection algorithm
both during optimization as well as when computing the
loss. And second, even though SVMML reduces to SVMMulti
when Yi is singleton, the derivation of the smoothed loss
and the projection algorithm proposed below for the bipar-
tite simplex are substantially different from what we pro-
posed in the multiclass setting. Most notably, the treatment
of the dimensions in Yi and Y¯i is now symmetric.
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Loss computation: SVMMLγ . The smooth multilabel SVM
loss SVMMLγ is given by
Lγ(u) =
1
γ
( 〈b, p〉 − 12 ‖p‖2 + 〈b¯, p¯〉− 12 ‖p¯‖2 ),
where b =
(
1
2 − uy
)
y∈Y , b¯ =
(
1
2 + uj
)
j∈Y¯ , u = f(x), and
(p, p¯) = projB(γ)(b, b¯). Below, we propose an efficient vari-
able fixing algorithm to compute the Euclidean projection
onto B(γ). We also note that we can use the same trick that
we used for top-k SVMαγ and exploit the special form of the
projection to avoid explicit computation of p and p¯.
Euclidean projection onto the bipartite simplex B(ρ).
The optimization problem that we seek to solve is:
(p, p¯) = arg min
x∈Rm+ , y∈Rn+
1
2 ‖x− b‖2 + 12
∥∥y − b¯∥∥2
〈1, x〉 = 〈1, y〉 ≤ ρ.
(17)
This problem has been considered by Shalev-Shwartz and
Singer [60], who proposed a breakpoint searching algorithm
based on sorting, as well as by Liu and Ye [63], who formu-
lated it as a root finding problem that is solved via bisection.
Next, we contribute a novel variable fixing algorithm that is
inspired by the algorithm of Kiwiel [65] for the continuous
quadratic knapsack problem (a.k.a. projection onto simplex).
1) Initialization. Define the sets Ix = {1, . . . ,m}, Lx = {},
Iy = {1, . . . , n}, Ly = {}, and solve the independent
subproblems below using the algorithm of [65].
p = arg min
x∈Rm+
{
1
2 ‖x− b‖2 | 〈1, x〉 = ρ
}
,
p¯ = arg min
y∈Rn+
{
1
2
∥∥x− b¯∥∥2 | 〈1, y〉 = ρ}.
Let t′ and s′ be the resulting optimal thresholds, such that
p = max{0, b− t′} and p¯ = max{0, b¯− s′}. If t′ + s′ ≥ 0,
then (p, p¯) is the solution to (17); stop.
2) Restricted subproblem. Compute t as
t =
(∑
Ix
bj −
∑
Iy
b¯j
)
/(|Ix|+ |Iy|),
and let xj(t) = bj − t, yj(t) = b¯j + t.
3) Feasibility check. Compute
∆x =
∑
ILx
(bj − t), where ILx = {j ∈ Ix |xj(t) ≤ 0},
∆y =
∑
ILy
(b¯j + t), where ILy = {j ∈ Iy | yj(t) ≤ 0}.
4) Stopping criterion. If ∆x = ∆y , then the solution to (17) is
given by p = max{0, b− t} and p¯ = max{0, b¯+ t}; stop.
5) Variable fixing. If ∆x > ∆y , update Ix ← Ix \ ILx , Lx ←
Lx∪ILx . If ∆x < ∆y , update Iy ← Iy \ILy , Ly ← Ly∪ILy .
Go to step 2.
Proposition 19. The algorithm above solves (17).
The proposed algorithm is easy to implement, does not
require sorting, and scales well in practice, as demonstrated
by our experiments on VOC 2007 and MS COCO.
Runtime evaluation. We also compare the runtime of the
proposed variable fixing algorithm and the sorting based
algorithm of [60]. We perform no comparison to [63] as their
code is not available. Furthermore, the algorithms that we
consider are exact, while the method of [63] is approximate
and its runtime is dependent on the required precision. The
experimental setup is the same as in § 5.2 above, and our
results are reported in Table 2.
Dimension d 103 104 105 106 107
Sorting based [60] 0.07 0.56 6.92 85.56 1364.94
Variable fixing (ours) 0.02 0.15 1.48 16.46 169.81
Improvement factor 3.07 3.79 4.69 5.20 8.04
TABLE 2: Runtime (in seconds) for solving 1000 projection
problems onto B(ρ) with ρ = 10 and m = n = d/2, see
Eq. (17). The data is generated i.i.d. from N (0, 1).
We observe consistent improvement in runtime over the
sorting based implementation, and we use our algorithm to
train SVMMLγ in further experiments.
SDCA update: LRML. Finally, we discuss optimization
of the multilabel cross-entropy loss LRML. We show that the
corresponding SDCA update step is equivalent to a certain
entropic projection problem, which we propose to tackle
using the V (t) function introduced above.
Proposition 20. Let L and L∗ in (9) be respectively the LRML
loss and its conjugate from Proposition 7. The dual variables
a , ai corresponding to the training pair (xi, Yi) are updated
as (ay)y∈Yi = − 1λn
(
p− 1k
)
and (aj)j∈Y¯i = − 1λn p¯, where
(p, p¯) = arg min
x≥0, y≥0
α
2 ‖x− b‖2 + 〈x, log x〉+
α
2 ‖y − b¯‖2 + 〈y, log y〉 ,
s.t. 〈1, x〉+ 〈1, y〉 = 1,
(18)
k = |Yi|, α = 〈xi,xi〉λn , b =
(
1
αqj +
1
k
)
j∈Yi , b¯ =
(
1
αqj
)
j∈Y¯i , and
q = W>xi − 〈xi, xi〉 ai.
Moreover, the solution of (18) is given by
pj =
1
αV (αbj − t), ∀ j, p¯j = 1αV (αb¯j − t), ∀ j,
where t is computed from∑
j∈Yi V (qj +
α
k − t) +
∑
j∈Y¯i V (qj − t) = α. (19)
We use a 4-th order Householder’s method [117] to solve
(19), similar to the top-k Ent loss above. Solving the nonlin-
ear equation in t is the main computational challenge when
updating the dual variables. However, as this procedure
does not require iteration over the index partitions, it is
generally faster than optimization of the top-k Ent loss.
6 EXPERIMENTS
This section provides a broad array of experiments on
24 different datasets comparing multiclass and multilabel
performance of the 13 loss functions from § 3. We look at
different aspects of empirical evaluation: performance on
synthetic and real data, use of handcrafted features and
the features extracted from a ConvNet, targeting a specific
performance measure and being generally competitive over
a range of metrics.
In § 6.1, we show on synthetic data that the top-k Enttr
loss targeting specifically the top-2 error outperforms all
competing methods by a large margin. In § 6.2, we focus
on evaluating top-k performance of multiclass methods on
11 real-world benchmark datasets including ImageNet and
Places. In § 6.3, we cover multilabel classification in two
groups of experiments: (i) a comparative study following
[11] on 10 popular multilabel datasets; (ii) image classifi-
cation on Pascal VOC and MS COCO in a novel setting
contrasting multiclass, top-k, and multilabel methods.
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Fig. 4: Synthetic data in R2 (color markers inside of the black
circle) and visualization of top-1 and top-2 predictions (resp.
outside of the circle). (a) top-1 SVMα1 optimizes the top-1
error which increases its top-2 error. (b) top-2 Enttr ignores
top-1 mistakes and optimizes directly the top-2 error.
6.1 Synthetic Example
In this section, we demonstrate in a synthetic experiment
that our proposed top-2 losses outperform the top-1 losses
when the aim is optimal top-2 performance. The dataset
with three classes is shown in the inner circle of Figure 4.
Sampling scheme. First, we generate samples in [0, 7] ⊂
R which is subdivided into 5 segments. All segments have
unit length, except for the 4-th segment which has length 3.
We sample in each of the 5 segments according to the follow-
ing distribution: (0, 1, .4, .3, 0) for class 1; (1, 0, .1, .7, 0) for
class 2; (0, 0, .5, 0, 1) for class 3. Finally, the data is rescaled
to [0, 1] and mapped onto the unit circle.
Samples of different classes are plotted next to each
other for better visibility as there is significant class overlap.
We visualize top-1/2 predictions with two colored circles
outside of the black circle. We sample 200/200/200K points
for training/validation/test and tune C = 1/(λn) in the
range 2−18 to 218. Results are shown in Table 3.
Circle (synthetic)
Method Top-1 Top-2 Method Top-1 Top-2
SVMOVA 54.3 85.8 top-1 SVM1 65.7 83.9
LROVA 54.7 81.7 top-2 SVM0/1 54.4 / 54.5 87.1 / 87.0
SVMMulti 58.9 89.3 top-2 Ent 54.6 87.6
LRMulti 54.7 81.7 top-2 Enttr 58.4 96.1
TABLE 3: Top-k accuracy (%) on synthetic data. Left: Base-
line methods. Right: Top-k SVM (nonsmooth / smooth) and
top-k softmax losses (convex and nonconvex).
In each column, we provide the results for the model (as
determined by the hyperparameter C) that optimizes the
corresponding top-k accuracy. First, we note that all top-1
baselines perform similar in top-1 performance, except for
SVMMulti and top-1 SVM1 which show better results. Next,
we see that our top-2 losses improve the top-2 accuracy
and the improvement is most significant for the nonconvex
top-2 Enttr loss, which is close to the optimal solution for
this dataset. This is because top-2 Enttr provides a tight
bound on the top-2 error and ignores the top-1 errors in
the loss. Unfortunately, similar significant improvements are
not observed on the real-world datasets that we tried. This
might be due to the high dimension of the feature spaces,
which yields well separable problems.
6.2 Multiclass Experiments
The goal of this section is to provide an extensive empirical
evaluation of the loss functions from § 3.2 in terms of top-k
performance. To that end, we compare multiclass and top-k
methods on 11 datasets ranging in size (500 to 2.4M training
examples, 10 to 1000 classes), problem domain (vision,
non-vision), and granularity (scene, object, and fine-grained
classification). The detailed statistics is given in Table 4.
Dataset m n d Dataset m n d
ALOI [121] 1K 54K 128 Indoor 67 [79] 67 5354 4K
Caltech 101 Sil [32] 101 4100 784 Letter [122] 26 10.5K 16
CUB [77] 202 5994 4K News 20 [123] 20 15.9K 16K
Flowers [78] 102 2040 4K Places 205 [2] 205 2.4M 4K
FMD [124] 10 500 4K SUN 397 [4] 397 19.9K 4K
ImageNet 2012 [1] 1K 1.3M 4K
TABLE 4: Statistics of multiclass classification benchmarks
(m: # classes, n: # training examples, d: # features).
Please refer to Table 1 for an overview of the methods
and our naming convention. Further comparison with other
established ranking based losses can be found in [9].
Solvers. We use LibLinear [119] for the one-vs-all base-
lines SVMOVA and LROVA; and our code from [9] for
top-k SVM. We extended the latter to support the smooth
top-k SVMγ and the top-k Ent losses. The multiclass base-
lines SVMMulti and LRMulti correspond respectively to
top-1 SVM and top-1 Ent. For the nonconvex top-k Enttr, we
use the LRMulti solution as an initial point and perform
gradient descent with line search [120]. We cross-validate
hyper-parameters in the range 10−5 to 103, extending it
when the optimal value is at the boundary.
Features. For ALOI, Letter, and News20 datasets, we
use the features provided by the LibSVM [125] datasets.
For ALOI, we randomly split the data into equally sized
training and test sets preserving class distributions. The
Letter dataset comes with a separate validation set, which
we use for model selection only. For News20, we use PCA
to reduce dimensionality of sparse features from 62060 to
15478 preserving all non-singular PCA components6.
For Caltech101 Silhouettes, we use the features and the
train/val/test splits provided by [32].
For CUB, Flowers, FMD, and ImageNet 2012, we use
MatConvNet [126] to extract the outputs of the last fully
connected layer of the VGGNet-16 model [71].
For Indoor 67, SUN 397, and Places 205, we perform the
same feature extraction, but use the VGGNet-16 model of
[73] which was pre-trained on Places 205.
Discussion. The results are given in Table 5, and we
can make several interesting observations. First, while the
OVA schemes perform quite similar to the multiclass ap-
proaches (OVA logistic regression vs. softmax, OVA SVM
vs. multiclass SVM), which confirms earlier observations in
[104], [130], the OVA schemes performed worse on ALOI
and Letter. Thus, we generally recommend the multiclass
losses instead of the OVA schemes.
6. Our SDCA-based solvers are designed for dense inputs.
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ALOI Letter News 20 Caltech 101 Silhouettes
Reference: Top-1: 93± 1.2 [121] Top-1: 97.98 [122] (RBF) Top-1: 86.9 [127] 62.1 79.6 83.4 [32]
Method Top-1 Top-3 Top-5 Top-10 Top-1 Top-3 Top-5 Top-10 Top-1 Top-3 Top-5 Top-10 Top-1 Top-3 Top-5 Top-10
SVMOVA 82.4 89.5 91.5 93.7 63.0 82.0 88.1 94.6 84.3 95.4 97.9 99.5 61.8 76.5 80.8 86.6
LROVA 86.1 93.0 94.8 96.6 68.1 86.1 90.6 96.2 84.9 96.3 97.8 99.3 63.2 80.4 84.4 89.4
SVMMulti 90.0 95.1 96.7 98.1 76.5 89.2 93.1 97.7 85.4 94.9 97.2 99.1 62.8 77.8 82.0 86.9
LRMulti 89.8 95.7 97.1 98.4 75.3 90.3 94.3 98.0 84.5 96.4 98.1 99.5 63.2 81.2 85.1 89.7
top-3 SVM 89.2 95.5 97.2 98.4 74.0 91.0 94.4 97.8 85.1 96.6 98.2 99.3 63.4 79.7 83.6 88.3
top-5 SVM 87.3 95.6 97.4 98.6 70.8 91.5 95.1 98.4 84.3 96.7 98.4 99.3 63.3 80.0 84.3 88.7
top-10 SVM 85.0 95.5 97.3 98.7 61.6 88.9 96.0 99.6 82.7 96.5 98.4 99.3 63.0 80.5 84.6 89.1
top-1 SVM1 90.6 95.5 96.7 98.2 76.8 89.9 93.6 97.6 85.6 96.3 98.0 99.3 63.9 80.3 84.0 89.0
top-3 SVM1 89.6 95.7 97.3 98.4 74.1 90.9 94.5 97.9 85.1 96.6 98.4 99.4 63.3 80.1 84.0 89.2
top-5 SVM1 87.6 95.7 97.5 98.6 70.8 91.5 95.2 98.6 84.5 96.7 98.4 99.4 63.3 80.5 84.5 89.1
top-10 SVM1 85.2 95.6 97.4 98.7 61.7 89.1 95.9 99.7 82.9 96.5 98.4 99.5 63.1 80.5 84.8 89.1
top-3 Ent 89.0 95.8 97.2 98.4 73.0 90.8 94.9 98.5 84.7 96.6 98.3 99.4 63.3 81.1 85.0 89.9
top-5 Ent 87.9 95.8 97.2 98.4 69.7 90.9 95.1 98.8 84.3 96.8 98.6 99.4 63.2 80.9 85.2 89.9
top-10 Ent 86.0 95.6 97.3 98.5 65.0 89.7 96.2 99.6 82.7 96.4 98.5 99.4 62.5 80.8 85.4 90.1
top-3 Enttr 89.3 95.9 97.3 98.5 63.6 91.1 95.6 98.8 83.4 96.4 98.3 99.4 60.7 81.1 85.2 90.2
top-5 Enttr 87.9 95.7 97.3 98.6 50.3 87.7 96.1 99.4 83.2 96.0 98.2 99.4 58.3 79.8 85.2 90.2
top-10 Enttr 85.2 94.8 97.1 98.5 46.5 80.9 93.7 99.6 82.9 95.7 97.9 99.4 51.9 78.4 84.6 90.2
Indoor 67 CUB Flowers FMD
Reference (Top-1): 82.0 [73] 62.8 [128] / 76.37 [129] 86.8 [76] 77.4 [128] / 82.4 [128]
Method Top-1 Top-3 Top-5 Top-10 Top-1 Top-3 Top-5 Top-10 Top-1 Top-3 Top-5 Top-10 Top-1 Top-3 Top-5
SVMOVA 81.9 94.3 96.5 98.0 60.6 77.1 83.4 89.9 82.0 91.7 94.3 96.8 77.4 92.4 96.4
LROVA 82.0 94.9 97.2 98.7 62.3 80.5 87.4 93.5 82.6 92.2 94.8 97.6 79.6 94.2 98.2
SVMMulti 82.5 95.4 97.3 99.1 61.0 79.2 85.7 92.3 82.5 92.2 94.8 96.4 77.6 93.8 97.2
LRMulti 82.4 95.2 98.0 99.1 62.3 81.7 87.9 93.9 82.9 92.4 95.1 97.8 79.0 94.6 97.8
top-3 SVM 81.6 95.1 97.7 99.0 61.3 80.4 86.3 92.5 81.9 92.2 95.0 96.1 78.8 94.6 97.8
top-5 SVM 79.9 95.0 97.7 99.0 60.9 81.2 87.2 92.9 81.7 92.4 95.1 97.8 78.4 94.4 97.6
top-10 SVM 78.4 95.1 97.4 99.0 59.6 81.3 87.7 93.4 80.5 91.9 95.1 97.7
top-1 SVM1 82.6 95.2 97.6 99.0 61.9 80.2 86.9 93.1 83.0 92.4 95.1 97.6 78.6 93.8 98.0
top-3 SVM1 81.6 95.1 97.8 99.0 61.9 81.1 86.6 93.2 82.5 92.3 95.2 97.7 79.0 94.4 98.0
top-5 SVM1 80.4 95.1 97.8 99.1 61.3 81.3 87.4 92.9 82.0 92.5 95.1 97.8 79.4 94.4 97.6
top-10 SVM1 78.3 95.1 97.5 99.0 59.8 81.4 87.8 93.4 80.6 91.9 95.1 97.7
top-3 Ent 81.4 95.4 97.6 99.2 62.5 81.8 87.9 93.9 82.5 92.0 95.3 97.8 79.8 94.8 98.0
top-5 Ent 80.3 95.0 97.7 99.0 62.0 81.9 88.1 93.8 82.1 92.2 95.1 97.9 79.4 94.4 98.0
top-10 Ent 79.2 95.1 97.6 99.0 61.2 81.6 88.2 93.8 80.9 92.1 95.0 97.7
top-3 Enttr 79.8 95.0 97.5 99.1 62.0 81.4 87.6 93.4 82.1 92.2 95.2 97.6 78.4 95.4 98.2
top-5 Enttr 76.4 94.3 97.3 99.0 61.4 81.2 87.7 93.7 81.4 92.0 95.0 97.7 77.2 94.0 97.8
top-10 Enttr 72.6 92.8 97.1 98.9 59.7 80.7 87.2 93.4 77.9 91.1 94.3 97.3
SUN 397 (10 splits) Places 205 (val) ImageNet 2012 (val)
Reference: Top-1: 66.9 [73] 60.6 88.5 [73] 76.3 93.2 [71]
Method Top-1 Top-3 Top-5 Top-10 Top-1 Top-3 Top-5 Top-10 Top-1 Top-3 Top-5 Top-10
SVMMulti 65.8± 0.1 85.1± 0.2 90.8± 0.1 95.3± 0.1 58.4 78.7 84.7 89.9 68.3 82.9 87.0 91.1
LRMulti 67.5± 0.1 87.7± 0.2 92.9± 0.1 96.8± 0.1 59.0 80.6 87.6 94.3 67.2 83.2 87.7 92.2
top-3 SVM 66.5± 0.2 86.5± 0.1 91.8± 0.1 95.9± 0.1 58.6 80.3 87.3 93.3 68.2 84.0 88.1 92.1
top-5 SVM 66.3± 0.2 87.0± 0.2 92.2± 0.2 96.3± 0.1 58.4 80.5 87.4 94.0 67.8 84.1 88.2 92.4
top-10 SVM 64.8± 0.3 87.2± 0.2 92.6± 0.1 96.6± 0.1 58.0 80.4 87.4 94.3 67.0 83.8 88.3 92.6
top-1 SVM1 67.4± 0.2 86.8± 0.1 92.0± 0.1 96.1± 0.1 59.2 80.5 87.3 93.8 68.7 83.9 88.0 92.1
top-3 SVM1 67.0± 0.2 87.0± 0.1 92.2± 0.1 96.2± 0.0 58.9 80.5 87.6 93.9 68.2 84.1 88.2 92.3
top-5 SVM1 66.5± 0.2 87.2± 0.1 92.4± 0.2 96.3± 0.0 58.5 80.5 87.5 94.1 67.9 84.1 88.4 92.5
top-10 SVM1 64.9± 0.3 87.3± 0.2 92.6± 0.2 96.6± 0.1 58.0 80.4 87.5 94.3 67.1 83.8 88.3 92.6
top-3 Ent 67.2± 0.2 87.7± 0.2 92.9± 0.1 96.8± 0.1 58.7 80.6 87.6 94.2 66.8 83.1 87.8 92.2
top-5 Ent 66.6± 0.3 87.7± 0.2 92.9± 0.1 96.8± 0.1 58.1 80.4 87.4 94.2 66.5 83.0 87.7 92.2
top-10 Ent 65.2± 0.3 87.4± 0.1 92.8± 0.1 96.8± 0.1 57.0 80.0 87.2 94.1 65.8 82.8 87.6 92.1
TABLE 5: Top-k accuracy (%) on various datasets. The first line is a reference performance on each dataset and reports
top-1 accuracy except when the numbers are aligned with Top-k. We compare the one-vs-all and multiclass baselines with
the top-k SVMα [9] as well as the proposed smooth top-k SVMαγ , top-k Ent, and the nonconvex top-k Enttr.
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Comparing the softmax loss and multiclass SVM, we
see that there is no clear winner in top-1 performance, but
softmax consistently outperforms multiclass SVM in top-k
performance for k > 1. This might be due to the strong
property of softmax being top-k calibrated for all k. Note
that this trend is uniform across all datasets, in particular,
also for the ones where the features are not coming from a
ConvNet. Both the smooth top-k SVM and the top-k entropy
losses perform slightly better than softmax if one compares
specific top-k errors. However, the good performance of
the truncated top-k entropy loss on synthetic data did not
transfer to the real world datasets.
Places 205 (val)
Method Top-1 Top-3 Top-5 Top-10
LRMulti 59.97 81.39 88.17 94.59
top-3 SVM1 (FT) 60.73 82.09 88.58 94.56
top-5 SVM1 (FT) 60.88 82.18 88.78 94.75
top-3 Enttr (FT) 60.51 81.86 88.69 94.78
top-5 Enttr (FT) 60.48 81.66 88.66 94.80
LRMulti (FT) 60.73 82.07 88.71 94.82
ImageNet 2012 (val)
Method Top-1 Top-3 Top-5 Top-10
LRMulti 68.60 84.29 88.66 92.83
top-3 SVM1 (FT) 71.66 86.63 90.55 94.17
top-5 SVM1 (FT) 71.60 86.67 90.56 94.23
top-3 Enttr (FT) 71.41 86.80 90.77 94.35
top-5 Enttr (FT) 71.20 86.57 90.75 94.38
LRMulti (FT) 72.11 87.08 90.88 94.38
TABLE 6: Top-k accuracy (%), as reported by Caffe [131], on
large scale datasets after fine-tuning (FT) for approximately
one epoch on Places and 3 epochs on ImageNet. The first
line (LRMulti) is the reference performance w/o fine-tuning.
Fine-tuning experiments. We also performed a number
of fine-tuning experiments where the original network was
trained further for 1-3 epochs with the smooth top-k hinge
and the truncated top-k entropy losses7. The motivation
was to see if the full end-to-end training would be more
beneficial compared to training just the classifier. Results are
reported in Table 6. We should note that the setting is now
slightly different: there is no feature extraction step with
the MatConvNet and there is a non-regularized bias term in
Caffe [131]. We see that the top-k specific losses are able to
improve the performance compared to the reference model,
and that, on Places 205, the smooth top-5 SVM1 loss achieves
the best top-1..5 performance. However, in this set of ex-
periments, we also observed similar improvements when
fine-tuning with the standard softmax loss, which achieves
the best performance on ImageNet 2012. Further training
beyond 3 epochs did not change the results significantly.
Conclusion. We see that a safe choice for multiclass
problems seems to be the LRMulti loss as it yields reasonably
good results in all top-k errors. A competitive alternative
is the smooth SVMMultiγ loss which can be faster to train
(see runtime experiments in § 5.2). If one wants to optimize
directly for a top-k error (at the cost of a higher top-1 error),
7. Code: https://github.com/mlapin/caffe/tree/topk
emotions
Method RLoss HLoss Acc SAcc Fmic1 F
mac
1 F
inst
1
RF-PCT [11] 0.151 0.189 51.9 30.7 67.2 65.0 61.1
HOMER [11] 0.297 0.361 47.1 16.3 58.8 57.0 61.4
BR [11] (RBF) 0.246 0.257 36.1 12.9 50.9 44.0 46.9
LRML 0.186 0.239 53.6 22.8 66.9 66.6 64.0
SVMML 0.217 0.238 50.4 23.3 63.4 65.2 63.9
SVMMLγ 0.178 0.230 54.0 23.3 67.3 66.7 65.5
LRML (RBF) 0.225 0.266 47.2 19.3 61.1 62.0 58.4
SVMML (RBF) 0.186 0.224 53.0 21.3 65.5 64.3 64.1
SVMMLγ (RBF) 0.187 0.224 49.3 21.3 65.5 64.2 61.1
TABLE 9: Continuation of Table 7.
then further improvements are possible using either the
smooth top-k SVM or the top-k entropy losses.
6.3 Multilabel Experiments
The aim of this section is threefold. First, we establish
competitive performance of our multilabel classification
methods from § 3.3 comparing them to the top 3 methods
from an extensive experimental study by Madjarov et al. [11]
on 10 multilabel benchmark datasets of varying scale and
complexity. Next, we discuss an interesting learning setting
when top-k classification methods emerge as a transition
step between multiclass and multilabel approaches. Finally,
we evaluate multiclass, top-k, and multilabel classification
methods on Pascal VOC 2007 [12] and the more challenging
Microsoft COCO [3] image classification benchmarks.
Dataset m n d lc Dataset m n d lc
bibtex [134] 159 5K 2K 2.40 enron [135] 53 1K 1K 3.38
bookmarks [134] 208 60K 2K 2.03 mediamill [136] 101 31K 120 4.38
corel5k [137] 374 4.5K 499 3.52 medical [97] 45 645 1.5K 1.25
delicious [133] 983 13K 500 19.02 scene [138] 6 1.2K 294 1.07
emotions [139] 6 391 72 1.87 yeast [99] 14 1.5K 103 4.24
VOC 2007 [12] 20 5K 2K 1.46 MS COCO [3] 80 83K 2K 2.91
TABLE 8: Statistics of multilabel benchmarks (m: # classes,
n: # training examples, d: # features, lc: label cardinality).
Multilabel classification. Here, we seek to establish a
solid baseline to evaluate our implementation of the multi-
label SVMML, smooth SVMMLγ , and the LRML methods. To
that end, we follow the work of Madjarov et al. [11] who
provide a clear description of the evaluation protocol and
an extensive experimental comparison of 12 multilabel clas-
sification methods on 11 datasets reporting 16 performance
metrics. We limit our comparison to the 3 best performing
methods from their study, namely the random forest of
predicting clustering trees [132], the hierarchy of multilabel
classifiers [133], and the binary relevance method using
SVMOVA. We report results on 10 datasets as there was an
issue with the published train/test splits on the remaining
benchmark8. The datasets vary greatly in size and label
cardinality (the average number of labels per example),
as can be seen from the basic statistics in Table 8. Further
details about each of the datasets can be found in [11].
We follow closely the evaluation protocol of [11] except
for the selection of the cut-off threshold δ (see § 3.1 for
8. See https://github.com/tsoumakas/mulan/issues/4 for details.
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bibtex bookmarks corel5k
Method RLoss HLoss Acc SAcc Fmic1 F
mac
1 F
inst
1 RLoss HLoss Acc SAcc F
mic
1 F
mac
1 F
inst
1 RLoss HLoss Acc SAcc F
mic
1 F
mac
1 F
inst
1
RF-PCT [11] 0.093 0.013 16.6 9.8 23.0 5.5 21.2 0.104 0.009 20.4 18.9 23.6 10.1 21.3 0.117 0.009 0.9 0.0 1.8 0.4 1.4
HOMER [11] 0.255 0.014 33.0 16.5 42.9 26.6 42.6 - - - - - - - 0.352 0.012 17.9 0.2 27.5 3.6 28.0
BR [11] (RBF) 0.068 0.012 34.8 19.4 45.7 30.7 43.3 - - - - - - - 0.117 0.017 3.0 0.0 5.9 2.1 4.7
LRML 0.053 0.013 30.9 14.2 42.5 35.0 38.8 0.079 0.009 22.5 16.5 29.5 21.7 27.0 0.101 0.009 17.5 0.0 27.1 6.4 27.3
SVMML 0.094 0.013 28.6 13.2 40.6 31.5 36.1 0.140 0.009 24.0 19.8 27.5 18.4 26.7 0.205 0.009 9.9 0.8 18.5 5.0 17.5
SVMMLγ 0.073 0.013 31.4 16.2 43.5 33.5 39.3 0.091 0.009 28.0 20.7 34.0 22.6 32.4 0.174 0.009 18.8 1.0 29.4 5.9 26.3
LRML (RBF) 0.054 0.013 33.8 14.6 45.4 31.8 42.0 0.072 0.009 25.1 19.7 33.1 24.6 29.0 0.101 0.009 18.0 1.0 28.5 6.0 27.8
SVMML (RBF) 0.067 0.013 36.2 19.0 46.5 37.1 44.6 0.103 0.009 30.3 22.9 35.8 26.0 34.9 0.107 0.009 18.1 1.8 28.8 6.7 27.2
SVMMLγ (RBF) 0.067 0.012 36.6 18.4 46.5 37.2 44.6 0.079 0.008 31.8 23.0 38.0 28.0 36.7 0.105 0.009 19.3 1.8 30.2 6.8 28.8
delicious enron mediamill
Method RLoss HLoss Acc SAcc Fmic1 F
mac
1 F
inst
1 RLoss HLoss Acc SAcc F
mic
1 F
mac
1 F
inst
1 RLoss HLoss Acc SAcc F
mic
1 F
mac
1 F
inst
1
RF-PCT [11] 0.106 0.018 14.6 0.7 24.8 8.3 24.4 0.079 0.046 41.6 13.1 53.7 12.2 55.2 0.047 0.029 44.1 12.2 56.3 11.2 58.9
HOMER [11] 0.379 0.022 20.7 0.1 33.9 10.3 34.3 0.183 0.051 47.8 14.5 59.1 16.7 61.3 0.177 0.038 41.3 5.3 55.3 7.3 57.9
BR [11] (RBF) 0.114 0.018 13.6 0.4 23.4 9.6 23.0 0.084 0.045 44.6 14.9 56.4 14.3 58.2 0.061 0.032 40.3 8.0 53.3 5.6 55.7
LRML 0.123 0.019 11.6 0.3 21.4 10.9 19.5 0.074 0.055 38.5 7.8 53.0 21.9 50.4 0.042 0.033 41.2 7.8 54.8 17.1 54.4
SVMML 0.184 0.019 6.9 0.2 11.1 6.6 12.2 0.136 0.055 38.9 10.5 50.3 21.6 50.9 0.102 0.034 35.6 7.9 47.2 16.5 49.2
SVMMLγ 0.163 0.019 14.9 0.3 27.1 12.1 23.6 0.095 0.050 42.8 10.5 56.2 23.2 54.9 0.058 0.032 41.8 8.4 56.1 17.7 54.7
LRML (RBF) 0.096 0.019 22.1 1.5 37.2 12.4 34.5 0.070 0.047 46.3 13.0 58.4 20.3 57.9 0.042 0.033 42.0 10.0 56.2 21.8 53.3
SVMML (RBF) 0.137 0.018 17.8 1.7 32.4 16.7 26.4 0.090 0.047 46.6 15.0 58.1 26.8 58.4 0.072 0.031 43.3 11.8 57.6 25.9 55.3
SVMMLγ (RBF) 0.099 0.018 23.1 1.6 39.0 18.2 35.7 0.076 0.047 48.6 16.1 59.5 26.9 59.9 0.046 0.029 46.6 13.3 61.0 27.1 58.7
medical scene yeast
Method RLoss HLoss Acc SAcc Fmic1 F
mac
1 F
inst
1 RLoss HLoss Acc SAcc F
mic
1 F
mac
1 F
inst
1 RLoss HLoss Acc SAcc F
mic
1 F
mac
1 F
inst
1
RF-PCT [11] 0.024 0.014 59.1 53.8 69.3 20.7 61.6 0.072 0.094 54.1 51.8 66.9 65.8 55.3 0.167 0.197 47.8 15.2 61.7 32.2 61.4
HOMER [11] 0.090 0.012 71.3 61.0 77.3 28.2 76.1 0.119 0.082 71.7 66.1 76.4 76.8 74.5 0.205 0.207 55.9 21.3 67.3 44.7 68.7
BR [11] (RBF) 0.021 0.077 20.6 0.0 34.3 36.1 32.8 0.060 0.079 68.9 63.9 76.1 76.5 71.4 0.164 0.190 52.0 19.0 65.2 39.2 65.0
LRML 0.024 0.013 68.7 56.9 76.2 35.1 75.2 0.081 0.120 58.3 39.4 67.2 68.4 66.3 0.352 0.264 36.0 8.4 48.3 44.4 48.0
SVMML 0.026 0.013 72.9 62.8 78.4 34.8 77.5 0.082 0.114 60.7 46.0 68.7 69.5 67.7 0.424 0.280 31.3 5.8 46.7 42.9 45.6
SVMMLγ 0.023 0.012 73.1 60.2 78.7 36.7 77.4 0.081 0.114 60.4 44.1 68.7 69.5 67.6 0.366 0.261 35.6 9.5 46.6 44.7 47.3
LRML (RBF) 0.031 0.016 64.9 46.5 72.6 28.0 71.4 0.068 0.096 63.6 54.3 72.0 73.0 70.5 0.160 0.193 55.1 19.0 67.5 47.1 66.9
SVMML (RBF) 0.027 0.012 72.5 61.7 78.9 36.6 76.6 0.069 0.088 69.1 58.0 75.1 75.9 75.4 0.159 0.188 56.2 21.6 68.2 48.1 66.7
SVMMLγ (RBF) 0.027 0.012 72.5 61.6 78.9 36.6 77.2 0.064 0.088 68.0 58.0 74.7 75.2 75.0 0.157 0.187 56.2 19.8 68.4 48.2 67.0
TABLE 7: Multilabel classification. The 3 best performing methods from the study by Madjarov et al. [11] are compared
to our multilabel methods from § 3.3. Baselines: RF-PCT – random forest of predicting clustering trees [132]; HOMER
– hierarchy of multilabel classifiers [133]; BR – binary relevance method using SVMOVA. HOMER and all the methods
marked with (RBF) use an RBF kernel. Following [55], the cut-off threshold δ for our methods is chosen by cross validation.
definition). Following [97], Madjarov et al. choose δ by
matching label cardinality between the training and test
data. While it is fast and easy to compute, that approach
has two drawbacks: (i) being an instance of transductive
learning, the method requires re-computation of δ every
time test data changes; (ii) the choice of δ is not tuned to
any performance measure and is likely to be suboptimal. In
our experiments (not reported here), we observed generally
comparable, but slightly lower results compared to when δ
is selected on a validation set as discussed next.
Instead, Koyejo et al. [55] recently showed that a consis-
tent classifier is obtained when one computes δ by optimiz-
ing a given performance measure on a hold-out validation
set. While there are at most mn distinct values of δ that
would need to be considered, we limit the search to the grid
{−10(−5.9:.2:1), 0, 10(−5.9:.2:1)} of 71 values.
Following [11], we use 10-fold cross-validation to select
C = 1/(λn), the RBF kernel parameter θ = 1/(2σ2), and
the threshold δ, as described above. We use rather large and
fine-grained grids both for C (from 2−20 to 25) and θ (from
2−15 to 23). The smoothing parameter is always set γ = 1.
Tables 7 and 9 present our experimental results. We
report 7 performance metrics previously introduced in § 3.1
and tune the hyper-parameters for each metric individually.
All metrics, except the rank loss and the hamming loss, are
given in percents. Since the RF-PCT method did not use
the RBF kernel in [55], we also report results with the linear
kernel for our methods in the middle section of each table.
Overall, experimental results indicate competitive per-
formance of our methods across all datasets and evaluation
measures. Specifically, we highlight that the smooth SVMMLγ
with the RBF kernel yields the best performance in 38
out of 70 cases. On the two largest datasets, bookmarks
and delicious, where the previous methods even struggled
to complete training, we are able to achieve significant
performance improvements both in rank loss as well as in
partition-based measures. Finally, we note that while the
previous methods show rather large variability in perfor-
mance, all three of our multilabel methods tend to be more
stable and show results that are concentrated around the
best performing method in each of the cases.
Multiclass to multilabel. Collecting ground truth anno-
tation is hard. Even when the annotation is simply an image
level tag, providing a consistent and exhaustive list of labels
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Labels Method aero bike bird boat bottle bus car cat chair cow table dog horse mbike prsn plant sheep sofa train tv mAP
multi-
class
LRMulti 99.2 95.0 92.5 92.3 61.9 86.6 93.4 95.8 55.3 85.8 82.0 92.1 97.2 91.5 93.2 70.8 82.1 82.6 97.8 81.1 86.4
top-k Ent 99.1 96.0 92.3 95.4 62.1 89.2 93.9 95.3 58.5 88.1 72.8 94.2 97.3 93.8 93.0 67.9 87.7 83.4 97.6 85.3 87.1
SVMMulti 99.5 94.0 97.0 96.8 62.1 93.4 94.6 97.5 65.0 89.9 85.1 97.4 97.8 95.5 93.7 71.0 90.2 84.4 98.7 82.3 89.3
top-k SVMα 99.3 95.5 94.7 95.5 61.5 91.9 94.6 97.4 66.7 89.0 80.8 97.1 97.7 95.4 95.3 70.7 90.2 84.3 98.5 84.8 89.0
top-k SVMβ 99.4 95.5 96.0 95.9 63.5 92.6 94.6 97.4 66.1 90.2 84.1 97.1 97.8 95.5 95.0 70.9 91.7 84.6 98.5 83.9 89.5
SVMMultiγ 99.4 95.4 95.0 95.5 64.3 91.9 94.4 97.0 64.0 90.0 84.7 96.1 97.7 94.8 94.2 70.6 89.7 84.6 98.3 83.3 89.0
top-k SVMαγ 99.3 96.0 93.2 95.0 63.6 90.7 94.3 97.0 62.4 89.3 79.7 96.0 97.6 95.0 95.0 70.2 89.5 84.4 98.3 83.9 88.5
top-k SVMβγ 99.3 95.6 94.7 95.2 64.4 91.8 94.5 97.1 65.1 89.8 84.2 96.3 97.7 94.9 94.8 70.6 89.7 84.6 98.4 84.0 89.1
multi-
label
LRML 98.8 94.2 92.3 90.6 56.6 83.3 92.1 95.8 65.0 85.3 84.0 93.9 96.5 93.6 92.5 69.4 83.8 81.2 97.7 78.2 86.2
SVMML 99.5 96.5 97.5 96.7 71.8 93.6 95.3 97.8 79.3 92.0 87.6 98.4 98.2 96.6 97.9 73.1 93.3 83.8 98.7 88.5 91.8
SVMMLγ 99.6 96.3 97.1 96.4 69.5 93.3 94.9 97.5 76.7 91.3 88.0 98.0 98.3 96.6 98.1 72.6 93.2 83.7 98.6 88.0 91.4
TABLE 10: Pascal VOC 2007 classification results. Evaluation of multiclass, top-k, and multilabel classification methods.
Methods in the “multiclass” section above use only a single label per image, while methods in the “multilabel” section use
all annotated labels. Please see the section Multiclass to multilabel for further details on the learning setting.
Method R@1 R@3 R@5 RLoss HLoss Acc SAcc Fmic1 F
mac
1 F
inst
1
LRMulti 76.2 94.3 98.0 0.016 0.029 73.2 54.4 78.1 75.0 80.0
top-k Ent 76.1 94.3 97.8 0.016 0.038 48.1 44.0 59.8 72.1 61.7
SVMMulti 76.5 94.1 97.6 0.017 0.025 76.0 60.6 80.3 77.5 81.9
top-k SVMα 76.4 94.6 98.0 0.015 0.025 76.6 61.3 81.4 77.9 81.7
top-k SVMβ 76.8 95.2 98.1 0.014 0.024 77.3 62.0 82.0 78.6 83.1
SVMMultiγ 76.6 94.7 98.0 0.015 0.025 75.9 60.0 81.2 78.3 82.3
top-k SVMαγ 76.4 95.0 98.2 0.015 0.025 76.2 59.3 81.2 76.7 81.5
top-k SVMβγ 76.7 95.2 98.1 0.014 0.024 76.7 60.5 82.2 78.1 82.8
LRML 76.5 96.3 98.9 0.010 0.027 75.2 59.8 81.3 77.4 80.7
SVMML 78.0 96.8 98.9 0.008 0.019 81.6 69.8 85.8 81.9 86.1
SVMMLγ 77.9 97.3 99.1 0.008 0.018 82.4 70.8 86.8 83.0 86.4
TABLE 11: Pascal VOC 2007 multilabel classification results.
for every image in the training set would require significant
effort. It is much easier to provide a weaker form of an-
notation where only a single prominent object is tagged. An
interesting question is then whether it is still possible to train
multilabel classifiers from multiclass annotation. And if so,
how large is the performance gap compared to methods
trained with full multilabel annotation? In the following, we
set to explore that setting and answer the questions above.
We also note that top-k classification emerges naturally
as an intermediate step between multiclass and multilabel
learning. Recall that top-k loss functions operate in the
multiclass setting where there is a single label per example,
but that label is hard to guess correctly on the first attempt.
One could imagine that the example is actually associated
with k labels, but only a single label is revealed in the
annotation. Therefore, it is also interesting to see if our
top-k loss functions can offer an advantage over the classic
multiclass losses in this setting.
To evaluate the multiclass, top-k, and multilabel loss
functions on a common task, we choose two multilabel
image classification benchmarks: Pascal VOC 2007 and Mi-
crosoft COCO. Multilabel methods are trained using full
image level annotation (i.e. all class labels, but no bounding
boxes or segmentation), while multiclass and top-k methods
are trained using a single label per image. Both datasets offer
object level bounding box annotations which can be used to
estimate relative sizes of objects in the scene. For multiclass
training, we only keep the label of the largest object, which
is our proxy to estimating the prominent object in the image.
All methods are evaluated using full annotation at test time.
Note that except for pruning the training labels, we do not
use bounding boxes anywhere during training or testing.
Experimental setup. We use 5K images for training and
5K for testing on Pascal VOC 2007, and 83K for training and
40K for testing on the MS COCO validation set. We split the
training data in half for parameter tuning, and re-train on
the full set for testing. We tune the regularization parameter
C = 1/(λn) in the range from 2−20 to 215, and the top-k
parameter k in the range {2, 3, 4, 5}. For the partition-based
measures, we also tune the threshold δ in the range [0.1, 10]
with 100 equally spaced points. That range was chosen by
observing the distribution of δ when it is computed by
matching the label cardinality between training and test
data. All hyper-parameters are tuned for each method and
performance metric individually.
To isolate the effect of loss functions on classifier training
from feature learning, we follow the classic approach of
extracting features as a pre-processing step and then train
our classifiers on the fixed image representation. We use
our own implementation of SDCA based solvers for all of
the methods considered in this section. That offers strong
convergence guarantees due to (i) convexity of the objective
and (ii) having the duality gap as the stopping criterion.
Our feature extraction pipeline is fairly common and
follows the steps outlined in [71], [87]. We compute mul-
tiple feature vectors per image. Every original image is
resized isotropically so that the smallest side is equal to
Q ∈ {256, 384, 512} pixels, and then horizontal flips are
added for a total of 6 images at 3 scales. We use MatConvNet
[126] and apply the ResNet-152 model [72] which has been
pre-trained on ImageNet. We extract features from the pool5
layer and obtain about 500 feature vectors of dimension
2048 per image on Pascal VOC (the exact number depends
on the size of the original image). To reduce computational
costs on COCO, we increase the stride of that layer to 2 for
Q ∈ {384, 512}, which yields about 140 feature vectors per
image and a total of n = 12M training examples. Unlike
[87], we do not compute an additional global descriptor
and also perform no normalization. Our preliminary exper-
iments showed no advantage in doing so, and we decided
to keep the pipeline close to the original ResNet network.
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Labels Method mAP P@1 P@2 P@3 P@5 R@1 R@3 R@5 R@10 RLoss HLoss Acc SAcc Fmic1 F
mac
1 F
inst
1
multi-
class
LRMulti 54.6 92.6 66.9 52.2 37.0 44.8 65.8 73.9 82.9 0.066 0.028 43.4 15.9 52.4 41.1 55.8
SVMMulti 54.2 92.8 66.9 51.9 36.6 44.9 65.6 73.4 83.5 0.057 0.025 48.3 20.7 55.6 43.3 60.1
top-k SVMα 58.3 92.8 68.1 53.2 37.5 44.9 66.8 74.8 83.7 0.054 0.025 48.8 20.8 56.8 44.4 59.9
top-k SVMβ 59.0 93.2 68.4 53.2 37.5 45.0 66.9 74.7 84.0 0.053 0.025 49.7 21.2 57.5 44.5 61.3
SVMMultiγ 58.1 93.0 67.7 52.8 37.2 45.0 66.5 74.3 83.6 0.056 0.025 48.9 20.2 56.5 44.6 60.6
top-k SVMαγ 58.4 92.8 68.1 53.2 37.5 44.9 66.8 74.8 83.7 0.055 0.025 48.4 20.4 57.0 44.5 60.3
top-k SVMβγ 59.1 93.2 68.4 53.3 37.4 45.0 66.9 74.7 83.7 0.054 0.025 49.3 20.9 57.2 44.4 60.9
multi-
label
LRML 58.2 92.8 76.3 61.8 44.2 44.9 75.5 84.6 93.2 0.021 0.030 43.7 16.9 52.9 49.6 55.6
SVMML 63.0 92.1 72.9 57.4 40.6 44.1 70.8 78.9 89.1 0.040 0.024 49.5 25.6 58.3 50.6 60.5
SVMMLγ 71.0 95.7 79.5 63.4 44.6 46.2 77.1 85.3 93.2 0.020 0.021 57.4 29.8 65.5 58.9 67.9
TABLE 12: MS COCO multilabel classification results. Methods in the “multiclass” section use only a single label per
image, while methods in the “multilabel” section use all annotated labels. Please see the section Multiclass to multilabel
for further details on the learning setting, and § 3.1 for details on the evaluation measures.
Every feature vector can be mapped to a region in the
original image. For training, we simply replicate the same
image labels effectively increasing the size of the training
set. At test time, we obtain a single ranking of class labels
per image by max pooling the scores for each class. We
follow this basic setup, but note that a 1 − 2% improve-
ment is possible with a more sophisticated aggregation of
information from the different image regions [84], [87].
Pascal VOC 2007. Here, we discuss the results presented
in Tables 10 and 11. We start with the first table which
reports the standard VOC evaluation measure, the mean
AP. First, we compare top-1 (multiclass) and top-k classi-
fication methods. As before, although the differences are
small, we see consistent improvements in each of the three
groups: LRMulti to top-k Ent, SVMMulti to top-k SVMβ , and
SVMMultiγ to top-k SVMβγ . The best top-1 method is SVMMulti
with 89.3% mAP, which is outperformed by top-k SVMβ
reporting the best multiclass result of 89.5% mAP.
Next, we look at the performance gap between multi-
class and multilabel settings. The best mAP of 91.8% is
achieved by the multilabel SVM, SVMML, which exploits
full annotation to boost its performance. However, the gap
of just above 2% suggests a non-trivial trade-off between the
additional annotation effort and the resulting classification
performance. One limitation of the results on VOC 2007 is
the relatively low label cardinality of only 1.5 labels per
image. We will see how the picture changes on COCO where
the label cardinality is about 3 labels per image.
Comparing the smooth and nonsmooth losses, we see
that nonsmooth loss functions tend to perform better on
this dataset. Moreover, SVM seems to perform significantly
better than softmax. While this is a somewhat surprising
result, it has been observed previously, e.g. with the R-CNN
detector [140], [141], and with deeply-supervised CNNs
[142], even though their comparison was to OVA SVM.
Finally, we note that the current state of the art classifi-
cation results on VOC 2007 are reported in [84], [87], [89].
Our 91.8% mAP of SVMML matches exactly the result of
LSSVM-Max in [87], which operates in the setting closest
to ours in terms of image representation and the learning
architecture. Their proposed PRSVM method performs ad-
ditional inference (as opposed to simple max pooling) and
achieves 92.9% mAP. Multiscale orderless pooling from [84]
is directly comparable to our setting and yields 90.8% mAP.
Performing inference on the extracted image regions, they
too report around 93% mAP, while additionally exploiting
bounding box annotations boosts the performance to 93.7%.
While mAP is the established performance measure
on Pascal VOC datasets, it does not evaluate how well
a method captures inter-class correlations since the AP is
computed for each class independently. To address this lim-
itation, we also report a number of multilabel performance
metrics from § 3.1 in Table 11. The best performing method
in the multiclass category is again top-k SVMβ , but the im-
provement over the baseline SVMMulti is more pronounced.
Furthermore, the smooth SVMMLγ now clearly outperforms
its nonsmooth counterpart also significantly increasing the
gap between multiclass and multilabel methods.
MS COCO. Table 12 presents our results on the MS
COCO benchmark. The general trend is similar to that
observed on VOC 2007: top-k methods tend to outper-
form top-1 multiclass baselines, but are outperformed by
multilabel methods that exploit full annotation. However,
the differences between the methods are more meaningful
on this dataset. In particular, smooth top-k SVMβγ achieves
59.1% mAP, which is a 1% improvement over SVMMultiγ ,
while multilabel SVMMLγ boosts the performance to 71%.
The improvement of over 10% highlights the value of
multilabel annotation, even though this result is subject
to the bias of our label selection procedure for multiclass
methods: small objects may have not been repesented well.
That class imbalance could be also the reason for relatively
poor mAP performance of SVMMulti and LRMulti methods in
these experiments.
The current state of the art classification results on COCO
are reported in [84]. A comparable architecture achieved
69.7% mAP, while performing inference on the multiple
regions per image and exploiting the bounding box anno-
tations boosted the performance to 73% mAP.
Looking at multilabel evaluation measures, we can also
make a few interesting observations. First, the rank loss
seems to correlate well with the other performance mea-
sures, which is good since that is the metric that our loss
functions are designed to optimize. Second, strong perfor-
mance at P@1 suggests that a single guess is generally
sufficient to guess a correct label. However, due to high class
imbalance this result is not too impressive and is humbled
by the performance of R@k: even 10 attempts may not
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suffice to guess all relevant labels. The difficulty of properly
ranking the less represented classes is also highlighted by
the relatively low accuracy and subset accuracy results,
although the latter metric may be too stringent for a large
scale benchmark.
7 CONCLUSION
We have done an extensive experimental study of multi-
class, top-k, and multilabel performance optimization. We
observed that the softmax loss and the smooth hinge loss are
competitive across all top-k errors and should be considered
the primary candidates in practice. Our new top-k loss
functions can further improve these results, especially if
one is targeting a particular top-k error as the performance
measure, or if the training examples are multilabel in nature.
The latter transition from multiclass to multilabel classifi-
cation indicates that effective multilabel classifiers can be
trained from single label annotations. Our results also show
that the classical multilabel SVM is competitive in mAP on
Pascal VOC 2007, however, the proposed smooth multilabel
SVM outperforms the competing methods in other metrics
on Pascal VOC, and in all metrics on MS COCO. Finally,
we would like to highlight our optimization schemes for
top-k Ent, top-k SVMγ , and SVMMLγ , which include the soft-
max loss and multiclass, multilabel SVM as special cases.
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APPENDIX A
PROOFS FROM § 3
A.1 Proof of Proposition 2
Proof. We take the convex conjugate of the top-k hinge
loss, which was derived in [9, Proposition 2], and add a
regularizer γ2 〈v, v〉 to obtain the γ-strongly convex con-
jugate loss L∗γ(v). Note that since vy = −
∑
j 6=y vj and
ay = fy(x)−fy(x) = 0, we only need to work with (m−1)-
dimensional vectors where the y-th coordinate is removed.
The primal loss Lγ(a), obtained as the convex conjugate
of L∗γ(v), is 1/γ-smooth due to a known result in convex
analysis [107] (see also [8, Lemma 2]). We now derive a
formula to compute it based on the Euclidean projection
onto the top-k simplex. By definition,
Lγ(a) = sup
v′∈Rm
{〈a, v′〉 − L∗γ(v′)}
= max
v∈∆αk (1)
{〈a\y, v〉 − γ2 〈v, v〉+ 〈v, c\y〉}
= − 1γ minv
γ∈∆αk (1)
{
1
2 〈v, v〉 − 〈(a+ c)\y, v〉
}
.
For the constraint vγ ∈ ∆αk (1), we have
〈1, v/γ〉 ≤ 1, 0 ≤ vi/γ ≤ 1k 〈1, v/γ〉 ⇐⇒
〈1, v〉 ≤ γ, 0 ≤ vi ≤ 1k 〈1, v〉 ⇐⇒ v ∈ ∆αk (γ).
The final expression follows from the fact that
arg min
v∈∆αk (γ)
{
1
2 〈v, v〉 − 〈(a+ c)\y, v〉
}
≡ arg min
v∈∆αk (γ)
‖(a+ c)\y − v‖2 ≡ proj∆αk (γ)(a+ c)
\y.
A.2 Proof of Proposition 3
Proof. Here, we use the notation u , f(x) as we need to take
special care of the differences fj(x)−fy(x) when computing
the conjugate. Therefore, the softmax loss is
L(u) = log
(∑
j∈Y exp(uj − uy)
)
= log
(∑
j∈Y exp(aj)
)
,
where a = Hyu as before and Hy , I− 1e>y . Define
φ(u) , log
(∑
j∈Y exp(uj)
)
,
then L(u) = φ(Hyu) and the convex conjugate is computed
similar to [9, Lemma 2] as follows.
L∗(v) = sup{ 〈u, v〉 − L(u) |u ∈ Rm}
= sup{ 〈u, v〉 − φ(Hyu) |u ∈ Rm}
= sup{〈u‖, v〉+ 〈u⊥, v〉 − φ(Hyu⊥) |
u‖ ∈ KerHy, u⊥ ∈ Ker⊥Hy},
where KerHy = {u |Hyu = 0} = {t1 | t ∈ R} and
Ker⊥Hy = {u | 〈1, u〉 = 0}. It follows that L∗(v) can only
be finite if 〈u‖, v〉 = 0, which implies v ∈ Ker⊥Hy ⇐⇒
〈1, v〉 = 0. Let H†y be the Moore-Penrose pseudoinverse of
Hy . For a v ∈ Ker⊥Hy , we write
L∗(v) = sup{〈H†yHyu⊥, v〉 − φ(Hyu⊥) |u⊥}
= sup{〈z, (H†y)>v〉 − φ(z) | z ∈ ImHy},
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where ImHy = {Hyu |u ∈ Rm} = {u |uy = 0}. Using
rank-1 update of the pseudoinverse [143, § 3.2.7], we have
(H†y)
> = I− eye>y −
1
m
(1− ey)1>,
which together with 〈1, v〉 = 0 implies (H†y)>v = v − vyey.
L∗(v) = sup{〈u, v − vyey〉 − φ(u) |uy = 0}
= sup
{〈u\y, v\y〉 − log (1 +∑j 6=y exp(uj))}.
The function inside sup is concave and differentiable, hence
the global optimum is at the critical point [109]. Setting the
partial derivatives to zero yields
vj = exp(uj)/
(
1 +
∑
j 6=y exp(uj)
)
for j 6= y, from which we conclude, similar to [8, § 5.1], that
〈1, v〉 ≤ 1 and 0 ≤ vj ≤ 1 for all j 6= y, i.e. v\y ∈ ∆. Let
Z ,
∑
j 6=y exp(uj), we have at the optimum
uj = log(vj) + log(1 + Z), ∀j 6= y.
Since 〈1, v〉 = 0, we also have that vy = −
∑
j 6=y vj , hence
L∗(v) =
∑
j 6=y ujvj − log(1 + Z)
=
∑
j 6=y vj log(vj) + log(1 + Z)
(∑
j 6=y vj − 1
)
=
∑
j 6=y vj log(vj)− log(1 + Z)(1 + vy).
Summing vj and using the definition of Z ,∑
j 6=y vj =
∑
j 6=y e
uj/
(
1 +
∑
j 6=y e
uj
)
= Z/(1 + Z).
Therefore,
1 + Z = 1/
(
1−∑j 6=y vj) = 1/(1 + vy),
which finally yields
L∗(v) =
∑
j 6=y vj log(vj) + log(1 + vy)(1 + vy),
if 〈1, v〉 = 0 and v\y ∈ ∆ as stated in the proposition.
A.3 Proof of Proposition 4
Proof. The convex conjugate of the top-k entropy loss is
L∗(v) ,

∑
j 6=y vj log vj + (1 + vy) log(1 + vy),
if 〈1, v〉 = 0 and v\y ∈ ∆αk ,
+∞ otherwise.
The (primal) top-k entropy loss is defined as the convex
conjugate of the L∗(v) above. We have
L(a) = sup{ 〈a, v〉 − L∗(v) | v ∈ Rm}
= sup{ 〈a, v〉 −∑j 6=y vj log vj − (1 + vy) log(1 + vy)
| 〈1, v〉 = 0, v\y ∈ ∆αk}
= sup{〈a\y, v\y〉 − ay
∑
j 6=y vj −
∑
j 6=y vj log vj
− (1−∑j 6=y vj) log(1−∑j 6=y vj) | v\y ∈ ∆αk}.
Note that ay = 0, and hence the corresponding term van-
ishes. Finally, we let x , v\y and s ,
∑
j 6=y vj = 〈1, x〉.
Next, we discuss how this problem can be solved and
show that it reduces to the softmax loss for k = 1. Let a ,
a\y and consider an equivalent problem below.
L(a) = −min{ 〈x, log x〉+ (1− s) log(1− s)
− 〈a, x〉 |x ∈ ∆αk , 〈1, x〉 = s
}
.
(20)
The Lagrangian for (20) is
L(x, s, t, λ, µ, ν) = 〈x, log x〉+ (1− s) log(1− s)− 〈a, x〉
+t(〈1, x〉 − s) + λ(s− 1)− 〈µ, x〉+ 〈ν, x− sk1〉 ,
where t ∈ R and λ, µ, ν ≥ 0 are the dual variables.
Computing the partial derivatives of L w.r.t. xj and s, and
setting them to zero, we obtain
log xj = aj − 1− t+ µj − νj , ∀j
log(1− s) = −1− t− 1k 〈1, ν〉+ λ.
Note that xj = 0 and s = 1 cannot satisfy the above con-
ditions for any choice of the dual variables in R. Therefore,
xj > 0 and s < 1, which implies µj = 0 and λ = 0. The only
constraint that might be active is xj ≤ sk . Note, however,
that in view of xj > 0 it can only be active if either k > 1 or
we have a one dimensional problem. We consider the case
when this constraint is active below.
Consider xj ’s for which 0 < xj < sk holds at the
optimum. The complementary slackness conditions imply
that the corresponding µj = νj = 0. Let p , 〈1, ν〉 and
re-define t as t← 1 + t. We obtain the simplified equations
log xj = aj − t,
log(1− s) = −t− pk .
If k = 1, then 0 < xj < s for all j in a multiclass problem as
discussed above, hence also p = 0. We have
xj = e
aj−t, 1− s = e−t,
where t ∈ R is to be found. Plugging that into the objective,
−L(a) = ∑j(aj − t)eaj−t − te−t −∑j ajeaj−t
= e−t
[∑
j(aj − t)eaj − t−
∑
j aje
aj
]
= −te−t[1 +∑j eaj ] = −t[e−t +∑j eaj−t]
= −t[1− s+ s] = −t.
To compute t, we note that∑
j e
aj−t = 〈1, x〉 = s = 1− e−t,
from which we conclude
1 =
(
1 +
∑
j e
aj
)
e−t =⇒ −t = − log(1 +∑j eaj ).
Taking into account the minus in front of the min in (20) and
the definition of a, we finally recover the softmax loss
L(y, f(x)) = log
(
1 +
∑
j 6=y exp(fj(x)− fy(x))
)
.
A.4 Proof of Proposition 5
Proof. We compute the convex conjugate of (SVMML) as
L∗(v) = − inf
u∈Rm
{max{0, 1 + max
j∈Y¯
uj −min
y∈Y
uy} − 〈u, v〉}.
When the infimum is attained, the conjugate can be com-
puted by solving the following optimization problem, other-
wise the conjugate is +∞. The corresponding dual variables
are given on the right.
min
u,α,β,ξ
ξ − 〈u, v〉
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ξ ≥ 1 + β − α, (λ ≥ 0)
ξ ≥ 0, (µ ≥ 0)
α ≤ uy, ∀ y ∈ Y, (νy ≥ 0)
β ≥ uj , ∀ j ∈ Y¯. (ηj ≥ 0)
The Lagrangian is given as
L(u, α, β, ξ, λ, µ, ν, η) = ξ − 〈u, v〉+ λ(1 + β − α− ξ)
−µξ +∑y∈Y νy(α− uy) +∑j∈Y¯ ηj(uj − β).
Computing the partial derivatives and setting them to zero,
∂uyL = −vy − νy, νy = −vy, ∀ y ∈ Y,
∂ujL = −vj + ηj , ηj = vj , ∀ j ∈ Y¯,
∂αL = −λ+ 〈1, ν〉 , λ = 〈1, ν〉 ,
∂βL = λ− 〈1, η〉 , λ = 〈1, η〉 ,
∂ξL = 1− λ− µ, λ = 1− µ.
After a basic derivation, we arrive at the solution of the dual
problem given by
λ = −∑y∈Y vy = ∑j∈Y¯ vj ,
where v must be in the following feasible set SY :
SY ,
{
v ∈ Rm | −∑y∈Y vy = ∑j∈Y¯ vj ≤ 1,
vy ≤ 0, vj ≥ 0, ∀ y ∈ Y, ∀ j ∈ Y¯
}
.
To complete the proof, note that L∗(v) = −λ if v ∈ SY .
A.5 Proof of Proposition 6
Proof. The convex conjugate of the SVMML loss is
L∗(v) =
{∑
y∈Y vy, if v ∈ SY ,
+∞, otherwise.
Before we add γ2 ‖v‖2, recall that
∑
y∈Y vy = −
∑
j∈Y¯ vj ,
and so
∑
y∈Y vy =
1
2
(∑
y∈Y vy −
∑
j∈Y¯ vj
)
. We use the
average instead of an individual sum for symmetry and
improved numerical stability. The smoothed conjugate loss
is then
L∗γ(v) =
{
1
2
(∑
y∈Y vy −
∑
j∈Y¯ vj
)
+ γ2 ‖v‖2 , if v ∈ SY ,
+∞, otherwise.
To derive the primal loss, we take the conjugate again:
Lγ(u) = sup
v
{〈u, v〉 − L∗γ(v)}
= max
v∈SY
{ 〈u, v〉 − 12( ∑
y∈Y
vy −
∑
j∈Y¯
vj
)− γ2 ‖v‖2 }
= − 1γ minv
γ ∈SY
{
1
2 ‖v‖2 + 12
( ∑
y∈Y
vy −
∑
j∈Y¯
vj
)− 〈u, v〉}
= − 1γ minv
γ ∈SY
{
1
2 ‖v‖2 −
∑
y∈Y (
1
2 − uy)(−vy)
−∑j∈Y¯ ( 12 + uj)vj}.
Next, we define the following auxiliary variables:
xj = −vj , bj = 12 − uj , ∀ j ∈ Y,
yj = vj , b¯j =
1
2 + uj , ∀ j ∈ Y¯,
and rewrite the smooth loss Lγ(u) equivalently as
Lγ(u) = − 1γ minx,y
1
2 ‖x‖2 − 〈x, b〉+ 12 ‖y‖2 −
〈
y, b¯
〉
〈1, x〉 = 〈1, y〉 ≤ γ,
x ≥ 0, y ≥ 0,
which is the Euclidean projection onto the set B(γ).
A.6 Proof of Proposition 7
Proof. The conjugate loss is given by L∗(v) = sup{〈u, v〉 −
L(u) |u ∈ Rm}. Since L(u) is smooth and convex in u, we
compute the optimal u∗ by setting the partial derivatives to
zero, which leads to vj = ∂∂ujL(u). We have
∂
∂ul
L(u) = 1|Y |
∑
y∈Y
∂ul
(∑
j exp(uj − uy)
)∑
j exp(uj − uy)
,
∂ul
(∑
j exp(uj − uy)
)
=
{
exp(ul − uy), l 6= y,
−∑j 6=y exp(uj − uy), l = y.
Therefore,
∂
∂ul
L(u) = 1|Y |
∑
y∈Y
1∑
j expuj
{
expul, if l 6= y,
−∑j 6=y expuj , if l = y.
Let Z ,
∑
j∈Y expuj , then
∂
∂ul
L(u) = 1|Y |
∑
y∈Y
1
Z
{
expul, if l 6= y,
expul − Z, if l = y.
Let k , |Y |, we have
l /∈ Y =⇒ ∂∂ulL(u) = 1k
∑
y∈Y
1
Z expul =
1
Z expul,
l ∈ Y =⇒ ∂∂ulL(u) = 1kZ
(
expul − Z + (k − 1) expul
)
= 1Z expul − 1k .
Thus, for the supremum to be attained, we must have
vj =
{
1
Z expuj − 1k , if j ∈ Y,
1
Z expuj , if j ∈ Y¯,
(21)
which means vj ≥ − 1k if j ∈ Y , and vj ≥ 0 otherwise.
Moreover, we have
〈1, v〉 = ∑j∈Y ( 1Z expuj − 1k )+∑j∈Y¯i 1Z expuj
= 1Z
∑
j∈Y expuj − 1 = 0
and∑
j∈Y vj =
∑
j∈Y
(
1
Z expuj − 1k
) ≤ 1Z ∑j expuj − 1 = 0,∑
j∈Y¯i vj =
∑
j∈Y¯i
1
Z expuj ≤ 1Z
∑
j expuj = 1.
Solving (21) for u, we get
u∗j =
{
log(vj +
1
k ) + logZ, if j ∈ Y,
log vj + logZ, otherwise.
Plugging the optimal u∗, we compute the conjugate as
L∗(Y, v) = 〈u∗, v〉 − 1|Y |
∑
y∈Y log
(∑
j exp(u
∗
j − u∗y)
)
=
∑
y∈Y vy log(vy +
1
k ) +
∑
j∈Y¯ vj log vj
+
∑
j vj logZ − 1k
∑
y∈Y
(
logZ − u∗y
)
=
∑
y∈Y vy log(vy +
1
k ) +
∑
j∈Y¯ vj log vj
+ 1k
∑
y∈Y log(vy +
1
k )
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=
∑
y∈Y (vy +
1
k ) log(vy +
1
k ) +
∑
j∈Y¯ vj log vj ,
where 〈1, v〉 = 0 and∑
y∈Y vy ≤ 0, vy + 1k ≥ 0, y ∈ Y,∑
j∈Y¯ vj ≤ 1, vj ≥ 0, j ∈ Y¯.
This leads to the definition of the effective domainDY , since
0 = 〈1, v〉 = ∑y∈Y vy +∑j∈Y¯ vj
=
∑
y∈Y (vy +
1
k ) +
∑
j∈Y¯ vj − 1.
APPENDIX B
PROOFS FROM § 4
B.1 Proof of Lemma 1
Proof. For any g = f(x) ∈ Rm, let pi be a permutation such
that gpi1 ≥ gpi2 ≥ . . . ≥ gpim . The expected top-k error at x is
EY |X [errk(Y, g) |X = x] =
∑
y∈YJgpik > gyKpy(x)
=
∑
y∈YJgpik > gpiyKppiy (x) = ∑mj=k+1 ppij (x)
= 1−∑kj=1 ppij (x).
The error is minimal when
∑k
j=1 ppij (x) is maximal, which
corresponds to taking the k largest conditional probabilities∑k
j=1 pτj (x) and yields the Bayes optimal top-k error at x.
Since the relative order within {pτj (x)}kj=1 is irrelevant
for the top-k error, any classifier f(x), for which the sets
{pi1, . . . , pik} and {τ1, . . . , τk} coincide, is Bayes optimal.
Note that we assumed w.l.o.g. that there is a clear cut
pτk(x) > pτk+1(x) between the k most likely classes and
the rest. In general, ties can be resolved arbitrarily as long
as we can guarantee that the k largest components of f(x)
correspond to the classes (indexes) that yield the maximal
sum
∑k
j=1 ppij (x) and lead to top-k Bayes optimality.
B.2 Proof of Proposition 8
Proof. First, we show that the Bayes optimal function for the
binary hinge loss is
f∗(x) = 2JPr(Y = 1 |X = x) > 12K− 1.
We decompose the expected loss as
EX,Y [L(Y, f(X))] = EX [EY |X [L(Y, f(x)) |X = x]].
Thus, one can compute the Bayes optimal classifier f∗
pointwise by solving
arg min
α∈R
EY |X [L(Y, α) |X = x],
for every x ∈ Rd, which leads to the following problem
arg min
α∈R
max{0, 1− α}p1(x) + max{0, 1 + α}p−1(x),
where py(x) , Pr(Y = y |X = x). It is obvious that the
optimal α∗ is contained in [−1, 1]. We get
arg min
−1≤α≤1
(1− α)p1(x) + (1 + α)p−1(x).
The minimum is attained at the boundary and we get
f∗(x) =
{
+1 if p1(x) > 12 ,
−1 if p1(x) ≤ 12 .
Therefore, the Bayes optimal classifier for the hinge loss is
not a strictly monotonically increasing function of p1(x).
To show that OVA hinge is not top-k calibrated, we con-
struct an example problem with 3 classes and p1(x) = 0.4,
p2(x) = p3(x) = 0.3. Note that for every class y = 1, 2, 3,
the Bayes optimal binary classifier is−1, hence the predicted
ranking of labels is arbitrary and may not produce the Bayes
optimal top-k error.
B.3 Proof of Proposition 9
Proof. First, we show that the Bayes optimal function for the
binary logistic loss is
f∗(x) = log
( p1(x)
1− p1(x)
)
.
As above, the pointwise optimization problem is
arg min
α∈R
log(1 + exp(−α))p1(x) + log(1 + exp(α))p−1(x).
The logistic loss is known to be convex and differentiable
and thus the optimum can be computed via
− exp(−α)
1 + exp(−α)p1(x) +
exp(α)
1 + exp(α)
p−1(x) = 0.
Re-writing the first fraction we get
−1
1 + exp(α)
p1(x) +
exp(α)
1 + exp(α)
p−1(x) = 0,
which can be solved as α∗ = log
(
p1(x)
p−1(x)
)
and leads to the
formula for the Bayes optimal classifier stated above.
We check now that the function φ : (0, 1) → R defined
as φ(x) = log( x1−x ) is strictly monotonically increasing.
φ′(x) =
1− x
x
( 1
1− x +
x
(1− x)2
)
=
1− x
x
1
(1− x)2 =
1
x(1− x) > 0, ∀x ∈ (0, 1).
The derivative is strictly positive on (0, 1), which implies
that φ is strictly monotonically increasing. The logistic loss,
therefore, fulfills the conditions of Lemma 2 and is top-k
calibrated for any 1 ≤ k ≤ m.
B.4 Proof of Proposition 10
Proof. In order to derive the smooth hinge loss, we first
compute the conjugate of the standard binary hinge loss,
L(α) = max{0, 1− α},
L∗(β) = sup
α∈R
{
αβ −max{0, 1− α}}
=
{
β if − 1 ≤ β ≤ 0,
∞ otherwise. (22)
The smoothed conjugate is
L∗γ(β) = L
∗(β) +
γ
2
β2.
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The corresponding primal smooth hinge loss is given by
Lγ(α) = sup
−1≤β≤0
{
αβ − β − γ2β2
}
=

1− α− γ2 if α < 1− γ,
(α−1)2
2γ if 1− γ ≤ α ≤ 1,
0, if α > 1.
(23)
Lγ(α) is convex and differentiable with the derivative
L′γ(α) =

−1 if α < 1− γ,
α−1
γ if 1− γ ≤ α ≤ 1,
0, if α > 1.
We compute the Bayes optimal classifier pointwise.
f∗(x) = arg min
α∈R
L(α)p1(x) + L(−α)p−1(x).
Let p , p1(x), the optimal α∗ is found by solving
L′(α)p− L′(−α)(1− p) = 0.
Case 0 < γ ≤ 1. Consider the case 1− γ ≤ α ≤ 1,
α− 1
γ
p+ (1− p) = 0 =⇒ α∗ = 1− γ 1− p
p
.
This case corresponds to p ≥ 12 , which follows from the
constraint α∗ ≥ 1− γ. Next, consider γ − 1 ≤ α ≤ 1− γ,
−p+ (1− p) = 1− 2p 6= 0,
unless p = 12 , which is already captured by the first case.
Finally, consider −1 ≤ α ≤ γ − 1 ≤ 1− γ. Then
−p− −α− 1
γ
(1− p) = 0 =⇒ α∗ = −1 + γ p
1− p ,
where we have −1 ≤ α∗ ≤ γ − 1 if p ≤ 12 . We obtain the
Bayes optimal classifier for 0 < γ ≤ 1 as follows:
f∗(x) =
{
1− γ 1−pp if p ≥ 12 ,
−1 + γ p1−p if p < 12 .
Note that while f∗(x) is not a continuous function of p =
p1(x) for γ < 1, it is still a strictly monotonically increasing
function of p for any 0 < γ ≤ 1.
Case γ > 1. First, consider γ − 1 ≤ α ≤ 1,
α− 1
γ
p+ (1− p) = 0 =⇒ α∗ = 1− γ 1− p
p
.
From α∗ ≥ γ−1, we get the condition p ≥ γ2 . Next, consider
1− γ ≤ α ≤ γ − 1,
α− 1
γ
p− −α− 1
γ
(1− p) = 0 =⇒ α∗ = 2p− 1,
which is in the range [1− γ, γ− 1] if 1− γ2 ≤ p ≤ γ2 . Finally,
consider −1 ≤ α ≤ 1− γ,
−p− −α− 1
γ
(1− p) = 0 =⇒ α∗ = −1 + γ p
1− p ,
where we have −1 ≤ α∗ ≤ 1 − γ if p ≤ 1 − γ2 . Overall, the
Bayes optimal classifier for γ > 1 is
f∗(x) =

1− γ 1−pp if p ≥ γ2 ,
2p− 1 if 1− γ2 ≤ p ≤ γ2 ,
−1 + γ p1−p if p < 1− γ2 .
Note that f∗ is again a strictly monotonically increasing
function of p = p1(x). Therefore, for any γ > 0, the
one-vs-all scheme with the smooth hinge loss (23) is top-
k calibrated for all 1 ≤ k ≤ m by Lemma 2.
B.5 Proof of Proposition 11
Proof. Let y ∈ arg maxj∈Y pj(x). Given any c ∈ R, we will
show that a Bayes optimal classifier f∗ : Rd → Rm for the
SVMMulti loss is
f∗y (x) =
{
c+ 1 if maxj∈Y pj(x) ≥ 12 ,
c otherwise,
f∗j (x) = c, j ∈ Y \ {y}.
Let g = f(x) ∈ Rm, then
EY |X [L(Y, g) |X] =
∑
l∈Y
max
j∈Y
{Jj 6= lK + gj − gl}pl(x).
Suppose that the maximum of (gj)j∈Y is not unique. In this
case, we have
max
j∈Y
{Jj 6= lK + gj − gl} ≥ 1, ∀ l ∈ Y
as the term Jj 6= lK is always active. The best possible loss
is obtained by setting gj = c for all j ∈ Y , which yields an
expected loss of 1. On the other hand, if the maximum is
unique and is achieved by gy , then
max
j∈Y
{Jj 6= lK + gj − gl}
=
{
1 + gy − gl if l 6= y,
max
{
0, maxj 6=y{1 + gj − gy}
}
if l = y.
As the loss only depends on the gap gy−gl, we can optimize
this with βl = gy − gl.
EY |X [L(Y, g) |X = x]
=
∑
l 6=y
(1 + gy − gl)pl(x)
+ max
{
0, max
l 6=y
{1 + gl − gy}
}
py(x)
=
∑
l 6=y
(1 + βl)pl(x) + max
{
0, max
l 6=y
{1− βl}
}
py(x)
=
∑
l 6=y
(1 + βl)pl(x) + max{0, 1−min
l 6=y
βl}py(x).
As only the minimal βl enters the last term, the optimum is
achieved if all βl are equal for l 6= y (otherwise it is possible
to reduce the first term without affecting the last term). Let
α , βl for all l 6= y. The problem becomes
min
α≥0
∑
l 6=y
(1 + α)pl(x) + max{0, 1− α}py(x)
≡ min
0≤α≤1
α(1− 2py(x))
Let p , py(x) = Pr(Y = y |X = x). The solution is
α∗ =
{
0 if p < 12 ,
1 if p ≥ 12 ,
and the associated risk is
EY |X [L(Y, g) |X = x] =
{
1 if p < 12 ,
2(1− p) if p ≥ 12 .
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If p < 12 , then the Bayes optimal classifier f
∗
j (x) = c for all
j ∈ Y and any c ∈ R. Otherwise, p ≥ 12 and
f∗j (x) =
{
c+ 1 if j = y,
c if j ∈ Y \ {y}.
Moreover, we have that the Bayes risk at x is
EY |X [L(Y, f∗(x)) |X = x] = min{1, 2(1− p)} ≤ 1.
It follows, that the multiclass hinge loss is not (top-1)
classification calibrated at any x where maxy∈Y py(x) < 12
as its Bayes optimal classifier reduces to a constant. More-
over, even if py(x) ≥ 12 for some y, the loss is not top-k
calibrated for k ≥ 2 as the predicted order of the remaining
classes need not be optimal.
B.6 Proof of Proposition 12
Proof. The multiclass softmax loss is (top-1) calibrated for
the zero-one error in the following sense. If
f∗(x) ∈ arg min
g∈Rm
EY |X [L(Y, g) |X = x],
then for some α > 0 and all y ∈ Y
f∗y (x) =
{
log(αpy(x)) if py(x) > 0,
−∞ otherwise,
which implies
arg max
y∈Y
f∗y (x) = arg max
y∈Y
Pr(Y = y |X = x).
We now prove this result and show that it also generalizes
to top-k calibration for k > 1. Using the identity
L(y, g) = log
(∑
j∈Y e
gj−gy) = log (∑j∈Y egj)− gy
and the fact that
∑
y∈Y py(x) = 1, we write for a g ∈ Rm
EY |X [L(Y, g) |X = x]
=
∑
y∈Y
L(y, g)py(x) = log
(∑
y∈Y
egy
)−∑
y∈Y
gypx(y).
As the loss is convex and differentiable, we get the global
optimum by computing a critical point. We have
∂
∂gj
EY |X [L(Y, g) |X = x] = e
gj∑
y∈Y egy
− pj(x) = 0
for j ∈ Y . We note that the critical point is not unique as
multiplication g → κg leaves the equation invariant for
any κ > 0. One can verify that egj = αpj(x) satisfies the
equations for any α > 0. This yields a solution
f∗y (x) =
{
log(αpy(x)) if py(x) > 0,
−∞ otherwise,
for any fixed α > 0. We note that f∗y is a strictly monoton-
ically increasing function of the conditional class probabili-
ties. Therefore, it preserves the ranking of py(x) and implies
that f∗ is top-k calibrated for any 1 ≤ k ≤ m.
B.7 Proof of Proposition 13
Proof. Given any g = f(x) ∈ Rm, let pi be a permutation
such that gpi1 ≥ gpi2 ≥ . . . ≥ gpim . Then, we have
Jy =
{
{pik+1, . . . , pim} if y ∈ {pi1, . . . , pik−1},
{pik, . . . , pim} \ {y} if y ∈ {pik, . . . , pim}.
Therefore, the expected loss at x can be written as
EY |X [L(Y, g) |X = x] =
∑
y∈Y L(y, g) py(x)
=
∑k−1
r=1 log
(
1 +
∑m
j=k+1 e
gpij−gpir ) ppir (x)
+
∑m
r=k log
(∑m
j=k e
gpij−gpir ) ppir (x).
Note that the sum inside the logarithm does not depend on
gpir for r < k. Therefore, a Bayes optimal classifier will have
gpir = +∞ for all r < k as then the first sum vanishes.
Let p , (py(x))y∈Y and q , (L(y, g))y∈Y , then
qpi1 = . . . = qpik−1 = 0 ≤ qpik ≤ . . . ≤ qpim
and we can re-write the expected loss as
EY |X [L(Y, g) |X = x] = 〈p, q〉 = 〈ppi, qpi〉 ≥ 〈pτ , qpi〉 ,
where pτ1 ≥ pτ2 ≥ . . . ≥ pτm and we used the rearrange-
ment inequality. Therefore, the expected loss is minimized
when pi and τ coincide (up to a permutation of the first k−1
elements), which already establishes top-s calibration for all
s ≥ k.
We can also derive a Bayes optimal classifier following
the proof of Proposition 12. We have
EY |X [L(Y, g) |X = x]
=
∑m
r=k log
(∑m
j=k e
gτj−gτr ) pτr (x)
=
∑m
r=k
(
log
(∑m
j=k e
gτj
)− gτr) pτr (x).
A critical point is found by setting partial derivatives to zero
for all y ∈ {τk, . . . , τm}, which leads to
egy∑m
j=k e
gτj
∑m
r=k pτr (x) = py(x).
We let gy = −∞ if py(x) = 0, and obtain finally
g∗τj =

+∞ if j < k,
log
(
αpτj (x)
)
if j ≥ k and pτj (x) > 0,
−∞ if j ≥ k and pτj (x) = 0,
as a Bayes optimal classifier for any α > 0.
Note that g∗ preserves the ranking of py(x) for all y in
{τk, . . . , τm}, hence, it is top-s calibrated for all s ≥ k.
APPENDIX C
PROOFS FROM § 5
C.1 Proof of Proposition 14
Proof. We follow the proof of [9, Proposition 4]. Choose an
i ∈ {1, . . . , n} and update ai to maximize
− 1nL∗ (yi,−λnai)− λ2 tr
(
AKA>
)
.
For the nonsmooth top-k hinge loss, it was shown [9] that
L∗ (yi,−λnai) = 〈c, λn(ai − ayi,ieyi)〉
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if −λn(ai− ayi,ieyi) ∈ ∆αk and +∞ otherwise. Now, for the
smoothed loss, we add regularization and obtain
− 1n
(
γ
2 ‖−λn(ai − ayi,ieyi)‖2 + 〈c, λn(ai − ayi,ieyi)〉
)
with −λn(ai − ayi,ieyi) ∈ ∆αk . Using c = 1 − eyi and
〈1, ai〉 = 0, one can simplify it to
−γnλ
2
2
∥∥a\yii ∥∥2 + λayi,i,
and the feasibility constraint can be re-written as
−a\yii ∈ ∆αk ( 1λn ), ayi,i = 〈1,−a\yii 〉.
For the regularization term tr
(
AKA>
)
, we have
tr
(
AKA>
)
= Kii 〈ai, ai〉+ 2
∑
j 6=i
Kij 〈ai, aj〉+ const.
We let q =
∑
j 6=iKijaj = AKi −Kiiai and x = −a\yii :
〈ai, ai〉 = 〈1, x〉2 + 〈x, x〉 ,
〈q, ai〉 = qyi 〈1, x〉 − 〈q\yi , x〉.
Now, we plug everything together and multiply with −2/λ.
min
x∈∆αk ( 1λn )
γλn ‖x‖2 − 2 〈1, x〉+ 2(qyi 〈1, x〉 − 〈q\yi , x〉)
+Kii
( 〈1, x〉2 + 〈x, x〉 ).
Collecting the corresponding terms finishes the proof.
C.2 Proof of Proposition 15
Proof. Let v , −λnai and y = yi. Using Proposition 3,
L∗(v) =
∑
j 6=y vj log vj + (1 + vy) log(1 + vy),
where 〈1, v〉 = 0 and v\y ∈ ∆αk . Let x , v\y and s , −vy .
We have s = 〈1, x〉 and from tr (AKA>) we get
Kii(〈x, x〉+ s2)/(λn)2 − 2
〈
q\y − qy1, x
〉
/(λn),
where q =
∑
j 6=iKijaj = AKi − Kiiai. Finally, we plug
everything together as in Proposition 14.
C.3 Proof of Proposition 16
Proof. The Lagrangian of (11) is given by
L(x, s, t, λ, µ, ν) = α2 (〈x, x〉+ s2)− 〈b, x〉+ 〈x, log x〉
+(1− s) log(1− s) + t(〈1, x〉 − s)
+λ(s− 1)− 〈µ, x〉+ 〈ν, x− sk1〉 ,
where t ∈ R, λ, µ, ν ≥ 0 are the dual variables. Computing
partial derivatives of L w.r.t. xj and s, and setting them to
zero, we obtain
αxj + log xj = bj − 1− t+ µj − νj , ∀j,
α(1− s) + log(1− s) = α− 1− t− λ− 1k 〈1, ν〉 , ∀j.
Note that only xj > 0 and s < 1 satisfy the above
constraints, which implies µj = 0 and λ = 0. We re-write
the above as
αxj + log(αxj) = bj − 1− t+ logα− νj ,
α(1− s) + log (α(1− s)) = α− 1− t+ logα− 〈1,ν〉k .
These equations correspond to the Lambert W function of
the exponent, V (t) = W (et), discussed in § 5.1. Let p ,
〈1, ν〉 and re-define t← 1 + t− logα.
αxj = W
(
exp(bj − t− νj)
)
,
α(1− s) = W ( exp(α− t− pk )).
Finally, we obtain the following system:
αxj = V (bj − t− νj), ∀j
α(1− s) = V (α− t− pk ),
s = 〈1, x〉 , p = 〈1, ν〉 .
Note that V (t) is a strictly monotonically increasing func-
tion, therefore, it is invertible and we can write
bj − t− νj = V −1(αxj),
α− t− pk = V −1
(
α(1− s)).
Next, we use the definition of the sets U and M ,
s = 〈1, x〉 = ∑U sk +∑M 1αV (bj − t),
p = 〈1, ν〉 = ∑U bj − |U | (t+ V −1(αsk )).
Let ρ , |U |k and A ,
1
k
∑
U bj , we get
(1− ρ)s = 1α
∑
M V (bj − t),
p
k = A− ρ
(
t+ V −1(αsk )
)
.
Finally, we eliminate p and obtain the system:
α(1− ρ)s−∑M V (bj − t) = 0,
(1− ρ)t+ V −1(α(1− s))− ρV −1(αsk ) +A− α = 0.
Moreover, when U is empty, it simplifies into a single
equation
V (α− t) +∑M V (bj − t) = α.
C.4 Proof of Proposition 17
Proof. We continue the derivation started in the proof of
Propostion 4. First, we write the system that follows directly
from the KKT [109] optimality conditions.
xj = min{exp(aj − t), sk}, ∀j,
νj = max{0, aj − t− log( sk )}, ∀j,
1− s = exp(−t− pk ),
s = 〈1, x〉 , p = 〈1, ν〉 .
(24)
Next, we define the two index sets U and M as follows
U , {j |xj = sk}, M , {j |xj < sk}.
Note that the set U contains at most k indexes correspond-
ing to the largest components of aj . Now, we proceed with
finding a t that solves (24). Let ρ , |U |k . We eliminate p as
p =
∑
j
νj =
∑
U
aj − |U |
(
t+ log( sk )
)
=⇒
p
k =
1
k
∑
U
aj − ρ
(
t+ log( sk )
)
.
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Let Z ,
∑
M exp aj , we write for s
s =
∑
j
xj =
∑
U
s
k +
∑
M
exp(aj − t)
= ρs+ exp(−t)
∑
M
exp aj = ρs+ exp(−t)Z.
We conclude that
(1− ρ)s = exp(−t)Z =⇒
t = logZ − log ((1− ρ)s).
Let A , 1k
∑
U aj . We further write
log(1− s) = −t− pk = −t−A+ ρ
(
t+ log( sk )
)
= ρ log( sk )−A− (1− ρ)
[
logZ − log ((1− ρ)s)],
which yields the following equation for s
log(1− s)− ρ(log s− log k) +A
+ (1− ρ)[ logZ − log(1− ρ)− log s] = 0.
Therefore,
log(1− s)− log s+ ρ log k +A
+ (1− ρ) logZ − (1− ρ) log(1− ρ) = 0,
log
(
1− s
s
)
= log
(
(1− ρ)(1−ρ) exp(−A)
kρZ(1−ρ)
)
.
We finally get
s = 1/(1 +Q),
Q , (1− ρ)(1−ρ)/(kρZ(1−ρ)eA).
We note that: a) Q is readily computable once the sets U and
M are fixed; and b) Q = 1/Z if k = 1 since ρ = A = 0 in
that case. This yields the formula for t as
t = logZ + log(1 +Q)− log(1− ρ).
As a sanity check, we note that we again recover the softmax
loss for k = 1, since t = logZ+log(1+1/Z) = log(1+Z) =
log(1 +
∑
j exp aj).
To verify that the computed s and t are compatible with
the choice of the sets U and M , we check if this holds:
exp(aj − t) ≥ sk , ∀j ∈ U,
exp(aj − t) ≤ sk , ∀j ∈M,
which is equivalent to
max
M
aj ≤ log( sk ) + t ≤ minU aj .
To compute the actual loss (15), we have
〈a, x〉 − 〈x, log x〉 − (1− s) log(1− s)
=
∑
U
aj
s
k +
∑
M
aj exp(aj − t)−
∑
U
s
k log(
s
k )
−
∑
M
(aj − t) exp(aj − t)− (1− s) log(1− s)
= As− ρs log( sk ) + t exp(−t)Z − (1− s) log(1− s)
= As− ρs log( sk ) + (1− ρ)st− (1− s) log(1− s).
C.5 Proof of Proposition 18
Proof. We update the dual variables a , ai ∈ Rm corre-
sponding to the training example (xi, Yi) by solving the
following optimization problem.
max
a∈Rm
− 1
n
L∗γ(Yi,−λna)−
λ
2
tr(AKA>),
where λ > 0 is a regularization parameter. Equivalently, we
can divide both the primal and the dual objectives by λ and
use C , 1λn > 0 as the regularization parameter instead.
The optimization problem becomes
max
a∈Rm
− CL∗
(
Yi,− 1
C
a
)
− 1
2
tr(AKA>). (25)
Note that
tr(AKA>) = Kii 〈a, a〉+ 2
∑
j 6=i
Kij 〈aj , a〉+ const,
where the const does not depend on a. We ignore that
constant in the following derivation and also define an
auxiliary vector q ,
∑
j 6=iKijaj = AKi −Kiiai . Plugging
the conjugate from Proposition 6 into (25), we obtain
max
a∈Rm
− C
( 1
2C
(−∑y∈Yi ay +∑j∈Y¯i aj)+ γ2C2 ‖a‖2 )
− (1/2)(Kii ‖a‖2 + 2 〈q, a〉 )
s.t. − 1C a ∈ SYi
We re-write the constraint − 1C a ∈ SYi as∑
y∈Yi ay = −
∑
j∈Y¯i aj ≤ C
ay ≥ 0, ∀ y ∈ Yi; aj ≤ 0, ∀ j ∈ Y¯i;
and switch to the equivalent minimization problem below.
min
a∈Rm
1
2
(
Kii +
γ
C
) ‖a‖2 − 12 ∑y∈Yi ay − 12 ∑j∈Y¯i(−aj)
+ 〈q, a〉∑
y∈Yi ay =
∑
j∈Y¯i −aj ≤ C
ay ≥ 0, ∀ y ∈ Yi; −aj ≥ 0, ∀ j ∈ Y¯i.
Note that
− 12
∑
y∈Yi ay − 12
∑
j∈Y¯i(−aj) + 〈q, a〉
= −∑y∈Yi( 12 − qy)ay −∑j∈Y¯i( 12 + qj)(−aj),
and let us define
x , (ay)y∈Yi ∈ R|Yi|, b , 1Kii+γ/C ( 12 − qy)y∈Yi ∈ R|Yi|,
y , (−aj)j∈Y¯i ∈ R|Y¯i|, b¯ , 1Kii+γ/C ( 12 + qj)j∈Y¯i ∈ R|
Y¯i|.
The final projection problem for the update step is
min
x,y
1
2 ‖x− b‖2 + 12
∥∥y − b¯∥∥2
〈1, x〉 = 〈1, y〉 ≤ C
x ≥ 0, y ≥ 0.
(26)
30
C.6 Proof of Proposition 19
Proof. We sketch the main parts of the proof that show cor-
rectness of the algorithm. A complete and formal derivation
would follow the proof given in [65].
The Lagrangian for the optimization problem (17) is
L(x, y, t, s, λ, µ, ν) = 12 ‖x− b‖2 + 12
∥∥y − b¯∥∥2
+t(〈1, x〉 − r) + s(〈1, y〉 − r) + λ(r − ρ)− 〈µ, x〉 − 〈ν, y〉 ,
and it leads to the following KKT conditions
xj = bj − t+ µj , µjxj = 0, µj ≥ 0,
yk = b¯k − s+ νk, νkyk = 0, νk ≥ 0,
λ = t+ s, λ(r − ρ) = 0, λ ≥ 0.
(27)
If ρ = 0, the solution is trivial. Assume ρ > 0 and let
x(t) = max{0, b− t}, y(s) = max{0, b¯− s},
where t, s are the dual variables from (27) and we have
(t+ s)(r − ρ) = 0, t+ s ≥ 0, 0 ≤ r ≤ ρ.
We define index sets for x as
Ix = {j | bj − t > 0}, Lx = {j | bj − t ≤ 0}, mx = |Ix| ,
and similar sets Iy , Ly for y. Solving a reduced subproblem
min{ 12 ‖x− b‖2 | 〈1, x〉 = r},
for t and a similar problem for s, yields
t = 1mx
(∑
j∈Ix bj − r
)
, s = 1my
(∑
j∈Iy b¯j − r
)
. (28)
We consider two cases: r = ρ and r < ρ. If r = ρ,
then we have two variables t and s to optimize over, but
the optimization problem (17) decouples into two simplex
projection problems which can be solved independently.
min{ 12 ‖x− b‖2 | 〈1, x〉 = ρ, xj ≥ 0},
min{ 12
∥∥y − b¯∥∥2 | 〈1, y〉 = ρ, yj ≥ 0}. (29)
Let t′ and s′ be solutions to the independent problems (29).
If t′ + s′ ≥ 0, we have that the KKT conditions (27) are
fulfilled and we have, therefore, the solution to the original
problem (17). Otherwise, we have that the optimal t∗+s∗ >
t′+ s′ and so at least one of the two variables must increase.
Let t∗ > t′, then 〈1, x(t∗)〉 < 〈1, x(t′)〉 = ρ, therefore r∗ < ρ.
If r < ρ, then t+ s = 0. We eliminate s, which leads to
1
mx
(∑
j∈Ix bj − r
)
= − 1my
(∑
j∈Iy b¯j − r
)
.
This can now be solved for r as
r =
(
my
∑
Ix
bj +mx
∑
Iy
b¯j
)
/(mx +my). (30)
One can verify that r < ρ if r is computed by (30) and
t′ + s′ < 0. Plugging (30) into (28), we get
t =
(∑
Ix
bj −
∑
Iy
b¯j
)
/(mx +my). (31)
One can further verify that t > t′ and −t > s′, where t is
computed by (31), t′, s′ are computed by (28) with r = ρ,
and t′ + s′ < 0. Therefore, if xj(t′) = 0 for some j ∈ Lx(t′),
then xj(t) = 0, and so Lx(t′) ⊂ Lx(t). The variables that
were fixed to the lower bound while solving (29) with r = ρ
remain fixed when considering r < ρ.
C.7 Proof of Proposition 20
Proof. Let q ,
∑
j 6=iKijaj = AKi −Kiiai and C , 1λn , as
before. We need to solve
max
a∈Rm
− CL∗
(
Yi,− 1
C
a
)
− 12
(
Kii ‖a‖2 + 2 〈q, a〉
)
.
Let x and y be defined as{
x =
(− 1C aj + 1k )j∈Yi
y =
(− 1C aj)j∈Y¯i , =⇒
{
aj = −C
(
xj − 1k
)
,
aj = −Cyj .
We have that
Kii ‖a‖2 + 2 〈q, a〉 = KiiC2
(∥∥x− 1k1∥∥2 + ‖y‖2 )
− 2C(〈qYi , x− 1k1〉+ 〈qY¯i , y〉).
Ignoring the constant terms and switching the sign, we
obtain
min
x≥0, y≥0
〈x, log x〉+ 12KiiC ‖x‖2 −KiiC 1k 〈1, x〉 −
〈
qYi , x
〉
〈y, log y〉+ 12KiiC ‖y‖2 −
〈
qY¯i , y
〉
s.t. 〈1, x〉+ 〈1, y〉 = 1
Let α , KiiC and define
bj =
1
αqj +
1
k , j ∈ Yi, b¯j = 1αqj , j ∈ Y¯i.
The final proximal problem for the update step is given as
min
x≥0, y≥0
〈x, log x〉+ α2 ‖x− b‖2 + 〈y, log y〉+ α2
∥∥y − b¯∥∥2
〈1, x〉+ 〈1, y〉 = 1.
Next, we discuss how to solve (18). The Lagrangian for
this problem is given by
L(x, y, λ, µ, ν) = 〈x, log x〉+ α2 ‖x− b‖2 + 〈y, log y〉
+α2
∥∥y − b¯∥∥2 + λ(〈1, x〉+ 〈1, y〉 − 1)− 〈µ, x〉 − 〈ν, y〉 .
Setting the partial derivatives to zero, we obtain
log xj + αxj = αbj − λ− 1 + µj ,
log yj + αyj = αb¯j − λ− 1 + νj .
We xj > 0 and yj > 0, which implies µj = 0 and νj = 0.
log(αxj) + αxj = αbj − λ− 1 + logα,
log(αyj) + αyj = αb¯j − λ− 1 + logα.
Let t , λ+ 1− logα, we have
αxj = W (exp(αbj − t)) = V (αbj − t),
αyj = W (exp(αb¯j − t)) = V (αb¯j − t),
where W is the Lambert W function. Let
g(t) =
∑
j∈Yi
V (bj +
α
k − t) +
∑
j∈Y¯i
V (bj − t)− α,
then the optimal t∗ is the root of g(t) = 0, which corre-
sponds to the constraint 〈1, x〉+ 〈1, y〉 = 1.
