We prove the following conjecture, raised by Aaronson and Ambainis in 2008: Let f : {−1, 1} n → [−1, 1] be a multilinear polynomial of degree d. Then there exists a variable x i whose influence on f is at least poly(Var(f )/d).
Introduction 1.On the need for structure in quantum speedups
A main open question in quantum computing is, how much can quantum algorithms outperform classical algorithms. In the usually-studied black-box model, it is known that for some problems quantum algorithms offer a super-polynomial (and even a super-exponential) speed-up over classical algorithms (see, e.g., [4] ). However, the functions computed by these algorithms are 'highly structured' -that is, their domain S includes only inputs that satisfy a stringent promise. Examples include the Period-Finding procedure [35] (which is at the heart of Shor's algorithm for factoring and computing discrete logarithms), receiving a periodic sequence as input, and the Fourier-Checking procedure [4] , receiving two strongly related Boolean functions as input. On the other hand, for various 'unstructured' problems, like the collision and element distinctness problems, or computing the parity or the majority of a binary string, it was proved that quantum computers offer at most a polynomial speedup in terms of the query complexity (see [6, 8] ). For example, the quadratic speedup of Grover's algorithm [22] for deciding whether a binary string (x 1 , . . . , x N ) contains a non-zero element x i over a classical algorithm cannot be exceeded (see [10] ).
One possible way to formalize this 'need for structure' in super-polynomial speedups is the following conjecture, dating back (according to [5] ) to 1999 or earlier:
Influences of Bounded Low-Degree Functions on the Discrete Cube
The influence of the i'th variable on a Boolean function f : {−1, 1} n → {−1, 1} is the probability that flipping that variable changes the output of the function. That is,
where x ⊕ e i is obtained from x by flipping the i'th variable. The Fourier expansion of f is its unique representation as a multilinear polynomial over the reals:
where x S = i∈S x i . The degree of a Boolean function is its degree as a multilinear polynomial, i.e., max{|S| : f (S) = 0}. The variance of f is
is the expectation of f with respect to the uniform measure on {−1, 1} n . Influences and the Fourier expansion of Boolean functions have been studied extensively in the last three decades, and have numerous applications in computer science and other fields (see, e.g., the surveys [26, 27] ). To mention a few, they play a key role in fundamental results in computational learning [23] , hardness of approximation [15] , algorithmic game theory [20] , and quantum computing [5] .
Many of the applications of influences, including the celebrated KKL theorem [25] which was their first application to computer science, are based on proving that the Boolean function in study has an influential variable, i.e., a variable whose influence is 'higher than expected'. The KKL theorem shows that any Boolean function f has a variable whose influence is Ω( log n n · Var(f )). In [33] , O'Donnell, Saks, Schramm and Servedio proved that if f can be represented by a decision tree of depth D, then a much higher influence of Ω(Var(f )/D) is guaranteed. (Decision trees are formally defined in Section 3). Since any Boolean function of degree d can be represented by a decision tree of depth d 3 (see [29] ), the result of [33] implies that any degree-d Boolean function has a variable with influence Ω(Var(f )/d 3 ).
The Aaronson-Ambainis conjecture asserts that a similar influence lower bound holds for bounded functions on the discrete cube, i.e., functions of the form f :
The influence of the i'th variable on a function f :
Conjecture 1.5 (Aaronson-Ambainis conjecture, 2008, [2] ). Let f : {−1, 1} n → [−1, 1] be a function of degree d. Then there exists an i ∈ [n] with
We prove Conjecture 1.5. Before presenting our result, we briefly describe previous work.
Previous work
The interest in Conjecture 1.5 is twofold. First, it provides a strong structural result on bounded low-degree functions on the discrete cube -a result that was long sought for in analysis of Boolean functions (see [17, 32, 34] ). Second, its main implication to quantum computing (found by Aaronson and Ambainis [5] ) -namely, Conjecture 1.1 -is considered a major open problem in quantum computing. In particular, it was included (twice) in Aaronson's list of "ten semi-grand challenges for quantum computing theory" [1, 3]. Conjecture 1.5 was studied in a number of works. At the time the conjecture was stated, it was already known that it holds for Boolean functions (as a consequence of [29, 33] , as was explained above) and that an inverse exponential lower bound of poly(Var(f )/2 d ) for all functions follows from [14] . In [30] , Montanaro proved the conjecture for functions all of whose Fourier coefficients have the same absolute value. In [34] , O'Donnell and Zhao showed that it is sufficient to prove the conjecture for one-block decoupled functions (see [34, Definition 1.1]) and provided an alternative proof of the lower bound of [14] . In [13] , Defant, Masty lo, and Pérez discussed the relation of the conjecture to Bohnenblust-Hille type inequalities in functional analysis and provided another derivation of the lower bound of [14] . Yet, no lower bound in the general case which is better than inverse exponential, was obtained.
Our results
In this paper we prove Conjecture 1.5. We show the following:
2. For any ǫ > 0, there exists a decision tree g :
Consequently, Conjectures 1.1, 1.2, 1.3, and 1.4 hold.
The proof employs several iterative constructions and uses hypercontractivity, random restrictions, and the Markov brothers' inequality. A detailed outline of the proof is presented in Section 2.
Remark 1.7. (a) Since the probability of acceptance of a quantum algorithm that makes T queries is a multilinear polynomial of degree at most 2T (see [8] ), Theorem 1.6(2) readily implies Conjecture 1.1. In [5] , Aaronson and Ambainis showed that Conjecture 1.5 (which is now proved in Theorem 1.6(1)) implies Conjecture 1.1; the same argument shows that it implies Theorem 1.6(2) as well. We go the other way around -first we prove Theorem 1.6(2), and then we derive Theorem 1.6(1) from it. 
Organization of the paper
The rest of the paper is organized as follows. We begin with presenting a detailed outline of the proof in Section 2. In Section 3 we give necessary definitions and notations and cite several basic results we will use in the proof. In Section 4 we prove several properties of bounded low-degree functions on the discrete cube. The central step of our argument -finding a small set of variables that influences the function significantly -is presented in Section 5. We prove Theorem 1.6 in Section 6. We conclude the paper with a few open problems in Section 7.
Detailed Outline of the Proof
General structure of the proof. Our proof consists of two parts. The main part is deriving Theorem 1.6(2), i.e., showing that any bounded low-degree function on the discrete cube can be approximated by a decision tree of a low depth. The second part is deducing Theorem 1.6(1), namely, showing that any bounded low-degree function on the discrete cube has an influential variable.
The second part is a rather straightforward extension of the inductive argument of O'Donnell et al. [33] which shows that any Boolean function that can be represented by a low-depth decision tree, has an influential variable. The more complex first part follows the general strategy of the argument of Midrijānis [29] which shows that any low-degree Boolean function can be represented by a low-depth decision tree. We now present this part in detail.
Constructing an approximating decision tree. We construct the approximating decision tree g by an iterative algorithm. For each x ∈ {−1, 1} n , we begin with f 0 = f and construct an auxiliary sequence of functions that determine, which variables of x are queried by the decision tree. At the i'th step of the algorithm, we find a 'small' set J i of variables such that there exists an assignment to these variables that 'affects the function f i significantly'. (This is actually the most complex step and we elaborate on it below). We then query variables J i of x and define
is a vector that is equal to x in the variables of J i and is equal to y in the rest of the variables. We continue in this fashion until we reach f I whose variance is small, and then we stop and set g(x) = E(f I ).
Why does the algorithm usually stop after a 'small' number of steps? It is clear from the construction that g indeed approximates f well, once we reach a function f I whose variance is small (which means that given the queried variables, the remaining variables do not affect the output much). But it is not clear a priori that such an f I will be reached until we query many variables of x. The key observation here is that for each i, and for a significant portion of the x's, there exists an assignment to the variables of J i that affect the function significantly. It turns out that for a low-degree function, there cannot exist many disjoint sets of variables with this property (while our sets J i are pairwise disjoint by construction). In the Boolean case, this follows immediately from the fact that the block sensitivity of a degree-d function is at most d 2 (see [37] ); we use a counterpart of this result for bounded functions. It follows that the process usually terminates after a small number of steps, which means that the approximating decision tree indeed has a low average depth. Trimming the deep branches does not affect the approximation much, and makes the tree of low maximum depth.
Finding a small influential coalition. The central step of our proof, which comprises the main difficulty in the bounded setting (compared to the Boolean setting) is finding a small set of variables for which there exists an assignment that affects the function significantly (this is what we call 'an influential coalition'). The coalition is constructed by an iterative process, which relies on the following four steps:
Step 1: A hypercontractivity lemma. We show that if f ′ : {−1, 1} n → [−1, 1] is of degree d and in addition, its Fourier weight beyond degree k is very small, then f ′ can be ǫ-approximated by a decision tree of depth at most poly(d, 1/ǫ, exp(k)). This step uses hypercontractivity and exploits the low degree and boundedness of f ′ .
Step 2: A random restriction step. We show that for any f : {−1, 1} n → [−1, 1] of degree d, one can find a set S of ⌊n/2⌋ variables, a subset J ⊆ S of size at most poly(d, 1/ǫ), and an assignment to the variables of J, such that, in a sense, under this assignment, the variables of S \ J do not influence the output of f significantly. This step uses a random restriction technique. Namely, we randomly partition the variables into two sets S, S ′ and study the function
Due to the random partitioning, we show that most of the Fourier weight of f ′ is concentrated on the low degrees and so we may apply
Step 1 to f ′ and choose J as a random branch of variables of the decision tree yielded by Step 1. While the process is randomized, we show that it allows choosing specific sets S, J.
Step 3: An iterative construction. We construct our influential coalition by an iterative application of Step 2. In the i'th iteration we choose S i , J i using Step 2, choose the variables of J i to participate in the coalition, and 'throw' the variables of S i \ J i by averaging over them (which does not affect the function much by the construction of J i ). As a result, the number of variables reduces by a factor of 2 every time, yielding an influential coalition of size poly(d, 1/ǫ, log(n)).
Step 4: Getting rid of log(n). Of course, the log(n) factor is inacceptable since n can be huge compared to d. In order to remove this factor, we use the fact that any degree-d bounded function can be ǫ-approximated by a degree-d function on 2 O(d) /ǫ 2 variables, which implies that log(n) can be absorbed in poly(d, 1/ǫ). This fact is proved similarly to Friedgut's Junta theorem [19] (see, e.g., [16] ).
Summary. To summarize, the just-described four-step procedure allows us to detect a small 'influential coalition' -i.e., a small set of variables which admits an assignment that affects the function significantly. In order to construct a low-depth decision tree that approximates f , we iterate this procedure, where in each step, we query the input at the variables of the influential coalition and consider the resulting function on the rest of the variables. We continue this process until the variance of the resulting function is sufficiently small and set g(x) to be the expectation of the resulting function. As was explained above, the process naturally terminates on most inputs, since there cannot exist many pairwise disjoint sets of variables that affect f significantly, and it errs on the remaining small set of inputs. Therefore, we obtain a low-depth decision tree g, well-approximating f . Finally, given the approximating decision tree, we use an inductive process to show the existence of an influential variable.
Definitions, Notations and Standard Results

Definitions and notations
Throughout the paper, we let f : {−1, 1} n → R be a real-valued function on the discrete cube.
We mostly assume f is of degree d and is bounded,
Discrete derivative and influences. The discrete derivative of f in the i'th direction is
There are two non-equivalent definitions of influences for bounded functions. The L 2 -influence of the i'th variable on f is I [18] ). The total L 2 -influence of f is the sum of its L 2 -influences, i.e.,
i (f ). In this paper we use the L 2 definition, and so, we write I i (f ) and I(f ) for I (2) i (f ) and I (2) (f ), respectively, and call them 'influence' and 'total influence' (omitting 'L 2 '). In [5] it was noted that since I i (f ) ≤ I 
Decision tree. A decision tree T is a representation of a function f : {−1, 1} n → R. It consists of a rooted binary tree in which the internal nodes are labeled by coordinates i ∈ [n] (in such a way that no coordinate i ∈ [n] appears more than once on any root-to-leaf path), the outgoing edges of each internal node are labeled −1 and 1, and the leaves are labeled by real numbers.
On input x ∈ {−1, 1} n , the tree T constructs a computation path from the root node to a leaf. Specifically, when the computation path reaches an internal node labeled by coordinate i ∈ [n], we say that T queries x i ; the computation path then follows the outgoing edge labeled by x i . The output of T (and hence f ) on input x is the label of the leaf reached by the computation path.
The average depth of a decision tree is the average length of a root-to-leaf path. The maximum depth (or, simply, the depth) of a decision tree is the maximum length of a root-toleaf path.
Notation for Fourier coefficients.
Notation for partition of variables. For S ⊆ [n] and x ∈ {−1, 1} n , x S denotes the restriction
Notation for averaging. For S ⊆ [n] and for an assignment x S ⊆ {−1, 1} S , we denote by f (x S , 0S ) the expectation of f under the assignment x S . That is,
This notation is not arbitrary. When f (x S , 0S) is interpreted as a function of x, one has
That is, in the Fourier expansion of f we truly substitute 0 to variables outside of S.
Standard results
Basic facts in analysis of Boolean functions. We use several well-known properties of the discrete Fourier expansion (see [ 2 and I(f ) = S |S| f (S) 2 .
Influences in terms of the Fourier expansion: For any
i, D i f (x) = S∋i f (S)x S\{i} . Consequently, I i (f ) = E x [(D i f (x)) 2 ] = S∋i f (S)
Poincaré's inequality:
For any f , we have Var(f ) ≤ I(f ).
Total influence of a bounded-degree function:
If deg(f ) = d, then I(f ) ≤ d Var(f ).
Hypercontractive inequality:
For any f and any 0 ≤ ρ ≤ 1, we have ||T ρ f || 2 ≤ ||f || 1+ρ 2 .
Martingales and the Optional stopping theorem. In the proof we occasionally use the concept of a martingale. A sequence of random variables X 0 , X 1 , . . . , X n is called a martingale if ∀k : E [X k+1 | X 0 , . . . , X k ] = X k . The well-known Doob's optional stopping theorem (see [21, pp. 491-495] ) implies that if T is any stopping time, then E[X T ] = X 0 . A similar result holds for super-martingales:
Lyapunov's inequality. We use the following variant of the classical Hölder's inequality:
Proposition 3.2 (Lyapunov's inequality). Let p = αq+(1−α)r, where α ∈ [0, 1] and p, q, r > 0.
Then, for any f :
In particular, letting (p, q, r, α) = (4/3, 1, 2, 2/3) one has f 2 4/3 ≤ f 1 f 2 .
Properties of Bounded Low-Degree Functions
In this section we prove several basic properties of bounded low-degree functions on the discrete cube that will be used in the proof of Theorem 1.6. Throughout this section, we assume f : {−1, 1} n → R is of degree d, and |f (x)| ≤ 1 for all x.
A bound on the total L 1 -influence. In Claim 3.1(5) we mentioned the standard bound I(f ) ≤ d Var(f ), which implies I(f ) ≤ d in our case. Bounding the total L 1 -influence is a more challenging problem. It is conjectured that I (1) (f ) ≤ d, but the best currently known upper bound is d 2 , obtained in [18] via a variant of the Markov brothers' inequality (see [7] ), whose connection to the problem dates back to [31] . We use the following slightly stronger statement which follows immediately from the proof of [18, Theorem 3.3].
Proposition 4.1 (Filmus et al. [18] ). Let f : {−1, 1} n → [−1, 1] be of degree d. Then for any
A bound on the block sensitivity in terms of the degree. Block sensitivity is a wellknown complexity measure of Boolean functions (see [12] ). We shall need an extension of this concept to bounded functions. The following natural generalization was introduced in [38] . 
where ⊔ denotes disjoint-union.
One can achieve a d 2 bound on the block sensitivity of any bounded function of degree d, generalizing a similar result for Boolean functions proved by Tal [37] . 
It is easy to see that i∈
This holds for any choice of J 1 , . . . , J k and z ∈ {−1, 1} n . Thus, bs(f, x) ≤ d 2 , as asserted.
A hypercontractivity lemma. The following is an auxiliary hypercontractivity lemma, which exploits the boundedness and the low degree of the function. Proof. Let ρ > 0. Using hypercontractivity and Hölder's inequality, we have:
Here, the first inequality follows from Claim 3.1(6) and the second inequality follows from Proposition 3.2. Substituting ρ = 1/ √ 3 and using Proposition 4.1, we conclude the proof:
as asserted.
Approximation by a low-degree junta. Our proof of Theorem 1.6 is more effective for functions f : {−1, 1} n → [−1, 1] with a small n. Thus, it is desirable to reduce the case of arbitrarily large n, to the case of bounded n. This is done via a method identical to Friedgut's Junta theorem [19] , applied to bounded functions (such a result appears in [16] ). Essentially, the result asserts that any degree-d bounded function can be approximated by a junta that depends on only 2 O(d) /ǫ 2 variables. We give the short proof to emphasize we indeed reduce to a degree-d function, and not just to a function that depends on 'a few' variables. (determined by (1)), we get:
Combining this with Lemma 4.4, we deduce
Bounded Low-Degree Functions Have Influential Coalitions
In this section we prove that for any low-degree function f : {−1, 1} → [−1, 1], there exists a small set J of variables, and an assignment z J to the variables in J, that 'significantly affects' the function f . We formalize this 'effect' by showing that
That is, although we average over all variables in [n] \ J before squaring, the result is almost as high as E[f 2 ]. Essentially, this means that assigning z J to the variables J significantly biases f ; this phenomenon is usually unlikely for small sets J. We begin in Section 5.1 with two lemmas which imply that if a bounded function of degree d has most of its Fourier weight concentrated on the k lowest levels, for k ≪ d, then it can be approximated by a low-depth decision tree. Then we prove the existence of an influential coalition in Section 5.2.
Theorem 1.6 for bounded low-degree functions whose Fourier weight is concentrated on the lowest levels
In this subsection we prove two lemmas which are essentially identical to the statement of Theorem 1.6, in the special case of degree-d bounded functions whose Fourier weight is concentrated on levels 1, 2, . . . , k, for k ≪ d. Entertainingly, although being tightly related to the assertion of Theorem 1.6, these lemmas are not straightforwardly applied in the proof of Theorem 1.6, but are being rather incidentally used for proving Lemma 5.3. The first lemma is a predecessor of Theorem 1.6(1), which easily follows from Lemma 4.4. 
Proof. Poincaré's inequality (i.e. Claim 3.1(4)), applied on T 1/ √ 3 f , reads as
By Lemma 4.4, the right hand side is upper-bounded by d 2 3 max i∈[n] I i (f ). On the other hand, by the Fourier-expansion representation of the noise operator, the left hand side is lowerbounded by W ≤k (f )/3 k . Hence,
The second lemma is a predecessor of Theorem 1.6(2), which follows from Lemma 5.1 in the same way [5] showed that Theorem 1.6(2) follows from Theorem 1.6(1).
Then, there exists a decision tree g :
3ǫ. Furthermore, g can be constructed in such a way that if J is the set of variables queried by the decision tree on input x, then
Proof. We describe an algorithm computing such a decision tree g on an input x ∈ {−1, 1} n .
1. Define f 0 = f , α (3 −k ǫ/d 2 ) 2 , and B = d/(αǫ).
Given a function f
3. Otherwise, Lemma 5.1 guarantees the existence of a variable j with I j (f i ) ≥ α. Deterministically choose such a j, query x j and define f i+1 :
We claim that g approximates f . Indeed, let I be the random variable counting the number of iterations on an input x, so that f I is the final function defined. Clearly,
To reason about Var(f I ), we record the expected relation between the Fourier expansion of f i and that of f i+1 . As j is the variable queried at the i'th iteration, f i+1 can be one of two options, depending on the value of x j :
In particular, conditioning on f i , we get that for any S ⊆ [n]
:
This, with a super-martingale argument (2) , implies
which would conclude the proof, as Var(f I ) = W >k (f I ) + W ≤k (f I ).
Recall that the algorithm is aborted (and f I is determined) when either W ≤k (f i ) ≤ ǫ or i ≤ B. The cases of W ≤k (f i ) ≤ ǫ contribute at most ǫ to the left hand side of (5) . We finish by showing that the cases of i ≥ B occur with probability ≤ ǫ (which is sufficient since Var(f I ) ≤ 1).
Using (4) 
Existence of an influential coalition
We begin this subsection with a lemma which is perhaps the 'most tricky' part of the proof of Theorem 1. 6 . It shows that one can choose a set S of about n/2 variables, a small subset J ⊆ S, and an assignment z J to the variables of J, such that under this assignment, the variables of S \ J affect f only mildly. The random partition of the variables into two subsets (S,S) enables us to obtain a degree-2d function most of whose Fourier weight is concentrated on low levels. Then, an invocation of Lemma 5.2 'compresses' S, and achieves the effect of querying the variables of S by assigning values to only a much smaller subset of variables J ⊆ S. 
where the last inequality uses |f | ≤ 1.
Fix the minimal k ∈ N with 1/2 k+1 ≤ ǫ 2 /3 and any S with W >k (h S ) ≤ 1/2 k+1 . Since h S is a function of degree ≤ 2d, Lemma 5.2 implies that there exists a shallow decision tree g S : {−1, 1} S → [−1, 1] that satisfies h S − g S 2 2 ≤ ǫ 2 . Notice 2 k < ǫ −O(1) , so the depth of g S is poly(d, 1/ǫ).
As
Consider any assignment above expectancy, i.e. a branch of variables J, x J in the decision tree (with |J| ≤ poly(d, 1/ǫ)) such that There exists a set of variables J and an x J ∈ {−1, 1} J , with |J| ≤ poly(d, 1/ǫ, log(n)) and
Proof.
The guaranteed sizes of J i , S i are |J i | ≤ poly(d, 1/ǫ, log(n)) and |S i | = ⌊n/2 i ⌋. Let I = ⌈log 2 (n)⌉. We continue the process until f I is defined, and depends on a single variable 
Proof of Theorem 1.6
In this section we present the proof of our main theorem. First, we show that any bounded function of degree d can be ǫ-approximated by a decision tree of depth poly(d, 1/ǫ, log(n)). Then we use the fact that any bounded function of degree d can be ǫ-approximated by a 'junta' of degree d that depends on 2 O(d) /ǫ 2 variables (Proposition 4.5) in order to remove the log(n) term (which can be significantly larger than poly(d/ǫ)), and thus, complete the proof of Theorem 1.6(2). Finally, we deduce Theorem 1.6(1) from Theorem 1.6(2).
The proof of Lemma 6.1 is similar in spirit to that of Lemma 5.2, but with different details. Proof. Applying Proposition 4.5 to f , we find a degree-d function f ′ : {−1, 1} T → [−1, 1] depending on |T | ≤ 2 O(d) /ǫ 2 variables, which satisfies f − f ′ 2 2 ≤ ǫ/4. Lemma 6.1 applied to f ′ constructs a decision tree g : {−1, 1} T → [−1, 1] of depth poly(d, 1/ǫ) with f ′ − g 2 2 ≤ ǫ/4. The triangle inequality implies f − g 2 2 ≤ ǫ, as required.
Our last step is deriving Theorem 1.6(1) from Theorem 1.6 (2) . In this step we use the following inequality [33, Theorem B.1]. Proposition 6.3 (O'Donnell et al. [33] ). Let f : {−1, 1} n → [−1, 1] and let g : {−1, 1} n → [−1, 1] be computable by a decision tree that queries each x i with probability δ i (g), for a uniformly distributed x ∼ {−1, 1} n . Then, 
Open Problems
We conclude this paper with a few open problems for further research.
Quantitative version of Theorem 1.6. In order to facilitate the simplicity of the proofs, we neglected the quantitative aspect of the results. In particular, we did not optimize the dependence of max i I i (f ) and of the decision tree depth in Theorem 1.6 on d and 1/ǫ. By going through the proof, one can find that the quantitative bounds it yields are the following:
• In Lemma 5.2, depth(g) ≤ O(9 k d 5 /ǫ 3 );
• In Lemma 5.3, |J| ≤ O(d 5 /ǫ 3+4 log 2 (3) );
