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WIENER TYPE REGULARITY OF A BOUNDARY POINT FOR
THE 3D LAME´ SYSTEM
G. LUO AND V. G. MAZ’YA
Abstract
In this paper, we study the 3D Lame´ system and establish its weighted positive
definiteness for a certain range of elastic constants. By modifying the general
theory developed in [4], we then show, under the assumption of weighted positive
definiteness, that the divergence of the classical Wiener integral for a boundary
point guarantees the continuity of solutions to the Lame´ system at this point.
1. The Main Results
In our previous work [1], we studied weighted integral inequalities of the type
(1)
∫
Ω
Lu ·Ψu dx ≥ 0
for general second order elliptic systems L in Rn (n ≥ 3). For weights that are
smooth and positive homogeneous of order 2− n, we have shown that L is positive
definite in the sense of (1) only if the weight is the fundamental matrix of L, possibly
multiplied by a semi-positive definite constant matrix.
A question that arises naturally is under what conditions are elliptic systems
indeed positive definite with such weights. Although it is difficult to answer this
question in general, we study, as a special case, the 3D Lame´ system
Lu = −∆u− α graddiv u, u = (u1, u2, u3)T
in this paper, deriving sufficient conditions for its weighted positive definiteness and
showing that some restrictions on the elastic constants are inevitable. By modifying
the general theory developed in [4], we then show that the divergence of the classical
Wiener integral for a boundary point guarantees the continuity of solutions to the
Lame´ system at this point, assuming the weighted positive definiteness.
We first recall the following definition.
Definition 1.1. Let L be the 3D Lame´ system
Lu = −∆u− α graddiv u = −Dkkui − αDkiuk (i = 1, 2, 3),
where as usual repeated indices indicate summation. The system L is said to be
positive definite with weight Ψ(x) = (Ψij(x))
3
i,j=1 if
(2)
∫
R3
(Lu)TΨu dx = −
∫
R3
[
Dkkui(x) + αDkiuk(x)
]
uj(x)Ψij(x) dx ≥ 0
for all real valued, smooth vector functions u = (ui)
3
i=1, ui ∈ C∞0 (R3 \ {0}). As
usual, D denotes the gradient (D1, D2, D3)
T and Du is the Jacobian matrix of u.
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Remark. The 3D Lame´ system satisfies the strong elliptic condition if and only if
α > −1, and we will make this assumption throughout this paper. 
The fundamental matrix of the 3D Lame´ system is given by Φ = (Φij)
3
i,j=1,
where
Φij = cαr
−1
(
δij +
α
α+ 2
ωiωj
)
(i, j = 1, 2, 3),(3)
cα =
α+ 2
8π(α+ 1)
> 0.
As usual, δij is the Kronecker delta, r = |x| and ωi = xi/|x|.
The first result we shall prove in this paper is the following
Theorem 1.2. The 3D Lame´ system L is positive definite with weight Φ when
α− < α < α+, where α− ≈ −0.194 and α+ ≈ 1.524. It is not positive definite with
weight Φ when α < α
(c)
− ≈ −0.902 or α > α(c)+ ≈ 39.450.
The proof of this theorem is given in Section 2.
Let Ω be an open set in R3 and consider the Dirichlet problem
(4) Lu = f, fi ∈ C∞0 (Ω), ui ∈ H˚1(Ω).
As usual, H˚1(Ω) is the completion of C∞0 (Ω) in the Sobolev norm:
‖f‖H1(Ω) =
[
‖f‖2L2(Ω) + ‖Df‖2L2(Ω)
]1/2
.
Definition 1.3. The point P ∈ ∂Ω is regular with respect to L if, for any f =
(fi)
3
i=1, fi ∈ C∞0 (Ω), the solution of (4) satisfies
(5) lim
Ω∋x→P
ui(x) = 0 (i = 1, 2, 3).
Definition 1.4. The classical harmonic capacity of a compact set K in R3 is given
by:
cap(K) = inf
{∫
R3
|Df(x)|2 dx : f ∈ A(K)
}
,
where
A(K) =
{
f ∈ C∞0 (R3) : f = 1 in a neighborhood of K
}
.
Note that an equivalent definition of cap(K) can be obtained by replacing A(K)
with A1(K) where
A1(K) =
{
f ∈ C∞0 (R3) : f ≥ 1 on K
}
.
( [3], sec. 2.2.1).
Using Theorem 1.2, we will prove that the divergence of the classical Wiener
integral for a boundary point P guarantees its regularity with respect to the Lame´
system. To simplify notations we assume, without loss of generality, that P = O is
the origin of the space.
Theorem 1.5. Suppose the 3D Lame´ system L is positive definite with weight Φ.
Then O ∈ ∂Ω is regular with respect to L if
(6)
∫ 1
0
cap(B¯ρ \ Ω)ρ−2 dρ =∞.
As usual, Bρ is the open ball centered at O with radius ρ.
The proof of this theorem is given in Section 3.
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2. Proof of Theorem 1.2
We start the proof of Theorem 1.2 by rewriting the integral∫
R3
(Lu)TΦu dx = −
∫
R3
(
Dkkui + αDkiuk
)
ujΦij dx
into a more revealing form. In the following, we shall write
∫
f dx instead of∫
R3
f dx, and by u2ii we always mean
∑3
i=1 u
2
ii; to express (
∑3
i=1 uii)
2 we will write
uiiujj instead. Furthermore, we always assume ui ∈ C∞0 (R3) unless otherwise
stated.
Lemma 2.1.
(7)
∫
(Lu)TΦu dx =
1
2
|u(0)|2 + B(u, u)
where
B(u, u) =
α
2
∫ (
ujDkuk − ukDkuj
)
DiΦij dx
+
∫ (
DkuiDkuj + αDkukDiuj
)
Φij dx.
Proof. By definition,∫
(Lu)TΦu dx = −
∫
Dkkui · ujΦij dx− α
∫
Dkiuk · ujΦij dx =: I1 + I2.
Since Φ is symmetric, we have Φij = Φji and
I1 = −
∫
Dkkui · ujΦij dx
= −1
2
∫ [
Dkk(uiuj)− 2DkuiDkuj
]
Φij dx
= −1
2
∫
uiujDkkΦij dx+
∫
DkuiDkuj · Φij dx.
On the other hand, Φ is the fundamental matrix of L, so we have
−DkkΦij − αDkiΦkj = δijδ(x),
and
−1
2
∫
uiujDkkΦij dx =
1
2
∫
uiuj
[
δijδ(x) + αDkiΦkj
]
dx
=
1
2
|u(0)|2 − α
2
∫ (
Diui · uj + uiDiuj
)
DkΦkj dx
=
1
2
|u(0)|2 − α
2
∫ (
Dkuk · uj + ukDkuj
)
DiΦij dx.
Now I2 can be written as
I2 = α
∫
Dkuk
(
Diuj · Φij + ujDiΦij
)
dx,
and the lemma follows by adding up the results. 
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Remark. With Φ(x) replaced by Φy(x) := Φ(x − y), we have∫
(Lu)TΦyu dx =
∫
(Luy)
TΦuy dx (uy(x) = u(x+ y))
=
1
2
|uy(0)|2 + B(uy , uy) =: 1
2
|u(y)|2 + By(u, u),
where
By(u, u) =
α
2
∫ (
ujDkuk − ukDkuj
)
DiΦy,ij dx
+
∫ (
DkuiDkuj + αDkukDiuj
)
Φy,ij dx.

To proceed, we introduce the following decomposition for C∞0 (R
3) functions:
f(x) = f¯(r) + g(x), f¯ ∈ C∞0 [0,∞), g ∈ C∞0 (R3),
where
f¯(r) =
1
4π
∫
S2
f(rω) dσ.
Note that ∫
S2
g(rω) dσ = 0, ∀r ≥ 0,
so we may think of f¯ as the “0-th order harmonics” of the function f . We shall
show below in Lemma 2.2 that all 0-th order harmonics in (7) are canceled out, so
it is possible to control u by Du.
Lemma 2.2. With the decomposition
(8) ui(x) = u¯i(r) + vi(x) (i = 1, 2, 3)
where 

u¯i(r) =
1
4π
∫
S2
ui(rω) dσ∫
S2
vi(rω) dσ = 0
∀r ≥ 0 (i = 1, 2, 3),
we have
(9)
∫
(Lu)TΦu dx =
1
2
|u(0)|2 + B∗(u, u)
where
B
∗(u, u) =
α
2
∫ (
vjDkvk − vkDkvj
)
DiΦij dx(10)
+
∫ (
DkuiDkuj + αDkukDiuj
)
Φij dx.
Proof. By Lemma 2.1, it is enough to show∫ (
ujDkuk − ukDkuj
)
DiΦij dx =
∫ (
vjDkvk − vkDkvj
)
DiΦij dx.
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Since∫ (
ujDkuk − ukDkuj
)
DiΦij dx
=
∫ (
u¯jDku¯k − u¯kDku¯j
)
DiΦij dx +
∫ (
u¯jDkvk − u¯kDkvj
)
DiΦij dx
+
∫ (
vjDku¯k − vkDku¯j
)
DiΦij dx+
∫ (
vjDkvk − vkDkvj
)
DiΦij dx
=: I1 + I2 + I3 + I4,
it suffices to show I1 = I2 = I3 = 0. Now
DiΦij = Di
[
cαr
−1
(
δij +
α
α+ 2
ωiωj
)]
= −cαr−2ωiδij + cαα
α+ 2
r−2
[
−ω2i ωj + (δii − ω2i )ωj + (δji − ωjωi)ωi
]
= −cαr−2ωj + cαα
α+ 2
r−2ωj =: dαr
−2ωj,(11)
where
dα =
−2cα
α+ 2
=
−1
4π(α+ 1)
.
We have
I1 = dα
∫
r−2ωj
(
u¯jDru¯k · ωk − u¯kDru¯j · ωk
)
dx (Dr = ∂/∂r)
= dα
∫
r−2
(
u¯jDru¯k · ωjωk − u¯kDru¯j · ωkωj
)
dx = 0,
I3 = dα
∫
r−2
(
vjDru¯k · ωjωk − vkDru¯j · ωkωj
)
dx = 0.
As for I2, we obtain
I2 = dα
∫
r−2
(
u¯jDkvk · ωj − u¯kDkvj · ωj
)
dx
= dα
∫
r−2
(
u¯jDkvk · ωj − u¯jDjvk · ωk
)
dx
= − lim
ǫ→0+
dα
∫
S2
[
u¯j(ǫ)vk(ǫω)ωjωk − u¯j(ǫ)vk(ǫω)ωjωk
]
dσ
− lim
ǫ→0+
dα
∫
R3\Bǫ
{
vkr
−3
[
−2u¯jωjωk + rDru¯j · ωjωk + u¯j(δjk − ωjωk)
]
− vkr−3
[
−2u¯jωjωk + rDru¯j · ωjωk + u¯j(δkj − ωkωj)
]}
dx = 0.
The result follows. 
Remark. With Φ(x) replaced by Φy(x) := Φ(x − y) and (8) replaced by
ui(x) = u¯i(ry) + vi(x) (i = 1, 2, 3),
where ry = |x− y| and

u¯i(ry) =
1
4π
∫
S2
ui(y + ryω) dσ∫
S2
vi(y + ryω) dσ = 0
∀ry ≥ 0 (i = 1, 2, 3),
6 G. LUO AND V. G. MAZ’YA
we have ∫
(Lu)TΦyu dx =
1
2
|u(y)|2 + B∗y(u, u)
where
B
∗
y(u, u) =
α
2
∫ (
vjDkvk − vkDkvj
)
DiΦy,ij dx
+
∫ (
DkuiDkuj + αDkukDiuj
)
Φy,ij dx.

In the next Lemma, we use the definition of Φ and derive an explicit expression
for the bilinear form B∗(u, u) defined in (10).
Lemma 2.3.
B
∗(u, u) = cα
∫ {
α
α+ 2
r−2
[
vk(Dkv) · ω − (div v)(v · ω)
]
(12)
+ r−1
[
|Dru¯|2 + α2α+ 3
α+ 2
(Dru¯i)
2ω2i + |Dv|2 + α(div v)2
+
α
α+ 2
|(Dkv) · ω|2 + α
2
α+ 2
(div v)[ωi(Div) · ω]
+ α
3α+ 4
α+ 2
(Dru¯ · ω)(div v) + α(Dru¯ · ω)[ωi(Div) · ω]
]}
dx.
Before proving this lemma, we need a simple yet important observation that will
be useful in the following computation.
Lemma 2.4. Let g ∈ C∞0 (R3) be such that∫
S2
g(rω) dσ = 0, ∀r ≥ 0.
Then 

∫
f(r)g(x) dx = 0∫
r−1Df(r) ·Dg(x) dx = 0
∀f ∈ C∞0 [0,∞).
Proof. By switching to polar coordinates, we easily see that∫
f(r)g(x) dx =
∫ ∞
0
r2f(r) dr
∫
S2
g(rω) dσ = 0.
On the other hand,∫
r−1Df(r) ·Dg(x) dx =
∫
r−1DrfDig · ωi dx
= −
∫
g
[
−r−2(Drf)ω2i + r−1(Drrf)ω2i + r−2Drf(δii − ω2i )
]
dx
= −
∫
g
(
r−2Drf + r
−1Drrf
)
dx = 0,
where the last equality follows by switching to polar coordinates. 
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Proof of Lemma 2.3. By definition,
B
∗(u, u) =
α
2
∫ (
vjDkvk − vkDkvj
)
DiΦij dx
+
∫ (
DkuiDkuj + αDkukDiuj
)
Φij dx =: I1 + I2.
We have shown in Lemma 2.2 that (see (11))
I1 = 2
−1αdα
∫
r−2ωj
(
vjDkvk − vkDkvj
)
dx
=
cαα
α+ 2
∫
r−2
[
vk(Dkv) · ω − (div v)(v · ω)
]
dx.
On the other hand,
I2 = cα
∫
r−1DkuiDkui dx+
cαα
α+ 2
∫
r−1DkuiDkuj · ωiωj dx
+ cαα
∫
r−1DkukDiui dx+
cαα
2
α+ 2
∫
r−1DkukDiuj · ωiωj dx
=: I3 + I4 + I5 + I6.
Substituting ui = u¯i + vi into I3 and using Lemma 2.4 yields
I3 = cα
∫
r−1
(
Dru¯iDru¯i · ω2k +DkviDkvi
)
dx+ 2cα
∫
r−1Dku¯iDkvi dx
= cα
∫
r−1
(|Dru¯|2 + |Dv|2) dx.(13)
Next,
I5 = cαα
∫
r−1
(
Dru¯kDru¯i · ωkωi + 2DiviDru¯k · ωk +DkvkDivi
)
dx.
Note that for k 6= i,∫
r−1Dru¯kDru¯i · ωkωi dx =
∫ ∞
0
rDr u¯kDru¯i dr
∫
S2
ωkωi dσ = 0,
and therefore
I5 = cαα
∫
r−1
[
(Dru¯i)
2ω2i + 2(div v)(Dr u¯ · ω) + (div v)2
]
dx.
As for I4,
I4 =
cαα
α+ 2
∫
r−1Dk(u¯i + vi)Dk(u¯j + vj) · ωiωj dx
=
cαα
α+ 2
∫
r−1
(
Dru¯iDru¯j · ωiωjω2k +Dru¯iDkvj · ωiωjωk
+DkviDru¯j · ωiωjωk +DkviDkvj · ωiωj
)
dx
=
cαα
α+ 2
∫
r−1
[
(Dru¯i)
2ω2i + 2(Dru¯ · ω)[ωk(Dkv) · ω] + |Dkv · ω|2
]
dx.
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Similarly,
I6 =
cαα
2
α+ 2
∫
r−1Dk(u¯k + vk)Di(u¯j + vj) · ωiωj dx
=
cαα
2
α+ 2
∫
r−1
(
Dru¯kDru¯j · ω2i ωjωk +Dru¯kDivj · ωiωjωk
+Dru¯jDkvk · ω2i ωj +DkvkDivj · ωiωj
)
dx
=
cαα
2
α+ 2
∫
r−1
[
(Dru¯j)
2ω2j + (Dru¯ · ω)[ωi(Div) · ω]
+ (Dru¯ · ω)(div v) + (div v)[ωi(Div) · ω]
]
dx.
The lemma follows by adding up all these integrals. 
With the help of Lemma 2.3, we now complete the proof of Theorem 1.2.
Proof of Theorem 1.2. By Lemma 2.2 and 2.3,
−c−1α
∫
(Lu)TΦu dx =
1
2
c−1α |u(0)|2 + I1 + I2 + I3,
where
I1 =
∫
r−1
[
|Dru¯|2 + α2α+ 3
α+ 2
(Dru¯i)
2ω2i + |Dv|2
+ α(div v)2 +
α
α+ 2
|(Dkv) · ω|2
]
dx,
I2 =
∫
r−1
[
α2
α+ 2
(div v)[ωi(Div) · ω] + α3α+ 4
α+ 2
(Dru¯ · ω)(div v)
+ α(Dru¯ · ω)[ωi(Div) · ω]
]
dx,
I3 =
∫
α
α+ 2
r−2
[
vk(Dkv) · ω − (div v)(v · ω)
]
dx.
Consider first the case α ≥ 0. By switching to polar coordinates, we have
I1 ≥
∫
r−1
[
|Dru¯|2 + α2α+ 3
α+ 2
(Dru¯i)
2ω2i + |Dv|2 + α(div v)2
]
dx
=
∫ ∞
0
r
[(
1 +
α
3
· 2α+ 3
α+ 2
)
‖Dru¯‖2ω + ‖Dv‖2ω + α‖ div v‖2ω
]
dr,
where we have written ‖ · ‖ω for ‖ · ‖L2(S2) and used the fact that
∫
S2
(Dru¯i)
2ω2i dσ =
4π
3
3∑
i=1
(Dru¯i)
2 =
1
3
∫
S2
|Dru¯|2 dσ = 1
3
‖Dru¯‖2ω.
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Next,
|I2| ≤
∫
r−1
[
α2
α+ 2
| div v||Dv|+ α3α+ 4
α+ 2
|Dru¯ · ω|| div v|+ α|Dru¯ · ω||Dv|
]
dx
≤
∫ ∞
0
r
[
α2
α+ 2
‖ div v‖ω‖Dv‖ω + α√
3
· 3α+ 4
α+ 2
‖Dru¯‖ω‖ div v‖ω
+
α√
3
‖Dru¯‖ω‖Dv‖ω
]
dr,
where we have used
‖Dru¯ · ω‖2ω =
∫
S2
Dru¯iDru¯j · ωiωj dσ
= Dru¯iDru¯j · 4π
3
δij =
4π
3
3∑
i=1
(Dru¯i)
2 =
1
3
‖Dru¯‖2ω.
As for I3, we note that
|I3| ≤ α
α+ 2
∫
r−2
(|v||Dv|+ |v|| div v|) dx
≤ α
α+ 2
∫ ∞
0
‖v‖ω
(‖Dv‖ω + ‖ div v‖ω) dr.
Since 2 is the first non-trivial eigenvalue of the Laplace-Beltrami operator on S2,
we have
‖v‖2ω =
∫
S2
|v(rω)|2 dσ ≤ 1
2
∫
S2
|Dω[v(rω)]|2 dσ
=
r2
2
∫
S2
|(Dωv)(rω)|2 dσ ≤ r
2
2
‖Dv‖2ω,(14)
where Dω is the gradient operator on S
2. Thus
|I3| ≤ 1√
2
· α
α+ 2
∫ ∞
0
r
[
‖Dv‖2ω + ‖Dv‖ω‖ div v‖ω
]
dr,
and by putting all pieces together we obtain
(15) I1 + I2 + I3 ≥
∫ ∞
0
r
(
wTB+w
)
dr,
where
w =
(‖Dru¯‖ω, ‖Dv‖ω, ‖ div v‖ω)T ,
B+ =


1 +
α
3
· 2α+ 3
α+ 2
− α
2
√
3
− α
2
√
3
· 3α+ 4
α+ 2
− α
2
√
3
1− 1√
2
· α
α+ 2
−α
2
· α+ 2
−1/2
α+ 2
− α
2
√
3
· 3α+ 4
α+ 2
−α
2
· α+ 2
−1/2
α+ 2
α


.
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Clearly, the weighted positive definiteness of L follows from the positive definiteness
of B+, because the latter implies, for some c > 0, that∫ ∞
0
r
(
wTB+w
)
dr ≥ c
∫ ∞
0
r|w|2 dr
≥ c
∫ ∞
0
r
(‖Dru¯‖2ω + ‖Dv‖2ω) dr = c
∫
r−1|Du|2 dx.
The positive definiteness of B+, on the other hand, is equivalent to the positivity
of the determinants of all leading principal minors of B+:
p+,1(α) =
2α2 + 6α+ 6
3(α+ 2)
> 0,(16a)
p+,2(α) = − 1
12(α+ 2)2
[
α4 − 4(1−
√
2)α3 − 12(3−
√
2)α2
− 12(6−
√
2)α− 48
]
> 0,(16b)
p+,3(α) = − α
12(α+ 2)3
[
6α5 + (23 + 3
√
2)α4 + (13 + 19
√
2)α3
− (77− 38
√
2)α2 − (157− 24
√
2)α− 96
]
> 0.(16c)
With the help of computer algebra packages, we find that (16) holds for 0 ≤ α < α+,
where α+ ≈ 1.524 is the largest real root of p+,3.
The estimates of I1, I2, and I3 are slightly different when α < 0, since now
the quadratic term α‖ div v‖2ω in I1 is negative. This means that it is no longer
possible to control the ‖ div v‖ω terms in I2, I3 by α‖ div v‖2ω, and in order to obtain
positivity we need to bound ‖ div v‖ω by ‖Dv‖ω as follows:
‖ div v‖2ω ≤ 3‖Dv‖2ω.
This leads to the following revised estimates:
I1 ≥
∫ ∞
0
r
[(
1 +
α
3
· 2α+ 3
α+ 2
)
‖Dru¯‖2ω + ‖Dv‖2ω + 3α‖Dv‖2ω +
α
α+ 2
‖Dv‖2ω
]
dr,
|I2| ≤
∫ ∞
0
r
[√
3α2
α+ 2
‖Dv‖2ω − α
3α+ 4
α+ 2
‖Dru¯‖ω‖Dv‖ω − α√
3
‖Dru¯‖ω‖Dv‖ω
]
dr,
|I3| ≤ − 1√
2
· α
α+ 2
∫ ∞
0
r
[
‖Dv‖2ω +
√
3 ‖Dv‖2ω
]
dr.
Hence
(17) I1 + I2 + I3 ≥
∫ ∞
0
r
(
wTB−w
)
dr,
where
w =
(‖Dru¯‖ω, ‖Dv‖ω)T ,
B− =


1 +
α
3
· 2α+ 3
α+ 2
α
2
· 3α+ 4
α+ 2
+
α
2
√
3
α
2
· 3α+ 4
α+ 2
+
α
2
√
3
1 + 3α+
α
α+ 2
(
1 +
1 +
√
3√
2
−√3α
)

 .
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The positive definiteness of B− is equivalent to:
p−,1(α) =
2α2 + 6α+ 6
3(α+ 2)
> 0,(18a)
p−,2(α) =
1
6(α+ 2)2
[
−(2 + 7
√
3)α4 + 2(15 +
√
2− 11
√
3 +
√
6)α3
+ 2(57 + 3
√
2− 10
√
3 + 3
√
6)α2 + 6(20 +
√
2 +
√
6)α+ 24
]
> 0,(18b)
and (18) holds for α− < α < 0, where α− ≈ −0.194 is the smallest real root of
p−,2.
Now we show that the 3D Lame´ system is not positive definite with weight Φ
when α is either too close to −1 or too large. By Proposition 3.11 in [1], the 3D
Lame´ system is positive definite with weight Φ only if∑
i,β,γ
Aβγip ξβξγΦip(ω) ≥ 0, ∀ξ ∈ R3, ∀ω ∈ S2 (p = 1, 2, 3),
where
Aβγij = δijδβγ +
α
2
(δiβδjγ + δiγδjβ)
and (see equation (3))
Φij(ω) = cαr
−1
(
δij +
α
α+ 2
ωiωj
)
(i, j = 1, 2, 3).
This means, in particular, that the matrix
A(ω;α) :=
( 3∑
i=1
Aβγi1 Φi1(ω)
)3
β,γ=1
=
cαr
−1
2(α+ 2)

2(α+ 1)(α+ 2 + αω
2
1) α
2ω1ω2 α
2ω1ω3
α2ω1ω2 2(α+ 2 + αω
2
1) 0
α2ω1ω3 0 2(α+ 2 + αω
2
1)


is semi-positive definite for any ω ∈ S2 if the 3D Lame´ system is positive definite
with weight Φ. But A(ω;α) is semi-positive definite only if the determinant of its
leading principal minor
d2(ω;α) := det
[
2(α+ 1)(α+ 2 + αω21) α
2ω1ω2
α2ω1ω2 2(α+ 2 + αω
2
1)
]
= 4(α+ 1)(α+ 2 + αω21)
2 − α4ω21ω22
is non-negative, and elementary estimate shows that
min
ω∈S2
d2(ω;α) ≤ d2
[
(2−1/2, 2−1/2, 0);α
]
= (α+ 1)(3α+ 4)2 − α
4
4
=: q(α).
It follows that the 3D Lame´ system is not positive definite with weight Φ when
q(α) < 0, which holds for α < α
(c)
− ≈ −0.902 or α > α(c)+ ≈ 39.450. 
Remark. We have in fact shown that, for α− < α < α+ and some c > 0 depending
on α, ∫
(Lu)TΦu dx ≥ 1
2
|u(0)|2 + c
∫
|Du(x)|2 dx|x| .
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If we replace Φ(x) by Φy(x) := Φ(x− y), then∫
(Lu)TΦyu dx =
∫
[Lu(x+ y)]TΦu(x+ y) dx
≥ 1
2
|u(y)|2 + c
∫
|Du(x+ y)|2 dx|x|
≥ 1
2
|u(y)|2 + c
∫ |Du(x)|2
|x− y| dx.(19)

3. Proof of Theorem 1.5
In the next lemma and henceforth, we use the notation
mρ(u) = ρ
−3
∫
Ω∩Sρ
|u(x)|2 dx, Sρ =
{
x : ρ < |x| < 2ρ},
Mρ(u) = ρ
−3
∫
Ω∩Bρ
|u(x)|2 dx.
Lemma 3.1. Suppose L is positive definite with weight Φ, and let u = (ui)
3
i=1, ui ∈
H˚1(Ω) be a solution of
Lu = 0 on Ω ∩B2ρ.
Then ∫
Ω
[L(uηρ)]
TΦyuηρ dx ≤ cmρ(u), ∀y ∈ Bρ,
where ηρ(x) = η(x/ρ), η ∈ C∞0 (B5/3), η = 1 on B4/3, and Φy(x) = Φ(x− y).
Proof. By definition of u,∫
Ω
[L(uηρ)]
TΦyuηρ dx =
∫
Ω
[L(uηρ)]
TΦyuηρ dx−
∫
Ω
(Lu)TΦyuη
2
ρ dx,
where the second integral on the right side vanishes and the first one equals
−
∫
Ω
[
2DkuiDkηρ+uiDkkηρ+α
(
DiukDkηρ+DkukDiηρ+ukDkiηρ
)]
ujηρ(Φy)ij dx.
Note that Dηρ, D
2ηρ have compact support in R := B5ρ/3 \B4ρ/3, |Dkηρ| ≤ cρ−k,
and
|Φy,ij(x)| ≤ c|x− y| ≤ cρ
−1, ∀x ∈ R, ∀y ∈ Bρ.
Thus∫
Ω
[L(uηρ)]
TΦyuηρ dx ≤ c
∫
Ω∩R
ρ−2|u||Du| dx+ c
∫
Ω∩R
ρ−3|u|2 dx
≤ c
[
ρ−3
∫
Ω∩Sρ
|u|2 dx
]1/2[
ρ−1
∫
Ω∩R
|Du|2 dx
]1/2
+ cρ−3
∫
Ω∩Sρ
|u|2 dx.
The lemma then follows from the well-known local energy estimate [5]
ρ−1
∫
Ω∩R
|Du|2 dx ≤ ρ−3
∫
Ω∩Sρ
|u|2 dx.

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Combining (19) (with u replaced by uηρ) and Lemma 3.1, we arrive at the
following local estimate.
Corollary 3.2. Let the conditions of Lemma 3.1 be satisfied. Then
|u(y)|2 +
∫
Ω∩Bρ
|Du(x)|2
|x− y| dx ≤ cmρ(u), ∀y ∈ Ω ∩Bρ.
To proceed, we need the following Poincare´-type inequality (see [2]).
Lemma 3.3. Let u = (ui)
3
i=1 be any vector function with ui ∈ H˚1(Ω). Then for
any ρ > 0,
mρ(u) ≤ c
cap(S¯ρ \ Ω)
∫
Ω∩Sρ
|Du|2 dx
where c is independent of ρ.
The next corollary is a direct consequence of Corollary 3.2 and Lemma 3.3.
Corollary 3.4. Let the conditions of Lemma 3.1 be satisfied. Then
|u(y)|2 +
∫
Ω∩Bρ
|Du(x)|2
|x− y| dx ≤
c
cap(S¯ρ \ Ω)
∫
Ω∩Sρ
|Du|2 dx, ∀y ∈ Ω ∩Bρ.
We are now in a position to prove the following lemma, which is the key ingredient
in the proof of Theorem 1.5.
Lemma 3.5. Suppose L is positive definite with weight Φ, and let u = (ui)
3
i=1, ui ∈
H˚1(Ω) be a solution of Lu = 0 on Ω ∩B2R. Then, for all ρ ∈ (0, R),
(20)
sup
x∈Ω∩Bρ
|u(x)|2 +
∫
Ω∩Bρ
|Du(x)|2 dx|x| ≤ c1M2R(u) exp
[
−c2
∫ R
ρ
cap(B¯r \ Ω)r−2 dr
]
,
where c1, c2 are independent of ρ.
Proof. Define
γ(r) := r−1cap(S¯r \ Ω).
We first claim that γ(r) is bounded from above by some absolute constant A.
Indeed, The monotonicity of capacity implies that
cap(S¯r \ Ω) ≤ cap(B¯r).
By choosing smooth test functions ηr(x) = η(x/r) with η ∈ C∞0 (B2) and η = 1 on
B3/2, we also have
cap(B¯r) ≤
∫
R3
|Dηr|2 dx ≤ sup
x∈R3
|Dη(x)|2
∫
B2r
r−2 dx
=
[
32
3
π sup
x∈R3
|Dη(x)|2
]
r.
Hence the claim follows.
We next consider the case ρ ∈ (0, R/2]. Denote the first and second terms on
the left side of (20) by ϕρ and ψρ, respectively. From Corollary 3.4, it follows that
for r ≤ R,
ϕr + ψr ≤ c
γ(r)
(ψ2r − ψr) ≤ c
γ(r)
(ψ2r − ψr + ϕ2r − ϕr),
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which implies that
ϕr + ψr ≤ c
c+ γ(r)
(ϕ2r + ψ2r) =
cec0γ(r)
c+ γ(r)
[
e−c0γ(r)(ϕ2r + ψ2r)
]
, ∀c0 > 0.
Since γ(r) ≤ A and
sup
s∈[0,A]
cec0s
c+ s
≤ max
{
1,
cec0A
c+A
, cc0e
1−cc0
}
,
it is possible to choose c0 > 0 sufficiently small so that
sup
r>0
cec0γ(r)
c+ γ(r)
≤ 1.
It follows, for c0 chosen this way, that
(21) ϕr + ψr ≤ e−c0γ(r)(ϕ2r + ψ2r).
By setting r = 2−lR (l ∈ N) and repeatedly applying (21), we obtain
ϕ2−lR + ψ2−lR ≤ exp
[
−c0
l∑
j=1
γ(2−jR)
]
(ϕR + ψR).
If l is such that l ≤ log2(R/ρ) < l + 1, then ρ ≤ 2−lR < 2ρ and
ϕρ + ψρ ≤ ϕ2−lR + ψ2−lR ≤ exp
[
−c0
l∑
j=1
γ(2−jR)
]
(ϕR + ψR).
Note that by Corollary 3.2,
ϕR + ψR ≤ cmR(u) ≤ cM2R(u).
In addition, the subadditivity of the harmonic capacity implies that
l∑
j=1
γ(2−jR) ≥
l∑
j=1
cap(B¯21−jR \Ω)− cap(B¯2−jR \ Ω)
2−jR
=
[
cap(B¯R \ Ω)
2−1R
− cap(B¯2−lR \ Ω)
2−lR
]
+
l−1∑
j=1
cap(B¯2−jR \ Ω)
2−jR
=
1
2
· cap(B¯R \ Ω)
R
− 2 cap(B¯2−lR \ Ω)
2−lR
+
l∑
j=1
cap(B¯2−jR \ Ω)
2−jR
≥ −2 cap(B¯2−lR \ Ω)
2−lR
+
1
2
l∑
j=0
cap(B¯2−jR \ Ω)
2−jR
.
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Since
cap(B¯2−lR \ Ω)
2−lR
≤ A,
l∑
j=0
cap(B¯2−jR \ Ω)
2−jR
≥ 1
2
l+1∑
j=1
cap(B¯21−jR \ Ω)
(2−jR)2
· 2−jR
≥ 1
2
l+1∑
j=1
∫ 21−jR
2−jR
cap(B¯r \ Ω)r−2 dr
≥ 1
2
∫ R
ρ
cap(B¯r \ Ω)r−2 dr,
we have
exp
[
−c0
l∑
j=1
γ(2−jR)
]
≤ exp
[
−c0
4
∫ R
ρ
cap(B¯r \ Ω)r−2 dr + 2c0A
]
.
Hence (20) follows with c1 = ce
2c0A and c2 = c0/4.
Finally we consider the case ρ ∈ (R/2, R). By Corollary 3.2,
|u(y)|2 +
∫
Ω∩Bρ
|Du(x)|2
|x− y| dx ≤ cmρ(u), ∀y ∈ Ω ∩Bρ,
which implies that
sup
y∈Ω∩Bρ
|u(y)|2 +
∫
Ω∩Bρ
|Du(x)|2 dx|x| ≤ cM2R(u).
In addition, ∫ R
ρ
cap(B¯r \ Ω)r−2 dr ≤ A
∫ R
R/2
r−1 dr = A log 2,
so[
sup
y∈Ω∩Bρ
|u(y)|2 +
∫
Ω∩Bρ
|Du(x)|2 dx|x|
]
exp
[
c2
∫ R
ρ
cap(B¯r \ Ω)r−2 dr
]
≤ c1M2R(u)
provided that c1 ≥ cec2A log 2. 
Proof of Theorem 1.5. Consider the Dirichlet problem (4)
Lu = f, fi ∈ C∞0 (Ω), ui ∈ H˚1(Ω).
Since f vanishes near the boundary, there exists R > 0 such that f = 0 in Ω∩B2R.
By Lemma 3.5,
sup
x∈Ω∩Bρ
|u(x)|2 ≤ c1M2R(u) exp
[
−c2
∫ R
ρ
cap(B¯r \ Ω)r−2 dr
]
,
and in particular,
lim sup
x→0
|u(x)|2 ≤ c1M2R(u) exp
[
−c2
∫ R
0
cap(B¯r \ Ω)r−2 dr
]
= 0,
where the last equation follows from the divergence of the Wiener integral∫ 1
0
cap(B¯r \ Ω)r−2 dr =∞
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Hence O is regular with respect to L. 
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