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2. Glosario 
 
Box modeling: Consiste en una técnica de modelado poligonal que parte de una box 
sencilla. A partir de este modelo, añadiendo y modificando la malla de este se consigue 
dar forma a los objetos.  
Chamfer: Herramienta de suavizado de arista mediante la creación de nuevos ejes. 
CG (Computer generated): Generado por computadora. 
Connect: Acción de Connectar dos aristas entre sí con una tercera. 
Extrude: Acción de generar una extrusión de las caras seleccionadas ya sea hacia dentro 
o hacia fuera del polígono.  
Inset: Generación de una subdivisión de las caras seleccionadas en una malla poligonal. 
Mapa procedural: Se trata de imágenes o texturas generadas por una serie de algoritmos 
matemáticos que pueden generar un bitmap a la hora de la representación, o 
implementarse como cálculos que ha de hacer el software para calcular el 
comportamiento de la luz sobre el objeto al que se aplique en cada instante.  
Normal map: imágenes que almacenan normales directamente en los valores RGB de 
una imagen. Cambian las normales de tal forma que los pixels parecen movidos de forma 
arbitraria. Por ello puede crearse cualquier relieve deseado. 
PBR (Physically Based Rendering): Método aplicado para generar una única textura 
con todas las características parametrizadas necesarias para calcular la reacción de la 
luz en cada instante. 
Pinceles: Denominación de las herramientas de modelado dentro de Zbrush.  
Substance Designer: Programa de creación de materiales PBR y texturas mediante un 
sistema de conexiones nodales. 
Tiled: Se refiere a la propiedad que permite que una textura se repita  
UV Mapping (mapeado): El UVW Mapping es la manera en que una textura debe ser 
desplegada sobre un objeto para poder proyectar sobre este la información de color, 
textura y relieve. 
Zbrush: Programa de modelado 3D basado en sculpting. 
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3. Introducción 
 
Este proyecto se ha realizado con la intención principal de experimentar con las nuevas 
tecnologías que hay a nuestro alcance en el campo de los entornos virtuales y a su vez 
descubrir un nuevo mundo de posibilidades en la interacción virtual con la Realidad 
Virtual. 
Por otra parte, se ha dirigido a ser un proyecto con posibilidades de darle alguna 
aplicación beneficiosa, de no sólo un mero entretenimiento, enfocándola al campo de la 
e-salud, más específicamente en el tratamiento de fobias obteniendo así más 
conocimientos y no limitándose a una realización de un producto lúdico. 
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4. Objetivos 
4.1. Qué queremos hacer 
Conocer el estado del arte en relación con los dispositivos de realidad virtual, tanto en 
lo referente a aspectos tecnológicos como a sus usos especialmente en el ámbito de la 
e-salud.  
Aprender el funcionamiento de las OculusRift y cómo se usan. 
Aplicar los conocimientos de “diseño de entornos virtuales” aprendidos en los estudios 
de Grado en Multimedia y ampliarlos en lo que sea necesario para crear un entorno 
virtual que funcione con OculusRift.  
Desarrollar el diseño de un entorno virtual con el objetivo de provocar emociones en los 
usuarios.  
El objetivo final de este trabajo conjunto, es desarrollar el diseño de un entorno virtual 
con la intención de provocar reacciones emocionales en los usuarios, pensando en el 
uso de estas aplicaciones de realidad virtual en el ámbito de la e-salud. 
4.2. Objetivos personales 
Como objetivo personal, el reto que he querido afrontar con este proyecto es ser capaz 
de ejecutar una línea de producción completa desde su inicio a su fin pasando desde la 
preproducción, la producción hasta la postproducción.  
El motivo de que quisiera asumir este desafío se debe a que a lo largo de todo nuestro 
proceso de aprendizaje dentro del graduado hemos llevado a cabo diferentes proyectos 
similares a este, pero siempre en grupo y con la colaboración de más gente.  
El reto ha sido hacerlo todo de forma individual además de diseñar las diversas líneas 
de ejecución del proyecto (que más adelante explicaré) por mí mismo y probar diferentes 
sistemas de trabajo.  
Como segundo reto personal, he tenido que aprender otros métodos de trabajo y 
softwares desconocidos para mí hasta ahora. Si bien el modelado no ha sido un gran 
reto en cuanto a técnica, el hecho de implantar dichos métodos y softwares ha  
incrementado el nivel de dificultad durante el resto del proceso de trabajo. 
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5. Planificación 
Inicialmente se programó un plan de trabajo intensivo bastante optimista en el que se 
acabaría el proyecto en el periodo establecido pero siendo conscientes de que podría 
haber algún problema y que se prolongara más allá de la fecha concretada. 
Este plan de trabajo está seccionado en cuatro etapas importantes que a su vez, se 
reparten en diversas tareas más pequeñas. Parte de estas etapas son conjuntas junto a 
mi compañero mientras que otras de ellas son individuales. 
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La investigación es la parte inicial dedicada a la obtención de información, tanto por 
búsqueda y lectura de documentos y páginas web, como haciendo pruebas con diversos 
usuarios. Una vez obtenida toda esta información se sintetiza para poder documentarla 
en el proyecto. 
El diseño es la siguiente parte del proyecto dedicada a crear los escenarios del entorno 
virtual por los que el usuario se moverá. Inicialmente realizando bocetos, buscando 
referentes y uniéndolos en un Mood board para luego acabar con el mapa completo. 
La producción es una etapa individual, ajena al proyecto de mi compañero, en la que me 
encargo del modelado y la creación de los modelos que conformaran nuestro entorno y 
del mapeado y texturizado de los elementos para que, posteriormente mi compañero 
empiece a trabajar en el escenario virtual con ellos. 
La postproducción consiste en el pre-diseño de los efectos que más tarde, cuando mi 
compañero finalice su parte del trabajo se aplicarán sobre la escena final con tal de 
conseguir un efecto visual potente y atractivo y ganar valor estético. 
La comprobación es la etapa final, aunque afecta directamente a la tercera etapa del 
proyecto ya que es la dedicada a las pruebas con usuarios del proyecto con tal de 
descubrir defectos y corregirlos. 
El proyecto se prolongó más de lo previsto puesto que se inició paralelamente al cuarto 
curso de la carrera. Esto afectó a nuestro ritmo de trabajo considerablemente ya que 
tuvimos que redistribuir el tiempo dedicado al proyecto y teniendo que pararlo en 
ocasiones casi por completo. 
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6. Investigación inicial 
Previamente a hacer un entorno virtual interactivo para OculusRift, tengo que 
comprender, por un lado, lo que es la Realidad Virtual y por otro, qué son las OculusRift. 
Además, al pretender darle un posible uso a esta aplicación, he tomado la decisión de 
enfocarlo a terapias de fobias. Por lo que también tengo que investigar sobre las fobias y 
los usos de la Realidad Virtual dentro de la e-salud y más concretamente en el uso del 
tratamiento las fobias. 
6.1. Metodología 
El desarrollo de proceso de software en sí mismo se puede definir como el trabajo en 
distintas fases o actividades con la intención de mejorar la planificación y la gestión. 
Dentro del proceso de desarrollo de software existen muchas técnicas y sistemas de 
producción diferentes. En concreto en este trabajo me basaré en el sistema de 
prototipado con referencias al AUP (Agile Unified Process). 
 
 
 
 
 
La creación de prototipos de software es el enfoque de las actividades durante el 
desarrollo de software, la creación de prototipos, es decir, de las versiones incompletas 
del programa de software que se están desarrollando. El elemento determinante de usar 
esta metodología es el poder estar constantemente comprobando si hay errores así 
como solucionándolos, con tal de ir alcanzando los objetivos del prototipo. 
De esta forma nuestro proceso de prototipado seguirá la filosofía del sistema de 
desarrollo de AUP, un sistema consistente en 7 disciplinas: 
 
 
 
 
 
 
 
 
Fig. 1 Metodología del prototipado 
Fig. 2 Disciplinas del prototipado 
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 Modelo: Entender el negocio de la organización, el dominio del problema que se 
aborda en el proyecto, e identificar una solución viable para resolver el problema. 
 Implementación: Transformar el modelo en código ejecutable y realizar un nivel 
básico de las pruebas. 
 Test: Llevar a cabo una evaluación objetiva para garantizar la calidad encontrando 
defectos, validando la funcionalidad del sistema y verificando el cumplimiento de los 
requisitos. 
 Despliegue: Planificar la entrega del sistema y ejecutar el plan para que el sistema 
esté disponible para los usuarios finales. 
 Gestión de la configuración: Mantener el control y la gestión de las versiones 
haciendo un seguimiento del proyecto. 
 Gestión de proyectos: Dirigir las actividades que se realizan dentro del proyecto.  
 Entorno: Garantizar que se dispone de las guías y herramientas necesarias. 
Pese a que en nuestro trabajo conjunto omitiremos tanto el despliegue, la gestión de la 
configuración y la gestión de proyecto debido a que nos centraremos en desarrollar tan 
solo un prototipo y no un producto final. 
 
6.2. Mundo Virtual 
6.2.1. Realidad virtual  
La Realidad Virtual (RV) es una tecnología a medio camino entre la televisión y los 
ordenadores que nos permite ver, oír y sentir en un mundo creado gráficamente en 
tres dimensiones e interactuar con él.  
Lo que aporta de nuevo la RV como tecnología es su capacidad de inmersión y de 
interacción. 
 Inmersión porque a través de dispositivos especiales se consigue que la persona 
tenga la sensación de encontrarse físicamente presente en el mundo virtual. 
 Interacción porque la RV no supone una visualización pasiva de la representación 
gráfica, sino que la persona puede interactuar con el mundo virtual en tiempo real. 
Un área de aplicación de la RV en el campo de la salud es su uso como herramienta 
en el tratamiento de diversos problemas psicológicos. La idea de usar la RV para el 
tratamiento de estos problemas, se concibió por primera vez en Noviembre de 1992 
en el Human-Computer Interaction Group de la Clark Atlanta University y, desde 
entonces, las aplicaciones se han ido desarrollado rápidamente. 
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6.2.2. RV frente a RA (Realidad Aumentada): 
No confundir RV con RA, que consiste en introducir elementos virtuales en el mundo 
real. La persona puede observar al mismo tiempo una imagen compuesta por una 
visualización del mundo real y una serie de elementos virtuales que, están 
superpuestos en el mundo real. Este proyecto consiste en inducir al espectador 
dentro de un entorno virtual. 
6.3. Dispositivos de Realidad Virtual 
6.3.1. OculusRift 
OculusRift es un dispositivo de realidad virtual con un amplio campo de visión hecho 
con una pantalla que se coloca frente a los ojos como unas gafas. Está siendo 
desarrollado por OculusVR. 
La primera versión de desarrollador sufría de una baja resolución y de una latencia 
muy alta, por ello se hizo una segunda versión mejorando tanto la latencia como la 
resolución, además mejoraron el diseño estético y le añadieron el rastreo posicional. 
Aquí la diferencia de características: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 DK1 DK2 
Resolución 
de pantalla 
1280x800 1920x1080 
OLED NO SÍ 
Tamaño de 
pantalla 
7" 5,7" 
Latencia 50 - 60 ms 20 - 40 ms 
Persistencia ~ 3 ms 
2, 3 ms, 
full 
Frecuencia 
de muestreo 
60 Hz 
60, 72, 75 
Hz 
Rastreo de 
orientación 
SÍ 
Rastreo 
posicional 
NO SÍ 
Sensores 
Giroscopio, 
acelerómetro, 
magnetómetro 
FOV 110º 100º 
3D Estereoscópico 
Peso 380 gr 440 gr 
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Actualmente se ha anunciado una nueva versión: las CV1.  
Estas nuevas Oculus tienen una resolución superior respecto a las anteriores de 
2160x1200 lograda usando dos pantallas en lugar de una como se hacía anteriormente, 
la frecuencia de muestreo de ambas pantallas es de 90 Hz.  
 
 
 
 
 
 
 
Se ha reducido el peso a unos 200 - 300 gramos con un diseño mucho más ergonómico 
y se han mejorado las lentes para quitar las aberraciones cromáticas. También se ha 
reducido la latencia. 
 
 
 
 
 
 
 
Fig. 4 OculusDK1 Fig. 3 OculusDK2 
Fig. 5 OculusCV1 (Vista frontal) 
Fig. 6 OculusCV1 (Vista superior) 
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Se ha aumentado la precisión del rastreo de la cabeza utilizando un nuevo sensor que 
rastrea unos LEDs infrarrojos de las Oculus. 
 
 
 
 
 
 
 
Por último, se han incorporado unos auriculares con un sistema de audio de realidad 
virtual permitiendo la sensación de espacio y profundidad. 
 
 
 
 
 
 
 
A todo esto, también han creado un dispositivo para utilizar tanto el Samsung GALAXY 
Note 4 como el S6 o el S6 edge como pantalla de Oculus, el Samsung Gear VR. 
 
 
 
 
 
 
 
Los OculusTouch son los mandos de control creados especialmente para el uso junto 
con las Oculus. 
Fig. 7 Sensor OculusCV1 
Fig. 8 Auriculares OculusCV1 
Fig. 9 Gear VR 
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Estos mandos, aparte de tener los controles básicos que tienen actualmente todos los 
mandos, tienen una función de seguimiento de forma que, puedes mover los mandos y 
mover elementos dentro del entorno, aumentando así la capacidad interacción con el 
entorno y a su vez la sensación de integración dentro del mundo virtual. 
 
 
 
 
 
 
 
6.3.2. Sensor Kinect 
El sensor Kinect es un dispositivo físico con la tecnología de sensor de profundidad, 
una cámara integrada de color, un (IR) emisor de infrarrojos y un conjunto de 
micrófonos, lo que le permite detectar la ubicación y los movimientos de las personas, 
así como sus voces. 
 
 
 
 
 
 
Esto le permite ofrecer una mayor precisión en general, capacidad de respuesta, y 
las capacidades intuitivas para acelerar el desarrollo de aplicaciones que responden 
al movimiento, el gesto y la voz. La cámara de color del sensor tiene una resolución 
de 1080p que se pueden mostrar en la misma resolución que la pantalla. Además es 
capaz de realizar el seguimiento de hasta seis personas y 25 articulaciones del 
cuerpo por persona, las posiciones de orugas son más anatómicamente correcta y 
estable, y el rango de seguimiento es más amplio. La mayor fidelidad de la 
profundidad hace que sea mucho más fácil ver objetos más pequeños, para ver todos 
los objetos con mayor claridad, y para ver los objetos en tres dimensiones (3D). 
 
 
Fig. 10 OculusTouch 
Fig. 11 Sensor Kinect 
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6.3.3. Virtuix Omni 
Vituix Omni es un dispositivo de control, tal como sería un mando, con la diferencia 
que éste se controla moviendo el cuerpo. 
Está formado por unas placas de baja fricción con ranuras para aumentar la 
estabilidad al desplazarse que, junto a unos zapatos especiales, permiten desplazar 
los pies.  
Mediante los sensores que hay colocados en los zapatos que detecten el 
desplazamiento para reproducirlo en la aplicación, ya sea caminar, correr, andar 
hacia atrás o incluso saltar. 
 
Éste dispositivo está adaptado para combinarse junto con el Kinect para detectar 
gestos y así poder detectar y reproducir la máxima cantidad de movimientos posibles. 
La combinación de estos tres dispositivos (Oculus, Kinect y Omni) permite generar 
una integración en el entorno virtual casi completa. 
 
6.3.4. Project Morpheus 
Playstation está creando también sus propias gafas de realidad. Estas gafas de 
realidad virtual aún en están en proceso pero ya han mostrado algunas de sus 
características demostrando que también poseen un gran potencial. 
Utiliza una pantalla OLED curva de 1920x1080 píxeles lo que hace que cada ojo 
tenga una resolución de 960x1080 píxeles con una velocidad de refresco de 120 Hz. 
La latencia de la pantalla es de 18 ms y gracias a 9 LEDs distribuidos por el dispositivo 
tiene un seguimiento posicional muy preciso. 
Una característica a destacar es que se puede modificar la distancia focal de las 
lentes para poder ajustarlo a cualquier vista. 
 
 
 
Fig. 12 Dispositivos Virtuix Omni 
Fig. 13 Project Morpheus 
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6.4. E-salut 
Algunas definiciones sitúan a la e-salud (también denominada e-Health), en términos 
reciente como “una referencia para la práctica de la Salud, la cual, es apoyada por 
procesos electrónicos y de comunicación”. Otros sostienen que la e-salud es “la 
aplicación de las Tecnologías de la información y Comunicaciones en el amplio rango 
de aspectos que afectan el cuidado de la salud, desde el diagnóstico hasta el 
seguimiento de pacientes, pasando por la gestión de las organizaciones implicadas en 
estas actividades”. En nuestro caso la relacionamos con el uso de nuevas tecnologías 
como la realidad virtual en el campo de la salud. 
 
6.5. Fobias y tratamiento en RV 
6.5.1. Fobias 
Las fobias se basan en el miedo excesivo e irracional a una situación determinada o 
a un objeto en concreto. Hay tres niveles de fobias: 
 Fobia específica (miedo a las alturas, a los túneles, a volar a las arañas, a los 
perros…) 
 Fobia Social 
 Agorafobia 
A pesar de que los pacientes de fobias son plenamente conscientes de que estos 
miedos son totalmente irracionales, a menudo se encuentran con que afrontar, o 
incluso solo pensar en tener que enfrentarse al objeto de sus miedos, lleva asociado 
un estado de ansiedad muy intensa e incluso la posibilidad de vivir un ataque de 
pánico. En la mayoría de ocasiones, las personas que sufren una fobia no buscan 
tratamiento para superarla, ya que lo que hacen es adaptar su vida evitando el 
contacto con los objetos, animales o situaciones que les puedo provocar dicha 
ansiedad. En general, no suelen querer realizar terapia porque piensan que el 
tratamiento les someterá a altos grados de ansiedad, sin embargo, las terapias 
actuales suelen estar resueltas en pocas sesiones y con unos niveles de estrés bajos. 
6.5.2. La Realidad Virtual aplicada al tratamiento de problemas psicológicos y de la 
conducta 
Un área de aplicación de la RV en el campo de la e-salud es su uso como herramienta 
en el tratamiento de diversos problemas psicológicos. 
La idea de usar la RV para el tratamiento de estos problemas, se concibió por primera 
vez en Noviembre de 1992 en el Human-Computer Interaction Group de la Clark 
Atlanta University y, desde entonces, las aplicaciones se han ido desarrollado 
rápidamente. 
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En 2002 se publicó en la revista IEEE Transactions on Information Technology in 
Biomedicine, Vol. 6, No. 3, el artículo titulado “The Development of Virtual Reality 
Therapy (VRT) System for the Treatment of Acrophobia and Therapeutic Case”1, 
cuyos autores explicaban que la realidad virtual se estaba usando para el tratamiento 
del vértigo, pero planteaban algunas limitaciones relacionadas con el uso de esta 
tecnología, concretamente el coste elevado de los dispositivos necesarios y el hecho 
de que los escenarios virtuales eran poco realistas. Su trabajo consistió en generar 
un entorno virtual más realista, consistente en un ascensor abierto pero con 
protecciones - barandas anti caída-, que subía a una torre. El escenario virtual incluye 
un ascensor abierto rodeado de apoyos al lado de una torre. Tal y como ellos dicen 
en su artículo, los resultados del tratamiento a una persona con acrofobia (miedo a 
las alturas), con este entorno de realidad virtual más realista, demostraron que este 
ambiente VR fue eficaz para la superación de la acrofobia de acuerdo no sólo a los 
resultados de la comparación de una serie de cuestionarios antes y después del 
tratamiento, sino también a los comentarios del sujeto que comento que el escenario 
virtual parecía evocar sentimientos más terribles que la situación real. 
Desde 2002 hasta la actualidad la tecnología relacionada con la realidad virtual ha 
evolucionado mucho y los costes de los dispositivos han bajado lo suficiente como 
para que su uso pueda resultar incluso más económico que la exposición a entornos 
reales. 
En 2011, apareció publicado en la revista Investigación y Ciencia, el artículo titulado 
“La realidad virtual en psicoterapia”2, en cuya presentación se podía leer lo siguiente: 
El tratamiento con realidad virtual aprovecha la ilusión de presencia y la 
interacción para tratar a pacientes con trastornos psíquicos diversos, entre 
ellos, fobias, psicopatologías alimentarias, ansiedades, déficits de atención, 
adicciones e incluso el dolor crónico. Aunque las experiencias llevadas a cabo 
hasta ahora muestran la eficacia del método, su uso en clínica resulta todavía 
escaso. Aun así, según los expertos, falta poco para el cambio. 
En junio de 2015, la revista Journal of Studies on Alcohol and Drugs, publicó el 
artículo titulado “Virtual Reality Therapy for the Treatment of Alcohol Dependence: A 
Preliminary Investigation with Positron Emission Tomography/Computerized 
Tomography”3. Tal y como explican sus autores, en estos momentos las terapias 
realizadas actualmente con realidad virtual ya no se limitan a la estimulación visual y 
auditiva, sino que pueden incluir incluso la estimulación olfatoria y la gustativa, lo cual 
ha permitido plantearse el tratamiento de trastornos tipo adicción tales como el 
alcoholismo. Los autores del estudio evaluaron los resultados de la terapia 
comparando los cambios producidos en el metabolismo del cerebro de un grupo de 
pacientes tratados con tecnología de realidad virtual y otro grupo similar que no fue 
tratado.  
                                               
1 http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=1033949  
2 http://www.investigacionyciencia.es/revistas/mente-y-cerebro/numero/49/la-realidad-virtual-en-
psicoterapia-9002  
3 http://www.jsad.com/doi/abs/10.15288/jsad.2015.76.620  
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Como resultado de su trabajo y de los resultados positivos que obtuvieron, los autores 
recomiendan utilizar tentativamente VRT para tratar el TDA a través de su efecto 
regulador en circuitos límbico. 
Aunque están documentados y publicados muchos otros casos que se pueden 
considerar como ejemplos del uso de la tecnología de Realidad Virtual para el 
tratamiento de trastornos psicológicos y de la conducta y, de su rápida 
evolución durante los últimos años, consideramos que con los tres casos 
expuestos se puede obtener una idea bastante precisa no sólo del importante 
salto producido en muy poco tiempo, sino de la clara tendencia al uso creciente 
de estas tecnologías en el ámbito de la salud psicológica. 
Una demostración de lo afirmado en el párrafo anterior sobre la normalización y 
generalización del uso de tecnologías de RV en el tratamiento de trastornos 
psicológicos y de la conducta, la podemos buscando en google incluyendo las 
palabras realidad virtual psicoterapia (o terapia). Nos aparecerán, por ejemlo, 
vínculos a servicios como VirtualRet4 que ofrece “Terapia de Realidad Virtual” y 
explica en su página web cómo utilizan la RV en las terapias de diferentes trastornos5, 
cuales son las ventajas, etc. 
Por otra parte, la investigación científica respecto al uso de Entornos de Realidad 
Virtual en Terapias (VRET), es constante y se centra en mejorar los procesos o en 
revisar hipótesis, procedimientos, etc. En este sentido queremos citar, por ejemplo, 
el capítulo titulado “Virtual Reality Exposure Therapy for Anxiety and Specific 
Phobias”6, del profesor Dr. Thomas D. Parsons, en el que se hace una revisión de 
investigaciones y avances desarrollados y se hacen afirmaciones como las siguientes 
que muestran el seguimiento, atención y seriedad científica implícita. 
Aunque los investigadores en Cyberpsychology sostienen que la VRET ha 
demostrado ser eficaz, un problema potencial en la interpretación y la conciliación de 
los resultados sobre la naturaleza y el alcance de los cambios afectivos resultantes 
de VRET es que la gran mayoría de los estudios han informado sobre muestras 
pequeñas y hecho uso de pruebas de significación de hipótesis nula inadecuadas. 
Hasta que se publiquen estudios a gran escala sobre los efectos afectivos de VRET, 
los meta-análisis estadísticos representan un remedio provisional. 
Desde que surgió toda esta nueva tecnología ha habido múltiples casos en los que 
se ha intentado simular sensaciones como el vértigo o incluso hacer creer al usuario 
que realmente está cayendo desde miles de metros de altura con un paracaídas, tan 
solo con un dispositivo Oculus Rift, un captador de movimiento como Kinect y algunos 
segmentos de madera nos pueden hacer creer que realmente estamos en la cornisa 
de una pared, o en lo alto de un muro, sino unas Oculus, un ventilador un arnés y un 
árbol lo suficientemente alto y resistente nos pueden llevar a las alturas sin necesidad 
de paracaídas.  
                                               
4 http://www.virtualret.com/  
5 http://www.virtualret.com/entornos-virtuales/  
6 http://psychology.unt.edu/~tparsons/pdf/Parsons_Virtual%20Reality%20Exposure%20Therapy.pdf  
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Todas estas aventuras pueden resultar emocionantes y muy entretenidas sin lugar a 
duda, pero al igual que desde que surgió esta tecnología, comenzaron a aparecer 
múltiples aplicaciones similares, desde un principio también se encaminó el uso de 
este dispositivo hacia el mundo de la e-salud. Un uso dentro de este cambio podría 
ser la superación de fobias. 
En este caso, se ha enfocado en dos fobias en concreto: la nictofobia y la acrofobia. 
6.5.3. Nictofobia 
La nictofobia (proveniente del griegos nyx: noche y fobos: miedo)  es una fobia 
caracterizada por un miedo irracional a la noche o a la oscuridad. El nombre de la 
enfermedad hace alusión a Fobos el dios del miedo y a Nix, la diosa de la noche. 
Es generada por una percepción distorsionada del cerebro de lo que podría pasar en 
medio de la oscuridad. También se le conoce como escotofobia, acluofobia, ligofobia, 
mictofobia o sencillamente miedo a la oscuridad. 
Aunque es muy común en todo el mundo que los individuos puedan desarrollar un 
miedo excesivo a la oscuridad también es cierto que se ha investigado poco sobre 
esta patología. La nictofobia además es un mal solamente relacionado con niños, 
pero según explica J. Adrian Williams en su artículo "Indirect Hypnotic Therapy of 
Nyctophobia: A Case Reports", es muy probable que los niños que hayan sufrido de 
un miedo a la oscuridad excesivo también puedan desarrollarla cuando adultos. 
Además en el mismo artículo Williams expone también que puede ser muy perjudicial 
la nictofobia tanto en adultos, como en personas discapacitadas. 
Según especialistas el miedo a la oscuridad es común y normal entre los niños de 2 
a 7 años. Aunque esto podría variar en un rango de un par de años. 
6.5.4. Acrofobia 
Se denomina acrofobia (del griego ἄκρος alto, elevado y φόβος miedo) al miedo a las 
alturas. Por ejemplo no atreverse a practicar deportes extremos o de alturas, como 
lo serían la tirolesa, el paracaídas o el parapente. Al igual que otras fobias, la 
acrofobia genera fuertes niveles de ansiedad en los individuos que la presentan, lo 
que induce una conducta de evitación de la situación temida. En este caso, las 
situaciones con una altura notable, como asomarse a un balcón, encontrarse al borde 
de un precipicio o estar en un mirador elevado, son típicas de este tipo de fobia. 
6.5.5. Tratamientos en RV 
En comparación con los tratamientos "tradicionales", la RV presenta interesantes 
ventajas.  
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Frente a la exposición en imaginación:  
 La RV es más inmersiva, ya que se estimulan varias modalidades sensoriales 
(auditivas, visuales y vestibulares), lo cual resulta muy conveniente para aquellas 
personas que tienen problemas para imaginar.  
 La RV permite al terapeuta saber en cada momento lo que el paciente está viendo, 
y por tanto puede saber con mayor precisión qué estímulo está provocando la 
respuesta de miedo. 
Frente a la exposición in vivo:  
 La RV permite ofrecer exposición a aquellas personas que se niegan a someterse 
a este tipo de técnica porque les resulta demasiado difícil o amenazador.  
 Ofrece un mayor grado de confidencialidad, en el sentido de que el tratamiento se 
hace en consulta, por lo que la persona no tiene porqué temer que si la exposición 
se realiza en un ambiente público, los demás puedan conocer su problema.  
 Permite diseñar a medida la jerarquía de exposición, con lo que la persona puede 
exponerse a prácticamente todas las situaciones posibles.  
 Es segura, en tanto que la persona (y el terapeuta) controlan en todo momento lo 
que ocurre en el ambiente virtual, cosa que en muchas ocasiones depende del 
azar en las exposiciones en vivo.  
 Se puede repetir la exposición a una situación todas las veces que sea necesario 
hasta conseguir que la ansiedad baje.  
 Puede resultar bastante más barata, ya que la exposición se hace en la propia 
consulta, lo que la convierte en más rentable en términos de tiempo y dinero 
(piénsese, por ejemplo en la fobia a volar). 
 
La RV permite al terapeuta contar con un ambiente protegido que permite al paciente: 
 Conocer una situación que siempre ha considerado como amenazadora 
 Hacerlo en la medida que él quiera y a su ritmo 
 Reexperimentar muchas veces las implicaciones y consecuencias de su 
interacción con el ambiente que teme 
 Ir más allá de la realidad, puesto que se puede ofrecer al paciente un entorno 
incluso más amenazador de lo que nos podemos encontrar en la realidad. 
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Por último, la RV permite ir más allá de la realidad: 
 Posibilita que el contexto temido cambie a nuestra conveniencia. 
 Se pueden diseñar una serie de contextos en los que el paciente puede afrontar 
virtualmente, no sólo lo que teme, sino distintos aspectos mucho más 
amenazadores (p.ej., hacer que la pared de una habitación se desplace haciendo 
que sea mucho más pequeña). 
 La meta de la RV no tiene por qué ser "re-crear" la "realidad". Lo esencial es 
delimitar contextos que resulten significativos para el paciente, esto es, crear 
condiciones o situaciones a los que la persona, por el momento, o no tiene acceso 
o lo ha perdido. 
 La RV se convierte así en un paso intermedio muy útil entre la consulta y el mundo 
real. Y no hará falta esperar a que se produzcan los acontecimientos en el mundo 
real, ampliándose las posibilidades de auto-entrenamiento. 
 
6.6. Proyecto en común 
Previamente a nuestro proyecto, hay otras personas que se les han ocurridos ideas de 
usar la realidad virtual semejante a la nuestra. 
6.6.1. Phobos 
Phobos es un proyecto indie realizado por un grupo pequeño de personas que, al 
igual que nosotros, pretendía generar un entorno virtual que permitiera superar 
diversas fobias, entre ellas la acrofobia. 
El proyecto en cuestión se inició tratando la acrofobia (miedo a la altura), la 
aerofobia (miedo a volar), claustrofobia, distintas fobias a los animales y la 
agorafobia con la intención de aumentar el número de fobias a tratar, pero debido a 
la falta de de dinero no pudieron progresar. 
Aún así, era un proyecto muy prometedor que, al haber podido continuar, hubiera 
resultado de mucha ayuda para realizar terapias. 
6.6.2. Psious 
Psious es una herramienta en la que se está trabajando para realizar el tratamiento 
de fobias específicas mediante unas gafas de realidad virtual que, combinadas a 
una aplicación, pueden monitorizar al paciente, comunicarse con él y tomar 
apuntes, además te permite controlar en todo momento lo que sucede dentro del 
entorno y cuantificar el nivel de ansiedad del usuario. Actualmente han realizado 
pruebas con encefalogramas para obtener los datos proporcionados por el 
electroencefalograma durante el periodo de del tratamiento, aunque aún no han 
perfeccionado este punto ya que hay algún problema si el usuario se mueve 
rápidamente.  
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El usuario puede desplazarse por una gran variedad de escenarios que le permiten 
tratar con diversas terapias como son el miedo a volar, a las agujas, a hablar en 
público, a conducir o el miedo a los insectos. También ofrece tratamientos para la 
acrofobia, la claustrofobia o la agorafobia e incluso una sala de relajación. 
 
 
 
 
 
 
Fig.  14 Como funciona Psious 
Fig.  15 Psious combinado con un encefalograma 
Diseño de un entorno virtual interactivo para OculusRift 
Sergio Martín Millán 
 
24 
 
7. Pruebas con usuarios 
Previamente a hacer la aplicación se hizo un test con diferentes usuarios y diferentes 
aplicaciones para ver cuál era la reacción ante el uso de las Oculus. 
Hay que tener en cuenta también que las pruebas se hicieron con las OculusDK1. 
A la pregunta "¿Te has mareado?", todos los usuarios respondieron que sí en mayor o 
menor medida. Se les pidió cuantificarlo y la mayoría afirmó marearse en una intensidad 
igual o inferior a 5. 
 
 
 
 
 
Al preguntar sobre la causa de porqué se habían mareado, un 62,5% respondió que la 
causa fue la sensación causada al moverse la imagen. Mientras que un 25% respondió 
que fue a causa de que no tenía la sensación de girar junto a la cámara y el resto fue 
causado por el malestar generado por cargar con las gafas. 
 
 
 
 
 
Respecto a la tardanza del inicio del mareo hubo un gran varianza, entre 1 y 5 minutos, 
dependiendo de la aplicación ejecutada, en caso de haber más dinamismo, menor tiempo 
pasaba hasta empezar las primeras molestias. 
También hicimos un cuestionario sobre qué mejorarían, todos concluyeron en que los 
puntos a mejorar eran la resolución de imagen, la calidad de los escenarios y la 
incomodidad causada por cargar con las gafas y el contacto con las lentes. 
 
 
 
 
Fig. 146 Gráfico de la intensidad de 
mareo 
Fig. 17 Gráfico de los motivos del mareo 
Fig. 18 Gráfico de cosas a cambiar 
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Aún con estos defectos, la mayoría de usuarios se sintieron integrados gracias a la 
combinación de las gafas y el sonido ambiente. 
 
 
 
 
 
 
Aun así a todos les pareció una experiencia satisfactoria. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 19Gráfico de las causas de sensación de integración 
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8. Preproducción 
8.1. Sinopsis 
Después de muchos años encerrado y experimentando con él, logran soltar a un sujeto 
de pruebas, pero no ha salido del centro. Para ello tendrá que superar algunas salas de 
experimentación. 
8.2. Referentes 
Referentes: juegos de escape portal 1 y 2… 
Tomando como referencia principal el concepto de Portal, se han creado distintas salas 
de prueba a las que vas avanzando según completas cada una de ellas. 
A su vez se ha cogido la estética de Portal para la sala central y la sala exterior. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 20 Imagen Portal 2 
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8.3. Guión 
 
SALA OSCURIDAD 
(El personaje se despierta en una mina junto a un farol.) 
 
VOZ EN OFF 
¡¡Por fin te despiertas!! Llevas horas inconsciente. Llevan años experimentando 
con nosotros pero hemos logrado sacarte de allí. A partir de aquí tendrás que 
buscar una salida. 
 
El personaje avanza en la oscuridad. 
Encuentra una linterna. 
 
VOZ EN OFF 
- ¡¡Has encontrado una linterna!! Ahora podrás iluminar mejor la zona, pero… 
¿estás seguro de que no va a fallar?, sería mejor que buscaras baterías, por si 
acaso. 
Sale de la sala de la oscuridad. 
 
 
SALA BLANCA 
(Aparece en una sala totalmente blanca totalmente vacía.) 
 
VOZ EN OFF 
- ¿Realmente creías que te estaba ayudando de verdad? Estoy seguro de que no 
ves la salida que hay delante de ti. 
 
(Al avanzar por la sala aparece un edificio por el que puede salir.) 
 
 
SALA ALTURA 
(De repente se encuentra en una sala deteriorada con planchas metálicas.) 
 
VOZ EN OFF 
- ¿¡Cómo!? Así que has encontrado la salida... pero aún no eres libre. Espero que 
a estas alturas no tengas miedo… 
 
(Al avanzar por la sala varias placas se caen, y al final del pasillo se encuentra una 
bifurcación.) 
 
VOZ EN OFF 
- ¿Qué te crees, que las cosas aquí son fáciles? Escoge tu camino. 
 
(Después de seguir atravesando placas inestables y recorriendo vigas acaba encontrando la 
salida de ese lugar.) 
 
 
SALA BLANCA 
(Reaparece en la sala.) 
 
VOZ EN OFF 
- Ooooh, que pena. Pues parece no era la salida. 
Así no escaparás nunca. Esperaba mucho más de ti. 
(Pierde el conocimiento.) 
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8.4. Referentes y estilos 
8.4.1. Estructuras 
Tras investigar las especificaciones y los requisitos necesarios para poder ofrecer 
una experiencia satisfactoria a nivel de rendimiento, fue evidente que construir 
escenarios de tamaños excesivamente grandes (paredes, techos y suelos 
larguísimos) perjudicaría al rendimiento de la aplicación además de que complicaría 
en exceso el proceso de texturizado y al tileado de este. 
La solución que se ha encontrado para evitar piezas de dimensiones exageradas es 
construir los entornos virtuales conforme a una serie de secciones, que a base de 
repeticiones y copias, dispuestas de la forma correcta conformen los pasillos y 
corredores de cada uno de los escenarios. 
La idea surgió de los tableros para juegos de 
rol, que no son más que una serie de 
segmentos intercambiables para generar un 
sinfín de espacios, reutilizando unas 
mismas piezas intercambiando sus 
posiciones, orientación y distribución: 
un pasillo, un cruce, una esquina, etc. 
Este sistema de piezas “desmontable” 
evita problemas como tener una 
resolución de textura baja y de poco 
detalle, pero genera otros problemas o inconvenientes 
que poco a poco veremos cómo se han evitado y/o 
solucionado, como podrían ser la aparición de patrones 
de repetición, sobrecarga a la hora de procesar un elevado número de 
elementos, etc. 
 
8.4.2. Moodboard 
Moodboard mina:  
El primer escenario es el entorno donde 
se trataría la nictofobia o fobia a la 
oscuridad, por lo tanto lo evidente es que 
se busque un entorno donde la luz sea 
escasa y tenga coherencia, he aquí el 
motivo de la elección de una mina. 
Rescatando los elementos básicos de 
una mina se busca la roca la madera de 
los pilares que sujetan el techo y 
elementos típicos de un entorno minero 
como picos y palas para rellenar el 
entorno y que no quede demasiado vacío.  
Fig. 21 Referente de secciones 
Fig. 22 Moodboard Mina 
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Moodboard altura:  
En el tercer escenario se trataría la acrofobia o miedo a 
las alturas. Se hace creer al usuario que está 
escapando, pero su captor le pone dificultades. 
Basándonos en el popular juego de ordenador Portal, el 
usuario tendrá que sortear obstáculos y evitar trampas. 
Se entra así en una zona de pasillos, una antigua 
construcción un tanto abandonada en que los 
elementos principales son los metales y el cemento.  
Tras la búsqueda de referentes, se elaboraron una serie de bocetos para escoger la 
estética final de cada uno de los entornos y para poder cogerlos como referencia. 
 
8.5. Diseño del entorno 
8.5.1. Escenario Mina 
Tras estudiar las posibilidades que teníamos, se han definido una serie de 
recompensas para el usuario y también una escala de progresión de dificultad óptima 
para representar una fase intermedia de un tratamiento en realidad virtual.  
Para generar las estructuras necesarias se ha 
considerado necesario un pasillo, una esquina en 
“L”, un cruce en “T”, un cruce de cuatro caminos y 
una sala donde se iniciará y finalizará la 
experiencia. La elección de un escenario tan lineal 
se basa en el problema que suponen curvaturas y 
diseños diagonales, como se pudo comprobar en 
diferentes pruebas a la hora de interConnectar 
diferentes secciones a otras.  
La progresión de dificultad en este escenario se fundamentará en el factor que le da 
seguridad al usuario: la luz. Siendo la sala verde el inicio y la sala naranja el final, el 
usuario dispondrá desde el inicio de la experiencia de una fuente de luz, una vela que 
le proporcionará una luz global pero muy débil.  
Fig. 23 Moodboard Altura 
Fig. 24 Esbozos diseño de entornos 
Fig. 25 Diseño de escenario 1 
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En caso de girar en el primer cruce y continuar por cualquiera de los pasillos que se 
encontrará, obtendrá la linterna, que le proporcionará un foco de luz más intenso para 
ver más lejos, pero menos superficie, lo que le impondrá el primer reto, la perdida de 
visibilidad.  
A medida que vaya avanzando con este nuevo reto la dificultad irá aumentando ya 
que las baterías de la linterna se irán agotando, y está irá fallando cada vez más 
hasta que no encuentre la salida, o la otra recompensa: las recargas de batería. En 
caso de que siga explorando por el camino incorrecto, no le será difícil encontrar una 
de las recargas con lo que restaurar el nivel de batería de la linterna. Llegados a este 
punto que el usuario llegue a la meta solo dependerá de la habilidad del sujeto en 
salir de laberintos y su superación de un posible miedo a la oscuridad. 
8.5.2. Escenario transición 
Superado el primer nivel, se entra en el nivel de transición, 
un espació que nos sirve para ir de una actividad a otra y 
como continuación del hilo argumental.  
Lo que ve el jugador es un entorno vacío a su alrededor 
que oculta la salida de este nivel. La narración de la voz en 
off da una pista bastante evidente de la solución de este 
puzzle, en cuanto se camina hacia delante se desvela una 
construcción donde se encuentra la puerta de salida. 
La peculiaridad de este escenario es mérito de mi compañero ya que se trata de un 
mundo sin fin, aunque nos dirijamos en dirección opuesta a la salida, se reaparece 
al otro extremo de la sala con lo que pasamos a dirigirnos justo en dirección a la 
salida. 
8.5.3. Escenario Altura 
En este punto nos encontramos frente a nuestro 
último escenario. Al tratar la acrofobia, se diseñaron 
unos pasillos con un doble fondo muy profundo 
para generar la sensación de vértigo en el usuario.  
En la base se han necesitado los mismo módulos 
básicos que en la mina, pero para mantener una 
proporción con la profundidad del escenario y 
debido a la sensación claustrofóbica que 
generaban los pasillos iniciales, se diseñaron unas 
secciones más anchas que en el caso anterior. 
En este caso la progresión de dificultad la 
encontramos en los desafíos que nos vamos 
encontrando a medida que avanzamos.  
Estos desafíos consisten desde plataformas del suelo que se desplazan, otras que 
se caen y se deben esquivar, el tener que pasar por superficies cada vez más 
estrechas y el tener que discernir entre diferentes caminos para escoger el adecuado. 
Fig. 26 Diseño de escenario 2 
Fig. 27 Diseño de escenario 3 
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9. Líneas de producción  
Dentro de la fase de producción englobo el modelado, el mapeado y la texturización de 
los modelos del entorno virtual. Gracias a mis conocimientos en cada fase de la 
producción, en cuanto a técnica este proyecto no ha resultado de gran dificultad, pero si 
ha supuesto un desafío el volumen de trabajo necesario para llevarlo a cabo. 
Por otro lado lo que ha supuesto una dificultad personal ha sido la imposición de dos 
metodologías distintas de trabajo para aumentar mis conocimientos y demostrar mi 
capacidad de ejecutar una línea de producción completa desde su inicio hasta su 
finalización. 
De esta forma he diseñado dos metodologías de trabajo que proporcionarán dos estéticas 
y dos resultados diferentes para conseguir un mismo fin. Dos en vez de tres ya que el 
escenario intermedio no requiere de trabajo de mapeado ni texturizado. 
Ambas dos metodologías tienen la misma base, un modelado low poly por requisitos 
técnicos del hardware para ofrecer un rendimiento óptimo. Al tener dos escenarios he 
visto lógico usar una metodología en cada uno para poder comparar un resultado con otro 
y aprovechar las características de cada uno según las especificaciones del modelado 
necesario en cada uno de los escenarios. 
 Metodología escenario mina: En este proceso se parte del modelado realizado en 3ds 
Max, un modelado en low poly partiendo de box modeling. Una vez modelado se 
procede a mapear el objeto para importar el modelo en Zbrush y generar un nuevo 
modelado en High poly altamente detallado a nivel de relieves y texturas. 
 Con este modelado detallado se generan de forma automática los mapas de Normal 
maps que proporcionaran información detallada de relieve sobre el modelo low poly, 
esto sumado a la creación de texturas con imágenes recursos y edición en Photoshop  
genera las texturas necesarias para texturizar los modelos del escenario de la mina. 
 Metodología escenario altura: En este caso se sigue la primera fase del proceso igual 
que en la otra metodología hasta el punto de mapeado. Una vez mapeado se exporta 
una versión en .obj a Substance Designer para poder ver los resultados del proceso 
de texturización y se procede a crear las texturas a través de mapas procedurales. 
Fig. 28 Esquema diseño de metodologías 
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10. Ampliación de conceptos 
10.1. UV Mapping 
Los modelos en 3D están formados por vértices 
(vertices), Connectados por aristas  (edges), que a su 
vez dan forma a las caras de los objetos (polygons). El 
conjunto de estos elementos se llama malla (mesh).  Si 
pensamos en la malla como una escultura, todo aquello 
referente a color, dibujos, detalles… corresponde a la 
textura.  
Ahora bien, todas las texturas trabajan en base a un plano con dos dimensiones, 
utilizando los ejes X e Y. Para poder aplicar una textura sobre un modelo es necesario 
que exista algún mecanismo que permita proyectar estos datos sobre la malla pasando 
del espacio 2D, al espacio 3D. 
Para que una textura pueda envolver un objeto tridimensional, es necesario “aplanar” 
virtualmente el cuerpo volumétrico. De esta manera, se proyecta toda la geometría en 
sólo dos dimensiones, con los valores de “U” para las coordenadas en el eje X, y los de 
“V”, para las del eje Y. El UV Mapping es la manera en que una textura debe ser 
desplegada sobre un objeto. Este proceso puede ser llevado a cabo de diferentes 
formas dependiendo de que software se utilice, en mi caso utilizaré tanto Zbrush, como 
3ds Max. 
10.2. Normal maps 
La utilización de “normals” supone un beneficio para este proyecto, que compensa con 
creces el trabajo extra que supone para el proceso de producción. Se trata de un recurso 
que en otros casos dependiendo de las características del proyecto podría ser 
innecesario. Un Normal maps lo que hace es perturbar la superficie de un objeto 
siguiendo tres direcciones: la dirección normal -perpendicular- en cada punto de la 
superficie del objeto y por otro en dos direcciones tangentes a la superficie y ortogonales 
entre sí a diferencia de un Displacement que perturba tan solo la superficie del objeto 
en la dirección de las normales. 
 
 
 
 
 
 
 
 
Fig. 29 Ejemplo UVW Mapping 
Fig. 30 Comparación Displacement Map & Normal maps 
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Para lo que se ha extendido ampliamente el uso de Normals es para generar mapas de 
relieve a partir de modelos tridimensionales CG muy densos, de manera que luego esa 
información pueda ser aplicada en una versión del mismo con un nivel poligonal mucho 
más bajo manteniendo un nivel de credibilidad muy alto. 
Básicamente, lo que obtenemos con un Normal map es una representación del relieve 
superficial de un objeto mucho más creíble y fiel. No obstante generar Normal map a 
partir de una fotografía es altamente complejo, pese a que hay programas capaces de 
hacerlo.  
 
 
 
 
 
 
 
 
 
10.3. Physically Based Rendering (PBR):  
El PBR es un método de generación de materiales que permite que éstos sean mucho 
más realistas. Para ello genera una textura que contiene todas las propiedades del 
material en cuanto a reacción con la luz necesarias para luego poder asignarle 
parámetros a cada una de las propiedades para cada situación en lugar de crear 
diferentes texturas para cada una de las situaciones. 
A partir de estas propiedades, el programa en cuestión calcula todas las propiedades 
en cada fotograma según la luz que incide en el material generando una reflexión y 
refracción más precisa, y por lo tanto más real, que el resto de métodos de creación de 
materiales. 
El principal beneficio que marca la diferencia es la capacidad de generar un material 
dinámico en vez de una textura inalterable, que adapte su comportamiento en cada 
momento y con la posibilidad de modificar o alterar sus características desde el software 
de destino final. Esto evita tener que volver a re-editar las texturas teniendo que repetir 
parte del proceso de creación. Además si queremos aplicar el mismo material a 
diferentes objetos o elementos similares podemos generar alteraciones aleatorias o 
concretas en el material para que realmente parezcan diferentes siendo el mismo 
material. 
 
Fig. 15 Comparación entre efecto Bump & Normal maps 
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11. Software empleado 
11.1. 3D Studio Max 2016 
El programa con el que hemos sido introducidos al modelado 3D a lo largo de nuestros 
estudios de grado en Multimedia. Es un programa de modelado poligonal muy 
polivalente utilizado tanto en el ámbito técnico de la arquitectura para conseguir renders 
fotorrealistas, como en el mundo de la animación y de los videojuegos.  
Al tener conocimientos previos y haber trabajado en multitud de proyectos anteriores 
con él, me ha proporcionado la confianza suficiente para llevar acabo el modelado de 
los entornos virtuales de este trabajo. 
11.2. Zbrush 4R6 
Software de modelado 3D modelado 3d, escultura y pintura digital basado en sculping 
que permite tratar la malla poligonal como si fuera arcilla, utilizando pinceles en vez de 
herramientas. Este programa es utilizado mayormente en modelado orgánico, tanto 
modelos humanoides como no-humanoide aunque también es muy versátil en cuanto a 
modelado inorgánico.  
Utilizado por la mayor parte de la industria de los videojuegos y el mundo 
cinematográfico siempre me ha despertado un gran interés y no podía desperdiciar la 
oportunidad de poder profundizar en las posibilidades que ofrece y en sus flujos de 
trabajo.   
11.3. Quixel Suite 
Un gran descubrimiento personal, se trata de un plugin completamente integrado en 
Photoshop, que permite previsualizar el comportamiento de las texturas sobre el modelo 
directamente sin necesidad de ir cambiando entre aplicaciones. Como características 
especiales dispone de la tecnología de PBR para poder visualizar como afectarían al 
resultado final los cambios efectuados. 
Además permite visualizar efectos cinematográficos de postprocesado y un generador 
de displacements muy rápido. Líder mundial del mercado de las aplicaciones de edición 
de imágenes, domina el sector de tal manera que su nombre se utiliza como sinónimo 
para la edición de imágenes en general. 
11.4. Photoshop CC 
Editor de gráficos rasterizados usado principalmente para el retoque de fotografías y 
gráficos, también puede ser usado para crear imágenes, efectos, gráficos y más en muy 
buena calidad. Con el auge de la fotografía digital en los últimos años, Photoshop se ha 
ido popularizando cada vez más fuera de los ámbitos profesionales. 
11.5. Substance Designer 
Substance Desinger es un programa de texturización basado en nodos, especializado 
en la utilización de PBR extensamente utilizado más de 70 videojuegos de nivel AAA. 
Substance permite tanto extraer una serie de texturas en forma de bitmaps estáticos y 
planos como la utilización de PBR implementadas como un único material dentro de 
otros softwares como Unity. 
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Para poder texturizar se utilizan bitmaps y mapas procedurales unidos mediante un 
sistema de conexiones nodales y la aplicación de la gran variedad de blending modes 
que proporciona, así como toda una serie de herramientas a nuestra disposición. Este 
método de organización es mucho más visual y, por lo tanto, fácil de comprender que el 
método de capas aplicado en otros programas y permite la posibilidad de modificar 
editar o retocar cualquier aspecto en cualquier momento sin apenas generar cambios 
en el resto del proceso. 
 
 
 
 
 
 
El uso de los mapas procedurales facilita la creación de una gran variedad de texturas 
con diferentes patrones manteniendo las mismas características. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 32 Ejemplo de sistema nodal 
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12. Producción 
12.1. Escenario de transición 
Según el diseño inicial y debido a la finalidad que tiene este 
escenario, el único trabajo que se ha llevado acabo aquí es el 
proceso de modelado de la puerta que da acceso a la tercera 
fase. Tan solo el modelado ya que no se requería de una 
texturización para este elemento para continuar con la estética 
blanca de toda la sala. 
Para modelar las puertas he usado la técnica de box modeling 
con el modificador editable poly de 3ds Max y también el 
modificador symetry para ahorrar la mitad del trabajo. El primer paso es crear dos box, 
de aproximadamente 1,25m de ancho por 3m de alto y una profundidad de 10cm que 
será la puerta. Una segunda box de aproximadamente 1,25 por 3,10m y una profundidad 
de unos 30 cm nos servirá como marco de la puerta (la profundidad permite encajarla 
en el escenario posteriormente). 
El marco de la puerta ha de estar alineado con el lateral de la puerta que corresponderá 
al eje del symetry que aplicaremos una vez que apliquemos editable poly a una de las 
dos piezas y apliquemos atach sobre la otra. 
Con esto se consigue la estructura básica para poder trabajar. Para completar el marco 
solo son necesarios tres pasos más, crear un inset en la cara delantera, trasera, inferior 
y lateral derecha. Una vez hecho esto se puede eliminar y proceder a crear dos nuevas 
caras con la herramienta create de la selección de caras para cerrar las caras abiertas 
en el paso anterior y se consigue la forma del marco ya completado. Por último se aplica 
un leve Chamfer en todas las aristas del objeto excepto las aristas de la base y se 
consigue un aspecto sutil pero suavizado mucho más estético.  
 
Para modelar la puerta realicé un Connect de dos ejes, de los ejes verticales de la puerta 
consiguiendo dos secciones longitudinales alrededor de la puerta que servirían como 
referencia para colocar la ventana. Al realizar otro Connect de los ejes horizontales 
conseguí preparar la malla para poder hacer la cavidad de la ventanilla. Realizando un 
inset simultaneo en la cara frontal y trasera y eliminando la cara central conseguimos el 
hueco necesario para la ventana.  
Fig. 33 Malla poligonal puerta 
Fig. 34 Capturas proceso modelado 
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Para acabar re-escalamos la distancia entre los vértices del saliente que hemos 
conseguido y podemos generar una hendidura. Sólo queda crear nuevas caras para 
cerrar los polígonos de la puerta y ejecutar un Chamfer para suavizar los biselados, 
haciendo atach a una nueva box encajada dentro del hueco de la puerta se consigue la 
ventana (de ser necesario aplicando un segundo material trasparente a este objeto 
conseguiríamos una ventana transparente). 
 
Para completar el modelo unos cilindros simples generados con 
primitivas simulan unas bisagras a los lados. Con una spline con 
recorrido modelé uno de los pomos de la puerta que al ser atachado 
al modelo de la puerta se duplica a través del symetry, y una box 
también generada por primitivas hace de base del pomo de la puerta. 
Una vez completado el modelo solo resta importar en Unity el modelo y construir el 
escenario ya que debido a las características del diseño del entorno no se necesita ni 
mapear ni texturizar el modelo. 
12.2. Escenario nictofobia 
Como ya he explicado mi trabajo tiene como peculiaridad la utilización de dos 
metodologías de trabajo, en este apartado explicaré la primera de ellas implementada 
para generar los elementos estructurales básicos del entorno de la mina. Cuando hablo 
de elementos estructurales básicos me refiero a las piezas del suelo, paredes, techos y 
vigas de madera.  
Me gustaría comentar que personalmente nos hubiese gustado poder construir unos 
escenario con un alto nivel de detalle, esto supondría un alto nivel de poligonación, pero 
debido a que estos elementos se repiten multitud de veces, el rendimiento del dispositivo 
Oculus Rift se vería afectado negativamente y es algo que no nos podíamos permitir -
posteriormente se explicará en detalle en el apartado de conclusiones. 
Para evitar problemas y errores de rendimiento opté por un modelado basado en low 
poly, lo que permitió introducir la idea de usar el modelado high poly con Zbrush que a 
continuación explicaré para conseguir una estética parecida a la que se quería conseguir 
desde un principio. 
Fig. 35 Capturas proceso modelado 2 
Fig. 36 Detalle malla puerta 
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12.2.1. Modelado: 
Se diseñaron cuatro piezas básicas que construyen todos los pasillos y salas. Al 
utilizar una técnica low poly el suelo tuvo que formarse por box simples creadas por 
primitivas con las medidas del ancho del pasillo y el largo de cada sección, ya que si 
la malla hubiese tenido irregularidades esto se habría traducido en desplazamientos 
verticales. El usuario no percibiría apenas el desplazamiento pero sí sufriría el 
movimiento de la cámara que como hemos podido comprobar personalmente, genera 
mareos y malestar. 
En cuanto a paredes y techo se utilizaron modelos muy similares, así 
que, explicaré tan solo como ejemplo las placas de la pared. A 
diferencia del suelo, en las paredes se tenía que lograr un efecto 
totalmente opuesto para que fuera realista. Para generar la 
percepción de volumen no podía utilizar una simulación de relieve a 
través de textura así que opté por generar volúmenes reales en la 
malla. 
Desde una box lisa con diferentes subdivisiones a modo de 
cuadricula, aplicando el modificador editable poly, con el selector de 
caras se fueron seleccionando caras concretas con relativa 
aleatoriedad y creando extrusiones para generar diferentes niveles 
de altura.  
Una vez se consiguió este efecto de superficies irregulares, con las herramientas de 
selección de vértices tales como weld, colapse o target weld fui uniendo algunas 
caras, desplazando otras para conseguir aristas más sutiles, suavizadas y diagonales 
más típicas del modelado low poly, pero que  permitiesen identificar claramente lo 
que representaba el modelo.  
A partir de este punto hablaríamos del proceso característico de esta metodología, 
de la parte en que se diferencia entre un proceso y otro. Para explicar el proceso 
utilizaré un ejemplo de cómo se modelaría una piedra.  
El primer paso sería construir un modelo lo más bajo de 
poligonación posible en un software como 3ds Max, para 
exportarlo a Zbrush en formato .obj. Realmente este modelo 
básico ya nos podría servir como modelo en nuestro 
escenario aplicando el resto del proceso de sobre él, pero 
en mi caso preferí aumentar ligeramente la malla para 
conseguir un mejor efecto visual y estético y darle un mejor 
detalle al modelado.  
En este punto, se puede decir que tenemos la versión de base del modelo y será la 
que utilicemos para construir nuestro escenario. A partir de aquí, lo que haremos 
será, como ya he mencionado, generar una versión muy detallada y definida del 
modelo que sólo utilizaremos en el proceso de mapeado/texturizado. 
Fig. 37 Malla poligonal muro 
Fig. 38 Ejemplo modelado 
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Una vez importado dentro del nuevo software se procede a subdividir la malla para 
obtener más polígonos con los que trabajar, sin importar el aumento de poligonación 
ya que este software de esculpido nos permite regresar tanto a niveles inferiores 
como superiores de poligonación. Una vez preparada la pieza solo resta darle el 
aspecto que buscamos. Concretamente he utilizado tres herramientas trim adaptive, 
clay buildup y standard. 
 
 
 
 
Cada uno tiene una función y propiedades particulares, y se utilizan en diferentes 
puntos del proceso de modelado “high”. Todo comienza con trim, que nos 
proporciona la posibilidad de redondear las esquinas y aristas para tener unos cantos 
curvos. A continuación con clay podemos deformar la malla generando surcos de 
relieves tanto hacia dentro como hacia fuera de la malla para generar hendiduras, 
cavidades, etc. Cuando tenemos las caras de la roca marcadas, volviendo a utilizar 
trim se puede suavizar las caras para simular la erosión de la roca y alisar las caras 
que nos interesan. Por último con la herramienta más utilizada de Zbrush, el pincel 
standard podemos generar imperfecciones como las marcas de los picos sobre la 
roca. Zbrush también nos permite utilizar un sistema de alphas para ser capaces de 
configurar los pinceles para ser capaces de generar patrones, marcas etc. 
 
 
 
 
Con esto se completa el modelado de las piezas de las paredes, techo y vigas de 
madera, que han sido modeladas con el mismo proceso y con las mismas 
herramientas. 
La razón de hacer este segundo proceso de 
modelado en Zbrush y no en un software como 
3ds Max es muy sencilla y evidente. Se debe a 
la versatilidad que permite un software como 
Zbrush, que trabaja modelando la pieza como si 
se esculpiera en arcilla, utilizando pinceles con 
diferentes características que permiten hacer 
variaciones en la malla impensables en otro tipo 
de software.  
Fig. 39 Herramientas Zbrush 
Fig. 40 Comparativa Low poly & High Poly 
Fig. 41 Comparativa Low poly & High Poly 
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A parte de la facilidad de modelado, nos beneficiamos de la capacidad de 
rendimiento. Zbrush consiste en un entorno 3D dentro de un entorno canvas 2D, lo 
que permite trabajar con millones de polígonos sin notar apenas diferencias de 
rendimiento. Por ejemplo la versión low poly tan solo consta de unos 1.000 polígonos, 
mientras que su versión high poly consta de más de 16.000.000 de polígonos. Se 
puede ver claramente en las imágenes que muestro como ejemplo donde sólo se 
renderiza de naranja las aristas de los objetos y sin embargo debido a la alta 
concentración de polígonos parecen teñidas completamente como si tuvieran una 
textura lisa de ese color. 
Además de las piezas necesarias para construir el escenario, cree diferentes 
modelos de elementos escénicos para que aparte de adornar nuestro entorno y 
dotarlo de un contexto específico, el usuario tuviera una serie de referencias para 
saber por dónde había pasado. En total se generaron otros tres modelos diferentes: 
un barril, una pala y un pico minero. Elementos producidos por el mismo proceso de 
modelado simple llamado box modeling.  
Con esto, el modelado de las piezas estaría acabado y solo quedaría realizar el 
mapeado para poder exportar la versión básica de los modelos para utilizarlas en 
Unity y utilizar la versión detallada en el proceso de mapeado para generar una 
textura de Normal maps que se utilizaría en la texturización. 
 
 
 
 
 
 
12.2.2. Mapeado 
En este caso he utilizado las herramientas propias de Zbrush porque he querido 
investigar más allá de mis conocimientos previos a este proyecto y aprender a 
mapear con Zbrush, además escogí beneficiarme del sistema de generación de 
Normal maps de este programa. 
Para mapear un objeto en Zbrush utilizaremos diferentes herramientas dentro de los 
menús de Tools, Zplugin y Texture. 
El primer paso es abrir la herramienta UV Master en el menú ZPlugin con el modelo 
en el nivel más bajo de poligonación y seleccionar la opción Work on clone, para 
“trabajar en una copia”, que solo tendrá un nivel de división. Si se hiciera desde el 
original se generarían las UV del nivel más alto de poligonación. 
 
Fig. 42 Comparativa Low poly & High Poly Fig. 163 Ejempos de malla 
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Fig. 174 Paneles Zbrush. 
 
 
  
 
 
 
El programa genera las coordenadas UV automáticamente y se puede comprobar el 
corte que ha realizado sobre la malla con checkseams, que queda activado al trabajar 
sobre la copia. En este punto, sólo se tiene que seleccionar copy UVs, volver al 
modelo original -aún en el nivel más bajo de polígonos- y accionar en el mismo menú 
UV Master la opción Paste UVs. De esta forma tendremos las UV del modelo básico 
en el modelo final. 
A partir de aquí se debería exportar el modelo de base para el escenario a través de 
la opción export del menú tools en la herramienta geometry. Con esto tendríamos 
todo preparado para generar los Normal maps que se encargarán de proporcionar la 
información al programa, una vez se ejecute, sobre el volumen y el relieve indicándole 
como se tiene que comportar la luz al incidir a través de unos mapas que almacenan 
información de profundidad.  
Para conseguir esta información solo se tiene que acceder submenú Normal map 
dentro del menú de tools, pre-seleccionar las opciones deseadas y generar el mapa 
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con la opción create normalmap. Una vez generado vemos una miniatura de tonos 
azules y lilas que el ordenador interpretará como un mapa de profundidad. Para 
exportarlo tenemos que seleccionar Clone NM, acceder al menú Texture y exportar 
el bitmap. Con esto tendríamos el mapeado resultante y una parte del texturizado -el 
referente a normalmaps- completado. 
12.2.3. Texturizado 
Desde que empecé a tener conocimientos en texturización de objetos 3D, he ido 
construyendo un archivo de imágenes extraídas de galerías gratuitas y libres de 
derechos. Opté por crear las texturas necesarias para este escenario y algunos de 
los objetos del resto de entornos a través de la modificación de imágenes del archivo. 
 
 
 
 
 
 
 
 
 
Exportando un render de las UV Maps de cada modelo e importado como una capa 
transparente en Photoshop, utilicé las herramientas de transformación libre, 
deformación de forma y otras herramientas como la pluma, selección, etc. para dar 
forma a las texturas que cubren los modelos del escenario. 
Concretamente para las piezas pared, techo y suelo fue muy sencillo ya que sólo 
tuve que generar texturas “tileadas”. Para conseguir este efecto, generamos una 
copia de poco más de la mitad de la imagen de ancho, la volteamos horizontalmente, 
se disimula el corte entre un fragmento y otro, y se repite el mismo proceso 
verticalmente.  
Como peculiaridad, las vigas fueron texturizadas transformando una textura de un 
tabón de madera para darle un mejor efecto pero, con el trabajo realizado en el 
aspecto de las Normal maps, no requerían en realidad de ninguna textura.  
 
Fig. 185 Muestra de galería de imágenes 
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12.3. Escenario de acrofobia 
12.3.1. Modelado 
En cuanto al modelado de las piezas necesarias para conformar este escenario como 
suelos, paredes y techos, no hay nada que explicar en lo que se refiere a técnica, ya 
que se trata de cajas simples con las medidas necesarias para mantener las 
proporciones buscadas -hablo de medidas proporcionales ya que en Unity el sistema 
de unidades no se corresponde a unas unidades métricas standard-. 
El motivo de este escaso proceso de modelado en el escenario es debido a que se 
prefirió añadir elementos de “decoración” en vez de hacer la malla de los modelos 
más compleja. Este entorno en particular posee un número mayor de elementos. Por 
ejemplo, además del suelo y las paredes, también existe una segunda pared y un 
segundo suelo -la estructura del foso-. Ante la posibilidad de sobrecargar el 
rendimiento de la aplicación final, la solución más evidente era la de simplificar los 
modelos de base e introducir otros a modo decorativo.  
En cuanto a los elementos de decoración, así como los 
elementos de interacción no dejan de ser objetos 
bastante sencillos modelados a partir de box modeling. 
De esta forma, las vigas verticales y horizontales se han 
modelado partiendo de una box y dividiendo la malla con 
diferentes secciones transversales. 
Mediante la selección de vértices y de ejes se fueron 
modificando las mallas, utilizando la herramienta de 
desplazamiento así como las de rotación.  En segundo 
lugar, se ha ejecutado un Chamfer de las aristas 
necesarias para suavizar los cantos. Como ya he 
comentado no dejan de ser elementos muy básicos con 
una simple modificación de la malla original.  
Aparte de evitar la sobrecarga de poligonación otro 
factor que nos ha llevado a escoger el simplificado al máximo los modelos poligonales 
es el hecho de que en esta segunda metodología lo que se ha buscado es dar 
protagonismo a la fase de texturización por encima al modelado.  
Una forma de demostrar este intento de destacar textura sobre modelo, se puede 
observar en el último elemento por comentar: los elementos escenográficos. Como 
elemento escenográfico para rellenar nuestro entorno se escogió generar unos 
cajones de madera generados por cajas cúbicas simples. Concretamente utilizaré 
este objeto para  para explicar la técnica de mapeado utilizada. 
12.3.2. Mapeado 
Una vez completado el proceso de modelado, el siguiente paso vuelve a ser al igual 
que en la primera metodología, el mapeado de las piezas. Como ya he comentado el 
UV mapping es la manera en que una textura debe ser desplegada sobre un objeto.  
Fig. 196 Proceso de producción 
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Ya he mostrado como hay programas y opciones que permiten llevar a cabo este 
proceso de manera automática, pero en mi caso estos sistemas me generaban una 
serie de problemas de distorsión insalvables para mi proceso de texturización. 
De esta forma, me decante por llevar acabo el mapeado a través de UVW Uwrapping 
o unwrap UVW, una de las herramientas especializadas en mapeado de 3ds Max. Lo 
que hace esta herramienta es básicamente desenvolver –wrap = envolver y unwrap 
= desenvovler- la geometría estirándola sobre un plano y presentándola de manera 
simple para que puedas trabajar sobre ella.  
Es una técnica matemática que se utiliza para el mapeo de mallas complejas como 
rostros, reduciendo al mínimo cualquier tipo de estiramiento o deformación. El UVW 
Unwrapping trabaja codo a codo con la geometría, es por ello que mientras más 
limpio esté el modelo, mejor será el resultado de tu unwrap y más simple será el 
proceso.  
Para comenzar se debe aplicar el modificador al objeto. Una vez aplicado, se abre el 
editor de UVs y ayudarnos de un patrón checker visualizamos si la textura sigue una 
lógica ordenada con mayor facilidad.  
Las líneas verdes que aparecen sobre el modelo corresponden a las costuras o 
seams y la idea es disminuir su presencia al mínimo posible. Estas costuras 
representan el punto de unión de la textura. A medida que cambiamos el tiling o 
tamaño del mapa, varía también la escala de la imagen, generando un conflicto a lo 
largo de este encuentro, ya que es en la costura donde comienza y termina la textura. 
La única forma de hacer completamente invisible la unión es mediante la técnica de 
pintado por proyección. 
Lo ideal, como norma general, es intentar que las costuras siempre queden en 
lugares poco conflictivos, de preferencia escondidas en pliegues o en posiciones 
ocultas para la cámara. En este caso, al ser una caja con paneles independientes de 
madera, las propias aristas del objeto podrían servir como costuras reales.  
Fig. 47 Panel modificador Unwrap UVW 
Diseño de un entorno virtual interactivo para OculusRift 
Sergio Martín Millán 
 
45 
 
El modificador Unwrap UVW, al igual que el UVW Map, permite utilizar 4 tipos 
automáticos de mapeo, que son el planar, el cilíndrico, el esférico y el cúbico. Esta 
herramienta puede ser usada en un comienzo para facilitar un poco el proceso del 
unwrapping posterior.  
Cada uno de los modos de mapeo, permite alinear la proyección de la textura 
siguiendo alguno de los ejes X, Y o Z, además del best align, o “mejor alineamiento” 
(automático), y View align, o “alineamiento según vista” (depende del viewport). 
También dan la opción de ajustar la proyección al tamaño del objeto (fit), centrarla 
(center) y resetearla (reset). 
Estas opciones, junto con las herramientas de las que dispone este modificador, en 
las que no entraré en detalle, permiten establecer un orden adecuado para las 
coordenadas UVW de nuestro modelo, lo que nos permite realizar el mapeado 
deseado. 
 
 
Una vez realizado el mapeado, al haber tal cantidad de objetos, es conveniente hacer 
una simple comprobación de la proporción de las texturas con un patrón checker de 
tipo numérico y de color. Este tipo de checker nos permite visualizar de forma directa 
el tamaño de las UVWs de los objetos y anticiparnos a los posibes errores a la hora 
de texturizar las piezas. 
12.3.3. Texturizado 
Como ya se ha mencionado, en este caso he utilizado un software nuevo para mí 
llamado Substance Designer. Personalmente quería utilizar este software desde que 
me hablaron de él en la conferencia “Procesos para la creación de texturas en juegos 
AAA” en el ámbito del Creative CITM en el Tech Talent de la UPC. 
Este programa ofrece un sinfín de posibilidades ya que permite generar miles de 
variaciones en una textura interconectando mapas procedurales, generadores de 
efecto y bitmaps.  
Aparte de poder generar miles de variaciones con las mismas bases, este software 
permite crear mapas espaciales del objeto para saber qué superficie del objeto se 
encuentra en la parte superior y generar polvo con texturas, o analizar la malla para 
considerar qué puntos deberían estar más desgastados por el roce a través del 
tiempo. Todos estos complementos no hacen más que aportar un sinfín de detallismo 
que nos beneficia en un realismo mucho más auténtico. 
Tras analizar diferentes tutoriales y buscar información sobre su funcionamiento 
aprendí a utilizar este software y gran parte de sus herramientas. Cabe decir que a 
simple vista parece extremadamente complejo, sobre todo las texturas que se 
pueden llegar a generar de las que luego veremos un ejemplo.  
Fig. 48 Pre y Post Mapeado 
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Pero a continuación, mostraré un esquema de un material sencillo generado por mí 
mismo –al igual que todos los materiales utilizados- para explicar el funcionamiento 
del programa.  
De modo general, tenemos dos colores o materiales. El primero será el color de la 
pintura, por ejemplo, de un coche. El segundo sería el color o el material de la chapa 
por debajo de la pintura. Estos dos materiales se mezclan según el patrón de la 
máscara en el mixer, siendo el patrón por ejemplo, un arañazo o una marca.  
 
 
 
 
Esquematizado de esta manera parece sencillo, pero la dificultad se incrementa 
cuando le añadimos más complementos como color y relieve para enriquecer la 
textura. Para ampliar estos conceptos de una forma más esclarecedora, me dispongo 
a presentar la textura que generé para las paredes de cemento del tercer escenario 
–Imagen ampliada incorporada al anexo-. 
El esquema básico son dos materiales que actúan como dos 
colores diferentes  -pintura1 y pintura2- mezclados en un el 
mixer3, siguiendo el patrón de masc3. 
Como he comentado una vez que se comienzan a ampliar los 
elementos para enriquecer el resultado final con más detalle 
todo parece extremadamente complejo. Nada más lejos de la 
realidad, me dispongo a explicar este material paso a paso. 
El primer paso es generar la textura que 
actuará como color o pintura exterior. En 
este caso se trata de una pared de 
hormigón, así que se buscaba conseguir 
un aspecto de cemento.  
Lo que vemos aquí es una ampliación de 
la pintura1, que consiste tan solo en dos 
materiales base a los que se les ha 
modificado parámetros básicos como el 
brillo, el color, etc. Y una máscara 
formada por un mapa procedural que 
genera un noise. El motivo de utilizar un 
mixer en esta parte es que en vez de tener 
un color plano y sin más interés, al 
mezclar dos colores con un patrón 
irregular nos aporta más riqueza visual.  
Fig. 49 Simplificación de textura en SD 
Fig. 50 Captura SD 
Fig. 51 Captura SD 
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Una vez que tenemos la primera pintura, procedemos a diseñar la segunda pintura. 
Si se tratara de un metal, el segundo color sería el que estaría por debajo del primero, 
pero también podemos jugar para que la segunda pintura por ejemplo, sea suciedad. 
En esta configuración he creado, siguiendo el mismo patrón de mezclar dos colores, 
una textura que nos generará las manchas típicas de suciedad más tarde en el 
mixer3. 
Por el momento, este material de 
suciedad está formado por dos materiales 
bases que encontramos en el cuadro de 
color2, uno verde y uno amarronado.  
En la máscara2 podemos ver uno de los 
típicos mapas procedurales. A este noise 
le apliqué una inversión de color ya que 
no me gustaba el patrón que seguía –de 
esta forma si generaba más verde que 
marrón se consigue lo contrario- y un blur 
o desenfoque para difuminar el patrón. 
Por supuesto estas dos pinturas no tienen 
razón de ser si no se relacionan entre sí 
siguiendo un patrón.  
Ese patrón es la máscara3. Realmente 
toda la fuerza de la textura recae sobre 
esta máscara. Aquí podemos ver que 
utilizo diferentes herramientas: roce, 
desgaste y una cuarta máscara.  
El roce es un generador que utiliza un 
mapa de curvature y un mapa de ambient 
oclusion que podemos generar con el 
propio software para determinar en qué 
sitios o zonas se producirá el mayor 
número de rozaduras.  
El cuadro desgaste no es más que otro mapa procedural modificado para darle más 
detalle al desgaste, al igual que la máscara4. Estos dos cuadros se unen en un 
blending, que no es más que un elemento que actúa como mixer. El blend1, 
resultante de la mezcla anterior, se une con el generador de rozaduras en el blend2 
y este actúa como máscara del mixer general, haciendo que donde es blanco en la 
máscara se vea la pintura1 y donde es negro se vea la pintura 2. 
Fig. 52 Captura SD 
Fig. 53 Captura SD 
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Una ventaja que tienen este tipo de mezclas con máscaras de 
texturas es que incluso podemos hacer que la propia máscara 
actué como Normal map de una de las texturas directamente en 
el mixer. De esta forma la textura elegida obtendrá un relieve 
correspondiente a la máscara.  
Para poner un ejemplo, volviendo a la idea de la pintura de coche, 
si la pintura1 es la pintura roja del coche y la pintura2 es el 
material de la chapa del coche, nuestra máscara o generador de 
rozaduras simularía una serie de ralladuras o incluso podríamos 
generar óxido. El colocar la máscara como Normal map aplicando un conversor de 
tipo Normal map, haría que la pintura roja del coche tuviera relieve y generaría 
marcas de relieve allá donde no hubiese pintura. 
Por último, destacar las posibilidades que aportan tanto la generación de polvo que 
previamente he mencionado y la generación de óxido para simular el desgaste del 
metal. Para ello mostraré el material utilizado en una de las vigas del escenario.  
-Imagen ampliada incorporada al anexo-. 
En este caso volvemos a encontrar dos pinutras unidas en un 
mixer, que sigue el patrón de una máscara, con la diferencia 
de que a la textura que actuaría como pintura1, se le aplica 
un generador de oxido antes de llegar al mixer, y el resultado 
del primer mixer, se le ejecuta otra acción de mixer2, donde 
se le aplica una tercera “pintura”, y una nueva máscara.  
Acontinuación lo comentaré más detalladamente. 
 
Aquí se puede ver como en pintura1 se 
obtiene el color de la pintura desgastada 
del objeto. Este color conseguido se 
obtiene de una serie de mezclas de color 
entre azul y marrón, utilizando diferentes 
mapas procedurales que generan ruido y 
distorsión para que la mezcla no sea nada 
uniforme. Hasta aquí sería igual que en el 
caso anterior con la diferencia de que 
aplicamos un generador de óxido.  
Fig. 54 Componentes textura resultante 
Fig. 55 Captura SD 
Fig. 56 Captura SD 
Fig. 57 Captura SD 
Diseño de un entorno virtual interactivo para OculusRift 
Sergio Martín Millán 
 
49 
 
Este generador de óxido lo que hace es 
utilizar un mapa de ambient oclusion, un 
curvature map y un world space normals  –
indica hacia donde mira cada cara en el 
espacio-, para generar a través de 
cálculos internos  donde se debería de 
generar las marcas de óxido. 
Además este generador permite controlar 
el aspecto de este óxido, la cantidad, el 
estado etc etc.  
Por otro lado tenemos la pintura 2, que no 
es más que otro material que actuará de 
material del metal, es decir, el objeto 
tendrá una capa de pintura muy desgastada, el generador de óxido nos provocará 
diferentes manchas de óxido y además allí donde falte pintura y el óxido se haya 
caído, se verá el material original del objeto: el metal.  
Ese patrón de donde habrá metarl y donde 
pintura lo volvemos a conseguir a través 
de la máscara que aplicamos al mixer que 
mezcla la pintura 1 con el metal.  
En esta máscara aplicamos de nuevo un 
generador de rozaduras, desgase y 
algunos mapas procedurales para darle un 
mayor nivel de detalle. 
Por último tenemos el efecto polvo, que 
está formado por otra pintura que dará el 
color al polvo y el generador de polvo, que 
utiliza un ambient oclusion y un world 
space normals para establecer donde 
debería depositarse el polvo sobre la 
malla.  
Para generar nuestra textura final lo que 
hacemos es unir la textura de nuestro 
polvo y el resultado del efecto de la pintura 
anterior en un mismo mixer, utilizando el 
generador de polvo como máscara a la 
vez que lo aplicamos de Normal maps de 
la textura polvo.  
 
 
Fig. 57 Captura SD 
Fig. 58 Captura SD 
Fig. 58 Captura SD 
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De esta forma conseguiremos el material final. 
   
 
Una vez completadas todas las texturas solo faltaría importarlas en Unity para 
aplicarlas sobre los objetos. Hay dos formas de realizar este paso, por un lado utilizar 
las herramientas de PBR que permitirían importar todas las características del 
material pudiendo generar aleatoriedad en cada una de las piezas y conseguir un 
efecto más realista en el entorno, o exportar los bitmaps resultantes del proceso de 
texturización.  
Como he expuesto a lo largo de todo este proyecto, la idea inicial era 
poder utilizar el primer sistema, pero tras comprobar que la utilizar las 
substance como materiales sobrecargaba el rendimiento del software nos 
decantamos por la segunda. Es lógico de comprender que esto suceda y 
es que cuando hablamos de mapas procedurales, hablamos de mapas 
que se calculan en cada instante. Si nos fijamos debajo de cada mapa y 
de cada textura dentro de Substance Designer, podemos ver un número 
expresado en ms, este número indica el tiempo que tarda en realizar los 
cálculos necesarios y podemos ver como cada vez que añadimos más y 
más efectos, este tiempo no deja de incrementar por momentos.  
Pese a no poder aplicar las texturas como materiales, busque como solución exportar 
diferentes versiones del material con tal de poder generar diferentes versiones y 
disimular la repetición de elementos. 
 
 
 
 
 
 
 
 
 
Fig. 59 Componentes textura resultante 
Diseño de un entorno virtual interactivo para OculusRift 
Sergio Martín Millán 
 
51 
 
13. Postproducción 
Una vez concluida la fase de producción, mientras mi compañero llevaba a cabo toda su 
fase de programación, realicé diferentes pruebas de experimentación con una serie de 
scripts que encontró mí compañero. Estos scripts destinados al retoque final de cámara 
tanto aspecto visual como a retoque de postproducción son los que me han permitido 
retocar el aspecto final de nuestro proyecto. 
13.1. Camera motion blur 
Con motion blur lo que hacemos es recrear el desenfoque de movimiento de cámara, 
es decir que cuando el usuario se mueva o gire la cabeza la cámara genera un 
desenfoque. Este efecto nos permite dar una sensación muy alta de realismo en cuanto 
al movimiento ya que ver la imagen constantemente nítida no resulta muy poco creible. 
Podemos ver como el único valor que se a alterado es el de Velocity scale ya que el 
valor original era demasiado elevado y exageraba el efecto. 
 
13.2. Depth of field 
Con este script se genera una profundidad de campo de la cámara, simulada. Esto nos 
permite jugar con la zona de la imagen que quedará enfocada. 
 
En este caso se ha ajustado la focal distance y focal size, que corresponden a la 
distancia de la lente al objeto –modifica la distancia del área enfocada- y el tamaño del 
área enfocada. También consideré que era necesario ajustar la apertura, que 
corresponde al degradado de transición entre la zona enfocada y la desenfocada. 
 
Fig. 60 Script Camera Motion Blur  
Fig. 61 Script Depth of Field 
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13.3. Color correction curves 
Color correction curve como el propio nombre indica te permite modificar las curvas del 
color de la tonalidad, he aprovechado este complemento para generar un efecto visual 
más marcado dándole una ligera tonalidad a cada uno de los escenarios, relacionada 
con la estética o el ambiente de cada uno.  
De esta forma en la mina se pueden ver las curvas que generan una tonalidad 
amarillenta para dar coherencia y realismo al efecto de la vela y la linterna 
incandescente que el usuario utilizará. En el segundo he optado por una tonalidad 
azulada por la aparición de un falso cielo muy clarito, y por último un efecto visual más 
distorsionado con una tonalidad verdosa y con un poco de magenta para el escenario 
de las alturas. 
      
 
 
 
 
 
 
 
 
 
 
 
13.4. Tonemaping 
Tonemaping permite ajustar el brillo de la imagen ya que nos permite obtener los datos 
de color de la imagen en 16 bits y pasarlos a una de 8 bits, pudiendo seleccionar que 
franja de colores elegir.  
Fig. 62 Script Color Correction Curves 
Fig. 63 Script Tonemaping 
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13.5. Screen space ambient obscure 
Por último este complemento solo se ha aplicado tanto al primer como al último 
escenario ya que se encarga de simular sombras que no aparecen al usar luz ambiente, 
oscureciendo pliegues huecos y superficies cercanas entre si, ya que no nos interesaba 
este efecto en el segundo escenario. 
 
 
 
 
13.6. Comparativa 
13.6.1. Comparativa Mina 
Se puede ver claramente como con los retoques aplicados se consigue un contraste 
más elevado, una saturación más definida y un color más propio de una vela o fuente 
de luz de tipo tungsteno. 
El ajuste de las sombras y de la luz permite que lo que hay más allá del pasillo quede 
en penumbra y el desenfoque genera un aspecto más realista y focaliza la atención 
del usuario en lo que tiene más cerca. 
Como puntualización destacar el beneficio que nos ha aportado el que este fuera un 
escenario en el que se tratara el miedo a la oscuridad, ya que al jugar con un campo 
visual muy reducido nos ha permitido esconder las repeticiones de los modelos. 
Gracias a que el usuario solo puede ver un metro más allá de su posición, se le impide 
ver como siempre se utiliza el mismo modelo de malla y camuflar los cortes de esta, 
a diferencia del escenario de la acrofobia, que no permitía ocultar los modelos, 
problema y que a continuación comentaré. 
  
Before      After 
 
 
Fig. 64 Script Space Ambient Obscure 
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13.6.2. Comparativa Intermedio 
En este caso la transformación es más que evidente, con una simple corrección de 
color se ha conseguido una tonalidad azulada propia de un día soleado próximo al 
medio día. Esto unido al desenfoque que se genera más allá de la visión del usuario 
y el juego del brillo y contraste ha aportado un aspecto muy realista. 
  
Before      After 
13.6.3. Comparativa Altura 
En el último entorno es en donde se ha aplicado la mayor modificación, ya que como 
ya he comentado anteriormente en este escenario no se podía ocultar la repetición 
de los modelos. Ya he comentado que esto se disimuló parcialmente en el momento 
de la texturización, pero gracias a ajustar el brillo y el contraste disminuimos la 
visibilidad del usuario, añadiendo el desenfoque de cámara, para el usuario pasan 
casi inadvertidas la excesiva repetición de los modelos. 
Añadiendo la generación de sombra se consigue un efecto más tenebroso y realista, 
con un aspecto visual más atractivo. Por último para favorecer ese enriquecimiento 
visual, se jugó con la tonalidad de la imagen para conseguir un efecto más atractivo 
con una tonalidad verdosa y magenta, además se remarcó el tono amarillento de las 
luces para contrastar con la tonalidad de la imagen. 
  
Before      After 
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14. Conclusión 
Tras toda la investigación realizada junto a mi compañero, puedo afirmar que hemos 
descubierto un mundo totalmente nuevo para nosotros en el campo de la e-salut. Sin 
lugar a dudas en el futuro la realidad virtual tendrá un papel sumamente importante en el 
tratamiento de fobias y otros trastornos. Para ello es necesario seguir investigando en 
esta tecnología y aprender cómo utilizarla para sumergir al usuario en el entorno y poderle 
hacer experimentar sus trastornos de la forma más real posible. 
Tras toda nuestra investigación puedo asegurar de que no me habría imaginado nunca el 
tan alto potencial que tiene la realidad virtual no solo dentro de la e-salut sino en el 
desarrollo de nuestras vidas. Sin lugar a duda la realidad virtual supondrá un avance 
considerable en el mundo de la e-salut, pero actualmente hay muchos aspectos que 
deben seguir desarrollándose. 
Tras nuestra experimentación personal y con otros usuarios hemos sido capaces de 
detectar numerosos factores que hacen que las OculusRift tengan muchos puntos 
positivos pero a la vez una serie de déficits que hacen que a día de hoy no se consiga 
una inmersión completa. Un ejemplo claro es la habitual presencia de mareos e 
incomodidad en algunos usuarios.  
Otras deficiencias son la necesidad de un controlador o la dificultad actual de que el 
usuario se pueda mover libremente por el espacio real. Pese a todo son algunos 
impedimentos a los que hemos podido comprobar, se les está buscando solución y casi 
a diario aparecen nuevas alternativas y nuevas posibilidades para esta tecnología. Por 
nuestra parte por desgracia no hemos podido ser testigo de estos nuevos avances debido 
a su escasa accesibilidad actual, pero consideramos que en un futuro podrían llevar a 
esta tecnología a cumplir todas las expectativas que un usuario podría desear. 
En relación a la organización del proyecto nos hemos dado cuenta de que quizá fuimos 
demasiado optimistas, un conflicto con el que ya nos hemos ido encontrando en otros 
proyectos a lo largo de nuestra etapa académica. Con esto he aprendido a establecer una 
planificación más realista, a estar preparado ante imprevisto y la importancia de 
establecer y seguir una planificación detallada. 
En lo referente a la producción de mi proyecto estoy sumamente satisfecho con haber 
sido capaz de cumplir con el objetivo de planificar una serie de metodologías y llevarlas 
a cabo hasta el final. Es un orgullo personal haber sido capaz de descubrir una serie de 
técnicas totalmente desconocidas para mí antes de iniciar este proyecto y completar 
satisfactoriamente mi TFG. Pese a los obstáculos que he ido descubriendo a lo largo de 
este como la imposibilidad de utilizar técnicas con las que quería experimentar como la  
texturización con PBR, debido al sobrecargo que supone en el rendimiento de la 
aplicación, errores en la malla que dificultaban tanto su mapeado como texturización etc, 
etc. Por otro lado estos obstáculos y problemas no han supuesto más que un reto más 
que he sabido superar para cumplir mi objetivo en este proyecto. 
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Por último considero que he sido capaz de diseñar y recrear una serie de entornos que 
proporcionan al usuario una inmersión sumamente satisfactoria, pese a que el grado de 
inmersión también viene condicionado por los usuarios. Aún me queda mucho por 
aprender y por descubrir, pero considero que este proyecto ha sido un buen paso para 
introducirme dentro de este campo. 
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17. Anexos 
17.1. Esbozos de diseño 
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17.2. Diseño de Moodboard: 
17.2.1. Moodboard Nictofobia 
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17.2.2. Moodboard acrofobia 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Diseño de un entorno virtual interactivo para OculusRift 
Sergio Martín Millán 
 
 
63 
 
17.3. Texturas  escenario acrofobia: 
17.3.1. Esquema nodal – pared 
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17.3.2. Esquema nodal – vigas 
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17.3.3. Esquema nodal – pared foso 
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17.3.4. Esquema nodal – suelo 
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17.3.5. Esquema nodal – Lamparas 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
