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Abstract
The problem of continuous optimal control (over
finite time horizon) is to minimize a given cost
function over the sequence of continuous control
variables. The problem of continuous inverse op-
timal control is to learn the unknown cost func-
tion from expert demonstrations. In this article,
we study this fundamental problem in the frame-
work of energy-based model, where the observed
expert trajectories are assumed to be random sam-
ples from a probability density function defined as
the exponential of the negative cost function up to
a normalizing constant. The parameters of the cost
function are learned by maximum likelihood via an
“analysis by synthesis” scheme, which iterates the
following two steps: (1) Synthesis step: sample the
synthesized trajectories from the current probabil-
ity density using the Langevin dynamics via back-
propagation through time. (2) Analysis step: up-
date the model parameters based on the statistical
difference between the synthesized trajectories and
the observed trajectories. Given the fact that an ef-
ficient optimization algorithm is usually available
for an optimal control problem, we also consider
a convenient approximation of the above learning
method, where we replace the sampling in the syn-
thesis step by optimization. We demonstrate the
proposed method on autonomous driving tasks, and
show that it can learn suitable cost functions for op-
timal control.
1 Introduction
The problem of continuous optimal control has been exten-
sively studied. In this paper, we study the control problem of
finite time horizon, where the trajectory is over a finite period
of time. In particular, we focus on the problem of autonomous
driving as a concrete example. In continuous optimal control,
the control variables or actions are continuous. The dynamics
is known. The cost function is defined on the trajectory and is
usually in the form of the sum of stepwise costs and the cost
of the final state. We call such a cost function Markovian.
The continuous optimal control seeks to minimize the cost
function over the sequence of continuous control variables
or actions, and many efficient algorithms have been devel-
oped for various optimal control problems [Todorov, 2006].
For instance, in autonomous driving, the iLQR (iterative lin-
ear quadratic regulator) algorithm is a commonly used opti-
mization algorithm [Li and Todorov, 2004] [Bemporad et al.,
2002]. We call such an algorithm the built-in optimization
algorithm for the corresponding control problem.
In applications such as autonomous driving, the dynam-
ics is well defined by the underlying physics and mechanics.
However, it is a much harder problem to design or specify
the cost function. One solution to this problem is to learn the
cost function from expert demonstrations by observing their
sequences of actions. Learning the cost function in this way
is called continuous inverse optimal control problem.
In this article, we study the fundamental problem of con-
tinuous inverse optimal control in the framework of energy-
based model. Originated from statistical physics, an energy-
based model is a probability distribution where the probabil-
ity density function is in the form of exponential of the neg-
ative energy function up to a normalizing constant. Instances
with low energies are assumed to be more likely according
to the model. For continuous inverse optimal control, the
cost function plays the role of energy function, and the ob-
served expert sequences are assumed to be random samples
from the energy-based model so that sequences with low costs
are more likely to be observed. We can choose the cost func-
tion either as a linear combination of a set of hand-designed
features, or a non-linear and non-markovian neural network.
The goal is to learn the parameters of the cost function from
the expert sequences.
The parameters can be learned by the maximum likelihood
method in the context of the energy-based model. The max-
imum likelihood learning algorithm follows an “analysis by
synthesis” scheme, which iterates the following two steps: (1)
Synthesis step: sample the synthesized trajectories from the
current probability distribution using the Langevin dynam-
ics [Neal and others, 2011]. The gradient computation in the
Langevin dynamics can be conveniently and efficiently car-
ried out by back-propagation through time. (2) Analysis step:
update the model parameters based on the statistical differ-
ence between the synthesized trajectories and the observed
trajectories. Such a learning algorithm is very general, and it
can learn complex cost functions such as those defined by the
neural networks.
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For an optimal control problem where the cost function is
of the Markovian form, a built-in optimization algorithm is
usually already available, such as the iLQR algorithm for au-
tonomous driving. In this case, we also consider a convenient
modification of the above learning method, where we change
the synthesis step (1) into an optimization step while keeping
the analysis step (2) unchanged. We give justifications for
this optimization-based method, although we want to empha-
size that the sampling-based method is still more fundamental
and principled, and we treat optimization-based method as a
convenient modification.
We demonstrate the proposed energy-based continuous op-
timal control methods on autonomous driving and show that
the proposed methods can learn suitable cost functions for
optimal control.
2 Contributions and related work
The contributions of our work are as follows. (1) We pro-
pose an energy-based method for continuous inverse optimal
control based on Langevin sampling via back-propagation
through time. (2) We also propose an optimization-based
method as a convenient approximation. (3) We evaluate
the proposed methods on autonomous driving tasks for both
single-agent system and multi-agent system, with both linear
cost function and neural network non-linear cost function.
The following are research themes related to our work.
(1) Maximum entropy framework. Our work follows the
maximum entropy framework of [Ziebart et al., 2008] for
learning the cost function. Such a framework has also been
used previously for generative modeling of images [Zhu
et al., 1998] and Markov logic network [Richardson and
Domingos, 2006]. In this framework, the energy function
is a linear combination of hand-designed features. Recently,
[Wulfmeier et al., 2015] generalized this framework to deep
version. In these methods, the state spaces are discrete,
where dynamic programming schemes can be employed to
calculate the normalizing constant of the energy-based model.
In our work, the state space is continuous, where we use
Langevin dynamics via back-propagation through time to
sample trajectories from the learned model. We also propose
an optimization-based method where we use gradient descent
or a built-in optimal control algorithm as the inner loop for
learning.
(2) ConvNet energy-based models(EBM). Recently, [Xie
et al., 2015] and [Xie et al., 2017] applied energy-based
model to various generative modeling tasks, where the en-
ergy functions are parameterized by ConvNets [LeCun et al.,
1995] [Krizhevsky et al., 2012]. Our method is different from
ConvNet EBM. The control variables in our method form a
time sequence. In gradient computation for Langevin sam-
pling, back-propagation through time is used. Also, we pro-
pose an optimization-based modification and give justifica-
tions.
(3) Inverse reinforcement learning. Most of the inverse re-
inforcement learning methods [Finn et al., 2016b; Finn et al.,
2016a], including adversarial learning methods [Goodfellow
et al., 2014], [Ho and Ermon, 2016], [Li et al., 2017], [Finn
et al., 2016a], involve learning a policy in addition to the cost
function. In our work, we do not learn any policy. We only
learn a cost function, where the trajectories are sampled by
the Langevin dynamics or obtained by gradient descent or a
built-in optimal control algorithm.
(4) Continuous inverse optimal control (CIOC). The CIOC
problem has been studied by [Monfort et al., 2015] and
[Levine and Koltun, 2012]. In [Monfort et al., 2015], the
dynamics is linear and the cost function is quadratic, so that
the normalizing constant can be computed by a dynamic pro-
gramming scheme. In [Levine and Koltun, 2012], the Laplace
approximation is used for approximation. However, the accu-
racy of the Laplace approximation is questionable for com-
plex cost function. In our work, we assume general dynamics
and cost function, and we use Langevin sampling for maxi-
mum likelihood learning without resorting to Laplace approx-
imation.
(5) Trajectory prediction. A recent body of research has
been devoted to supervised learning for trajectory prediction
[Alahi et al., 2016], [Gupta et al., 2018], [Vemula et al.,
2018], [Lee et al., 2017], [Deo et al., 2018], [Zhao et al.,
2019]. These methods directly predict the coordinates and
they do not consider control and dynamic models. As a re-
sult, they cannot be used for inverse optimal control.
3 Energy-based inverse control
3.1 Optimal control
We study the final horizon control problem for discrete time
t ∈ {1, ..., T}. Let xt be the state at time t. Let x = (xt, t =
1, ..., T ). Let ut be the continuous control variable or ac-
tion at time t. Let u = (ut, t = 1, ..., T ). The dynamics
is assumed to be deterministic, xt = f(xt−1, ut), where f
is given, so that u determines x. The trajectory is (x,u) =
(xt, ut, t = 1, ..., T ). Let e be the environment condition. We
assume that the recent history h = (xt, ut, t = −k, ..., 0) is
known. The cost function is Cθ(x,u, e, h) where θ consists
of the parameters that define the cost function. The problem
of optimal control is to find u to minimizeCθ(x,u, e, h) with
given e and h under the known dynamics f . The problem of
inverse optimal control is to learn θ from expert demonstra-
tions D = {(xi,ui, ei, hi), i = 1, ..., n}.
A special case of the cost function is of the linear form
Cθ(x,u, e, h) = 〈θ, φ(x,u, e, h)〉, (1)
where φ is a vector of hand-designed features, and θ is a vec-
tor of weights for these features. We can also parametrize Cθ
by a neural network where θ collects all the weight and bias
parameters of the network.
For autonomous driving, the state xt consists of the coor-
dinate, heading angle and velocity of the car, the control vari-
ables ut consists of steering angle and acceleration, the envi-
ronment e consists of road condition, speed limit, curvature
of the lane as well as the coordinates of other vehicles. For
the linear cost function (1), the vector of features φ is hand-
crafted, including the distance to goal (which is set to be a fu-
ture point along the lane), the penalty for collision with other
vehicles, the distance to the center of the lane, the leading
angle difference from the lane, the difference from the speed
limit, the L2-norm of the change in acceleration/steering be-
tween two consecutive frames and the L2-norm of the accel-
eration/steering. The cost function can also be parametrized
by a neural network.
3.2 Energy-based probabilistic model
The energy-based model assumes the following conditional
probability density function
pθ(u|e, h) = 1
Zθ(e, h)
exp[−Cθ(x,u, e, h)], (2)
where Zθ(e, h) =
∫
exp[−Cθ(x,u, e, h)]du is the normal-
izing constant. Recall that x is determined by u according
to the deterministic dynamics, so that we only need to de-
fine probability density on u. The cost function Cθ serves
as the energy function. For expert demonstrations D, ui are
assumed to be random samples from pθ(u|ei, hi), so that ui
tends to have low cost Cθ(x,u, ei, hi).
3.3 Sampling-based inverse control
We can learn the parameters θ by maximum likelihood. The
log-likelihood is
L(θ) =
1
n
n∑
i=1
log pθ(ui|ei, hi). (3)
We can maximize L(θ) by gradient ascent, and the learning
gradient is
L′(θ) =
1
n
n∑
i=1
[
Epθ(u|ei,hi)
(
∂
∂θ
Cθ(x,u, ei, hi)
)
(4)
− ∂
∂θ
Cθ(xi,ui, ei, hi)
]
, (5)
which follows from the fact that
∂
∂θ
logZθ(e, h) = −Epθ(u|e,h)
(
∂
∂θ
Cθ(x,u, ei, hi)
)
. (6)
In order to approximate the above expectation, we can gen-
erate a random sample u˜i ∼ pθ(u|e, h), which generates the
sampled trajectory (x˜i, u˜i) by unfolding the dynamics. We
then estimate L′(θ) by
Lˆ′(θ) =
1
n
n∑
i=1
[
∂
∂θ
Cθ(x˜i, u˜i, ei, hi)− ∂
∂θ
Cθ(xi,ui, ei, hi)
]
,
(7)
which is the stochastic unbiased estimator of L′(θ). Then we
can run the gradient ascent algorithm θτ+1 = θτ + γτ Lˆ′(θτ )
to obtain the maximum likelihood estimate of θ, where τ in-
dexes the time step, γτ is the step size. According to the
Robbins-Monroe theory of stochastic approximation [Rob-
bins and Monro, 1951], if
∑
τ γτ = ∞ and
∑
τ γ
2
τ < ∞,
the algorithm will converge to a solution of L′(θ) = 0. For
each i, we can also generate multiple copies of (x˜i, u˜i) from
pθ(u|ei, hi) and average them to approximate the expectation
in (4), but one copy is sufficient because the averaging effect
takes place over time.
In linear case, where Cθ(x,u, e, h) = 〈θ, φ(x,u, e, h)〉,
we have ∂∂θCθ(x,u, ei, hi) = φ(x,u, e, h), thus
Lˆ′(θ) =
1
n
n∑
i=1
[φ(x˜i, u˜i, ei, hi)− φ(xi,ui, ei, hi)] , (8)
which is the statistical difference between the observed trajec-
tories and synthesized trajectories. At maximum likelihood
estimate, the two match each other.
The synthesis step that samples from pθ(u|e, h) can be ac-
complished by Langevin dynamics, which iterates the follow-
ing steps:
us+1 = us − δ
2
2
C ′θ(xs,us, e, h) + δzs, (9)
where s indexes the time step, C ′θ(x,u, e, h) is the derivative
with respect to u. δ is the step size, and zs ∼ N(0, I) inde-
pendently over s, where I is the identity matrix of the same
dimension as u. The Langevin dynamics is an inner loop of
the learning algorithm.
The gradient term C ′θ(x,u, e, h) = ∂Cθ(x,u, e, h)/∂u is
computed via back-propagation through time, where x can
be obtained from u by unrolling the deterministic dynamics.
The computation can be efficiently and conveniently carried
out by auto-differentiation on the current deep learning plat-
forms.
3.4 Optimization-based inverse control
We can remove the noise term in Langevin dynamics (9),
to make it a gradient descent process, us+1 = us −
ηC ′θ(xs,us, e, h), and we can still learn the cost function that
enables optimal control. This amounts to modifying the syn-
thesis step into an optimization step. Moreover, a built-in
optimization algorithm is usually already available for mini-
mizing the cost function Cθ(x,u, e, h) over u. For instance,
in autonomous driving, a commonly used algorithm is iLQR.
In this case, we can replace the synthesis step by an optimiza-
tion step, where, instead of sampling u˜i ∼ pθt(u|ei, hi), we
optimize
u˜i = argmin
u
Cθ(x,u, ei, hi). (10)
The analysis step remains unchanged. In this paper, we em-
phasize the sampling-based method, which is more principled
maximum likelihood learning, and we treat the optimization-
based method as a convenient modification. We will evaluate
both learning methods in our experiments.
A justification for the optimization-based algorithms in the
context of the energy-based model (2) is to consider its tem-
pered version: pθ(u|e, h) ∝ exp[−Cθ(x,u, e, h)/T ], where
T is the temperature. Then the optimized u˜ that minimizes
Cθ(x,u, e, h) can be considered the zero-temperature sam-
ple, which is used to approximate the expectation in (4).
We also provide justifications for the optimization-based
algorithm outside the context of probabilistic model. To this
end, we re-think about the inverse optimal control, whose
goal is not to find a probabilistic model for the expert trajec-
tories. Instead, the goal is to find a suitable cost function for
optimal control, where we care about the optimal behavior,
not the variabilities of the observed behaviors.
Moment matching
For simplicity, consider the linear cost function
Cθ(x,u, e, h) = 〈θ, φ(x,u, e, h)〉. At the convergence
of the optimization-based learning algorithm, which has the
same analysis step (2) as the sampling-based algorithm, we
have Lˆ′(θ) = 0, so that
1
n
n∑
i=1
φ(x˜i, u˜i, ei, hi) =
1
n
n∑
i=1
φ(xi,ui, ei, hi), (11)
where the left-hand side is the average of the optimal behav-
iors obtained by (10), and the right-hand side is the average
of the observed behaviors. We can see the above point most
clearly in the extreme case where all ei = e and all hi = h,
so that φ(x˜, u˜, e, h) = 1n
∑n
i=1 φ(xi,ui, e, h), i.e., we want
the optimal behavior under the learned cost function to match
the average observed behaviors as far as the features of the
cost function are concerned. Note that the matching is not in
terms of raw trajectories but in terms of the features of the
cost function.
Adversarial learning
Define the value function
V =
1
n
n∑
i=1
[Cθ(x˜i, u˜i, ei, hi)− Cθ(xi,ui, ei, hi)] , (12)
Then Lˆ′(θ) = ∂∂θV , so that the analysis step (2) increases V .
Thus the optimization step and the analysis step play an ad-
versarial game maxθminu˜i,∀i V , where the optimization step
seeks to minimize V by reducing the costs, while the analy-
sis step seeks to increase V by modifying the cost function.
More specifically, the optimization step finds the minima of
the cost functions to decrease V , whereas the analysis step
shifts the minima toward the observe trajectories in order to
increase V .
3.5 Energy-based inverse control algorithm
Algorithm 1 presents the learning algorithm.
Algorithm 1 Energy-based inverse control
1: input expert demonstrations D = {(xi,ui, ei, hi),∀i}.
2: output cost function parameters θ, and synthesized or
optimized trajectories {(x˜i, u˜i),∀i}.
3: Let τ ← 0, initialize θ.
4: repeat
5: Synthesis step or optimization step: synthesizing
u˜i ∼ pθt(u|ei, hi) by Langevin sampling, or optimiz-
ing u˜i = argminu Cθ(x,u, ei, hi), by gradient descent
(GD) or iLQR, and then obtain x˜i, for each i.
6: Analysis step: update θτ+1 = θτ + γτ Lˆ′(θτ ), where
Lˆ is computed according to (7).
7: τ ← τ + 1.
8: until τ = τmax, the number of iterations.
We treat the sampling-based method as a more funda-
mental and principled method, and the optimization-based
method as a convenient modification. In our experiments, we
shall evaluate both sampling-based method using Langevin
dynamics and optimization-based method with gradient de-
scent (GD) or iLQR as optimizer.
4 Experiments
4.1 Single-agent control
We evaluate the proposed energy-based inverse control meth-
ods on autonomous driving tasks.
Dataset
Massachusetts driving dataset. This is a private dataset col-
lected from an autonomous vehicle during repeated trips on a
stretch of highway. We shall make the dataset public once the
paper is published. The dataset includes vehicle states (co-
ordinates, orientation and velocity), vehicle controls (steer-
ing and acceleration) collected by the hardware on the vehi-
cle and environment information (lanes represented by cubic
polynomials). This dataset has a realistic driving scenario,
which includes curved lanes and complex static scenes. To
solve the problem of noisy GPS signal, Kalman filtering is
used to denoise the data. The number of trajectories is 44,000,
and each has T = 30 frames with 0.1s intervals for a total of
3 seconds.
NGSIM US-101. NGSIM [Colyar and Halkias, 2007] con-
sists of real highway traffic captured at 10Hz over a time span
of 45 minutes. Compared to Massachusetts driving dataset,
NGSIM contains rich vehicle interactions. The control needs
to consider other nearby vehicles. We preprocess the data by
dividing the data into 5 second / 50 frame (10 for history and
40 to predict) blocks. There are 831 total scenes with 96,512
5-second vehicle trajectories. No control variables are pro-
vided. Thus, we need to infer the control of each vehicle
given the vehicle state. Assuming bicycle model [Polack et
al., 2017] dynamics, we perform an inverse-dynamics opti-
mization using gradient descent to inferr controls. The over-
all Root Mean Square Error (RMSE) compared to the ground
truth GPS position is 0.97 meter. Since we use inferred tra-
jectories, our preprocessed data are assumed to have prefect
dynamics with noiseless and smooth control sequences and
GPS coordinates.
Details
In this experiment, the trajectories of other vehicles are
treated as known environment states and assumed to remain
unchanged while the ego vehicle is moving, even though the
trajectories of other vehicles should be predicted in reality. In
this paper, we sidestep this step to focus on the inverse control
problem.
We use linear combination of hand-designed features as
cost function. Feature normalization is adopted to make sure
that each feature has the same scale. Specifically, for each ex-
pert trajectory, and for each feature, we divide the values of
the feature over time by the standard deviation of these val-
ues. Also, the scales of steering and acceleration are different.
Thus, we normalized both controls. In Langevin sampling,
we sample the change of control instead of the control itself.
As to learning, the weight parameters are initialized by ze-
ros. The controls are also initialized by zeros, which means
that the vehicle is initialized to move straight with a constant
speed. We set the number of steps of the Langevin dynamics
or the gradient descent to be 64 and set the step size to be 0.2.
We found that the more steps we use, the better result we get.
64 is a trade-off between efficiency and accuracy. We can pre-
dict the full trajectories with 64 steps of Langevin dynamics
(or gradient descent) in roughly 0.1 second.
We randomly split each dataset into training and testing
sets. The mini-batch size is 64. For parameter training, we
use Adam optimizer [Kingma and Ba, 2014] and set the learn-
ing rate to be 0.1 and β to be 0.5.
The evaluation metric we used is Root Mean Square Error
(RMSE) in meters with respect to each timestep t in predic-
tion: RMSE(t) =
√
1
N
∑N
i=1 ‖yˆit − yit‖2, where N is the
number of expert demonstrations, yˆit is the predicted coordi-
nate of the i-th demonstration at time t and yit is the ground
truth coordinate of the i-th demonstration at time t. A small
RMSE is desired.
Baseline methods
We compare our method with three baseline control methods.
• Constant velocity: a simple baseline, which generates
trajectories with constant velocity and zero steering.
• GAIL (generative adversarial imitation learning) [Ho
and Ermon, 2016]: We set the the reward function in
GAIL as the negative cost function we use in our model.
For the policy net in GAIL, we use multi-layer percep-
tron (MLP) policy as in [Kuefler et al., 2017].
• CIOC [Levine and Koltun, 2012] : We use iLQR method
with the same setting as in our method for optimal con-
trol.
Results
Figure 1 displys some example results. Each point sequence
represents a 3-second trajectory over time from left to right.
Table 1 and 2 show the results for Massachusetts driving
dataset and NGSIM. Our method achieved a substantial im-
provement compared to baseline methods CIOC [Levine and
Koltun, 2012] and GAIL in terms of testing errors. We also
note that the Langevin sampling-based method outperforms
the other baseline methods.
Figure 1: Predicted trajectories of Massachusetts driving
dataset.(Green : Predicted trajectory ; Red : Ground truth ; Orange :
Other vehicle ; Gray : Lane)
Discussion
We observe that CIOC performs poorly on both two datasets,
which is due to the fact that its Laplace approximation is not
accurate enough in our setting, where the hand-designed fea-
tures and bicycle dynamics model are both non-quadratic.
The problem of GAIL is due to its complexity. The orig-
inal GAIL [Ho and Ermon, 2016] solved discrete reinforce-
ment learning problem. The continuous control is harder. In
order to learn a good policy network as well as a good value
Table 1: Massachusetts driving dataset result.
Method (Testing RMSE) 1s 2s 3s
Constant Velocity 0.340 0.544 0.870
CIOC 0.386 0.617 0.987
ours (via iLQR) 0.307 0.491 0.786
ours (via GD) 0.257 0.413 0.660
ours (via Langevin) 0.255 0.401 0.637
Table 2: NGSIM dataset result.
Method (Testing RMSE) 1s 2s 3s 4s
Constant Velocity 0.569 1.623 3.075 4.919
CIOC 0.503 1.468 2.801 4.530
GAIL 0.702 1.519 2.688 3.917
ours (via iLQR) 0.351 0.603 0.969 1.874
ours (via GD) 0.318 0.644 1.149 2.138
ours (via Langevin) 0.311 0.575 0.880 1.860
network, a very big expert training set and a very long train-
ing stage are needed. Our method does not require such big
networks.
Compared with gradient descent (optimization-based ap-
proach), Langevin dynamics achieves the smaller error. The
first reason is that sampling-based approach directly maxi-
mum the likelihood to the real distribution during training
while the optimization-based approach is not. The second
reason is that the noise terms in Langevin help sampling to
avoid the sub-optimal problem.
4.2 Testing corner cases with toy examples
Corner cases are important for model evaluation. Therefore,
we construct 6 typical corner cases to test our model. Figure
2 shows the predicted trajectories for several synthetic exam-
ples. Please check the supplementary html for animation gif
for these graphs.
Figure 2(a)(b) show sudden brakes, where the orange vehi-
cles are braking at the same speed. There is no car alongside
in (a), so the predicted control is to overtake the braking ve-
hicle by changing the lane. There are cars alongside in (b),
which is why the ego vehicle is predicted to trigger brake.
(c)(d) show another car trying to cut-in from the left and right
to the current lane. The ego vehicle is predicted to trigger
brake. (e)(f) show a large lane curvature, yet our model still
performs well on lane following.
In short, our learning algorithm via gradient descent is ca-
pable of learning a reasonable cost function to avoid collision
and handle cut-in situations.
4.3 Comparison of different cost functions
Neural network is a powerful function approximator. It is
capable of approximating complex nonlinear function given
sufficient training data, and is flexible in incorporating prior
information, which in our case is the manually designed fea-
tures. We replaced linear cost function in our Lagevin dy-
namics sampling-based approach by neural network.
As for multi-layer perceptron(MLP) network structures,
we append two layer after the output of the feature-based
function: Cθ(x,u, e, h) = f(φ(x,u, e, h)), where f is a two
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Figure 2: Predicted Trajectory for synthetic examples. (Green : Pre-
dicted ; Orange : Other vehicle ; Gray : Lane)
layer MLP (with hidden dimension 64, output dimension 1
and leaky relu activation).
The CNN setting is to connect the temporal information
between each frames. For a T frame trajectory, each frame
outputs J hand-designed feature with a total of T ∗ J fea-
tures. We consider this matrix as a T dimension and J chan-
nel sequence data and go through three 1D convolution layers
(with kernel size 4, 4, 4, channel 32, 64, 128 and leaky relu
activation) and one fully connected layer at the end.
Table 3: Comparison result with different cost function settings.
Method (Testing RMSE) 1s 2s 3s
Linear 0.255 0.401 0.637
MLP 0.237 0.379 0.607
CNN 0.234 0.372 0.572
As for other neural network structures, we can see a
marginal improvement. Neural network provides nonlinear
connection layer as a transformer of the original input fea-
ture. This implies that there are some internal connections
between the features, e.g. ,if there is a car in front, the col-
lision cost will increase. At this time, the lane keeping cost
will be neglected or even have a negative impact. We can see
CNN, as the only non-markovian structure, achieves the best.
It shows the connection between different time frames.
In this experiment, we show that our method can learn cost
function parametrized by neural networks and also a non-
markovian cost function parametrized by convolution neural
networks.
4.4 Multi-agent control
In single agent control setting, the future trajectories of other
vehicles are assumed known (e.g. predicted by a prediction
method) and it remains unchanged no matter how our ego ve-
hicle moves. We extend our framework to multi-agent setting.
In this setting, we simultaneously control all vehicles in the
scene. The controls of other vehicles are used for predicting
the trajectories of other vehicles.
In this setting, suppose there areK agents, and every agent
in the scene can be regarded as a general agent while its
state and control space are Cartesian product of the individ-
ual states and controls X = (xk, k = 1, 2, ...,K),U =
(uk, k = 1, 2, ...,K). All the agents share the same dy-
namic function xkt = f(x
k
t−1, u
k
t )∀k = 1, 2, ...,K. The
overall cost function are set to be the sum of each agent
Cθ(X,U, e, h) =
∑K
k=0 Cθ(x
k,uk, e, hk). Thus, the con-
ditional probability density function becomes pθ(U|e, h) =
1
Zθ(e,h)
exp[−Cθ(X,U, e, h)].
Baselines
• Constant velocity: simplest baseline, generates trajecto-
ries with constant velocity and zero steering.
• PS-GAIL : The parameter sharing GAIL is described
in [Bhattacharyya et al., 2018] [Bhattacharyya et al.,
2019]. It is similar to single-agent GAIL while each
agent has the same critic and reward function.
Figure 3: Predicted trajectory for multi-agent. (Green : Predicted
trajectory ; Red : Ground truth ; Gray : Lane)
Table 4: Multi-agent NGSIM dataset results.
Method (RMSE) 1s 2s 3s 4s
Constant Velocity 0.569 1.623 3.075 4.919
PS-GAIL 0.602 1.874 3.144 4.962
ours (multi-agent) 0.365 0.644 1.229 2.262
We achieve a similar result to single agent setting by our
method. Figure 3 shows the predicted results. This is a typical
scene where the left one is the initial frame, the middle one
is 2 seconds prediction and the right one is the full 4 seconds
prediction.
The problem of PS-GAIL is the same as GAIL. Multi-
agent setting is more complex so that it performs worse. Re-
sults show that our method can also works in multi-agent sce-
nario.
5 Discussion
This paper studies the fundamental problem of learning the
cost function from expert demonstrations for continuous op-
timal control. We study this problem in the framework of
energy-based model, and we propose sampling-based method
and optimization-based modification to learn the cost func-
tion.
Unlike previous method for continuous inverse control
[Levine and Koltun, 2012], we learn the model by maxi-
mum likelihood using Langevin sampling, without resorting
to Laplace approximation. This is a possible reason for im-
provement over previous method. The Langevin sampling or
MCMC sampling in general also has the potential to avoid
sub-optimal modes.
Our method is generally applicable, and can learn non-
linear and non-Markovian cost functions.
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