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Σε απηφ ην ζεκείν ζα ήζεια λα επραξηζηήζσ ζεξκά ηνλ επηβιέπνληα 
θαζεγεηή κνπ, θ. Γεψξγην Σηακνχιε γηα ηελ ζηήξημε, ηηο γλψζεηο θαη 
ηελ θαζνδήγεζε πνπ κνπ παξείρε θαζφιε ηελ δηάξθεηα ηεο πηπρηαθήο 
εξγαζίαο βνεζψληαο κε λα μεπεξάζσ φια ηα εκπφδηα πνπ 
δεκηνπξγνχληαλ. 
Δπηπιένλ ζα ήζεια λα επραξηζηήζσ φινπο ηνπο θαζεγεηέο ηεο ζρνιήο 
καο γηα ηελ πξνζθνξά ηνπο ζην ηκήκα αιιά θαη ζηελ εθπαίδεπζε 
γεληθφηεξα. 
Τέινο, δελ ζα κπνξνχζα λα μεράζσ ηελ νηθνγέλεηα κνπ γηα ηελ ζηήξημε 















Σε απηήλ ηελ εξγαζία ζα εξεπλήζνπκε ηελ ρξήζε ηεο κεραληθήο 
κάζεζεο γηα ηελ αλάιπζε ζπλαηζζήκαηνο ζε έλα dataset πνπ πεξηέρεη 
θξηηηθέο πξντφλησλ ηνπ Amazon. Απηφ ην πεηπραίλνπκε κε ηελ 
δηακφξθσζε ηνπ θεηκέλνπ εηζαγσγήο θάζε θξηηηθήο αμηνινγψληαο ηνπο 
ιεμηθνχο πφξνπο πνπ έρνπκε ζηελ δηάζεζή καο θαη ηα ραξαθηεξηζηηθά 
ηνπο.  
Έπεηηα ρξεζηκνπνηνχκε classification γηα ηελ θαηεγνξηνπνηήζε, ηελ 
αλαγλψξηζε θαη ηελ δηαθνξνπνίζε ησλ δεδνκέλσλ αλάινγα κε ην 
ζπλαίζζεκα πνπ παξάγνπλ. Σε απηφ ην ζεκείν θάλνπκε ρξήζε 
ηεζζάξσλ αιγνξίζκσλ.  
Τέινο ηνπο ζπγθξίλνπκε κε βάζε ηελ αθξίβεηα θαη παξνπζηάδνπκε ηνλ 
















In this paper we will explore the use of machine learning for sentiment 
analysis in a dataset containing Amazon product reviews. We do this by 
formulating the introduction text of each review by evaluating the 
lexical resources at our disposal and their features. Then we use the 
classification method to categorize, identify and differentiate the data 
according to the feeling they produce. At this point we use four 
algorithms. Finally, we compare them based on accuracy and present the 
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Ζ εμφξπμε δεδνκέλσλ είλαη κηα επξέσο δηαδεδνκέλε δηαδηθάζία ζηηο 
κέξεο καο. Μέζσ απηήο βξίζθνπκε πιεξνθνξίεο απφ πνηθίιεο βάζεηο 
δεδνκέλσλ κε ηελ βνήζεηα αιγνξίζκσλ νκαδνπνίεζεο ή 
θαηεγνξηνπνίεζεο θαη ηηο αξρέο ηεο ζηαηηζηηθήο, ηεο ηερλεηήο 
λνεκνζχλεο θαη ηεο κεραληθήο κάζεζεο. Σηφρνο ηεο είλαη ε πιεξνθνξία 
πνπ ζα εμαρζεί λα είλαη θαηαλνεηή απφ ηνλ άλζξσπν ψζηε λα πάξεη ηηο 
ζσζηέο απνθάζεηο αλάινγα κε ηελ έξεπλα πνπ δηεμάγεη. Γεληθφηεξα 
ρξεζηκνπνηείηαη απφ πνιινχο επηζηεκνληθνχο ηνκείο φπσο ε ηαηξηθή, ε 
νηθνλνκία θαη νη ηειεπηθνηλσλίεο.  
Τα ηειεπηαία ρξφληα ηα ειεθηξνληθά θαηαζηήκαηα έρνπλ αζθήζεη 
κεγάιε επηξξνή ζηηο επηινγέο ησλ θαηαλαισηψλ. Έηζη πνιιέο 
επηρεηξήζεηο αμηνπνηψληαο απηφ ην θαηλφκελν πξνζπαζνχλ λα 
πξνσζήζνπλ ελεξγά ηνπο θαηαλαισηέο λα „δηαδψζνπλ ηελ ιέμε‟ γηα ηα 
πξντφληα ηνπο. Ζ επηξξνή πνπ αζθείηαη ιφγσ ησλ θξηηηθψλ φζνλ αθνξά 
ηηο πσιήζεηο είλαη πνιχ κεγάιε γεγνλφο πνπ νδήγεζε πνιινχο λα 
αζρνιεζνχλ κε ην πεδίν εθκεηάιιεπζήο ηνπο. 
Τν αληηθείκελν ηεο ζπγθεθξηκέλεο πηπρηαθήο εξγαζίαο αλαθέξεηαη ζε 
δεδνκέλα θεηκέλνπ πνπ απνηεινχληαη απν θξηηηθέο πξντφλησλ ηνπ 
Amazon. Γηα λα πεηχρνπκε ηελ αλάιπζή ηνπο ρξεζηκνπνηήζακε 
αιγνξίζκνπο κεραληθήο κάζεζεο. Πην ζπγθεθξηκέλα ρξεζηκνπνηήζακε 
ηνπο Gradient Boosting, Multinomial Logistic Regression, Multinomial 
Naïve Bayes θαη Random Forest. Έπεηηα βάζεη ηεο αθξίβεηαο ηνπ 
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θαζελφο απνθαζίζακε ηνλ απνηειεζκαηηθφηεξν γηα ηα ζπγθεθξηκέλα 
δεδνκέλα. 
Αλαιπηηθά ηα θεθάιαηα ηεο εξγαζίαο έρνπλ σο εμήο: 
Κεθάλαιο 1: Αξρηθά πεξηγξάθεη ηελ δηαδηθαζία θαη ζεκαζία ηεο 
εμφξπμεο δεδνκέλσλ ζην πιαίζην ηεο εηζαγσγήο. Έπεηηα αλαθέξεηαη 
ζηελ επηξξνή ησλ θξηηηθψλ ζηα ειεθηξνληθά θαηαζηήκαηα φζνλ αθνξά 
ηελ πξνψζεζε πξντφλησλ. Τέινο, ζπγθεθξηκελνπνηεί ην αληηθείκελν ηεο 
έξεπλαο (Amazon Reviews) παξαζέηνληαο ηνπο αιγνξίζκνπο 
θαηεγνξηνπνίεζεο πνπ ρξεζηκνπνηήζακε γηα λα πεηχρνπκε ηελ 
απνηειεζκαηηθφηεξε αλάιπζε. 
Κεθάλαιο 2: Σην ζπγθεθξηκέλν θεθάιαην ζα αλαιπζνχλ ηξία πνιχ 
ζεκαληηθά βήκαηα γηα ηελ δηαδηθαζία ηεο εμφξπμεο δεδνκέλσλ ζε 
ζεσξεηηθή κνξθή. Αξρηθά ζα αλαθέξζνχκε ζην dataset πνπ 
ρξεζηκνπνηήζακε θαη ζηελ πεξηγξαθή ηνπ αλαιπηηθά, ψζηε λα 
πεξάζνπκε ζην επφκελν βήκα ην νπνίν είλαη ε πξνεπεμεξγαζία ηνπ. 
Τέινο ζα εμεγεζνχλ θαη νη κεηαζρεκαηηζκνί κε ζηφρν λα ην θέξνπκε ζε 
επηζπκεηή κνξθή γηα λα γίλεη ε θαηεγνξηνπνίεζε. 
Κεθάλαιο 3: Σην θεθάιαην 3 ζα γίλεη ζεσξεηηθή αλαθνξά ζηελ 
δηαδηθαζία ηεο πξνεπεμεξγαζίαο. Έπεηηα ζα δνζεί ε πινπνίεζεο απηήο 
απφ εκάο κέρξη λα έξζεη ζηελ θαηάιιειε κνξθή γηα ηελ 
θαηεγνξηνπνίεζε. 
Κεθάλαιο 4: Σε απηφ ην ζεκείν ζα αλαιπζνχλ ζεσξεηηθά νη ηέζζεξηο 
αιγφξηζκνη θαηεγνξηνπνίεζεο αιιά θαη ε πινπνίεζε ηνπο. Έπεηηα ζα 
παξνπζηαζηεί ε απφδνζε ηνπο σο πξνο ην test θαη train accuracy αιιά 
θαη σο πξνο ηνλ confusion matrix. 
Κεθάλαιο 5: Σην ηειεπηαίν απηφ κέξνο ζα εκθαληζηεί ην επηθξαηέζηεξν 
κνληέιν γηα ηελ αλάιπζε ησλ δεδνκέλσλ καο αιιά θαη νη ζηφρνη καο γηα 







2.1 Ανάλςζη Σελίδυν Πυλήζευν 
 
Amazon 
Eίλαη κηα ακεξηθαληθή πνιπεζληθή εηαηξεία ηερλνινγίαο κε έδξα ην 
Σηάηι ηεο Οπάζηγθηνλ, ε νπνία επηθεληξψλεηαη ζην ειεθηξνληθφ 
εκπφξην, ζην cloud computing, ζηελ ςεθηαθή ξνή θαη ζηελ ηερλεηή 
λνεκνζχλε. Θεσξείηαη κία απφ ηηο εηαηξείεο ηερλνινγίαο Big Four καδί 
κε ην Google, ηελ Apple θαη ην Facebook. Ζ Amazon είλαη γλσζηή γηα 
ηε δηαηαξαρή ησλ θαζηεξσκέλσλ βηνκεραληψλ κέζσ ηεο ηερλνινγηθήο 
θαηλνηνκίαο θαη ηεο καδηθήο θιίκαθαο. Δίλαη ε κεγαιχηεξε αγνξά 
ειεθηξνληθνχ εκπνξίνπ παγθνζκίσο, AI assistant provider θαη 
πιαηθφξκα ππνινγηζηηθνχ cloud, φπσο κεηξάηαη απφ ηα έζνδα θαη ηελ 
θεθαιαηνπνίεζε ηεο αγνξάο. Ζ Amazon είλαη ε κεγαιχηεξε εηαηξεία 
Γηαδηθηχνπ απφ έζνδα ζηνλ θφζκν. Δίλαη ν δεχηεξνο κεγαιχηεξνο 
ηδησηηθφο εξγνδφηεο ζηηο Ζλσκέλεο Πνιηηείεο θαη κία απφ ηηο πην 
πνιχηηκεο εηαηξείεο ζηνλ θφζκν. Δίλαη ε δεχηεξε κεγαιχηεξε εηαηξεία 
ηερλνινγίαο απφ ηα έζνδα. Όια απηά ηα ρξφληα, ζηα πιαίζηα ηεο 
αλαδήηεζεο ελφο αλνηρηνχ, επέιηθηνπ θαη δνκεκέλνπ ζπζηήκαηνο, 







Eίλαη κηα θηλεδηθή πνιπεζληθή εηαηξεία ραξηνθπιαθίνπ πνπ εηδηθεχεηαη 
ζην ειεθηξνληθφ εκπφξην, ην ιηαληθφ εκπφξην, ην Γηαδίθηπν θαη ηελ 
ηερλνινγία. Ζ εηαηξεία, πνπ ηδξχζεθε ζηηο 4 Απξηιίνπ 1999 ζην 
Hangzhou, Zhejiang, παξέρεη ππεξεζίεο δηαδηθηπαθψλ πσιήζεσλ απφ 
θαηαλαισηέο πξνο θαηαλαισηέο, επηρεηξήζεηο πξνο θαηαλαισηέο θαη 
επηρεηξεκαηηθέο ζπλαιιαγέο, θαζψο θαη ειεθηξνληθέο ππεξεζίεο 
πιεξσκψλ, κεραλέο αλαδήηεζεο αγνξψλ θαη ππεξεζίεο cloud 
computing. Γηαζέηεη θαη εθκεηαιιεχεηαη κηα πνηθηιία επηρεηξήζεσλ ζε 
φιν ηνλ θφζκν ζε πνιινχο ηνκείο θαη νλνκάδεηαη σο κία απφ ηηο πην 




Eίλαη κηα ακεξηθαληθή πνιπεζληθή εηαηξία ειεθηξνληθνχ εκπνξίνπ πνπ 
εδξεχεη ζην San Jose ηεο Καιηθφξληα θαη δηεπθνιχλεη ηηο πσιήζεηο 
κεηαμχ θαηαλαισηψλ κέζσ ησλ ηζηνζειίδσλ ηνπο. Τν eBay ηδξχζεθε 
απφ ηνλ Pierre Omidyar ην θζηλφπσξν ηνπ 1995 θαη έγηλε κηα 
αμηνζεκείσηε ηζηνξία επηηπρίαο ηεο θνχζθαο dot-com. Τν eBay είλαη 
κηα επηρείξεζε πνιιψλ δηζεθαηνκκπξίσλ δνιαξίσλ κε δξαζηεξηφηεηεο 
ζε πεξίπνπ 30 ρψξεο, απφ ην 2011. Ζ εηαηξεία δηαρεηξίδεηαη ηνλ 
ηζηφηνπν ηνπ eBay, έλαλ ειεθηξνληθφ ηζηφηνπν δεκνπξαζηψλ θαη 
αγνξψλ, ζηνλ νπνίν νη άλζξσπνη θαη νη επηρεηξήζεηο αγνξάδνπλ θαη 
πσινχλ κηα κεγάιε πνηθηιία αγαζψλ θαη ππεξεζηψλ παγθνζκίσο. Ο 
ηζηφηνπνο είλαη ειεχζεξνο λα ρξεζηκνπνηεζεί γηα ηνπο αγνξαζηέο, αιιά 





Eίλαη κηα ακεξηθαληθή πνιπεζληθή εηαηξία ιηαληθήο πνπ ιεηηνπξγεί κηα 
αιπζίδα ππεξθαηαζηεκάησλ, εθπησηηθψλ πνιπθαηαζηεκάησλ θαη 
παληνπσιείσλ κε έδξα ην Bentonville ηνπ Αξθάλζαο. Ζ εηαηξεία 
ηδξχζεθε απφ ηνλ Sam Walton ην 1962 θαη ελζσκαηψζεθε ζηηο 31 
Οθησβξίνπ 1969. Γηαζέηεη επίζεο θαη ιεηηνπξγεί ηηο ιηαληθέο απνζήθεο 
ηνπ Sam's Club. Απφ ηηο 31 Ηνπιίνπ 2019, ε Walmart δηαζέηεη 11.389 
θαηαζηήκαηα θαη θιακπ ζε 27 ρψξεο, πνπ ιεηηνπξγνχλ κε 55 
δηαθνξεηηθά νλφκαηα. Ζ εηαηξεία ιεηηνπξγεί κε ηελ επσλπκία Walmart 
ζηηο Ζλσκέλεο Πνιηηείεο θαη ηνλ Καλαδά, σο Walmart de México y 
Centroamérica ζην Μεμηθφ θαη ηελ Κεληξηθή Ακεξηθή, σο Asda ζην 
Ζλσκέλν Βαζίιεην θαη σο ν φκηινο Seiyu ζηελ Ηαπσλία. Έρεη 
επηρεηξήζεηο πνπ αλήθνπλ εμ νινθιήξνπ ζηελ Αξγεληηλή, ηε Φηιή, ηνλ 
Καλαδά θαη ηε Νφηηα Αθξηθή. Απφ ηνλ Αχγνπζην ηνπ 2018, ε Walmart 
θαηέρεη κφλν κεηνςεθηθή ζπκκεηνρή ζηελ Walmart Brasil, ε νπνία 
κεηνλνκάζηεθε ζε Grupo Big ηνλ Αχγνπζην ηνπ 2019, κε ην 20% ησλ 
κεηνρψλ ηεο εηαηξείαο θαη ε εηαηξεία ηδησηηθψλ κεηνρψλ Advent 











2.2 Amazon Marketplace 
 
Ηζηνξηθά 
Τν 1994, ν Jeff Bezos ελζσκάησζε ηελ Amazon. Δπηιέγεη ηε ζέζε ηνπ 
Σηάηι ιφγσ ηερληθνχ ηαιέληνπ, θαζψο ε Microsoft βξίζθεηαη εθεί. Τνλ 
Μάην ηνπ 1997, ε νξγάλσζε έγηλε δεκφζηα. Ζ εηαηξεία άξρηζε λα πσιεί 
κνπζηθή θαη βίληεν ην 1998, νπφηε άξρηζε λα ιεηηνπξγεί δηεζλψο κε ηελ 
εμαγνξά online πσιεηψλ βηβιίσλ ζην Ζλσκέλν Βαζίιεην θαη ηε 
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Γεξκαλία. Τελ επφκελε ρξνληά, ν νξγαληζκφο πνχιεζε θαη άιια είδε 
βίληεν, ειεθηξνληθά είδε επξείαο θαηαλάισζεο, είδε νηθηαθήο 
βειηίσζεο, ινγηζκηθφ, παηρλίδηα θαη παηρλίδηα. Τν 2002, ε εηαηξεία 
μεθίλεζε ηελ ππεξεζία Amazon Web Services (AWS), ε νπνία παξείρε 
ζηνηρεία ζρεηηθά κε ηε δεκνηηθφηεηα ηνπ ηζηνηφπνπ, ηα πξφηππα 
θίλεζεο ζην Internet θαη άιια ζηαηηζηηθά ζηνηρεία γηα ηνπο εκπφξνπο 
θαη ηνπο πξνγξακκαηηζηέο. Τν 2006, ν νξγαληζκφο αχμεζε ην 
ραξηνθπιάθην AWS, φηαλ δηαηέζεθε Elastic Compute Cloud (EC2), ε 
νπνία ελνηθηάδεη ηελ εμνπζία επεμεξγαζίαο ππνινγηζηψλ, θαζψο θαη ε 
απιή ππεξεζία απνζήθεπζεο (S3), ε νπνία κηζζψλεη ηελ απνζήθεπζε 
δεδνκέλσλ κέζσ ηνπ Γηαδηθηχνπ. Τελ ίδηα ρξνληά, ε εηαηξεία μεθίλεζε 
ηελ εθπιήξσζε απφ ηελ Amazon, ε νπνία δηαρεηξίζηεθε ηελ απνγξαθή 
ησλ αηφκσλ θαη ησλ κηθξψλ εηαηξεηψλ πνπ πνπινχζαλ ηα ππάξρνληά 
ηνπο κέζσ ηεο ηζηνζειίδαο ηεο. Τν 2012, ε Amazon αγφξαζε ηελ Kiva 
Systems γηα λα απηνκαηνπνηήζεη ηηο δξαζηεξηφηεηέο ηεο δηαρείξηζεο 
απνζεκάησλ, αγνξάδνληαο ηελ αιπζίδα ζνππεξκάξθεη ηεο Whole Foods 
Market πέληε ρξφληα αξγφηεξα ην 2017. 
 
Πξντφληα θαη Υπεξεζίεο 
Οη ζεηξέο πξντφλησλ ηεο Amazon.com πνπ δηαηίζεληαη ζηελ ηζηνζειίδα 
ηεο πεξηιακβάλνπλ δηάθνξα κέζα (βηβιία, DVD, κνπζηθά CD, 
βηληενθαζέηεο θαη ινγηζκηθφ), είδε έλδπζεο, πξντφληα γηα βξέθε, 
ειεθηξνληθά είδε επξείαο θαηαλάισζεο, πξντφληα νκνξθηάο, γθνπξκέ 
θαγεηά θαη είδε παληνπσιείνπ. Ζ Amazon δηαζέηεη μερσξηζηέο 
ηζηνζειίδεο ιηαληθήο γηα νξηζκέλεο ρψξεο θαη πξνζθέξεη επίζεο ηε 







Τν Amazon επηηξέπεη ζηνπο ρξήζηεο λα ππνβάιινπλ θξηηηθέο ζηελ  
ηζηνζειίδα θάζε πξντφληνο. Οη αμηνινγεηέο πξέπεη λα βαζκνινγνχλ ην 
πξντφλ ζε κηα θιίκαθα αμηνιφγεζεο απφ έλα έσο πέληε αζηέξηα. Τν 
Amazon παξέρεη κηα επηινγή απνδείμεσλ γηα ηνπο αλαζεσξεηέο πνπ 
ππνδεηθλχνπλ ην πξαγκαηηθφ φλνκα ηνπ θξηηηθνχ (βάζεη επηβεβαίσζεο 
ινγαξηαζκνχ πηζησηηθήο θάξηαο) ή πνπ δείρλνπλ φηη ν θξηηηθφο είλαη 
έλαο απφ ηνπο θνξπθαίνπο θξηηέο θαηά δεκνηηθφηεηα. Οη πειάηεο 
κπνξνχλ λα ζρνιηάζνπλ ή λα ςεθίζνπλ ζρεηηθά κε ηηο αλαζεσξήζεηο, 
ππνδεηθλχνληαο εάλ ηνπο βνήζεζε κηα θξηηηθή. Αλ κηα θξηηηθή δίλεηαη 
αξθεηέο "helpful" hits, εκθαλίδεηαη ζηελ πξψηε ζειίδα ηνπ πξντφληνο. 
Τν 2010, ε Amazon αλαθέξζεθε σο ε κεγαιχηεξε κνλαδηθή πεγή ησλ 
αλαζεσξήζεσλ ησλ θαηαλαισηψλ ζην Γηαδίθηπν. Υπήξμαλ πεξηπηψζεηο 
ζεηηθψλ αλαζεσξήζεσλ πνπ γξάθνληαη θαη δεκνζηεχνληαη απφ εηαηξείεο 
δεκνζίσλ ζρέζεσλ γηα ινγαξηαζκφ ησλ πειαηψλ ηνπο θαη πεξηπηψζεηο 
ζπγγξαθέσλ πνπ ρξεζηκνπνηνχλ ςεπδψλπκα γηα λα αθήζνπλ αξλεηηθέο 
θξηηηθέο γηα ηα έξγα ησλ αληηπάισλ ηνπο. 
 
2.3 Δξόπςξη Γεδομένυν 
 
Ζ εμφξπμε δεδνκέλσλ είλαη ε δηαδηθαζία ηεο αλεχξεζεο πξνηχπσλ ζε 
κεγάια ζχλνια δεδνκέλσλ πνπ πεξηιακβάλνπλ κεζφδνπο ζηε 
δηαζηαχξσζε ηεο κεραληθήο κάζεζεο, ησλ ζηαηηζηηθψλ θαη ησλ 
ζπζηεκάησλ βάζεο δεδνκέλσλ (Fig 2.1). Δίλαη έλαο δηεπηζηεκνληθφο 
ππνηνκέαο ηεο επηζηήκεο ησλ ππνινγηζηψλ θαη ησλ ζηαηηζηηθψλ κε 
γεληθφ ζηφρν ηελ εμαγσγή πιεξνθνξηψλ (κε έμππλεο κεζφδνπο) απφ έλα 
ζχλνιν δεδνκέλσλ θαη ηε κεηαηξνπή ησλ πιεξνθνξηψλ ζε θαηαλνεηή  
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δνκή γηα πεξαηηέξσ ρξήζε. Δθηφο απφ ην ζηάδην ηεο πξψηεο αλάιπζεο, 
πεξηιακβάλεη επίζεο πηπρέο δηαρείξηζεο βάζεσλ δεδνκέλσλ θαη 
δεδνκέλσλ, πξνεπεμεξγαζία δεδνκέλσλ, εθηηκήζεηο κνληέισλ θαη 
ζπκπεξαζκάησλ, κεηξήζεηο ελδηαθεξφλησλ, εθηηκήζεηο 
πνιππινθφηεηαο, κεηα-επεμεξγαζία αλαθαιπθζέλησλ δνκψλ, 











2.3.1 KDD Process 
 
Ο KDD [1], αλαθέξεηαη ζηελ επξεία δηαδηθαζία εμεχξεζεο γλψζεο ζηα 
δεδνκέλα θαη ηνλίδεη ηελ εθαξκνγή πςεινχ επηπέδνπ ζπγθεθξηκέλσλ 
κεζφδσλ εμφξπμεο δεδνκέλσλ (Fig 2.2). Έρεη ελδηαθέξνλ γηα ηνπο 
εξεπλεηέο ζηε κεραληθή κάζεζε, ηελ αλαγλψξηζε πξνηχπσλ, ηηο βάζεηο 
δεδνκέλσλ, ηηο ζηαηηζηηθέο, ηελ ηερλεηή λνεκνζχλε, ηελ απφθηεζε 












Αλαιπηηθφηεξα ηα ζηάδηα είλαη ηα εμήο: 
1) Data Cleaning θαη Preprocessing: Δίλαη ε απαιεηθή ησλ 
ζνξπβψδσλ θαη άζρεησλ δεδνκέλσλ.  
 Missing Values 
 Θνξπβψδε δεδνκέλα κε random ή variant error 
 Με εξγαιεία κεηαζρεκαηηζκνχ δεδνκέλσλ ή κε αλίρλεπζε 
 
2) Data Selection: Οξίδεηαη σο ε δηαδηθαζία φπνπ δεδνκέλα ζρεηηθά 
κε ηελ αλάιπζε επηιέγνληαη θαη αλαθηψληαη απφ ηελ ζπιινγή 
δεδνκέλσλ. 
 
3) Data Transformation: Δίλαη ε δηαδηθαζία φπνπ κεηαηξέπνπκε ηα 
δεδνκέλα ζε θαηάιιειε κνξθή γηα ηελ εμφξπμε. 
 
4) Data Mining: Έμππλεο ηερληθέο πνπ εθαξκφδνληαη γηα ηελ 




5) Pattern Evaluation: Ο εληνπηζκφο ησλ απμαλφκελσλ πξνηχπσλ πνπ 
αληηπξνζσπεχνπλ ηηο γλψζεηο βάζεη ζπγθεθξηκέλσλ κέηξσλ.  
 Score γηα θάζε pattern 
 Σχλνςε κε ζθνπφ ηελ θαηαλφεζε απφ ηνλ ρξήζηε 
 





2.3.2 Δξόπςξη δεδομένυν ζε Supervised Data 
 
Ζ supervised κάζεζε είλαη έλα task κεραληθήο κάζεζεο γηα ηελ 
εθκάζεζε κηαο ζπλάξηεζεο πνπ ραξηνγξαθεί κηα είζνδν ζε κηα έμνδν 
βαζηζκέλε ζε παξαδείγκαηα δεπγψλ εηζφδνπ-εμφδνπ. Σπγθεληξψλεη κηα 
ζπλάξηεζε απφ ηα supervised data θαηάξηηζεο πνπ απνηεινχληαη απφ 
έλα ζχλνιν εθπαηδεπηηθψλ παξαδεηγκάησλ. Έλαο supervised αιγφξηζκνο 
εθκάζεζεο αλαιχεη ηα δεδνκέλα εθπαίδεπζεο θαη παξάγεη κηα 
ζπλαγφκελε ζπλάξηεζε, ε νπνία κπνξεί λα ρξεζηκνπνηεζεί γηα 
ραξηνγξάθεζε λέσλ παξαδεηγκάησλ. Έλα βέιηηζην ζελάξην ζα 
επηηξέςεη ζηνλ αιγφξηζκν λα πξνζδηνξίζεη ζσζηά ηηο εηηθέηεο ηεο 
θιάζεο γηα αζέαηεο πεξηπηψζεηο. Απηφ απαηηεί ηνλ αιγφξηζκν κάζεζεο 
λα γεληθεχεηαη απφ ηα δεδνκέλα εθπαίδεπζεο ζε αφξαηεο θαηαζηάζεηο 














Supervised Technics and Algorithms 
 
Καηεγνξηνπνίεζε (Classification) : είλαη κηα δηαδηθαζία ζηελ νπνία νη 
ηδέεο θαη ηα αληηθείκελα αλαγλσξίδνληαη, δηαθνξνπνηνχληαη θαη 















Οπηζζνδξφκεζε (Regression) : Yπνινγίδεη ηελ εμαξηψκελε πξνζδνθία 
ηεο εμαξηεκέλεο κεηαβιεηήο ιακβάλνληαο ππφςε ηηο αλεμάξηεηεο 
κεηαβιεηέο – δειαδή ηε κέζε ηηκή ηεο εμαξηεκέλεο κεηαβιεηήο φηαλ νη 
αλεμάξηεηεο κεηαβιεηέο είλαη ζηαζεξέο. (Linear-Polynomial 











2.3.3 Δξόπςξη δεδομένυν ζε unsupervised data 
 
Ζ unsupervised κάζεζε είλαη έλαο ηχπνο απην-νξγαλσκέλεο εθκάζεζεο 
Hebbian πνπ βνεζάεη λα βξνχκε παιηφηεξα άγλσζηα κνηίβα ζε ζχλνιν 
δεδνκέλσλ ρσξίο πξνυπάξρνπζεο εηηθέηεο. Δίλαη επίζεο γλσζηή σο 
απην-νξγάλσζε θαη επηηξέπεη ππθλφηεηεο πηζαλφηεηαο κνληεινπνίεζεο 
ζπγθεθξηκέλσλ εηζξνψλ.  
 
Unsupervised Technics and Algorithms 
 
Σπζζσκάησζε(Clustering) : Δίλαη ε δηαδηθαζία νκαδνπνίεζεο ελφο 
ζπλφινπ αληηθεηκέλσλ κε ηέηνην ηξφπν ψζηε ηα αληηθείκελα ηεο ίδηαο 
νκάδαο (πνπ νλνκάδεηαη ζχκπιεγκα) λα είλαη πην παξφκνηα κεηαμχ ηνπο 
(ζε θάπνηα έλλνηα) κε απηά πνπ αλήθνπλ ζε άιιεο νκάδεο (ζπζηάδεο). 





Νεπξσληθά Γίθηπα(Neural Networks) : Eίλαη ζπζηήκαηα ππνινγηζηψλ 
πνπ εκπλένληαη απφ, αιιά φρη ηαπηφζεκα, βηνινγηθά λεπξσληθά δίθηπα 
πνπ απνηεινχλ δσηθφ εγθέθαιν. Απηά ηα ζπζηήκαηα «καζαίλνπλ» λα 
εθηεινχλ εξγαζίεο εμεηάδνληαο παξαδείγκαηα, γεληθά ρσξίο λα 
πξνγξακκαηίδνληαη κε ζπγθεθξηκέλνπο θαλφλεο. (Hebbian Learning, 













Τν sentiment analysis [2] είλαη έλαο ηνκέαο ηεο Δπεμεξγαζίαο Φπζηθήο 
Γιψζζαο (NLP) πνπ αλαπηχζζεη ζπζηήκαηα πνπ πξνζπαζνχλ λα 
εληνπίζνπλ θαη λα εμάγνπλ απφςεηο κέζα ζην θείκελν. Σπλήζσο, εθηφο 
απφ ηελ αλαγλψξηζε ηεο γλψκεο, απηά ηα ζπζηήκαηα εμάγνπλ 
ραξαθηεξηζηηθά ηεο έθθξαζεο. 
Δπί ηνπ παξφληνο, ε αλάιπζε ζπλαηζζεκάησλ είλαη έλα ζέκα ηδηαίηεξνπ 
ελδηαθέξνληνο θαη αλάπηπμεο, θαζψο έρεη πνιιέο πξαθηηθέο εθαξκνγέο. 
Γεδνκέλνπ φηη νη πιεξνθνξίεο πνπ παξέρνληαη δεκφζηα θαη ηδησηηθά 
κέζσ ηνπ δηαδηθηχνπ απμάλνληαη δηαξθψο, κεγάινο αξηζκφο θεηκέλσλ 
πνπ εθθξάδνπλ απφςεηο ζε review sites, forum, blogs θαη social media. 
Με ηε βνήζεηα ζπζηεκάησλ sentiment analysis, απηή ε αδφκεηε 
πιεξνθνξία ζα κπνξνχζε λα κεηαηξαπεί απηφκαηα ζε δνκεκέλα 
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δεδνκέλα ησλ απφςεσλ γηα πξντφληα, ππεξεζίεο, brands, πνιηηηθή ή 
νπνηνδήπνηε ζέκα πνπ νη άλζξσπνη κπνξνχλ λα εθθξάζνπλ ηηο απφςεηο 
ηνπο. Απηά ηα δεδνκέλα κπνξνχλ λα είλαη πνιχ ρξήζηκα γηα εκπνξηθέο 
εθαξκνγέο, φπσο ε αλάιπζε κάξθεηηλγθ, νη δεκφζηεο ζρέζεηο, νη 
αλαζεσξήζεηο πξντφλησλ, ε βαζκνιφγεζε ηνπ θαζαξνχ ππνθηλεηή, ε 
αλαηξνθνδφηεζε πξντφλησλ θαη ε εμππεξέηεζε ησλ πειαηψλ. 
 
2.4.1 Τύποι Sentiment Analysis 
 
Αθξηβήο Αλάιπζε Σπλαηζζήκαηνο 
Πνιιέο θνξέο ελδηαθεξφκαζηε γηα κία πην ζπγθεθξηκέλε αλάιπζε, 
νπφηε αληί γηα ζεηηθφ,αξλεηηθφ θαη νπδέηεξν κπνξνχκε λα δείμνπκε 
πεξηζζφηεξεο θαηεγνξίεο  




5. Πνιχ αξλεηηθφ 
Μεξηθά ζπζηήκαηα αλαγλσξίδνπλ θαη άιια ζπλαηζζήκαηα φπσο ζπκφο, 
ιχπε, ραξά, ελζνπζηαζκφ θαη άιια. 
 
Aspect-Based Sentiment Analysis 
Όηαλ αλαιχεηο ην ζπλαίζζεκα γηα θάπνηα πξντφληα, κπνξεί λα 
ελδηαθεξζείο γηα ζπγθεθξηκέλα ραξαθηεξηζηηθά ηνπ θαζελφο θαη φρη γηα 
ηελ γεληθή ζεηηθή ή αξλεηηθή εηθφλα ηνπ. Γηα παξάδεηγκα, ζε έλα θηλεηφ 
κπνξεί θάπνηνο λα ελδηαθέξεηαη γηα ηελ πνηφηεηα θαη δηάξθεηα ηεο 
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κπαηαξίαο ηνπ θαη φρη γηα ην ζχλνιν ηνπ ζαλ ζπζθεπε. Με βάζε απηφ 
ην ελδηαθέξνλ νξίδεηαη ε Aspect-Based Sentiment Analysis.  
 
Multilingual Sentiment Analysis 
Απαηηεί πνιιή πξνεπεμεξγαζία θαη θαηαλαιψλεη αξθεηνχο πφξνπο. Οη 
πφξνη είηε εηλαη δηαζέζηκνη Online (ζπλαηζζεκαηηθά ιεμηθά) είηε 
ρξεηάδεηαη λα ηνπο δεκηνπξγήζνπκε εκείο (πρ αιγφξηζκνη εληνπηζκνχ 
ζνξχβνπ). 
 
2.4.2 Αςηόμαηερ Πποζεγγίζειρ Αλγοπίθμυν 
 
Οη απηφκαηεο πξνζεγγίζεηο βαζίδνληαη ζε αιγνξίζκνπο κεραληθήο 
κάζεζεο. Τν θάζε task κνληεινπνηείηαη ζε έλα πξφβιεκα 
θαηεγνξηνπνίεζεο φπνπ ν classifier ιακβάλεη έλα text θαη σο output 
εμάγεη ζπλαίζζεκα. 
 
Δμαγσγή Φαξαθηεξηζηηθψλ απφ θείκελν 
Αλαθέξεηαη ζηελ κεηαηξνπή ην θεηκέλνπ ζε αξηζκεηηθή αλαπαξάζηαζε, 
ζπλήζσο δηαλχζκαηα. Κάζε δηάλπζκα αλαπαξηζηά ηελ ζπρλφηεηα κίαο 
ιέμεο. Απηή ε δηαδηθαζία θαζηζηά δπλαηφ γηα ηηο ιέμεηο κε ίδηα 
αλαπαξάζηαζε λα έρνπλ θαη ίδην ζπλαίζζεκα πξάγκα ην νπνίν κπνξεί 
λα απμήζεη ηελ απφδνζε ησλ classifiers. 
 
Training-Prediction Processes 
Σηε δηαδηθαζία εθπαίδεπζεο, ην κνληέιν καο καζαίλεη λα ζπζρεηίδεη κηα 
ζπγθεθξηκέλε είζνδν (δειαδή έλα θείκελν) κε ηελ αληίζηνηρε έμνδν κε 
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βάζε ηα test samples πνπ ρξεζηκνπνηνχληαη γηα ηελ εθπαίδεπζε. Ο 
extractor ραξαθηεξηζηηθψλ κεηαθέξεη ηελ εηζαγσγή θεηκέλνπ ζε έλα 
δηάλπζκα ραξαθηεξηζηηθψλ. Εεχγε θνξέσλ ραξαθηεξηζηηθψλ θαη 
εηηθεηψλ (π.ρ. ζεηηθψλ, αξλεηηθψλ ή νπδέηεξσλ) ηξνθνδνηνχληαη ζηνλ 
αιγφξηζκν κεραληθήο κάζεζεο γηα ηε δεκηνπξγία ελφο κνληέινπ. Σηε 
δηαδηθαζία πξφβιεςεο, ν extractor ρξεζηκνπνηείηαη γηα λα 
κεηαζρεκαηίζεη ηα text inputs ζε δηαλχζκαηα ραξαθηεξηζηηθψλ. Απηά ηα 
δηαλχζκαηα ραξαθηεξηζηηθψλ ηξνθνδνηνχληαη ζηε ζπλέρεηα ζην 
κνληέιν, ην νπνίν δεκηνπξγεί πξνβιεπφκελεο εηηθέηεο (πάιη, ζεηηθέο, 
αξλεηηθέο ή νπδέηεξεο). 
 
Sentiment Analysis Metrics and Evaluation 
Υπάξρνπλ πνιινη ηξφπνη γηα ηελ ιήςε απφδνζεο θαη θαηαλφεζε ηνπ 
πφζν αθξηβέο έλα κνληέιν είλαη. Ο πην δηαδεδνκέλνο είλαη ην cross-
validation. 
Ζ δηαδηθαζία ηνπ είλαη αξθεηά απιή. Απηφ πνπ θάλεη είλαη λα ρσξίδεη ηα 
δεδνκέλα ζε 2 θαηεγνξίεο (train,test). Τν train απνηειείηαη απφ ην 75-
80% ησλ δεδνκέλσλ θαη ρξεζηκνπνηείηαη γηα λα εμαζθήζεη ηνλ 
classifier. Τν test απνηειείηαη απφ ην 20-25% ησλ ίδησλ δεδνκέλσλ θαη 
ρξεζηκνπνηείηαη γηα λα ιάβνπκε κεηξηθέο απφδνζεο. Απηή ε δηαδηθαζία 
γίλεηαη πνιιέο θνξέο θαη ππνινγίδεηαη ν κέζνο φξνο θάζε κεηξηθήο. 
Αλ ην testing set είλαη ζπλέρεηα ην ίδην κπνξεί ε αλάιπζε ζνπ λα έρεη 
ξπζκηζηεί ηφζν πνιχ ζε έλα data set ψζηε είλαη πηζαλφ λα κελ κπνξείο 
λα αλαιχζεηο δηαθνξεηηθφ ζεη. Τν Cross-validation βνεζάεη 






Precision, Recall, and Accuracy 
Δίλαη κεηξηθέο [3] γηα λα ππνινγίζνπκε ηελ απφδνζε ελφο classifier. 
 Τν Precision κεηξάεη πφζα θείκελα είραλ πξνβιεθζεί ζσζηά σο 
αλήθνληα ζε κηα δεδνκέλε θαηεγνξία απφ φια ηα θείκελα πνπ 
είραλ πξνβιεθζεί (ζσζηά θαη εζθαικέλα) σο κέιε ηεο 
θαηεγνξίαο. 
 
 Τν Recall κεηξάεη πφζα θείκελα είραλ πξνβιεθζεί ζσζηά σο 
αλήθνληα ζε κηα δεδνκέλε θαηεγνξία απφ φια ηα θείκελα πνπ ζα 
έπξεπε λα είραλ πξνβιεθζεί σο αλήθνληα ζηελ θαηεγνξία. 
Γλσξίδνπκε επίζεο φηη φζν πεξηζζφηεξα δεδνκέλα ζα δηαλείκνπκε 
κε ηνπο ηαμηλνκεηέο καο, ηφζν θαιχηεξε ζα είλαη ε αλάθιεζε. 
 
 Τν Accuracy κεηξάεη πφζα θείκελα έρνπλ πξνβιεθζεί ζσζηά (πνπ 
αλήθνπλ ή φρη ζε κηα δεδνκέλε θαηεγνξία) απφ φια ηα θείκελα 
ηνπ corpus. 
 






Ο confusion matrix είλαη κηα ζχλνςε ησλ απνηειεζκάησλ πξφβιεςεο ζε 
έλα πξφβιεκα ηαμηλφκεζεο. Ο αξηζκφο ζσζηψλ θαη εζθαικέλσλ 
πξνβιέςεσλ ζπλνςίδεηαη κε ηηο ηηκέο κεηξήζεσλ θαη αλαιχεηαη αλά 
θαηεγνξία. Παξνπζηάδεη ηνπο ηξφπνπο κε ηνπο νπνίνπο ην κνληέιν 
ηαμηλφκεζεο ζπγρέεηαη φηαλ θάλεη πξνβιέςεηο. Μαο δίλεη ηε 
δπλαηφηεηα λα δνχκε φρη κφλν ηα ζθάικαηα πνπ δεκηνπξγνχληαη απφ 











TP = True Positive (παξαηήξεζε ζεηηθή/πξφβιεςε ζεηηθή) 
FP = False Positive (παξαηήξεζε αξλεηηθή/πξφβιεςε ζεηηθή) 
FN = False Negative (παξαηήξεζε ζεηηθή/πξφβιεςε αξλεηηθή) 
TN = True Negative (παξαηήξεζε αξλεηηθή/πξφβιεςε αξλεηηθή) 
 
 
2.4.3 Sentiment Analysis ζε Αγοπέρ 
 
Φξεζηκφηεηα 
 Αλάιπζε θξηηηθψλ πξντφλησλ 
 Σχγθξηζε ζπλαηζζήκαηνο κε παγθφζκηεο αγνξέο 
 Αλάιπζε ζε social media γηα real-time γελνλφηα 
 Αλάιπζε θξηηηθψλ γηα αλεπηζχκεηα ζρφιηα πειαηψλ 
 
Πιενλεθηήκαηα 
 Νέεο πεγέο πιεξνθνξηψλ 
 Πξφζζεζε ηεο πνηνηηθήο δηάζηαζεο ζε ήδε ζπγθεληξσκέλεο 
πνζνηηθέο γλψζεηο. 
 Παξνρή πιεξνθνξηψλ ζε πξαγκαηηθφ ρξφλν θαη φρη εθ ησλ 
πζηέξσλ. 
 Σπκπιήξσζε θελψλ φπνπ ηα δεκφζηα δεδνκέλα είλαη ζπάληα ζηηο 







Πποεπεξεπγαζία και Υλοποίηζη 
 
Σε απηήλ ηελ δηπισκαηηθή εξγαζία ζα αλαιχζνπκε θξηηηθέο πειαηψλ 
ηνπ Amazon γηα πνηθίια πξντφληα. Σηφρνο καο είλαη λα μερσξίζνπκε ηηο 
positive, neutral θαη negative θξηηηθέο γηα ην θάζε πξντφλ. Σαλ 
απνηέιεζκα ζα γίλεη classification κε ηελ ρξήζε αιγνξίζκσλ ψζηε λα 
βξεζεί ην θαιχηεξν κνληέιν αλαπαξάζηαζεο ησλ απνηειεζκάησλ. Γηα 
λα γίλεη φκσο απηφ ζα πξέπεη λα αθνινπζήζνπκε θάπνηα δηαδηθαζία ε 














3.1 Exploratory Data Analysis 
 
Τν dataset πξνέξρεηαη απφ ην Kaggle έρνληαο ιάβεη άδεηα γηα ρξήζε θαη 
επεμεξγαζία. Ζ αξρηθή ηεο κνξθήο πεξηιακβάλεη πνιιέο πιεξνθνξίεο 





Γηα ηελ εμφξπμε απηήο, θξίζεθε αλαγθαία ε επεμεξγαζία ηεο ψζηε λα 
θξαηήζνπκε ηηο πην ζεκαληηθέο ζηήιεο. Όπσο κπνξφπκε λα 
δηαπηζηψζνπκε νη ζηήιεο πνπ ζα καο νδεγήζνπλ ζε κηα αθξηβή αλάιπζε 







Παξαηεξήζεθε κηα δηαθνξνπνίεζε ζηα Score. Παξφιν πνπ ζε θάζε 
πεξίπησζε ππάξρεη κία θξηηηθή, δελ ζπκβαίλεη ην ίδην θαη γηα ηελ ζηήιε 
Score (νξηζκέλα εκθαλίδνληαη σο NaN).  Γηα απηφλ ηνλ ιφγν 
„θαζαξίζακε‟ ζε πξψηε θάζε ην dataset ψζηε ζε θάζε θξηηηθή λα 
αληηζηνηρεί θαη κία βαζκνινγία θαη έπεηηα δηνξζψζακε ηα Index. Μεηά 
θαηαρσξήζακε έλα ζπλαίζζεκα γηα θάζε βαζκνινγία. 
Positive = 5,4 
Neutral = 3 











3.1.1 Rebalancing και Oversampling 
 
Σε απηφ ην ζεκείν παξαηεξήζακε φηη ηα ζεηηθά ζρφιηα ππεξηεξνχζαλ 
θαηά πάξα πνιχ απφ ηα ππφινηπα δχν νπφηε γηα ιφγνπο ηζνξξνπίαο 
θαηαθχγακε ζε κία πνιχ ζεκαληηθή κέζνδν πνπ νλνκάδεηαη 
oversampling [4]. 
 
Αο ππνζέζνπκε φηη, γηα λα αληηκεησπηζηεί ην δήηεκα ησλ δηαθξίζεσλ 
ιφγσ θχινπ, έρνπκε δεδνκέλα ηεο έξεπλαο ζρεηηθά κε ηνπο κηζζνχο ζε 
έλα ζπγθεθξηκέλν ηνκέα, π.ρ. ινγηζκηθφ ειεθηξνληθψλ ππνινγηζηψλ. 
Δίλαη γλσζηφ φηη νη γπλαίθεο ππνεθπξνζσπνχληαη ζεκαληηθά ζε έλα 
ηπραίν δείγκα κεραληθψλ ινγηζκηθνχ. Αο ππνζέζνπκε φηη κφλν ην 20%  
ησλ κεραληθψλ ινγηζκηθνχ είλαη γπλαίθεο, δειαδή νη άληξεο είλαη 4 
θνξέο ζπρλφηεξνη απφ ηηο γπλαίθεο. Δάλ ζρεδηάδακε κηα έξεπλα γηα ηε  
ζπιινγή δεδνκέλσλ, ζα εμεηάζακε 4 θνξέο πεξηζζφηεξα ζειπθά απφ ηα 
αξζεληθά, έηζη ψζηε ζην ηειηθφ δείγκα θαη ηα δχν θχια λα 
εθπξνζσπνχληαη εμίζνπ. 
Έλαο ηξφπνο λα θαηαπνιεκεζεί απηφ ην δήηεκα είλαη λα δεκηνπξγεζνχλ 





Ζ ηπραία ππεξδεηγκαηνιεςία πεξηιακβάλεη ηε ζπκπιήξσζε ησλ 
δεδνκέλσλ εθπαίδεπζεο κε πνιιαπιά αληίγξαθα νξηζκέλσλ απφ ηηο 
ηάμεηο ησλ κεηνλνηήησλ. Ζ ππεξδεηγκαηνιεςία κπνξεί λα γίλεη 
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πεξηζζφηεξεο απφ κία θνξέο (2x, 3x, 5x, 10x, θιπ.). Απηή είλαη κία απφ 
ηηο πην πξφσξεο πξνηεηλφκελεο κεζφδνπο, πνπ απνδείρζεθε επίζεο 
ηζρπξή. Αληί λα αληηγξάςνπκε θάζε δείγκα ζηελ ηάμε ησλ κεηνλνηήησλ, 




Μεηά ην balance, ηα data κεηαζρεκαηίζηεθαλ σο εμεο:  
 
Positive 977    Positive 977 
Neutral 124        Neutral 977 






3.1.2 Length Κπιηικών 
 
Σηνπο παξαθάησ γξάθνπο θαίλεηαη ην κέζν κέγεζνο ησλ θξηηηθψλ 












Παξαηεξείηαη κηα δηαθνξνπνίεζε ζηα κεγέζε ησλ θξηηηθψλ αλάινγα κε 





3.2 Feature Engineering 
 
Ζ κέζνδνο αλαπαξάζηαζεο θεηκέλνπ είλαη γλσζηή σο πιαίζην BOW. Σε 
απηφ ην πιαίζην, έλα έγγξαθν ζεσξείηαη σο κηα ζαθνχια ιέμεσλ θαη 
αληηπξνζσπεχεηαη απφ έλα δηάλπζκα ραξαθηεξηζηηθφ πνπ πεξηέρεη φιεο 
ηηο ιέμεηο πνπ εκθαλίδνληαη ζην corpus. Αλ θαη ην BOW είλαη απιή θαη 
αξθεηά απνηειεζκαηηθή κέζνδνο ζηελ ηαμηλφκεζε θεηκέλνπ, πνιιέο 
απφ ηηο πιεξνθνξίεο απφ ην πξσηφηππν έγγξαθν απνξξίπηνληαη, ε ζεηξά 
ιέμεσλ δηαηαξάζζεηαη θαη νη ζπληαθηηθέο δνκέο ζπάλε. Δπνκέλσο, 
απαηηνχληαη εμειηγκέλεο κεζφδνη εμαγσγήο ραξαθηεξηζηηθψλ κε κηα 
βαζχηεξε θαηαλφεζε ησλ εγγξάθσλ γηα εξγαζίεο sentiment 
classification.  
 
Ζ πξνεπεμεξγαζία ησλ δεδνκέλσλ είλαη ε δηαδηθαζία θαζαξηζκνχ θαη 
πξνεηνηκαζίαο ηνπ θεηκέλνπ γηα ηαμηλφκεζε. Τα ειεθηξνληθά θείκελα 
πεξηέρνπλ ζπλήζσο πνιχ ζφξπβν θαη κε ελεκεξσηηθά κέξε, φπσο 
εηηθέηεο HTML, ζελάξηα θαη δηαθεκίζεηο. Δπηπιένλ, ζε επίπεδν ιέμεσλ, 
πνιιέο ιέμεηο ζην θείκελν δελ επεξεάδνπλ ηνλ γεληθφ πξνζαλαηνιηζκφ 
ηνπ. Ζ δηαηήξεζε απηψλ ησλ ιέμεσλ θαζηζηά ην dimensionality ηνπ 
πξνβιήκαηνο πςειφ θαη σο εθ ηνχηνπ ηελ ηαμηλφκεζε πην δχζθνιε, 
θαζψο θάζε ιέμε ζην θείκελν αληηκεησπίδεηαη σο κία δηάζηαζε. Δδψ 
είλαη ε ππφζεζε ηεο ζσζηήο πξνεπεμεξγαζίαο ησλ δεδνκέλσλ: γηα λα 
κεησζεί ν ζφξπβνο ζην θείκελν, ζα πξέπεη λα βειηησζεί ε απφδνζε ηνπ 
ηαμηλνκεηή θαη λα επηηαρπλζεί ε δηαδηθαζία ηαμηλφκεζεο, βνεζψληαο 
έηζη ηελ αλάιπζε ηνπ ζπλαηζζεκαηηθνχ ρξφλνπ. Ζ φιε δηαδηθαζία 
πεξηιακβάλεη δηάθνξα βήκαηα: θαζαξηζκφ online θεηκέλνπ, 
απνκάθξπλζε ιεπθνχ ρψξνπ, επέθηαζε ζπληνκνγξαθίαο, απνκάθξπλζε 
ιέμεσλ, άξλεζε ρεηξηζκνχ θαη ηέινο επηινγή ραξαθηεξηζηηθψλ. Όια ηα 
βήκαηα αιιά θαη ηα ηειεπηαία νλνκάδνληαη κεηαζρεκαηηζκνί. 
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Φαξαθηεξηζηηθά ζην opinion mining είλαη νη ιέμεηο, νη φξνη ή νη θξάζεηο 
πνπ εθθξάδνπλ έληνλα ηε γλψκε σο ζεηηθή ή αξλεηηθή [5].  
 
3.2.1 Text Cleaning 
 
Καζαξηζκφο Δηδηθψλ Φαξαθηήξσλ 
Οη εηδηθνί ραξαθηήξεο φπσο „\n‟ πξέπεη λα αθαηξεζνχλ απφ ην θείκελν 




Πεξηκέλνπκε φηη ε ιέμε „voyage‟ θαη „Voyage‟ λα έρνπλ ίδηα δχλακε 
πξφβιεςεο. Γηαπηφ ην ιφγν ηα κεηαηξέπνπκε φια ζε κηθξά.  
 
 
Σεκεία Σηίμεο  





Πεξηκέλνπκε φηη ην „Thomas‟ θαη ην „Thomas‟s‟ λα έρνπλ ηελ ίδηα 
δχλακε πξφβιεςεο. Οπφηε  αθαηξνχκε ηα „s. 
 
 
Stemming ή Lemmatization 
Stemming είλαη ε δηαδηθαζία ηεο κείσζεο ησλ παξάγσγσλ ιέμεσλ ζηε 
ξίδα ηνπο. Λεκκαηνπνίεζε είλαη ε δηαδηθαζία κείσζεο κηαο ιέμεο ζην 
ιέκκα ηεο. Ζ θχξηα δηαθνξά κεηαμχ ησλ δχν κεζφδσλ είλαη φηη ε 
ιεκκαηνπνίεζε παξέρεη ππάξρνπζεο ιέμεηο, ελψ ην stemming παξέρεη ηε 
ξίδα, ε νπνία κπνξεί λα κελ είλαη κηα ππάξρνπζα ιέμε.  
Ζ ιεκκαηνπνίεζε αλαθέξεηαη ζπλήζσο ζηε ζσζηή ιεηηνπξγία κε ηε 
ρξήζε ιεμηινγίνπ θαη κνξθνινγηθήο αλάιπζεο ιέμεσλ, πνπ ζπλήζσο 
απνζθνπεί ζηελ απνκάθξπλζε ησλ ηειεησηηθψλ ηειεηψλ κφλν θαη ζηελ 
επηζηξνθή ηεο βαζηθήο ή ιεμηθνγξαθηθήο κνξθήο κηαο ιέμεο, ε νπνία 
είλαη γλσζηή σο ιέκκα. Αλ αληηκεησπηζηεί ην token „saw‟, ην stemming 
ζα κπνξνχζε λα επηζηξέςεη κφλν „s‟, ελψ ε ιεκκαηνπνίεζε ζα 
επηρεηξνχζε λα επηζηξέςεη είηε „saw‟ είηε „see‟ αλάινγα κε ην αλ ε 
ρξήζε ηνπ ζπκβφινπ ήηαλ σο ξήκα ή νπζηαζηηθφ. Φξεζηκνπνηήζακε 
έλα Lemmatizer βαζηζκέλν ζην WordNet. 
 
 Φξεζηκνπνηήζακε ηελ πξψηε θξηηηθή γηα λα ειέγμνπκε ηνλ κέρξη ηψξα 







Απηφ ην βήκα θαζαξηζκνχ εμαξηάηαη επίζεο απφ ην ηη ηειηθά ζα 
θάλoπκε κε ηα δεδνκέλα καο κεηά ηελ πξνεπεμεξγαζία. Τα stop words 
είλαη νη ιέμεηο πνπ ρξεζηκνπνηνχληαη πνιχ ζπρλά πνπ ράλνπλ ιίγν ην 
ζεκαζηνινγηθφ ηνπο λφεκα. Λέμεηο φπσο “of, are, the, it, is” είλαη 
κεξηθά παξαδείγκαηα stop words. Σε εθαξκνγέο φπσο κεραλέο 
αλαδήηεζεο εγγξάθσλ θαη ηαμηλφκεζε εγγξάθσλ, φπνπ νη ιέμεηο-
θιεηδηά είλαη πην ζεκαληηθέο απφ ηνπο γεληθνχο φξνπο, ε θαηάξγεζε ησλ 
stop words κπνξεί λα είλαη κηα θαιή ηδέα. Έρνπκε θαηεβάζεη κηα ιίζηα 
αγγιηθψλ stop words απφ ην παθέην nltk θαη ζηε ζπλέρεηα ηνπο 







Label Coding  
Τα κνληέια κεραληθήο κάζεζεο απαηηνχλ αξηζκεηηθά ραξαθηεξηζηηθά 
θαη εηηθέηεο γηα ηελ πξφβιεςε. Γηα ην ιφγν απηφ, δεκηνπξγήζακε έλα 












Πξέπεη λα δηαρσξίζνπκε έλα test set πξνθεηκέλνπ λα απνδείμνπκε ηελ 
πνηφηεηα ησλ κνληέισλ καο φηαλ πξνβιέπνπκε δεδνκέλα πνπ δελ έρνπλ 
δεη. Δπηιέμακε έλαλ ηπραίν δηαρσξηζκφ κε ην 80% ησλ παξαηεξήζεσλ 
πνπ ζπλζέηνπλ ηε δνθηκαζία εθπαίδεπζεο θαη ην 20% ησλ 
παξαηεξήζεσλ πνπ ζπλζέηνπλ ην ζεη δνθηκψλ. Θα εθηειέζνπκε ηε 
δηαδηθαζία ξχζκηζεο ππεξπαξακέηξσλ κε cross validation ζηα δεδνκέλα 
εθπαίδεπζεο, ζα ηελ πξνζαξκφζνπκε ζην ηειηθφ κνληέιν θαη ζηε 
ζπλέρεηα ζα ηελ αμηνινγήζνπκε κε εληειψο αφξαηα δεδνκέλα ψζηε λα 




















 TF-IDF Vectors (Term Frequency-Inverse Document Frequency) 
 
Eίλαη κηα βαζκνινγία πνπ αληηπξνζσπεχεη ηε ζρεηηθή ζεκαζία 
ελφο φξνπ ζην έγγξαθν θαη νιφθιεξν ην corpus [6]. 
 
 
Ζ ηηκή TF-IDF απμάλεηαη αλαινγηθά κε ηνλ αξηζκφ ησλ θνξψλ πνπ 
εκθαλίδεηαη κηα ιέμε ζην έγγξαθν θαη αληηζηαζκίδεηαη απφ ηνλ αξηζκφ 
ησλ εγγξάθσλ ζην corpus πνπ πεξηέρνπλ ηε ιέμε, γεγνλφο πνπ βνεζά λα 
πξνζαξκφδεηαη ζην γεγνλφο φηη νξηζκέλεο ιέμεηο εκθαλίδνληαη πην 
ζπρλά γεληθά. 
Λακβάλεη επίζεο ππφςε ην γεγνλφο φηη νξηζκέλα έγγξαθα κπνξεί λα 
είλαη κεγαιχηεξα απφ άιια, θαλνληθνπνηψληαο ηνλ φξν TF. 
Ζ κέζνδνο TF-IDF Vectors νλνκάδεηαί ζπρλά κέζνδνο Bag of Words, 
θαζψο ε ζεηξά ησλ ιέμεσλ ζε κηα πξφηαζε αγλνείηαη.  
 
Δπηιέμακε ηελ κέζνδν TF-IDF Vectors γηα λα αλαπαξαζηήζνπκε ηα 
έγγξαθα ζην corpus.  
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 Τν TF-IDF είλαη έλα απιφ κνληέιν πνπ απνδίδεη εμαηξεηηθά 
απνηειέζκαηα ζε απηφλ ηνλ ζπγθεθξηκέλν ηνκέα. 
 Ζ δεκηνπξγία ραξαθηεξηζηηθψλ TF-IDF είλαη κηα γξήγνξε 
δηαδηθαζία, ε νπνία ζα καο νδεγήζεη ζε κηθξφηεξν ρξφλν 
αλακνλήο γηα ην ρξήζηε φηαλ ρξεζηκνπνηνχκε ηελ εθαξκνγή web. 
 Μπνξνχκε λα ζπληνλίζνπκε ηε δηαδηθαζία δεκηνπξγίαο 
ραξαθηεξηζηηθψλ γηα λα απνθχγνπκε δεηήκαηα φπσο ε 
ππεξθφξησζε. 
Καηά ηε δεκηνπξγία ησλ ιεηηνπξγηψλ κε απηήλ ηε κέζνδν, κπνξνχκε λα 
επηιέμνπκε θάπνηεο παξακέηξνπο: 
 Δχξνο N-gram: είκαζηε ζε ζέζε λα εμεηάζνπκε unigrams, 
bigrams, trigrams 
 Max/Min ζπρλφηεηα εγγξάθνπ: φηαλ δεκηνπξγνχκε ην ιεμηιφγην, 
κπνξνχκε λα αγλνήζνπκε φξνπο πνπ έρνπλ κηα ζπρλφηεηα 
εγγξάθσλ απζηεξά πςειφηεξε / ρακειφηεξε απφ ην δεδνκέλν 
φξην. 
 Μέγηζηεο ιεηηνπξγίεο: κπνξνχκε λα επηιέμνπκε ηηο θνξπθαίεο 
ιεηηνπξγίεο N πνπ ηαμηλνκνχληαη βάζεη ηεο ζπρλφηεηαο φξσλ ζε 









Max DF 1 
Min DF 10 
Max Features 4.500 
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Min DF: Γηα λα αθαηξέζνπκε ηηο ιέμεηο πνπ δελ εκθαλίδνληαη ζε 
πεξηζζφηεξα απν 10 έγγξαθα. 
Max DF: Γηα λα κελ αγλνήζνπκε άιιεο ιέμεηο. 
Max Features: Γηα λα απνθχγνπκε ην overfitting ιφγσ κεγάινπ αξηζκνχ 


















Τν ηειηθφ dataset ζα έρεη απηήλ ηελ κνξθή 
Index: 0-2930 rows 
Reviews.text: Φσξίο Text Cleaning 
Score: Βαζκνινγία 
Length: Μήθνο θάζε θξηηηθήο 
Reviews: Μεηά ην Text Cleaning 








Αλγόπιθμοι Καηηγοπιοποίηζηρ και Δκηίμηζη 
 
4.1 Multinomial Naïve Bayes 
 
O MNB θάλεη κηα απινπνηεκέλε (naive) ππφζεζε γηα ην πψο 
αιιειεπηδξνχλ ηα ραξαθηεξηζηηθά. Ο Naive Bayes είλαη έλαο 
πηζαλνηηθφο ηαμηλνκεηήο , πνπ ζεκαίλεη φηη γηα έλα έγγξαθν d, απφ φιεο 
ηηο θαηεγνξίεο c ∈ C , επηζηξέθεη ηελ θιάζε c ε νπνία έρεη ην κέγηζην 
posterior [7]. 
 
Έπεηηα, εμεηάδνπκε ηνλ λφκν ηνπ Bayes, 
 
P(d): αλεμάξηεηε πηζαλφηεηα 
P(d|c): πηζαλφηεηα ηνπ d δεδνκέλνπ φηη ην c είλαη αιεζήο 




 Ζ κέζνδνο train ζρεηίδεηαη κε ηελ ζρεηηθή ζπρλφηεηα ηνπ P(c) θαη 
ηνπ P(fi|c) 
 
4.1.1 Απόδοζη MNB 
 Κάλακε ρξήζε ηνπ MNM θαιψληαο ηνλ απφ ηελ βηβιηνζήθε ηεο 
Python, sklearn. 
 Υπνινγίζακε ην train θαη ην test accuracy. 
  
    







4.2 Multinomial Logistic Regression 
 
Φξεζηκνπνηείηαη γηα ηελ πξφβιεςε ηεο θαηεγνξηθήο ηνπνζέηεζεο ή ηελ 
πηζαλφηεηα θαηεγνξίαο κέινπο ζε κηα εμαξηεκέλε κεηαβιεηή πνπ 
βαζίδεηαη ζε πνιιαπιέο αλεμάξηεηεο κεηαβιεηέο. Οη αλεμάξηεηεο 
κεηαβιεηέο κπνξνχλ λα είλαη είηε δηρνηνκηθέο είηε ζπλερείο. Ο 
multinomial logistic regression ρξεζηκνπνηεί εθηίκεζε κέγηζηεο 





Υηνζεηνχκε ηελ θνηλή ηερληθή εθπξνζψπεζεο ηεο αλαπαξάζηαζεο ησλ 
εηηθεηψλ θιάζεο ρξεζηκνπνηψληαο {1, … , 𝑚} θαη θνξέα θσδηθνπνίεζεο 
𝑦 = [𝑦 1 ,… , 𝑦 𝑚 ]𝑇. Τα δείγκαηα εθπαίδεπζεο 𝑛 κπνξεί λα 
αλαπαξαζηαζνχλ σο ζχλνιν δεδνκέλα εθπαίδεπζεο                
𝐷 = { 𝑥1 ,𝑦1 , … . . ,  𝑥𝑛  , 𝑦𝑛  
 
Πηζαλφηεηα 𝑥 λα αλήθεη ζε κία θιάζε 𝑖 
 
Γηα 𝑖 ∈ {1, . . , 𝑚} φπνπ 𝑤(𝑖) είλαη ν θνξέαο βάξνπο πνπ αληηζηνηρεί ζηελ 
θιάζε 𝑖θαη ν δείθηεο 𝑇 ππνδειψλεη ηνλ vector/matrix transpose. 
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Λφγσ ηεο ζπλζήθεο εμνκάιπλζεο ν θνξέαο βάξνπο γηα κία απφ ηηο 
θαηεγνξίεο δελ ρξεηάδεηαη λα ππνινγηζηεί. 
Θέηνπκε 𝑤 𝑚 = 0 θαη νη κφλεο παξάκεηξνη πνπ πξέπεη λα κάζνπκε 
είλαη ην βάξνο θνξείο 𝑤(𝑖) γηα 𝑖 ∈ {1, … , 𝑚 − 1}. 
Φξεζηκνπνηνχκε ην w γηα λα κεηψζνπκε ην (𝑑 𝑚 − 1 ) -dimensional 
















4.2.1 Απόδοζη MLR 
 
 Κάλακε ρξήζε ηνπ MLR θαιψληαο ηνλ απφ ηελ βηβιηνζήθε ηεο 
Python, sklearn. 
 Υπνινγίζακε ην train θαη ην test accuracy. 
  
  






4.3 Random Forest 
 
Ο RF απνηειείηαη απφ έλα ζπλδπαζκφ ηαμηλνκεηψλ δέληξσλ φπνπ θάζε 
ηαμηλνκεηήο δεκηνπξγείηαη ρξεζηκνπνηψληαο έλαλ ηπραίν θνξέα 
δεηγκαηνιεπηεκέλν αλεμάξηεηα απφ ηελ είζνδν θνξέα θαη θάζε δέληξν 
εθπέκπεη κηα ςεθνθνξία κνλάδαο γηα ηελ πην δεκνθηιή θαηεγνξία γηα 
λα ηαμηλνκήζεη κηα εηζξνή δηάλπζκα.  
Ο RF πνπ ρξεζηκνπνηήζεθε γηα ηε κειέηε απηή ρξεζηκνπνηεί ηπραία 
επηιεγκέλα ραξαθηεξηζηηθά ή ζπλδπαζκφ ραξαθηεξηζηηθψλ ζε θάζε 
θφκβν γηα αλάπηπμε ελφο δέληξνπ. Μία κέζνδνο γηα ηε δεκηνπξγία ελφο 
ζπλφινπ δεδνκέλσλ εθπαίδεπζεο κε ηπραία ζρεδίαζε κε παξαδείγκαηα 
αληηθαηάζηαζεο N, φπνπ N είλαη ην κέγεζνο ηνπ αξρηθνχ ζεη 
εθπαίδεπζεο, ρξεζηκνπνηήζεθε γηα θάζε ζπλδπαζκφ ραξαθηεξηζηηθψλ 
πνπ επηιέρζεθε.  Ο ζρεδηαζκφο ελφο δέληξνπ απφθαζεο απαηηεί ηελ 
επηινγή ελφο κέηξνπ επηινγήο ραξαθηεξηζηηθψλ θαη κηα κέζνδν pruning. 
Γηα έλα dataset T ην Gini Index κπνξεί λα γξαθηεί: 
 
Όπνπ 𝑓(𝐶𝑖 , 𝑇)/|𝑇| είλαη ε πηζαλφηεηα κίαο πεξίπησζεο λα αλήθεη ζηελ 
θιάζε 𝐶𝑖 .  
 
Κάζε θνξά έλα δέληξν θαιιηεξγείηαη ζην κέγηζην βάζνο ζε λέα 
δεδνκέλα εθπαίδεπζεο ρξεζηκνπνηψληαο έλα ζπλδπαζκφ 
ραξαθηεξηζηηθψλ. Απηά ηα πιήξσο αλαπηπγκέλα δέληξα δελ γίλνληαη 
prune. 
Έηζη, ν RF απνηειείηαη απφ Ν δέληξα, φπνπ N είλαη ν αξηζκφο ησλ 
δέληξσλ πνπ θαιιηεξγνχληαη, ηα νπνία κπνξνχλ λα είλαη νπνηαδήπνηε 
ηηκή νξίδεηαη απφ ην ρξήζηε. Γηα λα ηαμηλνκήζεηε έλα λέν ζχλνιν 
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δεδνκέλσλ, θάζε πεξίπησζε ησλ ζπλφισλ δεδνκέλσλ κεηαθέξεηαη ζε 
θαζέλα απφ ηα Ν δέληξα. Τν δάζνο επηιέγεη κηα θιάζε πνπ έρεη ηα 
κέγηζηα ησλ ςήθσλ Ν, γηα ηελ πεξίπησζε απηή [9]. 
 
4.3.1 Απόδοζη RF 
 Κάλακε ρξήζε ηνπ RF θαιψληαο ηνλ απφ ηελ βηβιηνζήθε ηεο 
Python, sklearn. 
 Υπνινγίζακε ην train θαη ην test accuracy. 
  
  





4.4 Gradient Boosting Machine 
 
To Boosting είλαη κηα κέζνδνο κεηαηξνπήο ησλ αδχλακσλ καζεηψλ ζε 
ηζρπξνχο καζεηέο. Σηελ ελίζρπζε, θάζε λέν δέληξν είλαη 
πξνζαξκνζκέλν ζε κηα ηξνπνπνηεκέλε έθδνζε ηνπ αξρηθνχ ζπλφινπ 
δεδνκέλσλ. Ο GBM κπνξεί λα εμεγεζεί εχθνια κε ηελ ρξήζε ηνπ 
αιγφξηζκνπ AdaBoost. Ο αιγφξηζκνο AdaBoost μεθηλά κε ηελ 
εθπαίδεπζε ελφο δέληξνπ απνθάζεσλ ζην νπνίν ζε θάζε παξαηήξεζε 
απνδίδεηαη ίζν βάξνο. Μεηά ηελ αμηνιφγεζε ηνπ πξψηνπ δέλδξνπ, 
απμάλνπκε ηα βάξε εθείλσλ ησλ παξαηεξήζεσλ πνπ είλαη δχζθνιν λα 
ηαμηλνκεζνχλ θαη λα κεηψλνπκε ηα βάξε γηα εθείλσλ πνπ είλαη εχθνιν 
λα ηαμηλνκεζνχλ. Καηά ζπλέπεηα, ην δεχηεξν δέληξν αλαπηχζζεηαη ζε 
απηά ηα ζηαζκηζκέλα δεδνκέλα. Δδψ, ε ηδέα είλαη λα βειηησζνχλ νη 
πξνβιέςεηο ηνπ πξψηνπ δέληξνπ. Τν λέν καο κνληέιν είλαη σο εθ 
ηνχηνπ Γέληξν 1 + Γέληξν 2. Σηε ζπλέρεηα ππνινγίδνπκε ην ζθάικα 
ηαμηλφκεζεο απφ απηφ ην λέν κνληέιν 2-δέλδξνπ θαη δεκηνπξγνχκε έλα 
ηξίην δέληξν γηα λα πξνβιέςνπκε ηα αλαζεσξεκέλα ππνιείκκαηα. 
Δπαλαιακβάλνπκε απηή ηε δηαδηθαζία γηα έλαλ ζπγθεθξηκέλν αξηζκφ 
επαλαιήςεσλ. Τα επφκελα δέληξα καο βνεζνχλ λα ηαμηλνκήζνπκε ηηο 
παξαηεξήζεηο πνπ δελ είλαη θαιά ηαμηλνκεκέλεο απφ ηα πξνεγνχκελα 
δέληξα. Οη πξνβιέςεηο ηνπ ηειηθνχ κνληέινπ ηνπ ζπλφινπ είλαη 
επνκέλσο ην ζηαζκηζκέλν άζξνηζκα ησλ πξνβιέςεσλ πνπ πξνέθπςαλ 
απφ ηα πξνεγνχκελα κνληέια δέληξσλ. 
Τν Gradient Boosting εθπαηδεχεη πνιιά κνληέια κε βαζκηαίν, 
πξνζζεηηθφ θαη δηαδνρηθφ ηξφπν. Δληνπίδεη ηηο ειιείςεηο 
ρξεζηκνπνηψληαο Gradient loss function. Ζ loss function είλαη έλα κέηξν 
πνπ ππνδεηθλχεη πφζν θαιά είλαη νη ζπληειεζηέο ηνπ κνληέινπ γηα ηελ 
ηνπνζέηεζε ησλ ππνθείκελσλ δεδνκέλσλ [10]. Έλα απφ ηα κεγαιχηεξα 
θίλεηξα γηα ηε ρξήζε ηνπ GBM είλαη φηη επηηξέπεη ζε θάπνηνλ λα 
βειηηζηνπνηήζεη κηα ζπλάξηεζε θφζηνπο πνπ θαζνξίδεηαη απφ ην 
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ρξήζηε, αληί γηα κηα ιεηηνπξγία απψιεηαο πνπ ζπλήζσο πξνζθέξεη 
ιηγφηεξν έιεγρν θαη δελ αληαπνθξίλεηαη νπζηαζηηθά ζηηο εθαξκνγέο ηνπ 
πξαγκαηηθνχ θφζκνπ. 
 
4.4.1 Απόδοζη GBM 
 Κάλακε ρξήζε ηνπ GBM θαιψληαο ηνλ απφ ηελ βηβιηνζήθε ηεο 
Python, sklearn. 
 Υπνινγίζακε ην train θαη ην test accuracy. 
  
  







Αποηελέζμαηα και Μελλονηική Έπεςνα 
 
Έρνληαο εμεηάζεη πιήξσο θαη ηνπο ηέζζεξηο αιγφξηζκνπο 
(GBM,MNB,RF,MLR) πξνρσξήζακε θαη δεκηνπξγήζακε έλαλ πίλαθα 
πνπ πεξηιακβάλεη πιήξσο ηελ απφδνζή ηνπο. 
 
Παξαηεξψληαο θαη ηαμηλνκψληαο ηα Test/Train accuracy θαηαιήμακε 
ζηνλ επηθξαηέζηεξν. 
 
Ο Random Forest θαίλεηαη λα έρεη ην θαιχηεξν test accuracy απφ ηνπο 
ππφινηπνπο ηξεηο γηα ην ζπγθεθξηκέλν dataset. Έθηνο απν ην accuracy 
θαίλεηαη φηη είλαη ν επηθξαηέζηεξνο θαη απφ άπνςε overfitting αθνχ 




Σαλ κειινληηθή έξεπλα ζα κπνξνχζακε λα αζρνιεζνχκε θαη κε άιιεο 
ηζηνζειίδεο ειεθηξνληθψλ πσιήζεσλ φπσο γηα παξάδεηγκα ην eBay. 
Δπίζεο ζα κπνξνχζακε λα ζπγθεθξηκελνπνηήζνπκε ηελ έξεπλα καο ζε 
ζπγθεθξηκέλα πξντφληα απφ ηα νπνία ζα θαηαιήγακε ζε απηά πνπ 
θέξλνπλ κεγαιχηεξε δεκνζηφηεηα θαη αμηνπηζηία ζην εθάζηνηε 
θαηάζηεκα. Τέινο, κε έλαλ γξάθν ζχγθξηζεο, ζα κπνξνχζακε λα 
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