The article presents a novel method of fractal time series classification by meta-algorithms based on decision trees. The classification objects are fractal time series. For modeling, binomial stochastic cascade processes are chosen. Each class that was singled out unites model time series with the same fractal properties. Numerical experiments demonstrate that the best results are obtained by the random forest method with regression trees. A comparative analysis of the classification approaches, based on the random forest method, and traditional estimation of self-similarity degree are performed. The results show the advantage of machine learning methods over traditional time series evaluation. The results were used for detecting denial-of-service (DDoS) attacks and demonstrated a high probability of detection.
Introduction
Over the past two decades, machine learning methods for time series have been proposed and developed, which are used for many tasks of time series analysis, including classification [1] [2] [3] [4] . The overview of classification methods of time series of different nature is described in [1] . The properties and characteristics of time series in emerging research that facilitates wide comparison of feature-based representations are given in [2] . The different machine learning algorithms were realized and compared by testing on 85 datasets in [3] . The authors of [4] describe the methods for mining time series data. Many complex technical and information systems have a fractal (self-similar) structure, and their dynamics is represented by time series with fractal properties [5] . For such systems, there are problems of recognition and classification of fractal series. Most often, they are solved by evaluation and analysis of self-similar properties. In recent years, machine learning methods became popular for analyzing and classifying fractal time series [6] [7] [8] [9] [10] [11] [12] . The authors of [6] conducted a systematic empirical study on the use of fractal dimension estimation methods as feature extractors from time series. A short literature review about fractal dimension on datasets and an approach to sentiment analysis with fractal dimension was presented in the work of [7] . Another paper [8] reported a novel method on the machine learning based classification of fractal features of time series using twin support vector machines. The authors of [9] demonstrated the successful application of the random forest method for predicting the Hurst parameter of precipitation records. A comparative analysis of the classification of multifractal stochastic time series using meta-algorithms based on decision trees has been performed by the authors of [10, 11] , where the features for classification were statistical and multifractal characteristics. The authors of [12] reviewed the most recent theoretical and methodological developments for random forests with special attention given to the selection of parameters, the resampling mechanism, and variable importance measures.
An actual machine learning application is the timely detection of distributed denial-of-service (DDoS) attacks. A DDoS attack is a hacker attack on a computing system; in this case, administrators (and users) cannot get access to the system. Currently, DDoS attacks are very popular, as they allow one to bring to failure almost any system without leaving legally relevant evidence. One of the solutions to the problem of detecting an attack in a timely manner is to develop a classifier that is able to detect the presence of attacking files in incoming traffic. It is known that most of the traffic in infocommunication systems has fractal properties [13] . Plenty modern methods of detecting DDoS attacks are based on the fact that fractal properties change for traffic containing attacking files [14] [15] [16] [17] . In another paper [14] , the authors have tried to measure the impact of different variants of pulsating distributed denial of service attacks on the self-similar nature of the network traffic and have shown that the variation in self-similar properties could be used for distinguishing them from normal network traffic. The authors of [15] show that the self-similarity property of network traffic is useful in distinguishing DDoS attack traffic from legitimate traffic with high accuracy. The authors of [16] describe a statistical signal processing technique based on abrupt change detection using self-similar traffic properties. The time series fractal analysis methods, and random forest method were used to detect anomalies in network traffic [17] .
The aim of the work is a comparative analysis of decision tree classification methods for fractal random time series and the application of the results in detecting DDoS attacks.
Materials and Methods

Characteristics and Models of Fractal Random Processes
Self-similar processes are stochastic processes that are invariant in distribution when changing the time-scale. A random continuous time process X(t) is self-similar if its finite-dimensional distributions are identical distributions of the process a −H X(at) for any a > 0. The value H is called the Hurst parameter or Hurst exponent. The Hurst exponent takes values in the range 0 < H < 1. The H also characterizes the long-term memory of the process X(t). The moments of the self-similar random process are described by the scaling relation:
where q is a real number. Multifractal random processes are heterogeneous fractal processes. The moments of the multifractal process satisfy more a flexible scaling relation:
where h(q) is the generalized Hurst exponent. The Hurst exponent H matches the value of the generalized Hurst exponent h(2). For monofractal time series, the generalized Hurst exponent is constant, h(q) = H [18] . Popular multifractal time series models are binomial multiplicative stochastic cascade processes [18] . When constructing stochastic cascades, the initial unit time interval is first divided into two equal sub-intervals. Each of them is assigned corresponding weight coefficients w 1 and 1 − w 1 , which are values of some random variable. At each iteration, the sum of the weighting coefficients must be equal to one. If you choose a random variable distributed on the interval [0, 1], this constraint will be satisfied. At the next iteration, two new random values are generated. There are four sub-intervals with weights w 1 w 2 , w 1 (1 − w 2 ), (1 − w 1 )w 3 , and (1 − w 1 )(1 − w 3 ). By increasing the number of iterations, we get a cascade time series, the values of which at each time are equal to the final simulated weights. The cascade time series has multifractal properties.
If the beta distribution random variable Beta(α, β) is used to generate weights, then the generalized Hurst exponent of cascade is uniquely determined by the parameters α and β [18, 19] . Thus, each given pair (α, β) corresponds to the cascade process with a single Hurst exponent H. Figure 1 shows a typical cascade time series based on beta distribution; on the top, the cascade series with H = 0.7 is presented, and on the bottom, there is the cascade with H = 0.9. In recent years, research of the fractal analysis of information network traffic has become very popular. They indicate that most of the traffic has multifractal properties [13] . In the work of [19] , the method of simulating multifractal traffic based on cascades with beta distribution was offered.
Time Series Estimation of Fractal Characteristics
There are many time series methods for the evaluation of fractal characteristics. One of the most well-known and widespread is the method of multifractal detrended fluctuation analysis (MFDFA) [20] . Previous large-scale research, which assessed the performance of the Hurst estimator [21] [22] [23] , has demonstrated that the detrended fluctuation analysis (DFA) is an accurate estimator. DFA has been established as an important method to detect long-range dependence in non-stationary time series. MFDFA is an extension of the DFA to analyze the multifractal properties of time series with In recent years, research of the fractal analysis of information network traffic has become very popular. They indicate that most of the traffic has multifractal properties [13] . In the work of [19] , the method of simulating multifractal traffic based on cascades with beta distribution was offered.
There are many time series methods for the evaluation of fractal characteristics. One of the most well-known and widespread is the method of multifractal detrended fluctuation analysis (MFDFA) [20] . Previous large-scale research, which assessed the performance of the Hurst estimator [21] [22] [23] , has demonstrated that the detrended fluctuation analysis (DFA) is an accurate estimator. DFA has been established as an important method to detect long-range dependence in non-stationary time series. MFDFA is an extension of the DFA to analyze the multifractal properties of time series with nonstationary dynamics and different distributions of values [24] . DFA and MFDFA are widely used for applied research [6, 12, [25] [26] [27] .
According to DFA method, input cumulative time series y(t) is divided into segments of length τ.
For each segment, the fluctuation function
local m-polynomial trend within the segment. Then, the fluctuation function F(τ) is averaged over the segments. If the series y(t) is self-similar, the function F(τ) satisfies the scaling relation F(τ) ∝ τ H .
In the case of multifractal fluctuation analysis, the fluctuation function
is explored. If the initial time series y(t) has multifractal properties, the function F q (τ) satisfies the scaling relation
The time series estimation of the Hurst parameter results in a confidence interval:
where H = H(N) is a point estimate of H, N is the length of the time series, S = S(N) is the calculated standard deviation, α is the significance level, and t α is a normal distribution quantile. Values S can be numerically evaluated based on simulation. It should be noted the magnitude of the uncertainty in the estimation of H also depends on the value of H. This is shown in a number of studies, for example [25, 27] . However, for the estimates obtained by the DFA method, the bias is not significant and in the present study, it is not taken into account to simplify computational issues. Table 1 shows values S for the estimates of the Hurst exponent obtained by the DFA [26, 27] . 
Time Series Classification Using Decision Tree Methods
To solve classification problems that arise in various areas, the decision tree method is considered as one of the most effective methods. Its core is splitting the initial dataset into groups of homogeneous subsets. This splitting is based on a set of rules, which is used to evaluate some input functions for new data and allows making the relevant classification conclusion.
The decision tree method uses the recursive partitioning principle. There are various numerical algorithms for building decision trees. One of the most famous is the C5.0 algorithm [28] , which is practically standard for building a binary tree based on some criterion for splitting into more homogeneous samples. The algorithm implements the recursive partitioning method. It starts with an empty tree and source data set. Starting from the root node, a feature is selected at the nodes, the value of which is used to split data according to a certain criterion into two disjoint subsets. The iteration process is performed repeatedly for each of the subsets and leads to the creation of a complete binary tree. Recursion is completed if the subset in the node has the same values of the target variable.
The decision tree models are unstable because they adapt their state in the learning process in accordance with the training set: the tree structure changes with any tiny changes in the set. This implies that we will always get a different model when making minor changes in training data. However, the modified and original models work similarly and with comparable accuracy: the basic regularities are not changeable with minor changes in the training data. In this case, it is desirable to use model ensembles. In general, the model's ensemble can be seen as an individual basic model making up a common model. The components of the ensemble can be different or of the same type.
The bagging method based on the statistical method of aggregation of the boot system is one of the most well-known types of ensembles [29] . Bootstrap aggregating reduces variance and helps to avoid retraining. This method is designed for improving the stability and accuracy of machine learning algorithms. Bagging is a classification technique in which all elementary classifiers study and work independently. The main idea is that the classifiers compensate for each other's mistakes by voting and not correcting them. The "perturbation and combination classification" technology is the basis of the bagging method. In bagging, the random changes are involved in the training data. Then, based on these modified data, several alternative models are constructed. After this, a combination of results is considered. From one training set, several samples are randomly selected with the same number of objects. For training of an ensemble model, each of the samples is applied. If an ensemble is built based on various type models, then each type has its own learning algorithm.
To obtain the result of the model ensemble, the main combinational methods are used, such as the averaging method, which average results of all these models (when performing weighted averaging, the model outputs are multiplied by the corresponding weights); and the voting method (a class that had been elected by a majority of ensemble models). The efficiency of bagging is achieved because of the fact that the objects of emission cannot be included in some training subsamples, and the basic algorithms, trained in different subsamples, are obtained quite differently, and their errors are mutually compensated in the voting process.
One example of the bagging methods is the random forest method [30] . The key point of the random forest method is the way in which the training samples for decision trees are generated. It includes a random selection of fewer features for each training sample (that is, for each tree) and a random selection of training examples (thus some examples are repeated, and some are missing in the training set for a particular tree). It has several advantages against its main version: (1) within itself, it uses classification or regression decision tree ensembles; (2) the decision tree is built for each subsample to complete the object's training and is not subject to post pruning; (3) in the sampling algorithm, random function selection of features is also sampling carried (in most cases, the new number of functions is equal to the square root of the total number), as well as the random selection of learning objects.
Results and Discussion
Experiment 1: bagging versus random forest and classification trees versus regression trees.
At the first stage, a study was conducted in order to single out the model with the highest probability of the class determination of time series. The classification was performed for time series with different multifractal properties. Training time series for the experiment were obtained by the generation of multifractal cascades with weights obtained by symmetric beta distribution. Under these conditions, the model fractal series contain the Hurst exponent in the range H ∈ (0.5, 1), and the Hurst exponent corresponds one-by-one to the generalized Hurst exponent h(q). Therefore, the set time series can be partitioned into classes with respect to the value of H.
In this case, each class was a set of generated time series with the same Hurst exponent. The Hurst exponent value varied in the range from 0.5 to 1 with a step of 0.05. The minimum and maximum values of the Hurst exponent were selected as 0.51 and 0.99, respectively. As a result, classification models were trained in 11 classes.
The following fractal and statistical characteristics of time series were selected for the classification: maximum value and median of series, standard deviation, the mean and standard deviation of the generalized Hurst exponent h(q), the values h(1) and h(2) = H, and the range ∆h = h(0.1) − h(5). Thus, in the experiment, cascade time series were selected as objects, and the estimates of time series characteristics of each cascade were chosen as the features.
To detect to which one of the eleven classes the time series belongs to, the methods of bagging and random forest were applied. For each of the methods, the ensembles of decision trees, both classifications and regressions, were used. For regression decision trees, the output is the probability of matching the multifractal cascade to a given class. The programming language Python with NumPy SciPy, Pandas, and Scikit-learn libraries, which implement machine learning methods, was chosen to implement the decision tree models [31] .
When performing the experiment, the number of bootstrap samples was taken in the range from 200 to 500 in increments of 50. The best results on the test sample were obtained when the number of bootstrap samples was 300. The number of candidates sampled randomly at each split was equal to the square root of the total number of features. The minimum node size of the tree was chosen equal to 1, because regression trees were used for the classification task. For determining the optimal parameters of the method, good accuracy was achieved on the validation sample and the lack of overfitting, that is, when on the training sample, the accuracy was almost equal to 1, and on the test sample, it was close to 0.5 [32] . Figure 2 illustrates the effectiveness of the training model by the bagging method with regression trees. Each step corresponds to one class C = 1, . . . , 11. For each class, the probabilities of matching are given. The probabilities are calculated as follows:
where m i is the regression parameter for the i-th sample and C is a theoretically known number. If the condition P i ∈ [0.5; 1] holds, the classification is considered correct. If P i < 0.5 and m i > C, then the cluster number is overvalued. Otherwise, it is underestimated. In Figure 2 , the top graph shows the results of modeling on a training sample of 5000 examples. The lower graph shows similar results for 500 test examples. Here, the length of the time series is 4096 values. classifications and regressions, were used. For regression decision trees, the output is the probability of matching the multifractal cascade to a given class. The programming language Python with NumPy SciPy, Pandas, and Scikit-learn libraries, which implement machine learning methods, was chosen to implement the decision tree models [31] . When performing the experiment, the number of bootstrap samples was taken in the range from 200 to 500 in increments of 50. The best results on the test sample were obtained when the number of bootstrap samples was 300. The number of candidates sampled randomly at each split was equal to the square root of the total number of features. The minimum node size of the tree was chosen equal to 1, because regression trees were used for the classification task. For determining the optimal parameters of the method, good accuracy was achieved on the validation sample and the lack of overfitting, that is, when on the training sample, the accuracy was almost equal to 1, and on the test sample, it was close to 0.5 [32] . Figure 2 illustrates the effectiveness of the training model by the bagging method with regression trees. Each step corresponds to one class 1, , 11 C   . For each class, the probabilities of matching are given. The probabilities are calculated as follows: Table 2 presents the average probabilities of the class determination depending on the time series length and the classification method. The probability of the class determination is the probability of Table 2 presents the average probabilities of the class determination depending on the time series length and the classification method. The probability of the class determination is the probability of correct determination of the range of the Hurst exponent, corresponding to the theoretical value of H of generated cascade. The results show that the use of regression trees gave significantly greater accuracy than the use of classification trees. The random forest method demonstrated better results than bagging. The simulation results match the theoretical studies [33] , and the comparison of bagging and random forests is a good illustration of the theory. Therefore, for the classification, the random forest method with regression trees was chosen.
Experiment 2: machine learning versus estimation by time series.
To determine the class to which a time series belongs to, two different approaches were considered in the section. The first method of multifractal cascade series classification is based on machine learning, and the second method uses a direct estimation of the Hurst exponent for time series and determines the confidence interval in accordance with formula (3).
In the experiment, each class was represented by a set of simulated cascade time series with the Hurst parameter of a certain range of values. The value of H is chosen to generate cascades within each class using a uniform distribution. To create series classes, the ranges of the Hurst exponent were varied in the interval (0. The input date classifier is a set of characteristics calculated from the cascade time series. The output parameter is the class number, that is, the range of the Hurst exponent. The following fractal and statistical characteristics of the time series were selected for the classification: maximum value and median of series, standard deviation, the mean and standard deviation of the generalized Hurst exponent h(q), the values h(1) and h(2) = H, and the range ∆h = h(0.1) − h(5). Thus, in the experiment, cascade time series were selected as objects, and the estimates of time series characteristics of each cascade were chosen as the features. The random forest using regression decision trees method was chosen for the classification. The probabilities of class detecting were calculated by formula (4) . To build the models of a decision tree, Python libraries, which implement machine learning methods, were used. The training of the models for each class was conducted on 1000 examples of time series, and the test was carried out on 100 test cases.
In a second way (direct estimation), the classification was performed for the same test sample series. Point estimates of the Hurst exponent were obtained by the DFA method and confidence intervals were calculated in accordance (3). The matching of the time series to one of the classes was determined using the location confidence interval. The class number is the number of the Hurst exponent range that contains most of the distribution density of the interval estimate.
As a classification result, for each range of the Hurst exponent, the histograms of the probabilities of class determination were obtained. Figure 3 shows the histograms of the probability distribution of matching to a particular class. Histograms of the results of random forest are presented on the left, and histograms obtained by a direct estimation are on the right. Here, the length of the time series is 512 values. The classification was performed for time series with lengths of 512 and 4096 values, then results were compared. Poor quality of the classification, or rather the inability to classify fractal series by time series estimation, is the result of the narrow range of the Hurst exponent for each class and the sufficiently large value of the confidence interval (see Table 1 ).
In many classification tasks, it is required to determine the probability that an object belongs to one of two classes (e.g., to detect an attack on a server). The classification of the cascade series into two classes was conducted. The Hurst exponent was chosen in two ranges: 0.51 ≤ H < 0.7 and 0.7 ≤ H ≤ 0.99.
The average probability of class determination depending on the classification method is shown in Table 3 . As can be seen from the table, to a large extent, traditional methods for evaluating fractal characteristics are inferior to machine learning methods when classifying time series according to fractal properties. However, it should be noted that for the training, a sufficient number of time series with known properties is required, which may be challenging. This section presents the results of detecting DDoS attacks based on the random forest classification using regression decision trees. The objects were the model traffic realizations with attacks and without them. The simulation of traffic realizations was performed using the algorithm from the work of [19] . To generate a model traffic realization, it is necessary to estimate the following parameters of real multifractal telecommunication traffic: the average of the traffic; the Hurst exponent, which determines the degree of long-range dependence; and the scaling exponent, which determines the heterogeneity (bursts) of realization. Thereafter, beta distribution parameters for generating weighting coefficients of the multifractal cascade are selected. The matching between the distribution parameters and the multifractal characteristics was obtained as a result of numerical simulation.
The mechanism for collecting real statistical data of DDoS attacks and examples of their application are presented in the work of [34] . Real experiments were conducted in which six types of realizations of DDoS attacks and brute force attacks were obtained. The dataset consists of 4998 records, where each record consists of 34 databases of management variables called management information base (MIB), which are collected in their respective groups; namely, interface, internet protocol (IP), transmission control protocol (TCP), and internet control message protocol (ICMP). Experiments and datasets are described in detail in the work of [34] . Figure 4 shows several attacks from the dataset. The realization of traffic under the action of DDoS attack is the sum of traffic and realization of one type of attack. The early detection of an attack is highly important, when the realization of traffic has not yet faced a significant trend change. In this case, the ratio of the traffic average to the attack average was taken approximately in the 5:4 range. Figure 5 presents a realization with an attack level of 15%.
In the works of [35, 36] , it was shown that a self-similar time series, which is the sum of several self-similar series, acquires the highest Hurst exponent. The fractal analysis of the realizations of DDoS attacks showed that the attacks presented in [34] have a large range of the generalized Hurst exponent ( ) h q and high H values. Thus, the attacked traffic, as the sum of two self-similar time series with different fractal characteristics, has a higher Hurst exponent H and larger range changes ( ) h q than normal traffic. In this case, we can use the classification methods discussed above.
The partitioning of time series into two classes was performed. The first class was the set of realizations of model traffic based on a multifractal cascade, while the second one was the set of thee corresponding realizations of attacked traffic, that is, the sum of traffic and an attack. To generate traffic within each class, values of H were chosen that were uniformly distributed in a certain range.
The random forest using regression decision trees method was chosen as a classification method. The output of the model operation was the probability of attack detection. For the classification, statistical and multifractal characteristics obtained from time series were used. Thus, the objects were model traffic realizations (with or without attack), and the features were the characteristics estimates calculated for each realization. The realization of traffic under the action of DDoS attack is the sum of traffic and realization of one type of attack. The early detection of an attack is highly important, when the realization of traffic has not yet faced a significant trend change. In this case, the ratio of the traffic average to the attack average was taken approximately in the 5:4 range. Figure 5 presents a realization with an attack level of 15%.
The random forest using regression decision trees method was chosen as a classification method. The output of the model operation was the probability of attack detection. For the classification, statistical and multifractal characteristics obtained from time series were used. Thus, the objects were model traffic realizations (with or without attack), and the features were the characteristics estimates calculated for each realization. In the works of [35, 36] , it was shown that a self-similar time series, which is the sum of several self-similar series, acquires the highest Hurst exponent. The fractal analysis of the realizations of DDoS attacks showed that the attacks presented in [34] have a large range of the generalized Hurst exponent h(q) and high H values. Thus, the attacked traffic, as the sum of two self-similar time series with different fractal characteristics, has a higher Hurst exponent H and larger range changes h(q) than normal traffic. In this case, we can use the classification methods discussed above.
The random forest using regression decision trees method was chosen as a classification method. The output of the model operation was the probability of attack detection. For the classification, statistical and multifractal characteristics obtained from time series were used. Thus, the objects were model traffic realizations (with or without attack), and the features were the characteristics estimates calculated for each realization.
For software implementation of the classification, Python was used with libraries that implement machine learning methods. Model training for each class was performed on 1000 examples of time realizations of training and tested on 100 test cases. The classification was carried out for traffic realizations of different lengths, while for comparing the results, the focus was on realizations of 4096 values.
In a numerical experiment, the detection was carried out for model traffic with different ranges of the Hurst exponent, which may correspond to the traffic of different types or different protocols. Table 4 shows the average probability of determining the attack depending on the value of the Hurst parameter for model traffic. Table 4 clearly shows that the lower the Hurst rate of traffic, the higher the probability of detecting an attack. This is easily explained by the fact that the attacked traffic has much stronger self-similar and multifractal properties, and, accordingly, more differences in the class range.
Conclusions
In this paper, a comparative analysis of different approaches to classification of fractal random time series was conducted. Meta-algorithms based on decision trees were chosen for the classification. Objects of the classification were binomial multiplicative stochastic cascade time series, which were partitioned into classes depending on their Hurst exponent.
The classification was performed using two contrasting approaches. In the first, it was conducted using the random forest method using fractal and statistical characteristics of the time series. In the second case, the probability of matching to the class was calculated by time series estimating the Hurst exponent. The classification results demonstrated the indisputable advantage of machine learning methods over the habitual methods of evaluating the Hurst parameter.
The results were used for detecting DDoS attacks, indicating that the machine learning methods, particularly the random forest method, can be successfully applied for detecting DDoS attacks. The probability of attack detection highly depends on the value of the Hurst parameter of traffic realization and decreases as it increases.
It is necessary to emphasize that the use of machine learning is possible if there is a sufficiently large amount of training data, which is intractable in many cases. Also, an interesting and promising task is to develop classification methods for application in the generation of time series with prerequired properties and real data as a training sample.
In future research, we intend to focus on the investigation and classification of traffic of various transmission protocols, such as DDoS attacks of different types, in order to develop methods of early intrusion detection. 
