Algorithms are an essential part of computational science. An algorithm search engine, which extracts pseudo-codes and their metadata from documents, and makes it searchable, has recently been developed as part of the Citeseer X suite [3, 4] . However, this algorithm search engine only retrieves and ranks relevant algorithms solely on textual similarity. Here, we propose a method for using the algorithm cocitation network to infer the similarity between algorithms. We apply a graph clustering algorithm on the network for algorithm recommendation and make suggestions on how to improve the current Citeseer X algorithm search engine.
INTRODUCTION
Computer science is often about algorithms. Searching for the right algorithms for a specific problem can be a challenging task, as there has not been a way for automatically interpreting the semantics of algorithms. Methods for searching for algorithms have been implemented by applying traditional search engine techniques on algorithm metadata. Bhatia et al. [3] developed an algorithm extractor which extracts pseudo-codes along with their metadata such as captions, reference sentences and synopses [1, 2] . Indexing such algorithm metadata makes it searchable. However, the search is done by text based matching of user queries with the metadata.
The ability to infer the similarity of algorithms could also be beneficial when searching for algorithms. One may want to know if there are other available algorithms which address the same problem as a known algorithm. For example, one might want to know if there are other algorithms that find Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. shortest paths in a graph such as Dijkstra's algorithm. Researchers often would want to search for existing algorithms so that they can develop a better algorithm or use these algorithms as baselines for their experiments. Detection of the similarity of algorithms could also lead to the discovery of newly emerging algorithms which are not yet well known.
We hypothesize that the similarity between algorithms can be captured using an algorithm co-citation network. We generate the algorithm co-citation network from scientific documents in the Citeseer X 1 repository. We apply a clustering algorithm on a sample subset of the algorithm co-citation network which gives groups of relevant algorithm-proposing documents. We evaluate the clustering results by varying the clustering granularity levels and measure the meaningfulness of each cluster.
OBSERVATIONS AND MOTIVATIONS
In an algorithm-proposing document, there is usually a paragraph (in the introduction or the related work sections) devoting to addressing past work. In this case, we are interested in algorithms used in previous documents. From reading multiple documents throughout our own research, we find that if multiple algorithms are mentioned in a paper, then it is likely that these algorithms address similar problems. From these observations, we hypothesize that, if two algorithms are co-cited multiple times, then there could exist a relationship between them which can be used to infer their similarity. Such a relationship could be represented using the algorithm co-citation graph, which is explained in a later section.
RELATED WORK
Even though the document co-citation has been extensively studied, to the best of our knowledge, there has not been any work on algorithm co-citation analysis. Hence, the related work that we present here are mostly related to the current Citeseer X algorithm search engine. The current Citeseer X algorithm search engine uses an automated algorithm extractor to extract pseudo-code which appears as document-elements with captions in scientific documents. The automated algorithm extractor extracts related information of each pseudo-code such as its caption, reference sentences, and year of publication (if available). A pseudo-code reference sentence is a sentence in the document which mentions the pseudo-code. A synopsis is also generated as part of the metadata to provide an overview for each pseudo-code extracted [1] . A synopsis of a pseudocode is generated from the set of its reference sentences, constructed by heuristics and machine learning techniques. All the extracted metadata information is then fed to the indexer. When a user inputs a query, TF-IDF based cosine similarity scores are computed to retrieve and rank the relevant pseudo-codes. Each search result gives a pointer to the document where the pseudo-code resides. Figure 1 shows the results returned by the Citeseer X algorithm search engine using query "shortest path." The current Citeseer X algorithm search engine only retrieves pseudo-codes based on textual similarities between user queries and pseudo-codes. This method is effective if the user uses the right keywords. However, there are some cases where the desired algorithms are proposed in different fields of studies, resulting in a different set of context that might not be familiar to the user. The current search engine would treat these algorithms as unrelated to the search query.
ALGORITHM CO-CITATION NETWORK
The algorithm co-citation network is an undirected, weighted graph where each node is a document that proposes some algorithms, and each edge weight is the frequency of algorithm co-citation. Formally, for the set of all documents D, the algorithm co-citation network G is defined as follows: An algorithm co-citation network is different from a document co-citation network defined in [7] in the sense that each node in the network is a document which proposes algorithms, and one or more of the algorithms are cited in the document. The weight of each link represents the frequency that the algorithms in at least two documents are co-cited.
We describe how we detect algorithm citations and construct the algorithm co-citation network in the next sub-sections.
Algorithm Citation Detection
Given an input document, the algorithm citation detection returns the cited documents whose algorithms are mentioned in the input document. A document is treated as an ordered set of sentences. Briefly, the algorithm citation detector first extracts the set of algorithm-citation sentences in a document. An algorithm citation sentence is defined as a sentence which contains at least one or more algorithm keywords (i.e. 'algorithm', 'method', and 'procedure'), and at least a citation symbol. An example of a sentence where an algorithm is cited is:
Optimization methods for ECG compression were developed, such as the cardinality constrained shortest path (CCSP) algorithm presented in [1] We make an assumption that if both an algorithm keyword and one or more citations appear in a sentence, then it is likely that the citing document mentions the algorithms proposed in the cited documents. After obtaining the set of algorithm-citation sentences, the detector extracts the set of documents cited in such sentences. We use document IDs to represent documents.
Constructing Algorithm Co-Citation Network
The algorithm co-citation network is constructed by taking the algorithm citations from each document, finding the corresponding document ID for each citation, and creating for each pair of the cited documents an edge of weight 1. If the edge already exists, the weight is incremented by 1. Algorithm 4.1 describes the network construction process. D is the set of input documents from which we extract algorithm citations and construct the algorithm co-citation network. We generate the algorithm co-citation network from roughly 1,370,000 documents in the Citeseer X repository. The network created contained 9,409,433 edges and roughly 1 million nodes. 
Clustering the Algorithm Co-Citation Network
The algorithm co-citation network captures the similarity between two algorithm-proposing documents, based on the assumption that if two algorithms are cited together, then they are likely to be used for similar problems. Such similarity is reflected by the weight of the edge linking the two Table 1 : Output cluster and average cluster sizes generated using different granularity parameters.
Granularity Level
documents in which the co-cited algorithms are mentioned. Based on such a relationship, the network is clustered to produce groups of similar algorithm-proposing documents. A number of clustering tools can be considered; however, the MCL 2 tool worked well for this task. The MCL clustering tool implements the Markov Cluster Algorithm. The algorithm is unsupervised and is based on the simulation of network flow. MCL is designed to specifically cluster large and preferably undirected weighted networks [5] .
The other clustering tools that we have considered include Weka 3 , Gephi 4 , GraphClust 5 , and Graclus 6 . Weka [6] supports datasets where all the data points have the same set of attributes. Such data points are different from nodes in the algorithm co-citation network where the only information associated with a node is the similarities between the node and its neighbors. GraphClust is also a network clustering tool; however, it only supports undirected graphs with uniform edge weights. Gephi and Graclus presented problems for large datasets such as ours. For our experiments, they all crashed on an input network of 600,000 edges and 33,601 nodes.
EXPERIMENT AND EVALUATION ON CLUSTERING RESULTS
The MCL tool was the most suitable tool we found for clustering large graphs. However, the complete algorithm co-citation network generated from the whole Citeseer X repository was still too large for the tool to handle. As such, for experimental purposes, we generated a subgraph by randomly selecting 3,000,000 edges from the complete network. The selected subgraph contains 459,585 nodes. Figure 2 shows the distributions of the cluster sizes with different Table 2 : Precision calculated from the sample clusters using granularity parameter 1.4.
clustering granularity levels. With granularity parameter of 1.4 (I = 1.4), the clustering results tend to be coarse-grained, leading to the smallest number of clusters, but highest average number of documents per cluster. At the other extreme where the granularity parameter is 5.0 (I = 5.0), the clustering results tend to be fine-grained, resulting in the largest number of output clusters, and smallest average number of documents per cluster. The granularity parameter of 3.0 (I = 3.0) results in values somewhere in between. Table 1 lists the numbers of output clusters and average cluster sizes for each granularity parameter. This experiment aims to measure the meaningfulness of the clustering results. The experiment and evaluation use the following steps:
1. Run the MCL clustering algorithm with granularity parameters of 1.4, 3.0, and 5.0 on the sample network with 3,000,000 edges and 459,585 nodes.
2. Randomly choose 10 clusters from each clustering result.
For each cluster:
(a) Retrieve the paper titles of all the documents in the cluster. (b) From all the document titles, run the term frequency count to determine top 5 keywords. We use these keywords to describe the cluster. (c) Examine each document (manually) and determine the number of documents in the cluster which are related to these 5 keywords. (d) Calculate the precision of the cluster, where the precision is the ratio of the number of related documents to the number of all the documents in the cluster.
4. Calculate the average precision of all the 10 clusters.
5. Compare the average precisions of the results from the three granularity levels. Table 2 , 3, and 4 lists the results of the precision measurement of a sample of 10 clusters selected from each of the clustering results generated with different granularity parameters. C# is the cluster number, #D is the number of documents in the cluster, #RD is the number of documents relevant to the 5 chosen keywords, and Pr(%) is the precision in percent.
It is worth noting that the highest average precision is achieved in the clustering result using the granularity parameter of 1.4. This granularity level produces the most coarse-grained clustering among all the three parameters. It is also interesting to see that the average precision tends to decrease as the clustering results are more fine-grained. Table 4 : Precision calculated from the sample clusters using granularity parameter 5.0.
C# Keywords
#D #RD Pr(%) 1 reduction, model, eigenvalue, power, system 40 13 32.50
SUGGESTED APPLICATIONS
The clustering on the algorithm co-citation network provides us with groups of related algorithm-proposing documents. We can create clusters of similar algorithms by grouping together pseudo-codes extracted from the documents in the same clusters. There are a number of applications that can be employed from such algorithm clustering. Here, we propose two possible applications which can potentially be used to improve the Citeseer X algorithm search engine or any similar full text digital library.
Algorithm Recommendation
Suppose every algorithm in each cluster addresses similar problems. When the algorithm search engine retrieves an algorithm, the algorithms in the same cluster can be displayed as recommended algorithms.
Improving Ranking
Assuming that algorithms in the same cluster are similar in the sense that they address similar problems, then when an algorithm is textually matched with the search query, the algorithms in the same cluster could receive extra scores so they can be ranked higher. To do this, we propose a technique similar to query expansion:
1. First, the search engine pre-generates a list of keywords that represent each cluster. The keywords may be chosen from the documents which propose the algorithms in the cluster, or they may be chosen from the information (i.e. captions, reference sentences, and synopses) of the algorithms in the clusters.
2. When a user inputs a query, the query engine modifies the original query such that if the original query contains at least one word that belong to the list of keywords of a cluster, then some or all of the keywords that represents such cluster are added to the original query. Adding cluster keywords to an original query would make sure that when at least an algorithm matches the original search query, ranking scores are also given to the rest of the algorithms in the same cluster.
CONCLUSIONS AND FUTURE WORK
The algorithm co-citation network captures the similarity between algorithm-proposing documents. The similarity comes from the observation that if two algorithms are cited together, then it is likely that these algorithms address similar problems. Based on this assumption, clustering the network would result in groups of similar algorithm-proposing documents. The clustering results could be applied in many applications to improve the current Citeseer X or any algorithm search engine, such as improving the ranking and recommending related algorithms. There are several aspects of the methodology that could be improved. For example content analysis techniques can be used to identify additional features which would infer similarity between two algorithm proposing documents. This will generate a different type of algorithm graph. It would be useful to implement clustering algorithms which can handle large networks such as our dataset making it possible to perform experiments on the complete algorithm co-citation network generated from the whole Citeseer X repository. Using the methods proposed here, many algorithm recommendation systems should be feasible.
ACKNOWLEDGMENTS
We gratefully acknowledge useful suggestions from S. Bhatia and S. Das, plus partial support from the NSF and DTRA.
