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Stochastic Estimation of the Frobenius Norm in the ACA
Convergence Criterion
A. Heldring, E. Ubeda, and J. M. Rius
Abstract—The adaptive cross approximation (ACA) algorithm has been
used in many fast Integral Equation solvers for electromagnetic Radiation
and Scattering problems. It efficiently computes a low rank approximation
to the interaction matrix between mutually distant parts of a scattering
object. The ACA is an iterative algorithm that needs an accurate and effi-
cient convergence criterion. The evaluation of this criterion may consume
a considerable part of the computational resources. This communication
presents an efficient new way to evaluate the convergence criterion, using
a stochastic approach.
Index Terms—Adaptive cross approximation (ACA), computational elec-
tromagnetics, method of moments.
I. INTRODUCTION
The adaptive cross approximation (ACA) algorithm for fast com-
pression of rank deficient matrix sub-blocks was originally introduced
for integral equations with “asymptotically smooth” (non-oscillatory)
kernels [1]. In 2003, Zhao et al. [2] showed that the algorithm works
well in practice for electromagnetical problems, even though the rig-
orous mathematical basis from [1] no longer holds. Since then, ACA
has been used successfully in several studies of electromagnetical ra-
diation and scattering problems, for example [3]–[5].
Typical usage of the ACA consists in hierarchically subdividing
the problem impedance matrix and compressing all the off-diagonal
blocks, of which there may be thousands, ranging in dimensions from
a few hundred to tens of thousands. For a detailed description of the
ACA we refer to the extensive literature, starting with [1] and [2]. In
a nutshell: The ACA is an iterative method. At step it picks a row
and a column of the original block and recombines these to update
the current approximation. The choice of which rows and columns to
incorporate (pivoting) is necessarily based on incomplete information;
the main benefit of the ACA, its efficiency, would be unacceptably
compromised if all the elements of the original block had to be known.
An essential ingredient of the ACA algorithm is the convergence cri-
terion; it should be as accurate as possible to minimize the number of
iterations necessary for a prescribed relative error in the approxima-
tion. At the same time, it should be efficient; the computational effort
involved should be small compared to the rest of the algorithm. In the
ACA, the assumption is made that the absolute residual error at every
iteration is of the order of magnitude of the latest update. With oscil-
lating kernels, this is sometimes not fulfilled due to erroneous pivoting.
In extreme cases, this may lead the algorithm to declare convergence
long before it is actually reached. Some proposed strategies to avoid
this problem are to restart the ACA [6] or apply some averaging [7].
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These strategies solve the problem of premature convergence at little
extra computational cost, yielding a reliable estimate of the order of
magnitude of the residual absolute error.
However, as a measure of accuracy, we need the relative rather than
the absolute error. Therefore, the above absolute error is compared to
the Frobenius norm of the entire block. The latter, of course, can also
only be estimated. In the original algorithm, the estimated Frobenius
norm is updated with every iteration, in a way that does indeed con-
verge to the true Frobenius norm for asymptotically smooth kernels. In
a recent paper [7] we demonstrated that this is not true for oscillatory
kernels. We also proposed an alternative procedure that does converge
to the true norm.
Both the original, erroneous procedure and the one in [7] require
a non negligible computational effort. The relative importance of this
effort depends on the type of problem, the code and the platform; if
the computation of the matrix elements is slow, then this will dominate
the computation time. If, on the other hand, this part of the algorithm
is highly optimized, then the linear algebra involved in estimating the
norm may become the most expensive part.
In the example we presented in [7] and use again here in Section II,
the time spent estimating the norm is more than 40% of the total time.
This incentivized us to look for a more efficient procedure. In this
communication we consider a stochastic approach, motivated by the
following three considerations: (1) The absolute residual error of the
ACA applied to oscillating kernels has an unavoidable uncertainty that
is hard to quantify, but empirically it is on the order of 50% (illustrated
in Section II). In consequence, an accuracy of 10% is more than suffi-
cient for the Frobenius norm. (2) The Frobenius norm is proportional
to the mean value of the squared norms of the matrix elements, which
makes it particularly tractable by stochastic methods. (3) The Frobenius
norm is independent of the phase of the matrix elements. The computa-
tional effort involved in a stochastic approach is therefore independent
of the frequency.
II. UNCERTAINTY IN THE ACA ABSOLUTE ERROR
The ACA algorithm declares convergence when the relative error
(1)
in the ACA approximation of the (sub-) matrix is estimated
to be below a chosen threshold value. The numerator of (1) is the ab-
solute error , and the denominator of (1) is the Frobenius norm
of . Without detailing the procedure, which is extensively explained
in the literature referenced above, in this section we illustrate the un-
avoidable uncertainty in the estimation of with an example. The
example is the same one that we used in [7]. It concerns the mutual
impedance matrix at 300 MHz of two square perfectly conducting flat
plates, with edge lengths equalling 5 m, facing each other at a distance
of 10 m, modelled with the Electric Field Integral Equation, discretized
into RWG basis functions on a triangular mesh. The plates are repre-
sented by 7400 basis functions each. Fig. 1 shows the relative error in
the ACA estimation of
(2)
as a function of the ACA iteration step. We see that this error, which
gives rise to an equal relative error in (1), regularly exceeds a value of
50%. This error is caused by the incomplete knowledge of the elements
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Fig. 1. The relative error committed by the ACA algorithm when it estimates
the absolute difference between the ACA approximation and the true matrix.
of and therefore unavoidable. As a result, when the ACA terminates
with a desired relative error of (a typical value), the real relative
error is likely to be somewhere between and .
This does not disqualify the ACA approximation, it just means that we
only know the order of magnitude of the ACA residual error. It also
implies that there is no need for high precision in the estimate of the
Frobenius norm in the denominator of (1).
III. STOCHASTIC FROBENIUS NORM ESTIMATION
From the definition of the Frobenius norm of amatrix , with
elements , we have
(3)
with , the mean value of the squared norms of the elements.
Using standard statistical theory (e.g., [8]), if we pick N elements from
by simple random sampling (SRS) [9], then the expected value of
the sample-mean , equals and the expected
value of the sample standard deviation
(4)
is the true standard deviation of the squared norms of the elements
. According to the Central Limit Theorem, for large enough
, the probability density distribution of the sample-mean will ap-
proach the normal distribution , irrespective of the distribu-
tion of [10]. Because we do not know either or we must use
Student’s t-test [10] to establish the probability that the difference be-
tween the estimated mean and the true mean lies within a chosen
range:
(5)
where fixes the probability and is a parameter of the Stu-
dent’s t-distribution. Defining the relative error in the mean as
(6)
by rearranging the argument of the probability function in (5), we find
that for a given choice of and ,
(7)
with probability . Finally, since the Frobenius norm is proportional
to the square root of , the relative error in the estimated Frobenius
norm equals
(8)
The objective of our procedure is to obtain, using aminimum number
of samples, an estimate with a prescribed relative error. Accordingly,
we start with a chosen initial number of samples and iteratively keep
adding samples and updating (8), until drops below a chosen max-
imum tolerance value with probability . Both the sample
mean and the sample standard deviation can be incrementally updated
for efficiency [11]. , and all converge with growing
so the rate of convergence of the iterative process is globally pro-
portional to . The actual convergence rate depends on the true
spread of the sampled variable, . If the matrix elements assume
a wide range of values, for example due to a very uneven geometry dis-
cretization or a wide range of interaction distances, more iterations are
needed. As mentioned in the introduction, we can tolerate a relatively
high error. This benefits a speedy convergence. On the other hand, we
wish to virtually exclude the risk of an unacceptable error level, which
calls for a very small value of .
Two representative numerical examples, presented in Section IV,
give an indication of whether the iteration converges sufficiently fast
for this procedure to be a competitive alternative in the framework of
ACA applied to electromagnetical problems.
IV. TWO NUMERICAL EXAMPLES
We have applied the procedure outlined in Section III to two scat-
tering problems. The first example is the one with two square plates
from Section II. The true mean value of the squared norms of the inter-
action matrix elements for this problem equals with
a standard deviation of , equal to the mean value.
We chose the following values for the parameters in (7):
and . To test the validity of (7), we executed the proce-
dure 100.000 times, and evaluated the true residual relative error in the
Frobenius norm after convergence every time. In order to make sure
the Central Limit Theorem applied, the initial number of samples was
set to 100. The value of was fixed at .
In reality the value of decreases towards a value of 3.29 for infinite
, but we chose to maintain a “worst case” value. The distribution
of the true relative errors obtained from each run is shown in Fig. 2.
There were 110 values that did not comply with (7) (they had a relative
error more than 10%), not too far off from the expected number of 100.
More importantly, the largest true error was 0.1223, which would still
not compromise the ACA accuracy. Indeed, the probability of a given
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Fig. 2. Histogram of 100.000 estimates of the Frobenius norm of the interaction
matrix of two square conducting plates.
error decreases fast with its size. As an illustration, with these same re-
sults, the probability of a relative error of 0.183 as predicted by (7) is
one in !
The number of samples needed was 284 on average, with a standard
deviation of 25 and a maximum of 394. Comparing this with the com-
putational effort involved in the ACA algorithm, of evaluating a full
row and a full column of elements each with every
iteration plus algebraic operations of complexity at iteration
, shows that the operation count for estimating the Frobenius norm is
insignificant.
In order to illustrate that the procedure is indeed frequency indepen-
dent we raised the frequency from 300 MHz to 1.2 GHz and adapted
the mesh accordingly, to 119,600 basis functions on each plate. Over
100,000 runs, the average number of samples needed for convergence
was 285, with a standard deviation of 25, an insignificant difference
with the previous result.
In the above example the interaction matrix was relatively homo-
geneous. In order to test the procedure under more adverse conditions
we used a problem geometry consisting of two open cones, 5 m long,
with a 1 m base diameter, aligned as depicted in Fig. 3, with a dis-
tance between the axes of 5 m. This problem geometry combines sev-
eral difficult features: a high spread in mesh size (the largest triangular
element surfaces, near the cone base, are a factor 2700 larger than the
smallest ones, near the peak) and in relative orientation of the mesh
elements. The simulation frequency was 300 MHz, but as mentioned
above, the Frobenius norm estimation is independent of the frequency.
Themean value of the squared norms of the interactionmatrix elements
for this problem equalled with a standard deviation
of . Again, we executed the estimation algorithm
100,000 times, using the same parameters in (7) as in the first example.
The true relative error is distributed as in Fig. 4. This time there were
94 values that did not comply with (7). As expected, for this case many
more iterations were necessary: 1622 on average, with a standard devi-
ation of 207 and a maximum, among the 100,000 executions, of 3251
iterations. Nevertheless, even the maximum is still well below the op-
eration count for a single ACA step. Note that the square root of the
average number of iteration steps for the cones is 2.39 times that for
the square plates. The true spread of the interaction matrix of
the cones is 2.40 times that of the square plates. The two values are
very close, as predicted by (7).
Finally, Table I shows the computation times for the ACA compres-
sion of the square plate interaction matrix at 300 MHz and 1.2 GHz.
Fig. 3. Two conical surfaces.
Fig. 4. Histogram of 100,000 estimates of the Frobenius norm of the interaction
matrix of two conical conducting surfaces.
TABLE I
COMPUTATION TIMES FOR ACA COMPRESSION OF TWO 5 m 5 m SQUARE
PLATES INTERACTION MATRICES
Convergence was declared when the relative error in the ACA approx-
imation was estimated at , which took steps for the lower
frequency and steps for the higher frequency. The relative
gain in computation time with the stochastic method is even more pro-
nounced for the higher frequency, almost 50%. This is because for large
, the computation time of the ACA algorithm and that of the determin-
istic norm-estimation both scale with (see [7]) but the ACA
algorithm also needs to compute the matrix elements, an operation that
scales with . This latter term is proportionally more important
for the lower frequency because is smaller.
The average computation time of the stochastic procedure in the case
of the two cones is 0.17 seconds which, compared with the timing for
the plates (Table I), confirms that the computation time is proportional
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to . It should be stressed here that, as already mentioned in the in-
troduction, these computation times depend on many problem-, imple-
mentation-, and hardware related factors. The presented examples were
implemented in Matlab , with a call to an external C++ routine for
computing the matrix elements, on a PC with a Dual Intel Xeon
X5482 processor at 3.2 GHz.
V. CONCLUSION
An essential part of the ACA algorithm, the convergence criterion,
involves estimating the Frobenius norm of the matrix to be approxi-
mated. The relative computational effort associated with this may be
considerable if it is done in a conventional deterministic manner, in
particular for problems with an oscillating kernel.
This communication proposes a stochastic approach to estimate the
Frobenius norm and presents two numerical examples illustrating an
important gain in computation time. The stochastic approach is shown
to yield a manyfold reduction in operation count, with parameters
chosen to reduce the probability of an unacceptable chance result
virtually to zero. This resulted, in the author’s implementation of the
ACA, in a speed-up of more than 40%.
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