We prove that for any ǫ > 0 the growth rate Pn of generalized diagonals of a typical (in the Lebesgue measure sense) triangular billiard satisfies Pn < Ce 
However even though the growth of P n is conjecturally just more than quadratic, even explicit subexponential upper bound was an open problem for a long time, still not fully resolved. The key problem here is a luck of structure of irrational polygonal billiard as unlike the rational case it is not equivalent to the geodesic flow on the flat surface with singularities, so one can not use tools from Teichmuller theory.
Recently we provided an explicit subexponential estimate for a full measure set of triangular billiards [11] :
Theorem 3 (S, 2012). For a typical triangle and any ǫ > 0 there is a constant C > 0 such that: P n < Ce
In the proof of theorem 3 we introduced a natural technic of indexed partitions for dealing with generalized diagonals. The key idea was to show that if there are too many generalized diagonals then by some kind of a pigeonhole principle there is a sequence of relatively short billiard trajectories which stay too close to one of the vertices at three different time moments. The last fact implies that some sequence of trigonometric polynomials must take very small values which is not possible on the set of full measure by the result of Kaloshin and Rodnianski [5] .
In the current paper we again use indexed partitions as a convenient framework, however we will rely on quite different geometric ideas which require more delicate analysis of billiard dynamics. We will still need an abstract result by Kaloshin and Rodnianski about trigonometric polynomials however it will not play one of the main roles as it did in our previous paper. From this point of view we now use more dynamical arguments rather than abstract properties of trigonometric polynomials. The aim of the paper is to prove the following theorem:
Theorem 4 (Weakly exponential estimate). For a typical triangle and any ǫ > 0 there is a constant C > 0 such that: P n < Ce n ǫ .
Interval partitions
We consider a triangle, a fixed vertex and the corresponding angular segment located at the vertex, which we naturally associate with an interval I ⊆ [0, π] using the angular distance on it. Points on the interval then correspond to rays emanating from the vertex. We introduce a useful reduced quantity Q n as a number of generalized diagonals emanating from the vertex of length no greater than n. Now let us create a decreasing sequence of finite indexed partitions ξ n of I on subintervals as follows. ξ 0 = I is a trivial partition with one element. Cutting points of partition ξ n are those corresponding to the generalized diagonals of length no greater than n. Two observations immediately follow from this construction: 1) Inside each interval of the partition ξ n there is at most one point of the partition ξ n+1 .
2) The number Q n is exactly the number of cutting points of ξ n and each cutting point has an index, namely the length of the corresponding generalized diagonal.
Lemma 2.1. Let ξ n , ξ n+1 , . . . , ξ n+c be a finite sequence of indexed partitions such that Q n+c > 2Q n + 1. Then there are at least Q n+c − 2Q n − 1 intervals of the partition ξ n+c such that the indices of their endpoints belong to the interval [n + 1, n + c].
Proof. Let us consider intervals of the partition ξ n and the cutting points of the partition ξ n+c inside these intervals. Let X be the set of intervals of ξ n which have no points of ξ n+c inside, Y be the set of intervals of ξ n which have 1 point of ξ n+c inside and Z be the set of intervals which have 2 and more points of ξ n+c inside. Let us denote the cardinalities of these sets as |X| = x, |Y | = y, |Z| = z. We immediately have: x + y + z = Q n + 1.
Let us now consider a fixed interval I i ∈ Z, where i belongs to the index set, parameterizing Z. If S i is a number of points of ξ n+c inside I i then we have at least N i = S i −1 intervals of ξ n+c with indices in the interval [n+1, n+c] located inside I i . Then all the intervals from Z contain at least N = N i = S i − z intervals of ξ n+c with the required property.
Counting all the points of ξ n+c we have: y+ S i +Q n = Q n+c . As we noted that x+y +z = Q n +1 then by subtracting we obtain:
3 Combinatorial geometry of orbits
Unfolding of a billiard trajectory
We would like to remind of a useful unfolding construction associated to any polygonal billiard [8] . We fix a polygon on the plane and consider a time moment when a particular billiard orbit hits a polygon side. Then instead of reflecting the orbit we continue it as a straight line and reflect the polygon along the line. As we continue this process indefinitely the sequence of polygons obtained this way is called unfolding of the polygon along the orbit. The figure below illustrates the unfolding of a triangle along an orbit.
✲

Fig 1. Triangle unfolding
For a given triangle the shape obtained from a triangle by reflection about one side is called a kite. It is clear that for any triangle unfolding there is an associated kite unfolding. We will use both unfoldings having in mind the natural correspondence between them. The next figure illustrates the corresponding kite unfolding.
✲
Fig 2. Kite unfolding
As we see from the figure above, any kite unfolding along the orbit consists of consecutive rotations of the kite along one of the two kite vertices, corresponding to the angles α and β of the original triangle with angles correspondingly 2α and 2β. We now assume that a kite is located in the standard Euclidean xy coordinate plane and introduce several notations.
The α-vertex and β-vertex are kite vertices corresponding to the angles 2α and 2β. The two other vertices are called side vertices.
The kite diagonal is a vector going from the α-vertex to the β-vertex.
The kite angle is a counterclockwise angle between x-axis and the kite diagonal.
On Note that any unfolding of K is uniquely characterized by the sequence of angles ±2α or ±2β depending on the kite vertex we rotate about and the direction of rotation. Such a sequence of angles is called the combinatorics of a kite unfolding. with integer coefficients, depending only on the combinatorics and of degree at most 2n − 2.
2)
sin(α+β) · sin(mα + lβ), where P 2n (α, β), Q 2n (α, β) are trigonometric polynomials with integer coefficients of degree at most 2n − 2 and |m| + |l| ≤ 2n − 1.
Proof. The proof of the first statement goes by an easy induction on n. For n=1 the statement is trivial. If φ n is the kite angle on the n-th step and on the n + 1-th step we rotate, say, about α-vertex, then φ n+1 = φ n ± 2α and
The case when we rotate about β-vertex is entirely analogous. This completes the induction step.
The second statement easily follows from the first one by noticing that the length of the side, adjacent to the α-vertex is sin(β) sin(α+β) and so if φ n is the kite angle of
Local geometry near singular points
In this section we study local dynamics of generalized diagonals near singular points. We consider a triangle with a side 1 and adjacent angles α, β in the standard position on the plane as shown on fig 5. and a generalized diagonal.
The diagonal angle is an oriented angle between x-axis and a diagonal. We want to emphasize that the generalized diagonal should not necessarily start from the 'zero' vertex of a triangle in the standard position. On the figure below ξ is a diagonal angle. From now and further we assume that we consider triangles from the set ∆ δ for some δ > 0. As δ can be chosen arbitrarily small our arguments would ultimately work for the whole set of triangles. Let us now prove a technical statement that for two close enough diagonals the greater algebraic length implies the strictly greater geometric length.
Lemma 3.2. Let ξ n be an indexed partition and I ∈ ξ n be an interval with endpoints x, y with indices p < q. There are universal constants b, r > 0 such that if L p and L q are geometric lengths of the diagonals corresponding to points x, y and the length
Proof. It is well known that there is a constant D δ such that for any triangle from ∆ δ and any diagonal of algebraic length p its geometric length is less than
AP is a diagonal corresponding to x and φ is a circular segment of the angular beam, corresponding to I on the distance L p + r from A where r is a small constant to be chosen later.
The point B lies outside the φ-segment because p < q and so all the trajectories from the φ-segment intersect BC as by definition of the partition ξ n they all have the same unfolding combinatorics of length at least q. The side lengths of all triangles from ∆ δ are bounded from below by some constant R δ .
and it is now clear that there are small enough constants b, r > 0 depending only on δ such that |φ| + r < R δ . It implies that the points of the rose can not lie inside the φ-segment because on the one hand they are separated from the φ-segment by the point B and on the other hand their distances to P are bounded from below by R δ .
Our next lemma proves a simple but important observation that for two close enough diagonals the segment connecting their endpoints is also a diagonal. Lemma 3.3. Let ξ n be an indexed partition and I ∈ ξ n be an interval with endpoints with indices p < q. There is a universal constant b such that if |I| < b/q then the segment connecting the endpoints of the diagonals on fig 8. is either a side of the triangle or an unfolding of some generalized diagonal of algebraic length bounded by q − p.
Proof. We take b from lemma 3.2. Then by lemma 3.2 the whole open angular φ -segment on fig 8. consists of orbits with the same unfolding of algebraic length at least q. This happens because any combinatorics change inside the φ-segment must happen at the algebraic time greater than q, which by lemma 3.2 geometrically happens outside the φ-segment of radius L q + r. As the combinatorics does not change then any straight line segment located strictly inside the angular φ-segment does not hit any vertex and so either represents the unfolding of some billiard trajectory or belongs to the side of one of the unfolding triangles. In particular the segment P Q represents the unfolding of some generalized diagonal or coincides with a side of the triangle. In the first case its algebraic length is obviously bounded above by q − p. The following technical Lemma will be used in our later partition estimates.
Lemma 3.4. Assume that there are fixed constants r, D > 0 and a triangle ABC (Fig 9. ) such that |AB| < |AC| and |AC| < Dn for some positive integer n and |BC| > r. Then there are constants K, b > 0 depending only on r, D such that if φ < b/n then ψ < Kφn. 
Complexity estimate
In this section we use the tools described above to get a global complexity estimate. At first we need an important lemma which says that for typical triangles from ∆ δ two diagonals can not be too close to each other.
Lemma 4.1. There is a full measure set of triangles X ⊆ ∆ δ such that for any triangle from X there is a constant a > 0 with the following property:
If I ∈ ξ n is an interval of the partition ξ n corresponding to any vertex of the triangle, then |I| > e −an 2 .
Proof. We consider some triangle ∆ ∈ ∆ δ in the standard position on the xyplane with angles α, β adjacent to the fixed side of length 1 and two diagonals from ξ n corresponding to some vertex. Let us assume that A is the vertex of the original triangle from which two given diagonals start and B, C are the end points of the diagonal unfoldings on the xy -plane. By Lemma 3.1 the x and y coordinates of points A, B, C can be represented as:
where P , Q are trigonometric polynomials with integer coefficients of degree at most 2n, so the area S of the triangle ABC can be represented as:
, where M (α, β) is a trigonometric polynomial with integer coefficients of degree at most 4n. As the diagonals are different M (α, β) = 0.
Let φ be an angle between the diagonals AB and AC, then S = |AB||AC| sin(φ)/2. This implies that φ > sin(φ) = 2S |AB||AC| > lM (α, β)/n 2 for some constant l > 0, because |AB|, |AC| < D δ n. We now refer to the theorem by Kaloshin and Rodnianski [5] which can be formulated as follows:
Theorem 4.1 (Kaloshin, Rodnianski). There exist universal constants R, h > 0 such that any non-zero trigonometric polynomial with integer coefficients P in variables α, β, γ ∈ [0, 2π] of degree at most m satisfies :
Any trigonometric polynomial P (α, β) in 2 variables can be considered as a polynomial P (α, β, γ) of three variables of the same degree, where the variable γ is not present. Moreover any level set for P in variables α, β, γ is obtained from the level set for P in variables α, β by multiplying on segment [0, 2π] in variable γ. Then an easy use of the Fubini's theorem implies the following corollary:
Corollary 4.1. There exist universal constants R, h > 0 such that any non-zero trigonometric polynomial with integer coefficients P in variables α, β ∈ [0, 2π] of degree at most m satisfies the following inequality:
Let F n be a set of all trigonometric polynomials M as above. Any polynomial is uniquely determined by the combinatorics and a choice of vertices, so the cardinality |F n | < e tn , for some t > 0.
We now take m = F n where F > 4 is a constant to be chosen later and pick some polynomial M ∈ F n . As the degree of M is less than m then by corollary
Now take the set of angles
As |F n | < e tn then Leb(B n ) < e (t−hF )n . Picking F > t/h we have that Leb(B n ) < ∞ so by Borel-Cantelly argument for almost any pair (α, β) and all large enough n for any polynomial M ∈ F n we have |M (α, β)| ≥ e −RF 2 n 2 . Picking large enough a > RF 2 ( depending on (α, β)) we complete the proof.
For the rest of the chapter we assume that we fixed a particular triangle ∆ ∈ X satisfying the conclusion of the Lemma 4.1 with some constant a > 0.
Subsequence complexity and a bootstrap
In this subchapter we fix a triangle vertex and remind that a reduced quantity Q n counts only generalized diagonals emanating from it. As usually P n denotes the global (non-reduced) complexity for ∆.
Theorem 4.2 (Bootstrap on subsequence complexity).
Assume that for some constant ν : 0 < ν ≤ 1 and all n large enough P n < e n ν . Then for any
Remark. One can easily check that γ =
< ν for any ν > 0 so the assumption on µ makes sense.
Proof. We are going to prove the theorem by contradiction. In order to do it we assume that for some µ : γ < µ < ν and all n large enough Q n > e n µ . We first prove a technical lemma. 
is a critical value for µ so for any µ > γ we may find ǫ satisfying the inequalities above.
Let us introduce the notations k(n) = n ν , c(n) = n ǫ with ǫ from lemma 4.2. When it does not lead to ambiguity we will use the notations k(n) = k, c(n) = c in order not to overabuse the calculations. Lemma 4.3. For any n large enough there exists s :
Proof. Let us divide index interval [n, n + kc] into k subintervals of length c:
Assuming the opposite we have: Q n+kc /Q n ≤ 3 k . On the other hand: Q n+kc /Q n > e (n+kc) µ −n ν . Taking the logarithm of both inequalities we obtain: (n + kc) µ − n ν < k ln(3). As (ǫ + ν)µ > ν we get a contradiction for large enough n.
We now need the following abstract lemma. Proof. We assume that the set I is naturally ordered by the left points of intervals I i . Then J 1 = [x 1 , x 2 ] contains not more than mL intervals from I. We pick J 1 and then consider the reduced interval [x 2 , 1] with at least n − mL intervals from I left. We can repeat this procedure at least n mL times and so the proof is complete.
Remark. Of course analogous statement holds if in lemma 4.4 assumptions J i and I i have the same right points.
Consider now the sequence of interval partitions ξ s , ξ s+1 , . . ., ξ s+c . As Q s+c > 3Q s then by lemma 2.1 we can find the set X 1 of at least Q s − 1 intervals We divide the set X 2 on a(n + kc) 2 subsets by the interval length, where a > 0 is a constant from the Lemma 4.1. Namely
2 +1 }. By pigeonhole principle there exists a set X 3 ⊆ X 2 having
intervals such that for any pair of intervals I i , I j ∈ X 3 : |I i | < e|I j |.
Any interval I ∈ X 3 corresponds to a pair of generalized diagonals with indices p < q such that s ≤ p, q ≤ s + c. Let the points P, Q represent the endpoints of unfoldings of these diagonals on the xy -plane. By lemma 3.3 the segment P Q is either an unfolding of a generalized diagonal of algebraic length bounded by c or a triangle side. For each point P corresponding to to all the intervals I ∈ X 3 we consider the exit triangle in the P -rose. Each such a triangle corresponds to a particular combinatorics of length at most n + kc. The kite angle of each exit triangle equals to i2α + j2β, where |i| + |j| ≤ n + kc. So there are less than (n + kc) 2 angular kite positions for such exit triangles. As there are also two positions of an exit triangle inside a corresponding kite we get that there are at most 2(n + kc) 2 exit positions for exit triangles of P -points for intervals I ∈ X 3 . Applying pigeonhole principle again we get that there is a set of intervals X 4 ⊆ X 3 such that all the exit triangles for the P -points are in Now we take a closer look at the set of intervals X 4 . For a moment we fix a particular interval I i ∈ X 4 , where 1 ≤ i ≤ |X 4 | and look at the unfolding sequences, corresponding to the endpoints of I i . As usually we denote the corresponding points on the xy -plane as P and Q. From fig 10. we see that ∠CP Q = ξ − ψ − θ. We remind that for all intervals I ∈ X 4 the exit triangles P BC are in the same exit position and so the oriented exit angle θ is the same for all intervals under consideration. The segment P Q is an unfolding of a generalized diagonal which is uniquely characterized by ∠CP Q. In particular any two such segments for different intervals I correspond to different generalized diagonals if the corresponding angles ∠CP Q are different.
Consider now the triangle AP Q. By lemma 3.4 there is a constant K > 0 such that ψ < Kφ(n + kc). Now we consider X 4 as the set of non-intersecting subintervals of [0, π] . In this interpretation for any such a subinterval I = [x, y] we have y = ξ and φ = |I|. Now we are exactly in the position to apply lemma 4.3 with L = e and m = K(n + kc) and where intervals J i have the same right endpoints with corresponding intervals I i . As ψ < K(n + kc)φ then in terms of lemma 4.3 the corresponding angle ξ − ψ belongs exactly to the interval J i . By lemma 4.3 we can find at least 
Gap estimates and global complexity bootstrap
In this chapter we still assume that for some ν > 0 and large n we have P n < e n ν . As a result of the theorem 4.2 for any µ > γ there exists an increasing sequence of times n i uniquely characterized by the property Q ni < e n µ i . We are now going to estimate the gaps n i+1 − n i .
and n i is a sequence characterized by the property Q ni < e n µ i . Then for any ǫ > 0 and for any i large enough n i+1 − n i < n 1+ǫ i . Proof. We fix small enough ǫ > 0 and introduce the notations k(n) = n µ , c(n) = n 1−µ+ǫ . When it does not lead to ambiguity we will for brevity use the notations k = k(n i ) and c = c(n i ). We are going to prove the theorem by contradiction so let us now assume that there exists a subsequence of n i satisfying n i+1 − n i > n 1+ǫ i . We still denote this subsequence by n i in order not to overabuse the notations. Lemma 4.5. For any i large enough there exists s : n i ≤ s ≤ n i + kc such that Q s+c > 3Q s .
Proof. We divide index interval [n i , n i + kc] into k subintervals of length c:
We would like to prove that for one of the intervals I j , 1 ≤ j ≤ k: Q ni+jc /Q ni+(j−1)c > 3. Assuming the opposite we have: Q ni+kc /Q ni ≤ 3 k . On the other hand from theorem 4.3 assumptions we have: Q ni+kc /Q ni > e (ni+kc) µ −n µ i . Taking the logarithm of both inequalities we obtain: (n i + kc) µ − n µ i < k ln(3). As (µ + (1 − µ + ǫ))µ > µ we get a contradiction for large enough n i .
At this moment we entirely repeat all the arguments in the proof of the theorem 4.2 only changing n to n i , and k(n), c(n) in the chapter 4.1 to the newly introduced k(n i ), c(n i ). We do not write down all these arguments because literally nothing changes and all the arguments repeat word by word until we get the set of generalized diagonals X 5 of cardinality |X 5 | = and all n large enough P n < e n µ .
Proof. It is enough to prove that Q n < e n µ for all n large enough. Pick any ǫ > 0 small enough and then pick positive δ ≪ ǫ small enough. Consider a sequence n i corresponding to µ = γ + δ. By theorem 4.3 for all i large enough: n i+1 < n i + n 1+δ i . As we are able to slightly perturb δ if needed we may assume: n i+1 < n 1+δ i . Now we for large n take i such that n i ≤ n < n i+1 . By monotonicity Q ni ≤ Q n ≤ Q ni+1 , so we get: Q n ≤ e is a monotone function satisfying 0 < f (ν) < ν for all ν > 0 and so the iterations f k (ν) converge to 0. In particular for any ǫ > 0 there exists k such that f k (1) < ǫ. As for any triangle and any n large enough P n < e n 1 then the k times application of the theorem 4.4 implies our main result: Theorem 4.5 (Weakly exponential estimate). For a typical triangle and any ǫ > 0 there is a constant C > 0 such that: P n < Ce n ǫ .
