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1. INTRODUCCIÓN
El reconocimiento de las actividades físicas se estudia actualmente con el objetivo de com-
prender las acciones de las personas y de como estas interactúan con su entorno físico. Algunas
de las áreas aplicaciones son los vídeo juegos, robótica, rehabilitación, ingeniería deportiva, se-
guridad, entre otras [8, 9, 10, 11]. Por lo tanto, para la identicación de las actividades se debe
realizar el seguimiento de los movimientos efectuados por el cuerpo humano, considerando que
este se modela como un conjunto de articulaciones que interactúan entre sí para efectuar una
acción [8, 11, 12].
Para la detección de las actividades físicas se han usado diferentes modalidades de sensores
tales como cámaras de profundidad (Kinectr, MoCap), cámaras de vídeo, sensores ambula-
torios (IMUs) y sensores electromiográcos (EMGs). Cada sensor tiene ventajas signicativas
con respecto a otras modalidades para la caracterización de actividades, donde la fusión de
estos permite mejorar la eciencia de los clasicadores en el reconocimiento de las actividades.
Entre los trabajos que han desarrollado una metodología de fusión se tienen las siguientes
combinaciones Kinectr+IMU, Kinectr+EMG y EMG+IMU. Sin embargo, sólo en [13] y
[14] realizan la fusión de las tres modalidades de sensores mencionadas con anterioridad obte-
niendo mejores rendimientos con respecto a los métodos que usan uno o dos tipos de sensores
[15, 16, 17, 18, 19].
Una actividad se puede representar como una secuencia continua de acciones conocidas
como movimientos primitivos, que es la segmentación del movimiento en componentes más
pequeñas conguradas en un orden especico para cada actividad. Para la etiquetación de estos
sub-movimientos se han utilizado técnicas supervisadas y no supervisadas, ya sea de forma
manual o por algoritmos de clustering, K-means o modelos ocultos de Markov (HMM) [14, 20,
21]. Entre las características que se extraen para el clasicador se tienen métricas estadísticas,
espectrales, de distancia, ángulos y aceleración de los puntos articulados estableciendo una
ventana de tamaño jo o dinámico [21, 22].
Una de las técnicas de aprendizaje de máquina más utilizadas para el reconocimiento de
actividades físicas es la combinación de las máquinas de vectores de soporte (SVM) y los mo-
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delos oculto de Markov (HMM). Las SVM permiten clasicar los datos de forma individual
o en pequeñas ventanas de tiempo para generar las etiquetas de los movimientos primitivos,
mientras que los HMM encuentran la secuencia más probable de primitivos para la identica-
ción de la actividad ejecutada [13, 20, 23, 24]. En [13] se desarrolla esta metodología para la
identicación de 5 actividades fusionando tres tipos de sensores logrando desempeños superio-
res al 95 % para cada actividad. De acuerdo a lo anterior, el aporte de este trabajo consiste
en extender la base de datos de [13] en 10 actividades físicas con el registro sincronizado de
tres modalidades de sensor (Kinect Oner, IMUs y EMGs), junto con el estudio comparativo
de diferentes modelos de aprendizaje de máquina para la identicación de los movimientos
primitivos. Para el reconocimiento de las actividades se utilizarán los HMM que permitirán la
clasicación de las secuencias de movimientos correspondientes a cada acción. Esta metodolo-
gía sigue el trabajo propuesto por Andrés et al [13], ya que es el único que realiza la fusión
de estas tres modalidades de sensores usando las máquinas de soporte vectorial y los modelos
ocultos de Markov para la clasicación de los sub-movimientos y actividades respectivamente.
1.1. DEFINICIÓN DEL PROBLEMA
Diferentes estudios enfocados al reconocimiento de actividades físicas humanas utilizan
varias modalidades de sensores para la captura de movimiento. Estos sensores presentan li-
mitaciones para el registro de ciertas actividades de acuerdo a su conguración y cantidad.
Algunos de los problemas que se evidencian durante el proceso de adquisición son la perdida
de información, el rango de cobertura espacial, la oclusión, la precisión e incertidumbre [10].
Entre los sensores que se suelen utilizar para el reconocimiento de actividades son el Kinect R©,
IMU, EMG, entre otros [9, 10]. Es importante denir la frecuencia en que se va a muestrear
cada sensor para no perder detalles de las actividades al momento de su análisis [9], sin em-
bargo, una alta tasa de muestreo no implica una mejor precisión, ya que muchos de los datos
adquiridos pueden contener ruido [8].
El Kinect R© es un dispositivo que permite capturar el movimiento de forma no invasiva. Este
dispositivo registra diferentes tipos de datos tales como los puntos articulados del esqueleto
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en 3D, mapas de profundidad y vídeo. No obstante, presenta algunos problemas de oclusiones
parciales del objetivo generando secuencias de ruido y haciéndolo menos preciso [14, 1, 25, 26].
En otros trabajos se ha efectuado la fusión de diferentes tipos de sensores de unidad de masa
inercial (IMU) tales como acelerómetros, giroscopios y magnetómetros mostrado eciencias
superiores al 91 % en diferentes metodologías para la clasicación de actividades [8, 1]. Así
mismo, los electrodos permiten la adquisición de señales electromiográcas (EMG) midiendo la
contracción y extensión de los músculos [1]. Aunque, tanto los IMUs como los EMGs requieren
de más de un sensor para el registro completo de diferentes actividades [9, 1].
En [27] se han fusionado diferentes modalidades de sensores tales como IMU y Kinect R©
mediante un ltro de Kalman adaptativo (EKF) obteniendo un error cuadrático medio (RMSE)
menor al 3 % en comparación con los resultados individuales. En [13] se realiza la fusión del
Kinect R©, IMU y EMG con la combinación de las SVM y los HMM alcanzado eciencias
mayores al 95 % en comparación con los resultados individuales. Por lo tanto, realizar la
combinación de múltiples sensores tiene sus ventajas al momento de mejorar la precisión en
la identicación de las actividades [10]. No obstante, esto genera una alta dimensionalidad
en los datos a procesar con un alto costo cumputacional. Algunos métodos que se pueden
implementar para reducir la dimensionalidad de los datos son PCA, KPCA, MDS y t-SNE
determinando el conjunto mínimo de características de los datos para su respectiva clasicación
[11, 14, 22].
Para la clasicación de actividades físicas se han desarrollado varias metodologías utilizan-
do técnicas de aprendizaje de máquina como KNN, Máquinas de vectores de soporte (SVM),
redes neuronales, modelos ocultos de Markov (HMM), entre otros. En algunos enfoques se rea-
liza inicialmente la detección de los movimientos primitivos como en [14, 1, 28]. Inicialmente
se dene un tamaño de ventana para la segmentación los sub-movimientos que depende las
variaciones que se tengan entre clases [14]. En otros casos se construye un libro de códigos con
las posturas claves para cada una de las actividades. Sin embargo, esta metodología sólo puede
ser aplicada con los puntos articulados del esqueleto lo que limita el uso a otras modalidades de
sensor [23]. Para cada uno de estos enfoques es importante determinar la transición entre cada
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uno de los sub-movimientos mediante algoritmos de agrupamiento (clustering) o de segmen-
tación para dividir una actividad en varios grupos [8, 14, 23]. Estos métodos de segmentación
dividen el tiempo de la actividad en intervalos homogéneos que no están traslapados usando
herramientas tales como la correlación, media y desviación [29], velocidad de los movimientos
[27], entre otros. Por otro lado, también se determina si la actividad se asocia a un movimiento
natural (caminar, trotar, saltar, etc.) o a un estado estático (sentarse, levantarse, etc.) donde
se considera la frecuencia de muestreo de cada sensor y un tamaño de ventana, con el n de
establecer una transición lógica para cada acción y evitar traslapes entre clases[8].
Independientemente de la modalidad de sensor usada, el reconocimiento de actividades es
un problema típico de clasicación donde es evidente que la combinación de diferentes modali-
dades de sensores permite realizar la extracción de características signicativas para el modelo
de aprendizaje de máquina. No obstante, son pocos los trabajos donde se realiza la fusión de
un sistema multimodal conformado por Kinect R©, IMU y EMG, siendo estos sensores los más
utilizados para la identicación de actividades. Por lo que este estudio parte del trabajo desa-
rrollado en [13], donde se construyo una base de datos limitada a sólo 5 actividades altamente
separables entre sí. Así mismo, el desempeño de las SVMs en la generación de etiquetas de los
movimientos primitivos para cada sensor es aceptable. Donde el Kinect presenta una ecien-
cia del 85 % aproximadamente en comparación con las otras modalidades, esto se debe a las
oclusiones parciales o auto-oclusiones del Kinectr o pérdidas de conexión en los sistemas de
comunicación inalámbrica en la adquisición de los datos de los sensores IMU o EMG. Mientras
que en [14] con la misma base de datos utilizando técnicas de aprendizaje no supervisado como
Spectral Clutering y K-means Clustering para el análisis de los sub-movimientos se obtuvo
eciencias menores al 80 %, por lo que se plantea la necesidad de desarrollar una metodología
que permita penalizar los datos que no pertenezcan a cada movimiento por medio de las má-




En diferentes trabajos enfocados en el reconocimiento de actividades físicas humanas han
utilizado diferentes tipos de sensores como el Kinect R©, IMU y EMG para el registro de las
actividades [23, 1, 25, 26, 27, 28]. A su vez la fusión estos sensores (Kinect-IMU, Kinect-
EMG, Kinect-IMU-EMG ) permiten mejorar el desempleo del clasicador en la identicación
de actividades [10, 14, 1, 27].
Independiente de la modalidad de sensor, el reconocimiento de las actividades físicas hu-
manas se considera un problema de clasicación. La selección de características de cada sensor
inuyen en el desempeño del modelo de aprendizaje de máquina [11]. Sin embargo, analizar
el conjunto total de características genera una alta dimenisionalidad de datos aumentando el
costo computacional en el proceso de entrenamiento. Métodos como Análisis de Componen-
tes Principales (PCA) y Análisis de Componentes Independientes (ICA) permiten reducir el
conjunto de características obteniendo resultados conables en la clasicación disminuyendo
su costo computacional. De esta manera se pueden implementar este tipo de metodologías en
sistemas embebidos [11].
Uno de los métodos que se han trabajado para la identicación de actividades físicas
consiste en realizar el análisis de los movimientos primitivos para luego identicar la secuencia
más probable correspondiente a la actividad [8, 14, 23, 1, 28]. En este sentido, es importante
denir un tamaño de ventana durante la segmentación del movimiento donde se considere la
frecuencia de muestreo de cada sensor. [8, 9, 23, 27].
Entre las metodologías empleadas para la detección de los movimientos primitivos utilizan
técnicas de aprendizaje supervisados y no supervisado. En [1] se emplearon las máquinas de
vectores de soporte para la clasicación de los sub-movimientos, sin embargo, no se penalizaron
los datos que no estaban asociados a cada clase. En [14] utilizan clustering, K-means y K-
vecinos para la codicación de los movimientos primitivos donde la eciencia del clasicador
varía dependiendo de la cantidad de clusters.
De acuerdo a lo anterior, para el reconocimiento de actividades físicas con sistemas mul-
timodales (Kinect, IMU y EMG) es fundamental desarrollar una metodología que permita
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realizar una correcta identicación de los movimientos primitivos, seleccionando un tamaño
de ventana y penalizando aquellos datos que sean atípicos o que estén muy cercanos al margen
de la máquina de vectores de soporte, esto con el n de mejorar la eciencia del clasicador
al momento de reconocer cada una de las actividades.
1.3. OBJETIVOS
1.3.1. Objetivo General
Desarrollar una metodología para la clasicación automática de actividades físicas humanas
utilizando penalización de datos atípicos.
1.3.2. Objetivos Especícos
1. Crear una base de datos multimodal de diez actividades físicas humanas.
2. Determinar el tamaño de ventana para describir un movimiento primitivo.
3. Determinar una metodología que penalice los vectores de soporte en las SVM para la
clasicación de los movimientos primitivos.
4. Implementar la metodología para el reconocimiento de las actividades.
5. Validar estadísticamente la metodología diseñada y realizar la comparación de otras
metodologías implementadas en la base de datos.
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2. ESTADO DEL ARTE
El reconocimiento de actividades es un campo que ha tomado mucha importancia en los
últimos años, siendo este aplicado a diferentes áreas como la vigilancia de la seguridad pública,
la realidad virtual y los juegos de ordenador, deportes, rehabilitación física, entre otros [30,
31]. A continuación se relacionan las diferentes metodologías que se han propuesto para el
reconocimiento de actividades utilizando diferentes sistemas de captura de movimiento en
ambientes no estructurados y empleando varias técnicas de fusión de datos y de aprendizaje
de máquina para su clasicación.
En [9] se ha trabajado con los acelerómetros para la detección del movimiento. Se determinó
la tasa de muestreo óptima de este tipo de señales mediante un análisis estadístico y de
similitud en cinco conjuntos de datos en escenarios particulares manteniendo la exactitud de
los sistemas de reconocimiento con la reducción de la frecuencia de muestreo. Por otro lado,
en [23] se implementa K-means y las SVM para construir un libro de códigos con las posturas
claves de las actividades ejecutadas con el Kinect R©. Posteriormente se usan los HMM para
identicar las diferentes combinaciones de posturas y así reconocer la actividad realizada. Las
bases de datos con las que se implementó esta metodología constan de 18 y 12 actividades
con eciencias del 77.3% y 77.6% respectivamente utilizando 11 de los puntos articulados que
entrega el Kinect R©. Sin embargo, el Kinect R© presenta problemas de oclusión en la realización
de ciertas actividades obteniendo una clasicación errónea. Por lo tanto, es importante incluir
otro tipo de sensores para el registro del movimiento permitiendo que la fusión de estos mejore
la tasa de desempeño del clasicador. Además, el enfoque de detección de posturas solo puede
ser aplicado en metodologías de estimación de puntos articulados lo que limita el uso a otras
modalidades de sensores.
La fusión de múltiples sensores y de diferentes tipos es una tarea fundamental pero no
trivial que afecta directamente el rendimiento de la aplicación, en este caso, la precisión en
el reconocimiento de las actividades físicas. La fusión se puede realizar a nivel de datos, de
características y de decisión [10]. En [27] se realiza la fusión de los datos provistos por los
sensores IMU y Kinect R© con el ltro de Kalman extendido (EKF) para la medición de los
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movimientos del cuerpo. Además, se utiliza un ltro de Kalman previamente para corregir los
problemas de oclusión por parte del Kinect R©. También, se estima la varianza del ruido de los
sensores relacionados con los movimientos de los brazos y piernas obteniendo un error cua-
drático medio del 6,08◦ con el método de fusión, el cual es menor en comparación con un sólo
sensor y con el método de fusión sin el ltrado de los datos. Los sensores usados son el giros-
copio, acelerómetro y el Kinect R©. Por otro lado, en [1] se crea una base de datos multimodal
de 5 actividades físicas con el registro sincronizado del Kinect R©, IMU y EMG en una ventana
de observación de tres segundos. En la clasicación de los movimientos primitivos se usan las
SVM para cada sensor. En la identicación de las actividades físicas utiliza los HMM fusionan-
do las etiquetas generadas por las SVM. El mejor desempeño se obtuvo con la conguración
Kinect+ IMU del 98.81% con la mínima cantidad de sensores. Sin embargo, en este trabajo
no se experimento con diferentes tamaños de ventanas para la segmentación del movimiento,
ya que esto inuye directamente en el desempeño del clasicador. En [14] con la misma base
de datos de [13] realiza la fusión a nivel de datos y de características utilizando técnicas de
aprendizaje no supervisado como Spectral Clutering y K-means Clustering determinando la
cantidad necesaria de movimientos primitivos. Para el reconocimiento de las actividades se
usa las HMM con porcentaje de acierto del 70.21% para todas las combinaciones de sensores,
además, se realiza la selección de características relevantes utilizando PCA y RelieF, donde
RelieF logra aportar los mejor resultados para el sistema de reconocimiento.
La segmentación del movimiento por medio de ventanas es una de las técnicas usadas
para la identicación de los movimientos primitivos. De esta manera se realiza extracción de
las características más relevantes de las ventanas para cada actividad. En [28] se propone un
método estadístico para la representación de los movimientos primitivos y el reconocimiento
de las actividades humanas utilizando BoF y un sistema multimodal conformado por una
IMU de 6 grados de libertad. La IMU se compone de un acelerómetro triaxial, un giroscopio
triaxial y un magnetómetro triaxial para el registro de las 9 actividades. En la construcción
del vocabulario se utilizó un algoritmo de clustering no supervisado. En este sentido, cada
cluster se consideró como un único movimiento primitivo construyendo de esta forma un
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histograma con la distribución de los sub-movimientos mapeados en un vector de características
globales. El modelo de aprendizaje para la identicación de las actividades fue las SVM con
un kernel lineal y gaussiano con una eciencia del 92.7%. En [29] se propone un método
no supervisado de segmentación temporal basado en ganancias para encontrar los tiempos
de transición entre las actividades humanas y las rutinas diarias con diferentes modalidades
de sensores. El método propuesto se dene por una función de costo donde se implementan
dos métodos de optimización (TopDown y programación dinámica) para encontrar la mejor
segmentación reduciendo la entropía. De este modo se usan cuatro bases de datos (una sintética




3.1. Unidad de Masa Inercial (IMU)
Es un sistema que realiza la medición de la aceleración lineal, velocidad angular y orien-
tación utilizando acelerómetros, giroscopios y magnetómetros respectivamente. Este sensor
realiza la medida integrada de los parámetros de movimiento en seis grados de libertad, deter-
minando la posición de un objeto en movimiento dentro del espacio mediante las coordenadas
(X,Y, Z) y los ángulos de rotación (pitch, jaw y roll), [21, 14].
3.2. Electromigrafía (EMG)
Es una técnica para medir la actividad eléctrica que se produce por los músculos esqueléti-
cos en la realización de un movimiento intencional (contracción o relajación de un conjunto de
músculos medidos). Este método usa electrodos de supercie que miden la actividad muscular
esquelética transmitida a la supercie de la piel de forma no invasiva [1].
3.3. Kinect
Dispositivo diseñado por la empresa Microsoft para la detección de movimiento y captar
audio permitiendo la interacción con el usuario a través de comandos de gesto y voz. Este dis-
positivo integra varios componentes como sensor de profundidad, cámara RGB, un arreglo de
micrófonos, información de los puntos articulados en 3D y una cámara IR, los cuales permiten
obtener información de una escena [32].
3.4. Movimientos primitivos
Una actividad se puede representar como una secuencia continua de movimientos, esta
secuencia de movimientos se segmenta en componentes más pequeñas denominadas movimien-
tos primitivos. Lo cual permite facilitar la identicación del movimiento con algún modelo de
aprendizaje. Los movimientos primitivos son utilizados en muchas aplicaciones, entre ellas se
encuentra el reconocimiento automático de actividades actividades físicas [21].
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3.5. Fusión sensorial
La fusión de datos procedentes de múltiples fuentes sensoriales representa una solución
efectiva para inferir información de alta calidad en señales con un alto contenido de ruido, en
muestras aleatorias y sistemáticas del sensor. Estas señales son afectadas por el error, pérdida
o inconsistencia de los datos.
La fusión sensorial se puede agrupar en:
Fusión Competitiva
Implica la utilización de múltiples fuentes sensoriales equivalentes de información. Es
utilizada para obtener redundancia y auto-calibración.
Fusión Complementaria
Cada sensor captura diferentes aspectos de los fenómenos controlados. Se usa para me-
jorar la precisión y abilidad del sistema.
Fusión Cooperativa
Cuando se necesitan las señales de múltiples sensores para obtener la información que
no se puede conseguir con una solo tipo de sensor. [10].
3.6. Ventana
Consiste en seleccionar un pequeño subconjunto de datos de un conjunto más grande para
su procesamiento y análisis. Las dos parámetros principales para la ventana son el tamaño y
la cantidad de traslapes entre ventanas adyacentes.
Los algoritmos de ventana ja utilizan ventanas deslizantes de longitud ja, las cuales son
sensibles a la longitud de esta y a la cantidad de traslapes subsecuentes. Generalmente el rango
del traslape entre la ventana actual y la siguiente es del 0 % al 50 %. Los algoritmos de ventana
de longitud variable emplean segmentos de datos que cambian de tamaño dinámicamente para
ajustarse a los datos entrantes. Esta técnica tiene un alto costo computacional para determinar
el tamaño de la ventana. Sin embargo, el tamaño de la ventana está más dirigido al movimiento
subyacente, lo que potencialmente mejora la calidad de la segmentación [21].
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3.7. Análisis de componentes principales (PCA)
Es una técnica no paramétrica que permite realizar la reducción de dimensionalidad de un
conjunto de datos de alta dimensionalidad en un subespacio de menor dimensión, conservando
las características importantes mediante la transformación del conjunto original a un nuevo
conjunto de variables que están no correlacionadas. A este tipo de variables se les conoce como
las componentes principales [22].
3.8. Extracción de características
Consiste en extraer información valiosa de los datos adquiridos de la señal de un sensor
para la identicación de una entidad en particular. Algunas de esta señales son los fenómenos
físicos, comportamientos, movimientos, entre otros donde se dene un tamaño de ventana
para la extracción de las características [1]. La extracción de características se clasica en
tres categorías (dominio en el tiempo, dominio en la frecuencia y dominio discreto) donde se
genera un vector de características utilizadas por el modelo de clasicación en la etapa de
entrenamiento [25].
3.9. Clasicación
Hace parte del área de aprendizaje de máquina. Consiste en estimar un modelo matemático
que separe o identique una entidad utilizando la información suministrada. La clasicación
se puede realizar de forma supervisada, no supervisada, semi-supervisada, por aprendizaje
por refuerzo, transducción o aprendizaje multi-tarea, en línea, activo. Algunas técnicas de
aprendizaje utilizadas para el proceso de clasicación son las máquinas de vectores de soporte
(SVM), los modelos ocultos de Markov (HMM), las redes neuronales (RNA), los vecinos más
cercanos (KNN), entre otros.
3.9.1. Clasicación Supervisada
Son técnicas de aprendizaje, donde se recibe un conjunto de ejemplos etiquetados como
datos de entrenamiento y se hacen predicciones para todos los puntos. Estas técnicas en general
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buscan la estimación de los parámetros de un hiperplano de separación que permitan establecer
un limite entre las etiquetas a asignar [33].
3.9.2. Clasicación No Supervisada
Son metodologías de agrupamiento donde el aprendizaje se realiza exclusivamente con
los datos de entrenamiento no etiquetados con el n de hacer las predicciones para todos
los puntos no vistos. Se distingue del clasicación supervisada, por el hecho de que no hay
un conocimiento a priori del comportamiento de las observaciones. La nalidad es agrupar
entidades que pertenezcan a un mismo conjunto [33].
3.10. Análisis de Desempeño de un clasicador
Se considera un problema de clasicación binaria donde se tienen indicadores que permi-
ten realizar la validación de un conjunto de datos con los que se prueba el algoritmo. Estos
indicadores se denen como [34]:
Verdaderos Positivos (TP ): Son los ejemplos que pertenecen a la clase y el clasicador
los estimó que pertenecen a la clase.
Verdadero Negativos (TN): Son los ejemplos que no pertenecen a la clase y el clasicador
los estimó que no pertenecen a la clase.
Falsos Positivos (FP ):Son los ejemplos que no pertenecen a la clase y el clasicador los
estimó que pertenecen a la clase.
Falsos Negativos (FN): Son los ejemplos que pertenecen a la clase y el clasicador los
estimó que no pertenecen a la clase.
Con estos indicadores se pueden obtener una serie de métricas para estimar el rendimiento del
clasicador como [34]:







Proporción de falsa alarma (FA): Es la proporción de falsos positivos de un clasicador














4.1. Máquinas de vectores de soporte (SVM) [1, 2]
Las máquinas de vectores de soporte surgen de los trabajos desarrollados por Vapnik sobre
la teoría del aprendizaje estadístico para resolver problemas de clasicación binaria, regresión,
agrupamiento y multiclasicación. Las SVMs pertenecen a la categoría de los clasicadores
lineales donde el objetivo es realizar la separación de los datos por medio de hiperplanos que
dividan y maximicen el margen entre las clases en este espacio.
Dado un conjunto de datos de dimensionalidad D:
{xi, yi} donde i = 1...m , yi ∈ {−1, 1} ,x∈ <D
La ecuación de un hiperplano viene dada por:
h = wTx+ b (4)
Donde:
w es un vector de pesos con los coecientes en el hiperplano.
x es un vector de datos.
b
‖w‖ es la distancia perpendicular desde el hiperplano hasta el punto de origen.
yi son la etiquetas de los datos.
Los vectores de soporte son los ejemplos más cercanos al hiperplano de separación y el objetivo
de las SVM es orientar este hiperplano de tal manera que estén lo más lejos posible de los
miembros más cercanos de ambos clases. Por consiguiente, se busca estimar una función tal
que para una entrada en <D produzca una salida en {±1}donde:
f : <D → {+1,−1}
La distancia entre el hiperplano de separación y los puntos más cercanos es la mitad de
la distancia entre estos hiperplanos de soporte, que es la misma que la diferencia entre las
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distancias al origen del punto más cercano en cada uno de los hiperplanos de soporte, esto se
conoce como el margen de las SVM. Sin embargo, los datos no necesariamente son linealmente
separables por lo que las SMV abordan el problema de clasicación relajando el concepto de
margen introduciendo un sesgo ξi, donde la función de costo o función tness se dene como:
c (y, f (x,w)) =

0 si y = sng
(
wTφ (x) + b
)
1 si y 6= sng
(
wTφ (x) + b
) (5)
Donde, φ (x) : R→H es una transformación del conjunto de entrada a un conjunto con
igual o mayor dimensión. Esto supone que facilita la separación de las clases. El vectorw dene
el hiperplano de separación en el espacio φ (x) y b representa el bias o sesgo con respecto al
origen de coordenadas. En este sentido, con la relajación del margen de las SVM se busca
que los puntos de datos que están en el lado incorrecto del límite del margen tengan una
penalización que aumente con la distancia desde el mismo. Por lo tanto, se trata de reducir el
número de clasicaciones erróneas adaptando la función de costo a la solución de un problema











wTφ (xi) + b
)
≥ 1− ξi (7)
ξi ≥ 0, ∀i = 1, . . . m (8)
Donde:
C controla la compensación entre la penalización de holgura variable y el tamaño del
margen, es decir es una constante de regularización.
xi es una muestra del conjunto de entrenamiento con su respectiva etiqueta.
ξi variable slack que permite relajar el margen de clasicación de la SVM.
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Reformulando como un lagrangiano, minimizando con respecto w, b, y ξi y maximizando con


















αiyi = 0 (10)
0 ≤ αi ≤ C, ∀i = 1, . . . m (11)
4.1.1. Funciones Kernel [3]
Hasta el momento se ha asumido que los datos son separable o cuasi-separables, por lo
que los hiperplanos se han denido como funciones lineales en el espacio x de los datos. Sin
embargo, no en todos los casos es convenientes que las funciones de los hiperplanos sean
denidos con funciones lineales, ya que se pueden tener datos no linealmente separables donde
es conveniente utilizar una función Kernel (K (x,x′)). Una función K : X× X→ R que se
asigna a cada elemento del espacio de entrada X un valor real correspondiente al producto




















∀x,x′ ∈ X (12)
Donde Φ : X→ F
Por lo tanto la función Kernel es muy útil para problemas de clasicación/regresión que no
son linealmente separables/regresivos en el espacio de las x entradas, la cuales podrían estar
es un espacio de características de alta dimensionalidad dado un mapeo adecuado x→ φ (x).







=< x,x′ > (13)


















∥∥x−x′∥∥2) , γ = 1
2σ2
(15)
4.1.2. SVM Multiclase [4]
Originalmente las SVM son utilizados para problemas de clasicación binario. Sin embargo,
se suelen encontrar problemas donde se tienen más de dos clases, en este caso las SVM tienen
varias metodologías:
Uno contra todos (one versus all):
Dado un grupo de n datos de entrenamiento donde existen l clases (l > 2), se puede
tener un grupo de m clasicadores binarios (donde m = l), cada uno entrenado para
separar una clase del resto de las clases existentes (l − 1), para lo cual se construye una
matriz de descomposición D de la siguiente forma:
Di,j =

+1 si n ∈ nj
−1 si n ∈ ni
(16)
Donde njson los datos pertenecientes a la clase j ∈ {1, 2, . . . l} que se etiquetan con
tj = +1 y el resto de datos ni = n− nj se etiquetan con tr = −1.
Uno contra uno (one versus one):
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Consiste en entrenar l(l−1)/2 clasicadores binarios, donde l es el número total de clases.
El entrenamiento de cada clasicador binario se realiza con dos de las clases del grupo
de datos de entrenamiento, para lo cual se construye una matriz de descomposición D
de la siguiente forma:
Di,j =

+1 si n ∈ nj
−1 si n ∈ nj
0 si n ∈ nr
(17)
Donde nj son los datos pertenecientes a la clase j ∈ {1, 2, . . . l} que se etiquetan con
tj = +1, ni son los datos pertenecientes a la clase i ∈ {1, 2, . . . l} donde i 6= j se etiquetan
con tr = −1, y el resto de datos nr = n − nj − ni no participan en el entrenamiento
donde la etiqueta es tr = 0.
4.1.3. Método 1 de penalización: C-Clasicación de los Vectores de Soporte(C-
SVC) [5]
Método de penalización resolviendo para un C > 0








Sujeto a las restricciones 7 y 8 para una constante positiva C adecuada, este enfoque
minimiza aproximadamente el lado derecho del límite. Sin embargo, si muchos de los valores
de ξi son altos debido a que las clases que se van a separar se superponen fuertemente, entonces
m∑
i=1
ξi puede ser signicativamente mayor que la fracción de errores del margen. Por lo tanto,
no hay garantía de que el hiperplano se generalizará bien.






Donde los coecientes de αi distintos de cero solo pueden ocurrir si el ejemplo (xi, yi) cum-
ple con la restricción 7. Los coecientes αi se calculan resolviendo un problema de optimización



















0 ≤ αi ≤
C
m
, ∀i = 1, . . . m
4.1.4. Método 2 de penalización: SVM binaria ponderada [6]
Método de penalización considerando un problema de clasicación con un conjunto de
clases desbalanceadas, siendo D un conjunto de datos de {fi, yi}Ni=1, donde:
fi ∈ Rd es la i-ésima muestra y yi ∈ {ω1, . . . , ωc} son la etiquetas pertenecientes a cada
clase.
N es el número total de datos de entrenamiento.
SeaNj el número de datos de entrenamiento que pertenecen a la clase ωj yDij := {fk, yk}fk∈ωi ⋃wjel
subconjunto de D formado por los datos pertenecientes a las clases ωi y ωj . Las SVM binaria
ponderada realiza la clasicación de las clases (ωi y ωj) del conjunto de datos de entrenamiento

















sujeto awij .φij (fk) + b
ij ≥ 1− ξijk , si fk ∈ ωi
wij .φij (fk) + b




φij es una función no lineal que mapea los vectores de características en un espacio
euclidiano de alta dimensionalidad H.
wij ∈ H y bij ∈ R son los parámetros que determinan la separación optima del hiper-
plano.
ξijk ∈ R es la variable slack.
Para este caso, se tiene diferentes parámetros de regularización en 21 (Ciji y C
ij
j ) para
las clases ωi y ωj respectivamente:
wij .φij (f) + bij = 0 (22)
Con la ecuación 23 se impone una mayor penalización en los errores de clasicación que
se tienen en las muestras de la clase de menor tamaño debido al desbalanceo que existen
entre las clases.
Ciji /Cijj = Ni/Nj (23)





















0 ≤ αijk ≤ C
ij






Donde αijk son los multiplicadores de Langrange para la k-ésima muestra y K
ij (fk, fr) =
φij (fk) .φ
ij (fr) el la función kernel.
4.2. Modelos Ocultos de Markov (HMM) [7]
Los modelos ocultos de Markov son una herramienta estadística empleada en el moldea-
miento de series de tiempo. Por lo tanto, es un método doblemente estocástico el cual tiene un
proceso oculto (secuencia de estados nitos) que sólo puede ser asociado probabilísticamente
con otro proceso estocástico observable, produciendo la secuencia de características que se
pueden observar. El principal objetivo de los HMM es encontrar el modelo que mejor explica
una secuencia de observaciones dadas dentro de un conjunto de modelos.
Los HMM está denido por:
Los estados ocultos hi∈ H con i = 1, 2, . . . ,m, donde m dene el tamaño del vector de
estados ocultos Ht.
El vector de las posibles observaciones X = {x1, x2, . . . , xn} ,donde n dene la longitud
del vector de observaciones teniendo en cuenta m ≤ n.
La distribución de los estados iniciales π = (π1, π2, . . . , πm)
T , donde el primer estado ini-
cial h0 es la probabilidad marginal (variable independiente e idénticamente distribuida).
Por lo tanto:
[π]i = p (hi) (25)
Para hacer la transición entre los estados ocultos ht de los HMM se necesita una matriz
de probabilidad de transición de estado T ∈ Rm×m. Denida como:
[T ]j,i = p (hj |hi) (26)
Además, se tiene la matriz de probabilidad de salida O que representa la distribución de
probabilidad para muestrear un símbolo observable desde un estado oculto. Denida como:
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[O]k,j = p (xk|hj) (27)
Teniendo en cuenta la ecuaciones25,26 y 27 se construye λ, que es un arreglo donde el
estado oculto del instante t depende únicamente del último esto oculto. Por lo tanto, los
HMM se dene como un 3-tupla λ = (T,O, π) . Donde:
∀t : p (ht|h1:t−1) = p (ht|ht−1) (28)
∀t : p (xt|ht) (29)
En el que oj (xk) es la probabilidad de emitir un símbolo de observación en el estado hj .
En los HMM se presentan tres tipos de problemas fundamentales:
1. Problema de Evaluación: El cual consiste en determinar la probabilidad p (X|λ) de que
el modelo genere las observaciones, dado un modelo λ y una secuencia de observaciones
X.
2. Problema de Decodicación: Donde la idea es determinar la secuencia de estados ocultos
H más probable en el modelo, que se generó a partir de una secuencia de observación
X.
3. Problema de Aprendizaje: En el cual se debe encontrar un algoritmo que ajuste los
parámetros del modelo λ para maximizar la probabilidad conjunta p (X|λ).
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5. CAPTURA DE DATOS DEL SISTEMA MULTIMODAL
En diversos trabajos el análisis de actividades físicas humanas constituye un tarea fun-
damental aplicadas a diferentes áreas. Por consiguiente, es importante utilizar un sistema de
medición que permita la captura del movimiento. En este sentido, se hace necesario tener una
base de datos anotada que permita evaluar en igualdad de condiciones los comportamientos
estáticos y dinámicos de las señales registradas por las diferentes modalidades de sensores.
Actualmente existen varios tipos de sensores que permiten el registro del movimiento como es
el Kinectr, MoCap (Motion Capture System), IMU y EMG de los cuales se tienen bases de
datos anotadas estandarizadas usadas para el reconocimiento de actividades físicas humanas,
como lo son:
KARD (Kinect Activity Recognition Dataset) [35]
Contiene el registro de 18 actividades utilizando el Kinectr como dispositivo de captura.
Los datos adquiridos de este dispositivo son las imágenes de profundidad, los vídeos en
RGB y los puntos articulados del esqueleto. Cada acción fue realizada por 10 sujetos
diferentes con una repetición de 3 veces y capturados a una resolución de 640 × 480
píxeles a 30fps.
OPPORTUNITY Activity Recognition Data Set [36]
Es una amplia base de datos que contiene el registro de 12 personas con más de 27000
actividades de la vida cotidiana ejecutadas en un ambiente con 72 sensores de diferentes
modalidades. Los sensores utilizados son de aceleración, localización, ambientales, IMU's
y de velocidad.
REALDISP (REAListic sensor DISPlacement) [37]
Esta base de datos tiene el registro de 33 actividades enfocadas al monitoreo del ejercicio
físico con 17 personas usando 9 sensores IMU y estableciendo tres escenarios donde se
modica la ubicación de estos.
NTU RGB+D (Nanyang Technological University's Red Blue Green and
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Depth information) [38]
Tiene más de 56000 vídeos de 40 personas con 60 clases de acciones usando 3 sensores
Kinect Oner. Además, cuenta con el registro sincronizado de los vídeos en RGB a
una resolución de 1920 × 1080, las secuencias de los mapas de profundidad, los vídeos
en infrarrojo de 512 × 480 y los datos del esqueleto en 3D con las 25 articulaciones
principales del cuerpo.
Berkeley MHAD (Berkeley Multimodal Human Action Database)[39]
Es una base de datos multimodal que tiene el registro de 11 acciones ejecutadas por
12 personas con 5 repeticiones. Para este caso, se utilizaron cinco sistemas diferentes
de captura de movimiento (MoCap, 2 Kinect Oner, 2 clusters con cámaras de visión
estereoscópica, dos clusters con 4 cámaras para captura multi-vista y 6 acelerómetros
inalámbricos) produciendo un vídeo de 82 minutos con 660 secuencias del tiempo total
de la grabación para cada actividad.
En otras publicaciones enfocadas al reconocimiento de actividades físicas han desarrollado
diferentes bases de datos con algunos de los sensores mencionados con anterioridad. Sin em-
bargo, no siempre están públicas o son de libre descarga como se menciona en [31, 40, 18, 41].
Además, la captura del movimiento se realiza generalmente con el dispositivo Kinectr y las
IMU sin incluir los sensores electromiográcos. Por otro lado, en [1] se construyó una base
de datos anotada multimodal con el registro sincronizado de tres modalidades de sensores
(Kinectr, IMU y EMG). Esta base de datos consta de 5 actividades ejecutadas por 16 per-
sonas en 3 repeticiones y se encuentra disponible en https://goo.gl/6F82wd. No obstante,
se tienen perdidas de información durante la captura de datos de los IMUs y EMGs. La lista
de actividades es reducida con movimientos primitivos totalmente separables entre sí. Por lo
tanto, no se puede hacer un análisis del desempeño del método con actividades que tengan
características similares como caminar, trotar y correr. Como consecuencia, es necesario crear
una base de datos de 10 actividades con algunas retos en la clasicación de actividades como
caminar y trotar, sentarse y levantarse, entre otras. Para la adquisición de datos se utilizó
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el software de LabView que permite el registro sincronizado de las señales provistas por los
sensores como lo señala [13], la cual consta de cuatro etapas:
1. Captura de los puntos articulados del cuerpo utilizando el Skeleton Tracking provisto
por el Kinect Oner.
2. Captura sincronizada de la red de sensores IMU (4 sensores ubicados en el miembro
superior e inferior del cuerpo).
3. Captura sincronizada de la red de sensores EMG (4 sensores ubicados en el miembro
superior e inferior del cuerpo).
4. Almacenamiento del registro sincronizado de los sensores en una estructura binaria .mat
utilizado por entornos como Matlab y Octave.
5.1. Base de datos anotada de actividades físicas humanas
En la gura 1 se visualiza el sistema de captura de movimiento propuesto por Andrés et al
[1] indicando la ubicación de cada uno de los sensores en las persona.
Figura 1. Esquema de la distribución de los sensores y del sistema de captura sincronizado.
A continuación se listan las especicaciones de cada uno sensores utilizados:
Para el dispositivo Kinect Oner
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Entrega 25 puntos de las articulaciones principales del cuerpo humano mediante la cá-
mara de profundidad que tiene este dispositivo a una frecuencia de 15 muestras por
segundo. Teniendo en cuenta que en [1] se utilizó la primera versión del Kinectr con
el registro de sólo 14 puntos de las articulaciones a una frecuencia de 30 muestras por
segundo, con un menor rango de cobertura en comparación a la segunda versión de este
dispositivo [42, 43, 44, 45].
Para la red de sensores IMU
Se utilizan cuatro acelerómetros tri-axiales ADLX330 de 3 grados de libertad (ax, ay, az)
a una frecuencia de muestreo de 30 muestras por segundo. Además, se calcularon los
ángulos de rotación Roll yPitch para obtener las medidas de un sensor IMU.
Para la red de sensores EMG
Consta de ocho electrodos de supercie en conexión diferencial a una frecuencia de
muestreo de 2 [KHz].
El diseño de los diagramas de bloques para la adquisición de datos de las redes de sensores
IMU y EMG se realizó en LabView utilizando los VIs implementados en [1]. Sin embargo, para
el Kinect Oner fue necesario desarrollar los VIs para el registro de los 25 puntos articulados
que entrega este dispositivo. En las guras 2, 3 y 4 se presenta el diseño de los algoritmos
para la adquisición de los datos entregados por las redes de sensores y del dispositivo Kinect
Oner, y en la gura 5 se observa la interfaz gráca de captura para cada actividad.
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Figura 2. Adquisición del dispositivo Kinect Oner.
Figura 3. Adquisición de la red de sensores EMG.
Figura 4. Adquisición de la red de sensores IMU.
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Figura 5. Diseño de la interfaz gráca de captura de actividades.
En este caso, el almacenamiento sincronizado de los datos para las tres modalidades de sen-
sores se realiza a través de una bandera booleana que activa la grabación simultánea (muti-hilo)
de los datos con una ventana de observación de tres segundos por actividad. La codicación
de cada acción se determinó con la nomenclatura Persona k_Actividad i_Intento j.mat. Las
actividades que se establecieron para la creación de la base de datos hacen parte de la vida
cotidiana de las personas y que se han trabajado en [8, 38, 21, 39, 13, 46] para el reconoci-
miento de actividades físicas humanas. En la tabla 1 se listan las 10 actividades ejecutadas
por 12 personas (8 hombres y 4 mujeres con 5 repeticiones) con su respectiva etiqueta.
Tabla 1. Lista de actividades.
Actividad Etiqueta
Quedarse quieto 1
Agacharse y levantarse 2
Saltar 3
Levantar mando derecha 4
Trotar 5
Levantar mano izquierda 6




En la gura 6 se observa la distribución de cada uno de los archivos .mat de la base de
datos. Cada archivo contiene una celda de 1 × 3 con el registro de la información de los tres
segundos. Cada celda almacena otra celda de 1×3 correspondiente a los datos registrados por
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cada sensor.
Figura 6. Estructura de la base de datos.
5.2. Base de datos anotada de movimientos primitivos
Utilizando la base de datos de actividades físicas de la sección 5.1 se construyó esta base
de movimientos primitivos segmentando la señal de cada actividad con la secuencia de sub-
movimientos para cada una de las acciones. El conjunto de datos recolectados en 3 segundos
se divide en N ventanas. El tamaño de la ventana se determinó en función de la frecuencia
de muestreo de cada uno de los sensores. En la sección 7.1 se describen los tamaños de las
ventanas de observación para cada sensor. Estas señales se almacenan en una archivo .mat
codicado de la siguiente manera:
Base {Ejemplo} {Segundo} {Sensor} {Segmento}
Donde:
Ejemplo corresponde a una celda de 1 × 600, con la información de cada actividad de
la base de datos.
Segundo corresponde a una celda de 1 × 3, con la información de las tres modalidades
de sensores (Kinect Oner, IMU y EMG) durante los 3 segundos.
Sensor corresponde a una celda de 1 × 3, con la información de cada modalidad de
sensor: Kinect Oner, IMU y EMG.
Segmento son los N arreglos correspondientes a cada movimiento primitivo almacenado.
La etiquetación de la base de datos se realizó de forma manual. De esta manera se observó la
distribución espacial de las diferentes posturas suministradas por el Kinect Oner durante los
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tres segundos de grabación estableciendo la separación entre cada uno de los sub-movimientos.
Para la selección de cada movimiento primitivo se tuvo en cuenta que estos fueran representati-
vos para las diferentes actividades. Además, se consideraron las fases presentes en el estudio del
análisis cinemático del miembro superior e inferior del cuerpo humano usados en [47, 48, 49, 50].
En la tabla 2 se muestran los movimientos primitivos que se determinaron para cada una de
las actividades de la tabla 1.
Tabla 2. Lista de movimientos primitivos.
Actividad Movimiento primitivos
Quedarse quieto Reposo
Agacharse y levantarse Reposo, Medio Agachado, Totalmente Agachado
Saltar Reposo, Suspendido en el aire 1/4
Levantar mando derecha
Reposo, Mano derecha levantada a 1/4, Mano derecha
levantada a 3/4
Trotar
Reposo, Pierna izquierda hacia adelante con rodilla
exionada, Pierna derecha hacia adelante con rodilla
exionada
Levantar mano izquierda
Reposo, Mano izquierda levantada a 1/4, Mano izquierda
levantada a 3/4
Levantar las dos manos Reposo, Manos levantadas a 1/4, Manos levantadas a 3/4
Caminar
Reposo, Paso adelante pie izquierdo, Paso adelante pie
derecho
Sentarse Reposo, Medio sentado, Sentado
Levantarse Reposo, Medio sentado, Sentado
A continuación, se describe el procedimiento implementado para la asignación de etiquetas
a cada uno de los movimientos primitivos según la actividad. También, se determinan los
puntos articulados del esqueleto y los umbrales para cada caso:
Actividad 2
Se utiliza la coordenada y del punto articulado 3 mostrado en la gura 1 que corresponde
a la cabeza la cual se normalizo con respecto al valor máximo. Se establecieron tres
umbrales para cada uno de los movimientos primitivos mostrados en la gura 8.
Actividad 3
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Se usa la metodología de la actividad 2 pero con dos umbrales como se observa en la
gura 8.
Actividad 4
Con la coordenada y del punto articulado 10 que se observa en la gura 1 que es la
muñeca de la mano derecha se normaliza con respecto al valor máximo. En este caso, se
plantearon tres umbrales de separación como se evidencia en la gura 8.
Actividad 5
Se utilizaron los puntos articulados 12, 13, 14,16, 17, 18 mostrados en la gura 1 que
coinciden con la cadera, rodilla y tobillo de la pierna izquierda y derecha respectivamente.
Para este caso, se calculan los ángulos del movimiento de exión y extensión de la rodilla
derecha e izquierda (θI y θD) como lo propone [51]. Los vectores se determinaron con




V2I) y 16, 17, 18 para




V2D) mostrados en la gura 7. Para el calculo de los ángulos
se implementaron las ecuaciones 30, 31, 32, 33 y 34 . En esta actividad se propusieron
tres umbrales que se visualizan en la gura 8 con la variación de 4θ que es resultado de
la diferencia entre los ángulos θD y θI (ecuación 35).
−→
V1I = P12 − P13 = (x12, y12, z12)− (x13, y13, z13) (30)
−→
V2I = P14 − P13 = (x14, y14, z14)− (x13, y13, z13) (31)
−−→
V1D = P16 − P17 = (x12, y12, z12)− (x17, y17, z17) (32)
−−→







, ∀j = D, I (34)
4θ = θD − θI (35)
Figura 7. Ángulo de exión y extensión de la rodilla. a) Pierna izquierda, b) Pierna derecha.
Actividad 6
Se usa la metodología de la actividad 4 pero con el punto articulado 6 que pertenece a
la muñeca de la mano izquierda, como se observa en la gura 8.
Actividad 7
Se utiliza la metodología de las actividades 4 y 6 estableciendo tres umbrales como se
visualiza en la gura 8.
Actividad 8
Se usa la coordenada z de los puntos articulados del tobillo izquierdo y derecho 14 y 18
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para realizar la diferencia con la coordenada z del centro de la cadera (punto articulado
0) como observan en las ecuaciones 36 y 37. Por consiguiente, se normalizan ambas
medidas con respecto al mayor valor. Con la ecuación 38 se determinan los tres umbrales
que se observan en la gura 8.
ZD = ZtobilloD − Zcentro cadera (36)
ZI = ZtobilloI − Zcentro cadera (37)
4Z = ZnD − ZnI (38)
Donde:
• ZnD Es la coordenada z normalizada del tobillo derecho.
• ZnI Es la Coordenada z normalizada del tobillo izquierdo.
Actividad 9 y 10
Se usa la metodología de la actividad 5 planteando tres umbrales que se muestran en la
gura 8.
En la gura 8 se observan los umbrales de las etiquetas establecidas para cada una de las
actividades de la tabla 1 teniendo en cuenta los movimientos primitivos denidos en la tabla
2. Se debe considerar que con estos umbrales no se podría realizar un algoritmo de decisión para
la identicación de las actividades, ya que por sí solos no describen el comportamiento completo
de cada una de las acciones. Como consecuencia se tendría que hacer un reconocimiento de
posturas siendo este un enfoque diferente para el reconocimiento de actividades.
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Figura 8. Umbrales para la asignación de etiquetas de los movimientos primitivos.
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6. METODOLOGÍA
En la gura 9 se muestra la metodología propuesta para el reconocimiento de actividades
físicas que se basa principalmente en el trabajo desarrollado por Andrés et al [13]. Este método
realiza inicialmente la identicación de los movimientos primitivos para determinar la activi-
dad realizada de acuerdo a la codicación o secuencia de los sub-movimientos. Este método
nace de la relación que existe con el reconocimiento de voz. Considerando que una oración se
compone de una secuencia de palabras aisladas o fonemas que de acuerdo a su codicación
forman una frase [52, 20, 13]. A su vez, el modelo de reconocimiento de actividades parte de
la idea de controlar una tarea a partir de la ejecución de una secuencia de sub-tareas más
sencillas con el n de controlar sistemas teleoperados remotamente por medio de un modelo
híbrido entre los HMM y las SVM como lo propone [24]. De este modo, las SVM segmentan
los datos de entrada y los HMM utilizan la salida de las SVM para determinar la secuencia
más probable en consideración del tiempo. Como consecuencia se tiene un mejor desempeño
tanto en el reconocimiento de los movimientos primitivos como de las actividades establecidas
en la base de datos. Además, esta metodología permite ejecutar nuevas acciones en base al
conjunto de movimientos conocidos. Esto es posible debido a las características de la máqui-
na de vectores soporte para clasicar datos multidimensionales y a los HMM para trabajar
con datos secuenciales con dependencia del tiempo [24, 53, 20]. Esta metodología presenta
un mejor desempeño en comparación con otros enfoques donde sólo realizan la clasicación
de las actividades físicas mediante las SVM o los HMM [20]. Por otro lado, es importante
determinar la cantidad de movimientos primitivos para cada acción con el objetivo de que
estos no se encuentren traslapados entre sí generando ambigüedades y dicultando el proceso
de clasicación.
A continuación se denen las dos etapas para la identicación de actividades:
1. Reconocimiento de movimientos primitivos
a) Codicación de movimientos primitivos.
b) Extracción de características.
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c) Clasicación de movimientos primitivos.
Métodos de penalización.
2. Reconocimiento de actividades
a) Fusión de etiquetas de movimientos primitivos.
b) Clasicación de movimientos, entrenamiento y validación del modelo.
Figura 9. Metodología para el reconocimiento de actividades físicas humanas.
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7. RECONOCIMIENTO DE MOVIMIENTOS PRIMITIVOS
Para el reconocimiento de los movimientos primitivos se han utilizado métodos super-
visados y no supervisados usando una o dos modalidades de sensores para la captura del
movimiento [21, 20, 23, 28, 12, 54], mientras que en [13, 14] utilizan tres modalidades de sen-
sores como Kinectr, IMU y EMG para el análisis de movimientos. En este trabajo se propone
realizar la identicación de los movimientos primitivos utilizando la base de datos anotada de
la sección 5.2 y las SVM para penalizar los vectores de soporte por medio del parámetro de
regularización C. Este método parte de la idea propuesta en [13, 23, 20] donde una actividad se
compone de secuencia única de sub-movimientos para su clasicación y que las SVM presentan
una buena eciencia en muchos problemas de clasicación multidimensional al momento de
encontrar un hiperplano óptimo de separación entre las clases. Teniendo en cuenta que para
un problema multiclase la estrategia que se preere de la SVM es uno contra uno (one vs one),
ya que presenta mejores resultados en comparación con el enfoque de uno contra todos (one
vs all) como lo menciona [23] y [20].
7.1. Codicación de movimientos primitivos
Para esta sección se diseño un vocabulario o diccionario que describe el conjunto de sub-
movimientos necesarios para realizar las actividades propuestas en la tabla 1. En las tablas 2 y
3 se muestran la lista de movimientos primitivos junto con las respectivas etiquetas asociadas
a cada actividad. En las guras 10, 11, 12, 13 y 14 se observa la ejecución de cada una de las
actividades.
51
Tabla 3. Etiquetas de la SVM para cada postura
Figura 10. Actividades 1 y 3.
Figura 11. Actividades 2 y 8.
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Figura 12. Actividades 4, 6 y 7.
Figura 13. Actividad 5.
Figura 14. Actividades 9 y 10.
7.1.1. Tamaños de ventana
Para realizar la extracción de características primero se determina una tamaño de ventana
de acuerdo a la modalidad del sensor y su frecuencia de muestreo. En este caso de decide
utilizar dos métodos:
1. Ventanas denidas por Andrés et al [13]
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Análisis de forma experimental observando grácamente la dinámica de los datos para
cada movimiento primitivo.
2. Autocorrelación de los datos
Reducción de dimensionalidad de los datos mediante el análisis de las componentes
principales (PCA) para auto-correlacionar la información de las señales provistas por los
sensores. De esta manera se determina la frecuencia de cada sub-movimiento contando el
número de muestras cuando se detectan los cruces por ceros que corresponden al tamaño
de la ventana.
7.1.2. Extracción de características del Kinect Oner
Para este caso, se utilizan los 25 puntos articulados del cuerpo provistos por el Kinect
One R© como se observa en la gura 1 adquiridos a una frecuencia de 15 muestras por segundo
[44, 55].
La caracterización de estos datos consiste en el cálculo de los siguientes descriptores:
Características Polares [56].
Descriptores estadísticos.
Ángulos de movimiento del miembro superior e inferior.
El cálculo de las características polares se basa en la transformación de los puntos articulados
de coordenadas cartesianas J a coordenadas polares cilíndricas P . El procedimiento para
calcular el descriptor es el siguiente:
Dado:
J = [X1 Y1 Z1.....X25 Y25 Z25] (39)
1. Se calcula el centro de masa del objetivo evaluado.
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2. Se transforma cada articulación a coordenadas polares utilizando como origen de coor-
denadas el centro de masa, lo que permite obtener el vector.
Pi = [r1 θ1 r2 θ2......r25 θ25] (40)
Donde i es la i-ésima muestra de la ventana de tres muestras, i = {1, 2, 3}.
Para el cálculo de los descriptores estadísticos, se utilizan las fórmulas de la tabla 4.
Tabla 4. Descriptores estadísticos utilizados.
Nombre Descripción Nombre Descripción
Media de x mx = 13
3∑
i=1




Media de y my = 13
3∑
i=1




Media de z mz = 13
3∑
i=1




Media de r mr = 13
3∑
i=1

















Los ángulos de movimiento del miembro superior e inferior se basan en la exión y extensión
del codo y la rodilla respectivamente con los puntos articulados del hombro, codo y muñeca
para el miembro superior y los puntos articulados de la cadera, rodilla y tobillo para el miembro
inferior como se observa en la tabla 5.
Para determinar estos ángulos se establecen los siguientes pasos:
Determinar los vectores para el miembro superior formados entre los puntos:
• PHj y PCj (V1j)
• PMj y PCj (V2j)
Determinar los vectores para el miembro inferior formados entre los puntos:
• PCAj y PRj (V2j)
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Tabla 5. Puntos articulados del Kinect Oner.
Miembro Articulación Punto
Superior Hombro derecho (HD) PHD = (X8, Y8, Z8)
Superior Hombro izquierdo (HI) PHI = (X4, Y4, Z4)
Superior Codo derecho (CD) PCD = (X9, Y9, Z9)
Superior Codo izquierdo (CI) PCI = (X5, Y5, Z5)
Superior Muñeca derecha (MD) PMD = (X10, Y10, Z10)
Superior Muñeca izquierda (MI) PMI = (X6, Y6, Z6)
Inferior Cadera derecha (CAD) PCAD = (X16, Y16, Z16)
Inferior Cadera izquierda (CAI) PCAI = (X12, Y12, Z12)
Inferior Rodilla derecha (RD) PRD = (X17, Y17, Z17)
Inferior Rodilla izquierda (RI) PRI = (X13, Y13, Z13)
Inferior Tobillo derecho (TD) PTD = (X18, Y18, Z18)
Inferior Tobillo izquierdo (TI) PTI = (X14, Y14, Z14)
• PTj y PRj (V2j)
Donde j corresponde al punto articulado izquierdo o derecho.
Calcular los ángulos de exión y extensión del codo y de la rodilla (θcj , θrj) usando la
ecuación 35 para el lado derecho e izquierdo.
Por lo tanto, para un ventana de observación de k muestras el vector de características KIT
se dene como:
KIT = [P1 P2 P3mxmymzmrmθ vx vy vz vr vθ θcD θcI θrI θrD]1×89 (41)
.
7.1.3. Extracción de características para red sensores IMU
Teniendo en cuenta la información por los 4 acelerómetros tri-axiales (ax,ay,az) con tres
grados de libertad distribuidos en diferentes partes del cuerpo (ver gura 1 ) se calcularon las











n es la resolución en bits del conversor análogo digital.
R es el rango de del voltaje de entrada del conversor A/D.















Construyendo el vector Ik =
[
ax ay az Pitch Roll
]
1×5
para cada instante de tiem-
po. Donde k es el k-ésimo acelerómetro con k = {1, 2, 3, 4}. La frecuencia de muestreo para
cada sensor fue de 30Hz. La caracterización del vector I se calculan los siguientes descriptores:
Características basadas en los parámetros físicos de movimiento humano [57].
Descriptores estadísticos
Para determinar las características basadas en los parámetros físicos del movimiento humano
se utilizaron las fórmulas de la tabla 6.
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Tabla 6. Características IMU.
Para el cálculo de los descriptores estadísticos se utilizan las fórmulas de la tabla 7.
Tabla 7. Descriptores estadísticos utilizados
Nombre Descripción Nombre Descripción
Media de ax max = 1N
N∑
i=1




Media de ay may = 1N
N∑
i=1




Media de az maz = 1N
N∑
i=1




Media de ar mar = 1N
N∑
i=1













Aplicando los cálculos de las tablas 6 y 7, se obtiene el vector de características IM en
cada ventana de 3 muestras.
IM = [AI V I SMAEV AAAE AREmaxmaymazmarmap vax vay var vap]1×15 (45)
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7.1.4. Extracción de características Red de sensores EMG
La frecuencia de muestreo para cada sensor electromigráco es de 2KHz como se observa
en el gura 1, obteniendo una señal análoga Ei, donde i es el i-ésimo sensor EMG. Cada
ventana Vj es caracterizada por medio de una transformada Waveleth, obteniendo un vector
de características Mi de 1 × 2000, donde i es el i-ésimo sensor. Entonces, para cada ventana
j se obtendrá el vector de características.
EMGj =
[




7.2. Clasicación de movimientos primitivos
Para esta etapa se utilizaron tres máquinas de vectores de soporte multiclase con estrategia
de clasicación one vs all para el método de penalización C-SVC y one vs one para el segundo
método SVM Binarias Ponderadas. Para ambos métodos se estableció un kernel gaussiano con
radio 1 × 104 usando la base de datos de la sección 5.2. En este caso, se desea penalizar las
SVM teniendo en cuenta algunos de los problemas que se encontraron en [58] y [13], como un
alto traslape y desbalanceo de las clases, además de las oclusiones parciales o auto-oclusiones
del Kinectr o pérdidas de conexión en los sistemas de adquisición de las señales de los IMU's o
EMG's bajando la eciencia del clasicador en la identicación de los movimientos primitivos.
Los métodos propuestos mencionados en las secciones 4.1.3 y 4.1.4 pretermiten penalizar el
parámetro de regularización C de las SVM considerando el tamaño de los datos del conjunto
de entrenamiento. El valor de este parámetro puede ser muy pequeño (C > 0) o muy grande
(C →∞) permitiendo la penalización de los puntos que se encuentran en el lado equivocado
del límite del margen y minimizando de esta manera el error de entrenamiento. Considerando
que la variable slack ξi permite relajar el margen del clasicador, este es sensible a datos
que sean atípicos aumentando el error de forma lineal. Por lo tanto, es importante elegir un
valor adecuado para C de manera eciente. Algunos autores recomiendan realizar una grilla de
observación encontrando un valor para C dentro del rango, esto con el objetivo de maximizar
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el margen mientras se penalizan los puntos que están en el lado equivocado de este [59, 6]. Por
lo cual, se escogió una grilla de observación de
[
1× 10−3 , 1× 103
]
para encontrar un valor C
para cada clase.
Considerando que ambas metodologías tienen en cuenta el tamaño del conjunto de datos
de entrenamiento en la penalización del parámetro de regularización C, en cada caso se realiza
de forma diferente. Partiendo que las SVM es un método biclase, con C-SVC se tiene un valor
de C donde se penaliza con respecto al tamaño del conjunto de datos a clasicar; mientras
que con las SVM binaria ponderada se tienen dos valores de C para cada una de las clases
penalizando de acuerdo al tamaño de los datos de cada clase.
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8. RECONOCIMIENTO DE ACTIVIDADES
Teniendo en cuenta la lista de actividades de la tabla 1 y la información de la máquina de
vectores de soporte correspondiente a las secuencias de los movimientos primitivos para cada
modalidad de sensor, se efectúa la fusión de estos datos para clasicarlos por medio de los
modelos ocultos de Markov (HMM) y de esta maera identicar la actividad física de acuerdo
a la secuencia de los sub-movimientos como se observa en la gura 9.
8.1. Fusión de datos
Para la fusión de los datos correspondientes a las etiquetas entregadas por las SVM pena-
lizadas se crea un vector de características EF que concatena linealmente y sin ponderación
las etiquetas generadas por los clasicadores de cada sensor durante la ventana de observación
de tres segundos, como se observa en la ecuación 46.
EF = [[EK1EK2....EK15] [EI1EI2....EI30] [EE1EE2....EE60]]105×1 (46)
Donde:
EK: Vector de etiquetas de la SVM penalizada provista por el Kinect Oner.
EI: Vector de etiquetas de la SVM penalizada provista por la red de sensores IMU.
EE: Vector de etiquetas de la SVM penalizada provista por la red de sensores EMG.
8.2. Clasicación, entrenamiento y validación del modelo
Teniendo en cuenta que este proceso de clasicación parte de un modelo entrenado por
las SVM el cual proporciona una separación entre cada clase, en esta etapa se realiza la
evaluación del modelo utilizando la estrategia de validación cruzada mediante las iteraciones
de Montecarlo con criterio de paro ‖diag (Mk)− diag (Mk−1)‖ < 0,001. Donde diag (Mk) es el
vector generado por la diagonal de la matriz de confusión y k es la iteración promedio actual
del Montecarlo. El conjunto de datos de entrenamiento para este caso fue del 70 % y para los
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de prueba del 30 % con la base de datos de la sección 5.1 donde la fragmentación de esta se
realiza de forma aleatoria para cada iteración. Lo cual permite observar el comportamiento de
los HMM en la clasicación de la actividad con diferentes datos de entrada. Para los HMM se
usaron 24 estados y 32 centroides en la construcción del libro de códigos.
El método de paro del Montecarlo consiste en encontrar un desempeño mayor al 95 % o
hasta que se cumplan 100 iteraciones escogiendo el modelo con mejor desempeño. Para evaluar
el desempeño del clasicador se calcula la matriz de confusión y se evalúa el número total de
aciertos por iteración (PromedioMC), determinado el comportamiento promedio (Desempeño)
e incertidumbre (±∆D) de todos los resultados obtenidos.
Algoritmo:
for k = 1 : n
PromedioMC [k] = mean (diag (Mk))
end
Desempeño = mean (PromedioMC)
±∆D = std (PromedioMC)
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9. EXPERIMENTOS Y RESULTADOS
En esta sección se muestran los resultados experimentales que se dividen en dos partes.
Primero se realiza un estudio comparativo de dos métodos de penalización de las SVM (C-
SVM y SVM binaria ponderada ) con respecto al modelo propuesto en Andrés et al [13]
considerando la variación del tamaño de ventana para la identicación de los movimientos
primitivos. La metodología de Andrés et al [13] utiliza una máquina de vectores de soporte
multiclase con la estrategia de clasicación one vs all y un kernel gaussiano para las tres
modalidades de sensores (Kinect Oner,IMU's y EMG's). Segundo, se realiza la clasicación
de las actividades físicas por medio de los HMM evaluando la eciencia del clasicador con
una modalidad de sensor y la fusión de dos y tres tipos de sensores como lo propone Andrés
et al [13] con la siguiente combinación:
Kinect One R© +IMU
Kinect One R© + EMG
IMU+ EMG
Kinect One R© + IMU + EMG
Para cada caso se validó el desempeño de los clasicadores mediante el experimento Monte-
carlo para la estimación del error. Es de aclarar, que todos los resultados experimentales del
metodología sólo muestran la diagonal de las matrices de confusión, ya que se evidencia una
alta tasa de desempeño con poco traslape entre clases. Sin embargo, en los anexos se incluirán
las matrices de confusión de todos los experimentos realizados.
Para la identicación de cada resultado se tienen los siguiente parámetros:
1. Selección del tamaño de ventana
V_CyH: Tamaño denido por Andrés et al [13].
Este análisis es de forma experimental donde se observa grácamente la dinámica
de los datos para cada movimiento primitivo.
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V_A-Corr: Determinación del tamaño por medio de la auto-correlación de los datos.
Se realiza la reducción de dimensionalidad de los datos mediante el análisis de
las componentes principales (PCA) para auto-correlacionar la información con las
características principales de las señales provistas por los sensores. De esta manera
se determina la frecuencia de cada sub-movimiento contando el número de muestras
cuando se detectan los cruces por ceros los cuales corresponden al tamaño de la
ventana. Esto es posible ya que la información sensor corresponde a la realización
de actividades físicas que tienen por lo menos uno o más ciclos de los movimientos
primitivos como se observa en las guras 10, 11, 12, 13 y 14.
2. Experimento para el análisis de movimientos primitivos
SVM_CyH: SVM sin penalizar propuesto por Andrés et al [13].
C-SVM: Método 1 de penalización de la SVM.
SVM_BP: Método 2 de penalización de la SVM.
C-SVM_V_A-Corr: Método 1 de penalización de las SVM con el tamaño de ven-
tana obtenido en V_A-Corr.
3. Experimento de reconocimiento de actividades físicas
HMM_CyH: Clasicador HMM con las etiquetas entregadas por SVM_CyH.
HMM_C: Clasicador HMM con las etiquetas entregadas por C-SVM.
HMM_BP: Clasicador HMM con las etiquetas entregadas por SVM_BP.




Kinect One R© + IMUs
Kinect One R© +EMGs
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IMUs+EMGs
Kinect One R© + IMUs + EMGs
9.1. Tamaños de ventanas
Considerando las frecuencias de muestreo para cada uno de los sensores, se establecen
los tamaños de ventanas denidos en el trabajo de Andrés et al [13] y los calculados con la
autocorrelaicón de los datos.
1. Tamaños de ventanas denidos en Andrés et al [13]
Para el Kinect Oner: El tamaño de ventana es de 3 muestras. En consecuencia, se
obtiene información a una frecuencia de 5Hz.
Para la redes de sensores IMU: El tamaño de ventana es de 3 muestras. Por lo cual, se
obtiene información a una frecuencia de 10Hz.
Para la redes de sensores EMGs: El tamaño de ventana es es de 100 muestras. Por lo
tanto se obtiene información a una frecuencia de 20Hz.
1. Tamaños de ventanas denidos con la autocorrelaicón de datos
Para el Kinect Oner: El tamaño de ventana es de 5 muestras. Por lo cual, se obtiene
información a una frecuencia de 3Hz.
Para la redes de sensores IMU: El tamaño de ventana es igual al determinado Andrés
et al [13].
Para la redes de sensores EMGs: El tamaño de ventana es es de 8 muestras. Por lo tanto,
se obtiene información a una frecuencia de 250Hz.
En la tabla 8 se visualizan cada uno de los resultados.
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[muestras/s] Muestras #V entanas/s Muestras #V entanas/s
Kinect Oner 15 3 5 5 3
IMU 30 3 10 3 10
EMG 2000 100 20 8 250
9.2. Análisis de movimientos primitivos
En la tabla 9 se observan los promedios de las trazas de las matrices de confusión de
cada modelo por medio del experimento de Montecarlo descrito en la sesión 8.2. En este
sentido, el Kincet Oner con cualquiera de los modelos de aprendizaje de máquina especicados
con anterioridad presenta eciencias mayores al 90 % en la clasicación de los movimientos
primitivos. Por otro lado, los dos métodos de penalización presentan un mejor desempeño con
respecto Andrés et al [13]. Además, el método 2 (SVM binarias ponderada) presenta la mayor
eciencia del 95,15 % ± 0,00 % con los otros experimentos. Sin embargo, la clase 16 tiene un
bajo rendimiento del 23,34 %±0,00 % debido al traslape las demás clases como evidencia en los
anexos, mientras que con el método 1 ( C-SVM) no se tiene este comportamiento obteniendo
una tasa de acierto del 92,68 %± 0,40 %.
Los resultados obtenidos de los diferentes modelos de aprendizaje utilizando la red de
sensores IMU muestran que el método 2 presenta un mejor rendimiento en comparación con
las otras variaciones del las SVM y tamaños de ventana. Además, este valor es superior al
resultado del Kinect Oner. En este caso el porcentaje de acierto con esta modalidad de
sensor es del 96,86 %± 0,00 %.
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Tabla 9. Traza de las matrices de confusión con Kinect Oner.
Tabla 10. Diagonal de las matrices de confusión con la red de sensores IMU.
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En el análisis del desempeño de los datos provistos por la red de sensores EMG presentan
una baja conabilidad en comparación con las otras modalidades de sensores. En este caso, el
método 2 (SVM_BP) tiene un desempeño del 67,51 % y la clase 8 presentó una bajo porcentaje
de acierto tanto para SVM_BP como para SVM_CyH, mientras que con C-SVM la clase
4 tiene un desempeño menor al 30 % que es comparable con la clase 1 del método 2 de
penalización para el reconocimiento de los movimientos primitivos.
Por otro lado, se evidencia que el segundo método de penalización presenta un mayor
desempeño con respecto a los otros enfoques en todas las modalidades de sensores como lo
muestran las tablas 9, 10 y 11. Además, los tamaños de ventanas determiandos con la autorco-
rrelación de los datos para las diferentes modalidades de sensores tienen un menor rendimiento
en comparación con las ventanas denidas por Andrés et al [13].
Tabla 11. Diagonal de las matrices de confusión con la red de sensores EMG.
En la tabla 12 se muestran los resultados de cada metodología en orden mayor a menor
desempeño para cada modalidad de sensor. Se identica que los dos métodos de penalización de
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las SVM presentan un mejor desempeño para las tres modalidades de sensores en comparación
con SVM_CyH, siendo el segundo método (SVM_BP) en obtener eciencias superiores al
95 % con el Kinect Oner y los IMUs, para el caso de los sensores EMGs se tienen resultados
comparables con los tres experimentos. También, se muestra que para el caso de los sensores
EMG una ventana pequeña con una alta frecuencia de muestreo en la adquisición de los datos
no es recomendable, ya que presenta una eciencia inferior en comparación con la ventana
denida por Andrés et al [13].
Tabla 12. Comportamiento promedio de la metodología para el reconocimiento de los movi-
mientos primitivos.
Puesto Kinect Oner IMUs EMGs
1 SVM_BP 95,15 ± 0,00 SVM_BP 96,86 ± 0,00 SVM_BP 67,51 ± 0,00
2 SVM_C 92,68 ± 0,40 SVM_C 77,44 ± 0,00 SVM_C 60,94 ± 0,00
3 SVM_CyH 91,60 ± 0,91 C-SVM_V_A-Corr 75,31 ± 0,22 SVM_CyH 59,86 ± 1,29
4 C-SVM_V_A-Corr 90,99 ± 0,41 SVM_CyH 73,71 ± 1,03 C-SVM_V_A-Corr 34,63 ± 0,29
9.3. Reconocimiento de actividades físicas
En esta sección se realiza el análisis de las trazas de las matrices de confusión de las
HMM con todas las conguraciones de sensores. En las tablas 13, 14 y 15 se muestran los
resultados de cada modalidad de sensor teniendo en cuenta que la entrada del clasicador
corresponde a la etiquetas entregadas por las SVM con el tamaño de ventana denido por
Andrés et al [13]. En este caso, el desempeño del clasicador con el Kinect Oner o con la
red de sensores IMU en la mayoría de las clases es superior al 90 % exceptuando el caso de
las clases 2 y 3 con el Kinect Oner de los métodos HMM_CyH y HMM_C y las clases 1,9
y 10 de HMM_BP. A su vez, con la red de sensores IMU las clases 3 y 5 de HMM_CyH y
HMM_C junto con las clases 9 y 10 de HMM_BP tienen eciencias menores al 80 %. Por otro
lado, con la red de sensores EMG aunque se tiene un desempeño aceptable, se observa que
la clase 7 con los tres métodos presenta el mayor porcentaje de acierto en comparación con
las otras clases superior al 83 %. Esto demuestra que utilizando una sola modalidad de sensor
es posible realizar el reconocimiento de las actividades físicas, sin embargo, considerando los
resultados en el análisis de los movimientos primitivos la probabilidad de equivocarse en la
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estimación de las etiquetas para cada actividad es mínima para el caso del Kinect Oner y los
IMUs contrario al caso de los EMGs.
Tabla 13. Matriz de confusión para el reconocimiento de actividades físicas con el Kinect
Oner.
Tabla 14. Matriz de confusión para el reconocimiento de actividades físicas con IMUs.
Tabla 15. Matriz de confusión para el reconocimiento de actividades físicas con EMG.
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9.3.1. Experimento Kinect Oner+IMUs
En la tabla 16 se muestran los resultados de la fusión de dos modalidades de sensores
(Kinect Oner y la red de sensores IMU). La clase 1 presenta un aumento del desempeño para
todos los clasicadores del 100,00 %± 0,00 %, mientras que con los modelos de HMM_CyH y
HMM_C se tiene la misma eciencia en las clases 4, 6 y 7 y con el modelo HMM_BP en la
clase 3. Esto se debe a que la clasicación individual del Kinect Oner o de los IMUs en esas
clases presenta un alto desempeño.
Tabla 16. Matriz de confusión Kinect Oner+IMUs.
9.3.2. Experimento Kinect Oner+EMGs
Los resultados de la fusión del Kinect Oner con la red de sensores EMG se evidencian en la
tabla 17. La clase 10 con el modelo de HMM_CyH tienen una eciencia del 100,00 %±0,00 %
siendo esta actividad la de mejor desempeño con respecto a las demás clases y los otros modelos
de clasicación propuestos. Sin embargo, las clases 2, 3, 4, 6 y 7 tienen un mejor desempeño
con los modelos HMM_C y HMM_BP con respecto al modelo HMM_CyH. Esto se debe al
desempeño que tuvieron ambos métodos en la clasicación de los movimientos primitivos.
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Tabla 17. Matriz de confusión Kinect Oner+EMGs.
9.3.3. Experimento IMUs+EMGs
En la tabla 18 se muestra que la fusión de estas dos modalidades de sensores mejora los
desempeños de los tres modelos de aprendizaje en comparación con los resultados individuales
observados en las tablas 14 y 15. Las clases 5 y 8 presentan un rendimiento superior al 92 %
con los métodos HMM_BP y HHM_CyH.
Tabla 18. Matriz de confusión IMUs+EMGs.
Clases HMM_CyH HMM_C HMM_BP
1 74,50± 15,72 58,43± 15,48 88,05± 13,31
2 81,25± 11,70 95,62± 6,18 85,3813,10
3 56,48± 12,69 73,53± 12,86 73,71± 20,89
4 90,02± 7,62 89,51± 9,34 88,84± 9,43
5 93,99± 7,18 94,25± 6,37 96,78± 5,89
6 86,25± 9,84 88,58± 9,50 86,12± 15,95
7 87,69± 10,80 92,49± 9,81 95,11± 5,40
8 98,10± 3,52 92,19± 8,91 97,55± 3,16
9 88,73± 11,17 82,13± 24,37 66,65± 39,74
10 99,80± 1,06 98,67± 4,37 70,47± 19,22
Promedio 85,68± 2,84 86,54± 4,15 84,87± 5,60
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9.3.4. Experimento Kinect Oner+IMUs+EMGs
De acuerdo al resultado individual de cada una de las clases al combinar las tres modalida-
des de sensores se evidencia que la mayoría de las clases mejoraron su eciencia en comparación
con los experimentos visualizados en las tablas 13, 14, 15, 16, 17 y 18. Sin embargo, las clases
9 y 10 tienen una bajo porcentaje de acierto con el modelo HMM_BP debido a la baja e-
ciencia que tiene el movimiento primitivo presente en las dos actividades cuando se generan
las etiquetas con las SVM para el caso del Kinect Oner. Por otro lado, las clases que mejor
desempeño tienen son las 5, 7 y 8 con los tres modelos de clasicación con un porcentaje
de acierto superior al 92 %. Los métodos HMM_CyH y HMM_C presentan un desempeño
superior al 87 % en comparación con HMM_BP como se visualiza en la tabla 19.
Tabla 19. Matriz de confusión Kinect Oner+IMUs+EMGs.
9.3.5. Comparación del desempeño del clasicador con todo el conjunto de sen-
sores para cada modelo de la sección 9.2
La tabla 20 muestra el valor promedio de la diagonal principal de las matrices de confusión
de la metodología propuesta por Andrés et al [13]. La clase 8 tiene un desempeño superior
al 98 % para casi todas las conguraciones de sensores con la excepción de los EMGs. Por
otro lado, la fusión de la red de sensores EMGs con cualquiera de las otras dos modalidades
de sensores Kinect Oner o IMUs permite mejorar el rendimiento en la clasicación de las
73
actividades.
Tabla 20. Comparación del desempeño con diferentes sensores y combinaciones de estos con
el modelo HMM_CyH.
En la tabla 21 se indican los valores promedio de la diagonal principal de las matrices de
confusión de la metodología propuesta utilizando el método 1 de penalización (C-SVM) para
la generación de etiquetas los movimientos primitivos. La clase 7 tiene un desempeño superior
al 90 % para todas las conguraciones de sensores. Por otro lado, la fusión del Kinect Oner
con la red de sensores IMU mejora el rendimiento del clasicador aproximadamente en un
3 % en comparación con los resultados de cada sensor. Como se mencionó anteriormente, se
observa de nuevo el incremento en el desempeño del clasicador de los EMGs con la fusión de
las otras modalidades de sensor.
Tabla 21. Comparación del desempeño con diferentes sensores y combinaciones de estos con
el modelo HMM_C.
En la tabla 22 se visualiza el valor promedio de la diagonal principal de las matrices de
confusión de la metodología propuesta utilizando el método 2 de penalización (SVM binaria
ponderada) para la generación de etiquetas los movimientos primitivos. La clase 5 tiene un
desempeño superior al 91 % para todas las conguraciones de sensores. La fusión de las redes
de sensores IMU y EMG mejora el rendimiento del clasicador aproximadamente en un 12 %
en comparación con el promedio de los sensores EMGs para todas la clases. Por último, las
clases 9 y 10 evidencian un desempeño menor al 50 % en las conguraciones Kinect Oner,
EMG, Kinect Oner+IMUs y Kinect Oner+IMUs+EMGs. Esto se debe al bajo desempeño
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del clasicador en la generación de etiquetas con el Kinect Oner para la identicación de los
movimientos primitivos de la clase 16 la cual está presente en la ejecución de las actividades
9 y 10.
Tabla 22. Comparación del desempeño con diferentes sensores y combinaciones de estos con
el modelo HMM_BP.
De acuerdo a los resultados experimentales de las tablas 23 y 24 se observa que la me-
todología propuesta con el segundo método de penalización presenta la mayor eciencia en
el reconocimiento de las actividades físicas con un porcentaje de acierto del 94,83 % utilizan-
do la red de sensores IMU. Este valor es comparable con la clasicación de las actividades
usando el Kinect Oner, Kinect Oner+IMUs, Kinect Oner+EMGs, IMUs+EMGs y Kinect
Oner+IMUs+EMGs. Por otro lado, se evidencia que los dos métodos de penalización C-
SVM y SVM binaria ponderada mejoran el desempeño del clasicador con los datos EMG.
Sin embargo, este método en comparación con el enfoque de Andrés et al [13] presenta un
rendimiento aceptable con la fusión de las diferentes modalidades de sensores.
Tabla 23. Comportamiento promedio de la metodología con una modalidad de sensor para
cada modelo de clasicación.
Puesto Kinect Oner IMUs EMGs
1 HMM_CyH 94.38± 0.30 HMM_BP 94.83± 4.29 HMM_BP 72.91± 4.38
2 HMM_C 90.27± 3.51 HMM_CyH 93.32± 0.71 HMM_C 71.10± 3.17
3 HMM_BP 84.26± 2.99 HMM_C 90.13± 4.08 HMM_CyH 67.42± 4.39
Tabla 24. Comportamiento promedio de la metodología con la fusión de sensores para cada
modelo de clasicación.
Puesto Kinect Oner+IMUs Kinect Oner+EMGs IMUs+EMGs Kinect Oner+IMUs+EMGs
1 HMM_C 93.23 ± 3.73 HMM_CyH 81.80 ± 4.34 HMM_C 86.54 ± 4.15 HMM_C 87.24 ± 3.68
2 HMM_CyH 92.37 ± 4.63 HMM_C 81.28 ± 4.23 HMM_CyH 85.68 ± 2.84 HMM_CyH 87.11 ± 3.48
3 HMM_BP 79.16 ± 4.21 HMM_BP 75.44 ± 6.37 HMM_BP 84.87 ± 5.60 HMM_BP 74.02 ± 4.02
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10. CONCLUSIONES Y RECOMENDACIONES
10.1. Conclusiones
En este trabajo se realizó un estudio comparativo articulando diferentes modelos de apren-
dizaje para la identicación de los movimientos primitivos, donde se utiliza la metodología
propuesta en [13] con el n de plantear dos métodos que penalicen las máquinas de vectores
de soporte para su respectiva comparación. En este caso, se comprobó que con cualquiera de
los dos métodos de penalización planteados en este documento aumenta el desempeño de los
clasicadores con las tres modalidades de sensores en comparación con [13] , siendo el método
de la SVM binaria pondera el de mayor eciencia con un porcentaje de acierto del 95,15 %
con el Kinect Oner y del 96,86 % con la red de sensores IMU, esto se debe a que el método
tiene en cuenta el desbalance que existe entre las diferentes clases asociadas a los movimientos
primitivos, penalizando el parámetro de regularización C para cada clase y considerando que
el método one vs one presenta siempre un mejor rendimiento con respecto al método de one
vs all. Por otra parte, con base a las etiquetas generadas por las SVMs con la secuencia de los
sub-movimientos de cada acción, se utilizó la HMM para el reconocimiento de las actividades
físicas, mostrando una mayor eciencia todos los experimentos que utilizan a red de senso-
res IMU, en este caso el mejor desempeño se tuvo también con los parámetros entregados a
la HMM por el segundo método de penalización con los datos correspondientes a la red de
sensores IMU, con un porcentaje de acierto del 94,83 % en su clasicación.
Se comprobó que la fusión de diferentes modalidades de sensores permite mejorar el desem-
peño del clasicador, especícamente esto se evidencia con la red de sensores EMG, los cuales
tienen una baja eciencia con cualquiera de los tres modelos comparativos (HMM_CyH,
HMM_C y HMM_BP), y mejora aproximadamente en un 10 % con la siguientes combi-
naciones de sensores Kinect Oner+EMGs IMUs+EMGs Kinect Oner+IMUs+EMGs. Sin
embargo, para el reconocimiento de actividades físicas la mayor tasa de desempeño no se ob-
tuvo con la fusión de estas tres modalidades de sensores, esto se debe a que algunas clases se
encuentran traslapadas de acuerdo al sensor utilizado, siendo los datos de los sensores EMG
los más traslapados.
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También se amplió la base de datos de actividades físicas desarrollada por [13] en 10 ac-
tividades con el registro sincronizado del Kinect Oner,IMUs y EMGs, donde se incluyeron
más puntos articulados del cuerpo humano y 16 movimientos primitivos, por lo que se puede
ampliar la base de datos con actividades combinadas, teniendo en cuenta el conjunto de movi-
mientos primitivos denidos en este documento, como por ejemplo levantarse de la silla y alzar
la mano derecha, realizar el seguimiento de la marcha iniciado en una posición de reposo, para
luego caminar y trotar, entre otras, esto con el objetivo de forzar el entrenamiento de la HMM
en la identicación de secuencias más grandes de movimientos primitivos con varios estados.
Además, es importante determinar de forma adecuada la cantidad y el tiempo de ejecución de
cada uno de los sub-movmientos presentes en una actividad considerando la separabilidad que
debe existir entre estos y su duración, ya que de esto depende encontrar un tamaño óptimo
de ventana para el proceso de segmentación. En este trabajo se establecen dos tamaños de
ventanas para la identicación de los movimientos primitivos, donde la primera se encuentra
de forma experimental y la segunda mediante el análisis de la autocorrelación de las señales
de cada uno de los sensores, obteniendo un resultado comparable del Kinect Oner y los IMUs
con la ventana experimental, pero presentado mejor eciencia el primer caso.
10.2. Recomendaciones
En la construcción de la base de datos es conveniente realizar un estudio sobre la cantidad
mínima de sensores (IMU y EMG) y la ubicación de estos en el cuerpo humano para obtener
el registro completo de los diferentes movimientos asociados a las actividades, esto con el n
de determinar los sub-movimientos con los rangos de tiempo asociados a la ejecución de cada
una de las actividades. Además se recomienda utilizar sensores de movimiento muscular como
las Myo, el cual es un brazalete que integra sensores electromiográcos y acelerómetros con
menores perdidas de la señal o desconexión del sistema de medida en comparación con los
electrodos.
Un factor importante para el reconocimiento de los movimientos primitivos es la etiqueta-
ción de su base de datos, en este caso se realizó de forma manual teniendo errores humanos,
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para lo cual se propone utilizar métodos de clasicación no supervisados como para la gene-
ración automática de las etiquetas, ya que este proceso afecta directamente el desempeño del
clasicador en la identicación de los sub-movimientos.
Siendo C el parámetro de regularización de la SVM que se utilizó para realizar la penali-
zación, es importante explorar otras metodologías aparte de tener una grilla de observación
en un rango determinado que estime un valor optimo de este parámetro para cada una de
las clases del modelo de entrenamiento, efectuando una búsqueda aleatoria entre los datos de
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11.1. Matrices de Confusión de los movimientos primitivos
11.1.1. Resultados experimentales con la metodología de SVM_CyH
























































































































































































































































































































































































































































































































































































































































































































































































































































































11.1.2. Resultados experimentales con la metodología de SVM_C
























































































































































































































































































































































































































































































































































































































































































































































































































































































11.1.3. Resultados experimentales con la metodología de SVM_BP
























































































































































































































































































































































































































































































































































































































































































































































































































































































11.1.4. Resultados experimentales con la metodología de C-SVM_V_A-Corr

























































































































































































































































































































































































































































































































































































































































































































































































































































































11.2. Matrices de Confusión de las actividades físicas
11.2.1. Resultados experimentales con la metodología de HMM_CyH































































































































































































































































































































































































































































































































































































































































































































































































































































































11.2.2. Resultados experimentales con la metodología de HMM_C































































































































































































































































































































































































































































































































































































































































































































































































































































































11.2.3. Resultados experimentales con la metodología de HMM_BP
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