Abstract. The Ericksen-Leslie model describes dynamics of low molar-mass nematic liquid crystals, where the spatial-temporal distribution of defects defining texture is represented by the director unit vector field d : Ω T → S 2 . It consists of the Navier-Stokes equations with an extra viscous stress tensor, and a convective harmonic map heat flow equation to govern the dynamics of the director field. Two fully discrete finite element methods, for a regularized system using the Ginzburg-Landau regularization, and for the limiting Ericksen-Leslie model are proposed, and well-posedness and related discrete energy laws are established. For the regularized model, unconditional convergence of finite element solutions towards weak solutions of the continuum model, and convergence towards measure valued solutions of the limiting Ericksen-Leslie model is verified when the mesh parameters and the regularization parameter successively tend to zero. Computational experiments are also presented to show the importance of balancing numerical and regularization parameters, to compare regularized and direct approach, and to numerically evidence the finite-time formation, annihilation and evolution of point defects.
1. Introduction. The Ericksen-Leslie continuum theory gives a successful model to describe dynamics of low molar-mass nematic liquid crystals [15, 26, 27, 39] ; this intermediate phase in certain materials is characterized by orientational order but positional disorder of anisotropic molecules, with rigid segments in the structure represented by a unit vector field d : Ω T → S N −1 . The presence of order suggests a possibility of defects, and their spatial distribution defines the texture of a liquid crystal, which characterizes the liquid-crystalline phase and significantly influences flow behavior.
In this paper we propose and analyze some fully discrete finite element approximations of the original, non-regularized Ericksen-Leslie model [18, 19, 26] u t − ν∆u + (u · ∇)u + ∇p + λ div (∇d ∇d) = g in Ω T := (0, T ) × Ω , (1.1)
with the following initial and boundary conditions Where Ω ⊂ R N (N = 2, 3) is a bounded domain with a Lipschitz boundary ∂Ω and the outward normal n ∈ S N −1 . The vector u(t, x) ∈ R N and the scalar p(t, x) ∈ R denote the velocity and the pressure of the fluid mixture at the space-time point ( t, x ), respectively. The vector d(t, x) ∈ S N −1 is known as the local director, and indicates the directions of the molecules of the liquid crystal at ( t, x ) ∈ Ω T . Let ν, λ and γ be positive constants. The vector g( t, x ) ∈ R N represents a body force on the fluid. The (i, j)-th entry of the N × N matrix ∇d is ∂di ∂xj , and ∇d ∇d stands for the N × N matrix whose (i, j)-th entry is d xi · d xj . Equation (1.1) without the extra stress term λ div (∇d ∇d) is the Navier-Stokes equation [43] , and equation (1.2) without the convection term (u · ∇)d is the harmonic map heat flow equation [11, 42] .
The system (1.1)-(1.3) was derived by Lin [29] from the original equations of the continuum theory of nematic liquid crystals proposed by Ericksen [18, 19] and Leslie [26] . A nematic liquid crystal behaves like a regular liquid with molecules of similar size, however, it displays anisotropic properties due to the molecule alignment, which is usually described by the local director d as seen in (1.2). The system (1.1)-(1.3) is known as the simplest approximation of the full Ericksen-Leslie model which retains the basic nonlinear structure and the essential features of the full hydrodynamic equations for nematic liquid crystals. However, it turns out that the mathematical techniques developed for studying the system are applicable to treating the general and more complicated Ericksen-Leslie model. We refer to [18, 26, 29, 30, 32] and the references therein for the derivation of the above system and further physical background on the continuum theory of liquid crystals.
In addition to the well-known barriers for analyzing the Navier-Stokes equations, there are two more features which make the system (1.1)-(1.3) more difficult to study. First, the presence of the extra stress term leads to a strong coupling of the equations. Second, the nonconvex side constraint |d| = 1 is hard to deal with (cf. [8, 9] ), both analytically and numerically, and is a main source for possible formation of defects of the system at finite times. Hence, a widely used approach is to approximate the constraint |d| = 1 by a penalty function such as the Ginzburg-Landau approximation (cf. [29, 30, 8, 9] ). The regularized model then reads as
div u ε = 0 in Ω T , (1.8) subject to initial and boundary conditions (1.4) and (1.5) . It is known [32] that as ε 0, the regularized system (1.6)-(1.8) converges to system (1.1)-(1.3); see §2 below for more details.
It was observed in [30] that using the differential identity div(∇z ∇z) = (∇z) T ∆z + 1 2 ∇(|∇z| 2 ), equation (1.6) can be rewritten as
This then leads to the key discovery that the system (1.6)-(1.8) satisfies the following basic energy law:
where
Based on the above energy law, Lin and Liu [30] established, for every fixed ε > 0 and under appropriate assumptions on the initial data and Ω, global existence of weak solutions, and local existence of classical solutions for the regularized system (1.6)-(1.8). Later, they also proved that the singular set of suitable weak solutions of the system has zero one-dimensional Hausdorff measure [31] . First numerical studies for the regularized problem (1.6)-(1.8) appeared in [36] , where Hermite bicubic finite elements are used to approximate the director field d ε : Ω T → R N . To avoid using Hermite elements, a mixed finite element method was subsequently developed in [37] . Later, a Fourier spectral method was studied in [16] . However, a priori bounds for the numerical solutions in all these works for quantities on the left-hand side of (1.10) are of order O exp( t ε 2 ) , and no uniform discrete energy law was obtained. Consequently, (i) solvability of these schemes by Brouwer fixed point argument requires very small time steps k = O exp(− 1 ε 2 ) , (ii) no information about the long-time dynamics for the energy is available for the numerical solutions, and (iii) limiting behavior (as ε → 0) of discretizations is not clear.
The first goal of this paper is to construct a practical, fully discrete finite element discretization for the regularized system (1.6)-(1.8). The main features of the proposed scheme include: (i) it is unconditionally solvable (with respect to meshparameters); (ii) the numerical solution satisfies a discrete energy law; (iii) the numerical solution unconditionally converges to a weak solution of (1.6)-(1.8) (as k, h → 0), and to a measure-valued solution of (1.1)-(1.3) (as ε → 0). To achieve the above goal, our main idea is to introduce a new 'pressure' 12) and use the fact that ∇F (z) = (∇z) T f (z) to rewrite equation (1.9), and hence (1.6), as
The fully discrete numerical method is then constructed based on this ( u ε , d ε , p ε , w ε )-formulation (see §3 for the details). The new formulation allows to establish a discrete energy law which exactly mimics the differential energy law (1.10). With the help of the discrete energy law, we are able to establish both unconditional well-posedness and convergence of the numerical solution to the solution of system (1.6)-(1.8) for every fixed ε > 0 as the mesh parameters independently tend to zero, and to a measurevalued solution of the Ericksen-Leslie model (1.1)-(1.3) as the mesh parameters and successively the parameter ε all approach zero.
It is interesting to note that the sum of the last two terms in the definition of p ε is exactly the energy density function for the Ginzburg-Landau equation (cf. [9] ). It turns out that this new formulation allows to use simple Lagrange finite elements to approximate both, u ε and d ε , and to avoid using Hermite finite elements or higher order spectral finite elements to approximate d ε . From a more practical viewpoint, unless very fine meshes are used, penalization of the sphere constraint (1.3) 1 causes some smearing of textures at finite scales of regularization and discretization parameters, which motivates to discretize (1.1)-(1.3) directly. The second goal of this paper concerns the construction of a fully discrete scheme for (1.1)-(1.5) which uses low order finite elements and enjoys a discrete energy law. However, to construct a stable discretization for (1.1)-(1.3) turns out to be even harder than for (1.6)-(1.8), which is now explained. For the differential problem, verification of the energy law (for smooth solutions) crucially uses the sphere constraint |d| = 1, which is difficult to achieve at the discrete level due to the facts that finite element functions (as well as time differences) have restricted flexibility and lower regularity. In [5] , a convergent discretization of the (related non-convective) harmonic map flow for data w 0 : Ω → S 2 is considered, where w : Ω T → S 2 satisfies w(0, ·) = w 0 in Ω ⊂ R 3 , and
The construction of a discrete scheme is based on the following reformulation of (1.14) using the identity
The proposed discretization of (1.15) satisfies a nodal sphere constraint and a discrete energy law (cf. [5] ), and hence (subsequences of discrete) solutions unconditionally converge to weak solutions of (1.14) (for k, h → 0). However, the Ericksen-Leslie model is more complicated, mainly due to the convective term in (1.2) which makes it hard to tackle with the nodal sphere constraint in a fully discrete context, and due to the strongly nonlinear term div ∇d ∇d in (1.1).
Combining reformulations (1.9) and (1.15), we arrive at the following reformulation of (1.1)-(1.3).
Multiplying (1.16) and (1.17) with u and ∆d, respectively, and using the formula a × b, c = a × c, b for all a, b, c ∈ R 3 , we obtain the following energy law, 19) where
In Section 4, we propose a fully discrete scheme for (1.16)-(1.18) using low-order Lagrangian finite elements (see Algorithm 4.1), and prove its conditional solvability, as well as a discrete energy law. The construction uses the midpoint rule for temporal discretization, and a discrete Laplacian. Appropriate limits (as k, h → 0) are shown to satisfy properties in (1.18) and an inequality version of (1.19) . Unfortunately, we are not able to identify limits in the PDEs for the discrete velocity and director fields to recover existing measure-valued solutions to (1.1)-(1.3) in the limit k, h → 0 via Algorithm 4.1; the reason for this is mainly due to the additional stress which leads to the last term on the left-hand side of (1.16).
The paper is organized as follows. In Section 2, we introduce notation and some useful results. In Section 3, we present an unconditionally solvable scheme for (1.6)-(1.8) which satisfies a discrete energy law. Convergence to weak solutions of (1.6)-(1.8) as k, h → 0, and to measure-valued solutions of (1.1)-(1.3) are shown. Section 4 studies a direct discretization of problem (1.1)-(1.3), where conditional solvability and a discrete energy law are proved. Computational experiments are presented in Section 5 to compare two algorithms and to study proper scalings between h, k, and ε for optimal convergence of Algorithm 3.1, and to simulate formation, annihilation, and dynamics of point defects admitted by the model (1.1)-(1.3).
2. Preliminaries. The standard Sobolev space notation is used in this paper, we refer to [1, 43, 33] for their precise definitions. In particular, let (·, ·) to denote the standard L 2 (Ω)-inner product, and ·, · denotes the standard inner product in R N . We also introduce the function spaces
Let V denote the dual of V. In the following, let Ω ⊂ R N be a bounded Lipschitz domain. In addition, let C > 0 denote a generic positive constant which is independent of u, p, d, and the regularization and mesh parameters ε, k, and h. Definition 2.1.
is called a weak solution to (1. 
Weak solutions to (1.4)-(1.8) for every ε > 0 were constructed in [30] by FaedoGalerkin method. They are locally strong for more regular data, and even global if the fluid viscosity ν > 0 is sufficiently large. A solution concept for the limiting system (1.1)-(1.3) that uses a Radon measure
to interpret the limiting behavior (ε → 0) of the extra stress in (1.6) is defined next.
and
The Radon measure ν may be generated from convergent subsequences {∇d ε } ε>0 which solve (1.4)-(1.8) in the limit, i.e.,
Local existence of strong solutions (N = 2) to (1.1)-(1.5) for more regular data is verified in [38, Chapter 6] . The following result states conservation of the initial sphere constraint for classical solutions to (1.1)-(1.5).
Lemma 2.3.
we find
Put w = z − 1, and note w(·, 0) = 0 everywhere in Ω, and
Testing the above equation with w, integrating over Ω T , and using (u · ∇)w, w = 0 lead to (T > 0)
by Gronwall's lemma. Hence, w ≡ 0 or |d| ≡ 1.
Finite element spaces.
Throughout this section we assume that T h is a quasi-uniform triangulation of a bounded polygonal or polyhedral domain Ω ⊂ R N into triangles or tetrahedrons of maximal diameter h > 0 for N = 2, 3, i.e., Ω =
and the nodal interpolation operator
We also define a discrete Laplace operator ∆ h :
Note that (see [5] ) there exists a constant C > 0 such that for all φ φ φ h ∈ Y h there holds,
The following discrete Sobolev interpolation inequality immediately follows from
The next result is a discrete version of Aubin-Lions' compactness lemma.
, and there holds
Then, there exist a subsequence {Φ Φ Φ h } h>0 (not relabeled), and Φ Φ Φ, such that
Proof. For every T > 0 and h > 0, consider a weak solution
, and Aubin-Lions' compactness lemma we conclude that there exists a subsequence (not relabeled) of
Next, testing (2.6) with [I I I
Put ( p, q ) = ( 2, ) in the above estimate. Integrating in time, using Young's inequality, and standard interpolation results yield to
.
. For a nonnegative integer r, let P r (K) denote the space of polynomials of degree less than or equal to r on K. Let ( X h , M h ) be an LBB-stable mixed finite element pair, i.e.,
A well-known example that satisfies (2.7) is [22, 10] 
In the sequel, we use
The following estimates can be found in [24] :
By the inverse inequality, a standard duality argument which gives
R N ) → Y h , and (2.9), we have
Hence, Q V h is stable in W 1,2 (Ω).
Discrete time-derivatives and interpolations.
Given a time-step size k > 0 and a sequence {φ φ φ j } in some Banach space X, we set d t φ φ φ
X , if X is a Hilbert space. Piecewise constant interpolations of φ φ φ j are defined for t ∈ [t j , t j+1 ) and j ∈ {0, 1, ..., J − 1} by
and a piecewise linear interpolation on [t j , t j+1 ) for j ∈ {0, 1, ..., J − 1} is defined by
Note that there holds
3. Fully discrete finite element methods for the regularized EricksenLeslie model (1.6)-(1.8). The plan of this section is as follows. A priori bounds for solutions to the regularized Ericksen-Leslie model are collected in Section 3.1. A fully discrete finite element approximation is studied in Section 3.2, and unconditional solvability and discrete energy law are shown in Lemma 3.4 and Theorem 3.5; convergence of numerical solutions to weak solutions of (1.6)-(1.8), and to generalized solutions of (1.1)-(1.3) is proved in Theorem 3.7 .
3.1. A priori bounds for regular solutions to (1.6)-(1.8). We recall the basic energy law, and derive some additional a priori estimates for solutions of the system (1.6)-(1.8); most of the a priori estimates to be given below were derived in [30] for the case ν = λ = γ = ε = 1.
We first state some properties of the differential of the vector-valued function f (a) = |a| 2 − 1 a. Since the proofs are elementary, we omit them.
Lemma 3.1. Let a ∈ R N , then the following properties hold for the differential
2 − 1 and µ 2 (|a|) = |a| 2 − 1 are the only two distinct eigenvalues of Df (a) with multiplicities 1 and N − 1, respectively. Moreover, V µ1 = span{a} and V µ2 = V ⊥ µ1 are the eigenspaces corresponding to µ 1 and µ 2 ,
The next lemma derives the basic energy law associated with (1.6)-(1.8) and its induced a priori estimates.
Lemma 3.2. Let Ω ⊂ R N (N = 2, 3) be a convex polyhedron, and
(ii) ess sup
Proof. Assertion (i) follows from a weak maximum principle on testing (1.7) with (|d
Next, testing (1.6) with u ε and (1.7) with λ −∆d
and adding the resulting equations lead to the basic energy equation (1.10). The bounds (ii), (iii) follow easily from integrating (1.10) with respect to t from 0 to T on noting the inequality
which together with (ii), (iii) implies the assertion. To verify (iv) 2 , note that (1.7) can be rewritten as d
The second assertion in (iv) then uses (ii), (iii), and the following inequality
To show (v) 1 , multiply the equation
Here we have used (v) of Lemma 3.1, in combination with (i). The result then is a consequence of (iii). Estimate (v) 2 is an immediate consequence of (iii), (v) 1 , and the following bounds
Finally, to show (v) 3 , testing equation (1.13) with v ∈ V yields
which together with (ii), (iii) and (v) 1 lead to the assertion.
A priori estimates for ( u ε , d ε ) in higher norms show exponential dependence on ε > 0, in general. Without proof, we collect some bounds for strong solutions to (1.6)-(1.8) for Ω ⊂ R 2 . For the present three-dimensional case, corresponding estimates hold locally in time, unless a smallness assumption for initial data is made.
Lemma 3.3. In addition to the assumptions of Lemma 3.2, let Ω = (0, 1) 2 , and suppose periodic boundary conditions. Let
3.2. A fully discrete scheme for (1.6)-(1.8): Unconditional solvability, discrete energy law, and convergence analysis. As mentioned in Section 1, our fully discrete finite element approximation for (1.6)-(1.8) is based on the formulation (1.9) using the new 'pressure'p ε .
Algorithm 3.1.
The crux for proving unconditional solvability and convergence of Algorithm 3.1 is to establish a discrete energy law, which mimics the basic energy law (1.10) for (1.6)-(1.8). Note that not every numerical method possesses such a property. Define
be generated by Algorithm 3.1, then for all 1 ≤ ≤ M ,
in (3.4) and adding the resulting equations leads to
The assertion (3.6) then follows after summation over all steps, and using the relationships
Solvability of Algorithm 3.1 for every m ≥ 1 now follows from the discrete energy law and an application of the Brouwer fixed point theorem (cf. Corollary 1.1 on p. 279 of [22] ). Remark 3.1. Due to lack of discrete energy law in [36, 37, 16] , existence for those schemes requires k = O(e − 1 ε 2 ). In [36, 37, 16] , the authors follow the strategy given in [30] to construct weak solutions to (1.6)-(1.8) as proper limits of existing FaedoGalerkin solutions, where existence of local weak solutions was verified by Schauder fixed point argument, which was then globally extended by a continuation argument using the basic energy law. However, in order to repeat the fixed point argument as proposed in Section 2 of [30] , it requires certain smallness of the time interval, which manifests to the above restrictive mesh constraint in the fully discrete case. 
Then the following estimate holds, 
Proof. To bound the first term, choose v
For the last term above, we use standard interpolation estimates, an inverse estimate, and error bound (2.8).
Together with Sobolev's inequality, the right-hand side of (3.6) can be controlled by
which yields the first assertion, thanks to interpolation of L 3 between L 2 and W 1,2 . To bound the second term, notice that (3.2) can be rewritten as
The L 2 -stability of Q Y h , Lemma 3.4, and the inequality
then leads to the desired estimate.
The estimate for the last term follows from (3.4) with a h = −∆ h d m h . We use (2.2), and L p -stability of Lagrange interpolation, together with Sobolev's inequality to conclude We are ready to state our main result of this section. 
is a weak solution of problem (1.6)-(1.8), and
Proof.
Step 1: Extracting convergent subsequences. Lemmas 3.4 and 3.6 imply the following (uniform in k, h and ε) estimates. 
and as k, h → 0
Here, we have used Aubin-Lions' lemma to conclude (3.11) 3 from (3.3), and (3.12) 3 from (2.5) and Lemma 2.4. From Lemma 3.4 we also have as k → 0
Hence, the sequences {U ε } and {U + ε } converge to the same limit as k, h → 0, and so do the sequences {D ε } and {D ε }. Similarly, we can show that {U ε } and {U − ε } have the same limit, so do {D ε } and {D − ε }.
Step 2: Passing to the limit. We now pass to the limit in 
For k, h → 0, we use (3.11)-(3.14) to obtain 18) and
Here we have used div u ε , u ε , v = 0, which is a consequence of u ε (t, ·) ∈ V, for almost every t > 0. Equation (3.18) immediately implies that
is a weak solution of (1.4)-(1.8).
Remark 3.2. (a). In the case of unique weak solutions (valid for N = 2), the proof also verifies that the limit of every convergent subsequence of {(U ε , D ε , W ε )} must be a weak solution of (1.6)-(1.8). Hence, the whole sequence {( U ε , D ε )} converges to the unique weak solution ( u
The proof does not provide information about convergence of the pressure P ε as ( k, h ) → 0, which is in accordance with the general theory for incompressible Navier-Stokes equations (cf. p.83 of [35] ). However, its convergence in L 2 could be proved under additional regularity assumptions on the weak solution ( u
An immediate consequence of Theorem 3.7 and the convergence result of [32] is the following convergence theorem.
Theorem 3.8. Under the assumptions of Theorem 3.7, there exist a subsequence of {( U ε , D ε )}, and a triple
where ( u * , d * , ν * ) is a generalized solution to (1.1)-(1.5). The polynomial bound with respect to ε −1 in (3.10) suggests that a polynomial scaling law F (ε, k, h) ≥ 0 would be sufficient to ensure convergence of the numerical solutions to weak solutions of (1.4)-(1.8), and to generalized solutions of (1.1)-(1.5). This observation is in contrast to convergence results for the schemes proposed in [36, 37, 16] , where optimal rates of convergence involve constants that grow exponentially with respect to ε −1 (cf. Lemma 3.3 for a priori estimates of strong solutions). We shall investigate this issue further in Section 5, and now turn to a study of fully discrete schemes which approximate the original problem (1.1)-(1.5) directly.
4.
A fully discrete scheme for (1.1)-(1.5): Conditional solvability, and discrete energy law. In this section, we propose and analyze a fully discrete scheme for (1.1)-(1.5) which uses a stable tuple ( X h , M h ) of finite element spaces for velocity and pressure fields. It also crucially utilizes the discrete Laplacian ∆ h :
, and the midpoint rule for temporal discretization.
Note that an implicit treatment of coupling terms is used in (4.1)-(4.2), opposite to a semi-implicit discretization in Algorithm 3.1. The following lemma verifies a discrete energy law for solutions of Algorithm 4.1.
3), and adding the resulting equations yields
Since the two pairs of terms in the brackets on the left-hand side of the equation vanish, hence, the assertion follows by applying the summation operator k m=1 . We now verify existence of sequences ( u
⊂ X h × Y h in the case of restricted mesh-parameters. For each m ≥ 0, consider the continuous mapping
Suppose T h is a quasi-uniform triangulation of a bounded polyhedral domain Ω ⊂ R N , for N = 2, 3. In the sequel, consider tuple U, D ∈ V h ×Y h which satisfy for existing
First, on noting g(t m , ·), U ≤ U W 1,2 g(t m , ·) W −1,2 , and by the inverse inequality we observe that for someC =C(Ω) > 0,
By Lemma 4.1 we conclude that for k = O(h 2+ N 2 ) that which in turn implies that
Brouwer's fixed point theorem then implies the existence of ( U * , D * ) ∈ V h × Y h which solves (4.4) (cf. Corollary 1.1 on p. 279 of [22] ), and ( u 
In below, we use the
On using equation (4.2) , with a h := Q Y h ξ ξ ξ, we find upper bounds (r > 2)
Then, we employ L q -stability of Q Y h (cf. [14] ), and Lemma 4.1, which verifies that 
and for k, h → 0 and 1
Note that due to the viscous stress term no estimate for u t is obtained. Moreover, by the weak lower semicontinuity property of norms there holds for almost all t ∈ (0, T ),
The next result establishes |d| = 1 almost everywhere in Ω T for N = 2. Theorem 4.4. Let T > 0, Ω ⊂ R 2 be a bounded polygonal domain, and T h be a quasi-uniform triangulation of Ω.
When N = 2, it follows from Sobolev inequality, the inverse inequality, and Lemma 4.1 that
To show
Convergence to zero for admissible k, h → 0 now easily follows. For the third term in (4.2), we observe that testing the equation with
gives only one non-zero term, which can be bounded as follows, on using Lemma 4.1, and Sobolev's inequality (N = 2),
Finally, putting all pieces together yields for all M > 0
Hence, | D | → 1 a.e. in Ω T as k, h → 0.
Computational experiments.
Two new algorithms were proposed and mathematically studied in the previous sections to approximate (1.1)-(1.5):
1) Solutions to Algorithm 3.1 satisfy a discrete energy law (Lemma 3.4) and unconditionally converge to weak solutions (Theorem 3.7) of the regularized problem (ε > 0) and generalized solutions (Theorem 3.8) of the limiting problem (ε = 0); we refer again to Section 2.1 for a definition of the solution concepts.
2) Algorithm 4.1 is based on a direct discretization of reformulation (1.16)-(1.18) of equations (1.1)-(1.5) to avoid penalization: Existence of solutions has been proven under a restrictive mesh-constraint given in Theorem 4.2; in addition, the solutions satisfy a (modified) discrete energy law (Lemma 4.1). Convergence to generalized solutions of (1.1)-(1.5) is not known so far.
In this section, we present numerical results for two test problems using both algorithms: The first one has a smooth solution and is used to investigate the convergence behavior. The second example shows annihilation of (regularized) initial singularities. , a h . It is easy to see that this simultaneous shift does not affect the results in Section 3.2. We use Newton's method for the solution of the nonlinear system at each time-step. Roughly, three iterations are sufficient in order to reduce the residual by ten digets.
Smooth solution.
We approximate smooth solutions of (1.1)-(1.3). Although we didn't verify strong convergence with rates in the case of existing smooth solutions, we conjecture this error behavior for both Algorithms 3.1 and 4.1. In particular, Algorithm 4.1 does not employ an additional penalty parameter, which is the motivation to compare computed solutions for varying ε > 0 of Algorithm 3.1 with those of Algorithm 4.1.
Example 5.1. We consider (1.1)-(1.5), for Ω = (−1, 1) 2 , g ≡ 0, and
, cos(a)) , a := 2.0π(cos(x) − sin(y)) .
Parameters are set as λ = γ = 1, and ν = 0.1. ), 1 h (here with ε = 1) is shown with respect to varying h. As can be seen from the presented plots, the algorithm shows a second-order behavior with respect to h; the behavior with respect to k is between first-and second-order. Next, we report on results concerning Algorithm 3.1. For fixed ε > 0, the convergence behavior is similar to the one of Algorithm 4.1 depicted in Figure 5 .2. It is clear that ε has to be chosen in dependence of h. How delicate the choice of the penalty parameter ε is in practice, is shown in Figure 5 .3. Here, the results of computations on a fixed mesh h and time-sep k are presented. The discretization parameters are chosen sufficiently small in order to ensure that the difference with the next finer mesh and smaller time-step are negligible for Algorithm 4.1. We then compare the different energies of interest with results of Algorithm 4.1 on the same mesh with the same time-step and with varying ε = 0.2, 0.1, 0.05, 0.025.
As can be seen from Figure 5 .3, the correct decay in time of J ela requires a rel- atively precise choice of ε. As can be seen, a large choice of ε leads to a significant artificial energy J pen (d 
Annihilation.
The following example is taken from [36] to study annihilation of (regularized initial) singularities; cf. also [38, p. 284] . Here, the behavior critically depends on initial data, which in the limit (η → 0) has infinite initial energy. Parameters are set as λ = γ = ν = 1, and η = 0.05; to discretize, we use a uniform criss-cross triangulation of Ω, and ( ε, k, h ) = ( 0.05, 0.01, 0.1 ) if not stated otherwise. Snapshots of the evolution are displayed in Figure 5 .4 for iterates {d m h , u m h }, which agree well with the computations presented in [36] . A drawback of the discretized regularization strategy (Algorithm 3.1) is the need to balance penalization and discretization parameters ε, k, h > 0, which turned out to be quite subtle. In contrast, computational results are much cleaner if Algorithm 4.1 is used.
Next we use Algorithm 4.1 to solve the problem stated in Example 5.2. Snapshots of the simulation are collected in Figure 5 .5, and the corresponding evolution of energies can be found in 
