Abstract: Future communication systems will include different types of messages requiring different transmission rates, packet lengths, and service qualities. We address the power-optimization issues of communication systems conveying multiple message types based on finite-delay information theory. Given both the normalized transmission rate and the packet length of a system, the actual residual decoding error rate is a function of the transmission power. We propose a generalized power allocation framework for multiple message types. Two different optimization cost functions are adopted: the number of service-quality violations encountered and the sum log ratio of the residual decoding error rate. We provide the optimal analytical solution for the former cost function and a heuristic solution based on a genetic algorithm for the latter one. Finally, the performance of the proposed solutions are evaluated numerically.
Introduction
The communication systems of the future are expected to support a wide variety of services, such as speech, instant messaging, image transfer, flawless 3D video, and more. The message rates, packet lengths, and service qualities required vary according to service types [1] [2] [3] [4] [5] . Both speech communication and instant messaging require short packets to guarantee a low delay, while image and video communication requires long packets for guaranteeing sufficiently low residual BER (Bit Error Ratio). Being able to handle so many different message types [6, 7] while simultaneously supporting different packet lengths and maintaining a high quality of services [8] poses significant challenges for future ultra-dense communication systems. For short packets, the Shannonian transmission capacity conceived for block-lengths approaching infinity fails to describe the true communication performance adequately. To describe the actual transmission performance more accurately, we adopt finite-length information theory, which characterizes the transmission performance of finite packet lengths. The constrained capacity of delay-limited communications and the performance of finite-length block codes were studied in Refs. [9] and [10] , respectively. Recently, Polyanskiy et al. carried out a comprehensive study of the attainable coding performance in the finite-length regime [11] , demonstrating that finite-length analysis does indeed provide more accurate results. Existing treatises on the optimization of ultradense communication scenarios are mainly focused on the infinite-delay capacity, which is capable of accurately predicting the performance of long-packet services [12] [13] [14] [15] . The relationship between power and bandwidth-efficiency was investigated [16] . However, it is more realistic to investigate the system optimization of a wider range of services, including low-delay scenarios. Against this background, our new contribution is that we provide the finite-length analysis of communication systems supporting multiple service types. Each service type is characterized by the transmission rate, the packet length and the required service qualities quantified by the residual DEP (Decoding Error Probability). Note that given the transmission rate and packet length, the residual DEP is a function of the transmission power. Hence, the transmission power allocation to each service type needs to be optimized to maximally increase the system's utility. More explicitly, we focus our attention on the power optimization for different service types encountered and propose a generalized framework, which is further refined for Gaussian channels. Two pertinent CFs (Cost Functions) are optimized: the number of service-quality violations and the sum log ratio of the residual DEP. The performances of the proposed solutions are characterized by our numerical results.
The remainder of this paper is organized as follows. In section 2, we provide a communication system model for different message types associated with different transmission rates, packet lengths and qualities of service required. In section 3, we formulate the power optimization problem of the system under consideration. In section 4, we provide the solution to the specific power optimization problem, while numerical results are provided in section 5. Finally, section 6 concludes the paper. Let us now consider a set of transceiver pairs associated with multiple service types, which are deployed in a certain high traffic-density area. Let N be the number of transceiver pairs. For the transceiver pair i (1 i N ), let n i denote the packet length, C i denote the capacity of the transmission link, R i represent the message rate for receiver i, and i denote the desired DEP. Furthermore, let P i denote the transmission power and h i denote the link gain for transceiver pair i. Again, the link capacity for infinite packet lengths is a function of the transmission power P i , which is formulated as C i (P i ). The system configuration of multiple transceiver pairs associated with various service types is shown in Fig. 1 . For short to medium packet lengths, there is a significant gap in infinite-length information theory. More specifically, we have the following approximation of the achievable transmission rate R i for the block length n i and the desirable DEP i [11] ,
where V i (P i ) denotes the channel's dispersion for the link of receiver i at transmission power P i . The channel's dispersion is characterized by the variance of information density lb p(x, y) p(x)p(y) with respect to the channel's input-output pair (x, y). For the power allocation in this study we assume equality for the approximation above in Eq. (1) to obtain the DEP at transmission power P i . Different CFs can be obtained based on the actual DEP δ i and the desired DEP i .
Power constraints
We consider the sum of the individual transmission power constraints, assuming that
Note that the optimal cost is a function of the maximum sum power P m . In section 5, we will characterize the system performance with respect to the sum-power P m , and compare it to that of the benchmark.
Problem formulation
We aim to allocate the power transmitted to different receivers, based on the sum-power constraint. The CF to be minimized can be formulated in different ways. In the remainder of this section, we will first outline different forms of the CF and provide a general framework for the power allocation. Then, we will refine the formulations for the Gaussian channel.
General optimization framework
We provide the following two forms of the CFs, each of which may lead to different optimization problem objectives.
1. The number of service quality violations. The CF for each receiver is given by 1(δ i > i ), which represents the indicator function concerning whether or not the actual DEP δ i exceeds the required DEP i . The total cost for the N pairs is then formulated as
, which is quantified as the number of service quality violations.
2. The sum log ratio. The sum log ratio reflects the fact that the true DEP δ i may exceed the desired DEP i . The CF for each receiver i is given by max(0, log δ i i ), which implies zero cost for δ i i . The total cost for all N transceiver pairs is given by
In our problem formulation, we aim for minimizing each CF for the set of all N receivers, subject to the sum-power constraint. We assume equality as the relationship between the DEP and the transmission power in Eq. (1). Let W i (δ i , i ) denote the CF of receiver i, which can be either the number of service quality violations or the sum log ratio. The optimization problem can then be formulated as follows,
Note that in the above optimization framework, neither the capacity C i (·) of the infinite-length regime nor the dispersion V i (·) has been specified, since they assume different channels are in use. The inequality in Eq. (3) for finite-length performance stemming from the approximation in Eq. (1) is valid. Let us now consider the Gaussian channel and specify the optimization problem shown in Eq. (3).
Optimization for Gaussian channels
The Gaussian channel is commonly adopted for quantifying the performance of power allocation, since the capacity and the channel dispersion can be expressed in tractable forms. Thus, in addition to the general optimization framework, we refine the power allocation problem formulation for Gaussian channels.
For Gaussian channels, assuming that the additive Gaussian noise power is given by σ 2 i for the receiver associated with message type i, we have the following infinite-length capacity,
Additionally, the channel's dispersion function can be expressed according to Ref. [11] , as
Based on the general optimization problem framework, the optimization problem for Gaussian channels is given as follows,
Note that the convexity of the optimization problems (3) and (6) is difficult to ensure due to the specific form of the CF W i (δ i , i ), as exemplified by the number of service quality violations or the sum-logratio. Thus, a general solution based on solving a convex optimization problem is difficult to obtain. Hence, we provide solutions to the above-mentioned pair of CFs. The details are outlined in the remainder of this paper. The optimization can be specified based on different forms of both the infinite-length capacity C i and the dispersion V i for different types of non-Gaussian channels. Other types of channels, such as the binary symmetric channel, the erasure channel, and channels with signal-dependent Gaussian shot noise, can also be readily considered. Parameters other than transmission powers readily be optimized within our framework.
Problem solution
Let us now focus our attention on solving the optimization problems (c.f. Eqs. (3) and (6)) for the above pair of CFs W i (δ i , i ). For the number of service quality violations, we provide an analytical solution to the general optimization framework; and for the sum log ratio, we provide numerical solutions for the classic Gaussian channel.
Minimizing the number of servicesquality violations
For receiver i, letP i denote the minimum transmission power such that the residual DEP is lower than or equal to i , (i.e., the service quality required for receiver i is satisfied). The CF can be minimized by adjusting the transmission power P i appropriately.
Without a loss of generality, we assumeP 1 P 2 · · · P N . Then we arrive at the optimal solutions to the general optimization framework (c.f. Eq. (3)).
Theorem 1
The optimal solution to the general framework (c.f. Eq. (3)) is given by letting P i =P i for i M 0 and letting P i >P i for i > M 0 , where the threshold M 0 is determined as follows,
Proof Consider any other power allocation
. We count the number of indices i such thatP i <P i . Upon using S to denote the set of indices i such thatP i <P i , we have
SinceP i increases with i, we have
Then, according to the definition of M 0 (c.f. Eq. (7)), we have |S c | M 0 and |S| N − M 0 . Based on the definition of S, for the power allocation {P i } we have
Thus the CF cannot be smaller than the one given by the power allocation
. For the Gaussian channel we can further specify the transmission powerP i in Eq. (11) . The optimal power allocation is given by Theorem 1, while the minimum cost is given by (N − M 0 ).
Maximizing the sum log ratio
Since the convexity of the constraints is difficult to prove, for the sum log ratio CF we resort to a numerical solution using a GA (Genetic Algorithm). Specifically, the GA is applied to a group of power allocation vectors
denote the power vector of the individual k, and let P = {P (k) : 1 k G} denote the group of power vectors, where G is the group size. Given the power P
i ) denote the corresponding DEP according to Eq. (1), where equality is achieved. The CF for the power vector P (k) is given by
After initializing the group P = {P (k) : 1 k G}, the GA is invoked iteratively. Each iteration consists of discarding certain low-fitness individuals, the crossover of individuals with low cost and mutation to prevent premature convergence to a local optimum. In each iteration, the CF W(P (k) ) is calculated for each power vector individual P (k) . The worst half of the individuals are discarded, and replaced by those generated from the crossover of the better half. After the crossover, the transmission power is normalized to limit the sum-power to P m if it exceeds this value. A slight change of the power vector is then invoked as the mutation, where the power vector is again normalized to limit the sumpower to P m if it exceeds P m . The GA process terminates after performing an affordable number of iterations, or when the CF falls below a preset threshold.
Numerical results
Consider the communication scenario of multiple services being provided to a densely populated cellular network for clustered receivers. The services can be modeled as a combination of five different packet lengths and two desired DEPs. The packet lengths are 100, 150, 200, 250, and 300; and for each packet length, the maximum DEPs can be either 0.005 or 0.01. Furthermore, we consider two normalized throughputs of 0.5 and 1.0. Without a loss of generality, we assume that the additive noise variances are one for all types of receivers, and that all of the link gains are one as well. We then evaluate the performance of the proposed power allocation scheme and compare it to that of uniform power allocation. We first plot the required power distribution for all message types, while ensuring that the desired DEP is satisfied. Fig. 2 shows the sorted transmission power, where the left ten indices represent the power required for a throughput of 0.5, and the right ten indices represent the power required for a throughput of 1.0. As expected, the powers required for different combinations of packet lengths and DEPs are different. The gap between the maximum and minimum powers for the throughput 1.0 is larger than that of the throughput 0.5. The different powers demonstrate the need to introduce finite-length information We next consider the CF N i=1 1(δ i > i ), and plot the number of adequately satisfied service requests of the proposed optimization approach for the throughputs of both 0.5 and 1.0 in Fig. 3 . The number of adequately satisfied service requests recorded for uniform power allocation is employed as the comparison benchmark. As expected, the number of service quality violations was reduced for the proposed optimal power allocation. and plot it in Fig. 4 for both throughputs of 0.5 and 1.0. The GA has 1 000 individuals, and the numbers of iterations are set to be 10, 20, 50, and 100. Again, uniform power allocation is adopted for benchmarking. It is apparent in Fig. 4 that the Genetic algorithm is capable of reducing the cost compared to that of uniform power allocation. Increasing the number of iterations can reduce the cost as well. In other words, different numbers of iterations comprise of a tradeoff between performance and complexity. 
Conclusions
We adopted finite-length information theory to characterize the performances of communication systems associated with multiple message types relying on short block lengths and considered different transmission rates, packet lengths and qualities of service required. We also formulated the poweroptimization problem for multiple message types and provided both analytical and numerical solutions. The performance of the proposed power allocation approach was evaluated numerically. Our future research studies may include further optimization of the transmission system based on diverse users and service behaviors, as well as on channels. 
