We provide a complete classification of solvable instances of the equational unification problem over De Morgan and Kleene algebras with respect to unification type. The key tool is a combinatorial characterization of finitely generated projective De Morgan and Kleene algebras.
Introduction
A De Morgan algebra is a bounded distributive lattice with an involution satisfying De Morgan laws; that is, a unary operation satisfying x = x ′′ and x ∧ y = (x ′ ∨ y ′ ) ′ . A Kleene algebra is a De Morgan algebra satisfying x ∧ x ′ ≤ y ∨ y ′ . In [11] , Kalman shows that the lattice of (nontrivial) varieties of De Morgan algebras is a three-element chain formed by Boolean algebras (Kleene algebras satisfying x ∧ x ′ = 0), Kleene algebras, and De Morgan algebras, and these variety are locally finite; that is, finite, finitely presented, and finitely generated algebras coincide.
In a variety of algebras, the symbolic (equational) unification problem is the problem of solving finite systems of equations over free algebras. An instance of the symbolic unification problem is a finite system of equations, and a solution (a unifier) is an assignment of the variables to terms such that the system holds identically in the variety. The set of unifiers of a solvable instance supports a natural order, and the instances are classified depending on the properties of their maximal unifiers. In this paper, we provide a complete (first-order, decidable) classification of solvable instances of the unification problem over De Morgan and Kleene algebras with respect to their unification type.
The key tool towards the classification is a combinatorial (first-order, decidable) characterization of finitely generated projective De Morgan and Kleene algebras, motivated by the nice theory of algebraic (equational) unification introduced by Ghilardi [9] . In the algebraic unification setting, an instance of the unification problem is a finitely presented algebra in a certain variety, a unifier is a homomorphism to a finitely presented projective algebra in the variety, and unifiers support a natural order that determines the unification type of the instance, in such a way that it coincides with the unification type of its finite presentation, viewed as an instance of the symbolic unification problem.
Even if projective Boolean algebras have been characterized in [3, 15] , a complete characterization of projective De Morgan and Kleene algebras lacks in the literature. In this note, also motivated by an effective application of the algebraic unification framework, we initiate the study of projective De Morgan and Kleene algebras, and relying on finite duality theorems [7] , we provide a combinatorial characterization of finitely generated projective algebras, and we exploit it to classify all solvable instances of the equational unification problem over De Morgan and Kleene algebras with respect to their unification type; in particular, we establish that De Morgan and Kleene algebras have nullary equational unification type (and avoid the infinitary type).
The paper is organized as follows. In Section 2, we collect from the literature the background on projective algebras, duality theory, and unification theory necessary for the rest of the paper. For standard undefined notions and facts in order theory, universal algebra, category theory, and unification theory, we refer the reader to [8] , [13] , [12] , and [2] respectively. In Section 3, we introduce the characterization of finite projective De Morgan and Kleene algebras. In Section 3, we introduce the characterization of finite projective De Morgan and Kleene algebras (respectively, Theorem 11 and Theorem 12). In Section 4, we provide complete classification with respect to unification type of all solvable instances of the equational unification problem over bounded distributive lattices, Kleene algebras, and De Morgan algebras (respectively, Theorem 15, Theorem 22, and Theorem 30). The distributive lattices case tightens previous results by Ghilardi [9] , and outlines the key ideas involved in the study of the more demanding cases of Kleene and De Morgan algebras.
Preliminaries
Let P = (P, ≤) be a preorder, that is, ≤ is reflexive and transitive. If x and y are incomparable in P, we write x y. Given X, Y ⊆ P , we write X ≤ Y iff x ≤ y for all x ∈ X and y ∈ Y ; we freely omit brackets, writing for instance x ≤ y, z instead of {x} ≤ {y, z}. If X ⊆ P , we denote by (X] and [X) respectively the downset and upset in P generated by X, namely (X] = {y ∈ P | y ≤ x for some x ∈ X} and [X) = {y ∈ P | y ≥ x for some x ∈ X}; if X = {x} we freely write (x] and [x) . If x, y ∈ P , we write [x, y] = {z ∈ P | x ≤ z ≤ y}. A set X ⊆ P is directed if for all x, y ∈ X there exists z ∈ X such that x, y ≤ z. We denote minimal elements in P by min(P) = {x ∈ P | y ≤ x implies x ≤ y for all y ∈ P }. Similarly we denote maximal elements in P by max(P). Let P = (P, ≤) and Q = (Q, ≤) be preorders. A map f : P → Q is monotone if x ≤ y implies f (x) ≤ f (y).
Projective Algebras
Let V be a variety of algebras and κ be an arbitrary cardinal. An algebra B ∈ V is said to have the universal mapping property for κ if there exists X ⊆ B such that |X| = κ and for every A ∈ V , and every map f : X → A there exists a (unique) homomorphism g : B → A extending f (any x ∈ X is said a free generator, and B is said freely generated by X). For every cardinal κ, there exists a unique algebra with the universal mapping property freely generated by a set of cardinality κ, called the free κ-generated algebra in V, and denoted by F V (κ).
Since the varieties of De Morgan and Kleene algebras, in symbols M and K respectively, are generated by single finite algebras [11] , they are locally finite, that is, finitely generated and finite algebras coincide. Figure 1 .
Let V be a variety of algebras. An algebra A ∈ V is said to be projective if for every pair of algebras B, C ∈ V, every surjective homomorphism f : B → C, and every homomorphism h : A → C, there exists a homomorphism g :
We exploit the following characterization of projective algebras [10] .
Theorem 2. Let V be a variety, and let A ∈ V. Then, A is projective in V iff A is a retract of a free algebra F V (κ) in V for some cardinal κ, that is, there exist homomorphisms r :
Finite Duality
We recall duality theorems for the categories of finite bounded distributive lattices, D f , finite De Morgan algebras, M f , and finite Kleene algebras, K f . First, we present Birkhoff duality between finite bounded distributive lattices and finite posets [6] . The category P f of finite posets has finite posets (P, ≤) as objects, and monotone maps as morphisms.
Define the map J :
where ≤ is the order inherited from the order in A. For every h :
, be the map defined by
for all x ∈ J(B). Define the map D : P f → D f as follows: For every P = (P, ≤) ∈ P f , let
for all X ∈ D(Q).
Theorem 3 (Birkhoff, [6] ). J and D are well defined contravariant functors. Moreover, they determine a dual equivalence between D f and P f .
Building on the duality for bounded distributive lattices developed by Priestley [14] , in [7 Let D = (D, ≤, i) ∈ PM f be as in Figure 2 . In light of Example 1,
Let P = (P, ≤, i) ∈ PM f . By [7, Theorem 2.4] , the product of n copies of P in the category PM f , denoted by
is the finite poset over P n with the order and the involution defined coordinatewise, that is for all x = (x 1 , . . . , x n ), y = (y 1 , . . . , y n ) ∈ P n , x ≤ n y iff x i ≤ y i for all i = 1, . . . , n, and i n (x) = (i(x 1 ), . . . , i(x n )). 
Proof. F M (n) is the coproduct of n copies of F M (1). Therefore, by Theorem 5,
). The statement follows. 
Let P = (P, ≤, i) ∈ PM f . By [1] , subobjects of P are subsets X ⊆ P with the inherited order such that X = i(X). By Theorem 5, subobjects of P correspond exactly to quotients on D M (P). For each P in PM f , let P k be the largest subobject of P lying in the subcategory PK f , that is, P k is the subobject of P (possibly empty) such that each element x of P k is comparable with i(x).
Then by the mentioned correspondence between quotients and subobjects under the duality [1] 
arises as the largest subobject of D n lying in PK f . 
Unification Theory
Let P = (P, ≤) be a preorder. A µ-set for P is a subset M ⊆ P such that x y for all x, y ∈ M such that x = y, and for every x ∈ P there exists y ∈ M such that x ≤ y. It is easy to check that if P has a µ-set, then every µ-set of P has the same cardinality. We say that P has type:
nullary if P has no µ-sets (in symbols, type(P) = 0);
infinitary if P has a µ-set of infinite cardinality (type(P) = ∞);
finitary if P has a finite µ-set of cardinality greater than 1 (type(P) = ω);
unitary if P has a µ-set of cardinality 1 (type(P) = 1).
We prepare for later use some easy consequences of the definitions.
Lemma 8. The set {0, ω, ∞, 0} carries a natural total order 1 ≤ ω ≤ ∞ ≤ 0. If P is a preorder and Q ⊆ P be an upset of P and Q denotes the preorder with universe Q and relation inherited from P, then type(Q) ≤ type(P).
Lemma 9. Let P = (P, ≤) be a directed preorder. Then, type(P) = 0 or type(P) = 1.
The algebraic unification theory by Ghilardi [9] reduces the traditional symbolic unification problem over an equational theory to the following:
Instance A finitely presented algebra A ∈ V.
Solution A homomorphism u : A → P, where P is a finitely presented projective algebra in V.
A solution to an instance A is called an (algebraic) unifier for A, and A is called solvable in V if A has a solution.
Let A ∈ V be finitely presented, and for i = 1, 2 let u i : A → P i be a unifier for A. Then, u 1 is more general than u 2 , in symbols, u 2 ≤ u 1 , if there exists a homomorphism f : P 1 → P 2 such that f • u 1 = u 2 . For A solvable in V, let U V (A) be the preorder induced by the generality relation over the unifiers for A. We define the type of A as the type of the preordered set U V (A), in symbols type V (A) = type(U V (A)).
We say that the variety V has type:
Finite Projective Algebras
We provide first-order decidable characterizations of the finite involutive posets corresponding to finite projective De Morgan (Theorem 11) and Kleene (Theorem 12) algebras.
Definition 10 ([5]
). Let κ be a cardinal. A poset (P, ≤) is κ-complete if, whenever X ⊆ P is such that all Y ⊆ X with |Y | < κ have an upper bound, then X exists in (P, ≤).
(M 1 ) (P, ≤) is a nonempty lattice;
, then there exists y ∈ P such that x ≤ y = i(y);
} with inherited order is 3-complete.
Proof. There exists n ∈ N such that J M (A) = (P, ≤, i) = P is a subobject of
. That is, it is possible to display P as a subset of D n with inherited order and involution. Combining this together with Theorem 2 and Theorem 5, A is projective iff there exists an onto morphism r : D n → P in PM f such that r • r = r, that is r| P = id P , where r| P denotes the restriction of r to P . Therefore, it is sufficient to show that conditions (M 1 )-(M 3 ) are necessary and sufficient for the existence of such a map r.
(⇒) Let r : D n → P be a morphism in PM f such that r| P = id P . We show that P satisfies (M 1 ), (M 2 ), and (M 3 ).
For (M 1 ): In particular, r is a poset retraction of D n onto P. Since D n is a nonempty lattice, it follows straightforwardly that P is a nonempty lattice.
For (M 2 ): Let y ∈ P be such that y ≤ i(y). Then y ∈ {2, 0, 1} n . Let z ∈ Z be such that for i = 1, . . . , n, if y i ∈ {0, 1} then z i = y i and z i = 0 otherwise. Then y ≤ z ≤ i(y), and y = r(y) ≤ r(z) = r(i(z)) = i(r(z)).
(⇐) Assume that P satisfies (M 1 ), (M 2 ), and (M 3 ). We show that there exists a morphism r : D n → P in PM f such that r| P = id P . To define the retraction r : D n → P , we first introduce the following notation. For all x ∈ D n , let L x = {z ∈ P | z ≤ x} and U x = {z ∈ P | x ≤ z}. Since i is an order reversing involution,
Finally by (1) and the fact that
For each x ∈ Z, we fix r(x) ∈ Y such that
If x ∈ D n \ Z, then let m be the smallest number in {1, . . . , n} such that x m ∈ {2, 3}. We define,
The map r :
n \ Z, and m be the smallest number in {1, . . . , n} such that x m ∈ {2, 3}. If x m = 2 and (i(x)) m = 3, then r(x) = P L x and r(i(x)) = P U i(x) . Then by (1),
The case x m = 3 and (i(x)) m = 2 reduces to the previous case, which concludes the proof of the claim.
and
If x ∈ Z, observe that y ∈ {0, 1, 3} n \ {0, 1} n . By (2), (3) and (5), (4) and (3). If r(x) = P U x , then by (3), letting m be the smallest number in {1, . . . , n} such that x m = 3 since x ≤ y it follows that y k ∈ {0, 1, 3} for every k < m, and y m = 3. Again by (3), r(y) = P U y . Therefore, r(x) ≤ r(y) by (5), which concludes the proof of the claim.
By Claim 1 and Claim 2, r : D n → P is the required retraction, so that A is a retract of
Since (P, ≤) is a finite lattice by (M 1 ), condition (M 3 ) reduces to the following first-order statement:
in Theorem 11 and the conditions:
} with inherited order is a nonempty meet semilattice;
Proof. There exists n ∈ N such that
Combining Theorem 2 and Theorem 5, A is projective iff there exists a morphism r : (D n ) k → P in PK f such that r| P = id P . Therefore, it is sufficient to show that conditions (K 1 ), (K 2 ), (M 2 ), and (M 3 ) are necessary and sufficient for the existence of such a map r.
(⇒) Let r : (D n ) k → P be a morphism in PK f such that r| P = id P . The proof that P satisfies (M 2 ) and (M 3 ) follows by the same argument used in the proof of Theorem 11. For (K 2 ): Let x, y ∈ P , be such that x, y ≤ P i(x), i(y). Then there does not exist i ∈ {1, . . . , n} such that x i = 0 and y i = 1 (otherwise, x P i(y)), which proves that x ∨ D n y ∈ {2, 0, 1}
(⇐) Let P be a subset of (D n ) k with inherited order and involution satisfying
, and combining (K 1 ) and (K 2 ), we obtain that
For all x ∈ Z, we define r(x) ∈ Y such that, whose existence is ensured by condition (M 2 ). And for all x ∈ (Z]\Z, we define,
r(i(x)) = i(r(x)).
The map r : (D n ) k → P is well defined. We prove that r is the desired retraction. Clearly, if x ∈ P , then r(x) = x. By definition, r commutes with i. We check monotonicity. Let
where the last inequality always holds by (6) and (7). If x ∈ (Z] and y ∈ [Z), then there exists z ∈ Z such that x ≤ z ≤ y, so that i(y) ≤ z. Then r(x), r(i(y)) ≤ r(z) by the previous case, but r(i(y)) = i(r(y)) by commutativity of r, so that r(z) = r(i(z)) = i(r(z)) ≤ r(y) by the properties of i and commutativity of r.
, and so r(x) ≤ r(y).
Observe that the conditions (K 1 ), (K 2 ) are first-order conditions on the set {x ∈ P | x ≤ i(x)}.
Classification of Unification Problems
We obtain a complete, decidable, first-order classification of unification problems over bounded distributive lattices (Theorem 15), Kleene algebras (Theorem 22) and De Morgan (Theorem 30) algebras with respect to unification type. In particular, we establish that unification over the varieties of De Morgan and Kleene algebras is nullary.
For the sake of presentation, we introduce the following notion. An alphabet Σ is a set of letters. A word over Σ is a finite sequence of letters in Σ. A formal language over Σ is a subset of words over Σ.
Distributive Lattices
We classify all solvable instances of the unification problem over bounded distributive lattices with respect to their unification type (Theorem 15), thus tightening the nullarity result by Ghilardi in [9] . This case study prepares the technically more involved cases of Kleene and De Morgan algebras.
In [4] , Balbes and Horn characterize projective bounded distributive lattices. In the finite case, the characterization states that a finite bounded distributive lattice L ∈ D f is projective iff the finite poset J(L) ∈ P f is a nonempty lattice. Thus, combining the algebraic unification theory developed by Ghilardi [9] and the finite duality by Birkhoff (Theorem 3), a unification problem over bounded distributive lattices reduces to the following combinatorial question:
Instance A finite poset P.
Solution A monotone map u : L → P, where L is a finite nonempty lattice. Let P = (P, ≤) ∈ P f , and for i = 1, 2 let u i : L i → P be unifiers for P. Then u 1 is more general than u 2 , in symbols,
Let U DL (P) denote the preordered set of unifiers of P. Then, the unification type of P is defined as usual, type DL (P) = type(U DL (P)). By the duality in Theorem 5, U DL (P) and U DL (D(P)) are equivalent (as categories). Then, type DL (P) = type DL (D(P)).
Remark 13. An instance P = (P, ≤) of Unif(DL) is solvable iff P = ∅.
We now embark in the proof of the main result of this section. The structure of the proof is the following: using a slight modification of [9, Theorem 5.7], we identify a sufficient condition for an instance of the unification problem to have nullary type (Lemma 14) , and then we prove that the identified condition is indeed necessary for nullarity (Theorem 15). Lemma 14. Let Q = (Q, ≤) ∈ P f be an instance of Unif(DL). If there exist x, a, b, c, d, y ∈ Q such that:
(ii) there does not exist e ∈ Q such that a, b ≤ e ≤ c, d; then type DL (Q) = 0 (see Figure 5 ).
Proof. Since Q is a finite poset, we assume without loss of generality x ∈ min(Q) and y ∈ max(Q). By (ii), we have a = b and c = d. Let,
Since V is an upset of U DL (Q), by Lemma 8, it is enough to prove that type(V ) = 0 to conclude that type(U DL (Q)) = type DL (Q) = 0. We first observe that V is directed. Indeed, if u 1 : R 1 → Q and u 2 :
Figure 6: T 5 in Lemma 14.
define P = (P, ≤) by adjoining a fresh bottom ⊥ and a fresh top ⊤ to the disjoint union of R 1 and R 2 . It is easy to check that P is a lattice. Define u(y) = u j (y) iff y ∈ R j for j = 1, 2, u(⊥) = x and u(⊤) = y. Since x and y are minimal and maximal in Q respectively, u is a monotone map from P into Q and u ∈ V . For j = 1, 2, let f j : R j → P in P f be the injection of R j into P. Then u j = u • f j for j = 1, 2, which proves that V is directed. Since V is a directed preordered set with the inherited order of U DL (Q), by Lemma 9, type(V ) ∈ {0, 1}. We show that type(V ) = 1. For every n ∈ N, we define a unifier u n : T n → Q in V as follows. For T n = (T n , ≤) ∈ P f we let T n = {⊥, ⊤, 1, . . . , n, j · k | j < k in {1, . . . , n} and j + k is odd}; here, T n is a formal language over the alphabet {⊥, ⊤, ·, 1, . . . , n}. The partial order over T n is defined by the following cover relation, where j, k ∈ {1, . . . , n}:
where j, k ∈ {1, . . . , n}.
Then T n is a lattice. See Figure 6 for the Hasse diagram of T 5 . We define u n : T n → Q as follows, where j, k ∈ {1, . . . , n}:
u n (⊥) = x and u n (⊤) = y; u n (j) = a and u n (j · k) = c, for all j, j · k ∈ T n with j odd; u n (j) = b and u n (j · k) = d, for all j, j · k ∈ T n with j even.
Since for each n ∈ {1, 2, . . .}, u n : T n → Q is a monotone map, T n is a lattice and x, y ∈ u n (T n ), then u n is a unifier for Q in V .
Let u : P → Q be a unifier in V . We show that u n ≤ u implies |P | ≥ n. Let u n = u • f . We claim that f (j) = f (k) for all j < k with j, k ∈ {1, . . . , n}. The claim is clear of j and k have different parity. If j and k have the same parity, without loss of generality assume j and k are both odd, then let l be even such that j < l < k. By construction j, l ≤ j · l, then we have f (j), f (l) ≤ f (j · l). Since P is a lattice,
Assume for a contradiction that f (j) = f (k). Then,
and applying u through, since
contradicting (ii). Therefore, a most general unifier u : P → Q has |P | ≥ n for every n ∈ N, impossible because P is finite. Thus, type(V ) = 1. Then type(V ) = 0 and by Lemma 8, type DL (Q) = 0, as desired.
Theorem 15. Let P = (P, ≤) ∈ P f be a solvable instance of Unif(DL). Then:
1, iff P is a lattice; ω, iff P is not a lattice, but [x, y] is a lattice for all x ≤ y in P; 0, otherwise.
Proof. If P is a lattice, then type DL (P) = 1 because id P is a most general unifier for P.
Suppose that P is not a lattice and [x, y] is a lattice for all x ≤ y in P. Define, for every x, y ∈ P such that x ≤ y, x ∈ min(P), and y ∈ max(P), the (inclusion) unifier u x,y : [x, y] → P by u x,y (z) = z for all z ∈ [x, y]. Clearly, there are finitely many unifiers of the form u x,y with x ≤ y in P, because P is finite. We claim that they form a µ-set in U DL (P). Since x ∈ min(P), and y ∈ max(P), any two unifiers of the type u x,y and u x ′ ,y ′ are comparable iff x = x ′ and y = y ′ . Now let u : L → P be a unifier for P. Now, L is bounded, with bottom ⊥ and top ⊤. Let x ∈ min(P) and y ∈ max(P) be such that
and u x,y • u = u, so that u x,y is more general than u. Thus type DL (P) ∈ {1, ω}.
Since P is not a lattice but for each x ≤ y in P, [x, y] is a lattice, then P cannot be bounded. Assume that x 1 = x 2 are minimal points in P (the argument is similar for maximal points). Then let L = ({p}, ≤), for i = 1, 2 let u i : L → P be the unifier such that u i (p) = x i . Suppose for a contradiction that there exists a unifier u : M → P such that u 1 , u 2 ≤ u. For i = 1, 2, let u • f i = u i be a factorization of u i where u : M → P. Then by monotonicity u(f 1 (p) ∧ f 2 (p)) ≤ u(f 1 (p)), u(f 2 (p)), and since x 1 x 2 , we have u(f 1 (p) ∧ f 2 (p)) < x 1 , x 2 which contradicts the minimality of x 1 and x 2 . Thus u 1 and u 2 have no common upper bound in U DL (P), and type DL (P) = 1. This concludes the proof that type DL (P) = ω.
Finally, let x ≤ y in P be such that [x, y] is not a lattice. Then there exist a, b, c, d ∈ P such that x ≤ a, b ≤ c, d ≤ y and there does not exist e ∈ P such that a, b ≤ e ≤ c, d. By Lemma 14, it follows that type DL (P) = 0.
Kleene Algebras
We provide a complete classification of solvable instances of the unification problem over Kleene algebras (Theorem 22). Combining the algebraic unification theory by Ghilardi [9] , Theorem 12, and Theorem 5, the unification problem over Kleene algebras reduces to the following combinatorial question:
and (M 3 ).
Indeed, if P ∈ PK f satisfies (K 1 ) and (M 2 ), and Q admits a morphism from P, then Q is {x ∈ Q | x = i(x)} = ∅. Conversely, if Q is such that {x ∈ Q | x = i(x)} = ∅, then Q admits a morphism from P = (P, ≤, i) where P = {x}, and i(x) = x; clearly, P satisfies (K 1 ), (K 2 ), (M 2 ), and (M 3 ).
Given a solvable instance Q of Unif(K), we let U K (Q) denote the preordered set of unifiers of Q, which is defined as in Section 4.1.
We now embark in the proof of the main result of this section. The structure of the proof is the following: we identify two sufficient conditions for an instance of the unification problem to have nullary type (Lemma 18 and Lemma 19), and then we prove that the identified conditions are indeed necessary for nullarity (Theorem 22).
We first establish the following fact for later use.
Lemma 17. Let Q = (Q, ≤, i) ∈ PK f be an instance of Unif(K) and x ∈ Q be a minimal element of Q. Then
is a directed upset in U K (Q).
Proof. Clearly, V is an upset in U K (Q). If V is empty, directedness is trivial. Otherwise, there exists y ∈ Q such that x ≤ y = i(y), which proves that x ≤ i(x). Let u 1 : R 1 → Q and u 2 : R 2 → Q in V , with R j = (R j , ≤ j , i j ) for j = 1, 2. Define P = (P, ≤, i) by adjoining a fresh bottom ⊥ and a fresh top ⊤ to the disjoint union of R 1 and R 2 , and by letting i(⊥) = ⊤, i(⊤) = ⊥, and i(y) = i j (y) iff y ∈ R j for j = 1, 2. Since R 1 and R 2 satisfy (K 1 ), (K 2 ), (M 2 ), and (M 3 ), so does P. Let u : P → Q be the map defined by: u(y) = u j (y) iff y ∈ R j for j = 1, 2, u(⊥) = x and u(⊤) = i(x). It follows that u ∈ V . For j = 1, 2, let f j : R j → P in PK f be the injection of R j into P. Then u = u j • f j for j = 1, 2, as desired. Lemma 18. Let Q = (Q, ≤, i) ∈ PK f be an instance of Unif(K). If there exist x, a, b, c, d, y, z ∈ Q such that:
(iii) there does not exist e ∈ Q such that a, b ≤ e ≤ c, d; then type K (Q) = 0 (see Figure 7 ).
Proof. Since Q is a finite poset, we assume without loss of generality x ∈ min(Q). By (iii), we have a = b and c = d. Let,
By Lemma 17 V is an directed upset of U K (Q). By Lemma 8, to prove that type(U K (Q)) = 0 it is enough to prove that type(V ) = 0. Since V is directed, by Lemma 9, type(V ) ∈ {0, 1}. We show that type(V ) = 1. For every n ∈ N, we define a unifier u n : T n → Q in V as follows. For T n = (T n , ≤, i) ∈ PM f we let
. . , n} and j + k is odd}; here, T n is a formal language over the alphabet A ∪ {s | s ∈ A}, with A = {⊥, ·, ⋄, 1, . . . , n}. The map i : T n → T n is defined as follows, where j, k ∈ {1, . . . , n} and y ∈ {⊥, j, j · k | j < k in {1, . . . , n} and j + k is odd} ⊆ T n :
i(y) = y and i(y) = y for all y, y ∈ T n .
The partial order over T n is defined by the following cover relation, for all j, k ∈ {1, . . . , n}: 
⊥ ≺ j and i(j)
It is easy to check that T n satisfies (K 1 ), (K 2 ), (M 2 ), and (M 3 ). Figure 8 provides the Hasse diagram of T 4 .
For j, k ∈ {1, . . . , n}, we define u n : T n → Q by putting,
and, for all y ∈ {⊥, j, j · k, j ⋄ k | j < k in {1, . . . , n} and j + k is odd} ⊆ T n , u n (i(y)) = i(u n (y)).
It follows by a straightforward computation that u n : T n → Q is a morphism in PK f . Therefore u n is a unifier for Q in V for each n ∈ N. Let u : P → Q be a unifier for Q. We show that u n ≤ u implies |P | ≥ n. Let u n = u • f . We claim that f (j) = f (k) for all j < k with j, k ∈ T n . If j + k is odd, it is straightforward. If j + k is even, without loss of generality assume j, k both odd. Then let l be an even number such that j < l < k.
exists in P and it satisfies:
Similarly, f (l) ∨ f (k) exists in P and it satisfies:
By way of contradiction assume f (j) = f (k), then
and applying u through, since 
then type K (Q) = 0 (see Figure 9 ).
Proof. Since Q is a finite poset, we assume without loss of generality that x ∈ min(Q). By (i) and (iii), we have |{a, b, c}| = |{d, e, f }| = 3. Let,
By Lemma 17, V is an directed upset in U K (Q). Then Lemma 9, proves type(V ) ∈ {0, 1}. We show that type(V ) = 1. For every n ∈ N, we define a unifier u n :
here, T n is a formal language over A ∪ {s | s ∈ A} with A = {⊥, •, ⋄, ·, 1, . . . , n}. The map i : T n → T n is defined by: 
The partial order over T n is defined by the cover relation containing the covers listed below, where j, k ∈ {1, . . . , n}:
and, for each x ≺ y in the list, the cover
It is easy to check that T n satisfies (M 1 ), (M 2 ), and (M 3 ). Notice that (M 1 ) implies (K 1 ) and (K 2 ). Figure 10 provides the Hasse diagram of T 2 . We define u n : T n → Q as follows, where j, k ∈ {1, . . . , n}:
u n (j) = a for all j ∈ T n ; u n (j · k) = b for all j · k ∈ T n with j < k; u n (j · k) = c for all j · k ∈ T n with k < j; 
and, for all y ∈ L ∪ I ⊆ T n , u n (i(y)) = i(u n (y)).
It is easy to check that u n : T n → Q is a unifier for Q in V .
Let u : P → Q be a unifier for Q in V , where P = (P, ≤, i). We show that
Similarly,
If we assume the contrary, that is,
and applying
Applying u through, recalling that u n = u • h, we have
which contradicts clause (iii) in the statement. This proves that type(V ) = 1. Then type(V ) = 0. Now, by Lemma 8 type K (Q) = 0, as desired.
The proof of the main result in this section (Theorem 22) relies on the following notion.
Definition 20 (Kleene Unification Core). Let Q = (Q, ≤, i) ∈ PK f . The Kleene unification core of Q is the structure
(ii) x ≤ ′ y iff, x ≤ y and either of the following three cases occurs:
The following lemma justifies the terminology introduced.
Lemma 21. Let Q = (Q, ≤, i) ∈ PK f and Q ′ ∈ PK f be its Kleene unification core.
Proof. (i) Let u : P → Q in PK f be a unifier for Q, with P = (P, ≤ P , i P ). We show that u(P ) ⊆ Q ′ . Let x ∈ P . Without loss of generality, we may assume x ≤ i P (x). By (M 2 ) there exists z ∈ P such that x ≤ z = i P (z). Then u(x) ≤ u(z) = i(u(z)), concluding that u(x) ∈ Q ′ . We show that u : P → Q ′ is a unifier for Q ′ . For all x ∈ P , we have u(i P (x)) = i(u(x)) = i ′ (u(x)) by part (i) and Definition 20(iii). For monotonicity, let x ≤ P y. If u(x) ≤ i(u(x)) and u(y) ≤ i(u(y)), or i(u(x)) ≤ u(x) and i(u(y)) ≤ u(y), then u(x) ≤ ′ u(y) by Definition 20(ii). Otherwise, assume that u(x) ≤ i(u(x)), i(u(y)) ≤ u(y), and there not exists w ∈ Q ′ such that u(x) ≤ w = i(w) ≤ u(y). Then, u(x) < i(u(x)) = u(i P (x)) and u(i P (y)) = i(u(y)) < u(y), which implies x < P i P (x) and i P (y) < P y. Since x ≤ P y by hypothesis, we have x, i P (y) ≤ P i P (x), y. By (K 2 ), there exists z ∈ P such that
(ii) It follows from part (i) and the fact that the inclusion map from Q ′ into Q is a morphism in PK f .
(iii) The statement holds by Definition 20. In details, if
or y = i(y) the result follows straightforwardly. If x < i(x) and y < i(y), since x ≤ ′ i(y) by (c) there exists z ∈ Q such that x ≤ z = i(z) ≤ i(y). Then x, y ≤ ′ z = i ′ (z), and the result follows.
Theorem 22. Let Q = (Q, ≤, i) ∈ PK f be a solvable instance of Unif(K) and Q ′ ∈ PK f be the Kleene unification core of Q. Then: 
Clearly, there are finitely many unifiers of the form u x in Q ′ , because Q ′ is finite, and at least one such unifier because Q ′ is nonempty. We claim that the above unifiers form µ-set in U K (Q ′ ). Clearly, if x = y are minimal points in Q ′ then u x u y . Now, let u : P → Q ′ be a unifier for Q ′ . Now, P is bounded, with
, ω}. We claim that type K (Q ′ ) = 1, that is, there exist two distinct unifiers for Q ′ with no common upper bound in Using Lemma 18 and Lemma 19, it is easy to construct examples of Kleene unification problems having nullary type, which proves that the variety of Kleene algebras has nullary equational unification type.
De Morgan Algebras
We provide a complete classification of solvable instances of the unification problem over De Morgan algebras (Theorem 30). Using [9] , Theorem 5, and Theorem 11, the problem reduces to the following: Problem Unif(M).
This section follows a similar structure than the previous on. We first identify three sufficient conditions for an instance of the unification problem to have nullary type (Lemma 25, Lemma 26, and Lemma 27), and then we prove that the identified conditions are indeed necessary for nullarity (Theorem 30). Given a solvable instance Q of Unif(M), we let U M (Q) denote the preordered set of unifiers of Q, which is defined as in Section 4.1.
Lemma 24. Let Q = (Q, ≤, i) ∈ PM f be an instance of Unif(M) and x ∈ Q be a minimal element of Q. Then
is a directed upset in U M (Q).
Proof. Along the lines of Lemma 17.
Lemma 25. Let Q = (Q, ≤, i) ∈ PM f be an instance of Unif(M). If there exist x, a, b, c, d, y ∈ Q such that:
(ii) x ≤ y = i(y);
(iii) there does not exist e ∈ Q such that a, b ≤ e ≤ c, d;
then type M (Q) = 0 (see Figure 11 ). Proof. Since Q is a finite poset, we assume without loss of generality x ∈ min(Q). Notice that by (iii), we have a = b and c = d. Let,
By Lemma 24, V is an directed upset in U M (Q). By Lemma 8, to prove that type(U M (Q)) = 0 it is enough to prove that type(V ) = 0. Since V is directed, by Lemma 9, type(V ) ∈ {0, 1}. We show that type(V ) = 1. For every n ∈ N, we define a unifier u n : T n → Q in V as follows. For T n = (T n , ≤, i) ∈ PK f we let
. . , n} and j + k is odd}.
The map i : T n → T n is defined by:
i(y) = y and i(y) = y for all y ∈ T n \ {0}.
The partial order over T n is defined by the following cover relation, for all j, k ∈ {1, . . . , n}:
It is easy to check that T n satisfies (M 1 )-(M 3 ). Figure 12 provides the Hasse diagram of T 3 . We define u n : T n → Q as follows, where j, k ∈ {1, . . . , n}:
u n (j) = a and u n (j · k) = c, for all j, j · k ∈ T n with j odd; u n (j) = b and u n (j · k) = d, for all j, j · k ∈ T n with j even; u n (0) = y;
and, for all y ∈ {⊥, 0, j, j · k | j < k in {1, . . . , n} and j + k is odd} ⊆ T n , u n (i(y)) = i(u n (y)).
Let u : P → Q be a unifier for Q such that u ∈ V . We show that u n ≤ u implies |P | ≥ n. Let u n = u • f . We claim that f (j) = f (k) for all j < k with j, k ∈ {1, . . . , n}. If j and k have a different parity, then it is clear. If j and k have the same parity, without loss of generality assume that both are odd, then let l be even such that j < l < k. Since by construction j, l ≤ j · l, we have
Assume f (j) = f (k) for a contradition. Then
and applying u through recalling that
contradicting clause (iii) in the statement. This proves that type(V ) = 1. Then type(V ) = 0. Therefore, type M (Q) = 0, as desired.
Lemma 26. Let Q = (Q, ≤, i) ∈ PM f be an instance of Unif(M). If there exist x, a, b ∈ Q such that:
then type M (Q) = 0 (see Figure 13 ).
Proof. Since Q is a finite poset, we assume without loss of generality x ∈ min(Q). Let,
By Lemma 24, V is an directed upset in U M (Q). By Lemma 8, to prove that type(U K (Q)) = 0 it is enough to prove that type(V ) = 0. Since V is directed, by Lemma 9, type(V ) ∈ {0, 1}. We show that type(V ) = 1. For every odd n ∈ N, let
The map i : T n → T n is defined by: 
i(e 1 , . . . , e n ) = (f 1 , . . . , f n ) where f j = 0 iff e j = 1 for j = 1, 2, . . . , n.
The partial order over T n is defined by:
It is easy to check that T n satisfies (M 1 ), (M 2 ), and (M 3 ). Figure 14 provides the Hasse diagram of T 3 . For each n odd we define u n : T n → Q by:
u n (0, . . . , 0) = x and u n (1, . . . , 1) = i(x);
u n (e 1 , . . . , e n ) = a if 1 ≤ e 1 + · · · + e n < n/2; u n (e 1 , . . . , e n ) = i(a) if n/2 < e 1 + . . . + e n ≤ n − 1.
It follows straightforwardly that u n : T n → Q is morphism in PM f , and therefore a unifier for Q in V . Let u : P → Q be a unifier for Q such that u ∈ V . We show that u n ≤ u implies |P | ≥ n. Let u n = u • h. We claim that h(e) = h(f ) for all e = f in T n such that e 1 + · · · + e n = f 1 + · · · + f n = 1. Suppose for a contradiction that h(e) = h(f ). By construction, e ≤ i(f ), therefore
since P satisfies (M 2 ), there exists z ∈ P such that then type M (Q) = 0 (see Figure 9 ).
Proof. Observe that conditions (i)-(iii) above are exactly conditions (i)-(iii) in Lemma 19. Moreover, as observed in Lemma 19, the structure T n satisfies (M 1 )-(M 3 ). Therefore, u n is a unifier for Q in PM f for all n ∈ N, and the argument in Lemma 19 applies.
Definition 28 (De Morgan Unification Core). Let Q = (Q, ≤, i) ∈ PM f . The De Morgan unification core of Q in PM f is the structure Q ′ = (Q ′ , ≤ ′ , i ′ ) ∈ PM f defined by: (i) Q ′ = {x, i(x) ∈ Q | y ≤ z, x, i(x) for some y, z ∈ Q such that z = i(z)};
(ii) x ≤ ′ y iff x ≤ y;
(iii) i ′ (x) = i(x) for all x ∈ Q ′ .
Lemma 29. Let Q ′ = (Q ′ , ≤ ′ , i ′ ) be the De Morgan unification core of Q = (Q, ≤, i). Then:
(i) If u : P → Q is a unifier for Q, then u(P ) ⊆ Q ′ and u : P → Q ′ is a unifier for Q ′ .
(ii) U M (Q) ≃ U M (Q ′ ).
Proof. (i) We claim that u(P ) ⊆ Q ′ . Indeed, let x ∈ P . If x ≤ P i P (x), then by (M 2 ) there exists z ∈ P such that z = i P (z) and x ≤ P z. Then u(x) ≤ u(z) = i(u(z)) ≤ i(u(x)), so that u(x) ∈ Q ′ by Definition 28(i). If x P i P (x), then by (M 1 ), there exists x∧i(x) and it satisfies x∧i(x) ≤ i(x∧i(x)). By (M 2 ), there exists z ∈ P such that z = i P (z) and x ∧ i(x) ≤ P x, i P (x), z. Then u(x ∧ i(x)) ≤ u(x), i(u(x)), u(z), so that u(x) ∈ Q ′ by Definition 28(i). (ii) It follows from part (i) and the fact that the inclusion Q ′ ⊆ Q is in PM f . 
