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A B S T R A C T
In this study, we present initial results of the coupling between the Inner Magnetospheric Particle Transportand Acceleration Model (IMPTAM) and the Versatile Electron Radiation Belt (VERB-3D) code. IMPTAM traceselectrons of 10−100 keV energies from the plasma sheet (𝐿 = 9 Re) to inner L-shell regions. The flux evolutionmodeled by IMPTAM is used at the low energy and outer 𝐿∗ computational boundaries of the VERB code(assuming a dipole approximation) to perform radiation belt simulations of energetic electrons. The modelwas tested on the March 17th, 2013 storm, for a six-day period. Four different simulations were performedand their results compared to satellites observations from Van Allen probes and GOES. The coupled IMPTAM-VERB model reproduces evolution and storm-time features of electron fluxes throughout the studied storm inagreement with the satellite data (within ∼ 0.5 orders of magnitude). Including dynamics of the low energypopulation at 𝐿∗ = 6.6 increases fluxes closer to the heart of the belt and has a strong impact in the VERBsimulations at all energies. However, inclusion of magnetopause losses leads to drastic flux decreases evenbelow 𝐿∗ = 3. The dynamics of low energy electrons (max. 10s of keV) do not affect electron fluxes at energies
≥ 900 keV. Since the IMPTAM-VERB coupled model is only driven by solar wind parameters and the Dst andKp indexes, it is suitable as a forecasting tool. In this study, we demonstrate that the estimation of electrondynamics with satellite-data-independent models is possible and very accurate.
1. Introduction
Highly energetic electrons (100s of keV to a few MeV) trapped inthe Van Allen belts can produce surface or deep dielectric chargingon spacecraft materials and damage their electronics (Baker et al.,1996). Strong geomagnetic storms enhance the risk of such operationalfailures in satellites at all orbits, specially those located in the radiationregions (Lanzerotti, 2001; Odenwald et al., 2006). While the innerradiation belt shows a rather stable behavior, the outer belt is highlyvariable (Rothwell and McIlwain, 1960; Craven, 1966) and its dynamicsare strongly dependent on geomagnetic activity.Inside geostationary orbit, radiation belt electrons are acceleratedand lost by a number of processes occurring throughout the innermagnetospheric environment (Shprits et al., 2008a,b; Millan and Baker,2012). Once the particles in the magnetotail convect into the radiationbelts (Baker and Stone, 1978; Elkington et al., 2004), their interaction
∗ Corresponding author.E-mail address: angelica@gfz-potsdam.de (A.M. Castillo).
with a variety of plasma waves (e.g. ULF, VLF, ELF waves) will alsodetermine the course of their evolution. Under the assumption thatcollisionless charged particles in the ambient magnetic field expe-rience resonant interactions with incoherent electromagnetic waveswhose amplitudes are rather small (Kennel and Engelmann, 1966;Lerche, 1968; Schulz and Lanzerotti, 1974), the Fokker–Planck dif-fusion equation derived from quasi-linear theory describes the vio-lation of the adiabatic invariants of particle motion caused by theprocesses/interactions mentioned above and the thereby resulting evo-lution of electron Phase Space Density (PSD or f ) in terms of radialdistance, energy and pitch angle (Schulz and Lanzerotti, 1974; Shpritset al., 2008a). The quasi-linear diffusion rates needed to solve theequation can be estimated using a high plasma density approxima-tion (Lyons et al., 1971) or using alternative methods without this
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approximation (e.g. Glauert and Horne, 2005; Albert and Young, 2005;Albert, 2007; Ni et al., 2008; Shprits and Ni, 2009).Modeling studies accounting for diffusion due to chorus wavesshowed that MeV electrons can be efficiently scattered and acceleratedduring resonant wave-particle interactions in the radiation belts (Varot-sou et al., 2005; Horne et al., 2005), and that the interplay of radialdiffusion and local acceleration can lead to the acceleration of keVelectrons to MeV energies in the outer belt (Varotsou et al., 2008;Shprits et al., 2009b). Particles injected into the inner magnetospherecan undergo acceleration by chorus waves, which results in peaks inphase space density (or electron flux) around 𝐿∗ = 4−5. The importanceof enhanced particle losses by outward radial diffusion, after the peakis formed, has also been appointed (Reeves et al., 1998; Brautigam andAlbert, 2000; Miyoshi et al., 2003, 2006). Depletion of energetic fluxesobserved at different energies for certain geomagnetic events, indicatedthe fundamental role of magnetopause losses and outward diffusion forthe dynamics of the radiation belts (Shprits et al., 2006a). Magneto-spheric convection is the dominant transport mechanism of injected lowenergy electrons, while radial diffusion is particularly important for theinward transport of high energy particles, e.g Jordanova and Miyoshi(2005), Chen et al. (2015), Shprits et al. (2015).Electron fluxes of different energy populations in the inner mag-netosphere vary by several orders of magnitude during geomagneticstorms. In particular, it is considered that low energy electrons (10sof keV) play a key role in the generation and amplification of lowerband chorus waves, which in turn, can effectively accelerate substorminjected electrons (up to a few 100s of keV) even up to multi-MeVenergies in the outer belt during high levels of geomagnetic activ-ity (Lyons, 1984; Horne and Thorne, 1998; Summers et al., 1998; Horneet al., 2007; Jaynes et al., 2015). To study the coupling of differentparticle populations in the inner magnetosphere under different ge-omagnetic conditions, a few convection–diffusion models have beendeveloped in the past 20 years. The kinetic Ring current-Atmosphereinteractions Model (RAM) (Jordanova et al., 1997) solves the bounce-averaged kinetic equation for the phase space distribution function ofthe main inner magnetospheric species, including multi-MeV electrons.The modified RAM code accounts for convection, radial diffusion andfor losses due to: charge exchange, Coulomb collisions, wave parti-cle interactions and precipitation to the atmosphere (Jordanova andMiyoshi, 2005). The Radiation Belt Environment (RBE) model (Foket al., 2008) solves the bounced-averaged Boltzmann transport equationfor the distribution function of energetic electrons. RBE accounts forparticle drifts along magnetic field lines, variable magnetospheric con-vection, losses to the loss cone, wave particle interactions with choruswaves, pitch-angle-, energy- and cross-diffusion. RBE does not includean explicit radial diffusion term (Fok et al., 2011). The VERB-4D codewas developed based on the 1D, 2D and 3D VERB-codes (Shprits et al.,2005, 2006b, 2008b, 2009b; Subbotin and Shprits, 2009; Subbotinet al., 2010; Kim et al., 2011; Subbotin et al., 2011a,b). VERB-4Dsolves the modified Fokker–Planck diffusion equation with additionalconvection terms to obtain the evolution of electron PSD (Subbotin andShprits, 2012; Shprits et al., 2015). This model accounts for radial-, pitch angle-, energy- and cross-diffusion, wave particle interactionswith large number of waves, losses to the atmosphere, losses due topitch angle scattering and losses to the magnetopause.Although, some advective–diffusive codes ignore local accelerationor radial diffusion and focus on low energy particles, they include morerealistic simulation conditions and thereby high accuracy. The depen-dence between parameters in such models is often difficult to assessdue to their numerical complexity and high dimensionality, which alsomakes the simulations computationally very expensive and disk spacedemanding, even for storm specific simulations. On the other hand,process focused (only-convection or -diffusion) models have simplerframeworks that allow for less computationally expensive simulations,reasonable disk space requirements and short running times for long-term simulations, e.g. VERB-3D performs a one year simulation in ∼ 4.5
hours with a time step of one hour. For these reasons, process focusedcodes are the most appropriate tools to study and understand long-termdynamics of magnetospheric plasmas.Many previous radiation belt studies assumed a constant low energyboundary (e.g. Subbotin et al., 2011a,b; Drozdov et al., 2015) orobtained it from observations inside geosynchronous orbit (e.g. Albertet al., 2009; Tu et al., 2014; Glauert et al., 2014; Li et al., 2014), andestimated the outer radial boundary from satellite data at 𝐿 = 5.5 Re or
𝐿 = 6.6 Re, which strongly drives the simulations due its proximity tothe heart of the belt. Using satellite data at the boundaries of diffusioncodes provides accurate simulation results, however, this method doesnot allow us to disentangle the dynamics of different electron popula-tions and is not suitable for forecasting purposes. One-way coupling ofprocess focused models is an alternative approach to estimate diffusionboundary conditions and to avoid the computational disadvantagesof advective–diffusive codes while reaching fairly accurate simulationconditions and results. Through model coupling, we can also studythe role of particular electron populations in the physical mechanismscontrolling acceleration and loss in the inner magnetosphere.In the current study, we coupled the Inner Magnetospheric ParticleTransport and Acceleration Model (IMPTAM) (Ganushkina et al., 2013,2014, 2015) with the three-dimensional Versatile Electron RadiationBelt code (VERB-3D) (Subbotin and Shprits, 2009; Shprits et al., 2009b)to obtain a diffusion model of the Earth’s radiation belts that accountsfor the dynamics of the 10s of keV electron population in order to modelthe evolution of energetic electrons (≥ 400 keV). The flux evolution oflow energy electrons in the plasma sheet (outer boundary at 𝐿 = 9Re) and inside geosynchronous orbit is computed with the convectionmodel IMPTAM and then used as the input boundary conditions of thediffusion code VERB-3D. In the past, Subbotin et al. (2011a) coupledVERB-3D with the Rice Convection Model (RCM) to model the April21, 2001 geomagnetic storm. RCM computes magnetospheric electricfields self-consistently and calculates drifts assuming isotropic pitchangle distributions (Toffoletto et al., 2003). Unlike RCM, IMPTAMaccounts for radial diffusion and pitch-angle scattering due to wave-particle interactions with hiss and chorus waves. Furthermore, whilethe outer boundary of the RCM code was obtained from extrapolatedGeotail data, IMPTAM is only driven by time dependent solar wind andInterplanetary Magnetic Field (IMF) parameters, making our approachsatellite data independent. VERB-3D has also been upgraded over thepast few years, now including mixed diffusion, magnetopause lossesand improved hiss diffusion coefficients. Additionally, we present quan-titative and qualitative comparisons with satellite observations from 4different spacecrafts. Since, the IMPTAM-VERB coupled model does notuse satellite data based inputs, it is suitable as a forecasting tool.The numerical models, wave models, boundary and initial condi-tions underlying the IMPTAM and VERB codes are described in detail inSection 2. The March 17th, 2013 event and relevant event specific stud-ies are presented in Section 3. The results of the IMPTAM simulationused as boundary conditions for VERB-3D are described in Section 4,together with the data processing performed, in order to make themsuitable for the coupling process. Section 5 presents the results of fourdifferent simulations. The summary and conclusions of this study aregiven in Section 6.
2. Coupling strategy and model description
In spite of the complexity of electron dynamics in the Earth’smagnetosphere, with the following key points, we can simplify themodeling and coupling approach: (1) Low energy electrons (up tofew 100s of keV) injected in the plasma sheet during geomagneticevents are transported earthward by means of convection and duringsubstorm associated dipolarization events (Baker et al., 1996; Birnet al., 1997; Fu et al., 2011), they experience 𝐸 × 𝐵-drift and theirmotion follows the conservation of the first adiabatic invariant (𝜇),which leads to their energization as they move towards the Earth
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(Jordanova and Miyoshi, 2005; Liu et al., 2005); (2) Electrons of 10 −
100 keV energies at 𝐿∗ ≈ 5 − 7 Re are equally affected by diffusiveand convective processes (Subbotin et al., 2011a; Shprits et al., 2015);(3) while the storm-time enhancement of low energy electrons (10−50keV) at 𝐿∗ ≈ 3 − 5 Re can be explained by convection only, electronsof energies ≥100 keV at the same radial distances are mostly affectedby diffusion (Liu et al., 2003) and are strongly subject to gradient andcurvature drifts.In the present study, we assume that electrons at 10 − 100 keV at
𝐿∗ ≤ 6.6 are equally affected by diffusive and convective processes.With this approach, we can use one-way code coupling to combineavailable physics based models that calculate the electron evolution oftwo different electron populations: (a) energies of 10−100 keV, modeledwith IMPTAM and (b) energies ≥100 keV modeled by VERB.
2.1. Modeling low energy electrons with IMPTAM
IMPTAM (Ganushkina et al., 2013, 2014, 2015) traces distributionsof electrons in the drift approximation with arbitrary pitch angles fromthe plasma sheet to the inner L-shell regions with energies reaching upto hundreds of keV in time dependent magnetic and electric fields. Thedistribution of particles is traced in the drift approximation taking intoaccount the 𝐸 × 𝐵 drift and the magnetic drifts with bounce-averageddrift velocities. Relativistic effects in the drift velocities of electrons arealso considered.To follow the evolution of the particle distribution function 𝐹 andparticle fluxes in the inner magnetosphere dependent on the position 𝑅,time 𝑡, kinetic energy 𝐸𝑘𝑖𝑛, and pitch angle 𝛼, it is necessary to specifycertain parameters: (1) the particle distribution at initial time at themodel boundary; (2) time dependent magnetic and electric fields at alllocations; (3) the drift velocities; (4) all sources and losses of particles.The changes in the distribution function 𝐹 (𝑅,𝜑, 𝑡, 𝐸𝑘𝑖𝑛, 𝛼) are obtainedby solving the equation:
𝜕𝐹
𝜕𝑡
= 𝜕𝐹
𝜕𝜑
𝑉𝜑 +
𝜕𝐹
𝜕𝑅
𝑉𝑅 + sources − losses, (1)
where 𝑅 and 𝜑 are the radial and azimuthal coordinates in the equa-torial plane, respectively, 𝑉𝜑 and 𝑉𝑅 are the azimuthal and radialcomponents of the bounce-averaged drift velocity. The model bound-ary can be set in the plasma sheet at distances, depending on thescientific questions we are trying to answer, from 6.6 𝑅𝐸 to 10 𝑅𝐸 .Liouville’s theorem is used to gain information about the entire dis-tribution function by mapping the boundary conditions throughoutthe simulation domain, including loss process attenuation, through thetime-varying magnetic and electric fields. Potential electron energiza-tion is accounted for by solving the radial diffusion equation (Schulzand Lanzerotti, 1974), Eq. (2), for the obtained distribution function:
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where 𝐿 is the radial distance, 𝜏 is the electron lifetime and 𝑓 isthe electron phase space density. Different approaches for the estima-tion of the radial diffusion coefficient 𝐷𝐿𝐿 have been presented inthe past. Brautigam and Albert (2000) determined the values of theelectromagnetic and electrostatic components, 𝐷𝐸𝑀𝐿𝐿 and 𝐷𝐸𝑆𝐿𝐿 (respec-tively), using empirical Kp parametrizations. Fei et al. (2006) developeda method for the estimation of event specific time-dependent 𝐷𝐿𝐿-coefficients using the ULF electric and magnetic field power spectraldensity obtained from computationally expensive magnetohydrody-namics (MHD) simulations (e.g. Ozeke et al., 2014; Ali et al., 2016). Liet al. (2016, 2017) calculated radial diffusion coefficients for the re-covery phase of the March 17, 2013 storm using Fei et al. (2006)formalism. Also, Su et al. (2015) presented a data-driven method forthe calculation of 𝐷𝐿𝐿 that uses measurements of the power spectraldensity.In order to validate the coupled model and make it suitable for fore-casting purposes, general and easily implementable estimation methods
for 𝐷𝐿𝐿, s.a. statistical or parametrized models, are needed. Droz-dov et al. (2017) compared the performance of 𝐷𝐿𝐿 coefficients ofBrautigam and Albert (2000) and Ozeke et al. (2014) showing thatboth models deliver almost identical 3D simulation results. Therefore,for this study, we chose the method of Brautigam and Albert (2000).For this parametrization, diffusion due to magnetic field fluctuationsat 𝐿 > 3 dominates over the diffusion produced by electrostatic fieldfluctuations (Kim et al., 2011), therefore the electrostatic componentof the radial diffusion coefficient is ignored here. The Kp-dependentmagnetic component of the radial diffusion coefficients 𝐷𝐿𝐿 with units[day−1] (Eq. (3)) are computed following Brautigam and Albert (2000).
𝐷𝐿𝐿 = 100.506𝐾𝑝−9.325𝐿10 (3)The computations described above are repeated in the same orderfor each step of the simulation. The model accounts for convectiveoutflow, Coulomb collisions and loss to the atmosphere. We assumestrong pitch angle scattering at the distances where the ratio (𝑅𝑐∕𝜌)between the radius of the field line curvature in the equatorial currentsheet (𝑅𝑐) and the effective Larmor radius 𝜌 is between 6−10 (Sergeevand Tsyganenko, 1982; Büchner and Zelenyi, 1987; Delcourt et al.,1996). Precipitation to the atmosphere is calculated following Jor-danova et al. (2008), with a time scale of a quarter bounce period,and the loss cone corresponds to an altitude of 200 km. Electron lossescaused by pitch angle diffusion due to wave-particle interactions arealso included in the simulations using the parameterizations of theelectron lifetimes due to interactions with chorus and hiss waves givenby Orlova and Shprits (2014) and Orlova et al. (2014, 2016) with theactivity dependent plasmapause location by Carpenter and Anderson(1992):
𝐿𝑝𝑝 = 5.6 − 0.46𝐾𝑝𝑚𝑎𝑥24 (4)where 𝐾𝑝𝑚𝑎𝑥24 is the maximum value of Kp in the previous 24 h. Theuse of a symmetric plasmapause location is justified, because VERB-3Drequires the MLT-averaging of the boundary condition fluxes computedby IPMTAM. In general, IMPTAM is designed to perform simulationsusing any given magnetic or electric field model, including a self-consistent magnetic field. In addition to the large-scale fields, transientfields associated with dipolarization processes in the magnetotail dur-ing substorm onset can be modeled by IMPTAM (e.g., Ganushkinaet al. (2005, 2013, 2014)) as an earthward propagating electromagneticpulse of localized radial and longitudinal extent (Li et al., 1998; Sarriset al., 2002). In this study, we do not take these fields into account,since we do not resolve for substorm dynamics and, therefore, considertheir effects to be not significant. We focus on low energy electrons andassume that their contribution to the total magnetic pressure is negligi-ble, because their contribution to the ring current is less than 10% andthus they generate an even smaller distortion of the background field.
2.1.1. Setup of IMPTAM simulationsIMPTAM is driven by various solar wind (SW) and interplanetarymagnetic field (IMF) parameters, as well as different geomagneticindices. We used Tsyganenko T96 magnetic field model (Tsyganenko,1995), which uses the Dst index, the dynamic pressure of the solarwind (𝑃𝑑𝑦𝑛) and the y and z components of the IMF (𝐵𝑌 and 𝐵𝑍 ) asinput parameters. The electric field was determined using the plasmavelocity of the solar wind (𝑉𝑆𝑊 ), the strength of the IMF (𝐵𝐼𝑀𝐹 ), 𝐵𝑌and 𝐵𝑍 (via IMF clock angle 𝜃𝐼𝑀𝐹 ) by mapping the Boyle et al. (1997)ionospheric potential 𝛷 to the magnetosphere. The model boundaryis set at 9 𝑅𝐸 and a kappa electron distribution function (𝜅 = 1.5) isused, which has the best agreement with electron fluxes at 50−150 keVenergies observed by the LANL satellites at geostationary orbit (Horneet al., 2013). We assume that the distribution can be fitted by the kappashape only in a finite range of velocities. The parameters of the kappadistribution function are the number density 𝑁𝑝𝑠 and temperature 𝑇𝑝𝑠in the plasma sheet given by the Dubyagin et al. (2016) empirical
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model at distances between 6 and 11 𝑅𝐸 , based on THEMIS data. Thenumber density in the plasma sheet (𝑁𝑝𝑠) is driven by the solar windnumber density (𝑁𝑆𝑊 ) and the southward component of the IMF (𝐵𝑆 ).The temperature in the plasma sheet (𝑇𝑝𝑠) is dependent on 𝑉𝑠𝑤, thesouthward (𝐵𝑆 ) and northward (𝐵𝑁 ) components of the IMF.
2.2. Modeling the radiation belts with VERB-3D
The modified Fokker–Planck equation describes time-changes of thephase-averaged phase space density (PSD or 𝑓 ) in the magnetosphereof the Earth, in terms of the three adiabatic invariants (Schulz andLanzerotti, 1974; Walt, 1994). Using bounce and drift averaged diffu-sion coefficients (𝐷𝐿∗𝐿∗ , 𝐷𝑝𝑝, 𝐷𝑝𝛼0 , 𝐷𝛼0𝑝, 𝐷𝛼0𝛼0 ), this equation can betransformed into (𝐿∗, 𝑝, 𝛼0) coordinates and is known as the bounce- anddrift-averaged Fokker–Planck-equation (Shprits et al., 2008b; Subbotinet al., 2010):
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(5)
where 𝛼0 is the equatorial pitch angle, 𝑝 is the relativistic momentumand 𝐿∗ = (2𝜋𝑀)∕(𝛷𝑅𝐸 ), with 𝑀 the magnetic moment. 𝑇 (𝛼0) isan approximation of the bounce frequency in a dipole field and isestimated after Lenchek et al. (1961) as:
𝑇 (𝛼0) = 1.3802 − 0.3198
(
sin𝛼0 + sin1∕2𝛼0
) (6)
Non-adiabatic particle motion caused, for example, by rapid electro-magnetic fluctuations can violate the conservation of some adiabaticinvariants and lead to transport by diffusion. In Eq. (5) the radialdiffusion of particles in terms of PSD is described by the first term onthe right hand side, where 𝐷𝐿∗𝐿∗ is the radial diffusion coefficient. Incontrast to the other terms of the equation, the radial diffusion term iswritten in terms of 𝐿∗, 𝜇, 𝐽 , which is necessary as radial diffusion leadsto particle transport along constant 𝜇 and 𝐽 , but does not conserve
𝐿∗ (Schulz and Lanzerotti, 1974). Also, adiabatic motion of particlesdue to slow variations in the magnetic field configuration occurs underconservation of all three adiabatic invariants and can be accounted forby using these phase space coordinates.The second, third and fourth terms on the right hand side of Eq. (5)describe local processes. Momentum diffusion with diffusion coefficient
𝐷𝑝𝑝 is given by the second term. The pitch angle diffusion process isdescribed by the third term, where 𝐷𝛼0𝛼0 is the diffusion coefficient,and the fourth term estimates dynamics due to mixed diffusion, where
𝐷𝑝𝛼0 = 𝐷𝛼0𝑝 is the corresponding diffusion coefficient. The last term onthe right hand side of Eq. (5), (𝑓∕𝜏𝑙𝑐 ), accounts for the losses inside theloss cone. Here, 𝜏𝑙𝑐 is a characteristic lifetime assumed to be infinite forparticles with pitch angles outside the loss cone and otherwise, equalto quarter of a bounce period.
2.2.1. Diffusion coefficientsThe magnetic component of the radial diffusion coefficient (𝐷𝐿∗𝐿∗ )is calculated using Eq. (3) (Brautigam and Albert, 2000) for 𝐿∗ andused by the VERB-code for all 𝐾𝑝 values. Following Kim et al. (2011),the electric component of the radial diffusion coefficient is not takeninto account in the VERB-3D simulations. VERB-3D simulations ac-count for wave particle interactions with day and night side choruswaves, plasmaspheric hiss waves, lightning-generated whistler wavesand anthropogenic VLF waves. Table 1 presents an overview of thewave models used for the estimation of diffusion coefficients. For asimplified computation of the local scattering rates, a dipole geometry
was adopted. Day and night side chorus wave parametrizations aretaken from Li et al. (2007). Chorus waves dominate the diffusionoutside the plasmasphere. However, wave properties have differenteffects on particle dynamics and are distributed differently in the dayand night sectors. Day side chorus waves scatter electrons in the outerradiation belt into the loss cone causing rapid particle losses, whilenight side chorus is mostly responsible for the acceleration of particlesobserved during the recovery phase of geomagnetic storms (Li et al.,2007). The diffusion coefficients due to chorus waves were computedwith the Full Diffusion Code (FDC) (Ni et al., 2008; Shprits and Ni,2009) for resonance orders of up to five.Hiss waves, lightning-generated whistler waves and VLF waves ofanthropogenic origin produce particle losses inside the plasmasphere.For the parametrization of plasmasheric hiss, the diffusion coefficientsfrom Orlova et al. (2014) were used. This model is based on quadraticfits to the hiss amplitudes on day and night side, as a function of L-shell,
𝐾𝑝 and latitude. The fits were estimated using data from the CRRESwave experiment, considering the increase in obliquity of hiss wavesas these propagate along the field line (Agapitov et al., 2013; Thorneet al., 2013). Similar to previous studies, the frequency spectrum ofhiss waves is approximated by the Gaussian-function. Wave parame-ters for lightning-generated waves are calculated following Meredithet al. (2007), while parameters for anthropogenic VLF waves are basedon Abel and Thorne (1998), and Starks et al. (2008). Diffusion ratesestimated for chorus, hiss and lightning-generated whistler waves wereaveraged over magnetic local time (MLT) and scaled throughout thesimulation using the 𝐾𝑝-index and the variation of wave power, inorder to represent changes in wave activity during storm-time (Car-penter and Anderson, 1992; Sheeley et al., 2001; Shprits et al., 2007b).The plasmapause position is calculated after Carpenter and Anderson(1992) (Eq. (4)).
2.2.2. Boundary and initial conditionsThe VERB-code computes the numerical solution of Eq. (5) using afully implicit finite differences method on a high resolution grid of (46×
101 × 91) points for radial distance, energy and equatorial pitch angle,respectively (Drozdov et al., 2015). In order to obtain better resolutionin high-PSD regions, as observed at low energies and at the edge of theloss cone, logarithmic distribution is used for energy and equatorialpitch angle grid points (Subbotin et al., 2011b). The contribution ofradial, local and mixed diffusion processes to the total PSD variation arecalculated as a single implicit operator, which provides high stabilityto the code (Subbotin et al., 2010).The bounce-averaged Fokker–Planck equation (Eq. (5)) is solvedfor a range of 𝐿∗ from 1 to 6.6 and for equatorial pitch angles from
0.7◦ to 89.3◦. Selecting 𝐿∗ = 6.6 Re as the outer boundary of theradial diffusion operator is reasonable, since this is commonly a closeddrift shell and physics of radial diffusion apply for particles insidegeosynchronous orbit (Subbotin et al., 2011b). In order to estimate thelower energy boundary, we have to take into account that electronsmoving earthward conserve the first and second adiabatic invariants(𝜇 and J, respectively), and undergo energization due to the increasingmagnetic field strength (Schulz and Lanzerotti, 1974). Also, the lowenergy boundary should not be chosen below 10 keV, as the dynamicsof particles at lower energies are rather less influenced by diffusionprocesses (Liu et al., 2003; Horne et al., 2005). Choosing 𝜇 = 9.3634MeV/G as the low energy boundary allows us to resolve energiesaround 10 keV at the outer radial boundary (𝐿∗ = 6.6), energiesof ∼80 keV around 𝐿∗ = 4 and about 1.3 MeV at 𝐿∗ = 1. Thecomputational grid of VERB-3D is irregular in the energy range (seeFigure 5 in (Subbotin et al., 2011a), i.e. energy values increase withdecreasing 𝐿∗ (Subbotin and Shprits, 2009).For each operator (radial distance, energy and pitch angle), twoboundary conditions, one upper and one lower PSD value, are neededin order to perform a VERB simulation. Table 2 presents a summary ofthe boundary conditions used in this study. A zero PSD-derivative at
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Table 1Wave parameters used for the computation of diffusion coefficients.Wave type 𝐵𝑤(pT) 𝜆𝑚𝑎𝑥 Density model Percent MLT Wave spectral properties Distribution inwave normal
Chorus day 100.75+0.04𝜆(2 × 100.73+0.91𝐾𝑝)0.5∕57.6for 𝐾𝑝 ≤ 2+;
100.75+0.04𝜆(2 × 102.5+0.18𝐾𝑝)0.5∕57.6for 2+ < 𝐾𝑝 ≤ 6
35◦ Sheeley et al.(2001) 25% 𝜔𝑚∕𝛺𝑒 = 0.2, 𝛿𝜔∕𝛺𝑒 = 0.1,𝜔𝑢𝑐∕𝛺𝑒 = 0.3, 𝜔𝑙𝑐∕𝛺𝑒 = 0.1. 𝜃𝑚 = 0
◦, 𝛿𝜃 = 30◦,
𝜃𝑢𝑐 = 45◦, 𝜃𝑙𝑐 = 0◦
Chorus night 50(2 × 100.73+0.91𝐾𝑝)0.5∕57.6for 𝐾𝑝 ≤ 2+;
50(2 × 102.5+0.18𝐾𝑝)0.5∕57.6for 2+ < 𝐾𝑝 ≤ 6
15◦ Sheeley et al.(2001) 25% 𝜔𝑚∕𝛺𝑒 = 0.35, 𝛿𝜔∕𝛺𝑒 = 0.15,𝜔𝑢𝑐∕𝛺𝑒 = 0.65, 𝜔𝑙𝑐∕𝛺𝑒 = 0.65. 𝜃𝑚 = 0
◦, 𝛿𝜃 = 30◦,
𝜃𝑢𝑐 = 45◦, 𝜃𝑙𝑐 = 0◦
Plasmaspheric Hiss See Orlova et al. (2014) 45◦ Denton et al.(2006) 62.5% 𝑓𝑚 = 550 Hz, 𝛿𝑓 = 300 Hz,𝑓𝑢𝑐 = 2000 Hz, 𝑓𝑙𝑐 = 100 Hz 𝜃𝑚 = 0
◦, 𝛿𝜃 = 30◦,
𝜃𝑢𝑐 = 45◦, 𝜃𝑙𝑐 = 0◦
Lightning generatedwhistlers 3 45◦ Carpenter andAnderson (1992) 100% 𝑓𝑚 = 2000 Hz, 𝛿𝑓 = 4500 Hz,𝑓𝑢𝑐 = 6500 Hz, 𝑓𝑙𝑐 = 2500 Hz 𝜃𝑚 = 45◦, 𝛿𝜃 = 22.5◦,𝜃𝑢𝑐 = 22.5◦, 𝜃𝑙𝑐 = 67.5◦
Anthropogenic 1 0.8 45◦ Carpenter andAnderson (1992) 4 × 2.4% 𝑓𝑚 = 17100 Hz, 𝛿𝑓 = 50 Hz,𝑓𝑢𝑐 = 17000 Hz, 𝑓𝑙𝑐 = 17200 Hz 𝜃𝑚 = 45◦, 𝛿𝜃 = 22.5◦,𝜃𝑢𝑐 = 22.5◦, 𝜃𝑙𝑐 = 67.5◦
Anthropogenic 2 0.8 45◦ Carpenter andAnderson (1992) 4 × 2.4% 𝑓𝑚 = 22300 Hz, 𝛿𝑓 = 50 Hz,𝑓𝑢𝑐 = 22400 Hz, 𝑓𝑙𝑐 = 22200 Hz 𝜃𝑚 = 45◦, 𝛿𝜃 = 22.5◦,𝜃𝑢𝑐 = 22.5◦, 𝜃𝑙𝑐 = 67.5◦
Table 2Boundary conditions used for the IMPTAM-VERB coupled simulations. The bluehighlight shows the time dependent boundary conditions taken from the IMPTAMcomputations.
the upper 𝛼-boundary (𝛼0 = 89.3◦) describes a flat pitch angle distri-bution (Shprits et al., 2007a). Setting the PSD-derivative equal to zeroat the lower pitch angle boundary (𝛼0 = 0.7◦), we account for strongdiffusion regimes (Shprits et al., 2009a) and reduce possible negativevalues generated by fluxes crossing the boundary (Albert, 2013). At theinner boundary (𝐿∗ = 1), PSD is equal to zero. At the upper energyboundary, a zero PSD boundary condition is applied, representing theabsence of high-energy particles (>10 MeV) electrons (Subbotin andShprits, 2009; Subbotin et al., 2011b). Initial PSD values are calculatedas the steady state solution of the radial diffusion equation Eq. (2) byestimating the diffusion coefficient 𝐷𝐿∗𝐿∗ for quite times (Kp = 2) andsetting the electron lifetime 𝜏 equal to three days (Shprits et al., 2005).In this study, time dependent variations of the lower energy and upper
𝐿∗ boundaries are modeled using IMPTAM.
3. March 17th, 2013 storm
For the initial IMPTAM-VERB coupled simulations, we have chosento study the March 17th, 2013 geomagnetic storm, which has receivedmuch attention in the scientific community, as it has been one ofthe strongest geomagnetic events during the lifetime of the Van AllenProbe mission. Many event specific studies have been published. Yuet al. (2014) used a two-way coupled model between RAM (Jordanovaet al., 2012) and a global MHD model (BATS-R-US-code) (Zaharia et al.,2010) to simulate substorm injections observed by the instruments onboard Van Allen Probes during this event. Their study focuses on lowenergetic particles and orbital observations over 24 h. Their results
suggest that impulsive source plasma sheet injections and a large con-vection electric field are necessary to develop the observed strong ringcurrent. Boyd et al. (2014) quantified the storm specific dependence ofPSD gradients on the adiabatic invariant 𝜇 based on Magnetic ElectronIon Spectrometer (MagEIS) data. They observed that the injection ofseed electrons (a few 100s of keV) from the plasma sheet is followedby local acceleration of up several MeV energies. Li et al. (2014)studied electron acceleration due to particle interactions with choruswaves during this geomagnetic event and built a global distributionmodel of chorus wave intensity using measurements of multiple PolarOrbiting Environment Satellites (POES). Electron dynamics simulatedwith this wave model suggests that local acceleration by chorus wavesplays a key role in accelerating injected seed electrons (≈100 keV)to multi-MeV energies. Ripoll et al. (2017) calculated time dependentdiffusion coefficients and loss rates from hiss wave properties andambient plasma data measured by the Electric and Magnetic FieldInstrument Suite and Integrated Science (EMFISIS) during March 2013.Their 1-D simulations show that hiss wave activity combined withradial transport forms an S-shape in the energy structure (L-E-plane)of the outer radiation belt. Low energy electrons (<300 keV) are lesssubject to hiss scattering below 𝐿 = 4 Re. While, 0.3–1.5 MeV electronsare continuously depopulated between 𝐿 = 2.5 − 5 Re.Shprits et al. (2015) used the VERB-4D code to study electronbehavior at transitional energies (𝜇 ≈ 100 MeV/G) during the March17th, 2013 storm using a constant outer boundary of 0.01–10 MeVat 𝐿 = 6.6, based on Polar and CRRES satellite data. Their resultsshow that convection alone cannot transport 100 MeV/G electrons to
𝐿 < 5 Re regardless of geomagnetic activity levels, while convectionand radial diffusion allow transport down to 𝐿 = 4. Addition of localprocesses and losses due to chorus waves produces a radial increasein recovery phase fluxes. Shprits et al. (2015) present 3D simulationsof this storm ignoring magnetopause losses. Since, the low energy andouter radial (𝑅 = 6.6 Re) boundaries of that study were inferred fromGOES data, no electron tracing from the plasma sheet is involved in theestimation of the low energy population. Also, no sensitivity tests to thelow energy boundary were presented, so that the role of the low energyelectrons in the entire system cannot be examined. Furthermore, theirsimulation is strongly driven by the outer boundary, because 𝐿 = 6.6 isvery close to the heart of the outer belt.In the present study, IMPTAM models the dynamics of plasma sheetelectrons from the tail (outer radial boundary at 𝑅 = 9 Re) to inner L-shell regions, free of satellite data. Using VERB-3D, we can account forlosses to the magnetopause and study the coupling of different particlepopulations in the radiation belts, assuming a low energy populationof 10−100 keV, which is lower than in previous studies. For this study,
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Fig. 1. Magnetic field and solar wind parameters, as well as geomagnetic indexesfor the March 17th, 2013 storm. From top to bottom: vertical component of the IMF(𝐵𝑧), solar wind velocity (𝑉𝑝), dynamic pressure (𝑃𝑑𝑦𝑛), number density (N), Dst andKp indexes.Source: Data from Omniweb.
we use statistical wave models in order to provide a more generalvalidation of our coupled model that will help us extend it to a now-/forecasting tool. However, these wave models can produce results thatmight differ from previous studies on this particular storm.Fig. 1 shows the vertical component of the magnetic field (𝐵𝑧)(panel 1) and solar wind parameters (panels 2,3,4), together with theDst and the Kp indexes (panels 5,6) for the time period March 15 − 20,2013. A total of three geomagnetic events took place during this 6-day period. One during the first half of March 15th, the second at thebeginning of March 16th and the third event (the studied event) startingearly on the 17th of March. While the first two events had a durationof only a few hours, the main event lasted almost one entire day.The event on March 15th has a rather minor magnitude as inferredfrom the north-south component of the IMF, which shows a moderatedecrease becoming more southward by about (−5 nT). Increases inplasma velocity (to ∼450 km/s), dynamic pressure of the IMF (∼5.5 nPa)and proton density (∼14 cm−3) were measured. While the Kp-indexclearly increases up to 𝐾𝑝 ≈ 3+, Dst shows only minor variation duringthis event. The second event (on March 16th) can be better identifiedfrom the intensification of the Kp index to about 4−. Also, the Dst indexdiminishes to −25 nT. The variations of the remaining parameters arerather small. Although, of minor intensity, these storms might haveproduced electrons of keV energies that could increase fluxes at theheart of the outer belt.Prior to the main geomagnetic storm, only quite time variationsare observed in the solar wind parameters, IMF parameters and ge-omagnetic indexes. Parameters enhanced due to the first two minorstorms, decreased and stabilized. On the day of the main storm (March17th), a strong southward 𝐵𝑧-component of the IMF (∼ −14.4 nT) wasmeasured. Sudden enhancements of the plasma velocity (up to about720 km/s), plasma pressure (∼12.5 nPa) and proton density (∼14 cm−3)are observed. The north-south component of the IMF increases andoscillates for some hours, before decreasing in the afternoon to values
below −11.5 nT. The Dst index shows two peaks of minima, Kp showstwo peaks of maxima during this storm, similar to the 𝐵𝑧-component.Right at the beginning of the storm Dst drops to −89 nT and stays lowfor a couple of hours, before its values drop below −132 nT later thatday. Simultaneously, the Kp-index reaches two maxima with values of
𝐾𝑝 ≈ 7−.
3.1. Satellite data
In the current work, we use electron flux data for the studied periodobtained from instruments on board both Van Allen Probes (Mauket al., 2012) and the Geostationary Operational Environmental Satel-lites (GOES 13, 15) (Data Book GOES, 2005), covering the entire radialextent of the outer radiation belt. The two Van Allen Probes spacecrafts(initially named Radiation Belt Storm Probes (RBSP), RBSP A and B)have nearly identical orbits with perigee of ∼ 600 km altitude, apogeeof 5.8 Re geocentric, and inclination of 10◦, allowing their access to themost critical regions of the radiation belts, i.e. a radial range of 𝐿 = 2to 𝐿 ≈ 5.8 Re (Mauk et al., 2012). Each spacecraft hosts four identicalMagnetic Electron Ion Spectrometers (MagEIS) (Blake et al., 2013): onelow-energy unit (20 − 240 keV), two medium-energy units (80 − 1200keV), and a high-energy unit (800 − 4800 keV). GOES 13 and 15 areAmerican meteorologic satellites operated by the U.S. National Oceanicand Atmospheric Administration (NOAA) at nearly geosynchronousorbit. On board GOES 13 and 15, nine solid-state-detector telescopes(Magnetospheric Electron Detectors (MAGED)) provide pitch-angle re-solved in-situ electron flux measurements over a radial range of 𝐿 = 5−
6.6 Re and in five energy bands: 30−50 keV, 50−100 keV, 100−200 keV,
200−350 keV and 350−600 keV. Five telescopes are oriented in the east–west (equatorial) plane and the other four telescopes in the north-south(meridional) plane (Hanser, 2011; Rodriguez, 2014a). Additionally,two Energetic Proton, Electron, and Alpha Detectors (EPEAD) on eachsatellite measure MeV electron and solar proton fluxes in two differ-ent energy ranges: >0.8 MeV and >2 MeV. One detector is orientedeastward and the other westward (Rodriguez, 2014b).MAGED and EPEAD observations at a 5 min cadence are averagedover 30 min. EPEAD integral fluxes are obtained by averaging themeasurements of the East and West telescopes, so that the resultingpitch-angles are also averages between both directions of the twotelescopes (Rodriguez, 2014b). Integral fluxes as a function of energyare then fitted to a power law which is used to interpolate betweenvalues up to 1 MeV. For the conversion to differential flux, we usethe 90◦ pitch-angle differential flux data from MAGED and fit the twointegral channels of EPEAD (0.8 and 2 MeV) to an exponential function
𝑓 = 𝐴 ∗ 𝑒𝑥𝑝(𝐵 ∗ 𝐸), where f is the differential flux, E is the energyand A,B are time dependent coefficients calculated by solving the fluxintegral for averaged MAGED data. The pitch angle distribution below500 keV is directly measured by MAGED. MagEIS pitch angle-resolvedflux measurements from RBSP A and B are averaged over 30 min,and the energies are obtained from channel 5 (∼100 keV) of the low-energy unit together with channels 4 (∼400 keV) and 7 (∼900 keV) ofthe medium-energy unit. 𝐿∗ values were calculated using the magneticfield model (TS04) (Tsyganenko and Sitnov, 2005).
4. IMPTAM model results
4.1. Results of IMPTAM simulation
Fig. 2 presents the electron fluxes at geostationary orbit observedby the CEASE II ESA instrument onboard the AMC 12 satellite (thickblack lines) and the electron fluxes modeled with IMPTAM for differentenergy ranges during the storm on March 15 − 20, 2013. The data areprovided in the format of time-averaged differential fluxes (1∕(cm2 s sreV)). The output of IMPTAM is the integral flux (1∕(cm2 s)) producedby all electrons coming from all directions with energies in the givenenergy ranges. In order to compare the observed and modeled fluxes
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Fig. 2. Electron fluxes at geostationary orbit measured by the CEASE II ESA instrument onboard the AMC 12 satellite (thick black curves) and modeled with IMPTAM for: firstpanel 39.7 − 50.7 keV (black curve), second panel 31.1 − 39.7 keV (blue curve), third panel 24.3 − 31.1 keV (green curve), forth panel 19.1 − 24.3 keV (red curve), and fifth panel
15.0 − 19.1 keV (pink curve). The satellite’s midnight (0230 UT) and noon (1430 UT) are marked with blue and yellow vertical lines, respectively. The end of each day is markedby black vertical lines.
accurately, we introduced the width of the energy channel and the solidangle 4𝜋 as follows: (modeled flux)∕(4𝜋𝛥𝐸).For IMPTAM validation, we primarily use electron fluxes with en-ergies from 15 to 50 keV and compare them to measurements of theinstrument on board the geostationary satellite AMC12. This data setis used in order to conduct an independent validation of the IMPTAMperformance, since the coupled IMPTAM-VERB model will be validatedinside geostationary orbit using the data from Van Allen Probes andGOES.AMC 12 geostationary satellite is at 322.5 degrees East and isequipped with the CEASE II (Compact Environmental Anomaly Sen-sor) instrument (Dichter et al., 1998), which contains an electrostaticanalyzer (ESA). The CEASE II is a suite of various sensors intendedto measure the in-situ space environment at the host spacecraft. Theinstrument contains a Lightly Shielded Dosimeter, a Heavily ShieldedDosimeter, a Particle Telescope (measuring high-energy electrons andprotons), and an electrostatic analyzer for measuring low-energy elec-tron fluxes (range 5 − 50 keV) in 10 channels.As seen in Fig. 2, the modeled fluxes follow the general trendsof the observations. During the main phase of the storm on March17th, many variations are reproduced, but the modeled fluxes on thedayside are higher (the difference can reach an order of magnitude)than the observed ones. During the recovery phase of the storm onMarch 18th and 19th, the modeled fluxes drop much faster than theobserved fluxes, when the satellite moves to the dusk sector via noon.This discrepancy may be due to inaccuracies in the parameterizationsused for the electron losses.Moreover, non-smooth transitions between different MLT-sectorsand the simple combination of the electron lifetimes due to chorus andhiss waves can lead to deviations of the model predictions from thesatellite data. Although the detailed dynamics of observed fluxes werenot fully reproduced, this representation of electron lifetimes for keVelectrons is currently the best available model. The keV electron fluxes
vary significantly on the time scales of tens of minutes. Therefore,electron lifetimes parametrized by 3-hour Kp index do not reflect thefull picture of shorter time variations.Fig. 3 presents an example of the output of IMPTAM. It showsomnidirectional electron fluxes at 10 keV energy for March 17th, 2013,when the main phase of the storm occurred. Intense fluxes are observedat 08 UT, when Dst started dropping. Between 09 − 12 UT and 15 − 20UT, the flux maps also exhibit clear increases at dawn. These intervalscorrespond to the times, when the two dips in Dst are observed.Afterwards, the electron fluxes start to decrease as the recovery phaseprogresses. This evolution is rather typical for the storm time variationsof the keV electron fluxes.
4.2. Preparation of boundary conditions
4.2.1. The low energy boundaryIMPTAM modeled fluxes were provided in a (L, MLT, 𝛼, E) grid of(31 × 39 × 23 × 21) points for each hour of the entire simulation period(15 − 20, March, 2013). The radial distance (𝐿) has a range of 3 to9 Re, the MLT (magnetic local time) range is 0◦ to 360◦, equatorialpitch angles from 10◦ to 90◦ were computed and energies of 10 to 100keV were modeled in a logarithmic scale. IMPTAM computed electronfluxes were averaged over all MLT sectors and fluxes at 90◦ pitch anglewere extracted. For these particles the second adiabatic invariant (𝐽 ) iszero, which will greatly simplify our calculations. Also in order to savecomputational time, a dipole approximation is used, i.e. we assume
𝐿∗ = 𝐿. For future work, this should be corrected using 𝐿∗ tracingin a realistic magnetic field model as it might lead to discrepancies inthe injection fluxes during storm time.Further adaptation of the IMPTAM output to the VERB grid wasdone by extending modeled electron fluxes to radial distances below
𝐿∗ = 3 at all energies, and by extending the energy range up to1 MeV. As reported by Ripoll et al. (2017), flux magnitudes for energies
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Fig. 3. Example of the IMPTAM output for the 17th of March, 2013. Displayed are omnidirectional electron fluxes at 10 keV energy for each hour of the day. Hour times aregiven in universal time (UT).
𝐸 > 100 keV and 𝐿∗ < 3 are rather low and decay very fast withincreasing energy and decreasing 𝐿∗. Therefore, to extend IMPTAMfluxes, we have modeled a fast exponential decrease in 𝐿∗ and energy.The flux decrease in 𝐿∗ for 𝐿∗ < 3 is given by:
Flux(𝐿∗ < 3, 𝐸) = FluxIMPTAM(𝐿∗ = 3, 𝐸, 90◦) ∗ 𝑒𝑥𝑝
( −(3−𝐿
∗ )
𝛥𝐿
) (7)
the flux decrease in energy for 𝐸 > 100 keV is given by:
Flux(𝐿∗ >= 3, 𝐸) = FluxIMPTAM(𝐿∗, 𝐸 = 100 keV, 90◦)
∗ 𝐴 ∗ 𝑒𝑥𝑝(
log10(𝐸)−log10(100 keV)
𝛥𝐸 )
(8)
where 𝛥𝐿 = 0.05, 𝛥𝐸 = 0.19 and 𝐴 = 0.22 are the input coefficients. Themain goal is to extract IMPTAM fluxes at 𝜇𝑚𝑖𝑛, which are the valuesrelevant for the low energy boundary, and not to model the entire(L,E) plane. This approach might cut the radial extent of the outer beltbelow 𝐿∗ = 3, which for energies below ∼ 300 keV is not very precise.However, for energetic electrons at ≥400 keV, this condition is valid.Finally, the processed IMPTAM output was interpolated to match theresolution of the VERB grid.Fig. 4 presents an example of processed IMPTAM fluxes at 100keV energy and 90◦ equatorial pitch angle (panel b), compared tosatellite observations of GOES and Van Allen Probes (panel a) and thelogarithmic difference (panel c) between panels a and b, calculated as
log10(processed − IMPTAM) − log10(sat.data). Since, the fluxes displayedin this figure were treated for the coupling with VERB-3D, they do notrepresent a validation of IMPTAM.The satellite observations (panel a) show that the lower 𝐿∗ edgeof the outer belt is located between 𝐿∗ = 4 − 4.5 and electron fluxesare rather low throughout March 15th and part of 16th. On the secondhalf of March 16th, electron fluxes are moderately enhanced and theinner 𝐿∗ boundary of the outer belt moves below 𝐿∗ = 4. The fluxesobserved during the main storm undergo an abrupt increase of abouttwo orders of magnitude and the lower 𝐿∗ boundary moves below
𝐿∗ = 2.5. From the 17th to 19th, fluxes at all 𝐿∗ remain high witha peak around 𝐿∗ = 3. On March 20th, initial flux decay becomesvisible above 𝐿∗ = 3.5. Processed IMPTAM fluxes (panel b) are in
agreement with the observations prior to the storm onset and above
𝐿∗ = 5 during the recovery phase. Pre-storm fluxes around 𝐿∗ = 3 − 5are overestimated by ∼2 orders of magnitude. This is probably due tothe used parametrizations of hiss-losses, which as reported by Ripollet al. (2017) do not account for sufficient electron scattering duringMarch 2013. In general, lifetimes are only a first order approximationand can yield important discrepancies from the realistic models. Also,storm-time injections and recovery phase fluxes around 𝐿∗ = 3.5 showoverestimation of about 1.5 − 2 orders of magnitude. This might bepartly due to used model of the source distribution in the plasmasheet, which is based on empirical relations with solar wind param-eters (Dubyagin et al., 2016). Nevertheless, processed IMPTAM fluxesresemble the general electron dynamics observed in the satellite data.The low energy boundary of the VERB code is located at 𝜇𝑚𝑖𝑛 =
9.3634 MeV/G (see Section 2.2.2). We calculated 𝜇 for each point ofthe processed IMPTAM output at 90◦ pitch angle. Flux points matchingthe minimum 𝜇 condition (𝜇𝐼𝑀𝑃𝑇𝐴𝑀 = 𝜇𝑚𝑖𝑛) are extracted togetherwith their corresponding 𝐿∗ coordinate. Finally, in order to simplify thepitch-angle distribution for this initial study, we assumed a sinusoidaldependence of the pitch angles (sin𝑛(𝛼0), for 𝑛 = 1):
𝐹 𝑙𝑢𝑥𝐵𝐶 (𝐿∗, 𝛼0) = 𝐹 𝑙𝑢𝑥IMPTAM(𝐿∗, 𝛼 = 90◦) ⋅ sin(𝛼0), (9)
where 𝛼0 is a pitch angle point in the VERB-grid. For the energies ofthe low energy boundary and particularly for 𝐿 >∼ 4.5, this pitch-angledistribution might be too approximate (Shi et al., 2016). However, sincepitch angle scattering occurs at very fast time scales and away from theboundary, the pitch-angle distribution at other grid points is defined bythe shape of the 𝐷𝛼𝛼 diffusion coefficient. Processed IMPTAM fluxes atthe low energy boundary condition (𝐹 𝑙𝑢𝑥𝐵𝐶 ) are then converted to PSDvalues (𝑃𝑆𝐷𝐵𝐶 ), as follows:
𝑃𝑆𝐷𝐵𝐶 = 𝐹 𝑙𝑢𝑥𝐵𝐶 (𝐿∗, 𝛼0)∕(𝑝𝑐)2, (10)
where 𝑃𝑆𝐷𝐵𝐶 is the phase space density at the low energy boundaryand only depends on 𝐿∗ and 𝛼0. These hourly PSD values are the inputfor the VERB-3D code.
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Fig. 4. Electron fluxes for 100 keV electrons at equatorial pitch angle 𝛼0 = 90◦ asfunction of 𝐿∗ and time. (a) Satellite observations from MagEIS and MagED, (b) Electronfluxes computed with IMPTAM processed to match the computational grid of the VERBcode, (c) logarithmic difference between IMPTAM simulated electron fluxes and satelliteobservations (log10(processed-IMPTAM)− log10(sat.data)).
4.2.2. The upper 𝐿∗ boundary for the VERB-3D codeThe boundary condition at 𝐿∗ = 6.6 provides the source of the lowenergy electrons (Subbotin et al., 2011a) in the VERB simulations. Forthe calculation of the upper 𝐿∗ boundary condition, we followed theapproach of Brautigam and Albert (2000), who proposed scaling theelectron flux distribution at the outer 𝐿∗ boundary with a boundaryflux (𝐵𝑓 ) to reproduce a realistic variation of the low energy electronfluxes.The processing of the outer 𝐿∗ boundary is different from theprocessing of the low energy boundary. In this case, hourly MLT-averaged electron fluxes computed by IMPTAM at: 𝐿∗ = 6.6, 𝐸 = 100keV, 𝛼0 = 90◦ were extracted. Flux fluctuations at 100 keV were chosen,because this is the highest energy provided by IMPTAM. Using the longterm electron flux spectrum (𝐹 𝑙𝑢𝑥𝑎𝑣𝑒) measured by LANL satellites at
𝐿∗ = 7, we can reconstruct the energy spectrum (up to 1 MeV) byscaling IMPTAM fluxes (Shprits et al., 2009b). For this, we calculatethe coefficients of an exponential increase between the energy spectrumand the output of IMPTAM at three point energies (100 keV, 1 MeVand 3 MeV). Once these energies match the spectrum, electron fluxesbetween these reference energies are interpolated. With the estimatedfluxes at 1 MeV, we calculate the scaling factor 𝐵𝑓 , as follows:
𝐵𝑓 (𝑡) = 𝐹 𝑙𝑢𝑥IMPTAM(𝑡)∕𝐹 𝑙𝑢𝑥𝑎𝑣𝑒.
𝐵𝑓 modulates the boundary fluxes of the VERB-3D simulations, asthe initial PSD values calculated by the VERB code at 𝐿∗ = 6.6 aremultiplied by (𝐵𝑓 (𝑡)) at each time step (𝑡). The VERB-code then usesa statistical PSD-spectrum to scale PSD at 𝐿∗ = 6.6 to other energiesof the VERB-grid, thereby accounting for the seed population of a few100s of keV. Those populations are transported radially according tothe dynamics of the storm estimated by the Fokker–Planck equation
Fig. 5. Evolution of phase space density as function of time for the two boundaryconditions used for a non-coupled VERB simulation. Upper panel: low energy boundary(𝜇 = 9.3634 MeV/G) calculated as the steady state solution of the radial diffusionequation. Lower panel: outer radial boundary (𝐿∗ = 6.6 at equatorial pitch angle
𝛼0 = 85◦) estimated from satellite data after Drozdov et al. (2015). White dashed linemarks 1 MeV energy.
(Eq. (5)). At this point, it is important to note that using 100 keVflux fluctuations might not fully represent the behavior of energeticboundary fluxes and that the scaling of PSD at the outer boundary witha statistical spectrum can lead to nonphysical increases of boundaryfluxes. Also, the dropout of energetic electron fluxes (energy > 400 keV)occurring right after the injections (most obvious at 900 keV) is notobserved at lower energies. Therefore, in our simulations, no dropoutswill affect energetic fluxes prior to the main event.
5. Simulation results
Four different simulations are presented in this section:
I. A non-coupled VERB simulation using a constant low energyboundary condition and the outer 𝐿∗ boundary estimated fromGOES data (Section 5.1).II. A partially coupled IMPTAM-VERB simulation using the timedependent low energy boundary computed by IMPTAM and theouter 𝐿∗ boundary estimated from GOES data (Section 5.2).III. A fully coupled IMPTAM-VERB simulation using both time de-pendent low energy and outer 𝐿∗ boundaries from IMPTAMwithout magnetopause losses (Section 5.3.1).IV. A fully coupled IMPTAM-VERB simulation using the same bound-ary conditions as simulation III and accounting for losses to themagnetopause (Section 5.3.2).
The purpose of simulation I is to have a base for qualitative and quan-titative comparison with the partially and fully coupled simulations.With simulation II, we test the sensitivity to the lower energy boundary.Simulation III shows the sensitivity of the fully coupled IMPTAM-VERBmodel to the upper 𝐿∗ boundary and simulation IV the effect of thelosses to the magnetopause for this particular storm.
5.1. Non-coupled VERB simulation
A non-coupled VERB simulation was performed using the parame-ters described in Section 2.2. The low energy and outer 𝐿∗ boundaryconditions are presented in Fig. 5 for particles at 85◦ pitch angle. Here,the low energy boundary condition (upper panel) was set constant intime and equal to the initial PSD value. At the upper radial boundary(lower panel), the initial PSD at 𝐿∗ = 6.6 is multiplied by a timedependent scaling factor that accounts for GOES observations and thelong-term PSD spectrum measured at 𝐿∗ = 7.
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Fig. 6. Electron fluxes as a function of 𝐿∗ and time for electrons at equatorial pitch angle 𝛼0 = 85◦ and fixed energies: (I) 0.40 MeV and (II) 0.90 MeV, respectively. The panelsin each column show: (a) Van Allen probes and GOES data, (b) non-coupled VERB-3D simulation, (c) logarithmic difference between electron fluxes resulting from the non-coupledVERB-3D simulation and the satellite observations (log10(non-coupled)− log10(sat.data)). Note: color bars are different for each column.
On the first half of March 15th and 16th (Fig. 5, lower panel), thetwo minor storms produce small dropouts. Between these two smallstorms, electron PSD does not return to its initial levels. Prior to themain geomagnetic storm (March 17th), PSD at the boundary showsonly minor variations. During the main phase of the storm, two intenseparticle injections and subsequent dropouts are observed at all energies.After the main phase, electron PSD shows a rather quite behavior.Fig. 6 (panel a) shows satellite data from Van Allen probes andGOES, together with the resulting electron fluxes from the non-coupledVERB simulation (panel b) at different energies and the logarithmicdifference (panel c) between panels a and b, calculated as log10(non-coupled)− log10(sat.data). At 400 keV, the simulations show overestima-tion of 0.5 to 2.5 orders of magnitude around 𝐿∗ = 3 − 6 before thestorm. Above 𝐿∗ = 6 and below 𝐿∗ = 3, underestimation of about 1 and2.5 orders of magnitude is observed, respectively. Although, storm-timeinjection fluxes are higher by about 2 orders of magnitude between
𝐿∗ = 3−5, fluxes are in agreement with the satellite data at higher 𝐿∗.During recovery phase, modeled electron fluxes match the data with0.5 orders of magnitude accuracy. For 900 keV particles, the simulationresults prior to the storm closely reproduce the satellite observationsaround 𝐿∗ = 3 − 5. Overestimation of about one order of magnitudebetween 𝐿∗ ≈ 5 − 6 is observed, as well as underestimated fluxes at
𝐿∗ < 3 and 𝐿∗ > 6. Injection fluxes show values up to two orders ofmagnitude higher than the satellite data around 𝐿∗ = 3 − 5. However,recovery phase fluxes are close to the observations at 𝐿∗ = 3 − 4 and
𝐿∗ > 5, showing overestimation of the radial extent of the belt at
𝐿∗ = 4 − 5 (less than 1 order of magnitude) and at 𝐿∗ < 3 (up to twoorders of magnitude). Nevertheless, the non-coupled VERB simulationis able to reproduce the main features of the studied geomagnetic event,s.a. inward motion of fluxes during the main phase and flux buildup inthe recovery phase.
Fig. 7. Evolution of phase space density as a function of time for the two boundaryconditions used for the partially coupled IMPTAM-VERB simulation. Upper panel: lowenergy boundary (𝜇 = 9.3634 MeV/G) provided from IMPTAM simulations. Lower panel:outer radial boundary (𝐿∗ = 6.6 at equatorial pitch angle 𝛼0 = 85◦) estimated fromsatellite data after Drozdov et al. (2015). White dashed line marks 1 MeV energy.
5.2. Partially coupled simulation, low energy boundary from IMPTAM
Observations show that low energy fluxes can have a strong timevariability (Jordanova and Miyoshi, 2005; Li et al., 2010). The inputof fluxes simulated by IMPTAM at the low energy boundary of VERBsimulations allows us to account for such variations and to study theireffect on the outer radiation belt. In this partially coupled simulation,the low energy boundary was estimated by IMPTAM and the outer 𝐿∗boundary computed from GOES observations (same as Fig. 5, lower
Journal of Atmospheric and Solar-Terrestrial Physics 191 (2019) 105050
11
A.M. Castillo et al.
Fig. 8. Electron fluxes as a function of 𝐿∗ and time for equatorial pitch angle 𝛼0 = 85◦ at fixed energies: (I) 0.40 MeV and (II) 0.90 MeV, respectively. The panels in eachcolumn show: (a) Van Allen probes and GOES data, (b) partially coupled IMPTAM-VERB simulation using the low energy boundary provided by IMPTAM and the upper
𝐿∗ boundary from GOES data, (c) logarithmic difference between electron fluxes resulting from the partially coupled IMPTAM-VERB simulation and the satellite observations(log10(part.coupled) − log10(sat.data)). Note: color bars are different for each column.
panel). Evolution of PSD for both boundary conditions is presented inFig. 7. The upper panel shows the low energy boundary extracted fromIMPTAM simulations at 𝜇 ≈ 9.4 MeV/G, and the lower panel shows theupper 𝐿∗ boundary (𝐿∗ = 6, 6).IMPTAM simulations start with an empty magnetosphere that iscontinuously filled up and stabilized during the initial hours of thesimulation. For this reason, the PSD observed at the beginning of thesimulation has very low values. After a moderate enhancement duringthe first half of March 15th, PSD values start increasing gradually andreaching lower L-shells, 𝐿∗ ≈ 4. On March 15th and 16th, minorinjections are also observed. These two events are well correlatedwith the depletions observed in the upper 𝐿∗ boundary from satellitedata and generate minor peaks in PSD around 𝐿∗ ≈ 4, indicatingparticle transport to inner regions that will further affect the VERBsimulations. During the main storm, a series of particle injections fromhigher to lower L-shells is simulated by IMPTAM over several hours.Two moderate injections are observed before 12:00 UT and a moreintense particle injection is modeled around 18:00 − 20:00 UT, whichis consistent with the findings of Yu et al. (2014). During these timeintervals, radial transport is enhanced and the PSD increases by morethan two orders of magnitude around 𝐿∗ = 3. During the recovery phasePSD values close to geosynchronous orbit return to quite time levels,but the peak at 𝐿∗ = 3 remains throughout the rest of the simulationdecaying slowly.Fig. 8 displays satellite data (panel a) for different energies (dif-ferent columns), the corresponding results of the partially coupledsimulation (panel b) and the logarithmic difference (panel c) betweenpanels a and b, calculated as log10(part.coupled) − log10(sat.data). Sim-ulations of 400 keV particles resemble the general flux evolution ofthe observations, but show overestimation of one to two orders ofmagnitude between 𝐿∗ = 3 − 6 during March 15th. One day later,
fluxes above 𝐿∗ = 5 match the observations and between 𝐿∗ = 3 − 5show overestimation of about 2 orders of magnitude. Prior to the storm,flux values at 𝐿∗ < 3 and 𝐿∗ > 6 are underestimated by 1 to 2orders of magnitude. During the main phase, overestimation of about1 order of magnitude is observed locally between 𝐿∗ = 2.5 − 5. Duringthe recovery phase, fluxes above 𝐿∗ = 5 are close to the satellitedata, but overestimation of about 1 order of magnitude is modeledat the heart of the belt. On the other hand, fluxes at 900 keV havea very similar evolution to the non-coupled 900 keV electron fluxes.In the partially coupled simulation, only slightly higher flux values(less than 0.5 orders of magnitude) are observed between 𝐿∗ = 3 − 4on March 18th. During the recovery phase, minor increase of fluxesoccurs below 𝐿∗ = 3 (also of less than 0.5 orders of magnitude),probably due to insufficiency of the modeled flux decrease (at 𝐿∗ < 3)to represent realistic fluxes in the slot region. Since the only differencebetween the non-coupled and partially coupled simulations is the lowenergy boundary condition from IMPTAM, this sensitivity test indicatesthat the dynamics of MeV electrons have only a minor or negligibledependence on the electron population of 10−100 keV energies (i.e. 𝜇 =
9.3634 MeV/G), which is consistent with the conclusions of Subbotinet al. (2011a). Furthermore, 400 keV particle dynamics close to theheart of the belt appear to be linked to the evolution of IMPTAMslow energy boundary, i.e. about 50 − 100 keV between 𝐿∗ = 3 − 5.These electron populations provide enough energy to accelerate 400keV electrons, but not 900 keV electrons.
5.3. Fully coupled simulation, low energy and outer 𝐿∗ boundaries fromIMPTAM
Finally, to complete the coupling of IMPTAM and VERB, the sourceof the low energy electron population at geostationary orbit was ac-counted for, by introducing IMPTAM-simulated electron PSD at the
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Fig. 9. Evolution of electron PSD as a function of time for the two boundary conditionsused in the fully coupled IMPTAM-VERB simulation. Upper panel: low energy boundary(𝜇 = 9.3634 MeV/G) provided from IMPTAM simulations. Lower panel: outer radialboundary (𝐿∗ = 6.6 at equatorial pitch angle 𝛼0 = 85◦) estimated using IMPTAMsimulated fluxes. White dashed line marks 1 MeV energy.
outer 𝐿∗ boundary (𝐿∗ = 6.6) of the VERB simulations. The electronPSD used at the low energy boundary is the same as in the partiallycoupled simulation (Section 5.2).Fig. 9 presents the time varying PSD used at the two boundariesin question, the upper panel shows the low energy boundary (sameas Fig. 7, upper panel) and the lower panel displays the upper 𝐿∗boundary. At the outer 𝐿∗ boundary, moderate injections of low energyparticles (max. 100 keV) are observed during the first half of March15th. These were triggered by the small geomagnetic event takingplace earlier that day and although transport of high energy particlesis also involved here, the PSD for energies above 100 keV is low tomoderate, and around 1 MeV even very low. After this initial storm,PSD values decrease at all energies. During the main phase, two subse-quent increases in PSD occur, indicating motion of low and high energyparticles from the upper 𝐿∗ boundary to lower L-shells. Electron PSDfor up to some 100s of keV energies is high to moderate, while forparticles with higher energy, the PSD values are rather low. During therecovery phase, the PSD maintains higher levels than those of quitetimes for several hours, before it starts decaying on March 18th.
5.3.1. Fully coupled simulation, sensitivity to the outer 𝐿∗ boundaryElectron fluxes resulting from the fully coupled IMPTAM-VERBsimulation are presented in Fig. 10 (panel b) for different energies(different columns), together with the corresponding satellite obser-vations of GOES and Van Allen Probes (panel a) and the logarithmicdifference (panel c) between panels a and b, calculated as log10(full-coupled)− log10(sat.data). The coupled model is able to reproduce wellthe general evolution of electron fluxes throughout the simulation. At400 keV energies, storm-time fluxes and the maximum peak around
𝐿∗ = 3.5 during the recovery phase show overestimation of aboutone order of magnitude. Enhanced radial transport leads to an over-estimation of recovery phase fluxes above 𝐿∗ = 4 of ∼0.5 − 1 ordersof magnitude, generating a broader radial extent of the belt. Electronfluxes at 900 keV are in the same orders of magnitude as the measure-ments at 𝐿∗ = 3 − 4.5 prior to the storm and are within 0.5 orders ofmagnitude at 𝐿∗ = 3 − 4 during the recovery phase. Overestimation ofthe radial extent of the belt (about 1 order of magnitude) is observedbetween 𝐿∗ = 4 − 5.Comparison with the non-coupled and partially coupled simulationsshows the strong influence of the outer 𝐿∗ boundary condition on theVERB simulations. Fluxes resulting from the fully coupled simulationshow higher fluxes than those of the non-coupled simulation. Comparedto the partially coupled simulation, an increase of the radial extent of
the belt is observed during the recovery phase enhancing fluxes around
𝐿∗ = 4−5 and the peak around 𝐿∗ = 3.5 by about 1 order of magnitude.Fluxes above 𝐿∗ = 6 decrease by about 0.5 orders of magnitude withrespect to the partially coupled simulations.Although, the outer 𝐿∗ boundary from IMPTAM and the one fromGOES data are in the same orders of magnitude, their time evolutionis not quite the same. Also, due to the complexity of the models,there could be several reasons for the observed differences betweenthe satellite data and the three presented simulations: (1) The injectionssimulated on March 15th and 16th are overestimated by IMPTAM. Thismight be related to limitations in the source distribution model of theplasma sheet incorporated in IMPTAM. (2) The processing performedon IMPTAM fluxes, necessary for the code coupling, could have intro-duced biases in the boundary conditions. (3) Lifetime parametrizationsincluded in IMPTAM may not be realistic enough to account for theentire electron losses. (4) Also, losses to the magnetopause were notincluded in the simulations.Since the outer 𝐿∗ boundary strongly influences VERB simulations,the dynamics simulated by IMPTAM should be as accurate as possible.The upper 𝐿∗ boundaries from IMPTAM and from GOES measurementsat 𝐿∗ = 6.6 are in the same orders of magnitude. Injections on thefirst two days of the simulation are present in both boundaries, butin IMPTAM show some overestimation that generated a considerableamount of low energy electrons inside the outer belt. This is partlybecause the model of the source distribution in the plasma sheetembedded in IMPTAM is based on empirical relations with solar windparameters (Dubyagin et al., 2016), which could lead to the observedinaccuracies of injection fluxes. Overestimation is also partly caused bythe initial condition of the VERB-3D simulations, which was chosen tomatch the satellite observations at 900 keV energy. However, since theoverestimation of fluxes is also observed in the non-coupled simulations(at 400 keV) and in Fig. 4, this could be an indication that the hisswave model used is too weak at low energies and therefore not able towipe out these low energy electrons around 𝐿∗ ≈ 4. While in the modelof Orlova et al. (2014), diffusion rates applied for energies below 500keV at 𝐿∗ = 3 − 4 are on the order of 1 − 10 days, Ripoll et al. (2017)show that prior to the main storm (March 15th and 16th) loss rates areon the order of ∼3 hours around 𝐿∗ = 2.5 − 4 Re.Another possible source of overestimation could be the use ofparametrized losses in IMPTAM. Lifetime parametrizations are of-ten used to account for particle losses due to wave-particle interac-tions, because of their rather simple implementation in physics-basedcodes. However, lifetimes are only a first order approximation andcan yield important discrepancies with the realistic models. Ripollet al. (2017) reported that the combination of radial diffusion coef-ficients from Brautigam and Albert (2000) and the parametrized lossesfrom Orlova et al. (2014) tend to overestimate the radial extent ofthe outer belt at all energies. However, Ripoll et al. (2017) did notaccount for losses to the magnetopause, which are important for thisstorm. Also, the fluctuations of the outer 𝐿∗ boundary are extractedfrom the dynamics of 100 keV electrons, as this was the highest energyprovided in the IMPTAM grid. Such an approach assumes a similarbehavior of low and high energy populations and can, therefore, lead toinaccuracies. Extending the computational grid of IMPTAM to energiesof a few 100s of keV would allow a more realistic estimation ofthe outer 𝐿∗ boundary condition. From a numerical perspective, theprocessing applied to the output of IMPTAM included modeling anexponential decrease of high energy electron fluxes below 𝐿∗ = 3. Thisapproach might be too approximate to describe the dynamics of suchparticles. Also, linear interpolation between grids can add biased valuesto the boundary conditions.
5.3.2. Fully coupled simulation, losses to the magnetopauseHigher fluxes in our simulations at all energies indicate the lack ofeffective loss mechanisms that could balance enhanced inward trans-port. Hudson et al. (2015) reported in detail the importance of magne-topause shadowing during this storm, which through strong outward
Journal of Atmospheric and Solar-Terrestrial Physics 191 (2019) 105050
13
A.M. Castillo et al.
Fig. 10. Electron fluxes as a function of 𝐿∗ and time for equatorial pitch angle 𝛼0 = 85◦ at fixed energies: (I) 0.40 MeV and (II) 0.90 MeV, respectively. The panels in each columnshow: (a) Van Allen probes and GOES data, (b) fully coupled IMPTAM-VERB simulation using the low energy and outer 𝐿∗ boundary provided from IMPTAM, (c) logarithmicdifference between electron fluxes resulting from the fully coupled IMPTAM-VERB simulation and the satellite observations (log10(full-coupled)− log10(sat.data)). Note: color bars aredifferent for each column.
radial transport probably generated the dropout observed during stormonset. In order to address the effect of magnetopause compressionin our simulations, we have modeled the magnetopause location asthe last closed drift shell (LCDS) on the day side for each day ofthe simulation. Using the International Radiation Belt EnvironmentModeling (IRBEM) library (Boscher et al., 2013), we estimated pitch-angle dependent LCDSs in the TS04 magnetic field model (Tsyganenkoand Sitnov, 2005) (Fig. 11). To model the losses, we assume thatall particles on a certain 𝐿∗ are lost once the magnetopause crossesthis L-shell, i.e. for all 𝐿∗ ≥ LCDS, PSD is set equal to zero. Thisapproximation can only be regarded as a worse case scenario, becausein general not all electrons are transported out of the magnetosphereduring magnetopause compression.Fig. 12 presents the results (panel b) of a coupled IMPTAM-VERBsimulation accounting for magnetopause losses, as previously described,and using the boundary conditions presented in Fig. 9. Similar toprevious figures, satellite data (panel a) and the logarithmic difference(panel c) between the simulation and the satellite observation, calcu-lated as log10(full-coupled + MP)− log10(sat.data), are also presented.Direct comparison of these results with the full coupled simulation inFig. 10 enlightens the role of enhanced outward radial diffusion forthis specific event. Fluxes of 400 keV energies do not present majorchanges during pre-storm times, apart from a few localized minorreductions at higher L-shells. However, after storm onset fluxes between
𝐿∗ = 3.5 − 5.5 drop by about 1 to 2 orders of magnitude and above
𝐿∗ = 5.5 by more than two orders of magnitude. Although, recoveryphase fluxes at 𝐿∗ > 4 agree with the satellite observations, between
𝐿∗ = 3 − 4 overestimation of less than one order of magnitude isobserved. Flux evolution of 900 keV particles changes drastically withthe implementation of magnetopause losses. At 𝐿∗ > 6, some lossesare observed on the days prior to the storm. These losses have only a
Fig. 11. Magnetopause location for electrons with equatorial pitch angle 𝛼0 =
85◦, calculated as the last closed drift shell (LCDS) using Tsyganenko model(TS04) (Tsyganenko and Sitnov, 2005).
limited effect on fluxes at lower L-shells (𝐿∗ = 5−6), but a reduction ofabout 1 order of magnitude is reproduced on the 15th. During main andrecovery phases a decrease in fluxes of up to 1.5 orders of magnitudeoccurs at 𝐿∗ ≥ 3, compared to the full-coupled simulation.Similar to the small particle injections on the 15th and 16th, mainstorm injections appear to be overestimated by about one order ofmagnitude. This is probably due to the scaling approach used forboundary fluxes and the fact that the dropout of energetic electronfluxes (energy > 400 keV) occurring right after the injections (mostobvious at 900 keV) is not observed at lower energies. However, thetiming of IMPTAMs boundary injections is in agreement with the satel-lite data and reproduces well the dynamics at lower 𝐿∗. Our simulationsalso show time delays for flux enhancement at 𝐿∗ ≈ 4, consistentwith those reported by Boyd et al. (2014). In general, accounting forlosses to the magnetopause leads to an agreement of the simulated beltand the satellite measurements within one order of magnitude at 900
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Fig. 12. Electron fluxes as a function of 𝐿∗ and time for equatorial pitch angle 𝛼0 = 85◦ at fixed energies: (I) 0.40 MeV and (II) 0.90 MeV, respectively. The panels in eachcolumn show: (a) Van Allen probes and GOES data, (b) fully coupled IMPTAM-VERB simulation using the low energy and outer 𝐿∗ boundary provided from IMPTAM and includingmagnetopause losses, (c) logarithmic difference between electron fluxes resulting from the fully coupled IMPTAM-VERB simulation (with magnetopause losses) and the satelliteobservations (log10(full-coupled + MP)− log10(sat.data)). Note: color bars are different for each column.
keV during storm and recovery phases and for recovery fluxes at 400keV between 𝐿∗ = 3 − 6. Above 𝐿∗ = 6, resulting fluxes show someunderestimation, indicating that the assumed magnetopause losses arestronger than the real loss mechanism. Interestingly, the full-coupledsimulation with magnetopause losses and the non-coupled simulation,which used satellite data, achieve modeling results within 0.5 orders ofmagnitude accuracy during main- and recovery phases.
6. Summary and conclusions
Low energy electrons (10s to a few 100s of keV) in the innermagnetosphere can be accelerated by combined convection, radialtransport and local acceleration, thus influencing electron dynamicsin the radiation belts. For this reason, it is important to account forrealistic dynamics of the low energy electron population to generateaccurate time dependent models of the radiation belt region. In thisstudy, we couple IMPTAM and VERB-3D to obtain a radiation beltmodel that accounts for realistic dynamics of the low energy electronpopulation. The behavior of the low energy population is calculatedusing the IMPTAM code, which traces electrons (10–100 keV) fromthe plasma sheet to inner L-shells and computes electron dynamics dueto magnetospheric convection and radial diffusion. Losses due to pitchangle scattering caused by wave-particle interactions with chorus andhiss waves are included in the model. The output of IMPTAM is usedat the low energy and outer 𝐿∗ boundary conditions of the VERB-3Dcode simulations. The VERB code calculates the evolution of energeticelectrons in the radiation belts accounting for diffusion processes anda number of wave particle interactions. The IMPTAM-VERB coupledmodel does not require satellite data to perform simulations and istherefore suitable for forecasting purposes.
The IMPTAM-VERB coupled model was tested on a six-day simu-lation period from March 15th to 20th, 2013, in order to include themain development and phases of the March 17th, 2013 storm. Electronfluxes computed by IMPTAM are overestimated in the days prior to thestorm, probably due to inaccuracies in the used loss parametrizationsand in the plasma sheet source distribution model. Flux injectionsduring the main event and the subsequent peak around 𝐿∗ = 3 − 4are well reproduced, although with some overestimation. In general,IMPTAM simulations are in reasonable agreement with the GOES andRBSP data. The output of IMPTAM was processed to match the compu-tational grid of the VERB code and used as the boundary conditions ofVERB simulations. Four different simulations were performed: (1) Anon-coupled VERB simulation, using a constant low energy boundarycondition and the outer 𝐿∗ boundary estimated from GOES data; (2) Apartially coupled IMPTAM-VERB simulation, using the time dependentlow energy boundary computed by IMPTAM and the outer 𝐿∗ boundaryestimated from GOES data; (3) A fully coupled IMPTAM-VERB simula-tion, using both time dependent low energy and outer 𝐿∗ boundariescomputed by IMPTAM; (4) A fully coupled IMPTAM-VERB simulation,using the same set up as in simulation 3 and including losses to themagnetopause. A summary of the simulation results is given below:
• Simulation (1): The purpose of the non-coupled VERB simulationwas to have a basis for comparison with the partially and fullycoupled simulations. Electron fluxes at 400 keV show overestima-tion of about 2 orders of magnitude during storm time (𝐿∗ = 3−5),but are agree with the data within 0.5 orders of magnitude duringthe recovery phase above 𝐿∗ = 3. At 900 keV, fluxes are inagreement with the satellite data within 0.5 orders of magnitudefor most part of the simulated period.
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• Simulation (2): The partially coupled simulation was performedto test the sensitivity of the coupled model to the low energyboundary. At 400 keV, flux overestimation of less than 1 orderof magnitude is seen in main and recovery phase fluxes around
𝐿∗ = 4. However, despite the differences between the low energyboundaries of simulations 1 and 2, electron fluxes at 900 keVfor these two simulations are very similar and agree with theobservations within 0.5 orders of magnitude during pre-stormtimes and recovery phase above 𝐿∗ = 3.
• Simulation (3): This simulation represents the fully coupledIMPTAM-VERB model and its sensitivity to the upper 𝐿∗ bound-ary. Although, flux injections during the main phase are overesti-mated causing a broader radial extent of the belt than in previoussimulations, the model reproduces well the general trends and en-hancements of electron fluxes throughout the simulation period.At 400 and 900 keV, modeled fluxes show similar magnitudes tothe fluxes of simulation 1 and 2 during pre-storm times, and anincrease in main and recovery phase fluxes of about 1 order ofmagnitude is observed below 𝐿∗ = 6.
• Simulation (4): This simulation includes magnetopause lossesin the fully coupled IMPTAM-VERB model. At 400 keV, fluxesbelow 𝐿∗ = 6 are strongly reduced compared to simulation 3and also the radial extent of the belt. Fluxes around 𝐿∗ = 4 areoverestimated by less than 1 order of magnitude. Losses to themagnetopause reduces fluxes by up to 2 orders of magnitude incomparison to simulation 3 (for 900 keV) and decreases the radialextent of the belt by about 1 Re. Modeling results of simulations1 and 4 have similar levels of accuracy (within 0.5 orders ofmagnitude compared to sat. data), although simulation 4 does notuse satellite measurements.
For this particular storm, the simulations with the IMPTAM-VERBcoupled model lead to three main conclusions: (1) while the low energypopulation (max. energy 100 keV) seems to affect the dynamics ofelectrons up to 400 keV energies, high energy particle (>900 keV)dynamics appear to be rather insensitive to this population; (2) unlikethe low energy boundary, the outer 𝐿∗ boundary does have a significantinfluence on energetic electron dynamics; (3) magnetopause lossesreduce storm time influx by up to two orders of magnitude. Although,the approach used to estimate the magnetopause losses underlies astrong assumption, the model is able to reproduce the flux evolutionat 900 keV with high accuracy (within 0.5 orders of magnitude) below
𝐿∗ = 6. Moreover, this study demonstrates that the IMPTAM-VERBcoupled model provides a reliable satellite-data-independent tool forthe modeling of radiation belt dynamics.The IMPTAM-VERB coupled model could be improved in a numberof ways. Increasing the accuracy of the plasma sheet source distribu-tion model could affect the simulations considerably. Extending theenergy range of IMPTAM would also increase accuracy of the outer 𝐿∗boundary condition. The coupled IMPTAM-VERB model is completelyindependent of satellite data and only depends on solar wind parame-ters, Dst and Kp indexes. Therefore, it can be easily used as a forecastingtool when the driving parameters are known in advance, e.g. fromthe NOAA solar wind predictions of the Wang–Sheeley–Arge(WSA)-ENLIL model (Parsons et al., 2011), from the Space Weather ModelingFramework (SWMF) (e.g. Haiducek et al., 2017; Liemohn et al., 2018;Wintoft and Wik, 2018) or from the SWIFT-code (Arber et al., 2001).
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