Many real-world applications require the estimation of human body joints for higher-level tasks as, for example, human behaviour understanding. In recent years, depth sensors have become a popular approach to obtain three-dimensional information. The depth maps generated by these sensors provide information that can be employed to disambiguate the poses observed in two-dimensional images. This work addresses the problem of 3D human pose estimation from depth maps employing a Deep Learning approach. We propose a model, named Deep Depth Pose (DDP), which receives a depth map containing a person and a set of predefined 3D prototype poses and returns the 3D position of the body joints of the person. In particular, DDP is defined as a ConvNet that computes the specific weights needed to linearly combine the prototypes for the given input. We have thoroughly evaluated DDP on the challenging 'ITOP' and 'UBC3V' datasets, which respectively depict realistic and synthetic samples, defining a new state-of-the-art on them.
Introduction
Many real-world applications require the estimation of human body joints for higherlevel tasks, e.g., human behaviour understanding [7, 32] , medical physical therapies [22, 1] or human-computer interaction [12, 27] . This problem is known in the literature as human pose estimation (HPE). The goal of HPE is to estimate the position and orientation of body limbs in single images or video sequences. Note that a body limb (e.g., lower-arm) is usually defined by two joints (e.g., wrist and elbow). So, detecting body joints is equivalent to estimate the pose of their respective body limbs.
Although great effort has been put into solving this problem in previous years, it is far from solved. The main challenge associated with this task is that human body is highly deformable and suffers from self-occlusions (i.e. one body limb may occlude partially or completely other). In addition, the vast variety of people clothing and camera viewpoints make this problem even more difficult.
HPE has been classically addressed by using either single RGB images [2, 6, 5, 23] or multiple cameras [25, 18] . In recent years, depth sensors, like the Microsoft Kinect device, have become affordable and, therefore, popular. These devices provide for each image point its distance to the sensor, i.e. its depth. Depth can be used as a rough estimation of the 3D position of the image points, thus, it can help to disambiguate relative positions between body parts.
In this work, we propose the use of depth maps for 3D human pose estimation, using either single or multiple cameras. Our model, named Deep Depth Pose (DDP), receives as input a depth map containing a person and a set of predefined 3D prototype poses and returns the 3D position of the body joints of the person. In particular, DDP computes the specific weights needed to linearly combine the prototypes for the given input (see Fig. 1 ).
DDP is defined as a Convolutional Neural Network (ConvNet) [15] that computes the specific weights needed to linearly combine the prototypes for the given input depth map. For that purpose, a suitable architecture and loss function have been defined. If multiple camera viewpoints are available, our system is able to fuse their data in order to provide a more accurate estimation of the body joint locations.
We have thoroughly evaluated our model on 'ITOP' [9] and 'UBC3V' datasets [24] , establishing a new state-of-the-art on both datasets. For 'ITOP' of 100% of 'accuracy at 10cm' for both frontal and top views, versus the previous 77.4% and 75.5% reported by the authors of the dataset. And, a 98.8% of 'accuracy at 10cm' in 'UBC3V' versus the previous 88.7% reported by the authors of the dataset.
The rest of this paper is organized as follows. After presenting the related work, the proposed model is described in Sec. 3. Then, in Sec. 4 the dataset used for evaluating our model is described. The experimental results are presented in Sec. 5. Finally, Sec. 6 concludes the paper.
Related work
We start reviewing in this section those relevant HPE approaches that use either depth or disparity maps. Then, some selected works that use RGB images are commented. For further information on the topic, a good survey can be found in [16] .
One of the most popular approaches for HPE from depth maps is the one from [26] , extended in [27] . They use Random Forests to classify each pixel into body parts. 3D joint 3 locations are derived from the labelled depth map by using a local mode-finding approach based on Mean Shift. Given a depth map, a point cloud is derived in [31] and used as the input data for their model. Firstly, the point cloud is cleaned and transformed into a canonical coordinate frame, allowing its matching against a set of predefined exemplars. This matching provides an initial estimation that is further refined in subsequent steps. Finally, the body pose is extracted from the improved point cloud. In [11] , random forest-based depth map labelling is combined with a probabilistic graphical model where graph-cut is applied for inference. Temporal constraints are used on sequences to improve the accuracy.
In this work, we show that neither a pixel-level classification stage nor temporal information is needed to obtain the body pose.
Given a depth map, the proposal of [13] segments body parts by classifying each pixel independently with a logistic regression function that receives as input ConvNet-based features. The ConvNet is initiallized by using an energy function that imposes spatial relations between body parts. However, an explicit body pose is not computed with their method.
In [19] , it is presented a multi-part body segmentation approach that is able to label each point of the depth map into body parts. A Histogram of Oriented Gradient descriptor is used to represent the body shape that will be matched against pose clusters learnt by Expectation
Maximization. Then, the test pose is warped against the nearest cluster prototype to perform the part labelling. Our proposal uses the idea of keeping a dictionary of prototype poses as well. However, in our case, the pose descriptor is automatically learnt by a ConvNet, and we do not need to select just a single prototype pose, as we combine all of them to obtain the final pose. In [24] multiple depth cameras to estimate body joints are used. Their approach comprises a point-wise classification of depth maps by using a ConvNet; view aggregation of the independently classified views by point cloud reconstruction; and, body pose estimation by using linear regression on statistics computed from the point cloud. In our model, we do not need either an intermediate representation (i.e. point cloud) or multiple cameras to obtain the body joints. We can deliver a body pose from a single camera viewpoint and, if multiple cameras are available, we can refine the estimated pose by integrating the poses obtained by each camera viewpoint. The model proposed in [9] uses local patches from depth data to detect body parts, initially obtaining a local representation of the body.
Then, a convolutional and recurrent network (LSTM) are combined to iteratively obtain a global body pose. In contrast, our model does not need either local patches or any iterative estimation, obtaining the 3D body pose in just a single step.
A voxel-to-voxel network (coined V2V-PoseNet) is proposed in [21] for hand and body pose estimation. Given a point cloud, the 3D space is split into a grid of voxels. For each voxel, the network estimates the likelihood of each body joint. The key components of the network are 3D convolutional blocks, an encoder and a decoder. In our case, we directly work on the depth maps and our architecture only used 2D convolutions what makes that operation faster.
With regard to disparity-based approaches, [17] propose a pictorial structure model able to estimate 2D poses on stereo image pairs extracted from 3D videos. This model is extended in [18] by adding temporal constraints and, therefore, applied to short 3D video sequences.
However, none of these methods is able to output a full 3D pose.
Apart from the previously reviewed works that use either depth or disparity maps as input. There is an increasing number of works that directly process RGB images. The model proposed in [29] works on RGB images and requires a volume of aligned image windows of people to estimate the 3D body pose of the central one, where a 3D HoG descriptor is used as input of a regression method (Kernel Ridge Regression or Kernel Dependency Estimation).
In contrast to our proposal, this method is limited to image sequences.
The concept of temporal consistency is added to the 3D Pictorial Structure model in [3] to address the problem of multiple human pose estimation from multiple camera viewpoints.
Later, some co-authors of that work propose in [4] the estimation of body poses in operating rooms by combining ConvNet-based part detectors with the 3D Pictorial Structure model.
Although it is shown that the framework is able to deal with simultaneous people in the same scene, by using a person tracker, it is not able to estimate the body pose with a single viewpoint, as we propose in our work. In the recent work of [14] , firstly, by using an autoencoder, the 3D body poses are embedded into high-dimensional space. Then, a mapping from RGB images to the previous space is learnt. And, finally, a LSTM model is used to process sequences of images, obtaining the final 3D pose. We show in our work that a simpler method is also effective to obtain state-of-the-art results.
In summary, our end-to-end model targets depth maps and, in contrast to previous approaches, does not need pixel-wise segmentation as an intermediate representation; temporal information is not needed; and, the use of multiple cameras is optional, but helpful to refine the estimation.
Proposed model
We propose a ConvNet, named 'Deep Depth Pose' (DDP), that receives as input a depth map representing a person and returns the 3D pose of the person. Our model assumes that a body pose P can be approximated by a linear combination of K prototype poses C i :
where w i is the weight assigned to the prototype C i . Therefore, given a set of prototype poses learnt (e.g. by using K-means clustering) on the 3D space of body poses, DDP will output the set of weights that better approximates the corresponding 3D pose of its input.
This idea is summarized in Fig. 1 . In this work we experiment with two body models (i.e. skeletons), described in Sec. 5, corresponding to the ones proposed in the datasets used for evaluating our approach.
In the following subsections, we start by describing the architecture (i.e. layers) of the proposed DDP (Sec. 3.1) and, then, the loss functions defined for training it (Sec. 3.2). We we approach the multicamera case (Sec. 3.4).
Model description
The proposed DDP model is a ConvNet defined by the layers summarized in Tab. 1, where the input is a single depth map of size 100 × 100 pixels and each convolutional block (Conv ) contains a ReLU, and a pooling layer (when indicated). For regularization purposes, dropout is used after the first fully-connected (Full01 ) layer.
Note that the ideas described in the following subsections do not heavily depend on the specific architecture used. And, therefore they can be directly used with deeper networks (e.g. VGGx [28] or ResNet [10] ), as long as the number of unit of the output layer is K.
However, we show experimentally in this paper (Sec 5) that state-of-the-art results can be obtained with the previously proposed architecture without the need of using pretrained networks as starting point or a huge amount of data (what usually happens for deeper networks).
Model training
Let C be a set of K cluster poses obtained by a clustering approach on the 3D space representation. And, let S be a set of training pairs S = {(D, P)}, where D and P are the depth map of the sample and its corresponding 3D pose, respectively. Where P is defined by J joint positions. Our goal is to learn during training the DDP parameters (θ), that minimize the loss function L DDP defined as:
This loss function comprises two parts: a residual loss L R and a regularization term. In the previous equation, g(D, θ) represents a non-linear function on the input depth map D with parameters θ that returns a column vector of length K, C is a matrix with K columns containing a prototype pose c per column, p is the vectorized version of the ground-truth pose P, ||z|| 1 corresponds to the L1 norm of a target vector z, and α is a parameter to be selected during training to control the magnitude of the learnt weights of the prototype poses.
Residual loss. Given a depth map containing a person, the role of the function g(D, θ) is to estimate vector w, i.e., the weight of each pose cluster centroid w c , subject to:
wherep represents the vectorized version of the estimated 3D pose of the target sample; C and C ·,i are the matrix containing the set of prototype poses and the i-th column of matrix C, respectively; and, w the column-vector containing in the i-th position the weight w i of the prototype i in C. In this work, g(D, θ) is modelled as a ConvNet, where the last fullyconnected layer contains K units representing the weight of each prototype pose. Ideally, the estimated posep should be as similar as possible to the ground-truth pose p.
Therefore, let r = p −p be the residual vector obtained from the difference between the expected output pose p and the output posep obtained by applying the Eq. 3. Based on the L1-smooth norm, we can define the following loss function L R :
where r k is the k-th component of vector r, and J the number of joints of the body model.
The L1-smooth norm is more robust to outliers than the classic L2 norm. Note that σ 2 is a parameter to be selected during training by cross-validation.
Inference
Given a test sample, firstly, it is resized to the DDP needed input size (see Sec. 5.1).
Then, the network will output (i.e. forward pass) the set of weights needed to obtain the pose of the input test sample by applying Eq. 3.
Multiview estimation
Let us assume that we have N camera viewpoints of the same scene. Therefore, we can compute N point estimations p v j for the same joint j, where v represents a camera index. If we have also information about the extrinsic parameters of the cameras, we can register all the estimated joints into a single reference system. A combined estimationp j of a body joint can be computed as:p
A particular case of this equation is to assign the same weight to each camera, i.e., to average the poses. For example, in case we had three cameras, as we will see in the experimental section for 'UBC3V' dataset, each camera will receive ω v = 1/3.
Datasets
We describe below the two datasets used to validate our model. 
ITOP
The Invariant-Top View Dataset (ITOP) [9] contains depth images (320 × 240 pixels) collected by using two Asus Xtion PRO cameras, thus, providing two camera viewpoints.
One of them corresponds to a top viewpoint, whereas the other to a frontal one. In ITOP 20 people carry out 15 actions each. The dataset is split into Training (around 18k samples)
and Test samples (around 4800). Some examples are shown in Fig. 3 , for both the frontal and top camera viewpoints. Note that the background is not plain and the depth maps are noisy, in contrast to the UBC3V dataset (see below). The body model used in this dataset
Depth map pre-processing. In the experiments where it is explicitly indicated, instead of using the original content of the depth maps, we apply a simple pre-processing pipeline to remove part of the background (as represented in Fig. 3 ). In particular, assuming that the person is approximately centred in the frame, we estimate the mean depth value of the person and use it to define an interval of depth values that allows applying a simple thresholding. Afterwards, morphological operations (i.e. dilate followed by erode) are used to smooth the segmented depth map. Alternatively, any region growing algorithm could be applied to filter out some background. As shown in Fig. 3 , there are cases where the pre-processing stage removes some pixels belonging to the body, and cases where part of background objects are not removed.
UBC3V Hard-pose
We carry out experiments on the recent dataset 'UBC3V Hard-pose' [24] . It contains synthetic samples of human poses simulating the intrinsic parameters of a Kinect-2 sensor.
Three camera viewpoints are available for each sample, providing ground-truth information about the extrinsic parameters of the virtual cameras. Render resolution is set to 512 × 424 pixels. Depth maps along with their corresponding ground-truth 3D poses are provided for evaluation purposes. The body model used in this dataset contains 18 joints, as it can be seen in Fig. 2 .
As in [24] , we use the Test set of the Hard-Pose case to report our experimental results.
This test set contains 19019 poses from three random camera viewpoints each, making a total of 57057 depth frames. Models are previously trained on the 177177 samples of the Training partition. In addition, 57057 extra samples are available for Validation. Some randomly selected samples from the Test Hard-Pose partition can be seen in Fig. 4 . Note the variety of poses available in the dataset.
Experiments
The objective of the following experiments is to validate the proposed model on the previously described datasets. 
Implementation details
The input to the DDP is a depth map resized to a size of 100 × 100 pixels, as can be seen in Fig. 3 . For learning purposes, depth values are scaled to range [0, 1], and the joint coordinates to be learnt are normalized (i.e. zero mean and one standard deviation).
As the network is trained from the scratch, i.e., no pretrained model is used, the weights are initialized with random values following a normal distribution with mean zero and a standard deviation given by the 'Xavier criterion' [8] (i.e. proportional to the filter size).
Biases are initially set to zero. Learning rate starts at 10 −3 and is progressively reduced following a predefined protocol, with a maximum number of 1000 epochs.
Our model is implemented in Matlab by using MatConvNet library [30] . We plan to release our code and the pretrained models 1 upon publication of this work.
Evaluation metrics
We use the following metrics to report experimental results:
• Average error: it is defined as the average Euclidean distance between the estimated and ground-truth 3D locations of the joints.
• Mean Average Precision (mAP): we could say that a target joint has been correctly estimated if its distance to the ground-truth is lower than a given threshold. Therefore, mAP gives information about the ratio of joints that have been correctly estimated given a threshold. The lower the threshold, the stricter this metric is. We will use a mAP curve to better understand the behaviour of the system.
• Area Under the Curve (AUC): by representing mAP versus threshold we obtain a curve that summarizes the behaviour of the model. The area under this curve is a compact representation of this behaviour. In an ideal situation, we would obtain a maximum value of 1. Therefore, the greater, the better.
Experimental results
We define a set of experiments to evaluate the performance of our model.
Baseline model
We define as baseline model the direct regression of the body joint coordinates from the input depth map, without using a set of prototypes. For this purpose, we keep the very same configuration for all the layers of the DDP architecture proposed before but the last The precision at 10 cm is 93.4% and 96.4% for the single and multiview cases, respectively.
The average error obtained for the single view case is 4.18 cm, and 3.21 cm for the multiview case. We will use these values for subsequent comparisons.
The corresponding precision curves of the baseline model for ITOP are represented in Fig. 6 (dashed lines) . The input data has been pre-processed as previously described (i.e. foreground segmentation, Sec. 4.1). The precision at 10 cm is 97.9% and 97.4% for the frontal and top view cases, respectively. The average error obtained for the frontal view case is 2.16 cm, and 2.32 cm for the top view one.
Ablation study of hyperparameters
We explore here different values of the hyperparameters of the system: K (i.e. the number of prototypes, Eq. 1), σ 2 (i.e. threshold on the L1-smooth loss, Eq. 5) and α (i.e. weight of the regularization term, Eq. 2). With the help of the 'Mann-Whitney U-test' [20] we will select the values used for these hyperparameters. By using the 'Mann-Whitney Utest' we check if the median difference between pairs of configurations can be considered statistically significant (i.e. not by chance). We will report the p-value obtained for each pair of evaluated cases. Note that, in order to ease the readability of the paper, all tables containing the statistical results of this set of experiments are placed at the end of the document as an Appendix.
Number of prototypes. We fix 5 random seeds to initialize and train during 50 epochs models with different values of K, obtaining 5 trained models per number of prototypes.
In particular we explore the range [10, 120] in steps of 10. Once training has finished, we compute the average loss on the validation set. In this experiment, the value of σ 2 has been fixed to σ 2 = 1, with α = 0.01, in all cases.
The results for UBC3V are summarized in Tab. 4 . If the p-value is not lower than 0.05 we cannot assert that the medians of the loss values are different. For example, comparing the K with the lowest loss, K = 100, with the cases marked in bold we can only say that any of those cases would perform similarly as K = 100. In our case, as any of them could be chosen expecting similar results, we will choose K = 100 for the subsequent experiments on UBC3V.
The results for ITOP are summarized in Tables 5 and 6 . By analyzing both tables, and taking into account both the average loss and the p-values, we decide to choose K = 70 for the subsequent experiments on ITOP.
Value of σ 2 in L1-smooth loss. Following the same reasoning for the selection of K, in this case we select the value of the hyperparameter σ 2 of Eq. 5. In this case, instead of using the validation loss as the guiding metric, we carry out our selection based on the mean squared error (MSE) of the vectorized pose coordinates (see Sec. Regarding ITOP dataset, based on the results summarized in Tables 8 and 9 , our choice is σ 2 = 1, for both camera viewpoints. Note that this value corresponds to the minimum average MSE for the frontal view. As there is no statistical difference with σ 2 = 0.8 in both camera viewpoints, choosing σ 2 = 1 is more convenient than other value as it helps to simplify Eq. 5, reducing computational burden during training.
Value of α in DDP loss. After fixing the values of K and σ 2 for each dataset, we study here the effect of the hyperparameter α, selecting its value for the final model. The p-values obtained for UBC3V dataset are presented in Tab. 10, along with the average MSE per α 2 .
We can see that, the minimum MSE is obtained for α = 0.01. Note that any other of the explored values could have been chosen, as there is no statistical difference.
Regarding ITOP dataset, the results summarized in Tables 11 and 12 indicate that a possible good choice for the weight of the regularization term is α = 0.08. Note that, as in the previous cases, other values could be selected as well, expecting similar results.
Single view pose estimation with DDP
For the UBC3V dataset, the solid red line of Fig. 5 represents the mean average precision obtained for different thresholds, assuming that each camera viewpoint is an independent sample. Note that the AUC for this case clearly improves on the baseline model, even achieving a small improvement on the multiview case of the baseline (dashed green line). In terms of average error per limb the error is reduced from 4.18 cm to 3.15 cm (see Tab. 2).
This indicates that the proposed model is effective.
Focusing on the ITOP dataset, we can see in Fig. 6 that the proposed model outperforms the baseline, in spite of using directly the raw depth data (i.e. non segmented). As the curves for the DDP model with the pre-processed inputs are quite similar to the ones without pre- the DDP ones that are around 10 times lower. We can also see that the contribution of the pre-segmentation step is very small. Therefore, it could be omitted if the task does not require so much accuracy. A breakdown of the error per limb is visually summarized in Fig. 7 . On the one hand, we can see that the highest error is usually found in the arms.
And, on the other hand, the error derived from the top view is generally higher than the frontal one. obtained as the union of the frontal and top prototype sets, therefore, K = 140.
Focusing on the two groups of joints (FB vs LB), we realize that, in general, the LB error is lower than the FB one for the view specific models. However, this observation changes for the mixed case, where the LB error is more than twice the FB one. This makes sense as the UB parts are twice visible in the depth maps than the LB ones (i.e. upper-body is visible both in frontal and top views), and this mixed model has to deal with all cases with just one set of parameters.
In order to understand better the proposed model, we show in Fig. 9 the set of weights (column 'b') generated by the DDP model to obtain the pose on the left (column 'a'). For reference, we show both the two keyposes with the highest weights and with the lowest ones, in absolute value. For rows 1 and 3, the first prototype, in both cases (column 'c'), 
Contribution of multicamera estimation
The goal of this experiment is to evaluate the contribution of the multi-camera fusion stage (see Sec. 3.4). If it is not explicitly stated, each camera has been assigned the same weight ω v for fusion.
The solid green line of Fig. 5 represents the mean average precision obtained for different thresholds in UBC3V. The precision at 10cm is 99.3% and its corresponding average error is 2.36cm. The AUC of this case is 0.882. Note that these results improve both the BL and the single view case. In particular, AUC increases from 0.843 to 0.882. This suggests that combining cameras help to disambiguate hard situations generated by possible occluded body parts due to the viewpoint. The mean error obtained for each body joint by the multiview system is summarized in Fig. 8 . Major errors are localised in hands and feet, as they can be considered the most 'deformable' parts of the model. While the lowest errors are localised in spine and hip. This behaviour is similar to the one reported in [24] .
For ITOP dataset, if we assume that for each test sample we have its corresponding frontal and top views, we can combine the corresponding pose estimations into a single one.
Column 'Mixed-MC' of Tab. 3 summarizes the results obtained in such case. Comparing those results against the 'Mixed-Single', if we focus on the Error columns, we see that it is reduced from 1.13 to 0.9 and from 1.09 to 0.86, what is around 20% error reduction in both cases. Note that single model is shared between the camera viewpoints (K = 140). For the 
case where pre-processing is not applied (first block of rows), it was found by cross-validation that assigning ω f ront = 0.6 and ω top = 0.4 obtains slightly better results than using 0.5 for both cameras.
Discussion of the results
To put our results in context, we compare the results obtained by our model against the ones reported by the authors of the UBC3V dataset in [24] . The comparative results are summarized in Tab. 2. Comparing our results (rows 'Ours-x ') with [24] , we can observe that a new state-of-the-art has been established on this dataset. In addition, it is reported in [24] that the error on groundtruth is 2.44cm, and its precision at 10cm is 99.1%, what indicates that our results are not very far from those groundtruth values.
Regarding ITOP dataset, we have reached in both views 100% precision at 10cm, what significantly surpasses the best published results [21] , up to our knowledge, 88.7% and 83.4%.
It is worthwhile to mention that the baseline surprisingly achieves better results than the previously published results in both datasets, what might indicate that not always "the more complex the model, the better ".
Regarding computational time, as a reference, in an NVIDIA Titan Xp, for the ITOP models (K = 70), the inference per sample takes around 0.16 milliseconds, i.e., the full 3D pose of more than 6k depth samples (100 × 100 pixels) can be estimated in 1 second.
Some qualitative results are presented in Fig. 10 , where column 'a' contains an input depth maps from one camera, columns 'b to 'd' show the estimated poses per camera, and,
column 'e' compares the estimated multicamera pose (in red) against the ground-truth pose (in green). Interestingly, we can observe that better results are obtained for unnatural poses than for the most common ones. Visually exploring the dataset, it seems that the proportion of 'weird poses' is higher than the more natural ones. So, it makes sense that the model has focused on that type of poses. In addition, recall that the set of images that we are using is the so-called 'Hard-Pose'. Therefore, depending on the target application it might be necessary to increase the number of underrepresented poses. Anyway, recall that the average error per limb is just 2.36 cm, what can be valid for a wide range of applications.
With regard to ITOP dataset, from the results shown in Fig. 11 , we can visually conclude that even the worst estimations (right block) are fairly reasonable. Interestingly, it looks like that those cases are related to poses where the arms are in rest (i.e. close to the hips).
What could mean that the system has put greater effort in learning the harder cases.
Conclusions
This paper has presented a new approach for 3D human pose estimation from depth maps.
Our Deep Depth Model is able to deliver a 3D pose as a linear combination of prototype poses. It can be applied both to single camera viewpoints, and to multiple viewpoints, if the extrinsic camera parameters are available. Limitations of previous approaches do not apply to our proposed model. Our method does not require either pixel-wise segmentation as an intermediate representation or temporal information to obtain the body pose, and the use of multiple cameras is only optional, but helpful to refine the estimated pose.
The experimental results on both ITOP and UBC3V datasets indicate that: (i) using depth maps of resolution 100 × 100 pixels is enough to obtain a low average error (< 0.3cm Tables 7, 8 and 9 correspond to σ 2 (i.e. threshold for smooth-L1) selection. Tables 10, 11 and 12 correspond to α (i.e. regularization term weight) selection. 
