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INTRODUCTION 
Let R(t, x) be a nonempty compact subset of Euclidean n space, En, 
for each real t and x E En. The initial value problem 
$t) E R(4 x(t)), x(0) = x0 (k(t) = d/dt x(t)) (O-1) 
may be viewed as a generalization of an initial value problem in ordinary 
differential equations. Indeed, if for each t, x, R(t, X) is a point in En 
(in this case we shall say R is a point valued function) Eq. (0.1) reduces 
to an ordinary differential equation. A solution of Eq. (0.1) will be 
defined as any absolutely continuous function 9 with ~(0) = x0 and 
TX4 E R(t, v(t)) f or almost all t in some neighborhood of 0. As in the 
case of ordinary differential equations, generalized and more restrictive 
notions of solutions may be given. (See, for example [I], [2], and [3].) 
These will not be considered now. 
Equations of the form (0.1) arise naturally in several ways. Consider 
the “implicit” differential equation f(t, X, “) = 0, x(0) = x0. This may 
may be reduced to an equation of the form (0.1) with 
R(t, x) = {v :f(t, x, v) = O}. 
Let 1 y 1 denote the Euclidean length of y E En. A differential inequality 
such as 1 R - g(t, x)1 < f(t, x), x(O) = x0 may be recast into the form of 
Eq. (0.1) with R(t, X) a ball of radiusf(t, X) centered at g(t, x). 
A third way in which Eq. (0.1) appears is in the theory of control 
systems having equations of motion of the form t = f(t, X, u), x(O) = x0, 
where the control function u may be chosen as any measurable r vector 
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valued function with value at time t in a preassigned set U(t) C E’. 
Here 
lqt, x) = {f(t, x, 24) : u E U(t)} 
and one may say R has the representation (f, U). The advances and 
problems in the mathematical theory of control have given the greatest 
recent impetus to the study of equations of the form (0.1). Many results 
may be obtained more easily if one accepts R having a representation 
(f, U), see [4], however, this constitutes an unnecessary loss of generality. 
Our purpose will be to study Eq. (0.1) independently of any ways of 
representing R whenever possible, and to present a somewhat self- 
contained version of the existing theory. 
The paper is divided into two parts, the first being mathematical 
preliminaries for set valued functions, the second the actual study of 
Eq. (0.1). Many of the statements of theorems are modifications of 
those which have recently appeared in the various references cited. This 
has necessitated a modification of proofs. For this reason, and for 
completeness, most proofs have been included. 
1. PRELIMINARY RESULTS FOR SET VALUED FUNCTIONS 
The Euclidean distance between two points x, y in En will be denoted 
as either 1 x - y 1 or p(x, y) while, if A is a subset of En, 
p(x, A) = inf{p(x, a) : a E A}. 
If A and B are compact subsets of a metric space X, the Hausdorff 
metric h is defined as: &A, B) is the smallest real number d such that 
A is contained in a d neighborhood of B and B in a d neighborhood 
of A. The set of all nonempty, compact subsets of En, with topology 
induced by the Hausdorf? metric, is a complete metric space, [5], which 
we shall denote 9”. A function R, defined on a real interval I with values 
in sZffl, is measurable (in the sense of Lebesgue) if, for every closed subset 
DCE”, {teI:R(t)nD # ,D} is measurable. Here, and throughout, 
B will denote the empty set, I will be a bounded real interval, and 
subscripts yr ,..., yn will be used to denote the components of y E En. 
Plis [6] has proved the following analog of Lusin’s theorem. 
THEOREM 1.1. Let R : I+ Sz” be measurable. Then given any E > 0 
there exists a closed subset E C I with measure p(I - E) < E and such that 
the restriction of R to E is continuous. 
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Theorem 1.1 may be used to prove the following slightly generalized 
version of a measurable function “selection lemma” of Filippov [7]. A 
similar result for Bore1 measurable functions was given by von Neumann 
[S, Lemma 5, p. 4481 but with a more complicated proof. 
LEMMA 1.1 (Filippov). Let g : Em --t E” be continuous and H : I-t Qm 
be measurable with values contained in a jixed ball of radius p in Em. 
For t E I de$ne R(t) = g(H(t)) = (g(v) : v E H(t)). Then if Y is a 
measurable point valued function with r(t) E R(t) there exists a measurable 
function v with values v(t) E H(t) such that r(t) = g(v(t)) almost every- 
where. 
Proof. For any Y E R(t) select from those v E H(t) which satisfy 
g(v) = r the one with smallest first component. If there is more than one, 
take that with smallest component, etc. The smallest values exist since g 
is continuous and H(t) is compact. We will show by induction that the 
functions q(t),..., v,Jt) so chosen are measurable. The induction step 
and case m = 1 are equivalent and will be done simultaneously. Suppose 
v1(t>,..., us-1 (t) are measurable. We must show vS(t) is measurable. By 
Lusin’s theorem, and its generalization to set valued functions (Theorem 
1. I), for any E > 0 there exists a closed set E C I of measure greater than 
~(1) - E such that r(t), H(t), q(t) ,..., vsml(t) are continuous functions on 
E. We will show that, for any number a, {t E E : vs(t) < a} is closed. 
Suppose not, then there exists a sequence {tn} in E such that 
(*) t, + t’ E E, and vS(tn) < vS(t’) - q , for some Ed > 0. Since all 
values vi(t) are bounded by p for t E 1, i = 1, 2,..., m, a subsequence of 
(tn> (assume it to be the original sequence) may be chosen so that 
ai(t,) + vl’, i = 1, 2 ,..., m. Since H is continuous on E and H(t’) is 
compact, (vi’,..., vm’) = v’ E H(t’). F rom the continuity of the functions 
Vl(&.., vsml( t) on E, it follows that vi( t’) = vi’ for i = l,..., s - 1 
while (*) implies v,’ < vs(t’) - or . Now taking a limit in the identity 
;y??;7...9 %dL~) = r(L) and using the continuity of r on E gives I 
Vl ,-**, Q(t ), vs',..., vm’) = r(t’). Since vus’ < vS(t’) we have contra- 
dicted the method of choice of vJt’), hence (t E E : vS(t) < a} is closed. 
This shows v&t) is measurable on E, but E and I differ in measure by at 
most E, which is arbitrary, hence vS(t) is measurable on I. This completes 
the induction step and the proof. 
LEMMA 1.2. Let R : I + 52” be measurable, with values in an origin 
centered ball of radius p, and let w : I 4 En be a measurable point valued 
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function. Then there exists a measurable function r with values r(t) E R(t) 
for almost all t and such that / w(t) - r(t)\ = p(w(t), R(t)). 
Proof. Let H(t) = {y E R(t) : 1 y - w(t)\ = p(w(t), R(t))}. For each 
t, H(t) is nonempty and compact. Let S(t) be a closed ball of radius 
p(w(t), R(t)) centered at w(t). Then H(t) = S(t) n R(t) and H will be 
measurable if S is measurable. 
Consider the real valued function p(w(t), R(t)). We first show this 
is measurable. For any real a, let B,(t) be a closed ball of radius a 
centered at w(t). It is easily seen that B,(t) is measurable. Then 
dw(t>, R(t)) G a if and only if B,(t) n R(t) # 0, hence p(w(t), R(t)) 
is measurable. 
Now if D is any closed set in En, S(t) n D # 0 if and only if 
p(w(t), R(t)) > p(w(t), D). It follows that S is measurable and H is 
measurable. 
We now apply Lemma 1.1 with the given function g defined by 
g(y) 3 0 for all y E E”. Then the zero function is measurable and in 
g(H(t)) for all t. Hence there exists a measurable function r with values 
r(t) E H(t) for almost all t. From the definition of H, r is as required and 
the proof is complete. 
We shall call the equation (0.1) linear if R(t, X) has the special form 
R(t, X) = {A(t) x + 4 : 4 E Q(t)} where Q : I --t Sz” is measurable and 
the matrix valued function A has square integrable components. As can 
be expected, sharper results can be obtained in this case. These will be 
obtained from Theorem 1.2, which has its roots in the theorem of 
Lyapunov on the range of a vector measure [9]. Lyapunov’s theorem 
states: If I* = (pi ,..., pa) is a nonatomic vector valued measure defined 
on a u-field ,E of subsets of a set I, then (p(E) E En : E E Z} is closed and 
convex. A short proof of this has recently been given by Lindenstraus 
[lo]. We shall modify his proof to obtain the next lemma, 1.3, which 
then yields the more general result, Theorem 1.2, stated even more 
generally by Aumann [ll] but proved in a different fashion. 
The notation L,(I) will be used to denote the space of real valued 
functions with summable p-th power in the sense of Lebesgue. Let u’ 
be the r simplex 
and I’(,‘) be the set of its T + 1 vertices, i.e., points with each component 
& either 0 or 1 and .Z& = 1. 
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LEMMA 1.3. Let Y be the set of measurable functions defined on I with 
values in a7 and Y” the subset having values in V(crr). Then, ;f Y(t) is an 
n x (r + 1) matrix valued function with components in L,(I), 
1 j, Y(T) U(T) dT : u E Y; = ; 1, Y(T) U(T) dT : u E Yu; 
and each of these sets is compact and convex. 
Proof. Let Lb+“(I) d enote the topological product of L,(I) taken with 
itself (r + 1) times. Then Y is a closed, bounded, convex subset of 
Lzl(I). If we can show it is weak * closed, it will follow from the theorem 
of Alaoglu [12, p. 4241 that it is weak * compact. Suppose u” is a weak * 
limit of Y which does not belong to Y. Then there is a set E C I of 
positive measure such that uO(t) $ err for t E E. One may readily establish 
the existence of an E > 0 and 77 E Er+l such that the inner product 
(7, c) >, c if 5 E ur and (7, uO(t)) < c - E for t in a subset E, of E 
having positive measure. Define a function w(t) = (w,(t),..., WY(t)) in 
L;+l(I) by 
J?ildE,) 
wiw = ,() 
for t E El, 
for t $ E,. 
Then w separates u” and Y, i.e., the value of the functional w applied to 
u E Y is greater than or equal to c while w applied to u” has value less 
than c - E. This contradicts u” being a weak * limit of Y. Thus Y is 
closed, convex and weak * compact. 
Let 
Tu = s 
I Y(T) U(T) dr. 
Clearly T is weak * continuous, hence TY = {Tu : u E Y} is a compact, 
convex subset of En. 
We have left only to show the equality of TY and TY”. Clearly 
TYO C TY. If a E TY, T-l(a) n Y is a weak * compact, convex subset 
of Y, hence by the Krein-Milman Theorem, [12, p. 4391, has an extreme 
point u. The proof will be complete if we can show such an extreme point 
is in y/O. Suppose u 4 Y”. V( u ‘) consists of (r + 1) points, enumerate them 
as v 0 ,..., vUr. Then there is a set E1 C I having positive measure and such 
that 1 u(t) - vi 1 > E > 0 for all t E E, and i = O,..., r. We will show 
this implies the existence of a nonzero h E L’,+l(I) such that -h + u 
and h + u are both in T-l(a) n Y, i.e., that u is the midpoint of a line 
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segment in T-l(a) n Y contradicting its being an extreme point. We will 
construct h so that u(t) & h(t) E ur for t E E, , h(t) = 0 for t E I - E, 
and SE1 Y(T) h(7) dr = 0. This will show both --h + u and h + u 
are in T-l(a) n Y as required. 
Let E, C E, be such that both E, and E, = E, - E, (the compliment 
of E, relative to El) have positive measure. This is possible for a non- 
atomic measure such as Lebesgue measure. We will give an induction 
argument for the construction of h, the induction being on the row 
dimension n of the matrix Y(t). For the remainder of this proof, y”(t) 
will denote the i-th row of the matrix Y(t) and (y”(t), h(t)) the inner 
product of yi( t) and h(t) in Er+l. 
For n = 1 order the elements us,..., ZIP of V(ar) and define 
Fj = (t E E, : ) u(t) - vj j = p(u(t), V(07)) 
with j the smallest index for which this equality holds}. 
Clearly Fj n Fi = 0 if i # j, (JiZo Fi = E, and each Fi is measurable. 
Define h2 on E, by defining its restriction to Fi as (1/2r)(u(t) - zlj), 
j = o,..., r. Then h2 # 0 on E, and u(t) & h2(t) E ur. Extend h2 to be zero 
on I - E, . We define a function h3 on E, similarly. Let 
h(t) = ,h2(t) + /3h3(t). 
Clearly we may choose 1 01 j, / p 1 < 1, 01~ + /3” > 0 such that 
s E, (YW h(Q) dt = Q: j, ty'(th h2W dt + P j, (r'(t), h3@)) dt = 0 
and for such values o(, /I, h is as desired. 
Now use the induction hypothesis for n - 1 with the set El replaced 
by E, . Thus there exists a nonzero measurable function h2 defined on 
E, , with u(t) f h2(t) E ur, such that 
s 
Ez (~“(4, h*(4) dT = 0 
for i = 1, 2,..., n - 1 and h2 is zero on I - E, . Similarly apply the 
induction hypothesis with E, replaced by E, to obtain a nonzero function 
h3 defined on E, with 
u(t) * P(t) E UT, s E3 (YYT), h3(d) dT =0, 
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i=l ,..., n - 1 and ha is zero on I - E, . Consider h(t) = aIz2(t) + @“(t). 
Againchoosejolj, I@ < I,0 <cz2+P2andsuchthat 
This completes the induction step for the construction of h, and thereby 
completes the proof. 
For a mapping R : I -+ Qn we defined co R to be the map from 
I + P with values co R(t) the closed convex hull of R(t). The integral 
of a set valued function is defined by 
II R(T) d7 = 1 II r(7) dT : Y  measurable, T(T) E R(T), 7 E 11. 
THEOREM 1.2. Let R : I -+ Sz” be measurable with values contained in 
an origin centered ball of radius p in En. Then s1 R(r) dr = J1 co R(T) dr 
and each is a compact, convex subset of En. 
Proof. Let (1 = {r EL,“(I) : ( ) r T E co R(T), t EI}. Clearly II is convex 
and closed, hence it is weakly closed [12, p. 4221. Since r(t) E co R(t) 
implies j r(t)1 < p it follows that (1 is bounded in norm. But L,“(I) is 
reflexive so fl is weakly compact [12, p. 4241. Let 9 : L,‘“(I) -+ En 
be defined by Y(r) = JI Y(T) dr. Then 3 is weakly continuous and 
9(/l) = JI co R(T) dr is compact and convex. 
We next will show JI R(7) dr = JI co R(7) dT to complete the proof. 
Certainly JI R(T) dT C JI co R(7) d7. Suppose y E JI co R(T) d7. Then 
there exists a measurable function r with values r(t) E co R(t) such that 
y = sI T(T) dT. B y C aratheodory’s theorem [13, p. 341 for each T  E I the 
point r(T) E co R( 7 may be written as a convex combination of n + 1 ) 
points of R(T), i.e., 
T(T) = i (i(T) ri(7), 
i=O 
Yi(T) E R(7) and 
0 < k(7) e 1, i &(T) = 1. 
i=O 
(*) 
We next must show that the functions pi , ri in the representation (*) 
may be taken to be measurable. Let 5 = (1;, ,..., 5,) denote a point in the 
simplex us and let /? E En for i = 0 ,..., n. Defineg(<, /3” ,..., /3”) = Ci”,,,& /P 
and II(t) = on x R(t) x 0.. x R(t) with R(t) occurring n + 1 times 
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in the product. Then r(t) is a measurable function with values in 
g(o”, R(t),..., R(t)) = g(H(t)). L emma 1.1 now applies to show that the 
functions ci(i-), G(7) in the representation (*) may be assumed 
measurable. 
Let the vector functions #(T) be the columns of an n x (n + 1) 
matrix Y(T). By Lemma 1.3 there exists a measurable function f*(~) = 
~$c$;; L*(T)) k ta ing values the vertices of the simplex an and 
jI Y(T) dT = s, Y(T) f(T) dr = j, Y(T) e*(T) dT. 
Now &*(t) is either 0 or 1 for all t ~1 and i = 0, I,..., n. Also 
CF=“=, &*(t) = 1. Let Ii = {t ~1 : &*(t) = l}. Then each Ii is 
measurable, UE, Ii = I and 1% n Ij = 0 if i # j. Define r*(t) = ri(t) 
if t ~1~ . Then r* is measurable, r*(t) E R(t) and ]I r*(7). dr = s1 r(T) dT 
showing sI co R(T) dT C ]I R(T) dT and completing the proof. 
The following corollary will be of use in the study of Eq. (0.1) even 
in the nonlinear case. The proof given below depends on Theorem 1.2; 
however another proof, independent of this theorem, will be outlined 
following Lemma 1.4. 
COROLLARY 1 .l. Let y 
v(t) = Sir(~) dT. Th 
be measurable with Y(T) E co R(T) and define 
en f or any E > 0 there exists a measurable function 
r with values r(7) E R(T) such that, if #(t) = Ji P(T) dT, 
max(l p)(t) - $(t)l : 0 < t < r> < E. 
Proof. Without loss of generality let I = (0, T]. Subdivide I into 
m subintervals Ii with Ii = ((j - 1) T/m, jT/m). By Theorem 1.2, for 
each j we may find a measurable function rj taking values T-~(T) E R(T) 
for T  E Ii and such that 
Define r to be the function whose restriction to Ij is rj. Then clearly 
#(jT/m) = djT/m), j = O,..., m. Since y E R(t) implies 1 y 1 < p we 
obtain 1 $(t) - y(t)[ < pT/m for 0 < t < T. Thus to obtain the desired 
result we need only choose m, the number of subintervals, large enough 
so that pT/m -C E. 
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We shall use the notation P[O, T] for the space of continuous n vector 
valued functions, defined on [0, T], with the uniform topology, i.e., the 
topology induced by /) p 11 = max{l v(t)1 : 0 < t < T}. 
LEMMA 1.4. Let R : [0, T] + 9” be measurable, with values in a ball 
of radius p, 
and 
Y = (r EL$[O, T] : 7(T) E co R(T), 7 E [O, T]}, 
9iY = ; y E c”[O, TJ : y(t) = /: r(7) d7, Y E Y;. 
Then 23 is a compact, convex subset of C”[O, T], 
Proof. Clearly Y is a closed, bounded, convex subset of Lmn[O, T] 
hence a weak * compact. 
Let C,,%[O, T] denote the compact subset of Cn[O, T] consisting of 
functions x having Lipschitz constant p and satisfying x(0) = 0. Let 
Lz,,[O, T] denote the closed ball of radius p in L,“[O, T], and define 
9 : L”,,,[O, T] -+ Cpn[O, T] by (97)(t) = Jo’ r(7) dr. The weak * topology 
of LE,,[O, T] is metrizable [12, pg. 4261 h ence the sequential arguments 
of [12, pg. 342, Ex 271 may b e used to show that 9 is a homeomorphism 
when Ln ,,,[O, T] has its weak * topology. Since Y C L”,,,[O, T], B = ,a( Y) 
is compact and convex. 
We shall next outline an alternative proof of corollary 1.1. Let 
R : [0, T] + Sz” be measurable with values in a ball of radius p. Define 
W={r EL:[O, T] : Y(T) E R(T), i-~ [0, T]}, Y = {r EL:[O, T] : r(7) E coR(~), 
T  E [0, T]) and let the mapping 9 be as in the proof of lemma 1.4. Then 
corollary 1.1 may be restated as: 3(W) is dense in 9(Y). 
Now W is a strongly closed subset of L,%[O, T]; its weak * closure 
coincides with its closed convex hull which we denote Zi W. Clearly 
Co W = Y. Then, since 9 is a homeomorphism when Lz,,[O, T] has its 
weak * topology, 
N(weak * closure W) = .9(= IV) = 9(Y) = closure 4(W), 
This completes the argument. 
2. THE EQUATION 2~ R(t,x) 
Throughout this section R will be a nonempty compact set valued 
function defined on En+l with values subsets of En. 
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We will study the following three equations: 
3i E R(t, x), x(0) = x0, (2.1) 
a? E co R(t, x), x(0) = x0, (2.2) 
f E Rc(t, x), x(0) = x0, (2.3) 
where RC denotes the set valued function with values Rc(t, X) a closed E 
neighborhood of R(t, x). We will assume that all values of R are contained 
in an origin centered ball of radius p. For R continuous this can be 
weakened to the assumption that there exists a constant c such that, 
for all t, X, max{(x, r) : r E R(t, x)} < c[l + / x0 I”]. This implies that if a 
solution g, of Eq. (2.1) exists on an interval [0, T] then 
I v(t)12 < [I + I x0 I”] e2CT. 
Thus we can consider R defined on a compact set 
D(T) = {t, x : 0 < y < T, / x2 1 < (1 + I x0 1”) e2cT}. 
The continuity of R on D(T) implies the existence of a p such that the 
values R(t, X) are contained in an origin centered ball of radius p for 
(t, x) in D(T). Th e same applies to solutions of Eqs. (2.2) and (2.3). 
Existence of Solutions 
If R is continuous, co R and co & = (co R)E are continuous. Then 
the circumsphere, i.e., the sphere in En of minimal radius which contains 
co R(t, x), is a continuous function of t, X, [13, pg. 76-771. Denote its 
center by r(t, x). Clearly r( t, X) E co R(t, x) hence r is a continuous 
selection for co R; i.e., r is continuous and r(t, x) E co R(t, x) for all t, X. 
The standard existence theory of ordinary differential equations yields 
the existence of a solution y of $ = r(t, x), x(0) = x0. Then ~JJ is also 
a solution of Eq. (2.2). Th us one has local existence of solutions of 
i E R(t, x), x(0) = X? if R is continuous with convex values. The 
assumed bound on the values of R implies 1 r(t, x)I < p, thus a solution 
can be extended to any interval [0, T]. 
If the values R( t, x) are not convex, it is possible for R to be continuous 
but not admit a continuous selection, i.e., not contain a continuous 
point valued function. The next example will demonstrate this. 
EXAMPLE 2.1. For t E [0, l] let 
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and for t > 0 let 
cos I/t sin l/t 
A(t) = C-sin l/t cos 1 J’ 
Define 
R(t) = iA@) ‘w t > 0, 
1 S(O), t = 0. 
To show R is continuous in the Hausdorff topology, it suffices to show 
R is continuous at 0. But h(R(t), R(0)) < nt. If R contains a continuous 
function r the graph of I is a connected subset of the cylinder 
S(0) x [0, I]. But the “gap” in R(t) for t > 0 will disconnect any such 
arc on S(0) x [0, I]. Thus R is continuous on [0, l] but there does not 
exist a continuous point valued function r defined on [0, l] with values 
r(t) E R(t). 
Lemma 1.4 can be used to give another existence proof in the case R 
is continuous with convex values. This proof is analogous to using the 
Schauder fixed point method for the Caratheodory existence theorem. 
The analog of the Schauder theorem, which we shall need, is due to 
Bohnenblust and Karlin [14]. In the formulation most readily useful for 
our purposes, this states: Let S be a compact convex subset of a Banach 
space and A a continuous (in the Hausdorff topology) mapping of S into 
the space of nonempty closed convex subsets of S. Then A has a fixed 
point, i.e., there exists a p E S such that 4p E Aq. 
Let C,“[O, 2’1 be the compact subset of Cn[O, T] consisting of functions 
with Lipschitz constant p and of norm less than or equal to (1 x0 ] + ~7’). 
For x E C,“[O, T] let 
and 
Y(x) = (r ELZ[O, T] : r(T) E R(T, X(T)), T E LO, T]) 
A(x) = jz E C[O, TJ : x(t) = x0 + J; Y(T) dT, Y E Y(x)/. 
Since R has convex values, Lemma 1.4 shows A(x) is a compact convex 
subset of Cpn[O, T]. Also, A considered as a map of Cpn[O, 7’1 into the 
nonempty compact subsets of CPn[O, T], is continuous in the Hausdorff 
topology. By the Bohnenblust-Karlin fixed point theorem, A has a 
fixed point v and v is therefore a solution of Eq. (2.1). 
If R has the representation (f, U), i.e., R(t, x) = {f(t, x, u) : u E U} 
with f continuous and U a nonempty compact set, then R is continuous 
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and solutions of f E R(t, x), x(0) = x0, exist. Indeed, for u” E U, 
f(*, *, ~0) is a continuous point valued function having values 
f(t, X, u”) E R(t, X) and the Caratheodory theory applies. 
If R(t, X) is merely continuous, but no representation (f, U) is assumed, 
the existence of solutions of Eq. (2.1) is still an open question. 
We shall next prove the existence of solutions of Eq. (2.1) with the 
assumption that R satisfies a Lipschitz condition. 
THEOREM 2.1 (Filippov [3]). Let R be continuous and furthermore 
satisfy a Lipschitx condition h(R( t, x), R(t, x’)) < k(t)1 x - x’ 1 with k 
summable on [0, T]. Then a solution x(t) of Eq. (2.1) exists on [0, T]. 
Proof. Let y be any absolutely continuous function such that 
,~~~,dM, W> rW> G M < ~0. . . 
Such a y exists; for example, if y is constant M may be chosen as p, the 
radius of the ball in which all values R(t, X) are contained. 
Let x0(t) = y(t). By Lemma 1.2 there exists a measurable function 
~0 with values vO(t) E R(t, x0(t)) 1 a most everywhere (a.e.) and such that 
p(P(t), I?@, x”(t))) = / vO(t) - bqx)l. (2.4) 
Define xi(t) = x0 + Ji V”(T) d T and continue inductively to obtain 
sequences of functions {xi(t)}, {d(t)}. Then ki+l(t) = vi(t) and, from 
Eq. (2.4), 
/ 2+1(t) - &(t)l = / vi(t) - ii(t)1 = p@i(t), qt, xi(t))) 
< h(R(t, xi-‘(t)), R(t, xi(t))) < k(t) 1 xi(t) - x+(t)\, (2.5) 
the first inequality following from the fact that ki(t) E R(t, xi-l(t)). 
Equation (2.5) is valid for almost all t and i = 1, 2,... . 
From Eq. (2.4) and the definition of x0 (t), 
I *l(t) - k”(t)l = p(j(t), W, y(t)>) < M. (2.6) 
Integrating, this gives 
I xl(t) - x0(t)/ = / x’(t) - y(t)1 < 1 x0 - y(O)1 + Mt. (2.7) 
Now employing Eq. (2.5) and proceeding inductively from Eqs. (2.6) 
and (2.7) utilizing the formula 
St k(t,) 1" I?(&) ... St" k(&+1) f&+1 --' 4 = c;l-:r,! [s" 44 d7-j 
n+l 
' 
0 0 0 0 
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we obtain 
j *“+1(t) - iqt)l < k(t) 1 ’ ; I ;y [ j: k(T) dT]+l + 6 [ j: k(T) dTlz-l/ 
(2.8) 
( xi+‘(t) - xi(t)’ < ’ X0 ;!‘(‘)’ [ j:k(~) d~]~ + y [j: k(7) dT]t (2.9) 
From Eq. (2.9) we see that {xi} converges uniformly on [0, T], say 
to X, while from Eq. (2.8) it follows that {gi} converges in L,“[O, T], 
say to o. Passing to the limit as i -+ co in the equations 
a++l(t) = x0 + j: S(T) d7, S(T) E R(T, Xi(T)), 
and using the continuity of R and that its values are compact sets, gives 
x(t) = ~0 + Ji V(T) dr with ~(7) E R(T, X(T)). This shows x is a solution 
of Eq. (2.1) as desired, completing the proof. 
The existence of solutions of Eq. (2.3) with R continuous and any 
E > 0 will be established in part (a) of Theorem 2.2. In summary, the 
existence results we obtain are as follows: If R is continuous, solutions 
of Eq. (2.2) exist. If R is continuous and E > 0, solutions of Eq. (2.3) 
exist. If R is continuous and satisfies a Lipschitz condition with respect 
to X, solutions of Eq. (2.1) exist. 
Comparison of Solutions of Eqs. (2.1), (2.2), and (2.3) 
As an immediate consequence of the proof of Theorem 2.1 we obtain 
the following: 
LEMMA 2.1 Assume R satisjes the hypotheses of Theorem 2.1. Let 
E > 0 and y be an absolutely continuous function such that 
/43;(t), W? r(t))) G 6 
for t E [0, T]. Then there exists a solution x(t) of Eq. (2.1) such that 
I x(t) - y(t)1 < (I x0 - y(O)1 i- ET) exp [ 11 k(T) dr] for t E [0, T]. 
Proof. Repeat the proof of Theorem 2.1 with, as before, y(t) = x”(t) 
but M replaced by E. Equation (2.9) becomes 
[ ,&++l(t)- Xi(ql < [I X0 -Y(O)l + 4 
i! 
[ j:, k(T) dT]: (2.10) 
6='7/4/2-6 
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Adding the inequalities (2.10) for i = 0, I,... and using the inequality 
C~=,y”/n! < eu gives, for any k, 
I x”(t) - y(t)/ d (I x0 - y(O)1 + ET) exp [s:, k(T) do], 0 d t < T. 
Thus this inequality holds in the limit as k -+a~, which gives the desired 
result since, as shown in the proof of Theorem 2.1, {x”(t)} converges to 
a solution of Eq. (2.1). 
THEOREM 2.2. (a) Assume R is continuous. If y is a solution of 
Eq. (2.2) dejined on [0, T] an d E, l 1 > 0 there exists a solution f of Eq. (2.3) 
such that 
(b) Assume R is continuous and furthermore satisjies the Lipschitz 
condition h(R( t, x), R(t, x’)) < k(t)1 x - x’ 1 with k summable on [0, T]. 
Then if v is a solution of Eq. (2.2) an Ed > 0 there exists a solution I,!J of d 
Eq. (2.1) such that 
II v - 1c, II < 62 * 
Proof. (a) Let y > 0 define 
D,, = {(t, x) E E”+l : I v,(t) - x I < Y, 0 G t < TI. 
R( t, X) is continuous on the compact set D,, , hence uniformly continuous, 
i.e., there exists a S > 0 such that h(R(t, x’), R(t, x)) < E whenever 
(t, x), (t, 3’) E L), , ) x - x’ 1 < 6. 
Let ~a = min(S, EJ. R(t, p)(t)) is continuous on I = [0, T] with 
e(t) E co R(t, dt)> f or almost all t. By Corollary 1.1 there exists a 
measurable function ZI with v(t) E R(& p)(t)) a.e. such that, if 
E(t) = x0 + j: V(T) dT, II v - E II < E-2 * 
This shows i(t) E R(t, y(t)) f or almost all t. Since ~a < 6, h(R(t, T(t)), 
R(t, f(t))> < E> h ence l(t) E Rc(t, t(t)) h s owing .$ is the required solution 
of Eq. (2.3). 
(b) Let f be as in part (a) with E = (42T) exp(-jz k(T) d7) and 
or = ~,/2. Then p(f(t), R(t, E(t))) < E a.e. on [0, T] and .$ is absolutely 
continuous with t(O) = x0. Lemma 2.1 applies to show there exists 
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a solution # of Eq. (2.1) such that 11 # - t jj < ET exp(Jr k(7) do) = cJ2. 
Combining this with the result of part (a) gives 
Part (a) of the above theorem admits the following generalization. 
Let R be continuous and let Q(t, X) denote the closure of the set of 
extreme points of R (called the tendor in [I]). Then, as shown in [l, 
Theorem I], if v is a solution of Eq. (2.2) defined on [0, T] and E, or > 0, 
there exists a solution 5 of i E QE(t, x), x(0) = x0 such that I( F - 6 Jj < Q. 
One may wonder if the conclusion of part (b) of Theorem 2.2 can be 
obtained with R merely continuous, i.e., without the Lipschitz condition. 
The following example due to Plis [ 1.51 shows this is not the case, even 
when R admits the representation (f, U). 
EXAMPLE 2.2 (Plis). Let R(x) C E2 consist of two points +(x) = 
(1, xl2 + 1 x2 11j2), Y”(X) = (-1, x1* + 1 x2 /lj2). Then 
co R(x) = {y = (~1, yz) E E2 : - 1 < y < 1) y2 = x12 + j x2 p/2}. 
Pick initial data x0 = 0. Then y(t) = 0 is a solution of 2 E co R(x), 
x(0) = 0. We will show that on any interval [0, T], T > 0, if E < T2/4 
there does not exist a solution .$ of 
with // 5 - q )I < E. 
2 E R(x), x(0) = 0 (2.11) 
Indeed, by rapidly switching i, between --I and 1 we may keep 
( e,(t)\ small but not identically zero. Specifically, given any 0 < t, < T 
and solution f of Eq. (2.11) there exists a t, E (0, ti] such that [,(t,) f 0. 
Let ti2(t2) = l 2 > 0 and x2(t) be a solution of z&(t) = 2/5z , z2(t2) = l 2 . 
Then x2(t) = (t - t2)2/4 + e2 while f,(t) 3 x2(t) 3 (t - t2)2/4 for all 
t 3 t, . Since t, > 0 is arbitrary, it follows that, for any T > 0 and 
solution c of Eq. (2.11), t,(T) 3 T2/4, hence II v - [ I/ 3 T2/4 as was 
to be shown. 
Properties of the Funnel, Attainable Set, and Solution Families 
The funnel, F(T), of Eq. (0.1) considered on the interval [0, T] is 
defined by 
F(T) = {(t, p)(t)) E E”+l : 0 < t < T, 9 is a solution of Eq. (0. I)}. 
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The attainable set at time t, E [0, T], often called the funnel cross 
section at t, , is denoted by N(t,) and defined by 
YI(t,) = {p)(tr) : v is a solution of Eq. (0.1)). 
Let C”[O, T] be the space of continuous n vector valued functions 
defined on [0, T] with the norm of such a function being 
We define 
G?(T) = (p’ E Cn[O, T] : v is a solution of Eq. (0. 1)). 
As before, we always assume R has values nonempty compact subsets 
of E”, all of which are contained in an origin centered ball of radius p. 
THEOREM 2.3 (Filippov [7]). Let R, in Eq. (O.l), be continuous with 
values R(t, x) nonempty, compact, convex, subsets of En. Then 9(T) is a 
compact subset of C”[O, T]. 
Proof. Let {x”} be a sequence of solutions of Eq. (0.1). Then for 
t E [O, Tl, I xn(t)l < x0 + pT and 1 x%(t)1 < p, showing the family is 
equicontinuous. Without loss of generality let the original sequence 
converge uniformly to x on [0, T]. Then x is Lipschitz continuous with 
Lipschitz constant p, hence absolutely continuous. We will show that 
if to is any point in [0, T] at which k(t,) exists then k(tO) E R(t, x(t,)). 
40 - 4to) = lim x”(t) - Xn(tO) 
t - to n-,x t - to 
= kz (t : to) s 
t 
t0 *W dT 
= lim 
1 
’ .P(t, + (t - to) s) ds. n-a o 
Let E > 0 be given and 6 > 0 be such that 
x(t) - -4to) 
-t-to - 3;(to) < E 
if 1 t - to 1 < 6. 
For almost all T, a”(~) E R(T, X”(T)). But xn converges uniformly 
to x and R is continuous. Therefore for / t - to 1 sufficiently small 
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(and less than 6) and n sufficiently large, P(T) belongs to a closed E 
neighborhood of R(t,, , x(&J) for almost all T E [to, t]. Denote this 
neighborhood by &(t,, , x(Q). Then P(tO + (t - t,,)s) E Rf(to , x(Q) 
for almost all s E [0, l] and since Rt(t, , x(Q) is convex, the mean value 
theorem for vector valued functions shows 
s ’ ~(t, + (t - to) s) ds E R’(tO , +I)) 0 
for all n sufficiently large. Thus 
x(t) - &I) t - t, 
belongs to &(t, , x(Q), hence $tO) E P(t, , x(Q). But E is arbitrary and 
R(t,, , x(Q) is closed; therefore k(t,,) E R(t,, , x(Q). This holds at any 
point t, such that i(t,) exists, i.e., for almost all t, E [0, T]. This shows 
that x is also a solution of Eq. (0.1) and .S?( T) is compact, completing 
the proof. 
As an immediate consequence we have 
COROLLARY 2.1. With the hypotheses of Theorem 2.3, for each 
t, E [0, T], %!l(t,) is compact. 
COROLLARY 2.2. With the hypotheses of Theorem 2.3, ‘$I : [0, T] -+ fin 
is continuous. 
Proof. Theorem 2.1 shows that, for any t, E [0, T], %(t,) # o, 
while Corollary 2.1 shows %(t,) is compact. Let t, , t, E [0, T] and 
x1 = q(tl) be any point in ?I(t,) with p a solution of Eq. (0.1) on [0, T]. 
If x2 = y(t2) E ‘%(t,), the bound p on P, shows 1 x1 - x2 1 < pi t, - t, 1. 
Thus, given any E > 0, %(t,) is contained in an E neighborhood of 
%(t,) if 1 t, - t, j < E/P. S imilarly ‘$I( t2) is contained in an E neighborhood 
of ‘%(t,) if 1 t, - t, 1 < c/p. Thus YI(*) is continuous and the proof is 
complete. 
Combining Corollaries 2.1 and 2.2 yields 
COROLLARY 2.3. With the hypotheses of Theorem 2.3 the Funnel S(T) 
is compact. 
It is clear that, if S(T) is closed, then %(t,) is closed for any 
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0 < t, < T. However we may have ‘%(t,) closed for all t, E [0, T] and 
5?(T) not closed. This is illustrated in the next example. 
EXAMPLE 2.3. Let R consist of the two points (1, 1) and (1, - 1) in E2 
and I = [0, T]. For each positive integer n subdivide I into 2n sub- 
intervals of equal length enumerating them as Ir , I, ,..., ISn . Define 
r”(t) = I:; yl, 
1 
if tEIj, odd, 
if teIi, even. 
Then if 8” is a solution of i = r”(t) E R, x(O) = 0 we see fn(t) 
converges uniformly to the function y(t) = (t, 0) on [0, T] yet 4” is not 
a solution of A? E R, x(0) = 0. Thus 9(T) is not closed. However, for 
any t, E [0, T], Theorem 1.2 shows that %(t,) = J: R dr is convex and 
compact. 
The next example will show a,case in which the values R(t, x) are not 
convex, %(t,) is not closed for any t, > 0 and, therefore, Z??(T) is also not 
closed. 
EXAMPLE 2.4. Let R(x) C E2 be defined by 
w = {Y = (Yl ,Y2) : -1 <Y2 < l,Y, = (1 - x22)Y22). 
We shall consider 
Ji E R(x), x(O) = 0 on the interval I = [0, T]. (2.12) 
For any t, E (0, T] and positive integer n, subdivide [0, tr] into 2n sub- 
intervals of equal length. Let Ij = [$,/2n, (j + 1) t,/2n), j = 0, l,..., 
2n - 1. We will construct a sequence {TV} of solutions of Eq. (2.12) 
such that {IJP(~J} converges to a point not in %(t,). 
Choose 
j odd, 
j even. 
Then van(t) converges uniformly on [0, tr] to zero as n --f co, vz”(t,) = 0 
for all n, but ya”(t) is not identically zero. Since (&“(t))” = 1 we see 
hn(t> = 1 - (~2”(W, h ence vI”(tr) < t, for all n and yln(tl) + t, 
as n -+ 03. This shows (tI , 0) is a limit point of %(t,). But (tr , 0) 4 %(t,) 
for if $J were a solution of Eq. (2.12) with $(tr) = t, it would require that 
&(t) = 1 = (1 - ~&‘J(t)(&(t))~ for t E [0, tr]. This is not possible. 
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The results of Theorem 2.3 and its corollaries may be combined with 
the approximation theorem, 2.2. For any t, E [0, T] let ‘V(t,), 912(tl), 
and 213(t1) be, respectively, the attainable sets at t, of Eqs. (2. l), (2.2), and 
(2.3). Let 9P(T), 9?‘“(T), and a’“( 7’) b e, respectively, the sets of trajectories 
of Eqs. (2.1), (2.2), and (2.3) considered as subsets of C”[O, T]. Then: 
If R is continuous, for any E > 0 .4Y3( T) is dense in &Y2( T) and the 
closure of 913( tJ, denoted cl ‘113( tl), contains 212( tl). 
If, furthermore, R satisfies the Lipschitz condition 
with k summable on [0, T], then S?“(T) is dense in g2(T), cl S(T) = 
g’“(T), and cl ‘W(t,) = 2i2(tl). 
The Linear Equation 
As mentioned in Section 1, Eq. (0.1) will be called linear if 
w, 4 = V(t) x + 4 : 4 E Q(t)> 
where Q : [0, T] --+ Sz” is measurable and A has square summable 
components. In this case we shall use the simplified notation 
R(t, z) = A(t) x + Q(t), while, if X is a matrix, XQ will denote the set 
Wz: sEQ)- 
Consider the equation 
W) E 44 x + Q(t), x(0) = x0. (2.13) 
The existence of solutions is immediate. Indeed, Lemma 1.2 yields the 
existence of a measurable point valued function q with values q(t) E Q(t). 
For each such q the solution of i(t) = A(t) x + q(t), x(0) = x0, is 
a solution of Eq. (2.13). 
Let X(t) be a fundamental solution matrix of the ordinary differential 
equation i(t) = A(t) x(t) with X(0) the identity matrix. Then 
Z(t) = /X(t) x0 + X(t) 1: X-+)Q(T) d+ 
This shows ‘itI(t) is a translation (by X(t) x0) of the continuous linear 
image (by X(t)) of th e set Ji X-~(T) Q(T) dr. By Theorem 1.2, this latter 
set is compact and convex; thus, for the linear equation (2.13), the 
attainable set ‘S(t) is compact and convex for each t E [0, T]. 
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One may note that, in the linear case, the result that B(T) is compact 
if Q has convex values may be obtained as a direct consequence of 
Lemma 1.4, i.e., one need not resort to the deeper result, Theorem 2.3. 
CONCLUDING REMARKS 
In many applications the object of interest is a(t). To simplify some- 
what, mainly by lowering dimension by one, it is sensible instead to 
study the boundary of a(t). In general, analytic techniques to do this 
are difficult, but would be greatly simplified if R had at least strictly 
convex values. It is here that the approximation theorem, 2.2, is useful. In 
particular, by combining Lemma 2.1 and (b) of this theorem, it follows 
that if given any or > 0 we may choose E > 0 and sufficiently small 
so that if v is any solution of 5(t) E co Rc(t, x), x(0) = x0 there exists a 
solution 5 of a(t) E R(t, x), x(0) = x0, with 11 v - E I/ < pi . From [16, 
p. 381 we see that, for each (t, x), in any neighborhood co Rc(t, x) of the 
convex set co R(t, X) there exists a strictly convex, compact set Q(t, x) 
with co R(t, x) C Q(t, x) C co R6(t, x) and Q can be described via an 
analytic support function. Analytically, the discussion of the attainable 
set for the approximating problem i E Q(t, x), x(0) = x0, is more 
tractable. Studies in this direction can be found in [17], [18], and [19]. 
Another area of interest is that of classical solutions of Eq. (0.1). 
A classical solution is defined as a continuously differentiable function 
F such that ~(0) = x0 and c+(t) E R( t, p)(t)) for all t E [0, T]. Conditions 
on R which insure the existence of classical solutions, along with results 
concerning the approximation of any solution by a classical solution, 
may be found in [3]. 
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