Abstract. Let N have a prime divisor p such that p + 1 has only small prime divisors. A method is described which will allow for the determination of p, given N. This method is analogous to the p -1 method of factoring which was described in 1974 by Pollard. The results of testing this method on a large number of composite numbers are also presented.
1. Introduction. In 1974 Pollard [8] introduced a method of factorization which has since been called the p -1 factorization technique. Actually, the test was known to D. N. and D. H. Lehmer many years before this but it was never published because, without a fast computer, it was not possible to determine how effective it would be in practice. For the convenience of the reader we give a brief description of this test.
Suppose A7 is a number to be factored and that N has a prime factor p such that
where qi is the ith prime and q"1 < Bx. Let qf> be that power of q¡ such that qf' < Bx and<jf'+1 > Bx and put The values of ai can be easily calculated by a power algorithm such as those mentioned in Knuth [4, p. 441ff.] . We now evaluate am = aR (mod A7) and (am -1, N). Even for fairly small values of 5, it frequently occurs that (am -1, N) yields a nontrivial factor of N. Pollard also gives in [8] two versions of a second step which can be appended to the above algorithm. We give one of these here.
Suppose instead of (1.1) we have p=s n<?f' +i, where s is a prime and Bx < s *£ B2. In this case we have p \ (asm -1, N). Let {s,: y = 1,2,...,A;} be the ordered set of all primes such that 5, < s¡ < B2, and put 2^ = sJ+, -s.. Since the differences between successive primes increase very slowly, we see that there will not be very many distinct values for the df&. In fact, if we let d(x) be the largest value of dj for all primes between 1 and x, we have ¿/(200000) = 43, ¿(106) = 57, and ¿(4.444 X 1012) = 326; see Brent [1] . Thus, it is not too difficult to tabulate a™' for all the distinct dj. In fact, it is not really necessary to tabulate these values for all d¡ < d(x). The larger dj occur very seldom and the method is almost as fast if the table extends to only K log x for some moderate value of K instead of d(x) which seems to be 0((log x)2). This remark applies also to the second step of the/? + 1 method. We calculate b, = a^ (mod N ) and define bj+i=a2ndJbj (mod TV).
We now compute Since b. -as¿ (mod N), we see that p must divide some G¡. Because greatest common divisors are more expensive to evaluate than products, we usually have c> 1. In [3] Guy and Conway suggest that, by using Lucas functions, the first step of the p -1 method can be converted into a factorization algorithm for finding a prime divisor p of N when p + 1 has only small prime factors. In this paper we give a description of how this can be done. We also present a number of new factorizations which have been obtained by using either the p -1 or p + 1 method. It should be mentioned here that John Brillhart and Earl Ecklund have also implemented a version of the first step of the p + 1 method. However, in their few computer runs they were only able to find factors that had been previously discovered by the p -1 method. We also point out that a version of the method using the finite field of p2 elements is also possible, if the reader wishes to avoid Lucas functions. Indeed, the author has been informed that R. P. Brent has an implementation of the p + 1 method based on this interpretation.
2. The Lucas Functions. In order to develop the method and formulas required in the next section, we give here a description of some of the basic properties of the Lucas functions.
Let P, Q be integers, and let a, ß be the zeros of x2 -Px + Q. We define the Lucas functions by (2.1) Un(P,Q) = (a"-ß")/(a-ß), V"(P,Q) = a" + ß".
We also put A = (a -ß)2 = P2 -4Q. When there is no doubt as to the values of the arguments P and Q, we often omit them. These functions satisfy a large number of identities. We will require those given below (2 2Ï ¡U"+x=PU"-QUn_x, ' ' \Vn+x = PV"-QV"_x, ' U"(Vk(P, Q), Qk) = Unk(P, Q)/Uk(P, Q), V"{Vk(P,Q),Qk) = Vnk(P,Q).
These identities can all be verified by direct substitution from (2.1), using the simple facts that P = a + ß, and Q = aß. We also note that if (N, Q) = 1 and P'Q = P2 -2Q (mod N), then P' = cx/ß + ß/a and Q' = a/ß ■ ß/a -1 ; hence, (2.8) U2m(P,Q) = PQm-xUm(P',\) (mod TV).
Finally, we need the following Theorem (see Lehmer [5] ). If p is an odd prime, p\ Q and the Legendre symbol (A/p) = e, then V^e)m{P'Q) = 2Qm^2 (mod/?).
The First
Step of the Algorithm. Suppose that p is a prime divisor of N and
where ql is again the j'th prime and qf' < Bx. If R is defined as in (1.2), we have p + 1 | R. By the theorem of Section 2 we see that if (Q, N) = 1 and (A//?) = -1, then/? | UR(P, Q), and therefore/? | (UR(P, Q), N).
To find UR(P, Q), Guy and Conway seem to suggest that the first formulas of (2.2), (2.3), and (2.4) be used together with the second formula of (2.5) to obtain
U2n.] = U2-QU2.x, U2"=U"(PUn-2QUn_x), These formulas can be used in a power algorithm routine similar to that suggested by Lehmer [6] to find UR(P, Q). The problem with this method is that R can be very large (for example, when Bx = 105, R > 1043410), and it is difficult to store its value in the computer. Also, if Bx is increased to obtain a new R value, say R', we would have to start all over again at UX(P, Q) and U2(P, Q) to find UR(P, Q) instead of continuing on from UR(P, Q). These problems can be overcome by using a different technique.
If p | UR(P, Q), then by (2.3) p \ U2R(P, Q); thus, from (2.8) we have p \ UR(P', 1).
It follows that we lose no generality in assuming that Q = 1. Further, by the Theorem of Section 2, we also have V(p.e)m(P,l) = 2 (mod/?); hence, if p\ UR(P, 1), then p\(VR(P, 1) -2). We will assume throughout the remainder of this paper that Q = 1 in our Lucas functions.
The first step of out p + 1 algorithm is now the following: Let R = A-,r2r3 • • • rm as above and find P0 such that (P02 -4, N) = 1. Define V"(P) = V"(P, 1), U"(P) = U"(P, 1) and
By the second formula of (2.7), we see that (3.1) P",= VR(P0) (mod A).
We then calculate ( Pm -2, N).
To find Vr = Vr(P) from P we need only use the formulas
(see the second formulas of (2.2), (2.3), and (2.4)).
Let r= 2/3,2'"' (6, = 0,1), i=0 fQ = 1, andfk+x = 2fk + bk+x; then/, = r. Also, if V0(P) = 2, VX(P) = P, then, to find the pair (Vf , V, _,) from (Vfi, V/k-\), we need only use the formula
together with (3.2).
The Second
Step of the Algorithm. Suppose by the first formula of (2.7) and (3.1). From the second formula of (2.6), we have
and from the second formula of (2.6) we get
Thus, to execute the second step of the algorithm we need only use (4.2) and (4. 5. Implementation and Results. One of the difficulties in implementing the /? + 1 algorithm of Sections 3 and 4 is the possibility that p in (4.1) is such that (Pq -4/p)-+1 for the selected value of P0. There is no way of knowing beforehand that this will not occur. If we assume that the values of P0 such that (A//?) = -1 are randomly distributed, the probability that (A//?) = 1 is the same as the probability that (A//?) = -1, i.e., {. Thus the probability that (A,//?) = 1, i-1,2,3,...,» -1, for each of » trials at a P0 value and (A"//?) = -1 for the «th trial is ({)". (We assume that the PQ values selected are independent.) It follows that the probability that we will find some A, such that (A,//?) = -1 after at most n trials at a P0 value is 1=1 Thus, if N has a prime factor p which satisfies (4.1), and we use the algorithm of Section 3 with three trials at a P0 value, we would expect to find that /? | ( Pm -2, N ) for seven of every eight such N tested. The referee has pointed out that, instead of making three guesses at P0, one could make many guesses to obtain A,, A2, A3,... The results of running the programs on these numbers are given in Tables 2,3 , and 4. As is done in [2] we use the notation b,m -and b,m + to denote the numbers bm -1 and bm + 1. The notation b, mL and b, mM for aurifeuillians is more complicated. We give their values (taken from [2]) in Table 1 .
Note that b, mL and b, mM are factors of bm + 1 for b -2,3,6,7,10,11,12 and 5, mL and 5, mM are factors of 5m -1.
In the first column of Tables 2,3 , and 4, we give the number which the composite integer N divides. In the second column, we give the number of decimal digits in N. In the third and fourth columns, we give the prime factors of N found by the computer program. A factor followed by an 'E' is one which was found by using
Step 2 of the appropriate algorithm. An asterisk (*) in the first column is used to denote the fact that once the prime factors found in columns 3 and 4 had been divided into N, the remaining cofactor of TV is prime; hence, we have a complete factorization of the number in column 1. Primality of these numbers was established by using the program described in Williams and Judd [9] . Two asterisks (**) in the first column indicate that this cofactor of TV, while composite, was subsequently factored by M. Wunderlich using the continued fraction method of Morrison and Brillhart [7] . It should be noted that the factors found here for 10,65 -and 10,69 -were found independently by G. J. Stevens in South Australia. He also used the /? -1 method. Factors were found for slightly over one quarter (134) of the 497 numbers tested. Most of these factors were found by the p -1 method (112 vs. 32). This is what we would expect since (i) the p -1 method was used first and (ii) for the numbers in Table 2 there is a built-in bias toward the success of the p -1 test. This is because any prime divisor of bm -1 which does not divide any algebraic factor of bm -1 must be of the form km + 1.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use The real problem with the p + 1 test is the fact that it is quite slow. For our program we found that it was about nine times slower (when used three times for three different trials at P0 value) than the /? -1 test. Thus, one should probably use a higher bound for B¡ or B2 for the p -1 test than for the p + 1 test. We remark here, however, that if we had increased the max(/?,, B2) to 107, the/? -1 test would very likely have found nine of the 32 factors found here by the /? + 1 test. This is because each of the remaining numbers /? is such that a prime which exceeds 107 divides/? -1. 
