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The stability of open-channel flows (or film flows) has been extensively investigated
for the case of impermeable smooth walls. In contrast, despite its relevance in many
geophysical and industrial flows, the case that considers a permeable rather than an
impermeable wall is almost unexplored. In the present work, a linear stability analysis
of a film falling over a permeable and inclined wall is developed and discussed. The
focus is on the mutual interaction between three modes of instability, namely, the
well-known free-surface and hydrodynamic (i.e. shear) modes, which are commonly
observed in open-channel flows over impermeable walls, plus a new one associated
with the flow within the permeable wall (i.e. the porous mode). The flow in this
porous region is modelled by the volume-averaged Navier–Stokes equations and, at
the wall interface, the surface and subsurface flow are coupled through a stress-jump
condition, which allows one to obtain a continuous velocity profile throughout the
whole flow domain. The generalized eigenvalue problem is then solved via a novel
spectral Galerkin method, and the whole spectrum of eigenvalues is presented and
physically interpreted. The results show that, in order to perform an analysis with
a full coupling between surface and subsurface flow, the convective terms in the
volume-averaged equations have to be retained. In previous studies, this aspect has
never been considered. For each kind of instability, the critical Reynolds number (Rec)
is reported for a wide range of bed slopes (θ ) and permeabilities (σ ). The results
show that the free-surface mode follows the behaviour that was theoretically predicted
by Benjamin and Yih for impermeable walls and is independent of wall permeability.
In contrast, the shear mode shows a high dependence on σ : at σ = 0 the behaviour
of Rec(θ) recovers the well-known non-monotonic behaviour of the impermeable-wall
case, with a minimum at θ ∼ 0.05◦. However, with an increase in wall permeability,
Rec gradually decreases and eventually recovers a monotonic decreasing behaviour. At
high values of σ , the porous mode of instability also occurs. A physical interpretation
of the results is presented on the basis of the interplay between the free-surface-
induced perturbation of pressure, the increment of straining due to shear with the
increase in slope, and the shear stress condition at the free surface. Finally, the
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paper investigates the extent to which Squire’s theorem is applicable to the problem
presented herein.
Key words: interfacial flows (free surface), porous media, shear waves
1. Introduction
The stability analysis of film flows over an inclined plane is a subject that has
been extensively studied. With respect to closed-conduit flows, the hydrodynamic
stability of films is driven, besides the Reynolds number (Re), by the slope θ of
the plane as a free parameter. The seminal papers by Benjamin (1957), Yih (1963),
Debruin (1974) and Floryan, Davis & Kelly (1987) elucidated that film flows over
smooth surfaces experience two types of instability, namely a surface mode and a
shear mode. The former is associated with long surface waves propagating at twice
the mean fluid speed, and the latter with essentially Tollmien–Schlichting waves that
propagate at velocities lower than the mean fluid speed. Benjamin (1957) and Yih
(1963) have shown that the critical Reynolds number Rec for the surface mode varies
as ∼ cot θ . Debruin (1974) and Floryan et al. (1987) pointed out that the critical
Reynolds number for the shear mode varies non-monotonically with the inclination
angle, displaying a minimum at θ = 3.214′ ∼ 0.05◦. Furthermore, they observed that
the critical Re for the shear mode is always higher than that of the surface mode
except for very small inclination angles, with the cross-over occurring at θ = 1′.
Further studies have presented linear stability analysis of film flows by progressively
increasing the complexity of the problem, e.g. by adding bottom heating (Trevelyan
et al. 2007; Thiele, Goyeau & Velarde 2009), undulated bottom topography (Myers
2003), movable bottom topography (Devauchelle et al. 2010; Camporeale & Ridolfi
2012a), permeable substrates (Pascal 1999; Sadiq & Usha 2008) or combinations of
these (D’Alessio et al. 2010; Ogden, D’Alessio & Pascal 2011).
The subject of this paper is the stability analysis of isothermal flows over permeable
substrates, which is a problem that has been less explored than the impermeable case
and requires further analysis and clarification. The relevance of this study lies in
the fact that many geophysical and industrial flows, such as open-channel flows over
granular beds (e.g. sand or gravel), film flows over melting snow (Hutter 1983) and
paper coating flows (Aidun 1991), occur over permeable substrates. Understanding
whether such flows occur in laminar or turbulent conditions is a fundamental
prerequisite for the modelling of relevant processes (e.g. mass and heat transfer or
coating efficiency) and, for this purpose, linear stability analysis represents a valuable
research tool.
The problem of isothermal flows over permeable substrates was first dealt with by
Pascal (1999), who performed a linear stability analysis of a one-sided model, where
the effects of the permeable substrate were reduced to a boundary condition at the
fluid–wall interface, hence neglecting the coupling between the subsurface and the
surface flow. Liu & Liu (2009) made a step forwards and performed a two-sided (i.e.
coupled) analysis, although the subsurface flow was simply modelled by means of
Darcy’s law, and the presence of the so-called Brinkman layer was neglected. This
layer identifies a flow region located in the proximity of the wall interface and it is
characterized by a gradient in the mean velocity profile caused by the shear imposed
by the overlying surface flow. At the fluid–wall interface, they employed the well-
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known interface condition proposed by Beavers & Joseph (1967). The results of Liu &
Liu (2009) showed that the coupled and uncoupled models provide very similar results.
Furthermore, they identified a third unstable mode associated with the flow within
the porous medium. The stability of all three of these modes was then investigated
as a function of the plane inclination, the depth ratio (i.e. the ratio between flow
depth and thickness of the porous medium), the Darcy number (i.e. the ratio between
the square root of permeability and the thickness of the porous medium) and the
empirical constant αBJ contained within the Beavers and Joseph interface condition,
which essentially defines the magnitude of the mean velocity gradient at the interface.
The main results from this analysis showed that the stability of the surface mode
depends on both the depth ratio and the Darcy number and only weakly on αBJ .
Within the context of stability analysis of shear flows over permeable walls, the
work by Tilton & Cortelezzi (2008) on closed-channel flows (i.e. without a free
surface) is the one that, in the authors’ opinion, provides the most rigorous analysis.
Tilton & Cortelezzi (2008) pointed out that the range of free parameters that can
be investigated must be consistent with the equations of motion and the boundary
conditions associated with the problem. In particular, they were particularly careful
in investigating a range of free parameters (e.g. the normalized wall permeability)
for which the assumption of negligible inertial effects in the equation of motion
describing the flow within the permeable region was satisfied. Such a condition
facilitates the stability analysis enormously, since it allows one to neglect terms
that are either nonlinear, and hence incompatible with the concept of linear stability
analysis, or very difficult to parametrize. As a rule of thumb, Tilton & Cortelezzi
(2008) suggested that inertial effects can be considered negligible if the ratio between
the square root of permeability and the channel half-width does not exceed 0.02. In the
literature pertaining to film flows, the assumption of negligible inertial effects has been
commonly employed, but the range of permeabilities investigated often far exceeds the
limit suggested by Tilton & Cortelezzi (2008). For example, Liu & Liu (2009) extend
their analysis to values that exceed this limit by factors of 2 and 3, and therefore it is
difficult to establish the relevance of their results.
This paper extends the approach of Tilton & Cortelezzi (2008) to the case of
open-channel flows, with a focus on the physics underlying the different types of
instabilities and their mutual interactions. In the first part of the paper, we derive the
equations of motion inside and outside the porous wall and assess the terms within
the equations that should be retained in order to perform a two-sided linear stability
analysis. We pay particular attention to the role of the convective terms appearing in
the equation of motion of the subsurface flow. We show that neglecting these terms
implies decoupling the basic state in the Brinkman layer from the whole stability
analysis, with the paradoxical consequence that the instabilities are independent of the
shape of the basic state. This aspect has passed unnoticed in the literature so far. The
linear stability analysis is then carried out for an extensive set of inclination angles and
wall permeabilities in order to investigate their effects on the surface, shear and porous
instability. To this aim, a novel spectral solution has allowed the whole eigenspectrum
to be obtained with high accuracy. A complex and varied scenario of instabilities is
then discussed by paying particular attention to the interactions among the three kinds
of instability. A physical interpretation of the results is presented on the basis of the
interplay between the free-surface-induced perturbation of pressure, the increment of
straining due to shear with the slope, and the shear stress condition at the free surface.
This has also permitted us to explain the reasons for the sag-like curve, which was
observed some time ago by Debruin (1974) and Floryan et al. (1987) without any
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FIGURE 1. (Colour online) Sketch of the physical problem with dimensionless quantities.
justification. In the last part of the paper, we discuss how three-dimensional effects
influence shear and porous instabilities, showing that Squire’s theorem is not entirely
applicable to the problem presented herein.
2. Mathematical problem
2.1. Governing equations
The analysis is carried out for an incompressible viscous film flowing on a flat porous
wall that is inclined at an angle θ (see figure 1). The right-handed Cartesian reference
frame, x˜ ≡ {x˜, y˜, z˜}, is employed here, where x˜ is tangent to the base plane (spanned
by the vector x˜h ≡ {x˜, y˜}) and parallel to the direction of the maximum slope, and
z˜ is orthogonal to the base plane and points upwards. Accordingly, u˜, v˜ and w˜ are
the components of the velocity vector u(x˜, t˜) and p˜ is pressure. The upper boundary
of the domain (i.e. the free surface) is defined by F = z˜ − h˜(x˜h, t) = 0, while the
lower boundary is delimited by an impermeable wall located at z˜ = −S˜. Henceforth,
the tilde refers to the dimensional variables and the subscripts F, I and B refer to the
free surface, the liquid–porous medium interface, and the bottom of the solid phase,
respectively.
The porous region is assumed to be a two-phase system characterized by solid (l˜s)
and fluid (l˜f ) length scales that are much smaller than the macroscopic length scale of
the porous medium, L˜ = O(S˜). According to Whitaker (1986), the method of volume
averaging allows one to capture the large-scale behaviour of the flow in the porous
medium, by averaging the momentum and continuity equations over a volume, V˜ , of
radius r˜, provided that l˜s ∼ l˜f  r˜ L˜ (figure 1d). In this way, the superficial volume
average, 〈a〉 = V˜−1 ∫V˜ a dV˜ of any quantity, a, is associated with the centroid of the
volume, V˜ , and the porous medium is treated as a continuum.
In order to consider a suitable non-dimensionalization of the problem, we refer
to the unperturbed case of a film flowing over an impermeable wall. This is the
well-known Nusselt problem, for which the following solutions for the depth of the
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film, D˜, and the free-surface velocity, U˜F, hold:
D˜=
(
2ν2Re
g sin θ
)1/3
, U˜F =
(gν
2
Re2 sin θ
)1/3
, (2.1)
where ν is the kinematic viscosity, g is the gravity acceleration and Re = U˜FD˜/ν
is the bulk Reynolds number of the film. Hence, normalization is carried out as
follows: given the slope θ and the depth D˜ of a film flowing over a porous medium
characterized by a porosity  and a permeability k˜, the variables will be made
dimensionless using U˜F and D˜, corresponding to the non-porous case via (2.1), and
having the same depth and slope.
With the above formalism, the dimensionless Navier–Stokes equations in the film
and porous domains read (Whitaker 1986)[
∂
∂t
+ ul ·∇ − ∇
2
Re
]
ul +∇pl + g= 0, ∇ ·ul = 0 (0< z< h(xh, t)), (2.2a,b)[
∂
∂t
+ 〈up〉 ·∇

− ∇
2
Re
+ 
σ 2Re
]
〈up〉 +∇〈pp〉 + g= 0, ∇ · 〈up〉 = 0 (−S< z< 0).
(2.3a,b)
Here the subscripts l and p refer to the liquid and porous regions, respectively;
g = ∆{− tan θ, 0, 1}; ∆ = cos θ/Fr2; Fr = u˜F (gD˜)−1/2 is the Froude number; and
σ =
√
k˜/D˜ is the dimensionless permeability of the porous medium, which is here
assumed to be thicker than the Brinkman layer, i.e. S δ. The square brackets in
the above equations contain (from left to right) the unsteady, convective and diffusion
terms plus, in (2.3a) only, the drag term parametrized with the Darcy’s law. Finally,
g accounts for gravity, which in open-channel flows represents the main momentum
source.
It should be noted that, in the derivation of (2.3), two terms have been neglected:
(i) the so-called volume filter, ∇ · 〈uˆp · uˆp〉 (where uˆp = up − 〈up〉), which is a result
of the volume averaging of the convective term 〈u · ∇u〉); and (ii) the Forchheimer
correction to the drag term, which is associated with pressure forces acting around
solid elements. Following Whitaker (1996), the latter correction can be neglected since
it is O(v2p), vp being a characteristic value of 〈up〉. Dealing with the volume filter is
more problematic. To the best of the authors’ knowledge there are no accepted theories
that provide a parametrization for this term because it is associated with the covariance
of the spatial velocity fluctuations and hence to the specific geometry of the solid
matrix composing the porous medium. It is likely, however, that neglecting this term
is a weak hypothesis for sponge-like media (e.g. foams, see Manes, Poggi & Ridolfi
2011), which are characterized by voids that are much larger than the characteristic
size of the solid elements (i.e. l˜s > l˜f ), whereas it may represent a stronger hypothesis
for granular media, where these two length scales are comparable in size.
Following a rationale similar to the one introduced for the Forchheimer correction,
the convective term appearing in (2.3), has commonly been neglected in the previous
literature on the basis that the characteristic inertial length scale is larger than S.
However, in the present problem, a further inertial scale, δ < S, has to be considered.
This scale is related to the vertical profile of the unperturbed flow velocity in the
porous medium and accounts for the depth of the region that is kinematically affected
by the interface, known as the Brinkman layer (see figure 1c). With the use of δ and
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the interface velocity UI , the criterion for neglecting the convective term in the porous
region becomes Re δ/(σ 2UI) := Kc. It will be shown that Kc is a function of the
parameters σ ,  and τ , and that this condition is not satisfied in a wide region of
parameter space. Moreover, it will be revealed that the convective terms play a key
role in the stability of the flow within the porous region.
The following boundary conditions complete the mathematical problem:
DF
Dt
= 0, (n · T · t)F = 0, (n · T ·n)F + ReWeKF = 0, (2.4a–c)
uI = 〈u〉I, (n · T ·n)I = (n · 〈T 〉 ·n)I, (2.5a,b)
σ

∂
∂z
[〈u〉I − uI] = τuI, σ

∂
∂z
[〈w〉I − wI] = τwI, (2.6a,b)
(up ·n)B = 0, (n · 〈T 〉 · t)B = 0. (2.7a,b)
Here n and t are the unit normal and tangent vectors to a generic surface, respectively;
T = pRe I − 2D is the dimensionless Newtonian stress tensor (with I and D the identity
matrix and the rate-of-strain tensor, respectively); KF = [(I − nF : nF) · ∇] · nF/2 is the
local mean curvature of the free surface. Moreover, We = (Re sin θ)/2l2c is the Weber
number, whereby the (dimensionless) capillary length lc accounts for capillary effects,
whereas τ is a coefficient varying roughly between −1 and 1.5 (the common choice
τ = 0 refers to the so-called Brinkman condition).
Equation (2.4a) is the kinematic condition that forces the free surface to be the
upper boundary of the fluid domain. Equations (2.4b,c) define the so-called dynamic
conditions that are associated with the conservation of momentum along the tangential
and normal components of the free surface, respectively. Equations (2.5) refer to
the continuity of velocity and normal stress at the interface between the liquid and
porous regions. Notice that (2.5b) is more rigorous than simply setting the continuity
of pressure because of the contribution of D to the normal stress, a detail that is
often disregarded (e.g. Tilton & Cortelezzi 2008). Equations (2.6) impose a jump
in the two components of the tangential stress at the porous–liquid interface that is
proportional to the liquid velocity. A formal derivation of the latter condition can be
found in Ochoa-Tapia & Whitaker (1995) and Pokrajac & Manes (2008). As suggested
by Tilton & Cortelezzi (2008), this condition is rigorously derived from the volume
averaging of the momentum and continuity equations around the interface, and hence
it is preferred to the one proposed by Beavers & Joseph (1967), which postulated an
unrealistic discontinuity in tangential velocity. As recalled by (2.5a), the continuity of
the tangential velocity is instead preserved in the formulation presented herein. Finally,
equations (2.7) set an impermeable bottom wall in the lowest part of the porous region
and force the tangential stress to be null therein. This condition replaces the (more
rigorous) no-slip condition in order to prevent the inclusion of a gradient in the mean
velocity profile at z = −S, which would only add complexity to the problem without
any real gain in the stability analysis.
2.2. The eigenvalue problem
Following the Prandtl-like mapping
ζ =

z
D(xh, t)
(z> 0), (2.8a)
z (z< 0), (2.8b)
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the porous–liquid interface is mapped to ζ = 0, the free surface to ζ = 1 and the
impermeable bottom to ζ = −S. A linear stability analysis in the three-dimensional
domain requires the system to be forced with a generic harmonic disturbance with the
normal-mode ansatz
{ul,p, pl,p, d} = {Ul,p(ζ ),Pl,p(ζ ), 1} + ε{u(1)l,p (ζ ), p(1)l,p (ζ ), d(1)}eiαx+ωt cos(βy)+ c.c. (2.9)
(where c.c. is complex conjugate), where ε  1, ω is the complex growth rate,
α and β are the longitudinal and spanwise real wavenumbers, respectively, and
u(1)l,p = {u(1)l,p , iv(1)l,p tan(βy),w(1)l,p } (for brevity, we have omitted the brackets for quantities
with subscript p). In addition, we use the Squire transformations, k2 = α2 + β2 and
kUl,p = αu(1)l,p + βv(1)l,p , to reduce the three-dimensional problem to an equivalent two-
dimensional problem (e.g. Drazin & Reid 1981), whereas the use of two (modified)
Lagrange functions, ψl,p(ζ ), which satisfy the continuity equations at the order O(ε),
and which are defined by
Ul = ψ ′l +
α
k
ζU′ld
(1), w(1)l =−ikψl, (2.10a,b)
Up = ψ ′p, w(1)p =−ikψp, (2.11a,b)
reduces the flow field problem to a modified Orr–Sommerfeld problem (the prime
symbol refers to the ζ derivative). One should recall that Re[ω] is the growth rate
and c≡−Im[ω]/k is the phase velocity of perturbations. Furthermore, unstable (stable)
conditions correspond to Re[ω]> 0 (Re[ω]< 0) and downstream (upstream) migration
of individual waves corresponds to c> 0 (c< 0).
By introducing (2.8) and (2.9)–(2.11) into the governing equations (2.2)–(2.7), at the
leading order O(1), we obtain the basic state problem
U′′l + 2= 0, P′l +∆= 0, (2.12a,b)
U′′p −

σ 2
Up + 2 = 0, P′p + ∆= 0, (2.13a,b)
with the boundary conditions
U′l = Pl = 0 (ζ = 1), (2.14)
[[P]] = [[U]] = σ

(U′p − U′l)− τUl = 0 (ζ = 0), (2.15)
U′p = 0 (ζ =−S), (2.16)
where [[a]] = al − ap. The analytical solution of the basic state problem (2.12)–(2.16)
consequently is
Ul =−ζ 2 + 2ζ + 2σ [C(σ −
√
)−√ + σ ]
C(1+√τ)+√τ − 1 , Pl =∆(1− ζ ), (2.17a,b)
Up =− 2
√
σ (στ + 1)
C(1+√τ)+√τ − 1
(
e
√
ζ/σ + Ce−(√ζ/σ )
)
+ 2σ 2, Pp =∆(1− ζ ),
(2.18a,b)
where C = e−2√S/σ . Assuming that σ 6 0.02,  = O(10−1) and S = O(1) or larger, it
follows that C 6 10−13; hence, without any loss in accuracy, the basic state solution of
the velocity profile can be simplified to
Ul =−ζ 2 + 2ζ − 2σ(
√
 + σ)
τ
√
 − 1 , Up =
2σ(στ + 1)e√ζ/σ
−1/2 − τ + 2σ
2. (2.19a,b)
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FIGURE 2. Region of validity of the assumption of negligible convective terms in the –σ
plane for: (a) Re = 1000; (b) Re = 5000; (c) Re = 10 000. The black lines correspond to the
margin Kc = Re for different values of τ , while Kc > Re above the lines.
The value of Kc is now computed in order to assess the significance of the
convective term, as specified above. Henceforth, it is assumed that Re < 104 and
σ 6 0.02. The condition Kc  Re requires an evaluation of the depth, δ, of the
Brinkman layer. In principle, the whole porous region is affected by the interface
condition, since U′p is exactly zero only at the bottom. This suggests that δ = S.
However, only in a small part of the porous region is the gradient of the mean velocity
profile significant, and therefore a different criterion of evaluation of δ is required here.
An estimation of the Brinkman layer depth can be obtained from the so-called vorticity
thickness at the interface, which is defined as δ = U′p(0)[Up(0) − Up(−S)]. By means
of this definition and (2.19b), Kc reads
Kc = 2 (στ + 1)
2
σ 2(σ−1/2 + 1)(1− τ1/2) . (2.20)
Figure 2 reports the behaviour of Kc as a function of σ ,  and τ . The condition
Kc > Re (that is, above each curve) is satisfied in a region of parameter space
that shrinks as Re increases. In particular, for Re = 5000 and 10 000, some cases
exist where convective terms have to be retained if a threshold in permeability
is exceeded, independently of porosity (e.g. τ = −1 and Re = 5000, or τ = −1, 0
and Re = 10 000). In order to extend the significance and the impact of the present
study, the stability analysis has hence been carried out by retaining the convective
terms in the momentum equations. However, there are many gravity-driven flows with
significantly low Reynolds numbers where only surface instability is an issue. This
includes thin-film flows and certain shallow flows such as debris flows. In such cases,
the convective terms are negligible, as also shown by figure 2(a).
At order O(ε), the following differential generalized eigenvalue problem is obtained
[D2 − Γl(UlD − U′′l )− ω ReD]ψl = 0, (2.21)
[D2 − Γp(UpD − U′′p )− ω ReD −AD]ψp = 0, (2.22)
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where D = ∂ζ ζ − k2, A = /σ 2 + 2σ 2Γp and {Γl, Γp} = iαRe{1, −1}. Finally, the
boundary conditions (2.4)–(2.7) read
kψl + α(1+ UI)d(1) = iωd(1), kψ ′′l + k3ψl − 2αd(1) = 0 (ζ = 1), (2.23a,b)
ψ ′′′l − [3k2 + Γl(1+ UI)]ψ ′l −Ωd(1) = ω Reψ ′l (ζ = 1), (2.24)
[[ψ]] = [[ψ ′]] = 0, ψ
′′
p

− ψ ′′l +
τ
σ
ψ ′l = 0 (ζ = 0), (2.25a–c)
[[ψ ′′′]] = ψ ′l
(
k2 + UIΓl − 
σ 2
− αk2
)
− 2Γlψl (ζ = 0), (2.26)
ψp = ψ ′′p = 0 (ζ =−S). (2.27)
In the above equations, the term Ω = ikRe(∆ + k2/We) accounts for the effects of
bed inclination and surface tension, whereas UI = Ul(0) = Up(0) is the slip velocity at
the interface, which can be obtained from (2.19a) or (2.19b). Equation (2.21) is the
celebrated Orr–Sommerfeld equation, while (2.22) is its extension to the porous case.
Equations (2.21)–(2.27) summarize the physical problem that will be solved in
this paper. However, a few remarks are in order. Firstly, it is important to observe
that the function Up appears in (2.22) only because the convective term has been
retained in the volume-averaged equation (2.3). Otherwise, the velocity profile in the
porous region and the structure of the Brinkman layer would have no effects on
the Orr–Sommerfeld-like equation in the porous region. This means that, other than
affecting the boundary conditions at the interface, any assumed shape of the velocity
profile in the porous region (even the flat one) would have been equivalent if the
convective terms had not been included in the problem. This opens the possibility to
investigate the extent to which the velocity profile in the Brinkman layer affects the
stability analysis throughout the domain. Secondly, (2.21) and (2.22) are structurally
similar but present some important differences, namely, the presence of the term A in
(2.22), which is associated with the Darcy term, and the difference in the basic state
velocity profiles Ul(ζ ) and Up(ζ ). These two aspects add mathematical complexity
to (2.22) with respect to the classical Orr–Sommerfeld equation. Such an enhanced
complexity is circumvented by means of a refined spectral method, which is presented
in the following section.
3. Spectral solution
The eigenvalue problem was solved by using a spectral-Galerkin method with
numerical integration based on the work of Giannakis, Fischer & Rosner (2009),
Camporeale, Canuto & Ridolfi (2012) and Camporeale & Ridolfi (2012b), to which
the reader can refer for further details. This method is crucial to obtain the whole
spectrum of eigenvalues presented and discussed in § 4.
The aim is to recast the generalized differential eigenvalue problem (2.21)–(2.27)
in the algebraic form Aw = ωBw. The problem is therefore discretized with a
spectral-Galerkin technique, which prevents the onset of spurious eigenvalues (e.g.
Canuto et al. 2006). A modal representation of the solution is adopted, where the
eigenfunctions {ψl, ψp} are expanded in the (truncated) spectral form
ψl =
N∑
i=−3
ϕ
(l)
i Ψ
(l)
i (ξ), ψp =
N∑
i=−1
ϕ
(p)
i Ψ
(p)
i (ξ), (3.1)
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with {Ψ (l)i , Ψ (p)i } being two sets of trial functions, whereas {ϕ(l)i , ϕ(p)i , d(1)} =: w
represents the unknown complex eigentriple. For numerical convenience, the vertical
coordinate is further mapped to the range y ∈ [−1, 1] for both phases, according to
ξ = 2ζ − 1 (for ζ > 0) and ξ = 2ζ/S + 1 (for ζ < 0). The original eigenvalue problem
is then multiplied by a set of test functions, V = {v ∈ C2([−1, 1])}, and integrated
over the domain [−1, 1]. The repeated use of integration by part allows the fourth and
third derivatives to be reduced to second-order derivatives. Furthermore, the normal
component of the dynamic boundary condition (2.24) and the continuity condition on
the normal stresses at the interface (2.26) are incorporated in the mass and stiffness
operators in the so-called weak form (Canuto et al. 2006) through the boundary term
that arises from the integration by parts of (2.21) and (2.22), respectively.
The correct choice of the trial and test functions enables the use of the remaining
boundary conditions to be set in a strong form that is equivalent to having additional
rows in the ultimate algebraic system. Following Shen (1994), we consider the set of
polynomials
Ψ
(l,p)
i =
√
i+ 3
2
(
Li+3 − Li+1
(2i+ 3)(2i+ 5) −
Li+1 − Li−1
(2i+ 1)(2i+ 3)
)
, i ∈ [1,N − 3], (3.2)
where Li(ξ) denotes the ith Legendre polynomial. These functions are obtained by
integrating twice each Legendre polynomial, while enforcing zero boundary conditions
at ξ = ±1 for the function and its first derivative. The use of Lagrange polynomials
allows the (troublesome) fourth-order derivative term in the OS equation to be
transformed – after twice integrating by parts – into a unitary matrix, thus reducing the
risk of round-off, typical of the collocation schemes.
The set of functions in (3.2) is extended by adding other six low-degree
polynomials, which accommodate the non-vanishing boundary conditions (2.23),
(2.25c) and (2.27). They are:
Ψ
(l)
−3 = 14 (ξ + 1)2, Ψ (l)−2 = 14(3− ξ 2 − 2ξ),
Ψ
(l)
−1 = 12(1− ξ 2), Ψ (l)0 = 14(2+ 3ξ − ξ 3),
}
(3.3)
Ψ
(p)
−1 = 14 (1+ ξ)2, Ψ (p)0 = 14(3+ 2ξ − ξ 2). (3.4)
Finally, the test space for the present problem is conveniently set to V =
{Ψ (l)0 , Ψ (l)i , Ψ (p)0 , Ψ (p)i }.
It is worth observing that the test and trial sets are entirely composed by polynomial
functions, and therefore the term-by-term integration of (2.21) is analytically tractable.
In contrast, because of the exponential structure of Up(ζ ), the integration of
coefficients appearing in (2.22) has to be done with a numerical technique. To
this end, an interpolatory Legendre–Gauss quadrature formula was employed. This
formula approximates a generic integral I = ∫ f (ξ) dξ by the sum IM =∑Mj=0$j f (ξj),
where ξj (j = 0, . . . ,M) are zeros of LM+1. As far as the weights $j are concerned,
several algorithms have been proposed for their computation. Here the approach
of Swarztrauber (2002) has been adopted. This approach is based on the Fourier
expansion of the Legendre polynomials evaluated for ξ = cosϑ coupled with the
Newton–Raphson method to compute their zeros (nearly equally spaced in the
ϑ variable). As shown in Camporeale et al. (2012), this choice minimizes the
accumulation of round-off errors for large values of M.
The algebraic problem, Aw = ωBw, is easily solved by means of the QZ-algorithm.
It is emphasized here that the above technique has three fundamental advantages:
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FIGURE 3. Colour maps of the temporal growth rate, in black-to-white scale, in the plane
(k,Re), for three different values of the bed inclination, θ , and three different values of
permeability, σ . The uncoloured zone indicates stable conditions (ωr < 0).
(i) it assures high spectral accuracy and convergence in the solution, provided that the
truncation number N is of the order of O(102); (ii) it avoids spurious eigenvalues; and
(iii) it provides the whole set of eigenvalue spectra and related eigenfunctions.
4. Results
The whole analysis has been carried out considering water at standard conditions
(i.e. ν = 1.7 × 10−6 m2 s−1, l˜c ∼ 2 mm) and porous medium with a fixed porosity
 = 0.6 and a fixed thickness S = 20. For the interface condition, the coefficient τ has
been set to zero. The results for different sets of these parameters are reported in the
supplementary material (available at http://dx.doi.org/10.1017/jfm.2013.16) and will be
commented upon later. The independent parameters governing the eigenvalue problem
(2.21)–(2.27) hence reduce to Re, k, θ and σ . Note that the Froude number is linked to
the previous ones via (2.1), through the relationship 2Fr2 = Re sin θ . Two-dimensional
perturbations are first considered and hence k = α.
Figure 3 shows the results of the stability analysis for θ = {0.1◦, 0.5◦, 4◦} and
σ = {2, 6, 20}×10−3, spanning the ranges Re ∈ [1–104] and k ∈ [0–4]. It is evident that
a complex scenario emerges depending on the different parametric conditions.
Looking at figure 3 by moving downwards (i.e. with σ increasing), it becomes clear
that, at relatively low values of permeability, the domain of instability is characterized
by two different patterns, which, at very low slopes, are well separated, but overlap
when θ increases. These patterns correspond to two modes of instability: the surface
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and shear instability. At θ = 0.1◦, the surface mode (SuM) is confined to very low
wavenumbers, embraces the whole range of Reynolds numbers (Rec is very low),
and usually shows lower growth rates than the other modes. The shear mode (ShM)
displays higher growth rate but – at low permeabilities – maintains Rec at high values
and exists in a small range of wavenumbers. It is interesting to observe that, with
the increase in slope, SuM eventually embraces the ShM domain so that the two
instabilities coexist in the same region of parameter space.
By increasing the wall permeability, the above scenario modifies in a complex and
interesting way. In this respect, three aspects are worthy of mention. Firstly, the ShM
domain enlarges, involving lower values of Re and – at very high σ – a wider range
of wavenumbers, eventually assuming an L-shaped configuration. It follows that, as a
consequence of the interactions with the porous medium, a larger band of harmonics is
triggered in the film. Secondly, at σ = 0.02 a new kind of porosity-induced instability
arises at larger wavenumbers than ShM. We name this the porosity-induced mode
of kind α (PIMα), in order to distinguish it from other kinds of porosity-induced
instabilities, such as the stable one (PIMβ) found by Tilton & Cortelezzi (2008) in
channel flows, and the unstable one (PIMγ ) detected by Liu & Liu (2009) neglecting
all the inertial terms in the equation of motion within the porous medium. PIMα is
absent in both the impermeable case and closed-channel flows, and it is triggered
by the coupling between the film flow and the porous flow through the interface.
This suggests that the presence of the free surface triggers new mechanisms inside
the porous region. It is also worth noting that the maximum growth rate of PIMα
is usually higher than for the other modes, and the shear and porous domains are
very close at small θ and k ∼ 3. Finally, the major complexity is displayed at high
values of θ and σ : mutual interactions between the three modes arise, the domain of
instability being overlapped in two zones. Moreover, at intermediate values of k (in
the range 1.5–2.5), these interactions induce a slight change in the marginal stability
curve of the SuM, thus generating a second relative minimum, which is otherwise
absent in the impermeable case. This aspect is quite important since it is the symptom
that permeability also affects the free-surface dynamics, besides the core of the film
dynamics. It turns out that mutual interactions are activated between the porous zone
and the free surface, a point that will be further discussed in § 5. The wall permeability
leads the system to a state where different kinds of instability coexist and interact
with each other: for instance, the dashed line, drawn at Re = 3000, crosses the SuM
(low wavenumbers), ShM (intermediate wavenumbers) and PIMα (high wavenumbers)
domains.
It is now instructive to move deeper into the description of the eigenvalue set
and the corresponding eigenfunctions related to the above-mentioned three modes of
instability. To this end, three conditions are marked in the bottom right panel of
figure 3: (a) SuM, (b) ShM and (c) PIMα. The results are depicted in figure 4,
where the panels on the left-hand side report the corresponding spectra in the growth
rate–phase velocity plane: black dots refer to the present problem, while the green
dots show the outcome of a standard problem of film flow over an impermeable
wall (i.e. the same parameters but σ = 0). Arrows indicate the least-stable eigenvalue,
its abscissa being the growth rate reported in figure 3. As expected, the overall
structure of the SuM spectrum (figure 4a(i)) is weakly affected by the presence
of a porous bed and the green and black dots are indeed very close. In contrast,
the eigenvalue response of the ShM (figure 4b(i)) is somewhat different from the
impermeable problem. The well-known three-branch structure of the Orr–Sommerfeld
spectrum (Grosch & Salwen 1968), reported by green dots, is in fact altered in the
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FIGURE 4. Spectra (i) and eigenfunctions (ii) of the marked eigenvalues, for the three type
of instabilities: (a) SuM (referring to point a in figure 3), (b) ShM (point b in figure 3) and
(c) PM (point c in figure 3). Green dots refer to the spectra of the corresponding impermeable
case. Black curves: |ψ |, solid line; Re[ψ], dashed line; Im[ψ], dotted line. Blue curves: u(1),
solid line; w(1), dashed line. Red curve: vorticity perturbation, φ. The insets show a zoom of
the flow field (arrows) and vorticity at the porous–liquid interface. Note the different scales of
the φ and ψ axes in panels (ii).
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proximity of the divide of its so-called S branch. As is well known, this branch
corresponds to wavelets advected at the mean velocity of the film, as confirmed by
their value of the phase velocity, i.e. c ∼ 2/3. Such a change is probably due to the
influence of a novel porosity-induced double-branched set of eigenvalues that occurs at
very low phase velocity.
This modification of the standard picture is exacerbated in the conditions that
are favourable to trigger the PIMα instability (figure 4c(i)), where the mentioned
interactions between the two parts of the spectrum give rise to a new ‘unstable’
eigenvalue that lacks a counterpart in the standard Orr–Sommerfeld spectrum (marked
with α). Note also that, although such an eigenvalue is triggered by the porous
medium, it exhibits a phase velocity very close to the S branch, which means that
the corresponding wave is locked to hydrodynamic instabilities in the free flow.
This suggests that PIMα is intrinsically related to the film hydrodynamics and it is
dynamically different from the other modes that are set on the lower porosity-induced
branch at c ∼ 0, which are invariably stable. These latter modes are instead equivalent
to the PIMβ identified by Tilton & Cortelezzi (2008).
Figure 4(a–c)(ii) report the eigenfunction ψ corresponding to the least-stable
eigenvalues of figure 4(a–c)(i) (black curves), the related flow fields (blue curves)
– as computed by (2.10) and (2.11) – and the perturbations of vorticity φ (red curves).
The choice x = 0 is made without loss of generality. The eigenfunctions have been
normalized in order to impose a unitary kinetic energy onto the flow field, namely∫ 0
−S
|u(1)|2+ |w(1)|2 dζ
= 2
∫ 0
−S
Re [ψ ′p]2+k Im [ψp]2 dζ + 2
∫ 1
0
Re [U′lζd(1) + ψ ′l ]2+k Im [ψl]2 dζ = 1. (4.1)
As known, vorticity is of paramount importance for the development of fluid instability.
Given its relationships with velocity gradients, it diffuses from the boundaries, where
its production is highest, throughout the whole flow domain. Vorticity is here obtained
through the relationship φ = ψ ′′ − k2ψ − 2d(1)ζH (ζ ) + c.c., where H (ζ ) is the
Heaviside function and symbol ψ is intended with subscript l (p) for positive
(negative) values of ζ . After manipulating (2.10a), (2.19a) and (2.25) one gets
[[φ]] = 2(1− ) [TrRe+ αwi + d(1)r ]ζ=0+, (4.2)
where Tr is the real part of the liquid shear stress perturbation, wi = Im[w(1)l ] and d(1)r
is the real part of the flow depth perturbation. From (4.2) one notes that, although a
no-jump stress condition is employed here (i.e. τ = 0 in (2.6)), vorticity is continuous
over the liquid–solid interface only in the limiting case  → 1 (namely, ls ∼ 0). It
should also be remarked that the vorticity jump is affected by the Reynolds number,
the flow flux through the interface and depth perturbation.
Keeping these preliminary remarks in mind, figure 4(a–c)(ii) are worth pointing out
as they provide information on the flow field generated by each type of instability
and complement the interpretation of results already obtained from the eigenvalue
spectra. The SuM and the ShM appear as centre and wall modes, respectively. The
flow field structure of SuM is relatively simple, with very low vertical components
(blue dashed line) and maximum velocity in the upper part of the domain. In this
case, the jump in the vorticity at the interface is very low ([[φ]] = −0.9) and its
maximum absolute value is |φ|m = 3. In contrast, the ShM eigenfunction is structurally
very complex, represented by a flow field with significant vertical velocities and
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FIGURE 5. Eigenfunction of PIMβ indicated in figure 4(c)(i): |ψ |, solid line; Re[ψ], dashed
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high vorticity intensity, with several changes in the sign and {[[φ]], |φ|m} = {−3.35, 7}.
However, despite the presence of the porous medium, the eigenfunctions of the
ShM closely resemble the well-known Tollmien–Schlichting instabilities commonly
observed in wall flows (Schmid & Henningson 2001). The eigenfunction of the
PIMα (figure 4c(ii)) exhibits a higher degree of variability and intensity: the vertical
velocity component reaches the maximum value at the interface, where, combined
with the high values of Re = 6000 and k = 2.5 (see (4.2)), it induces a very large
jump in vorticity: [[φ]] = 15.65. Furthermore, again at the interface, we observe the
maximum vorticity intensity (|φ|m = 65), an order of magnitude larger than the other
modes. Finally, it is worth noting that the response of the flow within the porous
region is dramatically different for the three modes. While SuM perturbations are
nearly absent for ζ < 0, the ShM shows a weak propagation of the instability in the
upper part of the porous zone, coincident with the Brinkman layer (see the inset of
figure 4b(ii) obtained for δ = 4σ3/2 = 0.03). The PIMα instead induces perturbations
that propagate deeper within the porous medium (i.e. down to ζ = −2), probably as
an effect of a diffusion-driven mechanism driven by the high vorticity occurring at the
interface.
From the above analysis, it turns out that the dynamics at the porous medium–liquid
interface is crucial to understand the mechanisms of generation of the instability,
where a key role is played by the vorticity generation, the exchanged flux between the
two media, along with the long-range interactions with the free surface. We stress that
without the latter effect the PIMα instability does not appear.
We have remarked that, although PIMα is triggered by the presence of the porous
medium, it is intrinsically related to the hydrodynamic instabilities, both dynamically
and kinematically. For comparison, figure 5 reports the eigenfunction of PIMβ , namely
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FIGURE 6. Rec versus θ for different values of permeabilities: (a) SuM; (b) ShM; (c) PIMα .
the rightmost dot of the eigenvalues located at c ∼ 0 in figure 4(c)(i), which are all
invariably stable. It is evident that this kind of modal response is purely porous in the
sense that it is null on the walls and maximum in the middle of the porous region. It
is therefore uniquely dependent on the ordinary differential equation (2.22) and weakly
affected by the interface and free-surface dynamics.
The present overview of results is now completed with the analysis of figure 6,
which reports the minimum value of the Reynolds number, Rec, of the marginal
stability curves for the three modes of instability, while spanning several values of
slopes and permeabilities. The critical Reynolds number of the SuM instability is not
sensitive to permeability. The Rec–θ curve almost coincides with the Benjamin–Yih
theoretical prediction, regardless of σ . Stronger permeability effects are instead
observed on the other modes of instability. The ShM performs a characteristic
minimum in the Rec–θ curve at low permeability, and the value of Rec assumes
the standard closed-channel prediction at high slopes (i.e. Rec ∼ 5770; e.g. Schmid &
Henningson 2001). The presence of a minimum at θ = 0.05◦, for σ = 0, has already
been reported in the previous literature without any physical justification, but the
underlying mechanism can be interpreted as a competition between two θ -dependent
processes, which will be discussed in the following section. With the increase in
σ , the minimum disappears and eventually the curves begin to follow a monotonic
decreasing shape. It is therefore confirmed that permeability destabilizes the ShM,
thus anticipating the transition to turbulence. As far as the PIMα is concerned, a
minimum value of Rec is invariably exhibited at increasing slopes with permeability,
shifting from the coordinates {θ,Rec} = {0.085◦, 3362} at σ = 0.015 to {0.65◦, 2228}
at σ = 0.02. The great resemblance between the shape of the curves associated with
ShM and PIMα (figure 6b,c) further confirms the relationship between the shear and
the porous modes, as discussed above.
In the next section, a physical interpretation of the above results will be proposed.
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FIGURE 7. Colour maps of the temporal growth rate in blue-to-red scale, in the plane (k,Re),
for four different values of the bed inclination, θ , and three different values of permeability,
σ . White zone indicates stable conditions (ωr < 0). These results have been obtained by
removing the convective terms in the momentum balance equation governing the flow within
the porous medium; black lines represent marginal stability curves obtained with convective
terms.
5. Discussion
5.1. Analysis of the key processes
The above findings open the door to a number of considerations. Firstly, it is
instructive to shed light on the role played by convective terms of the momentum
balance equation within the porous region, which have been retained in (2.3) via the
term −1〈up〉 · ∇〈up〉. It has been mentioned previously that, if this term is neglected
(the so-called Stokes approximation), the linearization procedure loses information
about the velocity profile of the basic state. The fluid dynamics of the Brinkman layer
is therefore oversimplified. This may explain some of the results presented by Liu &
Liu (2009), who suggested that the problem of film flow over a porous medium can
be approached using a one-sided model where the effects of the porous region can
be reduced to a boundary condition at the interface. Indeed, according to the present
study, that result is biased by the fact that it was obtained from a comparison between
one-sided simulations and two-sided simulations where the convective terms were not
included. This approximation has definitely muted the effects of the porous medium on
the linear instability analysis.
A more in-depth analysis on the role played by the convective term in this instability
contest is in order. Figure 7 reports temporal growth rates obtained by neglecting the
convective terms, and it can be directly compared with figure 3, where the results from
the complete model are presented; for clarity, marginal stability curves of figure 3
are also reported in figure 7 with black lines. Additionally, with respect to figure 3,
figure 7 reports a further column of panels investigating the case of θ = 0.03◦. The
comparison between the two figures suggests the following three points. (i) In figure 7,
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the porosity-induced mode PIMα is completely suppressed. (ii) At very low slopes
and with high permeability, a novel porosity-induced mode appears (see the blue
region in the bottom left panel), which can be reasonably associated with the PIMγ
already detected by Liu & Liu (2009). (iii) The ShM changes significantly with respect
to the complete model: at high permeability it explodes by covering a very large
region of the k–Re plane. To summarize, it is evident that the Stokes approximation
has important effects on the shear and porous modes, especially for walls with
high permeability. The shear mode becomes over-excited, whereas the porous mode
switches from the α to the γ type and occurs only for low inclination angles. It should
be noted that PIMγ is also detected by the complete model (not shown here), namely
at Re = O(104). However, at these Reynolds numbers, the reliability of linear stability
analysis becomes questionable and therefore no further comments are made on this
result.
The results obtained from the linear stability analysis are now discussed from a
more physical point of view. We will focus attention on the physics underlying the
occurrence of the ShM and PIM because the surface mode has already been deeply
investigated in the previous literature (e.g. see the paper by Kelly et al. (1989) for
an interesting energetic justification thereof) and, apparently, it seems to be insensitive
to wall permeability. As far as the shear instability is concerned, it is recalled that
the ‘sag’-like curve for the critical Reynolds number plotted versus the slope, in the
case σ = 0, has already been documented in the literature, but a physical justification
has never been proposed. One can reasonably assume that a curve that displays a
decreasing and an increasing trend is determined by two competing mechanisms and
that the minimum represents the cross-over that discriminates the ranges of slopes
where one mechanism dominates over the other. Such mechanisms can be intuitively
guessed from figure 6(b) by following an imaginary line of constant Rec, located above
the minimum and below the asymptotic value reached at high slopes by the curve
representing the impermeable wall case. Within this range of Re, the line crosses the
Rec curve at two points. The first determines the slope where the associated flow
becomes unstable and the second the slope at which the flow becomes stable again.
It is proposed that the switch from the unstable to the stable regime is governed by
the following two mechanisms. (i) On the one hand, while the slope is increasing, the
flow depth decreases and the free-surface velocity increases (i.e. Re is constant). This
leads to an increase in shear and hence of vorticity at the wall. (ii) On the other hand,
while the depth decreases, the free surface becomes closer to the wall and the damping
of stresses imposed by the boundary conditions at the free surface affects in some
way the dynamics near the wall. The former mechanism is destabilizing and prevails
at very low slopes, whereas the latter is stabilizing and prevails at larger slopes, with
the cross-over occurring at a specific value θm ∼ 0.05◦, where the sag curve shows a
minimum (see the dash-dotted line in figure 6b).
When the interface is porous, a novel mechanism adds to the above scenario. The
perturbations on the free surface (either stable or not) hydrostatically induce head
differences at the liquid–solid interface, which in turn trigger a flow exchange through
the interface itself. The so-generated vertical momentum is therefore longitudinally
convected in the porous region via the term w(1)p (0)U
′
p(0) = 2w(1)p (0); this convective
transport produces vorticity. The vorticity diffuses up in the liquid phase and further
destabilizes the shear mode. It follows that with the increase in permeability, the
rising of the sag curve at higher slopes induced by the previously mentioned
stabilizing process is gradually overwhelmed by the destabilizing effect induced by
the flow-exchange mechanism. This leads the Rec–θ relationship to follow a monotonic
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behaviour at large permeabilities (solid lines in figure 6b). The high level of vorticity
inferred by the eigenfunctions reported in figure 4 is consistent with this argument.
The same process also has important effects on the porous mode. As we have
previously remarked, the PIMα is essentially an interface mode, which, like the
ShM, is induced by vorticity production at the interface. The two modes are also
kinematically locked, since we observed that they travel at the same phase velocity
c ∼ 2/3. More precisely, such a velocity is not associated with the least stable ShM
but with the P branch of its spectrum (see figure 4c(i)). In other words, PIMα is a
sibling of ShM, but in order to observe it at physical values of Re, a threshold in σ
has to be passed.
A heuristic computation can show, with further detail, the linkage between the
free-surface-induced pumping mechanism through the interface and the vorticity
generation in the Brinkman layer. Combining the continuity equation and Darcy’s
law in the porous region, it is straightforward to show that, at the interface,
ψp = iwp/α ∼ −iασd(1), namely, the flux through the interface is proportional to
the depth perturbation. In addition, after considering (2.22) at ζ → 0 (i.e. imposing
Up = UI and U′′p = 23/2/σ ) and remembering that φp = ψ ′′p − α2ψp ≡Dψp, one obtains
a simplified form of the conservation equation for the vorticity:
φ′′p − (ΓpUI + α2 +A + ω Re)φp =−2α2Re 1/2d(1). (5.1)
It suffices here to focus attention on the dominant balance of (5.1) for ζ → 0
(cf. Bender & Orszag 1978). With this aim let us resize the vertical coordinate as
ζ → δ−1ζ , where δ = 43/2σ ∼ σ . In this way we obtain
φp(0)∼− 2α
21/2d(1)
iαUI−1 + Re−1σ−2 + ω, (5.2)
where the approximations δ2A ∼ δ2σ−2 and α2Re−1 ∼ 0 have also been used.
Expression (5.2) confirms that vorticity production at the interface is proportional
to the free-surface perturbations. Furthermore, by imposing the critical condition
ω = 0 − iαc ∼ −2iα/3 in (5.2), after some algebra, one obtains that |φp| → ∞ and
Arg[φp] ∼ Arg[d(1)] for σ ∼ /3(1 + 1/2). The latter result provides the resonance
condition between the forcing of the free surface and the PIMα instability, where the
porous region is invariably unstable. Although, with the value of porosity used herein,
the resonant value of permeability is σ = 0.11, which is beyond the range of validity
of the present formulation, the above derivation is a theoretical confirmation that the
porous mode is destabilized by any increase in wall permeability.
It is also remarked that a key element of the ‘pumping’ mechanism is the convection
within the porous region, without which the vertical momentum pumped by the film
is only transported (and dissipated) by diffusion. In this case, (5.1) lacks the forcing
term on the right-hand side, and thus vorticity at the interface is not externally induced
by the vertical fluxes. It is worth recalling that the same result would be obtained
by considering the inertial terms but assuming a flat basic state in the porous region.
On the contrary, neglecting the convection in the porous region would only further
destabilize the ShM (see figure 7). We suspect that this aspect is related to the
effect of suction and blowing in the boundary layer, which, as suggested by Tilton
& Cortelezzi (2008), triggers the wall turbulence but, when coping also with the
vorticity production from the pumping, is slightly dampened. This aspect requires
further investigations.
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Another important point arising in the permeable case is the presence of a slip
velocity, which is strictly dependent on the parameter τ . An additional set of
simulations (reported in the supplementary material) investigates the role of τ . In
summary, since UI increases with τ , high values of this parameter reduce the shear
of the basic state and therefore are stabilizing on both ShM and PIMα. In particular,
the latter instability is completely inhibited for τ = 1 (in agreement with the results by
Tilton & Cortelezzi (2008)). The opposite trend is observed for negative values of τ .
Finally, the role of the porous medium thickness S has been investigated through
a further set of simulations for values S = {0.2, 2, 5, 10, 30} (plots are reported in
the supplementary material). As far as PIMα and ShM are concerned, almost no
changes occur if S is large enough to allow flow field perturbations in the porous
medium to vanish at a certain distance from the interface that is also well above
the impermeable wall (say, S δ). This holds for all the investigated values of S,
except for the smaller one, S = 0.2. This is in agreement with the outcomes by Tilton
& Cortelezzi (2008), who observed that variations of S in a range that allows the
former condition to be satisfied have only weak effects on the perturbations of the
normal velocity at the interface. Conversely, a further decrease of S (see S = 0.2)
entails a marked reduction in the normal velocity perturbation, which is a stabilizing
mechanism: for σ = {0.002, 0.006} a shrinkage of ShM domain and an increment in
Rec occur. Additionally, varying S also affects SuM, which undergoes changes in both
Rec and the shape of the marginal stability curves as already observed by Liu & Liu
(2009). This latter aspect is particularly evident at low values of bed slope, because of
the sensitivity of the base pressure at the bottom to the slope and its interaction with
the flow field perturbation in both liquid and porous domains (e.g. (2.17b) and (2.27)).
5.2. Three-dimensional effects
We conclude this section with a brief analysis of three-dimensional effects. Squire’s
theorem, a classic result of hydrodynamic instability theory, states that parallel shear
flows become unstable to two-dimensional perturbations (i.e. with β = 0) at a value of
Re smaller than any other Re value for which three-dimensional unstable perturbations
exist. In the analysis of the standard Orr–Sommerfeld problem, it is therefore sufficient
to study two-dimensional perturbations (Drazin & Reid 1981).
The extension of Squire’s theorem to open-channel flows was first addressed by Yih
(1955), whose approach is formally followed in the present problem too. However, the
term αk2ψ ′l , appearing in the normal stress continuity equation (2.26) at the interface,
prevents one from finding a set of suitable transformations for Re, θ and σ that would
extend Squire’s theorem to the considered context. This is further confirmed by the
results reported in figure 8: for sufficiently high values of permeability, it occurs that
some three-dimensional unstable disturbances exist (namely, α and β are not both null)
while the corresponding two-dimensional perturbation is stable for both the reported
Re and any other smaller Re value (see also figure 3). It is also remarkable that only
the porous mode escapes Squire’s theorem predictions, in the investigated range of
parameters. This suggests that Yih’s conclusions herein hold for ShM and SuM.
From a more physical point of view, it is also interesting to observe that, for
high values of the spanwise wavenumber, β, the range of the unstable longitudinal
wavenumbers, α, is increased with respect to the case β = 0. The domain of instability
of ShM and PIMα are in fact closer to each other and a larger number of harmonics
are therefore excited. However, it should be noted that, despite this disagreement with
Squire’s theorem, for a fixed set of Re, σ and θ , the higher values of the growth rate
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FIGURE 8. Three-dimensional effects: colour maps of the temporal growth rate in black-to-
white scale, in the α–β plane, for different values of Re and σ . The uncoloured zone indicates
stable conditions (ωr < 0). [θ = 0.1◦].
are attained at β = 0, which suggests that the predominant instability is substantially
two-dimensional.
6. Conclusions
The present work sheds light on the interplay among the different kinds of
instabilities occurring when a gravity-driven film flows over a permeable wall. As
known, the literature has dealt with the case of impermeable walls in depth whereas
the case of permeable walls has been largely disregarded. However, for both cases,
some features of the obtained numerical results still lack a physical justification. For
instance, a physical explanation for the occurrence of the well-known ‘sag’ curve in
the Re–θ plane has never been proposed.
By means of a novel spectral-Galerkin numerical method, able to provide the whole
eigenvalue and eigenfunction spectra with high accuracy, we have tackled the linear
stability analysis of a two-sided model, based on the volume-averaged Navier–Stokes
equations and with Whitaker’s stress-jump conditions at the liquid–solid interface.
Furthermore, the convective terms in the porous region were retained because it was
shown that they are crucial to obtain the coupling between the basic state and the
velocity perturbation in the Brinkman boundary layer. The results have permitted the
occurrence of three different modes of instability to be distinguished and discussed:
the surface mode, the shear mode and one kind of porosity-induced mode. In
particular, the latter was shown to be strictly related to the second one through the
action of the interface, but the surface mode also appeared to develop long-distance
interactions with the other two modes. Indeed, the porosity-induced mode of type α
is not present in the closed-channel problem. Other kinds of porous induced modes
– called β and γ type – were identified in previous works, but we have shown
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that they have no particular significance when the effects of convective terms in the
porous region are correctly accounted for. A sensitivity analysis has in fact elucidated
that, if the convective terms are neglected, the porosity-induced mode is inhibited,
the shear mode is favoured and, for low slopes, a fictitious PIMγ appears with Rec
lower than the shear mode (see bottom left panel in figure 7). This latter aspect
suggests that any prediction of transition to turbulence is erroneously underestimated
if convective terms are neglected. A rationale based on two competing mechanisms
has been proposed to interpret the ‘sag’-like curve of the shear mode, whereas the
head-induced pumping phenomenon through the interface was shown to explain the
dynamics under permeable conditions. Finally, it turns out that Squire’s theorem is not
entirely applicable to the present problem, even though the most likely perturbations
are still two-dimensional.
From the present analysis, two overall considerations emerge. Firstly, we observed
that the decrease in Rec due to an increase in permeability is much more evident for
the porous mode than for the shear mode. Hence, one could reasonably guess, for
permeabilities larger than the ones investigated here and provided a parametrization
for the Forchheimer term is available, that the marginal curve of the porosity-induced
mode becomes lower than the shear mode, and consequently the transition is therefore
initiated by the former one. Secondly, it is well known that a nonlinear stability
analysis and/or a non-normal linear stability analysis probably allow lower values for
the critical conditions than a standard linear stability analysis. Because the critical
conditions of the shear mode and the porous mode are, in some cases, very close
to each other (e.g. the lower panels in figure 3), we do not exclude that the actual
transition to turbulence could be porous-mode-induced. According to our results,
an important clue of this shift should be the evidence of a larger set of excited
wavenumbers. These issues go beyond the objectives of the present work.
In a future study, the present linear stability analysis should be completed by a
suitable (weakly) nonlinear analysis in order to assess saturation mechanisms and
explore the routes to turbulence. However, the theoretical study of transition to
turbulence in porous–liquid interface systems by using the tools of hydrodynamic
stability theory is just in its infancy, and these preliminary results have potential to
find applications in several industrial (e.g. coating, heat exchange) and geophysical
research (phase change systems) areas. We would like to mention just one particular
case concerning glaciology.
As already argued in the seminal book by Hutter (1983), a free surface at which
the ice is temperate involves a phase change system, which, in the case of melting,
is composed of a layer of ice–water mixture (the porous medium) underneath the
meltwater (the film). In this case the rate of melting of the surface is proportional to
the jump of heat flux at the liquid–porous interface divided by (1 − ). Since both
the heat flux and the porosity (or water content) are affected by viscous dissipation,
it is straightforward to recognize that the discrimination between laminar or turbulent
conditions in the porous layer is crucial for the rate of melting of the glacier surface.
This particular problem requires a more involved thermo-fluid dynamic treatment than
the present analysis and will be carried out in the future.
Supplementary materials
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