In this study, we propose a novel complex neural network algorithm, which extends the neural network based approaches that can asymptotically compute the largest or smallest eigenvalues and the corresponding eigenvectors of real symmetric matrices, to the case of directly calculating the largest real part eigenvalue and the corresponding eigenvector of a real matrix. The proposed neural network algorithm is described by a group of complex differential equations, which is deduced from the classical neural network model. The proposed algorithm is a class of continuous time recurrent neural network (RNN), it has parallel processing ability in an asynchronous manner and could achieve high computing capability. This paper provides a rigorous mathematical proof for its convergence in the case of real matrices for a more clear understanding of network dynamic behaviors relating to the computation of eigenvector and eigenvalue. The proposed approach has obvious virtues such as fast convergence speed and non-sensitivity to initial value. Numerical examples showed that the proposed algorithm has good performance.
Introduction
Using the neural network technology to extract the eigenvector corresponding to the modulus maximum eigenvalue of a real symmetric matrix was first presented about 30 years ago [1] , then motivated broad interests from engineering and theoretical researches [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . In 1995, Luo et al. [5, 6] proposed a very classical neural network algorithm for extracting not only modulus maximum eigenvalue but also modulus minimum eigenvalue and their corresponding eigenvectors of real symmetric matrices, but the convergence proof of this algorithm not be presented until 2004 by Zhang et al. [7] . In the recently years, some adaptive generalized eigen-pairs extraction algorithms have been presented by some authors [11, 12] .
A number of years ago, Liu et al. [3] proposed a simpler neural network algorithm for extracting the eigenvector corresponding to the modulus maximum eigenvalue of a real symmetric matrix, but it will also diverge as the same as in the publication [1] when it is used to extract the eigenvector corresponding to the modulus minimum eigenvalue of a real symmetric matrix. Then Liu et al. [4] presented a subtle method to extract the imaginary part of the eigenvalue from the maximum imaginary part and the real part of the eigenvalue from the maximum real part of a general real matrix. Unfortunately, they couldn't obtain the corresponding eigenvector, which is sometimes vital for some practical engineering problems. In the present paper, we try to not only extract the largest real part eigenvalue but also extract the corresponding eigenvector of any real matrix in the complex domain.
The rest of this paper is organized as follows: In section 2, we proposed the novel complex domain neural network model of this paper. Some numerical examples given in section 3 and we summarized this paper in the last section.
where () n v t R  are the n dimension real column vectors that denote the states of neurons. However, the above classical neural network algorithm can only be used to solve the eigen-pair problems of real symmetric matrices. We could not directly adopt it to compute the eigen-pair problems of general real matrices. Now we substitute matrix A in Eq. 1 by the following A  : 
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Add the first equation with the second equation times i of Eq. 2, where i is an imaginary unit.
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which is the complex neural network model in our study, where () n z t C  . The algorithm can be used to extract the eigenvector and the corresponding eigenvalue with largest real part of a general real matrix. If nn AR   is a real matrix, and let 12 n       are n eigenvalues of A , then the corresponding normal basic complex eigenvectors are 12
denote the projection of () zt in the direction along with k S .
, and for any non-zero initial value (0) n zC  , the solution of Eq. 4 satisfying
Theorem 2. If the complex vector () zt is the solution of Eq. 4 and ( )
the projection of () zt along with the direction k S , then 2 () zt  can be read as
Proof: We first need to prove that the projection of () zt onto k S can be represented as:
Assume that all eigenvalues of A can be denoted as i1 , and assume that the solution () zt of Eq. 4 can be represent as follows:
Substituting Eq. 8 into Eq. 4, one gets the following form when t :
Along with k S , the following equation can be obtained: 
Based on the theorem 1, Eq. 12 can be converted into the following form: 
zt , then Eq. 13 can be directly written as follows:
i.e. 
The integral on both sides of Eq. 18 from 0 to t reads 2 2
Direct calculation reads 2 2 , then v will converge to an eigenvector of the real symmetric matrix A , which corresponds to the maximum real part eigenvalue that can be denoted as
Advances in Intelligent Systems Research, volume 136 non-zeros initial value isn't always orthogonal to the eigen-subspace 1 V  . Therefore we can always obtain the eigenvector corresponding to the modulus maximum eigenvalue. From these figures, we note that the proposed algorithm also has the fast convergence property, which is just one virtue of parallel computing. In addition, the proposed algorithm is not sensitive to initial value. This virtue makes actual operation a lot more convenient. From which, we can see that the eigenvector obtained from the complex neural network algorithm are also the constant multiples of the eigenvector obtained from the direct calculation. In the following, Fig. 3 illustrates the dynamic behavior of the largest real part of real matrix A, and Fig. 4 illustrates the dynamic behavior of six components' modulus of the corresponding eigenvector.  .
