Abstract-We explore asymptotically optimal bounds for deviations of Bernoulli convolutions from the Poisson limit in terms of the Shannon relative entropy and the Pearson χ 2 -distance. The results are based on proper non-uniform estimates for densities. This part deals with the so-called non-degenerate case.
Theorem I.1 [1] . One has
Here, the parameter λ 2 , or more precisely -the ratio λ 2 /λ (for λ bounded away from zero), plays a similar role as the Lyapunov ratio L 3 in the central limit theorem.
In the i.i.d. case with p j = λ/n and fixed λ > 0, both sides of (I.2) are of the same order 1/n. In the case λ ≤ 1, the upper bound in (I.2) is sharp also in the sense that the second inequality becomes an equality when p 1 = λ, p j = 0 (2 ≤ j ≤ n).
Theorem I.1 refined many previous results in this direction, starting from bounds for the i.i.d. case by Prokhorov [17] and bounds for the general case by Le Cam [14] . In particular, Le Cam obtained the upper bound
(I.3)
For large λ Kerstan et al. [12] , respectively Chen [4] improved these bounds to
See also [10] , [23] , [21] , [18] , [19] , [2] and the references therein. A certain refinement of the lower bound in (I.2) was obtained by Sason [20] . While (I.2) provides a sharp estimate for the total variation distance, one may wonder whether or not similar approximation bounds hold for the stronger informational distances. As a first interesting example, one may consider the relative entropy [6] , [7] , and Harremoës and Ruzankin [9] . In particular, in the i.i.d. case p j = p, it was shown in [9] that
D(W ||Z
If p = λ/n with a fixed (or just bounded) value of λ, these estimates provide the following rate for the Poisson approximation
The general non-i.i.d. scenario (with not necessarily equal probabilities p j ) has been partially studied as well. A simple upper estimate D(W ||Z ) ≤ λ 2 , analogous to Le Cam's bound (I.3), may be found in [6] , cf. also Johnson [11] . It is however not so sharp as (I.4). A tighter upper bound
was later derived by Kontoyiannis, Harremoës and Johnson [13] . If p j = λ/n with λ ≤ n/2, it yields D(W ||Z ) ≤ 2λ 2 /n 2 reflecting a correct decay with respect to n up to a constant, according to (I.4). Nevertheless, in the general case, Pinsker's inequality and the bounds (I.2)-(I.3) suggest that a further sharpening such as
(I.6) might be possible by involving λ 2 rather than the functional
To compare the two quantities, note that λ 2 2 ≤ λλ 3 (by Cauchy's inequality). Hence, the inequality (I.6) would be sharper compared to (I.5) modulo a λ-dependent factor. An upper bound such as (I.6) may also be inspired by the lower bound
recently derived by Harremoës, Johnson and Kontoyiannis [8] .
It is consistent with (I.4) and also shows that the constant 1 4 is best possible. As it turns out, (I.6) does hold in the so-called nondegenerate situation, and in essence, (I.7) may be reversed (we say that the range of (λ, λ 2 ) is non-degenerate, if λ 2 ≤ κλ with κ ∈ (0, 1), or if λ ≤ λ 0 , implicitly meaning that the resulting inequalities may contain κ or λ 0 as fixed parameters).
In fact, one can further sharpen (I.6) by replacing the relative entropy with the Pearson χ 2 -distance, as well as with other Rényi/Tsallis distances. To avoid technical complications, let us restrict ourselves to the χ 2 -divergence which is given by
It is a divergence type quantity which dominates the relative entropy:
For a general theory of informational distances, we refer interested readers to the recent review by van Erven and Harremoës [5] ; an additional material may be found in the books [15] , [16] , [22] , [11] . Here, we reverse the bound (I.7) and prove:
The condition λ 2 ≤ λ/2 is readily fulfilled as long as
. Similar bounds as in (I.8) remain to hold under the weaker assumption λ 2 ≤ κλ with a constant c = c κ depending on κ ∈ (0, 1), cf. Proposition VI.2 below. This assumption may actually be replaced with the requirement that λ is bounded. More precisely, in the second part of the paper it will be shown that without any restriction, up to some universal factors, we have
where
This shows that in general the bound (I.7) cannot be reversed.
For the study of the asymptotic behavior of D and χ 2 in terms of λ and λ 2 , we derive new bounds for the difference between densities of W and Z , that is, for
To this aim, one has to consider different zones of λ's, distinguishing between "small" and "large" values. The case λ ≤ 1 2 can be handled directly leading to the non-uniform density bound
It easily yields sharp upper bounds for all distances as in Theorems I.1-I.2 in the case of small λ, at least up to numerical factors (cf. Propositions III.3 and III.4).
To treat larger values of λ, a more sophisticated analysis in the complex plane is involved -using closeness of generating functions associated with the sequences w k and v k . In particular, the following statement may be of independent interest. Theorem I.3. For all integers k ≥ 0,
Let us clarify the meaning of the last bound, assuming that λ 2 ≤ κλ with some constant κ ∈ (0, 1). If k ≤ 2λ and λ ≥ 
, we also have
Since |k − λ| is of order at most √ λ on a sufficiently large part of Z measured by P λ , these non-uniform bounds explain the possibility of upper bounds in Theorem I.2.
The paper is organized as follows. First we describe several general bounds on the probability function of the Poisson law (Section II). In Section III, we consider the deviations k and prove Theorem I.2 in case λ ≤ 1 2 . Sections IV-V are devoted to non-uniform bounds and the proof of Theorem I.3, which is used to complete the proof of Theorem I.2 for λ ≥ 1 2 . Uniform bounds for large λ are discussed in Section VII. There we shall demonstrate that in a typical situation, when the ratio λ 2 /λ is small, the Poisson approximation considerably improves the rate of normal approximation described by the Berry-Esseen bound in the central limit theorem.
II. GAUSSIAN TYPE BOUNDS ON POISSON PROBABILITIES When bounding the Poisson probabilities
with a fixed parameter λ > 0, it is convenient to use the wellknown Stirling-type two-sided bound:
In particular, it implies the following Gaussian type estimates.
Here, the lower bound may be improved in the region k ≥ λ as
Proof. Applying the lower estimate in (II.1), we get
The function h(θ ) is concave on the half-axis θ ≥ −1, with Similarly, applying the upper estimate in (II.1), we get
Finally, to get the refinement (II.4) in the region k ≥ λ, consider the function
III. ELEMENTARY UPPER BOUNDS
We keep the same notations as before; in particular,
To eliminate this condition, one may always assume that n is arbitrary, by extending the sequence (
This does not change the value of W . First, let us consider the probability that W equals k = 0.
Proof. Expanding the function p → − log(1 − p) near zero according to the Taylor formula, write
Note that the condition of Lemma III.1 is fulfilled, if λ ≤ 1 2 . In that case, the upper bound of the lemma may be reversed up to a numerical factor, for example, in the form
Moreover, one can show that
and if λ ≤ 1/8, then also
The value k = 2 turns out to be most essential for obtaining lower bounds, since it immediately yields d(W, Z ) ≥ cλ 2 and
λ ) 2 with some absolute constant c > 0. Returning to upper bounds, recall the notation
In order to involve the values k ≥ 1, we need the following:
Moreover, for any k ≥ 2,
Proof. Denote by I the collection of all tuples ε = (ε 1 , . . . , ε n ) with integer components ε i ≥ 0 such ε 1 +· · ·+ε n = k, and let J = {ε ∈ I : max i ε i ≤ 1}. Representing the Poisson random variable Z ∼ P λ as Z = Z 1 + · · · + Z n with independent summands Z i ∼ P p i , we have that, for any k = 0, 1, . . . ,
Hence, we may start with the formula
By the Taylor formula,
Similarly to (III.1)-(III.2), we have
with some 0 ≤ θ ≤ 1. Therefore,
which in turn implies
The two bounds give
Next, applying the multinomial formula, we have
Thus,
The remaining terms participating in P(Z = k) correspond to the tuples ε ∈ I with max i ε i ≥ 2, which is only possible for k ≥ 2. In that case, restricting for definiteness to the constraint ε n ≥ 2, we have
Similarly, for any i = 1, . . . , n,
and summing over i ≤ n, we get 
It remains to combine this bound with the bound (III.5) and apply both in (III.4). Then we finally obtain that
Combining Lemmas III.1-III.2 (cf. (III.6)), we thus obtain the following non-uniform bound on the deviations of k .
Proposition III.3. If max
The estimates obtained so far are sufficient to establish Theorem I.2 in the case λ ≤ 
where C λ depends on λ ≥ 0 as an increasing continuous function
Proof. Applying Lemmas III.1-III.2, we get
where c λ = e λ −1 λ . Expanding the squares of the brackets in this sum results in
which is the same as
Multiplying by λ 2 , this gives the desired inequality
It is easy to check that 
IV. GENERATING FUNCTIONS
The probability function f (k) = P{Z = k} of the Poisson random variable Z ∼ P λ satisfies the equation
for any function h on Z (as long as the expectations exist). This identity was emphasized by Chen [4] who proposed to consider an approximate equality
as a characterization of a random variable X being almost Poisson with parameter λ. This idea was inspired by a similar approach of Charles Stein to problems of normal approximation on the basis of the approximate equality E h (X) ∼ E Xh(X).
Another natural approach to Poisson approximation is based on the comparison of characteristic functions. Since the random variables W and Z take non-negative integer values, one may equivalently consider their associated generating functions.
The generating function for the Poisson law P λ with parameter λ > 0 is given by
which is an entire function of the complex variable w. Correspondingly, the generating function for the distribution of the random variable W = X 1 + · · · + X n in (I.1) is
which is a polynomial of degree n. Hence, the difference between the involved probabilities may be expressed via the contour integrals by the Cauchy formula
where μ r is the uniform probability measure on the circle |w| = r of an arbitrary radius r > 0.
Note that for w = e it with real t, the generating functions ϕ and g turn into the characteristic functions of Z and W , respectively. Hence, closeness of the distributions of these random variables may be studied as a problem of closeness of their generating functions on the unit circle.
Let us now describe first steps based on the application of the formula (IV.3). Given complex numbers a j , b j
with the convention that l< j b l = 1 for j = 1 and l> j a l = 1 for j = n. It implies
According to the product representations (IV.1)-(IV.2) to be used in (IV.3), one should choose here a j = q j + p j w and b j = e p j (w−1) with |w| = r . Then
To estimate the terms in this sum, consider the function
of the complex variable u, where the Taylor integral formula is applied in the second representation. If Re u ≤ 0, then |u 2 e tu | = |u| 2 exp{t Re u} ≤ |u| 2 , so,
In particular, for u = p j (w − 1) with w = cos θ + i sin θ , we have
, and (IV.6) yields
Integrating over the unit circle in (IV.3), we then arrive at the uniform bound:
Proposition IV.1. We have
This is a weakened variant of Le Cam's bound
specialized to the one-point sets A = {k}. In order to get a similar bound with arbitrary sets, or develop applications to stronger distances, we need sharper forms of (IV.9), with the right-hand side properly depending on k.
V. PROOF OF THEOREM I.3
Applying (IV.4) with a j = q j + p j w and b j = e p j (w−1) in (IV.3), one may write this formula as
where the integration is performed over the uniform probability measure μ r on the circle |w| = r . Let us write w = r (cos θ + i sin θ), |θ | < π, and estimate |T j (k)| by replacing the integrand by its absolute value. Thus, using (IV.5), we get that
Here, in order to estimate |a j −b j |, let us return to the function ξ(u) introduced in (IV.7), which we need at the values u j = p j (w − 1) with |w| = r .
Case 1: r ≥ 1. Since Re u j ≤ p j (r − 1), we have, for any t ∈ (0, 1),
so, by (IV.7),
Case 2: 0 < r < 1. Then Re u j ≤ 0, so, by (IV.8),
Since |w − 1| 2 = (r − 1) 2 + 4r sin 2 (θ/2), we therefore obtain from (V.2) that
for r < 1, and
In order to estimate the last integrals for m = 0 and m = 2, let us first note that
Hence, using 1 − x ≤ e −x (x ∈ R), we have
Here we applied the inequalities
2 ) and used the notation
Thus, we need to bound γ j from below. If r ≥ 1, then
This gives
In case r ≤ 1, we use q l + p l r ≤ 1, implying that
To simplify the numerical constants, note that 
VI. CONSEQUENCES OF THEOREM I.3
Under the natural requirement that λ 2 is bounded away from λ, the bound (V.7) on k = P{W = k} − P{Z = k} may be simplified. As before, we use the notations
Note that λ 2 ≤ λ and recall that ρ
Corollary VI.1. If λ 2 ≤ κλ, 0 < κ < 1, then for any integer k ≥ 0,
Hence, by (VI.3),
with C 2 = 49 2 · 3.1 · (17/8) 6 < 685 343. Asymptotically with respect to large λ, this bound is much better than (VI.4).
This gives
As a result, we arrive at the desired upper bound in (VI.4).
Finally, let us estimate S 2 for the range 1 2 ≤ λ ≤ 8. Returning to (VI.7), we have
Here
λ . All these three functions are convex, while ψ 3 is decreasing. In addition, ψ i ( Putting r = 1 in (V.6), we arrive at the next assertion which sharpens Proposition IV.1. which cannot be improved (modulo a numerical factor) in view of the lower bounds on | k | with k = 0, 1, 2 mentioned in Section III. We also have a similar bound for the Kolmogorov distance, K (W, Z ) ≤ Cλ 2 , which follows from the upper bound for the stronger total variation distance as in Theorem I.1. When, however, λ is large (and say all p j ≤ 1 2 ), one would expect to achieve more accurate bounds when replacing the Poisson approximation for P W by the normal law N(λ, λ) with mean λ and variance λ. Indeed, suppose, for example, that p j = 1 2 , so that W has a binomial distribution with parameters (n, which yields a correct order for growing n. Thus, the two approaches are equivalent for this particular (i.i.d.) example.
To realize whether or not the normal approximation is better or worse than the Poisson approximation in the general non-i.i.d. situation (that is, with different p j 's), let us evaluate the corresponding Lyapunov ratio in the central limit theorem and apply the Berry-Esseen bound K (W, N λ ) ≤ cL 3 , where the random variable N λ is distributed according to N(λ, λ) .
Since Var(W ) =
