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The focus of this thesis is on a field of study related to information design, namely visual 
modelling, and the application of its concepts and frameworks to a case study on the use of 
Internet cookies. It represents an opportunity to enhance information design’s relevancy as an 
adaptive discipline; i.e., borrowing and learning from various knowledge domains in representing 
phenomena for the purposes of decision-making and action-generation. 
As a critical design project, the thesis endeavors to inform Internet users and other audiences of 
the exploitation inherent in the data-mining processes employed by websites for generating 
cookies and to expose the risks to users. This focus was motivated by a concern with the ignorance, 
or at least the casual awareness, of many Internet users of the implications of giving their consent 
to the use of cookies. The thesis employs a qualitative research methodology that consolidates 
information design principles, conventions and processes; a distillation of relevant modelling 
frameworks; and pan-disciplinary philosophical perspectives (i.e., cybernetics, systems theory, and 
social system theory) into a visual model that represents the cookie system.  
The significance of this study’s contribution to design theory lies in the manner in which 
boundaries to its research methodology (based on the study’s purpose, goals and targeted 
audience) were determined and the singular visual modeling process developed in consideration of 
the myriad relevant knowledge-domains, extensive data sources and esoteric technical aspects of 
the system under study. Whereas simplification in a visual model is a key factor for knowledge-
creation and establishing usability, its effectiveness to inform and inspire is also measured by its 
level of accuracy and comprehensiveness.  
In concentrating on human behaviour and decision-making contexts and applications, infor-
mation design has the capacity to help meet personal and social needs and consequently can be a 
societal force for innovation and progress. The thesis’ visual model is an example of this potential 
in its intention to represent the cookie process and to raise awareness of its personal and social 
implications. The study validates the responsibility of the information designer to not prescribe 
actions or solutions but rather to impart knowledge, support decision-making, and inspire critical 
reflection. 
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visual modelling, and the application of its concepts and frameworks to a case 
study on the use of Internet cookies. It represents an opportunity to enhance 
information design’s relevancy as an adaptive discipline; i.e., borrowing and 
learning from various knowledge domains in representing phenomena for the 
purposes of decision-making and action-generation.
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This focus was motivated by a concern with the ignorance, or at least the casual 
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applications, information design has the capacity to help meet personal and 
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to represent the cookie process and to raise awareness of its personal and social 
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Terminology
GAUMLESS Abstraction: the action of considering something in the 
abstract, independently of its associations or attributes; the 
process of isolating properties or characteristics common to 
a number of diverse projects, events, etc., without reference 
to peculiar properties of particular examples or instances 
(OED).
Acteme: a minimum indivisible unit of action or behaviour 
(sometimes specifically non-verbal behaviour) (OED).
Actor: a thing which or person who performs or takes part in 
an action; a doer, an agent (OED).
Agent: a representation of a decision-making entity in the real 
world and it is a stylized part of the model.
Agent-based Model (ABM): a class of computation models 
for simulating the actions and interactions of autonomous 
agents (both individual or collective entities such as organi-
zations or groups) with a view to assessing their effects on 
the system as a whole. It combines elements of game theo-
ry, complex systems, emergence, computational sociology, 
multi-agent systems, and evolutionary programming.
Application Programming Interface (API): a set of routines, 
protocols, and tools designed to allow the development of 
applications that can utilize or operate in conjunction with a 
given item of software, set of data, website, tec.; abbreviated 
API (OED).
Application Server Data: data retrieved during web usage 
mining. Commercial application servers have significant 
features to enable e-commerce applications to be built on 
top of them with little effort. A key feature is the ability to track 
various kinds of business events and log them in application 
server logs.
American Standard Code (ASCII): a standard seven-bit char-
acter code by which information is stored and transmitted in a 
computer or a data transmission system (OED).
Atemporal: free from limits, timeless (OED).
Automation: the action or process of introducing automatic 
equipment or devices into a manufacturing or other process 
or facility; (also) the fact of making something (as a system, 
device, etc.) automatic (OED).
Client: a piece of computer hardware or software that accesses 
a service made available by a server. The server is often (but not 
always) on another computer system, in which case the client 
accesses the service by way of a network. 
As part of its operation it relies on sending a request to another 
program or a computer hardware of software that accesses a 
service made available by a server (which may or may not be 
located on another computer). For example, web browsers are 
clients that connect to web servers and retrieve web pages for 
display. The term “client” may also be applied to computers or 
devices that run the client software or users that use the client 
software.
Client-host: a client’s computer.
Client-server Model: a distributed application structure that 
partitions tasks or workloads between the providers of a 
resource or service, called servers, and service requesters, 
called clients. Often clients and servers communicate over a 
computer network on separate hardware, but both client and 
server may reside in the same system. A server host runs one or 
more server programs, which share their resources with clients. 
A client does not share any of its resources but it requests 
content or service from a server. Clients therefore initiate 
communication sessions with servers, which await incoming 
requests. Examples of computer applications that use the 
client-server model are Email, network printing, and the World 
Wide Web.
Computer Network: a digital communications network for shar-
ing resources between nodes, which are computing devices that 
use a common telecommunications technology. Data transmis-
sion between nodes is supported over data links consisting of 
physical cable media, such as twisted pair or fiber-optic cables, 
or by wireless methods, such as Wi-Fi, microwave transmission, 
or free-space optical communication.
Network nodes are networked computer devices that originate, 
route and terminate data communication. They are generally 
identified by network addresses, and can include hosts such as 
personal computers, phones, and servers, as well as networking 
hardware such as routers and switches. Two such devices can be 
said to be networked when one device is able to exchange infor-
mation with the other device, whether or not they have a direct 
connection to each other. In most cases, application-specific 
communications protocols are layered (i.e. carried as payload) 
over other more general communications protocols.
Computation: the action or process of computing, reckon-
ing, or counting arithmetical or mathematical calculation; an 
instance of this (OED).
Conceptual Structure: conceptual structure is an autono-
mous level of cognitive representation postulated by Ray 
Jackendoff, representing concepts in terms of a small 
number of conceptual primitives.
Conceptual Modelling: the abstract representation of a 
situation under investigation (SUS) and the way users think 
about it. Conceptual models are characterized through their 
origin, concepts, representation of model elements, and their 
comprehension by users or stakeholders involved. (Thalheim). 
Cookie: a token or packet of data that is passed between 
computers or programs to allow access or to activate certain 
features; (in recent use spec.) a packet of data sent by an 
Internet server to a browser, which is returned by the browser 
each time it subsequently accesses the same server, there-
by identifying the user or monitoring his or her access to the 
server (OED).
Context of Use: combination of users, goals and tasks 
resources and environment (ISO 9241-11).
Cross-site Forgery Attacks (CSRF): also known as one-click 
attack or session riding and or XSRF, is a type of malicious 
exploit of a website where unauthorized commands are 
transmitted from a user that the web application trusts. There 
are many ways in which a malicious website can transmit 
such commands; specially-crafted image tags, hidden forms, 
and JavaScript XMLHttpRequests, for example, can all work 
without the user’s interaction or even knowledge. Unlike 
cross-site scripting (XSS), which exploits the trust a user has 
for a particular site, CSRF exploits the trust that a site has in a 
user’s browser.
In a CSRF attack an innocent end user is tricked by an attack-
er into submitting a request that they did not intend. This 
may cause actions to be performed don the website that can 
include inadvertent client or server data leakage, change of 
session state, or manipulation of an end user’s account. A 
user who is authenticated by a cookie saved in the user’s web 
browser could unknowingly send an HTTP request to a site 
that trusts the user and thereby causes an unwanted action.
Cross-site Scripting (XSS): a type of attack or injection, in 
which malicious scripts are injected into otherwise benign 
and trusted websites. XSS attacks occur when an attacker 
uses a web application to send malicious code, generally in 
the form of a browser side script, to a different end user. Flaws 
that allow these attacks to succeed are widespread and occur 
anywhere a web application uses input from a user within the 
output it generates without validating or encoding it.
Data Mining: the process or practice of examining large 
collections of data in order to generate new information, typi-
cally using specialized computer software (OED).
Distributed Application: a field of computer science that 
studies distributed systems. A distributed system is a system 
whose components are located on different networked 
computers, which communicate and coordinate their actions 
by passing messages to one another. The components 
interact with one another in order to achieve a common goal. 
Three significant characteristics of distributed systems are: 
concurrency of components, lack of a global clock, and inde-
pendent failure of components.
De-individualization: a tendency of judging and treating 
people on the basis of group characteristics instead of on 
their own individual characteristics and merits.
Dialogic: (1) of, relating to, or of the nature of dialogue. (2) in 
the theory of Mikhail Bakhtin (1895-1975): characterized by 
the interactive nature of dialogue, in which multiple voices, 
discourses, etc., coexist, responding to and engaging with 
each other (OED).
Discipline: a particular school or method of instruction; an 
educational philosophy (OED).
Dividual: (1) that is or may be divided or separated from 
something else; separate, distinct, particular. (2) that which is 
dividual; something divided or capable of being divided (OED).
Domain Expert: the person who has the expertise within the 
domain currently under development.
Domain Knowledge: composed of information relating to the 
“organization, structure, cooperation patterns, language and 
communication forms, information systems and relevance” 
within a given field, discipline, or community known as the 
“knowledge-domain” (Hjørland & Albrechtsen, 1995, p.400).
Effectiveness: accuracy and completeness with which users 
achieve specified goals.
Entropy: figurative. a state of or tendency towards disorder; 
an irreversible dissipation of energy resulting in stagnation or 
inactivity (OED).
Formal Concept Analysis (FCA): a principled way of deriving 
a concept hierarchy or formal ontology from a collection of 
objects and their properties. Each concept in the hierarchy 
represents the objects sharing some set of properties; and 
each sub-concept in the hierarchy represents a subset of 
the objects (as well as a superset of the properties) in the 
concepts above it.
Gaumless: wanting sense, or discernment (OED).
General Data Protection Regulation (GDPR): a regulation in 
EU law on data protection and privacy in the European Union 
(EU) and the European Economic Area (EEA). The regulation 
also covers the transfer of personal data outside the EU and 
EEA areas. The primary goal of the regulation is to ensure that 
individuals have control over their personal data and to unite 
a regulatory environment for international business within the 
EU. The regulation forces all companies based in the EU to 
comply to the regulation’s.
Goal: intended outcome (ISO 9241-11).
Graphical model: a graphical model or probabilistic graphical 
model (PGM) or structured probabilistic model is a proba-
bilistic model for which a graph expresses the conditional 
dependence structure between random variables. They are 
commonly used in probability theory, statistics—particularly 
Bayesian statistics—and machine learning. 
Hermeneutics: (1) the interpretation of scriptural texts; such 
interpretation as a subject of study or analysis, esp. with 
regard to theory or methodology. Also: a particular system of 
interpretation for scriptural texts. (2) chiefly Literary Criticism 
and Social Sciences. The study or analysis of how texts, utter-
ances, or actions are interpreted. Also: a particular system of 
interpretation or scheme of analysis for language or actions 
(OED).
Host: a computer or other device connected to a computer 
network. A host may work as a server offering information 
resources, services, and applications to users or other hosts 
on the network. Hosts are assigned at least one network 
address.
A computer participating in networks that use the Internet 
protocol suite may also be called an IP host. Specifically, 
computers participating in the Internet are called Internet 
hosts. Internet hosts and other IP hosts have one or more 
IP addresses assigned to their network interfaces. The 
addresses are configured either manually by an administra-
tor, automatically at startup by means of the Dynamic Host 
Configuration Protocol (DHCP), or by stateless address auto-
configuration methods.
Idealism: the practice of idealizing or the tendency to idealize; 
the habit of representing things in an ideal form, or as they 
might be; treatment of a subject in art or literature more imag-
inatively than realistically; ideal style or character: opposed to 
realism. Also: aspiration after or pursuit of an ideal (OED)..
Individuality: (1) an individual entity; spec. a person consid-
ered as the possessor of an individual or distinctive personali-
ty. (2) the sum of attributes which distinguish a person or thing 
from others of the same kind; individual character or quality, 
esp. (in later use) when strongly marked. (3) the state or quality 
of being indivisible or inseparable; indivisibility, inseparability. 
(4) (a) the fact or condition of existing as an individual; sepa-
rate and continuous existence as a single indivisible entity. 
(b) the fact or condition of being free from the influence or 
control of a group, the State, etc.
Interdisciplinary: of or pertaining to two or more disciplines or 
branches of learning; contributing to or benefiting from two or 
more disciplines (OED).
Interpretation: (1) the action of interpreting or explaining; 
explanation, exposition. (2) the way in which a thing ought 
to be interpreted; proper explanation; hence, Signification, 
meaning (OED).
Knowledge: the fact of knowing or being acquainted with a 
thing or person; familiarity gained by experience (OED).
Labour: (1) an instance of physical or mental exertion; a piece 
of work that has been or is to be performed; a task (2) bodily or 
mental exertion particularly when difficult, painful, or compul-
sory; (hard) work; toil; esp. physical toil (OED).
Link Decoration: a method for adding extra information to the 
URL in a link that a person clicks on. This extra information 
doesn’t change the link’s destination but provides a way to 
pass information to the destination site.
Materialism: the theory or belief that nothing exists except 
matter and its movements and modulations; (more narrowly) 
the theory or belief that mental phenomena are nothing more 
than, or are wholly caused by, the operation of material or 
physical agencies (OED).
Model: a system of postulates, data, and inferences present-
ed as a mathematical description of an entity or state of 
affairs; a description or analogy used to help visualize some-
thing (such as an atom) that cannot be directly observed; 
structural design
Modelling: to construct or fashion in imitation of a particular; 
model; to produce a representation or simulation
Model Theory: in mathematics, the study of classes of math-
ematical structures (e.g., groups, fields, graphs, universes of 
set theory) from the perspective of mathematical logic. The 
objects of study are models of theories in a formal language. 
A set of sentences in a formal language is one of the compo-
nents that form a theory. 
Non-distributive Group Profiles: not every characteristic of 
a group is shared by every individual member; personal data 
are framed in terms of probabilities, averages and so on, and, 
therefore, often made anonymous.
Ontology: the science of study of being; that branch of meta-
physics concerned with the nature or essence of being or 
existence (OED).
Object-Oriented Operating System: an operating system 
that uses object-oriented design principles. 
Object-oriented programming (OOP): a programming para-
digm based on the concept of ‘objects,’ which can contain 
data, in the form of fields (often known as attributes or prop-
erties), and code, in the form of procedures (often known as 
methods). A feature of objects is an object’s procedures that 
can access and often modify the data fields of the object with 
which they are associated (objects have a notion of ‘this’ or 
‘self’). In OOP, computer programs are designed by making 
them out of objects that interact with one another. OOP 
languages are diverse, but the most popular ones are class-
based, meaning that objects are instances of classes, which 
also determine their types.
Parsing: a process of analyzing a string of symbols (comput-
er language, data structure, etc.) that conform to rules of a 
formal grammar (OED).
Pattern: an example, an instance, esp. one taken as typical, 
representative, or eminent; a signal example (OED).
Personal Data: any information relating to an identified or 
identifiable natural person (“data subject”); an identifiable 
natural person is one who can be identified, directly or indi-
rectly, in particular by reference to an identifier such as a 
name, an identification number, location data, an online iden-
tifier or to one or more factors specific to the physical, physi-
ological, genetic, mental, economic, cultural or social identify 
of that natural person (GDPR).
Personalized Marketing: also known as one-to-one market-
ing or individual marketing, is a marketing strategy by which 
companies leverage data analysis and digital technology 
to deliver individualized message and product offerings to 
current  or prospective customers. Advancements in data 
collection methods, analytics, digital economics, and digital 
economics, have enabled marketers to deploy more effective 
real-time and prolonged customer experience personaliza-
tion tactics.
Phenomenon: (1) a thing which appears, or which is perceived 
or observed; a particular (kind of) fact, occurrence, or change 
as perceived through the sense or known intellectually; esp. 
a fact or occurrence, the cause or explanation of which is in 
question. (2) an immediate object of sensation or percep-
tion (often as distinguished from a real thing or substance); 
a phenomenal or empirical object (as opposed to a thing in 
itself) (OED).
Processing: any operation or set of operations which is 
performed on personal data or on sets of personal data, 
whether or not by automated means, such as collection, 
recording, organization, structuring, storage, adaptation or 
alteration, retrieval, consultation, use, disclosure by transmis-
sion, dissemination or otherwise making available, alignment 
or combination, restriction, erasure or destruction (GDPR).
Qualitative Modeling: concerns representation and reason-
ing about continuous aspects of entities and systems in a 
symbolic, human-like manner.
Representation: (1) the action of standing for, or in the place 
of, a person, group, or thing, and related senses. (a) some-
thing which stands for or denotes another symbolically; an 
image, a symbol, a sign. (b) the action or fact of expressing or 
denoting symbolically; (also occasionally) an instance of this, 
a symbolic action. (2) senses relating to depiction or portrayal 
(a) a depiction or portrayal of a person or thing, typically one 
produced in an artistic medium; an image, a model, a picture. 
(3) (a) the action or process of presenting to the mind or imag-
ination; an instance of this; (also) the result of this process; 
an image or picture presented to the mind or imagination in 
this way. (b) an image, concept, or thought in the mind, esp. 
as representing an object or state of affairs in the world; 
spec. a mental image or idea regarded as an object of direct 
knowledge and as the means by which knowledge of objects 
in the world may indirectly be acquired. Also: the formation 
or possession of images, concepts, or thoughts in the mind, 
esp. as representing, or as a means of acquiring knowledge 
of, objects or states of affairs in the world (OED).
Rhetoric: the art of using language effectively so as to 
persuade or influence others, esp. the exploitation of figures 
of speech and other compositional techniques to this end; 
the study of principles and rules to be followed by the speaker 
or writer striving for eloquence (OED)
Request for Comments (RFC): in information and communi-
cations technology, is a type of text document from the tech-
nology community. An RFC document may  come from many 
bodies including from the Internet Engineering Task Force 
(IETF), the Internet Research Task Force (IRTF), the Internet 
Architecture Board (IAB), or from independent authors. The 
RFC system is supported by the Internet Society (ISOC).
Request-response: one of the basic methods computers use 
to communicate with each other, in which the first computer 
sends a request for some data and the second responds to 
the request. Usually, there is a series of such interchanges 
until the complete message is sent; browsing a web page is 
an example of request-response communication. 
Rhetor: a rhetorician, a person who uses language in accor-
dance with the theory and principles of rhetoric (OED).
Scientific Model: a representation of a particular phenome-
non in the world. The goal is to make the thing you are model-
ling easier to understand in the future; used for prediction.
Visual Models: flowcharts, pictures
Semantics: the study of meaning; the historical and psycho-
logical study and the classification of changes in the significa-
tion of words or forms viewed as factors in linguistic develop-
ment.
In programming language theory, semantics is the field 
concerned with the rigorous mathematical study of the 
meaning of programming languages. It does so by evaluating 
the meaning of syntactically valid strings defined by a specific 
programming language, showing the computation involved. 
Semantics describes the process a computer follows when 
executing a program in that specific language. This can be 
shown by describing the relationship between the input and 
output of a program, or an explanation of how the program will 
be executed on a certain platform, hence creating a model of 
computation.
Server: a server is a computer program or a device that 
provides functionality for other programs or devices, called 
“clients.” This architecture is called the client-server model, 
and a single overall computation is distributed across multi-
ple processes or devices. Servers can provide various func-
tionalities, often called “services,” such as sharing data or 
resources among multiple clients, or performing computation 
for a client. A single server can service multiple clients, and 
a single client can use multiple servers. A client process may 
run on the same device or may connect over a network to a 
server on a different device.
Server-Host: server computer.
Solutionism: coined by technology writer Evgeny Morozov, the 
idea that given the right code, algorithms and robots, technol-
ogy can solve all of mankind’s problems, effectively making 
life “frictionless” and trouble-free.
State: what an application knows about the user, their current 
interaction with the application, and other pieces of global 
information (e.g., who the user is, where they are in the appli-
cation, what information they have entered so far, and other 
application configuration information).
In information technology and computer science, a system is 
described as stateful if it is designed to remember preceding 
events or user interactions; the remembered information is 
called the state of the system.
State Space: the set of possible configurations of a system. 
It is a useful abstraction for reasoning about the behaviour 
of a given system and is widely used in the fields of artificial 
intelligence and game theory.
Statelessness: web applications are stateless; a user request 
is received to display a Web page and a Web server obliges by 
sending the HTML to the user’s browser to display.
System: combination of interacting elements organized to 
achieve one or more stated purposes.
System Under Investigation (SUI): see System Under Study 
(SUS).
Task: set of activities undertaken in order to achieve a specific 
goal (ISO 9241-11)
TCP/IP: a protocol incorporating TCP and IP which enables 
data to be transferred between computers on the Internet or 
other network (OED).
Temporality: the quality or condition of being temporal or 
temporary; temporariness; relation to time (OED).
Transdisciplinary: of or pertaining to more than one discipline 
or branch of learning; interdisciplinary (OED).
User Agent: In computing, a user agent is software that 
is acting on behalf of a user, such as a web browser that 
retrieves, renders and facilitates end user interaction with 
Web content.
Valid: (a) Of arguments, proofs, assertions, etc.: Well founded 
and fully applicable to the particular matter of circumstances; 
sound and to the point; against which no objection can fairly 
be bought. (b) In general use: effective, effectual; sound. (OED)
Value: (1) the worth or quality as measured by a standard of 
equivalence. (a) the material or monetary worth of something; 
the amount at which something may be estimated in terms 
of a medium of exchange, as money or goods, or some other 
similar standard (OED).  
Visualization: the action or fact of visualizing; the power or 
process of forming a mental picture or vision of something 
not actually present to the sight; a picture is thus formed 
(OED)
Visual Modelling: the graphical representation of objects and 
systems of interest using graphical languages. Visual model-
ling is a way for concerned parties to have a common under-
standing of otherwise complex ideas. It typically employs a 
process of simplification that does not reduce the accuracy 
the relevant information.
Visual Rhetoric: a term used to describe the study of visual 
imagery within the discipline of rhetoric (Handbook of Visual 
Communication Theory)
Web Data Mining: the extraction of data from websites and 
users (Van Wel & Royakkers, 2004).
Web-Usage Mining: Web-usage mining is the application of 
data mining techniques to discover interesting usage patterns 
from Web data in order to understand and better serve the 
needs of Web-based applications. Usage data captures 
the identity or origin of Web users along with their browsing 
behaviour at a website.
Web Page: a hypertext document accessible via the web, typi-
cally consisting of text, image files, and other content, as well as 
links to other web pages (OED).
Web Server: a program that provides and manages access over 
the web to a collection of websites; (also) a computer or comput-
er system running a program of this kind, esp. one on which the 
websites themselves are stored (OED).
Web Standard: any of a set of non-proprietary guidelines and 
specifications intended to encourage interoperability and acces-
sibility across the web, esp. those developed by the World Wide 
Web Consortium; (also) a markup language, file format, etc., 
endorsed by or compliant with such guidelines and specifica-
tions (OED).
World Wide Web (WWW): an information system where docu-
ments and other web resources are identified by Uniform 
Resource Locators (URLs) which may be interlinked by hypertext, 
and are accessible over the Internet. The resources of the WWW 
are transferred via the Hypertext Transfer Protocol (HTTP) and 
may be accessed by users by a software application called a web 
browser and are published by a software application called a web 
server.
UML (Unified Modelling Language): a modelling language used 
for mapping processes in the creation of software and computer 
systems.
Usability: extent to which a system, product or service can be 
used by specified users to achieve specified goals with effec-
tiveness, efficiency and satisfaction in a specified context of use 
(ISO 9241-11).
User: person who interacts with a system, product, or service 
(ISO 9241-11, 2019).
User-Centered Design: a coordination of the needs of the end 
user, incorporating physical, social, and environmental needs 
beyond the goal-oriented tasks the visual model targets (ISO-
9241-11, 2019).
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GAUMLESS
Preface
Miasma Theory
Miasma theory is a timely metaphor for an 
occluded knowledge of technology and a 
growing concern over its effect on human 
consciousness. The theory was developed 
in the 18th century to allay public concerns 
regarding pandemics by identifying the source 
of infection—the miasma (most notably the 
plague) as the toxic air released from rotting 
organic matter; i.e., corpses (“miasma theory,” 
2018). Its application to the current context 
relates to people’s suspicion of technology, 
particularly in relation to information collect-
ing and automation (Technophobia as the 
balancing specter of technophilia1). A common 
concern, particularly with the recent intro-
duction of applications to chart and record 
people’s movements, relates to the issue of 
privacy rights; even with user acknowledg-
ment of those rights, there is user ignorance 
of the means and consequences of their 
violation through the surreptitious collection 
of data and identity theft. The “miasma of 
1 Technophilia is the love of enthusiasm of technology (“technophilia,” 2020), whereas 
technophobia is the fear or apprehension towards technology (“technophobia,” 2020). The 
extremes are points of approach and reproach, with positive and negative aspects of tech-
nology being obvious and difficult to manage.
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technology” refers to the pervasiveness of 
technology in our culture and world that may 
seem inescapable and inevitable.
Gaumless
The term “gaumless” used in this context 
is defined as “wanting sense or practic-
ing discernment” (“gaumless,” 2019), where 
“gaum” refers to “an understanding” of some-
thing. It refers to a lack of understanding of 
technological processes and systems and 
a general state of obfuscation of its use and 
purposes, the result of ignorance and a frag-
mented appreciation of their applications 
and effects. Society is effectively “gaum-
less” in this context, as a consequence of 
the compartmentalization of knowledge into 
fields, specialties, and roles and the absence 
of a gestalt or holistic concept of concepts 
and processes.
Even those who feel confident and thoroughly 
informed in their knowledge of technology—its 
systems and applications—can sometimes 
experience confusion, a sense of inadequacy 
and even fear. Because of the pervasive-
ness of technology and our dependence on 
its application in our daily lives, most people 
have become complacent in ignoring their 
apprehensions and, by default, trusting those 
responsible for creating, distributing, and 
applying it.
Even when this opacity [conceptual abstraction 
of technology] is penetrated, by direct appre-
hension of code and data, it remains beyond 
the comprehension of most. The aggregation of 
complex systems in contemporary networked 
applications means that no single person ever 
sees the whole picture. Faith in the machine is a 
prerequisite for its employment, and this backs 
up other cognitive biases that see automated 
responses as inherently more trustworthy than 
non-automated ones. (Bridle, 2018, p.31)
“What is a cookie? I always reject them.”
The impetus for this thesis was a combina-
tion of personal interests and experiences. 
Propelled by an interest in visual logic systems 
and decision aids2, conviction in the value of 
information design as a social and cultural 
2 Decision aids and decision aid models are interventions or tools that help decision-making, 
such as frameworks, pamphlets or videos. Often used in health care and disaster manage-
ment contexts, they are intended to connect individuals with unfamiliar fields and situations 
(Vitoriano et. al, 2013).
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practice, and concern with an ignorance—or 
casual awareness—of tools used for informa-
tion retrieval. It also stems from the author’s 
inability to explain to his mother precisely what 
cookies to reject when surfing the Internet, or 
what cookies were “good.”
Idealism
Lastly, it is necessary to acknowledge this 
thesis’ idealistic foil. Though the cited 
research is more theoretical than practical, it 
will hopefully contribute to applied collective 
knowledge and reasoning. The author’s ideal-
ism lies in the belief that models can serve as 
a source of emancipation, despite its para-
doxically subjective nature and a burden with 
truth-value. It is not without a sense of irony 
that modelling is recommended as a social 
and collaborative tool framed as an individ-
ual effort. That said, the thesis represents an 
invitation for dialogue; through its references, 
source material, sister-disciplines, with my 
advisors and the domain experts.
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GAUMLESS “Power can be defined as an 
engendered determinism.” 
(Berardi, 2017, p.12)
“Who am I? How do I circulate?”
In a reality shaped by reflexive processes of knowledge creation 
and identification, visual information designers are tasked with 
discernment of and resistance to engendered standards in the 
discipline that may limit creativity and potentiality. The discipline of 
design should mindfully influence its circumstances, while acting 
beyond them. The significance of this provocative effect is seen, for 
instance, when design processes are used to identify and manage 
the interdependencies that exist globally, ecologically, and  
among people. 
The speed of production and partitioning of data that underpin 
current knowledge (concepts and processes) has rendered it 
impossible for any phenomenon3 to be fully understood; however, 
some degree of simplification and conceptualization through 
modelling allows for a semantic understanding of formalized 
domain knowledge (Håkansson, 2003). Epistemological tools and 
practiced interpretation created by interstitial disciplines such as 
information design can potentially serve to enhance understand-
ing and mediate between receivers, senders, and the myriad of 
phenomena that affect contemporary living. This complexity also 
requires new translations and articulations of the language and 
materiality used in contemporary applications of data. Such onto-
logical literacy can help position us in the present and establish 
expectations for the future. According to Hito Steyerl, 
3 A phenomenon (plur. phenomena) is a thing which appears, or is perceived or observed; 
a particular (kind of) fact, occurrence, or change as perceived through the sense or known 
intellectually; esp. a fact or occurrence, the cause or explanation of which is in question 
(“phenomenon,” 2020).
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Translating the language of things is not about eliminating 
objects, nor about inventing collectivities, which are fetishized 
instead. It is rather about creating unexpected articulations, 
which do not represent precarious modes of living or the 
social as such, but rather about presenting precarious, risky, 
at once bold and preposterous articulations of objects and 
their relations, which could become models for future types of 
connection. (Steyerl, 2006, p.2)
This thesis will focus on one field of study relating to information 
design, namely, visual models4. Modelling domain-knowledge is 
a valuable tool for knowledge acquisition by individuals, groups, 
and machines as a consequence of its structuring of information 
in representational form (Håkansson, 2003). Through the applica-
tion of a theoretical foundation and methodology, with reference 
to disciplines of philosophy, computer science, cognitive science, 
statistics, and information studies; modelling domain-knowledge 
focuses on “interpretation.” 
Here it is useful to define disciplines and fields of study based on 
a distinction made by Umberto Eco (1979). For Eco, a field of study 
is a repertoire of interests that have not yet been incorporated. A 
discipline, on the other hand, is an area of study with focus, meth-
ods and specific objectives. 
This thesis intends to contribute to the discipline of information 
design by synthesizing visual modelling methods and applying 
them to a case study on the processes and applications of Internet 
cookies, and by expanding its use as an agent of epistemological 
resolution. 
4 Visual models are graphic representations of objects, systems, processes, and phenomena 
that use graphical languages (Quatrani, 2002). Visual models take much of their practice 
from wider modelling theory.
Information Design
It is challenging to characterize the discipline of information design 
for this thesis; consequently, it will focus on one aspect of the disci-
pline, namely visual communication design methods that present 
information for the purposes of taking informed action (Mollerup, 
2015). The effectiveness of the methods applied depends on the 
designer’s expertise, contextual limitations, access to relevant 
knowledge-domains, and objectives of the project. Since many 
information visualizations5 in other disciplines (such as computer 
science) have tended to be developed without explicit adherence 
to information design principles or standards; e.g., those related 
to disciplinary syntax and semantics, this thesis strives to counter 
such tendencies. Fundamentally, this thesis proposes that applying 
principles of information design to the chosen case study will not 
only contribute to a better understanding and appreciation of the 
use of cookies but also expand the knowledge-domain of informa-
tion design (processes and applications).
Visual Modelling
There are divergent views regarding the use of visual models for 
representing phenomena. On the one hand, visual models are 
valuable for “the gradual construction of a cognitively useful—
though simplified and idealized—image of described phenomena” 
(Stacewicz & Wlodarczyk, 2010, p.155). They serve as the media-
tor between the researcher (and receiver) and the phenomenon 
(Stacewicz & Wlodarczyk, 2010, p.156). They also reflect imbued 
“truth-value” (Drucker, 2004, p.434), indivisible from the ideological 
conditions in which they were created, whose existence must be 
acknowledged and subject to perpetual scrutiny. A way to navigate 
the complicated nature of visual models is by being transparent 
5 Visualization refers to “the action or fact of visualizing; the power or process of forming 
a mental picture or vision of something not actually present to the sight; a picture is thus 
formed” (“visualization,” 2020). Information visualization, data visualization, and visualization 
are terms used synonymously in this thesis.
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and overt in describing how they are created and the rationale for 
their methodology. 
Modelling and visual modelling theories, based in large part on 
computer science, propose several ways for planning and designs 
(see Thalheim, 2011; Stacewicsz & Wlodarczyk, 2010; and Birta & 
Arbez, 2013). The development of visual models in the computer 
sciences involves the identification and representation of complex 
and interrelated systems of technology, software, language, proj-
ect management, and the needs of the end user while adhering 
to established standards of visual modelling (outlined later) that 
provide a way for other designers to learn from the model-making 
process developed. Application of the standards of visual model-
ling ensures that designers are mindful of the context and conse-
quences of their creations. 
The Cookie
Cookies are data files, limited to 4KB of characters (letters or 
numbers), related to every user’s unique interaction with a website 
(event), that are collected and downloaded (Downey, 2012). They 
were developed as means to allow users’ or “clients’” interactions 
to be recalled during future access to the website. Initially, cookies 
enabled the website administrators to customize the user’s future 
experiences when accessing websites; particularly those that sell 
goods or services. Whereas the use of cookies has existed for 
over twenty-five years, they have evolved relatively slowly in their 
application6 and development with only three changes in standard 
practices since their introduction. This may be as a consequence 
of their adherence to their foundational purpose: to identify, quan-
tify and codify human behaviour in the form of user decisions and 
actions that are attributable, generalizable and manipulable. The 
data are generated through, what philosopher Paul Virilio has called 
“temporal compression” (Virilio, 2012, p.45); namely, a process 
6 They have been adapted in some form for mobile Internet applications, but these are not of 
concern for this thesis.
through which individual events are crystallized at a singular time 
(non-time) for perpetual access. As such, they represent collapsed 
moments of an eternal present, devoid of decay or entropy. 
The means through which cookies are developed and applied have 
increasingly become a flashpoint for debates surrounding individ-
ual privacy7 and consumer manipulation, since their exposure to the 
public by an article in the Financial Times in 1996 (Jackson, 1996). 
Prior to the article’s publication, there was no public knowledge 
about their existence since user consent for the use of cookies 
was defaulted (as was the recording of related data). The exposure 
resulted in public outcry and subsequently to two U.S. Federal Trade 
Commission hearings in relation to privacy issues related  
to cookies. 
The focus of the case study included in this thesis will include 
processes for the creation of cookies and their use through the 
development of a visual model through the lens of the information 
design discipline. Its purpose is to apply the standards of visual 
modelling to a phenomenon that lends itself to information  
design processes.
7 Privacy, seen generally, is “the state or condition of being alone, undisturbed, or free from 
public attention, as a matter of choice or right; freedom from interference or intrusion” (“pri-
vacy,” 2020).
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“This bug in your PC is a smart cookie,” an article in 
the Financial Times that revealed the existence of the 
device. Adapted from The Financial Times, by T. Jackson, 
1996, Retrieved from https://archive.org/stream/
FinancialTimes1996UKEnglish. Copyright 1996 by  
the The Financial Times.
Thesis Structure
The thesis structure outlines the background research, the author’s 
propositions and questions, and the scope of the study. It includes 
the following elements:
2 Thesis Propositions, Research 
Questions, and Scope
3 Literature Review and Theoretical 
Background
4 Research Methodology and 
Modelling Approach
5 Case Study Description and 
Proposed Visual Model
6 Discussion and Evaluation
7 Conclusion and Proposals for 
Future Research
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2 Thesis Propositions, 
Research Questions,  
and Scope
GAUMLESS The Thesis Propositions present a 
rationale and structure for its area 
of study, including the relevance of 
the information design discipline to 
this context. The Thesis Research 
Questions relate to the goals of 
the thesis while the Thesis Scope 
outlines the components of the 
study, as well as its limitations and 
boundaries.
2.1 Thesis Propositions
The research background for this study begins with an examina-
tion of user decisions and actions while engaging with Internet 
applications. Visual modelling is employed to conceptualize 
such user behaviour in software applications. Representations of 
human-computer interactions by programmers and website admin-
istrators typically take the form of visual models and diagrams 
(see Stacewicsz & Wlodarczyk, 2010; Dam, et al., 2013; and Birta 
& Arbez, 2013), for description, argumentation and reasoning; for 
example, graphs in economics and data maps used in urban plan-
ning. Due to the nature of the thesis research, it is necessary to 
look at several types of modelling practices, in order to parse out 
useful methods and to establish an inclusive understanding and 
defense of the concepts and components selected for this study. It 
was also necessary to catalogue domain-specific terminology used 
in this context to avoid confusion resulting from the application of 
overlapping conventions. 
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The following section outlines the rationale for the thesis’ research 
propositions.
2.1.1 Information design as a method for 
representing information and  
decision-making 
Acceptance of information design as an established discipline 
within the visual communication domain continues to be chal-
lenged in the face of many coinciding practices in non-design 
fields, including visualizations produced by engineers and sport 
analysts. Estimating the boundaries of information design provides 
guidance for comparing similarities and differences in practices 
used in other disciplines that present information visually. Key 
sources for defining information design as a distinct discipline 
include: Languages of Art: an Approach to a Theory of Symbols 
(1976), an introduction to symbol systems by Nelson Goodman; 
Readings in Information Visualization: Using Vision to Think (1999), 
a seminal reader on information visualizations by Stuart Card, et 
al; Data Design (2015), a taxonomy of data visualizations by Per 
Mollerup; The Grammar of Graphics (2005), an update to Jacques 
Bertin’s classification of visualization attributes by Leland Wilkinson; 
The Visual Display of Quantitative Information (1983) and Visual 
Explanations (1997), canonical works of data visualization principles 
by Edward Tufte; and Visual Information Communication (2010), 
proceedings for the 2010 Visual Communications International 
Conference compiled by Mao Lin Huang, et al.
Visual communication design—including information design—tends 
to focus on representing phenomena for the purpose of generating 
action or decisions. Visual designers benefit from an ecosystem of 
design production methods, allowing each design to qualify as a 
gesamtkunstwerk8 that incorporates expertly designed fonts, mate-
8 Gesamtkunstwerk is an aesthetic theory by Richard Wagner (1813-1883) that states an ideal 
work of art (or design) integrates many forms of art and each is subservient to the whole 
(“gesamtkunstwerk,” 2020).
rials, software, production methods, and conventions; however, the 
development of rapid, more efficient production methods in the 21st 
century necessitate a standardization in design protocols that give 
way to generative9 creation practices, many of which are imparted 
in educational and professional settings. Standardization, includ-
ing the establishment of conventions, provides for more effective 
representations of information by using elements (i.e., language) 
familiar to audiences or clients (receivers) and other designers, 
thereby decreasing ambiguity while simultaneously prescribing an 
ideology (Milroy, 2012). For information to be made “clear with the 
needs of users in mind” (Black et al., 2017, p.xi) designers depend 
on principles of perceptual psychology (e.g., gestalt principles, 
colour theory), cognitive psychology (e.g., reasoning, logic), and 
linguistics (e.g., readability, legibility)—among other effects—but also 
employ rhetoric10 (Smith et al., 2005). In spite of the application of 
visually-reductive measures in graphic decisions for the sake of 
efficiency, rhetoric persists in all products of visual communica-
tion design. With respect to information design, this rhetoric may 
interfere with empirical representations of reality (Drucker, 2004)11 
Conversely, when acknowledged and surfaced, rhetorical devices 
can actually improve reception and understanding of visual repre-
sentations, particularly when signaling the co-dependency of 
designer and receiver (Gillieson & Garneau, 2018). In so doing, the 
role of subjectivity in design, experienced by both designer and 
receiver, can be made more integral to the formation and reception 
of persuasive messages and introduce an ethical element to the 
9 Generative refers to that which “generates, produces, or gives rise to something, or has the 
power or ability to do so; productive and creative” (“generative,” 2020). By working within 
constraints of production methods, language, and communication processes, designers are 
able to generate novel results that are reified by the limits that produce them.
10 Rhetoric refers to “The use of an expressive or persuasive gesture, look, or action; a gesture 
made, course of action taken, etc., in order to persuade. Also: the persuasiveness or expres-
siveness of communication of this kind.” (“rhetoric,” 2020). It also includes “the structural 
elements, compositional techniques, and modes of expression used to produce a desired 
effect on a viewer, audience, etc., in music, dance, or the visual arts.” (“rhetoric,” 2020).  
Visual arts can be extended to include the graphic arts, graphic design, and visual communi-
cation design.
11 Note: the rhetorical dimension of design will be explored later.
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process, bringing attention to the power of communication inter-
faces that would otherwise operate from a concealed presence.
2.1.2 Ethical implications of information design 
and visual communication design
Information designers (and visual communication designers in 
general) should be expected to act ethically (Gillieson & Garneau, 
2018). Because of the subjective nature of the discipline and its 
ubiquity as a means to represent information; e.g., maps predicated 
on exact representations of space and the representation of time 
in a calendar; designers should be conscious of and respond to 
the impact of their work. They construct their designs on the basis 
of their expertise and through the application of the discipline’s 
conventions; however, they are also mindful of their positions as 
intermediaries between sender and receiver (sender/information 
source = content provider; receiver/destination = end user, read-
ers, etc.) (Shannon, 1948). Visual communication designers are 
immersed in either for-profit or non-profit work, with each type 
opening up divergent options and contexts in relation to motivation 
and intended consequences; however, it is an individual’s respon-
sibility to navigate carefully through those options. In representing 
phenomena, the designer is responsible and liable for “show[ing] 
the way through—and perhaps out of—the jungle that is our modern 
world” (Black et al., 2017, p.x). Ethical implications should inform 
and direct all design work, especially in the decisions related to the 
application of design research and theory. 
The thesis’ analysis of capitalization processes; i.e., the creation of 
use and exchange values from user labour, used in cookie produc-
tion is based on concept propositions offered by contemporary 
philosophers (most notably Paul Virilo, Franco “Bifo” Berardi, and 
Vilém Flusser) who place the blame of much of society’s problems 
on the accumulative separation of human from action—leading to 
a break in cause and effect—and unregulated commodity trade, 
based on Marx’s concept of the “commodity, as an external object 
or thing which through its qualities meets human needs of whatever 
kind” (Marx, 1990, p.125).12 While information design projects should 
include a declaration and assessment of the inherent rhetoric and 
its potential impact on the consequences of the project outcomes, 
their designers must also strive to look deeper at the context and 
consequences of their work.
2.1.3 Information design as an interdisciplinary 
application of visual communication 
design principles or elements
Information design is often regarded as an “in-between” discipline, 
positioned between visual communication discipline and informa-
tion technology. Its classification has come about by uniting exist-
ing visual communication design applications to similar objectives 
(e.g., representing data, affecting future action by the receiver) for 
a variety of users including government and infrastructure, science 
and engineering, transportation, and education. Many of the early 
information-capturing devices, in which graphic abstraction or 
visual communication was applied, such as the Weld-Blundell 
Prism lists (Goody, 1977), maps, schedules, and encyclopedia, 
were developed using information design processes (Gillieson & 
Garneau, 2018). Information design is not only “interdisciplinary” 
(Black et al., 2017, p.xi) but pan-disciplinary due to its application 
of a wide range of philosophies and theories in the representation 
of relationships between humans and phenomena. It deals with all 
types of information and is predicated on the notion that most infor-
mation can be presented visually. Its pervasiveness not only makes 
a case for relevancy, but also requires increased consolidation of its 
modelling practices and conventions for the purposes of advancing 
the discipline. 
12 Commodity, as defined by Karl Marx (1818-1883), is tied to his concepts of “use-value” (the 
commodity’s usefulness in filling a need) and the more dominating “exchange-value” (the 
exchange equivalent to other objects in the market) (Marx, 1990, p.126). It is important to note 
here that the object need not have physical properties and can be conceptual or digital.
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John Bateman (2017) has praised information design’s “multi-mo-
dality” (Bateman, 2017, p.221) as its main contributor to the field 
of visual representation. Specifically, multi-modality refers to its 
use of “expressive resources;” including visual, verbal, graphi-
cal, and pictorial means, to create coherent messages (Bateman, 
2017, p.221). This feature separates information design from other 
disciplines that employ visual modelling techniques and allows 
it to collaborate with system-thinking in related fields, leading to 
reciprocal collaboration and shared practices that lead to improved 
practices of visual modelling.
As a discipline within the visual communication domain, informa-
tion design benefits from a legacy of critical practitioners, notably 
those involved with the Ulm School of Design (Hochschule für 
Gestaltung (HfG)), such as Otl Aicher and Gui Bonsiepe. These 
designers merged utility, systems-thinking, philosophy, and 
technology with aesthetics; and pioneered information design 
systems; for example, the pictogram system for the 1972 Munich 
Olympics (Lindinger, 1990). Visual communication designers have 
played a role in political upheavals (e.g., Grapus13 in France’s 1968 
student protests) and contributed to critical artistic projects (e.g., 
Metahaven14). Information design as a subset of visual communi-
cation design is connected to such endeavours that act outside of 
commercial purposes and contribute to meeting social needs.
13 Grapus was a French communist collective of graphic artists working together between 1970 
and 1991 who created political and cultural posters in France with anti-capitalist messages 
and handmade aesthetics  
(Favier, 2014).
14 Metahaven is a Dutch design/art collective led by Vinca Kruk and Daniel van der Velden. 
Since 2003 their work has been characterized by its investment in global politics, mass 
media, and digital platforms. While they operate as both artists and designers, most notably 
working in political branding and film, they approach their critical practice from a graphic 
design background and incorporate these sensibilities in their work  
(Archey, 2018).
2.1.4 Visual models as a method for organizing 
and making real imperceptible or 
conceptual phenomena
A model can be executed through many different methods and 
media, all of which depend on context and objective. All visual 
models represent phenomena for the purposes of understanding, 
planning, and consequential action as well as analysis, assessment, 
and governance. They also provide a means for knowledge-sharing 
and consolidation—or interrogation, where all elements of a system 
and their interactions are scrutinized together (Thalheim, 2011). The 
means of representing the relationships among actors or compo-
nents, and their effects, in a visual model depend on the phenom-
enon under study. High-level categorizations, such as those devel-
oped in Ludwig von Bertalanffy’s General System Theory (1968), 
prove useful for representing complex networks systems. 
2.1.5 A need for a converging theory on visual 
modelling techniques
There is no distinct field of study that incorporates the pan-disci-
plinary use of visual models; however, there are several concentra-
tions of visual modelling techniques within a range of disciplines, 
most notably computer and information sciences. They have 
contributed to the establishment of standards and frameworks 
of best practices in such applications as software infrastructure, 
design, and usability. There is now an opportunity to consolidate 
visual modelling techniques across a wide range of applications 
through the establishment of a superseding discipline, one that 
adheres to established design principles. The information design 
discipline is situated to fulfill this need in order to improve the prac-
tice of visual modelling.
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2.1.6 Computational thinking, online 
information dissemination and issues of 
representation, control, inequality, and 
knowledge formation (reality) 
Information design’s role in epistemology and the creation of deci-
sion-making models is based on its application to nearly all human 
experiences. Donald Norman (1993) notes that, without the external 
aids (physical, visual, textual, etc.) that visual models can provide 
such as memory, thought, and reasoning, humans are limited by 
their natural cognitive processes and temporal forces (Norman, 
1993, p.43). 
Moreover, contemporary living is increasingly constrained as 
humans construct their realities on the basis of information 
received through media rather than through personal experience. 
Issues, values, measures of health and wealth, and notions of one’s 
position within society are examples of phenomena that are filtered 
through norms devised from diverse sources of information, espe-
cially news media (Piefer, 2018). Simply put, one’s sense of reality 
has become greatly influenced by things outside of localized or 
personal experiences, formed by projections given by information 
systems that are maintained and controlled by interests with dubi-
ous motivations—most of which do not hold individual sovereignty 
as inviolable (Badham, 2018).
Improving people’s literacy in technological systems and their 
applications serves to counter “solutionism,”15 or what futurologist 
James Bridle (2018) calls “computational thinking”: 
Computational thinking is an extension of what others have 
called solutionism: the belief that any given problem can 
be solved by the application of computation. Whatever the 
15 Solutionism, a term coined by theorist Evgeny Morozov, is the belief that problems  
are deemed “solvable” based on whether or not they have a technological solution  
(Morozov, 2013).
practical or social problem we face, there is an app for it. But 
solutionism is insufficient too; this is one of the things that  
our technology is trying to tell us. Beyond this error, computa-
tional thinking supposes—often at an unconscious level—that 
the world really is like what the solutionists propose. It inter-
nalizes solutionism to a degree that is impossible to think  
or articulate the world in terms that are not computable.  
(Bridle, 2018, p.11) 
“Computation” is the action or process of computing, reckon-
ing, or counting using arithmetical or mathematical calculation 
(“computation,” 2020). For Bridle (2018), “computational thinking” 
is an epistemological concept where human thought has become 
inseparable from automatic processes enabled by computers. 
The overreliance on computation, which has led to computational 
thinking and its prescribed ideology, has replaced rational thinking 
and problem-solving skills that humans have developed through 
the process of civilization. This extends Donna Haraway’s concept 
of the “cyborg,” the eventual hybridization of machine and human 
where few natural processes are free from artificial intervention 
(Haraway, 1985). The increased reliance on computational thinking 
in the 21st century has resulted is less emancipatory capacity than 
perhaps even Haraway could have predicted. Bridle points to this 
supplanting of human thought and aesthetics with computational 
thinking as the primary source of most intractable issues, calling for 
a new literacy as a mitigating response.
Computational thinking is predominant in the world today, 
driving the worst trends in our societies and interactions, and 
must be opposed by a real systematic literacy. If philosophy is 
that fraction of human thought dealing with that which cannot 
be explained by the sciences, then systematic literacy is the 
thinking that deals with a world that is not computable, while 
acknowledging that it is irrevocably shaped and informed by 
computation. (Bridle, 2018, p.11)
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A downside to computational thinking is a loss of human agency, 
through its reliance on quantitative evidence (data). This forfeiture 
occurs not only in how decisions are made (cause) but also in how 
consequences are dealt with (effect), since there is no reference 
to aesthetic or ethical considerations. Decision-making becomes 
oversimplified as humans are increasingly physically and mentally 
separated from reality. While technology has supposedly flattened 
geographic spaces and overcome many cognitive challenges, the 
limitations it places on human experience remain the same. Bridle’s 
call for technological literacy and restraints in using technology 
offers a potential solution for repairing this disconnect; however, 
it would necessitate expanded humane thinking and force all 
concerned to reconcile their problems with more intention  
and creativity.
2.1.7 Qualitative research and the impractical 
use of computation and automation
This thesis’ methodology is qualitative rather than quantitative, as 
its goals focus on making meaning through the application of a 
critical theory approach. 
Quantitative research methods usually rely on aggregating, analyz-
ing and synthesizing data. While appropriate for managing large 
volumes of information, this methodology would not be appropri-
ate for this thesis in light of its foundational position regarding the 
limitations and risks of computational thinking (Bridle, 2018); i.e., 
that processes of collection, aggregation, de-contextualization, 
and inference-generation from data that employ automation  
methods can be misleading and constraining (van Wel &  
Royakkers, 2004). 
The role of the information designer is that of interpreter. Given 
the designer’s ethical responsibility to accurately and objectively 
identify, evaluate and interpret relevant project information, it is 
necessary to garner as much information about the field of study 
related to the project as possible to ensure effectiveness, credibil-
ity, and relevance in the design. In quantitative research methodol-
ogies, data are inherently stripped of their context and the nature 
of their individual elements through aggregation, reflecting its goal 
of scaled generalization. Although such a process is appropriate to 
study the effects of dependable (consistent) phenomena, such as 
biological properties or in financial reporting, it is not in the study of 
human behaviour. The risks of making generalizations about human 
behavior on the basis of aggregated data, similar to those posed 
by technocracy and its reliance on data to reform society, include a 
reliance on controlled and/or inauthentic human behaviour that is 
unconsciously influenced or manipulated through programming for 
programmed behaviour (van Wel & Royakkers, 2004). 
Bridle furthers his critique of computational thinking and its effect 
of human interpretation of reality.16
That which computation sets out to map and model eventually 
takes over. Google set out to index all human knowledge and 
became the source and arbiter of that knowledge: it became 
what people actually think. Facebook set out to map the con-
nections between people—the social graph—and became the 
platform for those connections, irrevocably reshaping societal 
relationships. Like an air control system mistaking a flock of 
birds for a fleet of bombers, software is unable to distinguish 
between its model of the world and reality—and, once condi-
tioned, neither are we. (Bridle, 2018, p.31)
Berardi (2017) reasons that when humans are pushed to act in 
accordance with the programs they use, such as a requirement for 
accelerated response times and limited choices, they may experi-
ence anxiety, depression, alienation, and impotence (Berardi, 2017). 
16 Technocracy refers to a theory that advocates the control of industrial resource, the reform 
of financial institutions and the reorganization of the social system on the basis of the find-
ings of technical experts (“technocracy,” 2020).
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Rather than technology adapting to the needs and dispositions of 
the user, the user is required to act as the program requires. For 
instance, when individuals exhibit and are reminded of their tech-
nical incompetence, the result of inadequate resources or training, 
they are left with feelings of inadequacy, limited opportunities for 
advancement, or a sense of alienation. Such marginalization and 
inequality propagate class divisions. The ubiquity of technology 
in our modern world; such as cellphones and computer/Internet 
access, promotes the myth of “equal opportunity” and the blam-
ing/shaming of those who are not effectively applying technology. 
Even as automation threatens to cause mass job losses, with 
2% of Americans—7 million people—laid-off due to automation 
between 2004 and 2009 alone, there is little government or social 
commitment to protect workers from resulting disenfranchisement 
(Sterling, 2019) as such is the price of “modernization.” 
Optimistically, Berardi (2017) proposes that there is potentiality 
in the “social body”—a symbolized collective capable of unified 
action—to free itself from techno-bondage by asserting “coopera-
tive knowledge” (Berardi, 2017, p.21). If consolidated and directed, 
the social-body’s awareness of technology’s effects can create 
a solidarity that anticipates and relieves us of its shortcomings 
(Berardi, 2017).
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2.2 Research Questions
This thesis employs a qualitative research methodology to a case 
study on the process of generating and exchanging Internet cook-
ies, their related social implications, and the development of a 
related visual model. The methodology employs three sequential 
research questions.
2.2.1 In what way can modelling (and visual 
modelling) be understood as a method  
for defining systems?
The use of models for representing abstraction is an adaptation of 
the scientific method for hypothesis-testing and prediction-making 
(Denning et al., 1989). Visual modelling is widely used in such disci-
plines as mathematics, linguistics, cybernetics, physics, and biol-
ogy to represent system actors and components and their  
interactions. 
Since cookies are a product of Internet technologies, the use of 
visual modelling as employed in computer science to achieve  
this thesis’ purpose is appropriate. To understand how cookies  
are developed and used, and their implications, it is essential  
to de-construct them using the logic by which they have  
been created. 
2.2.2 How can the related practices of 
information design and visual modelling 
be joined to represent a system for the 
purposes of creating awareness and 
supporting decision-making?
Representation is “the action of standing in for, or in the place of, 
a person, group, or thing, and related senses” (“representation,” 
2019). The media theorist Stuart Hall has extended this concept by 
claiming that representation is the meaning-making of concepts 
in a human’s mind using language (Hall, 1997). It provides a crite-
rion to evaluate models developed through information design that 
represent people and groups, senses, things and systems, effects 
of humankind, or observed and recorded natural phenomena. The 
representation of human action stands to improve awareness and 
understanding of processes for the purposes of communication, 
individual and shared meaning-making, standardization, reproduc-
tion, and cooperation. 
Information design has an instructive aim. The information designer 
must decide on the essential elements of a representation and 
employ the language of visual communication. To represent some-
thing is to make it significant and the time committed to such an 
endeavour makes it worthy of the effort.
Given the logic and creativity that visual modelling employs to 
form an understanding of a phenomenon or system, its use aligns 
with the stated goals of information design. Cookies, when framed 
by Hall’s definition of “representation,” use data as technological 
language for meaning-making. Whereas efforts to represent this 
process in a visual model have significant challenges to overcome, 
they are an attempt to raise awareness of the phenomenon and its 
implications and are therefore worthwhile. 
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2.2.3 How can these combined practices be 
applied to create a visual model that 
represents the generation and  
commercial use of Internet cookies?
One of information design’s objectives is to organize complex 
amounts of data types and contexts into comprehensible formats 
through a process of collecting, ordering, and evaluating the tasks 
of a given project and to discern and interpret patterns. Information 
design extends this practice of organizing complexity not only to 
the process of problem-solving but to the product as well (Gillieson 
& Garneau, 2018). Documentation of the information design model-
ling process is of equal value to the end product as it informs the 
context beyond the project (such as proposing future applications 
of the model) and further establishes information design norms. 
The modelling of the capitalization of human action on the 
Internet through the use of cookies will incorporate social theory, 
human-computer interaction methods, and technical procedures. 
The visual model will conceptualize and represent the technical 
functions of cookies, which are generally not well-represented by 
their developers, beyond brief descriptions written for the user. 
Additionally, the impact of the use of cookies on human ecology is 
explored and articulated. The restrictions and detrimental effects 
of this technology are analyzed through Marxist criticism of capital-
ism and commodification, their deterministic effects on personal 
autonomy and the rationale behind attempts by governments to 
control this phenomenon. 
The act of creating models does not confine itself to a one-dimen-
sional representation of a phenomenon; rather, models are flexible 
designs that can incorporate multiple types (modes) of visualiza-
tions, such as diagrams or illustrations, depending on the goals 
of the model (Birta & Arbez, 2013). This thesis’ research focus on 
cookies takes advantage of information design as an interdisci-
plinary practice. The representation of the concept of “cookies,” 
through a visual model is an attempt to create understanding 
through a methodical convergence of theory and practice. This 
distillation process is never absolute, as McClelland points out.
Models are not intended to capture fully the processes they 
attempt to elucidate. Rather, they are explorations of ideas 
about the nature of cognitive processes. In these explora-
tions, simplification is essential—through simplification, the 
central ideas become more transparent. (McClelland,  
2009, p.11)
Models are consequentially limited by the designer’s interpre-
tive decisions of which elements to include and the eschewing of 
elements irrelevant to the goals of the modelling task.
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2.3 Research Scope
To manage the scope of the study areas a grounded theory (GT) 
analysis approach was employed to address the research ques-
tions. Using this approach, a general modelling theory was created 
by gathering and comparing principles in systems, modelling, and 
design theories. However, the analysis process diverged from GT 
standards in that it did not apply coding procedures nor did it make 
its hypotheses using inductive reasoning.17 Abductive reasoning18 
was applied instead to draw conclusions using observations and 
the application of theory in the case study. 
2.3.1 Visual Communication Design, 
Information Design, and  
Epistemological Implications
Domain Knowledge
To properly model cookies, it is necessary to know about the rele-
vant types of domain knowledge19 related to the goals of the task. 
The modelling format has been chosen as it relates to computer 
science and decision-making concepts and includes a focus on the 
actual workings and attributes of the cookie established by industry 
standards.
A degree of expertise in the area of study that is the design focus 
is required of the designer. Ideally, this knowledge is imparted by 
17 Grounded theory (GT) is a qualitative research approach that gathers and compares theories 
using a coding procedure that categories data types. The results are then used to make a 
generalizable theory that is a result of inductive reasoning (see footnote 36 for further details 
on “inductive reasoning”)
18 Abductive reasoning is a type of cognitive strategy first coined by philosopher Charles 
Sanders Pierce (1939-1914). Abduction refers to “the formation or adoption of plausible but 
unproven explanation for an observed phenomenon; a working hypothesis derived from 
limited evidence and informed conjecture” (“abduction,” 2020).
19 Domain knowledge is composed of information relating to the “organization, structure, 
cooperation patterns, language and communication forms, information systems and 
relevance” within a given field, discipline, or community known as the “knowledge-domain” 
(Hjørland & Albrechtsen, 1995, p.400).
domain experts, but it can also be accessed via credible institu-
tions and information communities. This thesis relies on knowledge 
accrued from several research sources and rigorous internal review 
processes, thereby maintaining a dependable integrity in its knowl-
edge-creation process.
Computer scientist Berhard Thalheim (2011) highlighted the need 
to identify the “domain dimension” of the model design, selected 
according to the model’s purpose and identifying the elements 
that should be included or rejected in its development. The domain 
dimension defines the model’s research scope, providing orienta-
tion for the model by placing it in a conceptual “location.”
The Designer’s Role
By identifying and understanding the relevant domain knowledge, 
the designer can synthesize it and apply his or her design expertise 
to achieve project goals, including the skills built on “tried and true” 
design methods and honed through educational and professional 
experiences.
Such knowledge-creation benefits from a thorough understand-
ing of all aspects of a given phenomenon and a subsequent 
process of pattern-generation that is wholly creative and liberated 
from predestined futures. This is of particular significance for the 
process used to create cookies and its reliance on data collec-
tion and analysis (computation) and inability to handle ambiguous 
problems (Bridle, 2018, p.34). Computation is in fact “a principle 
of reduction and of determination,” which restricts possibilities 
for action and leaves few avenues for potentialities (Berardi, 2017, 
p.237). The epistemological implication of this design process, in 
the institutional context of a thesis, is that it should serve as a basis 
for future acts and practices in the information design discipline.
The designer must also act ethically, based on both short- and 
long-term views of the consequences of their work. This can be 
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an onerous task, complicated by various motivations for success, 
unreasonable timelines, and precarious working conditions, which 
can include “bulimic [unhealthy, against one’s self interest] work 
patterns, low pay, little or no social protection, and no unemploy-
ment compensation” (Elzenbaumer, 2015, p.65).
But it is only through a process of self-reflection (meta-cognition) 
and a conscious commitment to ethical behaviour and decisions 
and challenging all impediments encountered, that the designer 
can create an effective design, one that provides opportunities  
for expanding domain knowledge and achieves the intended proj-
ect goals. 
The designer undertakes several tasks in the process of modelling, 
including: 
understanding relevant domain knowledge
defining the boundaries of the model
conceptualizing relationships between interacting elements
communicating iterative processes in project documentation
abstracting concepts through graphical means
constructing visualizations and aesthetic standards
refining designs
evaluating the outcome
2.3.2 Model Commonalities, Adaptations  
and Purposes
Commonalities in Models  
(adapted from The Theory of Conceptual Models (2011))
Thalheim (2011) in his study of conceptual modelling techniques, 
defined four commonalities among models (Thalheim, 2011, p.2):
 □ Purpose (“wherefore”)
Models are governed by a purpose. The modelling decisions 
and execution must serve the purpose, which includes inten-
tion, goals, aims, and tasks that are to be addressed by the 
model.
 □ Mapping (“whereof”)
Models represent a mapping of and from their origin20 and 
reflect some of the properties observed or envisioned and 
includes a characterization of the problem, phenomena, con-
struction, and application.
 □ Language as carrier (“wherewith”)
Models rely on language but are inherently restricted to the 
expressive nature of the language used. Language types in-
clude formal, graphic, media, illustration, or computer science 
constructions. The language employed provides specification 
to the examined process, phenomena or construction under  
examination.
 □ Value (“worthiness”)
Models provide a value or benefit based on their utility, ca-
pability, and quality characteristics. The value of a model is 
determined by the explicit statements regarding its internal 
20 Origin refers to the content dimension of Thalheim’s origin-model-author-addressee rela-
tionship mapping. For Thalheim (2011), models are driven by authors and oriented towards 
addressees (users of the model). The “origin” is the source of the system or phenomenon of 
study and models can also be used to study that origin (Thalheim, 2011, p.2).
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qualities and its utility; i.e., the degree to which the model 
achieves its purposes and goals in relation to the associated 
contexts.
Model Adaptation
Models must adapt to imposed contextual conditions (e. g., limited 
resources, timelines, cultural sensitivities, private vs. public), 
depending on the field of application (Thalheim, 2011, p.5). These 
adaptations include:
guiding rules for conscious handling of restriction, 
capabilities, opportunities
development plans for the delivery, usage and deployment of 
models
theories supporting the model’s development
quality characteristics for model completion, model evolution, 
model engineering
mapping styles for creating models with layers of abstraction
Purposes of Models (adapted from The Theory 
of Conceptual Models (2011))
Thalheim (2011, p.2) outlines general purposes of the modelling 
process that drive its exploration of representation and under-
standing. These purposes include:
perception support for understanding the application domain
explanation and demonstration for understanding the origin
preparation for the management and handling of the origin
optimisation of the origin
hypothesis verification through the model
construction of an artifact or of a program
control of the application
simulation of behaviours in given situations
substitution for a part of the application
It should be noted, however, that the collection, distillation, and 
articulation of the foundational elements of all visual modelling 
processes are beyond the scope of this study. 
2.3.3 Case Study Domains: Cookies, 
Commodification, Legislation, and 
Regulation
Technical Considerations for Cookie Use
Foundational to this thesis is the need to conceptualize and repre-
sent the technical functions of cookies, which are generally not 
well-represented by their developers, beyond brief descriptions 
written for the user. 
This need manifests most commonly in websites that require user 
“consent” for the use of cookies but whose processes for doing so 
are inconsistent and demonstrate an inherent disregard for user 
knowledge of his/her rights and the implications for giving consent. 
For example, a common website strategy is offering (but not requir-
ing) user access to a detailed document about the website’s poli-
cies in regard to cookies (a tedious task for impatient users), before 
granting consent by pressing the “Accept” icon. Despite the fact 
that processes for acquiring informed user consent for the use 
of cookies have been addressed by legislative bodies,  website 
developers are able to find loopholes and continue to find ways to 
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acquire user consent by default. The push for related legislation 
signals the weight of the problem and highlights the implications  
of what can be described in some cases as predatory data- 
capturing.21
Additionally, a site may contract third-parties to track cook-
ies as a source of revenue. Some websites use persuasive and 
sincere-sounding arguments to garner user consent, giving an 
appearance of transparency while benefiting from obscured 
data collection practices. As an example, The Guardian, a lead-
ing British journal that maintains both print and online iterations, 
includes a cookie policy page (http://theguardian.com/info/cookies) 
that provides a comprehensive outline of how cookies are used; 
however, the length of the description and the journal’s coopera-
tion with monopolistic ad vendors (i.e., Facebook pixel and Google 
Adwards/Adx/Analyics/DoubleClick) raise issues of fair practice. 
The following are the technical aspects of cookies to be included in 
the visual model being developed:
 □ how the cookie is created;
 □ where the cookie data is stored on a user’s computer;
 □ the types of cookies;
 □ cookie metadata;
 □ comparative preference types and strategies;
 □ Request For Proposals procedures; and
 □ how cookie data are shared/transferred.
21 For example, a recent ruling by the Court Justice of the EU (CJEU) on October 1 2019 deter-
mined that pre-ticked consent boxes are invalid when acquiring user consent (Tantleff et  
al., 2019).
Legislation and Regulation
Attempts by legislative bodies, such as the European Commission 
and national and regional governments, to regulate exploitative 
relationships between users and commercial entities on the 
Internet often trail advances in technology. That being said, these 
governmental bodies continue to be responsible for regulat-
ing Internet technology development and use, while the wealth 
and international nature of companies increasingly rival their 
own. Legislative examples include the General Data Protection 
Regulation (GDPR); OECD’s Guidelines on the Protection of Privacy 
and Trans-border Flows of Personal Data; rules and guidelines 
established by the Word Wide Web Consortium (W3C); creation 
and maintenance of Request For Comments (RFC) by the Internet 
Engineering Task Force (IETF); the UK Data Protection Act; and the 
California Consumer Privacy Act (CCPA).
This thesis identifies other governmental and independent bodies 
that legislate data protection measures and allied regulatory bodies 
that contribute to the establishment of web standards.22
Individuality, Privacy Rights, and Control
“Informational privacy,” the use and storage control of personal 
information, depends on the ability of an individual to protect his or 
her personal information from unauthorized use by third-parties;23 
i.e., when one’s personal data is obtained, captured, used, 
22 Web standards as defined by the World Wide Web Consortium (W3C), the primary interna-
tional standards organization for the World Wide Web led by Tim Berners-Lee (the creator 
of the Internet), are recommended guidelines for developing accessible, adaptable, and 
interactive web applications. The W3C develops these technical specifications through a 
process designed to “maximize consensus about the content of a technical report, to en-
sure high technical and editorial quality, and to earn endorsement by W3C and the broader 
community” (W3C, 2020).
23 Third-parties refer to those parties outside of the main interaction task. For example, a 
user may be on a music magazine’s website on which ad tech vendors have placed track-
ing-cooking mechanisms. The first-party would be the music magazine and the third-party 
would be the ad tech vendors. Typically, third-parties are considered to be directly involved in 
an interaction between two parties.
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or disseminating without conscious and informed knowledge or 
consent (Van Wel & Royakkers, 2004, pp.130–131).
Aggregating information about Internet users, through the use of 
cookies, to generate insight into user (consumer) behaviour seem-
ingly avoids violating personal privacy by severing association of 
the data to the individual and removing references to context (Van 
Wel & Royakkers, 2004, p.131); however, the collection of those data 
generated by an individual user accrues no benefit to him or her 
and the means and purposes of data collection is unrestricted and 
covert. The inferences made on group behaviour through the appli-
cation of algorithms can be used to prescribe conformity in the 
individual user or exacerbate viral trends (Bridle, 2018). As Berardi 
(2017) postulates, individuality is eliminated by forcing restrictive 
and homogeneous experiences that are destined to create an 
idealized user and consumer. 
The Evolution from Post-materialism to 
Neo-Materialism Through Technology
Digital data24 are in essence “material things that can be seen 
and touched” (objectified) (“object,” 2020), transformed, traded, 
counted, collected, and manipulated to serve those who control 
it. Data are in effect objects yet without a physical presence. An 
individual digital datum does not degrade (if continually trans-
ferred), can be replicated without consideration of mass (although 
potentially limited by the energy and devices needed to store it), 
and resists temporal limits as it exists until deleted. The energy 
requirement for all global Internet activities and supporting devices 
accounts for 3.7% of global greenhouse emissions, an amount 
similar to that produced by the airline industry (Griffiths, 2020). 
24 Digital in this context refers to “senses relating to numerical digits and their use in repre-
senting data in computing and electronics.” (“digital,” 2020); also, “an image, video, etc. 
encoded in the form of digital data” (“digital”, 2020). This is in contrast to analogue, which 
includes non-digital and often non-electronic media (“analogue,” 2020). Data (plural of 
datum) are related items of information considered collectively and used for reference, 
analysis, and calculation (“data,” 2020). The cookie model case study weighs data types and 
measurements as they are relevant to the modelling task in section 5.
The objectification25 of data belies the theory that individuals are 
becoming postmaterialists; i.e., that people have progressed from 
valuing physical objects to valuing autonomy, experience, and 
self-expression—namely, ephemeral interests (Inglehart, 1977). 
Political scientist Ronald Inglehart, in his 1977 book The Silent 
Revolution, postulates that post-materialism combines three 
primary concepts of materialism: (1) the value-system of material 
goods that fulfill human needs and beyond (i.e., luxury); (2) Marx 
and Engel’s concept of dialectical materialism,26 which stresses 
the importance of keeping labour connected with a physical real-
ity; and (3) the belief that matter is the only existing reality (clas-
sical materialism) (Inglehart, 1977). Simon (2013) proposes that 
technology and the Internet have allowed society to attain a state 
of de-materialisation which has given way to a “neomaterialism,” 
where digital experiences and the devices that serve them are 
fetishized and traded. The configuration of these relatively new 
types of “material” is informed by users’ efforts at online consump-
tion, effectively streamlining ways to channel user labour. In real-
izing the fears of dialectical materialism, that humans have been 
cognitively and realistically separated from their actions, a physical 
materialism has been replaced by a simulated one. As a conse-
quence, society’s experience of post-materialism has given way 
to a regressive neomaterialism,27 where this new material (data, 
information) has again become the central point of value and can 
be used to construct nearly any type of meaning. This evolution 
25 Objectification is defined as “the action or an act of objectifying something; a material thing 
which embodies or expresses an abstract idea, principle, etc.” (“objectification,” 2020).
26 Dialectical materialism is a theory developed by Karl Marx (1818–1883) and Friedrich Engels 
(1820–1895) that formed the basis of Soviet communists’ political theory. It reinterprets He-
gel’s dialectical method (basing logic or reason on probable opinions instead of demonstra-
ble facts) from a materialist, rather than an idealist (that matter is independent of mind and 
spirit), position. The theory argues that ideas can only arise only as products and reflections 
of material conditions. It locates the change in history and society, from the natural world to 
civilization, occurring where social conflicts and solutions were first determined by material 
(“dialectical materialism,” 2020).
27 The conception of “neomaterialism” used in this thesis is distinguished from object-orient-
ed-ontology (OOO) theory and “new materialism,” which can be seen to privilege non-hu-
man actors over human actors. This metaphysical notion is in opposition to the spirit of the 
thesis in supporting humanism. Neomaterialism is considered here as a separate concept 
to new materialism.
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drives technological development to foster and give access 
to such experiences—although they are contrived, as it is the 
media that make them seem real. The ubiquitous presence of 
this artificial value-system impacts how communication and 
epistemology occur in all endeavours and disciplines, from 
education and finance to culture and religion, since reality 
and consequently, relatability, are chiefly the products of 
language.28 
Framing data and as digital material that has incredible bear-
ing on human experience, it is possible to not only begin to 
see how processes in electronic commerce (“e-commerce”) 
function in transforming and transferring user data (i.e., data 
mining, pattern recognition, and actionable information), but 
also how dimensional human well-being has become.
28 After the Saphir-Worf hypothesis that language engenders a native speaker’s cate-
gorization of experience (“Saphir-Worf hypothesis,” 2020), linguist Noam Chomsky 
(1928–)has postulated that each person has a capacity for language (universal gram-
mar). This capacity is universal and predicated on human adaptation, matching the 
need for cooperation for survival and the enrichment of experience (Chomsky, 2007).
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3 Literature Review and 
Theoretical Background
GAUMLESS This section presents the theoretical 
background and knowledge domains 
that are foundational to the case 
study. It represents a comparison 
and synthesis of theories to rational-
ize the practice of visual modelling, 
to reinforce design decisions, and 
to promote an understanding of the 
implications of the use of technology.
3.1 Literature Review
The research sources selected support the propositions and 
conclusions in this thesis and serve to generate further research 
inquiry. These sources served as the primary entry points into 
the themes presented below and in so doing were the basis for 
connecting research interests. Many of the sources were known to 
the author through previous research.
Modelling, Visual Models, and Systems Theory
Modelling and Simulation (2013)
Brita and Arbez provide a meta-description of the use of models 
and modelling practices of abstraction and representation for 
“behaviour-generation” (Birta & Arbez, 2013, p.6) such as deci-
sion-making. While their description focuses on modelling as a way 
to simulate processes, for the context of this thesis, the framework 
and terminology they present are used to classify modeling efforts 
and to explore the concept of models as epistemological tools and 
their function in history. 
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Birta and Arbez emphasize the importance of goals to establish the 
purpose and provide effective measure of the modelling task:
A model is a specification [identification of all relevant factors] 
for behaviour generation, and the modelling process is con-
cerned with the development of this specification. It is often 
surmised that the [modelling] task… ensure[s] that the be-
haviour of the model is as indistinguishable as possible from 
the behaviour of the SUI [System Under Investigation/Study]. 
This assertion is only partially correct. A more appropriate 
statement of the task at hand is to develop the specification 
so that it captures the [SUI] behaviour properties at a level of 
granularity that is appropriate to the goals of the study. (Birta 
& Arbez, 2013, p.6)
The case study that is the focus of this thesis will ensure that the 
modeling process developed for the study of cookies will concen-
trate on the goals of the task and its level of granularity will provide 
an exploration of the technological and social aspects of the cookie 
development process for the purpose of behavior-generation. 
“General System Theory” (1993)
Walonick (1993) provides a comprehensive introduction to general 
system theory, connecting the original concept developed by 
Ludwig von Bertalanffy to theorists from multiple disciplines, 
including mathematics, cybernetics, and economics. In a simplified 
guide for understanding system theory, Walonick outlines key ideas 
for understanding system commonalities, applied in this thesis for 
assessing cookies as a product of a system—and a system in them-
selves. General system theory, according to Walonick, is based on 
the Worfian hypothesis that linguistic patterns determine how an 
individual perceives and interprets the world:
Our culture and experience define our understanding of all 
systems. The fact that systems theory recognizes the relativity 
of perception, may in itself, serve to expand our understand-
ing of our role in the universe. It provides a framework for us 
to examine and understand our environment. (Walonick, 1993, 
para. 40)
The “relativity of perception” concept applies to the mediation that 
technology performs in the individual’s experiential worldview, both 
physically and mentally, a concept examined by theorists James 
Bridle, Vilèm Flusser, and “Bifo” Berardi (examined later).
Automation, Computation, and Epistemology
The New Dark Age (2018)
Through several examples and a commentary on the contempo-
rary technological subterfuge, Bridle’s postulates that unchecked 
technological development has led to the systematic exclusion of 
human understanding, reaching a point where computers on their 
own cannot reveal exactly how machine-learning works. According 
to Bridle, the current stage of civilization represents a new “dark 
age” (Bridle, 2018) as a consequence of society’s over-dependence 
on technology, belying the emancipatory promise of technology and 
automation. Bridle calls for a new type of understanding of systems 
theory through technological literacy, one that explicitly avoids reli-
ance on computation, to repair the damage to human invention.
For Bridle, this technological literacy includes an ability to compose 
and articulate a metalanguage of systems:
True literacy in systems consists of much more than simple 
understanding and might be understood and practiced in 
multiple ways. It goes beyond a system’s functional use to 
comprehend its context and consequences. It refuses to see 
the application of any one system as a cure-all, insisting upon 
the interrelationships of systems and inherent limitations of 
any single solution. It is fluent not only in the language of a 
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system, but in its metalanguage—the language it uses to talk 
about itself and to interact with other systems—and is sensi-
tive to the limitations and the potential uses and abuses of 
that metalanguage. It is, crucially, capable of both performing 
and responding to critique. (Bridle, 2018, p.8)
This thesis, based on a visual model of cookie processes, is an 
attempt to elevate technological systems literacy as promoted by 
Bridle, using systems-thinking to demonstrate misunderstood or 
underrepresented interrelationships between elements, actors and 
processes in the development of cookies. The case study exam-
ines the inherent connection between visual modelling and infor-
mation design, with its ethical and epistemological repercussions, 
and represents a praxis to examine critical issues.
“Ethical Issues in Data-Mining” (2004)
Data-mining refers to the process of collecting, categorizing, 
analyzing and applying conclusions to a pre-determined outcome. 
User-data represent a human being’s context and personal char-
acteristics and are therefore a commodity (van Wel & Royakkers, 
2004). Van Wel and Royakkers warn of data-mining practices that 
violate privacy or a “right to protected anonymity” (GDPR, 2018), 
proposing the need for a distinction between automation and data 
aggregation (such as through the use of cookies) that are used to 
generate value from user actions and decisions while engaged with 
the Internet.
User consent that allows for the data-mining of their actions and 
decisions while engaged with Internet sites through the use of 
cookies is typically understood as a consequence of a legal agree-
ment between the business entity (website owner) and the user with 
regards to how the user’s data is collected, managed and dissem-
inated. However, van Wel and Royakkers note that the nature of 
consent and privacy protection is problematized when a full under-
standing of the agreement is complicated or precluded:
Most people who use the web are not aware of the ways in 
which their web data can be dissected. Is it fair to say that 
people choose to give up their privacy [by consenting to the 
use of cookies] when they are not fully aware of the conse-
quences of their actions? Can we expect people to be fully 
aware of those consequences? (van Wel & Royakkers,  
2004, p.135)
The process of obtaining informed consent is one that tests the 
threshold of user right to privacy. Under the terms of the GPDR, a 
person should be able to reasonably understand, in a reasonable 
amount of time, the consequences of their interaction with another 
party when under legally binding terms (GDPR, 2018). In so doing, 
users can determine if the interaction provides enough benefit over 
what is surrendered. Attempts to establish what is “reasonable” 
must defer to legislative bodies like the European Commission. The 
challenges of achieving a full understanding of the implications of 
data-mining (present and future) and the rapid pace of information 
dissemination leads to user exploitation, as users are not compen-
sated for the value they provide from their engagement in online 
activities.
Into the Universe of Technical Images (2011)
Vilèm Flusser positions the history of communication technology as 
a one of abstraction and the development of material form, specif-
ically through his analysis of the function of “technical images” 
(Flusser, 1985/2011), defined as projections that code phenomena 
into meaningful representations. He subsequently interrogates 
their social use and ability to supplant traditional media in terms of 
viewer access, leading to unrealistic expectations for automation 
practices that support humanist ideals. He explores human interac-
tion, communication, and the social role of technology through the 
sequencing of action, from mediation to the creation of reality:
51 52
3 L
ite
ra
tu
re
 R
ev
iew
 an
d T
he
or
et
ica
l B
ac
kg
ro
un
d
3 L
ite
ra
tu
re
 R
ev
iew
 an
d T
he
or
et
ica
l B
ac
kg
ro
un
d
Action is the first gesture to free human beings from their 
lifeworld. The second is visual observation. The third is con-
ceptual explanation. And the fourth gesture to free human 
beings from their lifeworld is the computing touch. The hand 
makes humankind the subject of the world, the eye makes it 
the surveyor of the world, fingers make it ruler of the world, 
and through fingertips, humankind becomes what gives the 
world meaning. (Flusser, 2011, pp.28–29)
The use and application of technology can therefore be seen as 
the manifestation of the instinct to act upon one’s environment. 
Humans have normalized the process of making meaning through 
artefacts and create frameworks for testing the consequences of 
reality. These behaviours are performed not only individually but 
collectively. The development and application of technology is a 
recent example of this phenomenon.
Marxist Criticism and Materiality
Futurability: The Age of Impotence and the 
Horizon of Impossibility (2017)
Berardi identifies the limits technology has placed on human and 
social potential by suppressing users’ ability to imagine beyond the 
“reality” it provides—rendering them effectively “impotent” (Birardi, 
2017). He calls for cognitive emancipation and a general “return 
of the mind to the body” (Berardi, p.25, 2017), establishing a more 
situational awareness of time and consequence, which he sees as 
a necessary state for challenging the financial exploitation of the 
masses. 
Futurability provides further extensions to the field of technological 
epistemology and a new vantage point from which technology can 
be seen as a tool of capitalism.
Birardi effectively furthers Flusser’s notion of mediated phenomena 
and their existence within the realm of “thinking.” He posits that the 
conception of reality (the amalgamation of phenomenon) is purely 
subjective—a unified, appreciative self-experience:
The world of phenomena does not pre-exist the act of think-
ing, but is established by it. Phenomena, in fact, are the 
objects of our experience that we can grasp only according 
to the transcendental forms of perceptive ability ... “transcen-
dental” means preceding experience, and therefore devoid of 
empirical content. (Berardi, 2017, p.68)
In Futurability, Berardi goes on to develop the social function of this 
mediation and argues that its advancing sophistication distances 
us from a healthy collective experience.
Neomaterialism (2013)
Materialism as a school of philosophy examines and expands the 
understanding of the material world (Simon, 2003). Central to the 
philosophy is the notion that everything of consequence is a result 
of material interactions. Simon applies the concept of materialism 
to an examination of the essence of the dematerialized (information 
effecting properties of physical material), particularly how digital 
commodification has created new material.
Focusing on the materiality of digital data and its commodity value, 
Simon addresses the objectification of society’s general intellect as 
a commodity, leading to disenfranchisement:
With online operations focusing on aggregating attention [by 
identifying and promoting trends through data-mining] to 
generate value, many contemporary business models of af-
fective labor and sociability have privatized the general intel-
lect. (Simon, 2003, p.18)
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A consequence of aggregated attention is that physical and 
intellectual labour is stripped of its attribution to the individual. 
Social behaviour has now become a source of value, one that 
does not provide direct benefit to the individual and conse-
quently leads to further exploitive practices. 
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3.2 Objectives in Information Design,  
Design Process, and Usability
This sub-section introduces the design considerations for devel-
oping the case study model, forming the basis for design decisions 
and concepts relating to professional arenas, graphic attributes, 
design processes, and usability standards. 
3.2.1 The Emancipatory Benefits of Human-
Behaviour System Representation
Information design can be employed to examine knowledge-ac-
quisition and it is an appropriate discipline for developing visual 
models that can aid in understanding socially-relevant phenomena. 
There are many examples, however, of the use of visual models 
developed from an information design perspective by institu-
tions such as government, education (primary, secondary, adult, 
etc.), health sciences, disaster relief, and social services. When 
divorced from an institutional or commercial purpose, it can also 
be employed critically to examine conventions in informational 
processes and consensus-building procedures and applied to 
epistemology and decision-making. Perhaps here it enters a more 
theoretical realm than a practical one, but that is what has tradi-
tionally shaped the motivations and practices of those working in 
the discipline. Information designers when acting ethically hold the 
welfare and needs (as outlined by Abraham Maslow’s hierarchy of 
needs theory [1943]) of the model’s user or receiver above all  
other priorities. 
The realisation of basic human needs (safety), psychological needs 
(belonging, esteem), and self-fulfillment (self-actualization) can be 
achieved by a design that is not motivated solely by commercial 
interests. In focusing on human behaviour systems, visual models 
created in the information design discipline have the potential to 
support humans’ ultimate need, self-actualization. For instance, if 
patients are able to master remedies for their health issues through 
the application of a health model, they could be empowered to 
build further skills (“the law of effect”)29 to promote better health. 
Best practices in a field of study such as medicine, combined with 
the designer’s innate abilities and command of conventions-- their 
“designerly ways of knowing” (Cross, 2006), form the basis for 
visual models or designs that achieve meaningful and beneficial 
purposes—while simultaneously fulfilling the designer’s own  
ethical goals.
3.2.2 The Design Process
There have been many attempts to standardize design processes, 
whether for general or specific tasks, without any consensus 
prevailing; however, a survey of recommendations for managing the 
design process has identified relevant stages for the development 
of a visual model for use in the case study on the development and 
use of cookies.
1. Discovery and Problem-Definition
In this initial stage, a conception of the project design’s purpose 
is created. According to Aspelund (2016), sources of inspiration 
related to the project’s purpose can resonate and sustain efforts 
throughout the project. By establishing a clear purpose (with or 
without a design process in mind), designers can distinguish 
between potential solutions and the requirements of an optimal 
solution (Hathaway & Norton, 2018). The criteria for establishing  
the effectiveness or success of the design to fulfill its purpose 
should be established at the outset and eventually used as a  
basis for evaluation. 
29 The Law of Effect is a psychology principle advanced by Edward Thorndike with regard to 
behaviour development, where “responses that produce a satisfying effect in a particular 
situation become more likely to occur again in that situation, and responses that produce  
a discomforting effect become less likely to occur again in that situation” (Gray, 2014, 
pp.108-109).
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5. Evaluation
Once a design is finalized and applied by the user, the extent 
to which the pre-determined purpose and goals are addressed 
(effectiveness) is determined by user responses. To mitigate this, 
the evaluation (testing) of specific elements and further research 
(including user input) can be conducted throughout the design 
process to inform refinements, to gauge usability and to help iden-
tify requirements for successful implementation, reducing the risk 
of misinterpretation or failure in the final stage. Testing methods 
must be performed skillfully in order to generate valuable insight. 
For a design to endure, it should be continually improved based on 
user feedback (Kirk, 2012). An optimal design process would cycle 
through these stages for each design iteration.
3.2.3 Design Usability 
Usability, as defined by the International Organization for 
Standardization (ISO) 9241-11 (2019), is the “extent to which a 
system, product or service can be employed to achieve specified 
goals with effectiveness, efficiency, and satisfaction in a speci-
fied context of use” (ISO, 2019). In the context of visual-model-
ling, usability is based on how effectively the design conveys the 
elemental information through simplified concepts and aesthetic 
decisions, subsequently leading to a change in the user’s status 
or understanding; i.e., by influencing behaviour and providing the 
means to make decisions. The level of the model’s accuracy in 
identifying and incorporating the required process elements will  
be a key determiner of the model’s success in fulfilling its purpose  
and goals. 
2. Planning and Identification
This stage requires designers to plan strategies and create action-
able goals related to the project purpose (Karjaluoto, 2013, p.78)
3. Conceptualization and Exploration
At this stage, the design purpose or problem is explored without 
committing to outcomes or solutions. This allows designers to 
discover relevant factors and requirements that must be addressed 
(Aspelund, 2016). End-user involvement may be introduced 
for identifying the project elements. It is also at this stage that 
domain-knowledge is collected and  
analysis begins. 
3. Refinement, Iteration, and Definition
At this stage, conceptualizations are further refined and explored. 
Emanating from this process are decisions regarding the rationale 
for the commitment of resources to the design, as well as concepts 
regarding the boundaries, criteria, and methods for creating the 
design (Aspelund, 2016).
4. Production and Application
The final design stage, development of the initial design, consid-
ers predetermined purpose, strategies, goals, resource-allocation 
decisions and concepts/conventions (some typical of the design 
discipline). These parameters can be of a multi-disciplinary or 
experimental nature. Ongoing testing, measurement, evaluation, 
and refinement are still required at this stage (Karjaluoto, 2013, 
p.78). The design process must constantly reference its context 
and purpose. 
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the performance criteria for the case study and are assessed later 
in its evaluation.
3.2.4 Ethical Considerations in Usability
Keinonen widened the scope of usability evaluation to include 
stakeholders he called “neighbors” (Keinonen, 2017); i.e., users 
who are informed by but are impartial to the development of the 
design. The “neighbor” is in a position to understand and char-
acterize the extended (i.e., without consideration of its intended 
purpose and goals) worth of a design, as users’ motivations are not 
in fact easily generalized (Keinonen, 2017). Keinonen also identi-
fies “sponsors,” users whose interests in the design development 
process do not necessarily extend empathetically. The exercise of 
identifying and considering unanticipated and untargeted users 
allows the designer to go beyond an understanding and incorpo-
ration of user-centered and human-centered design methods, 
taking a critical stance in considering those audiences (neighbors, 
sponsors, intended users) who benefit from a design’s impact and 
applications, regardless of intent. It also helps the designer to 
consider those audiences who are focused on the design holisti-
cally, without consideration of its purpose, goals and context. What 
is clear is that every design has faceted and unanticipated conse-
quences. Designers, in considering the unintended consequences 
of their models and the ethical imperative to their discipline, face 
what Swierstra calls a challenge to “anticipate soft impacts, which 
requires a rich and thick description of our morally-laden current 
practices in the light of plausible techno-moral change provoked by 
emerging technologies” (Swierstra, 2015). By implication, designers 
must reflect on the ethical impact of their designs to the point of 
considering whether the task should be pursued at all.
Since all designs should strive to meet standards of usability, 
context is of particular significance in regard to the development of 
a visual model. Without quantitative indicators (based on data) as 
Other considerations in determining the model’s usability are 
outlined in the images of usability defined by Hertzum (2010), 
 □ universal usability, the degree to which user diversity (e.g., age, 
background, competences, disabilities) is accommodated, 
knowledge gaps (between what the user knows and what is 
required to know) are bridged, and the effectiveness of the 
technology30 applied;
 □ situational usability, the quality-in-use of a system [repre-
sented in a visual model] with regards to specific or contex-
tual users and tasks; 
 □ perceived usability, the users’ subjective experiences and 
conclusions regarding the visual model’s effectiveness, 
based on their interaction with it; and
 □ hedonic usability, the extent to which users find the experi-
ence of engaging with the visual model worthwhile, success-
ful, and enjoyable.
A visual model can be developed using both user-centered and 
human-centered design methods. “User-centered” refers to an 
accommodation of the context of the user, including physical, 
social, and environmental needs beyond the goal-oriented tasks 
of the visual model (ISO, 2019). “Human-centered” refers to meth-
ods that “aim to make interactive systems [such as visual models] 
more usable by focusing on the use of the system; applying human 
factors such as ergonomics, usability knowledge and techniques” 
(ISO, 2019). While related, the two design methods represent an 
acknowledgment that a visual model can affect not only users but 
also other audiences (neighbours) and the information design disci-
pline itself. These types of usability were considered when planning 
30 Broadly considered, technology is the product of the application of knowledge dealing in the 
mechanical arts, applied sciences, and design. It is the embodied result of technological 
knowledge or know-how, a technological process, method, or technique. With regard to us-
ability, it is can be any product that is intended to be used to perform a task by a user, viewer, 
or audience (“technology,” 2020).
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sources of validation and with an emphasis on human behaviour, 
the visual model presents challenges for determining the crite-
ria and evidence of its effectiveness; i.e., the extent to which it 
succeeds in presenting knowledge for discussion and its potential 
for critical reflection. A design focused on human behaviour can 
preclude human action or at least constrain and shape it, in part 
by its application to “correct” or prescribed human behaviours 
while simultaneously excluding others. “Technologism” is the 
belief in the power of technology to shape and improve human 
society. By acknowledging and exploring the competence and 
pre-inscription of nonhuman actors (such as visual models) to 
influence human behavior, one can easily read out and deduce the 
behaviour prescribed by the model to authors and users (Latour, 
1992). Consequently, a designer must identify and declare how the 
model intends to affect change in user behaviours and the rationale 
(including ethical/moral considerations) for those intentions.
Effectively, a design is as much a prescription for user behaviour 
and/or viewpoint as it is a response to their needs. Confounding 
this further are other undeclared or unconscious designer motiva-
tions that may supplant or deviate from the criteria used to deter-
mine the design’s “worth” or effectiveness. As a result, a design is 
invariably bound to the ideology of the designer as much as it is to 
the design’s context and intentions.
The design developed for the thesis case study is premised on 
a belief that cookies represent an attempt to influence human 
behavior in surreptitious ways and that it is important to identify 
their implications for users, motivated by an ethical consideration 
to protect them by exposing the risks they pose to user well-being. 
The design will reflect relevant “best practices” and is intended  
to generate critical reflection in both Internet users and other  
audiences.
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Size
an object’s variation in terms of length or area
Shape
the exterior shape or boundary of an object, such as a symbol. 
Examples include polygons, glyphs, or images.
Rotation
the rotational potential of an object; i.e., lines, areas, and surfaces can 
rotate only if they are positionally unconstrained.
Resolution
a function of the amount of information contained in each fundamen-
tal element of the object, such as a pixel
2. Surface
Colour
Hue
the pure spectral component (or “constant intensity”) of a colour. 
Hue is particularly suitable for representing the distinctions 
between categories.
Brightness
the luminance, or degree of lightness/darkness, of an area. 
Brightness can be used to represent categorical dimensions, but 
only if a few categories are required.
Saturation
the degree of pure colour (hue) in an area in which brightness  
is constant. Saturation can be used to represent uncertainty in  
a graphic.
3.3 Visual Considerations
3.3.1 Relevant Graphic and Visualization 
Principles 
Aesthetic Attributes (Wilkinson, 2005; Bertin 1983)
Visual design aesthetics refer to principles for relating sensory  
attributes (such as colour, shape and sound) to abstractions 
(Wilkinson, 2005). The designer must ensure that the sensory attri-
butes selected consider the model’s comprehension and utility  
and adhere to established standards related to legibility and 
conventions.
Wilkinson’s (2005) version of Bertin’s (1983) taxonomy of sensory 
attributes provides vital considerations for effective visual models 
and allows their sensory attributes to be more independent from 
one another, of particular importance for visualizations devel-
oped through technology. Specifically, graphics designed on the 
computer cannot conform to Bertin’s taxonomy due to the limits of 
using form to determine texture pattern design (Wilkinson, 2005, 
p.277). Independence among a model’s sensory attributes is partic-
ularly appropriate for contemporary graphics viewed in both print 
and digitally. Wilkinson’s definitions for graphic properties are as 
follows:
1. Form
Position
According to Wilkinson, spatial position refers to the location of a 
visual element in a (multi-) dimensional space; i.e., it need not be 
restricted to one, two or even three dimensions. The positional attri-
bute of a graphic on a quantitative scale map relates to coordinates 
in a space. The position of a graphic (visual element) determines its 
relation to others in the visual design. 
65 66
3 L
ite
ra
tu
re
 R
ev
iew
 an
d T
he
or
et
ica
l B
ac
kg
ro
un
d
3 L
ite
ra
tu
re
 R
ev
iew
 an
d T
he
or
et
ica
l B
ac
kg
ro
un
d
Points
elements that can assume many shapes (most often round) with 
variable sizes. Typically, points maintain a fixed form on the plane 
and “make a certain statement which is organically bound up with 
the utmost restraint” (Kandinksy, 1947, p.32). Points draw attention 
and activate tension with other composition elements. When used 
to convey information, they can be complex but defined units.
Lines
“tracks made by the moving point; that is, its product”  
(Kandinsky, 1947, p.57)
Straight Lines
when a “force” moves from one point in any direction on a 
plane31 and that direction does not change, it results in a 
straight line. A straight line’s action “represents the most 
concise form of the potentiality for endless movement” 
(Kandinsky, 1947, p.57).
Curved Lines
when two forces act upon a point, in a way that one force 
continually exceeds the other in pressure to a certain degree 
(moving in increasing or decreasing x- and y-coordinates), a 
curved line is created (Kandinsky, 1947)
Arrows
Drucker (2014) notes that the use of symbols, such as arrows, in 
knowledge representation can serve as useful visual metaphors 
and controlling devices for viewing experiences. Symbols can 
provide a way to control and direct a viewing experience along 
a line by signifying “movement, flow, or state change” (Drucker, 
2014, p.131). They can also provide the means to establish connec-
tion and interaction between visual elements and represented 
concepts. Arrows need not be used one-directionally where recip-
rocal or feedback between components exists.
31 Plane as used by Wassily Kandinsky (1866–1944) is “the material plane which is called upon 
to receive the contrast of the work of art” (Kandinsky, 1947, p.115). Applied to visual models, 
this plane can conceivably on a page or a screen (television, computer, cellphone, etc.) and 
establishes the measure of space and position.
Texture
Pattern
a repeating sequence or fill in an area confined by graphic  
boundaries
Granularity
the representation of a pattern elements per unit of area
Orientation
the angle of pattern elements in relation to a fixed point. 
Orientation affects other components of texture and its use is 
not advisable for representing a variable.
Blur
the effect of changing focal-length in a display, lowering or 
increasing the sharpness of a graphic boundary. Blur is ideally 
suited for representing confidence, risk, or uncertainty in a 
process.
Transparency
a blending of layers of colour or gray-scale bitmap to typically 
reduce the opacity of a graphic. Transparency is best suited for 
displaying uncertainty.
There is a continuum of representation, ranging from pictorial to 
graphic to typo/graphic forms, each serving a different but related 
purpose. The case study model has selected the following for their 
relevance and applicability:
Text
a visual attribute used in the process of reading (as a perceptual 
and cognitive process) that serves to decode a graphic in a similar 
way as perceiving colour or pattern; for example, labels often 
provide clarity for understanding a graphic
Tt
67 68
3 L
ite
ra
tu
re
 R
ev
iew
 an
d T
he
or
et
ica
l B
ac
kg
ro
un
d
3 L
ite
ra
tu
re
 R
ev
iew
 an
d T
he
or
et
ica
l B
ac
kg
ro
un
d
establish a personal “style” for the purposes of differentiation and 
self-expression. Contemporary visual forms of typography, illustra-
tions, and a general deviation from tradition or notions of correct-
ness signal the existence of a plurality of design philosophies 
(Gillieson & Garneau, 2018). The value of this design plurality, what 
Tufte would deem “redundancies” (Tufte, 1983), lies in its ability to 
increase persuasion and retention, while not impeding comprehen-
sion. Whereas the origins of this trend are of no consequence here, 
its relevance lies in the fact that it is undertaken thoughtfully, often 
self-consciously, and with a measured argumentation. Authorship is 
more transparent.
Visual rhetoric is defined as “the study of visual imagery within 
the design of rhetoric” (Smith et al., 2005, p.141). In an attempt to 
explore visual phenomena rhetorically, Ken Smith et al. (2005) have 
identified two dimensions of the discipline of rhetoric (Smith et al., 
2005): a visual object or artifact (i.e., a visual model, data visual-
3.3.2 Visual Rhetoric
Designers as Rhetors
Design theorist Horst Rittel defines design as a process of argu-
mentation (Rittel & Webber, 1972). In the context of visual commu-
nication design, the decisions of the designer, based on his or 
her experiences and education, determine the foundations of the 
argument (Gillieson & Garneau, 2018). Decisions regarding the 
aesthetic utility of model elements aim to reduce what Tufte refers 
to as “chartjunk;” i.e., superfluous graphic attributes that impede 
communication in data visualizations (Tufte, 1983) and may reflect a 
prioritization of content over aesthetic). Such reductivism acknowl-
edges but does not eliminate the inherent subjectivity of the design 
process. Graphic attributes that prioritize usability, legibility, and 
readability do not equate to a neutrality of communication. Sans-
serif fonts, thin stroke lines, white backgrounds, high-contrast, 
and low-saturation are graphic strategies for reducing the cogni-
tive-load for users (illustrated in figure 1); however, keeping graphics 
plain and conventional may lead to inadvertently disguising the 
rhetorical function of the design or its “covert power” (Gillieson & 
Garneau, 2018). While this practice can certainly improve under-
standing of content or concepts that are challenging, abstract, or 
subservient to other elements), it should be viewed with skepticism 
as it can lead to over—simplification and misunderstanding. 
Another perspective on the rhetorical function of design is seen 
in the work of Czech publisher Albatros (discussed later). The 
firm’s educational publication series uses convincing and inspired 
aesthetics to design learning experiences for children. Although 
the intended audience does not require a high degree of realism 
for comprehension, the design mirrors a growing interest in design 
alternatives that resist modernist (or rather, constructivist) tradi-
tions. This is exemplified in the individual designer who aspires to 
Figure 1: Diagrammatic example of visual style common to New 
York Times articles. Reprinted from What’s Going On in This 
Graph?, by The New York Times, 2018, Retrieved from https://
www.nytimes.com/2018/09/11/learning/whats-going-on-in-this-
graph-sept-12-2018.html. Copyright 2018 by The New York Times.
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Presentation to an Audience
Visual rhetoric is concerned with communicating with or appealing 
to a targeted audience (users) or unanticipated audience (viewers). 
Visual elements are arranged and modified by a rhetor (designer) 
for both self-expression (with the designer as his/her own audi-
ence) and communication with an audience. . An audience is 
implied in the act of communication and is therefore always  
present in visual rhetoric.
Perspectives
Visual rhetoric as a theoretical perspective is “a way of approaching 
and analyzing visual data that highlights the communicative dimen-
sion of a visual object” (Smith et al., 2005, p.145) that includes a 
set of conceptual frameworks that allow visual objects to become 
understandable as communicative and rhetorical phenomena.
The study of the nature of a visual object involves appreciating its 
function (rhetoric perspective) and/or evaluating it on the basis of 
its substantive and stylistic nature (aesthetic perspective) (Smith 
et al., 2005). A rhetoric perspective concerns itself with a visual 
object’s nature, function, and evaluation. An aesthetic response 
links a viewer’s direct perceptual experience with the sensory 
aspects of a visual object (e.g., colour, form, texture) eliciting an 
emotional response (e.g., whether the object is beautiful or ugly).
Nature of the Visual Object
Determining the nature of a visual object or image requires an iden-
tification and analysis of its distinguishing features and “involves 
two components—presented elements and perceived elements” 
(Smith et al., 2005, p.16). Identification of the presented elements 
of a visual object involves naming its major physical features while 
identification of its perceived elements involves attributing mean-
ing, such as a metaphor or allusion, that the object is likely to have 
for an audience (Smith et al., 2005).
ization) and a perspective on the study of visual data. In the first 
dimension, visual rhetoric is a product of practitioners (designers) 
using visual symbols for communication purposes. In the second 
dimension, designers consider the symbolic processes by which 
images (used here in a similar sense as Flusser’s “technical 
images” [2011]) perform communication functions (Smith et al., 
2005). These two dimensions will be examined in greater  
detail later. 
Communicative Objects and Artifacts
As a communicative artifact, visual rhetoric is “the actual image 
rhetors [designers] generate when they use visual symbols for the 
purpose of communicating” (Smith et al., 2005, p.143). Not all visual 
objects in visual models and data visualizations reflect visual rhet-
oric or communicate a message. Ken Smith et al. (2005) maintain 
that three characteristics, or “markers,” are necessary for a visual 
object to reflect visual rhetoric or to be a communicative artifact. It 
must be symbolic, involve human intervention, and be presented to 
an audience for the purpose of communication (Smith et al., 2005).
Symbolism
A visual object must pass beyond serving as a sign (direct signifi-
cation/ representation) and should connect indirectly to its referent 
(the concept or phenomenon it represents). This typically involves 
the use of arbitrary symbols for communication.
Human Intervention 
This is a process that involves conscious decision-making and the 
use of visual strategies that employ colour, media, and size. Human 
intervention in visual rhetoric can also involve the transformation of 
non-rhetorical visual objects into visual rhetoric (through interpreta-
tion). Visual rhetoric can, therefore, occur from human action either 
in the design process or in the process of interpretation.
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test the relationships between among the model’s elements with 
precision, considering the relationships between them and the 
processes involved in human perception to establish the limits of 
the iteration. 
Smith et al. (2005) grouped the six principles of visual logic into 
two categories: observable relationships among elements and 
common processes in human perception. In the end, these 
elements are layered to create a meaningful visual experience.
Principles of observable relationships among  
visual elements (3/6):
1. Tensional Principle (visual tensions within  
the work)
This principle focuses on the designer and users’ attention to the 
effect, meaning, and interdependence of tensions in a visualization.
Tension is created within the mind as it compares individual 
elements in one part of the visual object with all other elements 
in the larger context or composition (spatial relationship). This 
can determine its degree of appeal and the effectiveness of the 
communication function. Users and viewers experience the conse-
quences of the tension and interpret its role in expressing the infor-
mation being communicated.
Spatial relationships among visual objects are meaningful in their 
established (intended) interactions and are implicitly meaningful in 
their gestalt32 configurations.
The gestalt of tensions provides structural support for the overall 
transmission of overt content and subliminal underlying messages.
32 Gestalt is the “’shape,’ ‘configuration,’ or ‘structure’ which as an object of perception forms a 
specific whole or unity incapable of expression simply in terms of its parts (“gestalt,” 2020).
Function and Purpose of the Visual Object 
The function or functions that the visual object serves for a given 
audience or operates for its viewers is not synonymous with its 
purpose (Smith et al., 2005). The function of a visual object from a 
rhetorical perspective is the action the image communicates (Foss, 
1994). Its purpose is the intended or desired effect on the audience 
as determined by the designer. Once a visual object is created, it 
stands independent of the designer’s intention and is subject to the 
rhetorical and aesthetic perspectives of the audience. 
Evaluation of the Visual Object
Evaluation of a visual object through a rhetorical perspective 
means assessing whether or not it accomplishes the designer’s 
intended functions, granting it legitimacy based on its implications 
and consequences, and whether or not it achieves its purpose; e.g., 
whether the image is congruent with a particular ethical system or 
whether it conveys an emancipatory potential. Whatever the crite-
ria used for evaluation, adopting a rhetorical perspective on visual 
objects provides a way to improve the quality of the rhetorical envi-
ronment by discriminating among images (Smith et al., 2005).
3.3.3 Visual Logic
Visual logic refers to the visual elements and relationships 
presented in the object (Smith et al., 2005) that result in the 
designer and users having a reconciled or common experience 
when engaging with the visual object.
6 Principles of Visual Logic (Smith et al., 2005)
Rather than treating engagement with a visual object as a pre-set 
arrangement, it should be seen as an “ongoing process completed 
in the viewer’s mind” (Smith et al., 2005, p.24). When designing 
a visual object, such as a model element, the designer should 
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(Smith et al., 2005, p.30). Without proper contextualization they are  
ambiguous.
In analyzing the communicative aim of a visual object, it should 
be assumed that its meaning is initially uncertain or indefinite (not 
explicit). Whereas its communicative potential can be realized 
through visual elements, the “exactness of the aim is not reducible 
to one set of words” (Smith et al., 2005, pp.30–31).
Ambiguity provides “a vital function in aesthetic visual communica-
tion” (Smith et al., 2005, p.31). It confounds the mind and requires 
that many facets of a visual object should be appreciated in order 
to discern meaning. As a consequence, “words cannot always 
adequately translate the complex, structural, relational, and contex-
tual nature of interrelationships among aesthetic phenomena” 
(Smith et al., 2005, p.31) represented by visual objects.
2. Control of Direction (the control of the  
audience’s gaze and their understanding  
of the image)
Designers are able to make conscious decisions on how their 
design is developed and, to an extent, the way the audience will 
process its visual cues.
There are many complex aspects of a human perception that are 
“consciously unknowable to the individual, which are best intuitively 
directed” (Smith et al., 2005, p.32). The designer must be knowl-
edgeable about these aspects and skilled in applying them to the 
design process.
3. Ecological Relationships (the relationships 
among visual elements, the audience and  
the designer’s intentions)
When discerning the goal of a visual object’s message, its inter-
pretation should be regarded as relative. The audience should be 
2. Unity Principle (type and quality of unity among 
visual elements)
While tension can divide a visual object’s message into separate 
and competing elements that draw attention, perceived-unity holds 
the message together in a logical order.
The gestalt grouping principles33 of similarity, proximity, closure, 
continuation, and common fate are tools for producing perceived-
unity. Unity can be created by groupings aesthetic elements, 
supporting either the overt message contextually or conveying 
other visual implications.
3. Realism Principle (evidence for reality)
Realism in visual objects; i.e., the extent to which they accurately 
and completely represent, is based on the form and space that 
generate an intended perception in the audience.
The designer chooses visual tools, such as “depth clues of overlap, 
shadow, color, gradients, and placement,” to explore the nature of 
form and space in order to achieve “the nature of the real in experi-
ence” (Smith et al., 2005, p.29).
Principles of common processes in human  
perception (3/6):
1. The Relationship Between Ambiguity  
and Meaning
This consideration acknowledges that all visual graphics and 
images do not have objective (inherent) meaning and that all 
configurations are therefore “liable to more than one interpretation”  
 
33 Gestalt principles that concern visual perception and grouping include similarity (attribu-
tive elements that link objects together), proximity (connections based on the closeness 
of elements), closure (closing gaps in shapes), continuity (unifying overlapping or touching 
elements), and common fate (elements that move at the same speed or direction are con-
nected) (Lupton & Phillips, 2015).
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functions as a sign [concept or phenomenon]” (“semiosis,” 2020), 
occurs when an existing sign is connected with a visual object in 
the mind of the receiver and meaning is created.
Four-part Model: W.J.T. Mitchell
The four-part model created by Mitchell (1990) adds an additional 
dimension to Peirce’s model, the designer (maker) of the represen-
tation. Mitchell’s model can be visualized as “a quadrilateral with 
two diagonal axes, one connecting the representational object to 
that which it represents, and the other connecting the maker of the 
representation to the viewer/receiver” (Smith et al., 2005, p.100). 
The lines connecting the signifier (word, symbol, graphic or image) 
and object create the axis of representation (figure 2). The lines 
connecting the designer and the viewer/receiver create the axis of 
communication (Mitchell, 1990). Peirce’s model omits the designer 
dimension because it includes natural signs,34 which do not have 
intentional communication acts (Smith et al., 2005). Mitchell’s 
model emphasizes communication, appropriate for the study of 
visualizations and visual models, which were created with the inten-
tion to communicate. 
34 “Natural signs” are indexical and refer to natural occurrences without human involvement. 
For instance, the sun’s position in the sky or tree growth rings (Sukhoverkhov, 2012).
invited to test interpretations, undisclosed analogies and associa-
tions in order to uncover hidden layers of meaning, in a similar way 
as the designer does when creating the visual object. This creates 
an “ecological relationship” (Smith et al., 2005, p.35) among the 
visual object, the audience and the designer. The effectiveness of 
the design is what is expressed by the ecological relationship.
Layering
Visual logic is holistic and distinctively applied to each visual object. 
By layering the effects of applying the principles of observable 
relationships among visual elements (e.g., tension, unity, ambiguity, 
ecology) a “more complex understanding of the role of aesthetics 
in visual communication can be seen” (Smith et al., 2005, p.35).
3.3.4 Representation Theories
The following representation theories address how visual objects 
and visual models can be considered as stand-ins for or represen-
tations of concepts or phenomena, whose functions have been 
socially and cognitively ingrained in perceivers for communication 
purposes.
Two-part Model: Ferdinand de Saussure
Saussure’s two-part model defined representation as “a ‘two-sided 
psychological entity’ consisting of a sign vehicle and its meaning” 
(Smith et al., 2005, p.99). A sign vehicle is a word, symbol, graphic 
or image, otherwise known as the “signifier” and the meaning of the 
sign is a concept or value, otherwise known as the “signified”.
Three-part Model: Charles Sanders Peirce
Peirce’s three-part model defines representation as “a relationship 
among sign, object, and interpretant [receiver]” (Smith et al., 2005, 
pp.99–100). For Peirce, semiosis, “the process whereby something 
Figure 2: Michell’s four-part model of the axis 
of communication. Created by the author.
axis of communication
representational 
object viewer/receiver
representation 
signifier maker/designer
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At the core of the analysis of representation is the relationship 
between the sign and the object or concept that it represents. 
Semioticians generally distinguish three types of relationships, 
though it is not uncommon for representations to use multiple 
sign-object relationships (Smith, 2005): 
 □ an iconic relationship that stresses resemblance;
 □ a symbolic relationship that is primarily arbitrary; and
 □ an indexical relationship based on cause and effect  
or a relation
As Smith et al. (2005) have pointed out, convention theories 
emphasize symbolic relations and mental construction theories 
(e.g., illusion, make-believe) emphasize iconic and symbolic  
relations.
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3.4 Visualization Dimensions and 
Characteristics
3.4.1 The Artifact Dimension
An information system model is composed of the following 
elements, as described by Thalheim (2011, p.7):
Abstraction 
Layer
The requirement, specification, realization, 
or implementation layer, which includes the 
planning and visual attributes used for expla-
nation; i.e., its “visual rhetoric.”
Granularity and 
Precision
The accuracy and detail of the work itself, 
supported by the survey and analysis of rele-
vant theories and domains from sources.
Resources The sources for model development (e.g., 
language), including existing frameworks 
for modelling and system definition. It also 
benefited from visual precedents, such as 
Shannon communication model.
Level of 
Separation of 
Concern
Static/dynamic properties, local/global 
scope and facets of the system represented 
and multiple views and situations, defined 
by sections and sub-sections, to provide an 
ordering of concerns.
Quality 
Properties of  
the Input
The completeness, conciseness, coher-
ence, and understandability of the disparate 
concepts included that require validation of 
sources and cross-referencing to ensure a 
high quality of inputs.
Decompositions Breaking down work products to sub-prod-
ucts and ordering the parts deliberately, as 
the user is guided through the stages of 
components and processes. Relevant to 
this is the instructional design strategy of 
part-to-whole sequencing, where learners 
are introduced to a larger concept through 
connected parts (Rothwell et al., 2016).
Characteristics Represent the utility as well as the internal 
and external qualities that will be explored in 
the evaluation phase and in the discussion of 
the model’s further development.
3.4.2 The User Dimension
There are many users involved in the development and distribution 
of the model. In any design project, it is important to consider the 
perspectives and expectations of all users, as well as the design-
er’s perspective (biases, values, and beliefs) (Thalheim, 2011, p.8).
Author/Designer/Source (“by whom”) 
The designer’s skill, education, culture, attitude, experience, 
resources, references, and tools to create the model 
Addressee/Transmitter (“to whom”) 
Intermediaries who have the ability to manage the model not just 
in application but also in further development, including those in 
relevant research and academic communities
Broad public/receiver (“whichever”) 
The users who develop an understanding of the system under study 
based on the efficacy of the model. Their level and type of engage-
ment is dependent on an appreciation of the designer’s context, 
i.e., background, education, previous knowledge. Relevancy is 
shaped by domain or culturally-specific concepts that invariably set 
limits on the range of users, as the complexity of concepts in the 
model may inevitably exclude certain audiences.
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3.4.3 Visualization Characteristics
Kirk has identified several characteristics and advice for developing 
effective visualizations that are helpful in creating visual models 
(Kirk, 2012, p.173):
Visualization 
Accuracy
Confirm that the representation of 
data functions effectively and does not 
mislead the user or reader.
Functional Accuracy Check that the functions and features 
of the design perform as intended.
Visual Inference Equate visual inference with data 
inference. Data should appear as 
data; significant elements should be 
made significant with attributes such 
as colour or positioning; decorative 
elements that serve no purpose should 
be removed.
Formatting accuracy Use typographic elements such as 
type, style, and size consistently. These 
elements should establish differenti-
ation but only in a way that signals a 
limited hierarchy of information levels 
(e.g., titles, headings, subheadings, 
labels, captions). Colour should be 
used consistently and set to either the 
RGB (for screens) or CMYK (for print) 
code level.
Annotation accuracy Beyond grammatical and spelling 
errors, the visualisations should make 
logical sense. Accurate titles, labels, 
annotations, credits, captions, and unit 
choice all help in providing reliable 
communication. 
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 3.5 Systems Theory and Visual 
Modelling
This section outlines structures for defining a system, which is 
necessary for extending the influences and effects of cookies 
beyond technology. In addition to contemporary system theory for 
modelling, foundational concepts by Norbert Wiener (cybernetics), 
Alfred Kuhn (social systems), and Ludwig von Bertalanffy (general 
system theory, open-system models) provide high-level system 
perspectives. By defining terms and concepts, the boundaries of 
cookies as systems can be articulated for the visual modelling task.
3.5.1 Concepts
System Definition and Behaviour
Norbert Wiener’s Cybernetics (1948)
A key concept of 20th century transdisciplinary analysis, cybernetics 
is the discipline of examining how order is maintained in controlled 
systems for both machines and living beings.
In a cybernetic system, at least one system variable is purpose-
fully maintained within a certain range. If the variable exceeds this 
range the system “corrects” it through feedback mechanisms. In 
such cases, the goal is to achieve “homeostasis,” a certain balance 
within and among variables that allows the system to perform  
optimally (figure 3).
Cybernetics can be applied to human behaviour and machine 
programming, in terms of the manner that technological devices 
influence human behaviour. As data and interaction theorist 
Orit Halpern has noted on the relationship between temporality, 
memory and reason in cybernetic models, 
[The] Mind emerges from multiple time-systems operating 
between the real-time present of reception and circulat-
ing data, and memory in time, a cyclical “refreshing” as in a 
television screen system, where change, and differentiation—
between the organism and the environment, between net-
works—becomes possible through the [ongoing] delay  
and reorganization of circuits [perceptions] from within  
the organism. (Halpern, 2014) 
This “refreshing” reveals the complex relationship between Internet 
platforms and their production of temporality, rationality, and logic 
within the user. The way humans “conceive” the world and the 
context in which they do it (the mind) is influenced imperceptibly 
by the technology they use. Humankind’s affinity for rationality and 
control invites the ongoing penetration and application of media 
technologies. Motivated by an imperative to seek consciousness 
and understanding through better visualization and a collective 
intelligence, these social feedback systems are realized through a 
collaboration of many logical—but hardly reasonable—agents. 
Alfred Kuhn’s system model in The Logic of 
Social Systems (1974)
Alfred Kuhn provides the means to examine the functioning of 
social systems from a deductive-based approach to social science. 
While remaining high-level and abstract, it provides a social-be-
havioural perspective that takes into account the role of the Internet 
in a user’s information-seeking practices.
Figure 3: Wiener’s Cybernetic (closed) model. 
Created by the author.
Input Transformation Output
Feedback
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According to Kuhn, if a part of the system is known, something 
about another part can be inferred; i.e., the content of a “piece of 
information” is proportional to how much detail can be inferred from 
it (Kuhn, 1974). “Information,” as it is used here means “knowledge 
communicated concerning some particular fact, subject, or event; 
that of which one is apprised or told” (“information,” 2020); whereas 
the related concept of “knowledge” refers to “the fact of knowing or 
being acquainted with a thing or person; familiarity gained by expe-
rience” (“knowledge,” 2020).
Moreover, systems can “control” (cybernetic) or be unresponsive. 
When they are controlling, stimuli (data) are sensed and the system 
responds. Kuhn refers to the components or functions of this 
process as the “detector,” “selector,” and “effector.”
 □ detector: the component that identifies the stimulus
 □ selector: the component that analyzes and categories  
the stimulus
 □ effector: the component that responds to the stimulus
The goal or “decision” of all systems is to achieve equilibrium, i.e., 
sustainability and fulfillment of purposes. Communication and 
transaction are the ways through which the system achieves  
equilibrium.
Kuhn recommends two approaches for studying a system: 
cross-sectional or developmental. The cross-sectional approach 
focuses on interactions between components of systems. The 
developmental approach highlights system changes over time.
He also proposes three approaches for studying processes within 
a system: holist, reductionist, and functionalist. The holist approach 
examines the system as a complete and functioning unit. The 
reductionist approach examines the subsystems within the system 
and their individual purposes. And the functionalist approach 
examines the role the subsystem has in the larger system.
Kuhn’s (1974) system definitions include:
Element35 
identifiable entities
Pattern
the relationship between two or more components
System
any pattern whose elements are consistently related
Component36 
any interacting element in a system
Interaction
a process in which a change in one component induces a 
change in another component
Mutual Interaction
a situation where a change in one component induces a 
change in another component, which then induces a recip-
rocal change in the original component
Pattern System
a process in which two or more components are  
interdependent
Interdependent
a situation where a change in a component causes a change 
in another element
35 Note that this is the definition used for “elements” when referred to in the thesis.
36 Note that this is the definition used for “components” when referred to in the thesis.
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Kuhn’s system-structure types include (Walonick, D.S., 1993):
Real System
any system consisting of matter and/or energy that can only relay 
information
Abstract or Analytic System
a system whose elements consist of signs and/or concepts 
(patterns) with embodied information
Kuhn describes system variables as elements (non-interacting 
entities) in a system that can take on at least more than one state. 
They can possess two states (binary) or be subject to continuously 
changing states. The status of a variable in a system is known as 
the system state (Walonick, D.S., 1993).
System input is the transfer of information, matter or energy from 
the surrounding environment into the system. System output is the 
transfer of information/matter-energy in the reverse direction, from 
within the system to the environment (Walonick, D.S., 1993).
There are variable types of system equilibrium. A system in a state 
of static equilibrium experiences no change as all forces of change 
within the system are balanced. Dynamic or steady state equilib-
rium is when the system components (interacting elements) are 
in a process of change but at least one variable stays within a set 
range. A system that has at least two system variables can exhibit 
a homeostatic condition of dynamic equilibrium through regulation 
which is typically automatic (Walonick, D.S., 1993).
In closed systems, interactions between and among system 
components are internal; i.e., unaffected by the environment. Open 
systems receive input from the environment and/or produce output 
to the environment. Open systems are a function of the dynamic 
components within the system that are influenced by the envi-
ronment, while closed (cybernetic) systems maintain equilibrium 
through internal organization of their components (Walonick, D.S., 
1993). Open systems necessitate deep models (Birta & Arbez, 2013) 
as their simplification of phenomena requires a comprehensive 
examination of all system components.
Finally, system parameters are traits of a system relevant to a 
study’s purpose that do not change for the duration. Environmental 
parameters are relevant environmental traits that are also static for 
the duration of the study.
Ludwig von Bertalanffy’s General System  
Theory (1968)
General System Theory originated in 1928 and is associated most 
strongly with Ludwig von Bertalanffy who developed the theory over 
the course of his career with the desire that it be generalizable to 
any field. It states that a system is characterized by its components’ 
interactions and that these interactions are nonlinear, meaning that 
they are not intentional or predictable. The nonlinearity of interac-
tions means that they could occur over time or their causal relation-
ships are not immediately obvious (figure 4). 
Figure 4: General (open) system theory. Created  
by the author.
Transformation Output
Feedback
Environmental Influences
Input
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In his original work, General System Theory (1928), Bertalanffy 
examined biophysics’ effects on organisms; e.g. drug effects on 
psychological states (von Bertanlanffy, 1968, p.231), to illustrate his 
concept of open systems. The interactions among system compo-
nents can only be predicted with probabilities, given the variance 
(non-linearity) in humans’ biochemistry and behavioural character-
istics. While the identification of all factors affecting components in 
open systems is an impossible task, the interactions can be better 
understood in terms of their relationship to their influences.
For von Bertalanffy, all systems that deal with living things (i.e., 
biological organisms) are in fact open systems (von Bertalanffy, 
1968); i.e., “systems that exchange matter with their environment, 
presenting import and export, a building up and breaking-down of 
its material components” (von Bertalanffy, 1968, p.141). Since tech-
nological systems often expect human interaction and are sensitive 
to environmental and social forces, they can be considered open 
systems.
von Bertalanffy (1968) compared his open-system model with 
the cybernetic model, identifying the following distinctions (von 
Bertalanffy, 1968, pp.150–151): 
 □ The cores of cybernetic and open system models differ in that 
open systems are subject to ongoing dynamic interaction, 
whereas cybernetic models require information feedback  
for response.
 □ An open system continually strives to achieve a state of 
organization, improvement or homeostasis, dependent on 
environmental conditions and the ability of its components 
to respond. The feedback system in the cybernetic model 
changes reactively to achieve an organization by learning 
from the environmental information fed back to the system.
 □ Feedback systems in cybernetic models have limits on 
the amount of information that they can accept; therefore, 
such feedback can never increase but only decrease. Open 
systems, on the other hand, do not have a limit on influence 
and can respond to even extreme impositions.
 □ The cybernetic model is subject to regulation based on struc-
tural arrangements; i.e., state and linear processes. The open 
model conversely maintains and exchanges its components, 
“evolving” on the basis of the dynamics of influences. 
 □ Organic systems; i.e., those with “living” components, tend 
to seek feedback as they are “mechanized” (von Bertalanffy, 
1968, p.150) through the development of automatic responses 
over the course of their development. These mechanisms 
include homeostasis and goal-directed behaviours and 
emerge when conditions are determined to be predictable.
Modelling
In the context of this thesis, a model is a representation, abstrac-
tion, or a set of statements about a system under study (SUS). A 
statement is “some expression about the SUS that can be consid-
ered true or false (although no truth value has to be necessarily 
assigned)” (Seidewitz, 2003, p.27). A system may refer to the 
entirety of a “thing,” its workings, materials, and internal actors. In 
this way, a model may represent a physical object or a concept. 
Models (in particular, mathematical models) serve as a basis for 
analysis and reasoning in established disciplines such as engineer-
ing and science. Such models have become more accessible and 
sophisticated through the application of technology in their devel-
opment, allowing for new dimensions of experimentation, more 
complexity, and “the establishment of a modelling and simulation 
discipline” (Birta & Arbez, 2013, p.4).
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“Modelling” is the activity of creating a model and has two aspects. 
The first is the model’s relationship to the thing being modelled, 
referred to as the interpretation of the model (Seidewitz, 2003). 
Multiple interpretations of the same model can exist. The second 
aspect is the model’s relationship to other models (the meaning of 
the model). This can be seen as the engendered semantics of the 
model, how it makes meaning of what it represents, of which there 
can also be multiple for a single model (Seidewitz, 2003).
A simulation refers to the application of a model for experimenta-
tion. Experimentation refers to this application. The objective of the 
simulation is to influence the model with the goal of improving its 
usefulness, success in achieving intended goals, and expanding its 
application. Goals of the model are limited by the available knowl-
edge about the SUS, yet models can still be effective if their limita-
tions are identical and acknowledged, subject to future enhance-
ments (Birta & Arbez, 2003).
Shallow vs. Deep Models
The range of knowledge of the SUS available for the model process 
naturally impacts its development. A model with a high degree of 
sophistication or data regarding the SUS is referred to as a deep 
model. For example, a model of the chemical composition of 
tobacco. A shallow model, by contrast, is a simplified but effective 
model that provides an estimation of how the system works. Not all 
of the knowledge or information about the system is available but 
enough is to achieve the intended goals. An example of a shallow 
model would be a projection model employed for the Toronto stock 
exchange (TSX) with graphs representing stock volatility and poten-
tial values (Birta & Arbez, 2013). These stock models are high-level 
representations of complex systems for the purposes of assessing 
entire economies. 
System Under Study (SUS)
The system under study (also referred to as the “system under 
investigation (SUI)”) is the process that is being modelled. It 
accommodates multiple contexts and elements and can be either 
dynamic (processes evolve over time) or static (unchanging, unal-
terable by observation). They are identifiable and accepted as valid 
representations. In terms of the thesis case study, the SUS is the 
dynamic process of creating, distributing, using, and restricting 
cookies to be represented in a visual model. 
The relevant characteristics of a system, in the context of a study of 
cookies, include (adapted from Dam et al, 2013, pp.17–19): 
Idealization Systems are not actual entities in them-
selves but are abstractions or repre-
sentations of a phenomenon.
Multiplicity The structure of a system guides its 
multiple components.
Interdependence Systems differ from unorganized 
groups of multiple components be-
cause the components in a system are 
interdependent and interact.
Organization The interaction and interdependence 
of elements within the system occurs 
with purpose, structure, and therefore 
create patterns. Each component of 
a system can interact with all other 
components or individual components 
can interact with a particular subset of 
components. Such limited interactions 
are designated “type” or “direction.”
Emergent 
Properties
Complex systems display properties 
created as a result of their structure 
and intentional interactions between 
components. They are understood 
holistically rather than through a 
consideration of the properties of indi-
vidual components.
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Established 
Boundary
The description of a system should 
identify what is to be included in the 
system and what is excluded or extra-
neous, thus defining the boundaries 
of the system. This is relatively easy 
for closed systems or a highly ideal-
ized system, but social and technical 
systems are more challenging to limit. 
The decisions on what to include in the 
system description rely on the goals of 
the model.
Enduring A system must exist long enough to be 
observed; however, a system descrip-
tion must also consider its durability 
or life-cycle based on identified influ-
ences or applications.
Environment As an abstraction limited by the 
researcher’s defined boundaries, a 
system represents a subset of the real 
world. Holistically, the environment in 
which the system exists includes vari-
ables and parameters that have impact 
on the system and must be acknowl-
edged and accommodated.
Feedback The interaction between system 
components are not only deliberate 
and sequential but also subject to loop-
ing, where one component continually 
affects another and is in turn affected 
by it without any direct impact on the 
system’s overall operation. These 
loops create back and forth feedback 
mechanisms that enable “non-triv-
ial behaviour.” Feedback is the basic 
control mechanism of a cybernetic 
system model.
Non-trivial 
Behaviour
Forester (1972) describes trivial 
behaviour as invariant mapping 
between system inputs and outputs; 
conversely, different back and forth 
feedback and interaction loops 
between them and in consideration of 
environmental or contextual effects 
create non-trivial behaviour in systems.
3.5.2 Visual Modelling Examples
Alternative Models and Modelling Approaches
Alternative approaches to visual modelling make explicit the inher-
ent subjectivities tied to knowledge representation. While each 
example differs in context, dimensionality, and human involve-
ment, they are all visual models that reflect the subjective nature of 
system interpretation and representation. They have been selected 
to address particular strategies in the case study modelling task; 
namely, rhetorical communication approaches (Albatros), repre-
sentational metaphors for dynamic systems (Butterfly Effect), and 
the value of subjective design in opposition to automated tools 
(DeepDream). 
Czech Science Models
Visual representations used as epistemic devices in science have 
long served as a method for sharing and analyzing information. 
They are often employed when describing processes or system 
models, such as in physics, astronomy, or neurology. Depending 
on the level of information necessary for achieving the model’s 
purpose or goals, visual representations can have two or three 
dimensions. While two-dimensional models serve the simple 
modelling of concepts, such as causal/linear relationships between 
components, three-dimensional models identify the interaction 
among components in complex, non-linear visualizations, some 
of which have emerged from advances in computing power (Birta 
& Arbez, 2013, p.4). Architectural models and those used for engi-
neering are examples of three-dimensional modelling, providing 
new ways to explore the limits of construction.
Shown here are visual models taken from Czech children’s science 
books (figures 5 and 6), one from a book about earth processes 
influenced by the sun and another about the solar system. 
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references of folk art, psychedelia, and socialist realism38 typical 
of designs of the time, for instilling more impactful lessons. It is 
worth noting that science and education are aligned with political 
and moral ideology, like any social system that perpetuates collec-
tive ideals. In fact, the legibility of the labels is less a priority than 
the evocative resonance of the visual style. The sun can be seen 
as spiritual, organic, or perhaps mysterious. This lack of scien-
tific accuracy may suggest that generating a respect for natural 
systems is often more important than its mastery.
This other visualization (figure 6) features outlines that are predom-
inant and employs a didactic, empirical approach to information 
design. Outlines are used to ensure that paths (the lines with 
arrows) are differentiated and labels associate them to spacecraft. 
Both examples show the effects of solar energy but each takes a 
singular approach to representation. In addition to the personal 
38 Folk art is art and craft “with the sense ‘of pertaining to, current or existing among, the 
people; traditional, of the common (local) people, esp. opposed to sophisticated, cosmo-
politan’” (“folk: folk-art,” 2020). Psychedelic aesthetics refer to “imitating the visual effects 
of a psychedelic drug; spec. featuring intense, vivid colours often forming swirling patterns” 
(“psychedelic,” 2020). Socialist realism is “the theory or style of art, literature, architecture, 
and music officially sanctioned by the state in some communist countries (esp. in the Soviet 
Union under Stalin), according to which artistic work is supposed to promote the ideals of 
socialist society” (“socialist realism,” 2020).
Produced during the 1980s by the publisher Albatros, these visu-
alizations developed through information design were included 
as part of a series that introduced social and natural sciences to 
children. Of particular significance in these images is the two diver-
gent styles that, aside from their content, were created with similar 
parameters including format, publisher, audience, and context. (It 
should be noted that both examples are representative of the style 
used in the respective books.)
The first diagram, depicting oxygenic photosynthesis (figure 5), is 
notable for its use of colour, including the split fountain37 technique 
used for backgrounds, and the representation of figures. Graphic 
conventions are otherwise present, labels and arrows are used to 
impart higher-level explanations of the photosynthesis process, 
but contrast is used sparingly. This style appears to use cultural 
37 Split fountain Inking is a printing technique that creates subtle gradation of multiple colours. 
The ink selections are combined in the ink tray and bleed together when applied to the 
printer rollers.
Figure 5: Albatros Photosynthesis model. Reprinted 
from Naš Slunce (p.159), by J. Kleckzek, 1984, Prague, 
Czech Republic (Czechoslovakia): Albatros. 
Figure 6: Albatros Solar Winds and Space Probes 
model. Reprinted from Planety Naší Sluneční Soustavy 
(p.111), by P. Koubský, 1988, Prague, Czech Republic 
(Czechoslovakia): Albatros. 
97 98
3 L
ite
ra
tu
re
 R
ev
iew
 an
d T
he
or
et
ica
l B
ac
kg
ro
un
d
3 L
ite
ra
tu
re
 R
ev
iew
 an
d T
he
or
et
ica
l B
ac
kg
ro
un
d
styles of the illustrators/designers, a difference is also seen in how 
the content is addressed. The knowledge being imparted and the 
rhetorical approaches used demonstrate the potential for informa-
tion design to influence understanding and the creation of knowl-
edge for users. Both visualizations are simplifications of complex 
systems and, while the second is more informative, it is not neces-
sarily more reliable than the first. 
However accurate the information, the means by which it is 
communicated and the rhetorical devices employed reflect the 
repertoire of visual modelling and data visualization devices. As 
Maria Evagorou et al. (2015) have concluded in their testing of 
scientific visualizations as “epistemic objects,” the emphasis 
in scientific visualizations should generally “shift from cognitive 
understanding—using the products of science to understand the 
content—to the engagement of students with the process of visual-
ization” in order to better effect knowledge acquisition (Evagorou et 
al., 2015, p.11). Production methods, individual styles, visual media, 
referentiality, and artistic approaches can all be used to impart 
scientific knowledge and reasoning through what Pauwels calls a 
“process approach,” in which each visual representation is linked 
with its context of production (Pauwels, 2006, p.21). Overt rhetoric 
and subjectivity can be powerful educational tools.
Butterfly Effect Model
Chaos theory attempts to explain and model (create order) seem-
ingly random components of a system. Such models identify small 
changes to the initial state of a system that subsequently produce 
large changes. This effect can be found in both open and closed 
systems.
Edward Lorenz (1966), a meteorologist, used a computer to simu-
late weather patterns in 1960. He found that an initial mistake in 
the rounding of decimal places in an equation yielded wildly differ-
ent weather pattern simulations. Instead of leading to models for 
weather control and manipulation, the simulations established 
that much of the workings of natural systems were in fact instable, 
nonlinear (chaotic), and open. 
Chaos theory is visualized in the Butterfly Effect model that resulted 
from Lorenz’s experiments (figure 7). Its attribution to a butterfly 
comes from its visualization form, produced through strange attrac-
tor values (fractal structures), but also in the metaphorical effects of 
a butterfly flapping its wings. The logic follows that movement in the 
air created by flapping butterfly wings initiate environmental effects 
and lead to the creation of a tornado in another location. Though 
The Butterfly Effect model would imply a closed system of loops, 
it is in fact an open system that is susceptible to environmental 
influence, where effects external to the model structure create the 
trajectory of the loops. Change is, therefore, the only predictable 
nature of the Butterfly Effect model. The model is a useful example 
of alternative modelling approaches because is a metaphorical, 
three-dimensional visual model that is decidedly anti-deterministic. 
Figure 7: Butterfly Effect model based on Lorenz Attractor theory. 
Halpern, P. (2018). Retreived from https://www.forbes.com/sites/
startswithabang/2018/02/13/chaos-theory-the-butterfly-effect-
and-the-computer-glitch-that-started-it-all/#55500d6169f6.
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It has influenced many subsequent models created within mathe-
matics that represent chaos (Boeing, 2016), each of which serves 
more as a metaphor than representing mathematical function. 
As a consequence, the Butterfly Effect model imparts that a 
person’s actions can have consequences that are not only unex-
pected, but possibly unseen including, for example, potentiality, 
uncertainty, destruction, creation and chaos. They are the conse-
quences of the open systems in which we participate, each subject 
to time and influence. Simultaneously, by using mathematical 
expressions, this model carries with it a “proof of concept” and an 
“assurance of knowledge”—a truism for uncertainty.
DeepDream
DeepDream, a computer-vision program, was originally designed 
by Alexander Mordvintsev to show how neural networks (mapped 
from the human brain) used in machine-learning classify images. 
Rather than identifying a single class or object in an image, the 
program visualizes the process of classification in the image (the 
product of which is a “demonstration”) by finding and enhancing 
image patterns via algorithmic pareidolia (Mordvintsev, 2015) (figure 
8). It was intended to better illuminate the internal workings of 
convolutional neural networks.39 In effect, it reverses the classifica-
tion process by feeding an image into the network, activating the 
neurons trained to see particular objects, thereby illustrating how 
the network “wants” to see the object. Similar to programming in 
the human visual cortex, the program attempts to see meaningful 
patterns in noise (Bridle, 2018).
While DeepDream produces visualizations that merely represent 
image processing, it still classifies as a type of visual model. It 
39 Neural networks are interconnected systems inspired by the arrangements in the nervous 
system; typical to practices in computing, this is done using a program, a configuration of 
microprocessors, etc., designed to simulate this (“neural network,” 2020). Convolutional 
neural networks are a class of deep neural networks commonly applied to analyzing visual 
imagery (“convolutional neural networks,” 2020).
evidences how a neural network classifies an image—a model of 
the neural network classification system. It is in effect a conceptual-
ization of how machine-learning functions beyond human coopera-
tion (providing machines images to learn from). Such a visualization 
of machine-learning is certainly esoteric, yet the fact remains that 
machine-users still trust their machines to function correctly. As 
Bridle (2018) points out,
“Beyond that which we are incapable of visualizing is that 
which we are incapable of even understanding; an unknow-
ability that stresses its sheer alienness to us—although, 
conversely, it’s this alienness that feels most like intelligence.” 
(Bridle, 2018, pp.101–102)
DeepDream demonstrates Bridle’s notion of “alienness” (Bridle, 
2018, p.102), embodied in misunderstood or unconsidered intelli-
gence of technology by most users. In spite of the level of complex-
ity generated in the visuals, DeepDream moves the incompre-
Figure 8: Image of Berlin rendered using DeepDream clas-
sification tool. Bonaccorso, G. (2017). Retrieved from https://
github.com/giuseppebonaccorso/keras_deepdream.
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hensible closer towards comprehension by visualizing knowledge 
through familiar patterns. The generative activity of this image 
processing reveals the paradox of being dependent on processes 
users cannot fully comprehend, the consequences being that they 
are progressively dispossessed of their agency.
Diagrammatic Approaches
Diagrammatic models are defined as those which exclusively 
represent relationships between concepts and ideas through the 
use of diagrams and imagery (as opposed to linguistic or algebraic 
means). They are commonly used to show process flows, organiza-
tional hierarchy, causational relationships, and other linear systems. 
Two approaches within computer science are of particular 
importance with regard to understanding the logic of the cookie 
mechanism and the procedural steps that lead users through 
decision-making tasks. Unified modelling language (UML) is a 
standard logic and representation system for developing software 
and computer architecture. It is relevant to the case study as it is 
used to design many of the Internet technologies related to the 
system. Hierarchical Task Analysis (HTA) is a procedure used in 
human-computer interaction (HCI) fields for sequencing user tasks 
when interacting with a computer system to achieve a particular 
goal. These approaches are selected to support the representation 
of elements, components, and interactions within the cookie mech-
anism as well as to trace generalizable tasks that lead to affirmed 
user consent for data sharing.
UML
As mentioned, Unified Modelling Language (UML) is a gener-
al-purpose modelling language used for mapping processes in 
the creation of software and computer systems. UML models are 
primarily made up of notations and diagrams. Notations repre-
sent the elements that interact (components) in the system, such 
as symbols, connectors, notes and values. Diagrams are pictorial 
representations of the interactions among system elements.
UML models are inherently extendable and scalable. It is used to 
model business processes, show application structure, describe 
system architecture, capture system behaviour, model data 
structure, build a detailed specification of a system, or generate 
programming code.
There are several types of models derivable from the use of UML, 
including (further types shown in figure 9):
Use Case Diagrams
visualize the function of system actors
Object Diagrams
visualize instances of classes in various configurations
State Diagrams
visualize the interactions among the elements
Activity Diagrams
visualize the processes in a system, such as workflow and  
procedural logic
Sequence Diagrams
visualize how elements communicate, with an emphasis on time 
and the ordering of messages
Communication Diagrams
visualize the communication links among elements
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Object Orientation Concepts and Definitions in UML
 □ Objects
something that exists in the context of a system; an instance 
of a class
 □ Classes
a category in which objects can be organized; a template 
from which objects can be created
Attributes and Operations of Objects and Classes
 □ Attributes 
properties (e.g., size, colour, gender)
 □ Operations
functionality (e.g., behaviours and purposes)
Static vs. Dynamic Models
 □ Static Models
represent the structural characteristics of the system; i.e., an 
outline of the system elements.
 □ Dynamic Models
represent the characteristics of interactions among the 
system’s elements; for example, how a system behaves in 
response to external events, and identification of the objects 
needed and how those objects work together through meth-
ods and communication processes. They are used to design 
the logic and actions of a system.
Figure 9: Hierarchy of UML diagram types. Merson, P. 
(2011). Retreived from http://agilemodeling.com/arti-
facts/UMLhierarchy.htm. 
Figure 10: Library Domain Model created using UML. 
(2020). Retreived from https://www.uml-diagrams.org/
examples/library-domain-diagram.html
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Hierarchical Task Analysis (HTA)
Hierarchical task analysis (HTA), used in ergonomics, provides soft-
ware developers a structuring method for detailing task activities. 
The level of detail included typically depends on the depth of analy-
sis required (Ritter, Baxter & Churchill, 2014).
The HTA involves breaking down a task into a series of subtasks, 
with order and structure presented in a hierarchical graph or text 
format that describes the sequence of steps for achieving the task, 
may include alternative steps that lead to other intended sub-goals 
(Ritter, Baxter & Churchill, 2014). The example provided outlines the 
procedure for using an iPhone to send a photo with an email (figure 
13). While the procedure does not apparently use cookies, it is an 
example of user content-generation (e.g., the choice and type of 
photo) that is willingly, and perhaps unknowingly, given for free to 
the service provider and connected entities as Apple stores user 
data in their Cloud service.
Figure 11: HTA breakdown of user tasks when sharing  
a photo via email using an iPhone. Created by  
the author.
107 108
4 R
es
ea
rc
h M
et
ho
do
log
y a
nd
 M
od
ell
ing
 A
pp
ro
ac
h
4 R
es
ea
rc
h M
et
ho
do
log
y a
nd
 M
od
ell
ing
 A
pp
ro
ac
h
4 Research Methodology 
and Modelling Approach
GAUMLESS 4.1 Methodology Overview
4.1.1 Research Foundation: Surveying 
Knowledge Domains
The research cited herein is the result of a review and evaluation of 
existing practices and related knowledge domains for visual model-
ling. Of note, the publisher Springer, which serves as a vanguard 
for scientific and interdisciplinary academic publications, proved 
particularly useful as a source of information on the state of model-
ling, visual modelling, and systems theory.
Internet technology was also studied and identified developments 
and consequences in the field are interpreted in the context of 
this study. Additionally, the rationale provided by governments for 
legislation that affects the rights of citizen, and regulatory practices 
within the Internet community, served as invaluable resources.
Research in information design, visual communication design, and 
design theory is primarily supported by commercial publishers and 
a small pool of academic presses. References to the history of 
design and design thinking, an overview of conventions within the 
information design discipline and the author’s personal experience 
form the basis for the design philosophy espoused.
Marxism, materialism and critical theory, while the focus in such 
fields as philosophy, economics and art theory (including such 
publishers as Verso and Sternberg Press), are relevant to informa-
tion design theory since published works often merge thought-
ful design with critical content and, as such are examples to be 
emulated in style, conviction, and in the amalgamation of cultural 
efforts critical of social climates.
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4.1.2 Case Studies 
A case study is a qualitative research framework that provides the 
tools for studying a phenomenon requiring multiple types of data. 
The phenomenon can be any situation, event, or concept. The 
intention of the study is to capture the complexity of the object of 
study (Stake, 1995). The case study description needs to include 
some form of attributable evidence to establish “realities” of what is 
involved (Muratovski, 2016) which requires a data collection process 
that includes multiple sources of evidence that are parsed and 
refined, establishing patterns that lead to conclusions. The careful 
selection of methods for collecting and analyzing data is critical as 
a case study intends to present a generalization (Muratovski, 2016). 
With regards to this case study, a myriad of relevant knowledge 
domains, (including programming languages, standardization 
processes, legislation and regulation procedures, and Marxist 
theory) was examined and modelling and information design prin-
ciples applied. It is intended as a means to develop theories in 
both visual modelling fields and the information design discipline 
through practice, while acknowledging that a design’s impact 
emanates not only from its methods of execution, but also from its 
motivations. By applying theory to practice, conclusions emerge 
that are not attainable through theoretical analysis alone.
4.1.3 Grounded Theory
Grounded theory is a qualitative research framework and meth-
odology that constructs theory through the gathering and analysis 
of data and knowledge domains and the application of inductive 
reasoning,40 leading to the development of new knowledge. Its 
40 Inductive reasoning is a logic method that only requires partial evidence to establish the 
validity of its conclusion (Copi et al., 2006). This is in contrast to deductive reasoning that 
uses several statements to reach a valid, certain conclusion (Copi et al., 2006). Inductive 
reasoning is used primarily in the humanities and social sciences, where measuring fact 
can be ambiguous. Deductive reasoning is used primarily in the STEM (science, technology, 
engineering and mathematics) disciplines, since measurements and consequences are 
more reliable.
purpose is “to discover categories from which to inductively build a 
hierarchically structured theoretical framework with structural cohe-
sion” (Smith et al., 2011, p.xiv). Grounded theory seeks to generate a 
convergent, rather than divergent, conception of reality.
A grounded theory approach to this case study enables proactive 
strategies for topic and theory identification and offers the means 
to prioritize theoretical interests; for instance, disparate standards 
in computer science and system theory were amalgamated using 
a socio-political perspective shaped by regulatory actors, such as 
The European Commission, W3C, and Google. A holistic under-
standing of theoretical concepts materialized and is expressed 
through a convergence of themes, clarifying how a technology 
system (cookies) influences human behaviour and systems  
through clandestine means.
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4.2 Modelling Approach
The goals and sub-goals that drove the modelling decisions in 
the case study and provided a means for evaluation of the model-
ling process must be established and declared at the outset. This 
section presents the goals and theories used in the case study that 
support its rationale and the evaluation of is effectiveness.
4.2.1 Framework for the Modelling Task
Clear Statement of Goals (Articulation  
and Feasibility)
The goal of the cookie model is:
To represent the cookies process as a “system,” leading to the 
development of multiple conceptual and visual models repre-
senting both its technological and value-creating processes.
The sub-goals of the cookie model include:
1. To create a series of “statements” (diagrams, illustra-
tions, text, etc.) that represent the primary processes and 
elements involved in the creation of cookies applied to a 
specific website-related task. 
2. To outline and explain the technology involved in generat-
ing and disseminating cookies.
3. To provide an overview of the history and legislative 
processes that have influenced the development and use 
of cookies.
4. To demonstrate how value is created, shared, and applied 
through the development and use of cookies (information 
capitalism).
5. To discuss the potential effectiveness of the cookie 
model, measured by its potential to clarify and raise 
awareness of the processes for cookie development  
and use.
Purpose Dimension (adapted from Gregor, 2009)
The purposes of visual models as representations of systems are 
provided in Gregor’s taxonomy; namely, explanation, prediction, 
and design and action, which are sustained in designated parts of 
the model. Descriptions of these purposes and their application to 
the case study model follow.
Explanation (purpose, causality, and actions)
A model provides explanations; i.e., an account of how, why, and 
when things occurred, and relies on views of causality for argu-
mentation but should not aim to predict outcomes with any preci-
sion nor propose testable propositions. This principle highlights 
the intention to promote a greater understanding of the elements, 
components, or processes being represented. This case study 
model will include a representation of the process of generating 
personalized advertising by third-parties through the application of 
data collected through cookies, among other related processes.
Prediction (likely or possible outcomes)
A model provides forecasts and testable proposals, although 
without justificatory causal explanations. Forecasts are based on 
propositions on what is likely to occur if the inherent estimates hold. 
The degree of certainty that can be expected in these estimates is 
approximate. This case study model will attempt a best estimate of 
generalized processes.
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Design and action (prescription and application)
A model represents explicit prescriptions (e. g., methods, tech-
niques, principles of form and function) for constructing an artifact 
or achieving a desired outcome. This case study model represents 
prescriptions related to the technology behind cookie creation and 
exchange.
Level of Granularity
It is necessary to establish the resolution or appropriate level of 
granularity, for examining the process for developing and using 
cookies. The level of granularity not only establishes the bound-
aries for research exploration but also focuses the modelling task 
on its intended goals. Determining the level of granularity entails 
a process of identifying data and data-analysis methods and the 
essential elements (e.g., goals, actors, components, documenta-
tion and knowledge domains) needed for representing the process. 
Data
Data are typically considered to be numerical in nature; however, 
data as “symbolic representations of observations or thoughts 
about the world” (Wilkinson, 2005, p.41) can include text, symbols, 
shapes, pictures, graphs, and numerals. A datum, as a singular iota 
of information, can also serve as a basis of scale used for measure-
ment (“datum,” 2020) as the repeated abstraction of information, 
scaled in relation to itself, and considered both as “fact” or an 
arrangement of facts (“information,” 2020). A cookie file is in effect 
a data set composed of multiple elements (metadata) or a specific 
line of code (unit scale). The data contained in cookies have many 
levels, dimensions and ways of access, including:
 □ Metadata
Metadata, or “data on data” (Wilkinson, 2005, p.41) in a cookie is a 
description or element that categorizes the data on the user’s ac-
tions while engaging with a website, such as date created, file size, 
and name. 
 □ The Data Cube
According to Wilkinson, the data cube in a model represents 
a “multidimensional array” of data (Wilkinson, 2005, p.52) with 
each dimension of the cube representing a content domain 
scaled by category. Similar to Bridle’s interpretation of philos-
opher Timothy Morton’s “hyper-object” (Bridle, 2018, p.52), 
data cubes exist because the entirety of data relevant to a 
model is almost too big to be perceived or imagined. Bridle 
defines the Internet as an indefinable hyper-object that oper-
ates “outside of our perception and measurability” (Bridle, 
2018, p.52). Capitalism, as an influence on the cookie devel-
opment and use processes in an open system, represents 
another hyper-object. 
 □ Data Access Strategies (Wilkinson, 2005)
Drilling-down involves splitting a data aggregation into 
subsets. This allows for more detailing of the data.
Drilling-up involves aggregating data subsets into a dimen-
sion, often from a sublevel to a main level. This is done to 
compare data.
Drilling-through involves applying data subsets to multiple 
data sets; for example, a data subset regarding location 
applied to two data sets, a table and a map.
Data for the thesis research were gleaned from a review of actual 
cookie generation processes, a sample of content repositories of 
online programming communities (e.g., GitHub), and a review of 
academic journals in computer science for relevant research find-
ings. The rationale for the data collection and analysis decisions is 
provided in section 6, the case study’s design evaluation.
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Essential Elements
Documentation
The inclusion of theoretical and historical antecedents, material 
for supporting rationales and examples of iterative work all ensure 
transparency in a model’s reasoning, allowing users of the model to 
be aware of its limitations, simplifications and assumptions. While 
transparency in a model’s reasoning is evident in collaborations 
with clients or project team members in model development, it also 
serves its users. Instructional design theories recommend that 
learners be provided with clarification of why the subject of study is 
important, thereby enhancing their motivation to learn (Rothwell et 
al, 2018). For learners to achieve the highest level of understanding, 
they must be able to analyze given content (Analysis stage), discern 
a gestalt from its components (Synthesis stage), and assess the 
value of the model (Evaluation stage) (Rothwell et al, 2018, p.134).
The case study model, by adhering to instructional design princi-
ples and applying the selected antecedent theories and histories, 
potentially has value beyond achieving its pre-determined outcome 
to instruct and inform.
Transformation: Domain Knowledge  
Model Format (adapted from Thalheim, 2011)
Thalheim (2011) proposes a model for understanding domain knowl-
edge, given that the contexts of visual models and modelling tasks 
areas are not always native to those given the responsibility to carry 
out the project. Thalheim’s requirements for the development of 
such models follow.
 □ Use a means of representation 
A model contains a number of constructs to represent a 
phenomenon, including text, symbolic logic, diagrams, tables 
or graphics. as well as pictures and prototype systems. The 
constructs must be useful and expressive to elicit knowledge 
acquisition by the user.
 □ Develop data modules as identified in the data 
requirements
The data included in the model are aggregated into modules 
to ease a holistic understanding of the phenomenon being 
represented. All of the primary constructs in the model should 
be well-defined in observational (real) terms, theoretical 
(nominal) terms, and collective terms.
 □ Establish statements of relationships
Relationships between model constructs can take many 
forms, including associative, compositional, unidirectional, 
bidirectional, conditional, or causal. The nature of a particular 
relationship depends on the model’s intended outcomes.
 □ Define a scope
The scope or granularity of a model is determined by the 
degree of generality of the statements of relationships (signi-
fied by modal qualifiers such as “some,” “all,” and “never”), 
and boundary statements that may limit generalizability.
 □ Explain causation
A model provides statements of relationships among 
constructs that show causal reasoning beyond governing 
laws or probabilistic reasoning. 
 □ Present testable propositions (or Hypotheses)
Statements of relationships between/among constructs 
should be stated in terms that allow them to be tested  
empirically.
 □ Make prescriptive statements
Some statements in the model will specify how people are to 
perform required actions to achieve the intended outcomes.
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Model Evaluation
Birta & Arbez (2013) recommended anticipatory, initial steps that 
are considered when evaluating models:
1. Develop a list of performance criteria for the model.
2. Formulate the behaviour rules that are required in the devel-
opment of the model.
3. Develop a list of input data requirements for behaviour-gener-
ating processes in the model.
Birta & Arbez (2013) also define accountable measures in visual 
modelling tasks: 
 □ Simplification
choose among alternate ways of sketching an aspect of the 
System Under Investigation to reduce complexity.
 □ Assumption
identify decisions or leaps that are concerned with filling a 
“knowledge gap;” i.e., a deficiency in information that impede 
progress in the modelling project.
These methods for evaluation are used in section 6 of the thesis to 
discuss the model’s effectiveness in reaching its goals.
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This section provides a background, 
description, and rationale for the 
cookie model design. In addition to 
theoretical and technical aspects, 
the rationale of the design is expli-
cated, tying its decisions to the 
concepts of visual logic, rhetoric, and 
representation. It concludes with a 
proposal about how the model could 
be disseminated and the contexts in 
which it would be most effective. 
5.1 Cookies
This sub-section outlines and describes a number of model 
considerations, including cookie entities and components, types, 
development processes, and regulation. 
5.1.1 Entities and Components
Cookie Information/Metadata (Downey, 2012, p.256) 
Name to identity the cookie in the web browser’s 
database of cookies
Value the nature of the data contained in the 
cookie
Expiration the data and time when the web browser 
removes the cookie from its database
Domain the Internet domain that receives the 
cookie from the web browser
5 Case Description and 
Proposed Visual Model
GAUMLESS
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Path the prefix for all URLs in the Internet 
domain that receives the cookie
Security an indication of whether the cookie should 
only be sent over secure connections 
(HTTPS)
Cookies are stored in a database, with a unique URL established 
by the web browser and used by users to access cookies (Downey, 
2012). When a request is received, the web browser searches 
through the database to find relevant cookies which are then sent 
to the server with an identifying header related to the request 
(Downey, 2012). The web browser is responsible for requesting  
and receiving cookies and adhering to their expiration dates 
(Downey, 2012).
Session Cookie
This denotes a cookie that exists only in temporarily; i.e., while the 
user navigates a website. It is also known as an in-memory cookie, 
transient cookie, or non-persistent cookie. Web browsers normally 
delete session cookies when the user closes the browser. Unlike 
other cookies, session cookies do not have an expiration data 
assigned to them, which marks them as session cookies.
Same-site Cookie
This denotes a cookie that can only be sent in response to a 
request originating from the website in which it was created. This 
restriction mitigates misuse such as cross-site forgery (XSRF). A 
cookie is given this status by setting a SameSite, Strict, or Lax flag.
Secure Cookie
This denotes a cookie that can only be transmitted over an 
encrypted connection (HTTPS), rather than through an unen-
crypted connection (HTTP). This makes the cookie less likely to 
be exposed to cookie theft or eavesdropping. A cookie is made 
secure by setting the “Secure” flag. 
Supercookie
This denotes a cookie that has its origins in a high-level domain 
(e.g. one with a name ending in .com) or in a public domain (e.g., 
one with a name ending in .co.uk). Typical cookies, by contrast, 
have their origins in a low-level, specific domain (e.g., example.
com).
These cookies can carry security risks; for example, if access is 
not blocked by the web browser, a malicious website could access 
a supercookie by impersonating a user and then send it to another 
website. This can also be used to fake logins or change user 
information; as a consequence, supercookies are often blocked 
by web browsers.
HTTP-Only Cookie
This denotes a cookie that has restricted access by client-side 
APIs41, such as JavaScript which eliminates the threat of cookie 
theft through cross-site scripting (XSS). This restriction, however, 
does not preclude cross-site tracing (XST) and cross-site request 
forgery (XSRF).42 A cookie is given this restriction by setting the 
HttpOnly flag to the cookie.
Zombie Cookie
This denotes a cookie whose data is automatically stored after 
being deleted, for future access by the user. This is done by stor-
ing the cookie’s content in either or both the user’s computer or 
server after deletion.
41 API (associative programming interface) is a set of definitions and protocols for building 
and integrating an application software. They allow websites to communicate with products 
and services from other parties for the purposes of using their features or data. Accessing 
third-party applications in this way also serves as an agreement between parties in how data 
is shared (“API,” 2020).
42 Note: XSRF and XSS attacks are covered in the cookie model.
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Persistent (Tracking) Cookie
This denotes a cookie that expires at pre-determined date or  
after a specific length of time instead of being automatically 
deleted after a session. For the cookie’s lifespan, its data will be 
automatically sent to a server every time the user views a  
resource belonging to that website from another website (e.g., 
banner advertisement).
Persistent cookies are created by advertisers to surreptitiously 
record information about a user’s web-browsing habits over time. 
They are also created to keep users logged into a website over 
multiple sessions.
First-party Cookie
This denotes a cookie that is created by the immediate domain 
that the user is visiting. When a user navigates to that site, for 
instance facebook.com, on their browser a request is sent by 
the browser directly to that website. This establishes a connec-
tion, followed by an exchange of HTTP requests and responses 
that load particular pages and types of content for the user. This 
implies a certain level of trust that the user is in fact receiving 
cookies and content from the site they expect to be 
 interacting with.
Third-party Cookie
This denotes a cookie that is sent by the website visited to a 
domain that is not identified in the address bar. This cookie 
typically is created when a web site features content from other 
websites, such as banner advertisements, that embeds the 
third-party cookie on the first-party site. This enables a subse-
quent tracking of the user’s browsing history, enabling advertisers 
to subsequently target advertisements to the user or generate 
further data about them.
5.1.2 Cookie Development
Standardization
Internet Engineering Task Force (IETF)
The Internet Engineering Task Force (IETF) develops “open stan-
dards through open processes” (IETF, 2020) and consists of “an 
international community of network designers, operators, vendors, 
and researchers concerned with the evolution of the Internet archi-
tecture and operation of the Internet” (TCP/IP) (IETF, 2020). There is 
no formal membership required and the IETF issues recommenda-
tions rather than prescriptions; funding is provided by the employ-
ers of its contributors or sponsors (e.g., Apple, Google, Mozilla).
The IETF uses working groups that are assigned a “charter” that 
outlines a specific project description and deliverables, the scope 
of work for the group, and the goals and milestones for the proj-
ect tasks. Working groups create Request for Comment (RFC) 
documents, including RFC 6265 Cookie HTTP State Management 
Mechanism.
The conclusions reached through RFCs related to a Standard or a 
Best Current Practice (BCP) category, as well as some Informational 
and Experimental RFCs, originate within the IETF process and 
reach the RFC Editor through the Internet Engineering Steering 
Group (IESG). RFCs, such as that for the cookie, in the Standard 
Track must be approved by the IETF, represented in this case by  
the IESG.
Each document in the publication queue is still under the process 
of editing. They are assigned a state that tracks their process. 
Once the RFC goes through the editing process, its authors review 
the document a final time before publishing. An RFC report will 
either introduce a new standard or replace (render obsolete) exist-
ing standard. RFCs can be retrieved accessed via the RFC Editor 
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website by any interested party such as developers, educators, 
organizations, governments, students; i.e., anyone interested in the 
Internet architecture and its operation.
Request for Comment (RFC) 6265: Cookies 
HTTP State Management Mechanism
The working group editors for this RFC document, currently in draft 
form, are M. West from Google and J. Wilander from Apple. The 
draft must be approved by the IETF by August 8, 2020. The mech-
anism, if approved, would replace a mechanism created in April 
2011. As is typical of RFCs, the document is accessible on the IETF 
website for comment until the deadline.
RFC 6265 includes proposed HTTP conventions (conformance 
criteria, syntax notation, terminology); an overview of HTTP use with 
examples; server requirements for set-cookies (syntax, semantics, 
cookie name prefixes) and for individual cookies (syntax, seman-
tics); user-agent requirements (subcomponent algorithms, same-
site and cross-site requests, the set-cookie header; storage model; 
the cookie header); implementation considerations (limits, applica-
tion programming interfaces, IDNA43 dependency and migration); 
privacy considerations (re: third-party cookies, user controls, expi-
ration dates); security considerations (overview, ambient authority, 
clear text, session identifiers, weak confidentiality, weak integrity, 
reliance on DNS, SameSite cookies); IANA44 considerations (for 
cookies and set-cookie); and references used for the standard.
In addition to describing how the cookie functions, the docu-
ment also includes societal factors and concerns that influence 
43 IDN (Internet domain name) is the Internet domain name that identifies website within the 
Domain Name System (DNS). It appears in part in the website’s URL (“IDN,” 2020). IDNA 
(Internationalizing Domain Names in Applications) is the system used for naming top-level 
domains (e.g., .com or .co.uk) (“IDNA,” 2020).
44 IANA (Internet Assigned Numbers Authority) is the organization that oversees global IP 
address allocation, media types, and other Internet-Protocol-related symbols and  
Internet numbers.
the standard (not included in RFCs prior to the 2695 version from 
2011). While this helps connect the technology to a wider context or 
ecosystem, it also raises some issues regarding bias. Companies 
such as Apple and Google sponsor the IETF and lend their most 
skilled workers to help develop the standards that to govern their 
operation; consequently, they wield considerable influence on the 
development of the technology and related products and services. 
Concerns regarding the undue influence of IETF sponsors are miti-
gated by the communal nature of Internet use and the involvement 
of a wide array of interested parties in the RFC process. The myriad 
backgrounds of contributors provide balanced perspectives; 
however, those left out of this process are the users. The complex-
ity of the technology and its development processes, coupled with 
a user naivety and dependency, has led to the sidelining of users 
contributing to Bridle’s “new dark age” (Bridle, 2018). By default, 
government bodies are left to regulate and supervise the use of 
the technology. The effectiveness of their efforts depends on their 
ability and willingness to confront the industry and its powerful 
members, as exemplified by the lack of uniform information privacy 
laws and overly broad protections.
Regulation
Regulations that are intended to protect user privacy rely on 
generalized definitions of “data” and “personal information” do not 
address cookies directly, save for limiting what organizations can 
do with user-data which is in response to mounting concerns with 
exploitive data-harvesting and data-analysis practices. There are a 
number of regional approaches, from state to international scopes, 
to the regulation of Internet technologies and their applications; 
however, they tend to be general in nature, providing both loopholes 
for web-developers and interpretive room for judicial bodies. Some 
examples of these regional initiatives follow.
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California Consumer Privacy Act (CCPA) (USA)
Judgments emanating from the Supreme Court of the United 
States of America (USA) have interpreted the US Constitution’s 
provisions for the right of privacy to individuals leading to a wide 
range of legislation; however, there is still a dearth of meaningful 
and enforceable data-privacy laws.
California’s constitution explicitly makes individual privacy an 
inalienable right (article 1, section 1). The California legislature has 
enacted several laws and regulations aimed at protecting this right, 
particularly as it applies to data-user privacy. The Online Protection 
Act (OPPA) of 2003 requires commercial web-sites and online 
service-operators that collect personal information to post their 
privacy policies on their site and to adhere to related legislation  
and regulations.
The proposed Do Not Track legislation is intended to deal directly 
with advertisers’ practices to track user behaviour on the Internet. 
The latest version of the bill, introduced by Senator Josh Hawley 
in 2019, proposes that privacy protection measures cover all web 
activity and mobile phone applications. It would allow users to block 
the use of cookies based on their personal data and would impose 
strict penalties on companies that violate the bill’s stipulations. 
Personal Information Protection and Electronic 
Documents Act (PIPEDA) (Canada)
Canada’s current data privacy legislation, overseen by the Office 
of the Privacy Commissioner of Canada, requires companies to 
acquire a user’s consent when collecting, using or disclosing their 
personal information. Individuals also have the right to access 
personal information held by an organization and can to challenge 
its accuracy.
User personal information data can only be used for the stated 
purposes for which it was collected and user consent must be 
obtained for all subsequent use of the data. Despite these protec-
tions, The PIPEDA legislation generally applies to:
1. Organizations that collect, use, or disclose data for commercial use.
2. Organizations and employees of the organization who collect, use, 
or disclose data in the course of operation of federal government 
work, undertaking, or business.
It requires these organizations to:
1. Obtain consent before they collect, use, and disclose personal 
information data.
2. Collect personal information in reasonable, appropriate, and  
lawful ways.
3. Establish personal information policies that are clear, reasonable, 
and readily protect an individual’s personal information.
General Data Protection Regulation (GDPR) 
(Europe)
The purpose of the GDPR is to protect the personal data of 
European Union citizens by defining how organizations process, 
store, and delete them and gives individuals control over how 
companies can use information directly attributable to them under 
eight specific rights (outlined later).
Under the GDPR, data should be:
1. Fairly and lawfully processed.
2. Processed for limited purposes.
3. Be adequate, relevant, and not excessive.
4. Be accurate.
5. Kept no longer than necessary.
6. Processed in accordance with the data subject (user)’s rights.
7. Be secured.
8. Be transferred only to countries with similar privacy protection.
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5.2 From Action to Capital: 
Commodification
Concepts presented in this sub-section link the qualitative nature 
of cookies to their technical functions.
5.2.1 Uses of Cookies
Session Cookies
A “session” is a set of user-actions during a website visit that take 
place within a given time frame (Google, 2020). A single session 
can contain multiple page views, events, social interactions, and 
e-commerce transactions. In essence, a session embodies user 
actions during a single site visit.
A user can initiate multiple individual sessions on a web site. When 
a session is ended, a new one can begin. A session can be auto-
matically concluded based on an expiration limit set by duration 
(e.g., 30 minutes) or a time (e.g., midnight).
As users interact with a web site, they are actually interacting with 
a web-server. A user sends a “request” to which the web-server 
responds. A session is a two-way process involving action by the 
user (client) (initiator) and an action by the web site (acceptor) in 
the process of logging user information; e.g., account information; 
however, a session can also be incognito with no activity logged  
or retrievable.
In a typical interaction on a website, a user (initiator) will first send 
a “ping” request to see if the acceptor can be reached (e.g., online 
retailer or newspaper). Once the initiator receives a reply from 
the acceptor, the web site then sends an “establish connection” 
response which is met with another response from the initiator 
(accept or reject). If a connection is established, the initiator and 
acceptor exchange connection parameters. Communication 
between the two parties can now begin.
HTTP / cookie Session
 □ In an HTTP45 session between a web client and a web server, 
the client initially sends an HTTP request to the server and the 
server sends back a response with a Set-Cookie (response 
cookie). While the cookie exists (within expiration date/time), 
each time the user requests a site it is sent over with the 
request to trigger stateful46 information (e.g., items in a shop-
ping cart). The server will send the appropriate response (e.g., 
the page with the items in the shopping cart) once it has read 
the cookie’s unique identifier (UID)47.
45 HTTP means Hyper Text Transfer Protocol. It is the underlying protocol used by the World 
Wide Web and defines how messages are formatted and transmitted, and what actions 
web servers should take in response to various commands. All cookies are HTTP cookies, 
though the initialism is dropped for brevity.
46 A stateless protocol is a communication protocol (e.g., HTTP) in which no session infor-
mation is retained by the receiver/server (“stateless protocol,” 2020). It is the natural state 
of the Internet. A stateful protocol (e.g., TCP) requires the keeping of an internal state on a 
server. In stateful connections, both systems maintain information about the session during 
its existence (“stateful protocol,” 2020).
47 A unique identifier (UID) is any differentiator that is guaranteed to be unique among all other 
identifiers used for that type of object (cookie).
1st client 
request
Client  
(user, computer)
Server 
(host/domain 
website)
2nd client 
request
HTTP Response
HTTP Request, including header line  
Set-cookie: <cookie>
HTTP Request
HTTP Response, including header line  
Set-cookie: <cookie>
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Third-party, Tracking Cookies
Personalized, Behavioural and Interest-based 
Advertising
According to the GDPR classification, profiling is “any form of 
automated processing of personal data consisting of the use of 
personal data to evaluate certain personal aspects relating to a 
natural person” (GDPR, 2018, art. 4). Since most cookies do not 
have the ability to include personal data, such as a user’s name 
or gender, the task of identifying the user based on distinctive 
personal characteristics is not possible; however, online adver-
tisers are able to track users across sites and therefore attribute 
behaviour to an individual user through persistent or “tracking” 
cookies. These cookies are placed on websites in addition to func-
tional cookies for the purposes of promoting content that the user 
has already seen, for example a particular clothing item on  
an online retailer. 
This content subsequently appears in banners on websites that are 
“rented” out to advertisers by host sites. Under the GDPR legisla-
tion, users must consent to these cookies under the site’s terms 
and conditions, though as it has been mentioned, consent can be 
a naive. In a similar way to other protective measures established 
by the GDPR, consent requirements do not apply to those users 
in countries outside the EU. Tracking cookies allow advertising 
companies to tailor advertising to a user based on their previous 
behaviour and can remain for the duration of the cookie’s existence.
As with other forms of data retrieved from cookies, data from 
tracking cookies can be used to make inferences about that user 
and groups of users with similar behaviour patterns. This practice 
of profiling can make advertising methods more sophisticated, 
since they ultimately help predict user behaviour. Tracking cook-
ies are used not only to reflect the user’s existing behaviour but to 
influence it in the future based on prediction. Conclusions reached 
through the analysis of a user group’s (demographic) motivational 
and behavioural trends are then applied to future content, product, 
and service development. As Berardi (2017) points out, automat-
ing the filtration of “big data” flows result in “prescription and [the] 
evacuation of subjectivity” (Berardi, 2017, p.18). What remains is 
not an objective position but one that is bound to the subjective 
programming decisions that lead to “insight” about users. Berardi 
further claims that pre-emptive measures for anticipating an effec-
tive online service (e.g., providing a logical user-interface or content 
based on user interface (UI) principles and user profiling) prevents 
future behaviour and singularity when based on predictions 
(Berardi, 2017). The user is therefore locked in a pattern that is not 
representative of who they are, value or prefer, but rather represen-
tative of what ad vendors prescribe them to be, through profiling 
and the reinforcement of particular content (advertisements).
Parasitic Journalism, Fake News, and Extremism
As Bridle (2018) points out, promoting content for users based on 
previous behaviour can also lead to overly-represented content. 
Algorithms that promote specific content, such as those used on 
YouTube that are based on previous behaviour, can trap users in a 
loop of limited exposure and choices. When only content specif-
ically relevant to a subgroup or those of a particular opinion is 
promoted, it can create an “echo chamber” (Bridle, 2018, p.143) 
that validates these views and beliefs through over-representation. 
Conspiracy theories, radical politics, xenophobia and “fake news” 
are bred in the constant loop of affirmation maintained by algo-
rithms. Bridle further speculates about the dangers of this  
phenomenon, 
“If you’re searching for support for your views online, you will 
find it. And moreover, you will be fed a constant stream of 
validation: more and more information, of a more and more 
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extreme and polarizing nature. This is how men’s rights 
activists graduate to white algorithmic radicalization, 
and it works in the service of the extremists themselves, 
who know the polarization of society ultimately serves 
their aims” (Bridle, 2018, p.143).
Created here is what theorist Jean Baudrillard refers to as 
“the simulacra,” i.e., copies of objects that don’t exist but 
are nonetheless accepted as “true,” leading to a simulated 
reality that supplants the actual (Baudrillard, 1994). Values 
and beliefs are socially constructed, and as society becomes 
progressively separated from direct, real-world experience 
and relies increasingly on faceless third-parties and online 
communities to supply information and meaning, deci-
sions are increasingly based on false information (e.g., fake 
news). The open, anonymized democracy of the Internet can 
promote both freedom of thought, if users are discerning and 
critical in their consumption of information, and deception, 
censorship and amorality if they don’t.
Data Protection
The European Union’s General Data Protection Regulation 
(GDPR) framework came into force on May 25, 2018 (coordi-
nating with the United Kingdom’s related Data Protection Act 
(DPA ACT)) to protect users’ personal information and provide 
them more control over its use. These regulations represent 
a response to existing and predicted use of personal data to 
develop consumer products and services, as well as for politi-
cal control and financial misappropriation (e.g., identity fraud). 
It allows for future amendments in response to the evolution 
of relevant technology. 
Despite the good intentions of the legislation to protect user 
privacy rights, there is an issue in the inability of the bureau-
cracy responsible for enforcing and revising the regulations 
to keep up (respond in a timely and effective manner) to rapid and 
increasingly complicated technological development. Moreover, 
enforcement can be ineffective when host sites are incorporated 
outside of the EU’s jurisdiction and not subject to the regulations. 
Organizations that do not comply with the law face a maximum 
fine of €20 million or four percent of their global turnover (which-
ever is greater), though most fines have been levied for the misuse 
of account data and data breaches (GDPR, 2018). The European 
Commission provides a cookie audit tool and SSL checker 
(http://2gdpr.com) for web users, web site owners, and controlling 
entities (on request) to determine whether a web site complies to 
GDPR legislation. It is incumbent upon users to monitor and report 
unfair data practices, which requires an awareness and under-
standing of data processes.
A user’s data privacy rights under the GDPR include the following 
(GDPR, 2018): 
1. Right to Be Informed (Articles 12, 13, 14) 
before data is collected, a data subject [user] has the right to 
know how they will be collected, processed, and stored, and 
for what purposes
2. Right to Access (Articles 12, 15) 
after data is collected, a data subject has the right to know 
how it has been collected, processed and stored, what data 
exists, and for what purposes
3. Right to Correction (“rectification”) (Articles 12, 16)  
a data subject has the right to have incorrect or incomplete 
data corrected
4. Right to Erasure (Right to Be Forgotten) (Articles 12, 17) 
a data subject has the right to have personal data perma-
nently deleted
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5. Right to Restriction of Processing (Articles 12, 18) 
a data subject has the right to block or suppress personal 
data being processed or used
6. Right to Data Portability (Articles 12, 20) 
a data subject has the right to move, copy, or transfer 
personal data from one data controller to another, in a safe 
and secure way, in a commonly used and machine- 
readable format
7. Right to Object to Processing (Articles 12, 21) 
a data subject has the right to object to being subject to 
public authorities or companies processing their data with-
out explicit consent. A data subject also has the right to stop 
personal data from being included in direct marketing  
databases.
8. Right to Not Be Subject to Automated  
Decision Making (Articles 12, 22) 
a data subject has the right to demand human intervention, 
rather than having important decisions made solely by  
an algorithm.
The ePrivacy Directive, the original EU directive for data protection 
enacted in 2002 (amended in 2006 and 2009), in conjunction with 
the GDPR governs the use of “nonessential” cookies (i.e., third-
party and tracking cookies for advertising and analytics) by requir-
ing affirmative, opt-in user consent. Not covered are “essential” 
cookies sent by a host websites to ensure functionality. Consent 
for all cookies must be freely given, creating an explicit, informed, 
and an unambiguous indication of the user’s wishes to have 
cookies placed on their devices. Organizations must also provide 
clear and comprehensive information for a user to understand the 
consequences of his or her consent, including the duration of the 
cookies, and whether and which third-parties will have access to 
user data. Unfortunately, legislation to protect user data are not as 
extensive or effective in other countries. 
Future Developments
Internet browser providers,48 including Google, Mozilla, and Apple, 
possess significant influence on how websites are developed 
and collude in such efforts but are themselves not effectively 
subject to regulation. Recent proposals by Google (whose Chrome 
browser makes up 68% of the global market share on all devices 
(StatCounter, 2020)) to ban the use of third-party cookies by 2022, 
if approved by industry partners, will create a greater dependency 
on user account data, for such services as newspaper and maga-
zine subscriptions, for generating necessary data that were previ-
ously generated by tracking and third-party cookies (Joseph, 2020). 
The threat of monopolized data-harvesting is evident when users 
are given the option of logging into third-party services with their 
Google or Facebook accounts or creating a new account for that 
service (e.g., using a Facebook account for Instagram). The effec-
tiveness of this strategy is based on the notion that it easier for 
users to manage a few accounts than many. This consolidation 
allows data cross-referencing by these organizations, connecting 
activity on third-party websites with the user’s other account habits. 
Complicating this further is the fact that user rights protection, 
such as that ensured by the GDRP, is not as enforceable when user 
consent is given by default under an account’s terms and condi-
tions. The length, density, and legal jargon of these agreements 
raises an issue of whether informed consent is even possible.
48 Browser providers are also known as user agents (software providers). They are the ones 
who are responsible for providing users with mechanisms for managing cookies. According 
to the cookie RFC, user agents should be responsible for providing users with controls to 
disable and remove cookies.
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Marx’s Commodity: “Use-Value” and 
“Exchange-Value”
The core of Marx’s (1867/1990) theory of the commodity is that 
the “commodity” is the elementary form of wealth. For Marx, the 
commodity is first an external object, a thing that satisfies through 
its qualities a certain kind of human need, and assessed for value 
on the basis of properties of quality and quantity. In the 21st century, 
a datum is effectively a commodity; however, assessment of its 
value presents challenges. Quantity as applied to an ephemeral 
device, such as a cookie, is difficult to determine since data have 
no physical properties suitable for value measurement.49 The quality 
of data depends more on social measurements, through their use 
or application such as to decision-making, than on their inherent 
value in satisfying a human need. 
Marx’s commodity theory is clarified and tied directly to the genera-
tion and exchange of cookies below.
Use-Value
The utility of the commodity (object concept with value) to satisfy 
a human need has a use-value criterion that is separate from a 
commodity-body criterion (physical or digital manifestation of 
object). Use-value presupposes a quantitative determination of 
utility (e.g., multiple objects have greater value than an individ-
ual object) realized in the use or consumption of the object(s). 
Use-value represents the content of wealth in the relevant social 
context and determines the commodity’s exchange-value.
49 Note: for this thesis, the size of physical storage (i.e., server and hard drive size) is inconse-
quential due in large part to the physical properties of these devices is shrinking. Moore’s 
law is a mathematical production by Gordon Moore (1929- ) that claims that the number of 
transistors in a dense integrated circuit doubles every two years (compacting), meaning that 
processing power for computers will double every two years. This also applies to the densifi-
cation of memory on digital storage devices.
Exchange-Value
In determining the exchange-value of a commodity (object or 
objects), quantitative attributes are more important than quali-
tative attributes. The rate of exchange; i.e., how much/many of a 
commodity is considered of equal value to another commodity, 
depends on the use-value of each commodity which can vary 
depending on time and context. This makes the exchange-value a 
purely relative concept.
A commodity’s worth is based on its use- and exchange-values and 
is determined through social systems, namly labour.
Labour
Labour is in itself a commodity; however, the use-value of a 
commodity (by applying the quantity criterion) can be determined 
by the product of labour. Labour can be categorized as simple-lab- 
our, easily codified and common to many societies or complex-lab- 
our, exponential (rather than being multiples of simple) and varying 
between contexts and cultures. Labour also exists in the processes 
that transform simple-labour into complex-labour. 
Labour as a commodity is measured by temporal duration or 
labour-time (how long it takes to perform a task), segmented by 
time, hour or day. Labour-time is a criterion required to determine 
its use-value. In order to codify labour, it must be undertaken in set 
conditions (e.g. worker competency, machinery, technology, and 
materials) in order to quantify its use-value. 
The set-value of the product of labour as a commodity is affected 
by the labour-time required for production. Production capac-
ity is referred to as the power of labour. The power of labour is 
determined by labourer competencies and the efficacy of the 
means of production, such as technology. As technology’s effi-
ciency improves, e.g., how data is generated and collected, the 
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labour-time required is reduced as labour burden is transferred 
to machines, and the productive power of labour increases. In 
general, the greater the productive power of labour, the smaller  
the amount of labour-time required. 
The process of generating and using cookies is effectively a form 
of complex-labour with the purpose of gleaning insight into user 
behaviours. A datum of information generated by the behaviour of 
a user (a cookie) has no value as a commodity, as it is anonymized 
or stripped of its association with a user. As a result, data must 
be generated in order to make inferences and for ascribed value. 
Improvements in data-gathering strategies and storage capaci-
ties are of prime importance for organizations that operate on the 
Internet. For example, companies and government organizations 
that provide storage services for web sites and users through cloud 
technology (e.g., Google) build server centres, or “farms,” in large, 
secluded areas50 to be able to meet increasing demand, some of 
which is generated since data are stored for long periods of time,  
in spite of deterrents to do so by legislation (e.g., GDPR).
Whereas the labour-time required to generate, collect and analyze 
user-data is decreasing because of technological improvements, 
the power of the labour involved is increasing and, consequently, 
the value of user-data as a commodity increases. 
Commodity Content: User Labour, Memory,  
and Property
Marx’s notion of the commodity is also of particular relevance for 
how digital data is generated and transferred. Technological devel-
opment drives the power of labour associated with data-generat-
ing processes, including that performed by users (user-labour). By 
generating user-labour without the consent or awareness of the 
user, the means of production are tacit. The disconnection between 
50 Nordic countries where climates are temperate and governments are stable are particularly 
desirable locations (Laikola & Drozdiak, 2019).
users and the products of their labour (data), the misappropriation 
of personal forms of expression (the commodification of culture), 
and the deterministic nature of the applications and services they 
inform all lead to diminishing returns for users. In Marxist terms, 
users lose their representation as labourers (creators of data) and 
an understanding of the exchange-value of their actions. 
According to Tiziana Terranova (2016), though the Internet, the 
production of “social memories” on social media platforms, 
tracked consumption habits with online retailing, and the devel-
opment of personal preferences have become productive forces 
in the economic domain (Terranova, 2016). These activities are 
producing new commodities with inherent use-values” (Marx, 
1867/1990) that are not subject to the mechanism of marketization 
and whose production arises from labour no longer ascribed to 
the individual and no longer compensated. This labour is provided 
willfully as users create and offer the products of self-expression. 
Developments in data-production mechanisms in the form of 
collective association through the aggregation of data in cookies 
have created surplus value51 for capitalist mechanisms held by 
Internet web sites and their owners.
Tarranova (2016) further claims that the devices, protocols, and 
programming languages which allow for the sorting and sharing of 
data by Internet corporations (i.e., websites, applications) are “the 
means through which the productive powers of living labour are 
appropriated and captured by contemporary capitalism” (Terranova, 
2016). By extension, the creation and exchange of cookies can be 
seen as a mechanism for generating and extracting user-labour 
for the benefit of site owners, representing a capitalistic perspec-
tive. The process of aggregating and organizing data through the 
creation of cookies is a way to extract the set-value of a commodity 
(data) that is not ascribed to the individual but to the user-group. 
51 Surplus value is the Marist theory that “part of the value of the results of human labour  
which accrues beyond the amount needed to reproduce the initial labour power” (“surplus 
value,” 2020).
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The only compensation for the user is that their needs for belong-
ing or self-actualization are met through the gratifying feelings of 
self-worth and community generated from their interactions with 
web sites. Complicating this further, as Simon (2003) has pointed 
out, are the emotional effects when individuals project value onto 
goods and services (commodities) in their ability to generate 
those feelings, what Marx has called “commodity fetishism” (Marx, 
1867/1990):
The commodity is the thing that always feels at home. Where-
as man suffers from a folkloric and identity-dependent con-
ception of foreignness, acquaintance, history, tradition, and 
alienation…, the commodity is a mode of being that is free of 
all of these. It is first and foremost a presence.” (Simon,  
2013, p.24)
As personal artifacts (e.g., photos, videos, correspondences) 
have migrated to digital platforms and as users turn to Internet 
services to store them (e.g. Google Cloud, Instagram), they have 
become easily accessible and ubiquitous. Their commodity value 
as opposed to their aesthetic value) may not be apparent to 
their owners; however, when shared through social media (e. g., 
Facebook), they have material value to purveyors of social media as 
the artifacts are uploaded to their applications. User account terms 
and conditions normally require the waiver of privacy rights which 
give service providers access to whatever information, including 
artifacts, linked to the user account. As a consequence, the notion 
of “property” becomes ambiguous as users no longer “own” the 
data they generate online. Simon (2013) offers some insight into  
this problem:
It is important to recognize that the commodity is a concep-
tual framework based on negation, on exclusion—something 
can be mined only if it excludes anyone else who might pos-
sibly possess it. Once we realize that our notion of property 
is based on negation, we learn its harsh consequences—we 
are actually the ones excluded from the property we think we 
own. By excluding others we follow the logic of negation which 
operates at the basis of our social relations with people and 
things. Therefore, the logic of ownership that has guided our 
understanding of the world of things never rises to the task of 
actually describing our relations with them. Most commodi-
ties live longer than their creators and consumers alike—for 
even a simple plastic bag will outlive us all many times over. 
As commodities ourselves, even our bodily organs can outlive 
us. Therefore, as all objects that enter into the world are com-
modities, we must realize that this is not our world, but theirs. 
We live in the world of commodities and, what’s more, in the 
commodities’ world.” (Simon, 2013, p.25)
Organizations that benefit from user-generated data behave in 
ways that reflect motivations of profit and power rather than moral 
or ethical responsibility in a system that lacks accountability. 
Web Data Mining
“Data-mining” is the process of extracting new information52 from 
data (van Wel & Royakkers, 2004, p.129). Analysis of these data 
to establish patterns can lead to increased knowledge.53 “Web 
data-mining” involves the extraction of data from websites and 
users (van Wel & Royakkers, 2004, p.129). While web data-mining 
can be undertaken using multiple methods and for various objec-
tives, the methods employed are automated. A significant ethical 
issue arises from web-data mining practices in terms of web site 
user awareness and consent: whether or not those who generate 
the data are aware of how the information they generate through 
52 It seems important here to refer again to the definition of information as it is used in this 
thesis. Information refers to ‘knowledge communicated concerning some particular fact, 
subject, or event; that of which one is apprised or told” (“information,” 2020).
53  Knowledge refers to “the fact of knowing or being acquainted with a thing or person; famil-
iarity gained by experience” (“knowledge,” 2020).
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their interactions is turned to knowledge and how that knowledge 
is used. This form of “invisible information gathering” (van Wel & 
Royakkers, 2004, p.129) is exacerbated by increasingly automated 
systems and integrated technologies that use accounts across 
multiple devices and services connected to the Internet (e.g., 
Google and Facebook accounts). 
Knowledge generated through data-mining of user be-
haviours and decisions can be used for planning and con-
trolling user experiences, improving the functionality of a 
website and services and generating information on consum-
er behaviour for targeting advertisements. (van Wel & Royak-
kers, 2004, p.129)
There are three common types of web data-mining, as defined by 
van Wel and Royakkers (2004):
 □ Content-mining
cataloguing, comparing, and assessing the content data 
available in web documents. This includes images and text.
 □ Structure-mining 
analyzing the way in which web documents and applications 
are linked
 □ Usage-mining 
analyzing transaction data, which are recorded and tallied 
when users interact with the web. Usage-mining is occasion-
ally referred to as “log mining,” since it involves mining the 
web server’s inventory of incidents or visits.
Usage-mining is of particular relevance to a study of cookies, since 
their creation involves data-mining web log data. 
Whereas web log data cannot be used to identify a person, they can 
be ascribed to a user. The data collected through the use of cook-
ies relate to user information such as a user’s IP-address, date and 
time of entering and leaving a site, path of followed hyperlinks (click 
stream), and the browser used (e.g., Internet Explorer or Google 
Chrome) (van Wel & Royakkers, 2004, p.131). 
The process of web-usage data mining is addressed in sub-model 
4.5 which shows how cookie data are transferred to actionable- 
knowledge for decision-making.
Identification
De-individualization and Profiling
Individuality is a quality or collection of qualities of a person that 
distinguishes him/her from others (“individuality,” 2019). Profiling, 
the act of extrapolating information about a person based on 
known traits or tendencies (“profiling,” 2020) undertaken through 
web data-mining, is effectively a form of de-individualization. It 
removes the notion of the “individual” by aggregating data (char-
acteristics, behaviours and decisions) in categories common to 
many users. De-individualization can be defined as “a tendency of 
judging and treating people on the basis of group characteristics 
instead of on their own individual characteristics or merits” (van Wel 
& Royakkers, 2004, p.133). This de-individualization, a process of 
“anonymization” that removes identifying information so the orig-
inal source cannot be known (“anonymize,” 2020), can be seen as 
a way to avoid legal and ethical responsibility since the data are no 
longer attributed to a single person. The aggregation of user data 
creates a group profile, which can then be used as a basis for deci-
sion-making and policy applied to the group. 
Non-distributive group profiles54 lack internal validity as they do not 
include every individual’s characteristic and the profiles’ data do 
not apply to every group member. In non-distributed group profiles, 
54 Non-distributive group profiles, as defined by van Wel and Royakkers (2004), are profiles 
that are generated based on probabilities. Collected data about users is averaged and then 
applied to decision-making about users who “fit” the profile.
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personal data is framed by probabilities and averages (van Wel & 
Royakkers, 2004, p.133). This process of anonymization, or “pseud-
onymization” as defined by the GDPR (GDPR, 2018), removes the 
personal nature of the data and renders their application unaf-
fected by privacy rules; however, the profile data can be used for 
manipulation, coercion, and discrimination when applied to deci-
sions on web site characteristics, access, and use. 
Profiling is a way of identifying a user through a generalized under-
standing of their attributes in comparison with those of users with 
similar behaviour and characteristics.
Re-identification and Shared IDs
The anonymization process can also be compromised, as evident 
in data-sharing and user-account access by third-parties, such as 
the transfer of data between Facebook and Cambridge Analytica 
for voter targeting during the 2016 US election, show that data is 
frequently transferred without user awareness and can even extend 
to a user’s personal social network (Rosenberg & Dance, 2018). 
This data may or may not be anonymized when transferred or the 
process of anonymization may be reversible with attributions to 
users not being fully removed from the metadata. Demographic 
data may also be enough to re-identify a user through a process 
called “re-identification” that uses algorithms that cross-reference 
user activity across multiple websites (Lomas, 2019). 
Moreover, though anonymization is required by regulation in many 
jurisdictions, a legal requirement for user data acquisition, there are 
ways to circumvent it. Shared Identifiers (IDs) are standardized ways 
of identifying and sharing user-data between website hosts, such 
as media publishers, and ad tech vendors. Advertising technology 
companies, or “ad tech vendors,” build and provide software (plat-
forms) to web companies that buy and sell online media advertise-
ments and are the primary users of tracking cookies (Joseph, 2019). 
Shared IDs provide a way for identifying users that does not rely 
on matching unique tracking cookies for individuals across sites. 
Matching unique cookies can be a challenging process since many 
ad tech vendors operate on the web and typically do not share user 
data amongst themselves. A shared ID is an anonymous token that 
functions as an alternative to third-party cookies and standardizes 
user-tracking across websites. They are assigned to users when 
they visit a participating website and track their behaviour across 
linked sites—though they do not carry any personal data, such as 
gender or name. Identification is created through an accumula-
tion of data by the shared ID provider; consequently, the user’s 
identification exists only within the provider’s database which 
consolidates data that would otherwise have to be shared among 
and compared by websites and ad tech vendors. In effect, firms 
such as Advertising ID Consortium and DigiTrust circumnavigate 
anonymization and privacy measures required in privacy rules by 
creating a probabilistic instead of definite user-identifier. This strat-
egy avoids legal requirements set by the GDPR since it still does 
not identify user based on the basis of personal characteristics but 
rather, by their behaviour.
Future Developments
In the past year, browser developers including Apple (Safari), 
Google (Chrome), and Mozilla (Firefox) have all declared an even-
tual ban of third-party cookies and persistent (tracking) cookies, 
inserted on websites for the purposes of promoting advertisements 
on website banners maintained by ad tech vendors (Joseph, 2020). 
This ban effectively forces web-developers to end the practice of 
tracking of users across websites for marketing purposes. This ban 
also affects shared IDs and the use of similar services for user-pro-
filing, since they in fact use a form of persistent cookie for their 
services. Consequentially, it is predicted that there will be increased 
reliance on user accounts for websites, browsers, and services 
(e.g., news publishers, Google and Facebook accounts) to access 
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user-data for marketing purposes (Joseph, 2020). While it prom-
ises to restrict predatory advertising practices, this ban is expected 
to lead to an increase in the power that large companies, like 
Google, wield in being able to manipulate and sell user-data. This 
will undoubtedly mean that these companies will strengthen their 
monopolies for online services, as they also own many platforms 
and ad tech vendors.
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5.3 Cookie Model
The cookie model is presented through a number of visualiza-
tions, beginning with a comprehensive model that is subsequently 
supported by a number of sub-model representations. Each 
sub-model represents a unique aspect of the system under study; 
i.e., the processes of developing, generating, and sharing cookies 
and their data, to provide the viewer with a coherent and manage-
able learning experience.
Sections 5.3.1 and 5.3.2 present the model and sub-models and 
their placement in instructional groupings (sections). The model 
parts are then shown with brief descriptions. As a result of the 
simplification process required for representing complex theo-
ries, data types, and processes, sub-models with more technical 
aspects are given additional material in Appendix 1. These include: 
(2.1) Client Server Model; (2.2) TCP/IP & OSI: The Layers of 
Internet Technology; (2.3) Communication; (3.2) User Tasks 
& The Circular Logic of Choice; (3.3) The Decision Spine; (4.1) 
Superstructure-Base Theory; (4.2) The Commodity Process; 
(4.3) Website Consent Tactics & Preference Settings; (4.5) The 
Web-Usage Data Mining Process; (5.1) Browser Protections & 
Controls; and (5.5) GDPR: User Rights.
The Comprehensive Model and sub-models are also available with-
out descriptions in Appendix 2.
5.3.1 Comprehensive Cookie Model
This visualization shows the complete cookie model, from refer-
ences to the organizations that set standards for the creation of 
cookies to the use of cookies for the generation of revenue. 
The components in the Comprehensive Model are identified in 
detail in the subsequent sub-model descriptions. The position of 
each sub-model within the Comprehensive Model is indicated by a 
number. The first digit of the number refers to the relevant section 
while the second digit refers to the sub-model’s place within the 
section order. 
Note that the sub-model descriptions below are not listed in 
order of appearance in the Comprehensive Model; rather, they are 
ordered on the basis of an intentional sequence of learning  
experiences.
5.3.2 Sections and Sub-models
The ordering of the sub-model descriptions is intended to lead the 
viewer through a sequence of learning experiences, each assigned 
a section title:
1. Technical Aspects of Cookies
2. Cookie Technology
3. Transaction Processes of Cookies
4. Commodification Processes
5. Cookie and Data Protection 
Each sections reflects a descending level of granularity, from 
conceptual to technical concepts. Where appropriate, sections 
include brief descriptions of relevant terminology, stages,  
and steps.
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1. Technical Aspects of Cookies
The technical aspects relate to the process for generating  
the cookie.
1.1 HTTP State Mechanism (Cookie) RFC 
Standardization & History
1.2 Cookie Structure & Attributes
1.3 Types of Cookies
2. Cookie Technology
The technology and communication processes that support  
the cookie.
2.1 Client-Server Model
2.2 TCP/IP & OSI: The Layers of Internet Technology
2.3 Communication Theory & HTTP Cookie 
Response
3. Transaction Processes of Cookies
The transaction processes employed for cookies refer to the steps 
and decisions undertaken by the actors involved in cookie genera-
tion, the users while engaged with a website, and the website owner 
in sharing cookies with third-parties. 
3.1. Socio-Technologic Components
3.2 User Tasks & The Circular Logic of Choice
3.3 The Decision Spine
3.4 Cookie Issuing and Third-Parties
4. Commodification Processes
The included commodification processes that turn user data 
generated from cookies into valuable information for use by 
third-parties.
4.1 Superstructure-Base Model
4.2 The Commodity Process
4.3 Website Consent Tactics & Preference Settings
4.4 Tracking & Personalized Advertising
4.5 The Web-Usage Data Mining Process
5. Cookie and Data Protection
The protective measures that can help mitigate the genera-
tion of unwanted cookies and the misuse of user data in  
the EU. 
5.1 Browser Protections & Controls
5.2 Cross-Site Scripting Attacks (XSS)
5.3 Cross-Site Request Forgery Attacks (CSRF)
5.4 GDPR: Compliance
5.5 GDPR: User Rights
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Comprehensive Cookie 
Model
Full systems-model of the processes and theories 
included in the proceeding sub-models.
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158157
0.0
The Comprehensive Model that 
shows the location of each of the 
sub-models within the larger sys-
tem of cookies, as defined by the 
modelling plan. The model shows 
a non-linear path that incorporates 
sequences of cookie development 
and standardization, user deci-
sion-making and action, malicious 
data attacks, and the areas in which 
user data can lead to revenue  
and profit.
Sub-models are located by numbers 
linked to the proceeding Sections. 
Concepts, components, and pro-
cesses are all included as sub- 
models (e.g., Superstructure-Base 
Theory, Cookie Attributes).
Components of the system can 
be represented in single or sever-
al sub-models. A sub-model can 
also appear more than once in the 
Comprehensive Model. 
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Section 1: Technical Aspects  
of Cookies
The technical aspects that relate to the process 
of generating the cookie.
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1.1 
This sub-model outlines the proce-
dure for creating an Internet RFC 
document through a Standards 
Track at the IETF. Additionally, the 
evolution of the three official and 
one draft RFC documents, and their 
major contributions to the HTTP 
State Mechanism Standard, are 
linked to the procedure. Their devel-
opment shows how standards are 
deprecated and the gradual evolu-
tion of the mechanism.
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1.2
Based on the most recent RFC 
specifications, this sub-model 
describes all of the recommended 
standard attributes for the HTTP 
state mechanism (RFC 6265, 2020). 
Attribute text lines that define the 
syntax are not included as descrip-
tions (e.g., <sane-cookie-date>), 
since they are linked to other RFC 
standards.
Attributes are also marked as to 
whether setting their value is re-
quired or optional (with a default, no 
setting being an option).
The SameSite attribute is of partic-
ular interest as it is a new standard 
implemented by some browsers 
(Firefox, Safari) but not yet ratified 
(RFC 6265, 2020 is in draft state).
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1.3
This sub-model describes the 
most common and current types of 
cookies. While there is occasional 
overlapping between functions; e.g., 
a persistent (tracking) cookie can 
either be a first-party or third-par-
ty cookie, they are presented here 
separately based on their technical 
specifications.
The cookie types are further 
grouped by Functional (aid in web 
and service development), Security 
Risks (prone to hackers or other 
malicious parties), and Advertising 
(cookies used by third-party adver-
tisers) classifications. These classifi-
cations are based on recommenda-
tions in the RFC.
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Section 2: Cookie Technology
The technology and communication processes 
that support the cookie.
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2.1
The Client-Server Model is a stan-
dard architecture concept that 
describes the partitioned tasks and 
workloads between the providers of 
a resource or service (servers) and 
service requesters (clients). A server 
host runs one or more server pro-
grams, which share their resources 
with clients. A client does not share 
any of its resources but requests 
content or service from a server.
A client first initiates communication 
sessions with servers, which await 
incoming requests. Once a connec-
tion is established, further requests 
and responses are possible.
The client in the context of this 
model is the computer, its software, 
and the browser, but also the user 
that engages the server through 
the TCP/IP (Transmission Control 
Protocol/Internet Protocol) suite. 
The client is therefore a combination 
of elements, as the user’s action 
initiates the request by the browser 
and the browser itself is dependent 
on the computer’s functions.
The server in the context of the 
model is the publisher or web host 
that provides functionality for the 
users (clients). A single server can 
have multiple clients, and a single 
client can use multiple servers.
Additional details in Appendix 1
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The TCP/IP model was designed 
by the US government to outline 
standard protocols for networked 
information exchange. It is a much 
broader approach to grouping the 
technology layers than the OSI mod-
el. It does not differentiate between 
user processes or types of network 
links.
171 172
The OSI model describes the func-
tions of the Internet communication 
system by dividing the commu-
nication procedure into smaller 
and simpler components than the 
TCP/IP Model. Of particular note 
are those layers that involve users, 
the Application, Presentation, and 
Session layers.
2.2
This sub-model shows two indus-
try models, TCP/IP (Transmission 
Control Protocol/Internet Protocol) 
Model and OSI (Open Systems 
Interconnection), which are help-
ful for understanding the layering 
of Internet technologies and the 
interrelationships between them. 
These layers support all services 
and mechanisms within the Internet 
architecture.
The two models are commonly used 
when describing the layering and 
functions of Internet technology. The 
Protocols and Services, placed in 
the center, are the actual technolo-
gies incorporated in the layers of the 
two adjacent models.
The comparison between the two 
models serves for contextualizing 
the technology processes involved 
in the creation and transfer of cook-
ies. The TCP/IP model describes 
the layering of technology from a 
management perspective, whereas 
the OSI model better locates us-
er-facing technology (i.e., HTTP and 
HTTPS protocols).
Note that only the protocols and 
services relevant to cookie process-
es are included.
Additional details in Appendix 1
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2.3
Shannon’s Communication Theory 
(1948) outlines how messages travel 
from information sources to a final 
destination along a communication 
channel. The model has been mod-
ified to demonstrate how cookies 
progress in an HTTP response and 
show where advertisers contrib-
ute “noise” to the communication 
process. It simplifies the technology 
layers of the TCP/IP and OSI models 
to create a view of the cookie as a 
“message” that is channeled. 
Note that it depicts a one-way 
interaction occurring after an HTTP 
request has been accepted by  
a server.
Additional details in Appendix 1
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2.4
This sub-model introduces another 
purpose of cookies: to render the 
stateless Internet stateful. Stateless 
means that no information for a 
session is retained by the server 
and each packet of information 
transferred by the user can be 
understood in isolation, without a 
historical connection or buildup of 
information. The server is conse-
quently unburdened from retaining 
information of all its transactions. 
Cookies (non-Session cookies) can 
allow for the content of the transac-
tion to be kept in client-side storage. 
When a client requests a web-page 
they are given a cookie or cookies 
to improve the functionality of the 
website during the session or track 
user behavior for functionality or 
advertising purposes.
This sub-model provides a compar-
ison of two sessions where a user 
logs into an account. The first ses-
sion comparison shows a stateless 
mechanism, where the user must 
log into their account in the same 
way as the first session. The second 
comparison is stateful with HTTP 
cookies, where those cookies that 
are provided in the first session en-
sure that the user does not have to 
perform the same actions a  
second time.
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Section 3: Transaction 
Processes of Cookies
The transaction processes employed for cookies 
refer to the steps and decisions undertaken  
by the actors involved in cookie generation,  
the users while engaged with a website, and  
the website owner in sharing cookies with  
third-parties.
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3.1
This sub-model provides a concep-
tual abstraction of the societal (e.g., 
actors, associations, institutions) 
and technological (e.g., data min-
ing, servers, browsers, etc.) factors, 
social groups, and motivations 
involved in the development and 
generation of cookies.
Additional details in Appendix 1
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3.2
This sub-model breaks down the 
typical decisions made by a user 
when providing consent on a web-
site under the GDPR legislation. 
In a similar way to HTA diagrams, 
it moves through the sub-tasks 
that a user performs but includes 
the options available to them. How 
these decisions are made is further 
described by The Circular Logic of 
Choice diagram.
One of the decision support mod-
els proposed by Nappelbaum 
(1997), The Circular Logic of Choice 
outlines the cycles of a user’s rea-
soning that eventually lead them 
to make a prescribed choice (per-
form an action). It is the reasoning 
mechanism that initiates the labour 
process and the creation of cookie 
data.
The model can be seen as a cycling 
down, a progressing of constraints 
of how a problem is presented “until 
only one course of action is pre-
scribed: the one which ‘should be’ 
actually embarked upon in the real” 
(Humphrey & Jones, 2006, p.3). This 
real becomes the conditional state 
required for further understanding 
and behavior.
Additional details in Appendix 1
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3.3
This sub-model outlines the second 
part of the decision-making process 
proposed by Humphreys and Jones 
(2006). It describes the multiple 
levels and the recurring cycles of 
decision-making processes by 
users when engaged with websites. 
Eventually the accumulated levels 
of decision-making, with each level 
experiencing a cycle described 
in The Circular Logic of Choice 
model, leads to a Point of Action 
Prescription that creates the user’s 
“reality.” The cumulation of choices 
and actions leads to a state based 
on the consequences of their ac-
tions.
The levels demonstrate the narrow-
ing of the cycling and parameters 
required for each specific decision. 
Seen from the reverse, from how 
the Point of Action Prescription has 
been created can be deconstruct-
ed and mapped for each decision’s 
context.
In this sense, all the decisions that 
a user makes, which leads to con-
sequences affected by first- and 
third-parties on the Internet, com-
pose their “improved” state  
of reality.
Additional details in Appendix 1
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3.4
This sub-model demonstrates the 
process of converting user action 
to both first-party and third-party 
cookies. Processes here are dis-
tinguished by Internet and internal, 
computer processes. It builds off of 
concepts introduced in the Cookie 
Technology sub-model to locate the 
involvement of third-parties and the 
insertion of third-party cookies in 
the web page retrieval process.
It concludes the model’s description 
of the cookie technology, how they 
are generated, and how they are 
provided to users.
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Section 4: Commodification 
Processes
The included commodification processes that 
turn user data generated from cookies into 
valuable information for use by third-parties.
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4.1
This sub-model introduces the 
viewer to Marx’s Superstructure-
Base theory in a model form, where 
the Base (relations of production 
and means of production) shapes 
the Superstructure (everything not 
directly connected to production). 
The Superstructure (Ideology) is 
represented by the content of 
the Internet, whereas the Base 
(Economy) is represented by the us-
ers, user-agents (browsers), legisla-
tive and standardization bodies who 
are supported by others (students, 
workers, institutions, etc.) and who 
use Internet technologies (TCIP/
Model, protocols and services, etc.).
This sub-model links the content 
and social factors of the Internet 
(and the creation and processes of 
cookies) to how the system is main-
tained by the relations of production 
and the means of production.
Additional details in Appendix 1
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4.2
This sub-model adapts Marx’s theo-
ry of the “commodity” as a process, 
with concepts linked to how value 
is created by user actions. Here the 
parts that form the commodity value 
(socially necessary labour time, ex-
change, and money commodity) and 
the processes involved (creating 
use and exchange value, concrete 
labour and abstract labour, and rela-
tive and equivalent exchange values) 
are equated for the cookie creation 
and transaction processes. 
Additional details in Appendix 1
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4.3
This sub-model generalizes tac-
tics for websites that fall under the 
GDPR often give users the option 
to accept all cookies, sending them 
directly to the website, or allowing 
them to manage their own data 
preferences. 
Note that these generalizations 
have been made when comparing 
multiple sites and use generalized 
terms that may have variations 
across sites (i.e., cookie categories). 
Additional details in Appendix 1
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Third-party (Tracking Cookies)
The procedure in which third-party 
tracking cookies are embedded on 
a web page and downloaded onto 
a user’s computer through their 
browser. It subsequently describes 
how the user’s behavior across ses-
sions and sites/pages are tracked 
and logged during the cookie’s lifes-
pan. A typical product of user track-
ing are personalized advertising 
messages that appear in banners 
managed by ad tech vendors.
Re-Identification
The process by which a user’s data 
(history, preferences, actions, etc.) 
are combined from multiple sources 
to identify them, which can include 
location, preferences, languages, 
and form data. This practice avoids 
violating the GDPR measures by 
avoiding details that directly identify 
the user (i.e, name).
195
4.4
This sub-model outlines specific 
strategies undertaken by third-party 
ad tech vendors and web develop-
ers to track user behavior within and 
across websites for the purposes of 
pushing advertisements to users. It 
includes how previous behavior by 
users serve as content for advertis-
ing in website ad banners, re-identi-
fication procedures for establishing 
a probabilistic user identity, and 
shared identifiers (IDs).
Shared Identifiers (IDs)
The third-party service of creating 
a user token that uses first-party 
cookies given by participating web-
sites. Vendors and websites work 
with services to track user behavior 
using token identifiers, which are 
then used more effectively to pro-
mote advertisements and content 
presumed to be relevant to the user. 
This is also known as ID Synching 
and is more effective than match-
ing numerous third-party (tracking) 
across sites.
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4.5
This sub-model delineates the 
web-usage data mining process 
used to aggregate data cookie data 
and make inferences based on the 
patterns discerned. Web-usage 
data mining concerns data about 
a website’s history of interactions, 
such users’ dates and times of 
access, paths taken (e.g., files or 
directories), referrers’ address, and 
other attributes that can be included 
in a web access log. The objective 
is to clean and organize data into 
a comprehensible form that allows 
analysts (advertisers, site owners, 
developers, etc.) to discern patterns 
and make decisions based on the 
provided information.
The majority of these stages have 
been adapted from an outline creat-
ed by Rodda and Gullipalli (2014).
Additional details in Appendix 1
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Section 5: Cookie and Data 
Protection
The protective measures that can help mitigate 
the generation of unwanted cookies and the 
misuse of user data in the EU.
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5.1
This sub-model generalizes the role 
of the web browser (user-agent) 
when managing user interactions, 
communication, and cookies.
It begins by describing the data 
inputs and outputs that are gener-
ated by the user’s interactions. This 
includes establishing connections 
between the client and the server, 
sending and receiving HTTP data 
packets, and managing cookies (al-
lowing, blocking, managing, remov-
ing, matching, etc.)
The browser acts as the “agent” 
of the user, increasingly restricting 
how third-parties function through 
controls. The degree to which the 
user is able to set these controls is 
dependent on the type of brows-
er platform (e.g., Chrome, Firefox, 
Safari, Internet Explorer).
Browser data responsibilities are 
outlined here only as they remain 
relevant to cookie’s and a user’s 
history of actions and interactions. 
It does not include account infor-
mation (e.g., Google account and 
Chrome).
User controls include selecting 
browser-wide controls, such as 
sending an automatic Do Not Track 
request that prevents tracking and 
data collection across sites and 
sessions, and site-specific, “live” 
management of cookies that are set 
by given sites visited in the browser.
The controls and their placement 
in the browser have been modelled 
after Google Chrome, since it is cur-
rently the most used browser on the 
market. Many of these controls exist 
in a similar fashion in other browser 
platforms.
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5.2
This sub-model describes how a 
cross-site scripting attack (XSS) is 
performed using cookies. 
A user visits a malicious website and 
receives a cookie that contains a 
script payload targeting a different 
website. The malicious cookie is dis-
guised to look like it originated from 
the targeted website. When the user 
visits the targeted site, the malicious 
cookie, including the script payload, 
is sent to the server hosting the tar-
geted site. The site then sends back 
sensitive and valuable information  
to the author of the malicious  
cookie (hacker).
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5.3
This sub-model describes how a 
cross-site request forgery attack 
(CSRF) is performed using cookies.
A user visits a legitimate site and 
receives a legitimate cookie. The 
user then visits a malicious site 
that instructs the user’s browser to 
perform some action targeting the 
legitimate site. The legitimate site 
receives the request along with the 
legitimate cookie and performs the 
action since it appears to be initiat-
ed by a legitimate user. The process 
shown here demonstrates this at-
tack performed on a user’s banking 
credentials.
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5.4
This sub-model outlines the sim-
plified measures required by or-
ganizations who collect user data 
under the GDPR. These organiza-
tions include all bodies that use the 
Internet to generate user data using 
cookies—more specifically, those 
sites whose users are located within 
the European Union (EU) and the 
European Economic Area (EEA) (not 
including the United Kingdom). 
It includes how user consent must 
be achieved, restrictions on adver-
tising, and how data is protected 
and shared. 
Also included are the legal require-
ments for recording data (trans-
parency) and general penalties for 
non-compliance (case-by-case 
basis).
These measures are of relevance 
to cookies in that they restrict how 
data is collected and processed 
using cookies (web-usage mining). 
It also provides context as to how 
tactics for achieving user consent 
and profiling work within loopholes 
of the legislation.
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5.5
This sub-model concludes the mod-
el by bringing together a user’s data 
protection rights under the GDPR.  
In addition to these rights, the user 
is also subject to the protection 
generated by restrictions on organi-
zations under the GDPR. Central to 
this is an assurance of transparent 
practices by organizations in the 
collection, management, and trans-
fer of user data (Article 12, forces 
the creation and accessibility of a 
website’s privacy policy).
For the purposes of generating 
awareness, the sub-model provides 
viewers of the model a minimum 
level of expectation for data protec-
tion. While the GDPR has its faults, it 
successfully frames data protection 
and personal privacy as something 
inviolable. It serves as an exemplar 
for even users who reside outside its 
jurisdiction.
Designating something as a “right,” 
as something inalienable, intended 
for survival, and vulnerable to attack 
proves the value of the commodity 
(cookie) beyond website functions.
Additional details in Appendix 1
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5.3.3 Design Rationale
Process
The design process for the creation of the visual model for cookies 
employed an iterative approach, beginning with the first step: the 
establishment of performance criteria for the case study task. The 
criteria for determining the model’s effectiveness are based on the 
technical, economic, and social aspects of the system processes; 
i.e., developing, generating, and sharing cookies and their data. The 
second step in the design process was the identification of relevant 
conceptual variables; i.e., modelling and system frameworks and 
examples, to plan the modelling task. The third step was the identi-
fication of the design methodology. 
The fourth step was to establish the theoretical and domain-knowl-
edge foundations of the design. The fifth step was to identify the 
concepts and processes to be incorporated in the model, with 
an appropriate and practical level of specificity to avoid becom-
ing too focused on detail. This step served to validate the chosen 
concepts as well as organize and group key aspects of the system. 
Sources used to identify the model’s concepts and processes were 
cross-referenced to ensure reliability and accuracy their depiction. 
The sixth step involved the identification and analysis of rele-
vant existing models; e.g., Shannon’s Communication Theory, 
The Circular Logic of Choice model, TCP/IP (Transmission 
Control Protocol/Internet Protocol) and OSI (Open Systems 
Interconnection) models, and the testing of Initial designs. The 
seventh step, the most challenging to that point, was to connect 
cookie data-collection and application mechanisms. Step eight 
focused on determining the commodity value of a cookie through 
the application of economic models which describe the relation-
ships between ideology, production, and the division of wealth (i.e., 
Superstructure-Base model) and an analysis of the processing 
and transformation of data (i.e., user data mining) into serviceable 
knowledge . 
The decision-making process for selecting visual attributes, Step 
nine, relied on a mixture of the designer’s personal style, his expe-
rience in applying a visual logic system across many elements (e.g., 
typographic hierarchy), selecting micro- and macro-typographic 
preferences, and of the application of accessibility standards to the 
design of the model’s graphics (for viewing on a computer monitor). 
These considerations were continually tested for appropriateness 
(relevance) through an iterative process of analysis, evaluation and 
refinement and ongoing reference to the goals of the modelling 
process. Step ten was to create draft sub-models related to the 
various aspects of the cookie process.
Once the sub-models were completed, a high-level or compre-
hensive visualization (0.0 The Cookie Model) began to take shape. 
Its complexity revealed a system that is not rational or planned 
through the coordinated efforts of its actors (e.g., engineers, users, 
company employees). It was also apparent that the system is 
subject to environmental influences, in all aspects, and therefore 
it was determined to be a dynamic process, applying Kuhn’s (1974) 
concept of “acting systems,” in which patterns emerge when two or 
more system elements interact (components), signalling non-triv-
ial behaviours that are themselves open for further investigation 
(Forester, 1972). Despite having a dynamic nature, the system that 
generates cookies, as a vital part of the Internet architecture, must 
maintain a state of equilibrium between its components in order to 
achieve its purposes. 
System Boundaries
Establishing system boundaries proved at first difficult since the 
entire system is open and non-linear, with certain elements subject 
to feedback control (e.g., the process of creating a stateful Internet 
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session). Adding to the system’s complexity is that the existence 
of multiple system-structure types, as defined by Kuhn (1974), such 
as the “material” system of technologies related to the cookie 
process and the “abstract” systems related to user decision-mak-
ing processes. While these systems do not interact directly, they 
are mutually dependent. 
As a consequence of these system complexities, rather than repre-
sent system-structures as closed-systems, individual sub-models 
were created to represent individual system processes inde-
pendently, allowing the accommodation of key theories that are 
foundational to the model.
Granularity, Data and Artifact Dimension
To separate the system processes and actors in order to make the 
model cogent and coherent, decisions regarding the level of gran-
ularity and the types of data to collect were made on a “process-
by-process” basis. Examples of cookie-creation processes, pref-
erence settings on websites, and the use of browser-controls were 
analyzed and catalogued. On the basis of this catalogue and by 
combining theory and established conventions, generalizations, or 
“idealizations” (Dam et al., pp.17, 2013) regarding cookie processes 
were applied. Decisions regarding the nature and types of data, 
concepts and variables that inform the model’s components were 
also made in consideration of the broader audience (i.e., beyond 
intended users) who may not have extensive technical knowledge 
or experience. In addition, many of the phenomena represented in 
the model and sub-models are imperceptible in the real-world and 
are effectively unmeasurable and abstracted.
The variable levels and data types required that general concepts 
be sectioned thematically (e.g., Cookie Technology) and that 
more specific topics be grouped by sub-model (e.g., TCP/IP and 
OSI models). This provides a way to link related processes and 
creates multiple access points into the system. This part-to-whole 
sequencing is equally reliant on the holistic view provided by the 
Comprehensive Model. Here, the sub-models can be positioned 
within the larger system, at times in multiple locations.
As a result, the model and sub-models represent an “estimate” of 
how the system and sub-systems operate. This model’s effective-
ness is determined by considering the user’s level of understand-
ing, the extent to which he or she gains new perspectives (learning) 
and it’s potential to generate new research and new domain- 
knowledge.
Usability and the User Dimension
The model’s format, visualizations, and level of simplification 
were determined by considering its usability; i.e., the extent to 
which it can be employed to achieve specified goals with effec-
tiveness, efficiency, and satisfaction in a specified context of use. 
The sequencing of the sub-models serves to allow for more detail 
than is possible in a single or comprehensive view of the system. 
Each sub-model can be considered independently to facilitate 
user comprehension. The model’s design process addresses 
the responsibility of designers to act ethically and acknowledges 
the role of information design in applying visual design methods 
to socially relevant systems. Promoting an awareness of a tech-
nology that maintains covert, exploitive practices is an attempt 
to empower the model’s user and broader audiences. At the very 
least, users and other audiences are informed about the processes 
used for data- generation and valuation through the use of cookies 
and their consequences.
The intended audience for the visual model includes its users 
(those with a particular interest in technology, the Internet, commer-
cial online applications and privacy rights) and addressees; i.e., 
the examiners and academics who will engage with it in a holistic 
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manner. Other audiences, including members of the public who will 
have eventual access to the model, can engage with it in a modular 
fashion (examining sub-models) depending on individual interest 
and expertise. The design’s situational usability is determined by 
the context of its accessibility. Given the nature and complexity of 
its components and the audiences’ varied background knowledge, 
experience and interests, the model’s universal usability (based on 
the degree to which user diversity is accommodated), perceived 
usability (based on the users’ subjective experiences and conclu-
sions regarding the visual model’s effectiveness), and hedonic 
usability (based on the extent to which users find the experience of 
engaging with the visual model worthwhile, successful, and enjoy-
able) are limited.
Adapting Existing Models and Approaches
Existing models with relevance to the purpose and intended audi-
ence of the cookie model were referenced. For instance, the TCP/
IP model is a standard and commonly-used conceptualization of 
computer systems and processes used to explain technology-sup-
port layers of the Internet. As such, it has the benefit of reliability, 
validity and credibility. It can be easily applied when explaining 
particular technical processes used for Internet applications by 
focusing on particular parts. By adapting it for the cookie, the 
model’s viewers are exposed to established theories and their uses 
in the fields of computer and information sciences. It served as a 
way to link background technology to user-facing processes. The 
model’s concepts are further instilled by their recurrence in many of 
the sub-models and descriptions (i.e., HTTP). This reinforcing effect 
can eventually lead to viewer understanding and may instigate new 
behaviour or interest with regards to the use of the Internet.
Additionally, the visual models examined previously in this thesis 
presented useful considerations for creating the cookie model. 
Albatros’ natural system models demonstrated the effective power 
of rhetorical devices for effecting learning experiences, by includ-
ing design elements that are aesthetically “memorable,” regardless 
of ideological motivations. This inspired the use of less rigid and 
playful graphic treatments in the visual model, such as the illustra-
tive clouds that represent the Internet in sub-models 3.4, 5.2, and 
5.3. The Butterfly Effect model as metaphor demonstrated how 
seemingly unrelated components can affect each other indirectly, 
affirming the creation of the penultimate, non-linear total system 
shown in the Comprehensive model. The DeepDream tool high-
lighted the importance of a human’s “hand” when creating data 
visualizations, which when left solely to a computer’s logic, can 
lead to an irrelevant or overly inorganic representation of data. The 
extreme nature of DeepDream comes from the extent to which 
it reveals the uncanniness of machine-learning and automated 
measures used for managing data. This reasoning supported the 
decision to use only minimal automated intervention (i.e., Google 
Chrome, Adobe Illustrator, Adobe InDesign, Microsoft Word) when 
creating the model. It inspired a thoughtful mindset when working 
within the restrictions decried by Bridle and Berardi. 
Finally, the diagrammatic models reviewed earlier provided logic 
structures for deconstructing technology and how users perform 
actions, such as those that lead to affirmed consent of a website’s 
data practices. Principles of the Unified Modelling Language (UML), 
the industry-standard visual language used in mapping processes 
in the creation of software and computer systems, were used in 
the creation of the cookie model when translating objects, classi-
fications, and process flows into representations. The Hierarchical 
Task Analysis (HTA) framework provided a means for understand-
ing human-computer interaction, bridging the processes linking 
technology to human behaviour that result in cookie generation. 
Specifically, it was used for structuring the tasks that lead a user to 
decide whether or not to consent to data-collection by websites 
through cookies (sub-model 3.2) and for exploring browser controls 
for cookies (sub-model 5.1).
215 216
5 C
as
e D
es
cr
ipt
ion
 an
d P
ro
po
se
d V
isu
al 
Mo
de
l
5 C
as
e D
es
cr
ipt
ion
 an
d P
ro
po
se
d V
isu
al 
Mo
de
l
Aesthetic Attributes
Colour
Colour is used to activate a dynamic reading experience using 
compositional tension (yellow vs. red vs. blue vs. white) and asso-
ciations across the sub-models (e.g., levels of information). The 
application of colour to text has a more profound effect than when it 
is applied to other visual elements in a model:
 □ yellow is used for text employed in instructional and proce-
dural descriptions and headings within sub-models (including 
such elements as stages, events, or “high-level” categories). 
They differentiate between models within sub-models (e.g., 
User Consent Tasks for Cookie Issuing and The Circular Logic 
of Choice in sub-model 3.2);
 □ blue is used for mid-level titling (e.g., commodity elements in 
sub-model 4.2);
 □ red is used for either meta-level information (e.g., sub-model 
titles at the bottom) or the lowest level of information texts 
(e.g., elements within communication theory in sub- 
model 2.3); and
 □ white is typically used for text that describe concepts or 
elements (e.g., cookie-type descriptions in sub-model 1.3) 
or to provide an additional level of information when the 
other colours have been used (e.g., legend and side note in 
sub-model 5).
Colour for lines and box strokes (outlines) is used to provide 
contrast for text within boxes or to separate concepts. This is to 
improve readability and to distinguish elements (e.g., cookie control 
settings in sub-model 5.1). Text bounded by boxes represents active 
elements (e.g., performed actions by users or dynamic concepts), 
while unbounded text describes a passive concept, element, or 
a meta-level of information (e.g., model titles within sub-models, 
cookie categories in sub-model 1.3).
Colour used in other visual elements follows the same rules 
of contrast and similarity (distinguishing elements or relating 
elements) employed in the lines and strokes. One exception is the 
use of white for lines which denote either physical or conceptual 
connections between elements. 
Typography
The typefaces used in the model are GT Alpina by Grilli Type 
Foundry and Pitch by Klim Type Foundry. The Alpina Extended 
Medium font is used for sub-model title and number and for 
specific elements within processes (e.g., Server, Repository and 
TCP/IP Suite in sub-model 2.4). The Alpina Condensed Regular 
Italic font is used for descriptive labelling or categorical level infor-
mation (e.g., categories of organizational restrictions in sub-model 
5.4). The Alpina Condensed Regular font is used for all other 
descriptions, categories, and titles. And the Pitch Regular font is 
used for attribute text.
Text size in labelling serves to distinguish among the elements or 
components, according to the following descending hierarchy:
 □ Sub-model title (e.g., GDPR: User Rights)
 □ Category or sub-model part (e.g., Security Risks, 
User Consent Tasks for Cookies)
 □ Sub-model number (e.g., 3.2)
 □ Processes, descriptions, and components  
(e.g., Manage specific website cookies, Concrete Labour)
 □ Optional steps or settings (e.g., Leaves website)
 □ Illustration, description, legend, or description  
(e.g., Server, Repository)
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Other Visual Attributes
Arrows and lines show connections between components. Arrows 
denote a directional flow. Dashed lines with arrows are used to 
show return flows/direction (e.g., HTTP responses), or indirect 
relationship between elements when arrows are absent. Rounded 
boxes are used primarily to bound text, while polygonal and 
rounded boxes are used to define another class of concept against 
rounded boxes (e.g., sub-model 3.1). 
The cookie symbol (e.g., first- and third-party models defined in 
sub-model 2.3) is a representation that is adapted and repeated 
throughout the sub-models. While it is an arbitrary construct, with 
no real connection to a natural object, when rotating it the rounded 
points imply motion and velocity while travelling through process 
flows, such as in sub-model 3.4. Here, the transfer of cookie data 
over networks is regulated by connection speeds; i.e., the capacity 
of the hardware that allows computer access to the Internet. The 
colour ascribed to each cookie symbol in the model denotes its 
status; i.e., blue symbols are first-party cookies, yellow symbols 
are third-party cookies, and red symbols are malicious cookies 
sent either by hackers or compromised websites (e.g., sub-models 
5.2 and 5.3). Illustrative elements are used when describing more 
dynamic processes and normally represent components with a 
physical presence (e.g., servers and computers in sub-model 2.3).
Rhetoric and Representation
The rhetorical methods, as referred to in section 3.2, are primar-
ily visual (e.g., cookie symbol as sign), but also exist in the text 
descriptions of phenomena within and outside of the sub-models. 
Element and component (interacting element) descriptions are 
generalized (i.e., inferred from research data), use plain (i.e., in the 
common vernacular of western societies) yet precise language, are 
intended to appeal to a wide range of audiences and apply to a vari-
ety of contexts. Domain-specific terminology is used for denoting 
particular concepts but explanations are included.
The visual style applied acknowledges that the audiences’ viewing 
experiences will mostly be via computer screens (as opposed to 
print) and reflect the designer’s preferences. The model’s visual 
style is intended to be inviting and engaging to the viewer while 
ensuring candor in the critical messages conveyed. The variation  
of visual approaches in terms of diagrammatic or illustrative 
elements is intended to provide an engaging viewing and learning 
experience. 
As a representation of an imperceptible phenomenon, the cookie 
model includes visual rhetoric that adheres to the representa-
tional theory of W.J.T. Mitchell (1990) through conscious awareness 
of the designer’s role in the signifier/signified relationship. The 
communication function (education) of the model is intentional and 
supported by an internal philosophy that acknowledges the indexi-
cal relationships between causes (e.g., creation of value for organi-
zations) and implied effects (e.g., disenfranchisement, omission of 
user awareness, eventual wealth disparity).
Visual Logic
Readability and legibility55 are key considerations for the visual logic 
of the model and sub-models. Conventions of readability, such as 
line length, spacing between text lines (leading), left-to-right read-
ing habits, clear differentiation between text labels and descriptions 
through varied sizes and hanging indents for numbering and bullets 
are employed to demarcate the differences in each section’s status 
(e.g., point and sub-point). When attempting to follow Western 
conventions of reading left to right and from top down, a challenge 
55 Readability refers to “the ease with which a text may be scanned or read” (“readability,” 
2020). Legibility refers to “the quality of being legible or  being clear enough to read” (“read-
ability,”2020). A text is readable when readers do not experience reading fatigue and can 
easily access content. Ensuring that a text is legible means that readers can actually discern 
words (not obscured or altered beyond recognition).
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arose in visualizing systems that include feedback mechanisms, 
where multiple flows and sequences are emitted and return to the 
same point (e.g., sub-model 5.2). These challenges were mitigated 
by using navigational means, such as number labels and appropri-
ate distancing from other visual elements. 
Ensuring the readability of “floating” visual elements (e.g., text 
boxes) created further challenges of visual tension. Some 
sub-model elements should be interpreted as being grouped 
together (while some unrelated elements are included in the same 
space (crowding), risking misinterpretation. In these latter cases, 
colour and text descriptions provide a strategy to differentiate unre-
lated elements that are too close.
Titles were given closer spacing than text, since a text used 
for description can contain multiple concepts, whereas a title 
represents a singular concept. Related elements are further delin-
eated by including them in the same sub-model, which can result in 
complex interplays between visualizations (e.g., consent tactics and 
consent request placement in sub-model 4.3).
The choices of visual elements and text labelling and descriptions 
depend on the level of abstraction and number of the elements or 
concepts within a given sub-model. The interdependency between 
these forms of visual communication preclude the representation 
of all concept types using a common format. This refers back to 
Bateman’s notion of information design’s strength in using “multi-
modal” (Bateman, 2017) resources(such as visual, verbal and picto-
rial means) for imparting knowledge or messaging.
In addition to the aforementioned reading conventions, other visual 
features; such as arrows, points, bullets and numbering and text 
sizing, are used to set the direction for viewing. They are also used 
to signal causational or linear relationships. The absence of differ-
entiation in element size, shape, rotation, and symbol-type also 
implies meaning; as in the case of ubiquitous concepts (e.g., the 
Internet represented as a “cloud”) or equal-status classifications 
(e.g., repeated visual attributes for concepts in sub-model 3.1). 
Dynamic tension between visual elements and complex descriptive 
texts requires the viewer to spend more time interpreting/engaging 
with the representations to discern meaning. The visual elements 
and descriptive elements selected were tested with both designers 
and non-designers to gauge their effectiveness in showing ecolog-
ical relationships within the model in relation to the model design-
er’s intentions. 
Finally, the layering (in hierarchical order) of the cookie model’s 
elements and components creates a complex viewing experience, 
but one that is directed and consistent with the model’s visual logic.
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Evaluation
GAUMLESS 6.1 The Model’s Effectiveness  
and Value 
As has been mentioned in the cited frameworks, the modelling task 
should take a pre-emptive approach to evaluating its effectiveness 
based on pre-determined and stated goals that are the basis of 
decision-making and benchmarks for successful outcomes. The 
stated goals for the case study (section 4.2.1) are those related to its 
modelling task; i.e., representing all processes and actors involved 
with cookie generation, use and dissemination as a unified system 
in a visual model, as well as creating multiple linked and varied 
“statements” (sub-models) that explain the technological compo-
nents and processes involved; summarize a review of the cookie’s 
history; demonstrate how the cookie’s value (or actually that of the 
data contained) is developed and determined; and measure the 
model’s potential to raise awareness of related issues. 
According to Birta and Arbez (2013) (re: section 4.2.1), a model’s 
effectiveness can also be determined through its performance 
criteria (i.e., what the model needs to do), its behaviour rules and 
adherence to domain/discipline standards for representation (i.e., 
how the model needs to function), and the decisions regarding 
which data to include (input data) (i.e., what the model needs to 
function). These dimensions constitute a speculative approach to 
assessing how the goals of the modelling task have been met.
6.1.1 Performance Criteria (what the model 
needs to do)
The primary goal of the modelling task is to represent the 
processes involved in the generation, use and exchange of cookies 
in a holistic system. A major performance criterion for this goal is 
the accuracy and comprehensiveness of the information (concepts 
and processes) included in support of the model’s purpose and 
goals. Due to the fact that the model’s concepts and processes 
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are selected from disparate fields of study, citing multiple sources 
supports its validity. There is, however, a caveat related to this claim; 
i.e., that there is a risk that the user and addressees may misinter-
pret or fail to understand the model’s information and that there are 
likely sources and other fields of study that have been overlooked 
and would potentially have enhanced the model’s effectiveness. 
Further, it is assumed that the information included in the model 
presents a reasonably accurate and comprehensive representation 
of the system under study. Acknowledging the designer’s assump-
tions about the model’s capacity (accuracy and comprehensive-
ness) simultaneously holds the him or her accountable for errors 
and oversights, and vindication for any deficiencies in information 
resulting from the need to ensure progress in and completion of 
the modelling project (Birta & Arbez, 2013).
Thaleim (2011) proposes that the subjective nature of the model-
ling process actually adds value to it, reflecting the designer’s 
expertise in information design and a grasp of domain-knowledge 
from related disciplines including, in the case of the cookie model, 
modelling practices used in several domains, information and visual 
communication design conventions and standards in computer 
science. The concepts and processes in the system represented 
also reflect what has been perceived, discovered, and learned by 
the designer through the process of creating the model. For the 
cookie model, this subjectivity is also based on the discovery and 
identification of non-trivial behaviour among model elements  
and components that were not apparent at the outset of the model-
ling task. 
Moreover, models are intended to be developed and exist as 
artifacts for promoting discourse among a range of audiences. 
The collaboration of designers, domain experts and a sample of 
prospective audiences during the modelling process has contrib-
uted to its accuracy and comprehensiveness in light of ongoing 
system changes, giving the model relevancy. According to Dam 
et. al (2013), a requirement of a system is that it exists long enough 
to be observed and to experience a form of life-cycle; the “cook-
ie-system” certainly reflects these characteristics. Thalheim (2011) 
proposes that, in order for a model to have enduring value, its use 
or application must experience cycles of refinement that produce 
new iterations. The model is justified when no other model equiv-
alent exists with the same form and function and it continues to 
serve its intended purpose or goal. Whether the cookie model 
spawns further research resulting in future refinements and itera-
tions, and the extent it will continue to fulfill its intended purpose 
and goals, remains to be seen. From a design perspective, the 
visual model has to achieve a certain level of usability in order to 
engage its intended audience. Choices of colour, typography, and 
other graphic attributes are of particular concern when design-
ing for a group as they are inherently subjective and their effect 
speculative. Whereas the intended audience for the cookie model 
includes information designers, technology-industry experts and 
stakeholders, and current Internet users (who have encountered 
cookies); potential audiences include those familiar with or involved 
in the cookie-system (e.g., programmers, ad tech vendors). The 
cookie model is also intended to promote an awareness of the 
included cookie concepts, processes and implications (sub-goal 
5) for those users who are currently uninformed of their existence. 
Since the cookie model’s potential audience is largely undefined, 
features that ensure accessibility (e.g., legibility, readability) and an 
education function (e.g., sequencing, micro- and marco-views) are 
included to ensure maximum usability. 
Audience response to the cookie model is also dependent on 
contextual factors. As the focus of a Master’s thesis, the model has 
been primarily developed for an academic audience (primarily situ-
ated in the information design discipline) which anticipates a review 
of and engagement with its entirety. Many of the terms (related 
to concepts and processes) used in the cookie model have been 
defined, with design’s domain-knowledge in mind, suitable for an 
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academic audience. To assist audience members in their learning 
and in consideration of the sheer volume of information contained 
in the model and inherent complexities, the model includes a 
number of “sub-models,” each focused on distinct but interre-
lated processes related to the cookie-system. Furthermore, the 
evaluation of the model’s performance is also subject its intended 
usability. Universal usability was a desired outcome for the cookie 
model, with consideration to the subjectivity of user experiences 
(perceived usability) and their satisfaction with the experience 
(hedonic usability) addressed through the use of various visual 
communication strategies and tools. Despite these efforts, user 
subjectivity--based on prior knowledge, experience, interest and 
motivation—will mean that the model design’s rhetoric, logic and 
style will inevitably fair to engage some audiences. Jeanne-Louise 
Moys (Black et al., 2017, p.214) has defined a number of rhetorical 
standards for typographic (visual) representation that have been 
addressed in the case study model, they include:
Accessibility the degree to which the content can 
be read and understood by users
Content the level of the information’s 
complexity, readability, and legibility
Credibility the objectivity and authorship of 
content; i.e., its reputability
Engagement the extent to which users can 
engage with the information 
presented
Intention the commercial, factual, journalistic, 
or professional applications of the 
content
Style the congruity with conventions and 
vernacular used in related disciplines
Value the innate and perceived extent to 
which the representation is factual, 
vital, informative, interesting, and 
useful
While the cookie model’s design-decisions have been asserted in 
the case study rationale (section 5.3.3), the designer’s decisions 
regarding the model’s rhetoric may be subject to criticism when 
held against environmental or contextual considerations, user 
and audience characteristics and dissemination plans; however, it 
would be very difficult if not impossible to accommodate all possi-
ble scenarios. The designer’s awareness of these constraints and 
efforts to mitigate them have, hopefully, achieved a reasonable 
compromise among competing needs and contexts.
6.1.2 Behaviour Rules (how the model needs  
to function)
Behaviour rules refer to the logical tendencies of a model or 
system, i.e., how it functions and represents a reality bounded by 
its internal logic and reflected in its statements. In the case of the 
cookie model, attention was given to the behaviour rules of the 
model and the system under study. The internal logic of the model 
is considerate of a wide audience since there are no expectations 
of prior technical knowledge. The extent to which the cookie model 
reflects these two dimensions of behaviour would be determined 
by the feedback provided by its users and audiences; particularly in 
regards to the accuracy of the information contained and the extent 
to which it informs, inspires and perhaps generates a change in the 
user’s decisions or actions. The model’s behaviour is impacted by 
the designer’s visual choices; process of interpretation and simpli-
fication; decisions regarding its internal logic; and intentions for the 
model’s impact. 
The representation offered by the Comprehensive Model and 
its sub-models provides multiple entries for user access. The 
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Comprehensive Model may challenge the user at first glance, 
given the intricacies of the data and processes depicted, but that 
is unavoidable since the designer’s intention is to represent the 
cookie system in its entirety. There is an expectation that users 
will revisit the Comprehensive Model once they achieve a better 
understanding of the model’s components and processes, and 
have reviewed and analyzed its sub-models. The model’s design, 
content and internal logic were intentionally developed to ensure a 
feasible balance between simplification and accuracy and compre-
hensiveness in the representation of the cookie system.
The success of these logical considerations for the model’s 
behaviour is determined by its reception from its intended audi-
ence. Users with knowledge and experience with the concepts and 
theories presented will have a better sense of the model’s effec-
tiveness. The level of “raised awareness” for users unfamiliar with 
the concepts and processes presented will be based on their ability 
and willingness to become informed and to apply that newfound 
knowledge to future engagements with the internet. Future model 
refinements to better achieve the study’s purposes and goals 
will be informed by user feedback and may include changes to 
the manner (e.g., sequencing logic, visual logic and description 
language) information is presented and organized as well as the 
model’s aesthetic attributes. 
6.1.3 Input Criteria (what the model needs  
to include)
The Model’s Level of Granularity and Resolution
There was no consistent level of granularity possible in the model’s 
concepts and processes, given the complexities of the concepts 
and processes represented.  This informed decisions regard-
ing categorization and sequencing in regards to the information 
provided within a sub-model and separate, supporting descrip-
tions.  The modeling process included ongoing consideration of 
the nature and purposes of the transfer of knowledge between the 
designer and the viewer.  Consequently, the model provides multi-
ple access points for users. Essentially, the information and types of 
data that were deemed to be important for “making the argument” 
of the case study were “bounded” by the goal and sub-goals for the 
modelling task and the pre-determined performance criteria and 
behavioural rules. 
Collection and Presentation of Theory
The process used for the collection and identification of relevant 
data took a recursive approach; i.e., gathering initial information, 
looking for patterns, creating iterations and then going back to 
gather more data as was deemed necessary to ensure accuracy 
and to remain within the set boundaries. The thesis’ foundational 
theories provided a filter or reasoning for determining what to 
include and what to leave out. This cyclical process incorporated 
the design process stages reflected in Wilkinson’s (2005) notion 
of data access (re: section 4.2.1). The process of “drilling-down” 
into the theories that informed the model design (e.g., The Circular 
Logic of Choice, Marx’s Superstructure-Base theory) occurre`d 
primarily at the initial stages of research. A process of “drill-
ing-up” followed, once an understanding and synthesis of various 
domain-knowledges and technical aspects of the cookie system 
were reached. The final step was a “drilling-through” process, 
massaging the information collected in order to find recurring 
details, to establish the internal logic of the Comprehensive 
Model. The recurrence of concepts justified their inclusion in 
the model and placed them in relation to one another in the final 
Comprehensive Model.
Collection and Presentation of Data
A strategy to mitigate the risk inherent in the designer’s assump-
tions about the model’s capacity, effectiveness and usability, was to 
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avoid getting too technical or esoteric in representing the various 
aspects of the cookie system. This proved to be quite challenging 
in attempting to achieve a reasonable balance between simplifica-
tion (and usability) and accuracy and comprehensiveness.
Decisions regarding the level of data (re: concepts and processes) 
granularity in the model presented a challenge in considering the 
model’s purposes and goals. Too much novel information with-
out simplification and prioritization could lead to users’ viewing 
fatigue, diminishing interest, waning motivation and utter confu-
sion. Ironically, these are the same risks facing Internet users 
when considering  website policies related to cookies (to inform 
decisions for consent to allow cookies) and when users reference 
related legislation and regulations.
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6.2 The Model’s Purpose  
(Justification)
The thesis, case study and cookie model are only as effective 
in attaining their purposes and goals as the level of audience 
engagement. When representing non-empirical or socially involved 
systems, engagement on the scale of an individual user is best 
achieved through hermeneutic reasoning (interpretation of mean-
ing) rather than computation (problem-solving through the appli-
cation of data and formulae). The abductive reasoning process 
taken in the case study, the process of making inferences through 
a distillation of observations and ideas, provides valuable insights 
for understanding the complexities inherent in the relationships 
between concepts and processes represented in the cookie 
model. Whereas “addressees” would likely be able to apply such 
reasoning to the cookie model, the same cannot be said about 
other audiences. As a consequence, the cookie model is presented 
with the intent to engage as many audiences as possible. 
The model design is effectively an embodiment of a system of 
concept and processes (cookie system) and the modelling process 
can be interpreted as the activity of schematizing knowledge. The 
inherent value lies in its application for decision-solving (i.e., alert-
ing Internet users and other interested parties of the risks to privacy 
rights and from the surreptitious exploitation of user-behaviours) 
and the benefit accrued to its audiences’ welfare. As Gillieson and 
Garneau have pointed out, the presentation of this process can 
also serve as a visual schema of the knowledge it produced (i.e., the 
thesis document).
There are implications to the ends and the means of the 
[graphic design] process being one and the same; graph-
ic design schematizations are standardized and universal 
in a way that is not possible in the formative spatialization 
techniques used in other design disciplines. The process is 
a generative activity that imbues knowledge to the original 
“raw data” through the complex operation and bringing it into 
visual form, so that schematizing that is the end result at once 
realizes and augments the content. (Gillieson & Garneau,  
2018, p.143)
The “complex operation” of the modelling and design task involved 
many decisions, simplifications, abstractions, and visual forms 
which have produced themselves a large amount of content. 
Schematizing this process enhances the design rationale and 
provides a way to exorcise its own “truth-value” (Drucker,  
2004, p.434).
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7 Conclusion and 
Research Outlook
GAUMLESS Introductory Restatement 
Information design has a considerable opportunity to develop its 
relevancy as an adaptive discipline. This is illustrated by the fact 
that it is positioned between visual communication design and 
information technology, while simultaneously being interdisci-
plinary in its practice. As a consequence, it borrows and learns 
from the knowledge domains in which it works. It benefits from 
access to multiple “expressive resources” (Bateman, 2017, p.221) 
that can respond to the context of the problem space and needs 
of intended audiences. It has the ability to create meaningful and 
effective communication experiences through interpretive meth-
ods. And it has a recurrent presence in developing social needs, 
which characterizes its strong ethical dimension. The purpose of 
this thesis was to express these propositions in the development 
and application of design knowledge, modelling practices, and 
philosophical stances.
This objective was pursued by answering sequential research 
questions that led from a consolidation of theory to an applied 
case study. The aim of the first research goal was to explore what 
how modelling, visual modelling, and systems theory could be 
compared and brought together. This was addressed by presenting 
modelling frameworks and strategies, most notably by Thalheim 
(2011) and Birta and Arbez (2013), that generalized modelling char-
acteristics, adaptive measures for contextual conditions, goal 
definition, and best practices for pre-empting model effectiveness. 
This research phase also included an examination of how define 
systems for applied exploration. This led to tenets from the estab-
lished fields of cybernetics, systems theory, and social system 
theory.
Once a knowledge base was formed, it was then possible to 
compare the practices of visual modelling and information design 
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under the second research question. The inclusion of design theory, 
specifically usability, representation, and rhetoric, established a 
basis of design that could be brought to visual modelling tasks. A 
personal take on design process also provided a contrast to model-
ling frameworks. The introduction of design theory to modelling was 
made possible not only because of their existing presence in visual 
modelling applications (albeit in different prescriptions, terminology, 
and conventions), but also due to the interdisciplinary and goal-ori-
entated nature of information design practice. Additionally, critical 
theory helped to bridge epistemological considerations between 
the two realms and supported its goal of generating awareness and 
aiding decisions of intended users and audiences.
Finally, under the third research question, the knowledge and 
strategies amassed from earlier stages founded a viable approach 
to designing the visual model in the case study. Marxist theory and 
criticisms of exploitive technologies provided a justification for 
the modelling task and an additional dimension beyond technical 
processes. These theories were necessary to understand the moti-
vation for and valuation of the development of the technology which 
leads to practices of user exploitation. Through modelling and 
design theory, the Internet cookie model’s outcome was justified 
through its pre-emptive evaluative measures, criteria for perfor-
mance, implied associative logic to the systems represented, and 
the means in which data was collected and simplified. The case 
study model as a viable estimate the systems it represents and the 
total inclusion of all supporting documentation, lead to the attain-
ment of the goal and sub-goals set out for the model.
Consolidation of Research Space 
Using qualitative methods for research prove more difficult in 
justifying research findings than qualitative methods. This is 
complicated further in design since many projects can have test-
able outcomes and have the opportunity for user involvement. 
The methodology for the thesis research borrowed practices from 
grounded theory (GT) analysis for comparing and combining theory 
and the efforts of this process were subsequently applied in the 
case study. Its successful application of theory was evaluated 
based on its objectives and according to the frameworks employed 
to perform the modelling task. Through this process, several 
discoveries were made that supported a potential solution to the 
research goal.
An important discovery in applying this hybrid method was that 
setting goals and criteria success before undertaking a research 
or modelling task provides a justification for effectiveness. These 
method of evaluation is also reliant on examination by intended 
audiences. Relevant audiences that can help improve the thesis 
work include those knowledgeable about the technical aspects of 
cookie technology, theorists involved in philosophy, economics, 
modelling, and design, and perhaps even advertisers. In acknowl-
edging the subjective nature of the model, its claims for accurate 
representation of phenomena become estimations. The required 
characteristic of a model is that endures refinement and adapts to 
changes in the phenomena of which it represents.
It was also found that modelling and visual modelling are a general 
practices found in many different fields, disciplines, and realms of 
knowledge and practice. This justifies the application of information 
design to consolidate these practices since its goal of present-
ing information visually for the purposes of taking informed action 
(Mollerup, 2015). This tendency is found in many visual modelling 
practices, which can have varied outcomes such as Albatros’ 
science models, the Butterfly Effect model, and the DeepDream 
tool. Informed action here does not necessarily imply an immediate 
call to action but can also include future actions with new consider-
ations or viewpoints. Information design practices can enhance any 
of these situations through its multimodal nature and support of 
cognitive processes.
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Research Limitations and Problems 
A limitation of the research and modelling task was in the amount 
of information and realms of knowledge possible for exploration. 
Though many general recommendations for setting boundaries for 
a system under study were reviewed, an open system that involves 
technological, social, epistemological, and economic influences 
is obviously limitless. This vastness that includes both real and 
abstract systems is what Bridle referred to as the “hyper-object” 
(Bridle, 2018, p.52). A hyper-object cannot be seen in its entirety but 
its presence can be known.
An additional limit was in knowing whether or not the included infor-
mation and the means in which it is represented actually to leads to 
new knowledge in audiences. This addresses an issue that arises 
when providing full informational transparency of a given problem 
and the means by which it is presented. As Bridle has pointed out, 
this is also endemic of the complex nature of technology and our 
blind dependency on it, 
“Our vision is increasingly universal, but our agency is ever 
more reduced. We know more and more about the world, 
while being less and less able to do anything about it. The 
resulting sense of helplessness, rather than giving us pause 
to reconsider our assumptions, seems to be driving us deep-
er into paranoia and social disintegration: more surveillance, 
more distrust, an ever-greater insistence on the power of  
images and computation to rectify a situation that is pro-
duced by our unquestioning belief in their authority.”(Bridle, 
2018, p.126)
It can be challenging to find relevant patterns that signal problems 
when a system is vast. The role of the designer is one of interpreter 
and they are ultimately responsible for deciding what is relevant, 
making decisions and simplifications on behalf of intended audi-
ences. This requires an abductive leap that enables the designer 
to reason through ambiguity but also holds them to the bias of 
their assumptions. These assumptions can be wrong even when 
the theoretical and technical aspects are correct as the subjective 
nature of interpretation can never lead to an objective outcome. 
The measure of success of the thesis and case study model is in 
large part dependent on the model’s final sub-goal, to clarify and 
raise awareness of the processes for cookie generation and use. 
However, it is difficult to assess if what has been presented is not 
enough or too much and what “awareness” should be prioritized. As 
Bridle points out, an information overload can actually have a repel-
ling effect to users and push them further back into a status quo. 
Just because we can amass and aggregate information, doesn’t 
mean it is useful.
“The operation of surveillance, and our complicity in it, is one 
of the most fundamental characteristics of the new dark age, 
because it insists on a kind of blind vision: everything is illumi-
nated, but nothing is seen. We have become convinced that 
throwing light upon the subject is the same thing as thinking 
it, and thus having agency over it. But the light of computation 
just as easily renders us powerless—either through informa-
tion overload, or a false sense of security. It is a lie we have 
been sold by the seductive power of computational thinking.” 
(Bridle, 2018, p.125)
Furthermore, research (and modelling tasks) are intractably tied to 
their goals. These objectives may not lead the task to its desired 
effect if the purpose is irrelevant, misaligned, or misinterpreted. 
Contextual conditions, mediums of exchange and dissemination, 
and ultimately, the subjectivity of the receiver/user/viewer/audi-
ence are the ultimate arbiters of an outcome’s success. The work 
produced in the thesis will not appeal to everyone for the simple 
reason that not everyone thinks it is relevant or what is addressed 
is actually a “problem” to be solved. The issues raised in the thesis 
are of a subjective nature and no solution to adverse practices 
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have been presented. This is because the technological aspects 
are outside of the expertise and knowledge of the author, but he 
has also taken a neutral position as to whether or not the expected 
audience should change their behaviour.
Practical Implications and Recommendations 
Modelling and visual modelling theory provide a way to enhance 
information design practices and information design can equally 
influence practices of modelling. Additionally, the approaches to 
abstraction and creating boundaries for systems under study by 
Wiener, Kuhn, and von Bertanlanffy are helpful for designers when 
attempting modelling or design tasks, such as creating a way find-
ing system for an airport or designing a logic for a book layout. This 
way of systematizing thinking is already inherent in visual commu-
nication design practices and can be developed further by learning 
from these theories.
The success of the model is held in part to its final goal, to clarify 
and raise awareness of the processes for cookie development and 
use. As said, this intentionally removed the onerous of prescribing 
new behaviour in the audience with regards to engagement on the 
Internet. This suggests that awareness brings about a change in 
thought rather than a change in action. The thesis’ proposition is 
that information design and its practitioners should be limited in 
prescribing actions unless it is an obvious and reasonable situation 
that would improve the viewer’s well-being. While the generation of 
revenue, a disparity between control and freedom, and an erosion 
of identity have all been presented as negative side-effects of tech-
nology such as the Internet cookie, the author has stopped short in 
telling the intended audience how they should behave with regards 
to the issues. The morality of the project is what subjects have been 
included to justify it as a problem but the author takes no stance as 
to what people should do about it.
Recommendations
Bridle’s call for technological literacy, Berardi’s optimistic stance on 
the latent potency of the social-body, and Simon’s heralding of the 
neo-materialistic world are all relevant points to justify similar work 
to that of the thesis. While technology involves many “real” systems, 
it also is dependent on abstract systems that provide it meaning. 
It is obvious that it has both negative and positive side-effects on 
society. These can be seen as more important that the technol-
ogy systems since they are what leads to them being valued. It is 
recommended that similar endeavours for connecting social issues 
to technical issues are undertaken in the future. 
It is recommended that the thesis work be considered as a exam-
ple for approaching context and domain knowledges in information 
design tasks. It is also recommended that information design proj-
ects take on similar approaches to representing phenomenology. 
It is information’s ability to draw on expressive resources that sets 
it apart from other analytic and system theories found in computer 
and information science. The evocative power of meaningful visual 
attributes has been addressed also by Flusser,
“It is the concrete experience, the adventure, the information 
that the visualization communicates that is interesting. The 
explanation is abstract; it is the visualization that is concrete. 
This is exactly what is new in the emerging power to visualize, 
what is new about the consciousness that is dawning: scien-
tific discourse and technical progress are seen as essential 
but no longer interesting in themselves, and we seek adven-
ture elsewhere, in visual constructs.” (Flusser, 1985/2011, p.36)
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Future Research 
Visual modelling and modelling techniques can contribute to infor-
mation design practices by helping to work through information 
about a phenomena. As an antithesis to automation, careful prac-
tice of interpretation using these methods can reduce cognitive 
workload, while offering a more transparent representation of how 
the information has been simplified.
The research can also be as evidence that when information design 
is applied to domains of knowledge it leads to a reciprocal, mutual 
relationship with these domains—particularly when practices  
are akin.
Design/modelling has inherent limitations which must be acknowl-
edged and considered. All models are temporal and inherently 
limited representation and serve only to generate awareness and 
thought. They are useful in defining one aspect reality without 
authority or definitiveness. Their “explanations” or justifications 
serve to give credence on which the user can rely and use to scaf-
fold to new perspectives and research.
The next stage of development for the thesis work and case study 
model is to expose it beyond academic forums to a wider public. 
This would explore considerations of situational and contextual 
conditions, formats such as print, motion, and interactive elements; 
a more journalistic approach that would link the actual effects and 
the surrounding economy of generating and transferring user  
cookies.
The model and consolidate theory can be further developed to 
create its own framework methodology. Systems can be seen 
everywhere and systems-thinking is relevant to nearly all informa-
tion design tasks. What it provides to these situations is a way to 
see what is not involved, to exclude irrelevant “trivial” behaviour to 
better focus on what needs to be considered. And since systems 
are ubiquitous, humans already have a familiarity with the ways 
in which they work and this latency provides more avenues for 
research and study through testing. The approach taken by this 
thesis can be applied in other instances of models to better adapt 
modelling processes for information design.
Concluding Remarks
Since the theory directly applies to the author’s own practice and 
he has produced a design work during the study, it has been as 
much a learning experience of domain knowledges as a personal 
study. Additionally, it has also led to a more mindful way of thinking 
about Internet engagement in the author. The examination of issues 
and complex problems directed by the hypothesis, that users are 
in fact exploited by data collection practices, lead to a validation of 
the threat being addressed. This comes about as the author is also 
included in the intended audience. He is subject to the terms and 
conditions of the websites and is driven by the same motivations 
to act. There is no doubt that Internet access and interaction have 
benefits. Just as important as these benefits, however, is an under-
standing of its costs.
A design’s worth or “correctness” emerges from whether or not 
the outcome is appropriate to the task. The criterion of use of a 
design should be in how it affects daily life, not with an expecta-
tion of abstract exchange values. This valuation is essential as 
civilization becomes increasingly structured on consistency and 
control, and determinacy becomes a mechanism for living. We have 
become indivisible from the data we create and are denied the 
freedom to forget or be forgotten. In this atemporality reality, we are 
programmed to behave in an idealized way and have come to see 
ourselves structured as a system of attributes that are binary, have 
levels of performance, or can be assessed together to judge value. 
It is this effect to thinking that permits these exploitive practices as 
not all detrimental effects are included in the cost.
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Appendices
GAUMLESS Appendix 1: Additional Cookie Model 
Descriptions and Technical Details
2.1 Client-Server Model
The Client-Server model is a standard architecture concept that 
describes the partitioned tasks and workloads between the pro-
viders of a resource or service (servers) and service requesters 
(clients). A server host runs one or more server programs, which 
share their resources with clients. A client does not share any of its 
resources but requests content or service from a server.
A client or clients first initiate communication sessions with servers, 
which await incoming requests. Once a connection is established, 
further requests and responses are possible.
The client in the context of this model is the computer, its software, 
and the browser, but also the user that engages the server through 
the TCP/IP (Transmission Control Protocol/Internet Protocol) suite. 
The client is therefore a combination of elements, as the user’s 
action initiates the request by the browser and the browser itself is 
dependent on the computer’s functions.
The server in the context of the model is the publisher or web host 
that provides functionality for the users (clients). A single server can 
have multiple clients, and a single client can use multiple servers.
2.2 TCP/IP & OSI: The Layers of Internet 
Technology 
This sub-model shows two conceptualizations, TCP/IP and OSI 
models, which are helpful for understanding the layering of Internet 
technologies and the interrelationships between them. These lay-
ers support all services and mechanisms within the Internet  
architecture.
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and functions of Internet technology. The Protocols and Services, 
placed in the center, are the actual technologies incorporated in 
the layers of the two adjacent models.
The comparison between the two models serves for contextualiz-
ing the technology processes involved in the creation and transfer 
of cookies. The TCP/IP model describes the layering of technology 
from a management perspective, whereas the OSI model better 
locates user-facing technology (i.e., HTTP and HTTPS protocols).
Note that only the protocols and services relevant to cookie pro-
cesses are included.
TCP/IP (Transmission Control Protocol/Internet 
Protocol) Model
This model was designed by the US government to outline standard 
protocols for networked information exchange. It is a much broader 
approach to grouping the technology layers than the OSI model.  
It does not differentiate between user processes or types of net-
work links.
 □ Process/Application layer
Responsible for the node-to-node communication and the 
control of user-interface specifications.
HTTP and HTTPS
Hypertext Transfer Protocol (HTTP) is used by the World Wide 
Web to manage communications between web browsers and 
servers. HTTP-Secure (HTTPS) is a combination of HTTP and 
SSL (Secure Socket Layer) used to transfer sensitive informa-
tion, such as banking information and authentication.
 □ Host-to-Host/Transport Layer
TCP (Transmission Control Protocol)
A protocol that ensures reliable and error-free communica-
tion between end systems. It performs sequencing and seg-
mentation of data and manages the flow of data through  
a control mechanism.
 □ Network/Internet layer
Defines the protocols which are responsible for logical trans-
mission of data over the entire network.
IP (Internet Protocol)
A protocol responsible for delivering packets from the source 
host to the destination host by looking at the IP addresses in 
the packet headers. IP addresses are versioned by IPv4 and 
IPv6 and provide an identification for devices.
 □ Network Interface/Access/Link layer
Includes hardware and protocols involved in the physical 
transmission of data.
Ethernet
The physical connection of computers in a local area  
network (LAN).
OSI (Open Systems Interconnection) Model
This reference/logical model describes the functions of the 
Internet communication system by dividing the communica-
tion procedure into smaller and simpler components than the 
TCP/IP Model. Of particular note are those layers that involve 
users, the Application, Presentation, and Session layers.
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 □ Application layer
Implemented by the network applications, which produce 
data transferred over the network, this layer serves as the 
window for the application services to access the network and 
display received information to the user.
 □ Presentation (Translation) layer
This layer is responsible for the extraction and manipulation 
of the data from the Application layer for transmission over 
the network. It is responsible for the translation, encryption/
decryption, and compression of data. 
 □ Session layer
This layer is responsible for the establishment of connections, 
maintenance of sessions, authentication, and security. Its 
functions include session establishment, maintenance  
and termination; synchronization points that help identify  
errors; and a dialog controller that allows two systems to  
start communication.
Main Component of OSI
 □ Transport layer
This layer provides services to the Application layer and takes 
services from the Network layer. Data here are referred to 
as Segments. This layer is responsible for the End-to-End 
Delivery of the message. It also provides the acknowledge-
ment of the successful data transmission and re-transmits 
the data if an error is found.
Hardware Layers
 □ Network layer
This layer is responsible for the transmission of data from one 
host to another when located in different networks and the 
management of packet routing. The sender and receivers’ IP 
addresses are placed in the header in this layer. The layer’s 
functions include routing and logical addressing.
 □ Data Link layer
This layer is responsible for the node-to-node delivery of the 
message. It ensures that data transfer is error-free from one 
node to another over the physical layer. Its functions include 
framing, physical addressing (MAC addresses), error control, 
flow control, and access control.
 □ Physical layer
This layer is responsible for the physical connection between 
devices. It contains information in the form of bits and is 
responsible for transmitting bits from one node to the next. Its 
functions include bit synchronization, bit rate control, physical 
topologies, and transmission node.
2.3 Communication Theory
Shannon’s Communication Theory (1948) outlines how messages 
travel from information sources to a final destination along a com-
munication channel. The model has been modified to demonstrate 
how cookies progress in an HTTP response and show where adver-
tisers contribute “noise” to the communication process. It simpli-
fies the technology layers of the TCP/IP and OSI models to create a 
view of the cookie as a “message” that is channeled. 
Note that it depicts a one-way interaction occurring after an HTTP 
request has been accepted by a server.
1 Information Source (System of Interest) = Server, Repository
The source of the information that produces the message or se-
quence of messages to be communicated (i.e., Internet content or 
service). It is defined here as the server and repository that contains 
the information.
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 □ The information that required by the user. Its measure is 
determined by its facilitating technology (cookie attributes).
2 Transmitter (Measuring Apparatus) = Web Page, Domain
The transmitter that controls the message and creates a signal 
which can be sent through the channel. In this case, it is not the 
graphical representation of the site but its back-end and interactiv-
ity support system (the OSI model’s Presentation layer). It produces 
a signal suitable for transmission over the channel.
Signal
 □ The data that travels over the TCP/IP suite.
3 Channel = Internet, Network
The medium used to transmit the signal from Transmitter to 
Receiver. Here it is the entire TCP/IP suite required to support 
Internet processes.
Noise Source (Error Source) = Advertising Company
 □ This includes both advertising companies and ad tech 
vendors (those who sell the location for selling advertise-
ments on the Internet). These actors impede the success-
ful communication of information because they create 
“noise,” which is information not pertinent to the information 
requested (advertisements).
They insert their third-party cookies (e.g., tracking cookies) 
at the Signal stage if they are permitted by the site and the 
user’s data preferences.
Received Signal 
 □ The successful reception of the signal by the client (web 
browser, computer).
4 Receiver (Indicator) = Web Browser (user-agent), Computer
The client receives the cookie and is responsible for further de-
constructing the signal and coordinating the cookie settings (i.e., 
expiration date, connecting headers to domains, etc.).
Message (Measured Value)
 □ The data transformed into perceivable and comprehensible 
information. The Application Layer of the OSI model.
5 Destination (Observer)
The user who has requested the page, service, and/or content of 
the website. 
3.1 Socio-Technologic Components
This sub-model provides a conceptual abstraction of the societal 
(e.g., actors, associations, institutions) and technological (e.g., data 
mining, servers, browsers, etc.) factors, social groups, and motiva-
tions involved in the development and generation of cookies. 
LEFT (technology support, development)
Commerce
Ultimately, the driver of the development and maintenance of tech-
nology standards is the generation of revenue. This is exemplified 
by technology companies who invest in the technology related to 
their company’s products and services, support non-profit stan-
dards organizations, are influenced by/interact with governments, 
and rely on public institutions (i.e., universities) to provide them 
with employees and researchers. The income generated by these 
companies through the form of “e-commerce” allow the connected 
actors to have social relevancy and realms of practice.
This is shown to be in opposition to the user’s motivations and  
behaviour.
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Non-profit organizations, such as the Internet Engineering Task 
Force (IETF) and the World Wide Web Consortium (W3C), organize 
communities made up of Internet developers and researchers for 
the purposes of establishing standards for the Internet. These stan-
dards maintain the architecture of the Internet and its operation. 
They are sponsored by for-profit companies, such as Google and 
Apple, but are unaffiliated with any company or government.
Governments
These bodies include municipal, state/provincial, regional, conti-
nental, and international government bodies that enact legislation 
for the regulation of Internet technology and involved organizations, 
and establish user protection rights.
They are also dependent on corporations to function and provide 
economic functions (e.g., taxes, employment, supporting indus-
tries).
Foundations, Associations
Foundations such as the Mozilla Foundation and the European 
Internet Foundation are independent, non-profit organizations that 
support the development of Internet technologies and its architec-
ture. They are often the ones who maintain standards used within 
the Internet architecture.
Associations such as the Internet Association (IA) serve as lobbying 
groups that push for specific government legislation of technology 
and privacy rights (regulation or deregulation).
Public Institutions
Specifically, secondary education bodies (colleges, universities) 
where students learn professional skills required to support in-
volved Internet technologies but also where research in Internet 
technologies is conducted. These institutions receive funding from 
private companies and encourage internships and job placement 
for their students after graduation.
LEFT-MIDDLE (data mining and services)
Content
The specific type and types of information available on a website. 
This includes media and culture but also content generated from 
interactions with other users.
Data Mining
The process of extracting information from data to make deci-
sions. Of particular relevancy to cookies is web data mining, which 
includes content-mining, structure-mining, and usage-mining. 
Usage-mining specifically analyzes transaction data generated 
from user interactions on the Internet. It mines site data logs that 
record cookie transaction data.
Server
The data structure that provides functionality for other programs 
or devices, manages content, sends HTTP responses, and stores 
content and user data.
MIDDLE (Cookie)
Action, Requests
The interaction of the user/client to access content on the Internet 
and generate data through the creation of cookies.
Logging, File Creation
The result of the interaction in the form of individual data files and a 
logging of a user’s history of actions and behavior.
Preferences
The accepting of data preferences and policies on a website. This 
not only applies to one-off visits, but also to account terms and 
conditions. Included here is what the first- and third-parties are 
allowed to do with the user’s information.
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The temporal dimension of data. This is not in the data files them-
selves, though the expiration date for a given cookie is important. 
This is largely a result of the generation and accumulation of data 
over time, which provides its value for aggregation and inferences 
for decision-making by third-parties.
Human-Computer Interaction
The design of the interaction and interfaces that the user deals with 
on the Internet. These also include ergonomics, which considers 
how a user physically interacts with the computer and interface.
Internet Browser, Computer
The “client,” or intermediary, between the user and the “server.” 
The browser (user-agent) facilitates the communication between 
user and server/web publisher and is also responsible for manag-
ing interactivity that is defined in the HTTP State Mechanism RFC 
responsible for cookie standards.
RIGHT-MIDDLE (user components)
Values
The values the user holds, which are based on individual prefer-
ences and developed through learned traditions and culture. This 
can be seen as influencing the user’s content choice but also the 
amount of time spent engaged with the Internet.
Demographics
The specific characteristics of the user, which can include loca-
tion, education, status, gender, income level, etc. While many of 
these are not available to third-parties and are not typically shared 
through cookie metadata, they are discerned by the user’s interac-
tions (profiling) and can be located through practices of reidentifi-
cation and targeting.
Users
The data author who supply companies with value based on their 
interactions on the Internet. They are subsumed by the “client” 
because they are the ones who make requests and pursue interac-
tions with the server.
Culture
Similar to values but much more tied to content and interest. 
Culture defines the user’s identity and locates their involvement on 
the Internet. It is manifested in the content and services that they 
interact with.
Privacy
The concern of protection and freedom from control of the user 
from exploitation. Privacy concerns stem not only from government 
and legislative bodies but also from the individual user.
RIGHT (latent factors)
Human Motivations, Behaviour
What pushes the user to make decisions and fulfill needs, which 
include psychological needs, security needs, social needs, informa-
tion seeking-behaviour, and self-fulfillment. 
These factors are what drives the need for communication infra-
structures, such as the Internet and its supporting services, and are 
directly manipulated by business interests for revenue.
3.2 User Tasks & The Circular Logic of Choice
This sub-model breaks down the typical decisions made by a user 
when providing consent on a website under the GDPR legislation. In 
a similar way to HTA diagrams, it moves through the sub-tasks that 
a user performs but includes the options available to them. How 
these decisions are made is further described by The Circular Logic 
of Choice diagram.
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(1997), The Circular Logic of Choice outlines the cycles of a user’s 
reasoning that eventually lead them to make a prescribed choice 
(perform an action). It is the reasoning mechanism that initiates the 
labour process and the creation of cookie data.
Users generally perform actions on the Internet, which are pre-
scribed by, among other things, the technology they are using. The 
user’s desire to take a prescribed action under given conditions  
“is generated from a feeling that there is a lack (or a gap) between 
the actual state of affairs and some imaginable preferred state” 
(Humphrey & Jones, 2006, p.3). It is predicated, therefore, on the 
notion that a user would not be moved to perform an action on 
the Internet if they did not believe it would lead to an outcome that 
benefits them.
The model can be seen as a cycling down, a progressing of con-
straints of how a problem is presented “until only one course of 
action is prescribed: the one which ‘should be’ actually embarked 
upon in the real” (Humphrey & Jones, 2006, p.3). This real becomes 
the conditional state required for further understanding and  
behavior.
Contextual Elements/Constraints
Value Judgment
The values, or preferences, that the user sees as relevant to  
the action.
Option Descriptions
The explanations and characteristics of the available options.
Instrumental Instructions
The reasons about how we are planning to exploit the results of the 
choice and the ideas of how the choice is to be implemented.
Decision Processes (Cycles)
Expression
Using the means available for decision-making (type of action).
Framing
Establishing the context of the decision through the means.
Fixing
Narrowing down the criteria for the action through a process of 
elimination and weighing costs and benefits.
Choice
Effecting a particular action from available options.
3.3 The Decision Spine
This sub-model outlines the second part of the decision-making 
process proposed by Humphreys and Garrick (2006). It describes 
the multiple levels and the recurring cycles of decision-making 
processes by users when engaged with websites. Eventually the 
accumulated levels of decision-making, with each level experienc-
ing a cycle described in The Circular Logic of Choice model, leads 
to a Point of Action Prescription that creates the user’s “reality.” The 
cumulation of choices and actions leads to a state based on the 
consequences of their actions.
The levels demonstrate the narrowing of the cycling and param-
eters required for each specific decision. Seen from the reverse, 
from how the Point of Action Prescription has been created can be 
deconstructed and mapped for each decision’s context.
In this sense, all the decisions that a user makes, which leads to 
consequences affected by first- and third-parties on the Internet, 
compose their “improved” state of reality.
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vice on the Internet for their best interests. Their acceptance or re-
jection of cookies is weighed in terms of the costs (e.g., time spent 
reading the privacy policy and managing preferences, providing 
first- and third-party with details about themselves and their ac-
tions) and benefits (e.g., Internet content, services, knowledge, etc.) 
they receive from accessing the website’s information or services.
Decision Spine Levels
The stages of decision-making, with each having either more or 
less constraints within the process of choice (The Circular Logic 
of Choice), which include contextual elements (Value Judgement, 
Option Descriptions, Instrumental Instructions) and the processes 
of narrowing down a choice (Expressing, Framing, Fixing).
Point of Action Prescription (Reality)
The sum-total of decisions that have been made by the user. As the 
levels decrease (advance to level 1) along the decision spine, the 
constraints for decision-making get tighter. There are fewer per-
ceived options towards the end, but the choices taken and actions 
performed still have consequence for the user’s well-being.
The point of action at the end is prescribed by the constraints that 
have led to the total decisions. These constrained actions can 
therefore be seen as creating a prescribed reality framed by the 
software, content, and forced pathways created by websites and 
their architecture. 
Just as important as what is included in the cycling user-decision 
processes (The Circular Logic of Choice) is what is not included. 
The funneled spine “locks out consideration and exploration of po-
tential resources and pathways that are not described explicitly and 
exhaustively in the structure” (Humphreys & Garrick, p.5, 2006).
4.1 Superstructure-Base Theory
This sub-model introduces the viewer to Marx’s Superstructure-
Base theory in a model form, where the Base (relations of produc-
tion and means of production) shapes the Superstructure (every-
thing not directly connected to production). 
The Superstructure (Ideology) is represented by the content of the 
Internet, whereas the Base (Economy) is represented by the users, 
user-agents (browsers), legislative and standardization bodies  
who are supported by others (students, workers, institutions, etc.)  
and who use Internet technologies (TCIP/Model, protocols and 
services, etc.).
This sub-model links the content and social factors of the Internet 
(and the creation and processes of cookies) to how the system is 
maintained by the relations of production and the means of pro-
duction.
Superstructure (Ideology)
Media, Religion, Culture, Politics, Family, Education
(Cookie Process Equivalent) Internet Content, Interpersonal 
Connections, Consumption Habits
Base (Economy)
Relations of Production
Proletariat (wage-earners, possessors of labour-power)
(Cookie Process Equivalent) Users, Engineers, Students, Scientists, 
Internet Content providers
Bourgeoisie (social class that owns the wealth and means  
of production)
(Cookie Process Equivalent) Company Executives and Managers, 
Shareholders
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Servers, Computers, Internet Infrastructure
4.2 The Commodity Process
This sub-model adapts Marx’s theory of the “commodity” as a pro-
cess, with concepts linked to how value is created by user actions. 
Here the parts that form the commodity value (socially necessary 
labour time, exchange, and money commodity) and the processes 
involved (creating use and exchange value, concrete labour and 
abstract labour, and relative and equivalent exchange values) are 
equated for the cookie creation and transaction processes. 
 □ Commodity = Cookie
 □ Use Value = Cookie Metadata
 □ Exchange Value = User Information
 □ Value = Total Value of the Data Commodity (cookie)
 □ Socially Necessary Labour Time = Cookie Expiration (limited 
by the lifetime of the cookie but also how long it takes for a 
user to interact with the site)
 □ Concrete Labour = User Interactions, Decisions
 □ Abstract Labour = Building Preferences, Interrelationships, 
Seeking Specific Content
 □ Exchange = Web-Usage Mining, Site Server Logs, 
Identification, Profiling, Shared IDs
 □ Relative = User Behaviour Data
 □ Equivalent = Advertisements, Website Functionality
 □ Money Commodity = monetary exchange performed by data 
specialist companies, website owners, storage companies, 
and advertisers; also, the valuation of a company that owns 
user data
4.3 Website Consent Tactics & Preference 
Settings
This sub-model generalizes tactics for websites that fall under the 
GDPR often give users the option to accept all cookies, sending 
them directly to the website, or allowing them to manage their own 
data preferences. 
Note that these generalizations have been made when comparing 
multiple sites and use generalized terms that may have variations 
across sites (i.e., cookie categories). 
Consent Acceptance/Management Sequence
1. Connection Made (Beginning)
The server and the web browser have established a connec-
tion and the requested web page is sent to the viewer.
2. Presentation of Cookie Preferences/Policies (Level 1)
At this point, users are either automatically under the terms 
and conditions for data use and sharing (non-GDPR, CCPA 
compliant) or are provided with options to either Accept all 
the cookies (to quickly access site), read more or manage the 
data preferences, or reject all (less common approach, blocks 
access to site).
When a user affirms consent (“I agree”) the tagged JavaScript 
scripts are loaded.
Cookie management is often performed by third-party com-
panies that deal with ad vendors, advertisers, and data collec-
tion companies.
3. Outcomes of Preferences (Level 2)
Users either visit the website and its linked pages and con-
tent, select their preferences, review vendors and those who 
will be receiving their data, or are rejected from the site.
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be subject to data collection from the website controllers 
(first-party) or other parties who have embedded cookies on 
the website (third-parties).
Depending on the terms and conditions of data collection and 
sharing procedures, the user generally has the ability to set 
how their data as used.
In the terms and conditions of accessing the website, and under 
the GDPR compliance measures, users are typically given a list 
of third-party vendors and examples/descriptions of the types 
of cookies used on the site (classified as Necessary; Functional, 
Tracking, Analytics, and Performance; and Targeting and 
Advertising cookies).
Consent Request Placement
The placement of the notification of terms and conditions/privacy 
policy and how the user can manage their preferences typically 
appears in the form of a banner. Closing this banner and accessing 
this website, under the GDPR legislation, is another form of accept-
ing all terms and conditions for data use.
 □ Banners Types
 □ Simple Dialog
 □ Headline Dialog
 □ Interstitial Dialog
 □ Interstitial Standalone
Cookie Examples
Examples are shown here for the typical designation of cookies on 
websites, under the GDPR legislation requirements.
Cookie Designations
 □ Necessary
Strictly essential, first-party cookies are loaded automatically 
and cannot be disabled by the user (e.g., account login related 
cookies).
 □ Functional
First-party cookies required to establish statefulness as well 
as user preferences (e.g., users language preferences, shop-
ping cart items, region, or various user choices). These cook-
ies track the user’s behavior and recognize their behavior, but 
are not essential to the function of the site. 
 □ Tracking and Performance
Third-party analytics trackers used to collect user informa-
tion about how a user uses the website, which can lead to 
improvements in the functionality and design of thee website. 
Data includes frequently visited websites, difficulties with how 
the site operates, paths that lead to decisions (e.g., purchas-
es), and advertisement performance (click-throughs) (e.g., 
Google Analytics).
 □ Targeting and Advertising
Third-party trackers that allow vendors to record a user’s 
behavior over time and across sites and sessions using a 
persistent (tracking) cookie). This allows advertisers to target 
ads to users (direct marketing) and often provides a means 
for limiting the amount of ads and frequency of repeating ads 
during marketing campaigns (e.g., Google AdSense/AdWords 
marketing).
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This sub-model delineates the web-usage data mining process 
used to aggregate data cookie data and make inferences based 
on the patterns discerned. Web-usage data mining concerns data 
about a website’s history of interactions, such users’ dates and 
times of access, paths taken (e.g., files or directories), referrers’ 
address, and other attributes that can be included in a web access 
log. The objective is to clean and organize data into a comprehen-
sible form that allows analysts (advertisers, site owners, developers, 
etc.) to discern patterns and make decisions based on the provided 
information.
The majority of these stages have been adapted from an outline 
created by Rodda and Gullipalli (2014).
1. Data Cleaning
The process of “cleaning” data by organizing, detecting, correcting, 
and removing irrelevant or corrupted data from a dataset. It is the 
initial stage pre-processing the data. Here the data is found in the 
web server log of a given web site host/domain. 
2. Session Identification
The identification of specific user sessions from a server log in a 
structured fashion. A session is a set of pages visited by the same 
user within the duration of one particular visit to a web-site. This 
stage presupposes that the data being examined is accurate and 
reliable. Data that distinguishes a particular session includes IP 
address of the computer making the request (client), date and time 
of the session, HTTP status code, the web page which referred the 
hit, and the size of the requested file.
3. Data Integration
This final stage concludes the data pre-processing phase. It is the 
most time consuming and computationally intensive step in the 
mining process. Here, data from different sources are integrated 
into a single, unified form suitable for input into specific data mining 
operations.
Documents and Usage Attributes
These elements include additional information, such as user ac-
count information or site architecture details, that can contribute to 
session data and form integrated data suitable for transformation 
and analysis. It may also provide a framework that allows the data to 
be organized categorically for transformation into formatted data.
4. Transformation
The processing of the final form of reliable and accessible data 
(formatted). Data at this point have been organized based on the 
goals of analysis and have reached final aggregation. The user data 
is now ready to be received for inference-making.
5. Pattern Discovery
This stage is where inferences are made about the data to garner 
plausible (if not causational) understanding of how users behave 
and what characteristics can be generalized for particular sites, 
interactions, and types of content.
Path Analysis
A technique for identifying the most traversed paths through a  
website. 
Association Rules
A technique for establishing rules of association in the user behav-
ior with content types and generalized characteristics. Performed 
often by machine learning models, it is a creation of rules that follow 
an antecedent (if) and a consequence (then) logic.
Sequential Patterns
A technique for finding statistically relevant patterns between data 
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Clusters, Classification Rules
A technique of organizing data objects into subsets that are “simi-
lar” to one another based on defined parameters of interest.
6. Pattern Analysis
Once patterns have been discovered, appropriate tools must be 
employed to make meaning and represent the patterns for the pur-
poses of discussion and decision-making.
Visualization Tools
Tools for representing patterns, including support protocols and 
artificial intelligence systems. These include “out-of-the-box” visu-
alization programs and other computational and machine-learning 
systems that link directly to databases. 
Knowledge Query Mechanism
A protocol and language for communicating between software 
agents and knowledge-based systems (computer programs that 
reasons and uses a knowledge base to solve complex problems).
Intelligent Agents
Autonomous entities (artificial intelligence) that are directed to the 
achievement of certain goals through machine-learning, observa-
tion, and knowledge specifications.
7. Decision-making
The final stage of the web-mining process. Depending on the 
context and purposes of the mining task, decisions can influence 
acts by the organizational entity and associated agents. This refers 
not only to immediate but also future decisions made from lasting 
knowledge. 
Interpretation
A rationalization and assessment of what can be made from the 
patterns garnered through the mining process. It can be seen as a 
logical “leap” that extends past computational logic that includes a 
holistic view of the context and problem-space.
Knowledge
A process of establishing information (i.e., patterns) as true facts 
that influence decision-making. Common stages of creating knowl-
edge from information include codification, storage, and a compar-
ison of new types of understanding with established beliefs. Once 
internalized, knowledge becomes the basis for decision-making 
even beyond the particular task at hand.
5. Data Protection
The role of the user-agent (web browser), common security attacks 
using cookies (mentioned in cookie RFC, addressed through spe-
cific attributes), the GDPR compliance measures for organizations, 
and user rights under the GDPR.
5.1 Browser Protections & Controls
This sub-model generalizes the role of the web browser (us-
er-agent) when managing user interactions, communication, and 
cookies.
It begins by describing the data inputs and outputs that are gen-
erated by the user’s interactions. This includes establishing con-
nections between the client and the server, sending and receiving 
HTTP data packets, and managing cookies (allowing, blocking, 
managing, removing, matching, etc.).
The browser acts as the “agent” of the user, increasingly restricting 
how third-parties function through controls. The degree to which 
the user is able to set these controls is dependent on the type of 
browser platform (e.g., Chrome, Firefox, Safari, Internet Explorer).
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relevant to cookie’s and a user’s history of actions and interactions. 
It does not include account information (e.g., Google account and 
Chrome).
User controls include selecting browser-wide controls, such as 
sending an automatic Do Not Track request that prevents tracking 
and data collection across sites and sessions, and site-specific, 
“live” management of cookies that are set by given sites visited in 
the browser.
The controls and their placement in the browser have been mod-
elled after Google Chrome, since it is currently the most used 
browser on the market. Many of these controls exist in a similar 
fashion in other browser platforms.
5.5 GDPR: User Rights
This sub-model concludes the model by bringing together a user’s 
data protection rights under the GDPR.  
In addition to these rights, the user is also subject to the protection 
generated by restrictions on organizations under the GDPR. Central 
to this is an assurance of transparent practices by organizations in 
the collection, management, and transfer of user data (Article 12, 
forces the creation and accessibility of a website’s privacy policy).
For the purposes of generating awareness, the sub-model provides 
viewers of the model a minimum level of expectation for data pro-
tection. While the GDPR has its faults, it successfully frames data 
protection and personal privacy as something inviolable. It serves 
as an exemplar for even users who reside outside its jurisdiction.
Designating something as a “right,” as something inalienable, in-
tended for survival, and vulnerable to attack proves the value of the 
commodity (cookie) beyond website functions.
1. Right to Access
A user has the right to obtain from the controller (business medi-
ator between application and user) confirmation as to whether or 
not personal data concerning him or her are being processed, and, 
where that is the case, access to the personal data, and informa-
tion about how, why, and where the data is collected.
2. Right to Rectification (Correction)
A user has the right to obtain from the controller without undue 
delay the rectification (correction) of inaccurate personal data con-
cerning him or her. Taking into account the purposes of process, 
the user also has the right to have incomplete personal data  
completed.
3. Right to Erasure (Right to be Forgotten)
A user has the right to request that their personal data is delet-
ed by the controller, either through verbal request or in writing. 
Organizations have one month to respond to a request. Removal of 
data assumes either that the data is no longer relevant to the pur-
poses of processing, consent has been withdrawn, or the data has 
been unlawfully processed.
Exceptions to this request include processing for the right of free-
dom of expression and information (publicly available information) 
and data for the purposes of research (scientific, public interest, 
historical, public health). 
4. Right to Restriction of Processing
A user has the right to obtain from the controller restriction of 
processing if the data is inaccurate, the processing is unlawful, the 
user wishes to restrict the use of rather than erase data, and other 
personal reasons for restriction. A controller is restricted after no-
tice, unless otherwise directed by the user.
269 2705. Right to Data Portability
A user has the right to receive the personal data concerning them 
in structured, commonly used and machine-readable format and 
have the right to transmit that data to another party.
6. Right to Object (to Processing)
A user has the right to object at any time to the processing of per-
sonal data, including profiling and direct marketing.
7. Right to Not be Subjected to Automated 
Decision-Making
A user has the right not to be subject to a decision based solely on 
automated processing, including profiling, which produces legal 
effects concerning him or her or similarly significantly affects them. 
An exception to this is if the decision is necessary for entering into, 
or performance of, a contract between the data subject and a data 
controller (consent). However, controllers are subject to the restric-
tions that guarantee the protection of sensitive user data.
8. Right to be Informed
A user has the right to know which party is processing and has ac-
cess to their data. The party’s contact information, reasons for pro-
cessing, types of data being processed, the period of data storage, 
other parties with whom the data will be shared, the lawful basis for 
data collection and processing, and the user’s own rights should all 
be made explicit and available. (Often provided in a website’s priva-
cy policy and cookie policy.)
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