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Abstract: We compute the leading probability for a gluon to flip helicity state upon
traversing a background plane wave gauge field in pure Yang-Mills theory and QCD, with
an arbitrary number of colours and flavours. This is a one-loop calculation in perturbative
gauge theory around the gluonic plane wave background, which is treated without approx-
imation (i.e., to all orders in the coupling). We introduce a background–dressed version of
the spinor helicity formalism and use it to obtain simple formulae for the flip amplitude
with pure external gluon polarizations. We also give in-depth examples for gauge group
SU(2), and evaluate both the high- and low-energy limits. Throughout, we compare and
contrast with the calculation of photon helicity flip in strong-field QED.
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1 Introduction
Background fields play an important role in many physical scenarios, ranging from cosmol-
ogy and astrophysics to pair production in heavy ion collisions. In the context of quan-
tum electrodynamics (QED), the study of processes in laser fields aims to probe beyond-
Standard Model phenomena [1–3] as well as non-perturbative physics within the Standard
Model [4].
The case of strong background fields, which cannot themselves be treated in perturba-
tion theory, is of particular interest both theoretically and experimentally. The theoretical
framework for such problems is background perturbation theory [5–8]: the strong back-
ground is treated exactly, with particle scattering occurring perturbatively around the
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(classical) background. (In QED this is referred to as the Furry expansion [9].) The func-
tional utility of such methods relies, of course, on being able to perform the perturbative
calculations without making approximations to the background. In this context simple or
highly symmetric backgrounds are natural to consider, and one common choice in QED
is to take a plane wave background. Crucially, the electron propagator in a plane wave
is known exactly (the ‘Volkov propagator’), which enables scattering calculations to be
performed explicitly [10], see [11] for a recent review of methods. A plane wave, viewed
as a coherent superposition of photons, is commonly employed as a model of intense laser
fields; see [11–14] for reviews.
Here we will consider scattering processes in Yang-Mills theory on a plane wave back-
ground, the Feynman rules for which were recently determined in [15], and which will be
extended to QCD here. Yang-Mills plane waves are valued in the Cartan of the gauge
group and so are effectively abelian [16, 17], but perturbative physics around them is fully
non-abelian and quite different from that of QED. For instance, all fields – including the
gluon – are charged with respect to the background.
There are several motivations for studying such a system. Firstly, there are few explicit
calculations for observables in non-abelian gauge theory in the presence of background
fields, especially when the background is treated exactly; this paper demonstrates that
such calculations are tractable and lead to concrete results. Second, we believe that what
follows constitutes the first calculation of non-abelian gauge theory scattering amplitudes
in a background plane wave beyond tree-level. Third, the calculation will demonstrate
the potential power of modern amplitudes methods in the context of background field
calculations for both abelian and non-abelian gauge theories. We show that the spinor
helicity formalism [18–21], an important tool in the modern study of scattering amplitudes
which trivializes on-shell four-dimensional kinematics, generalizes naturally to plane wave
backgrounds. Finally, we will be able to compare and contrast non-abelian results with
corresponding QED results, offering insights into both. To see this concretely, of course,
we need to pick a process to study.
In this paper, we consider the probability for a probe gluon to change helicity upon
passing through a strong background gauge field, in both pure Yang-Mills theory with
gauge group SU(N), and quantum chromodynamics (QCD) with any number of funda-
mental flavours. This is the non-abelian version of photon helicity flip in QED: a probe
photon passing through a strong electromagnetic field has a non-zero probability to change
helicity. At leading order, this is a one-loop effect governed by the electron loop diagram
in the background. The photon helicity flip amplitude (encoded in the polarization ten-
sor) was calculated long ago for both constant background fields [22–25] and general plane
wave backgrounds [26, 27]. Helicity flip is the process which underpins ‘vacuum birefrin-
gence’ [22], a detection target for current optical and X-ray laser experiments; see [14] for
a recent review.
The leading contribution to gluon helicity flip is at one-loop on the plane wave back-
ground, with three (four) diagrams potentially contributing in pure Yang-Mills (in QCD).
While experimental applications for gluon helicity flip are not as immediately obvious as
they are for photon helicity flip (due to asymptotic freedom and the lack of control over
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gluon polarizations), we can nevertheless speculate. In particular, gluon helicity flip may
occur for QCD processes in the vicinity of colliding nuclei, which are described using an
effective theory known as the Colour Glass Condensate (CGC) [28–32]. The CGC is com-
posed of high-density, coherent gluonic matter, so it can be modelled by classical colour
fields which are strong, and therefore must be treated exactly. The Yang-Mills plane wave
backgrounds considered here are in the same class of classical gauge fields which arise in
the context of the CGC.
This paper is organized as follows: Section 2 reviews gauge theory plane waves, and
gives the Feynman rules for Yang-Mills and QCD in plane wave backgrounds. In section 3,
we calculate the one-loop gluon helicity flip amplitude in both Yang-Mills, with gauge
group SU(N), and QCD, with any number of fundamental flavours, and for gluons with
generic polarizations. Section 4 demonstrates that the spinor helicity formalism can be
used to describe the on-shell kinematics of the probe gluon in the plane-wave background.
This enables us to obtain compact expressions for the gluon helicity flip amplitude for pure
polarization states: in particular we evaluate the negative-to-positive helicity flip amplitude
in section 5. We compare throughout with the analogous results for photon helicity flip in
QED [33]. In section 6 we study our formulae using some illustrative examples; we evaluate
our expressions in detail for gauge group SU(2), as well as giving the high and low energy
limits for arbitrary numbers of colours and flavours. Section 7 concludes with a discussion
of future directions as well as potential applications in the context of the CGC.
2 Yang-Mills and QCD in a plane wave background
The interactions of a single probe gluon with a large number of coherently polarized gluons
is modelled by representing the large coherent superposition as a background plane wave
gauge field. The interactions of the probe with the background and other particles are
captured by studying perturbative gauge theory around the background. The Feynman
rules associated with non-abelian gauge theory in a plane wave background were recently
derived in [15]; in this section we review the basic structures of perturbative Yang-Mills
theory and QCD in a plane wave background, building the toolbox necessary to compute
the helicity flip amplitude.
Recall that the background field approach to perturbative QFT describes Yang-Mills
or QCD in terms of a fixed background gauge field A and fluctuating gauge field A which
is integrated over in the path integral [5–8]. The resulting kinetic and interaction terms in
the Lagrangian for pure Yang-Mills theory are:
LYMkin = −
1
g2
tr
(
D[µAν]D[µAν] +
1
2
Fµν [Aµ,Aν ] + 1
2
(DµAµ)2 − 1
4
c¯ DµD
µ c
)
, (2.1)
LYMint = −
1
4 g2
tr
(
4 [Aµ, Aν ]D[µAν] + [Aµ, Aν ] [Aµ, Aν ]− c¯ Dµ[Aµ, c]
)
, (2.2)
where g is the Yang-Mills coupling, Dµ = ∂µ − i[Aµ, ·] is the covariant derivative with
respect to the background field, and Fµν is the background field strength. The fermionic
ghosts {c, c¯} appear as a result of fixing Feynman-’t Hooft gauge for the fluctuating gauge
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field: DµAµ = 0. Including quarks of mass m valued in the fundamental representation of
the gauge group leads to the additional contributions
Lquarkkin = tr
(
ψ¯ (i /∂ + /A−m)ψ) , Lquarkint = tr (ψ¯ /Aψ) . (2.3)
The Lagrangians (2.1) – (2.3) define the Feynman rules for Yang-Mills and QCD pertur-
batively around the background A, as we now review for the case of a background plane
wave. Throughout, we assume that the gauge group is SU(N); generalizations to other
gauge groups are straightforward.
Note that the background field appears in the kinetic terms for both the gluons and
quarks, hence the propagators of the theory are non-trivially dressed by the background.
These propagators can be constructed exactly (in particular, without resorting to pertur-
bation theory) when the background is sufficiently simple, or highly symmetric, as is the
case for plane waves.
2.1 Yang-Mills plane waves
A plane wave gauge field is a highly-symmetric solution of the vacuum Yang-Mills equations
which can be viewed quantum mechanically as a coherent state (i.e., a coherent superpo-
sition of gluons). In d-dimensional Minkowski space, such a gauge field has a (2d − 3)-
dimensional symmetry algebra, isomorphic to a Heisenberg algebra with center given by a
covariantly constant symmetry generator; in d = 4 this corresponds to the Carroll group
in 2+1 dimensions with broken rotations [34, 35]. The covariantly constant symmetry is
associated to a choice of null direction (nµ, n2 = 0), which defines the propagation direction
of the plane wave. Existence of the Heisenberg symmetry algebra forces the gauge field to
be valued in the Cartan of the gauge group [17].1 While our primary focus will be d = 4
physics, we review the general features of Yang-Mills plane waves for d arbitrary.
Let the Minkowski metric in light cone coordinates (x+, x⊥, x−) be given by
ds2 = 2 dx+ dx− − (dx⊥)2 . (2.4)
In these coordinates it is convenient to choose nµ = δµ−, whence n · x = x− and the gauge
potential for a Yang-Mills plane wave can be written as
A = x⊥a˙⊥(x
−) dx− , (2.5)
with the d− 2 Cartan-valued a⊥ being free functions of x−. Note that the gauge field (2.5)
is functionally equivalent to the well-known electromagnetic plane wave (cf., [10, 40, 41]);
it differs only by being valued in a more general Cartan subgroup than U(1).
Choosing this gauge to express the potential has the benefit that the field strength F
is encoded algebraically in A; indeed
F = a˙⊥(x
−) dx⊥ ∧ dx− . (2.6)
1While fully non-abelian plane wave solutions have been proposed for Yang-Mills theory in 4-
dimensions [36–38], these do not have the Heisenberg symmetry algebra which seems to be the most natural
defining feature of a plane wave solution [16, 39]. Furthermore, it is unclear how to generalise the criteria
defining these non-abelian solutions to arbitrary dimension, whereas the symmetry definition is essentially
dimension-independent. This will be discussed further elsewhere.
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In any physically reasonable scenario, it is clear that the gauge field strength should have
finite extent in time. This means that a˙⊥(x
−) is compactly supported in x−, ensuring that
there are asymptotic ‘in’ and ‘out’ regions necessary to define an S-matrix perturbatively
around the plane wave background. Indeed, it can be shown that the S-matrix for gluon
perturbations on this plane wave background is well-defined in the sense of unitary evolu-
tion [17]. We therefore restrict our attention to such ‘sandwich’ plane wave backgrounds in
Yang-Mills theory from now on. Note that, in common with both the electromagnetic [40]
and gravitational [42, 43] cases, there is no spontaneous (Schwinger) particle creation in
plane wave backgrounds.
2.2 External legs in scattering amplitudes
External particles in a scattering process on the plane wave are initially free fields which
propagate from the in-region of space-time (where a˙⊥ = 0), across the non-trivial plane
wave background, and then to the asymptotic future of the out-region (where a˙⊥ = 0 once
again). The LSZ reduction states that these external states – corresponding to the external
legs of any Feynman diagrams on the plane wave – are described by solutions to the free
equations on the background. Since the asymptotic states are defined in regions where
the gauge field is trivial, it is clear that they are uniquely specified by the same quantum
numbers as in perturbation theory around a globally trivial background, namely an on-shell
momentum, a polarization, and a colour or flavour vector.
Gluons
On a flat background, an on-shell gluon is characterised by momentum kµ and polarization
εµ obeying k
2 = 0 = k·ε, as well as a generator of the gauge group Ta, where a = 1, . . . N2−1
for SU(N). The additional light cone gauge constraint n · ε = 0 can also be imposed. The
resulting gluon is then described by the usual asymptotic wavefunction Taεµe
ik·x. In the
presence of a plane wave background, the flat background wavefunction is modified to
Ta Eµ(x−) exp [iφk(x)] , (2.7)
in which the function φk(x) and vector Eµ(x−) reduce to k · x and εµ respectively when
the background is turned off. Here and throughout kµ and εµ should be thought of as
the momentum and polarization of the gluon before it enters the plane wave [44, 45]. The
quantities φk and Eµ then encode the effect on kµ and εµ of interactions with the gluonic
background, as follows. The exponent in (2.7) defines a dressed momentum Kµ(x
−) via
−i e−iφkDµ eiφk = Kµ(x−) ,
which is on-shell, K2(x−) = 0. This dressed momentum is that of a classical particle
moving under the Lorentz force due to the background plane wave. The vector Eµ(x) is the
dressed polarization which is transverse to the dressed Lorentz momentum, so KµEµ = 0.
Hence (2.7) is a one-particle wavefunction for the gluon.
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Explicitly, φk(x) is a solution to the gauge-covariant Hamilton-Jacobi equations on the
plane wave background, given by [17]
φk(x) = k+ x
+ + (k⊥ + ea⊥(x
−)) x⊥ +
1
2 k+
∫ x−
(k⊥ + ea⊥(α))
2 dα . (2.8)
Here, e represents the colour charge of the initial gluon with respect to the background,
taking values in a root space. In particular, if {Ti} are the N − 1 generators of the Cartan
of SU(N), then the charge is (ea)ib := [Ti,Tb]a. The explicit colour indices are suppressed
in (2.8), since the contractions are obvious. This notation enables us to compactly rep-
resent commutators between the Cartan-valued background and gluon perturbations with
arbitrary colour, since [a⊥,T
a] = ea⊥ T
a. (Note that we will sometimes abuse notation and
separate the charge from the field, writing for example ea⊥ ·ea⊥ = e2a2⊥.) Using the explicit
form of φk it follows that
Kµ(x
−) = kµ + eaµ − 1
2k+
nµ
(
2eaσk
σ + e2aσa
σ
)
, (2.9)
for aµ = δ
⊥
µa⊥ and nµ = δ
−
µ . It can be checked directly that the dressed momentum obeys
K2 = 0. Kµ is related to the initial momentum kµ by
Kµ(x
−) =
(
ηµν +
1
k+
(
eaµ nν − nµ eaν
)− 1
2 k2+
e2aσaσ nµnν
)
kν
=: Kµν(x
−) kν .
(2.10)
It is easily verified that Kµν(x
−) = exp
(
[ea, n]/k+
)
µν
is a Lorentz boost, hence why Kµ
is on-shell if kµ is. Similarly, the dressed polarization vector Eµ appearing in (2.7) is the
boosted initial polarization:
Eµ(x−) = Kµν(x−) εν =
(
ηµν − 1
k+
nµ eaν
)
εν , (2.11)
again making it clear why K(x−) · E(x−) = 0, and also that Eµ, like εµ, obeys the lightcone
gauge condition n · E = 0. It is a straightforward exercise to verify that (2.7) obeys the
linearised Yang-Mills equation on the plane wave background with these definitions.
Quarks
Similarly, an asymptotic quark state is characterised by an on-shell momentum kµ, a Dirac
spinor uk (obeying k
2 = m2 and /kuk = −muk) and a vector t of the fundamental represen-
tation of SU(N). In the presence of the plane wave background, both the momentum and
the Dirac spinor become dressed. For fundamental matter, such as the quarks, the colour
charge e appearing for gluon wavefunctions is replaced by a weight µ of the fundamental
representation. Since the background gauge field is valued in the Cartan, we have
a⊥ t = a
i
⊥ T
it = ai⊥ µ
i t ≡ µa⊥ t ,
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where contractions in the Cartan are again implicit and the dependence of the fundamental
weight µ on t has been suppressed. With this the quark wavefunction becomes
t
(
I− /nµ/a
2 k+
)
· uk exp
[
i φ˜k(x)
]
, (2.12)
in which φ˜k reduces to k · x in a flat background, and where the spinor matrix can be
determined by solving the Dirac equation (or demanding its consistency upon contraction
with the adjoint Dirac operator). The function φ˜k is given by
φ˜k(x) = k+ x
+ + (k⊥ + µa⊥(x
−)) x⊥ +
1
2 k+
∫ x−[
m2 + (k⊥ + µa⊥(α))
2
]
dα , (2.13)
which differs from the exponent in the gluon wavefunction (2.8) only through the mass
term.
Just as there is a dressed momentum associated with the gluon state in a plane wave
background, the dressed momentum associated with the quark state (2.12) is
K˜µ(x
−) = kµ + µaµ − nµ
2k+
(
2µaσk
σ + µ2 aσa
σ
)
, (2.14)
where the tilde on K˜µ is to distinguish it as a massive dressed momentum, obeying K˜
2 =
m2. The spinor structure is also explicitly dressed in (2.12), and has a simple physical
interpretation; it is the Lorentz-boosted free spinor, and is equal to the free spinor for
momentum K˜µ rather than kµ, so(
I− /nµ/a
2 k+
)
· uk ≡ uK˜(x−) . (2.15)
In the case that the gauge group is U(1), the fundamental weights obey µ → 1 and these
quark solutions reduce to the well-known Volkov solutions of QED for an electron in a
background plane wave [10]. For a recent review of their properties see [11], for applications
to BSM physics [46–49], for neutrino physics [50], and for helicity flip, which underlies
vacuum birefringence [51–53], see [14, 33].
2.3 Propagators and vertices
Propagators for the gluon and quark fields appearing in Yang-Mills and QCD in a plane
wave background can be obtained by taking a sum over the linearised states defined above.
The Feynman propagator for the gluon in Feynman-’t Hooft gauge was obtained in [15]:
G abµν (x, y) = −i δab
∮
ddk
(2pi)d
Dkµν(x
−, y−)
k2 + i ε
exp [iφk(x)− iφk(y)] , (2.16)
where the integral is over the d parameters {k+, k⊥, k−} of an off-shell momentum, taken
over the usual Feynman contour in the k− plane. The non-trivial tensor structure of the
propagator, Dkµν(x
−, y−), is given by
Dkµν(x
−, y−) := Kµσ(x
−)Kν
σ(y−) , (2.17)
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a1 µ ν a2
a3 ρ σ
a4
a1 µ
ν
a2
σ
a3
a2 µ
a1 a3
a µ
i j
Figure 1. From left to right, the gluon, ghost and fermion vertices in Yang-Mills and QCD.
where Kµν(x
−) is defined in (2.10), continued off-shell.
For the scalar (Grassmann) ghosts, the propagator is obtained simply by dropping the
tensor structure in the gluon propagator, so [15]
G ab(x, y) = −i δab
∮
ddk
(2pi)d
1
k2 + i ε
exp [iφk(x)− iφk(y)] , (2.18)
It is a straightforward exercise to demonstrate that (2.16) and (2.18) are Green’s functions
for the appropriate differential operators.
For quarks, the propagator is obtained by summing over the linearised states (2.12):
G ij(x, y) = i δAB δ
ij
∮
ddk
(2pi)d
V k(x−, y−)
k2 −m2 + i ε exp
[
iφ˜k(x)− iφ˜k(y)
]
, (2.19)
in which the Kronecker delta δAB is over the fundamental/anti-fundamental representation
of the gauge group, δij is over flavour indices and V k contains the the spin structure,
V k(x−, y−) :=
(
I− µ /n /a(x
−)
2 k+
)
(−/k +m)
(
I+ µ /
n/a(y−)
2 k+
)
. (2.20)
This matches the standard literature representation of V k in QED, but it proves cumber-
some in calculations due to the number of different gamma-matrix structures appearing.
However, it can be rewritten in a more useful and revealing form as
V k(x−, y−) = − 1
2 k+
( /˜K(x−)−m) /n ( /˜K(y−)−m) + /n k
2 −m2
2 k+
:= ~V K(x−, y−) + Ik ,
(2.21)
which we do not believe has appeared in the literature before. One immediate advantage
of the representation (2.21) is that it expresses the propagator in terms of the dressed
momenta. Additionally, the contribution of Ik to the propagator (2.19) has no momentum
pole, so upon performing the momentum integrals this term becomes proportional to δ(x−−
y−). This is the ‘instantaneous propagator’ of lightfront zero modes (cf., [54–57]), which is
manifest in the representation (2.21).
The list of Feynman rules for perturbative Yang-Mills and QCD on the plane wave
background is completed by specifying the vertices of the theory. These are easily read
off from the interacting contributions to the background field Lagrangian (2.2), (2.3). The
gluon 3-point and 4-point interaction vertices are
g fa1a2a3
∫
ddx (ηµν (D1 −D2)σ + ηνσ (D2 −D3)µ + ησµ (D3 −D1)ν) , (2.22)
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g2
∫
ddx
[
fa1a2bfa3a4b (ηµρηνσ − ηµσηνρ)
+fa1a3bfa2a4b (ηµνηρσ − ηµσηνρ) + fa1a4bfa2a3b (ηµνηρσ − ηµρηνσ)
]
. (2.23)
Here, fa1a2a3 are the structure constants of SU(N) and the covariant derivative Di is
understood to act on leg i of the relevant vertex. See Figure 1 for the conventions regarding
assignment of indices. Furthermore, there is an implicit conservation of charge with respect
to the background gauge field at each vertex.
The interaction vertex between ghosts and a gluon is
g fa1a2a3
∫
ddxDµ1 , (2.24)
while the quark-gluon vertex is
g δij Ta γµ
∫
ddx . (2.25)
It is easy to see that in the flat background limit, all of these expressions can be evaluated
on momentum eigenstates to return the familiar momentum space Feynman rules of QCD.
3 Gluon helicity flip
The probability for a probe gluon to flip helicity after traversing the plane wave background
is encoded in the 1→ 1 gluon scattering amplitude. In all amplitudes on plane wave back-
grounds one has conservation of three momenta, k+ and k⊥, following from the invariance
of the plane wave under translations in the x+ and x− directions. However, momentum k−
is not conserved, due to the arbitrary dependence of the plane wave background on x−. It
follows that the 1→ 1 gluon scattering amplitude will take the form
Sfi = (2pi)
3 δ3⊥,+(k + k
′)M(k) , (3.1)
where the incoming gluon has (un-dressed) momentum kµ and polarization εµ, before
entering the plane wave, while the outgoing gluon carries momentum k′µ and polarization ε′µ
after leaving the wave. As can be seen from (3.1), scattering without emission in a plane
wave background is forward. It follows that the tree-level contribution to the helicity
flip amplitude is zero, since the 1 → 1 tree-level gluon amplitude on the background is
proportional to ε ·ε′. Therefore, the leading contribution to gluon helicity flip is a one-loop
effect.
The contributing Feynman diagrams are shown in Fig. 2; the quark loop may be
dropped to obtain the amplitude for pure Yang-Mills theory. Including a normalised
wavepacket for the initial state, one can show that for the amplitude (3.1) the total prob-
ability of helicity flip is [45]
Pflip =
∣∣∣∣M(k)2k+
∣∣∣∣2 . (3.2)
Thus our focus will be on the nontrivial part of the scattering amplitude, M(k), which
implicitly contains dependence on the polarization vectors, from here on obeying ε · ε′ = 0
for helicity flip.
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X Y
l′
l
k k′ +
++
X Y
l′
l
k k′ +
++
Figure 2. Diagrams contributing to helicity flip at one loop: the gluon and ghost loops, the gluon
tadpole and the quark loop. Momentum assignments are the same in all diagrams. All particles are
charged with respect to the background, so that the corresponding propagators and external legs
are to be understood as dressed.
3.1 Diagram contributions
Using the Feynman rules for perturbative Yang-Mills and QCD in a plane wave background
defined in section 2, we now calculate the contributions to the amplitude M(k) from each
of the diagrams in Fig. 2. These calculations are performed in general dimension d to
enable dimensional regularization of potentially divergent integrals prior to fixing d = 4 at
a later stage.
3.1.1 Ghost loop
The ghost loop has the simplest tensor structure (as the ghosts running in the loop are
scalars), making it the natural starting point. Furthermore, the underlying method of
calculation described here applies analogously to the gluon and quark loop diagrams.
The covariant derivatives in the vertices (2.24) bring down factors of the dressed mo-
menta which are immediately contracted with the dressed polarization tensors of the exter-
nal gluons, giving E(x) ·L′(x)E ′(y) ·L(y) in the integrand where Eµ and E ′µ are the dressed
incoming and outgoing polarizations, respectively. Next, the majority of the integrals can
be performed. The dependence of the integrand on the transverse (x⊥, y⊥) and longi-
tudinal coordinates (x+, y+) is trivial, and performing the integrals over these variables
yields the overall momentum-conserving delta functions in (3.1), as well as a second set of
delta functions fixing l′⊥ = l⊥ + k⊥ and l′+ = l+ + k+. The integrals over l′⊥ and l′+ can be
performed trivially against these latter delta functions.
We now perform the integrals over l− and l
′
−. We use the residue theorem, but because
of the dependence of the background on x−, the integrals are performed as in lightfront field
theory [58, 59]. Recall that in our lightfront coordinates, the mass-shell is l2 = 2l+l−− l2⊥ =
0, and consider the l− integral:
1
2pii
∮
dl−
ei l−(x−y)−
l2 + iε
=
1
2pii
∮
dl−
2l+
ei l−(x−y)−
l− − l
2
⊥−iε
2l+
=
ei l
o.s.
− (x−y)−
2l+
[
Θ(x− − y−)Θ(−l+)−Θ(y− − x−)Θ(l+)
]
.
(3.3)
In the first line we have written out l2 in terms of components to show that the position
of the pole switches between the upper and lower half l− plane depending on the sign of
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l+. In the second line we have performed the integral, which puts l− on-shell at l
2
⊥/(2l+).
The dl′− integral is performed in exactly the same way, except that l′− is put on-shell for
transverse and longitudinal momenta given by l+k, hence l′− → l′o.s.− := (l+k)2⊥/2(l+k)+,
and one obtains instead of (3.3)
ei l
′o.s.
− (y−x)−
2(l + k)+
[
−Θ(y− − x−)Θ(−l+ − k+) + Θ(x− − y−)Θ(l+ + k+)
]
. (3.4)
Note the exchanged position dependence on x−, y−. The product of (3.3) and (3.4) appears
in the amplitude. Since2 k+ > 0, only the product of terms with Θ(x
−−y−) can contribute,
and so l+ is constrainted to lie in the range −k+ < l+ < 0.
It is useful to take stock at this stage. There are (d + 1) integrals remaining. Two,
coming from the vertices, are over the lightfront times x− and y− on which the background
depends. These cannot be performed analytically in general (see section 6 for limits).
The remaining (d − 1) integrals are over l⊥ and l−, the only loop momenta components
unconstrained by delta functions. Note also that the integrations have fixed l′+,⊥ = (l +
k)+,⊥, and l
′
− has been put on-shell by the contour integral. Thus, the fixed l
′
µ may be
written more covariantly as
l′µ → lµ + kµ −
(l + k)2
2 (l + k)+
nµ , (3.5)
as may be verified using the mass-shell condition. It follows that the dressed momentum L′
is also fixed to
L′µ → Lµ +Kµ −
(L+K)2
2 (l + k)+
nµ . (3.6)
Note that, because E ·K(x) = n · E(x) = 0, the essential tensor structure in the integrand,
E(x) · L′(x)E ′(y) · L(y) simplifies to
E · L(x) E ′ · L(y) , (3.7)
abbreviating E(x) · L(x) ≡ E · L(x), etc.
The integrand also contains exponential terms which we have not yet discussed. At
the start, we had in the exponent (i times)
φk(x) + φk′(y) + φl(x)− φl(y) + φl′(y)− φl′(x) , (3.8)
in which the first two terms came from the external legs, and the remaining terms from the
loop propagators. This simplifies considerably after the above integrations are performed
and charge conservation (e′l = el + ek) is imposed, leaving in the exponent (i times)
1
(l + k)+
x−∫
y−
dαK(α)·L(α) . (3.9)
2This is true for all particles, except massless particles with momentum aligned with nµ; these are the
infamous zero modes of lightfront field theory [58–60]. Such modes propagate parallel to, or collinear with,
the background plane wave. We discuss this case in Sect. 6.3.
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This is very similar to the exponents which appear at both tree level and one loop for QED
processes, with the key difference that in (3.9) all momenta are position dependent and
appear under the integral since gluons are charged with respect to the background.
To present the final result, and to better compare with QED results, we change variable
from l− to the lightfront momentum fraction s := −l+/k+, so 0 < s < 1. In these variables,
the full contribution from the ghost loop is:
Mghost(k) = − g
2C2(G)δ
ab
4k+ (2pi)d−1
+∞∫
−∞
dx−
x−∫
−∞
dy−
1∫
0
ds
s(1− s)
∫
dd−2l⊥ e
i
k+(1−s)
x−∫
y−
dαK·L(α)
× E · L(x) E ′ · L(y) ,
(3.10)
with the overall factor of −1 due to the fermionic statistics of the ghosts, and C2(G)
the quadratic Casimir of the gauge group. Note that the integrals over the transverse loop
momentum l⊥ are Gaussian and can be performed immediately. The explicit result depends
on the chosen external helicity states (in particular, how l⊥ appears in E · L(x)E ′ · L(y)),
so we delay this final integral until later.
3.1.2 Gluon loop
For the gluon loop, both the position and loop momentum integrals go through as before.
All exponential terms are precisely as for the ghost loop. We can therefore write the gluon
contribution in the same way as (3.10),
Mgluon(k) =
g2C2(G)δ
ab
4k+(2pi)d−1
+∞∫
−∞
dx−
x−∫
−∞
dy−
1∫
0
ds
s(1− s)
∫
dd−2l⊥ e
i
k+(1−s)
x−∫
y−
dαK·L(α)
× 1
2
M(x−, y−) ,
(3.11)
where 12 is the symmetry factor for the loop, and the difficult part of the calculation is
identifying M which comes entirely from the tensor structure. This is significantly more
complicated than that of the other diagrams, and is given by:
M = [ηµρ(K − L)σ + ηρσ(L+ L′)µ − ησµ(L′ +K)ρ](x) Eµ(x) E ′ν(y)
Dlβρ(y, x) D
l+k
σα (x, y)
[
−ηνα(K + L′)β + ηαβ(L′ + L)ν − ηβν(L−K)α
]
(y) . (3.12)
In this expression, the action of the covariant derivatives in the cubic gluon vertices (2.22)
leads directly to dressed momenta insertions: Dj µ → iKj µ for leg j of the vertex. While
this is what one might expect from the vertex on a flat background, it is not a priori obvious
that this should be the case, as the covariant derivatives on the plane wave background can
also act on the tensor structures outside of the exponential. Nevertheless, one finds that
the derivative contributions from the tensor structure only produce terms (proportional to
nµ) which are ultimately contracted to zero with other contributions to M.
The expression (3.12) is to be evaluated on the support which follows from the loop
integrations, so that L′ is replaced by (3.6). The terms proportional to nµ in (3.6) ultimately
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vanish, which yields some simplifications, as does dropping terms proportional to E·E ′ which
will not contribute to helicity flip.
To present the result we introduce the following notation. Contractions of two generic
vectors Uµ and V ν via the gluon propagator carrying momentum pµ will be denoted
(U |p|V ) := Uµ(x) Dpµν(x, y)V ν(y) , (3.13)
while contractions via two gluon propagators will be written
(U |p, q|V )x := Uσ(x) Dp ασ (x, y) Dqαµ(y, x)V µ(x) , (3.14)
in which an extra position subscript is needed. Using this notation, the gluon loop con-
tributes
M = 4d E ·L(x) E ′ ·L(y)− (E|l|2K +L) (K −L|l+ k|E ′)− (E|l+ k|K −L) (2K +L|l|E ′)
− 2E ′ · L(y)
[
(E|l + k, l|2K + L)x − (E|l, l + k|K − L)x
]
− 2E · L(x)
[
(E ′|l + k, l|2K + L)y − (E ′|l, l + k|K − L)y
]
. (3.15)
This is symmetric between x ↔ y and E ↔ E ′ and in the flat background limit is easily
seen to reduce to (4d− 6)ε · lε′ · l, as expected for this diagram.
3.1.3 Gluon tadpole
In the tadpole diagram all propagators and external legs meet at the same point; this
results in all dependence on the plane wave background dropping out of the calculation.
The whole diagram is then exactly equal to the flat-background result. In this case the
lightfront time integrals can be performed, giving another momentum-conserving delta
function, and so (neglecting numerical factors) the gluon tadpole contributes
Mtadpole(k) ∼ (d− 1)g2C2(G) δab δ(k− + k′−) ε · ε′
∮
ddl
l2 + i
. (3.16)
The contraction of the polarization vectors means that the whole expression vanishes for
helicity flip, while for non-flip it would be subtracted entirely as part of the renormalisation.
The tadpole contribution can therefore be neglected.
3.1.4 Quark loop
In the fermionic quark loop, there is a gamma matrix trace to be calculated which takes
the form
tr /E(x)V l(x, y) /E ′(y)V l′(y, x) . (3.17)
Recall that this trace is to be evaluated on the support of the delta functions resulting
from the position and momentum integrals above, and that we have identified in (2.21)
the representation V l = ~V L + I l. Now, terms coming from I l behave differently from the
others, and from those considered above, as such terms contribute to the propagator
1
l2 −m2 I
l =
/n
2 l+
. (3.18)
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This is not only independent of the coordinates, but also removes the pole. It can easily be
seen from (3.17), and using ε · ε′ = 0 = n · ε, that such instantaneous propagator terms do
not contribute to helicity flip at one loop. (The same is true in QED using both Feynman
diagram and lightfront Hamiltonian methods [33]).
Turning to ~V L(x, y), observe that this part of the propagator is essentially ‘on-shell,’
because (2.21) is the background-dependent generalization of the vacuum identity
−/l +m
l2 −m2 =
−/lo.s. +m
l2 −m2 +
/n
2 l+
= − 1
2 l+
(/l −m)/n(/l −m)
l2 −m2 +
/n
2 l+
, (3.19)
where lo.s.µ is the momentum put on-shell by fixing the nµ component. In particular, this
means that ~V L
′
can be replaced by ~V L+K thanks to the factor of /n.
The trace (3.17) therefore reduces to
tr
[
/E(x) ~V L(x, y) /E ′(y) ~V L+K(y, x)] (3.20)
From this point, the trace is calculated as normal. It is helpful in the calculation to note
the following results. First, the explicit mass terms in ~V do not contribute. Second, we
are interested in helicity flip, for which ε · ε′ = 0; it is easy to show that this orthogonality
holds even when dressed polarizations are contracted at different lightfront times:
E(x−) · E ′(y−) = 0 . (3.21)
Third,
E(x−) · (L(y−) + sK(y−)) = E · L(y−) , (3.22)
in which, as above, s ≡ −l+/k+. This shows that the combination L+ sK – which appears
when calculating the trace – acts as a kind of transport, pulling the polarization vector it
is contracted with back to its own lightfont time.
The final result is, for each flavour of quark,
Mquark(k) = −2 g
2TF δ
ab
k+(2pi)d−1
+∞∫
−∞
dx−
x−∫
−∞
dy−
1∫
0
ds
s(1− s)
∫
dd−2l⊥ e
i
k+(1−s)
x−∫
y−
dαK·L˜(α)
×
[
S E ′ · L˜(y)E · L˜(x) +
(
1− 1
2s(1− s)
)
A E ′ · L˜(y)E · L˜(x)
]
,
(3.23)
where TF is defined by tr(T
aTb) = TF δ
ab and there is an overall factor of −8 relative to
(3.11) coming from the fermion loop and the trace (3.20). The symbol (A ) S means (anti)
symmetrise in y− and x− (with factors of 1/2). The loop momenta L˜ are decorated with
a tilde to remind us that they are massive momenta, rather than the massless momenta
appearing in the gluon and ghost loops. It is easy to see that in the flat background limit
the trace reduces to
tr
[
/ε/l /ε′/l
]
= 8 ε · l ε′ · l , (3.24)
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which is again the correct limit for this diagram. We remark that the trace is obtained from
the QED result by applying the two rules: 1.) replace the free photon polarization vectors
with the dressed gluon polarization vectors, and 2.) evaluate the dressed polarizations at
the same point as the dressed momenta they are contracted with. That this second rule
should hold is not obvious from the QED result, where the photon polarization vectors are
independent of position, but is affected by the transport property (3.22).
3.2 Helicity flip amplitude
At this stage, we have all of the ingredients to assemble the full helicity flip amplitudes
for pure Yang-Mills and for QCD, with N colours and nf flavours. In general, amplitudes
contain divergences in d = 4; these may be regulated using transverse dimensional regu-
larisation [61] with respect to dd−2l⊥. As this corresponds to continuing the number of
transverse space-time directions, it is trivial to similarly continue the background away
from d = 4. Here, one can show that all terms which depend on the background field are
UV finite (cf., [26, 33] for analogous statements in QED), so the renormalized amplitude
is given by subtracting off the flat background contribution [62].
However, it is easy to see that the flat background amplitude is proportional to ε · ε′,
which vanishes in the case of helicity flip. Therefore, the relevant helicity flip amplitude
for pure Yang-Mills is:
MYM(k) = Mghost(k) +Mgluon(k) . (3.25)
Note, as observed above, that Mtadpole does not contribute to helicity flip, being equal to
its flat-background value. Similarly, the QCD helicity flip amplitude is given by:
MQCD(k) = MYM(k) +
nf∑
i=1
M
(i)
quark(k) , (3.26)
where M
(i)
quark is the quark loop contribution for the i
th flavour.
In order to obtain more explicit formulae for the helicity flip amplitude we now take
explicit choices for the polarization of the incoming gluon. As we will see, particularly
clean expressions can be obtained by making use of special representations available for
on-shell kinematics in d = 4, even in the presence of a background plane wave.
4 Spinor-helicity formalism
One of the key tools in the modern approach to scattering amplitudes is the spinor he-
licity formalism, which enables streamlined representations of on-shell kinematic data in
d = 4 space-time dimensions (cf., [18–21]; our conventions follow [63]). At the heart of
this formalism is the isomorphism between the complexified Lorentz group SO(4,C) and
SL(2,C) × SL(2,C), as is realized by the Pauli matrices σαα˙µ : contraction with the Pauli
matrices enables any Lorentz index to be interchanged for a pair of SL(2,C) Weyl spinor
indices: vµ ↔ vαα˙ = vµσαα˙µ .
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This spinor notation is particularly useful when considering an on-shell 4-vector kµ,
obeying k2 = 0. In the spinor notation, it is easy to see that k2 = 0 is equivalent to
det(kαα˙) = 0, which implies that kαα˙ must be a simple 2 × 2 matrix: kαα˙ = λαλ¯α˙.
Conversely, any 4-vector which is representable as the product of two spinors must be null.
Therefore it follows that
k2 = 0 ⇔ kαα˙ = λα λ¯α˙ , (4.1)
where reality of kµ dictates that λα, λ¯α˙ are related by complex conjugation.
One could worry that the presence of background fields spoils this statement (and
others which follow from it) in some way, but the spinor helicity formalism extends naturally
to on-shell fields on the plane wave background. We demonstrate how to represent the
dressed gluon momenta and pure positive/negative helicity polarization vectors in this
dressed version of the spinor helicity formalism. To our knowledge, this is the first time
that the formalism has been adapted to plane wave background fields, and we expect that
it should be a useful tool beyond the helicity flip calculations which are the focus of this
paper.
It will be useful to write the d = 4 Minkowski metric in lightfront coordinates which
represent the transverse x⊥-directions as the complex plane:
ds2 = 2
(
dx+ dx− − dz dz¯) . (4.2)
Space-time coordinates in the spinor helicity formalism are now encoded in the 2×2 matrix:
xαα˙ =
1√
2
(
x0 + x3 x1 − ix2
x1 + ix2 x0 − x3
)
=
(
x+ z¯
z x−
)
, (4.3)
with x⊥ = (x1, x2) replaced by (z, z¯). From now on, all expressions will be given in these
coordinates. The collection of non-trivial background field degrees of freedom, a⊥(x
−), are
repackaged as:
a(x−) :=
a1(x
−) + i a2(x
−)√
2
, a¯(x−) :=
a1(x
−)− i a2(x−)√
2
. (4.4)
Spinor indices are raised and lowered with the Levi-Civita symbols
αβ =
(
0 1
−1 0
)
= α˙β˙ , (4.5)
and their inverses according to the convention
aα := a
β βα , b
α := αβ bβ ,
and so forth.
The lightlike vector nµ associated with the background plane wave has the spinor
expression
nαα˙ =
(
1 0
0 0
)
. (4.6)
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Since n2 = 0, we can write nαα˙ as a product of spinors:
nαα˙ = nα n¯α˙ , nα =
(
1
0
)
. (4.7)
Similarly, the on-shell dressed gluon momentum Kµ(x
−) of (2.9) obeys K2 = 0 and should
therefore also be expressible as a product of spinors. In the 4d lightfront coordinates (4.2),
the dressed momentum Kαα˙ is:
Kαα˙(x
−) =
(
k+ k¯ + e a¯
k + e a |k+e a|
2
k+
)
, (4.8)
where k = (k1 + ik2)/
√
2 and k¯ = (k1− ik2)/
√
2 are the transverse un-dressed momenta in
complex coordinates. The decomposition of Kαα˙ into spinors is given by
Kαα˙ = Λα Λ¯α˙ , Λα =
(√
k+
k+e a√
k+
)
, Λ¯α˙ =
(√
k+
k¯+e a¯√
k+
)
. (4.9)
The only difference between (4.9) and the decomposition kαα˙ = λαλ¯α˙ on a flat background
is that the spinors Λα, Λ¯α˙ are non-trivial functions of the lightfront coordinate x
− through
dependence on the background field components a(x−), a¯(x−). This is nothing but a boost
applied to the free spinors, as follows from (2.10).
A key advantage of the spinor helicity formalism is that it allows gluon polarizations to
be replaced with a positive or negative helicity label. Indeed, given an on-shell momentum
and this helicity label, the corresponding polarization vector is uniquely specified up to
gauge redundancy (cf., [64]). The same is true for gluons in the plane wave background,
and their dressed polarization vectors.
A general dressed polarization vector is written in spinor components as
Eαα˙(x−) =
(
0 
¯ (k¯+e a¯)+¯(k+e a)k+
)
, (4.10)
with the two on-shell degrees of freedom parametrized by {, ¯}. From this, the purely
negative and positive helicity polarization states are:
E(−)αα˙ =
Λα n¯α˙√
k+
, E(+)αα˙ =
nα Λ¯α˙√
k+
. (4.11)
Note that these polarization vectors are clearly transverse, E(−) ·K = 0 = E(+) ·K, and
compatible with lightcone gauge3, E(−) · n = 0 = E(+) · n.
It is straightforward to confirm that the assignments of negative/positive helicity to the
polarizations of (4.11) is correct. Indeed, defining the gluon wavefunction a
(−)
αα˙ = E(−)αα˙ eiφk ,
its linearised field strength is:
f
(−)
αα˙ββ˙
= 2D[αα˙a
(−)
ββ˙]
=
i
2
α˙β˙ ΛαΛβ e
iφk , (4.12)
3The residual gauge freedom familiar from the flat background spinor helicity formalism is fixed in (4.11)
by the additional requirement of lightcone gauge.
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as expected for a negative helicity state. Similarly,
f
(+)
αα˙ββ˙
=
i
2
αβ Λ¯α˙Λ¯β˙ e
iφk , (4.13)
for the positive helicity polarization.
The power of these dressed helicity polarizations is that they enable us to consider
the ‘pure’ helicity flip amplitude, which substantially simplifies the integrands appearing
in (3.25) and (3.26).
5 Negative to positive helicity flip
Armed with the spinor helicity formalism, we now consider the specific case of negative-to-
positive helicity flip. The negative helicity incoming gluon has the polarization vector E(−)αα˙
in (4.11). Because the polarization vector of the outgoing, positive helicity gluon obeys
E ′αα˙ = E(+)αα˙ , we set E ′αα˙ = E(−)αα˙ in our amplitudes M(k).
The amplitudes (3.25) and (3.26) are now evaluated using the explicit expressions
for E(−)αα˙ and Kαα˙ in the spinor helicity formalism. It is also useful to have the spinor
parametrizations of the loop momenta; for all diagrams contributing to the pure Yang-
Mills result this is:
Lαα˙ =
(
l+ l¯ + el a¯
l + el a
|l+e a|2
l+
)
, (5.1)
while for the quark loop the momentum is
L˜αα˙ =
(
l+ l¯ + µl a¯
l + µl a
|l+µl a|2+m2
l+
)
. (5.2)
Computation of the integrands appearing in (3.25) and (3.26) is now a simple matter of
spinor helicity manipulations and (mostly) Gaussian integration.
5.1 Pure Yang-Mills
A straightforward calculation using the spinor helicity formalism shows that the non-trivial
integrand structures appearing in the ghost and gluon loop diagrams are in fact propor-
tional:
ghost (3.10) −→ −E(−) · L(x−) E(−) · L(y−) ,
gluon (3.11) −→ (2d− 3) E(−) · L(x−) E(−) · L(y−) ,
(5.3)
with the quantity
E(−) · L(x−) E(−) · L(y−) = (l + s k + (el + s e) a(x−)) (l + s k + (el + s e) a(y−)) . (5.4)
Note that only the ‘holomorphic’ components of the background gauge field appear in this
expression; this is due to the pure negative helicity of the incoming gluon.
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The pure Yang-Mills amplitude then takes the form
g2N δab
k+ (2pi)3
+∞∫
−∞
dx−
x−∫
−∞
dy−
1∫
0
ds
s(1− s)
∫
d2l e
i
k+(1−s)
x−∫
y−
dαK·L(α)
×
[
(l + s k + (el + s e) a(x
−)) (l + s k + (el + s e) a(y
−))
]
,
(5.5)
where we have used C2(G) = N for G = SU(N).
To deal with the exponential in the integrand of (5.5), we write φ := (x− + y−)/2,
θ := x− − y−, and introduce the moving average
〈a〉 := 1
θ
φ+θ/2∫
φ−θ/2
dαa(α) . (5.6)
With this, we note that the exponent is extremised at
l? = −el 〈a〉 − s (k + e 〈a〉) , l¯? = −el 〈a¯〉 − s
(
k¯ + e 〈a¯〉) . (5.7)
Changing variables in the transverse loop momenta from l to q = l − l? allows us to write
the exponent as
−i θ
k+ s (1− s)
(
qq¯ + var(a) (el + s e)
2
)
, (5.8)
where the floating variance is defined by [65–68]
var(a) := 〈aa¯〉 − 〈a〉 〈a¯〉 . (5.9)
Note that setting e = 0 in (5.8) recovers the standard Volkov exponent from QED.
The Gaussian integration in {q, q¯} can now be performed, resulting in
MYM−→+(k) =
−i g2N δab
(2pi)2
+∞∫
−∞
dφ
∞∫
0
dθ
θ
1∫
0
ds exp
[
− i θ var(a)
s(1− s)k+ (el + se)
2
]
× (el + se)2
(
a(φ+ θ/2)− 〈a〉) (a(φ− θ/2)− 〈a〉) .
(5.10)
The factor of θ−1 appearing in (5.10) does not lead to a UV divergence, because the
remainder of the integrand goes like ∼ θ2 at small θ, such that the integrand vanishes
linearly in the small θ region. Note that for general gluon polarizations, there would be
θ−2 factors appearing in the integrand; the softer UV behaviour of θ−1 in (5.10) is due
to the choice of a pure negative helicity polarization for the incoming gluon. As a result,
the non-exponential integrand in (5.5) is a (holomorphic) function of l (or q); for a general
linear combination of helicity states the integrand can be a quadratic polynomial in both
l and l¯, leading to factors of θ−2 after the Gaussian integration is performed.
The fact that the helicity flip integral is well-behaved is easily seen by defining the
well-behaved functions aθ := ∂θ〈a〉 and aφ := ∂φ〈a〉, from which it can be seen that(
a(φ+ θ/2)− 〈a〉)(a(φ− θ/2)− 〈a〉) = θ2 (aθaθ − 1
4
aφaφ
)
. (5.11)
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Even with general gluon polarizations, it is easy to see that the amplitude is convergent.
Finally, the helicity flip amplitude for pure Yang-Mills can be written as
MYM−→+(k) =
−i g2N
(2pi)2
∑
el
+∞∫
−∞
dφ
∞∫
0
dθ θ
1∫
0
ds exp
[
− i θ var(a)
s(1− s)k+ (el + se)
2
]
× (el + se)2
(
aθaθ − 1
4
aφaφ
)
,
(5.12)
where we suppress the trivial colour structure δab, and the sum is over all (adjoint) charges
el flowing in the loop which are consistent with charge conservation.
5.2 QCD
In the case of the pure negative to positive helicity flip, only the symmetric structure from
(3.23) contributes to the amplitude. Thus, the only contribution to the integrand in the
quark diagram reads:
quarks (3.23) −→ −8 E(−) · L˜(x−) E(−) · L˜(y−) . (5.13)
Each flavour of quark then contributes
− g
2 δab
k+ (2pi)3
+∞∫
−∞
dx−
x−∫
−∞
dy−
1∫
0
ds
s(1− s)
∫
d2l e
i
k+(1−s)
x−∫
y−
dαK·L˜(α)
×
[
(l + s k + (µl + s e) a(x
−)) (l + s k + (µl + s e) a(y
−))
]
,
(5.14)
At this point, the Gaussian integration over the transverse loop momenta can be performed
as in pure Yang-Mills; the only difference is that the argument of the exponential takes the
form:
−i θ
k+ s (1− s)
(
qq¯ +
m2i
2
+ (µl + s e)
2var(a)
)
, (5.15)
where mi is the mass of the i
th quark flavour. When e = 0 (and setting µl → 1) this is
precisely the standard Volkov exponent appearing in QED. It is useful to introduce the
notation
M2i [µl] := m
2
i + 2(µl + s e)
2var(a) , (5.16)
for the effective quark mass, which trivially generalizes Kibble’s effective mass for the
electron in strong field QED [66].
Performing the Gaussian integrations gives the QCD negative-to-positive helicity flip
amplitude
MQCD−→+(k) =
i g2
(2pi)2
nf∑
i=1
∑
µl
+∞∫
−∞
dφ
∞∫
0
dθ θ
1∫
0
ds exp
[
− i θM
2
i [µl]
2s(1− s)k+
]
× (µl + se)2
(
aθaθ − 1
4
aφaφ
)
+ MYM−→+(k) ,
(5.17)
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where the sums are over all flavours i and over all fundamental weights compatible with
charge conservation which flow in the loop. Once again, the integrand is regular in θ; there
is no UV divergence.
6 Examples
The formulae (5.12), (5.17) still contain three residual integrals: two over the lightfront
directions (φ, θ) and the s integral corresponding to the l+ loop momentum component.
The lightfront integrals are a general feature of calculations in a plane wave background,
while the s integral can only be performed if the charges flowing in the loop are explicitly
known. In this section, we consider some concrete examples and limits of the helicity flip
amplitude which allow some or all of these residual integrals to be performed analytically.
6.1 Gauge group SU(2)
Consider a gauge theory with N = 2 colours; the generators of the gauge group SU(2) can
be written in terms of the familiar basis
T+ =
(
0 1
0 0
)
, T− =
(
0 0
1 0
)
, T0 =
(
1
2 0
0 −12
)
, (6.1)
where T0 is the generator of the Cartan. Since[
T0, T±
]
= ±T± , (6.2)
the possible adjoint colour charges in this setting are 0 and ±1.
If the incoming gluon carries charge e = 0 then it is aligned with the background and
there is no scattering since the situation is equivalent to pure Maxwell theory. So without
loss of generality, we choose the incoming gluon to have charge e = +1. By inspection of
charge conservation at each of the cubic vertices in the ghost and gluon loops from Fig. 2,
only the colour charges el = −1, 0 are allowed to run in the loop. Furthermore, a simple
change of variables shows that the contributions from both of these loop charges are in fact
equal. Therefore, the minus to plus helicity flip amplitude for N = 2 can be reduced to:
MYM−→+(k) = −
4 i g2
(2pi)2
+∞∫
−∞
dφ
∞∫
0
dθ θ
1∫
0
ds s2 exp
[
− i θ var(a) s
k+ (1− s)
] (
aθaθ − 1
4
aφaφ
)
. (6.3)
Now define
J0(x) :=
1∫
0
ds exp
[−ix s
1− s
]
= 1− ix eixE1(ix) , (6.4)
where E1 is the exponential integral, and let
JYM(x) :=
1∫
0
ds s2 exp
[−ix s
1− s
]
=
1
6
∂2x
(
x2J0(x)
)
. (6.5)
– 21 –
With this notation, the helicity flip amplitude for pure Yang-Mills with two colours can be
written as:
MYM−→+(k) = −
4 i g2
(2pi)2
+∞∫
−∞
dφ
∞∫
0
dθ θ
(
aθaθ − 1
4
aφaφ
)
JYM
(
θ var(a)
k+
)
, (6.6)
with only the lightfront integrals remaining.
In QED, the integral J0 appears in tree-level photon emission amplitudes in plane
waves [69], while fermion loops lead to Bessel functions [33]. The presence of trigonomet-
ric integrals rather than Bessel functions in (6.6) is a non-abelian effect. Heuristically,
exponents going like 1/s(1 − s) lead to Bessel functions, but the dressing of the gluons
introduces (el + se)
2 factors in the numerator, which leads to the trigonometric integrals
seen here and in QED at tree level.
To obtain the QCD result, we must evaluate the quark loop contribution to (5.17) with
two colours. In this case, the two fundamental vectors of SU(2) have weights ±12 as
T0
(
1
0
)
=
1
2
(
1
0
)
, T0
(
0
1
)
= −1
2
(
0
1
)
. (6.7)
Charge conservation dictates that only the fundamental weight µl = −12 can flow in the
quark loop in Fig. 2. Thus, the quark contribution to helicity flip in SU(2) is
i g2
(2pi)2
nf∑
i=1
+∞∫
−∞
dφ
∞∫
0
dθ θ
1∫
0
ds exp
[−i θM2i [−12 ]
2s(1− s)k+
] (
1
2
− s
)2(
aθaθ − 1
4
aφaφ
)
. (6.8)
The s-integral here can be performed in the case of massless quarks. Then the relevant
integral is
JQCD(x) :=
∞∫
0
ds
(1
2
− s
)2
exp
[−ix(1/2− s)2
s(1− s)
]
=
√
pi
16
U
(3
2
, 0, ix
)
, (6.9)
where U , the confluent hypergeometric function, may be written as a sum of two linear
functions multiplying Bessel functions of the zeroth and first order. It is interesting to note
that the Bessels appearing in the QED helicity flip amplitude are of the same order.
Combining the Yang-Mills and quark contributions (6.6) and (6.8), and using (6.9),
gives the full helicity flip amplitude for SU(2) QCD with nf massless quarks as
MQCD−→+(k) =
−i g2
(2pi)2
+∞∫
−∞
dφ
∞∫
0
dθ θ
(
aθaθ− 1
4
aφaφ
)[
4JYM
(
θ var(a)
k+
)
−nfJQCD
(
θ var(a)
k+
)]
,
(6.10)
The remaining lightfront time integrals can only be performed analytically in special cases.
One example is a constant plane wave Fµν , but as this is not a ‘sandwich’ wave it does not
admit the required scattering boundary conditions.
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Figure 3. Absolute value of Q(x) as defined in (6.11), which results from performing all loop
momentum integrals in SU(2) QCD, as a function of argument x and for different numbers of
fundamental flavours. For nf = 16 the function vanishes as x→∞, which implies a suppression of
the helicity-flip probability in the high-energy limit.
We therefore proceed to investigate some limits, which also apply for general numbers
of colours and flavours. As a motivation for this, and in the interests of providing some
more particular information about the SU(2) case here, consider the function
Q(x) := 4JYM
(
1
x
)
− nfJQCD
(
1
x
)
, (6.11)
defined by the combination in square brackets of the SU(2) result (6.10). This function is
plotted in Fig. 3 for various numbers of flavours nf . As this number increases, we notice
a change in the asymptotic behaviour of the function. In particular, for nf = 16 the
function quickly vanishes for large argument. Indeed, it can be verified using the explicit
representation of Q in terms of special functions that
Q(∞) = 4
3
− nf
12
, (6.12)
vanishing at nf = 16. We will show below that this behaviour corresponds to a ‘flavour-
suppression’ of the helicity flip amplitude at high energy.
6.2 High lightfront energy limit
The helicity-flip probability depends on the gluon momentum only through the lightfront
component k+. Hence it is natural to consider how the probability behaves in the limiting
cases of large and small4 k+.
Given either the YM (5.12) or quark (5.17) loop contributions for general N and nf ,
we begin by rescaling θ → θk+. The exponentials appearing then depends on k+ only
through the variance, var(a) ≡ var(a)(φ, k+θ), a function of φ and k+θ. For large k+ we
4Strictly we should take the limit of a dimensionless invariant, for example b = ω0n · k/m2 ≡ ω0k+/m2
for ω0 the typical (lightfront) energy scale of the background, set by its duration or frequency of oscillation,
for example. The final conclusions are the same if we work simply with k+, however.
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Figure 4. The variance in a background a(x−) = sech2(ωx−), as a function of dimensionless
variables φ and θ of the form ωx−. The behaviour shown is typical of all sandwich plane waves; as
a function of θ, the variance rises from zero to some peak value, and then falls asymptotically back
to zero as (to leading order) 1/θ with φ-independent coefficient [67]. This asymptotic behaviour is
highlighted on the plot.
may approximate this by var(a)(φ,∞) which, crucially, vanishes for any sandwich plane
wave5 with 1/k+ corrections, as [67]
var(a)(φ, θ) ∼ 1
θ
∞∫
−∞
dφ |a(φ)|2 − 1
θ2
∣∣∣∣
∞∫
−∞
dφa(φ)
∣∣∣∣2 as θ →∞ (6.13)
The typical behaviour of the variance is shown in Fig. 4. With this, the exponentials reduce
to unity for YM loops and to
exp
[ −i θ
k+s(1− s)
m2i
2
]
(6.14)
for quark loops. In either case, the integrand of M(k) then depends on φ only through
the terms outside the exponential. In order to extract the leading order behaviour of these
terms as k+ →∞, it is helpful to Fourier transform, using (5.11),
a(φ+ k+θ/2)− 〈a〉 =
∫
dω
2pi
a(ω) eiωφ
[
eiωk+θ/2 − sinc(ωk+θ/2)
]
. (6.15)
and similarly for a(φ − k+θ/2) − 〈a〉. Performing the φ-integral sets the Fourier variables
appearing to be equal and opposite. The θ-integral is then a combination of powers and
5Note that the variance appears as a ‘correction’ to the mass terms in the exponentials of the loops, for
both the quarks and gluons. For a long sandwich wave comprising many regular oscillations, the variance
can become approximately constant over a large portion of φ − θ space, behaving as, for e.g. circular
polarization: m2 + 2var(aˆ) ∼ m2(1 + a20)−m2a20sinc2(θ/2) [66]. The combination m2(1 + a20) is referred to
as the electron ‘mass shift’ in the QED literature. The nature, and observability, of this mass shift was for
a long time a debated concept. It is not a shift in the particle rest mass: no states in the theory have mass-
squared equal to m2(1 + a20) [45]. Instead the shift (or rather the variance) encodes nonlinearities which
have an observable impact on particle spectra, and which can be understood as resonance phenomena; this
is made clear by considering a (sandwich) wave train of a finite number of cycles [70], whereas historical
controversies resulted from the consideration of only infinite-duration, rather than sandwich, plane waves.
(For historical references see [45, 68].)
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trigonometric functions which can be performed, with the result (ignoring purely numerical
factors):
M(k)
k+
∼ 1
k+
1∫
0
ds
∫
dω
2pi
(charge)2 a(ω)a(−ω)
[
1
2
+O
(
log b
b2
)]
, (6.16)
where b := k+ω/m
2 and ‘charge’ stands for the appropriate adjoint or fundamental charge.
The leading order term, as expected of a high energy limit, is independent of the mass and
applies to both the quark and YM loops. (For the latter, the subleading terms in (6.16)
are identically zero.) The remaining integral over s can then be performed exactly.
It follows that the helicity flip probability behaves, in the limit k+ → ∞, as P ∼
(a20/k+)
2 where a0 typifies the background field strength. This is the same scaling as would
be obtained if the background had been treated to leading order in perturbation theory,
rather than exactly as here. The reason for this is that higher order terms in a, encoded
in the exponential terms of the the integrands above, vanish when the variance of the field
is replaced by its asymptotic limit.
The same dependence on field strength and intensity is seen in QED [71, 72]. However,
here we have an additional dependence on the number of colours and flavours, which plays
a role. While the high-energy dependence on momentum and field strength in the YM
and quark loops is the same, they differ in overall factors and in the s-integrations, which
are affected by the charge assignments. These factors can conspire to suppress the general
leading-order behaviour identified here. Consider again SU(2) and the negative-to-positive
flip with e = 1. Then we have from (6.16) the relative YM and quark contributions
2
∑
el=0,−1
1∫
0
ds (el + s)
2 =
4
3
, −nf
∑
µ=− 1
2
1∫
0
ds (µ+ s)2 = −nf
12
, (6.17)
respectively, where the leading 2 is the number of colours. Hence, for nf = 16 the leading
order contribution to helicity flip vanishes in the high energy limit, with the YM contribu-
tion being cancelled by that from the large number of flavours. This recovers the behaviour
seen in the exact SU(2) expressions (6.10) – (6.12), demonstrating that behaviour indeed
corresponds to a suppression of the flip probability at high energy. This effect is clearly
related to the influence of the number of flavours on the running coupling and asymptotic
freedom, both because of the diagrams considered and the relative minus sign in the contri-
butions of gluons and fermions. The reason that the critical number of fermions does not
match that at which the beta-function changes sign (nf = 11 for N = 2) is that helicity flip
comes from the finite parts of the diagrams considered, not the divergent parts. Related,
of course, is the fact that the tadpole gives no contribution here.
6.3 Low lightfront energy limit
Now consider the low (lightfront) energy limit, k+ → 0; this probes the IR structure of the
helicity flip observable. This limit is taken by again rescaling θ → k+θ and expanding in
powers of k+. For the quark loop, the exponent immediately reduces again to (6.14). This
allows (expanding also the pre-exponential terms) the θ-integral to be made convergent
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by a contour rotation (or equivalently by adding −i to the mass), to arrive at the lowest
order contribution, ignoring prefactors,
M(k)
k+
∼ k+
1∫
0
ds s2(1− s)2
+∞∫
−∞
dφ (µl + es)
2a′(φ)2 . (6.18)
The remaining s-integral can be performed directly once the charges are known. Let
a0 again characterise the background field strength; then the essential scaling of the flip
probability at small k+ is P ∼ (k+a20)2, which increases from zero with increasing gluon
energy k+.
Things are different for the YM loops, however: these diverge as k+ → 0. The reason
is that there is no mass term in the YM exponents: the expansion of the YM exponential
terms in powers of θ begins at order θ3 because the gluon is massless. The presence of
the exponential is needed for the integrals to converge, and so to find the leading order
low-energy behaviour we change variables θ → k1/3+ θ and expand, such that, again ignoring
purely numerical factors,
M(k)
k+
∼ 1
k
1/3
+
1∫
0
ds
+∞∫
−∞
dφ
∞∫
0
dθ θ (el + e s)
2a′(φ)2 exp
[
− i(el + e s)2 θ
3a′(φ)a¯′(φ)
12s(1− s)
]
+ · · ·
(6.19)
Performing the θ integral at leading order gives
M(k)
k+
∼ 1
k
1/3
+
1∫
0
ds(s(1− s))2/3
∫
dφ
[
(el + e s)a
′(φ)
]4/3[
(el + e s)a¯′(φ)
]2/3 . (6.20)
Note that there are no divergences in the φ or s integrals, and that a dependence on the
anti-holomorphic part of the background has re-appeared through contributions from the
effective mass. The probability then scales as P ∼ (a2/30 /k1/3+ )2 and so is divergent as
k+ → 0. This limit encompasses both the soft limit (k0 → 0) as well as the collinear
limit, in which the gluon momentum is parallel to the background direction, kµ → λnµ for
some λ. The divergence is infra-red, as it results from the large-distance divergence of the
θ-integral when k+ = 0.
7 Conclusions
In this paper, we have computed the leading contribution to gluon helicity flip in a gauge
theory plane wave background. Since the Feynman rules for perturbative Yang-Mills and
QCD in the plane wave background can be determined exactly, this calculation is performed
without recourse to approximations: the plane wave background is treated exactly. Using
pure helicity polarization states, we were able to obtain compact formulae for the helicity
flip amplitude, (5.12) and (5.17), for any number of colours or flavours. These expressions
are further simplified by making an explicit choice for the number of colours, or by taking
the high- or low-lightfront energy limit of the probe gluon.
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While in some ways analogous to the calculation of photon helicity flip in strong field
QED with a plane wave background [33], there are substantial differences in the non-
abelian theory. Here, all particles are dressed by the background, leading to different
functional dependencies in the amplitude. For instance, the exponential factors appearing
in the Yang-Mills and QCD helicity flip amplitudes show more structure than their QED
‘Volkov exponent’ counterparts. We showed that this difference leads to the appearance of
trigonometric and confluent hypergeometric functions, as opposed to the Bessel functions
that appear in QED at one loop. Furthermore, by tuning the number of flavours, we
observed a ‘flavour suppression’ of the helicity flip amplitude in the high lightfront energy
limit. In the low lightfront energy limit, we found soft and collinear divergences.
These are non-abelian phenomena, and one could wonder if flavour suppression is
related to a conformal fixed point of QCD, where the 1-loop beta function changes sign.
Yet it is easy to see that this occurs at a different value of nf then flavour suppression
(e.g., for N = 2 the 1-loop beta function vanishes for nf = 11 rather than 16). This is
not surprising, as the flat background diagrams (including the entire tadpole term) do not
contribute to helicity flip. However, it would be interesting to know if there is a physical
explanation for flavour suppression beyond the fact that quarks contribute to the amplitude
with the opposite sign to the pure Yang-Mills components.
To conclude, we outline two potential applications of our results. The first is in the
context of formal quantum field theory, pertaining to a structure known as double copy.
This is a prescription which relates scattering amplitudes of gauge theory and gravity,
perturbatively around a trivial scattering background (cf., [73–76]). The computational
power of double copy has now been demonstrated in a variety of scenarios: from high-loop
calculations in a variety of supergravity theories [77–80], to perturbative determination of
far-field gravitational radiation [81–84], to state-of-the-art calculations of the conservative
two-body Hamiltonian in the post-Minkowskian expansion of general relativity [85, 86].
Nevertheless, the origin and robustness of double copy remains mysterious: it lacks a fully
non-linear Lagrangian or off-shell explanation at the level of the underlying gauge and
gravitational field theories.
One way to probe the robustness of double copy is by testing the extent to which
it holds for scattering amplitudes on non-trivial perturbative backgrounds [17, 87, 88],
such as a plane wave. At lowest order double copy on a plane wave background has been
verified [17], but to make more general statements requires generating gauge theory data
to feed into any double copy prescription. For instance, the 2→ 2 gluon tree amplitude on
a plane wave background was only recently obtained in a form suitable to double copy [15].
The gluon helicity flip amplitude can be viewed as data which can be used to test
double copy on a plane wave background beyond tree-level. Indeed, we conjecture that
the results of this paper can be used to determine the graviton helicity flip amplitude on
a plane wave metric background. To test this requires computing the graviton helicity flip
amplitude directly from the Einstein-Hilbert action; we hope to pursue this calculation in
the future.
A second potential application is to the colour glass condensate (CGC), the effective
– 27 –
theory describing strong gauge fields in the vicinity of heavy ion collisions [28–32]. As
mentioned in the Introduction, the gauge fields of the CGC are strong and are thus treated
exactly, as non-perturbative background fields. The classical Aµ describing the CGC is
characterised by purely transverse fields, which are orthogonal and of equal magnitude:
~E · ~B = ~E2− ~B2 = 0, for ~E, ~B the electric and magnetic fields of Aµ (for each colour) [28].
These gauge fields are represented by potentials of the form α(x⊥, x−)dx−, where
−∇2⊥α = ρ, with ρ a colour source (localised around x− = 0). The plane waves con-
sidered in this paper are source-free members of this class, with α = x⊥a˙⊥(x−), and obey
the same relations between ~E and ~B as above. Calculations involving the CGC require
averaging over the classical fields A from sources distributed with a Gaussian weight [28]
around ρ = 0. It could be useful to replace the averaging with a ‘dominant contribution’
from the peak of the Gaussian. If so, this dominant contribution could, following the
observations above, be a plane wave. This will be addressed in more detail elsewhere.
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