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Abstract
This thesis studies instabilities and singularities in a geometrical approach to the planar
three-body problem as well as instabilities, chaos and ergodicity in the three-rotor problem.
Trajectories of the three-body problem are expressed as geodesics of the Jacobi-Maupertuis
(JM) metric on the configuration space. Translation, rotation and scaling isometries lead to
reduced dynamics on quotients of the configuration space, which encode information on the
full dynamics. Riemannian submersions are used to find quotient metrics and to show that
the geodesic formulation regularizes collisions for the 1/r2 , but not for the 1/r potential.
Extending work of Montgomery, we show the negativity of the scalar curvature on the center
of mass configuration space and certain quotients for equal masses and zero energy. Sectional
curvatures are also found to be largely negative, indicating widespread geodesic instabilities.
In the three-rotor problem, three equal masses move on a circle subject to attractive
cosine inter-particle potentials. This problem arises as the classical limit of a model of
coupled Josephson junctions. The energy serves as a control parameter. We find analogues
of the Euler-Lagrange family of periodic solutions: pendula and breathers at all energies and
choreographies up to moderate energies. The model displays order-chaos-order behavior and
undergoes a fairly sharp transition to chaos at a critical energy with several manifestations:
(a) a dramatic rise in the fraction of Poincare´ surfaces occupied by chaotic sections, (b)
spontaneous breaking of discrete symmetries, (c) a geometric cascade of stability transitions
in pendula and (d) a change in sign of the JM curvature. Poincare´ sections indicate global
chaos in a band of energies slightly above this transition where we provide numerical evidence
for ergodicity and mixing with respect to the Liouville measure and study the statistics of
recurrence times.
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Chapter 1
Introduction
The classical three-body problem arose in an attempt to understand the effect of the Sun on
the Moon’s Keplerian orbit around the Earth. It has attracted the attention of some of the
best physicists and mathematicians and led to the discovery of chaos. In the first part of
this thesis (Chapter 2), we study a geometrical approach to the planar three-body problem
subject to Newtonian or inverse-square potentials and describe results on instabilities and
near collision dynamics by treating trajectories as geodesics of an appropriate metric on the
configuration space. The second part (Chapter 3) concerns instabilities, chaos and ergodicity
in the classical three-rotor problem which we propose as an interesting variant of the three-
body problem. It also arises as the classical limit of a model for chains of coupled Josephson
junctions. Despite the close connections, the two parts are reasonably self-contained and
may be read independently.
1.1 Geometrical approach to the planar three-body
problem
The classical gravitational three-body problem [31, 32] is one of the oldest problems in dy-
namics1 and was the place where Poincare´ discovered chaos [17]. It continues to be a fertile
area of research with discovery of new phenomena such as choreographies [14] and Arnold
diffusion [80]. Associated questions of stability have stimulated much work in mechanics and
nonlinear and chaotic dynamics [49,70]. Quantum and fluid mechanical variants with poten-
tials other than Newtonian are also of interest, e.g., (a) the dynamics of two-electron atoms
and the water molecule [31], (b) the N -vortex problem with logarithmic potentials [65], (c)
the problem of three identical bosons with inverse-square potentials (Efimov effect in cold
atoms [27,39]) and (d) the Calogero-Moser system, also with inverse-square potentials [9].
The inverse-square potential has some simplifying features over the Newtonian one, due
1A survey of some landmarks in the history of the three-body problem is presented in Appendix A.1.
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in part to the nature of the scaling symmetry of the Hamiltonian,
H(λr1, λr2, λr3, λ
−1p1, λ−1p2, λ−1p3) = λ−2H(r1, r2, r3,p1,p2,p3). (1.1)
Here, for a = 1, 2 and 3, ra and pa are position and momentum vectors of the three
bodies and λ is a positive real number. As a consequence, the sign of the energy E controls
asymptotic behavior: bodies fly apart or suffer a triple collision according as E is positive
or negative, leaving open the special case E = 0 [68]. Indeed, if m1,2,3 are the masses of the
three bodies, the time evolution of the moment of inertia
I =
∑
a
mara
2 =
∑
a,i
mar
i
ar
i
a (1.2)
for the inverse square potential is easily obtained from the canonical Poisson brackets {rai, pbj}
= δabδ
i
j :
{I˙ , ria} =
{∑
b,j
2mb r
j
b r˙
j
b , r
i
a
}
=
{∑
b,j
2rjb pbj, r
i
a
}
= −2ria and {I˙ , paj} = 2paj (1.3)
implying {I˙ , T} = 4T and {I˙ , V } = 4V where T = (1/2)∑p2a/ma is the kinetic energy and
V is the potential energy. Thus, one obtains the Lagrange-Jacobi identity I¨ = {I˙ , H} = 4E
where E = T + V is the total conserved energy of the 3 bodies. Consequently, if E > 0
then I → ∞ with bodies flying apart while if E < 0 then I → 0 and the bodies suffer a
triple collision. The intermediate case where I remains non-zero and bounded for all time is
particularly interesting. This happens when initial conditions are chosen so that E = 0 and
I˙ = 0. By contrast, for the Newtonian potential,
H(λ−2/3r1,2,3, λ1/3p1,2,3) = λ2/3H(r1,2,3,p1,2,3) (1.4)
leads to I¨ = 4E− 2V , which is not sufficient to determine the long-time behavior of I when
E < 0.
Here, we adopt a geometrical approach to the planar three-body problem with Newtonian
and attractive inverse-square potentials. It is well known that trajectories of a free particle
moving on a Riemannian manifold are geodesics of a mass/kinetic metric mij defined by the
kinetic energy 1
2
mij(x)x˙
ix˙j . Indeed, geodesic flow on a compact Riemann surface of constant
negative curvature is a prototypical model for chaos [31]. In the presence of a potential
V , trajectories are reparametrized geodesics of the conformally related Jacobi-Maupertuis
(JM) metric gij = (E − V (x))mij (see [2, 48] and §2.1). The linear stability of geodesics to
perturbations is then controlled by sectional curvatures of the JM metric.
Several authors have tried to relate the geometry of the JM metric to chaos. For systems
with many degrees of freedom, Pettini et al. [10, 12, 64] obtain an approximate expression
for the largest Lyapunov exponent in terms of curvatures. In [13], the geometric framework
is applied to investigate chaos in the He´non-Heiles system and a suitable average sectional
curvature proposed as an indicator of chaos for systems with few degrees of freedom (see
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also [69]). While negativity of curvature need not imply chaos, as the Kepler problem shows
for E > 0, these works suggest that chaos could arise both from negativity of curvature and
from fluctuations in curvature. Interestingly, the system of three coupled rotors studied in
Chapter 3 provides a striking connection between a change in sign of the curvature and the
onset of widespread chaos.
For the planar gravitational three-body problem (i.e. with pairwise Newtonian poten-
tials), the JM metric on the full configuration space R6 ∼= C3 has isometries corresponding
to translation and rotation invariance groups C and U(1) (§2.2.1). This allows one to study
the reduced dynamics on the quotients: the center-of-mass configuration space C2 ∼= C3/C
and shape space R3 ∼= C2/U(1) [58]. Here, collision configurations are excluded from C3
and its quotients. When the Newtonian potential is replaced with the inverse-square poten-
tial, the zero-energy JM metric acquires a scaling isometry leading to additional quotients:
S3 ∼= C2/scaling and the shape sphere S2 ∼= R3/scaling (see Fig. 2.2c). Since the collision
configurations have been removed, the (non-compact) shape sphere S2 has the topology of a
pair of pants and fundamental group given by the free group on two generators. As part of
a series of works on the planar three-body problem, Montgomery [55] shows that for three
equal masses with inverse-square potentials2, the curvature of the JM metric on S2 is negative
except at the two Lagrange points, where it vanishes. As a corollary, he shows the uniqueness
of the analogue of Moore’s ‘figure 8’ choreography solution (see Fig. A.3b and [59]) up to
isometries and establishes that collision solutions are dense within bound ones. In [54,56], he
uses the geometry of the shape sphere to show that zero angular momentum negative energy
solutions (other than the Lagrange homotheties3) of the gravitational three-body problem
have at least one syzygy4.
We begin by extending some of Montgomery’s results on the geometry of the shape
sphere to the center-of-mass configuration space C2 (without any restriction on angular
momentum) and its quotients. In §2.2.2 and §2.3.1, metrics on the quotients are obtained
explicitly via Riemannian submersions [26] which simplify in ‘Hopf’ coordinates [61], as the
Killing vector fields point along coordinate vector fields. These coordinates also facilitate
our explicit computation of metrics and curvatures near binary and triple collisions. We
interpret Lagrange and Euler homotheties (‘central configurations’ [16]) as radial geodesics
at global and local minima of the conformal factor in the JM metric for the inverse-square
potential (§2.2.3) and thereby deduce geodesic completeness of C2 and its quotients R3 and
S3 for arbitrary masses and allowed energies. The estimates showing completeness on C2
are similar to those showing that the classical action (integral of Lagrangian) diverges for
collisional trajectories. In a private communication, Montgomery points out that this was
known to Poincare´ and has been rediscovered several times (see for example [15, 53, 59]).
Completeness establishes that the geodesic reformulation ‘regularizes’ pairwise and triple
collisions by reparametrizing time so that any collision occurs at t = ∞ . In contrast with
2The 1/r3 force corresponding to the inverse-square potential is sometimes called a ‘strong’ force.
3In a Lagrange homothety, three bodies always occupy vertices of an equilateral triangle which shrinks to
a triple collision at the center of mass without rotation.
4A syzygy is an instantaneous configuration where the three bodies are collinear.
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other regularizations [11, 81], this does not involve an extrapolation of the dynamics past a
collision nor a change in dependent variables. Unlike for the inverse-square potential, we show
that geodesics for the Newtonian potential can reach curvature singularities (binary/triple
collisions) in finite geodesic time (§2.3.2). This may come as a surprise, since the Newtonian
potential is less singular than the inverse-square potential and masses collide sooner under
Newtonian evolution in the inverse-square potential. However, due to the reparametrization
of time in going from trajectories to geodesics, masses can collide in finite geodesic time in
the Newtonian potential while taking infinitely long to do so in the inverse-square potential.
Indeed, for the attractive 1/rn potential, the JM line-element leads to estimates ∝ ∫ η0
0
dη
ηn/2
and
∫ r0
0
dr
rn/2
for the distances to binary and triple collisions from a nearby location (§2.2.3).
These diverge for n ≥ 2 and are finite for n < 2.
To examine stability of geodesics, we evaluate scalar and sectional curvatures of the zero-
energy, equal-mass JM metrics on C2 and its quotients. For the inverse-square potential,
we obtain strictly negative upper bounds for scalar curvatures on C2 , R3 and S3 (§2.2.4),
indicating widespread linear geodesic instabilities. Moreover, scalar curvatures are shown
to be bounded below. In particular, they remain finite and negative at binary and triple
collisions. O’Neill’s theorem is used to determine or bound various sectional curvatures on
C2 using the more easily determined ones on its Riemannian quotients; they are found to be
largely negative (§2.2.5). On the other hand, for the Newtonian potential, we find that the
scalar curvature on C2 is strictly negative, though it can have either sign on shape space R3
(§2.3.1). Unlike for the inverse-square potential, scalar curvatures → −∞ at collision points.
We also discuss the geodesic instability of Lagrange rotation and homothety solutions for
equal masses (§2.2.6). We end the chapter with a cautionary remark comparing stability of
geodesics to that of corresponding trajectories: simple examples are used to illustrate that
the two notions of stability need not always coincide.
While it is still a challenge to relate the above geodesic instabilities in the planar three-
body problem to medium- and long-time behavior as well as to chaos, the problem we now
turn to, i.e., the classical three-rotor problem, provides an arena to study this connection
without the added complications of collisions.
1.2 Classical three-rotor problem
In the classical three-rotor problem, three point particles of equal mass m move on a circle
subject to attractive cosine inter-particle potentials of strength g (see Fig. 1.1a). The prob-
lem of two rotors reduces to that of a simple pendulum while the three-rotor system bears
some resemblance to a double pendulum as well as to the planar restricted three-body prob-
lem. However, unlike in the gravitational three-body problem, the rotors can pass through
each other5 so that there are no collisional singularities. In fact, the boundedness of the
potential also ensures the absence of non-collisional singularities leading to global existence
5As we will soon see, this is physically reasonable since the rotors occupy distinct sites when the three-rotor
problem is viewed as the classical limit of a chain of coupled Josephson junctions.
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CM
θ1
θ3
θ2
(a) Three coupled rotors
θ1 θ2 θ3
Superconducting segments Tunnel Junctions
(b) Chain of Josephson junctions
Figure 1.1: (a) Three coupled classical rotors with angular positions θ1,2,3 and center of mass CM.
(b) An open chain of three coupled Josephson junctions. A closed chain obtained by connecting the
first and third segments via a junction may be modeled by the quantum three-rotor problem.
and uniqueness of solutions. Despite these simplifications, the dynamics of three (or more)
rotors is rich and displays novel signatures of the transition from regular to chaotic motion
as the coupling (or energy) is varied.
The quantum version of the n-rotor problem is also of interest as it is used to model chains
of coupled Josephson junctions [77] (see Fig. 1.1b). Here, the rotor angles are the phases
of the superconducting order parameters associated to the segments between junctions. It is
well-known that this model for chains of coupled Josephson junctions is related to the XY
model of classical statistical mechanics [77, 78] (see also Appendix B.1 where we obtain the
quantum n-rotor problem from the XY model via a partial continuum limit and a Wick
rotation). While in the application to the insulator-to-superconductor transition in arrays of
Josephson junctions, one is typically interested in the limit of large n , here we focus on the
classical dynamics of the n = 3 case.
The classical n-rotor problem also bears some resemblance to the Frenkel-Kontorova (FK)
model [7]. The latter describes a chain of particles subject to nearest neighbor harmonic and
onsite cosine potentials. Despite having different potentials and ‘target spaces’ (R1 vs S1 ),
the FK and n-rotor problems both admit continuum limits described by the sine-Gordon
field [7, 72]. The n-rotor problem also bears some superficial resemblance to the Kuramoto
oscillator model [46]: though the interactions are similar, the equations of motion are of
second and first order respectively.
Though quite different from our model, certain variants of the three-rotor problem have
also been studied, e.g., (a) chaos in the dynamics of three masses moving on a line segment
with periodic boundary conditions subject to harmonic and 1d-Coulombic inter-particle po-
tentials [45], (b) three free but colliding masses moving on a circle and indications of a lack
of ergodicity therein [66], (c) coupled rotors with periodic driving and damping, in connec-
tion with mode-locking phenomena [20] and (d) an open chain of three coupled rotors with
pinning potentials and ends coupled to stochastic heat baths, in connection to ergodicity [23].
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In the center of mass frame of the three-rotor problem, we discover three classes of periodic
solutions: choreographies up to moderate relative energies E and pendula and breathers at
all E . The system is integrable at E = 0 and ∞ but displays a fairly sharp transition to
chaos around E ≈ 4g , thus providing an instance of an order-chaos-order transition. We
find several manifestations of this transition: (a) a geometric cascade of stable to unstable
transition energies in pendula as E → 4g± ; (b) a transition in the curvature of the Jacobi-
Maupertuis metric from being positive to having both signs as E exceeds four, implying
widespread onset of instabilities; (c) a dramatic rise in the fraction of the area of Poincare´
surfaces occupied by chaotic trajectories and (d) a breakdown of discrete symmetries in
Poincare´ sections present at lower energies. Slightly above this transition, we find evidence
for a band of global chaos where we conjecture ergodic behavior. This is in contrast with
the model of three free but colliding masses moving on a circle [66] discussed above where
numerical investigations indicated a lack of ergodicity.
There are several few degrees of freedom models that display global chaos as well as ergod-
icity and mixing. Geodesic flow on a constant negative curvature compact Riemann surface
is a well-known example [74,75]. Ballistic motion on billiard tables of certain types including
Sinai billiards [76] and its generalization to the Lorentz gas [50] provide other canonical ex-
amples. Kicked rotors and the corresponding Chirikov standard map [19] are also conjectured
to display global chaos and ergodicity for certain sufficiently large parameter values [30]. An
attractive feature of the three-rotor system is that, in contrast to these canonical examples,
it offers the possibility of studying ergodicity in a continuous time autonomous Hamiltonian
system of particles without boundaries or specular reflections (rotors can ‘pass through’ each
other without colliding). Interestingly, the center of mass dynamics of three rotors may also
be regarded as geodesic flow on a 2-torus with non-constant curvature (of both signs) of an
appropriate Jacobi-Maupertuis metric (see §3.4).
The statistics of recurrence times provides another window into chaotic dynamics [37,83].
It is well-known that the distribution of recurrence times to small volumes in phase space
approaches an exponential law for sufficiently mixing dynamics (e.g. Axiom-A systems [35]
and some uniformly hyperbolic systems [36]). Moreover, successive recurrence times are
independently distributed so that the sequence of recurrence times is Poissonian.
In the three-rotor problem, we provide evidence for ergodicity in the band of global chaos
by showing that numerically determined time averages approach the corresponding ensemble
averages. Evidence for mixing in the same band is obtained by showing that trajectories
with a common energy from a small volume approach a uniform distribution on the energy
hypersurface. Finally, we show that the distribution of recurrence times to finite size cells on
such energy hypersurfaces follows an exponential law. Moreover, the mean recurrence time
obeys a scaling law with exponent as expected from global chaos and ergodicity.
We now summarize our results on the three-rotor problem described in Chapter 3. We
begin by formulating the classical three-rotor problem in §3.1. We show absence of singu-
larities and eliminate the center of mass motion to arrive at dynamics on a 2 dimensional
configuration torus parametrized by the relative angles ϕ1 and ϕ2 . In §3.2, we discuss the
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dynamics on the ϕ1 -ϕ2 torus, find all static solutions for the relative motion and discuss
their stability (see Fig. 3.1). The system is also shown to be integrable at zero and infinitely
high relative energies E (compared to the coupling g ) due to the emergence of additional
conserved quantities. Furthermore, using Morse theory, we discover changes in the topology
of the Hill region of the configuration space at E = 0, 4g and 4.5g (see Fig. 3.2).
In §3.3, we use consistent reductions of the equations of motion to one degree of freedom
to find two families of periodic solutions at all energies (pendula and isosceles breathers, see
Fig. 3.3). This is analogous to how the Euler and Lagrange solutions of the three-body
problem arise from suitable Keplerian orbits. We investigate the stability of the pendula
and breathers by computing their monodromies. Notably, we find that the stability index
of pendula becomes periodic on a log scale as E → 4g± and shows an accumulation of
stable to unstable transition energies at E = 4g (see Fig. 3.4). In other words, the largest
Lyapunov exponent switches from positive to zero infinitely often with the widths of the
(un)stable windows asymptotically approaching a geometric sequence as the pendulum energy
approaches 4g . This accumulation bears an interesting resemblance to the Efimov effect [27]
as discussed in §4 and to the cascade of period doubling bifurcations in unimodal maps [28].
In §3.4, we reformulate the dynamics on the ϕ1 -ϕ2 torus as geodesic flow with respect
to the Jacobi-Maupertuis metric. We prove in Appendix B.2 that the scalar curvature is
strictly positive on the Hill region for 0 ≤ E ≤ 4g but acquires both signs above E = 4g (see
Fig. 3.7) indicating widespread geodesic instabilities as E crosses 4g . In §3.5, we examine
Poincare´ sections and observe a marked transition to chaos in the neighborhood of E = 4g
as manifested in a rapid rise of the fraction of the area of the energetically allowed ‘Hill’
region occupied by chaotic sections (see Fig. 3.12a). This is accompanied by a spontaneous
breaking of two discrete symmetries present in Poincare´ sections below this energy (see Figs.
3.9 and 3.10). This transition also coincides with the accumulation of stable to unstable
transition energies of the pendulum family of periodic solutions at E = 4g . Slightly above
this energy, we find a band of global chaos 5.33g . E . 5.6g , where the chaotic sections
fill up the entire Hill region on all Poincare´ surfaces, suggesting ergodic behavior (see Fig.
3.12b). Appendix B.3 summarizes the numerical method employed to estimate the fraction
of chaos on Poincare´ surfaces.
In §3.6, we derive a system of delay differential and algebraic equations for periodic chore-
ography solutions of the three-rotor problem. We discover three families of choreographies.
The first pair are uniformly rotating versions of two of the static solutions for the relative
motion. The third family is non-rotating, stable and exists for all relative energies up to the
onset of global chaos (see Fig. 3.13). It is found by a careful examination of Poincare´ sec-
tions. What is more, we prove that choreographies cannot exist for arbitrarily high relative
energies.
In §3.7, we present evidence for ergodicity in the band of global chaos by showing that
numerically determined time averages agree with ensemble averages. In particular, we find the
distributions of relative angles (ϕ1,2 ) and momenta (p1,2 ) over constant energy hypersurfaces
weighted by the Liouville measure. While the joint distribution function of ϕ1,2 is uniform
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on the Hill region of the configuration torus at all energies, the distribution of p1 (and of
p2 ) shows interesting transitions from the Wigner semi-circular distribution when E  g
to a bimodal distribution for E > 4.5g (see Fig. 3.15). In the band of global chaos, we
find that distributions of ϕ1,2 and p1,2 along generic (chaotic) trajectories are independent
of the chosen trajectory and agree with the corresponding distributions over constant energy
hypersurfaces, indicating ergodicity. This agreement fails for energies outside this band. In
§3.7.2, we investigate the rate of approach to ergodicity. We find that time averages such
as 〈cos2 ϕ1〉t and 〈p21〉t along a generic trajectory over the time interval [0, T ] approach the
corresponding ensemble averages as a power law ∼ T−1/2 (see Fig. 3.17). This is expected
of an ergodic system where correlations decay sufficiently fast in time as shown in Appendix
B.4 (see also [24] for a stochastic formulation).
In §3.8, we show that the dynamics is mixing (with respect to the Liouville measure) in the
band of global chaos. This is done by showing that the histogram of number of trajectories in
various cells partitioning the energy hypersurface approaches a distribution strongly peaked
at the expected value with increasing time (see Fig. 3.19a). We also observe characteristic
departures from mixing even in chaotic regions of the phase space at energies just outside
this band (see Fig. 3.19b).
In §3.9, we study the distribution of recurrence times to a finite size cell [1] in a given en-
ergy hypersurface. Within the band of global chaos, we find that the normalized distribution
of recurrence times τ follows the exponential law (1/τ¯) exp(−τ/τ¯) with possible deviations at
small recurrence times (see Fig. 3.23). Though the mean recurrence/relaxation time τ¯ varies
with the Liouville volume v of the cell, we find that it obeys the scaling law τ¯ × v2/3 = τ ∗ .
This scaling law is similar to the ones discussed in [29, 62] with the scaling exponent 2/3
consistent with global chaos and ergodicity. The rescaled mean recurrence time τ ∗ can vary
with the location of the cell center, but does not vary significantly with energy in the band
of global chaos. Finally, we demonstrate a loss of memory by showing that the gaps between
successive recurrence times are uncorrelated.
We conclude the thesis with a discussion in Chapter 4.
Chapter 2
Instabilities in the planar three-body
problem: A geometrical approach
This chapter is based on [40] and [41]. Here, we study the planar three-body problem via a
geometrical approach. To set the stage, in §2.1 we introduce a reformulation of trajectories
of Newtonian mechanics as geodesics of the Jacobi-Maupertuis metric on the configuration
space.
2.1 Trajectories as geodesics of the Jacobi-Maupertuis
metric
Fermat’s principle in optics states that light rays extremize the optical path length
∫
n(r(τ))dτ
where n(r) is the (position dependent) refractive index and τ a parameter along the path1.
The variational principle of Euler and Maupertuis (1744) is a mechanical analogue of Fermat’s
principle [2, 48]. It states that the curve that extremizes the abbreviated action
∫ q2
q1
p · dq
holding energy E and the end-points q1 and q2 fixed has the same shape as the Newto-
nian trajectory. By contrast, Hamilton’s principle of extremal action (1835) states that a
trajectory going from q1 at time t1 to q2 at time t2 is a curve that extremizes the action.
It is well-known that the trajectory of a free particle (i.e., subject to no forces) moving
on a plane is a straight line. Similarly, trajectories of a free particle moving on the surface of
a sphere are great circles. More generally, for a mechanical system with configuration space
M and Lagrangian L = 1
2
mij(q)q˙
iq˙j , Lagrange’s equations dpi
dt
= ∂L
∂qi
are equivalent to the
geodesic equations with respect to the ‘mass’ or ‘kinetic metric’ mij on M :
mij q¨
j(t) = −1
2
(mji,k +mki,j −mjk,i) q˙j(t) q˙k(t). (2.1)
1The optical path length
∫
n(r) dτ is proportional to
∫
dτ/λ , which is the geometric length in units of
the local wavelength λ(r) = c/n(r)ν . Here, c is the speed of light in vacuum and ν the constant frequency.
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Here, mij,k = ∂mij/∂q
k and pi =
∂L
∂q˙i
= mij q˙
j is the momentum conjugate to coordinate
qi . For instance, the kinetic metric (mrr = m , mθθ = mr
2 , mrθ = mθr = 0) for a free
particle moving on a plane may be read off from the Lagrangian L = 1
2
m(r˙2 + r2θ˙2) in polar
coordinates, and the geodesic equations shown to reduce to Lagrange’s equations of motion
r¨ = rθ˙2 and d(mr2θ˙)/dt = 0.
Remarkably, this correspondence between trajectories and geodesics continues to hold
even in the presence of conservative forces derived from a potential V and follows from a
refinement of the Euler-Maupertuis principle due to Jacobi. The shapes of trajectories and
geodesics coincide but the Newtonian time along trajectories is not the same as the arc-length
parameter along geodesics. Precisely, the equations of motion (EOM)
mkix¨
i(t) = −∂kV − 1
2
(mik,j +mjk,i −mij,k) x˙i(t) x˙j(t) (2.2)
may be regarded as reparametrized geodesic equations for the Jacobi-Maupertuis (JM) met-
ric,
ds2 = gijdx
idxj = (E − V )mijdxidxj (2.3)
on the classically allowed ‘Hill’ region E−V ≥ 0. Notice that √2 ∫ ds = ∫ pdq = ∫ (L+E)dt
so that the length of a geodesic is related to the classical action of the trajectory. The formula
for the inverse JM metric gij = mij/(E−V ) may also be read off from the time-independent
Hamilton-Jacobi (HJ) equation (mij/2(E − V )) ∂iW∂jW = 1 by analogy with the rescaled
kinetic metric mij/2E appearing in the free particle HJ equation (mij/2E)∂iW∂jW = 1 (see
p.74 of [68]). The JM metric is conformal to the kinetic metric and depends parametrically
on the conserved energy E = 1
2
mijx˙
ix˙j + V . The geodesic equations
x¨l(λ) = −1
2
glk (gki,j + gkj,i − gij,k) x˙i(λ)x˙j(λ) (2.4)
for the JM metric reduce to (2.2) under the reparametrization
d
dλ
=
1
σ
d
dt
where σ =
(E − V )√T . (2.5)
Here, T = 1
2
gijx˙
ix˙j is the conserved ‘kinetic energy’ along geodesics and equals one-half
for arc-length parametrization. To obtain σ , suppose yi(t) is a trajectory and zi(λ) the
corresponding geodesic. Then at a point xi = zi(λ) = yi(t), the velocities are related by
σz˙i = y˙i leading to
T = 1
2
gij z˙
iz˙j =
E − V
2
mij z˙
iz˙j =
E − V
2σ2
mij y˙
iy˙j =
(
E − V
σ
)2
. (2.6)
This reparametrization of time may be inconsequential in some cases [e.g. Lagrange rotational
solutions where σ is a constant since V is constant along the trajectory (see §2.2.6)] but may
have significant effects in others [e.g. Lagrange homothety solutions where the exponential
time-reparametrization regularizes triple collisions (see §2.2.3.2)] and could even lead to a
difference between linear stability of trajectories and corresponding geodesics (see §2.2.6).
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The curvature of the JM metric encodes information on linear stability of geodesics (see
§2.2.5). For example, in the planar isotropic harmonic oscillator with potential kr2/2 in
plane polar coordinates, the gaussian curvature R = 16Ek/(2E − kr2)3 of the JM metric
on configuration space is non-negative everywhere indicating stability. In the planar Kepler
problem with Hamiltonian p2/2m − k/r , the gaussian curvature of the JM metric ds2 =
m(E + k/r)(dr2 + r2dθ2) is R = −Ek/(m(k + Er)3). R is everywhere negative/positive
for E positive/negative and vanishes identically for E = 0. This reflects the divergence of
nearby hyperbolic orbits and oscillation of nearby elliptical orbits. Negativity of curvature
could lead to chaos, though not always, as the hyperbolic orbits of the Kepler problem show.
As noted, chaos could also arise from curvature fluctuations [10].
2.2 Planar three-body problem with inverse-square
potential
2.2.1 Jacobi-Maupertuis metric on the configuration space
We consider the three-body problem with masses moving on a plane regarded as the complex
plane C . Its 6D configuration space (with collision points excluded) is identified with C3 . A
point on C3 represents a triangle on the complex plane with the masses m1,2,3 at its vertices
x1,2,3 ∈ C . It is convenient to work in Jacobi coordinates (Fig. 2.1)
J1 = x2 − x1, J2 = x3 − m1x1 +m2x2
m1 +m2
and J3 =
m1x1 +m2x2 +m3x3
M3
, (2.7)
in which the kinetic energy KE = (1/2)
∑
imi|x˙i|2 remains diagonal:
KE =
1
2
∑
i
Mi|J˙i|2 where 1
M1
=
1
m1
+
1
m2
,
1
M2
=
1
m3
+
1
m1 +m2
(2.8)
and M3 =
∑
imi . The KE for motion about the center of mass (CM) is
1
2
(M1|J˙1|2+M2|J˙2|2).
The moment of inertia about the origin I =
∑3
i=1 mi|xi|2 too remains diagonal in Jacobi
coordinates (I =
∑3
i=1Mi|Ji|2 ), while about the CM we have ICM = M1|J1|2 + M2|J2|2 .
With
U = −V =
∑
i<j
Gmimj
|xi − xj|2 (2.9)
denoting the (negative) potential energy, the JM metric for energy E on C3 is
ds2 = (E + U)
3∑
i=1
Mi|dJi|2 where U = Gm1m2|J1|2 +
Gm2m3
|J2 − µ1J1|2 +
Gm3m1
|J2 + µ2J1|2 (2.10)
and µi = mi/(m1 + m2). Due to the inverse-square potential, G does not have the usual
dimensions. The metric is independent of the CM coordinates J3 and J¯3 , while J1, J¯1, J2
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and J¯2 are invariant under translations xi → xi + a for a ∈ C . Thus translations act as
isometries of (2.10). Similarly, we will see that scalings (for E = 0) and rotations also act
as isometries. These isometries also act as symmetries of the Hamiltonian. For instance
the dilatation D =
∑
i ~xi · ~pi =
∑
i<(xip¯i) generates scale transformations xi → λxi and
pi → λ−1pi via Poisson brackets: {xi, D} = xi and {pi, D} = −pi . Since {H,D} = −2H ,
scaling is a symmetry of the Hamiltonian only when energy vanishes.
2.2.1.1 Isometries and Riemannian submersions
The study of the geometry of the JM metric is greatly facilitated by first considering the
geometry of its quotients by isometries (for instance, geodesics on a quotient lift to horizontal
geodesics). Riemannian submersions [26, 63] provide a framework to define and compute
metrics on these quotients. Suppose (M, g) and (N, h) are two Riemannian manifolds and
f : M → N a surjection (an onto map). Then the linearization df(p) : TpM → Tf(p)N
is a surjection between tangent spaces. The vertical subspace V (p) ⊆ TpM is defined to
be the kernel of df while its orthogonal complement ker(df)⊥ with respect to the metric g
is the horizontal subspace H(p). f is a Riemannian submersion if it preserves lengths of
horizontal vectors, i.e., if the isomorphism df(p) : ker(df(p))⊥ → Tf(p)N is an isometry at
each point. The Riemannian submersions we are interested in are associated to quotients
of a Riemannian manifold (M, g ) by the action of a suitable group of isometries G . There
is a natural surjection f from M to the quotient M/G . Requiring f to be a Riemannian
submersion defines the quotient metric on M/G : the inner product of a pair of tangent
vectors (u, v) to M/G is defined as the inner product of any pair of horizontal preimages
under the map df .
The surjection
(
J1, J¯1, J2, J¯2, J3, J¯3
) 7→ (J1, J¯1, J2, J¯2) defines a submersion from config-
uration space C3 to its quotient C2 by translations. Linearization of this map dJ (J) :
TJC3 → TJ (J)C2 is the Jacobian matrix
dJ =

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
 . (2.11)
TJC3 is the span of ∂J1 , ∂J¯1 , ∂J2 , ∂J¯2 , ∂J3 , ∂J¯3 and a typical tangent vector a1∂J1 + a2∂J¯1 +
a3∂J2 + a4∂J¯2 + a5∂J3 + a6∂J¯3 is represented by the column vector
(
a1 a2 a3 a4 a5 a6
)t
.
The vertical subspace V (J) of the submersion is defined to be the kernel of dJ (J) i.e.
the span of ∂J3 and ∂J¯3 . The orthogonal complement of V (J) in TJC3 is the horizontal
subspace H(J). H(J) is spanned by the four orthogonal vectors ∂J1 , ∂J¯1 , ∂J2 and ∂J¯2 . For
the map J to be a riemannian submersion, lengths of horizontal vectors must be preserved.
A typical horizontal vector is of the form a1∂J1 + a¯1∂J¯1 + a2∂J2 + a¯2∂J¯2 with norm-square
(E+U)
∑
Mi ai a¯i . This defines the quotient metric on C2 in coordinates J1, J¯1, J2 and J¯2 :
ds2 = (E + U)(M1 |dJ1|2 +M2 |dJ2|2). (2.12)
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Figure 2.1: Position vectors x1,2,3 of masses relative to origin and Jacobi vectors J1,2,3 .
It is convenient to define rescaled coordinates on C2 , zi =
√
Mi Ji , in terms of which (2.12)
becomes ds2 = (E + U)(|dz1|2 + |dz2|2). The kinetic energy in the CM frame is KE =
(1/2)(|z˙1|2 + |z˙2|2) while ICM = |z1|2 + |z2|2 .
2.2.1.2 Hopf coordinates on C2 and quotient spaces R3 , S3 and S2
We now specialize to equal masses (mi = m) so that M1 = m/2,M2 = 2m/3 and µi = 1/2.
The metric on C2 is seen to be conformal to the flat Euclidean metric via the conformal
factor E + U :
ds2 =
(
E +
Gm3
2|z1|2 +
2Gm3
3|z2 − 1√3z1|2
+
2Gm3
3|z2 + 1√3z1|2
)(|dz1|2 + |dz2|2) . (2.13)
Rotations U(1) act as a group of isometries of C2 , taking (z1, z2) 7→
(
eiθz1, e
iθz2
)
and leaving
the conformal factor invariant. Moreover if E = 0, then scaling zi 7→ λzi for λ ∈ R+ is also
an isometry. Thus we may quotient the center-of-mass configuration manifold C2 successively
by its isometries. We will see that C2/U(1) is the shape space R3 and C2 /scaling is S3 .
Furthermore the quotient of C2 by both scaling and rotations leads to the shape sphere S2
(see Fig. 2.2c, note that collision points are excluded from C2,R3,S3 and S2 ). Points on
shape space R3 represent oriented congruence classes of triangles while those on the shape
sphere S2 represent oriented similarity classes of triangles. Each of these quotient spaces may
be given a JM metric by requiring the projection maps to be Riemannian submersions. The
geodesic dynamics on C2 is clarified by studying its projections to these quotient manifolds.
We will now describe these Riemannian submersions explicitly in local coordinates. This is
greatly facilitated by choosing coordinates (unlike z1, z2 ) on C2 in which the Killing vector
fields (KVFs) corresponding to the isometries point along coordinate vector fields. As we
will see, this ensures that the vertical subspaces in the associated Riemannian submersions
are spanned by coordinate vector fields. Thus we introduce the Hopf coordinates (r, η, ξ1, ξ2)
on C2 [61] via the transformation
z1 = re
i(ξ1+ξ2) sin η and z2 = re
i(ξ1−ξ2) cos η. (2.14)
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Here the radial coordinate r =
√|z1|2 + |z2|2 = √ICM ≥ 0 is a measure of the size of the
triangle with masses at its vertices. ξ2 determines the relative orientation of z1 and z2 while
ξ1 fixes the orientation of the triangle as a whole. More precisely, 2ξ2 is the angle from the
rescaled Jacobi vector z2 to z1 while 2ξ1 is the sum of the angles subtended by z1 and z2
with the horizontal axis in Fig 2.1. Thus we may take 0 ≤ ξ1 + ξ2 ≤ 2pi and 0 ≤ ξ1− ξ2 ≤ 2pi
or equivalently, −pi ≤ ξ2 ≤ pi and |ξ2| ≤ ξ1 ≤ 2pi − |ξ2| . Finally, 0 ≤ η ≤ pi/2 measures the
relative magnitudes of z1 and z2 , indeed tan η = |z1|/|z2| . When r is held fixed, η, ξ1 and
ξ2 furnish the standard Hopf coordinates parametrizing the three sphere |z1|2 + |z2|2 = r2 .
For fixed r and η , ξ1 + ξ2 and ξ1 − ξ2 are periodic coordinates on tori. These tori foliate
the above three-sphere as η ranges between 0 and pi/2. Furthermore, as shown in §2.2.2, 2η
and 2ξ2 are polar and azimuthal angles on the two-sphere obtained as the quotient of S3 by
rotations via the Hopf map.
(a)
m1-m2 collision
Euler points
Lagrange points
Syzygy
Lines
m2-m3 collision
m3-m1 collision
(b) (c)
Figure 2.2: (a) The shape sphere is topologically a 2-sphere with the three collision points C1,2,3
removed, endowed with the quotient JM metric of negative gaussian curvature. Coordinates and
physical locations on the shape sphere are illustrated. 2η is the polar angle (0 ≤ η ≤ pi/2). 2ξ2 is
the azimuthal angle (0 ≤ ξ2 ≤ pi ). The ‘great circle’ composed of the two longitudes ξ2 = 0 and
ξ2 = pi/2 consists of collinear configurations (syzygies) which include C1,2,3 and the Euler points
E1,2,3 . Lagrange points L4,5 lie on the equator η = pi/4. The shape space R3 is a cone on the
shape sphere. The origin r = 0 of shape space is the triple collision point. (b) The negatively
curved ‘pair of pants’ metric on the shape sphere S2 . (c) Flowchart of Riemannian submersions.
Let us briefly motivate these coordinates and the identification of the above quotient
spaces. We begin by noting that the JM metric (2.13) on C2 is conformal to the flat Euclidean
metric |dz1|2 + |dz2|2 . Recall that the cone on a Riemannian manifold (M,ds2M) is the
Cartesian product R+ ×M with metric dr2 + r2ds2M where r > 0 parameterizes R+ . In
particular, Euclidean C2 may be viewed as a cone on the round three sphere S3 . If S3
is parameterized by Hopf coordinates η, ξ1 and ξ2 , then this cone structure allows us to
use r, η, ξ1 and ξ2 as coordinates on C
2 . Moreover, the Hopf map2 defines a Riemannian
2 The Hopf map S3 → S2 is often expressed in Cartesian coordinates. If |z1|2 + |z2|2 = 1 defines the
unit-S3 ⊂ C2 and w21 + w22 + w23 = 1/4 defines a 2-sphere of radius 1/2 in R3 , then w3 =
(|z2|2 − |z1|2) /2
and w1 + iw2 = z1z¯2 . Using Eq. 2.14, we may express the Cartesian coordinates wi in terms of Hopf
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submersion from the round S3 to the round two sphere S2 . Indeed, if we use Hopf coordinates
η, ξ1, ξ2 on S
3 , then the Hopf map takes (η, ξ1, ξ2) 7→ (η, ξ2) ∈ S2 . In general, if M → N
is a Riemannian submersion, then there is a natural submersion3 from the cone on M to
the cone on N . In particular, the Hopf map extends to a Riemannian submersion from the
cone on the round S3 to the cone on the round S2 , i.e. from Euclidean C2 to Euclidean
R3 taking (r, η, ξ1, ξ2) 7→ (r, η, ξ2). As the conformal factor is independent of rotations, the
same map defines a Riemannian submersion from C2 with the JM metric to shape space R3
with its quotient JM metric. Finally, for E = 0, scaling ~r → λ~r defines an isometry of the
quotient JM metric on shape space R3 . Quotienting by this isometry we arrive at the shape
sphere S2 with Montgomery’s ‘pair of pants’ metric. Alternatively, we may quotient C2 first
by the scaling isometry of its JM metric to get S3 and then by rotations to get S2 (see Fig.
2.2c).
With these motivations, we express the equal-mass JM metric on C2 in Hopf coordinates
[generalization to unequal masses is obtained by replacing Gm3h below with h˜(η, ξ2) given
in Eq. (2.37)]:
ds2 =
(
E +
Gm3h(η, ξ2)
r2
)(
dr2 + r2
(
dη2 + dξ21 − 2 cos 2η dξ1 dξ2 + dξ22
))
. (2.15)
It is convenient to write
h(η, ξ2) = v1 + v2 + v3 (2.16)
where v1 = r
2/(m|x2−x3|2) is proportional to the pairwise potential between m2 and m3 and
cyclic permutations thereof. The vi are rotation and scale-invariant, and therefore functions
only of η and ξ2 in Hopf coordinates:
v1,2 =
2(
2 + cos 2η ∓√3 sin 2η cos 2ξ2
) and v3 = 1
2 sin2 η
. (2.17)
Notice that h → ∞ at pairwise collisions. The vi ’s have the common range 1/2 ≤ vi < ∞
with v3 = 1/2 when m3 is at the CM of m1 and m2 etc. We also have h ≥ 3 with equality
when v1 = v2 = v3 , corresponding to Lagrange configurations with masses at vertices of an
equilateral triangle. To see this, we compute the moment of inertia ICM in two ways. On the
one hand ICM = |z1|2 + |z2|2 = r2 . On the other hand, for equal masses the CM lies at the
centroid of the triangle defined by masses. Thus ICM is (4m/9)× the sum of the squares of
coordinates:
2w3 = r
2 cos 2η, 2w1 = r
2 sin(2η) cos(2ξ2) and 2w2 = r
2 sin(2η) sin(2ξ2).
3Let f : (M, g) 7→ (N,h) be a Riemannian submersion with local coordinates mi and nj . Let (r,mi) and
(r, nj) be local coordinates on the cones C(M) and C(N). Then f˜ : (r,m) 7→ (r, n) defines a submersion
from C(M) to C(N). Consider a horizontal vector a∂r + bi∂mi in T(r,m)C(M). We will show that df˜
preserves its length. Now, if df(bi∂mi) = ci∂ni then df˜(a∂r + bi∂mi) = a∂r + ci∂ni . Since ∂r ⊥ ∂mi ,
||a∂r + bi∂mi ||2 = a2 + r2‖bi∂mi‖2 = a2 + r2‖ci∂ni‖2 as f is a Riemannian submersion. Moreover a2 +
r2‖ci∂ni‖2 = ‖a∂r + ci∂ni‖2 since ∂r ⊥ ∂ni . Thus f˜ is a Riemannian submersion.
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the medians, which by Apollonius’ theorem is equal to (3/4)× the sum of the squares of the
sides. Hence ICM =
∑3
i=1 r
2/3vi . Comparing, we get
∑3
i=1 1/vi = 3. Since the arithmetic
mean is bounded below by the harmonic mean,
h/3 = (v1 + v2 + v3)/3 ≥ 3
(
v1
−1 + v2−1 + v3−1
)−1
= 1. (2.18)
2.2.1.3 Lagrange, Euler, collinear and collision configurations
The geometry of the JM metric displays interesting behavior at Lagrange and collision con-
figurations on C2 and its quotients. We identify their locations in Hopf coordinates for equal
masses. The Jacobi vectors in Hopf coordinates are
J1 =
√
2
m
rei(ξ1+ξ2) sin η and J2 =
√
3
2m
rei(ξ1−ξ2) cos η. (2.19)
At a Lagrange configuration, m1,2,3 are at vertices of an equilateral triangle. So |J2| =√
3|J1|/2 (i.e. η = pi/4) and J2 is ⊥ to J1 (i.e. ξ2 = ±pi/4, the sign being fixed by the
orientation of the triangle). So Lagrange configurations L4,5 on C2 occur when η = pi/4
and ξ2 = ±pi/4 with r and ξ1 arbitrary. On quotients of C2 , L4,5 occur at the images
under the corresponding projections. Since 2η and 2ξ2 are polar and azimuthal angles on
the shape sphere, L4,5 are at diametrically opposite equatorial locations (see Figs. 2.2a and
2.2b). Collinear configurations (syzygies) occur when J1 and J2 are (anti)parallel, i.e. when
ξ2 = 0 or pi/2, with other coordinates arbitrary. On the shape sphere, syzygies occur on the
‘great circle’ through the poles corresponding to the longitudes 2ξ2 = 0 and pi . Collisions
are special collinear configurations. By Ci we denote a collision of particles other than the
ith one. So C3 corresponds to J1 = 0 which lies at the ‘north pole’ (η = 0) on S2 . m2 and
m3 collide when J2 = J1/2 so η = pi/3 and ξ2 = 0 at C1 . Similarly, at C2 , J2 = −J1/2
which corresponds to η = pi/3 and ξ2 = pi/2. The Euler configurations Ei for equal masses
are collinear configurations where mass mi is at the midpoint of the other two.
Finally, we note that the azimuth and co-latitude (θ and φ) [55] are often used as co-
ordinates on the shape sphere, so that L4,5 are at the poles while C1,2,3 and E1,2,3 lie on
the equator. This coordinate system makes the symmetry under permutations of masses
explicit, but is not convenient near any of the collisions (e.g. sectional curvatures can be
discontinuous). On the other hand, our coordinates η and ξ2 , which are related to θ and φ
by suitable rotations,
sinφ = cos(2η − pi/2) sin(2ξ2),
cosφ sin θ = cos(2η − pi/2) cos(2ξ2) and
cosφ cos θ = sin
(
2η − pi
2
)
,
are convenient near C3 but not near E3 or C1,2 . For instance, sectional curvatures can be
discontinuous, as seen in Fig. 2.5. The neighborhoods of the latter configurations may be
studied by re-ordering the masses.
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2.2.2 Quotient JM metrics on shape space, S3 and the shape sphere
2.2.2.1 Submersion from C2 to shape space R3
Rotations zj → eiθzj act as isometries of the JM metric (2.15) on C2 . In the Hopf coordinates
of Eq. (2.14),
z1 = re
i(ξ1+ξ2) sin η and z2 = re
i(ξ1−ξ2) cos η, (2.20)
rotations are generated by translations ξ1 → ξ1+θ and a discrete shift ξ2 → ξ2+pi (mod 2pi ).
The shift in ξ2 rotates zi 7→ −zi , which is not achievable by a translation in ξ1 due to its
restricted range, |ξ2| ≤ ξ1 ≤ 2pi − |ξ2| and −pi ≤ ξ2 ≤ pi . To quotient by this isometry, we
define a submersion from C2 → R3 taking
(r, η, ξ1, ξ2) 7→ (r, η, ξ2) if ξ2 ≥ 0 and
(r, η, ξ1, ξ2) 7→ (r, η, ξ2 + pi) if ξ2 < 0. (2.21)
The radial, polar and azimuthal coordinates on R3 are given by r , 2η and 2ξ2 with m1 -m2
collisions occurring on the ray η = 0. Under the linearization of this submersion at a point
p ∈ C2 , V (p) is spanned by ∂ξ1 and H(p) by ∂r , ∂η and cos 2η ∂ξ1 + ∂ξ2 . These horizontal
basis vectors are mapped respectively to ∂r , ∂η and ∂ξ2 under the linearization of the map.
Requiring lengths of horizontal vectors to be preserved we arrive at the following quotient
JM metric on R3 , conformal to the flat metric on R3 :
ds2 =
(
E +
Gm3h(η, ξ2)
r2
)(
dr2 + r2
(
dη2 + sin2 2η dξ22
))
. (2.22)
This metric may also be viewed as conformal to a cone on a round 2-sphere of radius one-half,
since 0 ≤ 2η ≤ pi and 0 ≤ 2ξ2 ≤ 2pi are the polar and azimuthal angles.
2.2.2.2 Submersion from R3 to the shape sphere S2
The group R+ of scalings (r, η, ξ2) 7→ (λr, η, ξ2) acts as an isometry of the zero-energy JM
metric (2.22) on shape space R3 . The orbits are radial rays emanating from the origin (and
the triple collision point at the origin, which we exclude). The quotient space R3/scaling is
the shape sphere S2 . We define a submersion from shape space to the shape sphere taking
(r, η, ξ2) 7→ (η, ξ2). Under the linearization of this map at p ∈ R3 , V (p) = span(∂r). Its
orthogonal complement H(p) is spanned by ∂η and ∂ξ2 which project to ∂η and ∂ξ2 on S2 .
Requiring the submersion to be Riemannian, we get the quotient ‘pair of pants’ JM metric
on the shape sphere which is conformal to the round metric on a 2-sphere of radius one-half:
ds2 = Gm3h(η, ξ2)
(
dη2 + sin2 2η dξ22
)
. (2.23)
2.2.2.3 Submersion from C2 to S3 and then to S2
For zero energy, it is also possible to quotient the JM metric (2.15) on C2 , first by its scaling
isometries to get S3 and then by rotations to arrive at the shape sphere. Interestingly, it
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follows from the Lagrange-Jacobi identity that when E and I˙ vanish, r is constant and the
motion is confined to a 3-sphere embedded in C2 . To quotient by the scaling isometries
(r, η, ξ1, ξ2) 7→ (λr, η, ξ1, ξ2) of C2 , we define the submersion (r, η, ξ1, ξ2) 7→ (η, ξ1, ξ2) to S3 ,
with ranges of coordinates as on C2 . The vertical subspace is spanned by ∂r while ∂η , ∂ξ1
and ∂ξ2 span the horizontal subspace. The latter are mapped to ∂η , ∂ξ1 and ∂ξ2 on S3 .
The submersion is Riemannian provided we endow S3 with the following conformally-round
metric
ds2 = Gm3h (η, ξ2)
(
dη2 + dξ21 − 2 cos 2η dξ1 dξ2 + dξ22
)
. (2.24)
Rotations generated by ξ1 → ξ1 + θ and ξ2 → ξ2 + pi (mod 2pi ) act as isometries of this
metric on S3 . We quotient by rotations to get the metric (2.23) on S2 via the Riemannian
submersion defined by
(η, ξ1, ξ2) 7→ (η, ξ2) if ξ2 ≥ 0 and (η, ξ1, ξ2) 7→ (η, ξ2 + pi) if ξ2 < 0. (2.25)
2.2.3 JM metric in the near-collision limit and its completeness
The equal-mass JM metric components on center-of-mass configuration space C2 and its
quotients blow up at two- and three-body collisions. However, we study the geometry in
the neighborhood of collision configurations and show that the curvature remains finite in
the limit. Remarkably, it takes infinite geodesic time for collisions to occur which we show
by establishing the geodesic completeness of the JM metric on C2 and its quotients. By
contrast, collisions can occur in finite time for the Newtonian three-body evolution. The JM
geodesic flow avoids finite time collisions by reparametrizing time along Newtonian trajecto-
ries (see Eq. 2.4). Thus the geodesic reformulation of the inverse-square three-body problem
‘regularizes’ pairwise and triple collisions.
2.2.3.1 Geometry near pairwise collisions
For equal masses (see §2.2.1), the first pair of masses collide when η = 0 (with other coor-
dinates arbitrary) while the other two binary collisions occur at C1 and C2 (see Fig. 2.2a).
Triple collisions occur when r = 0. Unlike for the Newtonian potential, sectional curvatures
on coordinate 2-planes are finite at pairwise and triple collisions, though some JM metric
(2.15) and Riemann tensor components blow up. It is therefore interesting to study the
near-collision geometry of the JM metric.
The geometry of the equal-mass JM metric in the neigborhood of a binary collision is
the same irrespective of which pair of bodies collide. Since Hopf coordinates are particularly
convenient around η = 0, we focus on collisions between the first pair of masses. Montgomery
(see Eq. 3.10c of [55]) studied the near-collision geometry on S2 and showed that it is
geodesically complete. Let us briefly recall the argument. Expanding the equal-mass S2
metric (2.23) around the collision point η = 0, we get
ds2 ≈
(
Gm3
2η2
)(
dη2 + 4η2 dξ22
)
=
Gm3
2ρ2
(dρ2 + ρ2dχ2) (2.26)
2.2. PLANAR THREE–BODY PROBLEM WITH INVERSE–SQUARE POTENTIAL 19
where ρ = 2η and χ = 2ξ2 . ∂χ is a KVF, so ‘radial’ curves with constant χ are geodesics.
Approaching ρ = 0 along a ‘radial’ geodesic shows that the collision point ρ = 0 is at an
infinite distance (
√
Gm3/2
∫ 0
ρ0
dρ/ρ) from any point (ρ0, χ) in its neighborhood (0 < ρ0 
1). The symmetry of the metric under exchange of masses ensures that the same holds for the
other two collision points: geodesics may be extended indefinitely. Thus the shape sphere (S2
with three collision points excluded) is geodesically complete. To clarify the near-collision
geometry let dλ = −dρ/√2ρ or λ = − log(ρ/ρ0)/
√
2. This effectively stretches out the
neighborhood of the collision point λ =∞ . The asymptotic metric ds2 = Gm3 (dλ2 + dχ2/2)
for 0 ≤ χ ≤ 2pi and λ ≥ 0 is the metric on a semi-infinite right-circular cylinder of radius√
Gm3/2 with λ the coordinate along the height and χ the azimuthal angle. Thus the JM
metric looks like that of a semi-infinite cylinder near any of the collision points.
More generally, for unequal masses, the near-collision metric (2.26) is
ds2 ≈ Gm1m2M1
2η2
(
dη2 + 4η2dξ22
)
[see Eq.(2.10− 2.14)] (2.27)
and essentially the same argument implies that the JM metric on the shape sphere is geodesi-
cally complete for arbitrary masses.
Since S2 arises as a Riemannian submersion of R3 , S3 and C2 , the infinite distance to
binary collision points on the shape sphere can be used to show that the same holds on each
of the higher dimensional manifolds. To see this, consider the submersion from (say) C2 to
S2 . Any curve γ˜ on C2 maps to a curve γ on S2 with l(γ˜) ≥ l(γ) since the lengths of
horizontal vectors are preserved. If there was a binary collision point at finite distance on
C2 , there would have to be a geodesic of finite length ending at it. However, such a geodesic
would project to a curve on the shape sphere of finite length ending at a collision point,
contradicting its completeness.
Thus we have shown that the JM metrics (necessarily of zero energy) on S2 and S3 with
binary collision points removed, are geodesically complete for arbitrary masses. On the other
hand, to examine completeness on C2 and R3 we must allow for triple collisions as well as
non-zero energy. Geodesic completeness in these cases is shown in §2.2.3.2. In the sequel we
examine the near-collision geometry on R3 , S3 and C2 in somewhat greater detail by Laurent
expanding the JM metric components around η = 0 and keeping only leading terms.
Shape space geometry near binary collisions: The equal-mass shape space metric
around η = 0, in the leading order, becomes
ds2 ≈ Gm
3
2η2r2
(
dr2 + r2
(
dη2 + 4η2 dξ22
))
= Gm3
(
2dr2
ρ2r2
+
dρ2
2ρ2
+
dχ2
2
)
, (2.28)
where ρ = 2η and χ = 2ξ2 . We define new coordinates λ and κ by dλ = −dρ/
√
2ρ ,
dκ = dr/r so that ρ = ρ0e
−√2λ . In these coordinates the collision occurs at λ = ∞ . The
asymptotic metric is
ds2 ≈ Gm3
(
2
ρ20
e2
√
2λdκ2 + dλ2 +
1
2
dχ2
)
(2.29)
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where 0 ≤ χ ≤ 2pi (periodic), λ ≥ 0 and −∞ < κ < ∞ . This metric has a constant scalar
curvature of −4/Gm3 . The sectional curvature in the ∂λ− ∂κ plane is equal to −2/Gm3 , it
vanishes in the other two coordinate planes. These values of scalar and sectional curvatures
agree with the limiting values at the 1-2 collision point calculated for the full metric on
shape space. The near-collision topology of shape space is that of the product manifold
S1χ ×R+λ ×Rκ .
Near-collision geometry on C2 : The equal-mass JM metric in leading order around η = 0
is
ds2 ≈ Gm
3
2η2r2
(
dr2 + r2
(
dη2 + dξ21 − 2(1− 2η2)dξ1dξ2 + dξ22
))
. (2.30)
Let us define new coordinates λ, κ, ξ± such that dλ = −dη/
√
2η , dκ = −dr/r and ξ± =
ξ1± ξ2 . 0 ≤ ξ± ≤ 2pi are periodic coordinates parametrizing a torus. The asymptotic metric
is
ds2 ≈ Gm3
(
dκ2
2η2
+ dλ2 +
1
2η2
dξ2− +
1
2
dξ2+
)
(2.31)
where η = η0e
−√2λ . This metric has a constant scalar curvature −12/Gm3 . The sectional
curvature of any coordinate plane containing ∂ξ+ vanishes due to the product form of the
metric. The sectional curvatures of the remaining coordinate planes (∂κ−∂λ, ∂κ−∂ξ− , ∂ξ−−∂λ )
are equal to −2/Gm3 . The scalar and sectional curvatures (of corresponding planes) of this
metric agree with the limiting values computed from the full metric on C2 .
Near-collision geometry on S3 : The submersion C2 → S3 takes (κ, λ, ξ±) 7→ (λ, ξ±). As
the coordinate vector fields on C2 are orthogonal, from (2.31) the asymptotic metric on S3
near the 1-2 collision point is
ds2 ≈ Gm3
(
dλ2 +
1
2η2
dξ2− +
1
2
dξ2+
)
. (2.32)
This metric has a constant scalar curvature equal to −4/Gm3 . The sectional curvatures
on the λ− ξ− coordinate 2-plane is −2/Gm3 while it vanishes on the other two coordinate
2-planes.
2.2.3.2 Geometry on R3 and C2 near triple collisions
We argue that the triple collision configuration (which occurs at r = 0 on C2 or shape
space R3 ) is at infinite distance from other configurations with respect to the equal-mass JM
metrics (Eqs. (2.15) and (2.22)) which may be written in the form:
ds2 = (Gm3h/r2)dr2 +Gm3 h gij dx
idxj. (2.33)
gij is the positive (round) metric on S
3 (xi = (η, ξ1, ξ2)) or S
2 (xi = (η, ξ2)) of radius
one-half:
gC
2
ij =
1 0 00 1 − cos 2η
0 − cos 2η 1
 and gR3ij = (1 00 sin 2η
)
. (2.34)
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Together with our results on pairwise collisions (§2.2.3.1), it will follow that the manifolds
are geodesically complete. As a consequence, the geodesic flow reformulation of the three-
body problem regularizes triple collisions. To show that triple collision points are at infinite
distance we will use the previously obtained lower bound on the conformal factor, h(ξ2, η) ≥ 3
(see Eq. 2.18).
Let γ(t) be a curve joining a non-collision point γ(t0) ≡ (r0, xi0) and the triple collision
point γ(t1) ≡ (r = 0, xi1). We show that its length l(γ) is infinite. Since Gm3hgij is a
positive matrix,
l(γ) =
∫ t1
t0
dt
√
Gm3h
r2
r˙2 +Gm3hgijx˙ix˙j ≥
∫ t1
t0
dt
√
Gm3h
r2
r˙2. (2.35)
Now using |r˙| ≥ −r˙ and h ≥ 3, we get
l(γ) ≥ −
√
3Gm3
∫ t1
t0
r˙
r
dt =
√
3Gm3
∫ r0
0
dr
r
=∞. (2.36)
In particular, a geodesic from a non-collision point to the triple collision point has infinite
length. Despite appearances, the above inequality l(γ) ≥ √3Gm3 ∫ r0
0
dr/r does not imply
that radial curves are always geodesics. This is essentially because h along γ may be less
than that on the corresponding radial curve. However, if (η, ξ1, ξ2) is an angular location
where h is minimal (locally), then the radial curve with those angular coordinates is indeed
a geodesic because a small perturbation to the radial curve increases h and consequently its
length. The global minima of h (h = 3) occur at the Lagrange configurations L4,5 and local
minima (h = 9/2) are at the Euler configurations E1,2,3 indicating that radial curves at these
angular locations are geodesics. In fact, the Christoffel symbols Γirr vanish for i = η, ξ1, ξ2 at
L4,5 and at E1,2,3 so that radial curves γ = (r(t), x
i
0) satisfying r¨ + Γ
r
rrr˙
2 = 0 are geodesics.
These radial geodesics at minima of h describe Lagrange and Euler homotheties (where
the masses move radially inwards/outwards to/from their CM which is the center of simil-
itude). These homotheties take infinite (geodesic) time to reach the triple collision. By
contrast, the corresponding Lagrange and Euler homothety solutions to Newton’s equa-
tions reach the collision point in finite time. This difference is due to an exponential time-
reparametrization of geodesics relative to trajectories. In fact, if t is trajectory time and s
arc-length along geodesics, then from §2.1 and §2.2.1, σ = ds/dt = √2(E + 3Gm3/r2) since
h = 3. Near a triple collision (small r), ds2 ≈ 3Gm3dr2/r2 so that s ≈ −1
2
√
3Gm3 log(1 −
t/tc) → ∞ as t → tc = r(0)2/2
√
6Gm3 which is the approximate time to collision. In fact,
the exact collision time tc =
√
6Gm3
(
−1 +√1 + κr(0)2/6Gm3) /κ may be obtained by re-
ducing Newton’s equations for Lagrange homotheties to the one body problem r3r¨ = −6Gm3
whose conserved energy is κ = r˙2− 6Gm3/r2 . These homothety solutions illustrate how the
geodesic flow reformulation regularizes the original Newtonian three-body dynamics in the
inverse-square potential.
More generally, for unequal masses (2.10)-(2.14) give the JM metric ds2 = h˜dr2/r2 +
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Figure 2.3: Gaussian curvature K (in units of 1/Gm3 ) on S2 for equal masses and E = 0. K = 0
at L4,5 and C1,2,3 .
g˜ijdx
idxj where
h˜ =
Gm1m2M1
sin2 η
+
Gm2m3M2∣∣∣cos η − µ1e2iξ2√M2M1 sin η∣∣∣2 +
Gm1m3M2∣∣∣cos η + µ2e2iξ2√M2M1 sin η∣∣∣2 . (2.37)
Irrespective of the masses, g˜ij (2.34) is positive and h˜ has a strictly positive lower bound
(e.g. Gm1m2M1 ). Thus by the same argument as above, triple collisions are at infinite dis-
tance. Combining this with the corresponding results for pairwise collision points (§2.2.3.1),
we conclude that the zero-energy JM metrics on C2 and R3 are geodesically complete for
arbitrary masses.
For non-zero energy, ds2 = (E + h˜/r2)(dr2 + r2g˜ijdx
idxj) which can be approximated
with the zero-energy JM metrics both near binary (say, η = 0) and triple (r = 0) collisions.
If γ is a curve ending at the triple collision, l(γ) ≥ l(γ˜) where γ˜ is a ‘tail end’ of γ lying
in a sufficiently small neighborhood of r = 0 (i.e., r  |h˜/E|1/2 which is guaranteed, say, if
r  |Gm1m2M1/E|1/2 ). But then, l(γ˜) may be estimated using the zero-energy JM metric
giving l(γ˜) = ∞ . Thus l(γ) = ∞ . A similar argument shows that curves ending at binary
collisions have infinite length. Thus we conclude that the JM metrics on C2 and R3 are
geodesically complete for arbitrary energies and masses.
2.2.4 Scalar curvature for equal masses and zero energy
A geodesic through P in the direction u perturbed along v is linearly stable/unstable [see
§2.2.6] according as the sectional curvature KP (u, v) is positive/negative. The scalar cur-
vature R at P is proportional to an average of sectional curvatures in planes through P
(§2.2.5). Thus R encodes an average notion of geodesic stability. Here, we evaluate the
scalar curvature R of the equal-mass zero-energy JM metric on C2 and its submersions to
R3 , S3 and S2 . In each case, due to the rotation and scaling isometries, R is a function
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only of the coordinates η and ξ2 that parametrize the shape sphere. In [55] Montgomery
proves that RS2 ≤ 0 with equality at Lagrange and collision points (see Fig. 2.3). We gener-
alize this result and prove that the scalar curvatures on C2 , R3 and S3 are strictly negative
and bounded below (see Fig. 2.4) indicating widespread linear instability of the geodesic
dynamics.
2.2.4.1 Scalar curvature on the shape sphere S2
The quotient JM metric on S2 (2.23) is conformal to the round (kinetic) metric on a sphere
of radius 1/2:
ds2S2 = Gm
3 h(η, ξ2) ds
2
kin where ds
2
kin = dη
2 + sin2 2η dξ22 . (2.38)
Here the conformal factor (h = −(r2/Gm3)× potential energy) (2.16) is a strictly positive
function on the shape sphere with double poles at collision points. The scalar curvature of
(2.38) is
RS2 =
1
Gm3h3
(
8h2 + |∇h|2 − h∆h) , (2.39)
where ∆ is the Laplacian and ∇ih = gij∂jh the gradient on S2 relative to the kinetic metric:
∆h =
(
1
sin2 2η
∂2h
∂ξ22
+ 2 cot 2η
∂h
∂η
+
∂2h
∂η2
)
and
|∇h|2 = 1
sin2 2η
(
∂h
∂ξ2
)2
+
(
∂h
∂η
)2
. (2.40)
In fact we have an explicit formula for the scalar curvature, RS2 = AB/C where
A = 8 sin2 η
(
(cos 2η + 2)2 − 3 sin2 2η cos2 2ξ2
)
,
C = 3
(
2 sin2 2η cos 4ξ2 + cos 4η − 13
)3
and
B = −8 sin4 2η cos 8ξ2 − 16 sin2 2η cos 4ξ2(cos 4η − 29)
+236 cos 4η − 3 cos 8η + 727. (2.41)
As shown in [55], RS2 ≤ 0 with equality only at Lagrange and collision points. Negativity of
RS2 also follows from (2.41): each factor in the numerator is ≥ 0 (the third vanishes at L4,5 ,
the second at C1,2 and the first at C3 ) while the denominator is strictly negative. We now
use this to show that the scalar curvatures on center-of-mass configuration space C2 and its
quotients R3 and S3 are strictly negative.
2.2.4.2 Scalar curvature on the center-of-mass configuration space C2
The equal-mass zero-energy JM metric on C2 from Eq. (2.15) is
ds2C2 =
(
Gm3/r2
)
h(η, ξ2)
(
dr2 + r2
(
dη2 + dξ21 − 2 cos 2η dξ1 dξ2 + dξ22
))
. (2.42)
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Figure 2.4: Scalar curvatures R on C2 , S3 and R3 in units of 1/Gm3 . R is strictly negative and
has a global maximum at L4,5 in all cases. It attains a global minimum at C1,2,3 on C2 and a local
maximum at collisions on R3 and S3 . E1,2,3 are saddles on C2 and global minima on R3 and S3 .
The scalar curvature of this metric is expressible as
RC2 =
(
3/2Gm3h3
) (
4h2 + |∇h|2 − 2h∆h) , (2.43)
where ∆h and ∇h are the Laplacian and gradient with respect to the round metric on S2 of
radius one-half (2.40). Due to the scaling and rotation isometries, RC2 is in fact a function
on the shape sphere. The scalar curvatures on C2 (2.43) and S2 (2.39) are simply related:
RC2 = 3RS2 −
(
3/2Gm3h3
) (
12h2 + |∇h|2) . (2.44)
This implies RC2 < 0 since the second term is strictly negative everywhere as we now show.
Notice that the second term can vanish only when h is infinite, i.e., at collisions. Taking
advantage of the fact that the geometry (on S2 and C2 ) in the neighborhood of all 3 collision
points is the same for equal masses, it suffices to check that the second term has a strictly
negative limit at C3 (η = 0). Near η = 0, h ∼ 1/2η2 so that RC2 → −12/Gm3 < 0.
Combining with the r -independence of RC2 , we see that the scalar curvature is non-singular
at binary and triple collisions.
With a little more effort, we may obtain a non-zero upper bound for the Ricci scalar on
C2 . Indeed, using RS2 ≤ 0 and the inequality 12h2 + |∇h|2 ≥ ζh3 proved in Appendix A.2,
we find
RC2 < −3ζ/2Gm3 where ζ = 55/27. (2.45)
Numerically, we estimate the optimal value of ζ to be 8/3.
2.2.4.3 Scalar curvatures on shape space R3 and on S3
Recall that the equal-mass zero-energy quotient JM metrics on shape space R3 (2.22) and
S3 (2.24) are
ds2R3 =
(
Gm3h/r2
) (
dr2 + r2
(
dη2 + sin2 2η dξ22
))
and
ds2S3 = Gm
3h
(
dη2 + dξ21 − 2 cos 2η dξ1 dξ2 + dξ22
)
. (2.46)
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The corresponding scalar curvatures are
RR3 =
(
16h2 + 3|∇h|2 − 4h∆h) /2Gm3h3 and
RS3 =
(
12h2 + 3|∇h|2 − 4h∆h) /2Gm3h3. (2.47)
Here ∆h and ∇h are as in Eq. (2.40). The scalar curvatures are related to that on S2 as
follows
RR3 = 2RS2 −
(
16h2 + |∇h|2) /2Gm3h3 and
RS3 = 2RS2 −
(
20h2 + |∇h|2) /2Gm3h3. (2.48)
As in the case of C2 we check that the second terms in both relations are strictly negative.
This implies both the scalar curvatures are strictly negative. In fact, using the inequality
12h2 + |∇h|2 > ζh3 (see Appendix A.2) we find (non-optimal) non-zero upper bounds
RS3,R3 < −ζ/2Gm3 where ζ = 55/27. (2.49)
Moreover, we note that
RC2 = RS3 − h∆h
Gm3h3
< RS3 and RS3 = RR3 − 4h
2
2Gm3h3
≤ RR3 , (2.50)
with equality at collision configurations. Recalling that on the shape sphere, the scalar
curvature vanishes at collision points (in a limiting sense) and at Lagrange points, we have
the following inequalities
0 ≥ RS2 > RR3 ≥ RS3 > RC2 . (2.51)
Thus we have the remarkable result that the scalar curvatures of the JM metric on C2 and
its quotients by scaling (S3) and rotations (R3) are strictly negative everywhere and also
strictly less than that on S2 . So the full geodesic flow on C2 is in a sense more unstable than
the corresponding flow on S2 .
In addition to strict negativity, we may also show that the scalar curvatures are bounded
below. For instance, from Eq. (2.39) RS2 can go to −∞ only when ∆h → ∞ since h ≥ 3.
Now from Eq. (2.40) ∆h can diverge only when sin 2η = 0 or when one of the relevant
derivatives of h diverges. From Eq. (2.16) this can happen only if η = 0 (C3) or η = pi/2
(E3) or when one of the vi → ∞ , i.e., at collisions. However ∆h = 66 is finite at η = pi/2
and we know from §2.2.3.1 that RS2 is finite at collisions so that RS2 is bounded below. The
same proof shows that scalar curvatures are bounded below on R3,S3 and C2 as well.
2.2.5 Sectional curvature for three equal masses
In §2.2.4, we showed that the Ricci scalars R on configuration space and its quotients are
negative everywhere, save at Lagrange and collision points on the shape sphere where it
vanishes. However, R encodes the stability of geodesics only in an average sense. More
precisely, a geodesic through P in the direction u subject to a perturbation along v is
26 CHAPTER 2. INSTABILITIES IN THE PLANAR THREE–BODY PROBLEM
linearly stable/unstable according as the sectional curvature KP (u, v) is positive/negative
(see §2.2.6). Here, the sectional curvature which is a function only of the 2-plane spanned by u
and v generalizes the Gaussian curvature to higher dimensions. It is defined as the ratio of the
curvature biquadratic r = g(R(u, v)v, u) to the square of the area Ar(u, v)2 = g(u, u)g(v, v)−
g(u, v)g(v, u) of the parallelogram spanned by u and v . Here g(u, v) is the Riemannian inner
product and R(u, v) = [∇u,∇v]−∇[u,v] the curvature tensor with components R(ei, ej)ek =
Rlkijel in any basis for vector fields. Furthermore, if e1, . . . , en are an orthonormal basis
for the tangent space at P , then the scalar curvature R =
∑
i 6=jK(ei, ej) is the sum of
sectional curvatures in
(
n
2
)
planes through P . It may also be regarded as an average of the
curvature biquadratic R =
∫∫ r(u, v)dµg(u)dµg(v) where dµg(u) = exp (−uiujgij/2) du is
the gaussian measure on tangent vectors with mean zero and covariance gij [67]. Thus R
provides an averaged notion of stability. To get a more precise measure of linear stability
of geodesics we find the sectional curvatures in various (coordinate) tangent 2-planes of the
configuration space and its quotients. On account of the isometries, these sectional curvatures
are functions only of η and ξ2 [explicit expressions are omitted due to their length]. Unlike
scalar curvatures which were shown to be non-positive, we find planes in which sectional
curvatures are non-positive as well as planes where they can have either sign.
O’Neill’s theorem allows us to determine or bound certain sectional curvatures on the
center-of-mass configuration space C2 in terms of the more easily determined curvatures on
its quotients. Roughly, the sectional curvature of a horizontal two-plane increases under a
Riemannian submersion. Suppose f : (M, g) → (N, g˜) is a Riemannian submersion. Then
O’Neill’s theorem [63] states that the sectional curvature in any horizontal 2-plane at m ∈M
is less than or equal to that on the corresponding 2-plane at f(m) ∈ N :
KN(df(X), df(Y )) = KM(X, Y ) +
3
4
|[X, Y ]V |2
Ar(X, Y )2
. (2.52)
Here X and Y are horizontal fields on M spanning a non-degenerate 2-plane (Ar(X, Y )2 6=
0) and [X, Y ]V is the vertical projection of their Lie bracket. In particular, the sectional
curvatures are equal everywhere if X and Y are coordinate vector fields.
We consider sectional curvatures in 6 interesting 2 planes on C2 which are horizontal
with respect to submersions to R3 and S3 . Under the submersion from C2 to R3 (§2.2.2),
the horizontal basis vectors ∂r , ∂η and ∂ξ ≡ cos 2η∂ξ1 + ∂ξ2 map respectively to ∂r , ∂η
and ∂ξ2 defining three pairs of corresponding 2-planes. Since [∂r, ∂η] and [∂r, ∂ξ] vanish,
we have KC2(∂r, ∂η) = KR3(∂r, ∂η) and KC2(∂r, ∂ξ) = KR3(∂r, ∂ξ2). Fig. 2.5 shows that
KC2(∂r, ∂η) is mostly negative, though it is not continuous at E3 , C1 and C2 . On the
other hand KC2(∂r, ∂ξ) is largely negative except in a neighborhood of C3 . Finally, as
[∂ξ, ∂η]
V = −2 sin 2η∂ξ1 6= 0, we have KC2(∂η, ∂ξ) < KR3(∂η, ∂ξ2) with equality at collisions.
Moreover the submersion from R3 → S2 (§2.2.2) implies that KR3(∂η, ∂ξ2) coincides with
KS2(∂η, ∂ξ2) which vanishes at Lagrange and collision points and is strictly negative elsewhere
(see §2.2.4). Thus KC2(∂η, ∂ξ) vanishes at collision points and is strictly negative everywhere
else (see Fig. 2.5). In particular, Lagrange points are more unstable on the configuration
space C2 than on the shape sphere.
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Figure 2.5: Sectional curvatures on horizontal 2-planes of submersion from C2 to R3 in units of
1/Gm3 . (a) KC2(∂r, ∂η) = KR3(∂r, ∂η) ≤ 0 everywhere except in neighborhoods of E3 . K = −2
at its global minimum C3 and K = −2/3 at L4,5 . K → 0,−2 when C1,2 are approached holding
η or ξ2 fixed. (b) KC2(∂r, ∂ξ) = KR3(∂r, ∂ξ2) is negative except in neighborhoods of C3 and E3 .
K = 0 at its minimum C3 (η = 0) and K = −2/3 at L4,5 . K → −2 or 0 on approaching C1,2
(η = pi/3, ξ2 = 0, pi/2) along η or ξ2 constant. (c) KC2(∂η, ∂ξ) ≤ KR3(∂η, ∂ξ2). KC2(∂η, ∂ξ) = 0 at
global maxima C1,2,3 and is negative elsewhere. K = −1 at its local maxima L4,5 .
Under the submersion from C2 to S3 (§2.2.2), the horizontal basis vectors ∂η , ∂ξ1 and
∂ξ2 map respectively to ∂η , ∂ξ1 and ∂ξ2 . The sectional curvatures on corresponding pairs
of 2-planes are equal, e.g. KC2(∂η, ∂ξ2) = KS3(∂η, ∂ξ2). As shown in Fig. 2.6, KC2(∂η, ∂ξ2)
is negative everywhere except in a neighborhood of E3 where it can have either sign. The
qualitative behavior of the other two sectional curvatures KC2(∂ξ1 , ∂ξ2) and KC2(∂ξ1 , ∂η) is
similar to that of KC2(∂r, ∂ξ2) and KC2(∂r, ∂η) discussed above. The approximate symmetry
under ∂ξ1 ↔ ∂r is not entirely surprising given that ∂ξ1 and ∂r are vertical vectors in the
submersions to R3 and S3 respectively.
The remaining two coordinate 2-planes on C2 are not horizontal under either submersion.
We find that KC2(∂r, ∂ξ1) is negative everywhere except at L4,5 and KC2(∂r, ∂ξ2) is negative
except around E1,2 .
2.2.6 Stability tensor and linear stability of geodesics
In this section we use the stability tensor (which provides a criterion for linear geodesic
stability) to discuss the stability of Lagrange rotational and homothety solutions. We end
with a remark on linear stability of trajectories and geodesics. Consider the n-dimensional
configuration manifold M with metric g . The geodesic deviation equation (GDE) for the
evolution of the separating vector (Jacobi field) y(t) between a geodesic x(t) and a neigh-
boring geodesic is [63]
∇2x˙y = R(x˙, y)x˙ = −R(y, x˙)x˙. (2.53)
We expand the Jacobi field y = ck(t)ek(t) in any basis ei(t) that is parallel transported along
the geodesic i.e. ∇x˙ek = 0 [ei(0) could be taken as coordinate vector fields at x(0)]. Taking
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(a) (b) (c)
Figure 2.6: Sectional curvatures on horizontal 2-planes of submersion from C2 to S3 in units of
1/Gm3 . (a) KC2(∂η, ∂ξ2) = KS3(∂η, ∂ξ2) > 0 in a neighborhood of E3 and negative elsewhere.
K = −2 at its global minimum C3 . K = −1 at its local maxima L4,5 . K → 0 or −1/2 upon
approaching C1,2 along constant η or ξ2 . (b) KC2(∂η, ∂ξ1) = KS3(∂η, ∂ξ1) > 0 in a neighborhood of
E3 and is negative elsewhere. K = −2 at its global minimum C3 and K = −1/3 at L4,5 . K → 0
or −2 upon approaching C1,2 holding η or ξ2 fixed. (c) KC2(∂ξ1 , ∂ξ2) = KS3(∂ξ1 , ∂ξ2) > 0 in some
neighborhoods of C3 and E3 and negative elsewhere. K = 0 at its local minimum C3 . K = −1/3
at L4,5 . K → −2 or 0 upon approaching C1,2 while holding η or ξ2 fixed.
the inner product of the GDE with em and contracting with g
im , we get c¨i = −Sijcj , where
the ‘stability tensor’ Sik = R
i
jklx˙
jx˙l . As S is real symmetric, its eigenvectors fi can be chosen
to form an orthonormal basis for TxM . Writing y = d
mfm , the GDE becomes d¨
m = −κmdm
(no sum on m) where κm is the eigenvalue of S corresponding to the eigenvector fm .
The eigenvalues of S (say at t = 0) control the initial evolution of the Jacobi fields in
the corresponding eigendirections. Since κm = (Area〈fk, x˙〉)2K(fm, x˙) (§2.2.5), positive
(negative) κ or K imply local stability (instability) for the initial evolution. We note that
calculating S and its eigenvalues at a given instant (say t = 0) requires no knowledge of the
time evolution of ei(t). So we may simply use the coordinate vector fields as the basis. Notice
that the tangent vector to the geodesic x˙ is always an eigendirection of S with eigenvalue
zero.
2.2.6.1 Rotational Lagrange solutions in Newtonian potential
Consider the Lagrange rotational solutions where three equal masses (mi = m) rotate at
angular speed ω =
√
3Gm/a3 around their CM at the vertices of an equilateral trian-
gle of side a . The rotational trajectory on C2 in r, η, ξ1,2 coordinates is given by x(t) =
(a/
√
m,pi/4, ωt,±pi/4) with velocity vector ω∂ξ1 . Note that trajectory and geodesic times
are proportional since σ = ds/dt = (E − V )/√T with V (r, η, ξ2) and T constant along
x(t). The stability tensor along the geodesic, S = ω2 diag(1,−1/2, 0,−1/2) is diagonal in
the coordinate basis r, η, ξ1, ξ2 . As always, x˙ is a zero-mode. A perturbation along ∂r is
linearly stable while those directed along ∂η or ∂ξ2 are linearly unstable. Note that Routh’s
criterion 27(m1m2 + m2m3 + m3m1) < M
2 [70] predicts that Lagrange rotational solutions
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are linearly unstable for equal masses.
2.2.6.2 Lagrange homotheties
For equal masses, a Lagrange homothety solution is one where the masses move radially
(towards/away from their CM) while being at the vertices of equilateral triangles. The
geodesic in Hopf coordinates takes the form (r(t), η = pi/4, ξ1, ξ2 = ±pi/4) where ξ1 is
arbitrary and independent of time. Though an explicit expression is not needed here, r(t)
is the solution of r¨ + Γrrrr˙
2 = 0 where Γrrr = −3Gm3/(Er3 + 3Gm3r) for the inverse-square
potential. The stability tensor is diagonal:
S =
6Gm3r˙2
(3Gm3r + Er3)2
diag
(
0,−3Gm3 − 2Er2,−Er2,−3Gm3 − 2Er2) . (2.54)
For a given r and positive energy, perturbations along ∂ξ1,2 and ∂η are unstable while they
are stable when −3Gm3/r2 < E < −3Gm3/2r2 . For intermediate (negative) energies, ∂η
and ∂ξ2 are unstable directions while ∂ξ1 is stable. For the Newtonian potential, we have
similar conclusions following from the corresponding stability tensor:
S =
3Gm5/2r˙2
4r2 (3Gm5/2 + Er)
2 diag
(
0,−9Gm5/2 − 5Er,−2Er,−9Gm5/2 − 5Er) . (2.55)
We end this section with a cautionary remark. For a system whose trajectories can be
regarded as geodesics of the JM metric, linear stability of geodesics may not coincide with
linear stability of corresponding trajectories. This may be due to the reparametrization of
time (see §2.2.3.2 for examples) as well as the restriction to energy conserving perturbations
in the GDE. We illustrate this with a 2D isotropic oscillator with spring constant k . Here the
curvature of the JM metric (see §2.1) is R = 2Ek/T 3 where T is the kinetic energy. Thus for
positive k , geodesics are always linearly stable while for negative k they are stable/unstable
according as energy is negative/positive. By contrast, linearizing the EOM δ¨xi = −(k/m)δxi
shows that trajectories are linearly stable for positive k and linearly unstable for negative
k . This (possibly atypical) example illustrates the fact that geodesic stability does not
necessarily imply stability of trajectories.
2.3 Planar three-body problem with Newtonian
potential
2.3.1 JM metric and its curvature on configuration and shape
space
In analogy with our geometric treatment of the planar motion of three masses subject to
inverse-square potentials, we briefly discuss the gravitational analogue with Newtonian po-
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tentials. As before, the translation invariance of the Lagrangian
L =
1
2
∑
i=1,2,3
mix˙
2
i −
∑
i<j
Gmimj
|xi − xj| (2.56)
allows us to go from the configuration space C3 to the center-of-mass configuration space C2
endowed with the JM metric
ds2 =
(
E +
Gm1m2
|J1| +
Gm2m3
|J2 − µ1J1| +
Gm3m1
|J2 + µ2J1|
)(
M1|dJ1|2 +M2|dJ2|2
)
. (2.57)
The Jacobi coordinates J1,2 , mass ratios µ1,2 and reduced masses M1,2 are as defined in Eqs.
(2.7, 2.8, 2.10). In rescaled Jacobi coordinates zi =
√
Mi Ji (2.12), the JM metric on C2 for
equal masses becomes
ds2 =
(
E +
Gm5/2√
2|z1|
+
√
2Gm5/2√
3|z2 − 1√3z1|
+
√
2Gm5/2√
3|z2 + 1√3z1|
)(|dz1|2 + |dz2|2) . (2.58)
Rotations zj 7→ eiθzj continue to act as isometries corresponding to the KVF ∂ξ1 in Hopf
coordinates (2.14), where the JM metric is
ds2 =
(
E +
Gm5/2U
r
)(
dr2 + r2
(
dη2 + dξ21 − 2 cos 2η dξ1 dξ2 + dξ22
))
with U =
1√
2 sin η
+
√
2√
2 + cos 2η −√3 sin 2η cos 2ξ2
+
√
2√
2 + cos 2η +
√
3 sin 2η cos 2ξ2
. (2.59)
Requiring the submersion (r, η, ξ1, ξ2) 7→ (r, η, ξ2) from C2 to its quotient by rotations to be
Riemannian gives us the JM metric on shape space R3 :
ds2 =
(
E +Gm5/2U/r
) (
dr2 + r2
(
dη2 + sin2 2η dξ22
))
. (2.60)
Unlike for the inverse-square potential, scaling r 7→ λr is not an isometry of the JM metric
even when E = 0. Thus we do not have a further submersion to the shape sphere. However, in
what follows, we will consider E = 0, as it leads to substantially simpler curvature formulae.
Though we do not have a submersion to the shape sphere, the quantity U(η, ξ2) in the
conformal factor may be regarded as a function on a 2-sphere of radius one-half. This allows
us to express the scalar curvatures as
RC2 =
3
2Gm5/2rU3
(
3U2 + |∇U |2 − 2U∆U) and
RR3 =
1
4Gm5/2rU3
(
30U2 + 6|∇U |2 − 8U∆U) (2.61)
where ∆U is the Laplacian and ∇U the gradient relative to the round metric on a 2-sphere
of radius 1/2. Evidently, both the scalar curvatures vanish in the limit r → ∞ of large
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(a) (b)
Figure 2.7: Ricci scalar R for zero energy and equal masses on C2 and R3 for the Newtonian
potential (in units of 1/Gm5/2r ). R on C2 is strictly negative while that on R3 can have either
sign.
moment of inertia ICM = r
2 ; they are plotted in Fig. 2.7. Numerically, we find that for
any fixed r , RC2 is strictly negative and reaches its global maximum −3/(2Gm5/2r) at the
Lagrange configurations L4,5 , while RR3 has a positive global maximum 1/(2Gm
5/2r) at
the same locations. Note that RR3 = 2RC2/3 + (9U
2 + |∇U |2)/(2Gm5/2rU3). As argued
in Eq. (2.44), the second term is strictly positive and vanishes only when r → ∞ . Using
the negativity of RC2 , it follows that RR3 > RC2 with (RR3 − RC2) attaining its minimum
2/(Gm5/2r) at L4,5 . Thus in a sense, the geodesic dynamics on C2 is more linearly unstable
than on shape space. Like the Ricci scalars, sectional curvatures on coordinate 2-planes are
(1/r)× a function of η and ξ2 . We find that sectional curvatures are largely negative and
often go to ±∞ at collision points (see Eq. (2.63)).
2.3.2 Near-collision geometry and geodesic incompleteness
Unlike for the inverse-square potential, the scalar curvatures on C2 and R3 (2.61) diverge at
binary and triple collisions. To examine the geometry near pairwise collisions of equal masses,
it suffices to study the geometry near C3 (η = 0, r 6= 0, ξ1,2 arbitrary) which represents
a collision of m1 and m2 . We do so by retaining only those terms in the expansion of the
zero-energy metrics around η = 0:
ds2C2 ≈
(
Gm5/2√
2ηr
)(
dr2 + r2
(
dη2 + dξ21 − 2(1− 2η2)dξ1dξ2 + dξ22
))
and
ds2R3 ≈
(
Gm5/2
r
)(
1√
2η
+ 2
√
2
3
)(
dr2 + r2
(
dη2 + 4η2dξ22
))
, (2.62)
that are necessary to arrive at the following curvatures to leading order in η :
on C2: R =
−3
%
and K(∂η, ∂r,ξ1,2) = 2K(∂r, ∂ξ1,2) = −2K(∂ξ1 , ∂ξ2) =
−1
%
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on R3: R =
−1
%
, K(∂η, ∂r) = −2K(∂r, ∂ξ2) =
−1
%
and K(∂η, ∂ξ2) = −
2
√
2/3
Gm5/2
(2.63)
where % =
√
2Gm5/2ηr . The curvature singularity at η = 0 is evident in the simple poles in
the Ricci scalars and all but one of the sectional curvatures in coordinate planes.
We use the near-collision JM metric of Eq. (2.62) to show that a pairwise collision point
lies at finite geodesic distance from another point in its neighborhood. Thus, unlike for
the inverse-square potential, the geodesic reformulation does not regularize the gravitational
three-body problem. Consider a point P near η = 0 with coordinates (r, η0, ξ1, ξ2). We
estimate its distance to the collision point C3 (r, 0, ξ1, ξ2). To do so, we consider a curve γ
of constant r , ξ1 and ξ2 running from P to C3 parametrized by η0 ≥ η ≥ 0. We will show
that γ has finite length so that the geodesic distance to C3 must be finite. In fact, from
(2.62):
Length(γ) =
∫ 0
η0
√
Grm5/2√
2
dη√
η
= −2
√
Grm5/2√
2
√
η0 <∞. (2.64)
Furthermore, the image of γ under the Riemannian submersion to shape space R3 is a
curve of even shorter length ending at a collision point. Thus geodesics on C2 and R3 can
reach binary collisions in finite time, where the scalar curvature is singular. It is therefore
interesting to study regularizations of collisions in the three body problem and their geometric
interpretation.
Chapter 3
Instabilities, chaos and ergodicity in
the classical three-rotor problem
In this chapter, we investigate periodic orbits, instabilities and onset of chaos in the system
of three coupled rotors. Furthermore, we investigate ergodicity, mixing and recurrence time
statistics in a band of energies. This chapter is based on [42], [43] and [44].
3.1 Three coupled classical rotors
We study a periodic chain of three identical rotors of mass m interacting via attractive cosine
potentials. The Lagrangian is
L =
3∑
i=1
{
1
2
mr2θ˙2i − g[1− cos (θi − θi+1)]
}
(3.1)
with θ4 ≡ θ1 . Here, θi are 2pi -periodic coordinates on a circle of radius r . Though we
only have nearest neighbor interactions, each pair interacts as there are only three rotors.
We consider the ‘ferromagnetic’ case where the coupling g > 0 so that the rotors attract
each other. Unlike in the gravitational three-body problem, the inter-rotor forces vanish
when a pair of them coincide so that rotors can ‘pass’ through each other: this is physically
reasonable since they occupy distinct sites. The equations of motion for i = 1, 2 and 3 (with
θ0 ≡ θ3 and θ1 ≡ θ4 ) are
mr2θ¨i = g sin(θi−1 − θi)− g sin(θi − θi+1). (3.2)
This is a system with three degrees of freedom, the configuration space is a 3-torus 0 ≤ θi ≤
2pi . The conjugate angular momenta are pii = mr
2θ˙i and the Hamiltonian is
H =
3∑
i=1
{
pi2i
2mr2
+ g[1− cos (θi − θi+1)]
}
. (3.3)
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Hamilton’s equations
θ˙i =
pii
mr2
and p˙ii = g[sin(θi−1 − θi)− sin(θi − θi+1)] (3.4)
define a smooth Hamiltonian vector field on the 6d phase space of the three-rotor problem.
The additive constant in H is chosen so that the minimal value of energy is zero. This system
has three independent dimensionful physical parameters m , r and g that can be scaled to one
by a choice of units. However, once such a choice of units has been made, all other physical
quantities (such as ~) have definite numerical values. This circumstance is similar to that in
the Toda model [31]. As discussed in Appendix B.1, the quantum n-rotor problem, which
models a chain of Josephson junctions, also arises by Wick-rotating a partial continuum limit
of the XY model on a lattice with nearest neighbor ferromagnetic coupling J , n horizontal
sites and horizontal and vertical spacings a and b (B.7). The above parameters are related
to those of the Wick-rotated XY model via m = J/c2 , r =
√
Lb2/a and g = JL/a where
L = na and c is a speed associated to the Wick rotation to time.
The Hamiltonian vector field (3.4) is non-singular everywhere on the phase space. In
particular, particles may pass through one another without encountering collisional singular-
ities. Though the phase space is not compact, the constant energy (H = E) hypersurfaces
are compact 5d submanifolds without boundaries. Indeed, 0 ≤ θi ≤ 2pi are periodic coordi-
nates on the compact configuration space T 3 . Moreover, the potential energy is non-negative
so that pi2i ≤ 2mr2E . Thus, the angular momenta too have finite ranges. Consequently, we
cannot have ‘non-collisional singularities’ where the (angular) momentum or position diverges
in finite time. Solutions to the initial value problem (IVP) are therefore expected to exist
and be unique for all time.
Alternatively, the Hamiltonian vector field is globally Lipschitz since it is everywhere
differentiable and its differential bounded in magnitude on account of energy conservation.
This means that there is a common Lipschitz constant on the energy hypersurface, so that a
unique solution to the IVP is guaranteed to exist for 0 ≤ t ≤ t0 where t0 > 0 is independent of
initial condition (IC). Repeating this argument, the solution can be extended for t0 ≤ t ≤ 2t0
and thus can be prolonged indefinitely in time for any IC, implying global existence and
uniqueness [22].
In §3.4, we will reformulate the dynamics as geodesic flow on a two-torus (or three-torus
upon including center of mass motion, see below), which must be geodesically complete as a
consequence. For E > 4.5g , this is expected on account of compactness and lack of boundary
of the energetically allowed Hill region. For E < 4.5g , though the trajectories can (in finite
time) reach the Hill boundary, they simply turn around. Examples of such trajectories are
provided by the ϕ1 = 0 pendulum solutions described in §3.3.1.
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3.1.1 Center of mass and relative coordinates
It is convenient to define the center of mass (CM) and relative angles
ϕ0 =
θ1 + θ2 + θ3
3
, ϕ1 = θ1 − θ2 and ϕ2 = θ2 − θ3 (3.5)
or equivalently,
θ1 = ϕ0 +
2ϕ1
3
+
ϕ2
3
, θ2 = ϕ0 − ϕ1
3
+
ϕ2
3
and θ3 = ϕ0 − ϕ1
3
− 2ϕ2
3
. (3.6)
As a consequence of the 2pi -periodicity of the θs, ϕ0 is 2pi -periodic while ϕ1,2 are 6pi -periodic.
However, the cuboid (0 ≤ ϕ0 ≤ 2pi , 0 ≤ ϕ1,2 ≤ 6pi ) is a nine-fold cover of the fundamental
cuboid 0 ≤ θ1,2,3 ≤ 2pi . In fact, since the configurations (ϕ0, ϕ1 − 2pi, ϕ2), (ϕ0, ϕ1, ϕ2 + 2pi)
and (ϕ0 + 2pi/3, ϕ1, ϕ2) are physically identical, we may restrict ϕ1,2 to lie in [0, 2pi] . Here,
the ϕi are not quite periodic coordinates on T
3 ≡ [0, 2pi]3 . Rather, when ϕ1 7→ ϕ1 ± 2pi
or ϕ2 7→ ϕ2 ∓ 2pi , the CM variable ϕ0 7→ ϕ0 ± 2pi/3. In these coordinates, the Lagrangian
becomes L = T − V where
T = 3
2
mr2ϕ˙20 +
1
3
mr2
[
ϕ˙21 + ϕ˙
2
2 + ϕ˙1ϕ˙2
]
and V = g [3− cosϕ1 − cosϕ2 − cos(ϕ1 + ϕ2)] ,
(3.7)
with the equations of motion (EOM) 3mr2ϕ¨0 = 0,
mr2 (2ϕ¨1 + ϕ¨2) = −3g [sinϕ1 + sin(ϕ1 + ϕ2)] and 1↔ 2. (3.8)
The evolution equations for ϕ1 (and ϕ2 with 1↔ 2) may be rewritten as
mr2ϕ¨1 = −g [2 sinϕ1 − sinϕ2 + sin(ϕ1 + ϕ2)] . (3.9)
Notice that when written this way, the ‘force’ on the RHS isn’t the gradient of any potential,
as the equality of mixed partials would be violated. The (angular) momenta conjugate to
ϕ0,1,2 are p0 = 3mr
2ϕ˙0 ,
p1 =
mr2
3
(2ϕ˙1 + ϕ˙2) and p2 =
mr2
3
(ϕ˙1 + 2ϕ˙2). (3.10)
The remaining three EOM on phase space are p˙0 = 0 (conserved due to rotation invariance),
p˙1 = −g [sinϕ1 + sin(ϕ1 + ϕ2)] and p˙2 = −g [sinϕ2 + sin(ϕ1 + ϕ2)] . (3.11)
The EOM admit a conserved energy which is a sum of CM, relative kinetic and potential
energies:
E =
3
2
mr2ϕ˙20 +
1
3
mr2
[
ϕ˙21 + ϕ˙
2
2 + ϕ˙1ϕ˙2
]
+ V(ϕ1, ϕ2). (3.12)
The above EOM are Hamilton’s equations f˙ = {f,H} for canonical Poisson brackets (PBs)
{ϕi, pj} = δij with the Hamiltonian
H =
p20
6mr2
+
p21 + p
2
2 − p1p2
mr2
+ V(ϕ1, ϕ2). (3.13)
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3.1.2 Analogue of Jacobi coordinates
We define the Jacobi coordinates for the three-rotor problem to be ϕ0 (3.5) and
ϕ+ = (ϕ1 + ϕ2)/2 = (θ1 − θ3)/2 and ϕ− = (ϕ1 − ϕ2)/2 = (θ1 + θ3)/2− θ2. (3.14)
Up to a change in order, these are analogous to the Jacobi vectors of the three-body problem
(see Fig. 2.1): ϕ0 is the center of mass of the three rotors, 2ϕ+ is the angle of the first rotor
relative to the third and −ϕ− is the angle of the second rotor with respect to the center
of mass of the first and the third rotors. Unlike in the CM and relative coordinates and as
in the three-body problem, the kinetic energy as a quadratic form in velocities is diagonal.
Indeed, L = T − V where
T = 3
2
mr2ϕ˙20 +mr
2ϕ˙2+ +
1
3
mr2ϕ˙2− and V = g (3− 2 cosϕ− cosϕ+ − cos 2ϕ+) . (3.15)
The conjugate momenta p0 and p± = p1±p2 are proportional to the velocities and the EOM
are
p˙0 = 0, p˙+ = −2g sinϕ+ (cosϕ− + 2 cosϕ+) and p˙− = −2g cosϕ+ sinϕ−. (3.16)
The fundamental domain which was the cube 0 ≤ ϕ0,1,2 ≤ 2pi now becomes the cuboid
(0 ≤ ϕ0 ≤ 2pi , 0 ≤ ϕ+ ≤ 2pi , 0 ≤ ϕ− ≤ pi ). As before, though ϕ± are periodic coordinates
on a 2-torus, ϕ0,± are not quite periodic coordinates on T 3 . The transformation of the CM
variable ϕ0 under 2pi -shifts of ϕ1,2 discussed above may be reformulated as follows. When
crossing the segments ϕ+ + ϕ− = 2pi from left to right or ϕ+ − ϕ− = 0 from right to left,
ϕ0 increases by 2pi/3 [and ϕ0 7→ ϕ0 − 2pi/3 when the segments are crossed in the opposite
direction].
3.2 Dynamics on the ϕ1-ϕ2 torus
The dynamics of ϕ1 and ϕ2 (or equivalently that of ϕ± ) decouples from that of the CM
coordinate ϕ0 . The former may be regarded as periodic coordinates on the 2-torus [0, 2pi]×
[0, 2pi] . On the other hand, ϕ0 , which may be regarded as a fibre coordinate over the ϕ1,2
base torus, evolves according to
ϕ0 =
p0t
3mr2
+ ϕ0(0) +
2pi
3
(n2 − n1) mod 2pi. (3.17)
Here, n1,2 are the ‘greatest integer winding numbers’ of the trajectory around the cycles
of the base torus. If a trajectory goes continuously from ϕi1,2 to ϕ
f
1,2 (regarded as real
rather than modulo 2pi ), then the greatest integer winding numbers are defined as n1,2 =
[(ϕf1,2 − ϕi1,2)/2pi] .
Consequently, we may restrict attention to the dynamics of ϕ1 and ϕ2 . The equations of
motion on the corresponding 4d phase space (the cotangent bundle of the 2-torus) are
ϕ˙1 = (2p1 − p2)/mr2, p˙1 = −g [sinϕ1 + sin(ϕ1 + ϕ2)] (3.18)
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(a) Contours of V .
(b) Ground state G. (c) Diagonal states D.
(d) Triangle states T.
Figure 3.1: (a) Potential energy V in units of g on the ϕ1 -ϕ2 configuration torus with its extrema
(locations of static solutions G, D and T) indicated. The contours also encode changes in topology
of the Hill region (V ≤ E ) when E crosses EG = 0, ED = 4g and ET = 4.5g . (b, c, d) Uniformly
rotating three-rotor solutions obtained from G, D and T. Here, i, j and k denote any permutation
of the numerals 1, 2 and 3. (b) and (d) are the simplest examples of choreographies discussed in
§3.6.
and 1 ↔ 2. These equations define a singularity-free vector field on the phase space. They
follow from the canonical PBs with Hamiltonian given by the relative energy
Hrel =
p21 + p
2
2 − p1p2
mr2
+ V(ϕ1, ϕ2). (3.19)
These equations and Hamiltonian are reminiscent of those of the planar double pendulum
with the Hamiltonian
Hdp =
p21 − 2c12 p1 p2 + 2p22
2ml2(2− c212)
−mgl(2 cos θ1 + cos θ2) (3.20)
where θ1,2 are the angles between the upper and the lower rods (each of length l) and the
vertical and c12 = cos(θ1 − θ2).
3.2.1 Static solutions and their stability
Static solutions for the relative motion correspond to zeros of the vector field where the force
components in (3.18) vanish: p1 = p2 = 0 and
sinϕ1 + sin(ϕ1 + ϕ2) = sinϕ2 + sin(ϕ1 + ϕ2) = 0. (3.21)
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In particular, we must have ϕ1 = ϕ2 or ϕ1 = pi − ϕ2 . When ϕ1 = ϕ2 , the force components
are both equal to sinϕ1(1 + 2 cosϕ1) which vanishes at the following configurations:
(ϕ1, ϕ2) = (0, 0), (pi, pi) and (±2pi/3,±2pi/3) . (3.22)
On the other hand, if ϕ1 = pi − ϕ2 , we must have sinϕ1 = 0 leading to two more static
configurations (0, pi) and (pi, 0). Thus we have six static solutions which we list in increasing
order of (relative) energy:
E = 0 : G(0, 0),
E = 4g : D1(pi, pi), D2(pi, 0), D3(0, pi)
and E = 9g/2 : T1,2(±2pi/3,±2pi/3). (3.23)
Below, we clarify their physical meaning by viewing them as uniformly rotating three body
configurations.
3.2.1.1 Uniformly rotating three-rotor solutions from G, D and T
If we include the uniform rotation of the CM angle (ϕ˙0 = Ω is arbitrary), these six so-
lutions correspond to the following uniformly rotating rigid configurations of three-rotors
(see Fig. 3.1): (a) the ferromagnetic ground state G where the three particles coalesce
(θ1 = θ2 = θ3 ), (b) the three ‘diagonal’ ‘anti ferromagnetic Ne´el’ states D where two particles
coincide and the third is diametrically opposite (θ1 = θ2 = θ3 + pi and cyclic permutations
thereof) and (c) the two ‘triangle’ ‘spin wave’ states T where the three bodies are equally
separated (θ1 = θ2 + 2pi/3 = θ3 + 4pi/3 and θ2 ↔ θ3 ).
3.2.1.2 Stability of static solutions
The linearization of the EOM (3.9) for perturbations to G, D and T (ϕ1,2 = ϕ¯1,2 + δϕ1,2(t))
take the form
mr2 d
2
dt2
(
δϕ1
δϕ2
)
= −gA
(
δϕ1
δϕ2
)
where AG = 3I,
AD3(0,pi) =
(
1 0
−2 −3
)
, AD2(pi,0) =
(−3 −2
0 1
)
,
AD1(pi,pi) =
(−1 2
2 −1
)
and AT = −3I/2. (3.24)
Here I is the 2× 2 identity matrix. Perturbations to G are stable and lead to small oscilla-
tions with equal frequencies ω0 =
√
3g/mr2 . The saddles D have one stable direction with
frequency ω0/
√
3 and one unstable eigendirection with growth rate ω0 . On the other hand,
both eigendirections around T are unstable with growth rate ω0/
√
2.
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Adding 
2 discs
E > 4.5g4g< E < 4.5g0< E < 4g
Adding 3 1-cells
(a) (b)
Figure 3.2: (a) Topology of Hill region of configuration space (V(ϕ1, ϕ2) ≤ E) showing transitions
at E = 4g and 4.5g as implied by Morse theory (see §3.2). (b) The Hill region for E = 4g is not
quite a manifold; its boundary consists of 3 non-contractible closed curves on the torus meeting at
the D configurations.
3.2.2 Changes in topology of Hill region with growing energy
The Hill region of possible motions HE at energy E is the subset V(ϕ1, ϕ2) ≤ E of the ϕ1 -ϕ2
configuration torus. The topology of the Hill region for various energies can be read-off from
Fig. 3.1a. For instance, for 0 < E < 4g , HE is a disc while it is the whole torus for E > 4.5g .
For 4g < E < 4.5g , it has the topology of a torus with a pair of discs (around T1 and T2 )
excised (see also Fig. 3.7). These changes in topology are confirmed by Morse theory [52] if
we treat V as a real-valued Morse function, since its critical points are non-degenerate (non-
singular Hessian). In fact, the critical points of V are located at G (minimum with index
0), D1,2,3 (saddles with indices 1) and T1,2 (maxima with indices 2). Thus, the topology of
HE can change only at the critical values EG = 0, ED = 4g and ET = 4.5g (see Fig. 3.2a).
The topological transition from HE<4g (disc) to H4g<E<4.5g (torus with two discs excised)
can be achieved by the successive addition of three 1-cells to the disc (proceeding either via
a cylinder and a pair of pants or a cylinder and a torus with one disc excised). Similarly,
one arrives at the toroidal Hill region for E > 4.5g by sewing two 2-cells to cover the excised
discs of H4g<E<4.5g as depicted in Fig. 3.2a. At the critical value E = 0, HE shrinks to a
point while at E = 4.5g , it is a twice-punctured torus. Fig. 3.2b illustrates the Hill region
at the critical value E = 4g where alone it is not quite a manifold.
3.2.3 Low and high energy limits
In the CM frame, the three-rotor problem (3.18) has a 4-dimensional phase space but pos-
sesses only one known conserved quantity (3.19). However, an extra conserved quantity
emerges at zero and infinitely high energies:
(a) For E  g , the kinetic energy dominates and H ≈ (p21 − p1p2 + p22)/mr2 . Here ϕ1,2
become cyclic coordinates and p1,2 are both approximately conserved.
(b) For E  g , the system executes small oscillations around the ground state G (ϕ1,2 ≡
0). The quadratic approximation to the Lagrangian (3.7) for relative motion is
Llow =
mr2
3
[
ϕ˙21 + ϕ˙
2
2 + ϕ˙1ϕ˙2
]− g (ϕ21 + ϕ22 + ϕ1ϕ2) . (3.25)
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The linear equations of motion for ϕ1 and ϕ2 decouple,
mr2ϕ¨1 = −3gϕ1 and mr2ϕ¨2 = −3gϕ2 (3.26)
leading to the separately conserved normal mode energies E1,2 =
(
mr2ϕ˙21,2 + 3gϕ
2
1,2
)
/2. The
equality of frequencies implies that any pair of independent linear combinations of ϕ1 and
ϕ2 are also normal modes. Of particular significance are the Jacobi-like variables ϕ± =
(ϕ1 ± ϕ2)/2 that diagonalize the kinetic and potential energy quadratic forms:
Llow = mr
2ϕ˙2+ − 3gϕ2+ +mr2ϕ˙2−/3− gϕ2−. (3.27)
Though (3.26) are simply the EOM for a pair of decoupled oscillators, the Lagrangian and
Poisson brackets {·, ·} inherited from the non-linear theory are different from the standard
ones. With conjugate momenta p1,2 = (mr
2/3)(2ϕ˙1,2 + ϕ˙2,1), the Hamiltonian corresponding
to (3.25) is
Hlow =
p21 − p1p2 + p22
mr2
+ g
(
ϕ21 + ϕ
2
2 + ϕ1ϕ2
)
. (3.28)
Note that p1,2 differ from the standard momenta p
s
1,2 = mr
2ϕ˙1,2 whose PBs are now non-
canonical, {ϕi, psj} = −1 + 3δij .
3.2.3.1 Three low-energy constants of motion
Hlow and the normal mode energies
H1,2 = (2p1,2 − p2,1)2 /2mr2 + 3gϕ21,2/2 (3.29)
are three independent constants of motion in the sense that the corresponding 1-forms dH ,
dH1 and dH2 are generically linearly independent (dH ∧ dH1 ∧ dH2 6≡ 0 on the 4d phase
space). On the other hand, we also have a conserved ‘angular momentum’ Lz = mr
2(ϕ1ϕ˙2−
ϕ2ϕ˙1) corresponding to the rotation invariance of the decoupled oscillators in (3.26). It turns
out that Hlow may be expressed as
Hlow =
2
3
[
H1 +H2 +
√
H1H2 − (3g/4mr2)L2z
]
. (3.30)
The low energy phase trajectories lie on the common level curves of Hlow , H1 and H2 .
Though H1 and H2 are conserved energies of the normal modes, they do not Poisson com-
mute. In fact, the Poisson algebra of conserved quantities is {H1,2, Hlow} = {Lz, Hlow} = 0,
{H1, H2} = −3gLz/mr2 and {Lz, H1,2} = ±2(3Hlow − 2H1,2 −H2,1). (3.31)
It is also noteworthy that the integrals H1 +H2 and H1H2− 3gL2z/(4mr2) are in involution.
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CM
θi
θk
θj
(a) Pendula
θj θk
θi
(b) Isosceles ‘breathers’
Figure 3.3: In pendula, θi and θj form a molecule that along with θk oscillates about their common
CM. In breathers, θi is at rest at the CM with θj and θk oscillating symmetrically about the CM.
Here, i, j and k denote any permutation of the numerals 1, 2 and 3.
3.3 Reductions to one degree of freedom
Recall that the Euler and Lagrange solutions of the planar three-body problem arise through
a reduction to the two body Kepler problem. We find an analogue of this construction for
three rotors, where pendulum-like systems play the role of the Kepler problem. We find two
such families of periodic orbits, the pendula and isosceles breathers (see Fig. 3.3). They exist
at all energies and go from librational to rotational motion as E increases. They turn out to
have remarkable stability properties which we deduce via their monodromy matrices.
3.3.1 Periodic pendulum solutions
We seek solutions where one pair of rotors form a ‘bound state’ with their angular separation
remaining constant in time. We show that consistency requires this separation to vanish,
so that the two behave like a single rotor and the equations reduce to that of a two-rotor
problem. There are three such families of ‘pendulum’ solutions depending on which pair is
bound together (see Fig. 3.3a). For definiteness, we suppose that the first two particles have
a fixed separation ζ (θ1 = θ2 + ζ or ϕ1 = ζ ). Putting this in (3.9), we get a consistency
condition and an evolution equation for ϕ2 :
2 sin ζ − sinϕ2 + sin(ζ + ϕ2) = 0 and mr2ϕ¨2 = −g [2 sinϕ2 − sin ζ + sin(ζ + ϕ2)] .(3.32)
The consistency condition is satisfied only when the separation ζ = 0, i.e., rotors 1 and 2
must coincide so that ϕ1 = 0 and ϕ˙1 = 0 (or p2 = 2p1 ) at all times (the other two families
are defined by ϕ2 = ϕ˙2 = 0 and ϕ1 + ϕ2 = ϕ˙1 + ϕ˙2 = 0). The evolution equation for ϕ2
reduces to that for a simple pendulum:
mr2ϕ¨2 = −3g sinϕ2 with E = mr
2ϕ˙22
3
+ 2g(1− cosϕ2) (3.33)
42 CHAPTER 3. CLASSICAL THREE–ROTOR PROBLEM
being the conserved energy. The periodic solutions are either librational (for 0 ≤ E < 4g )
or rotational (for E > 4g ) and may be expressed in terms of the Jacobi elliptic function sn:
ϕ¯2(t) =
{
2 arcsin(k sn(ω0t, k)) for 0 ≤ E ≤ 4g,
2 arcsin(sn(ω0t/κ, κ)) for E ≥ 4g.
(3.34)
Here, ω0 =
√
3g/mr2 and the elliptic modulus k =
√
E/4g with κ = 1/k . Thus 0 ≤ k < 1
for libration and 0 ≤ κ < 1 for rotation. The corresponding periods are τlib = 4K(k)/ω0 and
τrot = 2κK(κ)/ω0 , where K is the complete elliptic integral of the first kind. As E → 4g± ,
the period diverges and we have the separatrix ϕ¯2(t) = 2 arcsin(tanh(ω0t)). The conditions
ϕ1 = 0 and p2 = 2p1 define a 2d ‘pendulum submanifold’ of the 4d phase space foliated by
the above pendulum orbits. Upon including the CM motion of ϕ0 , each of these periodic
solutions may be promoted to a quasi-periodic orbit of the three-rotor problem. There is a
two-parameter family of such orbits, labelled for instance, by the relative energy E and the
CM angular momentum p0 .
3.3.1.1 Stability of pendulum solutions via monodromy matrix
Introducing the dimensionless variables
p˜1,2 = p1,2/
√
mr2g and t˜ = t
√
g/mr2, (3.35)
the equations for small perturbations
ϕ1 = δϕ1, ϕ2 = ϕ¯2 + δϕ2 and p1,2 = p¯1,2 + δp1,2 (3.36)
to the above pendulum solutions (3.34) to (3.18) are
d2
dt˜2
(
δϕ1
δϕ2
)
= −
(
2 + cos ϕ¯2 0
cos ϕ¯2 − 1 3 cos ϕ¯2
)(
δϕ1
δϕ2
)
. (3.37)
This is a pair of coupled Lame´-type equations since ϕ¯2 is an elliptic function. The analogous
equation in the 2d anharmonic oscillator reduces to a single Lame´ equation [6, 82]. Our
case is a bit more involved and we will resort to a numerical approach here. To do so, it is
convenient to consider the first order formulation
d
dt˜

δϕ1
δϕ2
δp˜1
δp˜2
 = −

0 0 −2 1
0 0 1 −2
1 + cos ϕ¯2 cos ϕ¯2 0 0
cos ϕ¯2 2 cos ϕ¯2 0 0


δϕ1
δϕ2
δp˜1
δp˜2
 . (3.38)
Since m, g and r have been scaled out, there is no loss of generality in working in units
where m = g = r = 1, as we do in the rest of this section. The solution is ψ(t) =
U(t, 0) ψ(0) where the real time-evolution matrix is given by a time-ordered exponential
U(t, 0) = T exp{∫ t
0
A(t) dt} where A(t) is the coefficient matrix in (3.38) and T denotes
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time ordering. The tracelessness of A(t) implies detU(t, 0) = 1 and preservation of phase
volume. Though A(t) is τ -periodic, ψ(t + τ) = M(τ)ψ(t) where the monodromy matrix
M(τ) = U(t + τ, t) is independent of t . Thus, ψ(t + nτ) = Mnψ(t) for n = 1, 2, . . . , so
that the long-time behavior of the perturbed solution may be determined by studying the
spectrum of M . In fact, the eigenvalues λ of M may be related to the Lyapunov exponents
associated to the pendulum solutions
µ = lim
t→∞
1
t
ln
|ψ(t)|
|ψ(0)| via µ =
log |λ|
τ
. (3.39)
Since ours is a Hamiltonian system with 2 degrees of freedom, two of the eigenvalues of M
must equal one and the other two must be reciprocals [34]. On account of the reality of M ,
the latter two (λ3, λ4) must be of the form (e
iφ, e−iφ) or (λ, 1/λ) where φ and λ are real. It
follows that two of the Lyapunov exponents must vanish while the other two must add up to
zero. The stability of the pendulum orbit is governed by the stability index σ = tr M − 2.
We have stability if |σ| ≤ 2 which corresponds to the eigenvalues e±iφ and instability if
|σ| = |λ+ 1/λ| > 2.
We now discuss the energy dependence of the stability index for pendula. In the limit of
zero energy, (3.34) reduces to the ground state G and A(t) becomes time-independent and
similar to 2pii × diag(1, 1,−1,−1). Consequently, M = exp(Aτ) is the 4 × 4 identity I .
Thus G is stable and small perturbations around it are periodic with period τ = 2pi/ω0 , as
we know from Eq. (3.24). For E > 0, we evaluate M numerically. We find it more efficient
to regard M as the fundamental matrix solution to ψ˙ = A(t)ψ rather than as a path ordered
exponential or as a product of infinitesimal time-evolution matrices. Remarkably, as discussed
below, we find that while the system is stable for low energies 0 ≤ E ≤ E`1 ≈ 3.99 and high
energies E ≥ Er1 ≈ 5.60, the neighborhood of E = 4 consists of a doubly infinite sequence
of intervals where the behavior alternates between stable and unstable (see Fig. 3.4). This
is similar to the infinite sequence of transition energies for certain periodic orbits of a class
of Hamiltonians studied in [21] and to the singly infinite sequence of transitions in the 2d
anharmonic oscillator as the coupling α goes from zero to infinity [82]:
Hanharm =
1
2
(
p21 + p
2
2
)
+
1
4
(
q41 + q
4
2
)
+ α q21q
2
2. (3.40)
This accumulation of stable-to-unstable transition energies at the threshold for librational
‘bound’ trajectories is also reminiscent of the quantum mechanical energy spectrum of Efimov
trimers that form a geometric sequence accumulating at the zero-energy threshold correspond-
ing to arbitrarily weak two-body bound states with diverging S-wave scattering length [27].
3.3.1.2 Stability of librational pendula (E < 4)
In the first stable phase 0 ≤ E ≤ E`1 , φ = arg λ3 monotonically increases from 0 to 2pi with
growing energy and λ4 = e
−iφ goes round the unit circle once clockwise. There is a stable to
unstable phase transition at E`1 . In the unstable phase E
`
1 < E < E
`
2 , σ > 2 corresponding
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Figure 3.4: Numerically obtained stability index of pendulum solutions showing approach to peri-
odic oscillations between stable and unstable phases as E → 4± . Equations (3.42) and (3.45) are
seen to fit the data as E → 4± .
to real positive λ4 increasing from 1 to 1.9 and then dropping to 1 (see Fig. 3.4). There
is then an unstable to stable transition at E`2 . This pattern repeats so that the librational
regime 0 < E < 4 is divided into an infinite succession of progressively narrower stable
and unstable phases. Remarkably, we find that the stable phases asymptotically have equal
widths on a logarithmic energy scale just as the unstable ones do. Indeed, if we let E`2n+1
and E`2n denote the energies of the stable to unstable and unstable to stable transitions for
n = 1, 2, 3, . . . , then the widths wlun and w
ls
n+1 of the n
th unstable and n+ 1st stable phases
are
wlun = E
`
2n − E`2n−1 ≈ (E`2 − E`1)× e−Λ (n−1) and
wlsn+1 = E
`
2n+1 − E`2n ≈ (E`3 − E`2)× e−Λ (n−1). (3.41)
Here, E`2−E`1 ≈ e−4.67(1−e−1.11) and E`3−E`2 ≈ e−5.78(1−e−4.34) are the lengths of the first
unstable and second stable intervals while Λ ≈ 1.11 + 4.34 = 5.45 is the combined period on
a log scale. The first stable phase has a width E`1 − 0 ≈ 4 − e−4.67 that does not scale like
the rest. Our numerically obtained stability index (see Fig. 3.4) is well approximated by
σ ≈ 2.22 cos
[
2√
3
log(4− E) + .24
]
+ .22 as E → 4−. (3.42)
On the other hand, σ(E) ∼ 2−O(E3) when E → 0.
3.3.1.3 Stability of rotational pendula (E > 4)
For sufficiently high energies E ≥ Er1 , the rotational pendulum solutions are stable. In fact,
as E decreases from ∞ to Er1 , λ4 = e−iφ goes counterclockwise around the unit circle from
1 to −1. There is a stable to unstable transition at Er1 . As E decreases from Er1 to Er2 ,
λ4 is real and negative, decreasing from −1 to −1.5 and then returning to −1 (see Fig.
3.4). This is followed by a stable phase for Er2 ≥ E ≥ Er3 where λ4 completes its passage
counterclockwise around the unit circle reaching 1 at Er3 . The last phase of this first cycle
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consists of an unstable phase between Er3 and Er4 where λ4 is real and positive, increasing
from 1 to 1.4 and then going down to 1. The structure of this cycle is to be contrasted
with those in the librational regime where λ4 made complete revolutions around the unit
circle in each stable phase and was always positive in unstable phases. This is reflected in
the stability index overshooting both 2 and −2 for rotational solutions but only exceeding
2 in the librational case. Furthermore, as in the librational case, there is an infinite sequence
of alternating stable and unstable phases accumulating from above at E = 4, given by
stable energies = [Er1,∞)
∞⋃
n=1
[
Er2n+1, Er2n
]
and unstable energies =
∞⋃
n=1
(
Er2n, Er2n−1
)
.
(3.43)
As before, with the exception of the two stable and one unstable intervals of highest energy,
the widths of the stable and unstable energy intervals are approximately constant on a log
scale:
wrun = E
r
2n−1 − Er2n ≈ (Er3 − Er4)× e−Λ (n−2) and
wrsn+1 = E
r
2n − Er2n+1 ≈ (Er4 − Er5)× e−Λ (n−2) (3.44)
for n = 2, 3, 4 · · · . Here, Er3 − Er4 ≈ e−4.7(1 − e−1.1) and Er4 − Er5 ≈ e−5.8(1 − e−4.3) are
the lengths of the second unstable and third stable intervals while Λ ≈ 1.1 + 4.3 = 5.4 is
the combined period. The three highest energy phases are anomalous: (a) E ≥ Er1 ≈ 5.60
is a stable phase of infinite width, (b) the unstable phase Er1 > E > Er2 ≈ 4.48 has width
1.2 > 1.1 on a log scale and manifests more acute instability and (c) the stable phase
Er2 ≥ E ≥ Er3 ≈ 4.01 has a less than typical width 3.9 < 4.3 (see Fig. 3.4). As before, we
obtain the fit
σ ≈ −2.11 cos
[
1√
3
log(E − 4)− .12
]
as E → 4+ (3.45)
while σ(E) ∼ 2−O(1/E) when E →∞ .
3.3.1.4 Energy dependence of eigenvectors
Since the pendulum solutions form a one parameter family of periodic orbits (0, ϕ2, p1, 2p1)
with continuously varying time periods, a perturbation tangent to this family takes a pen-
dulum trajectory to a neighboring pendulum trajectory and is therefore neutrally stable.
These perturbations span the 1-eigenspace span(v1, v2) of the monodromy matrix, where
v1 = (0, 1, 0, 0) = ∂ϕ2 and v2 = (0, 0, 1, 2) = ∂p1 + 2∂p2 . The other two eigenvectors of M
have a simple dependence on energy and thus help in ordering the eigenvalues λ3 and λ4
away from transitions. In the ‘unstable’ energy intervals
(E`1, E
`
2) ∪ (Er2, Er1) ∪ (E`3, E`4) ∪ (Er4, Er3) ∪ . . . , (3.46)
M = diag(1, 1, λ3, 1/λ3) in the basis (v1, v2, v+, v−) where v± = (2a(E),−a(E),±b(E), 0).
In the same basis, M = diag(1, 1, Rφ) in the complementary ‘stable’ energy intervals (0, E
`
1)∪
(Er1,∞) ∪ · · · . Here, Rφ is the 2 × 2 rotation matrix (cosφ, sinφ| − sinφ, cosφ). At the
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Figure 3.5: Level contours of E on a phase portrait of the LG, LD and R families of isosceles
periodic solutions.
transition energies, either a or b vanishes so that v+ and v− become collinear and continuity
of eigenvectors with E cannot be used to unambiguously order the corresponding eigenvalues
across transitions. For instance, the eigenvalue that went counterclockwise around the unit
circle for E < E`1 could be chosen to continue as the real eigenvalue of magnitude either
greater or lesser than one when E exceeds E`1 .
Pitfall in trigonometric and quadratic approximation at low energies: Interestingly,
if for low energies (0 ≤ E  g ), we use the simple harmonic/trigonometric approximation to
(3.34), ϕ¯2 ≈
√
E/g sinω0t with ω0 =
√
3g/mr2 and E ≈ (mr2/3) ˙¯ϕ22 +gϕ¯22 and approximate
cos ϕ¯2 by 1 − ϕ¯22/2 in (3.38), we find that the eigenvalues of the monodromy matrix are of
the form e±iθ and e±iφ where θ and φ monotonically increase from zero with energy up to
moderate energies. By contrast, as we saw above, two of the eigenvalues λ1,2 are always
equal to one, a fact which is not captured by this approximation.
3.3.2 Periodic isosceles ‘breather’ solutions
We seek solutions where two of the separations remain equal at all times: θi − θj = θj − θk
where (i, j, k ) is any permutation of (1,2,3). Loosely, these are ‘breathers’ where one rotor
is always at rest midway between the other two (see Fig. 3.3b). For definiteness, suppose
θ1−θ2 = θ2−θ3 or equivalently ϕ1 = ϕ2 . Putting this in Eq. (3.9), we get a single evolution
equation for ϕ1 = ϕ2 = ϕ ,
mr2ϕ¨ = −g(sinϕ+ sin 2ϕ), (3.47)
which may be interpreted as a simple pendulum with an additional periodic force. As before,
each periodic solution of this equation may, upon inclusion of CM motion, be used to obtain
quasi-periodic solutions of the three-rotor problem.
At E = 0, the isosceles solutions reduce to the ground state G. More generally, there are
3.3. REDUCTIONS TO ONE DEGREE OF FREEDOM 47
two families of librational breathers. With E denoting energy in units of g , they are LG
(oscillations around G (ϕ = 0) for 0 ≤ E ≤ 9/2) and LD (oscillations around D (ϕ = pi)
for 4 ≤ E ≤ 9/2) with monotonically growing time period which diverges at the separatrix
at E = 9/2 (see Fig. 3.5). For E > 9/2, we have rotational modes R with time period
diminishing with energy (τ rot(E) ∼ 2pi/√E as E →∞). At very high energies, one rotor is
at rest while the other two rotate rapidly in opposite directions. Eq. (3.47) may be reduced
to quadrature by use of the conserved relative energy (3.12):
E = mr2ϕ˙2 + g(3− 2 cosϕ− cos 2ϕ). (3.48)
For instance, in the case of the LG family,
ω0t√
3
=
1√
2
∫ u
0
du√
u(2− u)(u2 − 3u+ E/2) (3.49)
where u = 1 − cosϕ . The relative angle ϕ may be expressed in terms of Jacobi elliptic
functions. Putting  =
√
9− 2E ,
ϕ(t) = arccos
(
1− Eη
2
2+ (3− )η2
)
where
η(t) = sn
(√
ω0t√
3
,
√
(− 1)(3− )
8
)
. (3.50)
It turns out that the periods of both LG and LD families are given by a common expression,
τ lib(E) =
4
√
3
ω0
√

K
(√
1
2
− 6− E
4
)
for 0 ≤ E ≤ 4.5. (3.51)
As E → 4.5, τ lib diverges as 2√2/3 log(4.5 − E). The time period of rotational solutions
(for E ≥ 4.5) is
τ rot(E) =
4
√
3
ω0
(E2 − 4E)−1/4K
(√
1
2
+
6− E
2
√
E2 − 4E
)
. (3.52)
3.3.2.1 Linear stability of breathers
The stability of isosceles solutions as encoded in the stability index (σ = tr M − 2) is
qualitatively different from that of the pendulum solutions. In particular, there is only one
unstable to stable transition occurring at E ≈ 8.97 (see Fig. 3.6). Indeed, by computing the
monodromies, we find that both families LG and LD of librational solutions are unstable.
The stability index σLG grows monotonically from 2 to ∞ as the energy increases from
0 to 4.5. In particular, even though arbitrarily low energy breathers are small oscillations
around the stable ground state G, they are themselves unstable to small perturbations. By
contrast, we recall that low energy pendulum solutions around G are stable. On the other
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Figure 3.6: Absolute value of the stability index of the isosceles breathers as a function of energy.
hand, the LD family of breathers are much more unstable, indeed, we find that σLD increases
from ≈ 5.3 × 104 to ∞ for 4 < E < 4.5. This is perhaps not unexpected, given that they
are oscillations around the unstable static solution D. The rotational breathers are unstable
for 4.5 < E < 8.97 with σR growing from −∞ to −2. These divergences of σ indicate
that isosceles solutions around E = 4.5 suffer severe instabilities not seen in the pendulum
solutions. Beyond E = 8.97, the rotational breathers are stable with σR growing from −2
to 2 as E → ∞ . This stability of the breathers is also evident from the Poincare´ sections
of §3.5. In fact, the isosceles solutions go from intersecting the Poincare´ surface ‘ϕ1 = 0’
at hyperbolic to elliptic fixed points as the energy is increased beyond E ≈ 8.97 (see Fig.
3.9-3.11).
3.4 Jacobi-Maupertuis metric and curvature
We now consider a geometric reformulation of the classical three-rotor problem, that suggests
the emergence of widespread instabilities for E > 4 from a largely stable phase at lower
energies and a return to regularity as E → ∞ . This indicates the presence of an ‘order-
chaos-order’ transition which will be confirmed in §3.5.
As discussed in §2.1, configuration space trajectories of the Lagrangian L = (1/2)mij q˙iq˙j−
V(q) may be regarded as reparametrized geodesics of the Jacobi-Maupertuis (JM) metric
gJMij = (E − V)mij which is conformal to the mass/kinetic metric mij(q). The sectional
curvatures of this metric have information on the behavior of nearby trajectories with posi-
tive/negative curvature associated to (linear) stability/instability. For the three-rotor prob-
lem, the JM metric on the ϕ1 -ϕ2 configuration torus is given by
ds2JM =
2mr2
3
(E − V)(dϕ21 + dϕ1dϕ2 + dϕ22), (3.53)
where V = g[3 − cosϕ1 − cosϕ2 − cos(ϕ1 + ϕ2)]. Letting f denote the conformal factor
E − V and using the gradient and Laplacian defined with respect to the flat kinetic metric,
3.4. JACOBI–MAUPERTUIS METRIC AND CURVATURE 49
Figure 3.7: Scalar curvature R of the JM metric on the Hill region of the ϕ1 -ϕ2 torus. In the
regions shaded grey, |R| is very large. We see that R > 0 for E ≤ 4g but has both signs for E > 4g
indicating instabilities.
the corresponding scalar curvature (2× the Gaussian curvature) is
R =
|∇f |2 − f∆f
f 3
=
g2
mr2(E − V)3
×
[
6 +
(
2E
g
− 3
)(
3− V
g
)
+ cos(ϕ1 − ϕ2) + cos(2ϕ1 + ϕ2) + cos(ϕ1 + 2ϕ2)
]
.(3.54)
3.4.1 Behavior of JM curvature
For 0 ≤ E ≤ 4g , R is strictly positive in the classically allowed Hill region (V < E) and
diverges on the Hill boundary V = E where the conformal factor vanishes (see Appendix
B.2 for a proof and the first two ‘bath-tub’ plots of R in Fig. 3.7). Thus the geodesic flow
should be stable for these energies. Remarkably, we also find a near absence of chaos in all
Poincare´ sections for E . 3.8g (see Fig. 3.9 and 3.12a). We will see that Poincare´ surfaces
show significant chaotic regions for E > 4g . This is perhaps related to the instabilities
associated with R acquiring both signs above this energy. Indeed, for 4g < E ≤ 9g/2, the
above ‘bath-tub’ develops sinks around the saddles D(0, pi), D(pi, 0) and D(pi, pi) where R
becomes negative, though it continues to diverge on the Hill boundary which is a union of two
closed curves encircling the local maxima T(±2pi/3,±2pi/3). For E > 9g/2, the Hill region
expands to cover the whole torus. Here, though bounded, R takes either sign while ensuring
that the total curvature
∫
T 2
R
√
det gij dϕ1 dϕ2 vanishes. For asymptotically high energies,
the JM metric tends to the flat metric Emij and R ∼ 1/E2 → 0 everywhere indicating a
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return to regularity.
3.4.2 Geodesic stability of static solutions
The static solutions G, D and T lie on the boundary of the Hill regions corresponding to the
energies EG,D,T = 0, 4g and 4.5g . We define the curvatures at G, D and T by letting E
approach the appropriate limiting values in the following formulae:
R(0,0) =
6g
mr2E2
, R(0,pi),(pi,0),(pi,pi) =
−2g/mr2
(E − 4g)2 and R(± 2pi3 ,± 2pi3 ) =
−12g/mr2
(2E − 9g)2 . (3.55)
Thus RG =∞ while RD = RT = −∞ indicating that G is stable while D and T are unstable.
These results on geodesic stability are similar to those obtained from (3.24). Note that we
do not define the curvatures at G, D and T by approaching these points from within the Hill
regions as these limits are not defined for G and T and gives +∞ for D. On the other hand,
it is physically forbidden to approach the Hill boundary from the outside. Thus we approach
G, D and T by varying the energy while holding the location on the torus fixed.
3.5 Poincare´ sections: periodic orbits and chaos
To study the transitions from integrability to chaos in the three-rotor problem, we use the
method of Poincare´ sections. Phase trajectories are constrained to lie on energy level sets
which are compact 3d submanifolds of the 4d phase space parametrized by ϕ1 , ϕ2 , p1 and
p2 (cotangent bundle of the 2-torus). By the Poincare´ surface ‘ϕ1 = 0’ at energy E (in units
of g ), we mean the 2d surface ϕ1 = 0 contained in a level-manifold of energy. It may be
parametrized by ϕ2 and p2 with the two possible values of p1(ϕ2, p2;E) determined by the
conservation of energy. Similarly, we may consider other Poincare´ surfaces such as the ones
defined by ϕ2 = 0, p1 = 0, p2 = 0 etc. We record the points on the Poincare´ surface where
a trajectory that begins on it returns to it under the Poincare´ return map, thus obtaining a
Poincare´ section for the given initial condition (IC). For transversal intersections, a periodic
trajectory leads to a Poincare´ section consisting of finitely many points while quasi-periodic
trajectories produce sections supported on a finite union of 1d curves. We call these two
types of sections ‘regular’. By a chaotic section, we mean one that is not supported on
such curves but explores a 2d region. In practice, deciding whether a numerically obtained
Poincare´ section is regular or chaotic can be a bit ambiguous in borderline cases when it is
supported on a thickened curve (see Fig. 3.11e and around I in Fig. 3.9). We define the
chaotic region of a Poincare´ surface at energy E to be the union of all chaotic sections at
that energy.
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Figure 3.8: (a) The trajectories (e.g., |ϕ1|) obtained via different numerical schemes cease to agree
after t ∼ 102 for the IC ϕ1 = 6.23, ϕ2 = 3.00, p1 = −.90 and p2 = 1.87 with E = 9.98. (b, c, d,
e) However, Poincare´ sections (with ≈ 5 × 104 points) obtained via different schemes are seen to
explore qualitatively similar regions when evolved till t = 105 (though not for shorter times ∼ 103 ).
3.5.1 Transition to chaos and global chaos
3.5.1.1 Numerical schemes and robustness of Poincare´ sections
To obtain Poincare´ sections, we implement the following numerical schemes: ODE45: explicit
Runge-Kutta with difference order 5; RK4 and RK10: implicit Runge-Kutta with difference
orders 4 and 10 and SPRK2: symplectic partitioned Runge-Kutta with difference order 2.
Due to the accumulation of errors, different numerical schemes (for the same ICs) sometimes
produce trajectories that cease to agree after some time, thus reflecting the sensitivity to
initial conditions. Despite this difference in trajectories, we find that the corresponding
Poincare´ sections from all schemes are roughly the same when evolved for sufficiently long
times (see Fig. 3.8). Moreover, we find a strong correlation between the degree to which
different schemes produce the same trajectory and the degree of chaos as manifested in
Poincare´ sections. As the agreement in trajectories between different schemes improves, the
Poincare´ sections go from being spread over 2d regions to being concentrated on a finite
union of 1d curves. Since ODE45 is computationally faster than the other schemes, the
results presented below are obtained using it. Furthermore, we find that for all ICs studied,
all four Poincare´ sections on surfaces defined by ϕ1 = 0, ϕ2 = 0, p1 = 0 and p2 = 0 are
qualitatively similar with regard to the degree of regularity or chaos. Thus, in the sequel, we
restrict to the Poincare´ surface defined by ϕ1 = 0.
3.5.1.2 Symmetry breaking accompanying onset of chaos
We find that for E . 4, all Poincare´ sections (on the surface ‘ϕ1 = 0’) are nearly regular and
display left-right (ϕ2 → −ϕ2) and up-down (p2 → −p2) symmetries (see Fig. 3.9). Though
there are indications of chaos even at these energies along the periphery of the four stable
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Figure 3.9: Several Poincare´ sections in the energetically allowed ‘Hill’ region on the ‘ϕ1 = 0’
surface for E = 2 and 3. All sections (indicated by distinct colors online) are largely regular and
possess up-down and left-right symmetries. The Hill boundary is the librational pendulum solution
ϕ1 = 0. P, I and C indicate pendulum, isosceles and choreography periodic solutions. More careful
examination of the vicinity of the I s shows small chaotic sections.
lobes (e.g., near the unstable isosceles fixed points I ), chaotic sections occupy a negligible
portion of the Hill region. Chaotic sections make their first significant appearance at E ≈ 4
along the figure-8 shaped separatrix and along the outer periphery of the regular ‘lobes’ that
flank it (see Fig. 3.10). This transition to chaos is accompanied by a spontaneous breaking of
both the above symmetries. Interestingly, the ϕ2 → −ϕ2 symmetry (though not p2 → −p2 )
seems to be restored when E & 4.4. The lack of p2 → −p2 symmetry at high energies is not
unexpected: rotors at high energies either rotate clockwise or counter-clockwise.
At moderate energies E & 4, we observe that all chaotic sections (irrespective of the ICs)
occupy essentially the same region, as typified by the examples in Fig. 3.11. At somewhat
higher energies (e.g. E = 14), we find chaotic sections that fill up both the entire chaotic
region and portions thereof when trajectories are evolved up to t = 105 . At yet higher
energies (e.g. E = 18, Fig. 3.11e), there is no single chaotic section that occupies the entire
chaotic region as the p2 → −p2 symmetry is broken.
3.5.1.3 Fraction of chaos and global chaos
For a range of energies beyond 4, we find that the area of the chaotic region increases with
E (see Fig. 3.10 and 3.11). At E ≈ 5.5, the chaotic region coincides with the energetically
allowed portion of the Poincare´ surface (see Fig. 3.11c). Beyond this energy, chaotic sections
are supported on increasingly narrow bands (see Fig. 3.11e). This progression towards regular
sections is expected since the system acquires an additional conserved quantity in the limit
E →∞ . To quantify these observations, we find the ‘fraction of chaos’ f by exploiting the
feature that the density of points in chaotic sections is roughly uniform for all energies on
the ‘ϕ1 = 0’ surface (this is not true for most other Poincare´ surfaces). Thus f is estimated
by calculating the fraction of the area of the Hill region covered by chaotic sections (see
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Figure 3.10: Several Poincare´ sections on the ‘ϕ1 = 0’ surface in the vicinity of E = 4 where
the chaotic region (shaded, yellow online) makes its first significant appearance. Distinct sections
have different colors online. On each surface, one sees breaking of both up-down and left-right
symmetries. Aside from a couple of exceptions on the E = 4 surface, the set of ICs is left-right
and up-down symmetric. The boundary of the Hill region on the ‘ϕ1 = 0’ Poincare´ surface is the
ϕ1 = 0 pendulum solution. It becomes disconnected for E > 4 owing to the bifurcation of the
librational pendula into clockwise and counterclockwise rotational pendula.
Appendix B.3 and Fig. 3.12a).
The near absence of chaos is reflected in f approximately vanishing for E . 3.8. There
is a rather sharp transition to chaos around E ≈ 4 (f ≈ 4%, 20% and 40% at E = 3.85, 4
and 4.1; see lower inset of Fig. 3.12a). This is a bit unexpected from the viewpoint of KAM
theory and might encode a novel mechanism by which KAM tori break down in this system.
Thereafter, f rapidly rises and reaches the maximal value f ≈ 1 at E ≈ 5.33. As illustrated
in the upper inset of Fig. 3.12a, this ‘fully chaotic’ phase persists up to E ≈ 5.6. Interestingly,
we find that for this range of energies, f ≈ 1 on a variety of Poincare´ surfaces examined
(see Fig. 3.12b), so that this may be regarded as a phase of ‘global chaos’. Furthermore,
chaotic sections fill up Poincare´ surfaces in a roughly uniform manner, resulting in uniform
density of points on all Poincare´ surfaces in this phase of global chaos indicating some sort of
ergodicity (see §3.7). Additionally, the pendula and breathers are unstable in this phase (see
§3.3) and it would be interesting to know whether this is the case with all periodic solutions.
Remarkably, the cessation of the band of global chaos happens to coincide with the energy
Er1 ≈ 5.6 above which pendulum solutions are always stable (see Fig. 3.4). Beyond E ≈ 5.6,
f decreases gradually to zero as E → ∞ . Interestingly, the sharp transition to chaos at
E ≈ 4 is also reflected in the JM curvature of §3.4 going from being positive for E < 4
to admitting both signs for E > 4. It is noteworthy that the stable to unstable transition
energies in pendula also accumulate from both sides at E = 4 (see Fig. 3.4).
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Figure 3.11: The up-down symmetry remains broken, though the left-right symmetry is restored
on Poincare´ plots at higher energies. The periodic orbits corresponding to points marked C are
choreographies for E . 5.33.
3.5.2 Periodic solutions on the ‘ϕ1 = 0’ Poincare´ surface
Here, we identify the points on the Poincare´ surface corresponding to the periodic pendulum
and isosceles solutions. Remarkably, careful examination of the Poincare´ sections also leads us
to a new family of periodic ‘choreography’ solutions which are defined and discussed further
in §3.6.
3.5.2.1 Pendula
The ϕ1 = 0 pendulum solutions are everywhere tangent to the Poincare´ surface ‘ϕ1 = 0’ and
interestingly constitute the ‘Hill’ energy boundary (see Fig. 3.9-3.11). [Nb. This connection
between pendulum solutions and the Hill boundary is special to the surfaces ‘ϕ1 = 0’ and
‘ϕ2 = 0’.] By contrast, the other two classes of pendulum trajectories (ϕ2 = 0 and ϕ1 +ϕ2 =
0) are transversal to this surface, meeting it at the pendulum points P(0,±√E/3) halfway
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(a) (b)
Figure 3.12: (a) Energy dependence of the area of the chaotic region on the ‘ϕ1 = 0’ Poincare´
surface as a fraction of the area of the Hill region. (b) Various Poincare´ surfaces showing global
chaos at E = 5.516.
to the boundary from the origin. These are period-2 and period-1 fixed points for librational
and rotational solutions respectively. Examination of the Poincare´ sections indicates that
pendulum solutions must be stable for E . 3.9 and E & 5.6 leaving open the question of
their stability at intermediate energies. As discussed in §3.3.1, the pendulua go from being
stable to unstable infinitely often as E → 4± . Additionally, by considering initial conditions
near the pendulum points, we find that the pendulum solutions lie within the large chaotic
section only between E ≈ 4.6 and the cessation of global chaos at E ≈ 5.6.
3.5.2.2 Breathers
Unlike pendula, all isosceles periodic orbits intersect the ‘ϕ1 = 0’ surface transversally at
points on the vertical axis. Indeed, the breathers defined by ϕ1 = ϕ2 and ϕ2 + 2ϕ1 = 0
intersect the surface at the isosceles points I(0,±√E) which form a pair of period-2 fixed
points for E < 4.5 and become period-1 in the rotational regime (see Fig. 3.9-3.11). The
breathers defined by ϕ1 + 2ϕ2 = 0 intersect the surface at the period-1 fixed point at the
origin. In agreement with the conclusions of §3.3.2.1, the Poincare´ sections show that all three
isosceles points are unstable at low energies, lie in the large chaotic section for 3.9 . E . 8.97
and are stable at higher energies.
3.5.2.3 A new family of periodic solutions
The period-2 fixed points C at the centers of the right and left lobes on the Poincare´ surfaces
of Fig. 3.9 and 3.10 correspond to a new family of periodic solutions. Evidently, they go
from being stable to unstable as the energy crosses E ≈ 5.33. We argue in §3.6 that they
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Figure 3.13: (a) A non-rotating choreography at E = 4g showing that the time lag between ϕ1
and ϕ2 is one-third the period. (b) The time period 3τ of non-rotating choreographies as a function
of energy indicating divergence at E ≈ 5.33g .
are choreographies for E . 5.33.
3.6 Choreographies
Choreographies are an interesting class of periodic solutions of the n-body problem where
all particles follow the same closed curve equally separated in time [57]. The Lagrange
equilateral solution where three equal masses move on a common circle and the stable zero-
angular momentum figure-8 solution discovered by C. Moore [59] (see also [14]) are perhaps
the simplest examples of choreographies in the equal mass gravitational three-body problem.
Here, we consider choreographies in the three-rotor problem where the angles θi(t) of the
three rotors may be expressed in terms of a single 3τ -periodic function, say θ1(t):
θ2(t) = θ1(t+ τ) and θ3(t) = θ1(t+ 2τ). (3.56)
This implies that the CM and relative coordinates ϕ0 , ϕ1(t) and ϕ2(t) = ϕ1(t+ τ) must be
3τ periodic (see Fig. 3.13a) and satisfy the delay algebraic equation
ϕ1(t) + ϕ1(t+ τ) + ϕ1(t+ 2τ) = θ1 − θ2 + θ2 − θ3 + θ3 − θ1 ≡ 0 mod 2pi. (3.57)
The EOM (3.9) become 3mr2ϕ¨0 = 0 and the pair of delay differential equations
mr2ϕ¨1(t) = −g
[
2 sinϕ1(t)− sinϕ1(t+ τ) + sin(ϕ1(t) + ϕ1(t+ τ))
]
and
mr2ϕ¨2(t) = mr
2ϕ¨1(t+ τ)
= −g[2 sinϕ1(t+ τ)− sinϕ1(t) + sin(ϕ1(t) + ϕ1(t+ τ))]. (3.58)
In fact, the second equation in (3.58) follows from the first by use of the delay algebraic
equation (3.57). Moreover, using the definition of ϕ0 , the constant angular velocity of the
CM
ϕ˙0 =
1
τ
[ϕ0(t+ τ)− ϕ0(t)] = − 1
3τ
[ϕ1(t) + ϕ1(t+ τ) + ϕ1(t+ 2τ)] . (3.59)
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It is verified that any 3τ periodic triple ϕ0,1,2 satisfying (3.57), (3.58) and (3.59) leads to
a choreography of the three-rotor system. Thus, to discover a choreography we only need
to find a 3τ -periodic function ϕ1 satisfying (3.57) and the first of the delay differential
equations (3.58) with the period 3τ self-consistently determined. Now, it is easy to show
that choreographies cannot exist at asymptotically high (relative) energies. In fact, at high
energies, we may ignore the interaction terms (∝ g ) in (3.58) to get ϕ1(t) ≈ ωt + ϕ1(0) for
|ω|  1. However, this is inconsistent with (3.57) which requires 3ωt ≡ 0 mod 2pi at all
times. On the other hand, as discussed below, we do find examples of choreographies at low
and moderate relative energies.
3.6.1 Examples of choreographies
Uniformly rotating (at angular speed Ω) versions of the static solutions G and T (but not D)
(see §3.2.1.1 and Fig. 3.1) provide the simplest examples of choreographies with θ1(t) = Ωt
and τ = 2pi/Ω for G and τ = 2pi/3Ω for T where Ω is arbitrary. In the case of G, though all
particles coincide, they may also be regarded as separated by τ . The energies (3.12) of these
two families of choreographies come from the uniform CM motion and a constant relative
energy:
E
(G)
tot =
3
2
mr2Ω2 and E
(T)
tot =
3
2
mr2Ω2 +
9g
2
. (3.60)
These two families of choreographies have the scaling property: if θ(t) with period 3τ de-
scribes a choreography in the sense of (3.56), then θ(at) with period |3τ/a| also describes
a choreography for any real a . It turns out that the above two are the only such ‘scaling’
families of choreographies. To see this, we note that both θ(t) and θ(at) must satisfy the
delay differential equation
θ¨(t+ τ)− θ¨(t) = −g
mr2
[2 sin(θ(t+ τ)− θ(t))− sin(θ(t)− θ(t− τ)) + sin(θ(t+ τ)− θ(t− τ))]
(3.61)
implying that either a2 = 1 or θ¨(t + τ) = θ¨(t). However, the latter implies that θ˙(t + τ) −
θ˙(t) = −ϕ˙1(t) is a constant which must vanish for the delay algebraic equation (3.57) to be
satisfied. Consequently, ϕ˙2 must also vanish implying that the choreography is a uniformly
rotating version of G or T.
3.6.2 Non-rotating choreographies
Remarkably, we have found another 1-parameter family of choreographies (e.g., Fig. 3.13a)
that start out as small oscillations around G. At low energies, they have a period 3τ = 2pi/ω0
and reduce to
ϕ1(t) ≈
√
2E
3g
sin(ω0(t− t0)) for E  g (3.62)
where ω0 =
√
3g/mr2 . It is easily verified that (3.57) is identically satisfied while (3.58)
is satisfied for E  g . Moreover, using (3.59), we find that the angular speed ϕ˙0 of the
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CM must vanish for (3.62) so that the energy is purely from the relative motion. The phase
trajectory corresponding to (3.62) intersects the ϕ1 = 0 Poincare´ surface at the pair of
period-2 fixed points C(±√E/2g, 0) which lie at the centers of the left and right stable
‘lobes’ pictured in Fig. 3.9 at E = 2g and 3g .
More generally, we numerically find that when the ICs are chosen at the stable fixed
points at the centers of these lobes, the trajectories are a one-parameter family of choreogra-
phies ϕ1(t;E) varying continuously with E up to E ≈ 5.33. It can be argued that these
choreographies are non-rotating (involve no CM motion). Indeed, from (3.59) and (3.57),
we must have 3τϕ˙0 ≡ 0 mod 2pi , implying that ϕ˙0 cannot jump discontinuously. Since,
3τϕ˙0 = 0 as E → 0 (3.62), it must remain zero when E is continuously increased from
0 to 5.33. Though we do not study their stability here by the monodromy approach, the
Poincare´ sections (see Fig. 3.9 and 3.10) indicate that they are stable. As shown in Fig.
3.13b, the time period 3τ grows monotonically with E and appears to diverge at E ≈ 5.33,
which coincides with the beginning of the band of ‘global chaos’ (see §3.5). For E & 5.33,
the period-2 choreography points C on the ‘ϕ1 = 0’ Poincare´ surface become unstable and
lie in a chaotic region (see Fig. 3.11), preventing us from finding such a choreography, if it
exists, using the above numerical technique. As argued before, choreographies are forbidden
at very high energies. For instance, on the ‘ϕ1 = 0’ Poincare´ surface at E = 18 (see Fig.
3.11e), the analogues of the C points correspond to unstable periodic orbits which are not
choreographies. In fact, we conjecture that this family of periodic solutions ceases to be a
choreography beyond E ≈ 5.33.
3.7 Ergodicity in the band of global chaos
In §3.5.1, we found a band of global chaos (5.33g ≤ E ≤ 5.6g ) and conjectured ergodic
behavior. Intriguingly, the beginning of this band coincides with the divergence in the period
of the non-rotating choreographies which additionally cease to exist above this energy (see
Fig. 3.14). Similarly, the cessation of this band coincides with the energy at which pendula
become stable. In this section, we provide evidence for ergodicity in this band by comparing
distributions of ϕ1,2 and p1,2 on constant energy hypersurfaces (weighted by the Liouville
measure) with their distributions along generic (chaotic) numerically determined trajectories.
For ergodicity, the distribution along a generic trajectory (over sufficiently long times) should
be independent of initial condition and tend to the corresponding distribution over the energy
hypersurface [3,31]. We also examine the rate of approach to ergodicity in time and deviations
from ergodicity outside the band of global chaos. Our numerical and analytical results, while
indicative of ergodic behavior, are nonetheless not sufficient to establish it, since we examine
only a restricted set of observables.
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Figure 3.14: Approach to the band of global chaos (5.33g ≤ E ≤ 5.6g ) on the Poincare´ surface
ϕ1 = 0. The last elliptic islands to cease to exist (as E → 5.33g− ) are around choreographies (C)
and the first elliptic islands to open up (when E exceeds 5.6g ) are around pendula (P) which also
occur along the Hill boundary. Isosceles solutions intersect this surface at the points marked I .
3.7.1 Distributions along trajectories and over energy hypersur-
faces
Distribution along generic trajectories: By the distribution function of a dynamical
variable F (p, ϕ) (such as p1 or ϕ1 ) along a given trajectory parametrized by time t , we
mean
%F (f) = lim
T→∞
1
T
∫ T
0
δ(F (p(t), ϕ(t))− f) dt. (3.63)
The time average of F along the trajectory is then given by the first moment 〈F 〉t =∫
f %F (f)df . In practice, to find the distribution of F , we numerically evolve a trajectory
starting from a random initial condition (IC) and record the values f of F at equally spaced
intervals of time (say, ∆t = .25) up to tmax = 3×105 in units where g = m = r = 1. For such
tmax and for energies in the globally chaotic band, we find that the histograms of recorded
values approach asymptotic distributions (see Fig. 3.15) that are largely independent of the
choice of ∆t and ICs.
Distributions over energy hypersurfaces: The ensemble average 〈·〉e of a dynamical
variable F (p, ϕ) at energy E is defined with respect to the Liouville volume measure on
phase space. Since ϕi and pj are canonically conjugate, we have
〈F 〉e = 1
VE
∫
F δ(H −E) dϕ1 dϕ2 dp1 dp2 where VE =
∫
δ(H −E)dϕ1dϕ2dp1dp2 (3.64)
is the volume of the H = E energy hypersurface ME . More generally, the distribution of
F (p, ϕ) over the energy E hypersurface weighted by the Liouville measure is the following
phase space integral:
ρF,E(f) =
1
VE
∫
δ(F (p, ϕ)− f)δ(H − E)dϕ1dϕ2dp1dp2. (3.65)
Loosely, it is like the Maxwell distribution of speeds in a gas. We will often omit the subscripts
F and/or E when the observable and/or the energy are clear from the context. By definition,
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the above distribution is a probability density:
∫
ρ(f)df = 1. The ensemble average 〈F 〉e is
its first moment:
〈F 〉e =
∫
f ρF,E(f) df. (3.66)
To find distributions over an energy hypersurface ME , we need to integrate over it. For
instance, to find the volume VE of the energy hypersurface, we observe that the Hamiltonian
H = T + V is quadratic in p2 where
T = p
2
1 + p
2
2 − p1p2
mr2
and V(ϕ1, ϕ2) = g [3− cosϕ1 − cosϕ2 − cos(ϕ1 + ϕ2)] . (3.67)
Hence, we cover ME by two coordinate patches parametrized by ϕ1, ϕ2 and p1 with
p±2 =
1
2
(
p1 ±
√
4mr2(E − V(ϕ1, ϕ2))− 3p21
)
. (3.68)
Using the factorization H −E = (p2 − p+2 )(p2 − p−2 ), we evaluate the integral over p2 in Eq.
(3.64) to arrive at
VE =
∫∫
(ϕ1,ϕ2)∈HE
dϕ1 dϕ2
pmax∫
−pmax
dp1
(p+2 − p−2 )
(3.69)
where pmax =
√
4mr2(E − V)/3. Here, ϕ1,2 are restricted to lie in the Hill region HE
(V ≤ E ). Interestingly, the integral over p1 is independent of ϕ1 and ϕ2 as well as E so
that
pmax∫
−pmax
dp1
(p+2 − p−2 )
=
pi√
3
⇒ VE = pi√
3
× Area(HE). (3.70)
Here, Area(HE ) is the area of the Hill region with respect to the measure dϕ1dϕ2 . It is a
monotonically increasing function of E and saturates at the value 4pi2 for E ≥ 4.5 when the
Hill region includes the entire ϕ1 -ϕ2 torus. We now derive formulae for distributions over
energy hypersurfaces.
Distribution of angles: The joint distribution function of ϕ1 and ϕ2 is given by (p
±
2 are
as in (3.68))
ρE(ϕ1, ϕ2) =
1
VE
∫
δ(H − E) dp1 dp2 = 1
VE
pmax∫
−pmax
dp1
(p+2 − p−2 )
=
pi
VE
√
3
, (3.71)
since from (3.70), the integral over p1 is pi/
√
3 for all E and ϕ1 . In other words, (ϕ1, ϕ2 )
is uniformly distributed on the Hill region. Furthermore, for E ≥ 4.5, the Hill region is the
whole torus and ρE(ϕ1, ϕ2) = 1/4pi
2 . Thus, ϕ1 and ϕ2 are each uniformly distributed on
[0, 2pi] for E ≥ 4.5. Fig. 3.15a shows that the distributions of ϕ1 and ϕ2 along a trajectory
with energy E = 5.5 in the band of global chaos agrees with this uniform phase space
distribution (the fractional deviation is at most .2 % across all angles).
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Figure 3.15: Distribution along generic trajectories (yellow, lighter) and distribution over constant
energy hypersurface (black, darker) of (a) relative angle (ϕ1 ) and (b) relative momentum (p1 ) for
a range of increasing energies with m = r = g = 1. The horizontal axis is ϕ1 in (a) and p1 in (b).
Note that ϕ1 and ϕ2 have the same distributions as do p1 and p2 . The distribution along a generic
(chaotic) trajectory is found to be insensitive to the IC chosen. The momentum distribution over
constant energy hypersurfaces transitions from a Wigner semi-circle to a bimodal distribution with
increasing energy. The two distributions agree only in the band of global chaos (5.33 ≤ E ≤ 5.6)
consistent with ergodicity in this band.
p1=-2.625 p1=-1.5 p1=-1.25 p1=-1.125
p1 = 0
p1=1.125 p1=1.25 p1=1.5 p1=2.625
Figure 3.16: The energetically allowed portion (shaded gray) of the ϕ2 -p2 Poincare´ surface for a
sequence of increasing values of p1 at E = 5.5 in the band of global chaos for m = r = g = 1. On
each plot, the horizontal axis is ϕ2 ∈ [−pi, pi] and the vertical axis is p2 ∈ [−3, 3]. The value of the
distribution function ρE(p1) is the Liouville area of the shaded region. It is plausible that ρE(p1)
is even and that as p1 goes from 0 to pmax =
√
4mr2E/3 ≈ 2.71, ρE(p1) initially increases from
a non-zero local minimum, reaches a maximum and then drops to zero as shown in the E = 5.5
subfigure of Fig. 3.15b.
Distribution of momenta: The momentum distribution functions turn out to be more
intricate. Due to the 1↔ 2 symmetry of the Hamiltonian (3.67), the 1-particle momentum
distribution functions ρE(p1) and ρE(p2) are equal and given by the marginal distribution
ρE(p1) =
1
VE
∫
δ(H − E) dϕ1 dϕ2 dp2 = 1
VE
∫∫
(ϕ1,ϕ2)∈HE,p1
dϕ1 dϕ2
p+2 − p−2
. (3.72)
Here, HE,p1 is the portion of the ϕ1 -ϕ2 torus allowed for the given values of E and p1 . Since
p±2 must be real, from (3.68) we see that 4mr
2(E − V) − 3p21 ≥ 0 or V ≤ E − 3p21/4mr2 .
Thus, ϕ1 and ϕ2 must lie in the Hill region for the modified energy E
′ = E − 3p21/4mr2 .
For this Hill region to be non-empty, we must have E ′ ≥ 0. Thus, the distribution function
ρE(p1) is supported on the interval [−
√
4mr2E/3,
√
4mr2E/3] and is given by
ρE(p1) =
1
VE
∫∫
HE′
dϕ1 dϕ2√
4mr2(E ′(p1)− V)
. (3.73)
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On account of E ′(p1) being even, ρE(p1) = ρE(−p1). Upon going to Jacobi coordinates
ϕ± = (ϕ1 ± ϕ2)/2, the integral over ϕ− can be expressed in terms of an incomplete elliptic
integral of the first kind. Though the resulting formulae are lengthy in general, for low
energies ρE(p1) turns out to be the Wigner semi-circular distribution (see Fig. 3.15b). Indeed,
upon going to Jacobi coordinates and using the quadratic approximation for the potential
Vlow = 3gϕ2+ + gϕ2− , we find that at low energies, the Hill region HE′ is the elliptical disk
3gϕ2+ + gϕ
2
− ≤ E ′(p1). Thus,
VE =
pi√
3
× Area(HE) = 2pi
2E
3g
for E  g (3.74)
leading to the Wigner semi-circular distribution
ρE(p1) ≈ 1
VE
∫∫
HE′
2dϕ+dϕ−√
4mr2(E ′(p1)− Vlow)
=
3
2pimr2E
√
4
3
mr2E − p21 for E  g. (3.75)
For larger E , we perform the integral (3.73) numerically. Fig. 3.15b shows that the dis-
tribution goes from being semi-circular to bimodal as E crosses 4g . Loosely, ρE(p1) is the
analogue of the Maxwell distribution for the relative momenta of the three-rotor problem.
Fig. 3.16 provides a qualitative explanation of the bimodal shape of ρE(p1) for an energy
in the band of global chaos. Fig. 3.15b shows that the distribution of p1 along a generic
trajectory closely matches its distribution ρE(p1) over the constant energy hypersurface in
the band of global chaos (5.33 ≤ E ≤ 5.6) but deviates at other energies, providing evidence
for ergodic behavior in this band.
3.7.2 Approach to ergodicity
To examine the rate of approach to ergodicity for energies in the band of global chaos, we
compare ensemble averages of variables such as cos2 ϕ1 and p
2
1 with their time averages over
increasingly long times.
Ensemble average: The ensemble average 〈·〉e of a variable F at energy E defined in
(3.64) reduces to
〈F 〉e = 1
VE
∫∫
(ϕ1,ϕ2)∈HE
dϕ1 dϕ2
pmax∫
−pmax
dp1
F (ϕ1, ϕ2, p1, p
+
2 ) + F (ϕ1, ϕ2, p1, p
−
2 )
2(p+2 − p−2 )
(3.76)
upon using the factorization H − E = (p2 − p+2 )(p2 − p−2 ) to evaluate the integral over p2 .
Since for E ≥ 4.5, ϕ1 and ϕ2 are independently uniformly distributed on [0, 2pi] , we have
〈cosm ϕ1 cosn ϕ2〉e = 〈cosm ϕ1〉e〈cosn ϕ2〉e (3.77)
with 〈cos2n ϕ1〉e = (2n)!22n(n!)2 and the odd moments vanishing. Remarkably, the phase space
averages of momentum observables are also exactly calculable for E ≥ 4.5:
〈p21〉e = 2E/3− 2, 〈p41〉e = 2E2/3− 4E + 7,
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Figure 3.17: (a) Time averages 〈p21〉t and 〈cos2 ϕ1〉t as a function of time T for 35 randomly
chosen trajectories at E = 5.5. They are seen to approach the corresponding ensemble averages
(〈·〉e indicated by thick black lines) as time grows. (b) Root mean square deviation (over 35 chaotic
initial conditions) of time averages from the corresponding ensemble average as a function of time
T for E = 5.5 in the band of global chaos for the observables cos2 ϕ1 , cos
4 ϕ1 , p
2
1 and p
6
1 . The fits
show a T−1/2 approach to ergodicity.
〈p21p22〉e = E2/3− 2E + 7/2 and 〈p61〉e = 20E3/27− 20E2/3 + 70E/3− 260/9. (3.78)
Though we restrict to E ≥ 4.5 to obtain simple formulae for ensemble averages, this includes
the band of global chaos 5.33 ≤ E ≤ 5.6 where alone we can expect ergodic behavior.
To compare with time averages, for each energy, we pick Ntraj = 35 random ICs (on
the ϕ1 = 0 surface) and evolve them forward. As Fig. 3.17a indicates, though the time
averages ( 1
T
∫ T
0
F dt) display significant fluctuations at early times, they have approached
their asymptotic values by T = 105 . To estimate the rate of approach to ergodicity, we
compute the root mean square deviation σ(T ) of the time average from the ensemble average
as a function of time:
σ2(T ) =
1
Ntraj
∑
a
(〈F 〉t,a(T )− 〈F 〉e)2 where 〈F 〉t,a(T ) = 1
T
∫ T
0
F (t′a) dt
′
a (3.79)
is the time average over the ath trajectory. Fig. 3.17b shows that for several variables
F = cos2 ϕ1, p
2
1 etc., the mean square deviation decays roughly as the reciprocal of time,
σ ∼ 1/√T , as expected of an ergodic system where correlations decay sufficiently fast as
shown in Appendix B.4 (see also [24] for a stochastic formulation).
Finally, we examine the approach to ergodicity as the energy approaches the band of
global chaos 5.3 . E . 5.6. To this end, we compare the ensemble averages of a few
variables with their time averages for 35 randomly chosen chaotic trajectories over a range
of energies. Fig. 3.18 shows that the time averages of cos2 ϕ1 and p
2
1 agree reasonably well
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Figure 3.18: Difference between time averages 〈·〉t over a time T = 105 (for 35 randomly chosen
chaotic trajectories) and ensemble average 〈·〉e for cos2 ϕ1 and p21 indicating ergodicity in the band
of global chaos 5.33 ≤ E ≤ 5.6 (magenta) and discernible departures outside this band (orange).
The spread in 〈·〉t − 〈·〉e at a fixed energy is due to the finiteness of T . However, this spread is
small compared to the average values 〈cos2 ϕ1〉e = .5 and 〈p41〉e = 2E2/3 − 4E + 7 demonstrating
that time averages over distinct chaotic trajectories converge to a common value. Note that the
spread in 〈p41〉t − 〈p41〉e increases with E as the average values themselves increase with E .
with their ensemble averages in the band of global chaos. At lower and higher energies, there
are discernible deviations from the ensemble averages, showing ergodicity breaking. (a) For
E slightly outside the band of global chaos, we find that there is a single chaotic region
(see Fig. 3.14), and time averages along trajectories from this region converge to a common
value which however differs from the ensemble average over the whole energy hypersurface
(see Fig. 3.18). (b) At energies significantly outside the band of global chaos, there can be
several distinct chaotic regions (see Fig. 3.11e). We find that time averages of an observable
along chaotic trajectories from these distinct regions generally converge to different values,
none of which typically agrees with the ensemble average over the whole energy hypersurface.
3.8 Mixing in the band of global chaos
In §3.7, we provided numerical evidence for ergodicity in the three-rotor problem for energies
in the band of global chaos. We now investigate whether the dynamics is mixing in this
regime. A flow φt on the energy hypersurface ME of the phase space is said to be strongly
mixing if for all subsets A,B ⊆ ME with positive measures (µ(A) > 0 and µ(B) > 0), we
have
lim
t→∞
µ(φt(B) ∩ A) = µ(B)× µ(A)/µ(ME) (3.80)
where µ is the Liouville volume measure on ME [3, 31]. To numerically examine whether
the dynamics of three-rotors is mixing in the band of global chaos, we work in units where
m = r = g = 1 and consider a large number N (= 1.3× 107 ) of random ICs with energy E
in a small initial region of phase space (e.g., |ϕ1,2|, |p1| < .05 with p2 = p+2 (3.68) determined
by E ). The trajectories are numerically evolved forward in time and their locations recorded
at discrete time intervals (e.g., t = 10, 20, · · · , 300). If the dynamics is mixing, then in the
limit N →∞ and t→∞ , the number of trajectories located at time t in a Liouville volume
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Figure 3.19: Histograms of number of trajectories ni(t) in each cell i of an energy hypersurface.
To facilitate comparison across energies and numbers of ICs considered, the histograms of n˜i(t) =
(ni(t)VE)/(µiN) (see Eq. 3.82) are displayed. For the flow to be mixing, the histograms should
strongly peak around n˜i(t) = 1. Fig. (a) shows the approach to mixing in time at an energy
E = 5.5 in the band of global chaos. The histogram is seen to migrate from peaking at zero
to 1 with advancing time. Fig. (b) shows these histograms at reasonably late times (t = 300)
showing how the flow becomes mixing as we approach the band of global chaos (represented here
by E = 5.5).
V must equal NV/VE where VE is the Liouville volume of the energy hypersurface. Poincare´
sections (see Fig. 3.14) as well as investigations of ergodicity in §3.7 rule out the possibility
of mixing for energies outside the regime of global chaos. Thus, we restrict to 5.33 ≤ E ≤ 5.6
where VE = 4pi
3/
√
3, a formula that holds for any E ≥ 4.5 (3.70). Now, for convenience, we
divide the 3d energy hypersurface into cuboid-shaped cells of equal geometric volume V g .
The Liouville volumes of these cells are not equal, so we denote by µi the Liouville volume
of the ith cell. In practice, we take cells of linear dimensions 2pi/d each in ϕ1 and ϕ2 and
2pmax1 /d in p1 where d = 40 is the number of subdivisions and p
max
1 the maximal value of
p1 corresponding to energy E . Though we compute µi exactly, it is approximately V
g× the
Liouville density at the center of the ith cell:
µi ≈ 1
2(p+2 − p−2 )
× 2pi
d
× 2pi
d
× 2p
max
1
d
(3.81)
where p±2 (3.68) are evaluated at the center of the cell. Cells that lie outside or straddle the
boundary of the energy hypersurface are not considered. At various times, we record the
instantaneous locations of the trajectories and count the number ni(t) of trajectories that lie
in the cell i . If the dynamics is mixing, the number of trajectories in the ith cell should be
ni = N × µi
VE
. (3.82)
To test the mixing hypothesis and the rate of approach to mixing, we plot in Fig. 3.19
at various times t = 10, 20, · · · , 300, a histogram of ni(t). To be more precise, we plot a
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histogram of n˜i(t) = ni(t)VE/(µiN) so that the expected mean is 1, to facilitate comparison
across energies, times and numbers of ICs considered. At very early times (t . 10), most
cells have not been visited by trajectories, so that the histogram is strongly peaked around
zero counts. As t increases, we observe from Fig. 3.19a that the histograms shift, and become
progressively narrower, peaking around the expected value of 1 with the expected width (see
Fig. 3.20). This provides evidence for mixing in the regime of global chaos. In Fig. 3.19b,
we compare these histograms at sufficiently late times (t = 300) for a range of energies and
observe significant departures from mixing for energies outside the band of global chaos. In
fact, for energies such as E = 4.5 and E = 6, the histograms in Fig. 3.19b show three
distinct peaks corresponding to cells that are never visited and two other types of cells (in
chaotic regions) that are visited with unequal frequencies (see Fig. 3.21). This characteristic
departure from mixing with respect to the Liouville measure (even when restricted to chaotic
regions) is also reflected in the two distinct densities of points in Poincare´ plots at such
energies, as seen in Fig. 3.21.
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Figure 3.20: Drop with time of the standard deviation of the distribution (see Fig. 3.19a) of the
scaled number of trajectories n˜i(t) in each cell of the energy E = 5.5 hypersurface. The latter is
partitioned into Ncells ≈ 4×104 cells and N = 1.3×107 trajectories have been considered. The plot
shows that the standard deviation has dropped to 0.066 at t = 300. This is close to the expected
standard deviation 0.055 if the N trajectories were distributed uniformly among the Ncells cells at
the instant considered.
3.9 Recurrence time statistics
Here, we study the statistics of Poincare´ recurrence times to a three-dimensional cell in an
energy-E hypersurface of the phase space. For convenience, we choose the cell to be a cuboid
of width w , e.g, −w/2 ≤ ϕ1, ϕ2, p1 ≤ w/2 with p2 = p+2 (3.68) determined by energy for
a cell centered at the origin. We choose a large number (∼ 3 × 104 ) of initial conditions
distributed uniformly randomly within the cell and numerically evolve them forward in time.
The recurrence time τ for a given trajectory is defined as the time from the first exit to the
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Figure 3.21: Two distinct densities (shaded dark and light) of points (from trajectories for 0 ≤
t ≤ 105 ) on chaotic sections of Poincare´ surfaces at E = 4.5 corresponding to the two non-zero
peaks in the histogram of Fig. 3.19b showing characteristic departure from mixing. The unshaded
regions are energetically allowed but are not visited by these chaotic trajectories and correspond to
the peak around zero in the same histogram.
next exit from the cell (see Fig. 3.22) [83]. Evidently, starting from the instant the trajectory
first exits the cell, τ is the sum of the times it spends outside the cell and while traversing
the cell. A histogram of the recurrence times (normalized to be a probability distribution) is
then plotted as in Fig. 3.23a.
3.9.1 Exponential law
tn+1tn
𝛕 = tn+1- tn
Figure 3.22: Recurrence time τ .
For uniformly mixing dynamics, it is expected that
this normalized distribution follows an exponential law
(1/τ¯)e−τ/τ¯ where τ¯ is the mean recurrence or relaxation
time [83]. As shown in Fig. 3.23, this exponential law for
recurrence times holds for energies in the band of global
chaos though there can be (sometimes significant) devia-
tions for very small values of τ (e.g., τ . 25  τ¯ ≈ 250
for w = .6 in Fig. 3.23d). These deviations could be
attributed to a memory effect, the finite time that the
system takes before the dynamics displays mixing (see
Fig. 3.19a). Thus, τ¯ is to be interpreted as the time constant in the above exponential law
that best fits the distribution away from very small τ .
A heuristic argument for the exponential law follows; for a more detailed treatment,
see [4,37] and references therein. We pick a large number N of ICs uniformly from a region
Ω of volume VΩ in an energy-E hypersurface of volume VE . They are evolved in time and
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Figure 3.23: (a) Histogram of recurrence times (normalized to be a probability distribution) for
a cubical cell centered at the origin (p1 = ϕ1 = ϕ2 = 0) of the globally chaotic energy-5.5 (in
units where m = r = g = 1) hypersurface showing an exponential law (1/τ¯) exp(−τ/τ¯) where τ¯
is the fitted mean recurrence time. Note that τ¯ ≈ 580 is much larger than the time scale of the
linearized system (1/ω0 =
√
mr2/3g ). (b) At any cell location, τ¯ scales as the minus two-thirds
power of the Liouville volume of the cell, consistent with ergodicity. (c, d) Normalized histogram
of (recurrence times) × (cell volume)2/3 plotted on a log-linear scale for cells of various widths,
showing a universal exponential distribution (1/τ∗)exp(−τ/τ∗) away from very small τ . The larger
spread at large τ×v2/3 is due to lower statistics. The rescaled fitted mean recurrence time τ∗ varies
with cell location but only weakly depends on energy within the band of global chaos.
their locations sampled at a temporal frequency ∆. At each such instant, the probability of
returning to Ω is p = VΩ/VE provided a sufficiently long time T has elapsed for correlations
to have died out. Suppose a fraction f of trajectories have not returned to Ω by this time
T . Then, the probability that the first return time τ equals T + ∆ is P (τ = T + ∆) = fp
(leaving aside possible returns that the sampling at frequency ∆ does not detect). If ∆ is
chosen large enough (& transit time across Ω), we also have P (τ = T + 2∆) = f(1 − p)p
and similarly P (τ = T + n∆) = f(1− p)n−1p for n = 1, 2, · · · . In the limit N →∞ , ∆→ 0
and VΩ → 0 holding ∆/p = τ¯ fixed, and omitting prefactors (independent of t) that go into
the normalization,
P (t ≤ τ ≤ t+ dt) ∝ lim
∆→0
(1− p)t/∆ = e−t/τ¯ . (3.83)
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3.9.2 Scale invariance
Though τ¯ varies with the width w , we find that when rescaled by the two-third power of the
Liouville volume v of the cell, it becomes independent of cell size within the band of global
chaos1. In other words, τ¯×v2/3 = τ ∗ is constant for cells centered at a given location (see Fig.
3.23b). Thus, as shown in Figs. 3.23c and 3.23d, the rescaled recurrence time distributions
for various cell sizes, all follow the same exponential law for a given energy and cell center.
This scaling law may be viewed as a 3d energy hypersurface analogue of the 2d phase space
version given in Eq. (36) of [62] as well as of the scaling law for the mean recurrence time of
the second type in [29]. Heuristically, the mean recurrence time τ¯ is inversely proportional
to the surface area (∼ v2/3 ) of the cell and allows us to view the ‘attractor’ as being three
dimensional, which is consistent with global chaos and ergodicity. On the other hand, we find
that the scaling exponent deviates from two-thirds in chaotic regions outside this band. This
is to be expected since the dynamics at such energies is not mixing in such chaotic regions,
as shown in Figs. 3.19b and 3.21.
The above scaling law defines for us the scaled mean recurrence time τ ∗ for cells centered
at a given location of an energy hypersurface. We find that τ ∗ varies with location. For
instance, for cells centered along an isosceles trajectory (see §3.3.2), we find that the values
of τ ∗ display a reflection symmetry about the triple collision configuration and vary over the
range 31 . τ ∗ . 56. On the other hand, within the band of global chaos, τ ∗ hardly varies
with energy for a given cell location.
3.9.3 Loss of memory
We also observe the absence of memory in the sense that the gaps between successive recur-
rence times are uncorrelated. For instance, let us denote by τ1 and τ2 the first recurrence
time and the gap between second and first recurrence times for a given trajectory and cell,
and define the the correlation coefficient
r = [〈τ1τ2〉 − 〈τ1〉〈τ2〉] /(σ1σ2). (3.84)
The averages here are performed with respect to a random collection of trajectories and σ1,2
denote the standard deviations of τ1,2 . We find that |r| ≈ 10−3−10−5  1 for cells of widths
0.4− 1.2 centered at the origin of the energy E = 5.5 hypersurface, indicating uncorrelated
recurrences.
1For ergodic systems defined by the iterations of a map, Kac’s Lemma implies that the mean first return
time to a cell is inversely proportional to the measure of the cell [38]. What we observe here is a continuous
time version of it.
Chapter 4
Discussion
In the first part of this thesis (Chapter 2), we investigate the planar three-body problem
with Newtonian and inverse-square potentials from a geometric viewpoint where trajectories
are reparametrized geodesics of the Jacobi-Maupertuis metric on the configuration space.
Symmetries are used to pass to quotients of the configuration space using the method of
Riemannian submersions. We study the near-collision dynamics and show that the geodesic
formulation regularizes collisions in the inverse-square potential, though not for the Newto-
nian potential. Explicit calculations are facilitated by a good choice of coordinates in which
Killing vector fields point along coordinate vector fields. By estimating scalar and sectional
curvatures, we establish the presence of widespread geodesic instabilities. The results are
summarized in §1.1. An interesting direction for further research is to study the dynamical
consequences of sectional curvatures of the JM metric possessing either sign and to relate the
local geodesic instabilities to medium- and long-time behavior as well as to chaos. Though
this remains an open issue in the three-body problem, we have been able to establish closer
connections of this sort in the problem of three coupled rotors, which turns out to be a very
interesting problem in its own right.
In the second part (Chapter 3), we propose and study the three-rotor problem which
can be viewed as arising as the classical limit of a model for chains of coupled Josephson
junctions. We find that it displays an order-chaos-order transition with increasing energy
and discover novel signatures of its transition to chaos. We also uncover ‘pendulum’ and
‘isosceles-breather’ periodic solutions as well as choreographies and discuss their stability
properties. Moreover, we discover a band of energies where the dynamics is globally chaotic
and provide evidence for ergodicity and mixing in this band. §1.2 contains a concise summary
of our results. Here, we discuss some open questions arising from our work.
The classical three-rotor problem and the planar restricted three-body problem are similar
in the sense that both have essentially two degrees of freedom and only one known conserved
quantity. In the latter, Bruns and Poincare´ [79] proved the non-existence of additional
conserved quantities of certain types (analytic in small mass ratios and orbital elements). It
would be reassuring to obtain a similar result for the three-rotor problem. Analogously, the
extension to our system, of Ziglin’s [84] and Melnikov’s [51] arguments for non-integrability
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is also of interest.
While we found the trace of the monodromy for periodic ‘pendulum’ solutions numeri-
cally, it would be interesting to prove the accumulation of stability transitions at E = 4g
as in [21] and establish its asymptotic periodicity on a log scale, for instance by finding an
analytical expression for the stability index as Yoshida [82] does in the 2d anharmonic os-
cillator of Eq. (3.40). This accumulation at the threshold for bound librational trajectories
with diverging time periods and the periodicity on a log scale is reminiscent of the quantum
energy spectrum of Efimov trimers that accumulate via a geometric sequence at the two-
body bound state threshold with diverging S-wave scattering length [27]. It would also be
interesting to explore a possible connection between this accumulation of transitions and the
accumulation of homoclinic points at a hyperbolic fixed point in a chaotic system. The nature
of bifurcations [6] and local scaling properties [47] at these transitions are also of interest.
In another direction, one would like to understand if there is any connection between the
accumulation of transition energies and the change in topology of the Hill region (V ≤ E)
of the configuration torus as E crosses the value 4g at the three critical points (saddles D)
of the Morse function V (see §3.2.2). One would also like to analyze the onset of widespread
chaos in this system using methods such as those of Chirikov [18] and Greene [33].
We have argued that the three-rotor system is integrable at E = 0 and ∞ (g = ∞, 0),
where additional conserved quantities emerge. One wonders whether it is ‘integrable’ at any
other energy. In other words, is there any non-trivial energy hypersurface in phase space
on which all trajectories are periodic or quasi-periodic so that the corresponding Poincare´
sections are regular? Our estimate of the fraction of chaos on the ‘ϕ1 = 0’ Poincare´ surface
strongly suggests that any integrable energy EI is either isolated or EI . 3.8g . However,
even for low energies, we expect chaotic sections in the neighborhood of the isosceles points
I (see Fig. 3.9). In fact, we conjecture that the three-rotor problem has no non-trivial
integrable energies unlike the 2d anharmonic oscillator [82].
While we have provided a qualitative explanation for the shape of the momentum distri-
bution over energy hypersurfaces in §3.7.1, it would be nice to understand the mechanisms
underlying the phase transitions observed in ρ(p1) as the energy is varied. In another di-
rection, outside the band of global chaos, it would be interesting to determine whether the
dynamics, when restricted to a chaotic region, is ergodic and/or mixing with respect to a
suitable measure. In fact, Figs. 3.19b and 3.21 suggest that this measure cannot be the
Liouville measure. In §3.9, the scaled mean recurrence time τ ∗ to cells at a given location is
found to vary with the location on the energy hypersurface. It would be of interest to study
the nature of this variation and its physical implications. We also wonder whether global
chaos and ergodicity are to be found in the problems of four or more rotors.
Unlike billiards and kicked rotors, the equations of the three-rotor system do not in-
volve impulses/singularities. It would be interesting to identify other such continuous time
autonomous Hamiltonian systems that display global chaos and ergodicity. As noted, the
three-rotor problem may also be formulated as geodesic flow on a two-torus of non-constant
Jacobi-Maupertuis curvature. A challenging problem would be to try to extend the analytic
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treatments of ergodicity in geodesic flows on constant curvature Riemann surfaces to the
three-rotor problem.
Finally, a deeper understanding of the physical mechanisms underlying the onset of chaos
in this system would be desirable, along with an examination of quantum manifestations of
the classical chaos and an exploration of ergodicity and recurrence in the quantum three-rotor
system.
Appendix A
Three-body problem
A.1 Some landmarks in the history of the three-body
problem
We consider the problem of three point masses (ma with position vectors ra for a = 1, 2, 3)
moving under their mutual gravitational attraction. The importance of the three-body prob-
lem lies in part in the developments that arose from attempts to solve it [25,60]. These have
had an impact all over astronomy, physics and mathematics. The system has 9 degrees of
freedom, whose dynamics is determined by 9 coupled second order nonlinear ODEs:
ma
d2ra
dt2
=
∑
b 6=a
Gmamb
rb − ra
|rb − ra|3 for a = 1, 2, 3. (A.1)
The three components of momentum P =
∑
amar˙a , three components of angular momentum
L =
∑
a ra × pa and energy
E =
1
2
3∑
a=1
mar˙
2
a −
∑
a<b
Gmamb
|ra − rb| ≡ T + V (A.2)
furnish 7 independent conserved quantities. Joseph-Louis Lagrange used these conserved
quantities to reduce the above equations of motion to 7 first order ODEs.
The planar three-body problem is the special case where the masses always lie on a fixed
plane. For instance, this happens when the center of mass (CM) is at rest (J˙3 = 0) and
the angular momentum about the CM vanishes (LCM = M1J1 × J˙1 + M2J2 × J˙2 = 0). In
1767, Leonhard Euler discovered simple periodic solutions to the planar three-body problem
where the masses are always collinear, with each body traversing a Keplerian orbit about
their common CM. The line through the masses rotates about the CM with the ratio of
separations remaining constant (see Figs. A.1a and A.1b). Lagrange rediscovered Euler’s
solution in 1772 and also found new periodic solutions where the masses are always at the
vertices of equilateral triangles whose size and angular orientation may change with time
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Figure A.1: Euler’s and Lagrange’s periodic solutions of the three-body problem. The constant
ratios of separations are functions of the mass ratios alone. (a) Euler collinear solution where masses
traverse Keplerian ellipses with one focus at the CM. (b) Euler’s solution where two equal masses
m are in a circular orbit around a third mass M at their CM. (c) Lagrange’s periodic solution with
three bodies at vertices of equilateral triangles.
(see Fig. A.1c). In the limiting case of zero angular momentum, the three bodies move
toward/away from their CM along straight lines. These implosion/explosion solutions are
called Lagrange homotheties. Euler collinear and Lagrange equilateral configurations are the
only central configurations1 in the three-body problem. In 1912, Karl Sundmann showed
that triple collisions are asymptotically central configurations.
Can planets collide, be ejected from the solar system or suffer significant deviations from
their Keplerian orbits? This is the question of the stability of the solar system. In the 18th
century, Lagrange and Pierre-Simon Laplace obtained the first significant results on stability.
They showed that to first order in the ratio of planetary to solar masses (Mp/MS ), there
is no unbounded variation in the semi-major axes of the orbits, indicating stability of the
solar system. Their compatriot Sime´on Denis Poisson extended this result to second order
in Mp/MS . However, in what came as a surprise, Spiru Haretu (1878) overcame significant
technical challenges to find secular terms (growing linearly and quadratically in time) in the
semi-major axes at third order! Haretu’s result did not prove instability as the effects of his
secular terms could cancel out. However, it effectively put an end to the hope of proving the
stability/instability of the solar system using such a perturbative approach.
The development of Hamilton’s mechanics and its refinement in the hands of Carl Jacobi
was still fresh when the dynamical astronomer Charles Delaunay (1846) began the first
extensive use of canonical transformations in perturbation theory [32]. The scale of his
hand calculations is staggering: he applied a succession of 505 canonical transformations to
a 7th order perturbative treatment of the three-dimensional elliptical restricted three-body
problem2. He arrived at the equation of motion for the small mass in Hamiltonian form using
3 pairs of canonically conjugate orbital variables (3 angular momentum components, the true
anomaly, longitude of the ascending node and distance of the ascending node from perigee).
1Three-body configurations in which the acceleration of each particle points towards the CM and is pro-
portional to its distance from the CM (ab = ω
2(RCM− rb) for b = 1, 2, 3) are called ‘central configurations’.
2The restricted three-body problem is a simplified version of the three-body problem where one of the
masses is assumed much smaller than the two primaries.
A.1. SOME LANDMARKS IN THE HISTORY OF THE THREE–BODY PROBLEM 75
He obtained the latitude and longitude of the moon in trigonometric series of about 450 terms
with secular terms eliminated. It wasn’t till 1970-71 that Delaunay’s heroic calculations were
checked and extended using computers at the Boeing Scientific Laboratories [32]!
Anders Lindstedt (1883) developed a systematic method to approximate solutions to
nonlinear ODEs when naive perturbation series fail due to secular terms. The technique was
further developed by Poincare´. Lindstedt assumed the series to be generally convergent, but
Poincare´ soon showed that they are divergent in most cases. Remarkably, nearly 70 years
later, Kolmogorov, Arnold and Moser showed that in many of the cases where Poincare´’s
arguments were inconclusive, the series are in fact convergent, leading to the celebrated
KAM theory of integrable systems subject to small perturbations.
George William Hill was motivated by discrepancies in lunar perigee calculations. His
celebrated paper on this topic was published in 1877 while working with Simon Newcomb at
the American Ephemeris and Nautical Almanac3. He found a new family of periodic orbits
in the circular restricted (Sun-Earth-Moon) three-body problem by using a frame rotating
with the Sun’s angular velocity instead of that of the Moon. The solar perturbation to lunar
motion around the Earth results in differential equations with periodic coefficients. He used
Fourier series to convert these ODEs to an infinite system of linear algebraic equations and
developed a theory of infinite determinants to solve them and obtain a rapidly converging
series solution for lunar motion. He also discovered new ‘tight binary’ solutions to the three-
body problem where two nearby masses are in nearly circular orbits around their center of
mass CM12 , while CM12 and the far away third mass in turn orbit each other in nearly
circular trajectories.
The mathematician/physicist/engineer Henri Poincare´ began by developing a qualitative
theory of differential equations from a global geometric viewpoint of the dynamics on phase
space. This included a classification of the types of equilibria on the phase plane (nodes,
saddles, foci/spiral and centers). His 1890 memoir on the three-body problem was the prize-
winning entry in King Oscar II’s 60th birthday competition (for a detailed account see [5]). He
proved the divergence of series solutions for the three-body problem developed by Delaunay,
Hugo Gylde´n and Lindstedt (in many cases) and convergence of Hill’s infinite determinants.
To investigate the stability of three-body motions, Poincare´ defined his ‘surfaces of section’
and a discrete-time dynamics via the ‘return map’ (see Fig. A.2a). A Poincare´ surface S is a
two-dimensional surface in phase space transversal to trajectories. The first return map takes
a point q1 on S to q2 , which is the next intersection of the trajectory through q1 with S .
Given a hyperbolic fixed point (e.g., a saddle point) p on a surface S , he defined its stable
and unstable spaces Ws and Wu as points on S that tend to p upon repeated forward or
backward applications of the return map (see Fig. A.2b). He initially assumed that Ws and
Wu on a surface could not intersect and used this to argue that the solar system is stable.
This assumption turned out to be false, as he discovered with the help of Lars Phragme´n.
3Simon Newcomb’s project of revising all the orbital data in the solar system established the missing
42′′ in the 566′′ centennial precession of Mercury’s perihelion. This played an important role in validating
Einstein’s general theory of relativity.
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Figure A.2: (a) A Poincare surface S transversal to a trajectory is shown. The trajectory through
q1 on S intersects S again at q2 . The map taking q1 to q2 is called Poincare´’s first return map.
(b) The saddle point p and its stable and unstable spaces Ws and Wu are shown on a Poincare´
surface through p . The points at which Ws and Wu intersect are called homoclinic points, e.g.,
h0, h1 and h−1 . Points on Ws (or Wu ) remain on Ws (or Wu ) under forward and backward
iterations of the return map. Thus, the forward and backward images of a homoclinic point under
the return map are also homoclinic points. In the figure, h0 is a homoclinic point whose image is
h1 on the segment [h0, p] of Ws . Thus, Wu must fold back to intersect Ws at h1 . Similarly, if
h−1 is the backward image of h0 on Wu , then Ws must fold back to intersect Wu at h−1 . Further
iterations produce an infinite number of homoclinic points accumulating at p . The first example
of a homoclinic tangle was discovered by Poincare´ in the restricted three-body problem and is a
signature of its chaotic nature.
In fact, Ws and Wu can intersect transversally on a surface at a homoclinic point
4 if the
state space of the underlying continuous dynamics is at least three-dimensional. What is
more, he showed that if there is one homoclinic point, then there must be infinitely many of
them accumulating at p (see Fig. A.2b). Moreover, Ws and Wu fold and intersect in a very
complicated ‘homoclinic tangle’ in the vicinity of p . This was the first example of what we
now call chaos.
When two gravitating point masses collide, their relative speed diverges and solutions to
the equations of motion become singular at the collision time tc . More generally, a singularity
occurs when either a position or velocity diverges in finite time. Paul Painleve´ (1895) showed
that binary and triple collisions are the only possible singularities in the three-body problem.
However, he conjectured that non-collisional singularities (e.g. where the separation between
a pair of bodies goes to infinity in finite time) are possible for four or more bodies. It took
nearly a century for this conjecture to be proven, culminating in the work of Donald Saari and
Zhihong Xia (1992) and Joseph Gerver (1991) who found explicit examples of non-collisional
singularities in the 5-body and 3n-body problems for n sufficiently large [71]. In Xia’s
example, a particle oscillates with ever-growing frequency and amplitude between two pairs
4Homoclinic refers to the property of being ‘inclined’ both forward and backward in time to the same
point.
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of tight binaries (see Fig. A.3a). The separation between the binaries diverges in finite time,
as does the velocity of the oscillating particle.
Tulio Levi-Civita (1901) attempted to avoid singularities and thereby ‘regularize’ collisions
in the three-body problem by a change of variables in the differential equations. For example,
the ODE for the one-dimensional Kepler problem x¨ = −k/x2 is singular at the collision
point x = 0. This singularity can be regularized5 by introducing a new coordinate x = u2
and a reparametrized time ds = dt/u2 , which satisfy the nonsingular oscillator equation
u′′(s) = Eu/2 with conserved energy E = (2u˙2 − k)/u2 . Such regularizations could shed
light on near-collisional trajectories (‘near misses’) provided the differential equations remain
physically valid6.
Karl Sundman (1912) began by showing that binary collisional singularities in the three-
body problem could be regularized by a repararmetrization of time, s = |t1−t|1/3 where t1 is
the binary collision time [73]. He used this to find a convergent series representation (in powers
of s) of the general solution of the three-body problem in the absence of triple collisions7. The
possibility of such a convergent series had been anticipated by Karl Weierstrass in proposing
the three-body problem for King Oscar’s 60th birthday competition. However, Sundman’s
series converges exceptionally slowly and has not been of much practical or qualitative use.
The advent of computers in the 20th century allowed numerical investigations into the
three-body (and more generally the n-body) problem. Such numerical simulations have made
possible the accurate placement of satellites in near-Earth orbits as well as our missions to
the Moon, Mars and the outer planets. They have also facilitated theoretical explorations
of the three-body problem including chaotic behavior, the possibility for ejection of one
body at high velocity (seen in hypervelocity stars [8]) and quite remarkably, the discovery
of new periodic solutions. For instance, in 1993, Chris Moore discovered the zero angular
momentum figure-8 ‘choreography’ solution. It is a stable periodic solution with bodies of
equal masses chasing each other on an ∞-shaped trajectory while separated equally in time
(see Fig. A.3b). Alain Chenciner and Richard Montgomery [14] proved its existence using
an elegant geometric reformulation of Newtonian dynamics that relies on the variational
principle of Euler and Maupertuis. In fact, we use the associated Jacobi-Maupertuis metric
formulation in our geometric approach to the planar three-body problem in Chapter 2.
5Solutions which could be smoothly extended beyond collision time (e.g., the bodies elastically collide)
were called regularizable. Those that could not were said to have an essential or transcendent singularity at
the collision.
6Note that the point particle approximation to the equations for celestial bodies of non-zero size breaks
down due to tidal effects when the bodies get very close
7Sundman showed that for non-zero angular momentum, there are no triple collisions in the three-body
problem.
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(a) Xia’s example
m1
m3
m2
(b) Figure-8 solution
Figure A.3: (a) An example due to Xia leading to a non-collisional singularity in the 5-body problem
where a mass oscillates with ever-growing frequency and amplitude between two pairs of collapsing
tight binaries that escape to infinity in finite time. (b) Equal-mass zero-angular momentum figure-8
choreography solution to the three-body problem. A choreography is a periodic solution where all
masses traverse the same orbit separated equally in time.
A.2 Proof of an upper bound for the scalar curvature
Here we establish a strict lower bound on the quantity that appears in the relation (2.44)
between Ricci scalars on C2 and S2 . Since Montgomery has shown that RS2 ≤ 0, this helps
us establish strictly negative upper bounds for the scalar curvatures on C2 , R3 and S3 . We
will show here that
12h2 + |∇h|2 > ζh3 where ζ = 55/27 ≈ 2.04. (A.3)
The best possible ζ is estimated numerically to be ζ = 8/3 and the minimum occurs at the
Euler points E1,2,3 . We define the power sum symmetric functions u2n =
∑3
i=1 v
n
i in terms
of which the pre-factor in the JM metric (2.16) is h = v1 + v2 + v3 = u2 . In [55] Montgomery
shows that |∇h|2 = 4s where the symmetric polynomial
s = (1/2)
(−2u22 + 4u2u4 − 3u24 + 3u8) . (A.4)
This gives
12h2 + |∇h|2 = u32 (8A+ 6B) where A =
u2 + u4
u22
and B =
u8 − u24
u32
. (A.5)
We will show below that A ≥ 17/27 and B > −1/2, from which Eq. (A.3) follows (numeri-
cally we find that B ≥ −32/81 which leads to the above-mentioned optimal value ζ = 8/3).
To prove the inequality for B , we define c = cos 2η and s = sin 2η cos 2ξ2 which lie in the
interval [−1, 1]. Then
u8 − u24
u32
> −1
2
⇔ u8 − u24 +
u32
2
> 0 ⇔ 3
8
(
20− 3(c2 + s2)2 − 8c3 + 24cs2) > 0.
(A.6)
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For the latter to hold it is sufficient that 17−8c3 +24cs2 > 0 which is clearly true for 0 ≤ c ≤
1. For −1 ≤ c < 0 put c = −d . Then it is enough to show that 17 + 8d3 − 24d(1− d2) > 0
since s2 ≤ 1− d2 . This holds as the LHS is positive at its boundary points d = 0, 1 as well
as at its local extremum d = 1/2.
The quantity A defined in Eq. (A.5) is a symmetric function of v1, v2 and v3 which in
turn are functions of η and ξ2 (2.16) for 0 ≤ η ≤ pi/2 and 0 ≤ ξ2 ≤ pi . Since
∑
i 1/vi = 3,
we may regard A as a function of any pair, say v1 and v2 . The allowed values of η and ξ2
define a domain D¯ = Dq∂D in the v1 -v2 plane. To show that A ≥ 17/27, we seek its global
minimum, which must lie either at a local extremum in the interior D or on the boundary
∂D . ∂D is defined by the curves ξ2 = 0 and ξ2 = pi/2 which meet at η = 0 and η = pi/2
and include the points (v1 = ∞, v2 = 2/3) and (v1 = 2/3, v2 = ∞) (see Fig. A.4). This is
because, for any fixed η , v1 and v2 (2.16) are monotonic functions of ξ2 for 0 ≤ ξ2 ≤ pi/2 and
symmetric under reflection about ξ2 = pi/2. Along ∂D , A = (5 cos 6η+22)/27 is independent
Figure A.4: The boundary ∂D of the region D in the v1 -v2 plane is given by the level curves
ξ2 = 0, pi/2. These level curves run from the collision point η = 0 to the Euler point η = pi/2,
passing through the collision points at v1 = ∞ or v2 = ∞ (where η = pi/3). The level curves
ξ2 = pi/8, pi/4, 3pi/8 in the interior D are also shown. Note that D lies within the quadrant
v1,2 ≥ 1/2.
of ξ2 and minimal at the Euler configurations η = pi/6 and pi/2 with the common minimum
value 17/27, which turns out to be the global minimum of A . This is because its only local
extremum in D is at the Lagrange configuration v1 = v2 = v3 = 1 where A = 2/3. To see
this, we note that local extrema of A in D must lie at the intersections of ∂A/∂v1 = 0 and
∂A/∂v2 = 0. Now ∂A/∂v1 = (v1 − v3)F (v1, v2)/v21u32 where
F (v1, v2) = u2
{
v1 + v3 + 2
(
v21 + v1v3 + v
2
3
)}− 2(v1 + v3)(u2 + u4). (A.7)
For ∂A/∂v1 to vanish, either v1 = v3 or F (v1, v2) = 0 or one of the vi = ∞ . The collision
points vi = ∞ do not lie in D . The conditions for ∂A/∂v2 to vanish are obtained via the
exchange v1 ↔ v2 . The intersection of the conditions v1 = v3 and v2 = v3 lies at the Lagrange
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configurations vi = 1 where A = 2/3. It turns out that the only intersection of v1 = v3 with
F (v2, v1) = 0 or of v2 = v3 with F (v1, v2) = 0 lying in D occurs at the above Lagrange
configuration. For instance, when v1 = v3 = v , F (v2, v1) = −3v2(4v − 1)(v − 1)/(3v − 2)2
vanishes when v = 1 or v = 1/4 (which violates v ≥ 1/2). Finally, we account for extrema
lying on the zero loci of both F (v1, v2) and F (v2, v1), which using u−2 = 3, must satisfy
F (v1, v2)− F (v2, v1) = (v1 − v2) [12v1v2v3 − (v1 + v2 + v3)] = 0. (A.8)
So either v1 = v2 or 12v1v2v3 = u2 . Now, we have shown above that the only extrema of A
on v1 = v3 in D lie at the Lagrange configurations. Since A is a symmetric function of the
vi , it follows that its only extrema on v1 = v2 also lies at the Lagrange configurations. On
the other hand, 12v1v2v3 − (v1 + v2 + v3) ≥ 0 for vi ≥ 1/2, with equality only at vi = 1/2
which is not in D . Thus the only extremum of A in D is at the Lagrange configurations
(where A = 2/3) and hence its global minimum occurs on ∂D at the Euler configurations
(where A = 17/27).
Appendix B
Three-rotor problem
B.1 Quantum N -rotor problem from XY model
The quantum N -rotor problem may be related to the 2d XY model of classical statistical
mechanics which displays the celebrated Kosterlitz-Thouless topological phase transition [72].
The dynamical variables of the XY model are 2d unit-vector spins Sα (or phases e
iθα ) at
each site α of an N ×M rectangular lattice with horizontal and vertical spacings a and b
and nearest neighbor ferromagnetic interaction energies −J Sα · Sβ = −J cos(θα − θβ) with
J > 0 (see Fig. B.1). One often considers a = b and assumes that θ varies gradually so that
in the continuum limit a→ 0 and N,M →∞ holding aN and aM fixed, the Hamiltonian
becomes H = J
2
∫ |∇θ|2 d2r . This defines the 1+1 dimensional O(2) principal chiral model.
Here, we approximately reformulate the XY model as an interacting quantum N -rotor
problem by taking a partial continuum limit in the vertical direction followed by a Wick rota-
tion. The resulting quantum system has been used to model a 1d array of coupled Josephson
junctions and is known to be related to the XY model in a Villain approximation [77, 78].
i, N
j,
τ,M
2D lattice with XY spins
a
b
(1,1) (2,1)
(1,2)
Figure B.1: The quantum N -rotor problem arises from a partial continuum limit of the Wick-
rotated XY model of classical statistical mechanics.
81
82 APPENDIX B. THREE–ROTOR PROBLEM
With i and j labelling the columns and rows of the lattice, the XY model Hamiltonian is
H = −J
∑
i,j
[cos(θi,j+1 − θi,j) + cos(θi+1,j − θi,j)] (B.1)
with J > 0. In the first term, the sum is over 1 ≤ i ≤ N and 1 ≤ j ≤ M − 1 while
for the second term, we have 1 ≤ i ≤ N − 1 and 1 ≤ j ≤ M . We will impose periodic
boundary conditions (BCs) in the horizontal but not in the vertical direction (open BCs are
also of interest). We will take a continuum limit in two steps. We first make the spacing
between rows small by introducing a continuous vertical coordinate τ in place of j such that
τ(j + 1)− τ(j) = δτ = b . Next, we approximate cos(θi,j+1 − θi,j) by
cos(θi(τ + δτ)− θi(τ)) ≈ 1− 1
2
(θi(τ + δτ)− θi(τ))2 ≈ 1− 1
2
θ′i(τ)
2 b dτ. (B.2)
Here, we have chosen to write (δτ)2 as b dτ in anticipation of taking b → 0 in the second
step. Within this approximation, the Hamiltonian (B.1) up to an additive constant becomes
H = J
∑
i
∫ {
b
2
θ′i(τ)
2 − 1
b
cos [θi+1(τ)− θi(τ)]
}
dτ (B.3)
using the prescription
∑
j bf(τj)→
∫
f(τ)dτ . The resulting partition function
Z =
∫ N∏
k=1
D[θk] exp [−βH] (B.4)
after a Wick rotation τ = ict , may be written as
Z =
∫
D[θ]eiS/~ where
S
~
= βJc
∑
i
∫
dt
[
b
2c2
θ˙i(t)
2 +
1
b
cos [θi+1(t)− θi(t)]
]
. (B.5)
We introduced a parameter c > 0 with dimensions of speed so that t has dimensions of time.
We may take a second continuum limit, this time in the horizontal direction by replacing
∑
i
by
∫
dx
a
by taking a→ 0 and N →∞ while holding aN and a/b fixed to get
S
~
≈ βJc
∫
dx
a
∫
dt
{
b
2c2
(
∂θ
∂t
)2
+
1
b
cos
(
a
∂θ
∂x
)}
≈ 1
2
βJc
∫
dx dt
{
b
a
1
c2
θ˙2 − a
b
θ′2
}
. (B.6)
The path integral
∫
D[θ]eiS/~ is what we would have obtained if we had taken the conventional
continuum limit (a, b → 0) of the XY model partition function and then performed a Wick
rotation. Our two-step continuum limit has allowed us to approximately identify the quantum
N -rotor problem (B.5) where b has not yet been taken to zero.
For fixed N, a and b , the physical interpretation of (B.5) is facilitated by letting Lb/acβ
play the role of ~ where L is a length that remains finite in the limit a, b→ 0. L could be
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the horizontal linear dimension of the system. This ~ has dimensions of action and tends
to 0 at low temperatures where quantum fluctuations in the Wick rotated theory should be
small. With this identification of ~ , we read off the classical action
S[θ] =
∑
i
∫ {
JLb2
2ac2
θ˙2i +
JL
a
cos [θi − θi+1]
}
dt. (B.7)
Letting m = J/c2 , r =
√
Lb2/a and g = JL/a , the corresponding Hamiltonian (with
θN+1 ≡ θ1 )
H =
N∑
i=1
{
1
2
mr2θ˙2i + g[1− cos (θi − θi+1)]
}
(B.8)
describes the equal mass N -rotor problem. The rotor angles θi parametrize N circles whose
product is the N -torus configuration space. Though the rotors are identical, each is as-
sociated to a specific site and thus are distinguishable. In particular, the wavefunction
ψ(θ1, θ2, · · · θN) need not be symmetric or antisymmetric under exchanges. We may also vi-
sualize the motion by identifying all the circles but allowing the rotors/particles to remember
their order from the chain. So particles i and j interact only if i − j = ±1. In particular,
particles with coordinates θ1 and θ3 can freely ‘pass through’ each other! Furthermore, on ac-
count of the potential, particles i and i+1 can also cross without encountering singularities.
Finally, we note that the quantum Hamiltonian corresponding to (B.7),
Hˆ =
∑
i
− ~
2
2mr2
∂2
∂θ2i
− g cos(θi − θi+1) (B.9)
has been used to model a 1d array of coupled Josephson junctions (see Fig. 1.1b) with the
capacitive charging and Josephson coupling energies given by EC = ~2/mr2 = L/aβ2J and
EJ = g = JL/a [77].
B.2 Positivity of the JM curvature for 0 ≤ E ≤ 4g
Here, we prove that for 0 ≤ E ≤ 4g , the JM curvature R of §3.4 is strictly positive in the Hill
region (E > V ) of the ϕ1 -ϕ2 configuration torus. It is negative outside and approaches ±∞
on the Hill boundary E = V . It is convenient to work in Jacobi coordinates ϕ± = (ϕ1±ϕ2)/2
introduced in §3.1.2 and define P = cosϕ+ and Q = cosϕ− . In these variables,
R =
g2NE(P,Q)
mr2(E − V)3 where NE = 5 + 2Q
2 − 6PQ+ 8P 3Q+
[
2E
g
− 3
]
(2P 2 + 2PQ− 1).
(B.10)
Since E − V > 0 in the Hill region, it suffices to show that NE ≥ 0 on the whole torus and
strictly positive in the Hill region. It turns out that (a) NE ≥ 0 for E = 0 and 4g and (b)
for E = 0, NE vanishes only at the ground state G while for E = 4g , it vanishes only at the
saddles D, with both G and the Ds lying on the Hill boundary. Since G is distinct from the
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Ds, linearity of NE then implies that NE > 0 on the entire torus for 0 < E < 4g . It only
remains to prove (a) and (b).
To proceed, we regard NE as a function on the [−1, 1] × [−1, 1] PQ-square. (i) When
E = 0, N0 has only one local extremum in the interior of the PQ-square at (0, 0) where
N0(0, 0) = 8. On the boundaries of the PQ-square,
N0(±1, Q) = 2(1∓Q)2 ≥ 0 and N0(P,±1) = 2(P ∓ 1)2(5± 4P ) ≥ 0 (B.11)
with N0 vanishing only at (1, 1) and (−1,−1) both of which correspond to G. Thus, N0 ≥ 0
on the whole torus and vanishes only at G which lies on the Hill boundary. (ii) When E = 4g ,
the local extrema in the interior of the PQ-square are at (0, 0) and (±1,∓5/3)/√3 where
N4g takes the values 0 and 40/27. On the boundaries of the PQ-square,
N4g(±1, Q) = 2(1±Q)(5±Q) ≥ 0 and N4g(P,±1) = 2(1±P )(1±P + 4P 2) ≥ 0 (B.12)
with N4g vanishing only at (1,−1) and (−1, 1). Hence, for E = 4g , N4g ≥ 0 on the whole
torus and vanishes only at the three saddle points (Ds) all of which lie on the Hill boundary.
B.3 Measuring area of chaotic region on the ‘ϕ1 = 0’
Poincare´ surface
To estimate the fraction of the area of the Hill region (at a given E ) occupied by the chaotic
sections on the ‘ϕ1 = 0’ Poincare´ surface, we need to assign an area to the corresponding
scatter plot (e.g., see Fig 3.11a). We use the DelaunayMesh routine in Mathematica to
triangulate the scatter plot so that every point in the chaotic region lies at the vertex of
one or more triangles (see Fig. B.2a). For such a triangulation and a given d > 0, the d-
area of the chaotic region is defined as the sum of the areas of those triangles with maximal
edge length ≤ d (accepted triangles in Fig. B.2a). Fig. B.2b shows that the area initially
grows rapidly with d , and then saturates for a range of d . Our best estimate for the area of
the chaotic region is obtained by picking d in this range. Increasing d beyond this admits
triangles that are outside the chaotic region. Increasing the number of points in the scatter
plot (either by evolving each IC for a longer time or by including more chaotic ICs, which
is computationally more efficient) reduces errors and decreases the threshold value of d as
illustrated in Fig. B.2b.
B.4 Power-law approach to ergodicity in time
Assuming correlations decay sufficiently fast, as expected for a chaotic system, we give here a
heuristic explanation for our observed (see §3.7.2) power-law approach to ergodicity in time
(see also [24] for a discussion based on a stochastic framework). Let F (p, ϕ) be a dynamical
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(a) (b)
Figure B.2: (a) Accepted (chaotic, shaded lighter/blue) and rejected (regular, shaded darker/grey)
triangles on Delaunay Mesh for a sample chaotic region on the ‘ϕ1 = 0’ Poincare´ surface at E = 7
for maximal edge length d = 1. The light colored region on the periphery inside the Hill region
consists of regular sections. (b) Estimates of the fraction of chaos (area of accepted region/area of
Hill region) for various choices of d . An optimal estimate for f is obtained by picking d where f
saturates. The three data sets displayed have n = 1, 3, 5 chaotic ICs, each evolved for the same
duration t = 105 .
variable with ensemble average at energy E denoted F¯ = 〈F 〉e (3.64). Its time average, over
the interval [0, T ] , along an energy-E phase trajectory (~pi(t), ~ϕi(t)) labelled i , is denoted
F˜i(T ) =
1
T
∫ T
0
Fi(t) dt ≡ 1
T
∫ T
0
F (~pi(t), ~ϕi(t)) dt. (B.13)
To examine the rate at which time averages along different trajectories i approach the en-
semble average, we define the mean square deviation of F˜i(T ) from F¯ for a family I of
trajectories:
varF (T ) =
〈(
F˜i(T )− F¯
)2〉
≡ 1
#(I)
∑
i∈I
(
F˜i(T )− F¯
)2
. (B.14)
Expanding, we write the mean square deviation as
varF (T ) =
〈
F˜i(T )
2
〉
+ F¯ 2 − 2F¯
〈
F˜i(T )
〉
. (B.15)
We now assume that the ICs for the trajectories in I are distributed uniformly with respect
to the Liouville measure on the energy-E hypersurface. Since the dynamics is Hamiltonian,
by Liouville’s theorem the trajectories remain uniformly distributed at all times T , so that
as #(I)→∞ , 〈
F˜i(T )
〉
= F¯ . (B.16)
Thus, the mean square deviation becomes
varF (T ) =
〈
F˜i(T )
2
〉
− F¯ 2 =
〈
F˜i(T )
2 − F¯ 2
〉
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=
〈
1
T 2
∫ T
0
∫ T
0
[Fi(t1)Fi(t2)− F¯ 2]dt1dt2
〉
=
1
T 2
∫ T
0
∫ T
0
〈
Fi(t1)Fi(t2)− F¯ 2
〉
dt1dt2. (B.17)
We now assume that Fi(t1) and Fi(t2) are practically uncorrelated if |t1 − t2| >  for some
time  , i.e., 〈
F (t1)F (t2)− F¯ 2
〉 ≈ {0 if |t1 − t2| >  andC(t1 − t2) otherwise (B.18)
by time-translation invariance, for some (2nd cumulant) function C(t1− t2). We now change
integration variables from t1,2 to u = t1 − t2 and v = (t1 + t2)/2 with dt1dt2 = du dv and
assume T   to get
varF (T ) ≈ 1
T 2
∫ T
0
dv
∫ 
−
du C(u) = 1
T
∫ 
−
C(u)du. (B.19)
Thus, the RMS deviation of time averages from the ensemble average vanishes like 1/
√
T as
T →∞ .
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