Knowing the scarcity of water in the southeast of Spain and how the rain occurs, we considered the design of intake systems in ephemeral riverbeds in order to try to capture part of the runoff flow. The intake systems generally consist of a rack located in the bottom of a river channel, so that the water collected passes down the rack and leads to the side channel. This behaviour has been studied in the laboratory by several researchers. However, due to the many effects that occur on the bars, it is not possible to analyse the whole problem of characterization with traditional methodologies. For instance, the wetted rack length necessary to collect a required flow presents important differences depending on what each author has considered relevant. Computational fluid dynamics simulations have been done to improve the knowledge of the hydraulic phenomenon observed in different laboratory experiences, for which we have previously calibrated the numerical models using laboratory results. The ANSYS CFX code was selected. Several two-equation turbulence models have been considered. The results show differences smaller than 1% in the wetted rack length, and discharge coefficients also present good agreement.
INTRODUCTION
Intake systems generally consist of a rack located in the bottom of the channel that allows water to pass through.
These structures have been adopted in small mountain rivers with steep slopes and an irregular riverbed, intense sediment transport and flash flood. Their design is intended to satisfy two primary objectives: (1) to maximize water intake; and (2) to minimize sediment intake.
In designing intake systems, we need to consider geomorphologic, hydraulic, structural and economic aspects to avoid unnecessary maintenance and functionality pro- In the analysis of clear water flows it is assumed that the flux over the rack is one-dimensional, the flow decreases progressively, and the hydrostatic pressure distribution acts over the rack in the flow direction. Two broad approaches to dealing with the energy head over the rack are typically used and these are presented in Table 1 .
The classical approach considers a two-dimensional perspective. However, when analyzing the flow near the solid IBER, consider one-dimensional and two-dimensional models to study the hydraulic behaviour of rivers and sediment transport phenomena (Castillo et As a result of the lack of numerical simulations in this field, the present paper is focused on filling the gap between laboratory results and CFD simulations in T-shape bottom racks. ANSYS CFX software (version 16.2) is used to analyse the flow profiles over the rack, and the collected water along the intake system. Due to the variety of turbulence models, and in order to compare their effect over different parameters, three distinct two-equation turbulence models are examined.
Knowing the parameters analysed, designers will be able to design the bottom intake system with greater certainty.
THEORETICAL BACKGROUND

Wetted rack length
Several researchers have estimated the theoretical wetted rack length L necessary to derive a defined flow rate q 1 .
The different required lengths are due to the variation of experimental conditions used to adjust the discharge coefficient, such as the shape of the bars, their separation and width, the void ratio, the approximation flow conditions, the initial flow depth h 1 or the longitudinal rack slope θ. Figure 1 differentiates the wetted rack length in two magnitudes: the distance along the rack where the nappe enters directly through the racks (measured between the bars), called L 1 , and the maximum distance where the bars are wet, called L 2 .
The theoretical longitudinal rack slope, θ, has been considered in several ways. Some authors consider the influence of the slope in the required wetted rack length ( In each case, the horizontal energy level remains constant along the rack. Differences may be double in some cases. In Figure 2 
where m represents the relation void area and the total area (void ratio), H the total energy available refers to the plane of the rack, x the longitudinal coordinate along the rack, and C qH the discharge coefficient depending on the energy
In some cases, the specific derived flow may be obtained as a function of the water depth along the rack, h. Hence, the orifice equation is:
where C qh is the discharge coefficient as a function of the water depth normal to the rack plane. 
where m is the void ratio, dx the increment longitudinal in the flow direction, H 0 the specific energy at the beginning of the rack, Δz the vertical difference between the initial rack section and the analysed section, and C qH is the discharge coefficient.
The same authors proposed that C qH ≈ sin θ, with θ being the angle between the velocity vector of water derived and the plane of the rack (Figure 3 ).
Flow profile over the rack
The flow profile over the rack has also been analysed by several authors (Table 3) .
With velocity measurements in the free surface, Brunella et al. () found that the dissipation effects are insignificant. However, in the final part of the racks these effects cannot be neglected since the local effects generate friction effects. Differences between measured and calculated depth profiles at the beginning of the 
is the normal water surface height depending on the x coordinate, C qh (x) the discharge coefficient depending on h, CqH(x) the discharge coefficient depending on the energy and the x coordinate, H0 the energy height at the beginning of the rack, Cq0 the discharge coefficient measured under static conditions (with negligible approaching velocity), and θ the angle of the rack with the horizontal.
rack are due to the consideration of hydrostatic pressure distribution.
METHODS
Physical device
An intake system based on the physical model analysed by Noseda (a, b) were measured. q 1 is the entrained specific flow, while q 2 is the specific discharge flow, and q d is the specific discharge flow collected in the intake system.
Numerical modelling
CFD programs allow for the simulation of the interaction among different fluids as a two-phase air-water flow, or flows with different concentrations in the case of sediment transport. The programs solve the fluid mechanic problem in various geometric configurations, providing a great deal of data, with greater flexibility and speed than that obtained with experimental procedures. However, mathematical models still present accuracy issues when modelling some hydraulic phenomena (Chanson & Gualtieri ) . For correct use, it is necessary to contrast and to calibrate with data obtained in prototypes or physical models. 
To test the hydraulic behaviour of the intake system, laboratory measurements were used to model and calibrate CFD simulations. The Finite Volume Scheme program ANSYS CFX (version 16.2) has been used. This program was previously used for solving intake systems with accurate results (Castillo et al. b) .
For turbulent flow, CFD codes solve the differential Reynolds-averaged Navier-Stokes (RANS) equations of the phenomenon in the fluid domain, retaining the reference quantity (mass, momentum, energy) in the three directions for each control volume identified. The equations for conservation of mass and momentum may be written as:
where i and j are indices, x i represents the coordinates directions (i ¼ 1 to 3 for x, y, z directions, respectively), ρ the flow density, t the time, U the velocity vector, p the pressure, u 0 i presents the turbulent velocity in each direction (i ¼ 1 to 3 for x, y, z directions, respectively), μ is the molecular viscosity, S ij is the mean strain-rate tensor and Àρu 0 i u 0 j is the Reynolds stress.
Although the RANS equations can be applied to variable-density flows, in this case Navier-Stokes equations are considered in their incompressible form.
Turbulence models
To reach closure of the Navier-Stoke equations, oneequation to direct simulation turbulence models can be used. As a compromise between accuracy and computational effort, the RANS turbulence models are widely used. Eddy viscosity turbulence models consider that such turbulence consists of small eddies which are continuously forming and dissipating, and in which the Reynolds stresses are assumed to be proportional to mean velocity gradients.
The Reynolds stresses may be related to the mean velocity gradients and eddy viscosity by the gradient diffusion hypothesis:
with μ t being the eddy viscosity or turbulent viscosity, k ¼ 1=2u 0 i u 0 i the turbulent kinetic energy and δ the Kronecker delta function.
The choice of the turbulence model may have great importance in some studies (Castillo & Carrillo ) . In this work, some of the most usual RANS turbulence models have been tested.
Standard k-ε model
This model (Launder & Sharma ) is considered as the standard turbulence model and it is considered in the majority of the CFD programs. The effective viscosity is calculated as:
where C μ is an empirical coefficient and ε is the dissipation rate of turbulent kinetic energy.
Re-normalization group k-ε model
In theory, the re-normalization group (RNG) k-ε model is more accurate than the standard k-ε model. The RNG k-ε turbulence model is based on a RNG analysis of the Navier-Stokes equations. The transport equations for turbulence generation and dissipation are the same as those for the standard model, although the model constants differ and the constant C ε1 is replaced by the function C ε1RNG (Yakhot & Smith ):
with this being:
where C μRNG ¼ 0.085 is a closure coefficient, β RNG a constant with a value of 0.012, P k the turbulence production due to viscous forces (ANSYS Inc. ), ρ the flow density and ϵ the dissipation rate of turbulent kinetic energy.
k-ω based shear-stress transport model
The k-ω turbulence models assume that the turbulence viscosity is linked to the turbulence kinetic energy, k, and the turbulent frequency, ω, as:
The shear-stress transport (SST) model takes into account the accuracy of the k-ω model in the near wall region and the free stream independence of the k-ε model in the outer part of the boundary layer. To do this, the original k-ω model (Wilcox ) is multiplied by a blending function F 1 , while the k-ε model (Launder & Sharma ) is transformed to a k-ω formulation and multiplied by a function 1ÀF 1 (Menter ). F 1 is designed to be 1 inside the boundary layer and decreases to a value of 0 away from the surface. If Φ 1 represents any constant in the original k-ω model and Φ 2 represents any constant in the transformed k-ε model, then the corresponding constant in the model Φ 3 may be written as:
From the three two-equation turbulence models considered, this model has obtained the best results in the study of free surface falling jets (see Castillo et al. a, a) .
Convergence criteria
In judging the convergence of a solution in a finite volume scheme, a widely used method entails monitoring the residuals. Residuals are defined as the imbalance in each conservation equation following each iteration. The solution is said to have converged if the scaled residuals are smaller than prefixed values ranging between 10 À3 and 10 À6 . In this work, the residual values were set to 10 À4 for all the variables.
Free surface modelling
To solve the air-water two-phase flow, the Eulerian-Eulerian multiphase flow homogeneous model was selected. In each control volume, the sum of volume fraction of all phases (r α )
is the unit. Three conditions are possible for each cell:
• r α ¼ 0. The cell is empty of the α phase.
• r α ¼ 1. The cell is full of the α phase.
• 0 < r α < 1. The cell contains the interface between the α phase and one or more other phases.
It may be assumed that the free surface is on the 0.5 air volume fraction.
Boundary conditions
The 
RESULTS
Before studying all the range of flows and slopes in the intake system, mesh sensitivity analysis and turbulence model comparisons were performed. Once the best options were obtained, the different settings of the physical model were analysed. Laboratory and simulated data were compared at the same geometric scale after the steady state was reached.
Mesh size independence
In the study of intake systems, there is flow separation and high turbulence that need high quality mesh elements to solve the problem with the highest accuracy. For these reasons, hexahedral mesh elements were used.
To determine the accuracy of the numerical simulations data, in the first place, the flow profiles along the rack were compared by using three different mesh sizes (0.002, 0.004 and 0.008 m). Table 4 shows the number of elements and the mean time required to solve the simulations using an 8-core Intel(R) Xeon(R) CPU at 2.40 GHz and with 12 GB of RAM. Figure 6 compares the flow profiles measured in the laboratory over the centre of the bars with the simulated data obtained for the three mesh sizes considered. Table 5 shows the comparison of water depths for the q 1 ¼ 155.4 l/ s/m. In all the cases, the water profiles obtained with the CDF methodology were similar to the laboratory measurements (differences smaller than 0.70% of the characteristic length over bars, L 2 , for the 0.004 and 0.002 m mesh sizes and smaller than 1.30% for the 0.008 m mesh size). The water depths obtained with the 0.008 m mesh size tend to be slightly smaller than the measurements and the other mesh sizes. This seems to be related to the way in which CFX obtains the interface capture approach of the free surface (ANSYS Inc. ). When the mesh sizes increases, the precision of the interface tends to be smaller. There are no outstanding differences between the results obtained with the 0.004 and 0.002 m mesh sizes.
As there are no remarkable differences between the results obtained with the intermediate and the smaller mesh size, but the required time is around five times longer with the 0.002 m mesh size, the 0.004 m mesh size was used to analyse the different specific flows and rack slopes.
Turbulence model
The influence of the turbulence model has also been analysed. Three different turbulence models have been considered: the standard k-ε, the RNG k-ε, and the SST models. Although there are no outstanding differences, the SST turbulence model was selected to analyse the different specific flows and rack slopes, based on previous studies comparing the three turbulence models in free falling flows (Castillo et al. a, a) . 
Flow profiles over the rack
Once the mesh size and the turbulence model had been tested, simulations were carried out with five specific flows and five slopes.
In order to know the accuracy of the numerical simu- 
Wetted rack length
Knowing the required length of the rack necessary to derive a determinate flow is essential for the designers.
Experimental measurements and CFD simulated values
of L 1 and L 2 have been used to compare the required rack length for several specific flows and slopes (Tables 6   and 7) . Differences between measured and calculated rack lengths are around 1% of the laboratory value for all the cases considered. Those differences tend to increase as the input discharge decreases. This seems to be related to 
Water collected
Figures 10 and 11 compare the water collected along the rack length for several specific flows and two different rack slopes. In both cases, the ratio flow entrained-flow collected is almost the same. In the laboratory, it was only possible to measure in the first 50 cm of the rack length and the total water collected flow. After this distance, the water flows were very small and it was therefore complicated to split the increments in the collected and the rejected flows. As a result of the shape of the T bars, the surface tension phenomena tend to cause high values of L 2 , even when more than 95% of q 1 is derived in the vicinity of L 1 .
Discharge coefficient
Following the idea proposed by Righetti & Lanzoni () , the angle of the velocity vector of water collected with the rack plane, θ, has been obtained in the numerical simulations as an estimator of the discharge coefficient along the rack. Figures 12 and 13 compare the results obtained for different specific flows and rack slopes. The numerical results have been compared with the empirical expression proposed by García () for T shape bars:
Equation (12) was adjusted by using experimental measurements of the derived flow in Equation (3). The hypothesis of H 0 ¼ H min for the incoming flow was adopted for this adjustment. The discharge coefficient proposed in Figure 10 | Derivation capacity of the intake system with rack slope ¼ 10%. Figure 12 | Comparison of the discharge coefficient along the rack for a rack slope of 10%.
Figure 13 | Comparison of the discharge coefficient along the rack for a rack slope of 30%.
Figure 11 | Derivation capacity of the intake system with rack slope ¼ 30%.
Equation (12) avoids the requirement of the water depth along the rack to calculate the derived flow. 
DISCUSSION
Intake systems are used in stepped streams to obtain water, minimizing the sediment collection. The basic idea may be extrapolated to semiarid regions, in which the lack of water is a problem to deal with.
Boundary layer separation and high turbulence appear
in bottom intake systems. In addition, the water depths in some sections of the rack and the spacing between bars make it difficult to use intrusive instrumentation.
Numerical simulations can help in the choice of the right intake system design but prior to this they should be compared with experimental and field data.
In this paper, the accuracy of ANSYS CFX to solve an intake system has been tested. Table 8 ).
According to different authors (see Figure 2 ), the rack length required to collect a desirable flow may vary up to two-fold. This range of possible values generates uncertainty in designers. In these situations, numerical models previously validated may reduce the lack of confidence during the design of intake systems and complement the laboratory studies.
Numerical simulations require a mesh sensitivity analysis. With mesh sizes of 0.004 m (around 1/3 of the spacing between bars in this case), the results are independent of the mesh size. Smaller mesh sizes would require more computational effort without remarkable differences in the results. Larger mesh sizes tend to obtain flow profiles below the laboratory measurements.
Regarding the choice of turbulence models, three different turbulence models have been considered. The results obtained are almost the same, with no significant differences between them. Based on previous studies in free-falling jets, the SST turbulence model was selected.
Once the sensitivity analysis was done, different comparisons were been considered. Regarding the flow profiles over the rack, the results are in agreement with the laboratory measurements for all the cases analysed. In the same way, the maximum wetted rack lengths over the bars and over the spacing diverge around 1% from the laboratory measurements. The results obtained for the water collected along the rack are also quite similar.
Finally, the sinus of the angle of the velocity vector of water collected with the rack plane has been considered as a discharge coefficient along the rack. The results are in agreement with previous studies published by Righetti & Lanzoni () and by García (). 
CONCLUSIONS
The results obtained with ANSYS CFX offered good agreement with the laboratory measurements and the empirical formulae (differences smaller than 1%). In this way, simulations can be used to complement laboratory and empirical data, allowing a better design to be obtained.
Numerical results are sensitive to the mesh size considered. In this way, the mesh size needs to be reduced until no significant differences are obtained between the results.
