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Синтез информационной системы предполагает создание (выбор) такой структуры, которая имела бы оп-
тимальные показатели структурной эффективности и вероятности нормального функционирования. Система 
считается оптимальной, если она обладает наилучшим (в заранее установленном смысле) значением вектора 
показателей качества. Таким образом, разрешение данной проблемы состоит в: нахождении множества эле-
ментов системы и связей между ними при заданном числе входов; определении значений вероятностей без-
отказной работы элементов с учетом их назначения в системе; выборе комплекса технических средств из 
заданного набора с учетом алгоритма сбора и обработки первичной информации. 
Системы сбора информации (ССИ) являются сложными многосвязными системами с иерархической 
структурой. Поэтому возникает задача оценки связности структуры ССИ как числа работоспособных путей 
вход-выход, обеспечивающих направленное движение информации в подмножестве неотказавших элемен-
тов системы. Тогда возникает проблема анализа структуры ИС, заключающегося в численном определении 
характеристик качества. Многократное решение задачи анализа избранного класса иерархических структур 
позволит получить оптимальную структуру, отвечающую предъявляемым требованиям к ней и реальным 
возможностям. 
Предлагается аналитический метод расчета вероятностных характеристик иерархических систем. Для 
анализа используется аппарат производящих функций [1], а также логико-вероятностные и структурно-
топологические методы исследования надежности сложных систем [2]. 
Любая иерархическая система может быть представлена как совокупность базовых структурных форм 
параллельного и последовательного типов. 
Для общего случая несимметричной анизотропной структуры можно рассчитать вероятность связности 
сети, используя производящие функции базовых структурных форм. Последние выражаются следующими 
рекуррентными соотношениями: 
Ф2 (z) = Я1 + PiZ 
Ф3 (z) = q2 + p2 Фі (z) = q2 + P: (qi + Piz) 
Фп-і ( z ) = q„-i + P n-i Ф „-і ( z ) = 42 + P i ( q i + P i z ) 
Ф ( z ) = q n + Pn Ф n ( z ) = q n + Pn [q n-i + Pn-i [••• + P 2 ( q i + P i z ) ] l . . . ] 
или в общем виде: 
п 
®(z) = p0 + p iz + p2z2 + ... +p„z"= PiZ1 
; = 0 
где pi ( i=0,1,2, . . . , п и q=l-p) есть вероятность наличия связи между выходом и п узлами на входе. 
Предложенный метод определения вероятности связности сети дает возможность определять эффек-
тивность функционирования системы, т.е. определить число элементов на входе, связанных с выходом, по 
полученной производящей функции. Каждый коэффициент при 2 в /-ой степени показывает вероятность то-
го, что существует связь числа / элементов на входе с выходом. 
Непосредственно по производящим функциям вычисляются моменты показателей связности. Напри-
5 
мер, математическое ожидание числа связных входов как первый начальный момент М = —- Ф(г) 
dz 
д2 
Второй начальный момент - дисперсия М 2 = — Ф(г) 
dz 
Показатель эффективности системы Е=М/п, где п - количество элементов на входе. 
В целом, разработанный метод открывает возможности аналитического исследования сетей произволь-
ной структуры и различного назначения. Эффективность метода состоит в возможности составить компакт-
ное (в виде свертки) аналитическое представление обобщенно вероятностной характеристики качества-
связности системы, поддающейся быстрому расчету с помощью ПК. Это, в свою очередь, позволяет варьи-
ровать большое количество параметров заданной структуры и вариантов, что делает возможным решение 
задачи оптимизации путем выбора рациональной структуры на заданном множестве параметров и тополо-
гий. 
Обобщенный характер представления структуры через характеристики ее элементов открывает путь для 
оценки стоимости, выбора структуры и параметров в координатах "качество (эффективность, связность) -
стоимость". 
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Особенностью информационных систем (ИС) сферы розничной торговли является их направленность на 
принятие управленческих решений по информации, обобщенной по результатам обработки огромного коли-
чества детальных данных о продажах, поставках и т.д. Сегодня уже с уверенностью можно сказать, что оп-
ределенный набор информационной инфраструктуры является необходимым условием успешной работы 
розничного предприятия. 
Использование информационных технологий в розничной торговле оправдано в двух случаях. Во-
первых, - для улучшения процесса товарооборота (оптимизации логистики, контроля наличия необходимого 
количества товара на складе и т.д.). Во-вторых, - для облегчения процесса обслуживания покупателя (быст-
рого поиска покупателями необходимого им товара, уменьшения очередей и т.д.). 
Основной задачей ИС является усовершенствование процесса функционирования компании - когда на 
смену большой последовательности действий, подчас затратных по временным и материальных ресурсам, 
приходит удобный и четко структурированный алгоритм действий, совершаемых автоматизированной сис-
темой. 
Другой важной задачей ИС является оперативность и объективность при поступлении, обработке и ана-
лизе информации о товарообороте и, как следствие, повышение качества принимаемых управленческих ре-
шений. 
При постановке вопроса о внедрении ИС перед руководителем предстает целый ряд проблем, решение 
которых и должно ответить на вопрос о целесообразности использования ИС на данном этапе и ожидаемом 
эффекте. Эти проблемы можно сгруппировать следующим образом. 
1. Выявление управленческих (производственных) задач, для решения которых нужна ИС. 
2. Определение бизнес-процессов, необходимых для внедрения и/или для реорганизации, чтобы отдача 
от использования ИС была максимальной. 
3. Формулировка правил, по которым будет осуществляться управление информационными потоками в 
новом режиме. Учет возможности пресловутого сопротивления персонала нововведениям. 
4. Обоснование выбора программного комплекса для ИС: отечественного или зарубежного; многофунк-
ционального и дорогостоящего или более дешевого компромиссного варианта. 
5. Решение что делать со старыми программами обработки информации и управления БД: интегрировать 
с приобретаемым решением или уничтожать. 
6. Выбор метода оценки экономической эффективности от внедрения. Сопоставление реальной экономи-
ческой отдачи и полной стоимости внедрения. 
Конечно, первые пять из перечисленных проблем полностью определяются решением первой из них. 
Особенно это сказывается на четвертом пункте. Тут надо четко представлять, что любой программный ком-
плекс может оцениваться только применительно к конкретной задаче и никоим образом не сам по себе. Не 
всегда бывает оправдано приобретение дорогостоящего обеспечения, если оно не приспособлено решать в 
полной мере конкретные ваши задачи. 
Среди торговых программных решений различают как минимум три типа программных продуктов: 
1) программное решение, разработанное на базе универсальных ERP-систем с учетом особенностей от-
расли; 
2) программное решение, изначально разработанное для розничных компаний и учитывающее большин-
ство особенностей отрасли (отраслевые решения); 
3) программные решения, разработанные "под заказ" для конкретной розничной компании ("заказная 
ИС"). 
Одним из важнейших критериев, которые окончательно обосновывают риск внедрения ИС, является 
оценка эффективности этого внедрения. 
В настоящий момент существуют три использующихся подхода к оценке эффективности инвестиций в 
реализацию ИС: 
• постфактум анализа результатов похожих проектов (бенчмаркинг); 
• экспертная оценка; 
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