In a recent article (Larsen, Morel, and Miller, J .Comput. Phys. 69, 283 (1987)), a theoretical method is described for assessing the accuracy of transport differencing schemes in highly scattering media with optically thick spatial meshes. In the present article, this method is extended to enable one to determine the accuracy of such schemes in the presence of numerically unresolved boundary layers. Numerical results are presented that demonstrate the validity and accuracy of our analysis.
I. INTRODUCTION
In the last four decades, much effort has been spent on the development and analysis of numerical methods for discrete ordinates problems. The motivation for this work has come largely from the nuclear power industry, for which accurate solutions of geometrically complex neutron transport problems are required. Much of this work is described in the recent book by Lewis and Miller [2] . With few exceptions, the spatial differencing schemes that have been widely used produce solutions whose errors tend to zero when the optical thickness of the spatial cells r = oh tends to zero. Theoretical studies of these differencing schemes have focused on optically thin cells, and error estimates of the form O(Y) for z < 1, obtained by the estimation of truncation errors, are typical results of these studies. A representative sampling of this work is given in . The optically thin regime is relevant for neutron transport, where one can usually afford the computer storage necessary to achieve spatial meshes satisfying t < 1.
In recent years, however, neutronics methods have been applied to electron and thermal radiation transport problems, which are optically much thicker than 212 neutron transport problems. Here computer storage limitations frequently require the use of spatial meshes which are extremely thick by neutronics standards; typical values of z for electron transport [7] are t = O( lo*), and for thermal radiative transfer [S] are z = 0( 106). One may expect accuracy in such problems with optically thick cells because away from boundary layers, the scale length over which the solutions vary by an 0( 1) amount constitutes many mean free paths. In the case of electron transport, this scale length is associated with the transport-corrected mean free path, and in the case of photon transport, with the diffusion length. Nevertheless, it is clear that theoretical results for z 4 1 cannot be relevant in assessing the accuracy of transport differencing schemes for such optically thick meshes.
In a recent article [ 11, a r B 1 analysis for "diffusive" problems is developed, and in this article we extend this analysis to problems containing boundary layers which are not resolved by the spatial mesh. The traditional r < 1 analyses are based on the estimation of truncation errors; the t % 1 analysis in [ 1 ] and this article is instead based on an asymptotic expansion. This expansion was first applied [9, lo] to the following analytic transport problem. In this article, we will consider discretized versions of this problem:
cJT(X) --EE(TA(X) ;[;,+C~p')dlc.+~> This problem is written in standard neutronics notation, except for the scaling in the small dimensionless parameter E, which is fully discussed in [ 11. Thus, Ii/(x, p) is the angular flux at the point x in the "direction" p, gT(x) is the scaled total cross section, Go is the scaled absorption cross section, Q(x) is a scaled source, and 4(x) is the scalar flux. These quantities are required to be 0( 1) as E + 0. Thus, Eq. (1.1) is scaled in such a way that the physical total cross section E-'rrr. is large, while the physical absorption cross section soA and the physical source EQ are small and comparable in size. (We refer the reader to [ 1 ] for a thorough discussion, which we cannot reproduce here, on the rationale for the scaling in Eq. (l.la), and for a more detailed presentation of the ideas underlying our asymptotic methodology.) We shall assume, for simplicity, that or.(x), bA(x), and Q(x) are continuous functions of x, so boundary layers in the above problem can occur only at the cell edges x=0 and x= L. As E + 0, the solution of problem (1.1) has been shown [9, lo] to satisfy: O<p<l Equation (1.3a) is the standard diffusion approximation to the transport equation, The boundary conditions (1.3b) and (1.3~) can be understood heuristically as follows. As E --, 0, the incident flux f(p) at p = 0 "sees" a slab of infinitely large optical thickness, with infinitesimally small absorption and sources. In other words, it sees, in standard neutronics terminology, a "c = 1" half space. (In our notation, the "scattering ratio" c is given by c = 1 -s2trA/crT, and is asymptotically close to unity.) Thus, a few mean free paths to the right of x=0, the angular flux behaves as the solution of the c = 1 half-space problem, i.e., as the isotropic constant given by the right side of Eq. (1.3b). Similarly, the incident flux g(p) at x = L "sees" the c = 1 half space x < L, so the angular flux, a few mean free paths to the left of x = L, tends to the isotropic constant given by the right side of Eq. (1.3~).
In [ 11, the asymptotic expansion which leads from (l.la) to (1.2) and (1.3a) is applied to the discretized version of the transport equation (l.la) on a fixed spatial mesh. (In this earlier work, the boundary conditions (l.lb) and (1.1~) are not treated.) We note that as E + 0, each spatial cell becomes infinitely many mean free paths thick. If the asymptotic solution of this discretized equation converges as E -+ 0 to the solution of a stable and consistently discretized version of the diffusion equation (1.3a) , then the transport differencing scheme is said in [l] to possess the "thick" diffusion limit, and the use of this transport differencing scheme on optically thick meshes is partially justified. The numerical result in Cl], however, show that schemes possessing this thick diffusion limit do not always produce accurate solutions in thick diffusive problems. The extra condition which a differencing scheme must satisfy to guarantee an accurate numerical transport solution is for it to resolve, with a suitably line spatial mesh, the transport boundary layers at exterior boundaries, where anisotropic incident fluxes may enter the system, and at interior boundaries between media with different material cross sections. In practice, computer storage limitations frequently do not allow the use of an optically thin spatial mesh, both throughout a system and in the vicinity of boundary layers. This is particularly true in multidimensional geometries. Therefore, the analysis in [ 1 ] does not fully apply to the "coarse mesh" discretizations frequently used for electron and photon transport problems because it does not assess the accuracy of a transport differencing scheme on a spatial mesh containing a numerically unresolved boundary layer. In this article, we extend the method in [l] to this type of problem.
To be specific, we consider the asymptotic expansion applied to the fufl problem (l.l), with the boundary conditions. We apply this expansion to the full discretized problem with a fixed spatial mesh, obtaining as E + 0 a set of equations for the unknowns in the discretization scheme. Again, in this limit, each spatial cell in the problem becomes infinitely many mean free paths thick. Away from x=0 and x = L, these equations either are or are not a stable and consistent discretization of the diffusion equation (1.3a); if they are, then the first necessary condition for the differencing scheme to be accurate for thick cells is met. For the cells adjoining x = 0 and x = L, these equations take the form of boundary conditions which either do or do not closely approximate Eqs. (1.3b) and (1.3~); if they do, then the second necessary condition for the differencing scheme to be accurate for thick cells is met. The third and final condition for accuracy is that the transport spatial mesh be sufficiently fine that the discretized diffusion problem (1.3), resulting from the asymptotic expansion of the discretized transport problem (ll), is adequately resolved on this mesh.
In this article we discuss in detail the diamond difference (DD) and linear discontinuous (LD) spatial differencing schemes [2, 12, 131 for the standard discrete ordinates equations. (We also consider simple generalizations of the LD method and include a brief discussion of a "new" method described in [ 11.) Our conclusions are as follows:
(1) Although the cell-average DD fluxes possess the thick diffusion limit, the cell-edge fluxes do not (this was shown in [l]), and both can be quite inaccurate if either of the incident boundary fluxes is anisotropic.
(2) Although ,the "new" method in [ 1] has cell-edge and cell-average fluxes which possess the thick diffusion limit (this was derived in [l]), the boundary conditions for this diffusion equation become unbounded as E + 0 if either of the boundary fluxes is anisotropic. This explains the disastrous performance of this method in problem 4 of [ 11.
(3) The LD methods have cell-edge and cell-average fluxes which possess the thick diffusion limit, and these methods are surprisingly accurate for problems with anisotropic boundary fluxes.
(4) Among the differencing schemes considered here and in [ 11, the LD methods are the most accurate for optically thick cells with unresolved boundary layers. In fact, these methods are sufficiently accurate that they should be adequate for many practical applications.
A summary of the .remainder of this article follows. In Section II we analyze the DD method; this was incompletely done in [ 11. In Section III we summarized our results for the "new" method described in Cl], and in Section IV we analyze the LD method. In Section V we consider numerical accuracy on the system boundaries, and in Section VI we present numerical calculations that demonstrate the validity of our theory. We conclude with a discussion in Section VII. (2.ld)
In these equations, we use any standard symmetric quadrature set {cl,, w,} of even order N, satisfying j, (&Jk w, = i
We choose a spatial mesh such that the jth cell, for 1 <j< J, is defined by x,-,,,<x-cx~+~,~ with hj=xj+1,2-xjP1,2=cell width, x~=(x~+,,~+x~-,,~)/~= cell center, x1,2 = 0 and xJ+ 1,2 = L. Also, integer +f subscripts refer to cell-edge quantities, and integer subscripts refer to cell-average quantities.
To perform the asymptotic analysis, we introduce the ansatz for both the cell-edge fluxes $,, j+ ,,2 and cell-average fluxes J/,,,j into Eqs. (2.1), equate the coefficients of e-l, co, and a', and then solve the resulting system of equations.
The which have been written in the order in which they will be solved. To treat the first of these equations, let us make the following definitions:
The first of these is somewhat curious, but it will be justified in what follows. These two definitions imply that To proceed, we must consider the O(E') equations. However, we only need the 0(&l) part of Eqs. (2.la) and (2.lb): 3a) . Therefore, the cell-average fluxes have the thick diffusion limit, whereas the cell-edge fluxes generally do not, unless rff'=O.
If we now ask whether the boundary conditions (2.21) closely approximate Eqs. (1.3), the answer is that they do not, unless (see Eq. (1.5)) f, and g, happen to satisfy o= 1 (2.32) h=-0 These conditions hold if f, and g, are isotropic, but they do not hold in general.
Also, we note that for arbitrary problems, the boundary conditions (2.21) depend on whether there is an even or an odd number J of spatial cells in the system! Moreover, the variation on the left boundary (for odd or even J) is due solely to an anisotropic incident boundary flux on the right boundary, and the variation (for odd or even J) on the right boundary is due solely to an anisotropic incident boundary flux on the left boundary. Equally interesting is that fact that if the ( -l)-' terms in Eqs. (2.21) were not present, then by Eqs. (1.3) and (1.5) , we would have an excellent representation of the correct boundary conditions (1.3). However, this is a moot point because these ( -1)' terms in fact are present.
The definition (2.7) seems, at first glance, to be a bit arbitrary; the more obvious choice would be (2.33) One can in fact implement our analysis with this (or any other) definition of 4?+' ,,2r but the resulting algebraic details actually become considerably more complicated, and the results, in the end, are identical with those derived above. We have opted in this article to use the non-obvious definition (2.7) because it leads to the simplest analysis.
In conclusion, the DD cell-average fluxes are determined by a discretized version of the correct diffusion equation. However, the boundary conditions for this equation are generally incorrect if the boundary fluxes are anisotropic. Moreover, these incorrect boundary conditions vary, depending on whether the system has an odd or an even number of cells.
III. THE "NEW" METHOD
In [ 11, a "new" differencing scheme is discussed for which, unlike the DD method, the cell-edge and cell-average fluxes both have the optically thick diffusion limit. However, in problem 4 of [ 11, consisting of a normally incident flux on a slab with optically thick spatial cells, this method yields a solution with an extremely large (and inaccurate) amplitude. We have applied our full asymptotic analysis to this problem. The details of this analysis will not be described here, but the main results are as follows. If either of the incident boundary fluxes is anisotropic, then the ansatz (2.3) for the cell-average and cell-edge fluxes does not lead to a consistent asymptotic solution, whereas the more general ansatz This analysis shows that although the cell-edge and cell-average fluxes generated by the "new" scheme do satisfy the correct diffusion equation in the optically thick, diffusive limit, the scheme interacts with unresolved transport boundary layers so poorly that the boundary conditions for the diffusion solution are extremely inaccurate. Clearly, the "new" scheme is not suitable for general, optically thick problems. (Modifications in this scheme, however, have been devised which correct some of these deficiencies [14, 151.) The results in this and the previous section emphasize the main theme of this article: to obtain accurate transport solutions on optically thick and diffusive cells, a differencing scheme must have the optically thick diffusion limit and the boundary conditions to go with this diffusion equation must be accurate. In the next section, we consider LD schemes, for which both these conditions are met.
IV. LINEAR DISCONTINUOUS METHODS
The LD methods which we now consider are derived from finite-element considerations. On the jth spatial cell, let us define the cell-average flux I+G,~ and cell-average "slope" $,,,j by gmj = $ J::,ir (X-Xj) $m(X) dx.
I J (4.3e) Equation (4.3a) is obtained by integrating the discrete ordinates form of Eq. (lla) over the jth cell. Equation (4.3b) is obtained by multiplying the discrete-ordinates form of Eq. (l.la) by x-xi, integrating over thejth cell, and setting 0 = f. It turns out to be useful, however, to consider other values of 0, so in our analysis we shall allow 8 to be a free parameter [16] . Within the context of the discrete-ordinates approximation, Eqs. 
where dy' and $y' are, at this point, undetermined. where dj" is, at this point, undetermined.
To determine the remaining ~~~ 1,2, we must consider the O(E') equations. The two of these which we will need are: Therefore, the numerical solution in all but the two outermost cells adjoining the boundaries is determined by a stable and consistent discretization of the correct diffusion equation, and even though no effort has been made to resolve the boundary layers, the numerical diffusion boundary conditions very closely agree with the analytic diffusion boundary conditions. The parameter 8 appears in Eq. (4.16a), but not in (4.16b) or (4.16~). Although the standard value, 8 = & arises as a natural consequence of the finite element procedure, the choice 8 = 1 appears to be better for optically thick cells because it causes the absorption terms to collapse to a one-point rather than a three-point representation, making Eq. (4.16) more robust. We recommended the choice 8 = 1 for optically thick cells.
We now turn our attention to the two cells adjoining the outer boundaries of the system. In these cells, the outermost cell-edge fluxes [$,, 1,2 and $,, J+ ,,*I are, to leading order, unaffected by the diffusion problem Therefore, the cell-average fluxes in the two outermost "boundary" cells can have significantly larger errors than the corresponding fluxes in the "interior" cells. The LD solutions behave in a quantitatively different manner in the boundary cells because of the unresolved boundary layers in these cells at x=0 and L. It is quite surprising that the LD solutions are so accurate in the interior cells, because these "see" information from the boundaries only as it is passed through the two (relatively inaccurate) boundary cells. Nevertheless, the numerical results that we have observed are in complete agreement with our theory.
V. ACCURACY ON SYSTEM BOUNDARIES
In the previous sections we have determined the asymptotic limit of discretized versions of the transport problem (1.1) and have shown that, to varying degrees of accuracy, one obtains discretized versions of the diffusion problem (1.2) in the interior of the system. In this section we compare the analytical and numerical transport results as E + 0 on the outer boundaries of the system, at the points x = 0 and L, where the diffusion solution (1.3) is not valid.
As E + 0, the analytic solution of problem ( Therefore, the DD angular fluxes exiting the slab are highly distorted, the corresponding scalar fluxes at the system boundaries can be very inaccurate, and both generally will vary, depending on whether the system contains an even or odd number of cells. In contrast, the LD exiting angular fluxes are smooth, and the corresponding scalar fluxes at the system boundaries are quite accurate.
VI. NUMERICAL RESULTS
In this section we shall consider two slab-geometry transport problems that illustrate the theory developed above. The first problem is defined by: The dimension of x is cm and of dT and CT~ is cm-'. The system in this problem thus consists of a two mean-free path purely absorbing slab adjoining a one thousand mean-free path purely scattering slab. An isotropic incident angular flux $(x, p) = 1 on the outer edge of the absorber attenuates to the anisotropic angular flux $(x, p) = e-*Ifi that enters the thick, scattering region. We solved this problem using the S1, Gauss-Legendre quadrature set and h= lfb,N i . cells that are optically thick, and the boundary layer at x = 1 is not resolved. Away from the right and left boundaries of the scattering region, the exact angular flux is nearly isotropic and the spatial variation is nearly linear. The "exact" (obtained using a very fine spatial mesh) scalar flux and the DD cell-average scalar fluxes for this problem are shown in Fig. 1 , for N = 10 and 11. As predicted by our theory, the N = 10 and 11 fluxes vary linearly across the scattering region, and both solutions agree near the boundary layer at x = 1, but they increasingly disagree away from the boundary layer. The results for other even values of N lie nearly on the line drawn through the N= 10 points in Fig. 1 , and results for other odd values of N lie nearly on the line drawn through the N = 11 points in Fig, 1 . .
The exact scalar flux and the DD cell-edge scalar fluxes for this problem are plotted in Fig. 2 , again for N= 10 and Il. As predicted by our theory, these fluxes oscillate by substantial amounts around the exact solution.
The exact scalar flux and the LD cell edge and cell-average scalar fluxes for problem one are plotted in Fig. 3, for N = 10 . Other values of N produce essentially the same results. As predicted by our theory, the LD solution is very accurate, except in the first cell (containing the unresolved boundary layer) in the purely scattering region.
Problem two is defined by O<x<20, (6.2a) The system in this problem consists of a 1000 mean free path slab, with absorption and a flat interior source, adjoining a 1000 mean free path purely scattering slab with no interior source. The exact solution of this problem is nearly constant, C$ = 1, in the source region, and it varies nearly linearly from 4 = 1 to C$ = 0 as x increases from 10 to 20. Although the source region is not "asymptotically diffusive" because cA is not small, the solution of the standard diffusion approximation to the above problem is, nevertheless, highly accurate. We solved this problem using the S8 quadrature set and l<x<lO lO<x<20 (6.W with various values of N.
The exact and DD cell-average scalar fluxes for this problem are plotted in Fig. 4 , for N= 10 and 11. Although the DD fluxes are reasonably accurate in the source region, they are highly inaccurate in the scattering region. As before, results for other even values of N lie nearly on the line drawn through the N= 10 points in Fig. 4 , and results for other odd values of N lie nearly on the line drawn through the N = 11 points in Fig. 4 .
The reason for the inaccuracies in these DD results can be seen in Fig. 5 , which contains plots of the exact and the DD cell-edge scalar fluxes. Here we see that the DD cell-edge fluxes oscillate across the entire problem, and because the edge fluxes that leave the source region and enter the scattering region are the ones that "drive" the solution in the scattering region, large errors in these edge fluxes will generate comparably large errors in both the cell-edge and cell-average fluxes in the scattering region. The exact and the LD cell-edge and cell-average scalar fluxes for this problem are plotted in Fig. 6 , for N= 10. Other values of N produce essentially the same results. As in problem one, the LD solution is very accurate, except for the cell containing the boundary layer at x = 0.
These two examples explicitly demonstrate that for diffusive transport problems containing optically thick spatial cells and unresolved boundary layers, the DD cell-edge and cell-average fluxes can have unacceptably large errors, while the LD cell-edge and cell-average fluxes have errors that are often negligible.
VII. DISCUSSION
In this article we have developed and tested an asymptotic method for determining the accuracy of numerical transport solutions for diffusive problems with optically thick spatial meshes and unresolved boundary layers. Our theory uses the fact that the analytic transport problem asymptotically tends to an analytic diffusion problem, by determining whether the discretized transport problem tends (in the same asymptotic limit) to the correct discretized diffusion problem.
Our results for the DD scheme are mixed; they show:
(a) if the prescribed incident fluxes satisfy Eqs. (2.32) (which happens, for example, if these fluxes are isotropic) then the cell-average fluxes will be accurate; (b) if the prescribed incident fluxes are isotropic, then the cell-edge fluxes will be accurate; (c) for anisotropic incident boundary fluxes, the DD cell-edge and cell-average fluxes can be inaccurate, and these inaccuracies will depend on whether the number of cells in the system is even or odd.
Our results for the LD method are much more encouraging; the LD cell edge fluxes are very accurate everywhere, and cell average fluxes are very accurate on all cells except possibly those containing unresolved boundary layers. Moreover, the bounds on the LD errors which we determined (Eqs. (4.21) (4.26), and (5.6b)) are worst-case estimates that are rarely met in practice.
One of the serious objections to the LD method is that it requires more storage than the DD method-a factor of two more in one spatial dimension, of three in two spatial dimensions, and of four in three spatial dimensions. However, this LD storage penalty is compensated by the need to use a very fine spatial resolution of boundary layers with the DD method to achieve the accuracy that LD procedures with totally unresolved boundary layers.
Finally, we have examined another high-order differencing scheme based on a linear representation of $ in each cell-the linear moments method [4, 181, which is a l-dimensional version of the linear-linear nodal method [19] ; our asymptotic results are identical to those derived in Section IV for the LD method. It seems likely, therefore, that only marginal gains in accuracy can be achieved with other differencing schemes based on a linear representation of II/ in a cell, and that to obtain significantly better results one will have to consider methods based on quadratic representations. This might be a fruitful avenue for further research.
