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ABSTRACT
Singular value decomposition is a promising tool in the analysis
and control of process systems.

Singular value decomposition is an

established tool in the analysis of linear numerical mathematics and
many of the procedures developed there have utility in the study of
process systems.

The decomposition of the process gain matrix comple

ments the Relative Gain Array in discerning information about interaction
and control of a multivariable process.

Vector and matrix norms are

intimately associated with the decomposition and provide bounds relating
process inputs and outputs.
The singular value decomposition provides a framework for a gener
alized multivariable controller, the singular value controller.

This

controller is based on a diagonal matrix of proportional and integral
gains and on the two orthogonal matrices obtained from the decomposition.
The controller has the property of finding the smallest process input
that reduces the error in the output to a minimum.

For the square non

singular system, the controller finds the unique input that reduces the
error to zero.

For systems with more outputs than inputs, the controller

finds the input that reduces the sum of the errors squared to its mini
mum.

For systems with more inputs than outputs, the controller maintains

the set point by finding the unique minimum input from the infinite set
of possible inputs.
Digital simulation provides a means to find the optimal tuning
parameters for integral error criteria such as IAE or ITAE.

Generally,

the singular value controller provided better control for set point
iii

iv
changes than did the conventional pairing of single loop PI controllers.
The singular value controller was tuned successfully for multivariable
processes by adapting a Ziegler Nichols type approach for the singular
value controller in cases where conventional Ziegler Nichols tuning
failed.
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CHAPTER I

INTRODUCTION

Singular value decomposition provides the basis for a new analysis
tool and a novel control scheme for multivariable processes.

The

analysis reveals information about the structure of the multivariable
process.

The control scheme has the exciting property of providing the

smallest minimum process input that reduces the sum of the error signals
squared to its minimum.
Multivariable controller design of process systems is an area of
much current research.

For the study of multivariable processes,

various schemes have been devised to measure interaction between process
inputs and process outputs.

Once the degree of interaction is found,

the problem of controller design can be attacked.

For the control of a

multivariable process, various design strategies may be used.

These

range from using simple single variable strategies to complex multi
variable strategies used mostly in the aerospace industries.
This research shall analyze multivariable control problems using
singular value techniques.

Singular value decomposition (SVD) is a well

established tool in the analysis of numerical algorithms and can also be
a useful technique when applied to process control systems.

Of equal

importance, SVD can also provide a framework for the design of a general
multivariable controller.

This framework generally uses the structu~g

of the process developed from the SVD of the gain matri~.

The new

controller requires tuning and integral performance criteria and

1
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extended Ziegler Nichols methods are used.

The performance of this

control scheme for square and rectangular process systems is explored.

Terminology and Notation Conventions
The terminology "multivariable" can be ambiguous.

The term in

this dissertation shall be used in reference to systems with multiple
inputs and/or multiple outputs.
will be used.

In this context, several abbreviations

Single-input single-output systems (SISO) are those

systems with only one input variable and one output variable.

Dynamic

modelling approaches for the SISO system may be based either on a state
variable or on a transfer function description.

Multiple-input multipl e 

output (MIMO) systems have two or more individual input variables and two
or more individual output variables.

All of the individual inputs (or

outputs) may be thought of collectively as being an input (or output)
vector and will be referred to as such throughout.
other multiple variable syst e ms of concern.

There are three

Multiple-input single-output

(MISO) refers to processes with more than one manipulated variable but
only one measured variable.

More common are single-input multiple-output

(SIMO) systems with only one manipulated variable but several measured
variables.

Finally, multipl e -input multiple-output systems may be

treated as many individual SISO systems and the designation MVSISQ will
be used to distinguish them from problems treating all variables
collectively (MIMO case).
In the process industries, transfer function descriptions of
processes have found wide spread use.

The use of transfer functions may

easily be extended to MIMO systems by forming transfer function matrices.
The transfer function matrix consists of a set of elements that describe

3
the transfer function between each individual input and output.

A

general two by two transfer function matrix may be represented as

G(s)

=

where g .. (s) is the scalar transfer function between the i-th output and
l.J

the j-th input variable.

The control design based on transfer function

descriptions generally is of the output feedback variety.

The problem

becomes one of designing a compensator using the output measured signals
to provide the appropriate input manipulated signals.
Another approach to control is based on using state variable feed
back.

In this approach, each state variable is mea sured (or at least

estimated) and used to determine the appropriate control signal.

The

distinction between output and state variable feedback is usually cast
in terms of the following equations and conventions.

The state of a

system is defined through a set of first order differ e ntial equations .
In studying such systems, the equations are usually linearized around a
steady state of interest and written in the form

x =

Ax+ Bu

(1. 2)

=

Cx + Du

(1. 3)

y

where xis the state vector of length n, u is the input vector of length
q, y is the output vector of length 1.
equations.

There are four matrices in the

A is then by n state matrix; Bis then by q input state

matrix; C is the 1 by n output state matrix; Dis the 1 by q direction
action matrix.

This approach, in its usual descriptions, does not allow

4

for systems containing transportation lags or dead times.

Many process

systems contain time delays and must be simulated to determine the
effect of the feedback controller designed for the system.
of time delays will be handled in Chapter VI.

The problem

Throughout this disserta

tion, the convention used in the above equations will be followed.

This

convention uses upper case letters for matrices, lower case letters as
vectors and lower case letters with double subscripts as scalars.
The Research
Many process unit operations are multivariable by nature and, for
many, the interaction among the variables is of concern and should be
considered in the controller design (1,2,3).

These include distillation

columns, boilers, blending systems, dryers, decanters, hydrocrackers,
and paper machines.

Evaporators and absorbers, also, have been exten

sively studied in academic research.

The work presented here will use

the linearized model descriptions of processes presented in the litera
ture to illustrati the research and, as such, will not concentrate on
the generation of linearlized process models.
The second chapter reviews the literature in terms of the commonly
used linear MIMO controller design techniques.

The use of an interaction

index is useful in analyzing multivariable processes.
In the analysis of MIMO processes, the Relative Gain Array (RGA)
proposed by Bristol (4) has been widely used.

The RGA is useful in

determining the interaction among the various individual inputs and
outputs.

It also gives an indication as to which input-output variable

pairings will be best for MVSISO control designs.

5
SVD techniques are useful in the analysis of MIMO systems.

SVD

currently finds considerable applications in numerical mathematics and
computer solutions of linear algebraic problems.

For solving poorly

conditioned least squares problems, SVD is unsurpassed (5).

The use of

these techniques is gaining acceptability in analyzing and solving
linear systems problems (6).

Chapter III provides a background for the

singular value concept and its determination.

The chapter also presents

original analytical formulae for determining the SVD of a two-input
two-output system.
The singular value decomposition of the process gain matrix pro
vides useful information about that system.

The process gain matrix is

the matrix of the steady state gains for each element in the transfer
function matrix.

It may also be determined from unit steps applied to

the system or by setting the derivations to zero in the state variable
model.

The analysis of the process using the singular value techniques

is discussed in the fourth chapter.
The SVD provides a framework for a general multivariable controller
and this controller structure is developed in Chapter V.

By the nature

of the orthogonal matrices properties developed with the SVD, the con
troller has some interesting and valuable characteristics.

These

characteristics are especially dominant for the nonsquare systems with
unequal number of input and output variables.

If the process under

control has more measured variable than controlled variables, the
control action provides the least square minimum of the error signals.
If the process under control has more manipulated variables than

6

measured variables, the steady state control action gives the minimum
sum of the squares of the manipulated variable that meets the set point.
To study the controller developed, digital simulation is used.
Chapter VI presents a review of current techniques and details the general
methods developed for and used in the simulation of the closed loop
performance.
The results of using the new singular value controller are pre
sented in Chapter VII.

Integral tuning indices are used to find optimal

tuning parameters for several transfer function matrix models.

The

traditional SISO controller performance is compared with the singular
value controller.

The multivariable aspects of integral performance

indices are considered.

An extended Ziegler Nichols tuning method is

also applied with surprisingly good success.

Finally, the use of the

minimum norm and least square properties of the controller are
considered.
This presentation takes the concepts created for analyzing
numerical problems and applies them towards process control.

The use of

the singular value decomposition is central in this presentation.

The

use of vector and matrix norms are useful in providing scalar measures
for the control signals and transfer functions.

The singular value

analysis techniques developed provide a complement to the traditional
Relative Gain approach.

A major result is that the controller based on

the SVD structure retains the properties of providing a minimum least
square solution.

The controller is used on several transfer function

matrix models successfully.

The controller was applied successfully

using integral error performance criteria and modified Ziegler Nichols

7
tuning methods for processes which gave poor performance using conven
tional MVSISO techniques.

CHAPTER II
REVIEW OF THE LITERATURE
Multivariable control problems have been identified as an important
subject area and studied since about 1956 (7).

This compares with the

origin of the scalar time response methods dating to 1869 with the work
of Maxwell on steam governors and scalar frequency response methods
initiated by Nyquist in 1932.

Multivariable, vector, frequency response

methods date only back to about 1966 with the work of Rosenbrock (10).
The review paper by Macfarlane (1972) provides a comparison of the time
and frequency response methods with an emphasis on the use of signal
flow graph theory for the study of multivariable systems.

This chapter

initially discusses the problems encountered with the control of multi
variable systems.

The remainder of the chapter then focuses on the

multivariable design methods that are related to the singular value
analysis techniques.
In a critique of apparent trends in modern control research and
practice, Foss (11) attacked the direct use of modern optimal control
theory in the process industries.

He cited limited understanding of actual

processes along with their inherently nonlinear character as the cause of
limited success in optimal control implementations.

Control of single

input single-output (SISO) systems using modern control theory has had
great success, however, applications to multiple-input multiple-output
(MIMO) systems were not as fortunate.

He attributed this mainly to right

hand plane transmission zeros in the system, where the transmission zeros
are the zeros of the determinant of the process transfer function matrix
8
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description.

For processes without inherent right hand plane zeros,

such as multiple mixing tanks in series and heat exchangers, the use of
advanced control proved successful.

An additional shortcoming is that

the assessment of system response to sensor failure on complex control
systems is more difficult, if not impossible, to predict.
Lee and Weekman (12) added an industrial perspective to the problem
of multivariable control.

They note that even in the steady state design

of equipment often there are unknown changes in both feedstocks and
process characteristics, such as catalyst activity.

Even if there were

not these changes, there are few good process models available for either
steady state or dynamic simulation.

The real incentive for better control

is economic and towards this end, the determination of optimal steady state
O?erating ?Oints provide the w,ost. economic:. 1:et.u1:n.

A main ccnc:.e1:n T.,1it.h

an operating point is to avoid exceeding equipment constraints, such as
the maximum temperature in a reactor.
track these constraints.

Advanced control should be able to

The human element is a necessary consideration

in the design of advanced control systems for the daily operation of
process units, more so, than in the aerospace industries.

They conclude

that the best arrangement to optimally control a process unit appears to
use an optimal control structure with additional loops to satisfy operators
needs for simple controlled variables.
Rijnsdorp and Seborg (1) prepared a survey of applications of
advanced control in the process industries through 1976.

Their results

showed only thirty industrial applications of advanced control,
classified the multivariable design methods into nine categories:
, 1.

2.

Dominant interaction.
Non-interacting (decoupled) control,

They
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3.

Inverse and direct Nyquist array.

4.

Characteristic Loci.

5.

Optimal control.

6.

Modal control (pole placement).

7.

Lyapunov functions.

8.

Incomplete state feedback.

9.

Adaptive control.

Of the nine multivariable design types considered, decoupling and optimal
control techniques were each used in ten cited industrial applications.
The other seven methods shared the remaining ten applications.
Seborg and Fisher (13) compared their experiences gained from

the

application of advanced control strategies to a double effect evaporator.
In comparison of the four methods studied, their results showed conven
tional proportional plus integral (PI) control to provide the poorest
control performance.

The use of Brosilow's inferential control scheme

(14) provided better control without overshoot.

Feedforward provided

considerably less deviation from the set point for the feed disturbance.
Optimal control techniques provided a regulator that exhibited the best
disturbance rejection for the example.

This contrasts with the results

of Kestenbaum (15), which showed that conventional PI control gives better
control than optimal control in dead time systems.
Measurement of Interaction
The simplest approach to the control of MIMO systems would be to
pair each manipulated variable with a controlled variable and tune each
SISO loop independently.

Fortunately~ these SISO design techniques have

generally been successful if there is little interaction among the
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variables in the process.

To determine if SISO techniques will give

satisfactory results requires a determination that the degree of
interaction is of minor importance and thus the control loops may be
treated as independent systems.

The measures used to determine the

degree of interaction may be applied toMVSISO systems to determine
the best pairing to minimize interaction among the conventional
single loop controllers.

There have been several measures of inter

action proposed that look at either the steady state interaction or
include the dynamic interaction.

The dynamic interaction may be

viewed either in the frequency or time domain.
Rijnsdorp (16, 17, 18) used a frequency domain measure of inter
action for two variable systems.

He initially considered both P-c anonical

and V-canonical systems and concluded that the P-canonical systems lended
themselves more readily to interaction analysis.
due to Mesarovic (116) and shown in Figure 2.1.

The canonical forms are
His measure of inter

action is the dimensionless quantity

Gl2(s) G21 (s)
K(s)

Gll (s) G22(s)

(2.1)

where the G.. 's are the individual transfer functions from the matrix
iJ
describing the process.

If this measure is zero, there is no interaction.

If it is approximately constant with frequency and close to one, there
is considerable interaction and control is poor at low frequencies using
SISO control.

As the measure becomes larger the control problem becomes

progressively more difficult.

If K(s) is negative and approximately

constant with frequency, the resonant frequency for the coupled system
is lower than for either of the two individual transfer functions

12

a.

P-Canonical Model

+

b.
Figure 2.1.

V-Canonical Model

Block diagram forms for the P- and V-canonical process
descriptions.
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controlled separately.

This measure is the same as that proposed by

Mitchell and Webb (19).
The relative gain array (RGA) presented by Bristol (4) is a
measure of steady state interaction which has had wide appeal and use.
The RGA is defined to be element by element multiplication of a steady
state gain matrix by the transpose of its inverse.
only useful for square invertible systems.

Thus the RGA is

Each matrix element can be

considered a measure defined as the gain of the process with no control
divided by the gain of the process with all the loops under perfect con
trol except the one under study (20).

This is represented as:

(2.2)

where the variable, mj is the j-th process input, ci is the i-th process
output and the subscripts m and c designate that all manipulated and
controller variables are held constant, respectively.
The RGA has several useful properties (4):
1.

All rows and columns add to one.

2.

The elements in the matrix are invariant to scaling.

3.

Permuting the rows or columns of the process gain matrix
results in the same permutations in the RGA.

4.

Large elements indicate a nearly singular matrix.

S.

For completely isolated subsystems, the elements for the
relative gain of the subsystem are the same as the
corresponding elements in the original larger system.
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6.

The RGA gives an estimate of the measure's sensitivity
to parameter changes.

As seen above, the relative gain is easy to calculate from its definition
once the steady state gains are determined.

The calculation of the RGA

may be carried further to give a functional relationship for the relative
gains, if analytical closed form expressions are used for the steady
state gains.

Jaferey et al. (21) have developed analytical expressions

for the RGA in binary distillation with constant relative volatility and
equal molar overflow.

Wang (22), on the other hand, suggests using a

rigorous distillation simulation to determine the steady state gains at
a desired operating point and then using the inversion formula to
calculate the Relative Gain Array.
Davison (23, 24) has proposed two measures of interaction that take
the dynamic interactions into account.

In contrast to the methods above,

these procedures are applied to closed loop systems where the only open
loop is the one under study.

The first measure (23) uses the performance

index:

J. = max
1

Jyi(t) dt

for all x(O) such that
11

x(O)j

I

(2. 3)

=l

to calculate the Interaction Index:

=

J(i)*-J(i)
J (i)

(2.4)

where J(i) is the performance for the controlled system with only the
i-th control loop used and J(i)* is the performance index for the system
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with all control loops operational.

The system is assumed to have a

state variable form and y, refers to the process output and x represents
l.

the state variable vector.
An Interaction Index less than zero indicates there will be
favorable interaction with the addition of the control loop.

A zero

Interaction Index indicates that no interaction effects will occur for
the loop under study.

A positive Interaction Index indicates unfavorable

interaction with the larger the index, the worse the interaction
degradation.
Davison also proposed a non-minimal phase index (24) defined as

(2.5)

where DT is the "dead time," the time for the process to leave or cross
through zero, TC is the dominant time constant in the process, and k.

l.

is the i-th controller gain.

The non-minimal phase designation is applied

when transportation lags (dead time) or right hand plane zeros are in the
transfer function describing the system.
The interaction index is then defined as:

(2.6)

where the r-th controller under study is turned off by setting the gain
to zero.

Negative, zero, and positive values for the index have the same

meaning as for the other index proposed by Davison.

By using an example

suggested by Rosenbrock (25), Davison concludes that the index used by
Rijnsdorp is consistent only if it indicates there will be little inter
action.

For this case of a two by two distillation column transfer
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function matrix, a reduction of the time constant in one of the transfer
functions by half transformed the process from a difficult to control
system to a relatively easy to control system using SISO methods.
Davison noted a potential shortcoming of the Relative Gain
Array is that it only measures steady state interaction.

Witcher and

McAvoy (26) extended the RGA to the frequency domain for two dimensional
systems.

They showed that a measure proposed by Nisenfeld and Schultz

(2) was equivalent to the zero frequency interaction measure of Rijnsdorp.
Also, they showed the relationship between Rijnsdorp's measure and the
frequency dependent relative gain to be:

1/(1-k)

(2.7)

with A being the one-one relative gain element and k being Rijnsdorp's
measure.

They also suggested calculating a time dependent relative gain

based on the step response of a system.

This measure uses the deviation

of the output from the original steady state as a function of time
resulting for the two independent steps input into the process.

This

measure provides an experimental measure of relative gains and is
especially useful for determining the steady state relative gains.
Bristol (27) extended the RGA approach to the general square transfer
function matrix.

This general frequency domain RGA is defined, as before,

by the element by element multiplication of the matrix by the transpose
of its inverse, however, all the matrices are in the frequency domain.
This requires the transfer functin matrix to have an inverse.

The work

also showed that systems having a negative zero frequency relative gain
element with the corresponding transfer function being minimum phase will
have either a right hand pole or zero in the closed loop system.
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Dominant Interaction
A very common problem in the development of control schemes for
the process industries when following the SIS0 framework is to determine
the pairing of single loop controllers between the best measurement
device and manipulated variable.

The use of the interaction measures

described above is directed towards this goal.

The use of feedforward

control strategies is also usually used to minimize disturbances to
multi-loop systems.
In looking at the performance of interacting systems, Shinskey (28)
suggests that for two dimensional systems with relative gains between
zero and one, interaction does not destablize the loops since the third
loop (through both interaction terms and both controllers) will have an
overall negative feedback structure.

For relative gains outside this

range, the third loop will have positive feedback and thus have a
destabilizing effect.
The design and on-line tuning of PI controllers in a two-input
two-output control system

was studied by Bhalodia and Weber (29).

They

looked at an overall sixth order system with a V-canonical structure.
This allowed them to look at underdamped systems even though each of the
six dynamic blocks used was a first order lag system.

Their method of

tuning was an extension of the Continuous Cycling Method of Ziegler and
Nichols (30, 31).

They looked first at tuning one loop using this

method; then leaving this loop under control, they would tune the second
loop.
it.

Also, they looked at going back to the first loop and returning
They concluded that the best gains to use in general were 0.55 times

the ultimate period and the best reset time was about 3.3 times the
ultimate period of the two single loop transfer functions.

These numbers
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compare with values of 0.45 and 1.1 for the single loop Ziegler and
Nichols Continuous Cycling parameters.
Nisenfeld and Stravinski investigated the pairing of measured
and manipulated variable to establish control loops for azeotropic
distillation (32) using the relative gain method.

Also, they used an

interaction index consisting of the relative gain of the interacting
term divided by the relative gain of the diagonal term.

For the system

(water and acetic acid) under study, the relative gain was 27.7 and the
interaction index was -0.96.

With this system, the settling time for

a 10 degree upset to be reduced to a 2 degree error would be about 21
times the dominant system time constant.

This is about 14 hours and is

unacceptabl e fr om an oper a ting point of view.

To reduce the effects

of dist:'tirbances, they then suggested the use of a feedforward scheme.
Decoupling
Using the best pairing to implement single loop controllers will
not always give acceptable control and some other technique will be
required.

Decoupling is one such technique.

Decoupling may be used to

make an interacting process appear to be a set of non-interacting pro
cesses and in many cases will provide better control.

The decoupler

may provide non-interacting control in either the steady state or in a
dynamical sense.

The original concept of decoupling is credited to

Boksenbom and Hood (33) and the use of decouplers has become common in
the process industries.

Lloyd (3) suggested that many systems can

benefit from the use of decoupling.

They include direct contact heat

exchangers, distillation columns, and the head boxes of paper machines.
He used the P-canonical form for the processes and suggested that a
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decoupler needs to satisfy the requirement that all off diagonal
elements of the combined decoupler and process be zero (see Figure
2.2).

This is accomplished by algebraically multiplying the system

and decoupler transfer functions together, setting the off diagonal
terms to zero, and then solving for the decoupler elements.

Relative

gains may be used to indicate if the decouplers are needed.

If the

relative gains are between 0.8 and 1.2, decoupling techniques are not
recommended by Lloyd.
Decoupling as simply defined above may give a decoupler that has
undesirable characteristics.

The decoupler may either be unstable if

there are right hand zeros in the transfer functions or, more frequently,
be unrealizable when negative dead times (future prediction) result from
the design process of the decoupler.

This realizability problem is

caused by having a larger dead time in the denominator than in the
numerator.
Luyben (34) has suggested two forms for decouplers.

The first form

"ideal decoupling" makes each loop perform as if the other loops are open.
The second form merely cancels the interaction between the two loops and
the dynamics of the coupled system is not the same as the individual
transfer functions.

This second method, called "simplified decoupling"

by Luyben, is credited to Buckley (35).

Luyben also noted that for

distillation, the decoupler gains change with operating points which is
a recognition of the nonlinear nature of the process.
AV-canonical decoupler has also been proposed by Greenfield and
Ward (36, 37) and was applied to distillation column control (see Figure
2.3).

Changlai and Ward (38) suggest that the modelling realization

problems under the P-canonical description may be avoided by using the
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Figure 2.2.

P-canonical Decoupler.
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Figure 2. 3.

V-canonical Decoupler.
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V-structure.

However, they suggest that it is even better to use the

actual internal structure developed from first principles and then to
design the decoupler following the work of Greenfield and Ward.
The simplified decoupler as used above has arbitrarily been limited
to have two dynamic elements on the off diagonal and unity gain diagonal
terms.

Waller (39) shows that some of the decoupler realization problems

created by this limitation may be avoided if a more flexible approach
is taken for the decoupler.
matrices may be used.

He suggests that any of four decoupling

The use of the additional forms of the decoupler

results in other advantages besides realizability.

The simplified

approach may require very strong control actions (40) while other de
couplers may be chosen that do not have this undesirable feature.
The approach taken by Waller has been critized by Yang and Ward
(41) for creating pseudo-decoupling, that is, the decoupling is achieved
only for the inputs to the decoupler, not the inputs to the process.

In

addition, the concern that the number of possible P-canonical decoupler
is unlimited, that the design depends on the particular system and the
method is not straightforward to use is raised.

Waller (42) in reply to

the above criticisms states that there are only four decouplers containing
two dynamic elements.

He continues by noting that the process

V-canonical

structure expounded by Changlai and Ward may not be realizable for
similar reasons that the decoupler will not be realizable in the case of
distillation.

Also, he restates Rijsdorp's preference for the P-canonical

form over the V-canonical form.
Wood and Berry (43) applied the simplified decoupler to a pilot
scale distillation column.

Their results indicate that decoupling gives

marginal improvement over the use of a reflux ratio control scheme and
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substantial improvement over conventional interactive (not decoupled)
PI control.

The response of the system when the two standard PI

controllers are employed gives an Integral of the Absolute Error (IAE)
that is about double of that when either loop is used alone.

When

decoupling is used, the IAE is about half of that when interacting PI
controllers are used.

Here, either decoupling or ratio schemes are

preferred over control systems that ignore the coupling in the system.
Taiwo (44) has noted that the example decoupler used by Luyben (34)
is not realizable.

The simplified decoupler required future process

outputs (negative dead time) and the decoupler implemented in Luyben's
studies simply left out the predictive term required to achieve complete
decoupling.

If a decoupler structure with the bottom row containing the

dynamic elements is applied, both dynamic elements are physically
realizable and thus the simplification of leaving out the predictive
(non-realizable) element is not needed.
There has been much written in support of dynamic decoupling in
the chemical engineering literature.

Niederlinski (45), on the other

hand, has given an argument for not using decoupling.

He has taken the

distillation column of Rosenbrock (25) and shown, using a deviation ratio
argument, that interacting control provides better disturbance rejection
than the decoupled control scheme.

In general, for a system where a

single disturbance affects both outputs and where the ratio of the dis
turbance gains has the same sign as both of the gains in the cross
coupling terms, the low frequency response of the interacting control
scheme will be better than the decoupled system.
The advantages of a decoupled versus a nondecoupled system has also
been addressed by Shinskey (28).

Using relative gains, he studied the
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effect of changes in the decoupler gains on the overall system
stability.

For a distillation column simulation presented by Toijala

and Fagervik (46), multiplication of the P-canonical decoupler by a
constant gain initially gave improved results as the gain was increased
from zero.

Column performance improved until the decoupler gains were

70 percent of their design value.

Beyond 70 percent of the design

decoupler gain, the system performance deteriorated.

At decoupler gain

of 1.1 times the design value, the system oscillated at eleven times the
natural period.

Shinskey demonstrated that at 1.11 times the decoupler

design gain, the relative gain for the decoupled column approached
in@; inity.

The relative gain for the original column without the

decoupler was 5.23.

The decoupled system will have a relative gain of

one with perfect modelling.

For systems with large relative gains,

decoupling accuracy becomes of greater importance, while for systems
with relative gains between zero and one, the accuracy requirement for
the decoupler is not as strict.
Karim (47) used decoupling to achieve better performance for an
experimental thermofluid system.

The process investigated consisted of

level and temperature control for a stirred tank.

The manipulated

variables were the flow rates of hot and cold water streams.

For this

system, the time constants for all four of the transfer functions were
approximately the same.

The differences in the transfer functions were

ignored (all times constants were set to the same value and thus cancelled
out) and the resulting constant gain decoupling matrix was used.
relative gain for the decoupled system was 0.99989.

The

Experimental testing

of the decoupled system verified that the simplification was justified.
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For distillation, dead times provide a source of many problems.
Meyer et al. (48) have looked at using Smith and analytical predictors
on pilot scale distillation columns for single loops.

Ogunnaike and

Ray (49) have extended this to the multiple input multiple output systems.
Clough and Shannon (50) analyzed the dead time problem with decoupling
through the use of the Inverse Nyquist Array technique.

The development

of their decoupler showed that the use of a dynamic element only between
the first controller output and the second valve gave better response
than the full decoupler for the column.
The study of high purity distillation columns by Jaferey and McAvoy
(51) indicates that decoupling may not be successful in some cases due
to near singularity of the system.

This analytical study is based on the

steady state analysis of binary distillation using Smoker's equation.
The results indicate that the column operation closely follows the
column material balance with the effect of heat input to the column being
of relatively minor importance.

The effect of the steam input becomes

of lesser importance as the purity of the products increase.

For these

systems, one way (single element) decoupling is considered best.

In the

extreme cases, the distillation column may have only one effective degree
of freedom due to the near singularity.

The sensitivity of decoupling for

near singular systems was demonstrated by Weischedel and McAvoy (52).

They

concluded that for near singular systems, decoupling will have no beneficial
effect.
State Feedback Decoupling
The above procedures treated decoupling based on output feedback.
Pioneering work into state feedback decoupling has been done by Falb and
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Wolov ich (53), Gilbert (54) and Wonham and Morse (55, 56, 57),

This

body of research has been directed towards determining conditions under
which state feedback decoupling may theoretically be done.

The work

of Morse and Wonham (55) has shown that there are conditions whereby
constant gain state feedback will not decouple a system.

For systems

that may not be decoupled by constant state feedback, dynamic compensa
tion may be used (56).

Also, when dynamic feedback is used, the poles

of the system may be arbitrarily placed by increasing the order of the
feedback system.

For systems with equal number of inputs, outputs, and

state variables, Sinha (58) has shown a one to one relationship between
output feedback and state feedb a ck.

These conditions are similar to

those used in dyadic control as discussed by Owens (59, 60).

The design

of state feedback decouplers is discussed in the texts of Chen (61) and
Brogan (62).

The system resulting from these design methods is decoupled,

however, all the resulting transfer functions are pure multiple order
integrators.

Further feedback design is required to give the system

desirable closed loop characteristics.

Iwai et al.

(63), have initiated

research using state feedback decoupling for systems containing time
delays.

An extension of the Smith predictor approach (64, 65) is used

to eliminate the delays.
Similar decoupling work has been carried out in the frequency
domain.

Wang and Davison (66, 67) have developed an algorithm for pro

viding decoupling using constant output feedback.

Their design procedure

requires the initial transfer function matrix to have properties that
will satisfy the algorithm.

If the matrix does not form certain unimodal

and invertible matrices during the design, then constant output feedback
cannot be used to decouple the system.

Cook (68) employed dynamic
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compensation to produce decoupling at a set of frequencies.

His work

was directed towards simplified decouplers that would be used as pre
compensators in a Inverse Nyquist design.

For this approach, the inverse

of the transfer function matrix must have a finite power series des
cription in terms of complex frequency, s, with all powers of s being
greater than or equal to zero.

In general, he showed that with a general

multivariable proportional and integral controller, a system may be
decoupled only at one frequency.

Using constant output feedback, the

system may in general be decoupled at the zero frequency.

ElBacoury and

Bayoumi (69) treated the decoupling of systems having more outputs than
inputs.

This decoupling yields a set of single input multiple output

subsystems.
Frequency Domain Design Procedures
Frequency domain procedures are being developed for the design of
multivariable control systems.

These procedures generally work with a

transfer function matrix description for the process.
depends on the manipulation of these matrices.

The analysis then

The procedures are based

on either generalizations of Nyquist or root locus design methods.
Rosenbrock (70) presented the procedures for using the Inverse Nyquist
Array design method in 1969 and followed with a book devoted to such
design procedures (71).

MacFarlane and co-workers have provided additional

extensions to the Nyquist work and generalized the root locus method
(72-77).

All of the methods require computer graphics design software

for practical use (69).
The frequency domain techniques have been applied to process control
systems.

Schwanke et al. (78) applied these methods to a pilot scale
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binary distillation column.

They compared dominant interaction, decoupler

and characteristic locus designs.

The first two designs used the single

input single-output frequency design methods developed for third order
SISO systems described by Hougen (79).

For the characteristic locus

method, they followed the procedures of Belletrutti (80).

The dominant

interaction design did not give satisfactory results, the decoupling
method gave acceptable results, and the characteristic locus method was
considered difficult to use and gave unsatisfactory results.

On

the

other hand, Tyreus (81) applied the Inverse Nyquist Method to an
industrial column and obtained improved performance using the controller
designed by this method.

Foss et al. (82) applied the Characteristic

Locus Method to a double bed reactor with success.

They also made use

of a linear combination of three bed temperatures to form one variable
in order to move the transmission zeros of the system.

The resulting

system always had a right hand zero but they were able to move it far
enough into the right hand plane so that large feedback gains could be
used.
Fisher and Koun (83) compared their experiences with three mutli
variable design techniques.

They investigated the Inverse Nyquist, Direct

Nyquist, and Characteristic Locus methods.

The Direct Nyquist method is

more restricted in its application, however for this system, it was the
preferred method since it was possible to achieve diagonal dominance using
a constant gain matrix.

The other two methods gave comparable results to

the Direct Nyquist design.

The Nyquist method provided greater insight into

the design of the compensator than did the Characteristic Locus method.
However, the Characteristic Locus method provides more detailed information
about the closed loop system.
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Albrecht, Kestenbaum, and Pyle (84) applied process identification
and control procedures for a coupled absorber-stripper pilot plant.

They

used a pseudo random binary sequence identification technique to develop
fourth order transfer function models.

The resulting transfer functions

were used along with the Direct Nyquist array design method to design the
controllers.

The first precompensator was the inverse of the process

gain matrix.

To generate a diagonally dominate transfer function matrix,

a second precompensator was needed.
inputs for the first controller.
second input.

This second matrix adds the two

The second controller uses only the

The Nyquist method was used to find the gains for the two

proportional controllers.

A velocity algorithm (85) was used for the

controller and an integral term was added to avoid drift.

The integral

time for these controllers was about twice the system time constant.
Multivariable Proportional Plus Integral Control
Proportional plus integral controllers are very common for SISO
systems.

The integral action is included to eliminate offset from dis

turbances.

Denn (86) has shown PID control to be optimal for second order

processes.

The PI controller has been applied to multiple input multiple

output systems using state feedback (87).

Anderson and Moore (88) have

shown that if the derivative of the input is used in the cost function
along with the value of the input and state, then the optimal controller
will have a proportional plus integral structure.

Seraji (87) has shown

that by augmenting the state matrix by adding integrators for each input,
a number of eigenvalues equal to one less than twice the number inputs
plus outputs may be assigned.
will be unassignable.

The remaining eigenvalues for the system

The resulting proportional gain matrix has a rank
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of one while the integral matrix must be of full rank.

The design

procedure was applied to the control of a gas turbine (89).

Novin-Hirbod

(90) also used output PI feedback and showed that the restriction that
the state feedback matrix be cyclic is not necessary.
For many processes, there are many more measurements than manipulated
variables.

In such cases it would be desirable to use the additional

information to aid in the control of the process.

Brosilow and co-workers

(14, 91-94) have developed a method for using several temperatures from a
distillation column and estimating the composition of the product streams
(91).

The initial work was done for static estimation of the composition

using least squares estimation.

Later Brosilow and Tong (93) and

Joseph and Brosilow (94) investigated a dynamic implementation of the
Inferential control system.

They showed comparable results between the

use of the suboptimal estimate for this approach and the results obtained
with a Kalman filter.

The Inferential estimator used simple lead lag

elements found by parameter search for the time constants and yielded a
form simplier than the optimal Kalman filter.

Proportional plus integral

feedback control is then used to maintain desired set points.
Summary
For the control of multiple input multiple output systems, various
methodologies for controller systhesis and design have been suggested.
For the process industries, the most common methods use groups of SISO
controllers.

Decoupling techniques may be used to reduce interaction so

that SISO control is more effective.

The controller most commonly used

in these applications is the proportional plus integral plus derivative
(PIO) controller or some reduced variant of this controller.

Modern
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control techniques in the process industries have been applied with
varying degrees of success.

State feedback pole placement and optimal

control techniques have been used.
back is another area of study.

Pole placement using output feed

The frequency domain techniques of using

Nyquist diagrams and root locus design have been generalized for MIMO
systems.
While the detailed study of multivariable systems is relatively
new, th e r e have been wide a nd varied approaches devel oped to de sign c ontrol
systems.

This work addresses the problems of MIMO control of processes

through the use of singular value decomposition (SVD).

SVD has become a

useful and widely used tool in the analysis of numerical problems and is
find i ng use in the study of c ontrol systems.

The next chapter will discuss

the d e finition, calculation, and use of SVD from a numerical view po int
and then will show some of the applications in th e a nalysis of line ar
systems.

CHAPTER III
MATHEMATICAL PRELIMINARIES
The Singular Value Decomposition (SVD) of a matrix has been studied
for many years, however interest has recently peaked in the areas of
numerical analysis and systems engineering.

The first work on the

decomposition was done by Beltami and Jordan in the 1890's according to
MacDuffee (6).

Autonne (95) extended their work on real square matrices

to complex matrices.

Eckart and Young (96) extended the analysis to

general rectangular complex matrices.

The use of SVD has recently

become widely used in numerical analysis as the SVD of a matrix can be
determined numerically with gr e at accuracy.

This numerical robustness

is useful in solving difficult linear algebra and least squares problems.
The decomposition can also be used to determine important ~.e ometrical
properties about matrices, such as the closeness of a matrix to being
singular.

These properties are pursued in this research as they promise

to provide a powerful insight into the analysis of multivariable control
systems.
This chapter initially describes singular value decomposition and
some of its relationships to matrix norms and orthogonal matrices.
Following the section on general decompositions, the SVD of two dimen
sional matrices are discussed.

This original work for the two dimen

sional case, while a special case, provides a different and unique
insight into SVD.
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Orthogonal Matrices and Norms
Important in the study of SISO processes is the system gain.

This

gain may be evaluated at the steady state or as a function of frequency.
Likewise, the gain of the individual elements in a transfer function
matrix may be evaluated at the steady state or as a function of fre
quency.

However the resulting gains are still in a matrix and not in a

scalar form.

The concept of scalar gain can be extended to the multi

variable systems through the use of vector and matrix norms (117,118).
A norm may be defined in many ways with the one (1-1), two (1-2), and
infinity (1-

00 )

norms being the most used.

are the easi e st and cheapest to calculate.
most information.
late.

The one and infinity norms
The two norm can provide the

However, it is the most difficult quanti;y to calcu

Singular value decomposition provides the machinery to determine

the two nor.m.

Orthogonal matrices are useful in the SVD to establish

important information concerning the range space and null space or
Kernel of a matrix.

1J1 E: . rar1ge .s .p.~ ce is the set of all possible nonzero

results of the matrix when multiplied by all possible vectors.

The null

spac e is the set of all possible vectors which will give the zero vector
when multiplied with the matrix.
Before matrix norms are discussed, vector norms will be introduced.
Vector norms are used to determine a length for a vector.
vector norm is the 1-2 or Euclidean norm.

The most used

This norm has the definition

of

( 3. 1)

and is the most common definition of the length of a vector.

The
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definition of norms may be extended to the general case where each vector
may be raised to any power.

If the elements are raised to the p-th

power, the resulting 1-p norm is defined as

p

p )1/p

= 0:

( 3. 2)

Two other norms in this family of 1-p norms that are useful due to their
computational ease are the one and infinity norms.

1
=

0

These are defined as

1-1 norm

(3.3)

I-infinity norm

(3.4)

The two norm 1.s the most useful norm from a theoretical viewpoint.

The

utility of the one and infinity norms lie in the fact that these norms
are equivalent or comparable.

This property states that if two

different norms are comparable then the following inequality holds with
the constants depending only on the types of norms being used and
possibly the number of elements in the vector.

IIx I I

<

a

I IxI I b

<

a

( 3. 5)

Also, all of the norms defined above are continuous with respect to the
individual elements in the vector.

Properties that the above norms must

have are:

1.

> 0 for all x;il=O and j j x j j =O for x=O

(3.6a)

2.

=

( 3. 6b)

3.

I 1x

+ Y 11

<

+

I IY 11

(3. 6c)
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The norms for vectors may be extended to matrices.

The simplest

way would to be to align the matrix into a single resulting vector and
find the norm for the vector.

If this

l.S

done using the 1-2 norm on the

resulting vector, the Euclidean (Schur or Frobenius) norm of the matrix
l.S

found.

Any of the vector norms may be used to define other matrix

The necessary properties for a matrix norm to hold are:

norms.

I>

0 for all A f O and IIAII

1.

I IA!

2.

I lb A 1 1

3.

4.

=

lb I

=0

if and only if A

=0

( 3. 7 a)
( 3. 7b)

I IA 11 for b being any scalar

I IA + B 11 .::. I IA I I + I IB 11

(3.7c)

I

(3. 7d)

I I AB I I

< I A I I I I BI I .

The first three conditions are comparable to the requirements for v ec tor
norms.

The fourth condition is used for matrix norms to maintain con-

sistency when matrices are multiplied together.
The induced (natural or operator) norms of matrices which are
based on the vector 1-p norm satisfy the above properties and are
defined g_s,{'

-----------

I IA I I

p

for ,all x.

= sup

(3. 8)

This may be redefined with no loss in generally as

I IA I I

p

= sup

11 Ax 11

for all 11

p

x 11

p

=

1.

(3. 9)

The norms on the right-hand side of the above equations are vector norms
and any vector norm may be used.

The four most common norms are the one,

infinity, Euclidean, and two norms.
lated by the formulae

The first three norms may be c~~':1::1.-::..
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n

j jA j j l

=

max
j

o: I a 1..
i=l

J

)

max absolute column sum

(3.10)

max absolute row sum

(3.11)

Euclidean norm.

(3 .12)

J

n

I IA I I

\f

=

max
i

CX)

0::

. 1
J=

n

IIA I I

E =

o::. . I a 1J
.. I

ja .. j)
1J

2 ) 0.5

1,J

It is important to note that the Euclidean matrix norm 1s not the same
as the 1-2 matrix norm, even though the two are equivalent for vectors.
This is most easily seen by taking the Euclidean norm of an identity
matrix.

It will be the square root of the matrix dimension.

An induced

norm for the identity matrix needs to have a norm of one from its
definition given in equation 3.8.

Thus, finding the two norm of a

matrix is not a direct procedure like that for the Frobenius, one, and
infinity norms.

Finding the two norm for a matrix is intimately related

to the SVD of a matrix and will be addressed in detail.

The induced

norms and Euclidean matrix norm are equivalent in the same way the
v e ctor norms are equivalent.

This property is useful in computation, as

again, the two matrix norm is the most theoretically useful while the
most expensive to calculate.
At this point the convention of labeling the norm with the sub
script two will be discontinued for the two norm.

Thus, all further

discussion of vector and matrix norms will assume the norm in use is the
two norm unless otherwise stated.
notation

I j •I I

2

Hence, the subscript two in the

for the 1-2 will be dropped and an appropriate sub

script will be used to designate any other norms.
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Orthogonal matrices provide analytical and computational advantages
when used in conjunction with the two norm.

An orthogonal matrix is made

up of a set of column vectors of unit Euclidean length with each column
vector orthogonal (perpendicular) to every other column in the matrix.
Thus, the inverse of an orthogonal matrix is its transpose.

The two norm

for an orthogonal matrix is one and the modulus of all the real and
imaginary eigenvalues of the matrix is one.

As a result, the norm of a

matrix is unchanged by multiplication with an orthogonal matrix, as seen
by,

(3. 13)

where Q is any orthogonal matrix.

A definition based on the use of norms is that of the condition
number of a matrix.

K(A)

=

The condition number is defined as

IIA I I

if the matrix A is invertible.

(3.14)

If the inverse of the matrix does not

exist, the condition number of the matrix is considered to be infinite.
Note that any matrix norm may be used to define the condition number.
The most common norm used in the definition of the condition number is
the two norm for numerical reasons to be discussed below.

The condition

number is often used to describe closeness of singularity for a matrix.
For example, the matrix proposed by Kahan (6,101) demonstrates how a
matrix may be close to singular even though it may not appear so.
matrix of dimension n given by

The
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-1

1
-1

1
1
-1

1
1
1

1
1
1

(3.15)

-1

1s seen to have all eigenvalues of -1 and a determinant of (-l)n.

How

eve r, if the first column has l/2n-l added to it, the matrix will be
exactly singular.

This is shown by post-multiplying the matrix by the

column vector (1 1/2 1/4 ... l/2n-l)' and seeing that the resulting
product is the column vector with all elements of -1/2

n-1

.

The condi-

tion number of this matrix is proportional to 2n illustrating that
eigenvalu e s and determinants of a matrix are not necessarily good
measures of cl o sene ss to singularity.

Singular Value Decomposition
The singular value decomposition 1s intimately related to the two
norm of a matrix and its inverse and, as such, 1s very powerful in
determining the condition number of a matrix and its closeness to
singularity.

The SVD of any matrix exists and sound computational pro

cedures are available for the numerical determination of the decomposi
tion.

For the special case of a two dimensional system, analytical

formulae have been derived and are presented below.

These formulae may

be used with rectangular matrices with either two rows or two columns if
first a Givens or Householder transformation matrix (introduced below)
1s used to form an upper or lower triangular matrix and an orthogonal
matrix.

This corresponds to a QR or LQ decomposition, where Q is an

orthogonal matrix and Rand Lare upper and lower triangular matrices,
respectively.
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The singular value decomposition exists for .9::r,:ty ;m.at.r.ix.
formally stated by Stewart (99) and Lawson and Hanson (5).

This is

If A is any

real (complex) m by n matrix, then there exist matrices, U and V, such
that

(3.16)

=

U' AV

with S being an r by r diagonal matrix with DIAG (s , s , s
... sr)
2
3
1
and

s 1.::_s 2.::_s 3 ... .::_sr

by convention.

The matrix U is an m by m orthogonal

(unitary) matrix and Vis an n by n orthogonal (unitary) matrix.
elements s

1

, s

The

... are the singular values and the columns of the

2

matrices U and V are called the left and right singular vectors,
respectively.

The rank of the matrix is given by the number of non-zero

singular values.

The two matrices U and V may be partitioned into two

matrices

u = ( u1
Matrices

u

values.

The matrix

1

and

v

1

(3.17)

haver columns corresponding to the non-zero singular

u1

represents an orthogonal basis for the range

space of the original matrix.

The matrix

null space or Kernel of the matrix.

v2

represents a basis for the

The singular values are unique,

however the left and right singular vectors may not be unique.

If there

are repeated singular values, U may be chosen so that the left singular
vectors corresponding to repeated singular values form any orthogonal
basis for the space spanned by the vectors corresponding to the original
vectors.

Once the left singular vectors are chosen, the right singular

vectors are fixed.

Also, the vectors for

v2

and

u2

may be any
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orthogonal vectors spanning the null space of the original matrix and
the null space of the transpose of the matrix, respectively.
Computation of the singular value decomposition for a given matrix
is based on very robust numerical procedures (102).

This computation

while similar to the computation of eigenvalues does not suffer from
nume ri c al problems for defective matrices (in the case of repeated
eigenvalue s) since the right and left singular vectors are orthogonal
sets of vectors.

A computational procedure for the calculation of the

SVD was presented by Golub and Kahan (103).

An ALGOL program using this

procedure was presented by Golub and Reinsch (104).

A FORTRAN program

using a translation of the ALGOL program is presented by Forsythe,
Malcom, and Moler (98).

The program is a slightly modified version of

the SVD routine used in EISPAC ( 105).
divided into two major steps.

T~-~- _SVD proc~d1,1re is generally

The first step is the reduction of the

original matrix into bi-diagonal form using orthogonal matrix multipli
cations.

The usual procedure is to use Householder matrices to zero

the first column except for the diagonal element and then zero the
corre sponding row except for the diagonal and super diagonal element .
After the application of the orthogonal matrices, a matrix consisting of
only diagonal and super diagonal elements is left.

The second step

consists of finding the singular values for the bi-diagonal matrix.
This procedure is based on a variant of the QR algorithm of Francis
(106) .

The iterative procedure consists of a series of applications of

orthogonal rotations and shifts to zero the super diagonal row.

If the

left or right singular matrices are desired, the orthogonal rotations
are accumulated in the corresponding orthogonal matrix.

While this is
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an iterative process, it has been shown to be quadratically convergent.
As a result, the procedure converges rapidly and the number of multi3

plications required to determine the SVD is about 2 m n + 4 n , when the
size of the matrix ism rows by n columns (5).

Mapping of the Unit Ball
The singular value decomposition and use of norms are helpful in
studying the
mapping produced by matrix-vector products.
--- . -- • ..... ....

This trans-

"'

formation is best understood through the mapping of the unit ball into
the range space of the matrix (107), where, the 1:1:1:i,t ball is defined as
the set of all unit length vectors.

The mapping of a single vector

through a matrix yields a transformed vector.
the dimensions of the two vectors are the same.

If the matrix is square,
The mapping of the unit

ball, a set of vectors, yields a second set of vectors that form an
ellipsoid.

The ellipsoid may be degenerate (i.e. have zero length axes)

for some matrices and this degeneraticy, or nearness to degeneracy, is
of much practical concern.
The study of this mapping of the unit ball is based on well
established theory from linear algebra and will be shown in the next
chapter to be quite useful in understanding the possible outputs from a
process and their relationship to the inputs.

Before pursuing this

valuable insight directed at process control, the general theory will be
discussed with the available numerical techniques to study general
mappings.

SVD provides the mechanism to analyze the matrix mappings.

The singular values of a matrix may be found using the mini-max
property.

This property looks at the length (norm) of vectors formed by
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the multiplication of unit vectors with a matrix.

T~j-~ __.P.!:9.12~:r t:y may be

stated as (99)

a. = dim") min
= n-i+l
1

{

max

x=I
xt=O

I !Ax I 12
I

Ix

11 2

}
i

= 1, 2, ... n

where dim(,) represents the spaces of dimension n-i+l.
space is used to find the largest singular value.

(3.18)

Thus, the full

The smallest of the

maximum distances (norms) for the space of next smallest dimension
determines the next singular value.

The unit vector that finds this

extremum is the corresponding right singular vector.

Finally, for a

full rank square matrix, the smallest singular value is the minimum
value that the norm may have for all possible unit vectors.

For a rank

deficient matrix, the smallest singular value is zero.
As discussed, the mapping of a unit ball by a matrix will give an
ellipsoid or degenerate ellipsoid.

This ellipsoid will have geometrical

properties determined by the mapping matrix.

For the two dimensional

matrix, this geometrical interpretation may be shown graphically as in
Figure 3.1.

For the higher dimensional matrices, a similar geometrical

interpretation is possible if projections of the surface onto a plane
are used.

The projection of the ellipsoid onto the plane defined by the

orthogonal space determined for the largest and smallest singular
vectors is one such example.
A fundamentally important illustration of such a mapping is pre
sented next.

These results lead to several immediate insights for

multivariable process control analysis detailed in Chapter IV.

The size,

shape, and orientation of the ellipse are determined by the original
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A

A

Figure 3.1.

-1

Application of a unit ball to a matrix, its transpose,
and its inverse.
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matrix.

Multiplication of the matrix A by a unit vector parallel to the

first right singular vector yields a vector with a magnitude (norm)
___ equal to the largest singular vector and direction parallel to the first
left singular vector.

This is seen by:

y =Ax= US V' x =US (1 0 )' = U ( s

1

0 )'

( 3 .19)

when xis a unit vector parallel to the first right singular vector.
Using this same procedure, it is shown that multiplying the matrix by a
vector parallel to the i-th right singular vector yields a vector of
magnitudes. and direction corresponding to the i-th left singular
i

vector, u ..
i

The preceding result is seen as the result of three step.

(1) When

the matrix V' is multiplied by column vector vi, a vector of all zeros
except a one in the i-th position is formed.

(2) When this resulting

vector is multiplied by the S matrix, a vector of the same form is pro
duced except the i-th position has s. instead of a one.
i

(3) Finally,

when this vector is multiplied to the matrix U, the result is to produce
a vector consisting of scaling the i-th column of U (u.) by the i-th
i

singular value.

Application of the last right singular vector will give

the direction of the last left singular vector with a magnitude corre
sponding to the smallest singular value.
The three matrices in the SVD may be viewed as three transforma, ·- ~ .• • ,. ........ ,,.. ,~-~ - .. ,. ..·. , .w.- . • - ,· ' " · ' , . ·' .. ,,~--

. . , ,,,,

tions for the input vector.
a rotation of the input ,
vector.

(1) The first orthogonal matrix, V, provides

(2) The second matrix, S, scales the rotated

(3) Finally, the third matrix provides a second rotation.

This
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transformation is seen in Figure 3.2.

This conceptual viewpoint contains

many implications when used in a multivariable process control context
and will be relied on heavily in the analysis in Chapter IV.
The generalization of the two orthogonal matrices as being rota
tions is not always valid.

To illustrate this consideration for the two

dimensional case, the orthogonal matrix may be either in the form of a
Given's (or plane) rotation
cos8
[ -sin8

sine

7

(3.20)

cos e J

or the form of a Given's reflection
cos8
[

sin8]

(3.21)

sin8 -cos 8

The Givens form for higher order rotations are presented in Appendix A.
Note that the rotation form and reflection form can be calculated from
each other by multiplication with a diagonal matrix having a positive
one for the first diagonal element and a negative one as the second
element, i.e. DIAG ( 1, -1 ).

In general, both orthogonal matrices used

in a given SVD may not be fixed to be only one of the above forms and
preserve the convention that the singular values are always non-negative.
This problem will be discussed in detail below.
The tran,pose of the matrix may be used to disclose information
concerning the right singular vectors.
=VS' U' =VS U'.

This is seen as A' =(US V' )'

Application of the unit ball to the transpose of A

will yield the maximum magnitude in the direction of the v

1

is the first right singular vector for the original matrix.

vector, which
Similarly,

the shortest distance is in the direction of the last right singular
vector.
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Rotation
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Figure 3.2.

0
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-- cos£3
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- sinfJ

-si~

cosf3

Singular value decomposition in terms of scaling and
rotations.

-~
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The above analysis is often used in determining the range space and
kernel for matrices (107).

These analyses may be extended to looking at

the inverse to square matrices (and pseudo inverses of rectangular
matrices).

This extension along with the analysis of the original

matrix will have great utility in the study of process control systems.
The analysis of the inverse of the matrix begins with noting
(3. 22)

-1

The application of a unit circle to A

will have a maximum magnitude

corresponding to the largest value of the reciprocal of the singular
values.

-1

This follows as the largest element of S

will be formed from

the smallest singular value of Sas the inverse is the element recipro
cal of this diagonal matrix.

For a full rank matrix, the singular

-1
-1
.
values will be non-zero so that inverse S
and thus A
exist.
-1

corresponding output direction of A

The

with strongest magnitude is the

last right singular vector of the original matrix, where as, the weakest
direction (minimum vector length or norm) is given by the first singular
vector.

The associated input directions , correspond to the last and first

left singular vectors, respectively.
Two-Dimensional Singular Value Decomposition
The properties described above apply to any general matrix.

Below,

new ana_lyti,sal eJ<pr~ssions will be derived to compute the SVD for a
g~~eral two by two matrix.

If analytical expressions are desired for

the SVD of three-dimensional matrices, analogous procedures may be
followed although the complexity of the algebra will increase signifi
cantly.
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To graphically represent the unit ball mapping, restrictions must
be imposed on the matrix dimension.

To draw the results, the matrix is

limited to be no more than two-dimensional by two-dimensional.

Three

dimensional matrix mappings may be viewed through 3-D graphics or other
3-D means if desired.

The SVD may be computed very accurately and

efficiently for any given matrix.

Determination of the decomposition

requires the use of the computer since a closed form analytic expression
to calculate singular values for a general matrix does not exist and can
not be found.

Paralleling the limitations in graphical representations

of the unit ball mapping, algebraic limitations restrict the size of a
matrix for which analytic solutions may be found.

For solving poly-

nominals, quadratic equations are relatively easy through the use of the
quadratic formula.

For solving cubics, analytical solutions exist but

are much more complicated and difficult to use.

Analytical solutions of

fifth order polynominals do not exist and cannot even be found.
T~o !!!~.} ,9.9A$ are presented to find analytic expressions for the
singular value decomposition for a general two by two :natrix.

The first

method finds the eigenvalue, eigenvector decomposition for the Hermitian
product AA'.

The _sE!~cmd method applies the mini-max property (eqn. 3.18)

directly to the matrix to find the singular vectors and singular values.
The first method requires the eigenvalue, eigenvector decomposition
of the Hermitian product.

This product yields a positive semi-definite

non-defective matrix with orthogonal eigenvectors and non-negative
eigenvalues.

For the matrix A

(3.23)
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the Hermitian product M' contains orthogonal eigenvectors which corre
spond to the left singular vectors and has eigenvalues which are the
squares of the singular values.
U' = U

s2

U'.

This is shown by M' =US V' VS

The product M' is given by

2
2
all +al2

=

M'

(3.24)

[ all a21 +al2a22
To simplify the notation, three intermediate values are defined

(3.25)

The eigenvalues and eigenvectors are found by solving the equation

(3.26)

= 0

The singular values are found by solving for the A. that gives a zero
1

The determinant is given by

determinant in the equation.

DET (M')

= A~
1

A. (b+d) + bd-c

2

1

(3.27)

and the A.'s are found by using the quadratic equation to yield the
1

analytical solution.
are given by

The squares of the singular values, s

2
2
and s ,
1
2
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2

b+d+/(b-d) +4c
2

>.. 1

=

2
sl

"2

=

bd-c
2
s2 =
2
sl

=

=

2
(3.28)

bd-c

(3.29)

~

The left singular vectors are found by determining the eigenvectors for
the Hermitian product using one of the following forms:

(3.30)

and then normalizing the vector to unit length.
To find the right orthogonal matrix, V, it is tempting to use A'
and modify the above formulae to

2
2
all + a 21

b'

=

c'

= all al2 + a2la22

d'

=

(3.31)

2
2
a 12 + a 22

This method will give the correct orientation for the vectors, but the
vectors may have the wrong sign and thus will not be the proper vector
to be used in the orthogonal matrix for the decomposition.

This

phenomenon is readily seen by letting

V

u

be the right and left orthogonal matrices.

(3.32)

This decomposition may be

modified through the introduction of a transformation:
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(3.33)

the signs of the last column in both U and V are swapped.

The use of

the formulae above have no control over the proper orientation for the
orthogonal matrices so steps must be taken to obtain the proper
matrices.

This is most easily done by first calculating the singular

values and then finding either one of the two orthogonal matrices.

The

second orthogonal matrix is found by direct multiplication as U =AV
S-l and V = AT U

s- 1 .

Thus, the SVD may be found using eigenvalue

techniques, although the singular values and eigenvalues of a matrix are
two very distinct concepts with different applications.
The mini-max property (eqn 3.18) can also be used to find an
analytic solution for the SVD of a matrix.

The problem for finding the

decomposition becomes one of finding the unit vector, x, that maximizes
the norm

I;; =

I !Ax I I

2

=

(E a ..

j

lJ

X •)

2 ) 1/2

(3.34)

J

A form for x that 1s convenient to use is:

(3. 35)
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so the problem is changed to that of determining the value of 0 that
gives the maximum for the norms-

The norm equation is now in a form

amenable to use of single variable calculus.

The angle is found by

differentiating the equation and setting the derivative to zero.

The

derivative is

(3.36)
The angle that finds the extremum is

(3.37)

The angle found as an extremum may yield either a maximums, correspond
ing to the larger singular value, or a minimums, corresponding to the
smaller singular value.

Thus, the second derivative is necessary to

identify which extremum has been found.

The second derivative is given

by

(3.38)

Define 0 to be the angle corresponding to the larger singular value
(the second derivative is negative) and 0'' = 0 + 90° to be the angle
corresponding to the smaller singular value (the second derivative is
positive).

By setting the second angle to be 90

0

greater than the first,

the orthogonal matrix will have the form of a plane or Given's rotation.
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The right orthogonal matrix, V, is now specified and can be seen to be
the plane rotation.

::: :::]

V =

(3.39)

To find the left singular vectors, the fact that the left singular
vectors of a matrix are the right singular vectors of the transpose of
the matrix is used.

Then, following the above procedure the angle and

orthogonal form for the left orthogonal matrix, the left orthogonal
matrix is found with the modified equation based on the product A'A:

S =

1

2

Tan

-1

(3.40)

with S being the angle that corresponds to the larger singular and
satisfies

so that the left orthogonal matrix is represented by another plane
rotation

s

sin

-sin 8

cos

cos
[

(3. 42)

The singular values are now found either by multiplying the orthogonal
matrices with the original matrix A as S = U'AV form the SVD definition
or by using the formulae below.
01 =

all cos0 - al2 sin0
cosS

=

a22 sin0 - a21 cos0
sinS

02 =

a21 sin0 - a22 cos 0
cosS

=

all sin0 + al2 cos0
sinS

(3.43)
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A consequence of structuring the orthogonal matrices to be plane
rotations is that the singular values may be negative.

Thus, the use of

a fixed form for the U and V matrices result in signed singular values.
Orthogonal matrices will be used in the multivariable controller to be
developed in Chapter Vanda fixed form for these matrices will be useful
in the implementation of this controller.

By defining the matrix in

terms of rotation angles, change (tuning) of the matrix may be systemati
cally made by variations in the angles.

While this idea of developing

signed singular values was developed for the two dimensional case, it
may be extended to any size of matrix if products of rotations are used.
Linear Equation Solutions
In the study of matrices, the condition number is useful in
determining the rank of a matrix.

It is useful in determining how close

the matrix is to being singular or, from the other perspective, how much
must the matrix be perturbed to become singular.

For large conditions

numbers, the matrix is close to singular and when the matrix is used to
solve sets of linear equations, the resulting solution may have a larger
norm than is needed to give a sufficiently accurate answer.

Determining

the condition number with respect to the 1-2 norm, as opposed to using
any other norm in the calculation, does not require the computation of
the inverse of the matrix since the singular values of the inverse are
the reciprocals of the singular values of the original matrix, i.e.
-1

A= US V' and A

=VS

-1

U'.

This is helpful as most numerical

methods used to find inverses are subject to increased round-off errors
as the condition number increases (119).

Since, the two norm for the

inverse will be the largest singular value of the inverse which will
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correspond to the reciprocal of the smallest singular value of the
original matrix, the condition number of the matrix A, designated K (A),
will be s /s
1

0

,

with s

1

and sn being the largest and smallest singular

values of the matrix, respectively.

The condition number may also be

viewed as the ratio of the largest axis to the smallest axis in the
mapping of the unit ball with respect to the matrix.
The use of the condition number is most widely used in determining
the effect of perturbations on the solutions of sets of linear equations

(5,97,99,107,119).

For solving the linear equation Ax=b, the effects on

the answer x by perturbations in the matrix A and vector bare bounded
by the equation

(3.44)

where K(A) is the condition number of the original matrix A, CA, Ob
and

C x are perturbations from the original values and Mis a constant

defined as

M

1

=
1 -

(3. 45)

I lo A I I

For the perturbation equation to remain valid, changes in A must be
limited so that Mis always positive.

It 1s seen that as the condition

number increases, the uncertainty in A orb must be less if the relative
uncertainty in the answer is to remain constant.
The perturbation equation 3.44 is useful in estimating the error
in solutions of linear equations.

SVD is central in the calculation of

the condition number used in this equation.
finding a solution for the answer.

SVD may also be used in

This is simply done by using the
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decomposition of A to form the inverse, as A-l = V S-l U', and then
multiplying it by the vector b to form the answer.

This method is not

recommended for most problems, as Gauss elimination procedures usually
provide as accurate an answer as this method and are considerably faster
(5).

However, there are cases where using the SVD of the matrix to

solve the set of equations is justified.

This is for the case of prob

lems that are singular, overdetermined (more equations than unknowns),
or underdetermined (fewer equations then unknowns).

To solve these

equations, the pseudo-inverse is defined as
A+

+
= VS U'

s+

=t:

(3.46a)
s.>O

(3.46b)

1

s.=O
1

Solutions formed by using the pseudo-inverse have a unique property.
The solution is of minimum norm for all possible solutions that minimize
the norm

I I Ax

-

b

II .

For full rank, square matrices, the pseudo

inverse is the standard inverse of the matrix and the solution is the
unique solution for the linear equations.

For an underdetermined set

of equations, the solution found using this pseudo-inverse is the one
vector out of the infinite possible that has minimum norm.

The under-

determined case is useful for solutions of square matrices that are
close to singular or are singular.

If the last singular values are

close to zero relative to the rest of the singular values, the pseudo
inverse found by setting these elements to zero will give a solution
with a significantly smaller norm without introducing much error between
the desired vector, b, and the product Ax.

The problem of determining
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if the smallest singular values are close enough to zero depends on the
individual application.

For the overdetermined set of equations, the

solutions found using this pseudo-inverse is the vector that provide the
least squares estimate for the solution.

Summary
The use of norms for vectors and matrices provide scalars that may
be used to define the length or size of vectors and matrices.

There are

many norms defined, but the 1-2 norm is the most useful and thus most
emphasized.

The singular value decomposition provides a numerical

technique to find the two norm for a matrix, but for this research it
will provide much more information.

By finding the condition number,

the sensitivity ?f _a problem to pert~rbations may be estimated .

The use

of the SVD of a process gain matrix will be shown in Chapter IV to b e
useful in de termining the magnitudes of changes necessary in the process
inputs to reach a control objective.

These results are applicable for

conventional MVSISO PI control, the singular value controller introduced
in Chapter V, and, in general, any controller that meets the control
objective.

The decomposition can provide a framework from which to build

a general multivariable controller.

This framework is based on the

concept that the control problem is to find the inputs that will provide
the desired outputs from the process.

Thus, the goal for the controller

is to solve for the inputs to the process that reduces the norm

I I Ax

- b

II

to a minimum in a suitable manner.

CHAPTER IV
SINGULAR VALUE ANALYSIS FOR MULTIVARIABLE PROCESS CONTROL
The concepts and techniques developed for numerical analysis will
be adapted to process control systems.

The groundwork on which much of

this research is based was presented by B. C. Moore (107, 109, 110).
Although the basic underlying principles are similar, this research will
emphasize the process oriented aspects rather than the systems oriented
problems of observability, controllability, and minimal realization.
This work focuses on the analysis of the magnitudes and directions of
the control actions necessary to achieve a desired operating point .

A

second focus is on the determination of the best approach to follow for
conventional NVSISO control schemes.
The use of singular value decomposition techniques, which are at
the heart of this research, are well established in the analysis of
numerical problems and the tools for their use have been developed
through the application and use of numerical procedures.

The geometrical

structure revealed by the decomposition, through the use of unit balls,
provides useful information for the interpretation of the conditioning
of a multivariable process.

The analysis of the process structure as

provided by the singular value decomposition will be referred to as
singular value analysis (SV:f\).

SVA may reveal the existence of isolated

subsystems and the determination of these subsystems is helpful 1n
dividing a multivariable control problem into several smaller pieces.
The use of SVA analysis also has some similarities to the relative
gain analysis of the process.

While there are several strong
58
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similarities in the analyses based on the RGA and SVD, these are two very
different procedures.

The primary use of the RGA is in the determination

of the pairing between controlled and manipulated variables for MVSISO
systems.

SVA a~sp may provide some
insight
into the
..
. .
-- pairing problem but
.

.

it is essential to recognize that the potential of this new analysis
technique goes beyond this.

In this chapter, the analysis of a process

using its singular value decomposition will be followed by a section
relating the SVD and RGA approaches to analysis of the process gain
matrix.
SVA Int e gration of Process Structure
The singular value decomposition of a matrix, as discussed in the
previou s chapt e r, is pursued to provide information about the multi
variable structure of a process.

The relationships between vector and

matrix products established in the previous chapter have analogous
properties when applied to the process gain matrix.

The relationships

be tween a vector and a matrix used in the solution of sets of linear
equations has an analogy with the feedback control problem using a
controller that maintains the desired set point in the steady state.
The use of the process gain matrix is central to the application
of SVD for processes.

The process gain matrix 1s composed of the

el ements relating each individual input to all of the individual outputs
at steady state, and this gain matrix may be calculated by any of several
means.

Given a transfer function matrix description for the process,

the gain matrix is the matrix found when the complex frequency is set to
zero.

If the system is described by a state space model, the gain

matrix is found by setting the derivative of th e state variables to
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zero and finding the algebraic relationship between input and output
as -CA

-1

B, using the notation of Chapter I.

For experimental determina-

tion of the gain matrix, each input (manipulated) variable may be given
a unit change and the change of the outputs after steady state is
reached will give the column of the gain matrix corresponding to that
input variable.

If unit steps are inappropriate, other step sizes may

be used and the column vector scaled by dividing it by the step size
uses to obtain the gains.

Other experimental procedures may be used if

accurate process gains may be found.

Finally, if a steady state simula

tion for the process is available, the gains may be calculated from
changes in the dependent variables produced by deviations about the
operating point following procedures analogous to the methods used in
the experimental determination of the process gain matrix.
In studying the relationships between the input (manipulated)
variables and the effects on the process output (measured) variables,
the process gain matrix is directly useful, as it is ideally the
linearized relationship between the input and output.

The application

of the unit ball of all possible inputs to the process is analogous to
the application of a unit ball in the matrix vector product.

The appli

cation of SVD procedures on the gain matrix then follows directly the
relationship of a matrix multiplied by a vector, with the process output
paralleling the ellipsoid resulting from the matrix vector multiplication.
Singular value analysis is useful in the analysis of feedback
control systems when the feedback controller uses integrating elements.
The use of i1:_!:.eZ_ratingcontrol eliminates offset between the process
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output and desired set point for step disturbances or set point changes.
By the elimination of offset, the feedback controller may be thought of
as solving for the set of inputs variables that will give the desired
output from the process.

Using K as the gain matrix, r as the set point

vector, and mas the process input (manipulated) vector, the use of
integrating control may be seen as solving the system of equations for
m, as

K m = r

.

The desired input to the process to the system is found by multiplying
the inverse of the gain matrix with the desired set point.

The concept

of norms may be used for the process input and output to give a measure
of the magnitude of the two vectors.

With the norm concept, the

determination of the needed inputs to obtain specified outputs can be
viewed as the application of the unit balls to the inverse of the
matrix.
The use of the process gain matrix norm can provide limiting
relationships between the input and output vectors.

For the input

vector m, output vector y, and gain matrix K, the two relationships
come directly from the norm definition:

II Y II
IIm I I

=

!!Kil !!ml!

<

<

II

K-l

11

11

(4.1)

YI I

Recalling that the norms of Kand its inverse are s

(4. 2)

1

and 1/s~,

respectively, the bounds relating the input and output vectors can be
stated as
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sn

llmll 2- IIYll 2.
I I YI I

<

11 m 11

llmll

sl
<

s

(4.3)

I I YI I

(4. 4)

n

These are sharp bounds in that an input (and corresponding output) may
be found that will satisfy the equation with equality.

The input and

output that satisfy the bounds with the first singular value are vectors
in the same direction as (proportional to) the first right and left
singular vectors, respectively.

Likewise, the smallest singular value

bounds are satisfied with vectors proportional to the last singular
vectors.

If y

0

is the output vector of any given fixed length produced

by the smallest input vector m

,

0

the input will be bounded by

(4.5)

m

0

<

Another bound relating the possible inputs is obtained by eliminating

IIY

11

from equations 4.3 and 4.4

(4.6)

11 m 11

<

K

(K)

11 m

0

11

This analysis has made two assumptions.

The matrix is assumed square

and non-singulc.r so that the inverse exists and the matrix is assumed to
be known exactly.

If there is uncertainty in the gain matrix, the
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relative uncertainty of the manipulated variable may be estimated using
equation 3.44.
The condition number provides an indication of the closeness of a
matrix to being singular.

The closeness of singularity may be presented

graphically through the mapping of unit balls by the process gain matrix.
When a unit ball input is mapped by a gain matrix, the condition number
is then the ratio of the longest distance from the center of the output
ellipse (major axis) to the shortest axis (minor axis).

A perfectly

conditioned system will have a condition number of one.

For the matrix

mapping of a unit ball input with a condition qyml:!.e r of one, there is no
dominant axis in the output (a ball output is obtained) and interaction
1s shown as the rotation of the input to the output.
This interpretation 1s presented in Figure 4.1.

For Figure 4.la,

the matrix mapping has no major axis but the inputs are seen to have
rotated around the resulting circle to yield the corresponding outputs.
Figure 4.lb shows an interacting process with a strong dominant direc
tion.

As the ratio of the axes of the ellipsoid increases (the condition

number increases), the gain matrix may be thought of as becoming closer
to being singular.

Figure 4.lG shows a singular system.

The closeness of a matrix to being singular may be expressed using
perturbations of the matrix.

If A 1s the gain matrix, the perturbation

matrix, E, with the smallest norm that will make A singular has a norm
equal to the smallest singular value (99).
then

Thus, for

must be greater than or equal to s .
n

such that
E =

j jA + Ej j

= 0,

To generate matrix E

the following calculation is employed
s

n

u

n

v'

n

(4. 7)
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Y2

a.

Well Conditioned - Interacting

b.

Poorly Conditioned

c=>
c.

Figure 4.1.

Singular

Application of the unit ball to processes of various
condition numbers.
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Errors in the gain matrix arise from either modelling errors or nonlinearities in the process.

If it is somehow known that the perturbation

matrix cannot have components in the u

n

and v

n

directions, the matrix

required to make A singular will have norm of the second smallest singular value.

Thus, although the smallest singular value and SVA gives the

smallest errors that may make the system singular, this may be a conservative estimate of the tolerance to errors for the gain matrix in
becoming singular.
To illustrate the information that this analysis may yield, a
simple example presented by Jaferey and McAvoy (21) will be used.

For

this example, consider the system
Y1

=

ml - gm2
(4.8a)

Y2 =ml+ hm2
The process gain matrix for this system

l.S

-j
~

(4. 8b)

The relative gain array for this system is (4,52)

[:

g:h]

g+h

(4. 9)

g+h

and shows the system to be highly interacting when values of g and hare
close.

The singular values for this process are

2

2

2+g +h +
=

j (g 2 +h)2 2 +4-2
2

gh
(4.10)

66

Any relationships between the singular values and the elements in the
process gain matrix are obviously rather complex.

If the special case

of g=h is used, the singular values and left and right singular vectors
are given by

al

=

✓
2
(4.11)

02

fl

= g

1
✓
2

1
--

1

0

0

1

✓
2

u =

V =

-1-

✓
2

1
-.Jz

For this system, the condition number is either g or 1/g depending if g
is greater than or less than one, respectively.

Assuming that g is

small (g21), the left singular vector, u , shows the process inputs will
1
have the strongest effects on the outputs along the 45 degree direction,
(1/-J"i.', 1/✓
2), and the weakest effect along the negative 45 degree
direction.

The right singular vector indicates that the first process

input has the strongest effect on the process.

Conversely, for a fixed

magnitude change in the output, the strongest input will be required for
a change needing only variations in the second input.
For example, if g=h=0.l and the desired output is (0,1), the
necessary input for the system is m =0.5 and m =5.0.
1
2
input is 5.02 and the norm of the output is 1.
this case is 10.

The norm of the

The condition number for

Thus, for a step change in the desired output of norm

1, the change in the input norm is close to the maximum possible change
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which is 7.07.

The output change requiring the most change in the input

corresponds to an output direction parallelling the second left singular
vector.

Thus, to obtain an output of y =1 and y =-l, inputs of m =0 and
2
1
1

m =10 are required.
2

The input and output norms are 10 and 1.4142 and

their ratio is 7.071 corresponding to the reciprocal of the last singular
vector.

(see equation 4.4)

In the study of linear or linearized systems, the condition number
is quite useful in relating the relative magnitudes of changes of inputs
with outputs.

Central to this analysis using the process gain matrix,

its norms, and the condition number is the concept of the unit ball,
where for the process, a unit change in each input and each output has
equal importance.

To be given equal value for a unit change, some

scaling may be necessary.

The scaling that is necessary is not well

understood from a fundamental viewpoint although of great practical
importance.

To illustrate the importance of scaling, consider the non---~.F•F •'••''
~~

interacting system given by

(4.12)

This system has a condition number of 1000 and if this were an inter
acting system, this high condition number would signal possible control
problems.

By changing the units of the first diagonal element from con

taining say grams to containing kilograms, the condition number goes
from a thousand down to one.

Thus, the use of proper scaling appears to

very important in determining the condition of a process srstem'.

One

possible scaling procedure would be to model the process with respect
to the pneumatic signals sent to the control valves and received from the
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transducers so that all elements in the process gain matrix will have
units of PSI/PSI.

In this case the scaling would be done in selecting

the transmitters and valves to be used.

However, for the remainder of

this research, it will be assumed that the process description is scaled
so each input and output variable have equal importance.
The SVD and the RGA
The use of relative gain array is widely used in the analysis of
multivariable processes (20).

The RGA was developed to answer problems

associated with multivariable control and many of its properties make it
useful in these analyses.
available from the RGA.

The SVD contains information paralleling that
The techniques necessary to analyze a process

using the SVD will be present e d.
and contrasted.

The two techniques will be compared

One important difference between the RGA and singular

values of a gain matrix is that the relative gains are dimensionless
whereas the singular values are dimensional as seen by the example
above.

For completely isolated subsystems in the process, both the RGA

and SVD approach give comparable analyses.

For the RGA, the relative

gains of the subsystems are the same if the relative gains are calculated
from either the subsystem matrix or for the entire gain matrix.

For the

SVD of the gain matrix, isolated subsystem have the same decompositions
for the subsystems calculated from the subsystem matrix or the entire
gain matrix.

The singular vector elements for singular values not

associated with the subsystem are zero.

To illustrate this, the

partitioned matrix

K

( 4. 13)
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will be used.

If C=B=O so that A and Dare independent, the decomposi

tion of K will be

(4.14)

with the individual decompositions of the isolated subsystems being
A=

u1s1v• 1

u2 s2v• 2 .

and D =

Thus, it is seen that the subsystem A is

completely and only associated with

u1 , s 1

and

v1 .

If instead A=D=O so

that Band Care independent, the decomposition of K will be

K

=

(4.15)

with the individual decompositions of the isolated subsystems being
B

= u1 s 1v1 •

and C

= u2 s2v2 •.

Again, the subsystems are completely

isolated.
Permulations of rows and columns have well defined effects on both
the relative gain array and the singular value decomposition.

For the

permutations of the process gain matrix, identical permutations occur in
relative gain array.

For the SVD, permutations in the rows of the gain

matrix interchange the associated rows of the left singular vector
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matrix in the decomposition.

Permutations in the columns of the gain

matrix interchange the associated rows in the right singular vectors in
the decomposition.
These relationships between permutations and their effect on the
SVD of the matrix are seen through the use of permutation matrices.
Permutation matrices are d e fined as:
i

j
I

1

I

I
I
I
I

·l
• I

I

0-------1-------

(4.16)

- - - -1

1

·l
I

• I

1-------0-------

- ---J

1

1

and will swap the i-th row with the j-th row when pre-multiplying a
matrix.

A pe rmutation matrix will swap the i-th column with the j-th

column whe n post-multiplyi ng a matrix.

The pe rmutation matrix is

orthogonal and synnnetric so the matrix is its own inverse.

The procedur e

to reord e r the singular values without changing the gain matrix may be
demonstrated using permutation matrices.

If Pis a permutation matrix,

by noting PP=I, the interchange of two s-ingular values may be written as

K = U (PP) S (PP) V'
K =

(UP) ( p

s

p) (VP)

(4.17a)
I •

(4 . 17b)

The middle group of terms swap the i-th and j-th singular values along
the diagonal.
matrices.

The products UP and VP swap column i and j of both

While equation 4.17b is a valid decomposition, the singular
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values are not ordered (if they were in the original matrix).

The

numerical algorithm used to find the singular values does not necessarily
order the singular values and it is this procedure that is used to order
the values by the appropriate choice of P.
To see the effects ~f permutations on the gain matrix, the effect
of interchanging rows in the gain matrix is given as

Where

PK= PUS V'

(4.18a)

K* = U* S V'

(4.18b)

K>'<

is the permuted gain matrix with the i and j rows swapped and

U* is the permuted orthogonal matrix with rows i and j swapped.

Inter

chan g ing columns in the gain matrix or interchanging the order of some
inputs is given as
KP= US V' P

(4.19a)

K* =US V*'

(4.19b)

where K* is the gain matrix with the interchanged columns and V* is the
orthogonal matrix with interchange d rows .

Thus, interchanging output

variables interchange the rows in the left singular matrix and inter
changing the input variables interchange the rows in the right orthogonal
matrix.
A final relationship between the RCA and SVD is in the indication
of near singular systems.

As emphasized before, SVD provides the most

generally accepted method to determine the condition of a system.

In

the final section, the relative gains are shown to be bounded by the
condition number.

Thus, if the system has a large relative gain, it

will have a larg e r condition number.

As a large condition number
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indicates closeness to singularity, large relative gains indicate close
ness to singularity.

Unfortunately, given a small relative gain, no

conclusion may be drawn about the condition of the system.
The above parallels between the RGA and SVD suggest a relationship
between the two procedures.

A major use of the RGA is to determine the

pairing of SISO loops in MVSISO problems (20).

Similar procedures to

the RGA approach will be developed using the SVD of the gain matrix.
The use of the RGA for pairing of variables is given by Shinskey (20,28)
and will be summarized here as a point of comparison.

To pair input and

output variables using the RGA, first all the elements in the RGA closest
to positive one are chosen; then, the input/output pairing is determined
by the position of each element in the array matrix .

The row determines

the output variable and the column determines the input variables.

Thus,

if the i,j element is close to one, the i-th output variable is paired
with the j-th input variable.

For example, if the gain matrix is

2 00 OJ
1

(4. 20)

0

[0

3

0

the RGA is given by

1 00 OJ
1

(4.21)

0

[0

1

0

By proceeding down the rows, this array indicates pairing output 1 with
input 1, output 2 with input 3, and output 3 with input 2.

The process

represented by the gain matrix in equation 4.20 is completely
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non-interacting.

This 1s indicated by the zero elements in the RGA.

This system is ideally suited for control using SISO design procedures.
The SVD of the gain matrix may be used in an analogous manner.
For the decomposition, three matrices are produced.

The orthogonal

matrices provide the information necessary for the determination of
dom.i na.nt syste11ts and input/output variable pairing.

The decomposition

may be thought of as arranging the matrix into input-output subsystems
with each subsystem associated by a singular value.

Associated with the

first singular value is the first right and first left singular vectors.
A pairing scheme based upon SVD uses the singular vectors associated
with each singular value.
with

t~~

The left singular matrix, U, 1s associated

process outputs and the right singular matrix, V, 1s associated

with the procei;s inputs.

Since, permutations of input and output

variables in the gain matrix only interchange the rows of V and U
respectively, the use of the columns for the pairing will be unaffected
by the change of variable order.

The procedure then 1s to analyze each

singular value, s., along with its singular vectors.
1

The row containing

the element qf J.ar.g.est magnit1.1de in the corresponding right singular
vector, vi, provides the input to be used.

Th~ row containing the

largest mainituie element in the corresponding left singular vector, ui'
provides the output for the pairing.

For the example gain matrix above,

the singular value decomposition is given by

[3
G !]
1
0
0

2

JD

1
0
0

n
T

(4.22)

The pairing of inputs and outputs using this matrix begins with the
first singular values subsystem.

For the first column in

u,

the element
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of lar ge st magnitude is in the third row.

For the first column in V,

th e e l eme nt of largest magnitude is in the se co nd row.
output will be associated with the second input.

Thus, the third

For the second singular

value, the first output is paired with the first input.

Finally, the

last singular valu e indicates pairing the second output with the third
input .

This pairing agrees with the RCA approach.

The system of e qua-

ti on 4.20 wi th SVD 4.22 is composed of thr ee independent systems.

Th is

ind ~pe nd e nce is indicated by the zero elements in both orthogonal
matrices.

In th e above application of the RCA and SVD to determine pairing,
a syst em was used that had input/output relationships that were com
pl e t e l y ind e pend e nt.

A class of matrices for the study of the interpre-

t a ti o n of pairing usin g SV D will be created by assuming a decomposition
for th e matrices with one of the singular values bei ng a parameter.
This matrix is given by

0.1]

1.0

[

-0.1

1.0
[ 0 .1

1.0

-0. l] T

(4.23)

1.0

The g ain ma tri x resulting from this pr od uct is
e-0.01
[

0.le+O.l]

-0. le-0.

i

(4. 24)

-0.0l e+l

Th e r e sults of variations in the parame ter e are shown in Table 4.1.
Th e sing ular approach indicates that for all values of e, the first
input an d first output should be paired.

The relative gain for this

matrix is gi ve n by
e
,\

2

- 100.0l e + 1
(4. 2 5 )

=

-102.0l e
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TABLE 4.1
PARAMETER VARIATION FOR MATRIX WITH
( 1 0.1) ORTHOGONAL MATRIX

e

0.000
0.001
0.010
0.020
0.100
0.500
1.000
2.000
5.000
10.000
49.000
50.000
100.000
1000.000
-0.001
-0.010
-0.100
-0.500
-1.000
-2.000
-5.000
-10. 000
-100.000
-1000.000

Cond.
No.
1000.
100.
50.
10.

2.
1.
2.
5.
10.
49.
50.
100.
1000.
1000.
100.
10.
2.
1.
2.
5.
10.
100.
1000.

Relative
Gain

-8.82

o.oo
0.49
0.88
0.96
0.96
0.96
0.93
0.88
0.50
0.49

o.oo

-8.82
10.78
1.96
1.08
1.00
1.00
1.00
1.03
1.08
1. 96
10.78

all

-0.010
-0.009
0.000
0.010
0.090
0.490
0.990
1.990
4.990
9.990
48.990
49.990
99.990
999.990
-0.011
-0.020
-0.110
-0.510
-1.010
-2.010
-5.010
-10.010
-100.010
-1000.010

Matrix Elements
al2
a21

o. 1000
0.1001
0.1010
0.1020
o. 1100
0.1500
0.2000
0.3000
0.6000
1. 1000
5.0000
5.1000
10. 1000
100.1000
0.0999
0.0990
0.0900
0.0500
0.0000
-0. 1000
-0.4000
-0.9000
-9.9000
-99.9000

-0.1000
-0.1001
-0.1010
-0.1020
-0. 1100
-0. 1500
-0.2000
-0.3000
-0.6000
-1.1000
-5.0000
-5. 1000
-10.1000
-100.1000
-0.0999
-0.0990
-0.0900
-0.0500
0.0000
0.1000
0.4000
0.9000
9.9000
99.9000

a22
1.00000
0.99999
0.99990
0.99980
0.99900
0.99500
0.99000
0.98000
0.95000
0.90000
0.51000
0.50000
0.00000
-9.00000
1.00001
1.00010
1.00100
1.00500
1.01000
1.02000
1.05000
1.10000
2.00000
11.00000
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and the relative gain goes to zero ate= 0.01 and 100.

The relative

gain is unbounded ate= 0 as the system is singular there as indicated
by an infinite condition number.

Thus, for values of e less than about

zero and between about 0.02 and 50.0, the relative gain approach and
singular value approach give the same results.

For values of e outside

of this range, the condition number is greater than 50, and problems
with control are indicated.
If the right hand martrix in equation 4.23 is made the identity
matrix, the relative gain is invariant withe and has a value of 0.99.
In this case, both methods agree on the pairing of the process variables.
However, n~te that the matrix may be made arbitrarily singular without
the relative gain giving any indication of potential problems.
The potential problems created when repeated singular values occur
may be illustrated using three gain matrices and limits as each matrix
approaches the identity matrix.

While most linear algebra texts (5,99)

note that the singular vectors may become sensitive to perturbations in
the matrix as the singular values approach each other in value, the sig
nificance of the result is not emphasized.

To emphasize this point, the

first gain matrix to consider is

1
[ 0

e]

(4.26)

1

withe approaching zero.
lar vector is given as

For this matrix, the angle for the left singu
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0

=

0.5 Tan-l (

-Z(e + O)
1 + 0 - e

2

)

=

0.5 Tan-l 2/e

(4.27)

- 1

Ase approaches zero, the angle approaches 45 degrees, and U and V are
given as

0. 707
[ -0. 707

0.707]

(4.28)

0. 707

If the gain matrix used for the limit is given as

(4.29)

the argument in the tangent approaches 1/(1 + e) as e approached zero, so
the limiting angle is 22 . 6 degrees.

Finally, if the gain matrix

(4.30)

is used, the limiting angle as e approaches zero is given as

0 = 0.5 Tan-l

e

2

-2e + e

2

+ e

(4.31)

4

so as e approaches zero, the angle approaches zero.

Here, the resulting

singular value decomposition is then three identity matrices.

It should

be noted that computer procedures will generally find the last solution
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for this example.

These results indicate that small changes in matrices

with close singular values can change the singular vectors markedly.
The decision as to which input and output should be paired is not
always straightforward.

If the relative gains are all 0.5 for a 2 by 2

system and if the elements in the singular vectors are close in magnitude,
there is no clear choice based on these methods alone.
the system

is

In these cases,

highly interacting, and there is no sound foundation for

the use of MVSISO design.

The matrix used in McAvoy's example (eqns.

4.7-11) has equal relative gains and equal magnitudes of all the elements
in the left singular vectors when g = h.

Thus, the rules used to pair

input and output variables provide no solution.
Another example using one singular value as a parameter will be
used.

This example is a construed problem that is by far the worst case

for the singular value analysis.

The gain matrix with the decomposition

of

(4.32)

will be used.

Note that the left and right matrices do not have unit

length, as would result from a formal SVD, but dividing each element by
1.4142 will accomplish this normalization.

This normalization is not

needed in this analysis, as all elements are scaled by the same amount,
and the simpler form will be used to simplify the presentation with no
loss of generality.

Note that the norm is twice the larger of the

diagonal elements in the middle diagonal matrix since this decomposition
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is not the SVD.

The SVD is obtained by dividing the left and right

matrices by 1.4142 and multiplying the center diagonal matrix by 2.
The results of varying the parameter e are presented in Table 4.2.
Ase approaches zero, the relative gain and condition number approach
infinity.

This is expected, since the rank of the matrix is approaching

one as e approaches zero.
gain are one.

Fore= 1, the condition number and relative

Thus, the relative gain indicates pairing between the

first input and first output.
suggest a pairing.

The SVD is not able for any value of e to

An approach that uses scaling of the matrix will be

presented below that will help eliminate this problem.
gain matrix is twice the identity matrix.

Fore= 1, the

This demonstrates the problem

with using the SVD for matrices having repeated singular values, as all
three matrices in the decomposition may be diagonal for this case.

As

the parameter e increases from one, the condition number and relative
gain increase.

For negative values of e, the relative gain is negative,

indicating pairing the first input with the second output.
When the singular vectors have no clearly dominant elements, no
definite pairing is suggested.
may help.

However, scaling the process variables

For example, the gain matrix

(4.33)

has the decomposition
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TABLE 4.2
PARAMETER VARIATION FOR 45 DEGREE ORTHOGONAL MATRIX

e

0.000
0.001
0.010
0.100
0.200
0.500
1.000
2.000
5.000
10. 000
100.000
1000. 000
-0.001
-0.010
-0.100
-0.200
-0.500
-1.000
-2.000
-5.000
-10.000
-100. 000
-1000.000

Cond.
No.

Relative
Gain

1000. 250.50
100.
25.50
3.02
10.
1.80
5.
2.
1.13
1.00
1.
2.
1. 13
1.80
5.
3.02
10.
25.50
100.
1000. 250.50
1000. -249.50
100. -24.50
-2.02
10.
-0.80
5.
-0. 13
2.
-o.oo
1.
-0.13
2.
-0.80
5.
10.
-2.02
100. -24.50
1000. -249.50

Matrix Elements
all

1.000
1.001
1.010
1.100
1.200
1. 500
2.000
3.000
6.000
11. 000
101. 000
1001.000
0.999
0.990
0.900
0.800
0.500
0.000
-1.000
-4.000
-9.000
-99.000
-999.000

al2
1.000
0.999
0.990
0.900
0.800
0.500
0.000
-1. 000
-4.000
-9.000
-99.000
-999.000
1. 001
1.010
1.100
1.200
1.500
2.000
3.000
6.000
11. 000
101. 000
1001. 000

a21
1.000
0.999
0.990
0.900
0.800
0.500
0.000
-1.000
-4.000
-9.000
-99.000
-999.000
1.001
1.010
1.100
1.200
1.500
2.000
3.000
6.000
11. 000
101.000
1001.000

a22
1.000
1.001
1.010
1. 100
1.200
1.500
2.000
3.000
6.000
11. 000
101. 000
1001. 000
0.999
0.990
0.900
0.800
0.500
0.000
-1.000
-4.000
-9.000
-99.000
-999.000
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(4.34)

and the relative matrix given as

-0.112

1.112

[

1.

112]

(4.35)

-0.112

The singular value approach does not give indication of pairing; however,
the relative gains strongly indicate the pairing of input one with out
put two.

Scaling of the variables can provide an answer to the lack of

indication in the singular value approach.

This scaling being proposed

is not related to any physically significant scaling of the process gain
matrix but is rather a mathematical trick to provide more information.
If the first output is given twice the value it has in the original sys
tem, the first row will be multiplied by two.

This gives the matrix and

decomposition

[:

:]

=

[0.94
0.33

-0.33]

[6.65

0.94

[0.43
0.90

2.41]

0.90r
-0.43

indicating pairing the first input with the second output.

(4.36)

If the second

input variable is scaled to have twice the gain, the matrix becomes

=

[o.

901

0.433

-0.433]
0.901

6.65
[

]
2.41

o. 331
[ 0.944

0.944]
-0.331

~ (4.37)
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Thus, scaling makes provided a means to alter the decomposition so that
pairing is possible.

In both cases, the pairing agrees with the RGA

approach.
Sometimes, the effect of scaling will not give as clear results.
For the gain matrix and its singular value decomposition

0.445
[ 0.890

4. 75

0.890]
-0.455

the relative gain is 2.
with the first output.

[

]
0.631

T

l

0.754

0.657

0.657

-0.754]

(4.38)

Thus, the RGA suggests pairing the first input
The singular value analysis procedure gives a

weak suggestion for the opposite pairing.

However, the right singular

vectors are really too close to make any decision.

If the first output

is scaled by two, the matrix and decomposition become

T

0.578

0.986

[ 0.578

-0.816]

6.09

0.687]
-0. 726

]

0.816

[

(4.39)

The decomposition gives the same suggested pairing as the RGA; however,
the left singular vectors are really too close to give an indication for
the proper pairing.

If the first row is scaled by a factor of four, the

matrix and the SVD become

9. 82

0. 417]
-0.909

[

]
1. 32

o. 868
[ 0.457

0.457] T
-0.890

(4.40)
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and the decomposed gain matrix agrees with the RGA approach.

If the

scaling is carried even further to using a factor of ten times the ele
ments of the first row, the matrix becomes

T

0.984

22. 7

0.179]

[ 0.179

-0.983

]

[

1. 32

0.890

0.457

[ 0.457

-0.890]

(4.41)

When comparing the matrix decompositions above, the condition numbers
decrease with scaling before they increase.
the condition number is 7.52.

For the scaling by 2, 4, and 10, the con

dition numbers are 6.18, 8.05, and 17.2.
better conditioned.

For the original matrix,

Thus, scaling may make a matrix

However, as the magnitude of the scale factor

increases without bound, the condition of the matrix will worsen.

For

the matrix scaled by the factor of ten, the left singular matrix is
becoming closer to the identity, and the first right singular vector has
a ratio of the elements close to the ratio of the top row of the scaled
matrix.

If row scaling is carried to an extreme, the left vector matrix

will become the identity matrix, and the first right vector will become
the normalized row vector for the original matrix.
having the scaling matrix being DIAG (1, 0).

This is seen by

With the resulting scaled

singular matrix and its singular value decomposition being

o. 894
[ 0.447
these limits are seen.

0.447] T

(4.42)

-0. 894

Through the use of scaling, the condition number
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and singular vectors may be changed.

The use of the proper scaling is

important but depends on the problem being considered.

Bounds Between the RGA and SVD
For the general n by n matrix, A, the singular value decomposition
1.s given as
A =

u S VT

(4.43a)

n
= E u. s . v.
l.

l.

l.

T

(4.43b)

l.

with u. being the i-th column of the U matrix ands. being the i-th
l.

l.

singular value.

The elements of A may be found as

(4.44)

{ a .. }
l.J

with {aij} being the i,j element of A and uik being the i,k element of U.
The inverse of A may be formed by

(4.45)
the elements of the inverse are
{a..

-1

l. J

(4.46)

} =

1
where {a .. - } denotes the i,j element of the inverse, not the reciprocal
l. J

of the element.
The Relative Gain Array 1.s found by (4)

"·.

l. J

=

{a .. Ha ..
l.J
J l.

-1

}

(4.47a)
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(4.47b)
(4.47c)

Equation 4.47c gives a formula to calculate the RGA from the SVD but is
not useful 1n bounding the two with respect to each other.
tion 4.47b, and the fact that s

1

Using equa

1s the largest singular value and sn is

the smallest, the absolute value of a relative gain element is bounded by

I\ 1J
.. I

< Js

-

1

u.kv.kl Is -l u .. v.kl •
1 J
n
1J J

(4.48)

The summations are in the form for a dot product between the i-th row of

U and the j-th row of V.

Since U and V are orthogonal matrices, each

product of rows must be bounded between positive and negative one.

The

singular values are non-negative by convention, and the condition number
is the ratio of the largest and smaller singular values, so the bound
becomes
(4.49)

Thus, the relative gains are bounded by the condition number.
Unfortunately, given the relative gains, nothing can be said except
that the condition number is larger.

l
[ 1

el

-e

In the case of the matrix

(

4 .SO)
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the relative gains are 0.5 for any non-zero e, but the condition number
may be made arbitrarily large by making e as small (or as large) as
desired.
Summary
The singular value decomposition of the process gain matrix yields
useful information about the process.

The decomposition can be consid

ered as dividing the process into three operations.

The inputs are

rotated (transformed) without affecting the magnitude.

These transformed

inputs are multiplied by the singular values which provide the gains for
the process.
rotation.

Finally, the process outputs are obtained after a second

The singular values and the resulting condition number can

provide bounds relating the magnitudes of the input with the output.
Finally, there are several useful relationships between the information
given by the SVD and RGA of the process gain matrix.
The chapter has demonstrated many similarities and differences
between the SVD and RGA approach.

From use of the SVD and RGA on several

gain matrices presented in the literature, the two methods generally
agree.

The worse case example presented above was included to demonstrate

that the heuristic approach taken in these analyses is not fool-proof.
While it has not been proven, general experience with the SVD indicates
that if elements in the singular vectors obtained from reasonably well
conditioned matrices are larger than about 0.8, the SVD and RGA approach
will agree.

CHAPTER V
SINGULAR VALUE CONTROLLER:

A FRAMEWORK

FOR A MULTIVARIABLE CONTROLLER
The singular value decomposition can prove useful in the construc
tion of a generalized multivariable controller.

The controller is based

on the orthogonal matrices and the diagonal matrix that results with the
singular value decomposition of the process gain matrix.

The use of

orthogonal matrices has an additional appeal of being numerically well
conditioned and, thus, will possibly minimize potential roundoff effects
in a computer implementation of the controller.

The form of the con

troller follows directly from the decomposition of the process gain
matrix and will be discussed first.

The decomposition does not require

a square system, and the implications of the control of nonsquare systems
will be investigated.

This controller will, for the most general non

square case, find the minimum process input that will ultimately reduce
the control error: .,to a minimum.

Finally, dynamical effects on the diag

onal control structure created from the process gain matrix are explored.
Forming the Controller Structure
The singular value decomposition establishes a framework for a
multivariable controller structure.

The basis for the controller struc

ture lies in two particular lineaLtransformations of the process input
and output variables.

These transformed input and output vectors, con

structed from linear combination of the process inputs and outputs, are
independent or completely d~coupled in the steady state.
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Thus, the
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process description at the steady state in terms of these special sets
of inputs and outputs is a diagonal matrix.

The two orthogonal matrices

generated in the singular value decomposition of the process gain matrix
define the two special transformations for the inputs and outputs.

The

diagonal matrix of singular values is then the diagonal process gain
matrix.

To identify these unique transformed sets of inputs and outputs

and the associated diagonal process, the terminology of structur e d inputs
and outputs or structured variables and structured process is adopted in
this dissertation.
The ultimate goal of a control system for square full rank processes
is to find the input vector, m, that produces the output, y, equal to the
desired set point, r.

This may be written

r = y = Km

(5.1)

with K being the process gain matrix.

To solve this set of equations

numerically, the inverse of K may be multiplied by the desired output, y.
The square nonsingular process gain matrix may be considered to be a sub
set of all possible linear problems.
For the general cases where the process gain matrix is not restric
ted to being either square or nonsingular, there still exists an input
vector of minimum norm that finds the closest possible answer as described
by

mm 11 Km -

r

11 .

(5.2)

The input of minimum norm that provides the least error from the set
point is found as
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(5.3a)

m

+

m = U' S

Vy

(5.3b)

with K+ and S+ being the pseudo-inverses as defined in equation 3.46.
However, the process of setting the manipulated variables given the
desired outputs is an open loop without measurement of the outputs
approach.
Singular Value Controller for Square Nonsingular Processes
A feedback controller based on the SVD structure may be developed

through the use of block diagram manipulation.

In the formation of the

controller, the first step is to determine th e singular value decomposi
tion of the process.

If this resulting process (U SV') has the output

variables multiplied by the transpose of U, the first set of structured
variables is formed.

The second set of structured variables is formed

when the process input is multiplied by the right singular vectors, V.
This process is illustrated in Figure 5.la.

Recall that U'U and V'V

form identity matrices since U and V are orthogonal matrices.

Thus,

orthogonal matrices create a structured input vector, m*, and a struc
tured output vector, y*.

Each vector element is independent or decoupled

so that m*. only changes y#. in the steady state.
l.

l.

The result of these

transformations is to give the structured process a steady-state gain
matrix of S.
s

1

Thus, the first input variable has a steady state gain of

to the first output variable, the second gain of s

2

to the second

output, and so on to the last input, which has a gain of sk to the k-th
output, when there are k non-zero singular values.
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m
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Figure 5.1.

K

Close the Loop on the Transformed Variables

c,

c.

f

PROCE.3S

V

PROCESS

K

Simplify to Use Physical Variables for Comparison

Singular value decomposition of the process and
formation of the 5-_ingular value controller.
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For a singular process, the number of structured variables is less
than the number of inputs or outputs since all inputs or outputs are not
independent, and, thus, there are zero singular values.

The number of

nonzero (structured process) gains thus depends on the system.

For

example, if the gains are 1 PSI/PSI, 0.2 PSI/PSI, and 0.0001 PSI/PSI,
what would appear to be a three-variable process actually only has two
degrees of freedom as a change of thousandths of a PSI is insignificant
in a pneumatic control system.

If control of all three variables is

attempted, a high gain will be required, and the system will be prone to
noise.

Also, the system will be inclined to saturate the control valves.
Following the diagonalization process, the structured variables

are used to close the feedback loop, as illustrated in Figure 5.lb.
First, the structured output is compared with the desired structured set
point, r*, to establish the feedback control system.

This transformed

set point is formed by multiplying the physical set point, r, by U'.
The difference between the set point r* and the output y* is the structured error signal e* which has independent elements in the steady
'
state.

This error signal is then fed into the di&gonal controller

matrix to generate the output signal m*.
tured error signals.

The comparison uses the struc

The use of a comparison between the actual signals

and the set point is desirable since deviations from the desired operating
point has more intuitive meaning than does the deviation of the struc
tured error.

Formal block diagram algebra is then used to rearrange

the control system to remove the comparison of the structured variables
and to use the differences between the actual process output and the
actual desired output.

This final structure is given in Figure 5.lc.
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Generalization of Structured Variables and Process
The SVD controller has been developed using block diagram manipu
lation.

This manipulation is adequate for square nonsingular processes,

but more analysis will be used to study the general process gain matrix.
The general matrix case may be analyzed through the use of partitioning
the decomposition into the nonsingular and singular part of the matrix
and the input and output variables analyzed with respect to this parti
tioned form.
The singular value decomposition of the steady-state gain matrix
again reveals information about structuring input and output vectors.
The decomposition will be written

G(O)

= US

V'

= [Ul

"2{8 0}v1

V JT
2

(5.4)

= u 1sv' 1 .
The range space of all possible output vectors is described by u .
1
matrix partition u
The matrix v

2

2

The

describes all those outputs which may not be attained.

spans the Kernel or null space of the process gain matrix,

and any input vector composed of linear combinations only using this
matrix will give a null output from the process.
binations from the matrix v
the process.

1

will have an effect on the steady state of

If the process system has q inputs and 1 outputs, the

process gain matrix, G(O), is a 1 by q matrix.
of k where k

Thus, only linear com

2

If the matrix has a rank

min(l,q), the decomposition gives k nonzero singular

values, sos is a k by k matrix, ul is 1 by k, u2 is 1 by 1-k, vl is
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q by k, and v

For square, nonsingular matrices, u

2 is q by q-k.

are null ma trices.
will be defined.

2

and v

2

Given these restrictions, two structured vectors
The first vector defines all possible process outputs.

This v e ct o r is of length k and defined as

y-:: = U I y •

(5.5)

Th e se c ond s tructured vector 1s all of the possible inputs and 1.s defined
as

(S.6)

and i s also of leng th k.

Using these two structured variables, a struc-

tur ed pr o c e ss ma y be <le tined as G*(s)

=

U G(s) V'.

_pyn am ics and the Structure.a Process
Although this structured process 1.s defined to be diagonal at th e
steady state, nothing has been done to "structure'' the structur e d process
at any frequ ency except for s = 0.

The matrix repre sentation (126-128)

G( s )

(5. 7)

1s introd•Jce d to analyz e the structured process.

The polynomial d( s) is

th e grea. tE:st co.TJron denomin.:1t,)r of each eleme nt in the transfer function
matrix .

Note that G(O)

= N /d(O) =US V', so that N0
0

=

U (d(O) S) V'.

Us[ng e quation 5.4 and th e new notation, the structured process may
then be writt e n
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G*(s) = U' G(S) V
(5.8)

--

[U' lNOVl U' 1NOV2]

1
d(s)

U'zNOVl

+

s

U'2NOV2

["'N1

U'2N1Vl

U' lNlVll
U'2NlV2

If all terms past the first are collected i.n the matrix N(s), the series

may be writt e n

G*(s)

=

d(O)
d(s)

[u'

1N(O)V 1

U' 2 N(O)V 2]

U' N(O)V
2
1

U' N(O)V
2
2
(5.9)

=

d(O)
d(s)

[:

:J

1
d(s)
+

[U' 1N(s)V 1

U' 1N(s)V 2]

U' N(s)V
1
2

U1 N(s)V
2
2

Thus, even if the proce ss gain matrix is singular, the transfer function
matrix may not be.
This may be easily shown with the transfe r function matrix

3
1 + s

-3

1 + s

G(s) =

(5.10)

4
--1 + s

where

-4
1 + 2s
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G(O) = [

3

-3]
-4

4

= [0 . 6 -0.8] [7 .071
0. 8

0. 6

]
0

The process gain matrix is clearly singular.

[ 0. 707
-0. 707

0. 707]

(5.11)

0.707

The structured process

attained by multiplication of the singular vectors is

G*(s)

7. 7071 + 11.8s
(s + 1)(2s + 1)

2.26s
(s + 1) ( 2s + 1)

-l.70s
(s + 1)(2s + 1)

1. 70s
(s + l )( 2s + 1)

(5.12)

=

The determinant of the matrices G(s) and G*(s) are -12s/((l + 2s)(l + s) 2 )
and -(16.218s

2

2

2

+ 12.02s)/((l + s) (1 + 2s) ), respectively.

Both matrices

have a zero determinant at s = 0 and, thus, both are singular at the
steady state.

The matrices are nonsingular for almost all other frequen-

c1.es.
Generalization of the Singular Value Controller
The ultimate goal of most process control systems 1.s to maintain a
desired fixed set point under a variety of process disturbances.

To be

able to maintain an arbitrary nonzero set point or correct for an arbi
trary constant disturbance, the inputs to the process must be able to
effect a significant change in the output at the steady state.
reason, the structured variables y-t~

=

U' y and m*
1

=

For that

V' m will be used
1

for this study.
Using these new variables, the feedback control scheme is shown in
Figure 5.2.

The control block is to be discussed below.

The use of the
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r (s)

d(s)

H(s)

r

* (s)
*
e(s)

m*(s
C (s)

Figure 5.2.

V

G(s)

y (s)

Generalized closed-loop multivariable control scheme.
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structured variables based on u

1

and v

1

transformations results in an

equal number of inputs and outputs, soy* and m* have the same dimension.
The closed-loop transfer function for the structured process is
y*(s)

(5.13)

If the controller has integrators, it may be written as C(s) = C*(s)/s.
The transfer function C*(s) is assumed to have finite elements at s = 0.
For this integrating controller, the transfer function for the closed
loop becomes
y*(s) = (sI + U' G(s)V C*(s))-l (U' G(s)V C*(s)r*(s)
1

1

1

1

(5.14)

Ass approaches zero, the steady state will be approached and is given as

(5.15)
If C*(O) is full rank, the inverse exists, as u 1 G(O)v is full rank by
1
1
construction.

This gives a steady state output of y*(O) for a set point

To see the effect of unreachable outputs, the process set point
may be represented as the sum
r = U ' r* + U r

1

2 2

(5.16)

where r* are the set points that may be attained by changing the inputs,
and r

2

inputs.

corresponds to the outputs that may not be affected by the process
Given this, the actual error signal norm may be represented as

98

I le! I =

!Ir - G(O)ml!

= I I U r* + U r

2 2

1

=

I IUl

(5.17)

- U S V ' m1 1

( r* - S m*) + U r 11
2 2

.

Since u r* and u r are orthogonal by construction,
1
2 2

I Ie I I

=

I IUl

( r* - S m* ) I I +

=

ll u2rll

=

I IU2r 2 I I

(5.18)

llr2II

where the fact that the structured error signal r* - Sm* is zero by the
construction of the control scheme has been used.

If it were not, the

norm of the error signal could only increase, and, thus, it has been seen
that the smallest error norm is attained by this controller construction
when y* meets the set point r*, since r

2

is unaffected by the controller

action.
The effect of possible inputs that have no effect on the output, as
they are in the Kernel of the process gain matrix, will now be analyzed.
In a manner paralleling the analysis of the set points, the process input
may be divided into two vectors
m = V m1< + V m
1
2 2

(5.19)

with m* having an effect on the process output and m having no effect
2
on the output.

The error signal norm is given by

II e II = II r

G(O)ml

I

=

II r - ( Ul S V l )( V l m* + V2m2 ) 11

=

II r

- U S V' V m>'<
1
1 1

=

u

1

s

V'

v m ! I.
1 2 2

(5.20)
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In the last term, V' v is zero due to orthogonality showing that m will
1 2
2
have no effect on the output.

Since m may now have any value, the pro
2

cess input that will have the minimum norm will set m to zero as
2

I lm*I I + I lm 1 I due to orthogonality.
2

I 1ml I

Thus, any nonzero m will only
2

increase the norm of the process input, m.
Implementation of the Singular Value Controller With PI
The synthesis of the controller structure 1s now developed, but
the actual choice of the controller type remains.

The simplest control

ler would be a constant gain (proportional) controller, but offset would
occur in the error signal.
could be employed alone.

To eliminate the offset, integral control
However, the use of pure integral action makes

the feedback system more sluggish.

The combination of proportional plus

integral action is the connnon choice in the process industries and will
be used in these studies.

The addition of derivative action is possible

but to keep the controller simpler, it was not used in these studies.
Thus, as is typically done at this point in the analysis of a control
problem, PI controllers are tried first.
Since the stru~tured process is diagonal 1n the steady state, the
PI controller matrix adopted will be diagonal and represented as

C(s) =

C(s)*
s

=

1
s

(5.21)

=

100
with the subscripts I and Preferring to the integral and proportional
gains.

The control structure may be divided into a separate proportional

and a separate integral matrix for greater tuning flexibility.

This

scheme makes it possible to alter the orthogonal matrices in the integral
or proportional part of the controller independently.

The systematic

changing of the orthogonal matrices may make use of a series of multipli
cations of a set of orthogonal rotations.

The tuning then includes

finding the desired angles defining each rotation matrix.

Chapter III

contains the development of two by two rotations and Appendix A displays
the general case.

The resulting generalized singular value controller

may be written as

(5.22)

again with the subscripts I and Preferring to the integral and propor
tional parts of the controller.

To maintain the minimum norm, least

square property of the controller, the orthogonal space described by UI
and VI must be that of the process gain matrix.

Also, for any control

ler, the integral gain matrix must be nonsingular, but this requirement
is easily met by not allowing any of the diagonal integral gains to
become zero.

No restriction of this sort is placed on the proportional

gain matrix in the above procedure.

In fact, a rank one proportional

gain matrix is the direct result of several multivariable PI control
design schemes (87,89,90).
An Example:

The Dynamics of a Structured Process

The diagonalization of the structured process is the major function
of the orthogonal matrices.

As seen above, this diagonalization occurs,
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in general, only at the zero frequency.

The distillation transfer func

tion model of Wood and Berry (43) will be considered to investigate the
diagonalization or structuring process.
matrix.)

(Equation B.l gives the original

The decomposition of the process gain matrix using orthogonal

rotations is given by

T

-0.889

-0.889

-0.458

-0.667l l30.41
0. 745

-4.06

l

l

l

0.458

(5.23)

The structured process is formed by the application of the orthogonal
matrices and is given as

G*(s) = U' G(s) V

(5.24)

where
4.37e

-s

2.02e

-7s

12.52e- 3 s

11. 49e

-3s

g*u = 1 + 16.7s + 1 + 10.9s + 1 + 21.0s + 1 + 14.4s
g*
g*

12
21

=

-7s
-3s
-3s
-s
2.26e
11. 20e
12 . 85e
-3.19e
+
+
+
1 + 21. Os
1 + 14.4s
1 + 16.7s
1 + 10.9s

=

-7s
-3s
-s
-6.46e- 3 s
3.9le
-5.93e
8.48e
+
+
+
1 + 21. Os
1 + 14.4s
1 + 16.7s
1 + 10.9s
-7 . 58e

-s

4.37e

-7s

5.78e- 3 s

-6.63e- 3 s

g*22 = 1 + 16.7s + 1 + 10. 9s + 1 + 21.0s + 1 + 14.4s
The structured process is seen to be rather more complex than the process
transfer function matrix.

The structured process is diagonal at s = 0

with gains corresponding to the singular values.
Simulation is used to see the dynamical aspects of the structured
process.

Chapter VII is devoted to the study of the closed-loop response
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of the singular value controller.

This section will emphasize the open

loop characteristics of the structured process.

The effect of a unit

step input to the first input variable is seen in Figure 5.3a, and a step
into the second input is shown in Figure 5.3b.

A strong interaction is

shown between each input and both outputs.
If a unit step is applied to the first structured process input,
the response shown in Figure 5.4a is generated for the physical outputs.
The effect on the structured process output is seen in Figure 5.4b.

For

the structured process response to a unit step in the first structured
input, there is little interaction as the second structured output devi
ates by 1.64 units away from zero, before returning to zero with increas
ing time.

The gain for the first structured process is seen to be 30.4,

which corresponds to the first singular value of 30.4.
In applying a unit step to the second structured input, the response
for the physical output is shown in Figure 5.Sa.
structured output is seen in Figure 5.Sb.

The response of the

For the first structured in

put, the response of the structured process was rather smooth; however,
the response of the structured system to a step change in the second
structured input shows the effects of the four components making up the
structured response.

Again, the off diagonal element, variable one,

approaches zero with increasing time.

Also, the gain of the second

structured process is seen to correspond to the second singular value of
4.06.

The small overshoot has been formed by the combinations of the

four transfer functions in forming a fourth-order system.

While this

did not occur for the first diagonal element, it may occur for any
diagonal element with a suitable set of dynamics.
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The above illustrates the characteristics of the diagonalization
on the process and structured process for one example.

For additional

comparison between two transfer functions, the distillation columns of
McAvoy (52) will be studied.

The first, column A, has been shown to

work well with conventional decouplers.

The condition number of the

process gain matrix is 7.27 as the singular values are 0.9354 and 0.1292.
This indicates a relatively well conditioned matrix.

When the diagonal

ization process using th e orthogonal matrices is used, the structured
process has the process reaction curves shown in Figures 5.6a and 5.6b
for unit steps into structured input variables one and two, respectively.
The off diagonal elements of G*(s) peak at 12 and 7 percent of the final
value of the diagonal process gains.

The interaction has been reduced

from the original process where the off diagonal t e rms have magnitudes
of 60 and 93 percent of the diagonal steady-state response values.
The second column, McAvoy's column C (52), has a condition number
of 8i.l with the singular values being 1.2114 and 0.01616.

This column

proved unsuitable for use of conventional controlle rs and decouplers in
McAvoy's studies.

The ill-conditioning of the column indicates that for

some changes in operation that require 1.2 percent change in the manipu
lated variables, there is another change of the same size that will
require 100 (~l.2*81.1) percent change for the manipulated variable.
In the dynamical simulation of the structured process, the struc
tured input-output pair corresponding to the larger singular values
showed a 14 percent disturbance from interaction in structured variable
2 (in Figure 5.7a).

However, for the loop corresponding to the smaller

singular value, the peak of the interaction seen in structured output 1
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is 1.2 times the peak seen in structured output 2 (Figure 5.7b).

This

interaction peak in structured output 1 is 2.1 times the magnitude of
the steady-state response in structured variable 2.

For this column, the

strong (larger singular value) structured variable shows good decoupling,
but the weak (smaller singular value) structured variable, variable 2,
shows severe interaction.

This result may be seen as the result of the

structured process being a linear combination of the four transfer func
tions in the process.
to the singular value.

The weighted sums of the four gains must add up
Since the transfer functions have significantly

different time constants, this summation creates the non-minimal phase
effect seen by the structured process outputs.
In the use of McAvoy's column A, the easy to decouple process, the
structured processes show significantly less dynamic interaction between
the outputs than the corresponding process in column C.

This makes

intuitive sense as the first structured process has the higher gain.

To

obtain this higher gain, the components of the output would be predomin
antly added.

For the second structured process, the lower gain would be

made up of differences between the components.
Summary
This chapter has developed the form for the singular value con
troller.

The controller may easily be developed through the use of block

diagram manipulation.

The study of this controller for singular matrices

makes use of augmented matrices to break the significant inputs and out
puts from those inputs that have no significant effect on the outputs.
The control structure is based on a steady-state argument and the effects
that this has on the dynamics are discussed.
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The controller uses two orthogonal matrices to form independent
(structured) variables to control.
decoupling.

The procedure is not conventional

Conventional decoupling usually uses one compensating

dynamic matrix.

This approach uses two orthogonal constant gain matrices.

The resulting procedure uses Pl controllers for the only dynamic elements
in the controller.
Since the structuring process is guaranteed to be diagonalized
only for zero frequency, the dynamic effects of the diagonalization need
to be investigated.

For some processes, the off diagonal elements have

a small component seen during step tests.

For the close to singular

process, such as column C, the off diagonal elements may be significant.
The effect that this has on the control will be investigated in Chapter

VII.

CHAPTER VI
PROCESS SYSTEM SIMULATION METHODOLOGIES
The simulation procedures addressed in this chapter are central to
the simulation of the process systems studied but are not closely con
nected to the singular value concepts, the heart of the new research
reported in this dissertation.

Thus, the reader may skip this chapter

if desired, as the simulation procedures, while important in duplicating
the work, are not crucial in understanding the results of the research.
The state of the art in linear system simulation is reviewed, and the
methodologies developed lead to a very efficient and accurate computa
tional scheme for linear process system models.
The simulation of linear systems can be done efficiently when built
upon the properties of linear systems.

A differential equation may be

integrated by using a general purpose integration method such as Euler's
method, a Runge-Kutta method, etc.

These methods are necessary for non

linear sets of differential equations but are not necessary and generally
inefficient for linear systems.

For linear systems, the use of the

matrix exponential can give an efficient and accurate form for simulation
of equations.

The development of these simulation procedures will be

discussed here.
For many process transfer functions, first-order lags with dead
time are commonly used (31).

The use of a second-order lag with or with

out dead time is also a common choice for transfer function models.
While the emphasis of this section will be on the simulation of
111
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multivariable systems, for now the discussion will be limited to the
scalar case.

The multivariable techniques developed are a direct exten

sion of the scalar simulation techniques.
SISO Simulation Procedures
To simulate a first-order lag, direct integration of the equation
may be used.

Euler's method (108) or a more elaborate method such as

the variable step size fourth- and fifth-order Runge-Kutta method RKF
(98) may be used.

For a simulation, the process output at fixed incre

ments of time is what is usually desired.

To use the above methods, the

time increment is selected, and the integration step size is taken small
enough to give the desired accuracy.
linear systems.

Another method can be used for

The differential equation may be integrated to give a

recursive form for the solution (112).
yield the same result (85).

Z-transforms can also be used to

Accurate and fast recursive solutions may

be found if the sample time is fixed and the process input is assumed to
be constant over each sample period.

The use of a piecewise constant

input is a good assumption for most digital computer system implementa
tions as zero-order holds are generally used.
The general form for a recursive solution for SISO systems may be
written as

n
y(k)

m

= E a.y(k - i) + E b.u(k - i)
1
i=l

1

(6.1)

i=O

where the past n values of the output and the past m values of the input
are needed.

If the system has a dead time, the first 8/T b's are zero

where 8 is the dead time and Tis the sample time.

For the first-order
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lag, K/(1 + T ), the equation has the simple form
s

(6.2)
where Tis the time constant and K is the gain.

In the simulation of a

first-order lag, the new calculated value of y may overwrite the old
value is space is a concern.

If, on the other hand, dead time is also

to be used in the model, this may not be done.
past values of y must be retained.

To handle dead time,

Equation 6.2 is modified to

(6.3)

where dis the number of sample periods required to equal the process
dead time.

Thus, d past values of the output must be retained.

However,

these are the only past values that must be retained for the simulation.
All past values may be retained for other reasons, such as plotting or
printing selected data, but the data are not needed for the simulation.
The past values are retained in arrays when these procedures are imple
mented in a computer routine.

This procedure thus gives delays that

occur at each sample period, and so for completely accurate results, the
dead times should be exact multiples of the sample time.
For second-order transfer function simulation, the above methods
may be implemented with a little modification.

The integration tech

niques are usually designed to integrate sets of first-order differential
equations.

To use the integration methods, the second-order equation

must be broken into two first-order equations.

The use of the Z-trans

form technique is the same as for the first-order case; however, instead
of two terms in the recursive equation, there are four.

Also, dead
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times are handled in an analogous manner through the use of arrays.
Again, for complete accuracy, the dead time should be a multiple of the
sample time.
MIMO Simulation Procedures
The above procedures may be extended for use with the multiple
input-multiple output transfer functions.

With P-canonical transfer

function models of the system, each separate transfer function may be
solved using the procedures described above for each element in a LaPlace
transformation matrix description for the process.

The results of each

matrix row may be added together to get the response for a given input.
If the system is not described in a transfer function matrix form,
another approach is needed.
The general method employed for the simulations in this work is
based on the state space model representations for the systems.

This

was prompted by the fact that state space realizations of transfer func
tion matrices are easily found (62).

Thus, with the ability to simulate

state space process descriptions, both state space or transfer function
models may be used with minimal effort.

The generation of the state

space models from transfer functions is the first step required in this
process .

Next, the recursive equations must be formed .

This has been

made easier and more reliable with the availability of good matrix ex
ponential computational routines.

Finally, to study the closed-loop

behavior, the controller must be simulated.
To form state space models from transfer functions, one of two
procedures may be used.

The first method takes the transfer function

and breaks it into a string of first-order lags, either in series or
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parallel.

The parallel description corresponds to a partial fraction

expansion for the LaPlace transform.

The series form provides for a

simple procedure in converting the transfer function description to the
state space description.

Since the output of each first-order lag is

constructed to be a state variable, this method is restricted to transfer
functions with real roots.

A more general method is to use the companion

form for the state space matrix (62).
of systems with complex roots.

This will allow for the simulation

Unfortunately, the companion form for a

matrix is very poorly conditioned (109,110).

The first method is used

whenever the transfer function may be divided into sets of first-order
lags.

If this is not possible, as there are complex roots for the

transfer function, the companion form is used.
After the state space form is found, the problem of simulating the
system remains.

Taking advantage of the fact that the system is linear

reduces the computational burden for the simulation.

The state space

form is a set of first-order differential equations, and the integration
methods for the SISO case described above could be used.
lation of process systems, dead times must be handled.

For the simu
Pade approxima

tions are connnonly used (112); however, a superior multivariable method
based on the vector delay scheme paralleling that used with the scalar
systems was employed in this work.
A central problem in the simulation of the differential equations
lies in the actual integration of the equations .

Dorf (111) recommends

taking the definition of the derivative and forming a recursive equation.
This equation has the form
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x(k + 1) =(TA+ I)x(k) + TBu(k)

(6.4a)

y(k + 1) = C x(k + 1)

(6.4b)

where
x(k) = the k-th value of the state variable x,
A = the state matrix,
B = the input matrix,
C

= the output matrix,

I = the identity matrix, and
T = the sample time.
This method is a form of Euler integration and suffers from the problem
of picking the best time step, T.
tion will give inaccurate answers.
simulation will be unstable.

If the step is too large, the simula
If the step is much too large, the

If the step size is too small, the simula

tion will be computing many more intermediate steps than is necessary.
If the reduction of the step size is carried to an extreme, roundoff
error will begin to be significant and inaccuracies will begin to be a
problem.
The matrix exponential may be applied to circumvent these problems
and will reduce the computation needed to simulate a linear system.

The

state space model may be integrated to give the following matrix equation
in discrete form (112)
T

x(k + 1) = EXP(TA)*x(k) + EXP(TA)

J EXP(-tA)Bu(t)dt

(6.5)

0

where the symbols are defined above and EXP(O) is the matrix exponential
function.

For the case where the process input u is constant over the
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time of integration (generally the sample time), the integral may be
evaluated through the use of the power series expansion of the exponen
tial.

In this case, the equation may be reduced to
x(k + 1) = Px(k) + Qu(k)

(6.6)

y(k) = C x(k)

(6. 7)

P = EXP(TA)

(6.8)

Q = (P - I) A- 1B.

(6.9)

where

To evaluate the exponential, Takahashi (112) recommends using the power
series form for both P and Q.

This series is evaluated for r terms.

p

=

I +

A2
A3
A
+
+ l
2
6

...

+

Q

=

I +

A2
A3
A
+ -+
2
6
24

...

+

An
+
n!

...

An
(n + l) ! +

(6.10)

....

(6.11)

The value of r is obtained from
(nr)·k*r*EXP(nm) = 0.00l*r!

(6.12)

where n is the order of the system, mis the absolute value of the
largest element in the matrix, and the number 0.001 was found by experi
ence to give the best results in the simulations.

For the matrices used

in the simulation of process transfer functions in this work, the power
series required up to 30 terms.
The series expansion of the matrix exponential is not recommended
(113).

A second method is to generate the Jordan canonical form of the

l l8

state matrix, find the exponential of the Jordan blocks, and then multi
ply the block diagonal exponential by the e i ge nvector and inverse eigen
vector matrices.

This method has numerical problems with ill-conditioned

systems, such as those resulting from repeate d eigenvalues.
this method is not r e commended by Golub and \.Jilkenson (102).

Th e refore,

Matrix

Pade approximations have been suggested but give unacceptable r es ults
for matrices with large norms (114).

\.Jard (114) has suggested an algor

ithm to r e duc e the probl ems of inaccuraci e s with large matrix norms.

It

is the program by \.Jard that was applied in this research for th e simulation matrix exponential evaluation.

The method of Ward first r e duces

the infinity norm of the matrix by subtracting the sum of the diagonal
elements.
further.

A similarity transform is then f ound that reduc e s th e norm
If the norm of the matrix is still greater than one, th e entire

matrix is divided by powers of two until th e norm is less than one.
Matrix Pade approximations are used to determine the exponential.

The

form for the approximations are
AI

II

= R -1 ( -A I I

p

I )

R

(AI II )

p

(6.13)

where A''' is the scaled matrix and Risa matrix polynomial of degree
p and defined by

R (X)
p

=
(2p - k) !p!
(2p)!k!(p - k)!

( 6. 14a)

(6.14b)

Once the exponential for the scal e d matrix is found through the above
series, the ex ponential for th e original matrix is found by the
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appropriate reversal of the scaling procedures used to reduce the norm
of the original matrix A.

The discrete time simulation matrix, Q, is

then evaluated using equation 6.9.
The integral term in equation 6.5 will always exist for a piecewise
constant process input.

However, the evaluation of the integral using

equation 6.9 is not possible if the inverse of A does not exist.
corresponds to the process having integrators.

This

Another method to evalu

ate the integral has been suggested by Birdwell (115).

This method

requires the formation of the augmented matrix

R=

lo :]

(6.15)

The exponential of this matrix, as shown by a power series expansion,
gives

EXP(R) =

l
pO

QI]

(6.16)

Once the exponential of the augmented matrix is found, the P and Q
matrices must be separated from the larger matrix.
In evaluation of the procedures by the author, generally, either
the method described by equations 6.8-6.9 or equations 6.15-6.16 gave
comparable results.
results.

The use of the power series gave inconsistent

This can be demonstrated through the use of the matrix
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-1
A

=

1

1

-1

1

(6.17)

-1

The exponential of this matrix is easily found through the use of LaPlace
transforms as EXP(A) =

(sl - A)

1
s + 1

(sl - A)

-1

=

1

1
s + 1

1
+

(s + 1)3

(s + 1)2
1

(6.18)

(s + 1)2
1
s + 1

0

0

.

1

(s + 1)2

0

-1

The analytic time domain form for the matrix exponential is

(t EXP(-t) + t 2 EXP(-t))

EXP(-t)

t EXP(-t)

0

EXP(-t)

t EXP(-t)

0

0

EXP(-t)

EXP(At) =

2

(6.19)

Fort= 1, all the methods gave the result of:

p =

0.3678794

0.3678794

0.5518192

0

0.3678794

0.3678794

0

0

0.3678794

(6.20)
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For the power series method, equation 6.10, 12 terms were required for
convergence.

If t = 20, there is a wide variation between the power

series solution and the Pade approximation method.

After 36 terms, the

power series had converged to a value of

-1026. 66 77
p =

0.0

3210.000

139.997

-1026.667

-1026.667

0.0

0.0

(6.21)

-1026.667

which compares to the solution using the Pade approximations of

p =

2.061154E-9

4. 122308E-8

4.534539E-7

0.0

2.061154E-9

4.122307E-7

0.0

0.0

2. 061154E- 7

(6.22)

The Pade approach gives an answer in agreement with the analytic solution
to seven significant figures.

If t = 10, there is a maximum of 0.014

percent difference between the power series answer and the Pade approach.
Thus, the power series approach may become divergent with relatively
small changes in the matrix.

The Pade approach may also give poor answers

for some matrices, but the program includes internal checking to detect
those cases and will return an error if the results are potentially
wrong (114).

For the calculation of the matrix Q, the use of the inver

sion formula, equation 6.9, and the augmented matrix formula, equation
6.16, gave results identical to six significant figures.

The power
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series evaluation for Q generally behaved as the power series expansion
for P.

Finding an accurate matrix exponential has been motivated by the
desire for an efficient and accurate recursive form for the simulation
of the linear process transfer functions.

The linear dynamics are easily

handled by putting the transfer functions in a state space form and
solving the equations through the use of the matrix exponential.

However,

the problem of handling any dead time in the system remains for the state
space models.

To handle the dead time, the difference equations are

rewritten as
x(k + 1) = Px(k) +

E
i,j

o.1

{q .. } u.(k - d .. )

y(k) = C x(k)

1]

J

1]

(6.23)
(6.24)

where {q .. } is the i-J element of the matrix Q as defined in equations
1]

6.9 or 6.14,

o.1

is the vector with the i-th element being one, and d ..

1]

is the number of sample times required to simulate the dead time between
the i-th input and j-th state variable.

This D matrix is not the same

matrix often used in state space modeling for the direct action of input
to output.
Often first- or second-order lags with dead time transfer function
matrices serve as approximate dynamic models for physical processes.
The distillation column models of Wood and Berry (43) and Weischedel and
McAvoy (52) are examples of these transfer function matrix descriptions.
The model of Wood and Berry is a two by two transfer function matrix of
first-order lags containing dead times.

The models of Weischedel and
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McAvoy are two by two transfer function matrices with second-order lags
with dead times.
For the general two by two first-order lag with dead time transfer
matrix

-011
K e
11
1 + T11

K e
12

- 0 12

1 + Tl2

(6.25)
- 0 21

-022

K2le

K22e
1 + T
22

1 + T21

the input, output, state, and dead time matrices are given by

A

-1
Tll

0

0

0

0

-1
T21

0

0

0

0

-1
Tl2

0

0

0

0

-1
T22

(6.26a)

=
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Kll

0

Tll
K21

0

T21
B =

(6.26b)
Kl2

0

Tl2
K22

0

C =

[:

T22

0

1

I

0

011

0

8

0

21

:]

(6.26c)

(6.26d)

D =

0

8

0

8

12
22

For the transfer function matrix of Wood and Berry (43), the input, out
put, state, and dead time matrices are

-0.05988
0

0
-0.09174

0

0

0

0

(6.27a)

A =

0

0

0

0

-0.04762
0

0
-0.06944
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0.7665

0

0.6055

0

B =

(6.27b)
0

-0. 9000

0

-1. 3472

0

1

1

0

(6.27c)

D

1

0

7

0

0

3

0

3

=

(6.27d)

For the general two by two second-order lag with dead time transfer
function matrix

-8

11

s

Klle
(1 + T
s)(l + Tll2s)
111
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-812s
Kl2e
(1 +

Tl21s)(l + T122S)

=

(6.28)
-821s

-822s
K22e

K2le
(1 + T2lls)(l + T212s)

(1 +

T22ls)(l + T222 8 )

the input, output, state, and dead time matrices are
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C =
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For the transfer function matrix for Weischedel and McAvoy's column C,
the input, output, state, and dead time matrice s ar e

- 0 . 032 57
0 . 032 5 7
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0
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0

0
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0

0
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0
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1
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0
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0

0

0

1

0
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0
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0

0
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0
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1. 7

0

1. 7

0

0
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0

1.0
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(6.30c)

(6.30d)

D =

The simulation method developed here allows for input dead times
only.

The choice of limiting the dead times to the input variables was

made as a trade-off between flexibility and programming ease and compu
tational efficiency.

While only input dead times are used here, analogous

methods to the use of delay simulation through the use of arrays could
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be used for state or output dead times.

The main change required would

be to retain past values of the states of the system (the x vector).
The limitation of using only input delays did not restrict the systems
studied in this research.
The use of time delays in the input requires special care in
determining the delay matrix, D.

This care is needed when the discrete

time state variables use information from an input where the corresponding
differential equation state variable did not use information directly
from that input variable.

This is readily seen by using the transfer

function for column C (eqn. B.12) as an example and comparing the dif
ferential equation input matrix B (eqn. 6.30b) with the discrete input
matrix Q given as

4.384888E-02

0.0

2.107359E-03

0.0

0.0

-4.945527E-02

0.0

-2.557421E-03
(6.31)

Q=
3.840059E-02

0.0

1.001690E-03

0.0

0.0

-4.798557E-02

0.0

-l.411203E-03

Comparison of the two matrices shows that the (2,1), (6,1), (4,2), and
(8,2) elements are zero for the differential equation matrix B but are
nonzero for the discrete matrix Q.

The requirement of using input
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variables for more than one state variable is reflected in the general
solution matrix D shown in equation 6.30d.

Controller Simulation
For this research, proportional plus integral controllers served
as the control element.
throughout (85).

The position form of the PI controller is used

This form is obtained by applying rectangular integra

tion over the time increment for the analog controller and the resulting
discrete equation may be represented as

m

n

with K

C

(e

= K
C

n

+ -

T

n
Z:

Ti k=O

(6.32)

ek)

being the proportional gain and T. the reset or integral time.
i

For this study, an alternative form using a proportional gain and an
integral gain is used, and the formula that results is

(6.33)

m =Ke + K.
n
p n
i

with K

p

as the proportional gain and K. the integral gain.
i

All of the

system simulations are in deviation variable form, so the initial valve
position will generally be set to zero.

The most common case for using

a nonzero initial output will be in determining the process reaction
curve for the controller.

In this case, the controller gains are set to

zero, and the open-loop response of the system is obtained.
For the research, simulation of linear equations is an important
tool in analyzing the effects of different controller designs.

To simu

late these systems, discrete variable equations are determined from the
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differential equation or transfer function description.

Central to

obtaining the difference equations is obtaining the exponential of the
state matrix.

Using the matrix exponential and vector techniques for

delays, linearized process models may be simulated accurately and effi
ciently.

CHAPTER VII
APPLICATION OF SINGULAR VALUE CONTROLLER
TO PROCESS TRANSFER FUNCTIONS
The application of the singular value controller to several
transfer function descriptions will be analyzed.

The first step in the

application methodology of the controller requires the determination of
the singular value decomposition.
ter V.

This step has been detailed in Chap

This provides the orthogonal matrices which structure the

controller.

A proportional plus integral controller form has been chosen

for the diagonal controller.

Thus, the proportional and integral gains

for the controller remain to be found.
tuning parameters will be detailed.

The techniques for providing the

Once the controller parameters are

found, the analysis of the process performance for other disturbances
remains.
This chapter details preliminary tuning procedures and results for
the singular value controller.

Intimately related to this is the tuning

of SISO and MVSISO PI controllers.

This chapter contains a plethora of

tuning results for both the singular value controller and, as a point of
comparison when possible, the MVSISO PI controller.

The first section

details some of the considerations and problems with using an integral
tuning procedure.
control objective.

The second section discusses the tuning using one
The use of a single objective leads to undesirable

performance under some operating conditions.

These problems are mini

mized using a multiple tuning criteria minimization technique.
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The use
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of a multiple tuning technique requires the selection of a set of objec
tives.

The use of the coordinate axes and of the principle directions

to define the set of objectives is discussed in the third and fourth
sections, respectively.

Going full circle, the tuning of the singular

value controller, using a novel extension of the Ziegler Nichols rules,
is presented in the fifth section.

Finishing the chapter, two simple

examples of tuning rectangular systems are presented.

These examples

are for the least square and minimum norm cases.
SISO Tuning Using Integral Criteria
The tuning of SISO systems using time integral performance indices
is well established (31,85).

The use of the integral of the absolute

error (IAE), integral of the square of the error (ISE), and integral of
the time multiplied by the absolute error (ITAE) are the most corrnnonly
used.

For the general SISO system, the characteristics generally attrib

uted to the various integral criteria are:

(1) the ISE provides the

most oscillation in the process response; (2) the ITAE provides the
fastest damping of the response oscillations; and (3) the IAE criteria
give equal weight to all errors and tends to provide a result between
the other two criteria.
To determine the tuning parameters for an integral criteria, digi
tal simulation for the control system is employed.

The process is

simulated following the procedures described in Chapter VI.
guess is made for the tuning parameters.

An initial

The process is simulated and

the desired integral criteria are calculated.

The tuning constants are

then varied, and the integral criteria for this new set of parameters
are then found by a second simulation.

Various sets of tuning parameters
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are tried until the optimum is found.

There are many possible optimiza

tion techniques containing search schemes to find the optimal parameters.
The use of the pattern search technique, PATERN, in tuning has been well
documented (121,123,124).

The tuning method presented in this research

basically follows the procedures described by the references above except
in the search algorithm.

The algorithm is based on the simplex/complex

method as presented by Himmelblau (122) and Beveridge and Schechter (125).
One possible problem in using a numerical minimization technique is that
a minimum found may only be a local minimum.

This characteristic will

be further explored later.
The tuning of a control loop will be dependent upon whether set
point changes or load disturbances are emphasized.
dictated by the particular application.

This choice will be

The simulation for set point

changes requires application of the appropriate set point to the control
loop and finding the optimum tuning parameters.

The tuning for load

changes requires an appropriate disturbance input to the process and,
thus, to the disturbance transfer function.

If the disturbance transfer

function (Figure 5.2, p. 96) is the same as the process transfer func
tion, the disturbances may be applied to the manipulated variables, and
the same results will be obtained as applying the disturbances through
the disturbance transfer function.

Applying a disturbance directly to

a manipulated process input does not require the determination of a
disturbance transfer function.

It is this application of disturbance

signals to the process inputs that is applied in the simulations for
disturbance tuning in this chapter.

For flow through valves, this dis

turbance may be interpreted as a supply pressure change.

For other
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processes, there may be no easy interpretation for the disturbance used
in this manner.

If other disturbances were required to be studied, the

determination of the disturbance transfer function would be required
along with the process transfer function.
Direct Extension of SISO Tuning Techniques to MIMO
The direct application of these methods can be followed to obtain
tuning parameters for the multivariable case, but the biggest problem is
to define the type of set point or disturbance change to make.

Instead

of just deciding whether to use a step set point or disturbance (or
other input if desired), the problem as to which set point, or disturbance,
to use remains.
use.

There is an infinite number of possible unit inputs to

Unit inputs along the coordinate axes are initially examined here.

Another difference between SISO and MIMO tuning is in the number of
parameters to be found.

For the SISO PI case, two parameters are

searched.

For a two-loop multivariable system, four parameters are

searched.

These are two proportional gains and two integral gains.

For

the general process, the number of parameters to be searched in tuning
PI controllers is twice the number of control loops.
This method of directly searching for optimum tuning parameters
requires simulation of the process at many different controller settings.
Thus, for a given tuning procedure, the length of time required to find
the optimum will be approximately proportional to the number of sample
times simulated.

If very large numbers of sample periods are included

in the simulation, excessive time will be required for the procedure.
However, if too few sample periods are used, the function may be un
suitable for the search.

This is easily seen in Figure 7.1, where the
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search surface for the proportional gains is generated for a simulation
time of 50 sample periods.

A set point change in the first process

input variable of McAvoy's column A is the process being simulated.

The

figure presents contours of constant ITAE for variations of the two
proportional gains.
tors.

The integral gain is fixed at 0.5 for both integra

If the number of sample periods is increased to 200, the surface

is as shown in Figure 7.2.

This second surface appears much smoother

and would be preferred for searches, as it does not show the local
optima or potential saddle points.

The choice of simulation time needs

to be long enough for the transients to die out, but the rules for an
optimal simulation time are not well established.
Single Input Tuning of Column C
The first application of the search process will be for the NcAvoy
column C, the difficult to control column.

For this process, the response

for a unit set point change in the second variable will be examined.
The process was tuned minimizing the ITAE of the error signals from both
outputs with equal weights.

Thus, the deviation from zero for the first

variable and deviation from one for the second variable were the two
error signals used.

Although the transfer function simulates the bottoms

and distillate compositions, the transfer function is a linear system,
and a change of the set point by one unit, while making no physical
sense, will give the same result as a change of 0.01 mole fraction, but
the error criteria will be 100 times larger.

It is for this reason that

almost all changes will have a magnitude of one.
The tuning of the process using conventional PI and SVD control is
summarized in Table 7.1.

The heading "PI" refers to the use of two
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TABLE 7.1
ITAE TUNING FOR SET POINT 2 OF COLUMN C

Gain

PI Control

SVD Control

Proportional Gain 1

16.9

18.2

Integral Gain 1

0.50

0.48

Proportional Gain 2

-7.21

31.0

Integral Gain 2

-0.42

0.80

ITAE

27234

18187

IAE

34.7

24.4
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separate SISO PI controllers.
the SVD controller.

The heading "SVD" refers to the use of

The orthogonal matrices used in the controller are

given in equation B.12.

In both cases, four parameters are found cor

responding to two proportional and two integral gains.

The dynamic

response of the physical process variables to the set point change using
either control scheme is presented in Figure 7.3.

The conventional Pl

control system shows about three smooth cycles for the transient.

The

relatively high gain of the second singular value controller is not
unexpected, as the steady-state gain of the second structured variable
is 0.016.
put y

The SVD controller shows a less smooth response, but the out

is closer to the steady-state values during the transient than

2

for the conventional case.
The closeness to steady state may be seen in Figure 7.4.

For the

PI controllers, the input to the process still has a definite downward
trend.

The SVD controller shows less of the downward trend.

The mani

pulated process input required for steady state 1s -22.3 and -21.2 for
the two input variables, and the SVD controller is seen to be closer
during nearly all of the transient.
The SVD controller generates a vigorous change in the input, ini
tially.

Input variable one drops to about -22 for the SVD controller

at about 80 minutes, while the PI controller shows a drop to about -13
at about 90 minutes.

Both controllers have an approximately constant

difference between the process inputs after 300 minutes.

This system

has a condition number of 81, and the elements in the first right singu
lar vector have about equal magnitudes and opposite signs (0.67-0.74)'.
Thus, the process is more sensitive to differences in the inputs than
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it is for the sum of the inputs.

This helps explain the approximately

constant difference between the two process inputs.
The phase plot for the process output (the trajectory of the out
put) is shown in Figure 7.5.

The SVD shows the strongest gain direction

at the steady state for the outputs as given by u .
1
given by u .
2

The weakest is

These principle directions are shown on the figure.

The

final process output for both control schemes predominates along the u
direction.

2

This might be expected, as this is the direction that re

quires the most effort to change.
The process input phase plot is shown in Figure 7.6.
output essentially follows a path in the v

2

direction.

The controller

This direction

predominates, as the difference between the two process input variables
is about constant.

This difference is caused by a small output from the

first controller and a large output from the second controller.

For the

SVD controller, the stronger control action during the beginning of the
simulation creates the longer trajectory seen in the plot.

All except

for the last centimeter of the trajectory is produced by the response of
the first 150 minutes, with the total simulation time being 600 minutes.
Thus, the action of the first quarter of the simulation time interval
produces the vast majority of the trajectory in the input phase plot.

Single Input Tuning of the Model of Wood and Berry
The controller tuning above was based on only one process change.
The set point for the second controller was given a unit change and all
four controller parameters found by a direct search.

While this gives

good tuning for the one change, the effects of other set point or dis
turbance changes may or may not be satisfactory.

To explore the
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potential problems in using only one change in designing a multivariable
control system, the model of Wood and Berry will be studied initially.
The optimum control parameters are found for all four possible
single variable step changes.

The optimal IAE tuning parameters (KPl'

~ 2 , K , K ) were found for a unit step in each of the two physical
11
12
process set points and for unit step disturbances applied to each process
input.

The optimal parameters for each case of set point and disturbance

tuning for the model of Wood and Berry are presented in Table 7.2.

The

parameters for a minimal IAE were found for conventional PI SISO con
trollers, the SVD controller with the orthogonal matrices determined by
the steady-state gain matrix, and the SVD controller with the orthogonal
matrices also optimized.

The singular value controller, for this study,

consisted of a single common input orthogonal matrix, a diagonal PI con
troller matrix, and a single output orthogonal matrix.

The search of

the optimal orthogonal matrices consisted of changing each matrix, in a
manner like that for the gains, until the minimum IAE was found.
the first two cases, four parameters need to be found.

For

These are the

two proportional gains and the two integral gains.
For the last case where the optimal orthogonal matrices are to be
found, two more parameters need to be specified.

Since the process has

a two by two transfer function matrix description, each orthogonal
matrix may be completely defined with one parameter, the angle of the
rotation.

Here, the rotation form for the matrices is followed; thus,

the singular values and the corresponding structured process gains are
signed and have values of 30.405 and -4.064.

The angles for the U and V
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TABLE 7.2
SINGLE INPUT IAE TUNING FOR WOOD AND BERRY COLUMN

Set Point
1

2

PI Controller
IAE
Prop. Gain 1
Integral Gain
Prop. Gain 2
Integral Gain 2

13.33
0.0685
0.0214
-0.1805
-0.0157

10.52
0.9110
o. 1280
-0.0592
-0.0168

SVD Controller
IAE
Prop. Gain 1
Integral Gain 1
Prop. Gain 2
Integral Gain 2

7.52
0.2120
0.0129
0.1091
o. 136 7

SVD with Angle Search
IAE
5.84
Prop. Gain 1
0.2299
0.0210
lntegral Gain 1
Prop. Gain 2
o. 1386
0.1286
Integral Gain 2
U Angle
0.6414
V Angle
0.8691

Disturbance
1
2
16. 11
0.1530
-0.0234
-0.0057

76.97
0.9571
0.0635
-0.0793
-0.0184

0.0062
0.2327
0.0466

25.40
0.2870
0.0404
0.0628
0.3641

99.5
0.1512
0.0143
0. 0 361
0.0187

8.24
0.0904
0.0031
o. 4611
0.0800
1. 1071
-1.0629

14.07
0.0290
0.0041
0.7920
0. 125 7
1.6152
-1.5543

64.27
0.5072
0.0896
0.0600
0.0217
-0.1683
-1.2177

10.91

o. 1002

o. 7595
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orthogonal matrices, found at the steady state, are 0.7296 and -1.0945
radians, respectively.
The tuning results for the MVSISO PI control are presented in the
top third of Table 7.2.

For set point changes, the gain for a controller

is generally smaller when the set point is applied to that loop rather
than the other loop.

For most SISO control loops, the tuning for dis

turbances gives higher gains than tuning for set points (31).

Using

this observation, the tuning of the MVSISO loop may be explained for
this example.

The loop with the set point change is directly affected

by the set point change, and, thus, the optimal gains are relatively low,
reflecting that a set point tuning has been found.

The other loop is

indirectly affected by the set point, and the tuning is done for the
disturbance.
outputs.

Disturbances applied to the process affect both measured

However, the loop in which the disturbance is applied is more

strongly affected and may tend to have a higher optimal gain than when
the disturbance is applied to the other loop.

The difference between

gains found for disturbances may not be as different as for set point
changes, since both loops are affected by disturbances.

This example

at least illustrates such behavior.
The results for the SVD controller are not as easily interpreted
since each controller input is a linear combination of the process out
puts (minus the set point).

For set point tuning, the largest propor

tional controller gain swaps between controller one for the change in
set point one and controller two for set point two.

The steady-state

gains for the structured process are 30./4 and 4.06.

If the products of

each process gain with the controller gain are to be approximately equal,
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the second controller would require 7.5 times the gain of the first
controller.

However, dynamical interactions are rather independent of

the steady state and strongly influence the optimal gains.

For both

disturbance tunings, the first loop has the larger proportional gain.
The second controller's integral gain then acts to remove the offset
remaining from the first controller.

For the tuning of a disturbance in

variable one, the integral gain multiplied by the structured process gain
is 1.23 and 1.48 for the first and second controller.

Even though the

second controller has a significantly larger integral gain, these products
are about equal due to the condition of the system.

For the second dis

turbance, the integral gain is significantly smaller for the second con
troller and the process inputs have a greater tendency to follow in
phase.
The controller parameters resulting from finding the optimal
orthogonal angles are presented in the last third of Table 7.2.

For set

point changes, the gains follow the same pattern as for the SVD control
ler without the angle search.

The angles for the orthogonal matrices

give matrices that are near the steady-state matrices.

The elements of

the left and right matrices found by the search are within 10 and 6
percent, respectively, of the elements in the orthogonal matrices found
in the SVD from the process gain matrix.

This tends to indicate that

the steady-state orthogonal matrices are near optimal.

For disturbance

changes, the angles are markedly different from the steady-state angles.
In fact, for the disturbance in variable one, the angles make the orthog
onal matrices close to an anti-diagonal matrix.

For the disturbance in
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variable two, the rotation matrices are close to a diagonal and anti
diagonal matrix.

Thus, the input pairing is effectively swapped.

The tuning for only one set point or disturbance objective may
lead to degraded control under other changes.

For example, tuning the

singular value controller for a step in the set point of variable one
gives an IAE of 7.5.

If this same tuning is used for a step change in

set point two, the resulting IAE is 1165.
the IAE is 1674 and 3033.

For unit step disturbances,

A better method for tuning the controller is

desired.
Multiple Input Tuning for the Wood and Berry Model
The problem with the above tuning procedure is that only one loop
is tuned directly.

The second loop is affected only by the cross terms.

A possible solution is to give both loops a significant change.

This

need for both loops to have a separate change may be emphasized by using,
as an example, two completely independent dynamical processes.

If the

first loop has a change (set point or disturbance) made and the tuning
for both loops begun, there is no information from the second loop, as
it will remain at steady state.

The tuning parameters for the second

loop will obviously have no meaning.
A proposed remedy is to provide one set point or disturbance
change followed by a second independent change.
two input-two output processes.

This is followed for

For higher dimensional problems,

there needs to be one independent change for each dimension.

After

the first change is made, a long enough period is required to allow for
the transients to die out before the second change.

If this is not

done, the search function may be difficult to use, as was seen in the
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first section of this chapter.

If it is desired to weigh one of the

inputs more heavily, that input may be given a step of magnitude greater
than unity.
Any integral performance index may be used.

If the ITAE method is

used, the integral must be broken up so that time is zero at each change.
If this is not done, the last change will be most heavily weighed.
Alternatively, the use of the sum of several integrals may be used to
determine the search function.

This scheme is different from the series

approach, in that transients from a previous change will not be seen.
In the series scheme, long simulation times for each change have the
same effect.

The IAE index will be used in the tuning presented in the

remainder of this chapter.
For the model of Wood and Berry, the simulations used a sample
time of one minute.

The simulations ran for 400 samples with the dis

turbances introduced at sample period 10 and 200 for the two changes.
Table 7.3 sunnnarizes the results.

The changes made were either two unit

set point or two unit disturbance changes applied first to variable one
and then to variable two, as discussed above.

When comparing the per

formance indices, the set point IAE from Table 7.3 is almost the direct
sum of the IAE given in Table 7.2 for each individually tuned PI loop.
This indicates a relatively flat search function, as the tuning param
eters are different.

For the disturbance changes for the PI loops, the

IAE from Table 7.3 is slightly higher than the sum of the two loops.
For the SVD controller, the set point indices are again almost additive,
and the disturbances are not as close.

152

TABLE 7.3
MULTIPLE INPUT IAE TUNING FOR WOOD AND BERRY COLUMN FOR
TWO SIMILAR CONTROL CHANGES

Set Point
PI Controller
IAE
Prop. Gain 1
Integral Gain 1
Prop. Gain 2
Integral Gain 2
SVD Controller
IAE
Prop. Gain 1
Integral Gain
Prop. Gain 2
Integral Gain 2
SVD with Angle Search
IAE
Prop. Gain 1
Integral Gain 1
Prop. Gain 2
Integral Gain 2
Prop. U Angle
Prop. V Angle
Integral U Angle
Integral V Angle

Disturbance

23. 839
0.7133
0.0659
0.0621
0.01451

97.913
0.9194
0.0980
0.0637
0.0181

18.758

145.86
0.1432
0.0150
0.5000
0.0557

o. 1020
0.0061
0.251:3
0.0448
18.522

o. 1153
0.0065
0.2625
0.0392
o. 7523
-1.119
0.8245
-1. 1480

89.00
0.6193
0.0329
0.0410
0.0738
0.1588
-o. 3635
1.4990
-1. 7050
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The optimal parameters were found for the proportional and inte
gral gains along with the orthogonal matrices for the integral and
proportional controllers.

The integral and proportional actions are

treated as two parallel controllers, so there are eight parameters to be
found.

These parameters are the two proportional gains along with the

two angles describing the orthogonal matrices associated with the propor
tional gains and the two integral gains along with the angles associated
with its orthogonal matrices.

For the set point change, this total

search found an IAE only slightly smaller, 18.52 vs 18.76, than the SVD
controller without the angle search.

For the disturbance, this total

search found an IAE smaller than the PI control scheme, 89.0 vs 97.9.
The angles for the eight parameter controller search are close to coor
dinate axes.
Multiple Input Tuning and Sample Rate
The sampling rate has an effect on the controller performance
(See Table 7.4.).

Paralleling the effects seen in SISO control (85),

the IAE decreases with increased sampling rate for all three controllers.
The tuning parameters are also a function of sample time.

Although

there is no definite pattern, the gains for the 0.25-minute tuning are
generally higher than the gains for 1.0-minute tuning.
The angle tuning in the table uses only six search parameters.
The integral angles are fixed at those determined at the steady state.
Doing this, the performance index for the singular value controller was
close to the PI index.

This r e sult indicates that the proportional gain

plays the dominant role 1n the disturbance rejection.

This result 1s

important, as the integral orthogonal matrices are not altered and the
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TABLE 7.4
SAMPLE TIMES FOR DISTURBANCE TUNING

0.25

Sam2le Time
0.5

1.0

PI Controller
IAE
Prop. Gain 1
Integral Gain 1
Prop. Gain 2
Integral Gain 2

78.90
0.9720
0.3600
0.0654
0.0218

82.08
1.18226
0.0174
0.0927
0.0196

97. 91
0.9190
0.0980
0.0637
0.0182

SVD Controller
IAE
Prop. Gain 1
Integral Gain 1
Prop. Gain 2
Integral Gain 2

117. 32
0.1659
0.0187
0.0654
0.0 218

140.29
0.1741
0.0163
0.0753
0.04 28

145.86
0.1432
0.0150
0.5000
0.0557

SVD with Angl e Search
IAE
77.11
Prop. Gain 1
1.3071
Integral Gain 1
0.0168
Prop. Gain 2
0.0829
Integral Gain 2
0.0459
Prop. U Angle
0.0784
Prop. V Angle
-0.3191

89. 145
0.7354
0.0405
0.0819
0.0454
0. 154 7
-0.5090

99.26
0.7173
0.0345
0.0529
0.0390
0.14 46
-0.4 088

SVD with Angle Search
Local Optimum
IAE
88.27
Prop. Gain 1
0.1659
Integral Gain 1
0.0187
Prop. Gain 2
0.6204
Integral Gain 2
0.0637
Prop. U Angle
0.6476
Prop. V Angle
-0.4433

129.45
0.1197
o. 1713
0.1814
0.0196
-0.5644
-0.1600

14 7. 08
0.1628
0.0150
0.0322
0.0516
0.6281
-1.4586
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least square, minimum norm results of Chapter V are still applicable if
the system were rank deficient.
One potential problem with a direct search for an optimum is that
the global optimum is not always found.
minimum.

The minimum may be a local

The last set of data presented in Table 7.4 shows such local

minima and not global minima.

The parameter searches used throughout

this work are subject to this phenomenon.

The use of several initial

guesses for the parameters generally increased the likelihood of finding
the global optima but does not guarantee that the global minimum will be
found.
Performance for Variations in the Input Vector
The tuning above has been done for two set point or disturbance
changes along the coordinate axes.

The desired set points or unwanted

disturbances will not always align along these axes.

Table 7.5 summar

izes the results of various step set points or disturbances applied to
the controlled system.

The controller parameters were those found from

disturbance tuning as presented in Table 7.4.

Since the transfer func

tion is a linear system, the IAE will be identical for the negative of
the input vector.

For this reason, the performance indices are presented

for vectors from the semicircle above the x axis.

All of the input vec

tors have a magnitude of one and the elements for each input are given
under the columns titled "Inputs."

This vector is applied to the process

input for disturbance performance and to the controller set point for
the set point performance.
The performance indices for set point changes show the same trend
for all three controllers for this example.

They have minimum IAE when
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TABLE 7.5
CONTROLLER PERFOR}iANCE FOR VARIOUS INPUT COMBINATIONS OF THE
DISTURBANCE TUNED WOOD AND BERRY COLUMN

Angle

Input
1

0

Disturbance
PI
SVD An~le

Set Point
SVD SVD Angle

2

SVD

0

55.174

36.026

19.622

13.192

22.166

17.024

PI

15

0.966

0.259

38.826

42.051

27.195

14.388

22.414

18.195

30

0.866

0.500

29.372

45.526

42.884

15.291

21.392

18.147

45

0.707

0.707

38.873

52.898

57.231

15. 715

19. 343

16.996

60

0.500

0.866

5 7. 14 7

57.743

68.128

15.279

16.636

14.783

75

0.259

o. 966

75.282

61. 734

75.736

14.406

14.056

12.554

90

0

1

90.686

63.405

78.254

13.921

12.507

10.997

105

-0.259 0.966

101.38

63.905

77.255

14.612

14.195

13.074

120

-0.500 0.866

105.46

60.820

71. 785

15.116

17.203

15.598

135

-0.707 0.707

102.47

54.389

62.059

15. 116

17.203

15.598

150

-0.866 0.500

92.597

45.753

48. 928

14. 611

21. 879

18.479

165

-0.966 0.259

76.433

36.276

33.454

14. 110

22. 770

18.328

55.174

30.026

19.662

13. 192

22.166

17.024

180

-1

0
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along the coordinate axis.
than either two controllers.

The SVD controller has less variation in IAE
The SVD control index varies from 13.2 to

15.7, while the PI controller varies from 11.0 to 18.5.
The performance indices for disturbance changes show an elliptical
trend.

The PI controller has minimum IAE along the first coordinate axis

and maximum IAE along the second.

The SVD controller shows a minimum

and maximum IAE for input vectors of (0.866, 0.50) and (-0.50, 0.866),
respectively.

SVD shows that the steady-state open-loop output from a

disturbance is minimum and maximum for input vectors of (0.89, 0.46) and
(-0.46, 0.89), respectively, corresponding to the first and second singu
lar vectors, in V.

These right singular vectors are close to the direc

tions for the minimum and maximum IAE seen for this singular value
controller closed-loop example.

The result of the SVD controller with

the proportional orthogonal matrices searched followed the Pl controller
but with much less variation in the performance index.

The index varied

from 36 to 64 for the SVD with angle search controller and from 20 to 78
for the PI controller.
Principle Direction Tuning
The magnitude of the effect that the direction of an input has on
the upset in output suggests a specific set of vector inputs for tuning
the controller.

The use of the principle directions, as determined by

the orthogonal matrices, is suggested.
be used.

Vectors of a norm of one will

The output (both structured and physical) will have a maximum

output norm of 30.4 in the direction of the first left singular vector
(0.734, 0.667) when the unit ball is applied to the open-loop process
input.

The output will have the minimum output of norm 4.06 in the
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di~ection of the second left singular vector (-0.667, 0.745).

The

tuning parameters for set point changes given by the two vectors above
are presented in Table 7.6.

The disturbance that will have the largest

effect on process output is given by the first right singular vector
(0.458, -0.889).

The disturbance that will have the least effect on the

open-loop process is given by the second right singular vector (0.889,
0.458).

These two vector inputs were used for the disturbance tuning

presented in Table 7.6.
Following the procedure used in preparing Table 7.5, unit set
point and disturbance vectors of various directions were applied to the
closed-loop system containing the principle direction tuned controller.
The results are presented in Table 7.7.

The results were comparable to

the results obtained from tuning using step changes along the ax e s,
(1, 0) and (0, 1).

The variation of the IAE is less for the principle

direction tuned controllers although the maximum IAE is about the same
for both tuning methods.
The tuning for McAvoy's columns is presented in Table 7.8.

For

tuning along the coordinate axes, the set point IAE is significantly
lower for column A.

The IAE resulting for the two set point ch a nges

along the coordinate axes for the principle direction tuned controller
is 29.24.

Thus, the use of the principle directions for the inputs

does not lower the IAE performance of the controller tuning for this
example.

For column C, the results between the two tuning methods are

about the same.

For disturbance tuning, the IAE is smaller when tuned

using the coordinate axes for both columns.

However, the controller

gains are lower for the principle direction controllers, and this may
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TABLE 7.6
PRINCIPLE DIRECTION TUNING FOR WOOD AND BERRY COLUMN

Set Point

Disturbance

29. 75

178.81

Proportional Gain 1

0.6357

0.9032

Integral Gain 1

0.0459

0.0435

Proportional Gain 2

0.0520

o. 0776

Integral 2

o. 0104

0.0169

24.61

205.64

Proportional Gain 1

o. 1194

0.1415

Integral Gain 1

0.0066

0.0153

Proportional Gain 2

0. 1820

0.5391

Integral Gain 2

0.0759

0.0704

PI Controller
IAE

SVD Controller
IAE
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TABLE 7.7
IAE PERFORMANCE WITH INPUT VARIATIONS FOR THE PRINCIPLE
DIRECTIONS TUNED CONTROLLERS

Angle
Deg.

O.L.
Norm

Set Point
PI
SVD

Disturbance

Pi

svn

0

14.4

11.86

8.94

31.15

58.30

15

7.5

12.20

10. 32

37.75

41.80

30

4.3

12 .10

11.18

51. 97

32.43

45

10.0

12. 10

11. 73

64.46

41.50

60

16. 8

12. 03

11. 90

78.25

74.11

75

22.7

12. 51

11. 6 7

78.33

74.30

90

27.1

14.15

10.87

79.49

89.57

105

29.7

16.4

10.93

77. 94

100.65

120

30.37

17.59

11.04

73.57

105. 36

135

29.0

17.74

11. 10

66.86

103. 00

150

25.7

16. 77

10.83

57.43

93.77

165

20.7

14. 72

10.03

44.99

78. 34

180

14.4

11.86

8.84

31.15

58.30
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TABLE 7.8
IAE TUNING USING COORDINATE AXIS AND PRINCIPLE DIRECTIONS
FOR MCAVOY'S COLUMNS

Set Point
Column A - Axis Directions
IAE
Proportional Gain 1
Integral Gain 1
Proportional Gain 2
Integral Gain 2

Disturbance

2.258

3.91
4.748
0.688
6.943
2.303

22.92
2.224
0.826
4.706
0.970

5.24
3.140
1.094
6.050
o. 758

Cclumn C - Axis 12i.i::ei;;tion§
IAE
Proportional Gain 1
Integral Gain l
Proportional Gain 2
Integral Gain 2

170.19
18.348
0.031
49.014
1.233

10.29
26.559
0.274
19. 080
0.894

Column C - PrinciJ;;!le Directions
IAE
Proportional Gain l
Integral Gain 1
Proportional Gain 2
Integral Gain 2

178.23
15.767
0.037
42.091
1.344

15. 84
28.033
0.279
1.0960
0.472

Column A - ~rinci2l~ Oire!::tions
IAE
Proportional Gain 1
Integral Gain l
Proportional Gain 2
Integral Gain 2

11.35
1.821
0.253
8.068
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help minimize potential noise problems.
gains are in the upper teens or twenties.

For column C, the proportional
While these are the optimal

parameters for the deterministic tuning, noisy signals may give very
nervous performance with these higher gains.
Ziegler Nichols Tuning of the Structured Process
The SISO tuning methods of Ziegler and Nichols (31) are widely
used.

They will be extended to the structured processes discussed above

using the open-loop process reaction curve tuning procedure on the struc
tured variables.

The process reaction curve is used to estimate a

first-order lag with dead time model for each structured process.

These

curves were generated by applying a step to a structured process input
and recording the results for the structured output.

These process

reaction curves were presented in Chapter V for the Wood and Berry model
(Figure 5.4, p. 104) and McAvoy's columns A and C (Figure 5.6, p. 107
and Figure 5.7, p. 108).

Since each process is independent in the steady

state, each diagonal element of the controller was treated independently,
and each controller was tuned independently.

The fitted model parameters

and resulting controller tuning parameters are presented in Table 7.9.
This tuning is generally conservative for SIS0 systems and generally
gave conservative tuning for these MIM0 models.
The determination of the first-order lag plus dead time model of
the structured process obtained from the Wood and Berry model was
straightforward.

The process reaction curves for both structured

processes were smooth and of the general shape of a first-order lag.
The interaction during transients between the two sets of structured
variables was small, as discussed in Chapter V.

The modeling parameters
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TABLE 7.9
ZIEGLER NICHOLS TUNING PARAMETERS FOR
SINGULAR VALUE CONTROLLER

Column A

Column B

Column C

WoodLBerry

Loop 1
Process Gain

0.935

0.926

1.311

30.41

Time Delay

2.0

4.0

17.0

5.0

Time Constant

4.5

14.0

54.0

16.0

2.17

3.4

2. 18

0.095

o. 325

0.255

0.0385

o. 005 7

0.129

0.049

0.0162

4.065

18.0

4.0

160.0

4.0

3.4

7.0

80.0

8.0

3.69

32.0

27.9

0.443

0.616

2.41

0.0524

0.0333

Disturbance 1

3.45

3.82

47.09

356.9

Disturbance 2

3.46

3.92

55.44

518.8

Set Point 1

11.45

12.37

443.3

134.4

Set Point 2

13.46

12.05

224.33

112. 5

Proportional Gain
Integral Gain
Loop 2
Process Gain
Time Delay
Time Constant
Proportional Gain
Integral Gain
IAE
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were graphically determined from the two curves.

The Ziegler Nichols

tuning parameters were then calculated using the formulae of Murrill (31).
The time responses for the control of the Wood and Berry model are
presented in the next two figures.

For comparison, the results from

both of the tuning procedures, the Ziegler Nichols and IAE minimization,
are presented.

Figure 7.7 presents the step responses of the optimum

IAE tuned singular value controller with the tuning criteria being for a
disturbance.

Figure 7.8 is for the Ziegler Nichols tuned controller.

The optimal parameters give an IAE of 19 when the two inputs are stepped
sequentially.

The Ziegler Nichols tuning gives an IAE of 246 for the

two sequential inputs.

The IAE tuning has a faster rise time and greater

overshoot.
It should be noted that using an MVSISO technique gave an unstable
control system.

The MVSISO method was to calculate the two sets of SISO

controller parameters from the diagonal elements of the transfer func
tion matrix describing the process.

The pairing was that suggested by

the Relative Gain Array.
The responses to step disturbances are given in the next two
figures.

The IAE tuned controller responses to step disturbances are

given in Figure 7.9, and the Ziegler Nichols tuned controller responses
to the same step disturbances are given in Figure 7.10.

The IAE tuned

controller generally shows less deviation from the set point and faster
settling time.
ances.

This is reflected in the IAE for two sequential disturb

The IAE and Ziegler Nichols tuning give IAE indices of 146 and

876 respectively.

This faster response for the IAE tuning is gained by

accepting a damped oscillation about the set point.

The Ziegler Nichols
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Response to a step set point for the optimal IAE tuned
singular value controller for the Wood and Berry model.
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tuning has a monotonic decay back to the set point.

This more sluggish

response may be considered desirable for noisy signals.
The gains found for the Ziegler Nichols tuned singular value con
troller applied to the Wood and Berry model were about half of that
found for the optimum IAE controller tuning when disturbance rejection
was the criterion.

The result of this reduced gain is a less nervous

dynamic response to disturbances.

The IAE for the Ziegler Nichols tuning

is about six times larger (876 vs 146) than the IAE for the optimal
disturbance controller.

The more overdamped response of the Ziegler

Nichols tuning may be preferred over the higher gain optimal IAE con
troller with its more nervous response.
The Ziegler Nichols tuning results for McAvoy's column A are pre
sented in the next two figures.

The IAE and Ziegler Nichols tuning for

sequential step set point changes give IAE's of 22.9 and 26.4, respec
tively (see Figure 7.11).

The results for two sequential step disturb

ances give IAE's of 3.9 and 6.9, respectively (see Figure 7.12).
both methods give fast responses.

Again,

The Ziegler Nichols tuning provides

a very good estimate for the control of this model.
The tuning for column C was not as straightforward as for the
other two columns.

The process reaction curve for the first structured

variable has a suitable shape from which to determine the Ziegler Nichols
tuning parameters.
case.

For the second structured variable, this is not the

The second variable shows a tremendous overshoot before approach

ing the steady state.

The fitting of a first-order time constant and

time delay for the first-order lag plus dead time model necessary for
the tuning equations really does not apply.

However, as a first guess,
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the time delay was taken as the time to reach the peak of the overshoot.
The time constant was then taken as the apparent time constant from the
peak back to the steady state.

The resulting model parameters and cal

culated tuning parameters were presented in Table 7.9.

While these

parameters were determined using unfounded assumptions, below it is seen
that they did amazingly well.
The response to a step set point change in the second real variable
using the IAE optimal tuning is presented in Figure 7.13.

For the boot

legged Ziegler Nichols tuning, the results are in Figure 7.14.

The IAE

tuning provides quick settling after an initial very vigorous transient.
Process input variable one ranges between -67.1 and 17.3, while the first
process output varies between -0.97 and 1.3 before approaching the steady
state value of zero.

The Ziegler Nichols tuning is very oscillatory but

has a longer period than the IAE tuning.

The process inputs are almost

exactly in phase with each other, indicating that one controller is
dominating the input to the physical process.

The magnitudes of the

maximum inputs to the process are also lower than for the IAE tuning.
The response to a disturbanr.e in the first process input is given
in Figure 7.15 for the IAE tuning and Figure 7.16 for the Ziegler Nichols
tuning.

The disturbance rejection for the IAE tuning is considerably

better as the output deviates only 0.053 units away from the set point.
The Ziegler Nichols tuned controller deviation is almost 3.4 times
greater (up to 0.179).

However, as with the set point results, the IAE

controller is providing a more rapidly changing input to the process.
The Ziegler Nichols tuned controller again has the domination of one
controller.
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To reduce the domination of the second controller during transients,
its gain was reduced from 27.9 to 2.8.

The results of this change for

the set point change are shown in Figure 7.17.

The oscillation has been

stopped, but the set point is only very slowly being approached.
response to a disturbance is shown in Figure 7.18.
response is much improved.

The

The process output

The inputs to the process again demonstrate

the effect the large singular value has on the control.

Both of the

inputs have to change by about 0.25 to reach the steady-state value of
zero.

However, since they are both changing smoothly, the deviation in

the output from the desired set point is very small as a result of the
large condition number.

These results are similar to the material pre

sented at the first of the chapter.
Control of Processes With Rectangular Transfer Function Matrices
The processes explored above were all square systems.

The model

for column C is the closest to a singular system with its condition num
ber of 81 and its behavior reflects this fact.

In this section, the

control of rectangular transfer function matrices will now be demonstrated.
There are two basic types of rectangular systems.

Those systems with

more outputs than inputs were seen to require a least square solution in
Chapter V.

The second type of system is that with more inputs than out

puts, where the controller for this may be structured to provide the
smallest input to meet the set point.

This is the minimum norm problem

illustrated in Chapter V.
The model of Wood and Berry will be used for this study of rec
tangular systems.
matrix is used.

For the least square study, the first column of the
This gives a system with one input and two outputs.
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For the minimum norm study, the first row of the transfer function matrix
is used.

This gives a system with two inputs and one output.

For the least square controller, there is only one input to the
process, two outputs, and two possible error signals.

The existence of

two outputs will be used to create two error signals.

However, for

arbitrary set points, both may not be met.
required.

Some sort of compromise is

If one set point must be met, the problem is a traditional

SISO design problem.

If, on the other hand, the minimum norm of the

error is desired, the least square controller is used.
least square controller will now be presented.

The use of the

The gain matrix and its

SVD is

-0.458j
0.888

l

l4.40j [l]
0.0

The singular value, and thus the gain, for the system is 14.40.

Figure

7.19 presents the response of this controller for a unit step set point
change in variable one using the continuous cycling Ziegler Nichols
tuning method on the structured process.

Figure 7.20 presents the

response when the IAE has been minimized for a disturbance.

Given this

process has only one process input, there is only one disturbance direc
tion possible using the convention established above for the disturbances
studied.

Using this disturbance, any magnitude may be used without

affecting the tuning parameters, as this is a linear system.
parameters used for these simulations are given in Table 7.10.
tuned controller again shows the more nervous behavior.

The tuning
The IAE

The outputs
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TABLE 7.10
TUNING FOR NONSQUARE PROCESS GAIN MATRIX BASED ON
WOOD AND BERRY MODEL

Minimum Norm

Least Squares

Process
Number of Inputs

2

1

Number of Outputs

1

2

0.2

0.2

0.73

1.4

5.1

8.3

Proportional Gain

0.328

0.63

Integral Gain

0.047

0.147

Set Point

Disturbance

0.226

1.015

0.0114

0.136

Sample Time

Ziegler Nichols Tunin~
Ultimate Gain
Ultimate Period

Optimum IAE Tuning
Criteria
Proportional Gain
Integral Gain
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are approaching the steady state output that results in the least error
squared between the two set points.

The outputs are approaching 0.793

and 0.4093 for the first and second output variable, respectively.
input to the process for this steady state is 0.062.

The

If any other pro

cess input is used, the error signal will have a larger norm.

The

minimum error norm is 0.458 as
((1 - 0.793)

2

2 112
= 0.458.

+ (O - 0.409) )

If inputs of 0.06 or 0.07 are used, the error norm is 0.459 and 0.477,
respectively.
The converse to the least squares problem is the minimum norm
problem.

For this case, the rectangular matrix will be taken from the

top row of the Wood and Berry model.

The gain matrix and its SVD matrix

are

(12.8

-18.9] = (l]

(22.83

O]

1

0.560

0.8277

L-0.827

0. 560J

For this control problem, the minimum sum of the squares of the input
components is to be found.

Again, there is only one control loop, and

the Ziegler Nichols continuous cycling tuning method is applied to the
structured variables to obtain the tuning parameters for the singular
value minimum norm controller.

The responses for the physical processes

inputs and output are presented in Figure 7.21.
eters are from Table 7.10.
IAE for a set point change.

The controller param

The controller was also tuned minimizing the
The response of the system for this set
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point change is presented in Figure 7.22.

For this process, the IAE

controller produces much less overshoot for the set point change, 64
percent overshoot for the Ziegler Nichols and 12 percent overshoot for
the IAE tuning.

The input to the process produced by the IAE controller

shows less oscillation.

The minimum norm input to the process is 0.0438,

corresponding to an input vector of (0.0246, -0.0363).

Input vectors of

(0.0190, -0.04) or (0.0338, -0.03) will give the desired output of one
but have norms of 0.0443 and 0.0542 respectively.

Thus, of the infinite

possible inputs that will give the desired output, the controller has
found the minimum magnitude of the input.
Summary
This chapter has taken an initial look at the problem of multi
variable tuning.

While this probability is a complete study in itself,

some tuning is necessary for the evaluation of the singular value con
troller.

The methods used were based on either integral criteria

minimization techniques or multivariable Ziegler Nichols techniques.
Both of these techniques proved successful for square nonsingular trans
fer functions and rectangular transfer function systems.
The direct extension of the SISO technique of finding the minimum
integral error criteria for only one disturbance or set point change did
not give the best results.

While the controller would do a very good

job in controlling for the transient for which it was tuned, it may not
give acceptable performance for other disturbances.

The use of several

independent step set point or step disturbances applied sequentially
provided for a controller that had better overall performance.

The

evaluation of the performance for a variety of conditions followed the
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concept of the application of the unit ball.

A set of unit vectors was

applied to the set point (or as a disturbance), and the resulting per
formance indices (IAE) were tabulated.

The closed-loop system did not

show the same ellipse that the steady-state matrix did.

It was not

expected that it would have the ellipse, but it did show the same major
axis orientation for several examples.

This demonstrates the importance

of understanding the dynamic information along with the important steady
state characteristics.

The application of singular value decomposition

techniques on the transfer function matrix may provide a means to evalu
ate the dynamic influence of the control system.
The application of sequential steps was limited co either sequen
tial set point or disturbance changes.

An argument may be made to apply

both disturbance and set point changes to the closed-loop system for
the evaluation of the performance index.
weighting.

This raises the question of

For the cases limited to just set point or disturbance appli

cations, each input is weighted equally, as the transfer function is
assumed properly scaled and each input and each output has equal impor
tance.

If mixtures of disturbances and set points are used, this equality

among each input and output may not hold.

This is easily seen by com

paring the IAE indices obtained for set point and disturbance performance
for the Wood and Berry model.

The indices are in the range of the teens

for single set point changes and generally range between about 40 and
the low hundreds for disturbance changes.

The understanding of weighting

for the different control actions is an area that should receive further
work.
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The tuning using Ziegler Nichols methods applied to the structured
process gave remarkably good results.

This is especially important, as

the use of these methods on the original process transfer function matrix
gave either highly oscillatory or unstable closed-loop performance after
both loops were closed.
The singular value controller was applied to two rectangular sys
tems.

The least squares and the minimum norm characteristics of the

structured controller were verified.

CHAPTER VIII
CONCLUSIONS AND RECOMMENDATIONS
Singular value decomposition provides important information about
the structure of multivariable processes.

The decomposition sets bounds

relating the magnitudes of inputs and outputs for a system.

The appli

cation of vector and matrix norms is central to this development and
provides new and useful information relating process inputs and outputs.
It also provides insight, in conjunction with the Relative Gain Array,
in determining pairing of input with output variables.

The decomposition

indicates when a multivariable process has less effective degrees of
freedom than the number of input or output variables.

The decomposition

provides a framework for a structured controller that is not limited to
processes with equal numbers of input and output variables.

This con

troller has the important property of finding the minimum process input
vector that will reduce the norm of the error signal to its minimum.
The SVD of the process gain matrix produces three matrices.

The

singular values, from the middle matrix, are useful in determining the
bounds between the input and output vectors.

The steady-state output

magnitude (norm) is greater than or equal to the norm of the input vec
tor times the last (smallest) singular value.

The output norm is also

less than or equal to the product of the input norm with the first
(largest) singular value.

The output of greatest magnitude, for a fixed

magnitude of the input vector, has the vector direction given by the
first left singular vector.

The input that produces this result has the
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direction of the first right singular vector.

Likewise, the output of

smallest magnitude has the vector direction given by the last left singu
lar vector.

The corresponding input has the direction of the last right

singular vector.
The singular vectors prove helpful in pairing process input vari
ables with process output variables for MVSISO control systems.

There

are several parallels between the SVD and RGA, and these two methods
complement each other.

Within the present context of SVD interpretation,

the decomposition may give ambiguous pairing results, especially with
symmetric matrices, but scaling the process may remove these ambiguities.
The RGA may also prove helpful in these cases.

On the other hand, the

RGA will give an indication of the best pairing for the MVSISO control,
but it may not give any indication of the conditioning of the process.
Hence, systems that are very close to singular may appear easy to con
trol when looking at the RGA.

In these cases, the SVD can provide

invaluable information.
The SVD determined from the process gain matrix provides an
important structure for the creation of a general multivariable control
ler.

This controller uses two orthogonal matrices to prepare a structured

process with a diagonal form.

This methodology is not like conventional

decoupling, as two matrices are used (a pre-multiplication and a post
multiplication matrix), and they are restricted to being orthogonal.
Also, decoupling diagonalizes the physical variables, while the singular
value approach diagonalizes the structured variables.

As a result,

these matrices do not change the magnitude of signals or noise and are
well conditioned, so that roundoff errors are reduced for computation.
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The resulting structured process has steady-state gains for each loop
equal to the singular values.
This controller is not limited to processes with square nonsingular
process gain matrices.

For the square nonsingular case, the controller

will eliminate offset for constant set point changes or persistent dis
turbances.

For the more general cases, the controller has least squared

error and process input minimization properties.

The least error squared

property is applied to systems with more measured variables than manipu
lated variables.

The minimum process input scheme is applied to systems

with more manipulated variables than measured variables.

It is possible

for a system to have a rank less than either the number of inputs or
outputs.

In this case, the controller finds the minimum process input

that produces the least squared error signal.
The controller is developed using the steady-state process gain
matrix and, as such, does not use any dynamic information in the forma
tion of its structure.

The dynamic information is needed when the

controller is to be tuned.

The tuning procedures used in this research

were either finding the minimum for an integral error criteria, such as
IAE or ITAE, or using a new methodology extending the Ziegler Nichols
scalar tuning rules to the multivariable problem.
The use of the direct minimization of the integral error criteria
generally gave a high gain, high performance controller setting.

The

SVD controller generally provided better performance, as measured by
IAE, for set point changes than did the MVSISO PI controller.

A second

method of controller tuning presented an extension of the Ziegler Nichols
tuning method.

This tuning generally gave a controller with lower
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proportional and integral gains than the IAE tuned control schemes.

The

Ziegler Nichols tuning rules were applied to each structured process
independently.

In all of the cases studied, tuning each structured loop

separately provided a stable control system.

If these Ziegler Nichols

rules are directly applied to the physical process one loop at a time,
the system may be unstable when all the SISO loops are closed, as it was
for the case of the Wood and Berry model.
The controller was used for the control of nonsquare processes
with success.

The least square properties of the controller were verified.

The minimum norm property of the controller was also verified.
Recommendations
In this introductory work, many questions were raised.

In the

determination of the SVD controller, the optimal orthogonal matrices for
the integral gain were often close to the steady-state SVD results.

The

optimal matrices were often close to the coordinate axes for disturbance
tuning.
done.

Work determining a good set of orthogonal matrices needs to be
This work suggests that the tuning using the orthogonal matrices

suggested by the SVD of the gain matrix will be a good starting point
for the integral controller.

The coordinate axes may be a good starting

point for the proportional controller.
All of the SVD determination for the processes has been conducted
for the steady state.

It may be extended to the frequency domain, but

methodology and interpretation are needed.

The related work of

Macfarlane ( 118) and his concept of "vector gain" uses some singular
value techniques, but he does not use the terminology "singular value
decomposition."

The whole area of singular value analysis in the
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frequency domain appears to be ripe for theoretical studies, as noted by
Doyle and Stein (117).
Scaling plays an elusive and important role in the determination
of the SVD for the process gain matrix.

The use of scaling produces

changes in the orthogonal matrices, as well as the singular values.
better understanding of scaling is needed.

A

This is an area strongly

reconnnended for future work, even though there are many obstacles, both
theoretical and practical.

An advantage proclaimed for the Relative

Gain Array is that it is invariant to scaling.

While it is argued by

many researchers that this is a very important property, it tells nothing
about the conditioning of the system.

Even for the SISO control case,

poorly sized (scaled) valve s and transducers will give a poorly per
forming control loop, so the effect of this scaling should also affect
the MIMO case.

The SVD may provide a suitable framework for analyzing

the scaling of transducers and valves for the MIMO case.
In the tuning using a direct search of the minimum IAE (or ITAE,
etc.), high gain controller settings that give a nervous process respons e
often were found.

(The IAE tuning was generally more nervous than the

Ziegler Nichols tuning.)

The use of including the derivative of the

process input in the calculation of the search function may help reduce
this jittery controller tuning.

Again, the use of a proper weighting is

an important area for study.
Process control valves have a limited range of operation.

When a

control valve becomes saturated, the degrees of freedom in the system
are reduced.

The SVD controller may be used to provide a process input

that produces the minimum e rror in the steady-state response for this
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case of a valve constraint.

The transient properties of boundary limi

tations need to be determined.
All of the work presented is based on linear, constant coefficient
process models.
nature.
explored.

Most chemical processes are nonlinear by their very

The effect of nonlinearities on the controller needs to be
This is . a general problem inherent in all process control and

is not particular to the procedures presented here.

However, singular

value decomposition helps provide bounds relating deviations in the gain
matrix to deviations in the necessary control action.

This was intro

duced in equation 3.41, and this may provide some guiding insight, or
even a means, to analyze this problem.
Surmnary
This dissertation has presented the use of singular value techniques
for the analysis of multivariable control applications.

The singular

value decomposition of the gain matrix gives a set of orthogonal matrices
that are useful in determining the dominant directions of the process
input and output.
lar systems.

This is especially true for singular or nearly singu

The SVD also provides a framework for a general multivari

able controller that will provide the minimum process input that reduces
the error between the process output and the desired set point to its
minimum.

For the usual square, nonsingular process transfer function

matrix, this corresponds to finding the unique input that reduces the
error to zero.
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APPENDICES

APPENDIX A

APPENDIX A
DECOMPOSITION OF AN ORTHOGONAL MATRIX INTO
PRODUCT OF PLANE ROTATIONS
Any n by n orthogonal matrix may be decomposed into the product of
(n

l)n/2 Given's or plane rotations and a diagonal matrix of positive
The plane rotation or Given's matrix G(i, j) will be

or negative ones.

defined to be of the form

1.

J

1.
I

•1

I

C
I

-------s---------

1,

I

-1.

I
I

I

•1

I
I
I

S------- C -------- -j
1.

.1

and 1.s constructed to zero the i,j element or the matrix U by the product
U = G( i,

j) U.

The elements of G(i, j) are found by ( 5) :
2

+ u. _2)1/2

r

=

(u ..

C

=

cos

.. /r
e = u 1.1.

s

=

s1.n

e=

1.1.

l.

J

u .. /r.
1.J
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After multiplying the original matrix U by the Given's rotation, the
product matrix Uhas the elements:

=

r

{G .. l =

0

{G .. }
l.l.

l. J

{Gjk}

=

0 if {uik}

=

{ujk}

=

0.

The algorithm for the decomposition begins with zeroing the bottom left
element of the orthogonal matrix U, {un }.
1

In order to retain the matrix

information, the applications of the Given's rotation must be done in
pairs so that the overall effect of the zeroing process does not change
the overall matrix product .

·

· ·

inverse 1.s 1.ts transpose,

Since a Given's rotation is orthogonal, its

cc·1., J.)- 1

= Gc·1.,

J·)T .

In terms of angles, the

transpose angle is the negative of the Given's rotation since cos -0 =
cos 0 and sin -0 = -sin 0.

The first application of a Given's matrix is

U = G(n, l)T G(n, 1) U

1/

= G(n,

~

(1)

where U (1) has {Gn } = 0 and the one 1.n parentheses represents the first
1

modification on the matrix.
The next element up 1.n the first column 1.s now zeroed using
A

U = G(n, l)T G(n - 1, l)T G(n - 1, 1) U (1)
=

G(n, l)T G(n - 1, 1 /

~

(2)

where U (2) has the last two elements 1.n column one being zero.

This

procedure 1.s carried throughout until the entire first column is zero

210

except for the diagonal element which will be the sum cf the squares of
the colunm.

Since this is an orthogonal matrix, the sum of the squares

is one and the diagonal element will be one.

U = G(n, 1)

Since {u

11

T

G(n - 1, 1)

T

This procedure 1.s

.. . G(2, 1)

T

} is on the top row of the matrix, U(n -

except for the diagonal element.

U(n -

1).

1) must be all zeroes

If this were not true, the nor~ of the

matrix would be greater than one, and this is impossible, as only orthoganal matrices and their inverses have been used.
The procedure is now to zero the second column up to th,~ diagonal
element {u

22

} using applications of Given's rotations.

This is done a3

U-=- G(n, l)T G(n - 1, 1 / . . . G(2, l)T G(n, 2 / ... G(J, 2)

The matri x U(2n - J) has {u

11

the lower right ·-hand corner.

} and {u

22

1

U(2n - 3) .

} as one and a general matrix in

The application of Given' s matrices is

c.an:ie:tl un::il

U

=

"

G(n, l)T ... G(2, l)T G(n, 2)T ... G(n - 1, n) U((n - l)n/2))

with the matrix U((n - l)n/2)) diagonal with ones.

The sign of the h s t

el ement {G } may be positive or negative de ~endin g on the matrix.
nn

How

ever, it mt1st be one as the norm must always remain one.
Thus, the matrix has been decomposed into a series of Given's
rotations and a diagonal matrix of positive and possibly negative ones.

APPENDIX B

APPENDIX B
TRANSFER FUNCTION MATRIX EXAMPLES AND THEIR SVD
The transfer function model of Wood and Berry (43) is given as:

12.8e-ls
1 + 16.7s

-3s
-18.9e
1 + 21. Os

6.6e- 7 s

-19.4e- 3s

1 + 10.9s

1 + 14.4s

G(s) =

(B. 1)

The singular value decomposition of the gains matrix is:

12 . 800
[

6.600

-0.745

-18 . 900]

[ -0 . 667

-19 . 400

-0 . 667]

[30.40477
[

0. 745

-0.459

-o . 889

0.889

-o . 459]

0.459

0 . 889

T

(B. 2)

The decomposition using orthogonal rotations is:

12 , 800
[

6 . 600

o. 745

-18.900]
-19 . 400

[

0.667

T

-0 . 667]

[30.40477

[ -0. 889

0. 745

0.459 ]

(B. J)

The model for column A for Weischedel and McAvoy (52) is:

0. 58e-1.0s
(6.3s + 1)(1.96s + 1)

-0.45e-l.Os
(5.68s + 1)(3.0s + 1)

G(s) =

(B.4)
0.35e-l.Js
(5.0s + 1)(0.67s + 1)
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-0.48e-l.Os
(4.7s + 1)(0.36s + 1)
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The process gain matrix has the singular value decomposition:

0.580
[ 0.350

T

[-0.780

-0.450]
-0.480

-0.626

=

0.626]

0.12924]

-0 .780

J

-0. 718

0.696

0,696

0.718

0. 718

0.696

-0.696

0.718

[

(B.5)

The rotation form of this decomposition is:

0.580
[ 0. 350

-0 . 450]
-0.480

[

o. 130

-0.626]

0.626

0. 780

[ 0 . 93547

J[

-0.12924

T

J

(B.6)

The transfer function for column B (52) is given as:

0.562e-l.Os
(7. 74s + 1)(7.74 + 1)

-0.516e-l.Ss
(7 . ls + 1)(7 . 1 + s)

G(s)

(B. 7)

0. 344e -1. Ss
(15.8s + 1)(0.Ss + 1)

The singular value decomposition

[o

562

0.344

-0.510J .
-0 . 394

c-o.,,.
-0.567

0"']

-0 . 824

-0 . 39 3e - l ·Os
(13.8s + l)(0.4s + 1)

l.S:

['·'""

0 . 0499,J

[o

715

0.699

O '"] T

0.715

(B.8)

The rotation form of the decomposition is:

[o

562

0.344

-0 510]
- 0.394

[o

824

0,567

-0 "'] [0.92034
0.824

[
-0 .0499,J

0 715
-0.699

O "'] T

0.715

(B.9)

214
The transfer function for column C (52) is given as:

0.47le-1.0s
(30.7s + 1)(30.7s + 1)

-0.495e- 2 · 0 s
(28.5s + 1)(28.5s + 1)

G(s) =

(B.10)
0.749e-l, 7s
(57s + 1)(57s + 1)

-0.832e-l.Os
(50 . Ss + 1)(50.5s + 1)

The singular value decomposition is given as :

0 . 471
[ 0.749

-0.521

-0 . 495]
-0 . 832

[

-0.854

-0,854]

J[

-0.675

[l.31142

0.01610

0.521

0.738

-0. 738] T
-0 . 675

( J3 .

ll )

The rotation form for the decomposition is:

[0.411 -0 49']
0. 749

-0.832

[° 521

0.854

-0 ' " ]

0.521

[1.11142

-0.01610]

[ 0675
-0. 738

"'J

0
0 . 675

(B.12)
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