The growing environmental awareness and the apparent conflicts between economic and environmental objectives turn naturally energy planning problems into multi-objective optimization problems. Combined heat and power (CHP) production is an important highefficiency technology to promote under emission trading scheme. In CHP production, joint characteristics of heat and power mean that the production planning must be done in coordination.
Introduction
The increasing concerns about environmental impacts of energy production have become an integral part of energy policy planning. To combat climate change, the European Union (EU) has launched an emission trading scheme (ETS) since 2005 and has simultaneously promoted clean production technology with less emissions (CEC, 2004) . The EU-ETS is now by far the largest emissions market in the world, covering more than 11,000 power stations and industrial plants in 31 countries, as well as airlines. The emission market utilizes the market force to reduce emission cost-efficiently.
CHP production means the simultaneous production of useful and electric power in a single integrated process. CHP is considered an environmentally beneficial technology because of high energy efficiency when compared to conventional condensing power plants. The energy efficiency of a gas turbine is typically between 36-40% when used for power production only, but over 80% if also the heat is utilized. This leads to significant savings in fuel and emissions, typically between 10-40% depending on the technique used and the system replaced (Madlener and Schmid, 2003) .
In this paper, we have considered using multi-objective linear programming (MOLP) approaches to deal with a medium-or long-term CHP environmental/economic dispatch problem (EED), which can be viewed as a subproblem of long term CHP planning problem. The environmental impact (emission costs) and traditional economic costs are simultaneously considered as two competing objectives in the model. It means that the plant characteristics are assumed to be convex. It has been commented by Rong et al. (2006) that the convexity assumption is not as limiting as it may seem. Multiple criteria decision making approaches, including MOLP, have long been used in energy planning for both traditional power-only and heat-only systems (Pohekar and Ramachandran, 2004; Figueira et al., 2005; Ehrgott et al., 2010) as well as polygeneration including CHP systems (Rong et al., 2010) . Some recent research related to applying 4/26 2/17/2014 is called dichotomic search (Aneja and Nair, 1979) and the other approach is called parametric simplex method (Ehgrott, 2005) .
To the best of the authors´ knowledge, no research is reported to deal specifically with the biobjective multi-period CHP planning problem with no dynamical constraints. The possible reason may be due to the fact that it is the simplest multi-period planning problem and most people think that general solution approach can handle it. On the one hand, the considered problem is a meaningful setting for risk analysis and generation expansion planning in practice and an efficient solution to the problem is demanding. On the other hand, it is not a trivial task to solve it efficiently if the planning horizon is long.
In this paper, motivated by the algorithm for constructing the envelope of the CHP plant based on the power price (Rong and Lahdelma, 2007a) , an efficient iterative merging algorithm for constructing the exact PF for the bi-objective LP CHP planning problem is presented. The idea of the algorithm is based on the convexity of the PF (the slopes of two consecutive non-dominated outcomes assume a non-decreasing profile). First, for each period t, the exact PF of period t subproblem is constructed. Then, it is merged with the exact PF of previous t-1 periods according to the non-decreasing profile of the slope. The exact PF of the problem can thus be constructed iteratively.
The paper is organized as follows. Under ETS, the CHP planning problem is to simultaneously optimize the overall net acquisition costs for power and heat as well as the emissions costs associated with providing power and heat.
The emissions for the plant are caused by the fuel burned at the plant. The emissions for the nongenerating component are based on a reference system (e.g., coal-fired condensing power plants for power component or coal-fired boiler for heat component). The net acquisition costs consist of actual production costs (fuel costs), costs for purchasing components subtracted by revenue from selling the produced energy. The planning horizon can be anything from a few days in a medium-term problem to multiple years in a strategic long-term planning problem. The mediumand long-term problem can decompose multiple hourly sub-problems for solution.
CHP plant model
Here we assume, for the sake of simplicity, that the plant characteristics are convex, which allows us to use a linear programming (LP) solver for the environmental economic dispatch (EED)
problem. In addition, the PF is also convex in the MOLP context.
The plant is convex if the feasible operating region (characteristic area) is convex in terms of heat and power generation and the production cost is a convex function of the generated heat and Figure 1 illustrates a typical operating region in terms of cost, power, and heat (c, p, q) as three triangular facets. The projection of the operating region on the (p, q) plane shows the area in which the cogeneration of power and heat can be adjusted. For the convex CHP plant, the characteristic operating region can be represented as a convex combination (see e.g. Bazaraa and Shetty, 1993 or Dantzig, 1963) of extreme points (c j , p j , q j ) (the corner points of the triangular facets in Figure 1 ). Due to convexity, the hourly power generation P u,t , heat generation Q u,t , and operating costs C u,t =C u,t (P u,t ,Q u,t ) of plant u can be represented as a convex combination of extreme characteristic points (c j,t , p j,t , q j,t ) (the corner points of the triangular facets in Figure 1 ): 
Here the variables x j,t are used for forming the convex combination and J u is the index set of extreme points. This formulation allows the shape of the characteristic to change hourly, but assumes that the same number of points |J u | are used for each hour. If a plant needs fewer points at some hours, extra points can be effectively disabled by fixing those x j,t to zero. This formulation can approximate any convex cost function with arbitrarily good precision if a sufficiently dense set of extreme points is used. In practice, the extreme points can be determined empirically (based on test runs) or calculated based on an analytical model. In either case, the necessary number of extreme points will be reasonably small. If emissions need to be considered explicitly, it is convenient to directly transform the extreme characteristic points (c j,t , p j,t , q j,t ) into fuel characteristic points (π j,t , p j,t , q j,t ) if a single fuel is burning in the plant, where π j,t is the fuel consumption corresponding to the extreme point. The cost is mainly determined by fuel consumption.
This technique has been used in CHP planning (Lahdelma and Hakonen, 2003; Makkonen, 2005; Rong, 2006; Rong et al., 2006; and, Rong and Lahdelma, 2007a 
Problem formulation
The following notation is introduced to formulate the problem.
t Index of a period or a point in time. The period t is between points t-1 and t. In our problem, period length is one hour. When dynamical constraints are ignored, the multi-period CHP planning problem is simply represented as the sum of independent periods. The bi-objective planning problem under study is represented as a vmin optimization problem. The operator vmin means vector minimization. The vmin problems arise when more than one objective is to be minimized over a given feasible region.
vmin
(2) subject to
x q+,t , x p±,t ≥ 0, t = 1,…,T.
The above model (2)-(7) is a bi-objective LP model for the CHP planning. The first objective in
(2) is to minimize the overall net acquisition costs over the planning horizon, which consists of actual total production costs (fuel costs), costs for purchasing components subtracted by revenue from selling the produced energy. It also includes the penalty for the heat surplus. The second objective is to minimize the emissions costs of the components. The minimum and maximum power and heat generation limits of the components are implicitly reflected in the component characteristics. In this formulation, the convex combination for each plant in each period is encoded by a set of x j,t variables, indicating the operating level of each plant in terms of extreme points of the operating region, whose sum is one (3) and that are non-negative (6). Constraints (4) and (5) define the power and heat balances. Since the power can be freely bought (x p-,t ) and
sold (x p+,t ) on the market at price c p-,t and c p+,t , the power demand (4) can always be satisfied. The model can be infeasible only when the heat production capacity is insufficient. The heat balance (5) states that that the demand Q t in each period t must be satisfied and if the acquisition of heat exceeds the demand, the surplus x q+,t lead to penalty cost c q+,t in the first objective of the objective function (2).
For the above formulation, the power market can be treated as a power plant with large enough capacity. For the single objective problem with the above first objective as the objective, the problem can be solved by Power Simplex algorithm by Lahdelma and Hakonen (2003) . If the power transaction cost is ignored and electric power can be freely traded (bought or sold) on the market, then the model can be simplified to the formulation in Rong and Lahdelma (2007a) . Then the efficient envelope-based algorithm presented there can be used to solve the problem. Note that emission costs associated with the power market are not explicitly reflected in the formulation. They are implicitly considered in the power price. If the emission allowance price is a constant, the formulation is equivalent to simultaneously minimizing net costs and emissions. This is the traditional way to model the EED problem (Abido, 2003) .
Solution approach
In this section, the optimality concept for multi-objective optimization is reviewed. Then, a modified dichotomic search algorithm (MDSA) for solving a general bi-objective LP problem is presented and the time complexity of the algorithm is given. Next, the procedure for merging algorithm (MA) for solving problem (2)-(7) is presented and the time complexity of the algorithm is also given. Finally, MA and MDSA are compared theoretically.
Optimality concept for multi-objective optimization
Let X denote the set of feasible solutions in the decision space and Y their images in the objective 
The relations ≥ and > are defined accordingly.
For the vmin problem, Assume that the elements in PF are arranged according to an increasing order of the first objective, i.e. 
The slopes of the PF assume a non-decreasing profile according to the convexity of the PF.
In the following, we introduce notation for the current problem. Let x t and x denote the decision variable vector in period t and over the entire planning horizon, respectively.
The weighted-sum function with a weight vector ) , (
Modified dichotomic search algorithm (MDSA)
The dichotomic search algorithm (DSA) was a general approach for solving the bi-objective LP problem. It was first developed by Aneja and Nair (1979) for solving the bi-objective LP transportation problem. In the multi-objective combinatorial optimization context, it was mainly used to find the supported non-dominated outcomes for the problem (Ehrgott and Gandibluex, 2007; and, Figueira et al., 2013) . The supported non-dominated outcomes of the problem can be obtained by solving a series of weighted-sum functions while the unsupported non-dominated outcomes cannot be reached by any weighted-sum function (Steur, 1986) . To facilitate discussion, we call the algorithms by Aneja and Nair (1979) , by Ehrgott and Gandibluex (2007) and by Figueira et al. (2013) DSA1, DSA2 and DSA3, respectively. These algorithms are the same in the basic principle that attempts to enumerate all possible new non-dominated outcomes between two known non-dominated outcomes. There are slight differences in the structure of the algorithm and in determining whether a new outcome is dominated or not. DSA1 and DSA3 adopt an iterative procedure while DSA2 adopts a recursive procedure. For determining whether Step 1. Compute the lexicographic minimal (lexmin) solutions x 1 and x 2 with respect to f 1 and f 2 ,
.Let y 1 := f(x 1 ), y 2 := f(x 2 ), V:= ∅ and k:=2.
Step 2. Let R:={y 1 ,…,y k } with k y y y Step 3. Let Step 4. Compute the single objective optimal solution x with respect to (13). If originates from the convexity property of the PF, i.e., if the new outcome is located between the two consecutive non-dominated outcomes on which the weight vector is based, then it is not dominated; otherwise, it is dominated (coincides with the known non-dominated outcomes). This is due to the fact that DSA allows multiple (more than two) outcomes with the same slope to coexist, i.e., the coexistence of the extreme and the non-extreme non-dominated outcomes. The remaining modification is just an adaption of DSA3 from solving vmax to solving vmin problem. is time complexity of solving a single period sub-problem of (2)-(7) and n s = |J|+3 and m s = |U|+2 are number of variables and number of constraints for the single period sub-problem.
Merging algorithm (MA)
The idea of merging algorithm (MA) is based on the convexity of the PF for the MOLP. If the non-dominated outcomes are arranged in an increasing order of the first-objective, then, for the vmin problem, the slopes of the PF assume a non-decreasing order profile as mentioned in for the multi-period problem as illustrated in Figure 3 . Consequently, the PF of multi-period problem is the accumulative results of the single period sub-problem in terms of slopes.
B'
A' Figure 3 . The PF of a single period sub-problem and the multi-period problem
In Figure 3 In the following, the algorithm for merging the PF of the two-period problem is first given. Then the algorithm for generating the PF of the problem (2)-(7) is presented.
Let Y N,t denote set of non-dominated outcomes for the period t sub-problem. If |Y N,t | = 1, then it is a trivial case to merge, it is simply to add each non-dominated outcome of the other period with ( Algorithm 3. Merging algorithm (MA) for generating the PF of problem (2)-(7).
Step 1. and n s = |J|+3 and m s = |U|+2 are number of variables and number of constraints for the single period sub-problem.
Proof: Assume that the slopes of the PF in period t =1,…,T are unique, then denote the size of the non-dominated set of problem (2)-(7) generated by MDSA and MA respectively. Both MDSA and MA generate the exact PF for problem (2)- (7).
≥ because MDSA has chance to generate the non-extreme non-dominated outcomes while MA only generates extreme non-dominated outcomes. Based on the results of numerical experiments, for the single period problem, it seems that MDSA does not generate non-extreme non-dominated outcomes. The number of non-extreme non-dominated outcomes generated by MDSA increases as the planning horizon increases.
Moreover, MA is more efficient than MDSA according to Lemma 2 
Computational experiments
To evaluate the efficiency and effectiveness of the merging algorithm (MA), the modified dichotomic search algorithm (MDSA) was used as a benchmark. In addition, to verify the correctness of MDSA, a general dichotomic search algorithm (DSA) was also implemented, where the new outcome is compared against all known non-dominated outcomes explicitly at
Step 4 of Algorithm 1. The on-line envelope based (ECON) algorithm developed by Rong and Lahdelma (2007a) was used an LP solver for solving the single objective (weighted-sum function)
hourly sub-problem. For handling small-size problem, on the average, ECON is 467 times faster than ILOG CPLEX (Rong and Lahdelma, 2007a) 
Test problems
Our test problems were adapted from the non-convex problems (Rong and Lahdelma, 2007c) ignoring the non-convexity characteristics. Then six test problems are generated based on different combination of above six plants. Table 2 shows the dimensions of the single period test problems. As mentioned in the beginning of Section 4, since the ECON algorithm is used as an LP solver, it means that the transaction costs in the market are ignored, i.e., .
Then, the power sales and purchase volume (
can be replaced by one variable t p x , (refer to Rong and Lahdelma, 2007a) . Consequently, the number of variables and the number of constraints for the hourly sub-problem are n s = |J|+2 and m s = |U|+2 respectively. To form a valid test problem, the heat demand is generated based on history data of a Finnish energy company, power price is generated based on the spot price 
for the problems considered in the experiment. It means that about 20% slopes of the PF for different periods coincide. Similarly, the MA is also more efficient than the ε -method where the single-period model is solved by a general solver. Finally, we use MA to investigate the effect of emission allowance price on the size of non-dominated set and on the solution efficiency according to yearly planning problems. We use the scenario with constant emission allowance price as a benchmark. It is equivalent to contrasting the difference between the traditional EED (EED1) (Abido, 2003) and the current EED (EED2). Table 5 shows the results. Table 5 . Effect of the emission allowance price on the size of non-dominated set and on the solution efficiency for yearly planning problems. , 60% to 70% slopes of the PF for the single-period subproblems coincide for the EED1 while about 20% slopes coincide for the EED2. This means that the planning problem under ETS is harder than the traditional planning problem considering emissions. This also reflects in the solution time (CPU(s)).
Conclusion
In this paper, we have presented an efficient specialized merging algorithm (MA) to find the exact PF for the bi-objective convex CHP planning problem. The size of the non-dominated set is proportional to the planning horizon. For a yearly planning problem, the size can be more than Rong, Figueira, Lahelma, 23/26 2/17/2014 40,000. Such a large size challenges the solution of the problem even though each non-dominated outcome can be obtained by a polynomial algorithm for the traditional dichotomic search algorithm. It is difficult for a general solver such as CPLEX to handle the problem. The efficiency of the MA is justified theoretically and empirically. The MA is applicable to the long term planning problem for risk analysis and generation expansion planning. The MA may lay foundation for integrating multicriteria decision analysis and scenario planning (Stewart et al. 2013 ).
