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A NOTE ON COHOMOLOGY FOR MULTIPLIER HOPF ALGEBRAS
ANDRZEJ SITARZ AND DANIEL WYSOCKI
ABSTRACT. In this note we discuss the possibility of constructing the cosimplicial complex
for the multiplier Hopf algebras and extending the cyclicity operator to obtain the Hopf-cyclic
cohomology for them. We show that the definition of modular pairs in involution for multiplier
Hopf algebras and provide the definition of Hopf-cyclic cohomology for algebras of functions
over discrete groups.
1. INTRODUCTION
Hopf-cyclic cohomology of Connes and Moscovici [1, 2] has been the first example of cyclic
cohomology with coefficients. Generalized later [8, 9, 12] to coefficients valued in certain
types of modules (stable anti-Yetter-Drinfeld modules) it became an effective tool in the studies
of Hopf algebras.
In this note we address the problem whether the construction can be extended to the multiplier
Hopf algebras, which are natural generalization of Hopf algebras. We aim to define the respec-
tive cosimplicial objects in the setup of multiplier Hopf algebras following the definitions of
[4, 5, 6, 3, 7].
The note is organized as follows, first we recall basic definitions, then we define the modular
pair in involution for multiplier Hopf algebras and the cosimplicial objects. Finally, we discuss
the cyclicity operator and define the Hopf-cyclic cohomology for commutative multiplier Hopf
algebras of functions over discrete groups. For simplicity we consider algebras over the field of
complex numbers (generalization to arbitrary field is in many steps straightforward). Note that
in [11] a dual point of view has been presented, with the cyclic module and cyclic homology
in the place of cohomology. The difference, however, is that the simplicial object is the usual
one, as it involves only the algebra structure, whereas for the multiplier Hopf algebras, the
cosimplicial object requires more attention as the coproduct is not valued inH ⊗H .
2. MULTIPLIER HOPF ALGEBRAS.
Let us recall some basic definitions of multiplier Hopf algebras. A leftmultiplierα of an algebra
A is a linear map αL : A → A such that αL(ab) = αL(a)b for all a, b∈A. Similarly, a right
multiplier αR satisfies αR(ab) = aαR(b). A multiplier is a pair (αL, αR) of a left and right
multipliers, respectively, such that aαL(b) = αR(a)b for all a, b ∈ A. There is a canonical
inclusion ι of A inML(A): ι(a)(b) = ab (and similarly forMR(A) andM(A)).
We define [5] a multiplier Hopf algebra H as a an algebra, which is equipped with a comulti-
plication ∆ : H → M(H ⊗ H) such that the following maps (understood as a composition of
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the elements in the multiplier),
WR : H ⊗H ∋ (a, b) 7→ ∆(a)(1⊗ b) ∈ H ⊗H,
WL : H ⊗H ∋ (a, b) 7→ (a⊗ 1)∆(b) ∈ H ⊗H
(2.1)
are well defined bijective map, which are coassociative (we refer to [5] for details) and ∆ is an
algebra morphism in the following sense,
(2.2) WR(ab, c) = W
′
R(a,WR(b, c)),
where
W ′R(a, b⊗ c) = WR(a, c)(b⊗ 1).
We call a multiplier Hopf algebra regular if σ ◦ ∆, where σ : H ⊗ H → H ⊗ H is the flip
operation, makes H a multiplier Hopf algebra again.
A multiplier Hopf algebra has the counit ǫ :H→C, which is a homomorphism and the antipode
S : H →M(H). If H is regular, then S is bijective and thus the image of the antipode is inH .
Finally, let us state the extension property (cf. [5] Proposition A5).
Lemma 2.1. We call a map φ : A → M(B) non-degenerate if B is generated by φ(a)b and
bφ(a). A non-degenerate homomorphism φ :A → M(B) has a unique extension φ˜ :M(A) →
M(B), which is defined by
(2.3) φ˜(α)x := φ(αg)h, ∀α∈M(A), ∀x∈B,
where x = φ(g)h, g∈A, h∈B, by the non-degeneracy of φ.
We shall also use a mode advanced version of the extension property for the regular multiplier
Hopf algebras that was proven in [4].
Lemma 2.2. Let H be a regular multiplier Hopf algebra. Then the maps ∆ ⊗ id and id ⊗ ∆
defined on H ⊗H have natural extension to maps fromM(H ⊗H) toM(H ⊗H ⊗H).
For the rest of the paper we restrict ourselves to regular multiplier Hopf algebras only.
2.1. Modules over multiplier Hopf algebras. We define a module, M (left module, right
module, bimodule) over a multiplier Hopf algebra in the usual sense (see [3] for details).
Each multiplier Hopf algebra is a bimodule over itself with left and right multiplication. Ad-
ditionally, since the adjoint action makes sense for the multiplier Hopf algebras we have the
following left module structure of H:
Ad : a⊗ x→ a(1)xS(a(2)), a ∈ H,(2.4)
and makes H again a left H-module algebra.
We want to remark, however, that it might be reasonable to consider extended modules in the
sense of van Daele [4]:
Definition 2.3. Let M be a left module over H , which is non-degenerate in the sense that if
ax = 0 for x ∈M and all a ∈ H then x = 0 Consider a spaceM ′ of all linear maps ρ : H toM
such that ρ(ab) = aρ(b), for all a, b ∈ H . ThenM ′ has a natural left-module structure over H
and x→ ρx, where ρx(a) = ax is an injective embedding ofm inM ′.
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2.2. Comodules over multiplier Hopf algebras. We follow the definitions of [6, 7]. LetM be
a vector space. We callM a right comodule and u a RR-corepresentation of H if u is injective
map u : M ⊗H →M ⊗H that satisfies
u12u13W 23R = W
23
R u
12,(2.5)
where u12, for example, denotes the application of the u map on the respective first and second
component of the tensor product. Similarly,M is a right comodule with a RL-corepresentation
if an injective map v : M ⊗H →M ⊗H satisfies
v12v13W 23L = W
23
L v
13.(2.6)
For simplicity we shall use name of RR and RL-comodules. If u (v) are bijective then the
corepresentation is called regular. Finally, we say M is a right comodule if it is RR- and RL-
comodule, and
(1⊗ a)u(m, b) = v(m, a)(1⊗ b), ∀a, b ∈ H.
For regular multiplier Hopf algebras every right comodule has necessarily regular RR and RL
corepresentation and, conversely, every regular RR (RL) corepresentation gives rise to a right
comodule (proposition 2.0 [6]).
2.3. One-dimensional comodules. A special and relevant example is given by a H-comodule
given by a base field, C of the Hopf algebraH . Then, the coactions reduce to the mapsH → H
with certain properties.
Lemma 2.4. Let H be a multiplier Hopf algebra. If (C, u), where u : H → H , is a RR-
comodule over H , then u is a left multiplier of H . Analogously, if (C, v) is a RL-comodule
over H , then v is a right multiplier of H .
Proof. Using (2.5) and the fact that ∆ is an algebra homomorphism we have for arbitrary
a, b, c ∈ H:
WR(u(ab), c) = (u⊗ u)WR(ab, c) = (u⊗ u)W
′
R(a,WR(b, c))
= W ′R(u(a),WR(b, c)) = WR(u(a)b, c),
and sinceWR is bijective then
u(ab) = u(a)b, ∀a, b ∈ H.
Similarly from (2.6) and coassociativity we have:
WL(c, v(ab)) = (v ⊗ v)WL(c, ab) = (v ⊗ v)W
′
L(WL(c, a), b)
= W ′L(WL(c, a), v(b)) = WL(c, av(b)),
and as a consequence
v(ab) = av(b), ∀a, b,∈ H.

Hereafter, we will call such a comodule a one-dimensional comodule. Observe that a general-
ization to an arbitrary field is straightforward.
Corollary 2.5. LetH be a multiplier Hopf algebra overC. The one-dimensional right comodule
over H is given by a multiplier u of H .
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Notice that for regular multiplier Hopf algebras the extension property (2.3) allows us to extend
the coproduct to ∆ : M(H) → M(H ⊗ H) (respectively one can use one-sided multipliers
instead). Thus, in case of a one-dimensional right-right (right-left) comodule we have the fol-
lowing property.
Lemma 2.6. A one-dimensional right-right (left-right) comodule over a MHA is determined by
a group like left (right) multiplier u(v):
∆u = u⊗ u.
Proof. Since the maps WR and WL are bijective then H ⊗ H is spanned by ∆(a)(b ⊗ c) and
(a⊗ b)∆(c). Therefore from the extension property we see that∆ extends as a linear map from
L(H) (R(H)) to L(H⊗H) (R(H⊗H)). As in both cases the tensor product of the multipliers
is included in the multiplier of the tensor product we see that the expressions like∆(u) = u⊗u
makes sense. Let us compute it (for the left multiplier alone). First of all, by definition:
WR(ua, b) = ∆(ua)(1⊗ b) = ∆(u)WR(a, b).
Rewriting the condition (2.5) we have:
WR(ua, b) = (u⊗ u)WR(a, b).
Therefore
∆(u) = u⊗ u,
in the sense of the unique extension of ∆ map to the (left) multiplier 
Remark 2.7. The above construction extends nicely to the finite-dimensional case. Any finite-
dimensional right comodule over a multiplier Hopf algebra (of dimension N) is a matrix of
multipliers uij , i, j = 1, . . . , N which satisfies:
∆(uij) =
N∑
k=1
uik ⊗ ukj.
Example 2.8. Consider an algebra of complex valued functions with finite support over a dis-
crete group G, which is a typical simplest example of a regular commutative multiplier Hopf
algebra. We have for the generating functions ep, eh, p, h ∈ G:
WR(ep, eh) = eph−1 ⊗ eh, WL(ep, eh) = ep ⊗ ep−1h.
If we set the multiplier u by defining it as:
u(eg) = f(g)eg.
then we see that the condition that u defines a coassociative right comodule becomes:
f(gh) = f(g)f(h).
Observe that since the algebra of functions is commutative then we necessarily have for a
nonzero functions:
f(ghg−1h−1) = f(e) = 1,
where e is the neutral element of G. A typical case is G = Z where the group-like multipliers
are given by exponential function:
uα(em) = e
αmem,
which satisfies the equation (2.5).
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3. MODULAR PAIR IN INVOLUTION FOR MULTIPLIER HOPF ALGEBRAS
Let us recall that a modular pair in involution [1] for a Hopf algebra H is a pair (δ, σ), where
δ : H → C is a character onH and σ ∈ H is a group-like element, i.e. ∆(σ) = σ⊗σ, satisfying
δ(σ) = 1, such that S2(δ,σ)(h) = σhσ
−1 for every h ∈ H , where S(δ,σ)(h) := δ(h(1))S(h(2)) is
the twisted antipode.
For a multiplier Hopf algebra we propose the following definition.
Definition 3.1. LetH be a regular multiplier Hopf algebra. We say that (δ, σ) is a modular pair
in involution if δ is a character ofH , σ ∈M(H) is group-like, so that∆(σ) = σ⊗ σ, δ(σ) = 1
and the map S(δ,σ) is defined on H in the following way,
(3.1) δ(a)S(δ,σ)(h) := (δ ⊗ S)WL(a, h), a, h ∈ H,
and satisfies
(3.2) S2(δ,σ)(h) = σhσ
−1.
Note, that S(δ,σ) does not depend on a and σ−1 is a unique element of the multiplier, in fact:
σ−1 = S(σ).
First of all we need to show that the definition is self-consistent. Due to the extension property
δ extends to M(H) so we can require that δ(σ) is 1. Further, as the multiplier Hopf algebra is
assumed to be regular we know that by construction S(δ,σ)(h) ∈ H . It remain only to verify that
the definition of S(δ,σ)(h) does not depend on a.
We use here the property of regular multiplier Hopf algebras, which guarantees that for every
finite set of elements ai there exists a common local unit (left and right), that is an element e
such that aie = ai (respectively, ai = eai) for each i. (see [3] Proposition 2.2). Using this and
the identity:
WL(ae, b) = (a⊗ 1)WL(e, b),
we immediately have that for any two different a1 and a2 (such that δ(a1)δ(a2) 6= 0) choosing
a suitable e we have the right-hand side of (3.1):
S(δ,σ)(h) =
1
δ(a1)
(δ ⊗ S)WL(a1, h) = (δ ⊗ S)(a1 ⊗ 1)WL(e, h)
=
δ(a1)
δ(a1)
(δ ⊗ S)WL(e, h) =
δ(a2)
δ(a2)
(δ ⊗ S)WL(e, h)
=
1
δ(a2)
(δ ⊗ S)(a2 ⊗ 1)WL(e, h) =
1
δ(a2)
(δ ⊗ S)WL(a2, h).
Example 3.2. Consider again a canonical example of the algebra of functions with finite sup-
port on a discrete groupG. As the algebra is commutative a character of the algebra is given by
an element of the group g, δg. A group-like multiplier σ (which we have studied in the previous
example) is defined by a multiplicative morphism f from G to the field, here additionally we
need to add the condition that f(g) = 1.
Using the basis of the generating functions, we have:
δg(eh) = δgh, σeh = f(h)eh.
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The twisted antipode becomes:
S(δ,σ)eh = (eh−1g).
Let us note, however, that the twisted antipode will satisfy the condition
S2(δ,σ) = id,
only if G is abelian or if g = e, in the latter case δ is the counit and the twisted antipode is just
S.
Example 3.3. We shall consider a genuine noncommutative and noncocommutative example
based on the multiplier Hopf algebra acting on the double noncommutative torus [10]. The
explicit description through the generators and relations and WL,WR maps was provided in
[13], were we provide a slightly different approach and start already with the multiplier algebra
and the extension of the coproduct map. Let A = C(Z2), andG = Z2 with generator x, x
2 = 1.
Consider the algebra A⊗ CG, however, with a slightly modified product between A and x and
coproduct of x:
(3.3) fx = xfˆ , ∆(x) = eiθ(i,j)x⊗ x,
where
fˆ(i1, i2) = f(i2, i1)
and θ is a cocycle on Z2
θ(i1, i2, j1, j2) = i1j2 − i2j1,
with the coproduct on A arising from the abelian group structure of Z2 and the usual product
on A and CG.
The above coalgebra is an example of a regular multiplier Hopf algebra, which, as an algebra
is, in fact, a crossed product of the algebra of functions of the discrete group Z2 by the group
Z2.
First of all, we shall determine a group-like multiplier. If σ = f + hx is a group-like element it
shall satisfy, f, h ∈ C(Z2),
∆(f) + ∆(h)∆(x) = (f + hx)⊗ (f + gx).
and this can be true only if h = 0 and σ is group-like for C(Z2), which means that σ(i1, i2) =
eα1i1+α2i2 .
A character of the algebra, δ must satisfy δ(x) = ±1 and δ(f) = f(i, i) for some (i, i) ∈ Z2.
The associated twisted antipode is:
(S(δ,σ)f)(j1, j2) = f(i− j1, i− j2), (S(δ,σ)x) = ±x.
One can easily check that only the character δ(f) = f(0, 0) is possible for a modular pair in
involution, and σ, δ is a modular pair in involution iff σ satisfies σ(i, j) = σ(j, i).
4. COSIMPLICIAL MODULES FOR MULTIPLIER HOPF ALGEBRAS.
Let us recall here the core definition of a cosimplicial module for a Hopf algebra H . Note that
this uses, of course, only the coproduct (for the pre-cosimplicial structure, coface maps) and the
counit (to define codegeneracy maps). Although our motivation for the choice follows from the
module over cyclic category for Hopf algebras, as proposed by Connes-Moscovici [1], yet we
use only the cosimplicial part in this section.
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Lemma 4.1 ([1]). Let H be a Hopf algebra with a modular pair in involution. Then, with
En = H⊗n, and the following linear maps,
(4.1) δi : H
⊗n → H⊗n+1, σi : H
⊗n → H⊗n−1,
defined as
(4.2)
δi(h
1 ⊗ . . .⊗ hn) := h1 ⊗ . . .⊗ hi−1 ⊗∆(hi)⊗ hi+1 ⊗ . . .⊗ hn,
δ0(h
1 ⊗ . . .⊗ hn) := 1⊗ h1 ⊗ . . .⊗ . . .⊗ hn,
δn+1(h
1 ⊗ . . .⊗ hn) := h1 ⊗ . . .⊗ . . .⊗ hn ⊗ σ,
σi(h
1 ⊗ . . .⊗ hn) := ǫ(hi)h1 ⊗ . . .⊗ hi−1 ⊗ hi+1 ⊗ . . .⊗ hn,
τn(h
1 ⊗ . . .⊗ hn) :=
(
∆n−1S(δ,σ)(h
1)
) (
h2 ⊗ . . .⊗ hn ⊗ σ
)
,
{En, δi, σj, 0 ≤ i ≤ n+1, 0 < j < n+1, }n≥0 is a cosimplicial module.
Of course, for the multiplier Hopf algebras this does not work directly as the maps lead out of
the spaceH⊗n. However, using the standard tools we might be able to extend them and propose
two possible versions for the multiplier Hopf algebras.
Let us denote byMn(H) the multiplier algebra ofM(H⊗n) and by N(H) the algebra spanned
byH, 1, σ, which can be understood as a subalgebra ofM(H).
Definition 4.2. Let us define byMn0 (H) a subspace ofM
n(H), which consists of all elements z
in the multiplier algebra ofH⊗n, such that for everywi = a1⊗a2⊗· · · 1i · · ·⊗an, i = 1, 2, . . . n
we have,
zwi ∈ H ⊗H ⊗ · · ·Ni(H) · · · ⊗H ∋ wiz,
where Ni(H) is on the i-th place.
Remark 4.3. Observe that for regular multiplier Hopf algebras ∆(H) ⊂ M20 (H) and that
Mn0 (H), in fact, is an algebra.
We have:
Proposition 4.4. Each of the maps δi, extends as a map betweenM
n
0 (H) andM
n+1
0 (H), simi-
larly, maps σi extend to maps betweenMn+10 (H) andM
n
0 (H).
Proof. First, observe that the first part of the statement is trivial for the maps δ0 and δn+1 as they
map, respectively, Mn0 to N(H) ⊗M
n
0 (H) ⊂ M
n+1
0 (H) (and M
n
0 (H)⊗ N(H) ⊂ M
n+1
0 (H),
respectively). The inclusions are obvious.
To see that maps δi extend we repeat the arguing that is used in [4], Proposition 1.10. Let
y ∈ Mn(H), which means that for any a1, a2, . . . , an ∈ H , we have:
y(a1 ⊗ a2 ⊗ · · · ⊗ an) ∈ H
⊗n ∋ (a1 ⊗ a2 ⊗ · · · ⊗ an)y.
For a fixed y let us define an element z ∈Mn+1L (H) in the following way:
(4.3) z(a0 ⊗ a1 ⊗ · · · ⊗ an) =
∑
i
δ1 (y(ri ⊗ a2 ⊗ · · · ⊗ an)) (si ⊗ 1⊗ · · · ⊗ 1),
where we use the fact that for a regular multiplier Hopf algebra there exists ri, si∈H such that
a0 ⊗ a1 =
∑
j
∆(rj)(sj ⊗ 1).
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Then, the same arguments as in the above mentioned proposition ensure that z is a well defined
element ofMn+1L (H), so setting z = δ1(y) shows that δ1 has an extension as a mapM
n
L(H)→
Mn+1L (H). Next we need to demonstrate that it maps M
n
0 (H) to M
n+1
0 (H). To prove it we
need to consider three cases. First, if one of the elements a2, . . . , an is equal to 1 we use the
assumption that y ∈Mn0 (H) and as a consequence the argument of δ1 on the right-hand side of
(4.3) is in tensor productH⊗H⊗· · ·N(H) · · ·⊗H , where a singleN(H) is in the same place
as 1. Since δ1 acts as∆ on the first element of the tensor product we see that the right-hand side
is again in the same target space. If a0 = 1 then we check that
z(1⊗ a1 ⊗ · · · ⊗ an) =
∑
i
δ1 (y(1⊗ a2 ⊗ · · · ⊗ an)) (1⊗ a1 ⊗ · · · ⊗ 1),
is in N(H) ⊗ H · · · ⊗ H . Indeed by definition, the first element of the tensor product in the
argument of δ1 on the right-hand side is in N(H), and then we know that for any x∈N(H) we
have
∆(x)(1⊗ a) ∈ N(H)⊗H, ∆(x)(a⊗ 1) ∈ H ⊗N(H),
which is sufficient to show the desired result. Similarly, if a1 = 1, we take (4.3) with r =
1,s = a0 and use the same argument as above. To extend the maps σi we use an analogous
construction. Let us take y ∈Mn0 (H). We define z = σi(y)∈M
n−1
L (H) in the following way,
for all a1, a2, . . . , an ∈ H , we put:
ǫ(ai)z(a1 ⊗ ai−1 ⊗ ai+1 · · · ⊗ an) = σi (y(a1 ⊗ · · · ⊗ an)) .
The above proof demonstrates that δi(y) and σj(y) are well-defined left multipliers, however,
repeating analogous arguments we can show that they are also right-multipliers obeying also
the second identity from definition 4.2 and hence they are indeed in the respective M∗0 (H)
modules. 
Remark 4.5. The above construction uses only the extension of the coproduct to the multi-
plier algebra and the coassociativity as well as compatibility of the compatibility of the counit
with the coproduct for the multiplier Hopf algebras. Note that if the arguments of δi, σj are in
Mn(H), the definition still holds (though of course the value is only in the respective multiplier
and not in its restricted version).
Summarizing we have,
Proposition 4.6. With the maps δi,σj defined as before, {M
n
0 (H)}
∞
n≥0 as well as {M
n(H)}n≥0
are cosimplicial modules.
Proof. It remains to prove the rules for the composition of maps. First let us check the compo-
sition of maps δi satisfies δiδj = δj+1δi, i ≤ j. We skip the trivial case when i = 0 or j = n+1
(then it is straightforward) and concentrate on the nontrivial case 0 < i ≤ j < n + 1. First,
we consider i < j, for simplicity fixing i = 1, j = 2 (all other cases will be analogous). Let
us write the element in the left multiplier, z defined through in (4.3), for the product of δ1, δ2
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acting on y ∈Mn0 (H),
(4.4)
δ1(δ2(y))(a0 ⊗ a1 ⊗ · · · ⊗ an ⊗ an+1) =
=
∑
i
δ1 (δ2(y)(ri ⊗ a2 ⊗ a3 ⊗ · · · ⊗ an+1)) (si ⊗ 1⊗ · · · ⊗ 1)
=
∑
i,j
δ1 (δ2 (y(ri ⊗ pj ⊗ · · · ⊗ an)) (1⊗ 1⊗ qj ⊗ · · · ⊗ 1)) (si ⊗ 1⊗ · · · ⊗ 1).
where we use
a0 ⊗ a1 =
∑
j
∆(rj)(sj ⊗ 1), a2 ⊗ a3 =
∑
j
∆(pj)(qj ⊗ 1).
On the other hand
(4.5)
δ3(δ1(y))(a0 ⊗ a1 ⊗ · · · ⊗ an ⊗ an+1) =
=
∑
j
δ3 (δ1(y)(a0 ⊗ a1 ⊗ pj ⊗ · · · ⊗ an+1)) (1⊗ 1⊗ qj ⊗ · · · ⊗ 1)
=
∑
i,j
δ3 (δ1 (y(ri ⊗ pj ⊗ · · · ⊗ an)) (si ⊗ 1⊗ · · · ⊗ 1)) (1⊗ 1⊗ qj ⊗ · · · ⊗ 1).
To see that both expressions are identical it is sufficient to use the fact that for the multiplier
Hopf algebras we have:
((id⊗∆)(a1 ⊗ a2)) (h⊗ 1⊗ 1) = (id⊗∆)(a1h⊗ a2),
where the equality makes sense in the respective multiplier.Similar arguments, which are di-
rectly based on the coassociativity of the coaction for the multiplier Hopf algebras can be ap-
plied in the case i = j.
Finally observe that the relations between the coface maps and codegeneracy operators again
follow directly from the properties of the counit extended to the respective multiplier. 
Definition 4.7. We define a full Hochschild Hopf-cohomology of a multiplier Hopf algebra
with respect to modular element σ as:
HHnσ (H) := ker bMn(H)/Im bMn−1(H),
where b = δ0 − δ1 + · · ·+ (−1)n+1δn+1.
Since we know that coface maps and in consequence, the coboundary b restricts to the restricted
multiplier, we can equally define the minimal Hochschild Hopf-cohomology of a multiplier
Hopf algebra,with respect to modular element σ, as:
HHnσ,0(H) := ker bMn0 (H)n/Im bMn−10 (H).
Observe that out of the modular pair it is only σ that enters the definition of the coboundary.
Although the cochains start with n=0, withM0(H) = C, the first nontrivial cohomology group
isHH1σ. Indeed, the coboundary b acting on c∈C gives bc = c(1− σ) ∈M0(H)⊂M(H), and
its kernel is trivial (unless σ=1). Before we proceed with the further restrictions of the module,
let us look at the motivating example.
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4.1. The discrete group G. LetH=C0(G) be an algebra of functions with finite support over
a discrete group with the standard basis eg and let us fix a multiplicative morphism σ : G→ C.
The multiplier of Mn(C0(G)) is a space of all functions over G×n whereas Mn0 (C0(G)) is the
space of functions such that when evaluated on n−1 points give a linear combination of a
function with finite support, identity and σ in the remaining variable.
Lemma 4.8. Taking a function F ∈Mn(C0(G)) we have:
(4.6)
bF (g1, g2, . . . , gn+1) =F (g2, . . . , gn+1) + (−1)
i
∑
i
F (g1, . . . gigi+1, . . . , gn+1)
+ (−1)n+1F (g1, g2, . . . , gn)σ(gn+1),
and we immediately see that it also maps elements ofMn(C0(G)) toM
n+1(C0(G)).
Proof. Any function F of n variables over a discrete group G can be understood as an ele-
ment of the multiplierM((C0(G))⊗n) and thus, the evaluation of the multiplier on elements of
(C0(G))
⊗n corresponds to pointwise multiplication, i.e.
[
F
(
eg1 ⊗ eg2 ⊗ · · · ⊗ egn
)]
(g1 ⊗ . . .⊗ gn) = F (g1, g2, . . . , gn),
where each eh are the basis functions over G. We can then compute the explicit actions of δi
following the definitions from Proposition 4.4 and (4.3). For example,
(δ1F )
(
eg1 ⊗ eg2 ⊗ · · · ⊗ egn ⊗ egn+1
)
= δ1
(
F
(
eg1g2 ⊗ eg2 ⊗ · · · ⊗ egn+1
))(
eg1 ⊗ 1 · · · ⊗ 1
)
,
where we have used
eg1 ⊗ eg2 = ∆(eg1g2)(eg1 ⊗ 1).
Evaluating this expression on g1 ⊗ . . .⊗ gn+1, we get
(δ1F )(g1 ⊗ . . .⊗ gn+1) = δ1
(
F
(
eg1g2 ⊗ eg2 ⊗ · · · ⊗ egn+1
))
(g1 ⊗ . . .⊗ gn+1)
=
(
F
(
eg1g2 ⊗ eg2 ⊗ · · · ⊗ egn+1
))
(g1g2 ⊗ g3 ⊗ . . .⊗ gn+1)
= F (g1g2 ⊗ g3 ⊗ . . .⊗ gn+1).
Computing in a similar way the action of other δ maps we obtain the formula (4.6). 
As we can easily see we have,
Proposition 4.9. The Hochschild Hopf-cohomology of C0(G) is equal to the cohomology of
group G with values in C, with the module structure of C set by σ−1.
Proof. The definition of the group cohomology uses cochains complex, with n-cochains defined
as G-module valued functions and the coboundary,
dφ(g1, g2, . . . , gn+1) = g1φ(g2, . . . , gn+1)− φ(g1g2, . . . , gn+1) + · · ·
+ (−1)iφ(g1, . . . , gigi+1, . . . , gn) + · · ·+ (−1)
n+1φ(g1, g2, . . . , gn).
It is easy to see that the map Ξ:
Ξ(F )(g1, . . . , gn) = F (g
−1
n , . . . , g
−1
1 ),
is a morphism of cochain complexes (C(Gn), σ, b) and (C(Gn), σ−1, d). 
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The restriction of the cochains to the subspace denotedMn0 (C0(G)) is interesting from the point
of view of restrictions of cohomology. The usually considered restriction is to the bounded
functions yet the above construction yields a different version. We shall illustrate it with an
example of G = Z.
Example 4.10. Let us consider G = Z and the first cohomology group HH1σ(C0(Z)). The
group-like element in the multiplier is an exponential function σ(n) = eαn. First, the 0-th
cochains are identified with C itself and their image under map b are functions of the type:
f(n) = β(eαn − 1).
The condition that a function F :G→ C is in the kernel of b reads,
F (n+m) = F (m) + F (n)eαm,
and, as this is an easy recurrence relation, it can be explicitly solved to give exactly
F (n) = β(eαn − 1),
which is the image of b, hence we conclude that HH1σ(C0(Z)) = 0. Observe that the above
function is also in the restricted cochain complex (as it is a linear combination of a constant
function and σ) so, we also have HH1σ,0(C0(Z)) = 0.
5. THE CONNES-MOSCOVICI HOPF-CYCLIC COHOMOLOGY FOR FUNCTIONS OVER
DISCRETE GROUPS.
The Hopf-cyclic cohomology of Hopf algebra has been constructed by Connes and Moscovici
[1] on the basis of the cosimplicial module 4.2 using the nontrivial cyclicity operator τn:
(5.1) τn(h
1 ⊗ . . .⊗ hn) :=
(
∆n−1S(δ,σ)(h
1)
) (
h2 ⊗ . . .⊗ hn ⊗ σ
)
.
First of all, observe that both the maps Sδ,σ (acting is does in (5.1)) as well as the coproduct
do extend to the multiplierMn(H). The problem, however, is with the extension of the action
of the resulting tensor product (in the Hopf algebra case) to the multiplier. In other words, the
problem is to generalize the multiplication map µ : a ⊗ b → ab to M(H ⊗H) → M(H). We
leave the question, whether this problem can be circumvented to future work, and concentrate
here on the easy case when this is possible, namely on commutative regular multiplier Hopf
algebras.
Lemma 5.1. Let H be a commutative regular multiplier Hopf algebra. Then for any elements
of the algebra, a0, a1, . . . , an∈H and any y ∈M
n(H) the definition,
(5.2) τn(y)
(
∆n−1(Sδ,σa0)(a1 ⊗ · · · ⊗ an)
)
= τn
(
y(a0 ⊗ a1 · · · ⊗ an−1)
)
(1⊗ · · · ⊗ 1⊗ an),
gives a well defined map fromMn(H) into itself.
Observe that the map τn in (5.2) is defined on an element of the multiplier y in principle gives a
left multiplier only, however, as H is commutative it is equal to the right multiplier. Moreover,
the arguments of τn(y) are elements of the tensor product H⊗n that are of very special form,
however, the regularity of H will ensure that this plays no role and the definition is valid.
As the typical case of a commutative multiplier Hopf algebra is that of H = C(G), where G is
a discrete group, we shall omit the abstract proof of lemma 5.1 and provide an explicit formula
for τn in that case. Fixing the notations as before with the modular element σ and a character δ
(which we choose, motivated by Example 3.2 to be the counit, δ = ε), we have.
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Proposition 5.2. Let F : Gn → C be an element of the multiplier Mn(C0(G)). Then the
cyclicity operator τn acts in the following way:
(5.3) τn(F )(g1, g2, . . . , gn) = F
(
(g1g2 · · · gn)
−1, g1, . . . , gn−1
)
σ(gn).
and τn satisfies the same identities as the cyclicity operator for the cosimplicial module, that is
δp−1τn = τn+1δp, ∀p = {1, . . . , n}; τn+1δ0 = δn
σp−1τn = τn+1σp, ∀p = {1, . . . , n}; τnσ0 = σnτ
2
n+1, τ
n+1
n = id,
Proof. The formula (5.3) is a straightforward implementation of (5.2). Let us compute it ex-
plicitly, using the following identity:
eg1 ⊗ eg2 · · · egn =
(
∆n−1Se(g1g2···gn)−1
)(
eg1 ⊗ eg2 · · · ⊗ egn
)
.
Then,
(τnF )
(
eg1 ⊗ eg2 ⊗ · · · ⊗ egn
)
= τn
(
F (e(g1g2···gn)−1 ⊗ eg1 ⊗ · · · ⊗ egn−1)
)
(1⊗ 1⊗ · · · ⊗ egn).
Evaluating this expression on g1 ⊗ . . .⊗ gn, we get
(τnF )(g1 ⊗ . . .⊗ gn)
= τn
(
F (e(g1g2···gn)−1 ⊗ eg1 ⊗ · · · ⊗ egn−1)
)
(g1 ⊗ . . .⊗ gn)
=
(
F (e(g1g2···gn)−1 ⊗ eg1 ⊗ · · · ⊗ egn−1)
)
((g1 . . . gn)
−1 ⊗ g1 ⊗ . . .⊗ gn−1)σ(gn)
= F ((g1 . . . gn)
−1, g1, . . . , gn−1)σ(gn).
The only nontrivial identity of the relations above is the cyclicity of τn, which we prove explic-
itly by direct computation,
(
(τn)
kF
)
(g1, . . . , gn) =
(
(τn)
k−1F
)
(
(
(g1 · · · gn)
−1, g1, . . . , gn−1
)
σ(gn)
=
(
(τn)
k−2F
)
(
(
gn, (g1 · · · gn)
−1, g2, . . . , gn−2
)
σ(gn−1)σ(gn)
= . . .
= F (gn−k+2, gg−k+3, . . . , (g1 · · · gn)
−1, . . . , gn−k)σ(gn−k+1) · · ·σ(gn),
for k = 1, . . . n− 1. For k = n we have:
(
(τn)
nF
)
(g1, . . . , gn) = F (g2, g3, . . . , gn, (g1 · · · gn)
−1)σ(g1) · · ·σ(gn),
and it is easy to see that (τn)n+1 = id. 
As a consequence we may restrict the coboundary operator to the subcomplex of cyclic cochains
in the cosimplicial complex. Therefore we obtain,
Lemma 5.3. Let {M(C(G))n, δi, σj} be the cosimplicial module of Lemma 4.1, then with the
above defined τn it becomes a cocyclic module and we can restrict the coboundary map to
M(C(G)nτ , which are cochains z that satisfy (−1)
nτn(x) = x.
The resulting Hopf-cyclic cohomology of C(G) is an interesting object which leave for future
study. Let us finish this section with an important remark.
A NOTE ON COHOMOLOGY FOR MULTIPLIER HOPF ALGEBRAS 13
Remark 5.4. If F is inMn0 (C(G)), that is evaluated on arbitrary n−1 arguments, it is a finite
support function of the remaining argument then τn(F ) is not necessarily inMn0 (C(G)).
To see the counterexample take G = Z and F (m,n) = q(n)δ−m,n for any function q. It
certainly satisfies the assumptions, yet as we compute
τ2(F )(m,n) = F (−m− n,m)σ(n) = q(−m− n)δm+n,mσ(n),
we see that at m= 0 it is a function q(−n)σ(0) = q(−n), which is not finitely supported and
not necessarily in the algebra generated by C0(G) and σ.
The above observation is very significant, as it demonstrates that the cyclicity operator τ cannot
be restricted to the minimal cosimplicial complex that we studied in the previous section, as it
fails to be so in the simplest case of discrete groups.
Remark 5.5. The image of the coboundary b in the space of 1-cochains is cyclic. Indeed, the
cyclicity condition for 1-cochains is F (g−1)σ(g) = −F (g) and the function fc(g) = c(1−σ(g))
satisfies it, since σ is a group morphism.
6. CONCLUSIONS AND OPEN PROBLEMS
In this short note we have demonstrated that the extension of the modular pairs in involution and
the Connes-Moscovici Hopf-cyclic cohomology is possible for commutative multiplier Hopf
algebras with the cocyclic object based on the space of all bounded functions. We provide a
counterexample showing that the restricted multiplier cannot be invariant under the cyclicity
operator. The question, whether similar construction is possible for arbitrary regular multiplier
Hopf algebras is still an open problem.
The definition of themodular pairs of involution for the algebra of functions over discrete groups
and the related cohomology groups leads to the problem of relating the presented cohomology
theory to the already existing ones. In particular, it will be interesting to compute the relevant
cohomology for the examples of multiplier Hopf algebras as the one discussed in the example
3.3. We leave that for future work.
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