Let an undirected graph G be given, along with a speci ed depthrst spanning tree T. We give almost-linear-time algorithms to solve the following two problems: First, for every vertex v, compute the number of descendants w of v for which some descendant of w is adjacent (in G) to v. Second, for every vertex v, compute the number of ancestors of v that are adjacent (in G) to at least one descendant of v.
Introduction
Direct solution of a sparse symmetric positive de nite linear system requires four steps 7, 15] : reordering, symbolic factorization, sparse Cholesky factorization, and sparse triangular solutions. Let A be the n n coe cient matrix of the linear system after it has been reordered to reduce ll, and let L be the lower triangular Cholesky factor of A. This paper presents improved algorithms for computing the number of nonzero entries in each row and column of L prior to the symbolic factorization step. We will refer to these parameters as the row counts and column counts of L.
In least squares computations, A is m n, with m n. It is often necessary to compute the orthogonal factorization A = QR. Our algorithms can be used also to predict the row counts and column counts of the upper triangular factor R, since the structure of R is always contained in the structure of the Cholesky factor of A T A 12].
Throughout the paper we assume familiarity with graphs, trees, and such basic techniques as depth-rst search 26]. We also assume a basic knowledge of the four steps in solving sparse systems by Cholesky factorization, and with the use of graphs in these algorithms 15] . More speci cally, we assume familiarity with elimination trees 19], skeleton graphs 18], postorderings, supernodes 1, 2, 16, 20, 22] , and the subscript compression scheme for L 15, 27 ].
Applications
Here we survey some of the sparse matrix settings in which it is useful to precompute the row counts, the column counts, or the total number of nonzeros in the Cholesky factor of a sparse matrix.
Either the row or column counts can be used to compute jLj, the total number of nonzeros in the factor. (We write jXj for the number of nonzeros in a matrix X, or the number of elements in a set X.) Knowing jLj before the numeric factorization step makes it possible to allocate storage all at once, instead of dynamically. In sparse Cholesky factorization, the time required to compute jLj by existing methods is dominated by the time required for numerical factorization; but there are at least two settings in which it is valuable to be able to compute jLj as fast as possible.
First, some methods for large-scale numerical optimization use Cholesky factorization on a Hessian matrix 5, 6] . If the Hessian is inde nite, Cholesky factorization will abort, but the partial factorization contains enough in-formation to help determine a good descent direction containing negative curvature information. In this case, the symbolic factorization time may dominate the time spent on the numeric factorization before it aborts. Thus it may be more e cient to skip the symbolic phase and to build the data structure for L during the numeric factorization. However, for this to be e cient, we still need to nd jLj (and perhaps the column counts) before starting the factorization.
Second, much research remains to be done on the issue of how best to reorder the initial matrix to reduce ll (i.e., to reduce jLj). It is sometimes useful to compute jLj for many di erent orderings of the same matrix, both in experiments with reordering algorithms and when trying to optimize an ordering for a speci c matrix. Our new algorithms make this much faster. Besides ll, there are several other measures of the quality of a reordering. Some of them can be computed from the column counts; for example, the total number of arithmetic operations is the sum of the squares of the column counts, and the maximum front size is equal to the largest column count. The smallest maximum front size, over all reorderings of a graph, is one more than the graph's treewidth 3] . Thus the fast column count algorithm may also be useful in experimental studies of treewidth.
Two applications related to the supernodal structure of L also require the column counts. Supernodes are clusters of columns with related nonzero patterns, which can be exploited to use fast dense matrix computation kernels in sparse factorization; Section 3 describes them in more detail. First, there is a simple, exible O(n) scheme for computing supernode partitions 2, 17] that takes the column counts and the elimination tree as input. This algorithm is more versatile and faster than the O(jAj) algorithm of Liu, Ng, and Peyton 20] , which takes the original matrix and its elimination tree as input. The latter algorithm computes the so-called fundamental supernode partition. Given a fast algorithm to compute column counts, the more exible scheme could be used e ciently to compute other kinds of supernode partitions, such as Ashcraft's relaxed supernode partition 2] (which trades extra ll for a simpler sparsity structure that can be used to improve eciency on vector supercomputers or to reduce synchronization overhead on shared-memory multiprocessors).
The second supernodal application of the column counts is to compute the storage required for indexing information for L, in the usual compressed format generated by the symbolic factorization step 27]. Current software packages 4, 9] do not precompute the space needed for this compressed symbolic factorization, because it is too expensive using the currently known algorithms. The storage required for the other three steps in the solution process is usually computed in advance; we believe that the new algorithms introduced here are e cient enough to be used by a software package to precompute the storage requirement of the symbolic factorization step as well.
Finally, we know of only one application that speci cally requires the row counts rather than the column counts. The row counts are the numbers of column modi cations (sparse SAXPY's) required to complete each column in sparse Cholesky factorization algorithms. Some parallel implementations 13, 14] need the row counts to tell when all the modi cations have arrived for each column.
Previous work
Like many combinatorial algorithms in sparse matrix factorization, all the e cient algorithms for row and column counts begin by computing the elimination tree of the matrix (de ned in the next section). The fastest known elimination tree algorithm is due to Liu 19] . The time complexity for this algorithm is dominated by disjoint set union operations, which take time O(m (m; n)), where A is n n and has 2m o -diagonal nonzeros. Here (m; n) is a slowly-growing inverse of Ackermann's function de ned by Tarjan 29] ; for all values of m and n less than the number of elementary particles in the observable universe, (m; n) 4 . Thus a function that is O(m (m; n)) is often called \almost linear."
The fastest previously known algorithm for computing row and column counts is also due to Liu 19] . It rst computes the elimination tree of A and then traverses each \row subtree" of the elimination tree (de ned in the next section). The total size of the row subtrees is the number of nonzeros in the factor, so the running time of this step is O(jLj). Unless the factor is extremely sparse, the subtree traversals dominate the time to nd the elimination tree. To put this in perspective, suppose A is the matrix of an n-node nite di erence mesh ordered by nested dissection. Then m is O(n), and jLj is O(n log n) in two dimensions or O(n 4=3 ) in three dimensions.
The algorithm in this paper also takes A and the elimination tree as input but runs in almost-linear time O(m (m; n)); the time complexity for the new algorithm is dominated by disjoint set union operations. Thus it computes the row and column counts in the same asymptotic time needed to nd the elimination tree. As we will see in Section 4, this asymptotic e ciency is also re ected in practice.
1.3 Outline of the rest of the paper Section 2 presents the row and column count algorithm from a graphtheoretic point of view. Here it is convenient to think of the input not as the graph G(A) of a matrix, but as the graph G(A) T(A) that has edges both for the matrix nonzeros and for the elimination tree. The elimination tree is a depth-rst spanning tree of this graph (and also of the graph of L); thus for the purpose of the high-level view in Section 2 the input is just an undirected graph with a speci ed depth-rst spanning tree. In this setting, we suspect that our results may be useful in e cient algorithms involving chordal graphs, chordal completion, and treewidth.
In Section 3 we return to the matrix-computation point of view, and discuss details of the implementation in the sparse matrix setting. Two points of practical importance arise here: we modify the algorithm slightly to make only one pass over its input, and we take advantage of supernodal structure to compute only with a subgraph called the skeleton graph. We show how to organize the entire computation, including the skeleton graph reduction, within the framework of Liu et al.'s fundamental supernode algorithm 20].
Section 4 contains experimental results. We experiment with both the nodal and supernodal versions of the algorithm, and also with several implementations of the disjoint set union operations (UNION and FIND) that dominate the asymptotic running time. The best version is the supernodal algorithm with path-halving and no union by rank (de nitions are in Section 3.3); it performs well enough that we argue it should be a standard part of high-performance sparse factorization codes. Finally, Section 5 contains concluding remarks.
2 The algorithm 2.1 De nitions and problem statement Let G = (V; E) be a connected undirected graph with n vertices and m edges, and let T be a speci c depth-rst spanning tree for G. We will call vertices v and w adjacent if they are joined by an edge in G; that is, if (v; w) 2 E. We say that vertex v is an ancestor of vertex w if v is on the path in T from w to the root of T. Vertex v is a descendant of w if w is an ancestor of v. Note that a vertex is its own ancestor and its own descendant; a proper ancestor or descendant is one that is di erent from the vertex itself. We will write
T v] for the set of descendants of v, and also for the subtree of T (rooted at v) that those vertices induce.
Since T is a depth-rst spanning tree, every edge of G (whether or not it is an edge of T) joins an ancestor in T to a descendant in T.
To simplify notation, we will assume that the vertices of G are the integers 1 through n. We will also assume that the vertex numbers are a postorder on T, that is, that for every vertex v, the vertices of T v] are numbered consecutively, with v numbered last. Thus vertex n is the root of T.
The level of vertex v, which we write level(v), is its distance in T from the root. The least common ancestor of vertices v and w, which we write lca(v; w), is the ancestor of v and w with the smallest postorder number (or the largest level). Both a postorder numbering and the vertex levels for an arbitrary tree can be computed in linear time by depth-rst search 28].
Given a set of k pairs fv; wg of vertices, the k least common ancestors lca(v; w) can be computed in O(k (k; n)) time, where is the very slowly growing inverse of Ackermann's function mentioned above 30]. We describe these algorithms in more detail in Section 3.
We consider the following two problems.
Problem 1 (row counts). We conclude by brie y describing the relationship between these problems and sparse Cholesky factorization. It may seem a bit confusing that we include the elimination tree edges in the graph G in the graph problem but not in the matrix problem; however, the answer is the same in either case.
Let an n n symmetric, positive de nite matrix A be given, and let G(A) be its undirected graph (whose vertices are the integers 1 through n). Let The elimination tree of A, denoted T(A), has vertices 1 through n, and the parent of vertex v is the smallest w > v such that (v; w) is an edge of G + (A). Liu 19] surveys the uses and properties of this structure. It is a forest with one tree for each connected component of G(A); if A is irreducible then T(A) is a tree. The elimination tree may not be a subgraph of G(A), but it is a subgraph of G + (A), and in fact it is a depth-rst spanning tree of that graph. If A 0 is a matrix whose graph is G(A 0 ) = G(A) T(A), it is straightforward that G + (A 0 ) = G + (A) and T(A 0 ) = T(A). Now consider problems (1) and (2) 
Row counts
We will count the vertices in row u] by counting the edges in the pruned subtree T r u] of T that row u] induces. The following lemma lets us partition those edges into paths.
Lemma 1 Let p 1 p 2 p k be some of the vertices of a rooted tree R (where < is postorder), and suppose all the leaves and the root of R are among the p i 's. Let q i be the least common ancestor of p i and p i+1 , for 1 i < k. Then each edge (s; t) of the tree is on the tree path from p j to q j for exactly one j.
Proof: Suppose t is the parent of s in R. The descendants of s include at least one leaf, so they include at least one p i . Let p j be the largest p i among the descendants of s. Then p j s < p j+1 . (There must be a p j+1 | that is, we cannot have j = k|because p k is the root, which is a proper ancestor of s.) Since s is an ancestor of p j but not of p j+1 , the least common ancestor q j of p j and p j+1 is a proper ancestor of s, and hence an ancestor of t. Therefore (s; t) is on the path from p j to q j .
Now consider an i 6 = j. If s is not an ancestor of p i , then (s; t) is not on the path from p i to its ancestor q i . If s is an ancestor of p i , then p i s, and i 6 = j implies p i p i+1 s. Since postorder assigns consecutive numbers to the vertices in a subtree, this means that s is also an ancestor of p i+1 , and hence of the least common ancestor q i . Thus (s; t) is not on the path from p i to q i . 2
The hypotheses of the lemma allow a vertex to be p i for more than one i. Thus it is possible that p i = p i+1 = q i and the path from p i to q i is trivial. Figure 1 shows an example of the path decomposition (with no trivial paths).
Recall that T is a depth-rst spanning tree of G and hence every edge of G joins an ancestor in T to a descendant in T. Now consider a vertex u of G. If the lower-numbered neighbors of u in G are p 1 < p 2 < < p k?1 , and if p k = u, then the pruned subtree R = T r u] induced by row u] satis es the hypotheses of Lemma 1. Thus the number of edges in T r u] is the sum of the lengths of the paths in the lemma. The length of the path from p i to its ancestor q i is the di erence of their levels. The number of vertices in row u] is one more than the number of edges, so rc(u) = 1 + by traversing each row subtree in turn, and counting the number of times each vertex was traversed 19]. This, however, would take time proportional to P v cc(v). To get a faster algorithm, we will de ne weights wt(v) on the vertices of G in such a way that the column count for vertex v will turn out to be the sum of the weights of the descendants of v. The key observation will be that we can compute these weights as a sum of contributions from each row subtree, and that the row subtree contributions can be computed e ciently using the same least common ancestors as in the row count algorithm. 
These weights may be positive, negative, or zero. This de nition implies that
In a sense, wt u is a \ rst di erence" down the tree of the characteristic function of row u]. Finally, de ne
Now we prove three lemmas relating the column counts to the weights, the weights to the sets row u], and nally the row u], once more, to the least common ancestors. The result follows by reversing the order of summation and using Equation 3.
2
Lemma 2 implies that we can compute the column counts easily and e ciently from the weights, by traversing the tree in postorder and summing the weights of the subtrees. It remains to describe how to compute the weights. In fact we do not need to compute wt u (v) separately for each u; we can compute wt(v) = Figure 2 sketches the algorithm to compute both row and column counts. The only step that takes more than linear time is the least-common-ancestor computation, and the dominant term in the algorithm's time complexity is O(m (m; n)).
Implementation
The discussion in the previous section was in a general graph theoretic setting. However, in order to obtain the most e cient implementation of the new algorithm for our applications, we need to switch back to a sparse matrix setting.
Consider a symmetric matrix A and its graph G(A). Assume that the elimination tree T(A), the postordering, and the values level(u) (with respect to T(A)) have been computed, as required in Figure 2 . Two other requirements must be met to obtain a practical and e cient implementation of the new algorithm.
First, we must reorganize the computation to avoid sorting the adjacency lists by postorder and precomputing all the least common ancestors. Indeed, direct implementation of the algorithm in Figure 2 would require that G(A) be processed three times, and we doubt that any multiple-pass implementation will come close to realizing the practical e ciency of the single-pass implementation presented in this section.
Second, we must discard some edges of G(A) that do not a ect the result. Recall from Liu 18 ] that the skeleton graph G ? = G ? (A) is obtained from G(A) by removing every edge (u; v) for which v < u and the vertex v is not a leaf of T r u]. The skeleton graph is the smallest subgraph of G(A) whose lled graph is identical with that of G(A). Consequently, the new algorithm produces the same results when applied to G ? as when applied to G(A). Indeed, if G = G ? T(A) rather than G = G(A) T(A) in Lemmas 1 and 4, then every vertex p 1 ; p 2 ; : : :; p k?1 is a leaf in the tree R, which reduces the number of edges searched and least common ancestors computed by the new algorithm to the minimum possible. Since G ? often has far fewer edges than G(A) in practice, an implementation that processes G ? rather than G(A) promises to be substantially faster; we see in Section 4 that this is indeed the case.
The skeleton graph G ? is closely related to the fundamental supernodes of A, and can be computed e ciently in linear time by a simple modi cation of Liu, Ng, and Peyton's algorithm 20] to nd fundamental supernodes. Indeed, that algorithm is a good framework for implementing our new algorithm, whether the skeleton graph is exploited or not. We can combine the two algorithms to obtain an e cient single-pass implementation. As this implementation processes the edges of G(A), it discards edges not in the skeleton graph, and uses only the skeleton edges to compute the data for In matrix terms, a supernode is any group of consecutive columns in L with a full diagonal block and with identical column patterns below the diagonal block. A fundamental supernode is maximal subject to the following condition: every column of the supernode except the last is an only child in the elimination tree. Liu et al. 20] give several reasons why fundamental supernodes are the most appropriate choice of supernodes for most applications, one of which is that they are independent of the choice of postordering for T(A).
Finding the set of fundamental supernodes is equivalent to nding the rst vertex of each supernode. These \ rst vertices" are characterized by the following result. The key observation is that the vertices required by the row/column count algorithm (the p i 's and q i 's) are in fact rst vertices of fundamental supernodes. It follows from the discussion immediately after Lemma 3 in Section 2.3 that the vertex pairs p i ; p i+1 whose least common ancestors must be found can be restricted to vertices that are leaves of some row subtree of T(A). This is equivalent to restricting the algorithm in Figure 2 to the skeleton graph G ? . Furthermore, when the p i 's are restricted in this manner, it is clear that every least common ancestor q i = lca(p i ; p i+1 ) has two or more children. Consequently, the Liu et al. algorithm is an excellent vehicle for an e cient implementation of our new algorithm.
Detailed implementation of the new algorithm
The details of our single-pass, column-oriented implementation are given in The implementation is correct with or without the starred lines. We have implemented both versions: we call the one with the starred lines the supernodal version, and the one without these lines the nodal version. 1 We experiment with both versions of the algorithm in our tests in Section 4.
Disjoint set union
In order to compute least common ancestors, the algorithm in Figure 3 must manipulate disjoint sets of vertices, each of which induces a subtree of the elimination tree. The highest numbered vertex in each set (the root of the subtree) is used to \name" the set, and is called the representative vertex of the set. Initially each vertex p from 1 to n is a singleton set. As the algorithm proceeds, it executes a sequence of FIND and UNION operations, which are de ned as follows.
FIND(p): return the representative vertex of the unique set that contains p. UNION(u; v): combine the two distinct sets represented by u and v into a single set, which will be represented by the larger of u and v.
It is straightforward to verify that the call to FIND(p 0 ) in our algorithm returns lca(p 0 ; p); see Tarjan 30] for details.
Each disjoint set is implemented as a tree stored using a parent vector (not to be confused with the parent vector in the elimination tree). The operation UNION(u; v) joins the two distinct trees represented by u and v together by making one of the roots a child of the other root. Consequently, UNION is a constant-time operation. This is not the case for FIND. The operation FIND(p) traces the nd path from p to the root of p's tree. This root either is the representative vertex or contains a pointer to the representative vertex, depending on the implementation of UNION.
Tarjan 31] describes several techniques to shorten the nd paths and thus reduce the amount of work spent on the FIND operations. Union by rank makes the shorter tree's root a child of the taller tree's root in UNION, which tends to keep the trees short and bushy. With no other enhancements, union by rank ensures that nd paths are no longer than O(log 2 (n)). This is usually combined with one of two techniques for shortening the nd path during a FIND operation. The rst of these is path compression, which, after nding the root, makes the parent for each vertex on the nd path point to the root during a second pass along the path. Alternatively, path halving resets the parent pointer for every other vertex on the nd path to point to its grandparent. Path compression shortens the nd path more but requires two passes over the nd path; path halving needs only one pass. Tarjan 29, 31] showed that when union by rank is combined with either path compression or path halving, any sequence of n UNION's and m FIND's takes only O(m (m; n)) time. Tarjan 30] pointed out how to use the disjoint set union algorithm to nd the least common ancestors of an arbitrary set of pairs of vertices from the same tree; our implementation of the row and column count algorithm uses the same method. Consequently, we can implement the nodal version of our algorithm to run in O(m (m; n)) time, and similarly we can implement the supernodal version to run in O(m + m ? (m ? ; n)) time.
Gabow and Tarjan 10] showed that if the order of the UNION operations is known in advance (as is the case in our problem), then disjoint set union can be implemented so that a sequence of n UNION's and m ( n) FIND's takes only O(m) time. Their sophisticated hybrid algorithm partitions the vertices into microsets and performs all the operations in a hierarchical fashion, using table look-up to answer queries within the microsets, and using the standard disjoint set union algorithm on the microsets themselves. We did not implement this algorithm; we believe its increased overhead would wipe out the di erence between O(m (m; n)) and O(m) in our application.
We implemented and tested the following six combinations: 1. no union by rank, no path compression or halving. 2. no union by rank, path compression. 3. no union by rank, path halving. 4. union by rank, no path compression or halving. 5. union by rank, path compression. 6. union by rank, path halving. We found surprisingly little di erence in performance among the various options. Far more important is whether or not the row/column count processing is limited to the skeleton graph, as we shall see in the next section. We found that any gains due to union by rank were more than o set by the additional overhead required for its implementation. The third option|no union by rank, path halving|performed slightly better on most machines we tried. Path halving was clearly superior to path compression when the skeleton adjacency structure was not exploited. Consequently, we recommend path halving to those implementing the method, and in the next section all our timings were obtained using path halving and no union by rank.
Experimental results
We have run the new algorithms on several problems from the HarwellBoeing sparse matrix collection 8]. Table 1 lists our test problems, and Table 2 contains the problem statistics that have a bearing on the observed performance of our algorithms. Throughout this section supcnt refers to the \supernodal" version of the algorithm ( Figure 3 with the starred lines), which identi es the edges of the skeleton graph G ? and uses only those edges in its row and column count calculations, and nodcnt refers to the \nodal" version of the algorithm ( Figure 3 without Table 3 : Average number of vertices on a nd path for DSU implementation options: PC is path compression, PH is path halving, R is union by rank, and NR is no union by rank gain in e ciency is substantial. We tried all six options mentioned in Section 3.3 in our implementations of supcnt, and as noted earlier, we saw little di erence in performance from one option to the next. The primary explanation for this phenomenon is the small proportion of supcnt's total work devoted to DSU operations. The number of FIND operations is small relative to m, and the average number of vertices on a nd path is small (from 1.4 to 2.6) for ve of the six options tested. For the sixth option (no DSU enhancements), the average number of vertices on a nd path is still quite modest (from 3.6 to 5.8), with less work required for each vertex visited. Consequently, even this option is competitive in our tests.
When path compression or path halving is used, union by rank obtains only modest reductions in the average number of nodes visited. The overhead costs associated with union by rank more than o set any advantages conferred by the technique. Comparing path compression and path halving with no union by rank, the same observations made previously for nodcnt hold for supcnt also. The primary di erence is that the total work associated with DSU operations in supcnt is so small that the performance edge of path halving over path compression is quite small. Nonetheless, path halving with no union by rank has proven most e ective overall and has the added advantage of simplicity. Finally, note that for our chosen option the total number of vertices visited by FIND operations is much less than m for most of the test problems.
Performance of the row and column count algorithm
We coded nodcnt and supcnt in Fortran 77 and ran our tests on an IBM RS/6000 (model 320). We used the standard Fortran compiler and compiler optimization ag (xlf -O). We used a high-resolution timer (readrtc) to obtain our timings on this machine, repeating each run ten times in succession and returning the average elapsed time. The results are shown in Table 4 . We used path halving and no union by rank in the implementation of the disjoint set union algorithm for both nodcnt Table 4 : Run times in seconds on an IBM RS/6000 (model 320).
time required to compute the elimination tree and postordering are of interest for two reasons. First, they must be computed before the row/column counts can be computed. Second, the algorithm for computing the elimination tree is, like nodcnt and supcnt, a single-pass O(m (m; n)) algorithm that relies on e cient implementation of the disjoint set union operations for e ciency. Thus it is interesting to compare its performance with that of the new algorithms. can be viewed as an extension of the supernode algorithm, and consequently the time for supcnt should be bounded below by the time for the supernode algorithm. Though there are some di erences in the amount and kind of O(n) work performed by the two algorithms before and after the main loop, the di erence in the two timings can nevertheless be viewed as a crude measure of the cost of adding the instructions necessary to compute row and column counts to the supernode algorithm. Clearly, this cost is quite small, especially considering the simplicity and demonstrated practical e ciency of the supernode algorithm. Note also that the timings for supcnt and the elimination tree algorithm closely track each other. From these observations, we conclude that it is probably not possible to improve the performance of supcnt much beyond what we are currently observing.
Conclusion
We have considered in this paper the problem of predicting the row counts and column counts in the Cholesky factor L of a sparse symmetric positive de nite matrix A, given the zero/nonzero structure of A and the elimination tree T(A). We have presented new algorithms for determining the counts, the complexities of which are linear in jAj times a slowly growing inverse of Ackermann's function; the previously known algorithms ran in O(jLj) time.
The key to the new algorithms is the computation of least common ancestors in a tree using the disjoint set union algorithm. We have investigated di erent ways of implementing the disjoint set union operations in our algorithms. Based on our experimental results, we conclude that path halving with no union by rank is the best technique for an e cient implementation of the disjoint set union algorithm.
We have further improved our new algorithms by exploiting the skeleton graph of A. We have demonstrated that the supernodal version is faster than the nodal version in all of the problems we tested. Moreover, both the nodal and supernodal versions are much more e cient than the previously known O(jLj)-time algorithms. We expect the algorithms described in this paper to be of practical use in a wide range of sparse matrix computations.
