Abstract-Handheld devices are becoming increasingly common, and they have varied range of resources. Mobile Cloud Computing (MCC) allows resource constrained devices to offload computation and use storage capacities of more resourceful surrogate machines. This enables creation of new and interesting applications for all devices. We propose a scheme that constructs a high-performance decentralized system by a group of volunteer mobile devices which come together to form a resourceful unit (cloudlet). The idea is to design a model to operate as a publicresource between mobile devices in close geographical proximity. This cloudlet can provide larger storage capability and can be used as a computational resource by other devices in the network. The system needs to watch the movement of the participating nodes and restructure the topology if some nodes that are providing support to the cloudlet fail or move out of the network. We achieve this by leveraging the concept of virtual dominating set to create an overlay in the broads of the network and distribute the responsibilities in hosting a cloudlet server. We propose an architecture, called DRAP, for such a system and develop algorithms that are requited for its operation.
I. INTRODUCTION
Mobile devices connected via wireless networks can form a huge pool of resources. The evolution of cellphone to smartphone has given its users a mini computer on the tip of a finger. The operating system in a smartphone is capable of being programmed and form clusters. With the heterogeneity of sizes, resources and properties available in hand-held devices, it is safe to say that most geographically connected areas are resource rich, enough to cater the needs of the locale.
Volunteer computing [13] , known as public resourced computing, practised with mobile devices to contribute to the formation of a pool of resources. These shared resources can act as a cloudlet to serve as an infrastructure for distributed computing. Such a design will enable resource-rich devices to donate supplies to the cluster, where the resource-constraint devices could draw these resources to execute their applications. There has been a recent discussion on free nation-wide wifi which basically means that all wifi connected devices would be on one network. This will give the IT industry enormous opportunity to deal with challenges regarding latency and energy consumption. In such a setup, hop count will reduce significantly for peer-to-peer communication models.
Any given locale today has abundant mobile devices and if they are able to communicate with the network with very low cost, it will enable a lot of newer applications with a good deal of social and economic benefits. Hand-held devices are mobile by definition and are available in various tools and technologies, thus the network formed is expected to be highly dynamic and heterogeneous. The algorithms for them should cater to the needs of ad-hoc networks, provide fault tolerant mechanisms to deal with broken links and node failure, with scalability and stability. To ensure the longevity of the cloudlet, working model should be low in cost and maintenance. It then should have minimum setup time and low message complexity, while building and maintaining the structure. The mobile device should gracefully fall back to a distant cloud if no local cloudlet is available in the vicinity of the device or if the cloudlet fails to provide needed resources.
Our aim is to design a model that is scalable with reliability and high performance. These capabilities should be provided at relatively low cost compared to dedicated infrastructures like distant clouds servers or central servers for cloudlets. The cloud services come with the cost of huge bandwidth and pay-per-use service model, also central systems usually have a disadvantage of a single point of failure. With our proposed DRAP, we can achieve cost benefits with respect to bandwidth, save radio signal energy and also remove any single point of failure. All the services with DRAP are public-volunteered, hence no service cost involved. Further, we ascertain that DRAP has the potential to host mobile cloud computing applications locally with performance equivalent to distant clouds.
II. BACKGROUND
Cost of using a cloud before real execution is an important metric in cloud computing. It is measured in terms of processor cycles, memory, storage, input sizes, communication traffic, execution time of the chosen surrogate. Decisions depend on parameters like energy consumption, latency, and increase in performance. The major issues covered in literature are:
• Offloading could be static or dynamic in nature. Static offloading refers to code migration before start-time as implemented by Spectra [5] , Chroma [1] , GnC's [6] . Dynamic offloading is supported by MAUI [3] , Huerta's [7] which refers to the offloading decisions at run time.
Latter is more flexible as decision to offload depends on current conditions of the host and surrogate. However, it creates overheads related to profiling and latency.
• The trends in the research pattern favour to VM migration over more traditional client-server communication system. Hyrax [8] and Huerta's [7] are only two projects based on grid and distributed programming that uses the pre-installed Hadoop framework. MAUI [3] , CloneCloud [2] ,Kimberley [11] favour VM migration as it does not require re-writing the application and it also supports disconnected operations. Major disadvantage of the latter is the on going interactions between the server and the client that may lead to network congestions.
• Input data size relates to offloading granularity. Coarsegrain partitioning is when the whole application is mitigated to the surrogate machine, as in GnC's [6] , Kimberley [11] . Fine-grain granularity is achieved when a part of the application is offloaded. Cloud server may vary in resources depending on the categories of service it offers, like database as a service, platform as a service, etc. For hosting any cloud-like environment, the server has needs which may or may not be relevant to every cloud application. The general requirements of a cloud server on a mobile network are storage, computation, scalability, response time, connectivity, security, long lifetime, fault tolerance, task scheduling and load balancing. DRAP is based on general needs determined by the cloudlet environment. Different applications have varied needs in terms of size, speed and computational power. For example, a crowd sourced application has huge data set but does not require high response time sensitivity or complex computations, whereas image processing applications will have small data set, medium response time sensitivity but require large computational power.
III. DRAP ARCHITECTURE
The participating devices of the cluster, where we intend to host the cloudlet, should have a system that enables the devices to communicate with each other and also serve as a middleware between the application level and the OS. DRAP middleware fulfills requirements in following broad categories:
Device Manager: Detects the unused resources on the device and offer the same to the cloudlet, further decides whether or not it can serve the incoming requests.
Neighbour Discovery: Interacts with other devices in the neighbourhood. Every device has a discovery mechanism that can detect the presence of another device and identify the service it can provide.
Cloud Controls: A device can have many roles in the network, so we need controls to manage them effectively. Tools to provide cloudlet service and perform task distribution are setup while ensuring performance quality and initiating backups.
Heterogeneity: The design of the middleware is such that it is capable of providing services in a heterogeneous network. The network is diversified in terms of device (type/model, mobile OS) and applications.
We propose a middleware that can be installed on any Operating System of a device and be able to serve the applications running on the device. The cloudlet middleware has four layers. Figure 1 demonstrates the component level design, grouped by layers as discussed below:
Layer 1 is Kernel Middleware Exchange. An exchange layer is designed to support multiple OSs to enable a 'write once run anywhere' middleware. This layer is expected to reconfigure the DRAP middleware according to the specific device/OS. This cross-platform layer is responsible for adapting to the technology on the device and facilitates cloudlet activities by providing kernel related information.
Layer 2 is Device Manager. It provides a set of tools support to the cloudlet through the Node Agent. It contains the information of the available resources and data from different sensors on the device. Load Balancer acquires the information regarding the application presently running on the device and decides if it has enough resources to offer to the cloudlet. This information is then passed to the Decision Box which may accept or reject a service request made to the node. It is also the medium to create request in case the node agent is a cloudlet client.
Layer 3 has 3 parts. Request and Service is part 1, which allows the device to discover, communicate and initiate services between neighbours. It receives/sends service requests from/to other devices. Part 2 is Cloudlet Controls which has the managers whose behaviour depends in the roles a device plays in the network. CDS Manager keeps information about the neighbouring devices, nearby resources and locations. Cloudlet Manager manages the activity the device requires in the cloudlet. It contains information related to the tasks being executed on the cloud. Buddy Manager logs the activities of the cloudlet and detects node failure. Part 3 is Backup. Layer 4 is the Application Middleware Exchange. This layer contains information regarding the resource needs specific to the hosted application. It decides whether or not the application needs the cloudlet support/offloading. It can also act as the application server. The decision of this layer acts as the initiation of service discovery in the DRAP cloudlet.
IV. DRAP FEATURES
In this section, we describe the issues handled for efficient hosting and maintenance of cloudlet.
A. Fault Tolerance
The level of redundancy expected in a DRAP is decided by the application hosted on the cloud and also the network itself. The number of buddies available to every cloudlet node depends on the current resource pool of the network, density and dynamics. Buddy Manager (layer 3 of the architecture) has the following duties with respect to cloudlet surveillance, as a group:
• perform computations parallel to the cloudlet node, • store information up to a certain level of redundancy, so that in case of node failures data can be recovered or reconstructed, • check health of cloudlet node (i.e., checking error logs, load levels, communication links), • backup data in off-site servers, and • share information with other agents in the network, such that they can collaborate to detect errors and failures.
B. Backup
Owing to the constraints of connectivity and chances of system's dysfunctional behaviour, the DRAP is subjected to periodic off-site system backups. We use the Amazon Web service offering Elastic Compute Cloud [12] as a trustworthy resource backup system. When an application requests cloudlet service, it signs up for AWS-EC2 services as it would do in case of no cloudlet. An Amazon Cloud 'instance' is started with each session, with the intent to overtake the execution of the local surrogates if the latter fails to provide service. During the normal cloudlet condition, the buddy nodes periodically sends checkpoint data and task logs on the off-site cloud. In case of partial or complete failure of cloudlet, that is when the environment does not have enough resources to form a cloudlet, all requests from the application are directly send to the Amazon EC2. This gives reliability to the system.
C. Trust and Incentive Mechanism
Public resourced clouds should have an incentive mechanism to encourage volunteers to offer service. This will boost the participation in the cloud, hence would bring out the true potential of such a model. A formal credit-based mechanism is implemented, where credits are earned with nature and amount of service offered. The kind of application hosted decides factors for the monetary or non-monetary benefits to the volunteer. The token based scheme presented by Yang et al. in [15] suits well the requirements of our system as it works on promiscuous mode of the participating nodes and has a self-organized approach by exploiting full localized(one hop) design, without assuming any a priori trust or secret association between nodes. A system's secret key is distributed to the nodes in the network, and every node has a token signed by this key. Token has a validity period, after which it has to renew it, through its neighbours. It allows node verification and monitoring, and allows a fair node to collect credits and to renew its token less frequently.
D. Resources
For a cloud computing server the minimal expectation of resources are storage, memory, and energy. In this work, we have given importance to the following characteristics of a mobile device.
• Available battery: Energy consumption is the most important constraint of mobile devices. Low battery life makes this a significant characteristic to be considered. • Available memory: Usually mobile devices cannot run memory intensive applications, so when forming a cloudlet we cater to memory needs of the nodes.
• Available storage: Since in any cloud related application data storage indispensable, storage is the basic need.
• CPU (type, speed): Response time and latency are always vital issues in designing any network design.
• Load: To understand the responsiveness of our resource nodes we consider the internal load on the device. This can be extended in future research to manage external
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load on the resourceful nodes to have a balanced distribution of client requests.
• Location: Location of the node is important in two aspects. Firstly, if the resource node is near to the topological center, the cost communication will be less. Secondly, if the resource node starts to move out of the network, the time it takes to reach the fringe is more, thus more time to transfer the data it holds. In a heterogeneous network, not all nodes are suitable for offering services to the cloud. It is important to understand that selecting a node which is a good source of resource X but has negligible amount of resource Y, is a bad decision. To avoid such selections, the threshold value of each resource should be defined. This condition has an advantage to the participating nodes as they would not fail due to resource bottleneck, but at the same time could handicap the network as many nodes may not pass all threshold values and thus not qualify as resourceful nodes.
V. METHODOLOGY
Strong inter-node communication is established to set up a working cloudlet. Information related to location, neighbourhood and resources is needed to host a server. Efficient communication links are created to request services and avail them using DRAP architecture. We use a dominating set based modified Ad-hoc Distance Vector Routing Protocol [9] to create a Connected Dominating Set(CDS). We have four step algorithm. First, we create a virtual backbone in the network and score all devices based on their resources. Then, we decide which nodes would be a part of cloudlet and who will serve as buddy nodes. Then, we describe communication and maintenance. With this algorithm, every node will have a CDS node in its one-hop neighbour set or be a CDS node.
A. Creation of a CDS
We create a virtual backbone in the network for effective dominating set based routing. We implement the CDS based on a distributed and simple approach proposed by Wu and Li [16] . It is a process that marks every node in graph G with either T (marked) or F (unmarked). Any node which has at least two unconnected neighbours is marked T , and all such nodes form the connected dominating set D. Every node u, entering the network must multicast a beacon message to establish its presence, and every receiving node v must process it and add to its neighbour set N (v) = N (v) + u. Node v sends N (v) to the u. On receiving N (v), any node that has at least two unconnected neighbours becomes a CDS node. This algorithm requires only local information and constant number of iteration rounds of message exchanges among neighbouring hosts. The dominating set includes all intermediate nodes of any shortest path, and an all-pair shortest paths algorithm only needs to be applied to the subnetwork containing the dominating set. This algorithm by the nature supports scalability. If a node joins as a leaf node, it will have to get a CDS node in one hop distance; otherwise, it will become a CDS node itself if it has two unconnected neighbours. This also supports the merging of cloudlets via bridge nodes, as the common nodes will be serving as CDS nodes to both the networks, and thus form a communication channel resulting in a larger network. This would enable resources from both subgraphs be available to client nodes of the two smaller networks.
B. Election of Cloudlet Nodes
The next step in creation of a cloudlet is determining a set R, the set of nodes those could be eligible to form the cloudlet. For this, we use a 'Scoring Function' that helps the nodes analyze their resources. The threshold values should be determined with respect to the resource specific needs of the application, as they directly reflect the resource pool created. If a node gets a non-zero 'Score' according to Eqn. 1, it sends the same to the neighbouring CDS nodes in its onehop distance. A node in dominating set D collects all the received scores from its neighbour nodes, selects the node with maximum score as its 'Elected CloudCandidate', and adds to set S. This information is multicasted within the CDS, so that if a client node requests for a service, the nearest CDS node can decide and forward it to the CloudCandidate that can serve the request.
F or all resources :
C. Buddy System
Once the node is elected as the cloudlet node v ∈ S, it searches for a supportive buddies set B v in the network. The neighbour nodes of any cloudlet node with a non-zero 'Score' qualify to be the buddies to that cloudlet node. If there is no eligible node in the scoring result set, the dominator d ∈ D requests its neighbours to send possible buddies, and the dominator d then selects the nodes nearest to the cloudlet node v in consideration. Finally, the ordinary nodes maintain only relevant data from one-hop neighbours and dominator set contains the routing information of all cloud nodes.
D. Maintenance
A node movement can be seen as leaving from a subtopology and entering in another sub-topology. All the changes in the topology can be divided in the following three categories:
1) Node Entering: When a node p enters the system, it enters as an ordinary node. First, it sends a beacon message to all nodes in its transmission range. The next step is determined according to the result set N (p), set of its neighbours.
• If N (p) ∩ D = ∅ then p is added to the set of C of ordinary nodes. In other words, node p is connected to a CDS node in one-hop distance.
• If N (p) ∩ D = ∅ then node p and its neighbours decide which node n, where n ∈ N (p), should be added to set D.
2015 IEEE 4th International Conference on Cloud Networking (CloudNet) • If p ∈ S, with the movement of p, the Cloud Agent will send the latest state to the buddy nodes and will start transferring the data it holds. The most powerful buddy node b ∈ R ∩ N (d) takes charge of the tasks being performed and sends update to the dominator node to re-configure the network and search for newer eligible cloud nodes and respective buddy nodes. The CDS nodes updates the cloudlet information throughout the overlay.
• If p ∈ D, it sends information to its one-hop neighbours.
Each neighbour individually with the help its neighbour set N (N (p)) decides whether or not it belongs to the new creation of CDS.
• If p ∈ S ∩ D, then it performs both actions as expected as a Cloud Agent and CDS agent separately. While the Cloud Agent transfers its state to buddy nodes, a new CDS node will be selected. The CDS node will now elect a CandidateCloud node.
• If p ∈ B, the movement of p will be accompanied by its announcement to the cloudlet node and related buddy nodes (working for the same Cloud Agent). These buddy nodes may or may not demand the transfer of data depending on the relevance of the data held. 3) Node Failure: If a node suddenly disappears from the network, it is considered a node failure; but, if the node accelerates slowly, then the time taken to leave the network can be utilized to transfer the information on the leaving node to other stable nodes.
• If p ∈ S, the failure of p will keep the dominator set unchanged, except that the relations with p need to be updated in all nodes of set D. The buddy nodes to p will make the process fall back to the last log or checkpoint, take charge of the tasks being performed, reconstruct the data, send update to the dominator node to reconfigure the network, and search for newer eligible cloud nodes and respective buddy nodes.
• If p ∈ D, the failure of p will be followed by the addition of a new node to D from N (p). The neighbouring nodes will locally make this decision.
• If p ∈ S ∩ D, the failure of p would be handled in two steps: first, the buddy to p would send notification to the CDS to resolve and find a new dominator to the now orphaned nodes, and it would then perform a search for eligible cloud nodes and buddy nodes before presuming the tasks.
• If p ∈ B, the failure of p will be sensed by other buddies to the same cloudlet node. They will try to reconstruct the data and continue with the task. If this was the only buddy node to its cloudlet node c, then c will inform the CDS asking for another buddy node, and until then c will halt all tasks in a safe state.
VI. EXPERIMENTAL RESULTS We tested our system using NS3 simulator. Our experimentation was divided in 36 categories with variations in number of participating nodes, node speed and network area. Results show that stability of nodes increases with increase in area with an exception of very sparse network (25 nodes in 10 8 m 2 ). Our surrogate discovery algorithm results in significant cut in radio signal energy usage. Figure 2 shows that the energy consumption was reduced in 32 out of 36 scenarios, with a maximum of 91% savings. Figure 3A) shows the number of cloudlet nodes in the network for the simulation time of 100 seconds. More the number of cloudlet nodes, higher the chances of local execution of the request, hence saving the cost of using a distant cloud. Figure 3B) shows the number of CDS nodes in the network for the simulation time of 100 seconds. The CDS size, i.e number of nodes on the dominating set, increases with the increase in network area.
Very large CDS size would be inappropriate as it will have a high maintenance cost in terms of messages and energy because CDS nodes share common knowledge that needs to be update periodically. Ideal CDS size ranges from 30% to 60% of the total participating nodes. By applying the concept of volunteer computing to mobile cloudlets, we are able to demonstrate the idea of self-sufficient neighbourhood. In real life, DRAP can be of great interest in place-bound activities as they occur at a location, where the movement of nodes is reduced and the connectivity is more stable, leading to fewer disconnections and faults. Also, for applications where many devices are expected to hold same information or perform similar tasks, this model could save time and resources. VII. CONCLUSION We have designed a decentralized architecture for surrogate discovery by creating a virtual backbone in the ad-hoc network. Each device in the network is analyzed using an algorithm for resource scoring, so that the devices offering the service do not die out in the process. A four layer design has been discussed to demonstrate the components of proposed cloudlet middleware. Our system features characteristics of stable system with scalability and high performance. The algorithms hence developed provide a relatively low cost infrastructure. To ensure reliability, we introduced buddy nodes in the network which log the events on the cloud and take actions in case of service discontinuation. The procedure to maintain the network is discussed if a node enters or leaves the network. We have highlighted the need for trust and incentive mechanism to invite more nodes to volunteer their resources.
A prototype of our model in real environment with heterogeneous settings is under development. We plan to test it and resolve different scenarios of mobile cloud computing. For example, we will host a cloudlet to solve a natural language processing task. The text can be divided into logical parts where each part could be assigned to a cloudlet node. The results from individual nodes can be combined to create the final result. Predominantly, this work can be extended to deliver a more stable cloudlet and higher network longevity by distributing duties with respect to the load on individual device and network level. Division of tasks should be efficient with in multiple surrogates, hence enabling more complex applications in cloudlets. History-based model should be developed for decentralized system where we can study the patterns in which each node appears and disappears in a real scenario. This information can be introduced to the dynamic networks and could be used in decision making.
