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This perspective examines quantum dot (QD) superlattices as model systems for achieving a general understanding of the electronic structure
of solids and devices built from nanoscale components. QD arrays are artificial two-dimensional solids, with novel optical and electric properties,
which can be experimentally tuned. The control of the properties is primarily by means of the selection of the composition and size of the
individual QDs and secondly, through their packing. The freedom of the architectural design is constrained by nature insisting on diversity. Even
the best synthesis and separation methods do not yield dots of exactly the same size nor is the packing in the self-assembled array perfectly
regular. A series of experiments, using both spectroscopic and electrical probes, has characterized the effects of disorder for arrays of metallic
dots. We review these results and the corresponding theory. In particular, we discuss temperature-dependent transport experiments as the
next step in the characterization of these arrays.
Over the past few years a number of newchemical (1) and physical (2, 3) tech-
niques have emerged for manipulating and
tailoring the electrical properties of solids.
Certain of the chemical techniques have
been enabled by the development of syn-
thetic methods for the preparation of nar-
row-size distributions of organically passi-
vated metal (4) and semiconductor
quantum dots (QDs) (5). For our purposes,
we use metal QDs as artificial atoms: We
use them as nanoscale building blocks for
constructing extended two-dimensional sol-
ids, or QD superlattices. The beauty of QD
solids is 2-fold: First, many physical param-
eters such as particle size and size distribu-
tion, disorder, interparticle coupling, etc.
represent knobs that can be individually
controlled. Variation of any of these param-
eters translates directly into either subtle or
dramatic changes in the collective electronic
response of the superlattice. Second, a one-
electron model of the coupled QDs, aug-
mented by the concept of the Coulomb
charging energy (6), turns out to capture
much of the physics of the system and thus
enables experiment and theory to progress
hand-in-hand. It is this versatility in both
experiment and theory that can potentially
turn these QD superlattices into model sys-
tems for achieving a general understanding
of the electronic structure of solids. We have
not completely established that model sys-
tem yet, but it is our goal to get there, and
the point of this article is to assess where we
want to go and to serve as a progress report
toward that goal.
For a chemist, it is convenient to think of
the highest-lying electrons on each dot as
the valence electrons of an atom. Two in-
teracting identical dots are thus similar to
two equivalent, covalently bonded atoms.
Within a QD superlattice, electron transfer
between neighboring QDs is a low-energy
process. Technically, this means that QDs
have low charging energies (7, 8). Metallic
QDs of 2–10 nm diameter (102-104 atoms)
have size-dependent charging energies (I) in
the range of 0.5 to 0.1 eV. By contrast, actual
atoms have charging energies of at least
several eVs. The idyllic picture of identical
‘‘atoms’’ within a perfect lattice fails to
account for what are effectively intrinsic
properties of chemically synthesized QDs.
For example, any two adjacent dots are
unlikely to be truly identical. Even the best
chemical preparations (9, 10) for producing
size-tunable and narrow particle size distri-
butions still produce particles with finite
distribution widths, and those widths trans-
late directly into a distribution of site ener-
gies. Thus, in general, any two-particle in-
teraction will have some ionic character, as
one dot is always more electronegative than
the other. Finally, the superlattice itself is
characterized by some amount of packing
disorder, which contributes to local varia-
tions in interparticle coupling strengths,
among other things.
When the parameters that govern the
electronic structure of QD solids are varied,
those solids can undergo macroscopic, col-
lective changes that can be observed by eye
(Fig. 1). The phenomena highlighted in Fig.
1 is a transition to an electronically delocal-
ized state that is triggered by an acoustic
wave, and this is a type of quantum phase
transition. We speak of a quantum phase
transition when the nature of the quantum
mechanical state of the system changes. The
change can be discontinuous, analogous to a
first-order phase transition, or it can be a
continuous change in the energy in which
case one might consider the change to be an
isomerization. Fig. 2 is a phase diagram
showing a subset of such possible transi-
tions, as represented by a plot of interpar-
ticle (exchange) coupling vs. disorder. Other
representations, such as disorder vs. tem-
perature, or disorder vs. electric field
strength, or any other combination of size-
distribution disorder, packing disorder, ex-
change coupling, particle size, temperature,
external field strength, etc. can generate
equally rich phase diagrams. All of these
parameters are under experimental control
and may be quantum mechanically mod-
eled. It is exactly this versatility that makes
these systems such interesting models for
study.
Disorder has become a parameter that
we have been increasingly able to quantify,
and so we emphasize the role of disorder
by choosing it as the abscissa in the phase
diagram. Qualitatively, disorder can arise
from size distribution widths andor pack-
ing defects. It is effectively a measurement
of the dissimilarity of adjacent dots, and so
it acts against a collective behavior. Size
f luctuations are obviously coupled to
packing disorder but, for a given distribu-
tion, one can independently vary the pack-
ing disorder via compression of an initially
self-assembled lattice. A sufficiently nar-
row size distribution of QDs will sponta-
neously crystallize into a well-ordered
hexagonal phase (11).
The ordinate in the phase diagram, ,
represents the strength of the exchange cou-
pling between adjacent dots.  is large or
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small in comparison to two other energies.
One is the charging energy I, which repre-
sents the energetic cost of transferring an
electron from one dot to another one that
already has its complement of electrons.
The exchange coupling  that moves an
electron from one dot to another needs to
overcome this cost if it is to be effective. The
other relevant energy, , is the range of
fluctuations in the energy, , of the ex-
changed electron. Because the valence elec-
tron is confined to the dot,  is a mea-
sure of disorder that arises primarily from
the size distribution. is large if it can bridge
the local size fluctuations,   . By
compressing a QD monolayer one can in-
crease . Because the exchange coupling
relies on the overlap of the tails of wave
functions that are centered on adjacent dots,
 scales exponentially with the distance D
between the dots. Thus, through compres-
sion,  can be tuned over a wide range. The
transition to a collective behavior, when  is
sufficiently large, is first order. Our initial
observation of an optical signature of this
transition (12) could be well reproduced by
quantum mechanical computations (13)
that allowed for size fluctuations. Since that
time we have observed other facets of the
phase diagram but much more remains to be
done.
The quantitative results on the role of
compression for an array of Ag QD could
be fitted by using an exchange coupling of
the functional form
  021 tanhD0  D4RL
O¡
D 2R
0expD02RLexpD2RL. [1]
R is the radius of the dot, D is the lattice
constant, and L is the dimensionless range
parameter. For small (2R  35 Å) Ag dots,
12L  5.5 and 0  0.5 eV. The range of
strong coupling is determined by the value
D02R  1.2 and beyond this point  de-
creases exponentially. This very same cou-
pling (14) was able to reproduce the exper-
imentally measured effect of lattice
compression on the frequency-dependent
complex dielectric function (15). In the
study of the conductivity (16) reported (see
Fig. 5), the dots have twice the radius.
Because the exchange coupling depends on
the overlap of the wave functions of adjacent
dots and so declines exponentially as
exp(D) where the length scale 1
should remain the same, we use 12L 11.
Also, to keep the strength of the coupling at
contact, D2R  1, the same, we use D0
2R  1.1.
Some disorder is always present, and,
even at room temperature, disorder may
mask the Mott insulator to metal transition
(6) that occurs when the exchange coupling
 exceeds the charging energy I. It is easy to
assess when this will be the case. Size fluc-
tuations with the resulting variations in the
energies of the dots will affect the energy of
the ionic bands. When disorder is suffi-
ciently high such that   , the lowest
ionic band can overlap the covalent band.
This happens when it is energetically advan-
tageous to move an electron from a dot of
higher energy  to one with a lower . The
cost is I and the gain is. Indeed, it is even
possible for the ionic band to be lowest in
energy (17, 18). For highly disordered lat-
tices, the effects of the charging energy
therefore will be masked and the key re-
duced variable is .
Even within the limited context of the
phase diagram of Fig. 2, the scope of pos-
sible transitions is not exhausted by the
first-order transition to a collective, delocal-
ized state or the second-order transition
between the covalent and ionic states. In the
weak coupling regime where   1, the
theory suggests that there is another second-
order transition, from a localized to a do-
main localized state (19). In the localized
state each electron is defacto confined to a
single lattice site; the individual dots are not
effectively coupled. It is a strictly insulating
state. The domain-localized state has the
electrons delocalized over finite QD do-
mains that are smaller than the overall di-
mensions of the film. This state has recently
(19) been imaged by introducing yet another
variable, an electric field in the plane of the
lattice, and measuring the surface potential
(SP) in the x-y plan of the film (20). The
domain localized state is not a packing
configuration. Fig. 3 shows not only the
contours of the SP but also a co-collected
topographic image of the QD array, and the
images are uncorrelated. Thus, the crystal-
lographic structure of the array can be quite
different from the electronic structure.
Room temperature SP images, col-
lected as the interdot separation distance
(D2R) is decreased, exhibit a transition
to a collective behavior. This was seen as
an Ohmic-like monotonic drop in the SP
across the array. However, consistent with
the theory, this delocalization transition
was observed only (20) in arrays charac-
terized by a limited amount of disorder.
Highly disordered arrays remained do-
main localized, even at high compression.
Theoretically, we expect that the applica-
tion of a voltage gradient in the plane of the
array will counteract the effects of size dis-
order. In the presence of an external poten-
tial the site energy of the ith dot has the form
Fig. 1. Acoustic wave induced transition to a delo-
calizedstate.Thepressurewavecompresses thearray
and thereby increases the exchange coupling of the
QDs, as discussed in connection with Eq. 1. See ref. 12
for the first experimental report and refs. 13 and 28
for more on the theory. Shown is a videocaptured
image of a Langmuir monolayer of 4-nm diameter,
pentanethiol passivated Ag QDs that has been com-
pressed, using the mobile barriers of the Langmuir
trough, to a point that is just short of the transition
from an insulator to a metal. A second Teflon barrier,
oriented perpendicular to the principal barriers, was
connected mechanically to a speaker, and the
speaker was electronically connected to a function
generator. A 1-V amplitude, 100-Hz square wave
function was applied to the speaker and transduced
as a mechanical vibration in the second Teflon bar-
rier. The mechanical oscillations corresponded a
moving wave of high- and low-pressure oscillations
through the monolayer. The silvery components of
the monolayer are metallic, whereas the darker, red-
dish regions are insulating. Other more quantitative
measurements have indicated that the metallic re-
gions are, in fact, characterized by a free-electron
response in thecomplexdielectric function—i.e.,bya
negative valued component of the real part of the
dielectric function.Thisability todynamicallypattern
a macroscopic film as an insulator or a metal is, to our
knowledge, unique to these materials.
Fig. 2. A quantum mechanical phase diagram for
an array of QDs with size and packing fluctuations.
The full phase diagram is actually much richer than
what is shownas therearevariousotherways to tune
the relative energies of the system, as discussed in
the text.
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i  01  	i  eVi. [2]
	i is the fractional range of variation in the
site energies, 	, multiplied by a random
number between 1 and 1 so that the site
energy of the ith dot in the array is 0(1 	
	i). 0Vi is the external potential at the
position of the ith dot, computed from the
geometry of the array, and e is the charge on
the electron. Without an external potential
the energies of different dots are uncorre-
lated. Once a potential is applied, there is a
systematic contribution to the site energy.
Adjacent dots are correlated if they are
oriented in the direction of the potential
gradient while they remain uncorrelated
otherwise. When the applied gradient is
large enough, the systematic monotonic
variation in the site energies can compete
with the fluctuations. We confirmed this
theoretical prediction by increasing the volt-
age drop per particle. Thereby one can
observe (20) a transition from a domain
localized state where there are ‘‘islands’’ of
higher SP to stripe-like regions where the
stripes are directed along the gradient. Such
quantum mechanical computational results
are shown in ref. 20. Upon further compres-
sion the array exhibits a transition to collec-
tive behavior, meaning a monotonic drop of
the SP in the direction of the applied bias
was observed, and also is clearly evident in
the computations.
DC transport measurements provide a
particularly appealing way to quantify the
electronic phase diagram of two-dimen-
sional QD solids in various dimensions, in-
cluding exchange coupling, temperature,
and disorder. Fig. 4 is a representation of the
measured resistivity vs. temperature for
three different arrays with a small, but finite,
size distribution for the dots. Imaging shows
these fairly compressed arrays to be regu-
larly ordered in a hexagonal packing. As
temperatures drop to about 200 K, such a
film will exhibit a decreasing resistance with
decreasing temperature, just as any normal
metal. At some temperature TMA (180–230
K), the conductivity properties change over
to an activated mechanism such that ln(Re-
sistance) 
 EaT. TMA and Ea are linearly
correlated, and Ea decreases with increasing
lattice compression, implying that these two
quantities represent a measurement of the
strength of exchange coupling, . At a lower
temperature TAV (20–80 K), the transport
characteristics again change, this time to a
ln(Resistance) 
 (T0T)1/2 dependence.
Such a T1/2 dependence is known in the
solid-state theory of amorphous conductors
(21) as the regime of variable range hopping
(VRH). The transition temperature to
VRH, TAV is not correlated with Ea, but it
does exhibit a strong, linear dependence on
the width of the particle size-distribution.
Thus, TAV is a measure of disorder. One
interesting prediction that we have extracted
from our experiments is that, at size distri-
butions widths 3%, the transition from
simple activated to VRH conductivity
should disappear. The implication is that the
states near the Fermi energy are no longer
localized states, but instead are delocal-
ized—such as those that exist at the mobility
edge. This observation may have implica-
tions for generating true metallic behavior
in a two-dimensional lattice down to very
low temperatures. Another relevant obser-
vation is that the scale parameter T0 for
VRH appears to be inversely proportional
to the width of the particle size distribution,
but there appear to be some scatter in its
value for different films. Interestingly, the
same is true for the computations discussed
below. We understand why that is the case
for the computations but we need to further
firm up this correspondence, if any, between
experiment and theory.
The quantum mechanical computations
of the surface potential also can be used to
determine the electrical conductivity of the
array (16). Such computations assume that
the charge transport is coherent. This is
Fig. 4. The temperature dependence of the exper-
imentally determined resistance for 70-Å Ag nano-
particle monolayer films is shown for three different
size distributions of particles. All resistance measure-
ments were taken at low bias (0.3 V to 0.3 V) within
the ohmic regime of the IV curve. Three different
temperature regimes are identified. At high temper-
atures (above 200 K) a metallic behavior is seen.
Below TMA, the resistance changes over to a simple
activated process where ln(Resistance) 
 EaT. TMA is
linearly correlated with Ea. At temperatures lower
still, below TAV, a ln(Resistance) 
 (T0T)1/2 depen-
dence is seen and is interpreted in terms of a variable
range hopping mechanism. TAV moves to lower tem-
peratures with decreasing size distribution.
Fig. 3. SP (Right) and corre-
sponding atomic force micros-
copy images (Left) of the same
silver nanoparticle film, 25 mi-
crons in width between the
electrodes. The SP images scale
from 0.0 V to 0.1 V from dark
red to pink, and the topogra-
phy images scale from 0 nm to
350 nm. Image pairs A–C cor-
respond to a voltage gradient
of 0.1, 0.2, and 0.3 V respec-
tively. At 0.4 V, the behavior of
the SP image is ohmic-like,
showing a monotonic grada-
tion. The structures in the SP
images are not correlated to
any topographical features.
For the film shown D2R 
1.20 for dots of size 70 7 Å.
The film resistance is 80 M.
There is a bright spot near the
right electrode, which corre-
sponds to a hole in the conduc-
tive film as observed in the to-
pographic image.
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analogous to what is done in solid-state
physics for so-called mesoscopic systems
(22, 23) and for conductivity of molecular
wires (24–27). The current is then given by
i
e
2
dETEflE frE
2e2V
h dETEfE. [3]
Here fl(E) and fr(e) are the Fermi-Dirac
occupation probabilities of the left and right
electrodes and T(E) is the transmission of
the array and is obtained from the scattering
computations as the squared modulus of the
transition amplitude. In the linear regime
one uses a first-order Taylor expansion to
bring the voltage V explicitly out. The factor
2 is from the two spin directions. When the
voltage drop per site, 0eVi of Eq. 2, is low
the computed transmission is independent
of the voltage. At higher field gradients the
computed transmission function is, by itself,
a function of the voltage as discussed in
connection with Eq. 2.
The trends in the computed transmission
function are those that can be expected from
the computations of the SP, as discussed
above. In the domain localized regime the
transmission is negligible unless the external
voltage is high enough that stripes can be
formed. Upon compression, the transmis-
sion increases exponentially up to where the
dot-dot exchange coupling  saturates, as in
Eq. 1. This saturation is as we have previ-
ously seen for both experiment and compu-
tations of the second harmonic response.
On the other hand, the transmission func-
tion depends on the energy and this depen-
dence is nontrivial even in the strong cou-
pling regime (16).
Low temperature measurements of the
conductivity probe the energy dependence
of the transmission on a very fine scale. The
simple Hamiltonian that we use for com-
puting and interpreting the other response
functions of QD arrays does predict the
observed trends in the conductivity (Fig. 5).
We turn to a brief interpretation of the
computational results. The key point is that,
in the mesoscopic regime, the transmission
is a weighted density of states. The implica-
tion is that the transmission has a cusp-like
gap at the Fermi surface. (The detailed
shape of the gap depends on the role of the
charging energy I and its magnitude as
compared to the range of the fluctuation
in site energies.) This gap is being filled in as
the disorder is increasing so that, at a high
enough disorder the gap disappears. Simi-
larly, the gap disappears as the lattice is
expanded so that  decreases. We attribute
the lower temperature behavior to the con-
tribution of states in the gap in the trans-
mission that is made possible by thermal
excitation. Once the temperature is some-
what higher, one can access energies above
the gap and the behavior changes over to a
regular activated regime. Another factor
that is relevant to the crossover is the exact
position of the gap. At the highest possible
values of , that is, at a tightly compressed
hexagonal lattice, the highest occupied level
in the ground state (the HOMO in chemical
terminology or the Fermi energy of solid
state) is somewhat above the gap. Then, as
the lattice is expanded, the energy of the
highest orbital shifts down with respect to
the gap and the role of the gap is more
evident in the temperature dependence of
the conductivity. It is an open question
whether this effect, as seen in the compu-
tations, has an experimental counterpart. A
final caveat about the computation is the
sampling of disorder. We have computed by
using hexagonal arrays of 55 dots per side,
8,911 dots in all. Even for such large arrays,
there are few enough disorder-induced
states in the gap that the scale parameter T0
is not strictly independent of the specific
distribution of dot energies. Invariably, T0
scales as2where is a measure of the
variance of the site energies. The magnitude
of T0 (below 0.5 eV) is in the same range as
was observed, but it is somewhat sensitive to
higher moments of the size distribution.
This is not unexpected because the theory of
domain localized regime (19) tells us that
variable range coupling should scale with
the variance of 2 (which is not the same
as 2variance of ). Finally we mention
that starting from the transmission function
vs. energy, the resistivity as shown in Fig. 5
is not computed numerically but analytically
and this makes it a rather sensitive probe for
the role of temperature. In particular, the
logarithmic derivative of the resistivity with
respect temperature can be analytically
computed.
In conclusion, temperature provided us
with a finer probe of transport in QD
arrays and highlighted effects of disorder
not hitherto observed.
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Fig. 5. The temperature dependence of the com-
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°K for a hexagonal array of 55 dots per side. The plot
is for several values of disorder for a compressed
lattice, D2R  1.21. For lower compressions the
resistivity is far higher as it is for more disordered
lattices. The logarithmic derivative, dlnRd 1T is
constant at very low temperatures that shows that
lnR scales as T0T. T0 
 2. This means that the
charge transfer is not necessarily to the neighboring
dot but possibly to a dot that is further away but for
which the site energies are more nearly equal. At
higher temperatures there is a crossover to an acti-
vated transport, ln R 
 EakT for which case the
logarithmic derivative is linear in1T. The value of
Ea is not sensitive to the extent of disorder. The resis-
tivity is computed from the transmission that is the
thermal average of a weighted density of states for
energies above the HOMO (16).
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