The objective of this paper is to model the distribution of Body Mass Index (BMI) for a given set of covariates. BMI is one of the leading indicators of health and has been studied by health professionals for many years. As such, there have been various approaches to model the distribution of BMI. Furthermore, there are numerous studies which investigate the association between an individual's physical and socio-economic attributes (covariates) to their BMI levels. This paper proposes the use of Maximum Entropy Density (MED) to model the distribution of BMI using information from covariates. The paper shows how covariates can be incorporated into the MED framework. This framework is then applied to an Australian data set. The results show how different covariates affect different moments of the estimated BMI distribution. The paper also reports on the results of marginal effects of covariates and their impact on broader BMI categories.
Introduction
The objective of this paper is to model the distribution of Body Mass Index (BMI) using a set of covariates. BMI is one of the leading indicators of an individual's health. Specifically, it estimates the amount of body fat of an individual. This is done by dividing an individual's mass (kg) by the square of their height (m). Differences in BMI across adults are generally due to the amount of body fat. As such, this metric is used as a comparison tool across individuals. As per the Australian Institute of Health and Welfare (AIHW), a BMI value under 18 is classified as underweight, values from 18 to 25 (inclusive) are considered normal, values from 25 to 30 are considered overweight and values over 30 are classified obese. According to the AIHW in 2012, 63% of Australian adults and 25% of children were overweight or obese. The AIHW claimed that being overweight and obese is the second highest contributor to the burden of disease 1 and obesity rates have doubled since the 1980's in Australia. This is consistent with the other developed nations around the globe according to the World Health Organization (WHO). Aside from the health implications of being obese, there are also economic consequences such as loss of productivity arising due to employee absenteeism.
Given these reasons, it is not surprising that many government agencies and academics are investigating obesity rates using measures such as BMI. As such, there exists a vast amount of academic literature on BMI. However, for the purpose of this study, the focus is on a particular subset of this literature. This is done in order to highlight the gap in the literature and thus appropriately place the paper's contribution. This paper classifies BMI research into two board categories. The first category consists of studies which attempt to fit a density function to an empirical distribution of BMI. An example of this study is Flegal and Troiano (2000) which uses graphical methods (mean difference plots) to describe changes in the distribution of BMI for both adults and children in the US. Another paper by Penman and Johnson (2006) proposes the log-normal distribution to estimate BMI for a given population. A comprehensive paper by Lin et al. (2007) estimates the BMI distribution using a finite mixture model of Normal, skew Normal, Student t and skew Student t distributions. This study found that a finite mixture of skew student t distribution provided a better fit compared to normal mixtures. The paper by Contoyannis and Wildman (2007) estimates the BMI distribution of two different countries using non-parametric techniques. Once these distributions are constructed, a range of measures are used to examine the differences in the modelled distributions. Lastly, Houle (2010) uses 1 after dietary risks and before smoking similar methods as Contoyannis and Wildman (2007) to study differences in BMI distributions for Gender and Education.
The second category consists of studies which attempt to model the mean or median of BMI using a set of covariates. An example of this kind of study is Beyerlein et al. (2008) where three different regression approaches-Generalized Linear Models (GLMs), Quantile Regression and Generalized Additive Models for Location, Scale and Shape (GAMLSS) were employed to model childhood BMI. The major finding of their paper was that GAMLSS and Quantile regression provided a much better fit compared to GLMs for a given set of risk factors. Another more recent paper by Bottai et al. (2014) examined associations among age, physical activity and birth cohort on BMI percentiles in men using Quantile regression. The paper concluded that Quantile regression allow one to examine how various covariates affected BMI at different percentiles of the estimated BMI distribution.
Based on this classification, this paper attempts to combine the objectives from both categories. In other words, this paper attempts to model the distribution of BMI using covariates (risk factors, attributes). This framework will allow different covariates to influence different aspects (moments) of the estimated BMI distribution. This is a point that studies based on Quantile regression do claim. However, the impact of the covariate is measured at specific percentiles such as the 90% or 95% percentiles.
To the authors knowledge, there is another study which has combined the objectives of both categories. The paper by Brown et al. (2014) proposes a statistical model (Normal distribution) to model the BMI distribution of an unobserved (latent) class of individuals within a population. It is expected that a finite mixture of these models will provide a good fit for the overall BMI distribution. The weight of the each model is determined using the covariates (individual attributes) in the class and these covariates are same for each class. As a result of this differing values of the same covariate determine the weights for distribution of each class. Hence, the paper has been able to model the distribution of BMI using information from the covariates.
There are however, a number of factors that one needs to consider when implementing such an approach. One such factor is the number of distributions/classes one should use. Especially since this choice affects the level of complexity in the estimation i.e. as the number of distributions/classes increases the estimation procedure may result in non-convergence. Secondly, each model (normal distribution) as well as the resulting final mixture have infinite support. Whilst this may be desirable for certain applications, it is not the case for BMI. Negative or zero BMI values are nonsensical. Lastly, interpretation of the results can be complex. The weights for the each class specify the probability of an individual (based on covariates) falling into a that class. Hence, the covariates affect the weight assigned to the distribution rather than drive any changes in the distribution itself.
The approach proposed by this paper circumvents these issues. Using the MED approach with covariate information, a single density is produced for a given set of covariates. The estimated density is constructed over a closed interval. In this case, a set of plausible BMI values.
For a given set of optimal parameters, the covariate values determine the shape,scale and location of the estimated density. This provides an intuitive explanation in that different covariates affect different moments of the estimated density. Although the idea of using measures pertaining to entropy is not entirely new to BMI studies (Contoyannis and Wildman (2007) and Houle (2010)), the application of MED to model the distribution of BMI using covariates is indeed novel.
Despite the vast amount of literature on BMI, it is important to address the limitations that some health professionals have identified. Given the definition of BMI, it is easier to interpret a change in BMI when only the mass of an individual changes. In most cases, this is associated with an increase in body fat. This is generally the case with adults. However, with children both height and mass can vary and as a result it is more difficult to interpret the change in BMI levels. This is also the case in adults who may have increased their muscle mass i.e. the extra mass does not consist entirely of body fat. Given both these cases, it is possible to exclude children (under 16) from the study and if possible also athletes provided they can be identified. There are nonetheless studies which solely focus on studying the BMI levels in both these groups (Walsh et al. (2011 ), Ortlepp et al. (2003 and Beyerlein et al. (2008) ). Lastly, health professional have introduced a new measure in 2012 appropriately named Body Shape Index (BSI). It is claimed that this measure is a better indicator of health risks compared to BMI. The definition of BSI contains the waist circumference, height and BMI itself. Given that the latest measure is a function of BMI, it is safe to assume that it still has value as a health indicator. Lastly, national and global health institutions as well as medical personnel continue to use and report BMI statistics for the general population.
The rest of the paper is organized as follows: Section 2 of the paper provides a brief introduction to MED as well as outlines the conditions required for its application. Section 3 contains the details of the model specification and estimation. Most importantly, it proposes a method of incorporating covariates into the MED framework and contains the estimation methodology for the proposed model. Section 4 provides a brief introduction to the data set used in this study.
Section 5 contains the estimated model along with some discussion of the results. Lastly, section 6 summarizes the major results of the paper with some points on the future direction of the study.
Maximum Entropy Density
The Maximum Entropy Density (MED) is obtained by maximizing Shannon's information entropy (Shannon (1948) ) subject to a set of moment constraints. Jaynes (1957) termed this process as the Principle of Maximal Entropy and provided a continuous version of Shannon's en-
(1)
Here f (y) is a probability density function and A represents the set in which the integration occurs. The moment constraints (conditions) used in the optimization are:
A y j f (y) dx = µ j where j = 1, 2, ..., k.
By definition, µ j represents the j th moment of the distribution. Solving this non-linear optimization problem yields the following solution for f (y):
where Q = A exp k j=1 λ j y j dy denotes the normalizing constant. Refer to section 7.1 for a more details on the derivation. From the above derivation, one can see that the resulting density Maximizing equation (1) using the only the first condition (equation (2)) produces a uniform distribution as a MED. This is expected since no other information is used in constructing the density function. As additional information is added i.e. additional moment conditions, the resulting distribution moves away from the uniform distribution. Furthermore, carrying out the optimization under different moment conditions produces MEDs such as the Exponential, Normal, Log-normal, Pareto, Gamma and Beta distributions. Given this flexibility, the MED is quite useful for approximating empirical densities. As a result, it has been applied to different econometric problems. Some examples include Rockinger and Jondeau (2002) , Wu (2003) , Park and Bera (2009) and Chan (2009) .
As indicated by the Principle of Maximal Entropy, the construction of MED requires use of moments. Specifically, the existence of these population moments is required. In empirical studies, one only has the luxury of a sample. A natural question to ask is that can the sample provide any information about the existence of the population moments. A result by Hill (1975) can be used to verify the existence of the highest population moment available for any given iid sample. Subsequently, if the moment does exist then one can argue that the sample moment is a consistent estimator of the population moment. As such, under this condition sample moments can be substituted in place of population moments in the MED derivation process.
Given the non-linear nature of the optimization process, one is required to verify the existence of the solution (MED). Furthermore, given that a solution exists, there is a possibility that it may not be unique. Frontini and Tagliani (1997) showed that a positive determinant of the Hankel matrix (consisting of moments) was a necessary condition for the existence of a MED.
The Hankel matrix (H k ) is expressed as
With regard to uniqueness of solution, the paper by Mead and Papanicolaou (1984) provides the necessary and sufficient conditions that ensure the resulting MED is unique. Additionally, Zellner and Highfield (1988) showed that if the solution is equivalent to equation 3 then it is unique.
Given the specification for the conditional distribution of BMI (equation 5), the next step is to estimate the parameters of this distribution i.e. the values of β. The method of Maximum
Likelihood can be used to carry out this estimation. In this section, the log-likelihood function of the conditional distribution is derived. The values of parameters that maximize this function are considered to be optimal estimates.
Model Specification and Estimation
This paper aims to estimate the distribution of BMI using information from covariates. The MED as expressed in equation 3 contains no covariates. One possible way to incorporate covariates is via conditioning. Hence, estimate the density of BMI for a given set of covariates.
The conditioning enables one to focus on the impact a particular set of covariates has on BMI.
Let y denote an individual's BMI and let x denote a matrix (mxk) containing m covariates of the individual. Hence, the conditional density of BMI for an individual can be expressed as
is For example, covariates may be transformed and/or combined with other covariates or with intercept terms to model their impact. For example,
Here the model consists of three variables (m = 3), five parameters (p = 5) and k = 3.
There is an intercept term and the variable X 1 appears twice. However its value is cubed in the second instance. The resulting conditional density is a generalized exponential distribution which has a supports negative and positive values. One could rightly argue that BMI cannot be negative and hence this specification may not be accurate. However, the normalizing constant (equation 6) is obtained by integrating the density over of a set of plausible BMI values. As such, there is a zero probability of obtaining a BMI value outside this set of plausible BMI
values. 2
Given the specification for the conditional distribution of BMI (equation 5), the next step is to estimate the parameters of this distribution i.e. the values of β. The method of Maximum Likelihood can be used to carry out this estimation. In this section, the log-likelihood function of the conditional distribution is derived. The values of parameters that maximize this function are considered to be optimal estimates.
For a sample of size n individuals, the log-likelihood function for equation 5 can be expressed as
Here y i denotes the BMI of individual i, x i is a matrix consisting of an individual's attributes (m covariates). The normalizing constant (Q i ) is can be written as
β T x i y j dy.
Note that the normalizing constant differs across individuals. In order to compute the parameter estimates, one needs to maximize equation 7 over a set of all possible parameters values.
Numerical optimization and integration (Q i ) procedures are used to achieve this since no closed form expressions exist when k > 2 (Rockinger and Jondeau (2002)). For computational convenience, the first order derivatives are derived (refer to section 7.2) and included in the optimization routine. 3 2 Plausible BMI values for this study range from 9 to 100 3 All computations in this paper were carried out in R
Data
The BMI data used in this study has been sourced from the Household, Income and Labour This figure illustrates the stylized facts of BMI distributions. These include the fact that they are prominently uni-modal and are skewed to the right. 
Results
In order to estimate the MED, a value for k (equation 5) is required. This specifies the number of MED parameters (β) to be estimated. The value of k is chosen based on the existence of moments in the data. Hence, the first step is to estimate the number of moments available in the data. The Hill estimator (Hill (1975) ) is used to estimate the tail index (α) of the BMI distribution. This can then be used to estimate the highest moment available in the BMI distribution. The results indicate that the sixth moment exists. Given this, this study conservatively sets the value of k to 4 based on the paper by Wu (2003) . The results in Wu (2003) This consistent with the approach used in the literature. For instance, a study by Zhang and Wang (2004) examines the relationship between BMI and Gender, Socio-economic inequality, Age and Ethnicity. Similarly, Houle (2010) investigates the effect of Gender, Ethnicity and Education on BMI. A study by Bottai et al. (2014) considers the impact of physical activity on BMI. Section 7.3 provides summary statistics for the covariates considered in this study. Having attempted a number of model specifications with different covariates, the final (optimal) 4 model specification is: (2014) all of above covariates were used in their analysis. However, in their study the household income and number of children were not significant. One possible reason for this may be that their approach tracks changes in the mean value of BMI for a given covariate. On the other hand, the approach used in this paper is able to track changes in moments higher than the mean.
Hence, the results in this paper show that the household income affects more than just the mean of the distribution i.e. possibly mean and variance. Similarly, the number of children may not impact the mean of BMI distribution as shown in Brown et al. (2014) , but does affect higher moments of the BMI distribution. 5 Estimates are significant at 5% level
Discussion
Given the attributes of an individual (covariates), the proposed model can estimate the BMI distribution for that individual. In fact, this model can be used to determine the marginal effect that each covariate has on the distribution of BMI. Furthermore, it can be shown how the broad BMI categories change with respect changes in a given covariate. In order to clearly show the marginal effect of a covariate, a base case BMI distribution is used to benchmark the change in distrbution. The base case is chosen to ensure that the distribution of the broad BMI categories is consistent with the estimates produced by AIHW (Section 1). Figure 2 shows the marginal effect of age on the BMI distribution and subject to A f (y) dy = 1.
A y i f (y) dx = µ i where i = 1, 2, ..., k.
Lagrange's method is used to solve for the MED. The Hamiltonian function is defined as
Maximizing the above function M (f ) yields
Given the first constraint (density must integrate to 1) implies that
Parameter estimation and analytical derivatives
The conditional distribution for BMI is expressed as
Given a sample of n individuals, the log-likelihood function for the conditional distribution is
β T x i y j i Given x i and y i , find β such that L(β; x, y) is maximized. It is often useful to incorporate derivatives in the optimization routine. The first order partial derivative can be expressed as
x ji y j i 7. 
