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Zusammenfassung
In dieser Arbeit untersuchen wir das Phasendiagramm neutraler Quark-Materie bei
Dichten, die im Inneren eines Neutronensterns auftreten können. Bei diesen hohen
Dichten finden wir eventuell freie Quarks und Gluonen. Als Fermionen mit einer
anziehenden Wechselwirkung werden die Quarks einen Farbsupraleiter formen. Um
Aussagen über die Phasenstruktur eines solchen Farbsupraleiters machen zu kön-
nen, verwenden wir das Nambu–Jona-Lasinio-Modell in Mean-field-Näherung. Bei
ausreichend hohem chemischen Potential der Quarks bildet sich eine besonders sym-
metrische farbsupraleitende Phase, die Color-Flavor-Locked-Phase (CFL-Phase). Bei
geringerem chemischen Potential verhindert die hohe Masse des Strange-Quarks ei-
ne CFL-Phase und die weniger symmetrische Two-Flavor-Color-Superconducting-
Phase (2SC-Phase) entsteht. Aufgrund der spontanen Brechung der Symmetrie
durch Diquark-Kondensate entstehen in der CFL-Phase Goldstonebosonen als mögli-
che Anregungen. Wir untersuchen die Möglichkeit der Kondensation dieser Goldsto-
nebosonen in pseudoskalaren Diquark-Kondensaten und stellen fest, dass ein großer
Teil der CFL-Phase durch eine CFL-Phase mit einem Kondensat aus neutralen Kao-
nen ersetzt wird. Des Weiteren untersuchen wir dieses Phasendiagramm im Detail
und beleuchten die Unterschiede zu vorherigen Phasendiagrammen, in denen nur
skalare Diquark-Kondensate berücksichtigt worden sind. Weiterhin untersuchen wir
den Effekt einer erhaltenen Leptonenzahl. Diese Situation ist von Interesse, da sie
bei Berücksichtigung von elektrischer Ladungsneutralität zur Kondensation von ge-
ladenen Kaonen führt.
Im zweiten Teil der Arbeit untersuchen wir den Einfluss der axialen Anomalie
auf das Zusammenspiel von chiralen Kondensaten und Diquark-Kondensaten, sowie
den dadurch entstehenden Effekt auf den chiralen Phasenübergang. Das Brechen der
axialen U(1)-Symmetrie wird im NJL-Modell üblicherweise durch eine Sechspunkt-
Wechselwirkung erreicht, dem sogenannten ’t Hooft-Term. Die Mean-field-Näherung
bewirkt allerdings, dass dessen Wirkung auf die chiralen Kondensate beschränkt
bleibt. Durch das Einführen einer transformierten Sechspunkt-Wechselwirkung er-
reichen wir, dass sich der Einfluss der U(1)A-brechenden Wechselwirkung auf den
Diquark-Sektor ausdehnt. Dieser Term gehört zu den vielen Termen mit passenden
Symmetrien, die im NJL-Modell eingefügt werden können. Motiviert wird dieser
Term durch eine Ginzburg-Landau-Analyse, in der gezeigt werden konnte, dass ein
vi Zusammenfassung
solcher Term zur Entstehung eines zweiten Endpunkts am Niedertemperatur-Ende
des chiralen Phasenübergangs führen kann. Die Parameter des NJL-Modells können
wir besser bestimmen als die Koeffizienten einer Ginzburg-Landau-Analyse. Außer-
dem können wir im NJL-Modell einfacher auch weniger symmetrische Situationen
behandeln. Damit erhalten wir einen Überblick über den Effekt der axialen Anomalie
auf die Phasenstruktur. Es zeigt sich, dass die 2SC Phase einen Crossover zwischen
chiral gebrochener Phase und CFL-Phase verhindert.
Im letzen Teil der Arbeit führen wir unsere Erkenntnisse aus den beiden voran-
gegangen Teilen zusammen und untersuchen die Auswirkungen der transformierten
Sechspunkt-Wechselwirkung auf das Phasendiagramm neutraler Quarkmaterie. Wir
sehen, dass die Entstehung eines Goldstoneboson-Kondensates unterdrückt wird,
da die transformierte Sechspunkt-Wechselwirkung die Kopplung im pseudoskalaren
Quark-Quark-Kanal schwächt.
1. Introduction
In all times mankind has been fascinated by stars, planets, nebula and other celestial
objects. The study of the objects in the sky is the oldest of the natural sciences.
The time and length scales needed to describe the origin and the movement of these
objects are among the largest in physics. On the other hand, many of the properties
of these large objects are determined by the behavior of the very small things in
nature. So is, for instance, the life cycle of a star a sequence of different nuclear
reactions. When all nuclear fuel is burned, the star may transform into a white dwarf
or, depending on its mass, collapse in a supernova explosion, forming a neutron star
or a black hole. Among these objects neutron stars are of particular interest, since
their properties might actually be connected to the smallest particles we know today,
the quarks.
Neutron stars are relatively small compared with other astrophysical objects but
extremely dense. Within a radius of about ten to fifteen kilometers they contain up
to two times the mass of our sun. Any denser system will collapse into a black hole.
The idea that there might exist stars which mainly consist of neutrons was formu-
lated in 1933 by Baade and Zwicky [1], shortly after the discovery of the neutron in
1932 [2]. It was not until 1967, that the first observation of a neutron star was made
accidentally by Hewish [3]. Today we know about 2000 neutron stars. Due to their
pulsating emissions of electromagnetic radiation we have very precise measurements
of their rotation frequencies. For some of the stars there are also measurements of
the masses, radii and temperatures. These measurements are not as accurate as one
would like them to be, hence they can give only rough restrictions for the equation
of state and the cooling behavior of a neutron star.
In a simple model we can describe the structure of a neutron star as four layers,
the outer crust, the inner crust, the outer core and the inner core, cf. Fig. 1.1. The
outer crust, which builds the neutron star’s surface, is a few hundred meters thick,
it mainly consists of ions and electrons. The electrons form a degenerate Fermi
gas and with increasing density the electron capture rate rises making the nuclei
more neutron rich. The transition to the inner crust can be defined by the neutron
drip point ρND, the density where neutrons start to drip out of the nuclei. Going
deeper into the neutron star a density is reached where neutrons are uniformly
distributed in space and no longer concentrated in the nuclei. This happens in a
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Figure 1.1.: Schematic sketch of the basic structure of a neutron star.
depth of about one to two kilometers where the density reaches approximately half
of nuclear saturation density (ρ0 = 0.16 fm
−3). When the individual nuclei have
disappeared, the resulting matter consists mainly of neutrons, electrons, muons and
a small fraction of protons. This region inside a neutron star is called the outer
core. These three layers of a neutron star can be described more or less successfully
by models based on data from nuclear experiments. However, we know very little
on the behavior of matter at the even larger densities occurring in the inner core.
Possible phenomena are the appearance of hyperons, pion and kaon condensates or
the existence of deconfined quarks.
Before going on with the possible quark core of a neutron star, we would like
to mention that this is a simplified picture of a neutron star’s structure and the
structure becomes more complicated when one considers the fast rotation of a neu-
tron star, where the crust and core may rotate with different velocities. Further
on there might be small liquid and plasma phases at the surface of the star called
ocean and atmosphere, which are relevant for the observed radiation spectrum. The
boundaries between the different layers and phases inside the neutron star may not
be sharp transitions, but mixed or inhomogeneous phases might be formed.
Back to the inner core; when nuclei or other baryons are compressed to very high
densities there is a point when they will start to overlap. From this simple picture
it is clear that, when it is no longer possible to distinguish the individual baryons,
one has to consider their internal degrees of freedom. In 1964 it was proposed by
3Gell-Mann [4] and Zweig [5] that quarks and gluons are these basic building blocks of
all hadrons. The interactions between quarks and gluons are described by quantum
chromodynamics (QCD). There are six different quark flavors in QCD: up, down,
strange, charm, bottom and top. But only the lightest three of them can be relevant
for the description of a neutron star’s core. Therefore we will neglect the charm,
bottom and top quarks completely and work with so-called three-flavor quark mat-
ter. Each quark carries one of three gauge charges, these charges are named colors
and they are labeled as red, green and blue. No colored object has ever been directly
observed, all measured particles are colorless (white) bound states of three quarks
(baryons) or quark-antiquark states (mesons)1. The absence of any free color charge
is one of the essential features of QCD, it is called “color confinement”. At large tem-
perature or chemical potential one assumes that a system undergoes a transition to
a deconfined phase which contains “free” quarks and gluons [6, 7]. Besides heavy-
ion collisions, the only known places in nature where deconfined quarks and gluons
might exist are the inner cores of neutron stars. By changing the energy scale also
the coupling strength varies, the so-called “running coupling”. On larger momenta
and shorter distances the coupling becomes weaker and vanishes at asymptotically
high momenta, this effect is called “asymptotic freedom” [8, 9]. The arbitrarily weak
coupling strength at short distances allows for a perturbative treatment of QCD at
these energies. On the other hand, the coupling grows at larger distances making
the perturbative approach useless and one has to use non-perturbative techniques,
models or lattice calculations (at zero chemical potential). Another important fea-
ture of QCD is the spontaneous breaking of chiral symmetry. Chiral symmetry is
the symmetry under which left-handed and right-handed fields transform indepen-
dently. Neglecting the small bare quark masses this symmetry is realized in the QCD
Lagrangian. However it is, in vacuum, spontaneously broken by the formation of
antiquark-quark condensates. This spontaneous symmetry breaking is accompanied
by the emergence of “Goldstone” bosons [10, 11, 12]. At high temperature and/or
large chemical potential chiral symmetry is expected to be restored.
One of the central objects of interest in many QCD studies is the QCD phase
diagram, the behavior of quark matter in dependence of temperature and chemical
potential. In Fig. 1.2 we show a simple sketch of the present-day standard picture
of the phase diagram. At small chemical potential and small temperature chiral
symmetry is spontaneously broken and hadrons are the relevant degrees of freedom.
There are strong indications from heavy-ion experiments and lattice calculations
that this changes smoothly at low chemical potential and at temperatures around
150 to 200 MeV, where quarks and gluons become the relevant degrees of freedom.
Going to (asymptotically) high chemical potentials and low temperatures we come
to a regime where perturbative QCD works. Here we know from first principles that
1Colorless bound states of more quarks and antiquarks might also be possible.
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Figure 1.2.: Schematic phase diagram showing today’s standard picture of the QCD
phase diagram .
deconfined quarks are weakly interacting and form a color superconductor. A color
superconductor is the QCD analog of an ordinary electromagnetic superconductor.
While in an electromagnetic superconductor the Cooper-pairs are formed from elec-
trons, the pairs in a color superconductor consist of quarks. Since there is only one
flavor of electrons in nature, there is no flavor structure involved in the formation of
Cooper-pairs in an electromagnetic superconductor. In contrast, the different quark
flavors allow for a large variety of pairing patterns in a color superconductor, this
can lead to a rich phase structure2. If there exist deconfined quarks in the inner core
of a neutron star, it is expected that they form a color superconductor, although the
chemical potential is not asymptotically high and the densities are more moderate.
A more detailed introduction on color superconductivity is given in Chapter 2.
In the region between zero and asymptotically high quark chemical potential per-
turbative and lattice QCD do not work and obtaining a phase diagram from the
Dyson-Schwinger approach is technically involved. In this situation one usually re-
lies on model calculations. Most of these model calculations show a first order phase
transition separating the hadronic phase from the quark-gluon plasma. To be con-
sistent with the lattice calculations this first order phase transition has to end at a
critical end point. Although this is the standard picture today, we can be relatively
sure that the phase diagram has a richer structure, especially at low temperatures
2Different spin configurations may lead to additional pairing patterns, also in the electromagnetic
superconductor.
5where inhomogeneous, quarkyonic3 or other structures might be realized. As a pos-
sible modification of the standard picture we will later discuss the appearance of a
second critical end point on the low-temperature end of the chiral phase transition.
In this work we will use the Nambu–Jona-Lasinio (NJL) model [14, 15] to in-
vestigate the phase structure of the color superconducting phase. The NJL model
has the same global symmetries as QCD and can be used as a model for QCD.
However, there are some important differences between QCD and the NJL model.
The NJL model is not a gauge theory, hence the local SU(3) gauge symmetry of
QCD has to be modeled by a global SU(3) color symmetry. Also the breaking of
the axial U(1) symmetry by quantum effects in QCD has to be put in by hand in
the NJL Lagrangian. Although the NJL model is not QCD, it provides a good way
to learn about the basic mechanisms and processes in a region of the phase diagram
where other methods are not applicable (perturbation theory, lattice QCD) or are
technically very involved (Dyson-Schwinger approach).
In this work we are interested in the phase structure of the color superconductor
indicated in Fig. 1.2 under the conditions of a neutron star’s core. Among the three
different quarks used in our NJL-type model, one species, the strange quarks, has
a significantly larger mass than the other quarks (up and down). It is this mass
difference that is responsible for most of the phase structures of color superconduct-
ing quark matter. At large quark chemical potentials, where the mass difference is
negligible, all quark flavors participate in the formation of the color superconduc-
tor (color-flavor locked (CFL) phase). At lower quark chemical potential, the mass
difference plays an important role and allows only up and down quarks to form
a color superconductor (two-flavor color superconductor, 2SC phase). These two
phases share the feature that they consist of scalar diquark condensates. The phase
diagram involving color superconducting phases with only scalar condensates has
been extensively studied [16, 17, 18, 19]. In the first part of the work we will extend
these investigations by also allowing for pseudoscalar condensates. The formation
of pseudoscalar condensates might be the result of the condensation of Goldstone
bosons. These Goldstone bosons originate from the symmetry breaking in the CFL
phase. This mechanism works in complete analogy to the spontaneous symmetry
breaking in the vacuum. The resulting Goldstone bosons (pseudoscalar mesons)
carry the same quantum numbers in vacuum and in the CFL phase. The Gold-
stone bosons are of interest since they allow the CFL phase to inherit some of their
properties. This enables the CFL phase to react to stress, induced, for example, by
charge neutrality or the large strange quark mass, by forming different Goldstone
boson condensates. Of particular interest is the formation of a K0 condensate since
it reduces the strangeness content of the system. Central in this part will be the
3There might be space in the phase diagram for a so-called quarkyonic phase. This phase is the
conceptual idea of a confined phase where the degrees of freedom combine the properties of
quarks and baryons (quarkyonic = quark + baryon) [13].
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resulting phase diagram of neutral quark matter, we will discuss its features and the
differences to the phase diagram containing only scalar condensates in detail.
In the second part we will extend the six-point interaction of our NJL-type model
to the diquark sector. Here we are motivated by results of a Ginzburg-Landau
analysis [20, 21, 22] predicting that such an interaction can lead to the appearance
of a low-temperature end point on the chiral phase transition. While the Ginzburg-
Landau analysis can only show the principle possibility of such a second end point, in
the NJL model we can investigate under what conditions such an end point exists.
Further on the Ginzburg-Landau analysis in Refs. [20, 21, 22] was done only for
a very symmetric situation: equal quark masses, equal diquark condensates, CFL
pairing. In our NJL model, on the other hand, we are able to study the role of
less symmetric pairing patterns, as well as the effect of a more realistic strange
quark mass. To compare the results with the Ginzburg-Landau analysis we will not
consider charge neutrality and possible Goldstone boson condensates in this part.
Goldstone bosons and charge neutrality come back into the game in the third
part. Here we will study the effect of extending the six-point interaction to the
diquark sector on the phase diagram of neutral quark matter and the condensation
of Goldstone bosons. The only previous results [21] on this topic are considerations
in the framework of a low-energy effective theory telling us that the Goldstone bosons
should become heavier. We are able to calculate the masses of the Goldstone bosons
explicitly within the NJL model. The Goldstone bosons masses directly effect the
phase structure.
This thesis is organized in the following way; after this introduction we will give
a short overview of color superconductors in Chapter 2 and introduce our NJL-
type model in Chapter 3. The phase diagram of charge neutral quark matter in
β-equilibrium with possible meson condensates is presented in Chapter 4, in this
context we also discuss the effects of a conserved lepton number as it may occur in
the very first moments of a neutron star’s life. In the next chapters we will study
the effect of the axial U(1) breaking on the color superconductor. At first we will
investigate the interplay between the chiral and diquark condensates and the effect
on the chiral phase transition (Chapter 5), and later (Chapter 6) study the effect
on kaon condensates and on the phase diagram under neutron star conditions. We
summarize and conclude in Chapter 7.
Parts of the results shown in the Chapters 4 and 5 have already been published
in Ref. [23] and Ref. [24].
2. Color superconductivity
In matter at high densities quarks and gluons are the relevant degrees of freedom.
As any fermionic system quarks form a superconductor if there is an attractive
interaction between them and the temperature is below a critical value. At these
low temperatures fermions form a degenerate liquid. For non-interacting particles,
the free energy, at zero temperature, is given by
Ω = E − µN (2.1)
with the total energy E, the particle number N and the chemical potential µ = EF .
Adding one particle to the system requires the energy EF and will therefore keep the
free energy unchanged. With an attractive interaction the creation of pairs lowers
the potential energy and it is preferable for the system to create as many fermion
pairs as possible from the quarks near the Fermi surface. The Cooper-pairs will
condense and create a gap in the excitation spectrum. With this gap creating a new
Cooper pair will cost some energy and the system stabilizes. This mechanism was
first described by Bardeen, Cooper and Schrieffer [25, 26] (BCS theory).
In quark matter, where at asymptotically high densities the one-gluon exchange1
and at more moderate densities instanton induced interactions are attractive, it is
unavoidable to form Cooper pairs. Since pairs of two quarks can not be color singlets
the color gauge symmetry is broken, hence the name “color superconductor”. For
reviews on color superconductivity see Refs. [27, 28, 29, 30, 31, 32, 33, 34, 35, 36,
16, 37, 38, 39].
In the system we want to describe, a neutron star, the energy scale is not so high
that charm, bottom and top quarks appear. Therefore we work only with the three
lightest flavors. These three flavor degrees of freedom allow for a large variety of
pairing patterns.
1The one-gluon exchange is attractive in the anti-triplet channel and repulsive in the sextet
channel. We will therefore consider the anti-triplet channel for the formation of a color super-
conductor.
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2.1. Pairing patterns in color superconductors
The Pauli principle limits the pairing to antisymmetric operators,
〈qO q〉 withO antisymmetric . (2.2)
To correspond to the attractive anti-triplet channel we choose the antisymmetric
Gell-Mann matrices λ2 λ5 and λ7 as operators in color space. Since we only include
the preferred spin-0 condensates the operator structure in Dirac space is limited to
the use of C (= i γ2 γ0) and Cγ5. To get an overall antisymmetric operator we use
the antisymmetric Gell-Mann matrices τ2, τ5 and τ7 for the flavor structure. With
these operators it is possible to define scalar
sAA′ = 〈qTCγ5τAλA′q〉 , A, A′ ∈ {2, 5, 7} (2.3)
and pseudoscalar
pAA′ = 〈qTCτAλA′q〉 , A, A′ ∈ {2, 5, 7} (2.4)
diquark condensates.
The two most important phases are the 2SC phase (two-flavor color supercon-
ducting) and the CFL (color-flavor locked) phase.
2.1.1. The two-flavor color superconducting phase
The two-flavor color superconducting (2SC) phase [40, 27, 41, 42] is the most simple
pairing pattern. Here only quarks of two flavors (usually up and down quarks) are
paired, forming scalar condensates. At a quark chemical potential where no strange
quarks exist or when the Fermi surfaces of the up/down and strange quarks have
a large separation, preventing the formation of pairs including strange quarks, the
2SC phase is realized. This situation can be described by
〈qαi Cγ5qβj 〉 ∝ ∆γ2SC ǫαβγǫij3 (2.5)
with the gap parameters ∆γ2SC and the color (flavor) indices α, β, γ (i, j) running
from 1 to 3. Beside using 1, 2 and 3 for the color indices, we will often refer to them
as “red” (1), “green” (2) and “blue” (3). The free color index γ shows an arbitrariness
in choosing the color structure of the 2SC phase.
Using the above defined condensates (Eq. (2.3)), 2SC-pairing leads to the scalar
diquark condensates
s2A′ = 〈qTCγ5τ2λA′q〉, A′ ∈ {2, 5, 7} . (2.6)
Usually a color rotation is used to rotate the condensates in the A′ = 2 direction
(meaning ∆γ2SC = ∆2SCδ
γ3 in Eq. (2.5)) leaving only the s22 condensate with a
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non-zero value. With this choice the blue quarks are not involved in the pairing
and therefore they do not develop a gap in their excitation spectrum. This makes
them responsible for all low-energy excitations and thereby also for the transport
properties. The 2SC pairing pattern breaks the QCD symmetry (assuming massless
up and down quarks and heavy strange quarks)
SU(3)color × SU(2)L × SU(2)R × U(1)B × U(1)S
→ SU(2)rg × SU(2)L × SU(2)R × U(1)B˜ × U(1)S . (2.7)
This symmetry breaking pattern gives rise to five massive gluons through the Ander-
son-Higgs mechanism [43, 44]. On the other hand all global symmetries are pre-
served. In the non-strange sector the baryon number symmetry is broken, but it
can be replaced with a “rotated” baryon number. The generator of this rotated
baryon number B˜ is a linear combination of the unrotated baryon number generator
B = 1 and the color generator λ8
B˜ = B −
√
3λ8 . (2.8)
This also rotates the generator Q = diagf (2/3, −1/3) of the electromagnetism into
Q˜ = Q− 1
2
√
3
τ8 . (2.9)
Therefore the 2SC phase is neither an electromagnetic superconductor nor a super-
fluid. Since some of the unpaired quarks carry non-zero Q˜ charge the 2SC phase is
a Q˜-conductor.
2.1.2. The color-flavor locked phase
In three-flavor quark matter where all quarks have the same mass the most sym-
metric pairing pattern is the color-flavor locked (CFL) phase [45]. As a result the
CFL phase is the ground state of three-flavor quark matter at asymptotically high
densities. The pairing can be described by
〈qαi Cγ5qβj 〉 ∝ ∆CFLǫαβAǫijA + ∆CFLκ
(
δαi δ
β
j + δ
α
j δ
β
i
)
(2.10)
with the color (flavor) indices α, β (i, j) running from 1 to 3 and the CFL gap
parameter ∆CFL. The first term on the right hand side of Eq. (2.10) transforms as
an anti-triplet and the second term as a sextet. It turns out, that κ is in general
non-zero but small [45, 46, 47], therefore we will neglect the sextet contribution in
the following, as it is usually done.
In the notation of the scalar diquark condensates (Eq. (2.3)), the (ideal) CFL
phase can be characterized by
s22 = s55 = s77 6= 0 . (2.11)
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These condensates break the original symmetry (for massless quarks)
SU(3)color × SU(3)L × SU(3)R × U(1)V → SU(3)color+V (2.12)
with the combined color-flavor locked symmetry
SU(3)color+V : q → eiθa(τa−λ
T
a )q . (2.13)
The breaking of the color gauge symmetry leads to massive gluons through the
Anderson-Higgs mechanism, while the breaking of the chiral symmetry gives rise to
pseudoscalar Goldstone bosons, which will be discussed in detail in Sect. 4.1. The
global baryon number symmetry is also broken making the CFL phase a superfluid
and giving rise to a massless scalar Goldstone boson. Electromagnetism survives as
a linear combination of the original generator Q = diagf (2/3,−1/3,−1/3) and the
color generators λ3 and λ8
Q˜ = Q− 1
2
λ3 − 1
2
√
3
λ8 . (2.14)
Two of the gluons mix with the original photon2, since the mixing angles are small
one says that the rotated gluons are the original gluons with a small admixture of
the photon, whereas the (massless) Q˜-photon is a combination of the original photon
with a small fraction of the gluons. Since there are no gapless Q˜-modes the CFL
phase is a Q˜ - insulator.
2.1.3. Other pairing patterns
The 2SC and the CFL phase are the two most important homogeneous phases.
If one neglects charge neutrality, they are the preferred phases at a very large,
respectively small, strange quark mass. At intermediate strange quark mass or
under the influence of charge neutrality other phases might be preferred. With
the condensates defined in Eq. (2.3) and Eq. (2.4) there are more combinations
possible than the presented 2SC and CFL pairing. In this work we will consider
the combinations of scalar and pseudoscalar diquark condensates given in Table 2.1.
We will discuss these phases in the context of the phase diagram of neutral quark
matter in Sect. 4.3, the CFL phase with meson condensates in Sect. 4.1.2 and the
p2SC phase in Sect. 4.3.3. In addition to the phases containing homogeneous spin-0
condensates there exists a large variety of possible pairing structures. These phases
are spin-1 pairing [40, 49, 50], inhomogeneous [51, 52, 53, 54] and mixed phases [55],
gluon condensation [56] and the formation of a meson supercurrent [57]. Although
these phases may also be realized in some parts of the phase diagram we neglect
them here for simplicity.
2In the chiral limit (mu = md = ms = 0) only the 8th gluon mixes with the photon [48].
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s22 s55 s77 p25 p52 p27 p72 p57 p75
2SC × - - - - - - - -
uSC × × - - - - - - -
p2SC × - - × - - - - -
CFL × × × - - - - - -
CFLK0 × × × × × - - - -
CFLK± × × × - - × × - -
CFLπ± × × × - - - - × ×
Table 2.1.: The different phases considered in this work, condensates taking a non-
zero value are marked by ×.
2.2. Gapless phases
In this section we will give a brief introduction on gapless [58] color superconducting
phases.
There are no different pairing patterns in gapless phases compared with the as-
sociated standard BCS solutions. The difference is manifested in the quasi-particle
dispersion relations. While in the standard BCS solution all quasi-particle modes
show an energy gap in their dispersion relation this is not the case in a gapless phase.
Here, for one or more modes the gap vanishes. With the gap gone a “blocking region”
emerges, this blocking region is the momentum space region between the two points
where the quasi-particle mode becomes zero. It is called blocking region, since for
the momenta inside this region no BCS pairing is possible. The vanishing gap has a
large effect on the low-energy behavior of the phase. The low-energy excitations of
a gapless mode have more similarities with the excitations in a non-superconducting
phase than with the ones of the gapped modes in the corresponding superconducting
phase.
A gapless phase is the result of shifted Fermi surfaces of the quarks in one pair.
This difference can come from requiring charge neutrality or from different masses
of the involved quarks.
In Fig. 2.1(a) we, exemplarily, show two modes from a gapless CFL phase (T =
0, µ = 460 MeV, no leptons present, in Sect. 4.3.1 we will discuss this situation
in detail), one of them fully gapped, one gapless with a blocking region between
p1 = 368 MeV and p2 = 473 MeV. These modes are associated with the pairing
of blue down (bd) and green strange (gs) quarks. Figure 2.1(b) shows the occupa-
tion numbers f(p)f,c for the involved quarks, also at T = 0, µ = 460 MeV. The
occupation number relates to the number density in the following way
nf,c ∝
∫
d3p f(p)f,c . (2.15)
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Figure 2.1.: The modes associated with bd–gs pair in a gapless CFL phase (a) and
the related occupation number (b), for blue down quarks in the upper
and for green strange quarks in the lower part.
For all momenta outside the blocking region we see the same occupation number for
the blue down and the green strange quarks, allowing for the formation of BCS-pairs.
Close to the blocking region we see that, even neglecting the blocking region, the
occupation number is not the step function as one would get for unpaired fermions,
but it gets smeared out due to the pairing. In the vicinity of the Fermi-momentum
we find the blocking region. In the CFL phase the shifted Fermi surfaces originate
from the large strange quark mass. As a result there are no green strange quarks
present in the blocking region, while all states for blue down quarks are occupied by
unpaired quarks.
In the context of color superconductivity gapless phases where first discussed in
the 2SC phase [59, 60] and later in the CFL phase [61, 62, 63, 64]. These studies show
that gapless phases may suffer from chromomagnetic instabilities, the emergence of
imaginary Meissner masses. These instabilities hint to an energetically preferred,
unknown ground state.
3. The Nambu–Jona-Lasinio model
In the context of color superconductivity the Nambu–Jona-Lasinio (NJL) model is
frequently used. Invented in 1961, before QCD, by Yoichiro Nambu and Giovanni
Jona-Lasinio [14, 15] to model the nucleon-nucleon interaction, it was later used to
describe effective quark-quark interactions [65, 66, 67] (for reviews see e.g. [68, 69,
70, 16]).
The NJL model has the same global symmetries as QCD, it successfully describes
the spontaneous breaking of chiral symmetry, the appearance of Goldstone bosons
and parts of the meson mass spectrum. However, the NJL model is not a gauge
theory, it does not include gauge bosons and can not describe confinement. For the
study of color superconductivity this lack of confinement is of minor importance
since color superconductors can only exist in the deconfined phase. By adding a
Polyakov loop potential [71] one can model the deconfinement transition. Since
the parameters of the Polyakov loop potential have been fitted to lattice results
at zero quark chemical potential, this gives good results in the crossover region
at large temperature and low quark chemical potential. However, it is not even
clear if the Polyakov loop, with this parameterization, can give useful results at low
temperatures and large quark chemical potentials. On the other hand, we work at
large quark chemical potential where quark matter is expected to be deconfined1,
therefore it is not necessary to include the Polyakov loop in our calculations.
The NJL model is not renormalizable, therefore one has to regularize momentum
integrals. There are several methods for doing this, each method has its advantages
and disadvantages. But for most applications it is sufficient to use a sharp cutoff
for the three-momentum, as we will do here.
In this chapter we will introduce the model in the form it is used in Refs. [16,
17, 18, 19]. We use this form as our starting point and will add the treatment of
pseudoscalar condensates in Chapter 4 and extend the six-point interaction to the
diquark sector in Chapter 5. The principle way of handling the model will not be
affected by these extensions, therefore we show the general strategy here with the
“basic version” of the model.
1Admittedly, this is an assumption, it excludes the formation of a quarkyonic phase, where the
“opposite” assumption is needed. Our assumption allows free quarks to exists at all quark
chemical potentials above the chiral phase transition.
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3.1. Lagrangian
The Lagrangian for the NJL-type model we use reads
L = q¯(i∂/− mˆ+ γ0µˆ)q + L(4)χ + L(4)d + L(6)χ . (3.1)
It is based on Lagrangians used in Refs. [16, 17, 18]. The quark field q has three color
(r, g, b) and three flavor (u, d, s) degrees of freedom. The current quark masses enter
through the diagonal mass matrix mˆ = diagf (mu,md,ms) and the quark chemical
potentials through the diagonal matrix µˆ (more details on µˆ are given in Sect. 3.5).
The interaction terms in Eq. (3.1) contain four-point interactions as well as a six-
point interaction.
3.1.1. Four-point interactions
The term
L(4)χ = G
8∑
a=0
[
(q¯τaq)
2 + (q¯iγ5τaq)
2] (3.2)
is the usual NJL four-point interaction in the quark-antiquark channel, the first term
describes scalar interactions and the second one pseudoscalar interactions.
In the quark-quark channel the interaction reads
L(4)d = H
∑
A,B=2,5,7
[ (
q¯iγ5τAλBCq¯
T
) (
qTCiγ5τAλBq
)
+
(
q¯τAλBCq¯
T
) (
qTCτAλBq
) ]
.
(3.3)
As before τa (λa) are the Gell-Mann matrices acting in flavor (color) space with τ0 =√
2/31. C = iγ2γ0 is the charge conjugation operator, G and H are dimensionful
coupling constants. The first term in Eq. (3.3) describes scalar, the second one
pseudoscalar interactions in the color anti-triplet, flavor anti-triplet quark-quark
channel. To respect chiral symmetry it is important to include both terms, although
we first only consider scalar diquark condensates and introduce the pseudoscalar
diquark condensates later.
The four-point interactions (Eq. (3.2) and Eq. (3.3)) are invariant under U(3)R×
U(3)L transformations. To break the U(1)A symmetry we add a six-point interaction
term.
3.1.2. Six-point interaction
It was shown in 1970 by Kobayashi and Maskawa that the η – η′ mass splitting
could be explained by a six-point interaction of determinantal form that breaks the
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U(1) axial symmetry [73, 74]. Later, in 1976, ’t Hooft related the form of this six-
point interaction term to the instanton interaction [75]. The term is therefore called
’t Hooft or Kobajashi–Maskawa–’t Hooft interaction, it reads
L(6)χ = −K {detf [q¯ (1 + γ5) q] + detf [q¯ (1− γ5) q]} , (3.4)
where the determinant detf has to be taken in flavor space and K is a dimensionful
coupling constant. This term connects three incoming fields with three outgoing
fields. It can couple three quark-antiquark channels like (u¯u)(d¯d)(s¯s) or one quark-
quark channel to one antiquark-antiquark channel and one quark-antiquark channel,
e.g. (ud)(u¯d¯)(s¯s). However only the first case will survive the mean-field (Hartree)
approximation we apply later. We will continue at this point in Chapter 5, where
we will extend the six-point interaction to also allow for the coupling of quark-quark
channels in mean-field approximation.
3.2. Mean-field approximation
In the following we will work in mean-field approximation. Since we are not inter-
ested in critical phenomena this is a valid approximation.
For the mean-field approximation we introduce the quark-antiquark condensates
φf = 〈q¯fqf〉, f ∈ {u, d, s} , (3.5)
and the scalar
sAA = 〈qTCγ5τAλAq〉 , A ∈ {2, 5, 7} (3.6)
diquark condensates. Other possible scalar and all pseudoscalar condensates are, so
far, neglected. Using these condensates we linearize the Lagrangian (Eq. (3.1)) with
XY ≈ 〈X〉Y +X〈Y 〉 − 〈X〉〈Y 〉 (3.7)
XY Z ≈ 〈X〉〈Y 〉Z + 〈X〉Y 〈Z〉+X〈Y 〉〈Z〉 − 2〈X〉〈Y 〉〈Z〉 (3.8)
and obtain the mean-field Lagrangian
LMF = Ψ¯S−1Ψ− V . (3.9)
To write the Lagrangian in this compact form we use Nambu–Gorkov spinors
Ψ =
1√
2
(
q
Cq¯T
)
, Ψ¯ =
1√
2
(
q¯, qTC
)
, (3.10)
and the inverse propagator in momentum space
S−1(p) =
(
p/+ µγ0 − Mˆ
∑
A ∆
(s)
AA τA λA γ5
−∑A ∆(s)⋆AA τA λA γ5 p/− µγ0 − Mˆ
)
. (3.11)
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Due to 4 Dirac, 3 flavor, 3 color and 2 Nambu-Gorkov degrees of freedom this is a
72 by 72 matrix.
On the diagonal of the matrix Mˆ we find the dynamical quark masses
Ma = ma − 4Gφa +Kφbφc . (3.12)
Here (a, b, c) is any permutation of (u, d, s).
Furthermore the off-diagonal elements in Nambu-Gorkov space of the inverse prop-
agator (Eq. (3.11)) include
∆
(s)
AA = −2H sAA . (3.13)
All terms that do not depend on the fields are collected in the constant term
V =2G (φ2u + φ2d + φ2s)− 4Kφuφdφs + ∑
A=2,5,7
H|sAA|2 . (3.14)
3.3. Thermodynamic potential
To obtain the phase structure of the color superconductor the central object of in-
terest is the thermodynamic potential. Here we will change our definition of the
thermodynamic potential and from now on actually mean the thermodynamic po-
tential per volume when stating “thermodynamic potential”. This is defined by
Ω ≡ T
V
lnZ . (3.15)
For a consistent description of a neutron stars interior we also include massless
electrons and massive muons in our system
Ω = Ωquark + Ωelectron + Ωmuon . (3.16)
For the construction of a phase diagram we minimize the thermodynamic potential
in the presence of different condensates and compare the pressure p = −Ω of the
different phases. The phase with the highest (lowest) pressure (thermodynamic
potential) is realized.
3.3.1. Thermodynamic potential of the quarks
From the linearized Lagrangian (Eq. (3.9)) the mean-field thermodynamic potential
for the quark part of the system can be written as
Ω (T, {µi})quark = −T
∑
n
∫
d3p
(2π)3
1
2
Tr ln
(
S−1 (iωn, ~p, {µi})
T
)
+ V , (3.17)
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with the fermionic Matsubara frequencies ωn = (2n + 1)πT . After applying the
relation Tr lnS−1 = ln detS−1 the determinant of the inverse propagator can be
transformed
detS−1 = det
(
γ0γ0S
−1
)
= det γ0 det
(
γ0S
−1
)
= det
(
γ0S
−1
)
. (3.18)
It is useful to split the inverse Propagator in two parts
γ0S
−1 (iωn, ~p) = iωn − A (~p) (3.19)
and calculate the determinant as the product of the eigenvalues
det
S−1
T
=
1
T 72
72∏
1
(iωn − ǫ(~p)) , (3.20)
where ǫi are the 72 eigenvalues of A. This, and the fact that each eigenvalue has a
partner with the same magnitude but opposite sign, enables us to use the relation [76]
∞∑
n=−∞
ln
[ 1
T 2
(
ω2n + ǫ
2
) ]
=
|ǫ|
T
+ ln
[
1 + exp
(
−|ǫ|
T
)]
(3.21)
to evaluate the Matsubara sum analytically. Since the numerical algorithms for
finding eigenvalues scale badly with the size of the matrix it is advantageous to
decompose the large 72× 72 matrix into smaller blocks.
One observes that each eigenvalue of A (and thereby of S−1) is twofold degenerate.
This degeneracy comes from the two possible spin states. We exploit this feature
to halve the dimension of our eigenvalue problem by decomposing S−1 into two
matrices S−1+ and S
−1
− using the spin-projectors
P± =
1
2
(
1± σipi
)
, i ∈ {1, 2, 3} (3.22)
with the Pauli-matrices σi and write
γ0S
−1 = P+S
−1
+ + P−S
−1
− . (3.23)
The determinant of the matrices S−1+ and S
−1
− are equal [77]
detS−1+ = detS
−1
− , (3.24)
so that it is sufficient to calculate only one of them.
The remaining 36× 36 matrix can be brought into a block diagonal form, the size
of these blocks depends on the phase structure. This leads to four 4 × 4 and ten
2× 2 blocks in the 2SC, two 6× 6, four 4× 4 and four 2× 2 blocks in the uSC and
one 12× 12 block and six 4× 4 blocks in the CFL phase.
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3.3.2. Thermodynamic potential of the leptons
Beside quarks we also include two kinds of leptons2 in our system, massless electrons
and massive muons
me = 0.0 MeV , (3.25)
mµ = 105.66 MeV . (3.26)
Neglecting the mass of the electron, which actually is 511 keV, can only have an
effect when the temperature and the chemical potential for the electrons both are
small. Later, in our analysis of gapless CFL/CFLK0 phases (Sect. 4.3.1), we will
encounter such a situation and comment on the choice of zero electron mass.
We treat the leptons as a non-interacting gas of fermions where the thermody-
namic potential is given by
Ωleptons = −2T
∑
l∈{e−, µ}
∑
±
∫
d3p
(2π)3
ln
[
1 + exp
(
−El ± µl
T
)]
(3.27)
with El =
√
~p2 +m2l . The charged leptons are sensitive to the lepton number
chemical potential µLl and the electric charge chemical potential µQ,
µl = µLl − µQ . (3.28)
A neutron star is transparent for neutrinos, therefore lepton number is not a con-
served quantity. Hence for most of this work we will use µLl = 0. Lepton number
might only be conserved in the very first moments of a neutron star’s existence, we
will comment on this situation in Sect. 4.4.
3.4. Gap equations
The ground state is the minimum of the thermodynamic potential and is fulfilling
the so called gap equations
∂Ω
∂∆
(s)
AB
= 0 and
∂Ω
∂φi
= 0 (3.29)
for all condensates.
2The τ -lepton is much heavier than any energy scale in the system, so that we can neglect it
safely.
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The derivative of the quark thermodynamic potential with respect to a condensate
X is given by
∂
∂X
Ωquark = −T
∑
n
∫
d3p
(2π)3
1
2
Tr

Sγ0
(
∂
∂X
γ0S
−1
)
︸ ︷︷ ︸
Γ

+ ∂V∂X . (3.30)
We diagonalize S−1
S−1 = γ0U DU
† (3.31)
with the diagonal matrix Dkl = (iωn + ǫk) δkl with the eigenvalues ǫk of A and get
the propagator
S = U D−1U †γ0 (3.32)
and after a cyclic permutation we write
∂
∂X
Ωquark = −T
2
∑
n
∫
d3p
(2π)3
Tr

D−1 U †ΓU︸ ︷︷ ︸
Γ˜

+ ∂V
∂X
(3.33)
= −T
2
∑
n
∫
d3p
(2π)3
72∑
j=1
1
iωn + ǫj
(
Γ˜
)
jj
+
∂V
∂X
. (3.34)
The residue theorem gives us the useful relation
−
∑
n
f ((2n + 1)πi) =
∮
C
dx
2πi
f(x)
ex + 1
, (3.35)
where the closed path C encloses all poles on the imaginary axis. We use Eq. (3.35)
to turn the Matsubara-sum into an integral
∂
∂X
Ωquark =
1
2
∮
dz
2πi
∫
d3p
(2π)3
72∑
j=1
1
z + ǫj
(
Γ˜
)
jj
1
ez/T + 1
+
∂V
∂X
. (3.36)
By bending the integration path outwards, so that it only encloses one pole at z =
−ǫj, and by applying the residue theorem again we can evaluate the z-integration
∂
∂X
Ωquark =
1
2
∫
d3p
(2π)3
72∑
j=1
(
Γ˜
)
jj
1
e−ǫj/T + 1
+
∂V
∂X
. (3.37)
For the numerical calculations it is beneficial to decompose the 72×72 matrices into
the small blocks mentioned in Sect. 3.3.1.
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3.5. Neutron star constraints
In this work we are interested in quark matter, particular color superconducting
matter, under the conditions of a neutron star’s inner core. That implies electric
and color charge neutrality as well as equilibrium concerning weak processes, namely
β-equilibrium.
3.5.1. Charge neutrality
A neutron star is an electric and color charge neutral object. All particles in the
system (quarks and leptons) carry electric charge, we therefore introduce an electric
charge chemical potential µQ, that will be adjusted to make the system electrically
neutral.
QCD requires that the neutron star is in a color singlet state, but since we are not
working in a gauge theory we will only require color neutrality, meaning an equal
amount of red (nr), green (ng) and blue (nb) color charges. It has been shown that
there is no significant difference in the free energy between a color singlet and a
color neutral state in the thermodynamic limit [78]. For this purpose we use the
two color charges
n3 = nr − ng , (3.38)
n8 =
1√
3
(nr + ng − 2nb) , (3.39)
and introduce the corresponding color charge chemical potentials µ3 and µ8. With
these charge chemical potentials and the quark number chemical potential3 µ we
can write the diagonal chemical potential matrix µˆ in our Lagrangian (Eq. (3.1)) as
µˆ = µ+ µ3λ3 + µ8λ8 + µQQˆ (3.40)
with the electric charge matrix in flavor space Qˆ = diagf (2/3,−1/3,−1/3). The
components of this matrix give the chemical potentials for the individual quarks
(µf,c).
To have a charge neutral ground state we tune the charge chemical potentials
µ3, µ8 and µQ so that the charges
n3 = − ∂Ω
∂µ3
, n8 = − ∂Ω
∂µ8
and nQ = − ∂Ω
∂µQ
(3.41)
3We will often refer to the quark number chemical potential as quark chemical potential even
though the chemical potential for the individual quark might differ from µ due to the neutrality
constrains.
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vanish. Further on we check that there is no color charge hidden in the off-diagonal
charge densities
ni =
∂Ω
∂µi
, i ∈ {1, 2, 4, 5, 6, 7} . (3.42)
It has been shown that, for some pairing patterns, color charges from n3 and n8
get rotated in off-diagonal charges [79]. Since all color charge has to vanish this
situation has to be avoided, or one has to include additional, off-diagonal color
charge chemical potentials (µi), that eliminate these charges.
3.5.2. β equilibrium
The time scale of the existence of a neutron star is much longer than any scale for
strong or weak processes, therefore the star’s matter content is in the ground state.
Hence, there are no processes that lower the free energy and therefore the β decay
and its inverse process need to be in equilibrium. For quark matter this means the
reaction rates
uc + l⇄ dc + νl , (3.43)
uc + l⇄ sc + νl (3.44)
need to equilibrate, with the charged leptons l ∈ {e−, µ, τ}. On the level of chemical
potential this equilibrium means
µu, c + µl = µd, c + µνl , (3.45)
µu, c + µl = µs, c + µνl . (3.46)
With the neutrinos only sensitive to the lepton number chemical potential and µl
from Eq. (3.28), β equilibrium manifests in the relations of the chemical potentials
µu − µQ = µd , (3.47)
µu − µQ = µs . (3.48)
We made sure that these relations are automatically fulfilled by choosing one com-
mon quark number chemical potential in Eq. (3.40) and not individual chemical
potentials for the different quark flavors.
3.6. Parameters
The Lagrangian (Eq. (3.1)) contains six parameters, the three bare quark masses
(mu, md, ms), the two four-point coupling constants (G, H) and the six-point cou-
pling constant (K). Further on, since the NJL model is not renormalizable, we need
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to regularize the momentum integrals. Therefore we use a sharp three-momentum
cut-off (Λ).
The parameters not connected to quark-quark interactions can be fitted to mea-
sured meson masses and decay constants in vacuum [80]
mu = md = 5.5 MeV ,
ms = 140.7 MeV ,
Λ = 602.3 MeV ,
G = 1.835/Λ2 ,
K = 12.36/Λ5 . (3.49)
The values for the diquark coupling constant H can not be deduced from vacuum
meson properties. By performing a Fierz transformation of the one-gluon exchange
term one can relate the diquark coupling to the quark-antiquark coupling [16], ob-
taining H = 3/4G. Since there is no more rigid method for the determination of H
also other values are used for it. To get an impression how the color superconductor
reacts to changes of the diquark coupling, we will also use H = G.
Sometimes, we are interested in the situation of equal bare quark masses, then
we set ms also to 5.5 MeV and adjust the coupling G in a way that the dynamical
vacuum quark mass for the up and down quarks remains at Mu/d = 367.6 MeV.
This method gives G = 1.918/Λ2.
For easier reference we define different sets of parameters. Combining the values
from Eq. (3.49) with H = 3/4G we call set I. The same set for equal bare quark
masses, hence ms = 5.5 MeV and G = 1.918/Λ2 is named set II. Set III is the
same as set I but with the stronger diquark coupling (H = G). An overview of all
parameter sets used in this work is given in Table B.1 in Appendix B.
4. Goldstone boson condensation
In this chapter we will discuss the condensation of Goldstone bosons in the color-
flavor locked (CFL) phase for electric and color charge neutral quark matter. The
CFL phase was introduced in Chapter 2 as a very symmetric way of forming quark
pairs. If all quarks have the same Fermi momenta this works well and therefore
CFL is the preferred pairing pattern at asymptotically high densities in three-flavor
quark matter [47, 82]. But at more “moderate” densities, relevant for the description
of a neutron star’s inner core, the mass of the strange quark has a value comparable
to the quark chemical potential and can not be neglected. The strange quark mass
then shifts the Fermi surfaces and BCS pairing is only possible as long as the gain in
condensation energy is larger than the energy needed to readjust the Fermi surfaces.
There are different possibilities how the system can react when simple BCS pairing
is no longer possible. Here we will investigate the formation of a K0 condensate in
the CFL phase. Although we focus on the condensation of Goldstone bosons it is
unavoidable to consider also gapless phases.
The K0 carries negative strangeness (−1) and so it can reduce the strangeness
content of the system, allowing for CFL pairing at lower quark chemical potential.
The CFL phase is charge neutral by itself and the condensation of the neutral K0 will
clearly not change this. However in situations where it is preferable for the system
to have a charged quark part (neutrino trapping, mixed phases), the condensation
of charged Goldstone bosons (K±, π±) may occur.
In the following section we will calculate the masses of the relevant Goldstone
bosons and calculate the phase diagram of electric and color charge neutral quark
matter taking the condensation of Goldstone bosons into account.
4.1. Goldstone bosons in the CFL phase
As already mentioned in Sect. 2.1.2, the presence of the diquark condensates in the
CFL phase breaks the original
SU(3)color × SU(3)L × SU(3)R × U (1)V (×UA (1)) (4.1)
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symmetry1 to a remaining combined color and flavor
SU(3)color+V (×Z2) , SU(3)color+V : q → eiθa(τa−λ
T
a )q , (4.2)
symmetry. The breaking of chiral symmetry gives rise to eight pseudoscalar Gold-
stone bosons. One additional pseudoscalar Goldstone boson comes from the breaking
of the axial UA(1) symmetry. The breaking of the baryon number symmetry U (1)V
leads to one scalar Goldstone boson.
At low energies, where the Goldstone modes are the only relevant degrees of
freedom, it is possible to use the so-called low-energy effective theory [85, 86, 87] to
study the features of the Goldstone bosons. The first prediction of a K0 condensate
in the CFL phase was made in this framework [88, 89].
4.1.1. Masses of Goldstone bosons
The masses of the Goldstone bosons in CFL phase within the NJL model can be
calculated by solving the Bethe-Salpeter equation [90]
Tˆ = Kˆ + KˆJˆTˆ . (4.3)
This has be done in the chiral limit in Refs. [94, 95] and for static quark masses in
Refs. [91, 92, 93]. We will add the self-consistent treatment of the quark masses to
obtain the exact result for our model.
To write Eq. (4.3) as a matrix equation we need the scattering vertices. For the
quark-antiquark part this is the situation described in Refs. [68, 69, 80], with the
specialty that we work in Nambu-Gorkov space and need to convert the vertices
according to
Γ → (Γ)NG ≡
(
Γ 0
0 −CΓTC
)
. (4.4)
From the Lagrangian we extract the pseudoscalar operators for the quark-quark
interaction
Γp↑AA′ ≡
(
0 τA λA′
0 0
)
, Γp↓AA′ ≡
(
0 0
τA λA′ 0
)
. (4.5)
To shorten the notation we define2
Γ¯i ≡ γ0Γ†iγ0 , (4.6)
which basically flips the direction of the arrow in the vertices (Eq. (4.5)).
1U(1)A is a classical symmetry of the QCD Lagrangian, but in QCD it is broken by quantum
effects [83, 84], in the NJL model this symmetry is explicitly broken by the six-point interaction
(Eq. (3.4)).
2The γ0’s will only be needed for the scalar counterparts of Eq. (4.5).
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Modes with the same quantum numbers will mix, we therefore have to consider
three vertices for each mode we are interested in [96, 97, 91]
π+ :
1
2
√
2
(τ1 + iτ2) , Γ
p↑
57, Γ
p↓
75 , (4.7)
π− :
1
2
√
2
(τ1 − iτ2) , Γp↑75, Γp↓57 , (4.8)
K+ :
1
2
√
2
(τ4 + iτ5) , Γ
p↑
27, Γ
p↓
72 , (4.9)
K− :
1
2
√
2
(τ4 − iτ5) , Γp↑72, Γp↓27 , (4.10)
K0 :
1
2
√
2
(τ6 + iτ7) , Γ
p↑
25, Γ
p↓
52 , (4.11)
K¯0 :
1
2
√
2
(τ6 − iτ7) , Γp↑52, Γp↓25 . (4.12)
States related to quark-antiquark scattering we will call q¯q meson states and states
related to quark-quark scattering CFL mesons. However these states can not be
separated clearly in the CFL phase since they mix. In vacuum such a mixing is not
possible since these states carry different baryon numbers, but in the CFL phase the
baryon number symmetry is broken.
Now we can write
Tˆ = Γ¯iTijΓj , (4.13)
Kˆ = Γ¯iKijΓj . (4.14)
The scattering kernel for the quark-antiquark scattering can directly be taken from
the literature (e.g. Ref. [80])
(Kπ±)ij = 2
(
G− 1
2
K〈s¯s〉
)
δij for the pion modes , (4.15)
(KK±)ij = 2
(
G− 1
2
K〈d¯d〉
)
δij for the charged kaons modes , (4.16)
(
KK0,K¯0
)
ij
= 2
(
G− 1
2
K〈u¯u〉
)
δij for the neutral kaon modes . (4.17)
The scattering kernel for the quark-quark scattering is
(Kqq)ij = 4Hδij . (4.18)
The second crucial ingredient for the Bethe-Salpeter equation (Eq. (4.3)) is the
polarization loop
Jij (q) = −T
∑
n
∫
d3k
(2π)3
1
2
Tr
[
Γ¯iS (k + q) ΓjS (k)
]
. (4.19)
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Where k = (iωn, ~k)T contains the fermionic Matsubara frequency ωn and the three-
momentum ~k. Interested in the mass of a zero-momentum meson we set q =
(iωm, ~q = 0)
T where ωm is a bosonic Matsubara frequency.
Since we always have three operators that mix, the T-matrix is a 3 × 3 - matrix
in operator space and can be written as
T (q) = K [1 − J (q)K]−1 . (4.20)
To extract the mass and chemical potential we solve for the poles of T (q)
det [T (q)]−1 = det
{
[1 − J (q)K]K−1} = 0 . (4.21)
In the vicinity of the poles we can parameterize a mode as a free boson with the
mass mi and the chemical potential µi (for zero three-momentum)
T (q)i ∝ 1
(q0 + µi)2 −m2i
. (4.22)
With the locations of two poles, ω1 and ω2, for a mode we can extract the mass
mi =
1
2
(ω1 − ω2) (4.23)
and the chemical potential
µi = −1
2
(ω1 + ω2) . (4.24)
4.1.2. The condensation point
As already mentioned above we expect the CFL phase to develop aK0 condensate at
moderate densities to reduce the strangeness content of the system. In this section
we will study the onset of kaon condensation in the CFL phase exemplarily for one
point of the phase diagram and present a full phase diagram for neutral quark matter
in the next section.
For our investigation we choose3 µ = 500 MeV and T = 0.1 MeV. If one neglects
pseudoscalar condensates, this point lies deep in the CFL phase [17, 18]. At this
point we solve the gap equations Eq. (3.29) and the neutrality conditions Eq. (3.41)
for the charge neutral CFL solution with self-consistent dynamical quark masses and
then use the Bethe-Salpeter equation to construct the meson masses and chemical
potentials. Interpolating4 between the parameter sets I and II we get the meson
masses and chemical potentials as functions of the bare strange quark mass, shown
in Fig. 4.1. Comparing the mass and the chemical potential for the K0 (K+) me-
son, Fig. 4.2(a), we see that for bare strange quark masses larger than 63.6 MeV
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Figure 4.1.: The mass (a) and the chemical potential (b) of the Goldstone bosons
(K0, K¯0, K+, K−, π+, π−) in the CFL phase at µ = 500 MeV, T =
0.1 MeV as functions of the bare strange quark mass. (Interpolation
between parameter sets II and I.)
the chemical potential exceeds the meson mass and K0 (K+) condensation is pos-
sible. The condensation of electrically charged kaons will not take place under the
neutrality conditions in the charge neutral CFL phase, since the electric charge of
the kaons needs to be compensated by leptons and the necessary electric charge
chemical potential prevents the charged kaons from condensing.
It is also possible to find the condensation point by looking for the appearance of
pseudoscalar diquark condensates. We will discuss this in detail in the next section.
As a preview Fig. 4.2(b) shows the values of the pseudoscalar diquark condensates
associated with K0 condensation in dependence of the bare strange quark mass.
The results for the condensates are obtained by solving the gap equations and give,
independently, also a value of ms = 63.6 MeV for the onset of K0 condensation.
4.2. Pseudoscalar diquark condensates
Besides mentioning the possible existence of pseudoscalar diquark condensates in
Sect. 2.1, up to this point we have only used scalar diquark condensates. In this
section we will show the connection of the pseudoscalar condensates to the conden-
sation of Goldstone bosons and modify the mean-field Lagrangian (Eq. (3.9)) so that
we can treat the pseudoscalar diquark condensates in the same way as the scalar
condensates.
3The small but nonzero temperature simplifies the numerical evaluation.
4See Appendix B for details on this interpolation between parameter sets.
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Figure 4.2.: The onset of K0/K+ condensation by increasing the strange quark mass
in the CFL phase at µ = 500 MeV and T = 0.1 MeV with the meson
mass and chemical potential (a) or the appearance of pseudoscalar con-
densates (b). (Interpolation between set II and I.)
As a reminder (Eq. (2.4)), we use
pAA′ = 〈qTCτAλA′q〉 , A, A′ ∈ {2, 5, 7} (4.25)
for the pseudoscalar diquark condensates.
4.2.1. Axial flavor transformations
The first investigations on the Goldstone boson condensation in the CFL phase
within the NJL model were done by making use of axial flavor rotations [98, 99]. In
the chiral limit the symmetry Eq. (4.1) is exact. Then the axial flavor transforma-
tions, where the quark field q is transformed as
q → exp
(
iθa
τa
2
γ5
)
, (4.26)
connect a continuous set of ground states. Applying one of the transformations
(Eq. (4.26)) rotates one or more of the the scalar diquark condensates (s22, s55, s77)
into pseudoscalar condensates (pAA′).
In the more realistic situation, where Eq. (4.1) is not an exact symmetry, the
CFL phase may become unstable and a phase with non-zero values of pAA′ might
be preferred. This corresponds to the condensation of Goldstone bosons. According
to their quantum numbers one can connect the transformations with pseudoscalar
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mesons:
a = 1, 2 charged pions: π+, π− ,
a = 4, 5 charged kaons: K+, K− ,
a = 6, 7 neutral kaons: K0, K¯0 ,
a = 0, 3, 8 hidden flavor mesons: π0, η, η′ .
Since the hidden flavor mesons (π0, η, η′) are not sensitive to the chemical potentials
relevant in this study we will neglect them.
For the electrically and strangeness charged modes the rotations transform the
scalar diquark condensates in the following way:
π+, π− : s′22 = s22 (4.27)
s′55 = cos
θ
2
s55 p
′
75 = i sin
θ
2
(
θˆ1 − iθˆ2
)
s55
s′77 = cos
θ
2
s77 p
′
57 = i sin
θ
2
(
θˆ1 + iθˆ2
)
s77
K+, K− : s′22 = cos
θ
2
s22 p
′
72 = i sin
θ
2
(
θˆ4 − iθˆ5
)
s22 (4.28)
s′55 = s55
s′77 = cos
θ
2
s77 p
′
27 = i sin
θ
2
(
θˆ4 + iθˆ5
)
s77
K0, K¯0 : s′22 = cos
θ
2
s22 p
′
52 = i sin
θ
2
(
θˆ6 − iθˆ7
)
s22 (4.29)
s′55 = cos
θ
2
s55 p
′
25 = i sin
θ
2
(
θˆ6 + iθˆ7
)
s55
s′77 = s77
with θ =
√
θ2a + θ
2
a′ and θˆa = θa/θ. When Eq. (4.1) is not an exact symmetry
the rotation (Eq. (4.26)) does not give the exact ground state of the system. In
this case one has to solve the gap equations (Eq. (3.29)) for both the scalar and
pseudoscalar condensates and calculate the pressure. For that it is necessary to
include the pseudoscalar diquark condensates in the thermodynamic potential.
4.2.2. Including pseudoscalar diquark condensates
In analogy to the scalar diquark gap parameter (Eq. (3.13)), we define the gap
parameter for the pseudoscalar diquark condensates as
∆
(p)
AB = −2H pAB . (4.30)
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The evaluation of the thermodynamic potential and the gap equations work in com-
plete analogy to the procedure presented in Sect. 3.3 and Sect. 3.4. The pseudoscalar
diquark condensates give a contribution to the inverse propagator, cf. Eq. (3.11),
S−1(p) =

 p/+ µγ0 − Mˆ ∑A,B
(
∆
(s)
ABγ5 −∆(p)AB
)
τA λB∑
A,B
(
−∆(s)⋆AB γ5 −∆(p)⋆AB
)
τA λB p/− µγ0 − Mˆ

 .
(4.31)
This also effects the block diagonal structure of S−1. It is now only possible to
reduce S−1 to one 20× 20 and two 8× 8 blocks5. There are field independent terms
that contribute to V (Eq. (3.14)). This term now reads
V =2G (φ2u + φ2d + φ2s)− 4Kφuφdφs + ∑
A,B=2,5,7
H
[|sAB|2 + |pAB|2] . (4.32)
To find the minimum of the thermodynamic potential we now have to solve also the
gap equation for the pseudoscalar condensates
∂Ω
∂∆
(p)
AB
= 0 . (4.33)
We will consider CFL-like phases with a single Goldstone boson condensate, there-
fore we have to include two pseudoscalar diquark condensates at a time, cf. Sect. 4.2.1.
This gives us eight gap equations, three for the chiral condensates, three for scalar
and two for pseudoscalar diquark condensates, together with the three neutrality
conditions (Eq. (3.41)) this makes eleven equations that have to be solved simulta-
neously.
4.3. Phase diagram of neutral quark matter
We will now construct the phase diagram for electric and color charge neutral quark
matter in β equilibrium. Here we work with “realistic” parameter sets, using ms =
140.7 MeV. To find the ground state we solve the gap equations and neutrality
conditions for each phase in Table 2.1 and compare the pressures. In addition to
the color superconducting phases listed in Table 2.1 we find at least one solution
where all diquark condensates vanish. Where the self-consistently determined quark-
antiquark condensates are small we call this phase “normal quark” (NQ) phase and
where the quark-antiquark condensates are large we label this phase with “χSB”
(chiral symmetry spontaneously broken) even though chiral symmetry is broken
explicitly in our model.
5In the presence of two pseudoscalar diquark condensates
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Let us first consider the case of an “intermediate” diquark coupling strength
(H = 3/4G, parameter set I). As a starting point we have calculated the phase
diagram neglecting pseudoscalar diquark condensates. This phase diagram is shown
in Fig. 4.3(a). Here we find the chirally broken phase, at low chemical potential
and temperature, and the normal quark phase at larger chemical potential. The
two phases are separated by a first-order phase transition at low temperatures and
connected by a smooth crossover at high temperatures and low chemical potentials.
This is the standard picture of the chiral phase transition. Color superconducting
phases exist only at temperatures smaller than ≈ 50 MeV on the chirally restored
side of the chiral phase transition. First, at quark chemical potentials where no
strange quarks are present, a 2SC phase emerges. In the 2SC phase, where only up
and down quarks are present, ideally there are as many down quarks as there are
up quarks. This would give the 2SC a positive electric charge. To compensate this
charge a negative electric charge chemical potential is needed, leading to a surplus
of down quarks and introducing electrons. This will neutralize the system, but on
the other hand, split up the Fermi surfaces of up and down quarks. At low temper-
atures the separation gets so large, that 2SC-pairing is no longer possible and the
normal quark phase is realized. When the quark chemical potential is sufficiently
large to allow for strange quarks, uSC and CFL phases appear. The uSC phase is a
result of the electric charge neutrality splitting of the Fermi surfaces of the up and
down quarks and therefore allows for up–strange pairing at lower quark chemical
potential than for down–strange pairing. This phase diagram agrees exactly with
the phase diagram of Ref. [17].
In the next step we also allow for pseudoscalar diquark condensates. The resulting
phase diagram is presented in Fig. 4.3(b). At temperatures lower than ≈ 25 MeV
pseudoscalar condensates appear, the CFL phase turns into a CFLK0 phase. Except
for a few differences our results also agree with Ref. [72], where the same model was
used for the same parameters. In contrast to the results of Ref. [72] we find a gapless
CFLK0 phase at very low temperatures and quark chemical potentials lower than
457.2 MeV, whereas in Ref. [72] no gapless CFLK0 phase exists. The uSC reaching
down to zero temperature in Ref. [72] is replaced by a gCFL phase for temperatures
lower than ≈ 7 MeV in our calculation. Further on we have strong evidences that
the p2SC phase found in Ref. [72] is an artifact of the mean-field approximation.
We therefore did not indicate this phase in the phase diagram (Fig. 4.3(b)) even
though our numerical results confirm the results of Ref. [72]. We will discuss these
points in more detail below.
In Fig. 4.4 we show values for the quark masses, charge chemical potentials and
diquark condensates as functions of the quark chemical potential for three selected
temperatures for the phase diagram Fig. 4.3(b).
For the stronger diquark coupling (H = G, parameter set III) we proceed in the
same way. Figure 4.5(a) shows the phase diagram only taking scalar condensates into
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Figure 4.3.: The phase diagram of electric and color charge neutral quark matter
with the intermediate diquark coupling strength H = 3/4G. The upper
panel (a) shows the phase diagram considering only scalar diquark con-
densates, pseudoscalar diquark condensates are included in the lower
panel (b). Thick (red) lines denote first-order phase transitions, thin
(green) lines second-order phase transitions and the dotted (blue) lines
the (dis)appearance of the gap in the excitation spectrum (transition to
a gapless phase). (parameter set I)
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Figure 4.4.: The quark masses (left), the charge chemical potentials (center) and
the gap parameters (right) from the phase diagram Fig. 4.3(b) at T =
0 (top), T = 20 MeV (middle) and T = 40 MeV (bottom) for the
intermediate diquark coupling H = 3/4G. (parameter set I)
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account. Due to the stronger diquark coupling the domains of color superconducting
matter grow compared with Fig. 4.3(a). The basic structure, 2SC at lower quark
chemical potential and CFL at higher quark chemical potential, is kept. With
the stronger diquark coupling the 2SC phase is also realized at small temperatures
replacing the normal quark phase. This phase diagram is in very good agreement
with the results of Ref. [17].
In Fig. 4.5(b) we show the phase diagram, including pseudoscalar condensates.
Similar to the “intermediate” coupling case, a large part of the CFL phase is replaced
by the CFLK0 phase. The CFLK0 phase becomes gapless at very low temperatures
and µ < 415.6 MeV. The stronger diquark coupling is not discussed in Ref. [72].
In Fig. 4.6 we show values for the quark masses, charge chemical potentials and
diquark condensates as functions of the quark chemical potential for three selected
temperatures, for the phase diagram Fig. 4.5(b).
4.3.1. The gapless CFLK0 phase
Both phase diagrams (Fig. 4.3(b) and Fig. 4.5(b)) contain a gapless CFLK0 phase.
At very low temperature and a quark chemical potential lower than a critical value,
µc = 457.2 MeV for H = 3/4G and µc = 415.6 MeV for H = G, the gap in
the excitation spectrum vanishes. This only happens for temperatures so small
(T < 0.01 MeV) that is was not possible to resolve the gCFLK0 /CFLK0 transition
temperature numerically6. In the following we will study the situation with the
“intermediate” diquark coupling (H = 3/4G, parameter set I), but there is no
qualitative difference to the case H = G (parameter set III).
As already mentioned, the gCFLK0 phase only appears at very small temper-
atures. To illustrate this behavior we show the size of the gap in the excitation
spectrum as a function of quark chemical potential for different temperatures in the
upper part of Fig. 4.7. For T = 1 MeV, which is usually a good approximation
for the zero-temperature case, the gap still takes a value of several MeV. Even
for T = 0.01 MeV the gap keeps a finite, although small, value. Finally, for zero
temperature a gapless phase is realized7. In the lower part of Fig. 4.7 the electric
charge chemical potential is shown as a function of the quark chemical potential.
At zero temperature in the fully gapped, color and electric charge neutral CFLK0
phase the electric charge chemical potential has to be zero. We therefore expect only
small values of µQ for the temperatures shown in Fig. 4.7 in the fully gapped CFLK0
phase. However, for all non-zero temperatures in Fig. 4.7, we see derivations from
this behavior that are characteristic for a gapless phase, even though the gap keeps
a finite value. For T = 0.01, 0.1 and 1 MeV we observe, that the excitation gap as
6More details on the numerical difficulties are given in Appendix D.
7From this observation we conclude that the transition temperature must lie in the interval
[0, 0.01] MeV.
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Figure 4.5.: The phase diagram of electric and color charge neutral quark matter
for the stronger diquark coupling H = G. The upper panel (a) shows
the phase diagram considering only scalar diquark condensates, pseu-
doscalar diquark condensates are included in the lower panel (b). Thick
(red) lines denote first-order phase transitions, thin (green) lines second-
order phase transitions and the dotted (blue) lines the (dis)appearance
of the gap in the excitation spectrum (transition to a gapless phase).
(parameter set III)
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Figure 4.6.: The quark masses (left), the charge chemical potentials (center) and
the gap parameters (right) from the phase diagram Fig. 4.5(b) at T = 0
(top), T = 40 MeV (middle) and T = 60 MeV (bottom) for the stronger
diquark coupling H = G. (parameter set III)
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Figure 4.7.: The gap in the excitation spectrum and the electric charge chemical
potential µQ as functions of the quark chemical potential for various
temperature around the onset of the gCFLK0 phase. (parameter set I)
a function of the quark chemical potential bends away from the zero-temperature
value at the point where the electric charge chemical potential starts to take a non-
zero value. We will see that charge neutrality is crucial for the mechanisms which
are relevant here.
Figure 4.8 is the counterpart of Fig. 4.7 showing the gap in the excitation spec-
trum as a function of temperature for two different quark chemical potentials. At
µ = 460 MeV we see that the value of the gap bends and remains finite at zero
temperature, whereas at µ = 450 MeV it decreases constantly and reaches zero at
(or slightly above) T = 0.
To understand this behavior it is instructive to take a look on the more familiar
and slightly simpler situation in the (g)CFL phase. The characteristics of the gCFL
phase have been worked out in Ref. [61] for a simpler model neglecting quark masses.
In Fig. 4.9 we show the quasi-particle dispersion relations at µ = 450 MeV for the
gCFL phase at T = 0 (Fig. 4.9(a)), T = 5 MeV (Fig. 4.9(b)), the (g)CFLK0 phase
at T = 0 (Fig. 4.9(c)) and T = 5 MeV (Fig. 4.9(d)). For the gapless CFL phase at
T = 0 one finds two modes that are gapless (Fig. 4.9(a)). Since the rotated charge Q˜
(Eq. (2.14)) is a good, conserved quantum number, each mode carries a defined Q˜-
charge. The bd -particle–gs -hole mode carries Q˜ = 0 and develops an approximately
100 MeV wide “blocking region” (cf. Sect. 2.2). On the contrary, the bu -particle–
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Figure 4.8.: The gap in the excitation spectrum as function of the temperature in the
CFLK0 phase for two different values of the quark chemical potential.
(parameter set I)
rs -hole mode, which carries Q˜ = +1 vanishes at two points, only separated by a
very small blocking region, so that the mode looks almost quadratic [62] on the scale
of Fig. 4.9. In neutral CFL matter, at T = 0, the difference in chemical potential
for the bd–gs and bu–rs quark pairs is equal, µd,b − µs,g = µu,b − µs,r, further on
Mu −Ms = Md −Ms. Therefore the separation of the Fermi surfaces is the same
in both pairs. This means that both modes become gapless at the same point8 if
one decreases the quark chemical potential at T = 0 starting in the fully gapped
CFL phase. However after the gap vanished they behave very differently. The
emergence of the blocking region in the bu–rs mode leads to unpaired bu quarks
and thereby introduces positive charges in the quark part of the system. These
positive charges need to be compensated by leptons and the appearing negative
electric charge chemical potential reduces the stress on the bu–rs pairs, keeping the
blocking region small. Obviously this mechanism does not work for the Q˜ neutral
bd–gs mode and here the blocking region grows with decreasing quark chemical
potential. At higher temperature, T = 5 MeV is shown in Fig. 4.9(b), the situation
changes. While the bd–gs mode is still gapless the gu–rs mode develops a gap of
a few MeV. That a gapless mode develops a non-zero gap when the temperature
is increased above a certain value, is a known behavior of gapless modes [60]. Our
8See also Appendix D.1 particularly Eq. (D.2) therein.
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numerical analysis shows that the narrow blocking region at the bd–gsmode vanishes
already when the temperature rises slightly above zero.
In the CFLK0 phase at T = 0 we also find a mode, carrying Q˜ = +1, which
becomes gapless with a very narrow blocking region, but there is no gapless Q˜ = 0
mode. This means, that the gCFLK0 phase is generated exclusively by the Q˜ = +1
mode. Hence the mechanism working in the gCFLK0 phase is comparable to the
one in the gCFL phase, only the missing Q˜ = 0 mode limits the gCFLK0 phase to
very low temperatures whereas we find the gCFL phase everywhere on the bound-
ary to the uSC phase in Fig. 4.3(a) (H = 3/4G) and only at large temperatures
in Fig. 4.5(a) (H = G). The situation in the CFLK0 phase is more complicated
compared to the CFL phase, since the Q˜ = +1 quasi-particle modes consist of four
quarks and not only of two quarks like in the CFL phase. The Q˜ = +1 mode of
interest is a gu–rs–rd–bu mixture (see Fig. 4.10), where the fraction of rd holes is
negligible small.
Finding a numeric solution for the gap equations (Eq. (3.29)) and neutrality con-
ditions (Eq. (3.41)) in the vicinity of a mode with a narrow blocking region is
challenging, we present the techniques used in Appendix D.
From effective theories [112] we know that there exists also a gCFLK0 phase with
a gapless Q˜ = 0 mode, we will denote this phase with “gCFLK0⋆”. We find that
this phase emerges when the gCFL phase develops a K0 condensate, but it is never
the preferred phase and never present in the phase diagram, we therefore do not
consider this phase in detail.
Finally we would like to make a short comment on the use of massless electrons
in our model. In the regime where |µQ| ≫ me or where no leptons are allowed,
the influence of a finite electron mass can be neglected. Using me = 0 has the
advantage that the solution for the electric neutrality condition in the CFL/CFLK0
phase at T = 0 lies at exactly µQ = 0, whereas with a finite electron mass every
value in the interval |µQ| < me would be allowed with the appropriate values of µ3
and µ8. Finding the one µQ = 0 solution is numerically easier than to find one of
the many possible solutions in the |µQ| < me interval, even for a small value of me
like me = 0.511 MeV. However a finite electron mass certainly has an influence on
the small region at the onset of the gapless CFL/CFLK0 phase where |µQ| < me.
Allowing for a small non-zero µQ in a gapped CFLK0 phase can shift the onset of
the gCFLK0 phase approximately 0.4 MeV downwards in quark chemical potential
compared to the point indicated in Fig. 4.7.
4.3.2. The gCFL window
In both phase diagrams (Fig. 4.3(b) and Fig. 4.5(b)) a large part of the (g)CFL phase
is replaced by the CFLK0 phase. As hinted at the beginning of this chapter the K0
condensate reduces the strangeness content of the phase which is advantageous at
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Figure 4.9.: The quasi-particle dispersion relations in the gCFL phase (top) and
the (g)CFLK0 phase (bottom) for µ = 450 MeV at two different tem-
peratures for H = 3/4G. The solid (red) lines mark modes with Q˜-
charge +1, the dashed (green) lines Q˜ = 0 and the dashed-dotted (blue)
Q˜ = −1. (parameter set I)
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Figure 4.10.: Composition of the Q˜ = +1 mode in the gCFLK0 phase at T = 0 and
µ = 450 MeV where this mode is gapless, the fraction of rd-holes is
very small and not shown. (parameter set I)
moderate densities. From this point of view it seems surprising to find (in Fig. 4.3(b))
a narrow band of a gCFL phase on the low quark chemical potential side of the
CFLK0 phase. In Ref. [72] this gCFL window is not found, instead the uSC phase
reaches down to zero temperature. To shed some light on the situation we show
the pressure difference to the normal phase for the competing phases in Fig. 4.11
at T = 0.5 MeV. Here we also take the gCFLK0⋆ phase (see Sect. 4.3.1) into
account. In the phase diagram the CFLK0 phase, the gCFL phase and the normal
phase are realized while decreasing the quark chemical potential, whereas the uSC
and gCFLK0⋆ phases are never favored.
This becomes more clear looking at the strange quark fraction ns/n of the different
phases, Fig. 4.12. In the fully gapped CFL phase at zero temperature one third of
the quarks have to be strange quarks due to the symmetric pairing pattern. At
T = 0.5 MeV (Fig. 4.12) no deviation from ns/n = 1/3 is visible. When the CFL
phase becomes gapless at µ = 457.1 MeV the strange quark fraction drops rapidly.
The small temperature of 0.5 MeV smoothes this transition. As expected in the
CFLK0 phase the strange quark fraction is clearly smaller than in the CFL phase.
However the strange quark fraction is only reduced mildly in the CFLK0 phase when
the quark chemical potential is decreased while the gCFL phase reduces its strange
quark content more efficiently. But for this reduction quark pairs have to be split
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Figure 4.11.: The free energy of different solutions relative to the normal phase for
H = 3/4G and T = 0.5 MeV as a function of the quark chemical
potential. (parameter set I)
up in the gCFL phase and the condensation energy decreases. These competing
mechanisms lead to a first-order phase transition from the CFLK0 phase to the
gCFL phase at µ = 444.1, giving rise to the small gCFL window found in the phase
diagram, Fig. 4.3(b).
4.3.3. The p2SC phase
In Ref. [72] it was found that if one allows for pseudoscalar condensates a part of the
2SC phase is replaced by a p2SC phase. The p2SC is characterized by non-vanishing
∆
(s)
22 and ∆
(p)
25 condensates
9, cf. Table 2.1. In Fig. 4.13 this region is indicated for
H = 3/4G. For H = G this also happens at the corresponding place in the phase
diagram (not shown). The difference in the free energy between the p2SC and the
2SC phase is very small, less than 1 keV/fm3. It was observed in Ref. [72], that the
p2SC and the corresponding 2SC solution obey the relation
(
∆
(s)
22
)2
p2SC
+
(
∆
(p)
25
)2
p2SC
=
(
∆
(s)
22
)2
2SC
(4.34)
9A rotation of ∆
(p)
25 into ∆
(p)
27 is possible.
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Figure 4.12.: The strange quark fraction ns/n in the competing color superconduct-
ing phases for H = 3/4G and T = 0.5 MeV as a function of the quark
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indicating that the two solutions are connected via an axial color transformation
q → exp
(
iθ
λ7
2
γ5
)
q . (4.35)
Our numerical calculations confirm all these results. The two following open ques-
tions are: What is the physical meaning of the p2SC phase? Why is the p2SC phase
preferred over the 2SC phase.
Let us start with the physical interpretations. The appearance of pseudoscalar
condensates in the CFL phase is related to the condensation of Goldstone bosons
and thereby with the spontaneous breaking of global symmetries. This is different in
the situation here, there is no global symmetry associated with the transformations
described by Eq. (4.35) that could lead to a Goldstone mode in the 2SC phase.
This means that the Goldstone mode responsible for the p2SC phase has to be
of unphysical origin. We notice that the mean-field thermodynamic potential is
invariant under the transformation Eq. (4.35) if one sets Mu = Md = 0, allows
only for the diquark condensates ∆(s)22 , ∆
(p)
25 and restricts the transformation to the
non-strange sector (see Appendix E for more details). This accidental symmetry
is broken by the ∆(s)22 condensate in the 2SC phase and the appearing unphysical
Goldstone mode leads to the appearance of the p2SC phase. Hence the p2SC phase
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is an artifact of the mean-field approximation.
Nevertheless it is interesting to investigate why the p2SC is preferred over the
2SC phase. Comparing the 2SC and p2SC solution shows that the absolute values
of µ8 are smaller in the p2SC phase than in the 2SC phase and there is a non-zero
value for µ3 whereas µ3 is exactly zero in the 2SC phase. This suggests that the
pressure difference between the two phases is due to some different behavior of the
color charges.
It is known from Ref. [79] that a vector color rotation
q → exp
(
iθa
λa
2
)
q (4.36)
rotates the color charges n3 and n8 into the off-diagonal color charges n1, n4 and
n6 (na = 〈q†λaq〉 a ∈ {1 . . . 8}). If one mistakenly ignores these off-diagonal color
charges, one finds that the 2SC phase can be neutralized by the transformation
Eq. (4.36) and the possibility to reduce the color charge chemical potentials gives
this rotated 2SC phase a lower free-energy [100]. Certainly this is not a physical
way to neutralize the 2SC phase since all color charges have to vanish. The presence
of the color charge chemical potentials µa is a peculiarity of the NJL model. In
QCD the color charges na couple the corresponding gluon fields A0a and thereby the
system is neutralized in all components na.
The transformation Eq. (4.35) does not rotate the color charges n3 and n8 into
off-diagonal color charges10 but into “axial” color charges
n(5)a = 〈q†γ5λaq〉 . (4.37)
In the situation of the p2SC phase the color charge n8 is rotated into
n8
∣∣
p2SC
=
1
4
(1 + 3 cos θ)n8
∣∣
2SC
,
n3
∣∣
p2SC
=
√
3
4
(1− cos θ)n8
∣∣
2SC
,
n
(5)
6
∣∣∣
p2SC
= −
√
3
2
sin θ n8
∣∣
2SC
. (4.38)
In Fig. 4.14 we show the axial color charge density in the p2SC phase. Since
there is no argument that requires the “axial” color charges to vanish and the sum∑
a
(
n2a + n
(5)2
a
)
is conserved, smaller values of the charge chemical potentials are
sufficient and the p2SC phase is preferred over the 2SC phase.
At this point we like to point out, that in our numerical evaluation of the CFLK0
phase we also find non-vanishing “axial” color charge densities, but unlike in the
10We check that for all neutral solutions of the gap equations in this work all color charges (na, a ∈
{1 . . . 8}) vanish although only µ3 and µ8 are used to neutralize the solution.
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Figure 4.14.: The axial color charge density n(5)6 at T = 25 MeV in the (p)2SC phase
as a function of µ. The p2SC phase and the 2SC phase are connected
by a second-order phase transition at µ = 451.3 MeV. (parameter set
I)
p2SC phase, the Goldstone bosons in the CFLK0 phase have a reliable physical
interpretation. Further on the pressure difference between the CFL and CFLK0
phase is much larger than the 1 keV/fm3 difference between the 2SC and p2SC
phase.
4.4. Neutrino trapping
When a neutron star is born in the aftermath of a supernova it might be a few tens
of MeV hot and intransparent for neutrinos, so that the neutrinos are trapped inside
the star and lepton number is a conserved quantity (see e.g. Ref. [101]). However
the neutron star will cool very fast to a temperature below 1 MeV and the neutrinos
will leave the star.
In this section we will study the effect of the trapped neutrinos on the phase
structure of the color superconductor. Neglecting pseudoscalar condensates this has
been done in Ref. [102], but in this case the condensation of charged mesons might
play an important role since their electric charge can compensate the electric charge
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from leptons produced by introducing a lepton chemical potential.
Neglecting neutrino oscillations, the two families of leptons we use, electrons and
muons, will lead to the conservation of the independent lepton numbers
nLe = ne + nνe , (4.39)
nLµ = nµ + nνµ . (4.40)
To handle these additional conserved charges we have to introduce two new chemical
potentials11, the electron lepton number chemical potential µLe and the muon lepton
number chemical potential µLµ . While the neutrinos only feel the lepton number
chemical potentials
µνe = µLe , (4.41)
µνµ = µLµ , (4.42)
the other leptons are also sensitive to the electric charge chemical potential µQ
µe = µLe − µQ , (4.43)
µµ = µLµ − µQ . (4.44)
We assume that the lepton content of the proto-neutron star is roughly the same
as in the progenitor star and we therefore set µLµ = 0 and limit µLe to positive
values smaller than 400 MeV [102]. This assumption adds µLe as a third axis to the
T − µ phase diagram. While the proto-neutron star is loosing its neutrino content
µLe moves down from its initial value to µLe = 0 where the star is transparent for
neutrinos and lepton number is no longer conserved.
In principle we need to add an additional part to the thermodynamic potential
(Eq. (3.16)) taking the contribution of neutrinos into account Ωneutrino. But since
this contribution will only depend on the temperature and the lepton chemical po-
tential and does not have any influence on the quark part of the system, this shifts
the pressure by the same amount for every quark phase and we can neglect its
contribution when calculating the phase diagram.
4.4.1. Varying µQ
The lepton part of the system influences the quark part via the neutrality conditions
and the electric charge chemical potential. It is therefore very instructive to have
a look at the behavior of the quark part under variations of the electric charge
chemical potential at first, leaving the lepton number chemical potentials at zero.
In Fig. 4.15 we show the pressure difference of phases with different Goldstone
boson condensates compared to the pressure of the CFL phase at µQ = 0 for T = 0
11So far we always worked with µL = µLe = µLν = 0.
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Figure 4.15.: The pressure difference of phases with different Goldstone bosons con-
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µ = 500 MeV. Thick lines denote the results of our NJL model cal-
culations and thin lines the corresponding predictions from Ref. [89].
(parameter set I)
Neutrino trapping 49
and µ = 500 MeV. The results of our NJL model calculation (thick lines) are
compared to the results from an low-energy effective theory (thin lines) obtained in
Ref. [89].
From Ref. [89] we get the following relations:
(i) Meson masses
m2π± = a(Mu +Md)Ms , (4.45)
m2K± = a(Mu +Ms)Md , (4.46)
m2K0,K¯0 = a(Md +Ms)Mu (4.47)
with a = 3(∆2/π2f 2π) and f
2
π = (21 − 8 ln 2)/(36π2)µ2 (for ∆ we use ∆ =(
∆
(s)
22 + ∆
(s)
55 + ∆
(s)
77
)
/3). From Ref. [91] we know that using this value for a
will lead to a deviation of approximately 10% from the NJL results of the meson
masses, but in our case, where we are mainly interested in the pressure and in
understanding the basic mechanisms, this deviation is of minor importance.
(ii) Effective chemical potentials for the π±, K±, K0 and K¯0 mesons
µπ± = µQ ± M
2
d −M2u
2µ
, (4.48)
µK± = µQ ± M
2
s −M2u
2µ
, (4.49)
µK0,K¯0 = ±
M2s −M2d
2µ
. (4.50)
(iii) Contributions to the thermodynamic potential by the different meson conden-
sates
δΩπ± = −f
2
π
2
µ2π±
(
1− M
2
π±
µ2π±
)
, (4.51)
δΩK± = −f
2
π
2
µ2K±
(
1− M
2
K±
µ2K±
)
, (4.52)
δΩK0 = −f
2
π
2
µ2K0
(
1− M
2
K0
µ2K0
)
. (4.53)
Applying the above mentioned results of the low-energy effective theory to the
situation at T = 0 and µ = 500 MeV in the CFL phase we see that the equal masses
of the up and down quark lead to µπ = µQ and the following mass ordering for the
Goldstone bosons (Eqs. (4.45) - (4.47)) [86]
m2π > m
2
K± = m
2
K0,K¯0
. (4.54)
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Figure 4.16.: The pressure difference to the normal phase for the CFL, CFLK0 and
CFLK+ phase (a) and the corresponding value of the electric charge
chemical potential µQ (b) as functions of µLe . The phase transition
from CFLK0 to CFLK+ happens at µLe = 157 MeV. (parameter set
I)
The large strange quark mass gives a nonzero effective strangeness chemical potential
M2s −M2u/d
2µ
> 0 . (4.55)
This will always prefer the condensation of K+ to the condensation of π+ at positive
values of µQ. At µQ = 0 the CFLK+ phase is replaced by the CFLK0 phase and only
at sufficiently large negative electric charge chemical potential, where the electric
charge chemical potential compensates the strangeness chemical potential a conden-
sate of negatively charged pions is realized, the CFLπ− phase. These predictions
from the low-energy effective theory are very well reproduced by the NJL calculation
with the addition, that in the NJL calculation phases can become gapless when the
pairing breaks down due to a large separation of the Fermi surfaces of the quarks
in one pair. For the above mentioned case this happens at µQ = 30.2 MeV for the
CFL and µQ = 36.5 MeV for the CFLK0 phase, we can see these points in Fig. 4.15
where the pressures for the CFL and CFLK0 phase suddenly start changing their
value.
4.4.2. Lepton chemical potential
So far we have only considered the quark part of the system, now we will look at
the situation where we allow for leptons and will increase the value of µLe . For the
numerical analysis we choose, as before, T = 0 and µ = 500 MeV.
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At zero µLe the CFLK
0 phase is the preferred phase (Fig. 4.16(a)). Until µLe
reaches a value of 36.5 MeV the CFLK0 phase stays charge neutral and this forces
µQ = µLe (Fig. 4.16(b)). At µLe = 36.5 the stress on the quark pairs, induced by
µQ, triggers the transition to a gapless CFLK0 phase.
The CFLK+ phase, on the other hand, starts at µLe = 0 with a negative value of
µQ, so that the presence of electrons compensates the positive charge of the kaons.
At µLe = 0 we find for the CFLK
+ solution that the absolute value of µQ is only a bit
smaller than (M2s −M2u)/(2µ) meaning that µK+ is small. This is confirmed by the
observation that the pseudoscalar condensates associated with the K+ condensate
are small. As a consequence the CFLK+ phase has almost the same pressure as the
CFL phase (Fig. 4.16(a)). By turning up the lepton chemical potential this situation
changes. The introduced electrons naturally compensate the charge of the K+ and
reduce the absolute value of µQ in the CFLK+ phase. At some point µQ crosses
zero and change µK+ > µK0 . In a world where the CFLK0 phase is not gapless (in
the low-energy effective theory) this would be the point where the CFLK+ phase
becomes the preferred phase, since all other quantities in Eq. (4.52) and Eq. (4.53)
are equal. But since, with our set of parameters, the CFLK0 phase already became
gapless and weaker at lower µLe , the transition occurred earlier at µLe = 157 MeV.
4.4.3. The µLe − T phase diagram
As a next step we add the temperature axis to our considerations and obtain the
phase diagram in Fig. 4.17.
The main effect, increasing the lepton chemical potential, is the shift of the tran-
sition to the 2SC phase to lower temperatures. The area for the uSC phase becomes
smaller and finally disappears. This, and a mechanism for this effect, has been
shown in Refs. [102, 103]. We see no noticeable difference to the results of Ref. [102]
in the areas of the phase diagram where 2SC or uSC phase are realized.
The existence of pseudoscalar condensates, and with it the possibility for Gold-
stone boson condensation, was neglected in Refs. [102] and therefore the CFL phase
was the low-temperature ground state at large quark chemical potential in this cal-
culation.
Allowing for the condensation of Goldstone bosons in the CFL phase the ground
state at µLe = 0 changes from CFL to CFLK
0 for temperatures lower than 26.5 MeV.
This boundary does not depend on the value of µLe since the CFL and CFLK
0 phases
do not carry an electric charge. At very low temperatures the CFLK0 phase becomes
gapless for µLe larger than 36.5 MeV (as described before in Sect. 4.4.2). Increasing
µLe further will lead to the condensation of K
+ and at even larger µLe one observes
that all CFL-like phases are pushed to lower temperatures and replaced by the 2SC
phase.
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4.4.4. The T − µ phase diagram at µLe = 200 MeV, 400 MeV
In Fig. 4.18 we present the phase diagram of neutral quark matter at µLe = 200 MeV
(upper panel) and µLe = 400 MeV (lower panel). For comparison the phase diagram
at µLe = 0 has already been presented in Sect. 4.3 (Fig. 4.3(b)).
All parts of these phase diagrams outside the CFL, CFLK0 or CFLK+ phases are
in good agreement with the results of Ref. [102].
The general structure for all three phase diagrams (Fig. 4.3(b) and Fig. 4.18) is
similar, at low quark chemical potential we find a chirally broken phase, where the
chiral condensate is significantly larger than in any other phase. On the high quark
chemical potential side of the phase diagram a CFL-like phase is realized and the
region in-between contains a 2SC phase. The main effect produced by an increasing
lepton chemical potential is that the area of the 2SC phase expands and pushes the
transition to the chirally broken phase to lower and the transition to a CFL-like
phase to higher quark chemical potential. As already mentioned before, increasing
the lepton chemical potential will lead to a CFL phase where positively charged
kaons condense (CFLK+) and compensate the electric charge of the electrons. At
µLe = 200 MeV the CFLK
+ phase replaces only a part of the CFLK0 phase, while
at µLe = 400 MeV the CFLK
+ is the only remaining CFL-like phase.
We note that, due to the larger pressure induced by the Goldstone boson conden-
sate, the CFLK0 and CFLK+ phases reach to a slightly lower value of the quark
chemical potential, than the CFL phase in Ref. [102]. This is a small effect.
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Figure 4.18.: The upper panel shows the phase diagram at µLe = 200 MeV and the
lower one the situation at µLe = 400 MeV, compare with the phase
diagram at µLe = 0, Fig. 4.3(b). The phase transitions are indicated
as in Fig. 4.3. (parameter set I)
5. U(1)A breaking in color
superconductors
In Fig. 1.2 we have shown a sketch of the standard picture of the phase diagram
of strongly interacting matter. In this diagram the hadronic phase and the quark
gluon plasma or the color superconducting phases are separated by a first-order
phase transition at low temperatures and connected by a smooth crossover at large
temperatures (and small chemical potentials). The first-order phase transition ends
at a critical end point (CEP). Studies within an NJL-type model showed that this
first-order phase transition becomes weaker when electric charge neutrality is im-
posed or vector interactions are included [104, 105, 106]. With certain choices of
the parameters this will lead to the appearance of a second critical end point at low
temperature near the chemical potential axis. In the following we will call this CEP
the low-temperature CEP to distinguish it from the conventional CEP.
Unrelated to charge neutrality or vector interactions such a low-temperature CEP
can also be induced by the axial anomaly. This has been shown first in a Ginzburg-
Landau analysis [20, 21, 22] and was later confirmed in an NJL-type model [81].
The Ginzburg-Landau analysis worked with three flavors of massless quarks, while
in the NJL-type model the situation for three massless quarks and three flavors of
quarks with equal bare masses was investigated. With these choices of the quark
masses it seems natural that the color superconductor formed is in the CFL phase.
It was therefore, in both approaches, chosen two use only one common chiral and
one common diquark condensate. This choice is necessary in the Ginzburg-Landau
analysis to reduce the number of coefficients so that one can extract some useful
informations about the pressure of the different phases. However less symmetric
pairing patterns, like the 2SC phase, have not been considered in this Ginzburg-
Landau approach1. As we have seen before in the phase diagrams for a more realistic
strange quark mass (Fig. 4.3(b) and Fig. 4.5(b)), in our model the chirally broken
phase and the CFL phase do not have a common phase boundary. Instead they are
separated by a broad band of the 2SC phase.
1Shortly before the completion of the thesis Ref. [107] appeared. Although this study improves
the treatment of quark masses and the 2SC phase in the GL approach, its results do not change
the statements made here.
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We will start by giving a short summary of the relevant results of the GL analy-
sis [20, 21, 22]. Then we transfer this situation to the NJL model with equal bare
quark masses and investigate how increasing the strange quark mass will effect the
appearance of the low-temperature critical end point. In Sect. 5.5 we will then check
the compatibility of the GL and NJL model results.
5.1. The Ginzburg-Landau ansatz
In this section we present the Ginzburg-Landau ansatz from Refs. [20, 21, 22] which
leads to the prediction of the low-temperature CEP. This GL ansatz includes chiral
condensates as well as diquark condensates. The q¯q condensates are represented by
the matrix
Φij ∝ 〈q¯jRaqiLa〉 , (5.1)
where i, j are flavor indices and a is a color index. Here qR (qL) are right-handed
(left-handed) quark fields. The diquarks enter through the matrices
〈qjLbC qkLc〉 ∝ ǫabcǫijk d†Lai , (5.2)
〈qjRbC qkRc〉 ∝ ǫabcǫijk d†Rai , (5.3)
here i, j, k (a, b, c) are flavor (color) indices. With these matrices one constructs all
terms up to order four in Φ and dL,R, which are invariant under
SU(3)color × SU(3)R × SU(3)L × U(1)V × U(1)A (5.4)
transformations. In addition one also includes terms that break the U(1)A symmetry.
Now the general GL ansatz (up to order four), giving the difference in free energy
to the normal phase (where all condensates vanish), reads
Ω (Φ, dL, dR) = Ωχ (Φ) + Ωd (dR, dL) + Ωχd (Φ, dR, dL) (5.5)
with
Ωχ =
a0
2
Tr[Φ†Φ] +
b1
4!
(
Tr[Φ†Φ]
)2
+
b2
4!
Tr[(Φ†Φ)2]− c0
2
(
det[Φ] + det[Φ†]
)
, (5.6)
Ωd = α0Tr[dLd
†
L + dRd
†
R]
+ β1
(
(Tr[dLd
†
L])
2 + (Tr[dRd
†
R])
2
)
+ β2Tr[(dLd
†
L)
2 + (dRd
†
R)
2]
+ β3Tr[(dRd
†
L)(dLd
†
R)] + β4Tr[dLd
†
L] Tr[dRd
†
R] , (5.7)
and
Ωχd =γ1Tr[(dRd
†
L)Φ + (dLd
†
R)Φ
†] + λ1Tr[(dLd
†
L)ΦΦ
† + (dRd
†
R)Φ
†Φ]
+ λ2Tr[dLd
†
L + dRd
†
R] · Tr[Φ†Φ] + λ3
(
det[Φ] · Tr[(dLd†R)Φ−1] + h.c.
)
. (5.8)
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In this ansatz the terms c0/2
(
det[Φ] + det[Φ†]
)
and γ1Tr[(dRd
†
L)Φ+(dLd
†
R)Φ] break
the U(1)A symmetry to Z6. All other terms in Eq. (5.5) are invariant under Eq. (5.4).
This general ansatz contains thirteen coefficients that can not be determined
within the GL analysis. Further on these coefficients can depend on temperature and
chemical potential. It is therefore necessary to make some simplifing assumptions to
reduce the number of coefficients. To study three massless quark flavors the authors
of Ref. [21] chose to use the flavor independent condensates Φ = diag (σ, σ, σ) and
dL = −dR = diag (d, d, d). In the notation we use in the NJL model this ansatz
corresponds to the situation φu = φd = φs and s22 = s55 = s77. To work with fla-
vor independent condensates is a plausible assumption when using massless quarks,
however it allows only for CFL-type pairing and excludes 2SC-like phases. This
ansatz requires only seven coefficients since the free energy simplifies to2
Ω3F (σ, d) =
(
a
2
σ2 − c
3
σ3 +
b
4
σ4
)
+
(
α
2
d2 +
β
4
d4
)
− γd2σ + λd2σ2 (5.9)
where the coefficients of Eq. (5.9) are related to the coefficients of Eq. (5.6) in the
following way
a = 3a0 , c = 3c0 , b =
1
2
(3b1 + b2) ,
α = 12α0 , β = 12 (6β1 + 2β2 + β3 + 3β4) ,
γ = 6γ1 , λ = 6 (λ1 + 3λ2 − λ3) . (5.10)
Making some physically motivated assumptions on the signs of some coefficients
the authors of Refs. [20, 21, 22] construct a phase diagram in the a-α plane, which
consists of four phases. In two of these phases the diquark condensate takes a
non-zero value, in the two others it vanishes. One of phases with zero diquark
condensate has a large chiral condensate, the other one has no chiral condensate. In
the notation of this work we would label them as χSB and NQ. The two other phases
are coexistence phases, where both kinds of condensates are present. In one of them
the chiral condensate is large and the diquark condensate is small. In the other
coexistence phase it is the other way round, with a small diquark condensate and a
large chiral condensate. It was shown, that for γ > 0 the first order phase transition
separating the two coexistence phases ends at a critical end point. Transferring
this situation to the phase diagram in µ-T plane, where the diquark condensates
exist at low temperature, this end point can correspond to the above mentioned
low-temperature end point. For γ = 0 no such end point was found.
To cover the two-flavor case the ansatz Φ = diag (σ, σ, 0) , dL = −dR = diag (0, 0, d)
was chosen. This ansatz gives the free energy
Ω2F (σ, d) =
(
a′
2
σ2 +
b′
4
σ4
)
+
(
α′
2
d2 +
β′
4
d4
)
+ λ′d2σ2 . (5.11)
2It can be necessary to include a term of order six to stabilize the system.
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For this ansatz no second end point was found. Here we like to point out, that
this ansatz differs from the situation in the three-flavor NJL model. In Eq. (5.11)
all condensates related to strange quarks are completely neglected. In our NJL
model the strange quark-antiquark condensate has a large (negative) value in the
2SC phase. We will come back to this point later in Sect. 5.5, where we discuss the
connection of the GL and NJL model results.
5.2. The U(1)A breaking in the diquark sector
From the Ginzburg-Landau analysis we learn that it is crucial for the intended
effect to include a term that connects diquark and quark-antiquark condensates.
The term related to the appearance of the low-temperature CEP also breaks the
U(1)A symmetry, it is therefore clear that a low-temperature CEP in the NJL model
will be related to a six-point interaction. Usually one uses the ’t Hooft-term3
L(6)χ = −K {detf [q¯ (1 + γ5) q] + detf [q¯ (1− γ5) q]} (5.12)
as a U(1)A breaking six-point interaction. It connects three incoming right-handed
(left-handed) fields with three left-handed (right-handed) outgoing fields. This term
has the appropriate external legs to connect the diquark condensates to the quark-
antiquark condensates, however its internal structure is of such kind that within the
mean-field approximation it does not couple to the diquark condensates.
We therefore include the additional term4
L(6)χd =
K ′
8
∑
±
∑
A,A′,B=2,5,7
[
q¯τAλB(1± γ5)Cq¯T
][
qTC(1± γ5)τA′λBq
][
q¯A¯(1± γ5)qA¯′
]
×
{
−1 , if A = 5 (exclusive) or A′ = 5
1 , all other cases, including A = A′ = 5
(5.13)
with reordered quark fields. Here we use A¯ to denote the flavor not connected
by the Gell-Mann matrix τA, i.e. 2¯ = s, 5¯ = d and 7¯ = u. This term has the
same symmetries as Eq. (5.12) but in Eq. (5.13) the quark fields are ordered in a
way that will create the intended connection of the diquark and quark-antiquark
condensates also in Hartee approximation. Both terms, Eq. (5.12) and Eq. (5.13)
are related to the instanton vertex via a Fierz transformation. This will also relate
the coupling constants K and K ′. Because of this relation we will call the new six-
point interaction (Eq. (5.13)) the “transformed” six-point interaction, even though
3In Sect. 3.1.2 we introduced this term as Eq. (3.4)
4In Appendix C we show this term with the sum over A and A′ evaluated, giving a better overview
of the flavor structure of Eq. (5.13).
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we will treat it completely independent of Eq. (5.12). Therefore we will handle K ′
as a free parameter. In the rest of this chapter we will now investigate the effect
of the transformed six-point interaction on the color superconductor and the chiral
phase transition.
5.2.1. Effects of the transformed six-point interaction
The transformed six-point interaction does not change the general structure of the
mean-field Lagrangian (Eq. (3.9)) or the inverse propagator (Eq. (3.11)). However it
modifies the mass term and the gap parameter entering in the inverse propagator and
gives a contribution to the field-independent term V (Eq. (3.14)) in the mean-field
Lagrangian.
By connecting two incoming and two outgoing legs of the six-point interaction
to diquark condensates a contribution to the mass term emerges, the full term now
reads
Ma = ma − 4Gφa +Kφbφc + K
′
4
|sa¯a¯|2 , (5.14)
cf. Eq. (3.12). Here (a, b, c) is any permutation of (u, d, s) and a¯ is the index for a
diquark condensate not containing quarks of the flavor a, i.e. u¯ = 7, d¯ = 5, s¯ = 2,
this is kind of the inverse of the above defined A¯.
In Fig. 5.1(a) we show, as an example, the contribution to the up quark mass
generated by the coupling to the s77 condensate.
There is also a contribution to the off-diagonal elements of the inverse propagator
in Nambu-Gorkov space, the gap parameter now reads
∆
(s)
AA = −2
(
H − K
′
4
φA¯
)
sAA , (5.15)
cf. Eq. (3.13). This term effectively acts like an amplified quark-quark coupling
(H ′) where the increase depends on the quark-antiquark condensate of the flavor
not involved in the relevant quark-quark interaction (cf. Fig. 5.1(b)).
The mean-field approximation also produces terms that do not depend on the
field, these terms are collected in V , cf. Eq. (3.14),
V =2G (φ2u + φ2d + φ2s)− 4Kφuφdφs + ∑
A=2,5,7
(
H − K
′
2
φA¯
)
|sAA|2 . (5.16)
Such a contribution of the transformed six-point interaction is diagrammatically
represented in Fig. 5.1(c).
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(a) mass (b) off-diagonal (c) field independent
Figure 5.1.: Diagrammatic representation of the effects of the transformed six-point
interaction (a): effect on the dynamical quark mass, as an example
the contribution to the up quark mass is shown (b): example for the
effect on the off-diagonal components of the inverse propagator in the
Nambu-Gorkov space (c): example for a field independent term
5.2.2. Parameters
With the new interaction we also introduced a new coupling constant K ′. We will
treat K ′ as a free parameter and vary it, in this chapter, between zero and 5K.
Further on we want to compare our results with Ref. [81] and therefore adopt the
parameters used there. These parameter are the same as set II but with a stronger
diquark coupling5 H = 1.74/Λ2. We label these parameters as set IV. Analogous to
the connection between the parameter sets II and I, we also introduce a parameter
set with a “realistic” strange quark mass ms = 140.7 MeV in this context, we call
it set V. The sets IV and V are connected by varying ms and adjusting G so that
Mu/d stays constant. An overview of all parameter sets used in this work is given
in Table B.1 in appendix B.
5.3. The low-temperature critical end point
As in the Ginzburg-Landau analysis [20, 21, 22], we neglect any neutrality con-
straints. Further on we start with equal bare quark masses. To calculate the phase
diagram we use the same techniques as before. Later we increase the bare strange
quark mass, trying to connect the equal-quark mass results with results for a more
5This value is 3/4G if K is set to zero and G is adjusted to keep Mu/d constant. This is taken
from Ref. [16]
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Figure 5.2.: The phase diagram in the µ− T plane for K ′ = 4.2K, with equal bare
quark masses, one common diquark condensate φu = φd = φs and one
common diquark condensate s22 = s55 = s77. Thick (red) solid lines
indicate first-order phase transition, second-order phase transitions are
indicated by thin (green) lines. The dotted (blue) line indicates the
BEC-BCS crossover line defined by M (T, µ) = µ. (parameter set IV)
realistic set of parameters.
5.3.1. Equal quark masses
In Ref. [81] it was found that for equal bare quark massesmu = md = ms = 5.5 MeV
and a coupling K ′ > 3.8K (H = 1.74/Λ2, parameter set IV) the chiral phase
transition ends at a low-temperature chiral end point near the chemical potential
axis inside the color superconducting phase. The analysis of Ref. [81] was done
assuming one common chiral condensate φu = φd = φs and one common diquark
condensate s22 = s55 = s77. With these restrictions and K ′ = 4.2K we calculate the
phase diagram, Fig. 5.2. This phase diagram agrees exactly with the phase diagram
shown in Ref. [81]. In contrast to all phase diagrams shown before in this work, we
find a phase containing a Bose-Einstein condensates (BEC) of diquarks in Fig. 5.2.
Such a BEC phase can appear when the quark-quark coupling is sufficiently strong,
so that strongly bound diquarks with a massMD < 2·Mquark appear. Containing two
quarks these diquarks will condense when µ > MD/2 [108, 109]. The masses of these
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diquarks can be calculated analogously to the RPA-mesons masses (cf. Sect. 5.4).
In NJL-type models such a BEC-like phase is not uncommon, when a strong quark-
quark coupling (H) is used [110, 111]. By including the six-point coupling K ′ we
increase the effective four-point quark-quark coupling so that the BEC condensates
do not come as a surprise. Here we use the same notation for the different phases as
before but the phases containing diquark condensates we characterize as BEC-like
or BCS-like. Only increasing the four-point coupling as in Refs. [110, 111] does not
give rise to a low-temperature end point. A large diquark coupling and the related
appearance of a BEC condensate may weaken the chiral phase transition from the
top end [110]. From this we conclude, that the low-temperature end point is an
effect of the U(1)A-breaking six-point interaction and not of the increased quark-
quark coupling.
In Fig. 5.2 the BEC-like and BCS-like CFL phase are connected by a smooth
crossover. We define the crossover line byM(T , µ) = µ withM being the dynamical
quark mass and µ the quark chemical potential. Note that with this definition the
crossover line does not hit the low-temperature CEP exactly.
In the next step we drop the restriction to one common chiral and one common
diquark condensate and allow the condensates φf , f ∈ {u, d, s}, and sAA, A ∈
{2, 5, 7} to vary independently. In the first step we keep the bare quark masses
equal and obtain the phase diagram presented in Fig. 5.3. Comparing the phase
diagrams in Fig. 5.2 and Fig. 5.3 a large part of the CFL phase is replaced by a
2SC phase in Fig. 5.3. With the appearance of the 2SC phase the low-temperature
CEP from Fig. 5.2 has disappeared, the chiral phase transition reaches down to zero
temperature and separates the BEC-like and the BCS-like 2SC phase.
The areas of non-superconducting quark phases ’NQ’ and ’χSB’ remain almost
unchanged. This is due to the fact that the phase boundaries between the supercon-
ducting and normal-conducting phases in the phase diagrams (Fig. 5.2 and Fig. 5.3)
are mostly of second order. At a second-order phase transition where all diquark
condensates vanish the effect of the transformed six-point interaction also vanishes
and due to the equal bare quark masses CFL and 2SC pairing is possible at the same
point. For the 2SC we choose quark pairs containing up and down quarks (s22 6= 0)
leaving blue and strange quarks unpaired (s55 = s77 = 0). This choice breaks the
SU(3)-flavor symmetry spontaneously. It is useful to use this standard 2SC pairing
pattern, since it remains unchanged when the flavor symmetry is explicitly broken
by a bare strange quark mass. The 2SC and CFL phases are necessarily separated
by a first-order phase transition, since s55 and s77 vanish in the 2SC phase, but all
diquark condensates take the same value in the CFL phase (s22 = s55 = s77), due
to the equal bare quark masses. Thus there can not be a second-order phase tran-
sition from the CFL to the 2SC phase, where s55 and s77 go to zero but s22 keeps
a finite value. The only second-order phase transitions are the transition to the
normal-conducting phases in Fig. 5.3. As a consequence the first-order phase tran-
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Figure 5.3.: The same situation as in Fig. 5.2 but with independent chiral con-
densates φu, φd, φs and diquark condensates s22, s55, s77. (parameter
set IV)
sition separating the 2SC and CFL phase ends exactly on the second-order phase
transition separating the superconducting and normal-conducting phases. At low
temperature (T < 16 MeV) there is a small window of a CFLBEC phase between the
the 2SCBEC and the 2SCBCS phase. The origin of this CFLBEC window will become
clear below.
In Fig. 5.4 we vary the six-point coupling K ′ at zero temperature and show the
phase diagram in the µ−K ′ plane. From this diagram it is clear, that for every value
of K ′ in the range 0K to 5K there is a first-order phase transition separating the
chirally broken phase from the CFLBCS phase. Thus we never find a smooth crossover
at T = 0 and a low-temperature CEP like in the case of one common chiral and
one common diquark condensate. For values of K ′/K < 3 there is not much change
in the phase structure. Then the condensation of diquarks starts on the chirally
broken side of the phase transition, the 2SCBEC phase appears. Soon afterwards
also the CFLBEC phase emerges. The first-order phase transition separating the
CFLBEC and CFLBCS phases ends at K ′ ≈ 3.8K, this is the point where the low-
temperature CEP appears in Ref. [81]. When we cut Fig. 5.4 at K ′/K = 4.2 it is
also clear how the CFLBEC window between the 2SCBEC and the 2SCBCS emerges.
We also observe, that this window will quickly disappear when K ′ is varied.
To get a more complete picture of the changes in the phase diagram, when K ′
64 U(1)A breaking in color superconductors
 0
 1
 2
 3
 4
 5
 250  260  270  280  290  300  310  320
K’
 / 
K
µ [MeV]
χSB
CFLBCS
2SCBCS2SCBEC
CFLBEC
Figure 5.4.: The phase diagram in the µ-K ′ plane at T = 0 for equal bare quark
masses. Thick (thin) lines indicate first (second) order phase transitions,
the dotted line marks M(µ) = µ. (parameter set IV)
is varied we show the phase digram in the µ − T plane for several values of K ′
in Fig. 5.5. Until K ′ reaches approximately 3K the phase diagram does not change
much, only a 2SCBCS phase appears at high temperature (Fig. 5.5(b)). When K ′ is
increased, the area of this 2SCBCS phase grows quickly, 2SCBEC and CFLBEC phases
appear (Fig. 5.5(c)). Then the transition between the CFLBEC and the CFLBCS
becomes a crossover and for a very narrow K ′ interval we see the low-temperature
CEP from Ref. [81] (Fig. 5.5(d)) before the whole region gets covered by the 2SCBCS
phase (Fig. 5.5(e)). With further increased K ′ the 2SC regions grow, the CFLBEC
phase disappears and the transition to the CFLBCS gets pushed to higher values of
the quark chemical potential (Fig. 5.5(f)). In Fig. 5.5(g) and Fig. 5.5(h) we see that
the part of chiral phase transition which lies in the region where it is completely
surrounded by phases with diquark condensates, turns into a crossover. This starts
at high temperatures (Fig. 5.5(g)) and at K ′ slightly larger than 5K (Fig. 5.5(h))
the first-order phase transition is completely gone. This effect is similar to the case
where the 2SCBEC phase is a result of a strong quark-quark coupling [110, 111].
At first sight it is a surprise to find the 2SC in the case of equal bare quark
masses. Since the interplay of the chiral and diquark condensates is essential here
it is not possible to make any further simplifying assumption within the NJL-model
approach. We therefore try to find a rough explanation of the mechanisms fa-
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 0
 20
 40
 60
 80
 100
 200  250  300  350  400
T 
[M
eV
]
µ [MeV]
CFLBCS
NQ
χSB
2SCBCS
2SCBEC CFLBEC
(d) K ′ = 3.744K
 0
 20
 40
 60
 80
 100
 200  250  300  350  400
T 
[M
eV
]
µ [MeV]
CFLBCS
NQ
χSB
2SCBCS
2SCBEC CFLBEC
(e) K ′ = 3.9K
 0
 20
 40
 60
 80
 100
 200  250  300  350  400
T 
[M
eV
]
µ [MeV]
CFLBCS
NQ
χSB
2SCBCS
2SCBEC CFLBEC
(f) K ′ = 4.2K
 0
 20
 40
 60
 80
 100
 200  250  300  350  400
T 
[M
eV
]
µ [MeV]
CFLBCS
NQ
χSB
2SCBCS
2SCBEC
(g) K ′ = 4.5K
 0
 20
 40
 60
 80
 100
 200  250  300  350  400
T 
[M
eV
]
µ [MeV]
CFLBCS
NQ
χSB
2SCBCS
2SCBEC
(h) K ′ = 5.0K
Figure 5.5.: The µ − T phase diagram for different values of K ′/K and equal bare
quark masses. (parameter set IV)
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voring the 2SC phase over the CFL phase by looking into the numerical results.
With s22 being the only non-zero diquark condensate in the 2SC phase, it is clear
from Eq. (5.14) that only the dynamical strange quark mass Ms but not Mu or Md
receive a contribution related to the six-point coupling K ′. On the other hand the
growing Ms has an effect on the gap parameter ∆
(s)
22 , cf. Eq. (5.15), trough the chiral
condensate φs. This amplifying effect works better in the 2SC phase than in the
CFL phase, since the 2SC pairing pattern allows for a large chiral condensate of one
flavor while the two other flavors can form Cooper-pairs. In the more symmetric
CFL phase this separation is not possible. In Fig. 5.6 we show the dependence of
the dynamical quark masses and the gap parameters on the six-point coupling K ′
for the 2SC and CFL solutions at T = 0 and µ = 310 MeV. One can clearly see
that the gap parameter ∆(s)22 and the mass Ms of the 2SC solution rise much faster
than any other quantity. Comparing the ratio of ∆(s)22 in the 2SC solution with the
common gap parameter ∆ in the CFL solution we see that this ratio rises from about
1.25 at K ′ = 0 to 2.0 at K ′ = 4K. If one neglects dynamical quark masses and
the six-point interaction L(6)χd it can be shown that if ∆(s)22 |2SC is larger than about√
3∆|CFL the 2SC phase becomes favored. From this perspective ∆(s)22 |2SC/∆|CFL = 2
is quite large and it seems plausible that this mechanism leads to the appearance
of the 2SC phase. Nevertheless we have to keep in mind that the dynamical quark
masses are essential in this situation and the considerations above can only be a
rough estimate.
 0
 50
 100
 150
 200
 250
 300
 0  1  2  3  4  5
∆ 
[M
eV
]
K’ / K
2SCCFLχSB
CFL: ∆
2SC: ∆22
(s)
 0
 50
 100
 150
 200
 250
 300
 350
 400
 0  1  2  3  4  5
M
 [M
eV
]
K’ / K
2SCCFLχSB
CFL: M
2SC: Mu/d
2SC: Ms
Figure 5.6.: The gap parameters ∆(s)AA (left panel) and the constituent quark masses
Mf (right panel) in the 2SC and CFL solutions for equal bare quark
masses at T = 0 and µ = 310 MeV. The vertical line indicate the phase
transitions in the phase diagram Fig. 5.3. (parameter set IV)
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5.3.2. Realistic strange quark mass
Assuming that all quarks have the same mass, as we have done in the section above,
is quite unrealistic, therefore we will now introduce a bare strange quark mass which
is larger than the bare masses of the up and down quarks. We will now turn up
the bare strange quark mass from ms = mu/d = 5.5 MeV to the “realistic” case
ms = 140.7 MeV, i.e. interpolating between the parameter sets IV and V (see
Sect. 5.2.2). In Fig. 5.7 (left panel) we show the mutation of the phase diagram at
T = 0 when the strange quark mass is turned up. For comparison with Fig. 5.2
we choose K ′ = 4.2K. With increasing ms the onset of the CFLBCS phase, gets
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Figure 5.7.: (a): the phase diagram in the ms − µ plane at T = 0 and K ′/K =
4.2. (Interpolation between parameter sets IV and V.) (b): the phase
diagram in the µ−K ′ plane forms = 140.7 MeV and T = 0. (parameter
set V)
pushed to higher quark chemical potentials. The area of the 2SCBCS phase broadens
with rising ms. The mechanism behind this effect works like in the equal masses
case described above with the difference that the strange quark mass now explicitly
breaks the SU(3)flavor symmetry, enhancing the binding between up and down quarks
through a larger strange chiral condensates φs, cf. Eq. (5.15). The stronger effective
quark-quark coupling leads to deeper bound quark pairs and shifts the onset of the
BEC-like phase to lower quark chemical potential (cf. Sect 5.4). At ms ≈ 105 MeV
the first-order phase transition between the 2SC phase with a large and the 2SC
phase with a smaller chiral condensate turns into a crossover.
The right panel of Fig. 5.7 shows the phase diagram in the µ − K ′ plane for
ms = 140.7 MeV. As expected turning up K ′ activates the mechanisms enhancing
the 2SC phases, moving the onset of the 2SCBEC/2SCBCS phase to lower and pushing
the onset of the CFL phase to higher quark chemical potentials. As K ′ reaches
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4.0K the first-order phase transition between the two 2SC phases ends. The values
at K ′ = 4.2K in Fig. 5.7(a) agree with them at ms = 140.7 MeV in Fig. 5.7(b).
To demonstrate the effect of the diquark and chiral condensate mixing six-point
interaction, L(6)χd , on the phase diagram with a realistic strange quark mass, we show
a series of phase diagram for different values of K ′/K in Fig. 5.8. Our starting point,
the phase diagram with K ′ = 0 (Fig. 5.8(a)) agrees with the results in Ref. [16].
Increasing K ′ enlarges the 2SC area (Fig. 5.8(b), Fig. 5.8(c)) and at K ′ = 2.5K the
Bose-Einstein condensation starts (Fig. 5.8(d)). While the 2SCBEC phase grows, the
chiral phase transition gets weaker at large temperatures (Fig. 5.8(e), Fig. 5.8(f))
with the result that the CEP gets surrounded by a 2SC phase (Fig. 5.8(g)) and
finally disappears completely (Fig. 5.8(h)). From these phase diagrams we see that
when K ′ is varied the phase structure undergoes large changes. However the most
severe changes happen at large values of K ′/K, which might be unrealistic. At
smaller values of K ′/K the general phase structure is retained with an enhanced
2SC phase.
5.4. Bose-Einstein condensate of diquarks
In the sections above we saw the appearance of a Bose-Einstein condensate of bound
quark pairs. A sufficiently strong attractive interaction between the quarks may form
these bound state. In our Lagrangian (Eq. (3.1)) such an interaction is given by the
term L(4)d (Eq. (3.3)), including L(6)χd (Eq. (5.13)) this gets enhanced by an effective
four-point interaction. For the coupling in the ud-channel this gives the effective
quark-quark coupling
H ′ud = H −
K ′
4
φs (5.17)
and analog expressions in the other quark-quark channels. Below we calculate the
mass of the diquark molecules in the chirally broken phase and study the effect of
the bare strange quark mass ms and the six-point coupling K ′ to understand the
onset of the 2SCBEC phase in the phase diagrams above. The calculation of the mass
of such a bound quark-quark state is completely analogous to the calculation of an
RPA-meson mass. We therefore use the same numerical framework used in Sect. 4.1
with the vertices
Γs↑AA′ ≡
(
0 iγ5 τA λA′
0 0
)
, Γs↓AA′ ≡
(
0 0
iγ5 τA λA′ 0
)
(5.18)
although an analytical treatment is possible to the same level as it is possible for
the vacuum mesons in the NJL model.
As usual we start with equal bare quark masses. In Fig. 5.9(a) we show the
dependence of the bound diquark mass MDAA′ in vacuum as a function of the six-
point coupling strength K ′. The index AA′ labels the flavor (A) and color (A′)
Bose-Einstein condensate of diquarks 69
 0
 20
 40
 60
 80
 100
 120
 140
 250  300  350  400  450  500
T 
[M
eV
]
µ [MeV]
2SCBCSχSB
NQ
CFLBCS
(a) K ′ = 0
 0
 20
 40
 60
 80
 100
 120
 140
 250  300  350  400  450  500
T 
[M
eV
]
µ [MeV]
2SCBCSχSB
NQ
CFLBCS
(b) K ′ = 1.0K
 0
 20
 40
 60
 80
 100
 120
 140
 250  300  350  400  450  500
T 
[M
eV
]
µ [MeV]
2SCBCSχSB
NQ
CFLBCS
(c) K ′ = 2.1K
 0
 20
 40
 60
 80
 100
 120
 140
 250  300  350  400  450  500
T 
[M
eV
]
µ [MeV]
2SCBCSχSB
NQ
2SCBEC
(d) K ′ = 2.5K
 0
 20
 40
 60
 80
 100
 120
 140
 250  300  350  400  450  500
T 
[M
eV
]
µ [MeV]
2SCBCSχSB
NQ
2SCBEC
(e) K ′ = 3.0K
 0
 20
 40
 60
 80
 100
 120
 140
 250  300  350  400  450  500
T 
[M
eV
]
µ [MeV]
2SCBCSχSB
NQ
2SCBEC
(f) K ′ = 3.15K
 0
 20
 40
 60
 80
 100
 120
 140
 250  300  350  400  450  500
T 
[M
eV
]
µ [MeV]
2SCBCSχSB
NQ
2SCBEC
(g) K ′ = 3.5K
 0
 20
 40
 60
 80
 100
 120
 140
 250  300  350  400  450  500
T 
[M
eV
]
µ [MeV]
2SCBCS
χSB
NQ
2SCBEC
(h) K ′ = 4.2K
Figure 5.8.: The µ − T phase diagram for different values of K ′/K and a realistic
strange quark mass ms = 140.7 MeV. (parameter set V)
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Figure 5.9.: (a): the mass of the bound diquark pairs in vacuum for equal quark
masses as a function of the coupling strength K ′. (parameter set IV)
(b): the masses of the bound diquark pairs in vacuum as functions of
the strange quark mass at K ′ = 5K. In both panels the threshold
for the decay into two quarks is also indicated. (Interpolation between
parameter sets IV and V.)
structure of the quark pair. Since all quarks have the same mass also all diquark pairs
have equal masses, with increasing K ′ the diquarks get deeper bound. In Fig. 5.9(b)
we introduce a bare strange quark mass larger than the masses of the up and down
quarks and work at K ′ = 5K. Keeping in mind that we adjusted G to keep the
dynamical up and down quark masses constant, we observe that the masses of the
diquark pairs containing a strange quark grow with similar speed as the strange
quark mass grows. On the other hand the pair containing up and down quarks
becomes deeper bound, this is due to the larger (negative) chiral condensates φs
that comes along with the growing strange quark mass (cf. Eq. (5.17)). The deeper
bound diquarks will condense earlier when the quark chemical potential is increased,
therefore the phase transition between the χSB and the 2SCBEC phase in Fig. 5.7(a)
moves leftwards with rising ms.
Finally, we have a look on the condensation of these diquark pairs. As an example
we choose the equal quark mass case at K ′ = 5K and T = 0 (the corresponding
phase diagram is shown in Fig. 5.5(h)). Note that we only calculate the masses of
the diquark pairs up to the point where they condense. Containing two quarks the
bound diquark pair is sensitive to twice the quark chemical potential. In Fig. 5.10 we
see how the difference MDAA′ −2µ decreases linearly as the quark chemical potential
rises and reaches zero at µ = 256.1 MeV, exactly where the gap equation starts
to give a non-vanishing value for the gap parameter ∆(s)22 . Here a BEC of red and
green up and down quarks is formed. As the value of ∆(s)22 rises with increasing
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Figure 5.10.: The quark masses, bound diquark masses, gap parameter (upper part)
and the quark number densities (lower part) in dependence of the quark
chemical potential at T = 0 for equal bare quark masses and K ′ = 5K.
This plot shows the situation on the zero-temperature axis in the phase
diagram Fig. 5.5(h). (parameter set IV)
quark chemical potential the number density for the quarks contained in the BEC
rises while there are still no blue and no strange quarks present. This “medium” of
up and down quarks modifies the quark masses leading to the appearance of blue
up and down quarks (Mu/d − µ = 0) at µ = 284.9 MeV. Looking at the number
densities (Fig. 5.10) this is the point where the density of blue up and down quarks
starts to take a non-zero value. At this point we draw the crossover line in the
phase diagrams since from this point on “free” quarks are able to form BCS-pairs.
At µ = 288.3 MeV we see the “remains” of the chiral phase transition.
5.5. Connection to the Ginzburg-Landau results
The results of the Ginzburg-Landau analysis ([20, 21, 22]) do not show the com-
petition of the CFL and 2SC phase and the possibility that the low-temperature
CEP may be covered by the 2SC phase. At first sight this seems to contradict to
our NJL model results. In this section we will show that this is a results of the
parameterization used in the GL ansatz and that working with a more general GL
ansatz in this situation is practically impossible.
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As we already pointed out in Sect. 5.1, the two-flavor ansatz used in Refs. [20, 21,
22] differs from the situation in the 2SC phase of our three-flavor NJL model. In the
NJL description the chiral strange quark condensate, which is completely neglected
in the two-flavor GL ansatz (Eq. (5.11)), plays a crucial role. Its large magnitude
effects, through the diquark coupling strength, the diquark condensate. The diquark
condensate, on the other hand, has an effect on the strange quark masses and chiral
condensate. To allow for these effects one has to include a strange chiral condensate
that can differ from the other chiral condensates, Φ = diag (σ, σ, σs). This leads to
the following ansatz
Ω2SC (σ, σs, d) =
(
a
2
2σ2 + σ2s
3
− c
3
σ2σs +
b′1
4
σ4 +
b′2
4
σ4s +
b′1 − 2b′2
2
σ2σ2s
)
+
(
α
6
d2 +
β′
4
d4
)
− γ
3
d2σs + λ
′
1d
2σ2 + λ′2d
2σ2s , (5.19)
where the coefficients a, c, α, and γ are the same as in Eq. (5.10), and
b′1 =
1
3
(2b1 + b2) , b
′
2 =
1
6
(b1 + b2) ,
β′ = 4 (2β1 + 2β2 + β3 + β4) ,
λ′1 = 2 (2λ2 − λ3) , λ′2 = 2 (λ1 + λ2) . (5.20)
The inclusion of the strange chiral condensates increases the number of coefficients
from five in Eq. (5.11) to nine. It is important to note that in this ansatz we have
the γ-term, which was found to be responsible for the low-temperature end-point
using Eq. (5.9) and is related to the transformed six-point interaction in our NJL-
type model. This term is absent in Eq. (5.11) due to the missing σs. Setting σs = 0
will reduce Eq. (5.19) to Eq. (5.11). To investigate the competition of the CFL
and 2SC phase one can compare Ω3F and Ω2SC (Eq. (5.9) and Eq. (5.19)), although
this only give a useful answer when both, Ω3F and Ω2SC , give meaningful results,
i.e. all condensates are sufficiently small. To perform the comparison both terms
should by expressed using the same coefficients. We therefore relate the coefficients
of Eq. (5.19) and Eq. (5.9) via
b = 3 (b′1 − b′2) , λ = 3 (λ′1 + λ′2) , β = 3 (3β′1 + β′2) , β′ = β′1 + β′2
with
β′1 = 4 (2β1 + β4) , β
′
2 = 4 (2β2 + β3) . (5.21)
To the perform a full Ginzburg-Landau analysis in this context one has to deal
with these ten coefficients (a, c, b′1, b
′
2, α, β
′
1, β
′
2, γ, λ
′
1, λ
′
2), which is practically im-
possible. However we can find an example with whose help we can show that the
NJL-model results are indeed completely consistent with a general GL analysis.
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Figure 5.11.: Results obtain for the example of a GL analysis of the CFL and 2SC
phases described in the text (Sect. 5.5.1. (a): the GL free energies for
the CFL solutions (solid) and the 2SC solutions (dashed) as functions
of γ at the endpoint found in Ref. [20, 21, 22]. (b): the values of the
condensates associated with the solutions in (a).
5.5.1. A GL example of CFL vs. 2SC
For this example we make some simplifying assumptions
• We neglect all λ-terms, i.e. λ′1 = λ′2 = 0. This was also assumed in Ref. [21]
when using Eq. (5.9).
• We use b′1 = 2 b/3 and b′2 = b/3, since this ansatz reproduces the NJL-model
feature that the flavors do not mix when only four-point interactions are taken
into account.
• We choose β′ = β/ (3 · 22/3) for the coupling in the diquark sector. This choice
reproduces the relation d2SC = 21/3dCFL, with γ = λ = 0. This relation comes
from weak coupling QCD [36] and usually also holds in the NJL model.
• We only allow for BCS-like 2SC solutions, i.e. we set σ = 0. This assumption
is guided by the observation that we find a BCS-like 2SC phase in the phase
diagram on the point where the end point should be.
With these assumptions the GL free energy for the 2SC phase simplifies to
Ω˜2SC (σs, d) =
(
a
6
σ2s +
b
12
σ4s
)
+
(
α
6
d2 +
β
12 · 22/3d
4
)
− γ
3
d2σs . (5.22)
We use this equation and Eq. (5.9) with λ = 0 to compare the free energies of
the CFL and 2SC solutions. To reduce the number of coefficients we work at the
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location of the low-temperature critical end point found in Ref. [20, 21, 22]. This
relates a and α to b, c, β and γ
a =
c2
3b
+
2γ2
β
, α = − βc
2
27γb2
. (5.23)
Since an analytic study still is infeasible we choose numerical values for the remaining
coefficients. Therefore we choose a scaling factor Λ of dimension energy which allows
us to work in units of the corresponding power of Λ and to choose b = c = β = 1.
Thereby the positivity of these coefficients can be motivated physically, cf. Ref. [21].
With all coefficients, except for γ, fixed we can study the free energy as a function
of γ numerically. In Fig. 5.11(a) the free energies for the CFL and 2SC phase in our
example are shown, at low γ the CFL phase is favored whereas at large γ the 2SC
phase becomes favored. Looking at the associated condensates, in Fig. 5.11(b), we
see that the diquark and chiral condensate increase much faster in the 2SC than in
the CFL phase as functions of γ. Both these effects have also been observed in the
NJL-model calculation, cf. Fig. 5.6, here as functions of K ′. Although this example
can not replace a full Ginzburg-Landau analysis it shows that the NJL-model results
are consistent with a more general GL ansatz and there is no discrepancy between
those two approaches.
6. U(1)A breaking and meson condensates
In this chapter we will investigate the effect of the transformed six-point interaction
on the condensation of neutral kaons in the CFL phase and the phase diagram of
charge neutral quark matter. In the previous chapter we were interested in the
possible existence of a low-temperature critical end point and therefore varied K ′
between zero and 5K ′. The phase diagram changed dramatically whenK ′ was large.
We suppose that these large values are unrealistic and therefore work here with the
assumption thatK ′ is of the same order asK and chooseK ′ between zero and 1.5K.
In the following we are only interested in K0 since this is the only meson condensate
which is realized in the phase diagram of neutral quark matter (with K ′ = 0).
6.1. The K0 mass at non-zeroK ′
In Ref. [21] the authors used a low-energy effective theory to study the effect of
the U(1)A breaking in the diquark sector on the masses of the Goldstone bosons.
The two key results obtained in this model are: (i) the mixing of the two sets
of Goldstone bosons (q¯q states and CFL mesons) enhances, (ii) the masses of the
Goldstone bosons increase. In the following we will investigate these effects in the
NJL model.
For the calculation of the meson masses in the NJL model we proceed as in
Sect. 4.1.1 and include terms that originate from the transformed six-point interac-
tion. In the first step we solve the gap equations and neutrality conditions for the
CFL phase and then solve the Bethe-Salpeter equation
T = K +K J T. (6.1)
The structure of the matrix J does not change when K ′ is introduced since no
new operators appear. The values of J only depend on K ′ through the modified
solutions of the gap equations. The matrix K, on the other hand, has some entries
proportional to K ′. The transformed six-point interaction contains, among others,
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(a) (K ′φs) Γ
↑
25 ⊗ Γ↓25 (b)
(
i
2
√
2
K ′s55
)
Γ↓25 ⊗ tK¯0 (c)
(
i
2
√
2
K ′s22
)
Γ↓52 ⊗ tK0
Figure 6.1.: Diagrammatic representations of some examples of contribution to the
matrix K generated by the transformed six-point interaction. These
terms are contributing to the diagonal (a) and off-diagonal (b),(c) parts
of K.
the terms
K ′
4
(
q¯τ5λ2Cq¯
T
) (
qTCτ5λ2q
) (
d¯d
)
, (6.2)
K ′
4
(
q¯τ2λ5Cq¯
T
) (
qTCτ2λ5q
)
(s¯s) . (6.3)
These terms create effective four-point interactions
(K ′φd) Γ
↑
52 ⊗ Γ↓52 , (6.4)
(K ′φs) Γ
↑
25 ⊗ Γ↓25 . (6.5)
Figure 6.1(a) shows a diagrammatic representation of this kind of interaction. These
additional terms weaken the quark-quark interaction in these pseudoscalar channels
and hence give a larger meson mass. It is interesting to note that this is the same
mechanism that enhances the interaction in the scalar quark-quark channel. The
different sign is due to the fact that the scalar vertices (Eq. (5.18)) contain an
imaginary unit that is not contained in the terms of the transformed six-point inter-
action. Further on also vertex-terms connecting q¯q meson states with CFL meson
states appear.
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These effective four-point interactions come from the terms
− K
′
4
(
q¯τ5λ2Cq¯
T
) (
qTCγ5τ2λ2
) (
d¯γ5s
)
, (6.6)
− K
′
4
(
q¯τ5λ5γ5Cq¯
T
) (
qTCτ2λ5
) (
d¯γ5s
)
, (6.7)
− K
′
4
(
q¯τ2λ2γ5Cq¯
T
) (
qTCτ5λ2
)
(s¯γ5d) , (6.8)
− K
′
4
(
q¯τ2λ5Cq¯
T
) (
qTCγ5τ5λ5
)
(s¯γ5d) (6.9)
in Eq. (5.13) and read
−
(
i
2
√
2
K ′s22
)
Γ↑52 ⊗ tK¯0 , (6.10)(
i
2
√
2
K ′s55
)
Γ↓25 ⊗ tK¯0 , (6.11)(
i
2
√
2
K ′s22
)
Γ↓52 ⊗ tK0 , (6.12)
−
(
i
2
√
2
K ′s55
)
Γ↑25 ⊗ tK0 . (6.13)
Here we use tK¯0 =
1
2
(τ6 − iτ7) and tK0 = 12 (τ6 + iτ7). These terms (Eq. (6.10)–
(6.13)) add off-diagonal components to the matrixK. However, this does not change
the procedure qualitatively. As before, in Sect. 4.1.1, we solve for the poles of T and
extract the mass and chemical potential of the meson.
Figure 6.2 shows the mass of the K0 as a function of the strength of the transformed
six-point interaction for the case of equal quark masses. Here we see that the
mass rises drastically when K ′ is increased, from mK0 = 3.3 MeV at K ′ = 0 to
mK0 = 17.1 MeV at K ′ = 1.5K. This effect is in agreement with the results of
the Ginzburg-Landau analysis [21], where a rise of meson masses with in increased
γ (for the meaning of γ see Eq. (5.9)) was predicted.
Interested in a more realistic case, we increase the bare strange quark mass to
ms = 140.7 MeV. In Fig. 6.3 the mass and chemical potential of the K0 meson are
shown as functions of the strange quark mass at T = 0.1 MeV for several values of
K ′/K. While the chemical potential changes only marginally when K ′ is varied the
mass function changes more drastically. This shifts the condensation point to larger
values of ms.
Unfortunately the numerical calculation of the lower lying pole of T becomes
unstable at larger ms and the solution starts to jitter (cf. Fig. 6.3). To avoid this
problem and to find the condensation point more precisely we plot mK − µK = ω1
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Figure 6.2.: The mass of the K0 meson in the CFL phase at µ = 500 MeV and T =
0.1 MeV as a function of K ′ for equal bare quark masses. (parameter
set II)
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(cf. Eq. (4.23) and Eq. (4.24)) in Fig. 6.4. Here we see how the condensation point
moves to higher values of ms when K ′ is increased.
To illustrate this we show a phase diagram in the ms–K ′/K plane in Fig. 6.5.
Here we consider only the CFL and the CFLK0 phase and draw the phase boundary
at the condensation point. This diagram shows how the onset of the CFLK0 phase
gets pushed to higher bare strange quark mass by an increasing K ′.
This effect can also be investigated on the level of the thermodynamic potential
by solving the gap equations. Therefore we need to introduce pseudoscalar diquark
condensates in the context of the transformed six-point interaction.
6.2. Pseudoscalar diquark condensates and non-zeroK ′
To be able to solve the gap equations and to calculate the thermodynamic potential
in the CFLK0 phase for a non-zero value ofK ′ we need to include the terms that arise
from the transformed six-point interaction and contain pseudoscalar condensates in
our mean-field Lagrangian. Only interested in the CFLK0 phase we only consider
the p25 and the p52 condensate.
Similar to the scalar diquark condensates there is also a contribution to the mass
coming from the pseudoscalar diquark condensates. In the CFLK0 phase this only
affects the down and strange quark masses, cf. Fig. 6.6(a),
Md = md − 4Gφd + 2Kφuφs + K
′
4
(|s55|2 − |p52|2) , (6.14)
Ms = ms − 4Gφs + 3Kφuφd + K
′
4
(|s22|2 − |p25|2) . (6.15)
The pseudoscalar condensates also contribute to off-diagonal mass-like terms, namely
K ′
4
(−p⋆52s22 + s⋆55p25) d¯γ5s , (6.16)
K ′
4
(−p⋆25s55 + s⋆22p52) s¯γ5d , (6.17)
cf. Fig. 6.6(b). We call these contributions mass-like since they enter in the in-
verse propagator (Eq. (4.31)) as off-diagonal elements of the matrix M . While the
elements on the diagonal can be seen as modification of the mass (cf. Eq. (6.14)
and Eq. (6.15)), these off-diagonal elements are modification of the pseudoscalar
quark-antiquark condensates 〈s¯γ5d〉 and 〈d¯γ5s〉. However, we continue to assume
that the pseudoscalar quark-antiquark condensates are small and neglect them by
setting
〈q¯iiγ5qj〉 = 0 ∀ qi, qj . (6.18)
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Again similar to the scalar diquark case the gap parameter gets modified by the
transformed six-point interaction1, cf. Fig. 6.6(c),
∆
(p)
AB = −2
(
H − K
′
4
φA¯
)
pAB . (6.19)
The above shown terms contribute the to inverse propagator S−1. The mean-
field approximation also gives an field-independent(cf. Eq. (4.32)) contribution,
cf. Fig. 6.6(d), ∑
A,B=2,5,7
K ′
2
φA¯|pAB|2 . (6.20)
With these additional contribution we solve the gap equations, calculate the ther-
modynamic potential and proceed as before to obtain a phase diagram.
In Fig. 6.7 we the show the difference in thermodynamic potential to the normal
phase for the CFL and CFLK0 phase in dependence of K ′/K. Here we see a second-
order phase transition from the CFLK0 to the CFL phase around K ′ = 1.1K,
this agrees very well with the point estimated by calculating the meson mass and
chemical potential, cf. Fig. 6.5.
6.3. The phase diagram with non-zeroK ′
In this section we will investigate the effect of the transformed six-point interaction
on the phase diagram under neutrality conditions (Eq. (3.41)). Therefore we will
proceed as in Sect. 4.3 but with non-vanishing values of K ′.
First we have a look at one point of the phase diagram, namely µ = 500 MeV,
T = 0. Figure 6.8 shows the thermodynamic potential of the different phases2. As
in Fig. 6.7 we see how the CFLK0 phase disappears around K ′ = 1.1K. Since this
point (µ = 500 MeV, T = 0) lies in the lower right corner of the section of the phase
diagram we usually draw, we do not expect any CFLK0 phase in the plots of the
phase diagram when K ′ > 1.1K.
Further increasing K ′ leads to a first-order phase transition from the CFL to the
uSC phase at K ′ = 4.9K. The uSC turns into a 2SC phase by a second-order phase
transition at K ′ = 5.4K. As we saw in Chapter 5, with increasing coupling of the
transformed six-point interaction the pressure of the 2SC phase grows faster than
the pressure of the CFL phase, so that the 2SC phase replaces the CFL phase at
sufficiently large values of K ′. Electric charge neutrality leads to the appearance of
the uSC phase at a small intermediate range of K ′.
1Here we use the same notation as in Sect. 5.2.1, i.e. 2¯ = s, 5¯ = d and 7¯ = u.
2Here we use K ′ up to 6K for a clearer presentation of the effects of the transformed six-point
interaction. We still consider these large values of K ′ as unrealistic.
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(a) mass (b) off-diagonal mass-like
(c) off-diagonal in Nambu-Gorkov
space
(d) field independent
Figure 6.6.: Examples for the contributions to the mean-field Lagrangian induced by
the transformed six-point interaction in the presence of the pseudoscalar
diquark condensates of the CFLK0 phase. (a) a contribution to the
dynamical down quark mass (Md), (b) an off-diagonal mass-like term,
(c) a contribution to the pseudoscalar gap parameter (∆(p)⋆25 ) and (d) a
contribution to the field independent term V .
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Figure 6.7.: The difference in thermodynamic potential of the CFL and the CFLK0
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500 MeV and T = 0 to the normal phase in dependence of K ′/K.
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Figure 6.9 shows the masses and diquark condensate in the different phases, still
at µ = 500 MeV and T = 0. In contrast to Fig. 5.6, we now use a realistic strange
quark mass, enforce charge neutrality and work at a larger quark chemical potential.
However, the basic behavior of the 2SC (Fig. 6.9(b)) and CFL (Fig. 6.9(d)) phase
remains unchanged and can be explained by the mechanisms shown in Chapter 5.
The uSC phase, not considered before, shows some interesting features. The presence
of the ∆(s)55 condensate gives a contribution to the down quark mass. This leads to
a down quark mass that is a bit larger than the up quark mass and damps the
amplifying effect involving the strange quark and the ∆(s)22 diquark condensate, cf.
Chapter 5. It is therefore no surprise that the ∆(s)55 condensate is reduced in the uSC
phase when K ′ is increased. When ∆(s)55 finally vanishes the uSC phase turns into a
2SC phase.
In Fig. 6.10 and Fig. 6.11 we finally present the phase diagrams of neutral quark
matter for different choices of K ′. For comparison we show the phase diagram for
K ′ = 0 (from Sect. 4.3) in Fig. 6.10(a) and then increase K ′ to 0.5K (Fig. 6.10(b)),
1K (Fig. 6.11(a)) and 1.5K (Fig. 6.11(b)).
Here we observe that the transformed six-point interaction induces a stronger
diquark coupling. This leads to the expansion of the 2SC phase. The 2SC phase
expands to higher temperatures as well as it replaces the area of normal quark
matter at lower temperatures in the phase diagram. Further on the area of the
gapless 2SC shrinks. These effects are comparable with the effect of the increased
quark-quark coupling H comparing Fig. 4.3(b) and Fig. 4.5(b). Unlike in the case of
an increased quark-quark coupling H, the enhancement induced by the transformed
six-point interaction works differently in the various phases. Therefore the 2SC phase
pushes the onset of the uSC to higher quark chemical potential. In turn, the uSC
phase replaces parts of the CFL phase. This differs from the situation in Fig. 4.5(b)
where the overall diquark coupling strength was increased. There the CFL profits
and replaces parts of the uSC and parts of the 2SC phase. Beside these changes we
observe, that the CFLK0 phase disappears rapidly from the phase diagram. Further
on we see, that with increasing K ′ first-order phase transitions are replaced by
second-order phase transitions. This happens to the phase boundary between the
2SC and the uSC phase and to the lower part of the uSC–CFL transition.
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Figure 6.9.: The quark masses and diquark condensates in different color supercon-
ducting phase as functions of K ′/K for µ = 500 MeV and T = 0.
(parameter set I)
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Figure 6.10.: The phase diagram of electric and color charge neutral quark mat-
ter for K ′ = 0.0K (upper panel) and K ′ = 0.5K (lower panel).
Thick (red) solid lines denote first-order phase transitions, thin (green)
lines second-order phase transitions and the dotted (blue) line the
(dis)appearance of the gap in the excitations spectrum (transition to
a gapless phase). Continued in Fig. 6.11. (parameter set I)
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Figure 6.11.: Continuation of Fig. 6.10, showing the phase diagram for K ′ = 1.0K
(upper panel) and K ′ = 1.5K (lower panel).
7. Summary, conclusions and outlook
In this study we investigated several features of the phase structure of homogeneous,
electric and color charge neutral quark matter in β equilibrium. We used an NJL-
type model to simulate QCD at a few times nuclear matter density and temperatures
up to a few tens of MeV. These choices for temperature, quark chemical potential
and neutrality are motivated by the possible existence of deconfined quark matter
in the inner core of a neutron star.
In the first part of this work we studied the condensation of pseudoscalar Gold-
stone bosons in the CFL phase. The symmetry breaking due to the presence of
diquark condensates in the CFL phase leads to an octet of pseudoscalar mesons, as
the breaking of chiral symmetry does in vacuum. At the beginning of Chapter 4
we calculated the masses and chemical potentials of pions and kaons in the CFL
phase by solving the Bethe–Salpeter equation. Unlike older studies we added the
self-consistent treatment of the chiral condensates and the mixing of the q¯q meson
states with the CFL meson states. This analysis shows the possible formation of a
K0 condensate in the CFL phase.
To obtain the phase diagram we minimized the mean-field thermodynamic poten-
tial by solving the gap equations. Here meson condensates where taken into account
by allowing for pseudoscalar diquark condensates. Since the quark-quark coupling
is basically unknown we use two different values for it to study the effect of quark-
quark couplings with different strengths. In both cases a large part of the CFL phase
is replaced by the CFLK0 phase. The phase diagram with the smaller quark-quark
coupling agrees in most parts with the results of Ref. [72]. In contrast to Ref. [72]
we find a gapless CFLK0 phase. This gapless phase is only realized at very low tem-
peratures, a feature that can be explained by investigating the quasi-particle modes.
Here remains the open question whether the gapless CFLK0 phase also suffers from
the same chromomagnetic instabilities as the gapless CFL and the gapless. On the
other hand low-energy effective theory predicts [112] that all Meissner mass are real.
Our numerical results also confirm the p2SC solution found in Ref. [72], however we
find strong indications that this phase is an artifact of the mean-field approximation.
Further on we have investigated the effect of neutrino trapping on the phase struc-
ture. The idea behind this effect is that in the first few moments after the formation
of a neutron star, the star is still several tens of MeV hot and neutrinos are trapped
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inside. In this situation lepton number is a conserved quantity. Our investigation
is guided by the steps performed in Ref. [102] with the addition of pseudoscalar
condensates. In a CFL phase without meson condensates color charge neutrality
automatically leads to electric charge neutrality. Pseudoscalar condensates are of
interest in this context, since the condensation of electrically charged mesons allows
the quark part of the system to carry an electric charge while CFL pairing is real-
ized. Indeed we find areas in the phase diagram where charged kaons condense in
the CFL phase, when the electron lepton number chemical potential is sufficiently
large.
In Chapter 5, inspired by a Ginzburg-Landau analysis [20, 21, 22], we introduced
a U(1)A breaking six-point interaction that allows for the coupling of chiral and di-
quark condensates. This term is one of many that are possible in the NJL model but
which are usually neglected. In this context we investigated the possible existence
of a second, low-temperature critical end point on the chiral phase transition. For
this purpose we dropped the neutrality conditions in this Chapter.
Unlike the NJL study in Ref. [81] we allow for flavor dependent chiral and diquark
condensates. Even with equal bare quark masses the area where a low-temperature
critical end point may lie gets covered by a 2SC phase. This is due to a mutual
amplification of the chiral strange quark condensate and the diquark condensate
containing up and down quarks. Besides this amplification the axial anomaly also
induces an effective four-point interaction leading to the appearance of a Bose-
Einstein condensate of bound quark pairs. In the case of equal bare quark masses,
the absence of the low-temperature critical end point might be the result of our
specific choice of parameters, however when one introduces a more realistic strange
quark mass the situation becomes absolutely clear. Here the 2SC covers a large
part of the phase diagram, this area grows when the coupling strength of the trans-
formed six-point interaction is increased and there is no trace of a low-temperature
critical end point. For both choices of the bare strange quark mass we find that the
phase structure changes dramatically when the coupling is increased to large values
(i.e. K ′ = 3K . . . 5K).
The effect of the transformed six-point interaction on the phase diagram of elec-
trically and color charge neutral quark matter was studied in Chapter 6. Here we
proceeded analogously to Chapter 4, first we calculated the mass of the K0 and
studied the effects of the transformed six-point interaction. Increasing the strength
of the transformed six-point interactions leads to a larger kaon mass. A large kaon
mass suppresses the appearance of the CFLK0 phase. In the next step, we calculate
the phase diagram of neutral quark matter and include the transformed six-point
interaction. As predicted, the CFLK0 phase disappears from the phase diagram.
The other phases behave similarly as in Chapter 5, the area of the 2SC phase grows,
slowly suppressing the uSC and CFL phase.
In this thesis we have seen that the NJL model is a great tool to investigate the
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basic structures and mechanisms in a color superconductor. Whereas a Ginzburg-
Landau analysis is only based on symmetries and leaves much room for interpreta-
tion, the parameters of the NJL model can be fitted to vacuum observables. Un-
fortunately this cannot be done for all parameters and it is so far unclear how all
these parameters depend on temperature and density. The comparison of our re-
sults with weak coupling, low-energy effective theory and Dyson-Schwinger results
ensure us that we choose reasonable values for the couplings. However, this might
not be good enough since the QCD phase diagram, at least at low temperatures,
changes quickly when parameters are varied. Therefore it must be a primary goal
of future investigations to eliminate this uncertainty. NJL model studies show a
lot of interesting possible phases that might be realized. Besides the homogeneous
phase presented in this work, these are mixed and crystalline phases as well as the
formation of a Goldstone-boson current, spin-one pairing and more. To get some
quantitatively reliable answers, it is necessary to better constrain the parameters of
the NJL model or the use methods with better known parameters. Only this can
bring us closer to the real phase diagram of cold and dense quark matter. So there
is quite a lot to do until the mysteries of a neutron star’s inner core can be solved.
A. Conventions
We use natural units
~ = c = kB = 1 (A.1)
and the metric
g00 = 1, g11 = g22 = g33 = −1, gij = 0 ∀ i 6= j . (A.2)
Using the Pauli matrices, defined as
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
, (A.3)
we define the γ-matrices in Dirac representation
γ0 =
(
1 0
0 −1
)
γi =
(
0 σi
−σi 0
)
i ∈ {1, 2, 3},
γ5 =
(
0 1
1 0
)
= iγ0 γ1 γ2 γ3 , (A.4)
which obey the relations
{γµ, γν} = γµγν + γνγµ = 2gµν and {γ5, γµ} = 0 . (A.5)
Further on we use the γ-matrices to define the charge conjugation operator
C = iγ2γ0 , (A.6)
which obeys the following useful relations
C = −C−1 = −CT = −C† , (A.7)
CγµC−1 = − (γµ)T . (A.8)
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To describe structures in color and flavor space we use the Gell-Mann matrices. For
a clean notation we denote them with τa in flavor space and with λa in color space,
τ1, λ1 =

 0 1 01 0 0
0 0 0

 , τ2, λ2 =

 0 −i 0i 0 0
0 0 0

 , τ3, λ3 =

 1 0 00 −1 0
0 0 0

 ,
τ4, λ4 =

 0 0 10 0 0
1 0 0

 , τ5, λ5 =

 0 0 −i0 0 0
i 0 0

 , τ6, λ6 =

 0 0 00 0 1
0 1 0

 ,
τ7, λ7 =

 0 0 00 0 −i
0 i 0

 , τ8, λ8 = 1√
3

 1 0 00 1 0
0 0 −2

 ,
and add (A.9)
τ0 =
√
2
3

 1 0 00 1 0
0 0 1

 . (A.10)
B. Parameter sets
mu [MeV] md [MeV] ms [MeV] GΛ2 KΛ5 HΛ2 Λ [MeV]
set I 5.5 5.5 140.7 1.835 12.36 1.37625 602.3
set II 5.5 5.5 5.5 1.918 12.36 1.37625 602.3
set III 5.5 5.5 140.7 1.835 12.36 1.835 602.3
set IV 5.5 5.5 5.5 1.918 12.36 1.74 602.3
set V 5.5 5.5 140.7 1.835 12.36 1.74 602.3
Table B.1.: The five sets of parameters used in this work.
Here we give an overview of all parameter sets used in this work. The sets I, II and
III are introduced in Sect. 3.6, the sets IV and V in Sect. 5.2.2.
When we are interested in quantities as functions of the bare strange quark mass
ms, we vary ms between 5.5 MeV and 140.7 MeV. We follow [81] and adjust
the coupling G so that a dynamical vacuum mass for the up and down quarks of
Mu/d = 367.6 MeV is reproduced for every value of ms. This varies G as shown in
Fig. B.1. The parameter sets I and II (IV and V) are chosen such that this method
interpolates between them.
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Figure B.1.: The coupling GΛ2 as a function of ms.
C. The transformed six-point interaction
Evaluating the sum over A and A′ in Eq. (5.13) gives
L(6)χ =
K ′
8
∑
±
∑
B
{ (
q¯τ7λB (1± γ5)Cq¯T
) (
qTCτ7λB (1± γ5) q
)
(u¯ (1± γ5)u)
− (q¯τ7λB (1± γ5)Cq¯T ) (qTCτ5λB (1± γ5) q) (u¯ (1± γ5) d)
+
(
q¯τ7λB (1± γ5)Cq¯T
) (
qTCτ2λB (1± γ5) q
)
(u¯ (1± γ5) s)
− (q¯τ5λB (1± γ5)Cq¯T ) (qTCτ7λB (1± γ5) q) (d¯ (1± γ5)u)
+
(
q¯τ5λB (1± γ5)Cq¯T
) (
qTCτ5λB (1± γ5) q
) (
d¯ (1± γ5) d
)
− (q¯τ5λB (1± γ5)Cq¯T ) (qTCτ2λB (1± γ5) q) (d¯ (1± γ5) s)
+
(
q¯τ2λB (1± γ5)Cq¯T
) (
qTCτ7λB (1± γ5) q
)
(s¯ (1± γ5)u)
− (q¯τ2λB (1± γ5)Cq¯T ) (qTCτ5λB (1± γ5) q) (s¯ (1± γ5) d)
+
(
q¯τ2λB (1± γ5)Cq¯T
) (
qTCτ2λB (1± γ5) q
)
(s¯ (1± γ5) s)
}
.
(C.1)
The (1±γ5) terms lead to all combinations with zero or two γ5’s for each term. In this
lengthy notation the flavor structure of the transformed six-point interaction can be
identified more easily than in the more compact form given in the text (Eq. (5.13)).
D. On the numerical details
D.1. Momentum integrals in the gCFL/gCFLK0 phase
To solve the gap equations (Eq. (3.29), Eq. (4.33)) and the neutrality conditions
(Eq. (3.41)) and to calculate the thermodynamic potential Eq. (3.17) it is neces-
sary to integrate over the three-momentum. Since the angular integration can be
performed trivially only a one-dimensional integral is left. At the momenta where
one of the quasi-particle modes hits zero the integrand might be discontinuous (at
T = 0) or changes very fast (at T > 0). It is therefore advantageous to know the
values of the momenta where this happens and to perform the integral in intervals
where the integrand is continuous.
Luckily, in the CFL phase only modes connected to the small 4 × 4 - blocks in
the inverse propagator become gapless. Gapless means, that one of the eigenvalues
vanishes and therewith
detS−14×4 = 0 . (D.1)
Due to the spherical symmetric situation the determinate is a polynomial of second
order in p2. In a fully gapped phase this has no real roots, but in a gapless phase
the two real positive roots are the numbers we are interested in.
This procedure is similar to the one used in Ref. [113] where a condition for the
existence of a gapless phase was derived
∆(s) ≤ |µ¯δµ− M¯δM |√
µ¯2 − δM2 (D.2)
with
M¯ = (M1 +M2)/2 , δM = (M1 −M2)/2 , (D.3)
µ¯ = (µ1 + µ2)/2 , δµ = (µ1 − µ2)/2 . (D.4)
Here M1 and M2 (µ1 and µ2) are the masses (chemical potentials) of the quarks
related the the diquark condensates ∆(s).
In the (g)CFLK0 phase the situation is more complex, here the modes carrying
a Q˜ = ±1 charge are connected to the 8 × 8 - blocks and the Q˜ = 0 modes to
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the 20 × 20 block in the inverse propagator. It is not obvious if a condition like
Eq. (D.2) can be found for the gCFLK0 phase, but it is still possible to calculate the
determinants of the 8× 8 blocks and find the (quite lengthy) analytical expressions
for the roots of detS−18×8 (p
2) = 0. This is hopeless for the 20× 20 block. Therefore
it is possible to handle the integrals at T = 0 for the gCFLK0 phase (Q˜ = +1 mode
gapless) but not for the gCFLK0 ⋆ phase (Q˜ = 0 mode gapless). Unlike the gCFLK0
phase the gCFLK0 ⋆ phase does not only exist at very low temperatures and we can
conclude from our analysis at a small but non-zero temperature that this phase is
never preferred (Fig. 4.11).
D.2. Solving the gap equations in the gCFLK0 phase
The key step for constructing a phase diagram is to solve the gap equations (Eq. (3.29),
Eq. (4.33)) in order to find a minimum of the thermodynamic potential. For the
fully gapped phases the solution of the gap equations is a true minimum but for the
gapless phases the solution of the gap equations might be a maximum with respect
to variations of one or more condensates [60]. Only varying the condensates and
keeping the system neutral at the same time gives a minimum.
For the gCFLK0 phase (in the phase diagrams Fig. 4.3(b) and Fig. 4.5(b)) the
solution is a maximum with respect to ∆(s)55 , ∆
(p)
52 and φs. So coming from the gapped
phase, where the solution lies in a minimum, going to the gapless phase, where it
lies on a maximum, the solution has to lie at an inflection point when the quasi-
particle mode touches zero. Such an inflection point is very hard (impossible) to
find numerically and, even worse, a small variation of the condensates or charge
chemical potentials lets the solution disappear completely.
In a gapless phase where the blocking region is very small the neutral gapless
solution lies on a maximum in the direct neighborhood of a minimum for a gapped
non-neutral solution. This makes it difficult to find a solution for the gap equation for
T = 0 everywhere in the gCFL and gCFLK0 phase in the phase diagrams Fig. 4.3(b)
and Fig. 4.5(b). In the phase diagrams with a non-zero lepton chemical potential
Fig. 4.17 and Fig. 4.18 the blocking region broadens and the situation becomes
manageable.
Since it is not possible to find a solution of the gap equations and neutrality
conditions in the gCFL/gCFLK0 phase with zero µL we investigate two extreme
cases. First we neglect all electrons and look for the onset of the gapless phase and
later find a solution for 250 artificial flavors of electrons. We do this since we expect
that these two solutions give us an interval wherein the real, one electron flavor
solution lies. We will see, that this works out and the values for the masses, gap
parameters and charge chemical potential only differ marginally in the two solutions.
In a world without electrons it is possible to choose a value of µQ < 0 that reduces
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the stress on the quark pairs and keeps the CFL/CFLK0 solution fully gapped at
every point of the phase diagram. This is not possible with leptons in the system,
since the CFL/CFLK0 phase is electrically charge neutral by itself a non-zero µQ
will always introduce electric charge from the lepton part of the system. Therefore
we are interested in the solution without leptons on the edge to the gapless region.
This solution lies in direct neighborhood to the one electron flavor neutral gapless
solution we were originally looking for and it is the closest point we can reach
continuously from the gapped side. For given T and µ, we choose a µQ sufficiently
large to find a gapped solution (neglecting electrons), then we change the charge
chemical potentials from µ3, µ8 and µQ to
µQ˜ =
4
9
(
µQ − 2µ3 −
√
3
2
µ8
)
, (D.5)
µX =
1
18
(
−µQ + 2µ3 − 4
√
3µ8
)
, (D.6)
µY =
1
18
(−µQ − 2µ3) . (D.7)
Since there are no Q˜ charges in the gapped CFL/CFLK0 phase we can vary µQ˜
without any effect on the solution of the gap equations or neutrality conditions. In
the CFL phase we choose µQ˜ in such a way that the right side of Eq. (D.2) takes the
same values as the gap parameter on the left side (onset of the gapless regime). For
the CFLK0 phase it is slightly more complicated since no condition Eq. (D.2) exists.
Here we track the positions of the roots of detS−18×8 (p
2) in the complex momentum
plane and find the onset of the gapless phase when the distance of one pole to its
complex conjugate partner vanishes.
For a gapless solution follow the idea of Ref. [61] and introduce 250 (unphysical)
flavors of electrons. This broadens the blocking region artificially and moves the
minimum of the non-neutral gapped solution and the maximum of the neutral gap-
less solution apart. The 250 electron flavors have only a very small effect on the
quark part of the system. The green dashed line in Fig. D.1 shows the quasi-particle
dispersion relation for the gapless Q˜ = +1 mode in the gCFLK0 phase (at T = 0
and µ = 450 MeV) for 250 electron flavors. There is only a small deviation from
the solid (red) line, which shows the mode for the situation without electrons at the
onset of the gapless region (details on the construction of the solution for the solid
(red) mode were given above). For the physical case of one electron flavor we ex-
pect a mode very close the red solid mode but with a very narrow blocking region.
In the values of the diquark condensates, chiral condensates and charge chemical
potential we barely see a difference between the solution related to the 250 and the
zero electron flavor case and therefore use the zero electron solution for most of our
calculations. The 250 electron flavor solution ensures us, that the solution in the
gapless regime exists.
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Figure D.1.: The gapless Q˜ = +1 mode in the gCFLK0 phase at T = 0 and µ =
450 MeV for H = 3/4G. The dashed (green) line shows the situation
with 250 electron flavors, while the solid (red) line shows the situation
with no electron when the solution lies directly at the onset of the
gapless phase.
E. The accidental axial symmetry in the
(p)2SC phase
Here we will present more details in the accidental axial symmetry of the mean-field
thermodynamic potential leading to the appearance of the p2SC phase described
in Sect. 4.3.3. For vanishing masses Mu = Md = 0 and in the absence of charge
chemical potentials the mean-field thermodynamic potential Eq. (3.17) is invariant
under the axial color transformations
q → exp
(
iθ
λ7
2
γ5
)
q , (E.1)
if the transformation is limited to the non-strange sector. In the 2SC phase the
inverse propagator can be decomposed into 4 × 4 blocks for the quarks involved in
the pairing and 2× 2 blocks for the unpaired quarks. In the p2SC phase the blocks
containing the paired quarks are larger (6 × 6) since all colors participate in the
pairing. The 2 × 2 blocks are related to the strange quarks and since we limit the
transformation to the non-strange sector and the strange and non-strange sectors
decouple completely (since Mu = Md = 0 ⇒ φu = φd = 0), we can ignore the 2× 2
blocks. The four 6× 6 blocks take the form
(
S±ub−dr−ug
)−1
=


p0 ± µu −p −∆(p)25 0 0 0
−p p0 ± µu 0 ∆(p)25 0 0
−∆(p)25 0 p0 ∓ µd p 0 ∓∆(s)22
0 ∆
(p)
25 −p p0 ∓ µd ±∆(s)22 0
0 0 0 ±∆(s)22 p0 ± µu −p
0 0 ∓∆(s)22 0 −p p0 ± µu


(E.2)
and (
S±db−ur−dg
)−1
=
[(
S±ub−dr−ug
)−1
with u↔ d
]
(E.3)
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with µu (µd) being the chemical potential for the up (down) quarks. Relevant for
the thermodynamic potential is the determinant of the inverse propagator
det
[(
S±ub−dr−ug
)−1]
=
[
(p0 ± µu)2 + p2
]
×
[
((p0 ∓ µd)± p) ((p0 ± µu)∓ p)− (∆(s)22 )2 − (∆(p)25 )2
]
×
[
((p0 ∓ µd)∓ p) ((p0 ± µu)± p)− (∆(s)22 )2 − (∆(p)25 )2
]
(E.4)
and the analogous result from Eq. (E.3) with µu and µd interchanged. The determi-
nant only depends on the sum of the squares of the diquark condensates (∆(s)22 ,∆
(p)
25 )
and so does the field independent part (V , Eq. (3.14)) of the thermodynamic poten-
tial. This makes the mean-field thermodynamic potential invariant under Eq. (E.1).
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