Let G = Sp(2n, C) be a complex symplectic group. In the companion paper [math.AG/0601154], we introduced a (G × C × × C × )-variety N, which we call the exotic nilpotent cone. In this paper, we realize the Hecke algebra H of type C
Introduction
In their celebrated paper [KL87] , Kazhdan and Lusztig gave a classification of simple modules of an affine Hecke algebra H with one-parameter in terms of the geometry of the nilpotent cone. (It is also done by Ginzburg, c.f. [CG97] .) Since some of the affine Hecke algebra admits two or three parameters, it is natural to extend their result to the unequal parameter case. Lusztig realized the "graded version" of H (with unequal parameters) via several geometric means [Lu88, Lu89, Lu95b] (c.f. [Lu03] ) and classified their representations in certain cases. Unfortunately, his geometries admit essentially only one parameter. As a result, his classification is restricted to the case where both of the parameters are certain integral power of a single parameter. It is enough for his main interest, the study of representations of p-adic groups (c.f. [Lu95a] ). However, there are many areas of mathematics which wait for the full-representation theory of Hecke algebras with unequal parameters (see e.g. [Mc03] and its featured review in MathSciNet).
In this paper, we give a classification of simple modules of the Hecke algebra of type C
(1) n with three parameters by adopting a new geometric object exotic nilpotent cone, which we have introduced in the companion paper [Ka06a] . Our geometry works for all parameters and realizes the whole Hecke algebra (Theorem B) and its specialization to each central character (Theorem F). Unfortunately, the study of our geometry becomes harder for some parameters and the result becomes less explicit in such cases (c.f. Theorem E). Even so, our result, coupled with that of Lusztig [loc. cit.] , establish a definitive classification of simple modules except for "critical" cases (c.f. Theorem G).
Let G be the complex symplectic group Sp(2n, C). We fix its Borel subgroup B and a maximal torus T ⊂ B. Let W be the Weyl group of (G, T ). Let R be the root system of (G, T ). We embed R into a n-dimensional Euclid space ⊕ i Cǫ i as R = {±ǫ i ± ǫ j } ∪ {±2ǫ i }. We define V 1 := C 2n and V 2 := (∧ 2 V 1 )/C. We put V := V 1 ⊕V 2 and call it the exotic representation. Let V + be the positive part of V (for precise definition, see §1). We define
Composing with the second projection, we have a map
We denote the image of µ by N. This is the G-variety which we refer as the exotic nilpotent cone. Similarly, we define V := V 1 ⊕ V and
We put N := Imμ. We define Z := F × N F . Let G := G × (C × ) 3 . We have a natural G-action on F (and Z). Applying the general machinery of Chriss-Ginzburg [CG97] , we obtain:
Theorem A (Ginzburg). The group K G ( Z) is an associative algebra over R(G) by means of the convolution operation.
Assume that H is the Hecke algebra with unequal parameters of type C
(1) n (c.f. Definition 2.1). This algebra has three parameters q 0 , q 1 , q 2 . The twoparameter B 2 -case treated in Enomoto [En05] is obtained by setting q 0 + q 1 = 0. The equal parameter case treated in Kazhdan-Lusztig [KL87] is obtained by setting q 0 + q 1 = 0 and q 2 = q 2 1 . The center of H is naturally isomorphic to C ⊗ Z R(G).
Theorem B (= Theorem 2.10). We have an isomorphism
as algebras.
We have a map
Since N has only finitely many G-orbit (see e.g. Theorem 1.1), it is natural to work on N rather than N itself. The Ginzburg theory suggests the classification of simple H-modules by the G-conjugacy classes of the following Langlands parameters:
Definition C (Langlands parameters).
1) A pair (a, X) = (s, q 0 , q 1 , q 2 , X 1 ⊕ X 2 ) ∈ G × V is called a quasi-admissible parameter iff s is semisimple, q 0 = q 1 , all of q 0 , q 1 , q 2 are not root of unities, X 1 ⊕ X 2 ∈ N, (s − q 0 )(s − q 1 )X 1 = 0, and sX 2 = q 2 X 2 hold;
For a quasi-admissible parameter (a, X), let N a + and F a + be the images of the a-fixed points on F and N to F and N under the maps induced by (0.1), respectively. We denote by µ Notice that our Langlands parameters do not have additional data as in the usual Deligne-Langlands (-Lusztig) correspondence. This is because the (equivariant) fundamental groups of orbits are always trivial (c.f. Theorem 5.6). Instead, the regularity condition poses subtlety:
. Then, the number of G(a)-orbits in N a + is eight, while the number of corresponding representations of H is six. (c.f. [En05] ) In fact, there are two non-regular quasi-admissible parameters in this case. These parameters correspond to weight vectors of
In any case, most of the parameters are regular. (See Lemma 4.7, Proposition 4.8, and Proposition 4.9.) Let Z := F × N F . We have a map Z → Z induced by (0.1). Let Z a + to be the image of Z a to Z. In order to classify all (non-critical) simple H-modules, we realize the specialized Hecke algebra as follows:
Theorem F (= Theorem 2.12). Let (a, X) be a quasi-admissible parameter. We have an algebra isomorphism
where C a is the one-dimensional module of C⊗ Z R(G) obtained by the evaluation at a.
We treat a slightly more general case in Theorem 6.6 including Example D. Since it is not enlightful, we state only a part of it here:
Theorem G (= Part of Theorem 6.6 + Lemma 6.4). The set of Gconjugacy classes of regular quasi-admissible parameters is in one-to-one correspondence with the set of isomorphism classes of simple H-modules if q 0 = q 1 , all of q 0 , q 1 , q 2 are not root of unities and q 0 q for every 0 ≤ m ≤ n − 1.
Since we have an involution of H which sends (q 0 , q 1 , q 2 ) to (q 0 , q −1 1 , q 2 ), replacing q 1 by q −1 1 gives an equivalent representation theory. (c.f. Remark 6.8) Thus, the assumption q 0 = q 1 is not restrictive in general. The extended Hecke algebra of type B
(1) n with two parameters is isomorphic to H B := H/(q 0 + q 1 ). Hence, Theorem G also gives a Deligne-Langlands type correspondence of H B as its special case (Corollary 6.7).
Let us illustrate an example which (partly) explains the title "exotic":
. Fix a 0 = (s, e r ) ∈ G × C × and a = (s, e r , −e r , e 2r ) ∈ G. Let N be the nilpotent cone of G. Then, the sets of G(s)-orbits of N a0 and N a + are responsible for the usual and our exotic Deligne-Langlands correspondences.
The number of G(s)-orbits in N a0 is three. (Corresponding to root vectors of ∅, 2ǫ 1 , and "2ǫ 1 & 2ǫ 2 ") The number of G(s)-orbits in N a is four. (Corresponding to weight vectors of ∅, ǫ 1 , ǫ 1 + ǫ 2 , and "ǫ 1 & ǫ 1 + ǫ 2 ") On the other hand, the actual number of simple modules arising in this way is four (c.f. Ram [Ra01] and [En05] ).
Let (a, X) be a quasi-admissible parameter. Then, the above results imply that H
• ((µ a + ) −1 (X)) has a structure of H-module. We provide its multiplicity formula of simple modules in Theorem 6.10. For the character formula and the BGG-reciprocity, the author recommends readers to consult [CG97] 8.2 and 8.7. There one can obtain such a result by summation with signs. To remove signs from these formulas, we need to prove an analogue of the Kazhdan-Lusztig vanishing theorem, which is postponed to the subsequent paper.
Also, it would be nice if we can realize other Hecke algebras associated to affine Weyl groups or complex reflection groups by choosing suitable G and V. Since the present setting is a special case of Dadok-Kac [DK85] , the results of the present paper might have a generalization to this setting. In fact, Grinberg [Gr98] established the Springer theory in this setting. However, I adopt the present setting since I am not sure whether the other spaces have a nice representation-theoretic meaning.
Preparatory materials
Let G := Sp(2n, C). Let B be a Borel subgroup of G. Let T be a maximal torus of B. Let X * (T ) be the character group of T . Let R be the root system of (G, T ) and let R + be its positive part defined by B. We embed R and R + into a n-dimensional Euclid space E = ⊕ i Cǫ i with standard inner product as:
By the inner product, we identify ǫ i with its dual basis. We put α i := ǫ i − ǫ i+1 (i = 1, . . . , n − 1) or 2ǫ n (i = n). Let W be the Weyl group of (G, T ). For each α i , we denote the reflection of E corresponding to α i by s i . Let ℓ : W → Z ≥0 be the length function with respect to (B, T ). We denote byẇ ∈ N G (T ) a lift of w ∈ W . For a subgroup H ⊂ G containing T , we put w H :=ẇHẇ −1 . For a group H and its element h, we put H(h) := Z H (h).
Geometry of exotic varieties
We define V 1 := C 2n (vector representation) and V 2 := (∧ 2 V 1 )/C. These representations have B-highest weights ǫ 1 and ǫ 1 + ǫ 2 , respectively. We put V := V 1 ⊕ V 2 and call it the exotic representation of Sp(2n). We put
The set of non-zero weights of V is in one-to-one correspondence with R as
For a G-module V , we define its weight λ-part (with respect to T ) as V [λ]. The positive part V + of V is defined as
We define
We denote the image of µ by N. By abuse of notation, we may denote the map F → N also by µ.
Theorem 1.1 (Geometric properties of N; cf. K [Ka06a] ). We have the following:
The map µ is a birational projective morphism;
4. The set of G-orbits in N is finite.
We define
Composing with the second projection, we defineμ : F → V. We put N := Imμ.
Convention 1.2. We denote byV either V or V. We putḞ := F or F in accordance withV = V or V. In the below, the actual meaning of the symbol Y is Y ifV = V and is Y ifV = V. Lemma 1.3. We have a natural identificatioṅ
Proof. The above morphism is induced by an inclusioṅ
It gives a one-to-one correspondence at the level of closed points. The reduced induced scheme structure of the image of the LHS is a locally complete intersection in the RHS. Thus, it is normal. Therefore, the Zariski main theorem yields the result.
(Here we always regard X 0 , X 1 ∈ V 1 and X 2 ∈ V 2 .) Similarly, we have a natural G-action on F which makesμ a G-equivariant map. We defineŻ :=Ḟ ×ṄḞ . By Lemma 1.3, we havė
We puṫ
We define p i : Z ∋ (g 1 B, g 2 B, X) → (g i B, X) ∈ F and p ij : Z 123 ∋ (g 1 B, g 2 B, g 3 B, X) → (g i B, g j B, X) ∈ Z (i, j ∈ {1, 2, 3}). We also putp i : F × F → F as the first and second projections (i = 1, 2).
Lemma 1.4. The maps p i and p ij (1 ≤ i < j ≤ 3) are projective.
Proof. The fibers of the above maps are given as the subsets of G/B defined by incidence relations. It is automatically closed and we obtain the result.
By a general result of [Gi97] p135 (c.f. [CG97] 2.7), the G-equivariant Kgroup of Z becomes an associative algebra via the map
Moreover, the G-equivariant K-group of F becomes a representation of K G ( Z) as
Here we regard E as a sheaf over F × F via the natural embedding Z ⊂ F × F .
Equivariant Jordan normal forms
For each λ ∈ X * (T )\{0}, we fix a basis element
where
. We define the support of X as suppX := {i ∈ [1, n]; X(±ǫ i ) = 0 or X(±ǫ i ±ǫ j ) = 0 for some sign and j ∈ [1, n]}. 
.
Here we assume 0 ≤ j ≤ λ and we regard
Definition 1.6 (Quasi-Jordan normal form). A quasi-Jordan normal form J 0 is a sum J + J − , where
is a vector such that
The following result is a slight modification of [Ka06a] 1.7. We omit its proof since it is entirely the same:
In the setting of Theorem 1.8, we call an equivariant quasi-Jordan normal form (gsg −1 , q 0 , q 1 , q 2 , gX) an equivariant Jordan normal form if gX is a Jordan normal form.
Structure of simple modules
and N a be the set of a-fixed points of Z, F , and N, respectively. Letμ a : F a → N a denote the restriction of µ to a-fixed points. We review the convolution classification of simple modules in our situation. The detailed constructions are found in [CG97] 5.11, 8.4 or [Gi97] §5. For its variant with full proofs, see [Jo98] . The properties we used to apply the Ginzburg theory are:
by the ideal defined by the evaluation at a. The Thomason localization theorem yields ring isomorphisms
Moreover, we have the Riemann-Roch isomorphism
Here the middle term is the Borel-Moore homology. By the equivariant BeilinsonBernstein-Deligne (-Gabber) decomposition theorem (c.f. Saito [Sa88] 5.4.8.2), we haveμ 
Hecke algebras and exotic nilpotent cones
In this section, we prove Theorem B. Most of the arguments are exactly the same as [CG97] 7.6 if we replace G by G × C × , N by the usual nilpotent cone, µ by the moment map, F by the cotangent bundle of the flag variety, and Z by the Steinberg variety. Therefore, we frequently omit the detail and make pointers to [CG97] 7.6 in which the reader can obtain a correct proof merely replacing the meaning of symbols as mentioned above.
Definition 2.1 (Hecke algebras of type C
(1) n ). A Hecke algebra of type C
(1) n with three parameters is an associateive algebra
and {e λ } λ∈X * (T ) subject to the following relations:
(Toric relations) For each λ, µ ∈ X * (T ), we have e λ · e µ = e λ+µ (and e 0 = 1);
(The Hecke relations) For each i = 1, . . . , n, we put
(The braid relations) We have
(The Bernstein-Lusztig relations) For each λ ∈ X * (T ), we have
Remark 2.2. 1) For i = n, the standard choice of parameters (t n , t 0 ) is as: t 2 n = −q 0 q 1 and t n (t 0 − t −1 0 ) = (q 0 + q 1 ). This yields
2) An extended Hecke algebra of type B
(1) n with two-parameters considered in [En05] is obtained by requiring q 0 + q 1 = 0. The equal parameter case is obtained by requiring q 0 + q 1 = 0 and q 2 1 = q 2 . We have a projectioṅ Proof. We first prove the assertion for Z. By the Bruhat decomposition, we have
It follows that the structure of Z is determined by the fibers over [B ×ẇB]. We have
By the dimension counting using (1.1), we deduce
As a consequence, we deduce
is an irreducible component of Z.
Next, we prove the assertion for Z. By forgetting the second V 1 -factor, we have a surjective map Z → Z. It follows that the number of irreducible components of Z is ≥ |W |. Since the number of G-orbits on (G/B) 2 is |W |, it follows that the number of irreducible components of Z is ≤ |W |.
For each w ∈ W , we define two closed subvarieties of Z as
By abuse of notation, we may denote
, and q 2 ∈ R({1}×{1}×{1}×C × ) ⊂ R(G) be the inverse of degree-one characters. (I.e. q 2 corresponds to the inverse of the scalar multiplication on V 2 .) By the operation e λ and the multiplication by q i , each of K G (Z ≤w ) admits a structure of R(T)-modules. Each Z ≤w \Z <w is a G-equivariant vector bundle over an affine fibration over G/B via the composition ofπ and the second projection. Therefore, the cellular fibration Lemma (or the successive application of localization sequence) yields:
Theorem 2.4 (cf. [CG97] 7.6.11). We have
For each i = 1, 2, . . . , n, we put
Proof. The tensor product of structure sheaves corresponding to vector subspaces of a vector space is the structure sheaf of their intersection. Taking account into that, the proof of the assertion is exactly the same as [CG97] 7.6.12.
By the Thom isomorphism, we have an identification
Theorem 2.6 (cf.
[CG97] Claim 7.6.7). The homomorphism
Proposition 2.7. We have
for every λ ∈ X * (T ) and every 1 ≤ i < n;
for every λ ∈ X * (T ).
Proof. The component Z ≤1 is equal to the diagonal embedding of F . In particular, both of the first and the second projections give isomorphisms between Z ≤1 and F . It follows that
which proves 1). For each i = 1, . . . , n, we define V
Hence, we can induce it up to a G-equivariant vector bundlẽ V i onπ(O i ). Since the total space of a vector bundle over an irreducible variety is an irreducible variety, we
It is a G-equivariant quotient bundle of F . The rank ofF i is one (1 ≤ i < n) or two (i = n). LetZ ≤si be the image of Z ≤si under the quotient map F × F →F i ×F i . We obtain the following commutative diagram:
Here the above objects are smooth V + i -fibrations over the bottom objects. Therefore, it suffices to compute the convolution operation of the bottom line.
where [
In particular, we deduce
Therefore, we concludẽ There is an injective ring homomorphism
defined as ε(e λ ) := e λ (λ ∈ X * (T )) and 
10). The center Z(H) of H is naturally isomorphic to
Theorem 2.10 (Exotic geometric realization of Hecke algebras). We have an isomorphism
Proof. Consider an assignment ϑ
By means of the Thom isomorphism, the above assignment gives an action of an element of the set {e
1 − e −αn )
This identifies C⊗ Z K G ( F ) with the basic representation of H via the correspondence e λ → e λ and T i → T i . In particular, it gives an inclusion
Here we have
Corollary 2.11. The center of
Theorem 2.12. Let a ∈ G be a semisimple element. We have an isomorphism
Proof. This is a combination of [CG97] 6.2.3 and 5.10.11. (See also [CG97] 8.1.6.)
Convention 2.13. Let a = (s, q 0 , q 1 , q 2 ) ∈ G be a semisimple element such that q 0 = q 1 . We define Z a + to be the image of Z a under the natural projection defined by Corollary 2.14. Keep the setting of Convention 2.13. We have an isomorphism
Clan decomposition
We work under the same setting as in §1.
Definition 3.1 (Large clan). Let ν = (s, q 0 , q 1 , q 2 , X) be a quasi-admissible parameter such that s ∈ T . We denote s = exp(λ), where
We call λ i 's in the RHS of the above expression spectrums of s. Let q i = exp r i (i = 1, 2). We put Γ 0 := 2π √ −1Z and Γ := Zr 2 + 2π √ −1Z ⊂ C. For each r ∈ C/Γ 0 , we define the large clan C(r) of r as C(r) := {i ∈ [1, n]; λ i ≡ r or − λ i ≡ r mod Γ}.
Definition 3.2 (Clan).
Assume the same setting as in Definition 3.1. We call a pair of elements i, j ∈ C(r) connected if there exists a sequence i = i 0 , i 1 , . . . , i m = j (in C(r)) such that
We put C(r, i) := {j ∈ C(r); (i, j) is connected.}.
We call this subset a clan of C(r) containing i. Since C(r, i) is independent of the choices involved, we call C(r, i) a clan. We have a disjoint decomposition
where each C(p) is a clan and I(ν) is an index set defined by ν.
Fix a quasi-admissible parameter ν = (a, X) = (s, q 0 , q 1 , q 2 , X) such that s = exp( i λ i ǫ i ) ∈ T . At the level of Lie algebras, we have a decomposition
where ≡ means modulo Γ 0 . For each p ∈ I(ν), we define a Lie algebra g(s) p as the Lie subalgebra of g(s) generated by i,j∈C(p),λi≡±λj ,σ1,σ2∈{±}
where ≡ means modulo Γ 0 . Since the condition λ i = ±λ j implies λ i ≡ ±λ j mod Γ, it follows that g(s) = t + 
Since (a, X) is a quasi-admissible parameter, we have V a ∼ = V a .
For each p ∈ I(ν), we define
It is clear that
For each w ∈ W , we define
Similarly, we define
for each p ∈ I(ν). The local structures of these connected components are as follows.
Lemma 3.6. For each w ∈ W , we have
Proof. The set V a p is T -stable for each p ∈ I(ν). Hence, we have
Since we have G(s)/B(s)
Here the RHS is isomorphic to
Gathering these information yields the result.
We define a map w µ a p by 
In particular, every irreducible direct summand
Proof. The first assertion follows from the combination of Lemma 3.4, Lemma 3.6, and the definition of w µ a p . A direct component of (µ
, the second assertion follows.
We have a subgroup
We put G p := Sp(|C(p)|). Let V p be the exotic representation of G p . We have V a p ⊂ V p in a natural way. We have a family of quasi-admissible parameters
Corollary 3.9. Let ν be a quasi-admissible parameter. Then, it is regular if and only if each ν p is a regular quasi-admissible parameter of G p . 2
Corollary 3.9 reduces the analysis of the decomposition pattern of (µ a + ) * C F a + into the case that ν has a unique clan.
Standard parameters
We work under the same setting as in the previous subsection. In particular, we fix a quasi-admissible parameter ν = (a, X) = (s, q 0 , q 1 , q 2 , X 1 ⊕ X 2 ) such that s = exp( i λ i ǫ i ) ∈ T . In addition, we assume that C(r) := C(r) = [1, n] is the unique clan associated to ν.
Definition 4.1. Let ν and C(r) be as above. Let i ∈ C(r). The clan C(r) is called type I iff 2λ i ∈ Γ. If C(r) is not type I, then it is called type II iff 2λ i ∈ 2Γ + Γ 0 , and called type III iff 2λ i ∈ 2Γ + Γ 0 . Note that the same condition must hold for every i ∈ C(r).
Definition 4.2. Let ν be as above. Let λ 0 be a spectrum of s. For each n ∈ Z ≥0 , we define
Assume that C(r) is type II or III. For each n ∈ Z ≥0 , we put
and
Lemma 4.3. We can rearrange a by the W -action so that
hold for every 1 ≤ i < n. Moreover, we replace λ 0 if necessary to assume that
Proof. By the W -action, we rearrange s so that
Thus, putting λ 0 := λ n yields the result. If C(r) is type II or III, then we further rearrange a by the W -action so that we have 2λ i ∈ Z ≥0 r 2 + Γ 0 . Then, we have V If C(r) is type I, then we put C(r) m := C(r, λ 0 ) m for each m ∈ Z ≥0 . We put
is type III and m = 0)
We put g(s, m) := [ g(s, m), g(s, m)]. We define G(s, m) to be the subgroup of G corresponding to g(s, m). 
+ is a connected component of F a + . By assumption, we havė
Hence, we have µ a + ( O) = G(s)X. Therefore, the Beilinson-Bernstein-Deligne (-Gabber) decomposition theorem yields the result. 
. (If such m 0 does not exist, then we set m 0 = −1.) We choose a sequence γ 1 , . . . , γ n ∈ R such that: 1) γ i ≥ γ i+1 for every 1 ≤ i < n; 2) γ i = γ i+1 if and only if λ i ≡ λ i+1 mod Γ 0 ; 3) γ i = 0 if i ∈ C(r) m0 . Let δ > 0 be a small positive number such that δ ≪ γ i − γ i+1 whenever the RHS is non-zero. Let {J k } k be the set of Jordan blocks of X. We define J k := suppJ k . We define
It is clear that s X commutes with s and centralizes X. Let L X := Z G (s X ) and let U X := exp Z ∈ g; s X Z ∈ R >1 Z . The group P X := L X U X is a parabolic subgroup of G. Let w X ∈ W be the shortest element which sends P X to its opposite parabolic with respect to L X . By construction, we have X ∈ V + ∩ẇ X V + . Thus, it suffices to prove that the subset
Here a possible weight of V a ∩ẇ X V + is given as 1) T -weight of p) -action or the G(s, p − 1)-action produces such weight vector. Otherwise, we have
which means that ǫ i − ǫ j cannot be a weight of V a ∩ẇ X V + as desired.
Proposition 4.9. Assume that ν is a standard parameter. If V (s,q0) 1
, then ν is regular.
Proof. The assumption implies that ν is good. Hence, we assume that C(r) is not type I. We choose a sequence γ 1 , . . . , γ n ∈ R such that: 1) γ i ≥ γ i+1 for every 1 ≤ i < n; 2) γ i = γ i+1 if and only if λ i ≡ λ i+1 mod Γ 0 ; 3) γ i = 0 if i ∈ C(r) 0 . Let δ > 0 be a small positive number such that δ ≪ γ i − γ i+1 whenever the RHS is non-zero. Let {J k } k be the set of Jordan blocks of X. We define J k := suppJ k . We define
Here a possible weight of V a ∩ẇ X V + is given as 1) T -weight of t∈T tX, 2) ǫ i − ǫ j , or 3) ǫ i + ǫ j . By the same argument as in the proof of Proposition 4.8, it suffices to consider the weights of the form ǫ i +ǫ j (i, j ∈ C(r) 0 ; type II case) or ǫ i ± ǫ j (i ∈ C(r) 1 , j ∈ C(r) 0 ; type III case). In type II case, a weight of V a ∩ẇ X V + of this form is ǫ i + ǫ j (γ Proof. The assertion is unchanged by the conjugation by G. Hence, we rearrange ν 0 by the G-action to assume ν 0 ∈ T × V. By Corollary 3.8, we have only to show the case that ν 0 has a unique clan. By Theorem 1.8, we can assume that ν 0 = ν and it is a standard parameter. By assumption, two weights of the form ±ǫ i and ǫ j + ǫ k do not occur simultaneously in a single clan. Hence, ν must be good. Therefore, Proposition 4.8 and Proposition 4.9 yield the result.
The stabilizer of exotic nilpotent orbits
We retain the setting of the previous section. In particular, we fix a standard parameter ν = (a, X) = (s, q 0 , q 1 , q 2 , X 1 ⊕ X 2 ). Let C(r) = [1, n] be the unique clan associated to ν. We assign the following quiver Q ν to ν:
• The vertices of Q ν is {m ∈ Z ≥0 ; C(r) m = 0};
• The edges of Q ν connect from (m − 1) (source or start) to m (target or terminal) for each m.
We put V (r) m := C |C(r)m| for each m > 0 with a basis {v i } i∈C(r)m . We define
We form a dimension vector d a of Q ν by setting
for each vertex i of Q ν . Let Rep(Q ν , d a ) be the representation space of Q ν with dimension vector d a .
Construction 5.1 (Quiver representation attached to X). We assign
These assignments give rise to a map
We define a two-form θ = θ(X 2 ) ∈ ∧ 2 V (r) 0 associated to X 2 as
Remark 5.2. Since ν is a standard parameter, we have
if θ is defined (i.e. C(r) is type II).
We put G
We have 
where triv is the trivial representation of some dimension. The action of
These define an embedding as desired. , which factors through
Proof. Choose m so that V Lemma 5.5. Let Sp(2m, C) be a symplectic group embedded into GL(2m, C). Let v 1 , v 2 ∈ C 2m and let P be the simulteneous stabilizer of (v 1 , v 2 ) in GL(2m, C). Then, the group Sp(2m, C) ∩ P is connected.
Proof. We put P 0 := Sp(2m, C) ∩ P . Let ω be a symplectic form on C 2m associated to Sp(2m, C). Let v ⊥ be the orthogonal compliment of v with respect to ω. The Levi subgroup of P 0 is a product of the stabilizer of
). The former space is always a symplectic vector space. If the latter space is non-zero, then we have an isomorphism
defined by the symplectic form ω. Therefore, the Levi subgroup of P 0 is isomorphic to a symplectic group, which completes the proof.
For a quasi-admissible parameter ν 0 = (s 0 , q 0 , q 1 , q 2 , X 0 ), we define G(ν 0 ) to be the simultaneous stabilizer of (s 0 , X 0 ) in G. Let C(ν 0 ) be the component group of G(ν 0 ). Theorem 5.6. We have C(ν 0 ) = {1} for every quasi-admissible parameter ν 0 .
Proof. The assertion is unchanged by the conjugation action of G. Take Gconjugate to assume ν 0 ∈ T × V. By Lemma 3.4, we have only to verify the case that ν 0 has a unique clan. Hence, we further assume that ν 0 = ν. Notice that each Jordan block of X 2 corresponds to an indecomposable representation of Q ν appearing in η(X 2 ). Let G + ν (X 2 ) be the stabilizer of η(X 2 ) in G 
holds for each i ∈ C(r) m0 . There are at most two such integers by Theorem 1.8.
Here the image of both groups in GL(V ). In particular, the image of G
) is connected. Therefore, we conclude that G + ν (X) is connected. Hence, we conclude the result if C(r) is type I. Assume that C(r) is type II or III. We put
where each X 2 (k) is the sum of all Jordan normal forms of X 2 which are mutually conjugate by the action of G
. Let n i be the multiplicity of a Jordan block in X 2 (i). If X 2 (i) does not contain a vector of type Y[ǫ i + ǫ j ] (i, j ∈ C(r)) as its weight component, then the action of L + (X 2 ) factors through GL(n i ). Assume that X 2 (i) contains a vector of type Y[ǫ i + ǫ j ] (i, j ∈ C(r)) as its weight component. Then, the action of L + (X 2 ) on X 2 (i) factors through GL(2n i ). Let J 2 (i) be a Jordan block of X 2 (i). We write
,
We have two cases:
It follows that the Levi part of G(s, X 2 ) is a product of general linear groups and symplectic groups. Applying Lemma 5.5, we conclude the result.
6 Main Theorems Remark 6.3. By taking G-conjugate, we can assume that a ∈ T. In view of the clan decomposition, ν is non-critical if each ν p (p ∈ I(ν)) is good. ∩ V p = {0} does not occur simultaneously for each p ∈ I(ν). Hence, every quasi-admissible parameter of the form (s, q 0 , q 1 , q 2 , * ) is conjugate to an equivariant Jordan normal form as desired. Proof. Let a = (s, q 0 , q 1 , q 2 ) ∈ T such that q 0 = q 1 , all of q 0 , q 1 , q 2 are not root of unities, and the number of G(a)-orbits in N a + is finite. The definition of regular parameters asserts that we have at least one simple module corresponding to each G-conjugacy class of regular quasi-admissible parameter of the form (a, X). Each irreducible direct summand of (µ Sincẽ O\O is real codimension two inÕ, we deduce that the natural map π 1 (O, * ) → π 1 (Õ, * ) is surjective. In particular, every G(a)-equivariant local system onÕ is constant. As a result, every G-conjugacy class of regular quasi-admissible parameter of the form (a, X) corresponds to at most one irreducible module as desired.
As in Remark 2.2, the quotient H/(q 0 + q 1 ) is isomorphic to an extended Hecke algebra H B of type B
(1) n with two parameters. We call a H B -module non-critical iff it is non-critical as H-modules. Then, we have n with parameters t n , t 1 , t 0 . We have t n = ± √ −q 0 q 1 and t 0 = ± −q 0 /q 1 or ± −q 1 /q 0 . In particular, ϕ changes the parameters as (q 0 , q 1 , q 2 ) → (q 0 , q 
where i X : {X} ֒→ N a + is an inclusion. 2
