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FAMILIES OF PRUDENT SELF-AVOIDING WALKS
MIREILLE BOUSQUET-MÉLOU
Abstrat. A self-avoiding walk (SAW) on the square lattie is prudent if it never takes a
step towards a vertex it has already visited. Prudent walks dier from most lasses of SAW
that have been ounted so far in that they an wind around their starting point.
Their enumeration was rst addressed by Préa in 1997. He dened 4 lasses of prudent
walks, of inreasing generality, and wrote a system of reurrene relations for eah of them.
However, these relations involve more and more parameters as the generality of the lass
inreases.
The rst lass atually onsists of partially direted walks, and its generating funtion is
well-known to be rational. The seond lass was proved to have an algebrai (quadrati)
generating funtion by Duhi (2005). Here, we solve exatly the third lass, whih turns out
to be muh more omplex: its generating funtion is not algebrai, nor even D-nite.
The fourth lass  general prudent walks  is the only isotropi one, and still defeats us.
However, we design an isotropi family of prudent walks on the triangular lattie, whih we
ount exatly. Again, the generating funtion is proved to be non-D-nite.
We also study the asymptoti properties of these lasses of walks, with the (somewhat
disappointing) onlusion that their endpoint moves away from the origin at a positive speed.
This is onrmed visually by the random generation proedures we have designed.
1. Introdution
1.1. Families of self-avoiding walks
The study of self-avoiding walks is a famous elementary problem in ombinatoris, whih is
also of interest in probability theory and in statistial physis [21℄. Reall that, given a lattie
with some origin O, a self-avoiding walk (SAW) is a lattie path starting from O that does not
visit the same vertex twie (Fig. 1).
Figure 1. A self-avoiding walk on the square lattie, and a (quasi-)random
SAW of length 1,000,000, onstruted by Kennedy using a pivot algorithm [19℄.
It is strongly believed that, for two-dimensional latties, the number c(n) of n-step SAW and
the average end-to-end distane of these walks satisfy
c(n) ∼ αµnnγ and E(Dn) ∼ κnν
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where γ = 11/32 and ν = 3/4. The growth onstant µ is lattie-dependent. Several independent
but so far non-rigorous methods predit that µ =
√
2 +
√
2 on the honeyomb lattie. Moreover,
numerial studies suggest that µ may also be a bi-quadrati number for the square lattie [18℄.
On the probability side, it has been proved that, if the saling limit of SAW exists and has
some onformal invariane property, it must be desribed by the proess SLE(8/3) (stohasti
Loewner evolution) [20℄. This would imply that the predited values of γ and ν are orret.
The fat that all these onjetures only deal with asymptoti properties of SAW tells us how
far the problem is from the reah of exat enumeration. The followers of this disipline thus
fous on the study of sub-lasses of SAW. A simple family onsists of partially direted walks,
that is, self-avoiding walks formed of North, East and West steps. It is easy to see that their
generating funtion is rational [28, Example 4.1.2℄,∑
n
c(n)tn =
1 + t
1− 2t− t2 , (1)
whih gives c(n) ∼ αµn, with µ = 1 + √2 = 2.41... The above series an be rened by taking
into aount the oordinates (Xn, Yn) of the endpoint, and the analysis of the result gives:
E(Xn) = 0, E(X
2
n) ≃ n and E(Yn) ≃ n.
We use the notation an ≃ bn as a shorthand for an ∼ αbn for some positive onstant α.
The prudent walks studied in this paper form a more general lass of SAW whih have a
natural kineti desription: a walk is prudent if it never takes a step pointing towards a vertex it
has already visited. In other words, the walk is so autious that it only takes steps in diretions
where the road is perfetly lear. Various examples are shown on Fig. 2. In partiular, partially
direted walks are prudent. Note that it is equivalent to require that the new step avoids the
past onvex hull of the walk: hene prudent walks are the disrete ounterpart of the walks
evolving in disrete time but ontinuous spae studied by Angel et al. [2℄.
Figure 2. Four prudent walks: the rst one is partially direted (or: 1-sided),
the other ones are respetively 2-sided, 3-sided and 4-sided.
These walks have already been studied in the past under dierent names: self-direted
walks [30℄, outwardly direted SAW [27℄, exterior SAW [25℄, and nally prudent walks [11, 10℄.
We refrain from the temptation of inventing one more name and stik to the latter terminology.
The rst two papers above deal with Monte-Carlo simulations. Préa [25℄ was, to our knowledge,
the rst to address enumerative questions. He wrote reurrene relations dening an array of
numbers c(n; i, j, h) that ount prudent walks aording to their length (n) and to three addi-
tional atalyti parameters (i, j, h). By this, we mean that these parameters are essential to the
existene of these reurrene relations, and that it is far from obvious how to derive from them a
reursion for, say, some numbers c(n; i, j) that would only take into aount two of the atalyti
parameters (or for c(n)). Préa also dened four natural families of prudent walks of inreas-
ing generality, alled k-sided, for k ranging from 1 to 4. In partiular, 1-sided walks oinide
with partially direted walks, and 4-sided walks oinide with general prudent walks. (Preise
denitions will be given below.) He wrote reurrene relations for eah of these lasses: three
atalyti parameters are needed for general (4-sided) prudent walks, but two sue for 3-sided
walks, while one is enough for 2-sided walks. No atalyti parameter is needed for 1-sided walks.
This reets the inreasing generality of these four lasses of walks.
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Reall that the generating funtion of 1-sided walks (partially direted walks) is rational (1).
Duhi [11℄ proved that 2-sided walks have an algebrai (quadrati) generating funtion. She
also found an algebrai generating funtion for 3-sided walks, but there was a subtle aw in her
derivation, whih was deteted by Guttmann [16℄. He and Dethridge performed a numerial
study of prudent walks, in order to get an idea of their asymptoti enumeration, and of the
properties of the assoiated generating funtions [10℄. In partiular, they onjetured that the
length generating funtion of general prudent walks is not D-nite, that is, does not satisfy any
linear dierential equation with polynomial oeients. This implies that it is not algebrai.
1.2. Contents
In Setion 2 of this paper, we ollet funtional equations that dene the generating funtions
of the four lasses of prudent walks introdued by Préa [25℄. This is not really original, as these
equations are basially equivalent to Préa's reurrene relations. Moreover, similar equations
were written by Duhi [11℄. Our presentation may be a bit more systemati.
In Setions 3 to 5 we address the solution of these equations. The ase of 1-sided walks is
immediate and leads the above rational generating funtion. We then reall how the kernel
method solves linear equations with one atalyti variable. In partiular, it provides the gener-
ating funtion of 2-sided walks (Setion 3). The extension of this method to linear equations
with two atalyti variables is not yet ompletely understood, although a number of papers have
been devoted to instanes of suh equations reently [8, 5, 6, 9, 17, 23, 22℄. Underlying the
bi-variate kernel method is a ertain group, whih depends on the equation. Roughly speaking,
the instanes that have been studied suggest that the solution is nie if the group is nite.
This belief is onrmed by the example of 3-sided walks. The orresponding equation is assoi-
ated with an innite group, but we an still solve it, and prove that the generating funtion of
these walks is not D-nite, having a rather omplex singularity struture (Setion 4). We also
prove that the growth onstants of 3-sided walks and 2-sided walks are the same. It is atually
predited from numerial experiments that the growth onstant of general prudent walks is also
the same [10℄.
The nal equation, whih deals with general prudent walks and involves three atalyti vari-
ables, still defeats us. This is a bit annoying, as the other lasses are by denition anisotropi.
However, our understanding of the role of atalyti variables leads us to introdue a new isotropi
lass of prudent walks, on the triangular lattie, whih are desribed by (only) two atalyti vari-
ables (Fig. 3, left). Again, the assoiated equation orresponds to an innite group. We solve
it, and prove that the generating funtion of triangular prudent walks is not D-nite, having a
natural boundary (Setion 5).
v
u
Figure 3. Left: A triangular prudent walk in a box of size 7. Right: The two
atalyti parameters involved in the enumeration.
We also rene our equations to take into aount parameters related to the end-to-end distane
of a prudent walk: for instane the oordinates of the endpoint, or the size of the smallest
retangle ontaining the walk. Extending our solutions to these rened equations is harmless,
but the onlusion we draw from these results is somewhat disappointing: the prudent walks we
an solve drift away from the origin at a positive speed. In other words, the end-to-end distane
grows linearly with the length of the walk. We do not know what happens for general (4-sided)
prudent walks.
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Finally, in Setion 6, we address the uniform random generation of n-step prudent walks. Their
step-by-step reursive struture allows for a standard reursive approah, in the spirit of [24℄.
This approah rst requires a preomputation stage, followed by a generation stage, whih is
usually linear. We emphasize that the (ostly) preomputation may require less information
than the generation itself, and we use this to optimize the preomputation stage. Our nal
proedures involve the preomputation and storage of up to O(n4) numbers (for general prudent
walks), so that the typial length we an reah is a few hundred. This still provides interesting
pitures (Figs. 4, 6, 7, 8).
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Figure 4. Random prudent walks.
1.3. Families of prudent walks
Let us onlude this long introdution with some denitions and notations. The box of a
square lattie walk is the smallest retangle that ontains it. It is not hard to see that the
endpoint of a prudent walk is always on the border of the box. This means that every new step
either walks on the border of the box, or moves one of its four edges.
Using this box, we an give a kineti desription of partially direted walks: a prudent walk
is partially direted if its endpoint, as the walk grows, always lies on the top of the box. This
is why partially direted walks are also alled 1-sided. The generalisation of this terminology is
natural: a prudent walk is 2-sided if its endpoint always lies either on the top, or on the right
edge of the box. It is 3-sided if its endpoint is always on the top, right or left edge of the box1.
Of ourse, 4-sided walks oinide with general prudent walks (Fig. 2).
Consider now a walk on the triangular lattie. Dene the (triangular) box of the walk as the
smallest triangle pointing North that ontains the walk. The walk is a triangular prudent walk if
eah new step either inates the box, or walks along one edge of the box in a prudent way (that
is, not pointing to an already visited vertex). An example is shown in Fig. 3. Note that this is
not the natural ounterpart of a square lattie prudent walk: this ounterpart would just require
the walk to avoid pointing to an already visited vertex. But then the natural box would be a
hexagon: every new step would either inate the hexagonal box, or walk along its border. As
we will see below, the number of edge lengths of the box (3 for a hexagon, 1 for a triangle) is
diretly related to the number of atalyti parameters we have to introdue, and this is what
makes triangular prudent walks relatively easy to handle.
1
As notied by Uwe Shwerdtfeger, we atually require this to hold as well for non-integral points, that is,
when the walk is onsidered as a ontinuous proess. The aim of this is to avoid onsidering the walk ESW,
among others, as a 3-sided walk.
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Given a lass of walks C, the generating funtion of walks of C, ounted by their length, is
C(t) =
∑
w∈C
t|w|,
where |w| denotes the length of the walk w. The generalisation of this denition to the series
C(t;u1, . . . , uk) ounting walks aording to their length and to k additional parameters is im-
mediate. We will often drop the length variable t, denoting this series C(u1, . . . , uk). Reall that
a one-variable series C(t) is algebrai if it satises a polynomial equation P (t, C(t)) = 0, and
D-nite if it satises a linear ODE with polynomial oeients, Pk(t)C
(k)(t)+ · · ·+P1(t)C′(t)+
P0(t)C(t) = 0. Every algebrai series is D-nite. We refer to [29℄ for generalities about these
lasses of power series.
2. Funtional equations
The onstrution of funtional equations for all the families of prudent walks we study rely
on the same priniple, whih we rst desribe on 1-sided (partially direted) walks.
Consider a 1-sided walk. If it ends with a horizontal step, we an extend it in two dierent
ways: either we repeat the last step, or we hange diretion and add a North (N) step. Otherwise,
the walk is either empty or ends with a North step, and we have three ways (N, E and W) to
extend it. This shows that North steps, whih move the top edge of the box, play a speial role
in these walks. Our funtional equation is obtained by answering the following question: where
is the last North step, and what has happened sine then?
More speially, let P (t) denote the length generating funtion of 1-sided prudent walks.
The ontribution to P (t) of walks that ontain no North step (horizontal walks) is
1 + 2
∑
n≥1
tn =
1 + t
1− t .
The other walks are obtained by onatenating a 1-sided walk, a North step, and then a horizontal
walk. Their ontribution is thus
P (t) t
1 + t
1− t .
Adding these two ontributions gives the equation
P (t) =
1 + t
1− t + t
1 + t
1− tP (t),
from whih we readily derive the rational expression (1).
The priniple of this reursive desription extends to k-sided walks for eah k. We say that a
step of a k-sided walk is inating if, at the time it was added to the walk, it shifted one of the k
edges of the box that are relevant in the denition of k-sided walks. For instane, when k = 2,
an inating step moves the top or right edge of the box. We write our equations by answering
the question: where is the last inating step, and what has happened sine then?
Sine then, the walk has grown without reating a new inating step. What does that mean?
Assume k ≥ 2, that the last inating step was North, and that, sine then, the walk has taken
m East steps. Then m annot be arbitrarily large, otherwise one or several of these East steps
would be inating, having moved the right edge of the box. This observation explains why we
have to take into aount other atalyti parameters in our enumeration of prudent walks.
For instane, for a 2-sided walk, we keep trak of the distane between the endpoint and the
NE orner of the box, using a new variable u (Fig. 5). For 3-sided walks ending on the top of
the box, we keep trak of the distanes between the endpoint and the NE and NW orners of
the box (variables u and v). For 3-sided walks ending on the right edge of the box, we keep
trak of the distane between the endpoint and the NE orner (variable u) and of the width
of the box (variable w). For 4-sided walks ending on the top of the box, we keep trak of the
distanes between the endpoint and the NE and NW orners (variables u and v), and of the
height of the box (variable w). These parameters, and the names of the orresponding variables,
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are shematized in Fig. 5. They give rise to series with one, two or three atalyti variables. For
instane, for 4-sided walks ending on the top of their box, we will use the series
T (t;u, v, w) ≡ T (u, v, w) =
∑
i,j,h
Ti,j,hu
ivjwh,
where Ti,j,h ≡ Ti,j,h(t) ounts 4-sided walks ending on the top of their box, at a distane i (resp.
j) from the NE (resp. NW) orner, suh that the height of the box is h. Similar notation will
be used for the other lasses of walks.
Two-sided
u v u w
Three-sided
v u
Four-sided
w
u
Figure 5. Catalyti variables for k-sided walks, k ≥ 2.
Finally, for triangular prudent walks ending on the right edge of their (triangular) box, we
keep trak of the distanes between the endpoint and the SE and N orners of the box (variables
u and v, see Fig. 3).
2.1. Two-sided prudent walks
Lemma 1. The generating funtion T (t;u) ≡ T (u) of 2-sided walks ending on the top of their
box satises (
1− tu(1− t
2)
(1− tu)(u− t)
)
T (u) =
1
1− tu + t
u− 2t
u− t T (t).
The generating funtion of 2-sided walks, ounted by their length and the distane of the endpoint
to the NE orner of the box, is
P (t;u) = 2T (t;u)− T (t; 0).
Proof. We partition the set of 2-sided walks ending on the top of their box into 3 lasses,
depending on the existene and diretion of the last inating step (LIS). This step, if it exists,
has moved the right or top edge of the box.
1. Neither the top nor the right edge has ever moved: the walk is a sequene of West steps.
The generating funtion for this lass is
1
1− tu .
2. The LIS goes East. This implies that the endpoint of the walk was on the right edge of
the box before that step. After that East step, the walk has made a sequene of N steps
to reah the top of the box. Observe that, by symmetry, the series T (t;u) also ounts
walks ending on the right edge of the box by the length and the distane between the
endpoint and the NE orner. These two observations give the generating funtion for
this lass as
t
∑
i≥0
Tit
i = tT (t).
3. The LIS goes North. After this step, there is either an (unbounded) sequene of West
steps, or a bounded sequene of East steps. This gives the generating funtion for this
lass as
t2u
1− tuT (u) + t
∑
i≥0
Ti
i∑
k=0
tkui−k =
t2u
1− tuT (u) +
t
u− t (uT (u)− tT (t)) .
PRUDENT SELF-AVOIDING WALKS 7
Adding the 3 terms gives the funtional equation satised by T (u).
The expression of P (t;u) relies on an inlusion-exlusion argument: we rst double the ontri-
bution of T (u) to take into aount walks ending on the right edge of the box, and then subtrat
the series T (0) ounting those that end at the NE orner.
2.2. Three-sided prudent walks
Lemma 2. The generating funtions T (t;u, v) ≡ T (u, v) and R(t;u,w) ≡ R(u,w) that ount
respetively 3-sided walks ending on the top and on the right edge of their box are related by(
1− tuv(1− t
2)
(u− tv)(v − tu)
)
T (u, v) = 1 + tuR(t, u) + tvR(t, v)− t
2v
u− tv T (tv, v)−
t2u
v − tuT (u, tu) (2)(
1− tuw(1 − t
2)
(u− t)(1 − tu)
)
R(u,w) =
1
1− tu + tT (tw, w) −
t2w
u− tR(t, w). (3)
The generating funtion of 3-sided walks, ounted by the length and by the width of the box, is
P (t;u) = T (t;u, u) + 2R(t; 1, u)− 2T (t;u, 0)− t
1− t .
Proof. We partition the set of 3-sided walks ending on the top of their box into 4 subsets,
depending on the existene and diretion of the LIS, whih has moved the right, left or top edge
of the box.
1. There is no inating step at all: the walk is empty and ontributes 1 to the generating
funtion.
2. The LIS goes East. This ase is analogous to Case (2) of 2-sided walks, with generating
funtion
tv
∑
i,j
Ri,jt
ivj = tvR(t, v).
3. Symmetrially, the ase where the LIS goes West is ounted by
tuR(t, u).
4. If the LIS is a North step, it is followed by a bounded number of West steps, or by a
bounded number of East steps. This ase is ounted by:
t
∑
i,j≥0
Ti,j
(
i∑
k=0
tkui−kvj+k +
j∑
k=0
tkui+kvj−k − uivj
)
=
t
u− tv (uT (u, v)− tvT (tv, v)) +
t
v − tu (vT (u, v)− tuT (u, tu))− tT (u, v).
Adding the 4 terms gives the rst equation of the lemma.
For 3-sided walks ending on the right edge of their box, the last inating step annot go West.
Three ases remain:
1. There is no inating step at all: the walk onsists of South steps. The generating funtion
for this lass is
1
1− tu .
2. The LIS goes East. This ase is analogous to Case (3) of 2-sided walks: the LIS is
followed by an unbounded number of South steps, or by a bounded number of North
steps. The generating funtion is
t2uw
1− tuR(u,w) +
tw
u− t (uR(u,w)− tR(t, w)) .
3. The LIS goes North. This ase is analogous to Case (2) of 2-sided walks. The generating
funtion is found to be
tT (tw, w).
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Adding the 3 terms gives the funtional equation for R(u,w).
The expression of P (t;u) again relies on an inlusion-exlusion argument, based on the enu-
meration of walks ending on a presribed set of edges of their box.
2.3. General prudent walks on the square lattie
Lemma 3. The generating funtion T (t;u, v, w) ≡ T (u, v, w) of prudent walks ending on the
top of their box satises(
1− tuvw(1− t
2)
(u − tv)(v − tu)
)
T (u, v, w) = 1 + G(w, u) + G(w, v) − tv
u− tvG(v, w) −
tu
v − tuG(u,w)
with G(u, v) ≡ G(t;u, v) = tvT (t;u, tu, v).
The generating funtion of prudent walks, ounted by the length and the half-perimeter of the
box, is
P (t;u) = 1 + 4T (t;u, u, u)− 4T (t; 0, u, u).
We have learnt from [10℄ that Andrew Rehnitzer has independently obtained the funtional
equation satised by T (u, v, w).
Proof. Again, we partition the set of prudent walk ending on the top of their box into 4 subsets,
depending on the existene and diretion of the last inating step. Note that the LIS annot be
a South step.
1. There is no inating step: the walk is empty, and ontributes 1 to the generating funtion.
2. The LIS goes East. This ase is analogous to Case (2) of 2-sided walks. Using the
obvious symmetry between prudent walks ending on the top and on the right edge of
their box, we nd that the generating funtion for this lass is
tv
∑
i,j,h
Ti,j,ht
jwi+jvh = tvT (w, tw, v).
3. Symmetrially, the generating funtion of prudent walks in whih the LIS goes West is
tuT (w, tw, u).
4. Finally, the generating funtion of prudent walks in whih the LIS goes North is analo-
gous to Case (4) of 3-sided walks ending on the top, with generating funtion:
wt
u− tv (uT (u, v, w)− tvT (tv, v, w)) +
wt
v − tu (vT (u, v, w)− tuT (u, tu, w)) − twT (u, v, w).
Adding the 4 terms provides the funtional equation for T (u, v, w), given the obvious symme-
try T (u, v, w) = T (v, u, w). The expression for P (t;u) again relies on an inlusion-exlusion
argument, based on the enumeration of walks ending on a presribed set of edges of their box.
2.4. Triangular prudent walks
Lemma 4. The generating funtion R(t;u, v) ≡ R(u, v) of triangular prudent walks ending on
the right edge of their box satises(
1− tuv(1− t
2)(u+ v)
(u− tv)(v − tu)
)
R(u, v) = 1+tu(1+t)
v − 2tu
v − tu R(u, tu)+tv(1+t)
u− 2tv
u− tv R(tv, v). (4)
The generating funtion of triangular prudent walks, ounted by the length and the size of the
box, is
P (t;u) = 1 + 3R(t;u, u)− 3R(t;u, 0). (5)
Proof. We partition the set of prudent walks ending on the right edge of their box into 7 subsets,
depending on the existene and diretion of the last inating step.
1. There is no inating step: the walk is empty, and ontributes 1 to the generating funtion.
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2. The LIS is a NW step. This implies that the endpoint of the walk was on the left edge
of the box before that step. Thanks to the obvious symmetry between walks ending on
the left edge and right edge of their box, we obtain the generating funtion of walks of
this type as
tu
∑
i,j
Ri,jt
iui+j = tuR(tu, u).
3. The LIS is a W step. Again, the endpoint of the walk was on the left edge of the box
before that step. The generating funtion of walks of this type is
tu
∑
i,j
Ri,jt
i+1ui+j = t2uR(tu, u).
The ases where the LIS goes SE or SW are very similar to the two previous ases. The endpoint
of the walk was on the bottom edge of the box before the last inating step.
4. The generating funtion of walks suh that the LIS is a SE step is
tv
∑
i,j
Ri,jt
jvi+j = tvR(v, tv).
5. The generating funtion of walks suh that the LIS is a SW step is
tv
∑
i,j
Ri,jt
j+1vi+j = t2vR(v, tv).
We are left with the two riher ases where the LIS goes East or North-East. The endpoint of
the walk was already on the right edge of the box before the last inating step, and the LIS is
followed by a bounded sequene of SE or NW steps.
6. The generating funtion of walks suh that the LIS is an E step is
tv
∑
i,j
Ri,j
(
i∑
k=0
tkui−kvj+k +
j+1∑
k=1
tkui+kvj−k
)
=
tv
u− tv (uR(u, v)− tvR(tv, v)) +
t2u
v − tu (vR(u, v)− tuR(u, tu)) .
7. The generating funtion of walks suh that the LIS goes NE is
tu
∑
i,j
Ri,j
(
j∑
k=0
tkvj−kui+k +
i+1∑
k=1
tkui−kvj+k
)
=
tu
v − tu (vR(u, v)− tuR(u, tu)) +
t2v
u− tv (uR(u, v)− tvR(tv, v)) .
We add the 7 terms above and note that R(u, v) = R(v, u) to obtain the funtional equation for
R(u, v). The expression of P (t;u) again relies on an inlusion-exlusion argument.
3. Enumeration and asymptoti properties of 2-sided prudent walks
In this setion, we reall how the kernel method works on linear equations with one atalyti
variable [7, 3, 26℄, using the example of 2-sided walks. We rst reover Duhi's algebrai generat-
ing funtion, and then rene our enumeration to keep trak of other statistis like the end-to-end
distane of the walk. This setion is a sort of warm-up before solving the more diult equations
of Setions 4 and 5.
Proposition 5. The generating funtion P (t;u) of 2-sided walks, ounted by their length and
by the distane between the endpoint and the NE orner of the box, is
P (t;u) =
2(1− t2)(1− t)U
(1− uU)(1− tU)(2t− U) − 1
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where
U ≡ U(t) = 1− t+ t
2 + t3 −
√
(1− t4)(1− 2t− t2)
2t
.
In partiular, the length generating funtion is
P (t; 1) =
1
1− 2t− 2t2 + 2t3
(
1 + t− t3 + t(1− t)
√
1− t4
1− 2t− t2
)
.
Proof. We start from the funtional equation of Lemma 1, written as(
(1− tu)(u− t)− tu(1− t2))T (u) = u− t+ t(1− tu)(u− 2t)T (t). (6)
The series U ≡ U(t) given in the proposition is the only power series in t that anels the kernel of
this equation, that is, the polynomial
(
(1 − tu)(u− t)− tu(1− t2)). The series T (U) ≡ T (t;U)
is well-dened. Replaing u by U in the equation anels the left-hand side, and hene the
right-hand side, giving
T (t) =
U − t
t(1− tU)(2t− U) .
Then (6) gives T (u), and the seond equation of Lemma 1 provides P (t;u).
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Figure 6. Random 2-sided walks of length 500, 1354 and 3148.
Proposition 6 (Asymptoti properties of 2-sided walks). The length generating funtion
of 2-sided walks has a unique singularity of minimal modulus, ρ ≃ 0.403, whih is a simple pole
and satises 1− 2ρ− 2ρ2 + 2ρ3 = 0. The number of n-step 2-sided walks satises
pn ∼ κµn with µ = 1
ρ
≃ 2.48 and κ = ρ (3ρ− 1)
(3ρ+ 1) (5ρ− 2) ≃ 2.51.
The distane between the endpoint and the NE orner of the box in a random n-step 2-sided
walk follows asymptotially a geometri law of parameter 2ρ. In partiular, the average value of
this distane is asymptotially onstant, equal to
2ρ
1−2ρ ≃ 4.15.
Let Xn (resp. Yn) denote the absissa (resp. ordinate) of the endpoint of a random n-step
2-sided walk. Then the mean and variane of Xn + Yn satisfy
E(Xn + Yn) ∼ mn, V(Xn + Yn) ∼ s2 n,
where
m =
ρ+ 1
3 ρ+ 1
≃ 0.63 and s2 = 4 (ρ+ 1)
2
ρ
(3 ρ+ 1)3 (1− ρ) ≃ 0.49,
and the variable
Xn+Yn−mn
s
√
n
onverges in law to a standard normal distribution.
Finally,
E(Xn − Yn) = 0, V(Xn − Yn) ∼ s2 n,
where
s
2 =
ρ
(
ρ2 − 2) (1 + ρ)
(ρ2 + ρ− 1) (3 ρ− 1) (1 + 3 ρ) ≃ 5.17,
and the variable
Xn−Yn
s
√
n
onverges in law to a standard normal distribution.
These asymptoti properties are in good agreement with the random 2-sided walks of Fig. 6.
PRUDENT SELF-AVOIDING WALKS 11
Proof. We start from the expression of P (t; 1) given in Proposition 5. The singularities of P (t; 1)
are found among the roots of the denominator (1− 2t− 2t2 +2t3) and those of the disriminant
(1−t4)(1−2t−t2). It is not hard to see that the smallest one (in modulus) is ρ, orresponding to
a simple pole of the series. In the expression of P (t;u) in terms of U given in Proposition 5, this
pole is found when U = 2t. This implies
√
(1− ρ4)(1 − 2ρ− ρ2) = (1− 4ρ2)/2. The asymptoti
behaviour pn ∼ κµn easily follows, with µ = ρ−1.
To study the distane to the NE orner, onsider P (t;u) (given in Proposition 5). For u in
a neighborhood of 1, P (t;u) still admits ρ as its unique dominant singularity, whih remains a
simple pole. This gives
[tn]P (t;u) ∼ 1− U(ρ)
1− uU(ρ) [t
n]P (t; 1),
with U(ρ) = 2ρ, and the result follows using a ontinuity theorem for probability generating
funtions [14, Thm. IX.1℄.
Then, we enrih our enumeration by taking into aount the sum of the oordinates of the
endpoint, using a new variable z. The funtional equations of Lemma 1 beome:(
1− tuz
2(1− t2)
(z − tu)(u− tz)
)
T (t, z;u) =
z
z − tu + tz
u− 2tz
u− tz T (t, z; tz),
P (t, z;u) = 2T (t, z;u)− T (t, z; 0).
We solve them in the same way that we solved the ase z = 1, and obtain:
P (t, z;u) =
2z3(1 − t2)(1 − tz)U
(z2 − uU)(z − tU)(2tz − U) − 1
with
U ≡ U(t, z) = z 1− tz + t
2 + t3z −
√
(1− t2)(1 + t− tz + t2z)(1− t− tz − t2z)
2t
.
For z in a neighborhood of 1, the radius of onvergene ρz of P (t, z; 1) is reahed when U(ρz, z) =
2zρz, or 1− 2zρz − 2ρ2z + 2zρ3z = 0. One easily heks that P (t, z; 1) satises the meromorphi
shema of [14, Thm. IX.9℄, and the limit behaviour of Xn + Yn follows.
The study of the distane between the endpoint and the rst diagonal is similar. We rst
rene the enumeration by taking into aount the dierene Xn − Yn, using a new variable z.
When establishing the funtional equation satised by T (t, z;u) ≡ T (z;u), one must note that
walks ending on the right edge of the box have generating funtion T (t, 1/z;u). The equations
nally read(
1 +
tu
(
1− t2)
(z − tu) (u− tz)
)
T (z;u) =
z
z − tu + tzT (z¯; tz¯)−
t2
u− tz T (z; tz), (7)
P (t, z;u) = T (t, z;u) + T (t, z¯;u)− T (t, z; 0)
with z¯ = 1/z. The kernel method provides a linear equation between T (z; tz), T (z¯; tz¯), involving
the (quadrati) series U(z) ≡ U(t, z) that anels the kernel of (7). Replaing z by 1/z gives
a seond linear equation, now involving T (z; tz), T (z¯; tz¯) and U(z¯). Thus both series T (z; tz)
and T (z¯; tz¯) an be expressed in terms of U(z) and U(z¯). It is then straightforward to obtain
expressions for T (t, z;u) and P (t, z;u) in terms of U(z) and U(z¯) (we reommend using a formal
algebra system). In partiular, eah of these series is algebrai of degree 4.
By an obvious symmetry argument, E(Xn − Yn) = 0. As most ontinuity theorems involve
non-negative random variables, we onsider n + Xn − Yn, whih is learly non-negative, with
mean n. The assoiated generating funtion is P (tz, z; 1). For z in a neighborhood of 1, the
radius of onvergene ρz ≡ ρ of this series is reahed when
ρ7z8 + ρ5
(
ρ2 + 2 ρ− 4) z6 − ρ3 (4 ρ2 + 5 ρ− 5) z4 + ρ (ρ− 2 + 5 ρ2) z2 − 2 ρ+ 1 = 0,
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and is again a simple pole of P (tz, z; 1). One easily heks that we are again in the meromorphi
shema of [14, Thm. IX.9℄, and the limit behaviour of n+Xn−Yn (and onsequently, of Xn−Yn)
follows.
4. Enumeration and asymptoti properties of 3-sided prudent walks
Proposition 7. The generating funtion of 3-sided walks ending on the top of their box satises
T (t;u, tu) =
∑
k≥0
(−1)k
∏k−1
i=0
(
t
1−tq − U(uqi+1)
)
∏k
i=0
(
tq
q−t − U(uqi)
) (1 + U(uqk)− t
t(1− tU(uqk)) +
U(uqk+1)− t
t(1− tU(uqk+1))
)
where
U(w) ≡ U(t;w) = 1− tw + t
2 + t3w −
√
(1− t2)(1 + t− tw + t2w)(1 − t− tw − t2w)
2t
is the only power series in t satisfying (U − t)(1− tU) = twU(1− t2), and
q ≡ q(t) = U(t; 1) = 1− t+ t
2 + t3 −
√
(1− t4)(1− 2t− t2)
2t
.
The generating funtion P (t;u) of 3-sided walks, ounted by their length and by the width of the
box, an be expressed rationally in terms of U(u) and T (t;u, tu) (see (10)). When u = 1, this
gives the length generating funtion as
P (t; 1) =
1
1− 2t− t2
(
2 t2q T (t; 1, t) +
(1 + t)
(
2− t− t2q)
1− tq
)
− 1
1− t .
Note that the series U(t; 1) is the algebrai series that ours in the solution of 2-sided walks
(Proposition 5).
Proof. In the equation (3) satised by R(u,w), the only atalyti variable is u (there is no
ourrene of R(·, w′) with w′ 6= w). Thus we an apply the standard kernel method: setting
u = U(w) anels the oeient of R(u, v), and we are left with
twR(t, w) =
U(w)− t
t
(
1
1− tU(w) + tT (tw, w)
)
. (8)
Reall that T is symmetri in its two (atalyti) variables. In partiular, T (tw, w) = T (w, tw).
The equation (2) satised by T (u, v) involves the series R(t, u) and R(t, v). We use (8) to express
them in terms of U(u), U(v), T (u, tu) and T (v, tv), and obtain an equation that involves only
the series T :(
1− tuv(1− t
2)
(u− tv)(v − tu)
)
T (u, v) =
1 +
U(u)− t
t(1 − tU(u)) +
U(v)− t
t(1− tU(v)) −
(
tv
v − tu − U(u)
)
T (u, tu)−
(
tu
u− tv − U(v)
)
T (v, tv). (9)
Now both u and v play atalyti roles. We want to anel the kernel of this new equation,
namely the polynomial K(u, v) = (u − tv)(v − tu)− tuv(1 − t2), by an appropriate hoie of v.
Thus v will be a funtion of u and t. As K(u, v) is homogeneous in u and v, the dependeny of
v in u is extremely simple: K(u, v) vanishes for v = qu, where q = U(t; 1) only depends on t (of
ourse, K(u, v) also vanishes for v = u/q, but this is not a power series in t). This simpliity is
ruial to writing the solution in an expliit form. Replaing v by qu in (9) gives
T (u, tu) = −
t
1−tq − U(uq)
tq
q−t − U(u)
T (uq, tuq) +
1
tq
q−t − U(u)
(
1 +
U(u)− t
t(1− tU(u)) +
U(uq)− t
t(1− tU(uq))
)
.
Observe that tq/(q− t) = 1−tq1−t2 = 1+O(t), while U(u) = O(t). Hene tqq−t −U(u) is invertible in
the ring of power series in t with oeients in Q[u]. Moreover, t1−tq − U(uq) = O(t3), so that
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we an iterate the above equation indenitely, replaing u by uq, then by uq2, and so on. The
net result is the expression of T (u, tu) given in the proposition.
We now seek an expression for P (t;u), whih was given in terms of T (u, u), T (u, 0) and
R(1, u) in the third equation of Lemma 2. We wish to express eah of these series in terms
of U(u) (whih is known expliitly) and T (u, tu), whih we have just determined. To express
R(1, u) (or, equivalently, R(1, w)), we ombine the ase u = 1 of (3) with (8). For the other
two series, namely T (u, u) and T (u, 0), we speialize (9) to v = u, and then to v = 0 (using
U(0) = t). Putting together the three piees gives an expression for P (t;u) in terms of U(u) and
T (u, tu), whih an (for instane) be written as follows:
P (t;u) =
1
1− 2t− t2
(
2 t2U(u)T (u, tu) +
(1 + t)
(
2− t− t2U(u))
1− tU(u)
)
− 2(1− U(u))(1 + t)(1− u)
(1− 2t− t2)(1 − t− tu− t2u)
(
t2T (u, tu) +
(t+ 1) t
1− tU(u)
)
− 1
1− t . (10)
Note that the seond term has a fator (u− 1): this makes the speialization u = 1 obvious, and
gives the announed expression of P (t; 1).
Where is the group? In the introdution (Setion 1.2), we wrote that a group is assoiated
with every linear equation with two atalyti variables, and that the group assoiated with 3-
sided walks is innite. What is this group? It is generated by two transformations Φ and Ψ that
at on ordered pairs (u, v) and leave K(u, v)/u/v unhanged:
Φ(u, v) =
(
v2
u
, v
)
, Ψ(u, v) =
(
u,
u2
v
)
.
It is easy to see that they generate an innite group. Indeed, if one repeatedly applies Ψ ◦ Φ
to the pair (u, v), one obtains all pairs (v2i/u2i−1, v2i+1/u2i) for i ≥ 0. The role of this group
was rst reognized in the study of Markov hains in the quarter plane [13℄. See also the more
reent and ombinatorial papers [8, 5, 6, 9, 17, 23, 22℄. As announed in the introdution, we
now proeed to show that the series P (t; 1) is not D-nite.
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Figure 7. Random 3-sided walks of length 400.
Proposition 8 (Nature of the g.f. and asymptoti properties of 3-sided walks). The
length generating funtion P (t; 1) of 3-sided walks is meromorphi in the disk D = {t : |t| < tc},
with tc =
√
2 − 1. It has innitely many poles in this disk, and thus annot be D-nite. On the
segment (0, tc), the poles are simple and form an inreasing sequene (ti)i≥0 that tends to tc.
The pole t0 is the unique dominant singularity of P (t; 1) and oinides with the radius of
onvergene ρ of the series ounting 2-sided walks (Proposition 6). Thus t0 = ρ satises 1−2ρ−
2ρ2 + 2ρ3 = 0, and the number of n-step 3-sided walks is
pn ∼ κµn with µ = 1
ρ
≃ 2.48
for some κ > 0.
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Let Wn denote the width of the box of a random n-step 3-sided walk. Then
E(Wn) ∼ mn, V(Wn) ∼ s2 n,
where
m =
1 + ρ
2(1 + 3ρ)
≃ 0.31 and s2 = 3ρ (1 + ρ)
(
385− 1148 ρ2 − 494 ρ)
16 (ρ2 + ρ− 1) (3 ρ− 1)3 (1 + 3 ρ)3 ≃ 1.41,
and the variable
Wn−mn
s
√
n
onverges in law to a standard normal distribution.
Proof. We start from the expression of P (t; 1) given in Proposition 7. The polynomial 1−2t− t2
does not vanish in D (although it vanishes at tc), and we will show below that q(t) is analyti in
D, and that 1 − tq(t) does not vanish in this domain. Hene most of our analysis will fous on
the series T (t; 1, t). We will prove that it is meromorphi in D, with a sequene of real positive
simple poles ρ = t0 < t1 < t2 < · · · < tc satisfying
tiq(ti)
q(ti)− ti = U(q(ti)
i).
Clearly, our rst onern will be the series U(u).
• The series U(u). The quadrati equation that denes U(u) gives
U(u) = t+ U˜(u) with U˜(u) =
tuU(u)
1− tU˜(u)1−t2
, (11)
whih shows that both U(u) and U˜(u) have oeients in N[u]. In partiular, for all t and u
suh that U(|t|; |u|) onverges, U(t;u) also onverges and satises |U(t;u)| ≤ U(|t|; |u|).
For u = 1, we nd that the radius of onvergene of U(t; 1) = q(t) is at tc. Thus U(t; 1) is
analyti in D. Moreover, we note that U(tc; 1) = 1. The non-negativity of the oeients of
U(t; 1) = q(t) implies that |q(t)| < 1 for t ∈ D.
Consequently, for t ∈ D and i ≥ 0, the series U(t; q(t)i) ≡ U(qi) is (absolutely) onvergent,
and thus analyti in D. Moreover, ∣∣tU(qi)∣∣ < tc U(tc; 1) = tc < 1, so that 1 − tU(qi) does not
vanish in D.
• The numerator and denominator of T (t; 1, t). Reall the expression of T (t;u, tu) given in
Proposition 7. Note that q(t)i → 0 as i→∞, both as a power series in t (beause q(t) = O(t))
and for every t ∈ D (beause |q(t)| < 1). In partiular, the term tq/(q − t) − U(qi) = t2/(q −
t)− U˜(qi) onverges to t2/(q − t). Let
D(t) =
∏
i≥0
(
1− q − t
t2
U˜(qi)
)
. (12)
As
q−t
t2 = 1 +O(t) and U˜(q
i) = O(ti), this is a well-dened series in t. We write
T (t; 1, t) =
N(t)
D(t)
(13)
with
N(t) =
∑
k≥0
(−1)kNk(t)
and
Nk(t) =
(
q − t
t2
)k+1 k−1∏
i=0
(
t
1− tq − U(q
i+1)
)∏
i>k
(
1− q − t
t2
U˜(qi)
)
Tk(t) (14)
with
Tk(t) = 1 +
U(qk)− t
t(1− tU(qk)) +
U(qk+1)− t
t(1− tU(qk+1)) .
We will now prove that D(t) and N(t) are analyti in D, so that T (t; 1, t) is meromorphi.
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• The series D(t) is analyti in D. As disussed above, every term of the produt D(t) is
analyti in D. We still need to prove that the produt onverges in D. For t ∈ D and |u| ≤ 1,
the equations (11) imply that |U˜(t;u)| ≤ |u|U˜(|t|; 1). Consequently,
|U˜(qi)| ≤ |q(t)|i U˜(|t|; 1), (15)
with |q(t)| < 1, so that the series ∑i |U˜(qi)| is onvergent for t ∈ D. The same holds for the
produt D(t).
• The series N(t) is analyti in D. It follows from the properties of q, U and U˜ that every
summand Nk (given by (14)) is analyti in D. We will prove the onvergene of the series∑
k≥0 |Nk(t)| by bounding Nk(t). Let us begin with Tk(t). First, we note that
U(t;u)− t
t(1− tU(t;u)) =
u(1− t2)U(t;u)
1− tU(t;u)
is uniformly bounded (by a onstant) for t ∈ D and |u| ≤ 1: hene Tk(t) is uniformly bounded
by a onstant for t ∈ D.
Let us now bound the innite produt ourring in Nk(t). We write∣∣∣∣∣
∏
i>k
(
1− q − t
t2
U˜(t; qi)
)∣∣∣∣∣ ≤ exp
(∑
i>k
|q − t|
|t|2 |U˜(t; q
i)|
)
≤ exp
(∑
i>k
|q − t|
|t|2 U˜(|t|; 1)|q(t)|
i
)
≤ exp
(
|q − t|
|t|2
U˜(|t|; 1)|
1− |q(t)|
)
<∞.
The seond inequality follows from (15).
Hene it sues to prove the onvergene of
∑
k
|Mk(t)| with Mk(t) =
(
q − t
t2
)k+1 k−1∏
i=0
(
t
1− tq − U(q
i+1)
)
.
Reall that U(t; q(t)k)→ U(t; 0) = t as k →∞. Hene
Mk(t)
Mk−1(t)
=
q − t
t2
(
t
1− tq − U(q
k)
)
→ q(q − t)
1− tq .
Due to the positivity of the oeients of the series q(t) = U(t; 1) and q(t) − t = U˜(t; 1), the
modulus of this ratio is stritly bounded in D by the value it takes at tc, namely 1. Thus
|Mk(t)/Mk−1(t)| onverges, as k grows, to a limit that is less than 1: the onvergene of∑
k |Mk(t)| follows, and implies that N(t) is analyti in D.
Consequently, T (t; 1, t) = N(t)/D(t) is meromorphi in D. In this disk, all its singularities
are poles, found among the zeroes of D(t). The produt form (12) of D(t) leads us to study the
zeroes of eah fator, or, equivalently, the zeroes of tq/(q − t)− U(qi).
• Zeroes of tq/(q − t) − U(qi). We x i ≥ 0 and fous on the real interval (0, tc). On this
interval, U(t; q(t)i) inreases from 0 to 1. The identity
tq
q − t =
1− tq
1 − t2 = 1−
tU˜(t; 1)
1− t2
shows that tq/(q − t) dereases from 1 to 1/√2 < 1. Thus there exists a unique ti in (0, tc)
suh that tiq(ti)/(q(ti) − ti) = U(q(ti)i). Moreover, as U(qi) ≥ U(qi+1) for t ∈ (0, tc), one has
t0 < t1 < t2 < · · · < tc and
tiq(ti)
q(ti)− ti − U(q(ti)
k) > 0 for k > i. (16)
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Eah of these zeroes is simple, as the derivative of tq/(q − t) is negative. As T (t; 1, t) is mero-
morphi in D, its poles are isolated, so that the inreasing sequene (ti)i an only onverge to
tc.
The equation satised by ρ := t0 reads q(ρ) = 2ρ, whih yields the ubi equation of the
proposition.
• Existene of innitely many poles. It remains to prove that eah tj , for j ≥ 0, is atually
a pole of T (t; 1, t) = N(t)/D(t), that is, that N(tj) 6= 0. Reall the expression (14) of Nk. For
t = tj , one has U(q
j) = tq/(q − t), or, equivalently, U˜(qj) = t2/(q − t). Hene
N(t) =
∑
k≥j
(−1)kNk(t).
We will show the following properties: for t = tj,
(A) (−1)jNj(t) > 0, and for k > j, the signs of (−1)kNk(t) alternate, starting from a positive
sign: (−1)k−j−1Nk(t) > 0,
(B) |Nj+1(t)| > |Nj+2(t)| > |Nj+3(t)| > · · ·
The ombination of these two properties implies that N(tj) > 0, and in partiular that tj is
indeed a pole of T (t; 1, t).
Let us write t = tj , and study the sign of Nk(t). We begin with the signs of Tk(t) and q − t.
We have already seen that U(u)− t = U˜(u) > 0 and tU(u) < 1 for u ∈ (0, 1). In partiular,
Tk(t) ≥ 1 and q − t > 0.
Let us move to the innite produt ourring in Nk(t). Now for i > k ≥ j,
1− q − t
t2
U˜(qi) = 1− U˜(q
i)
U˜(qj)
> 0
as q ∈ (0, 1) and U˜(u) is an inreasing funtion of u, for 0 < u < 1.
We are left with the sign of t/(1− tq)− U(qi+1), for i ≥ 0. We will prove that, still denoting
t = tj ,
U(qj+2) <
t
1− tq < U(q
j+1). (17)
Given that the sequene U(qi) dereases as i grows, this gives
t
1− tq − U(q
i+1) < 0 for 0 ≤ i ≤ j,
> 0 for i ≥ j + 1, (18)
and onludes the proof of Property (A).
The key to prove (17) is to observe that the funtion u 7→ U(t;u) is inreasing for u ∈ (0, 1),
with an expliit inverse, easily derived from the quadrati equation dening U(u):
u =
(U(u)− t)(1 − tU(u))
tU(u)(1− t2) .
Thus (17) is equivalent to
qj+2 <
q(1− tq − t2)
(1− t2)(1− tq) < q
j+1.
Reall that we write t = tj . Hene U(q
j) = tq/(q − t), so that
qj =
(q − t− t2q)
q(1− t2)(q − t) .
Hene we are left with proving that
q(q − t− t2q)
q − t <
q(1− tq − t2)
1− tq <
(q − t− t2q)
q − t ,
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whih is easily seen to hold: the rst inequality boils down to q < 1, and the seond one to
q − t− t2q − t3q > 0. But the quadrati equation dening q gives
q − t− t2q − t3q = tq(1 + t)(1 − 2t) > 0.
It remains to prove Property (B), that is, for k ≥ j + 2,
|Nk(t)|
|Nk−1(t)| =
∣∣∣ t1−tq − U(qk)∣∣∣∣∣∣ tqq−t − U(qk)∣∣∣
|Tk(t)|
|Tk−1(t)| < 1.
First, note that the sequene (U(qk))k is dereasing. Hene the same holds for (Tk(t))k. Thus
it sues to show that for k ≥ j + 2,∣∣∣∣ t1− tq − U(qk)
∣∣∣∣ <
∣∣∣∣ tqq − t − U(qk)
∣∣∣∣.
Given (16) and (18), we are left with proving
t
1− tq <
tq
q − t ,
whih boils down to q2 < 1 and is immediate.
This onludes the proof of the properties of T (t; 1, t) stated at the beginning of the proof.
These properties also hold for P (t; 1), as shown by the last equation of Proposition 7.
• The asymptoti number of 3-sided walks. We have proved that T (t; 1, t) and P (t; 1) are
meromorphi in D, with a smallest real positive pole at t0 = ρ. By Pringsheim's theorem, ρ
is the radius of onvergene of P (t; 1). In order to prove that the oeients of P (t; 1) behave
asymptotially as κρ−n, we need to prove that there exists ε > 0 suh that P (t; 1) has no
singularity other than ρ in the disk of radius ρ+ ε.
As P (t; 1) is meromorphi in D, its poles are isolated. Thus we only have to prove that there
is no other pole of modulus ρ. Reall that all poles t of P (t; 1) are roots of tq/(q − t) = U(qi)
for some i ≥ 0. Let t be a omplex number of modulus ρ, with t 6= ρ. The positivity of the
oeients of U(t;u) imply that for i ≥ 0,
|U(t; qi)| < U(ρ; q(ρ)i) ≤ U(ρ; 1)
while ∣∣∣∣ tqq − t
∣∣∣∣ =
∣∣∣∣∣1− tU˜(t; 1)1− t2
∣∣∣∣∣ > 1− ρU˜(ρ; 1)1− ρ2 = U(ρ; 1).
Hene |U(qi)| < |tq/(q − t)| for all i and t annot be a pole.
• The width of the box. The series P (t;u) that ounts 3-sided prudent walks by their length
and the width of the box is given by (10). A perturbation of the singularity analysis that we
have performed for P (t; 1) reveals that, for u in some neighborhood of 1, P (t;u) admits a unique
dominant singularity, whih is a simple isolated pole obtained when U(u) = tq/(q − t), or
t (t− 1)3 (t+ 1)3 u2 + (t3 + 2 t2 − 2 t+ 1) (t− 1)2 (t+ 1)2 u− t (1− 2 t2 − t+ t4 + 2 t3) .
We are again in the meromorphi shema of [14, Thm. IX.9℄, and the limit behaviour of Wn
follows.
5. Enumeration and asymptoti properties of triangular prudent
walks
We now turn our attention to the triangular prudent walks of Fig. 3. Reall that the box of
suh a walk is a triangle that points North. If this box has size k, we say that the walk spans a
box of size k.
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Proposition 9. The number of triangular prudent walks that span a box of size k is
p˜k = 2
k−1(k + 1)(k + 2)!.
More preisely, the number of triangular prudent walks that span a box of size k, and end on the
right edge of their box at distane i from the North orner (and thus at distane j = k − i from
the South-West orner) is
r˜i,j =


2k(k + 2)!
3
if i = 0 or j = 0,
2k(k + 2)!
6
otherwise.
Proof. We speialize the funtional equations of Lemma 4 to t = 1. Remarkably, the kernel
of (4) redues to 1. Denoting R˜(u, v) = R(1;u, v), we have
R˜(u, v) = 1 + 2u
v − 2u
v − u R˜(u, u) + 2v
u− 2v
u− v R˜(v, v).
This deprives us of our favourite tool (how ould we anel a kernel that redues to 1?), but still
yields a simple solution. Let R˜k(u, v) be the homogeneous omponent of degree k in R˜(u, v).
With the notation r˜i,j used in the proposition,
R˜k(u, v) =
∑
i+j=k
r˜i,ju
ivj .
The funtional equation satised by R˜(u, v) is equivalent to the following reurrene of order 1:
R˜k(u, v) = 2
u(v − 2u)R˜k−1(u, u)− v(u− 2v)R˜k−1(v, v)
v − u ,
with initial ondition R˜0(u, v) = 1. One readily heks that the polynomial
R˜k(u, v) =
2k(k + 2)!
6
(
uk + vk +
uk+1 − vk+1
u− v
)
satises this reursion, and yields the values r˜i,j given in the proposition. The expression of p˜k
then follows using the seond equation of Lemma 4.
Remark. The fat that the numbers p˜k grow faster than exponentially is not unexpeted. In
partiular, given a square of size k, the number of partially direted (1-sided) walks of height k
that t in this square is (k + 1)k+2. Indeed, suh walks are ompletely determined by hoosing
the absissas of the k vertial steps, of the starting point and of the endpoint.
We now move to the length enumeration of triangular prudent walks.
Proposition 10. Set u = x(1−t)(1+tx)(1+t2x) , where x is a new variable. The generating funtion of
triangular prudent walks ending on the right edge of their box satises
R(t;u, tu) = (1 + xt)(1 + xt2)
∑
k≥0
t(
k+1
2 )
(
xt(1− 2t2))k
(xt(1 − 2t2); t)k+1
(
xt3
1− 2t2 ; t
)
k
(19)
where we have used the standard notation
(a; q)n = (1 − a)(1− aq) · · · (1− aqn−1).
The generating funtion of triangular prudent walks, ounted by their length and the size of the
box, is
P (t;u) = 1 +
6tu(1 + t)
1− t− 2tu(1 + t)
(
1 + t (2u(1 + t)− 1)R(t;u, tu)).
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Comments
1. The parametrisation of u in terms of the length variable t and another variable x is just a
onvenient way to write R(t;u, tu). Equivalently, we have
R(t;u, tu) = (1 +Xt)(1 +Xt2)
∑
k≥0
t(
k+1
2 )
(
Xt(1− 2t2))k
(Xt(1− 2t2); t)k+1
(
Xt3
1− 2t2 ; t
)
k
where
X ≡ X(u) = 1− t− ut− ut
2 −
√
(1− t)(1 − t− 2ut− 2ut2 + u2t2 − u2t3)
2ut3
is the only power series in t satisfying u(1 + tX)(1 + t2X) = X(1− t). In partiular, the length
generating funtion of triangular prudent walks is
P (t; 1) =
6t(1 + t)
1− 3t− 2t2
(
1 + t (1 + 2t)R(t; 1, t)
)
(20)
where
R(t; 1, t) = (1 + Y )(1 + tY )
∑
k≥0
t(
k+1
2 )
(
Y (1− 2t2))k
(Y (1 − 2t2); t)k+1
(
Y t2
1− 2t2 ; t
)
k
(21)
and
Y = tX(1) =
1− 2t− t2 −
√
(1− t)(1 − 3t− t2 − t3)
2t2
. (22)
Note that
Y =
t
1− t (1 + Y )(1 + tY ). (23)
2. The value of R(u, tu) is espeially simple when x = 1/(1− 2t2), that is, for u = 1−2t2(1−t2)(1+2t) .
Indeed, for this value of u,
R(t;u, tu) =
(1 + t− 2t2)(1 − t2)
(1 − 2t2)2
∑
k≥0
tk+(
k+1
2 )
(t; t)k+1
(
t3
(1− 2t2)2 ; t
)
k
=
1− t
t(1− 2t)

−1 + ∏
m≥1
(1 + tm)
(
1− t
2m+1
(1− 2t2)2
) .
The produt form follows from the following identity [1, Corollary 2.7℄:
∑
n≥0
t(
n+1
2 )(a; t)n
(t; t)n
=
∏
m≥1
(1 + tm)(1 − at2m−1). (24)
This an be used to prove that neither R(t;u, tu) nor P (t;u) are D-nite. However, we will
derive from (2021) the following ner result on the length generating funtion P (t; 1).
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Figure 8. Random triangular prudent walks of length 500.
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Proposition 11 (Nature of the g.f. and asymptoti properties of triangular prudent
walks). The length generating funtion P (t; 1) of triangular prudent walks is meromorphi in
the domain D = {t : |t| < 1} \ [tc, 1), where tc ≃ 0.295... is the real root of 1 − 3t− t2 − t3. In
this domain, it has innitely many poles, so that it annot be D-nite. These poles aumulate
on a portion of the unit irle, so that P (t; 1) has a natural boundary.
The series P (t; 1) has a unique dominant singularity, whih is a simple pole ρ = (
√
17−3)/4 ≃
0.280. Hene the number of triangular prudent walks of length n satises
pn ∼ κ
(
3 +
√
17
2
)n
for some positive onstant κ.
Let Sn denote the size of the box of a random n-step prudent walk. Then the mean and
variane of Sn satisfy
E(Sn) ∼ mn, V(Sn) ∼ s2 n,
where
m =
1
2
(
1 +
1√
17
)
and s
2 =
12
17
√
17
,
and the variable
Sn−mn
s
√
n
onverges in law to a standard normal distribution.
Proof of Proposition 10. The kernel of the funtional equation (4) reads:
K(u, v) = (u − tv)(v − tu)− tuv(1− t2)(u+ v).
Again we want to anel it by an appropriate hoie of u and v. The kernel is not homogeneous
in u and v, as it was in the ase of 3-sided walks, but it has another interesting property: the
urve K(u, v) = 0 has genus 0, and thus admits a rational parametrisation, namely
K(U(x), U(tx)) = 0 for U(x) =
x(1 − t)
(1 + tx)(1 + t2x)
.
Now take an indeterminate x, and set u = U(x) and v = U(tx). The series R(u, v) is well-
dened (as a series in t with oeients in R[x]). Sine the kernel vanishes, it follows from (4)
that
1 + tu(1 + t)
v − 2tu
v − tu R(u, tu) + tv(1 + t)
u − 2tv
u− tv R(tv, v) = 0.
Reall that R(u, v) = R(v, u) for all u and v. Denoting Φ(x) = R(u(x), tu(x)), this equation an
be rewritten as
Φ(x) =
(1 + xt)(1 + xt2)
1− xt(1− 2t2) +
xt2(1 + xt)(1 − 2t2 − xt3)
(1 + xt3)(1 − xt(1− 2t2)) Φ(xt).
Iterating it gives the value (19) of R(u, tu).
The expression of P (t;u) in terms of R(u, tu) follows from (5), after speializing (4) to v = u
and then v = 0.
Where is the group? We have solved a new linear equation with two atalyti variables u
and v. Again, two transformations Φ and Ψ leave K(u, v)/u/v unhanged:
Φ(u, v) =
(
v2
u(1 + v − t2v) , v
)
, Ψ(u, v) =
(
u,
u2
v(1 + u− t2u)
)
.
They generate an innite group. Indeed, if one repeatedly applies Ψ◦Φ to the pair (U(x), U(tx)),
one obtains all pairs (U(t2ix), U(t2i+1x)) for i ≥ 0. We now proeed to show that the series
P (t; 1) is not D-nite.
Proof of Proposition 11. Reall the expression (20) of P (t; 1). The denominator 1 − 3t − 2t2
vanishes at ρ and will be responsible for the simple dominant pole of P (t; 1). We will see that
the series R(t; 1, t) ≡ R(1, t), given by (21), has a larger radius of onvergene than P (t; 1).
More preisely, we will prove that R(1, t) is meromorphi in D, with a unique real pole at
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t0 ≃ 0.288 ∈ (ρ, tc), where 4 t04 + 2 t03 − 6 t02 − 2 t0 + 1 = 0, and innitely many non-real poles
that aumulate on a portion of the unit irle.
• The series Y (t). The square root ourring in the series Y given by (22) vanishes at t = 1,
at t = tc ≃ 0.295 and at two other points of modulus 1.83... > 1. Hene Y has radius tc, but
an be analytially ontinued in the domain D. In this domain, Y (t) is bounded. Moreover, it
is easily seen to be inreasing on the segment (−1, tc).
• The series R(1, t) is meromorphi in D. Let us write
R(1, t) =
N(t)
D(t)
where
D(t) = (Y (1− 2t2); t)∞ =
∏
i≥0
(1− Y ti(1 − 2t2))
and
N(t) = (1 + Y )(1 + tY )
∑
k≥0
t(
k+1
2 )
(
Y (1− 2t2))k ( Y t2
1− 2t2 ; t
)
k
(Y tk+1(1− 2t2); t)∞.
Clearly N(t) and D(t) are analyti in D (as |t| < 1). The anellation of (1 − 2t2) does not
reate any singularity, as
(1− 2t2)k
(
Y t2
1− 2t2 ; t
)
k
= (1 − 2t2 − Y t2)(1− 2t2 − Y t3) · · · (1− 2t2 − Y tk+1).
Hene R(1, t) is meromorphi in D, and its poles are found among the values of t suh that
Y (t)tℓ(1 − 2t2) = 1 for some ℓ ∈ N. All poles are simple, as Y (t)tℓ(1 − 2t2) = 1 implies
Y (t)tm(1 − 2t2) = tm−ℓ 6= 1 for m 6= ℓ.
• Real poles of R(1, t). A standard study of the funtions t 7→ Y (t) and t 7→ 1/tℓ/(1 − 2t2)
on the interval (−1, tc) reveals that the only possible real pole of R(1, t) is at t0 ≃ 0.288 < tc,
where Y (t0) = 1/(1− 2t20). This implies 4 t04 + 2 t03 − 6 t02 − 2 t0 + 1 = 0.
• Existene of innitely many poles. Let us all a ritial value any t ∈ D satisfying
Y (t)tℓ(1 − 2t2) = 1 for some ℓ. We have just exhibited a real ritial value t0. Fig. 9 shows
the ritial values obtained for various values of ℓ. We will rst prove that D ontains innitely
many ritial values. Then, we will show that almost of them, and in partiular t0, are poles of
R(1, t).
To prove the former point, we prove that there exist 0 < θ0 < θ1 < π suh that every point
eiθ with θ0 < |θ| < θ1 is an aumulation point of ritial values. As Y (z¯) = Y (z), it sues to
onsider the ase θ > 0. Let θ ∈ (0, π) be of the form pπ/q for two integers p and q. Let ℓ = 2kq
with k ≥ 0. Take t in the viinity of eiθ, that is t = eiθ(1 + s) with s small. As Y is analyti in
the neighbourhood of eiθ,
Y (t)tℓ(1− 2t2) = Y (eiθ)(1− 2e2iθ) exp(ℓs+O(ℓs2))(1 +O(s)).
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Figure 9. The roots of Y (t)tℓ(1−2t2) = 1 lying inside the domain D for ℓ = 20,
ℓ = 30, ℓ = 200.
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This shows that there exists, in the neighbourhood of eiθ, a solution t of Y (t)tℓ(1− 2t2) = 1 for
every (large) ℓ = 2kq. This solution reads t = eiθ(1 + s) with
s ∼ −1
ℓ
log
(
(1− 2e2iθ)Y (eiθ)) .
However, t will only be ritial if it lies in D, that is, if |t| < 1. But
|t|2 = 1− 2
ℓ
log
(|1− 2e2iθ||Y (eiθ)|)+ o(ℓ−1),
so that t is ritial (for ℓ large) if and only if f(θ) := |1 − 2e2iθ||Y (eiθ)| > 1. The funtion f is
ontinuous on (0, π). Moreover, at t = eiπ/2, one has (1 − 2t2) = 3 and Y (t) = −1 + i± e−iπ/4,
so that f(π/2) > 1. This proves the existene of an interval (θ0, θ1) where every point θ satises
f(θ) > 1 and is thus an aumulation point of ritial values. Fig. 10 shows a plot of f(θ), and
gives estimates for the best possible values θ0 ≃ 0.59 and θ1 ≃ 2.28, in good agreement with
Fig. 9.
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Figure 10. The funtion f(θ) := |1− 2e2iθ||Y (eiθ)|.
Let t ∈ D satisfy Y (t)tℓ(1− 2t2) = 1. Then t is a pole of R(1, t) if and only if N(t) 6= 0. But
N(t) = (1 + Y )(1 + tY )
∑
k≥0
t(
k+1
2 )t−kℓ
(
t2−ℓ
(1− 2t2)2 ; t
)
k
(tk+1−ℓ; t)∞.
If k < ℓ, the kth summand is zero beause of the term (tk+1−ℓ; t)∞. We thus take k = ℓ + j,
with j ≥ 0. We also rewrite (1 + Y )(1 + tY ) using (23). This gives
N(t) = t−1−(
ℓ+1
2 ) 1− t
1− 2t2
(
t2−ℓ
(1− 2t2)2 ; y
)
ℓ
(t; t)∞
∑
j≥0
t(
j+1
2 )
(t; t)j
(
t2
(1 − 2t2)2 ; t
)
j
= t−1−(
ℓ+1
2 ) 1− t
1− 2t2
(
t2−ℓ
(1− 2t2)2 ; t
)
ℓ
(t; t)∞
∏
m≥1
(1 + tm)
(
1− t
2m+1
(1− 2t2)2
)
.
The nal produt expression relies on (24).
Could this produt vanish for our ritial value t ∈ D? As |t| < 1, the only fators that
might be zero are of the form 1− tj/(1− 2t2)2, for j ≥ 2− ℓ. Eah suh fator has only a nite
number of zeroes in D. In partiular, those for whih j < 0, taken together, will only vanish
for a nite number of ritial values, while there are innitely many suh values. For j ≥ 0,
the roots of 1 − tj/(1 − 2t2)2 that lie in the unit disk satisfy |1 − 2t2| < 1. That is, they are
inside the 'glasses' urve |1− 2t2| = 1 plotted on Fig. 11. In partiular, they remain away from
the aumulation points we have exhibited on the unit irle, so that only nitely many ritial
values are non-poles.
Could t0, the unique ritial value found on the segment (−1, tc), not be a pole? For t = t0,
one has
tj
(1−2t2)2 ≥ 1(1−2t2)2 > 1 for j ≤ 0,
tj
(1−2t2)2 ≤ t(1−2t2)2 ≃ 0.4 < 1 for j ≥ 1.
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Figure 11. The singular landsape of P (t; 1): this series is meromorphi inside
the unit disk exept on a ut [tc, 1), with tc ≃ 0.295. There are two simple poles
on the real axis before tc, namely ρ ≃ 0.280 and t0 ≃ 0.288. Almost all ritial
values, whih aumulate on a portion of the unit irle, are simple poles. The
'glasses' urve is |1 − 2t2| = 1. To the right, a zoom in the neighbourhood of
0.28.
Hene N(t0) 6= 0, so that t0 is indeed a pole of R(1, t), and, by Pringsheim's theorem, its radius
of onvergene.
• The singular landsape of R(1, t) and P (t; 1). We an now onlude as to the nature of
the series R(1, t): this series is meromorphi in the domain D, with a dominant pole at t0 and
innitely many poles that aumulate on a portion of the unit irle, {eiθ : θ0 < |θ| < θ1}.
In view of (20), the same holds for the series P (t; 1), with t0 replaed by ρ as the denominator
1 − 3t − 2t2 indues a new pole ρ < t0. This is illustrated in Fig. 11. Clearly, P (t; 1) has no
other pole of modulus less that t0. Hene the number of n-step triangular prudent walks is, as
announed, asymptoti to κρ−n.
• The size of the box. Consider the expression of P (t;u) given in Proposition 10. The
singular pattern we have found for u = 1 persists when u is in a neighborhood of 1. The radius
of R(u, tu) is reahed when Xt(1 − 2t2) = 1, but the pole of P (t;u) given by the anellation
of 1 − t − 2tu(1 + t) is smaller in modulus. We are again in the meromorphi shema of [14,
Thm. IX.9℄, and the limit behaviour of Sn follows.
6. Random generation
6.1. Generating trees and random generation
A generating tree is a rooted tree with labelled nodes satisfying the following property: if two
nodes have the same label, the multisets of labels of their hildren are the same. Given a label
ℓ, the multiset of labels of the hildren of a node labelled ℓ is denoted Ch(ℓ). The rule that gives
Ch(ℓ) as a funtion of ℓ is alled the rewriting rule of the tree.
Consider a lass C of walks losed by taking prexes: if w belongs to C, then so do all prexes
of w (this is the ase for our lasses of prudent walks). One an then display the elements of C
as the nodes of a generating tree: the empty walk sits at the root of the tree, and the hildren
of the node labelled by w are the walks of the form ws belonging to C, where s is a step. Fig. 12
(top) shows the rst few levels of the generating tree of 2-sided walks. An even simpler example
is the tree of direted walks (walks with N and E steps), whih has the following rewriting rule:
w→
{
wN
wS
.
In this ontext, the (uniform) random generation of a walk of C of size n is equivalent to the
random generation of a path of length n in the tree, starting from the root. This path an be
built reursively as follows: one starts from the empty walk (the root of the tree), and builds
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(F ; 2) (I; 1) (F ; 1) (I; 0) (I; 0) (F ; 2) (I; 1) (C; 0)(F ; 3) (I; 2)(F ; 1) (I; 0) (I; 0) (F ; 2)(I; 1)(F ; 1)(I; 0)(I; 0)(F ; 2)(I; 1)(C; 0) (F ; 3)(I; 2) (F ; 1)(I; 0)(I; 0)
(F ; 1) (I; 0) (I; 0) (F ; 2) (I; 1)
(I; 0)
(F ; 1)(I; 0)(I; 0)(F ; 2)(I; 1)
(I; 0)(F ; 1) (F ; 1)
Figure 12. The generating tree of 2-sided walks (top) and one of its good
labellings (bottom).
the walk step by step, hoosing eah new step with the right probability. If at some point one
has obtained a walk w of length n −m, with m > 0, then the probability of hoosing s as the
next step must be
P(s|w) = Ex(ws,m− 1)
Ex(w,m)
where Ex(w,m) is the number of extensions of w of length m, that is, of walks w′ of length m
suh that the onatenation ww′ belongs to C. Clearly, Ex(w,m) = 0 if w 6∈ C. For w ∈ C, the
numbers Ex(w,m) an be omputed indutively:
Ex(w,m) =
{
1 if m = 0,∑
ws∈Ch(w) Ex(ws,m− 1) otherwise.
This is the basi priniple of reursive random generation, initiated in [24℄. The (time and spae)
omplexity of the proedure that generates an n-step walk of C depends on how eiently one
solves the following two problems:
(1) ompute the numbers Ex(w,m), for all walks w of length n−m,
(2) given a walk w of length less than n, deide whih steps s are admissible, that is, are
suh that ws belongs to Ch(w).
We will explain how both tasks an be ahieved by introduing good labellings of the lass C. A
funtion L dened on C is a good labelling if for all w ∈ C, the multiset {L(w′) : w′ ∈ Ch(w)}
depends only on L(w). This means that the tree obtained by replaing eah node w of the
generating tree by L(w) is itself a generating tree. We will illustrate this disussion with the
lass of 1-sided walks.
(1) The numbers Ex(w,m). When C is the lass of 1-sided walks, these numbers only depend
on the diretion (horizontal or vertial, H or V for short) of the nal step of w (and of ourse
on m). Denote this diretion by L(w). Then it is easy to see that L is a good labelling: the
tree obtained by replaing eah node w of the generating tree by L(w) is itself a generating tree,
with rewriting rule
V →


V
H
H
, H →
{
V
H
. (25)
(By onvention, the label of the empty walk is set to V .)
For a general lass C, any good labelling L allows us to ompute the numbers Ex(w,m).
Indeed, they an be rewritten as Ex(L(w),m), with
Ex(ℓ,m) =
{
1 if m = 0,∑
ℓ′∈Ch(ℓ) Ex(ℓ
′,m− 1) otherwise. (26)
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In the ase of partially direted walks, we have
Ex(V,m) = Ex(V,m− 1) + 2Ex(H,m− 1), Ex(H,m) = Ex(V,m− 1) + Ex(H,m− 1).
A good labelling is ompat if it takes its values in Zk, with k xed. In this ase, it is usually
easy to determine Ch(ℓ), given ℓ. In order to fasten the omputation of the extension numbers,
one tries to minimize the number of distint labels L(w) ourring in the rst n levels of the
generating tree. This solves Problem (1) above.
(2) Admissible steps. We are left with the seond problem: determine the admissible steps.
Moreover, we also need to deide, for every admissible step s, whih of the elements of Ch(L(w))
is the label of ws. That is, we need a way to orrelate new steps with new values of the label.
In our random generation proedures, this will be ahieved thanks to a seond good labelling P
having the following properties:
 it renes the rst one; that is, P (w) = (L(w)|M(w)), and the rewriting rule of P extends
that of L,
 the last step of w is S(P (w)), for a simple funtion S.
For instane, in the ase of 1-sided walks, we keep the label V for walks ending with a vertial
step, but introdue two versions of H , namely (H | 1) (for a nal E step) and (H | − 1) (for a
nal W step), and rene the rule (25) as follows:
V →


V
(H | 1)
(H | − 1)
, (H | 1)→
{
V
(H | 1) , (H | − 1)→
{
V
(H | − 1) .
The last step funtion is given by S(V ) = N , S(H | 1) = E, S(H | − 1) = W . This new
rewriting rule is less ompat than (25), and not needed for the alulation of the extension
numbers (why ompute and store separately Ex((H | 1),m) and Ex((H |− 1),m) while they are
equal?). However, it is needed for the generation stage.
In our random generation proedures below we use the L-labels to ompute the extension
numbers, and the P -labels to determine the admissible steps and assoiate with them the orret
new label. Aordingly, the algorithm involves two proedures:
• The proedure Ex(ℓ,m) omputes the extension numbers using (26),
• The generation proedure reads (denoting p[1] = ℓ for a P -label p = (ℓ|m)):
gen:=pro(n)
Initialisation w:=[℄: p:=P(w): ℓ:=p[1℄: m:=n:
while m>0 do
[p1,. . ., pk℄:= Ch(p):
for i from 1 to k do ℓi:=pi[1℄ od:
U:=Uniform(0,1): d:=U*Ex(ℓ,m):
i:=1:
while d> Ex(ℓ1,m-1) +· · · +Ex(ℓi,m-1) do i:=i+1: od:
p:=pi: s:=S(p): w:=ws:
od:
Sine all our proedures have this form, the following setions only desribe the labellings L
and P that we use for eah lass of walks. In all ases, the number of hildren of a P -label is
bounded, so that the generation proedure is ahieved in linear time. We rst disuss the simple
ase of 2-sided walks, and then the more omplex ase of general prudent walks (on the square
lattie). One the priniples underlying the orresponding labellings are understood, it is not
diult to adapt them to 3-sided prudent walks and to triangular prudent walks.
6.2. Two-sided prudent walks
A non-empty 2-sided walk w an be of three dierent types, I, C or F , depending on the
nature of its nal step s:
(I) either s is an inating step, whih moves the North or East edge of the box;
26 MIREILLE BOUSQUET-MÉLOU
(C) or s walks along the North or East edge of the box, moving the endpoint loser to the
NE orner,
(F ) or s walks along the North or East edge, moving the endpoint further away from the NE
orner.
We label w by L(w) = (T ; i), where T is the type of w, and i is the distane of the endpoint of
w to the NE orner of its box. It is not hard to realize that L is a good labelling: the labels of
the hildren of a node w of the generating tree only depend on L(w). These labels are desribed
by the following rewriting rule:
(I; i)→


(I; i)
(F ; i+ 1)
(C; i − 1) if i > 0
(I; 0) if i = 0
, (C; i)→


(I; i)
(C; i − 1) if i > 0
(I; 0) if i = 0
, (F ; i)→
{
(I; i)
(F ; i+ 1)
.
We do not dene the label of the empty walk. Two of its four hildren have label (I; 0) (or-
responding to North and East steps), while the other two (orresponding to South and West
steps) have label (F ; 1). The top of the label based tree is shown in Fig. 12 (bottom).
The number of extensions of length m of a walk labelled ℓ an now be omputed using (26).
For a walk of length m and label (T ; i), one has i ≤ m. Hene O(n) dierent labels our in
the rst n levels of the tree, and the alulation of the extension numbers Ex(ℓ,m) needed to
generate a random walk of length n requires O(n2) operations.
The L-label L(w) does not determine the last step s of w. For the generation stage, we
rene it by dening P (w) = (L(w) | s). The last step funtion is of ourse S(P (w)) = s. The
generating tree based on the labelling P has rewriting rule:
(I; i | s)→


(I; i | s)
(F ; i + 1 | 3− s)
(C; i − 1 | 1− s) if i > 0
(I; 0 | 1− s) if i = 0
,
(C; i | s)→


(I; i | 1− s)
(C; i− 1 | s) if i > 0
(I; 0 | s) if i = 0
, (F ; i | s)→
{
(I; i | 3− s)
(F ; i+ 1 | s) .
We have written s = 0 (resp. 1, 2, 3) for a North (resp. East, South, West) step. The four
hildren of the root have labels (I; 0 | 0), (I; 0 | 1), (F ; 1 | 2), (F ; 1 | 3).
Remark. As shown in [11℄, the language on the alphabet {N,S,E,W} that naturally enodes 2-
sided walks is non-ambiguous ontext-free. This implies that one an generate these walks using
another type of reursive approah, based on fatorisations of the walks [15℄. This approah
ahieves a better omplexity than our naive step-by-step onstrution: only O(n) operations are
needed in the prealulation stage. Moreover, it an be optimized further using the priniples
of Boltzmann approximate-size sampling [12℄. As the other lasses of prudent walks we have
studied annot be desribed by ontext-free grammars, we have foussed above on the step-by-
step reursive approah. Independently, we have also implemented the Boltzmann approah,
whih produed the seond and third walks of Fig. 6.
6.3. General prudent walks on the square lattie
A non-empty prudent walk w an be of two dierent types, I or A, depending on the nature
of its nal step s:
(I) either s is an inating step, whih moves one of the edges of the box,
(A) or s walks along one of the edges of the box.
Consider the last edge of the box that has moved while onstruting w. Say it is the North
edge (the other ases are treated similarly after a rotation). Then w ends on this edge. If the
nal step s is inating (North), or walks along the top edge in lokwise diretion (East), let i
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(resp. j) be the distane between the endpoint of w and the NE (resp. NW) orner of the box.
Otherwise, s walks along the top edge in a ounterlokwise diretion (West): exhange the roles
of i and j. The top edge has length i+ j. Let h the other dimension of the box. We label w by
L(w) = (I; {i, j}, h) if w is inating, by L(w) = (A; i, j, h) otherwise. If i = j, the set {i, j} has
to be understood as the multiset where i is repeated twie.
It is not hard to realize that the labels of the hildren of a node w only depend on L(w).
These labels are desribed by the left part of the rewriting rules given below (ignoring for the
moment what follows the vertial bar). As i, j and h are bounded by n, the alulation of the
extension numbers needed to generate a random walk of length n will require O(n4) operations.
The label L(w) does not determine the last step s of w. For the generating stage, we rene
it into a P -label as follows:
 for a walk of type I, we keep trak of the ordered pair (i, j) and of the last step s; hene
the P -label reads (I; {i, j}, h | i, j, s),
 for a walk of type A, we keep trak of the last step s and of its diretion d around the
box (d = 1 if s goes in a lokwise diretion around the box, d = −1 otherwise). The
rened label thus reads (A; i, j, h | s, d).
The ombined rewriting rule reads:
(I; {i, j}, h | i, j, s)→


(I; {i, j}, h+ 1 | i, j, s)
(A; i− 1, j + 1, h | s+ 1, 1) if i > 0
(A; j − 1, i+ 1, h | s− 1,−1) if j > 0
(I; {0, h}, j + 1 | h, 0, s+ 1) if i = 0
(I; {0, h}, i+ 1 | 0, h, s− 1) if j = 0
,
(A; i, j, h | s, d)→


(I; {i, j}, h+ 1 | i d j, j d i, s− d)
(A; i− 1, j + 1, h | s, d) if i > 0
(I; {0, h}, j + 1 | h d 0, 0 d h, s) if i = 0
,
with
i
d
j =
{
i if d = 1,
j if d = −1. (27)
Again, we have written s = 0 (resp. 1, 2, 3) if s goes North (resp. East, South, West), and
these values are taken modulo 4. The four hildren of the root have labels (I; {0, 0}, 1 | 0, 0, s)
for s = 0, 1, 2, 3.
6.4. Three-sided prudent walks
A non-empty 3-sided walk an be of ve dierent types, Iv, Ih, A, C, or F , depending on the
nature of its nal step s:
(Iv) either s is a vertial inating step (it moves the North edge of the box),
(Ih) or s is a horizontal inating step (it moves the East or West edge of the box),
(A) or s walks along the top edge,
(C) or s walks upwards on a vertial edge, moving the endpoint of the walk loser to the top
end of the edge,
(F ) or s walks downwards on a vertial edge, moving the endpoint further away from the
top end of the edge.
For a walk w of type Iv or A, we denote by i and j the distanes between the endpoint of
the walk and the NE and NW orners, with the same onvention as for general prudent walks
(Setion 6.3). Otherwise, i denotes the distane between the endpoint of w and the top end
of the vertial edge where w ends, and j denotes the width of the box. The label of a walk w
of type T is L(w) = (Iv; {i, j}) if T = Iv and (T ; i, j) otherwise. Then L is a good labelling,
desribed by the rst part of the rewriting rules given below. The alulation of the extension
numbers needed to generate a random walk of length n requires O(n3) operations.
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The L-labelling does not determine the last step s of w. For the generating stage, we rene
it as follows:
 for a walk of type Iv, we keep trak of the ordered pair (i, j),
 for a walk of type A or Ih, we keep trak of the last step s,
 for a walk of type C or F , we keep trak of the diretion d of the last step around the
box: d = 1 if the last step goes in a lokwise diretion around the box or onsists only
of South steps, d = −1 otherwise.
The last step is expliitly given by the rened label for types A and Ih, and is otherwise obtained
via the last step funtion S dened by S(Iv; . . .) = S(C; . . .) = 0, S(F ; . . .) = 2. The generating
rules read, with the notation (27):
(Iv; {i, j} | i, j ) →


(Iv; {i, j} | i, j)
(A; i − 1, j + 1 | 1) if i > 0
(A; j − 1, i+ 1 | 3) if j > 0
(Ih; 0, j + 1 | 1) if i = 0
(Ih; 0, i+ 1 | 3) if j = 0
,
(Ih; i, j | s) →


(Ih; i, j + 1 | s)
(F ; i+ 1, j | 2− s)
(C; i − 1, j | s− 2) if i > 0
(Iv; {0, j} | j s−2 0, 0 s−2 j) if i = 0
,
(A; i, j | s) →


(Iv; {i, j} | j s−2 i, i s−2 j)
(A; i − 1, j + 1 | s) if i > 0
(Ih; 0, j + 1 | s) if i = 0
,
(C; i, j |d) →


(Ih; i, j + 1 | 2 + d)
(C; i − 1, j | d) if i > 0
(Iv; {0, j} | j d 0, 0 d j) if i = 0
,
(F ; i, j | d) →


(F ; i+ 1, j | d)
(Ih; i, j + 1 | 2− d)
(Ih; i, 1 | 3) if j = 0
.
The four hildren of the root have labels (Ih; 0, 1|1), (Ih; 0, 1|3), (Iv ; {0, 0}|0, 0) and (F ; 1, 0|1).
6.5. Triangular prudent walks
The priniples that underlie the generation of triangular prudent walks are the same as for
prudent walks on the square lattie (Setion 6.3). The type of a walk w depends on whether
its last step s is inating (type I) or walks along the box (type A). Consider the last edge of
the box that has hanged while onstruting w. Assume it is the right edge (the other ases
are treated similarly after a rotation). If s points up (NW or NE), then i (resp. j) denotes the
distane between the endpoint of w and the top vertex (resp. bottom right vertex) of the box.
Otherwise, the roles of i and j are exhanged. Dene L(w) = (T ; i, j), where T is the type of w.
Then L is a good labelling. From this, one omputes the extension numbers needed to generate
a walk of length n in time O(n3).
During the generation stage, we also keep trak of the last step s of w, and of its diretion
d around the box: if the last edge that has hanged is the right one, then d = 1 if s goes East
of South-East, d = −1 otherwise. The other ases are treated similarly after a rotation. The
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ombined rewriting rules read:
(I; i, j | s, d) →


(I; i, j + 1 | s, d)
(I; j, i + 1 | s− d,−d)
(A; j − 1, i+ 1 | s− 2d,−d)
(A; i − 1, j + 1 | s+ d, d) if i > 0
(I; 0, j + 1 | s+ d,−d) if i = 0
(I; j, 1 | s+ 2d, d) if i = 0
,
(A; i, j | s, d) →


(I; i, j + 1 | s− d, d)
(I; j, i + 1 | s− 2d,−d)
(A; i − 1, j + 1 | s, d) if i > 0
(I; 0, j + 1 | s,−d) if i = 0
(I; j, 1 | s+ d, d) if i = 0
.
Again, the steps are enoded by 0, 1, . . . , 5 in lokwise order, and onsidered modulo 6. The
NW step is enoded by 0. The six hildren of the root have labels (I; 0, 1 | s, d), with (s, d) =
(0,−1), (1, 1), (2,−1), (3, 1), (4,−1), (5, 1).
7. Some questions and perspetives
The enumeration of general prudent walks remains an open problem, although we have es-
tablished a funtional equation dening their generating funtion (Lemma 3). Reall that this
g.f. is expeted to be non-D-nite, and to have the same radius of onvergene as the g.f.s of
2-sided and 3-sided walks (Propositions 6 and 8) [10℄.
It may be worth investigating the number of prudent walks that span a given box. This
number is indeed simple in the ase of triangular prudent walks (Proposition 9), even though
the length generating funtion is not D-nite.
Regarding random generation, we think that we have optimized the step-by-step reursive
approah. However, it only provides walks with a few hundred steps. We believe that a better
understanding of our results, and of the ombinatoris of prudent walks, should lead to more
eient sampling proedures.
All the walks we have been able to ount move away from the origin at a positive speed.
Would it be possible to introdue a non-uniform distribution on these walks that would make
them signiantly more ompat? Reall that the end-to-end distane in an n-step self-avoiding
walk is expeted to grow like n3/4 only.
In the same spirit, it should be possible to study kineti versions of prudent walks, where at
eah tik of the lok, the walk takes, with equal probability, one of the available prudent steps.
The resulting distribution on n-step walks is no longer uniform. This version is atually the one
that was studied in [30℄ and [27℄. Clearly, the random generation of these kineti walks an be
performed in linear time, and does not require any preomputation (in terms of generating trees,
one hooses uniformly one of the hildren). Random trajetories dier signiantly from the
uniform ase (Fig. 13). Their behaviour has very reently been explained by Beara et al. [4℄.
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Figure 13. Kineti prudent walks with 1000, 10000 and 20000 steps.
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