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1. STATEMENT OF THE MAIN THEOREM 
This paper is concerned with the Lotka-Volterra system 
lii=Ui 
i 
e,+ f piiUj 
> 
, u,(O)>O(Odt<m), (1) 
j=l 
where p = ( po) is a real m  by m  matrix and where the equations are to hold 
for i = I, 2, . . . . m. It is assumed that the constants ei are so chosen that a 
stationary point q = (qi) in the first quadrant exists. That is, 
O=e,+ 5 p,q,, 4, ’ 0. (2) 
j= 1 
This is considered to be a restriction on the vector e = (e,) rather than on 
the matrix p. In physical applications the ej can represent death rates as 
well as growth rates and they need not all be of one sign. 
A considerable literature has been devoted to the following questions 
pertaining to solutions of (1): Do the solutions all have a limit has t + co? 
If so, does the limit depend on the initial conditions? If not, is there a 
periodic solution? A major aid in studying questions of this kind in the 
concept of reduced graph R(p), which was introduced in [ 131 and has been 
used in many investigations since then. A formal definition is given later. 
Here we mention a few properties. First, R(p) depends only on the sign 
pattern of p. Second, it is obtained from the labeled graph G(p) (see 
below) by a systematic procedure which involves no numerical computa- 
tion. Third, it can be of one of three types which are designated in the 
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literature as type 0, 0, or 0. For broad classes of problems, when R(p) 
is of type 0 the solutions all have a limit independent of the initial condi- 
tions. When it is of type @ the solutions all have a limit, but the limit 
depends on the initial conditions. When it is of type 0 there exists a matrix 
j?, in the same sign class as p, for which the corresponding system (1) has 
a nonconstant periodic solution. We shall be concerned with type 0 only, 
which means that every vertex in R(p) has the label 0. 
For about sixty years, studies of the limiting behavior of solutions have 
involved an algebraic hypothesis of a kind that was first introduced by 
Volterra. Volterra assumed existence of a positive diagonal matrix, a, such 
that in the sense of quadratic forms up GO or up < 0. Later it was found 
that a more appropriate condition, denoted by PEA, is intermediate 
between these two conditions of Volterra. Its exact definition is given in 
Section 2. 
The purpose of this paper is to show that conditions of this kind can be 
dispensed with, for p as a whole, when the problem has a structure which 
is here called a chain. Roughly speaking, this means that some of the 
unknowns uj can be considered in isolation; they induce a perturbation on 
subsequent variables but are not perturbed by them. Such variables are 
associated with a partial matrix, Pj. Here again, a precise definition is 
postponed. What we want to emphasize is that the two concepts of reduced 
graph and chain lead to a spectacular increase in the scope of the theory. 
We give an example of a matrix in which all solutions of (1) tend to a 
unique limit when 48 elements of the matrix, in specified positions, are 
assigned arbitrary values. If the same problem were attacked by methods 
used hitherto we would need p E A and this would require that all but two 
of the 48 elements have the value 0. The example is not extreme but typical. 
These preliminary remarks may give some idea of the meaning of our 
main theorem, which is as follows: 
THEOREM 1. Suppose the labeled graph G(p) can be decomposed into a 
chain in which each partial matrix Pk belongs to the class A and each partial 
reduced graph Rk is of type 0. Then every solution of (1) exists on [0, 03) 
and satisfies lim, _ o3 u(t) = q. 
We now give precise definitions of the concepts that were introduced 
informally above. 
2. BASIC DEFINITIONS 
For ease of reference, the notions being defined are indexed by italic 
headings. 
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The Class A 
It is said that p E A0 if there exists a positive diagonal matrix a such that, 
in the sense of quadratic forms, ap < 0. If ap < 0 then p E A,. Thus A, and 
A i are the classes of Liapunov diagonal semistable and stable matrices, 
respectively. Suppose there exists a positive constant E such that p remains 
in A, when the nonzero elements pii of p are altered by an amount not 
exceeding E. In this case it is said that PEA. If PEA the conclusion of 
Theorem 1 follows from [ 121. The novelty in the present paper consists in 
the fact that the hypothesis of Theorem 1 is far too weak to give p E A or 
even PE Ao. 
The Labeled Graph 
The graph G(p) of p is a graph on m vertices 1,2, . . . . m. Vertices i and 
j are joined if i # j and pij # 0 or pji # 0, and otherwise they are not joined. 
If both pij and pii are different from 0 the edge (i, j) is undirected, but if 
p,, = 0 and P,~ # 0 the edge (i, j) is directed from i to j. The labeled graph, 
which is again denoted by G(p), is obtained when each vertex i is supplied 
with a black dot 0 or an open circle 0 according as pii < 0 or pii = 0. The 
case pii > 0 will not arise. 
The Reduced Graph 
The reduced graph R(p) associated with the labeled graph G(p) is 
obtained by a procedure which is most easily understood in connection 
with the differential equation and side conditions 
m 
fii = c pijuj, pijui = 0 (0 Q t < co). (3) 
j=l 
Both equations are to hold for i = 1,2, . . . . m. If pii < 0, so that 0 is at i, the 
side condition gives uj=O. Let us agree to put 0 at i whenever ui= 0 can 
be deduced from (3). Similarly, we put 0 at i if it has been shown that ui 
is constant. The procedure is used only when all solutions of (3) are known 
to be bounded. In that case tii= const implies zii=O; hence again we can 
put Q at i. These remarks lead to the following rules of reduction: 
(i) Suppose there is 0 or @ at i and 0 at all vertices adjacent to 
i except at the single vertex j adjacent to i. Then we can put 0 at j. 
(ii) Suppose there is 0 or 0 at i and 0 or @ at each vertex 
505/82/2-4 
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adjacent to i except for a single vertex j adjacent to i. Then we can put @ 
at j. 
(iii) Suppose there is 0 at i and 0 or 0 at each vertex j adjacent 
to i. Then we can put @ at i. 
The reduced graph R(p) is of type 0 if all vertices in it are labeled 0. 
If there are directed edges the definition of “adjacency” must be based on 
consideration of the differential equation. In this paper, however, we shall 
use the reduction procedure only when PEA,,. Hence each directed edge 
joins two vertices labeled 0 in G(p) and the directed edge can be treated 
like an undirected edge in the reduction procedure. For further discussion 
see [12, 131. 
An example of the reduction procedure is shown in Fig. 1. Each new 
state is accompanied by a Roman numeral to show the rule that was used 
to get that state from the previous one. In practice we just modify the 
graph itself; it is not necessary to repeat the figure. The final form, which 
can be reduced no further by the rules (i), (ii), (iii), is the reduced graph 
R(p). It is of type 0 in the present case because all vertices are labeled 0. 
G(P) yy--f--i 
7 4 5 6 
0 n n 
l 
0 
(iii) 
@ 1 l 
@ 
A 0 
(iii) 
63 a 0 
FIGURE 1 
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R(P) (9 
FIGURE 2 
Rule (i) alone, used repeatedly, shows that the reduced graph of Fig. 2 is 
also of type 0. 
Chains 
If the graph G(p) has directed edges, by deleting some of these we can 
often decompose G(p) into a succession of disjoint graphs Gk. Here we 
require that each Gk be downstream from each Gj with j < k, in the sense 
that all directed edges joining Gj to Gk in the original graph G(p) are direc- 
ted toward Gk. Associated with each Gk is a matrix P, of size mk by mk, 
where mk is the number of nodes in Gk. It is said that the Gk and Pk 
together constitute a chain, with partial matrices Pk and partial graphs Gk. 
If the rows and columns of p are permuted suitably, the same permuta- 
tion being used for each, we can arrange to have the Pk along the main 
diagonal. The fact that we are dealing with a chain indicates that p is now 
in block triangular form with the Pj along the diagonal and with all other 
nonzero elements pii below the diagonal. The latter are the elements that 
were replaced by 0 when the graph G(p) was separated into the partial 
graphs G,. 
The first formulation of the concept of chain was suggested to me by [2] 
and the second, involving diagonal blocks, by [14]. 
3. AN EXAMPLE 
Before the proof is given it seems advisable to illustrate the basic 
concepts by an example. The example also allows us to indicate the sense 
in which Theorem 1 goes beyond previous results of this type. As a matter 
of convention, any matrix element indicated by a, or 6, is understood to 
be nonzero and any element aii or b, is negative. 
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We begin with two matrices, both of which are large enough to illustrate 
the basic ideas. The first of these is 
P= 
-0 a12 0 0 0 0 0 0’ 
a21 0 a23 a*4 0 0 0 0 
0 a32 0 0 0 0 0 ax8 
0 ad2 0 0 ad5 0 ad7 0 
0 0 0 a54 0 as6 0 0 ’ 
0 0 0 0 ah5 ab6 0 0 
0 0 0 a,‘$ 0 0 0 0 
0 0 as3 0 0 0 0 0 , 
The labeled graph G(P) for this matrix is shown in Fig. 1. We have already 
seen that R(P) is of type 0. Furthermore P E A if, and only if, the nonzero 
off-diagonal elements satisfy Volterra’s condition, a+zji < 0. This condition 
is now assumed. The second matrix is 
-b,, b,2 ~13 0 0 be 
b 21 b,, b23 0 0 0 
Q= 
b 31 b,, 0 b34 0 0 
0 0 ba 0 be 0 
0 0 0 b,, 0 0 
b 61 00000 
. 
Again R(Q) is of type 0, as seen by Fig. 2. A necessary and sufIicient con- 
dition for Q E A is that 
b&32> bnb31, b.Ao b&c,, b,d’,l 
all be negative and, in addition, 
b,,b,,b,, b,,b,,b,, b,lb22 
b,,b,,b,, + b,2b,,b,, +20<4 lblZb2J 
where cr = sgn p12 pzl. This follows from [lo] but it easy to prove directly. 
These inequalities are now assumed. 
If R is an arbitrary matrix of size 6 by 8 or 8 by 6, as the case may be, 
Theorem 1 applies to the Volterra system in 14 unknowns which 
corresponds to either of the matrices 
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The 29 nonzero elements of P and Q are subject to the above inequalities 
but the 48 elements of R are arbitrary. Actually we could allow the 
elements cij of R to be functions of t provided these are of less than 
exponential growth and provided the constants ei are replaced by functions 
ei(t) in such a way that the constant vector q is still a stationary solution. 
This will be clear from the proof, though the matter will not be emphasized 
here. 
The point of this example is that p need not be in A,. Given that P E A 
and Q EA, a necessary and sufficient condition for p EA, is that every 
element pij arising from R be 0 if piipii= 0; see [ll]. This would allow 
only two nonzero elements in R instead of 48. We have ventured to use the 
word “new” in the title because the hypothesis p E A, has played an essen- 
tial role in global stability for (1) ever since the subject was initiated by 
Volterra about sixty years ago. 
Aside from the concluding section, the rest of this paper is devoted to the 
proof of Theorem 1. 
4. THE LIAPUNOV FUNCTION 
The considerations developed here and below will be applied to the 
differential equation associated with the partial matrices Pk. They are more 
conveniently stated, however, for p. 
If we set, as in [15], 
ui - qj = qiwi, ut = qitwi + l), 
then Ui = qi corresponds to wi = 0 and the differential equation becomes 
3i=(wj+l) f PijqjWj, Wj> -1. (4) 
j=l 
The condition wi> - 1 follows from ui>O, which holds on any interval 
[0, T) on which u(t) exists. As is well known, this system admits the 
Liapunov function 
v(w)= f aiqi(wi-ln(1 + w;)), 
r=l 
(5) 
where the positive constants ai are the diagonal elements of the matrix a 
associated with the class A. The function v(t) = u(w(t)) satislies 
P(f)= 2 aipgqiwiqjw, 
i=l 
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on the trajectories of (4) and hence v < 0 if up < 0. This is why the classes 
A,, A, A, are relevant to the study of stability and boundedness of solu- 
tions. Some remarks pertaining to the historical origin of these ideas can be 
found at the end of this paper. 
5. BOUNDEDNESS 
We are going to consider a situation in which some of the variables are 
associated with a Liapunov function I’ and the others can be estimated by 
a suitable function h(t). The result will be a differential inequality for I’, 
different from v< 0, but nevertheless such that the boundedness of V 
can be inferred from it. Hence, the variables associated with V are also 
bounded. This general line of thought is somewhat similar to that used by 
Yoshizawa in the proof of [ 16, Theorem 171 and by Volterra [ 151. 
For purposes of bookkeeping it is convenient to consider that we have 
m + IZ variables wi instead of only m, so that the basic differential equation 
is 
m+n 
tii=(wi+l) 1 PijqJwj, 
w,> -1. 
j=l 
(6) 
The matrix of this system is denoted by P and we use p to stand for the 
m by m matrix in the upper left-hand corner of P. The class L is the class 
of functions absolutely integrable on [0, co). We shall establish the 
following: 
LEMMA 1. Zf p E A, and the functions wi for i> m belong to L then the 
functions wi for i < m in (6) are bounded on [0, co). 
For proof we use the Liapunov function (5) where the multiplier a refers 
to the m by m matrix p and where w  = (w,, w2, . . . . w,). The differential 
equation (6) gives 
m m+n 
P= 1 1 aipiiwiq,wjqj< f mi” uiPijwiqiwjqj3 
i=l j=l i=l j=m+l 
where the inequality follows from ap d 0. Under the hypothesis of Lemma 1 
the foregoing inequality yields 
f’< Iwl h(t), h E L. (7) 
It is readily checked that 
Is1 d 2(s - ln( 1 + S) + l), s> -1, 
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and, applying this with s = wi, we see that 
14 G C(u(w) + 11, C = const. 
The differential inequality (7) becomes 
v< C(1 + V) h(t), 
hence ln( 1 + V) is bounded, and the result follows. 
6. THE OMEGA LIMIT SET 
Theorem 1 requires an extension of the familiar theory of LaSalle, which 
in turn extends certain results of Liapunov. The extension pertains to an 
equation of the form 
22 =f(u) + h(t) (8) 
for functions u : R + + R”. If v : R” + R is a Liapunov function for f, the 
function R -+ R defined by 
v(f) = u(u(t)) 
satisfies, not the usual condition 
v(t) = f u(u(t)) = (grad u(u)) .f(u) ~0 
along trajectories, but the weaker condition 
m G g(t), 
where the error term 
g(t) = (grad u(u)). h(t) 
itself depends on the unknown solution U. For the moment we treat g(t) as 
a known function, but when the result is used we shall take account of its 
origin via u and h. The mutual interdependence of g and u represents a 
kind of interlocking of errors that is typical of the problem being discussed 
here. The same phenomenon will be encountered in other parts of the 
analysis. 
We assume that the integral 
s 0a g(s) ds= lim I ’ g(s) ds = L r-m IJ 
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exists as a finite value. Under this hypothesis we set 
G(t) = j; g(s) ds. 
The function V(t) - G(t) is decreasing along trajectories, hence u(x, t) = 
v(x) - G(t) can serve as a Liapunov function. It follows that the trajectories 
are bounded. Because our Liapunov function has the special form 
u(x) - G(t) we can also obtain the familiar results of LaSalle [S-S], as seen 
next. 
Let A + be the w-limit set for a given trajectory, u(t), which remains fixed 
throughout the discussion. Thus, a value x is in A + if and only if 
lim u( t,) = x 
n-m 
for some sequence t, + co. This implies existence of the limit 
lim [V(t)-G(t)]=u(x)-L=c, 
t-+m 
where c is defined by the equation and where t + co through the sequence 
{t,}. Since the function in brackets is decreasing, the same limit is obtained 
when t + co without restriction, This shows that u(x) is constant on A ‘; 
namely, u(x) = c + L where c is the constant obtained through the par- 
ticular sequence {t,} as described above. We summarize as follows: 
LEMMA 2. Under the above conditions, the trajectories are bounded and 
u(x) is constant on A +. 
7. INVARIANCE 
By Lemma 2 or by fiat, we assume that the trajectories exist on R+ and 
that A + is nonempty. We then have: 
LEMMA 3. Let f be locally Lipschitzian and let 
I 
n+l 
lim [h(t)1 dt = 0. 
n-m ” 
Then the omega limit set A+ for the first of the following equations is an 
invariant set for the second: 
zi= f(u) + h(t), P=f(y). 
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It is to be shown that if 
P =f(.Y), Y(to)=YoE~+, 
then v(t) E n + on the interval of existence of y. Since the equation is 
autonomous the value of t,, does not matter, a circumstance which will be 
found useful. It suffices to show y(t) E ,4 + on some interval It - toI < a 
where a > 0. 
Let E > 0 be given. Since y0 E /i + we can find I,, arbitrarily large, such 
that simultaneously 
s I, + 1 IYn-YOI <E, /h(t)/ dt<E In ~ 1 
where y, = ~(1,). The first condition holds for suitably chosen t, because 
y,, E /i + and the second holds for all large t, by the hypothesis on h(t). In 
the following analysis it will be seen that both u(t) and y(t) will be close 
to the fixed value yO, and hence a Lipschitz constant k will be available. 
In the application we have in mind both u and y are bounded and 
difficulty with the local Lipschitz condition does not arise. 
Let us choose t, = t,. We then have 
lu(kJ - Y(GJl -c&3 lo - )‘(t)l G k lu(t) - y(t)1 + Ih(t 
where the latter holds on some interval ) t - t,l < a where k is available. As 
E --t 0 the interval can be taken independent of E. It is readily verified that 
b(t) - Y(t)1 < ?Y lr--01 <a, 
where q + 0 as E + 0. If y(O) E n + it follows that any point y(t) with Jt( < a 
can be approximated by u(t) with t arbitrarily large. Hence such points 
satisfy v(t) E n +, as we wanted to show. 
Combining the preceding two lemmas we get: 
LEMMA 4. If h and g = (grad u(u)). h both belong to L then P= 0 on 
A +, where A + refers to the first equation of Lemma 3 and v to the second. 
The argument leading to Lemma 4 is an extension and refinement of 
familiar reasoning of LaSalle. It shows that LaSalle’s conditions ti =f(u), 
V<O can be replaced by ti=f(u)+h(t), p<g(t) where feL and gEL. 
This extension plays an essential role in the sequel. 
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8. THE CLASS A AND STABILITY 
The matrix p is said to be stable if all its characteristic values i satisfy 
Re I < 0. It is not at all necessary that a matrix p E A, should be stable. For 
example, every skew symmetric matrix is in A, and for such matrices the 
characteristic values are purely imaginary. If a matrix is skew symmetric 
and has a tree graph it belongs to A, and hence the hypothesis p E A is also 
insufficient to ensure stability. As still another negative result, we mention 
that if p is stable and a is a positive diagonal matrix, up need not be stable. 
In contrast to these negative results we have: 
LEMMA 5. If p E A and R(p) is of type 0, then apb is stable for all 
positive diagonal matrices a, b. 
It suflices to prove that p is stable, since p E A implies apb E A. Note also 
that G(upb) = G(p), hence R(upb) = R(p). 
For proof, consider the equation zi = pu for functions u : R + + R”‘. If 
ap < 0 the function 
v(u)= f a,u; 
i= I 
satisfies 
V(t)=$v(u(t))=2 f ajui i PiiUj<O 
i= 1 j=l 
on the trajectories of ti = pu. Hence u is bounded and by LaSalle’s theorem 
the omega limit set /1+ of any given solution u is described by the differen- 
tial equation together with the side condition li = 0. Since p E A we can 
choose the multiplier a so that v=O implies piiui= 0. Hence n + is 
described by the same equation and side condition (3) that were used to 
construct the reduced graph R(p). The fact that R(p) is of type l means 
that the only point in n + is the origin, ui=O. In other words every solu- 
tion of ti = pu tends to 0 as t + co and hence p is stable. 
If p E A,, that is, if p is Liapunov diagonally stable, the result of 
Lemma 5 is well known [ 1,33. A separate proof is needed here because the 
hypothesis of the lemma is much weaker than p E A,. 
9. A PERTURBED LINEAR SYSTEM 
The method of proof of the following lemma is due to Levinson [9] and 
no new ideas are involved. We repeat his analysis because our equation is 
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different from his and because we need not only the conclusion u(t) -+ 0, 
but an estimate for the rate at which the limit is approached. 
We consider the equation 
li,=pw+f(t, w) (9) 
for functions w: R+ -P R”. It is assumed that p is stable and that f is a 
continuous function satisfying 
If(t, w)l d @I 4 + wsr, t 2 0, 
where c(, /?, 6 are positive constants. Let Y(t) be the fundamental solution 
of the linear system 9 = py. Thus Y is a matrix-valued function and, with 
I the m by m identity matrix, 
P=pY, Y(0) = I. 
Since p is stable there are positive constants C, 1 such that 
1 Y(t)1 d Ce-“‘, t>o, 
where ( Y( denotes any convenient norm. 
We shall establish the following: 
LEMMA 6. Let i 26 and define E = min(l, a)-&. Then there is a 
constant M, depending on w, such that any solution w  of (9) satisfies 
Jw(t)l <Me-“‘, o<t<oo. 
We need this result only when E > 0. The assumption A # 6 simplifies the 
analysis but otherwise has no practical importance. 
For proof use the formula 
w(t)= Y(t)w(O)+j-; Y(t-z)f(z, w(z))dz 
exactly as in [9] to get 
/w(t)1 < Ce-” [w(O)1 + CJI e-‘(‘P’)(cl Iw(?)l + pe-“) dz. (10) 
Since 2 # 6 the term involving 6 integrates to 
PC 
e-sr-e-a’ 
i-6 . 
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If we set p = min(2,6) the above expression can be estimated by Cie-p”, 
where C1 is constant. This is combined with the first term on the right of 
(10) to give 
for t > 0 where M is constant. Since I2 p Eq. (10) now gives 
Upon setting crC= 0 and multiplying by e”’ we see that the function 
y(t) = e”‘w( t) satisfies 
Iv(t)1 <M+cJ i ’ Iy(s)l dt. 0 
By Gronwall’s lemma 
I y(t)1 6 Me”, t 3 0. 
This gives the desired estimate for I w(t)1 and completes the proof. 
10. A PERTURBED VOLTERRA SYSTEM 
Let us return to the Volterra system considered in Lemma 1, namely, 
ki= (Wi+ 1) 1 PvqjWj, WI> -1. 
j=l 
As before, p denotes the m matrix associated with the variables wi for 
i < m. It is said that a function d(t) is exponentially small if 
for positive constants M and E. Since all functions onsidered here are con- 
tinuous, hence locally bounded, this condition is significant only for t + co. 
The following lemma is the goal of the foregoing analysis: 
LEMMA 7. Let p E A and let R(p) be of type 0. Suppose the functions 
wi( t) for i > m are exponentially small. Then those for id m are also 
exponentially small. 
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To see this, note that the wi for i< m are bounded by Lemma 1. Hence 
the given equation can be written 
“Li=(wj+ 1) f piiqiwj+h,(t), (11) 
where the hi are exponentially small. With w  instead of U, that has the form 
I+ =f(uj) + h(t) of the equations considered in Lemmas 2,3, and 4. The 
function h(t) is exponentially small, hence is integrable. 
The above result already uses the fact that the wi are bounded, those for 
i > m by hypothesis and those for i < m by Lemma 1. This fact is used again 
when we consider the equation for the Liapunov function (5). As in the 
analysis leading to (7) we have 
where k is a constant depending on the constant coeffkients in the formula 
for u(w). Thus ti< g, where g is exponentially small, hence integrable. This 
is the reason why the passage from h to g in Lemmas 2, 3,4 does no harm 
in the present application. 
According to these lemmas we can use the LaSalle theory as if the equa- 
tion were I+ = f( w). This latter equation, however, is the standard Volterra 
equation associated with the matrix PEA. Since the reduced graph is of 
type 0 it follows from [ 12, Theorem l] that the solutions u of the original 
system tend to q and hence w  tends to 0. 
The fact that the wi for i< m tend to 0 enables us to estimate the 
quadratic terms in (11). Namely, 
1 f Pg4jwiwj( Ga IWl9 
j= 1 
where a tends to 0 as t -+ co. Since the hi(r) are exponentially small we have 
for t > 0, where B and 6 are positive constants. 
Our equation thus has the form of that considered in Lemma 6, with the 
matrix (pg) replaced by (piiqj). Since qj> 0 the latter matrix is stable by 
Lemma 5. Since C and A in Lemma 6 are associated with an autonomous 
system, their values do not depend on the initial value of t, whether 0 or 
t,. Let us choose t, so large that a satisfies the hypothesis of Lemma 6 with 
E > 0, and let us then apply the lemma on the interval [to, co). The result 
is Lemma 7. 
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11. PROOF OF THEOREM 1 
We start with a given chain 
G,+GZ+ ... -+G,, 
where the arrows indicate that a directed edge which joined Gi to Gj in the 
original graph G(p) is directed toward Gj if j> i. It is important that G, 
can be connected to any subsequent Gj and not just to Gi+ i. The basic 
feature of a chain is this: If the nodes of Gi are indexed by the index set Z(i), 
the values of +i)k for k E Z(i) depend only on wh for h E Z(j) with j Q i and not 
on wh for h E Z(j) with j > i. In particular the values of +k for k E Z( 1 ), the 
index set for G, , depend only on these same variables wk for k E Z( 1). Thus 
G, can be considered in isolation, as if it were not connected to the rest of 
the graph. 
Since the matter is important we give a specific illustration. We choose 
the numbering so that it agrees more or less with that in Lemmas 1 and 7. 
Namely, the perturbation is associated with indices i> m and the basic 
equation with i < m. Let the chain have 3 links G,, G,, G, and let the 
nodes of G, , GZ, G, be indexed as follows: 
(9, 81, (7,6, 5,4), (3, 2, 1). 
The notation G, + G, means that if i is a node in Gi and j in Gz, then i + j 
and hence pii = 0. Thus, p8, = 0, pg3 = 0 and so on. The wk for k = 9,8 
satisfy an unperturbed 2 by 2 Volterra system. The expressions ti, for 
k = 7,6,5,4 lead to a 4 by 4 perturbed system, where the perturbation is 
introduced by the variables w8, wg. Similarly wii for i < 3 satisfy a 3 by 3 
perturbed system, where the perturbation is induced by wi for i > 3. This 
agrees with the formulation of Lemma 7 in the case m = 3, n = 6. 
Once the concept of a chain is understood the proof of Theorem 1 is 
completed with ease. By Lemma 7 with h = 0 (no perturbation) the 
variables wk associated with G, are exponentially small. Lemma 7 now 
shows that those associated with G, are also exponentially small, and so on 
until G, is reached. The variables wi for i< m in Lemma 7 correspond to 
those associated with the specific G, we are considering, and the variables 
wi for i > m correspond to those associated with earlier G,. 
12. HISTORICAL REMARKS 
Volterra introduced the class A,, showed its relevance to the stability 
problem, and deduced some algebraic properties that were rediscovered by 
others during the next 50 years. He confined attention chiefly to two cases: 
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p skew symmetric, and all pii < 0. He remarks on the desirability of con- 
sidering intermediate cases, and it is seen in [ 12, 131 that the intermediate 
cases lead to a rich and interesting theory. The key to this theory is the 
introduction of the class A. 
In the skew-symmetric case Volterra introduces a function essentially 
equivalent to the Liapunov function (5) and shows that it is constant. In 
the case p E A,, however, he does not use this function but instead bases 
his analysis on the equation 
This follows when (1) is multiplied by ai and the results added. If the 
quadratic form is negative definite it is < - ,l 1~1 2 for some positive 
constant 1 and boundedness of the function 
H= f a;ui 
I=1 
is a consequence of the resulting differential inequality. Since aj>O by 
hypothesis and since the initial conditions ~~(0) > 0 ensure ui> 0, this 
function H can serve as a Liapunov function and boundedness of u follows. 
The above method requires i < 0 and breaks down if only p E A,. I do 
not know who first noted the great increase in simplicity and power which 
results when the ideas of Volterra are combined with those of Liapunov. 
The literature since Volterra contains both the function (5) and the func- 
tion 
f aiqi(ey’-- yi- I) 
i= 1 
which is related to (5) by an exponential change of variable. The attribu- 
tion of this development to Volterra in [lo]-[ 131 may be a historical 
injustice and was only intended to make it clear that construction of the 
Liapunov function was not due to the authors of those papers. 
As stated in [ 12, 131 the first to combine the ideas of Volterra with those 
of LaSalle is Krikorian [4]. 
The class A used here is broader than the corresponding class A in the 
accompanying references because here we allow perturbation only of the 
nonzero diagonal elements while there we allowed perturbation of all non- 
zero elements. Many of the results in the references could have been stated 
for the class A used here and, when this is the case, the proofs are 
unchanged. 
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