Abstract. In this paper we present some new results about the conformally invariant Hardy spaces H p (S) in the strip S := { z ∈ C | | Imz | < 1 } for 0 < p < ∞ . We give an intrinsic characterization of these spaces and we prove that the set of polynomials are dense in all of them.
Introduction
Let Ω be a simply connected domain in the complex plane. By the Riemann mapping theorem, Ω is conformally equivalent to the unit disc D, so every space of analytic functions on the disc is isomorphic to some space of analytic functions on Ω and vice versa. It could therefore seem superfluous to consider other domains than the disc, but nevertheless there are other domains that are of independent interest, as e.g. the upper half-plane. In this paper we shall mainly consider another domain, the strip S := {z ∈ C | | Imz | < 1 } , and we shall mainly be interested in the conformally invariant H p -spaces on S . There are several reasons why the strip is of special interest. One is that in spite of being unbounded an unbounded domain, the polynomials are nevertheless dense in the H p -spaces. Another reason is that there is also another class of spaces that are sometimes called H p -spaces, namely the translation invariant spaces, defined e.g. by
This second class of spaces is often studied in the context of Paley-Wiener theory and the Fourier transform plays then an important role. Our main interest in this paper is however the first class, but we shall also consider relations between the two classes.
Main Results
Let S := {z ∈ C | | Imz | < 1 } ; D := {z ∈ C | | z | < 1 } ; H := {z ∈ C | Imz > 0 } ; T be the closure of the domain T ⊂ C, ∂T := T \ T , Hol(T ) denote the set of all functions analytic at T .
In the sequel we use for every 0 < p < ∞ the Hardy space H p (D) in the unit disk D: 
when 0 < p < 1. The aim of this paper is to get an intrinsic characterization of the Hardy spaces H p (S), 0 < p < ∞, and to examine the question about polynomial denseness in them. Our main result is the following theorem. Denote
It also holds that every function f ∈ H p (S), 1 ≤ p < ∞, has a representation as a Poisson integral:
11) and furthermore there exists finite positive constants C p (depending on p) such that
12)
By analogy with the Hardy spaces in the upper half plane
one can introduce corresponding spaces in the strip S:
It is well-known that the spaces H p (H , dt) do not coincide with the conformally invariant Hardy spaces H p (H ) in the upper half plane defined as: 
.
From Theorem 1 we get an analogue of Proposition A for the strip S. 
It follows from (2.1) and proposition A that a function f belongs to the space H p (S) if and only if
where the function 2 π log i z maps the upper half plane H conformally onto the strip S so that each ray { re i ϕ } r>0 , 0 < ϕ < π, in H is transformed to the line Im z = 1 − 2 π ϕ in S . The invariance of H p (H , dt) with respect to translations and the change of variables (2.14) in the integrals from (2.6) implies the following assertion.
If there exists t ∈ R such that (2.15) holds then f ∈ H p (H , dt).
Before presenting our results about polynomial density in the spaces H p (S) it is worth mentioning several known facts concerning weighted polynomial approximation on the real line and on two parallel lines in the complex plane.
Denote by N the set of all positive and decreasing functions h : [0, +∞) → (0, +∞) such that the function log (1/h(e x )) is convex on R and for every n ≥ 0: sup x≥0 (1+|x|) n h(x) < ∞ (see [11, §1] ). Given a function h ∈ N and a closed, non-dense and unbounded set E ⊂ C we associate the class C 0 h (E) of all functions f : E → C which are continuous on E and satisfy: lim z∈E , |z|→∞ h(|z|)f (z) = 0. The class C 0 h (E) is endowed with the seminorm f h,∞ := sup z∈E h(|z|)|f (z)|. In this context the function h is called a weight.
The problem of polynomial approximation in the seminormed space C 0 h (E) was investigated by many authors (see survey paper [11] ) and it was solved completely in two cases that are of interest for us [11, Th.11, 26 , 28], [7] .
The weight h(|x|) = w (x) defined in (2.3) does not satisfy (2.17) but the additional requirement that the approximated function belongs to H p (S) and the weakening of the seminorm · w,∞ to the norm of the space · L p (R, w(t) dt) (see (2.10)) makes it possible to prove polynomial density in
Theorem 2. Let 0 < p < ∞. Algebraic polynomials are dense in the space H p (S).
Equalities (2.5), (2.10), (2.14) and Proposition A imply easily the following corollary of Theorem 2.
Corollary 3. Let 0 < p < ∞. Then the set of functions
It was proved recently in [2] (see also [8] ) that the polynomials σ k (z ), k ≥ 0, with generating function
form an orthogonal system in H 2 (S), where for any two functions f, g ∈ H 2 (S) their inner product is given by the formula:
Using now Theorem 2 we can state the following.
Corollary 4. The system σ k (z ), k ≥ 0, defined in (2.18), is an orthogonal basis in the Hilbert space H 2 (S).
Preliminary Lemmas
According to (2.1) an arbitrary function f in the space H p (S) generates a corresponding function F f (z ) belonging to H p (D). The well-known theorem of Lindelöf ( see [9, Ch.IIC], [10] ) asserts that any non-tangential path in D to the point ζ ∈ ∂D \ {+1, −1} is transformed by the conformal mapping Let p, 0 < p < ∞ and let f (z ∈ H p (S) be given. Then f has a finite non-tangential limit for almost all t ∈ R :
Lemma 1 gives the possibility to make a change of variables in the Poisson integral for F f (z ) (see [9, Ch.IIB, §1 0 ]) and to get the following Poisson formula for arbitrary f ∈ H p (S), 1 ≤ p < ∞:
where
We shall next establish some elementary properties of the Poisson kernel (3.4). Using integrals (6) and (17) from [3, 1.9] it is easy to calculate that for every p, 1 < p < ∞:
from which employing an evident inequality (cosh x) α < (e |x| ) α < 2 cosh αx , α ≥ 0, x ∈ R, one can easily derive that:
(3.6) Similar calculations for a fixed positive number δ > 0 give:
Lemma 2. Let 0 < p < ∞ and f (z ) ∈ H p (S). Then f ∈ H p (S, w (t)dt) and
Proof. Observe that the function
is analytic in the strip {z ∈ C | | Imz | < 2 } and satisfies the following identities:
It follows that
It follows from the definition (2.1) and equation (3.11) that for every p > 0:
Assume that f ∈ H 1 (S). Then Φ := W · f ∈ H 1 (S) and applying the Poisson formula (3.3) to the function Φ we have:
, y ∈ (0, 1) .
This inequality together with (2.6), (2.7) and (3.12) means that f ∈ H 1 (S, w(t) dt) and
. It is possible therefore using Lemma 1 and Fatou lemma to pass to the limit as y → 1 in the right-hand side of (2.7) to get by (3.1) an inverse inequality: 
, g has no zeros in S and for every z ∈ S: |f (z)| ≤ |g(z)|. Therefore g p ∈ H 1 (S) and in view of (3.14): g p ∈ H 1 (S, w(t) dt) and
So that f ∈ H p (S, w(t) dt) and since the inverse inequality:
, follows from Lemma 1, the Fatou lemma, (3.2) and (2.7) it follows that
The proof of Lemma 2 is complete.
Lemma 3. Let p, 0 < p < ∞, f ∈ H p (S) be given and let f z (x) := f (x + z), z ∈ C. Let further ω denote the positive Borel measure on the real line defined by:
Proof. The proof follows the standard scheme for proving similar assertions (cp. [5, Ch.I, Th.3.1]). Without loss of generality we examine below only the case σ = 1. The obvious inequality 1 cosh
allows us to state that for any p, 0 < p < ∞ and ϕ ∈ L p ( R, dω ):
Let p ≥ 1. It is known (see [4, VI, Def.8.2, Ex.8.16]) that each function ϕ ∈ L p ( R, dµ ) can be approximated in this space by compactly supported continuous functions and therefore, using also inequality (3.17), it follows that the shift operator is continuous, i.e.,
Since the functions P ± y (t) are even for all | y | < 1 then in accordance with the Poisson formula (3.3), the generalized Minkowski inequality (see [5, I , §3]) and (3.17) we have the following estimates:
from which, taking into account (3.5) , we get:
The vanishing of the integral on the right-hand side of (3.19) is proved in the standard way. For arbitrary small ε > 0 one can choose in view of (3.18) sufficiently small δ > 0 such that this integral over the set {t | | t | < δ} will be smaller than ε. That the integral over the set {t | | t | ≥ δ} tends to zero follows from the inequality || f
, and the estimates (3.17) , (3.7). Hence, the property (3.16) has been proved for σ = 1 and for arbitrary 1 < p < ∞. Consider now the case p ∈ (0, 1]. Let f ∈ H p (S) and choose a positive integer n such that: 2 n p > 1. Since for any two functions F, G ∈ L 2 n p ( R, dµ ) and 0 ≤ m ≤ n − 1:
According to the definition (2.1) F f ∈ H p (D) and it is therefore possible to use for the function F f the well-known F.Riesz theorem about Blaschke products [5, Ch.II, Th.2.3] to obtain after the change of variables
. Afterwards, following Exercise 1 in [5, Ch.II] we get an expansion
where functions ϕ ± do not vanish at S. Since ϕ 1/ 2 n ± ∈ H 2 n p (S) and under our choice 2 n p > 1 we can make use of the property . Setting in (3.20): F (x) 2 n = F ± (x) := ϕ ± (i + x) and G(x) 2 n = G ± y (x) := ϕ ± (iy + x), |y| < 1, we get from there with the help of Lemma 2 tending to zero of
as y → 1, | y | < 1. Therefore (3.21) and p ∈ (0, 1] imply:
what was to be proved.
In the next lemmas we establish some properties of the functions in the space H p (S, w (t) dt).
Lemma 4. Let 0 < p < ∞ and let f (z ) be a function in H p (S, w (t) dt). Then
Proof. We will estimate f (z 0 ), z 0 := t + is, assumed without loss of generality that t ≥ 0, 0 ≤ s < 1.
is subharmonic there and therefore (see [9, 
Multiplying both parts of this inequality by ρ and integrating it over ρ from 0 to r we get: u + cos
, from which in view of r = (1 − s)/ 2 it is easy to get the required inequality (3.22) .
Let us fix two numbers: 0 < ρ < 1, a ≥ 2, and examine the transformation of the rectangle It easy to verify that each side of the rectangle ∆(a, ρ):
, is converted to the corresponding arc γ 
Proof. Let f be any function from the space H p w (S). Fix an arbitrary θ ∈ (0, 1 / 2) and introduce the functions f θ (z ) :
arctanh z ). Then for a ≥ 2 and ρ ∈ (0, 1): (3.2) , ) that for every r ∈ (0, 1):
Furthermore for every r ∈ (0, 1) the functions
1+ r e i τ 1− r e i τ converge uniformly over τ ∈ [−π, π] to F f ( r e i τ ) as θ → 0. Thus, passing to the limit in (3.29) when θ → 0 we have:
∀ r ∈ (0, 1) .
The obtained inequalities mean that F f ∈ H p (D) and according to (2.6): f ∈ H p (S), what was to be proved. The statement of Corollary 1 follows easily from the equality (3.12), the analyticity of the function W (z) in the strip {z ∈ C | | Imz | < 2 } and the equalities (2.4), (2.5), (2.10).
Proof of Theorem 2
It is evident that for all considered functions f we may assume without loss of generality: Im f (0) = 0. Denote by P the set of all algebraic polynomials with complex coefficients.
Let p > 1 and f ∈ H p (S). According to (2.12) and (2.13) to approximate a function f by elements from P it is sufficient to find a sequence of polynomials P n , Im P n (0) = 0, n ≥ 1, such that (measure ω is defined in Lemma 3):
as n → ∞. Any polynomial P ∈ P can be written as P = U − iV , where U and V are polynomials with real coefficients. We suppose that V (0) = 0 to satisfy condition Im P (0) = 0. Denote by D x differential operator d/ dx and introduce polynomials Thus, for all x ∈ R:
Re P (x + i) = A P (x) + B P (x) ; Re P (x − i) = A P (x) − B P (x) ,
and since V (0) = 0: 4) 
