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1. Introduction.
My grandfather, the physicist Frank Benford for whom Benford's Law is named,
considered his “law of anomalous numbers” as evidence of a “real world” phenomenon.  He
realized that geometric sequences and exponential functions are generally base 10 Benford,
and on this basis he wrote (Benford, (1938) [2]):
If the view is accepted that phenomena fall into geometric series, then it follows
that the observed logarithmic relationship is not a result of the particular
numerical system, with its base, 10, that we have elected to use.  Any other base,
such as 8, or 12, or 20, to select some of the numbers that have been suggested at
various times, would lead to similar relationships; for the logarithmic scales of the
new numerical system would be covered by equally spaced steps by the march of
natural events.  As has been pointed out before, the theory of anomalous numbers
is really the theory of phenomena and events, and the  but play the poornumbers
part of lifeless symbols for living things.
This argument seems compelling, and it might seem to apply to Benford random
variables as well as to geometric sequences and exponential functions.  It is therefore
somewhat surprising to observe that a random variable that is base  Benford is not,
generally base  Benford when .- - Á ,
This paper builds on Benford (2016) [3] and is an attempt to cast some light on the issue
of base dependence.  To proceed, we need some way to quantify how much a random
variable deviates from Benfordness.  For any , we let  and say that  isC ­ ØCÙ ´ C  C ØCÙ g h
“the fractional part of .”  Note that .  For a random variable , if  isC ØCÙ ­ Ò!ß "Ñ [ Ø[ Ù
uniformly distributed on , we say that “  is uniformly distributed modulo one,”Ò!ß "Ñ [
abbreviated to “u.d. mod 1.”
Let  be a continuous positive random variable (i.e., ), and let To\ \  !  " -  "ÞPra b
avoid getting into the measure theory details, we'll just  that  and assume log log- -a b a b\ Ø \ Ù
are well defined random variables.  Let  be the pdf of  and let be the pdf of1 \ 1ëab a b ablog-
Ø \ Ù 1 1 -log-a b ab ab.  (The dependence of  and  on  is obscured in this notation.)  As explainedë
below, it is known that  is base  Benford iff  is uniformly distributed on .\ - Ø \ Ù Ò!ß "Ñlog-a b
That is,  is base  Benford iff  for all .  Assuming that  is continuous,\ - 1 ?  " ? ­ Ò!ß "Ñ 1a b ab
we may therefore measure the deviation of  from Benfordness by the norm\
l l a bk ka b1  " ´ 1 ?  " À ? ­ Ò!ß "Ñmax . (1.1)
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Although this numerical measure is important, it is also of interest to examine the entire
pattern of  over the interval 1 Ò!ß "ÑÞab
I've constructed several families of base  Benford random variables, and examined the,
implied pdf .  This paper summarizes the results of these investigations.1ab
I need to say something at this point about the “bases”  and  considered in this paper., -
The earliest formulation of Benford's Law were formulated in terms of the  most7
significant digits of a number , for any   These significant digits obviously dependB 7 ­ Þ
on the number base  used to represent .  More recent formulations of Benford's Law are, B
phrased in terms of the base   of .  Berger and Hill [4] define the significand, Bsignificand
function to apply to all , but for our purposes it's adequate to define this concept onlyB ­ 
for positive numbers.  .  Let  and   The base  significand of ,Definition 1.1 B  ! ,  "Þ , B
denoted , is defined as the unique number such thatW B = ­ Ò"ß ,Ñ,a b
B  =  ,5 (1.2)
for some (necessarily unique) integer .5
Taking logarithms of eq. (1.2), we obtain
log log, , ,a b a ba bB  W B  5Þ
As  and  is an integer, it follows thatW B ­ Ò"ß ,Ñ 5,a b
log log, , ,a b a ba bW B  Ø B ÙÞ (1.3)
The most familiar example of a significand, of course, occurs in scientific notation
with .  If we are interested in the  of numbers, there is no reason to,  "! representation
consider anything other than integral bases.  But nowhere in the definition of the
significand is it required that  be an integer!  For example, as ,, /  "!  /# $
W "!  ¸ "Þ$&$$&
"!
/
/ #
a b
and
ln lna b a ba b"! ¸ #Þ$!#&)&  #  W "!/ .
Let  be a positive random variable as above and let   :  is a\ ,  "Þ \Definition 1.2
base  Benford random variable if and only if,
Pr loga b a ba bW \  =  = = ­ Ò"ß ,ÑÞ, , for any (1.4)
Again, there is nothing in this definition that requires that  be an integer.  Thus we are,
able to examine Benford random variables with respect to a whole continuum of bases.
Suppose that  is a base  Benford random variable, and define a new random\ ,
variable  byY
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Y ´ W \  Ø \ Ùlog log, , ,a b a ba b . (1.5)
The support of  is It is easy to find the cdf of .  For any Y Ò!ß "ÑÞ Y ? ­ Ò!ß "Ñß
Pr Pr log
Pr log
a b a ba ba ba b a ba bY  ?  W \  ? W \  ,  ,  ?Þ, ,, ,? ? (1.6)
Hence we have shown that  is uniformly distributed on  if  is a base  BenfordY Ò!ß "Ñ \ ,
random variable.  In fact, the converse is also true, so eq. (1.6) gives us what is known as
the fundamental equivalence:  is a base  Benford random variable if and only if\ ,
Ø \ Ù Ò!ß "Ñlog,a b  is uniformly distributed on .
2. Fourier Analysis of the Probability Density Function of Ø[ Ù.
In this section I develop the tools from Fourier analysis used to derive the pdf of
Ø \ Ù \log log- -a b a b from the pdf of .  However, these tools are more general than this and
don't involve  in any way.\
Let  denote a random variable defined on  and let  be the pdf of   At this point[ 1 [ Þ ëab
it's convenient to introduce what I call a “generator,”  A generator is a sequence of functionsa bab1 À 5 ­ Ò!ß "Ñ5  , each mapping  into .  For our problem we'll define “the generator
associated with ” as follows: for each  and 1 5 ­ ? ­ Ò!ß "Ñßë ab
1 ? ´ 1 5  ? Þ5a b a bë  (2.1)
We assume that the sequence of partial sums
" a b
58
8
51 ?
converges uniformly as  for every , and let  denote the limiting function.8 Ä _ ? ­ Ò!ß "Ñ 1ab
That is, we assume that
lim
8Ä_
58 5­
8
5 5" "a b a b a b1 ? ´ 1 ? ´ 1 ? Ò!ß "Ñ

(uniformly on ). (2.2)
Proposition 2.1.  The pdf of  is given by Ø[ Ù 1 ? Þa b
Proof.  Let  denote the cdf of .  ThenK ? Ø[ Ùa b
K ? ´ !  Ø[ Ù  ?
 5  [  5  ?  1 A .AÞ
a b a b
" "a b a b(
Pr
Pr
5­ 5­ 5
5?
 
ë
The assumption of uniform convergence implies that it is permissible to “distribute” the
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operation of differentiation over the summation (e.g., Apostol [1], Theorem 13-14, page 403).
Hence,
K ?  1 5  ?  1 ?  1 ? ßw
5­ 5­
5a b a b a b a b" "
 
ë
proving the proposition.
We will say that a generator  is “uniform” if  for all   If a b a bab1 À 5 ­ 1 ?  " ? ­ Ò!ß "ÑÞ \5 
is a positive random variable, and  is the pdf of , then  is base  Benford if and1 \ \ -ëab a blog-
only if the generator associated with  is uniform.1ëab
The Fourier series expansion of  is1ab
1 ? a b " a b
8­
# 38?

11 8 /s (2.3)
where the Fourier coefficients  are given by1 8sa b
1 8 ´ / 1 ? .?Þsa b a b(
!
"
# 38?1 (2.4)
Proposition 2.2.  The Fourier coefficients of  satisfy1ab
1 8  / 1 A .AÞsa b a b(
_
_
# 38A1 ë (2.5)
Proof.  Combining eqs. (2.1), (2.2), and (2.4), we obtain
1 8  / 1 5  ? .?s
 / 1 5  ? .?Þ
a b a b( "
"( a b
!
"
# 38?
5­
5­ !
"
# 38?
1


1
ë
ë
Making use of the periodicity of the complex exponentials, we may rewrite this as
1 8  # 38 5  ? 1 5  ? .?s
 # 38A 1 A .Aß
a b a b a b"( a b
( a b a b
5­ !
"
_
_

exp
exp
1 ë
1 ë
as was to be shown.
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In words, Proposition 2.2 says that we may obtain the Fourier  of  by takingcoefficients 1ab
Fourier  of .transforms1 1ëab
From either eq. (2.4) or (2.5) we see that
1 !  1 ? .?  1 A .A  "Þsa b a b a b( (
! _
" _
ë (2.6)
It's convenient to work with complex exponentials, but as  is a real valued function,1ab
the final result can always be expressed using only real numbers and functions.  In more
detail, it is well known that the Fourier series expansion of  may be written as1ab
1 ?  "  + # 8?  , # 8?a b c d" a b a b
8"
_
8 8cos sin1 1 (2.7)
where
+ ´ # # 8? 1 ? .?  # # 8A 1 A .Aß
, ´ # # 8? 1 ? .?  # # 8A 1 A .AÞ
8
! _
" _
8
! _
" _
( (a b a b a b a b
( (a b a b a b a b
cos cos
sin sin
1 1 ë
1 1 ë
(2.8)
Equation (2.7), in turn, may be rewritten as
1 ?  "  E # 8 ? a b c d" a b
8"
_
8

8cos 1 ) (2.9)
where  and  is any solution toE ´ +  ,8 8 8 # # 8È )
cos sina b a b# 8  ß # 8 + ,
E E
1 ) 1 )8 8
8 8
8 8
 
. (2.10)
I now give two examples that illustrate the utility of eq. (2.5) and serve as a useful lead-in
to the analysis of Benford random variables.  Though interesting and informative, these
example are known results, so the rest of this section may be regarded as optional reading.
Example 1: normal [ .  : if , then  isWe may show the following [ µ R ß [a b. 5#
asymptotically u.d. mod 1 as , and, in fact,  is nearly u.d. mod 1 even for5 Ä _ [
5  S " Þa b
It's convenient to break the analysis into two cases: (1) and (2) .  I'll append. . !ß Á !
a subscript  or  to  and  to distinguish the two cases! 1 1 Þs. ëab ab
1 There are several different definitions of “Fourier transform,” but the Fourier transform of any convention
may always be used to find the Fourier transform of a different convention by an appropriate substitution
of the argument.  If  is the pdf of a random variable , then  may be derived from the0 \ 0sab ab
characteristic function of  by an appropriate substitution of the argument.\
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In the first case,
1 A   Þ
" A
# #
ë
5 1 5
!
#
#
a b È  exp (2.11)
It's known that “the Fourier transform of a Gaussian is a Gaussian.”  Specifically, it may be
shown that the Fourier transform of  is1ë!ab
1 8  # 8 Þs!
# # #a b  exp 1 5 (2.12)
Note that  and  for any .1 8  ! 1 8  1 8 8s s s! ! !a b a b a b
Given eq. (2.12), let's reconsider eq. (2.3).  For any 8  !ß
1 8 /  1 8 /  #1 8 # 8? Þs s s! ! !
# 38? # 38?a b a b a b a b1 1 cos 1 (2.13)
Hence we may rewrite eq. (2.3) as
1 ?  "  #a b "
8"
_
1 8 # 8?s!a b a bcos 1 (2.14)
(cf. eq. (2.9)) so
l l a b1  "  1 8 Þs#"
8"
_
! (2.15)
Using eq. (2.12) we may quickly deduce some of the important properties of .  First,1s!ab
1 8 8 Á !s!a b decreases rapidly to zero as  increases, for any .  For example,5
5
5
5
 !Þ& Ê 1 "  (Þ"*#  "! ßs
 " Ê 1 "  #Þ'(&  "! ßs
 # Ê 1 "  "Þ#"'  "! Þs
!
$
!
*
!
""
a ba ba b
Second, we may show that the dominant term in the sums of eqs. (2.14) and (2.15) is the
first.  To show this, note that
1 " #s
1 # )s
  ' ¦ "!
!
# #
# #
# #a b a ba b a b  expexp exp1 51 5 1 5
for even small values of .  Second,5
1 8  "s
1 8 # 8s
  # #8  "  '
# 8  "!
!
# ##
# # #
# # # #a ba b a b
 a b    a bexp
exp
exp exp
1 5
1 5
1 5 1 5  
for any   Let  These results imply that  is a strictly8   "Þ < ´ ' Þ 1 8 À 8 ­sexpa b a ba b1 5 # # !
decreasing sequence bounded above by a geometric sequence, and
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1 "  1 8  "  < 1 " Þs s s! ! !
8
_
"a b a b a b a b"
1
In summary, for all but the smallest values of ,5
1 ? ¸ "  #1 " # ? ßs
#1 "  1  "  # "  < 1 " ßs s
a b a b a b
a b l l a b a b
!
! !
"
cos 1
(2.16)
and  rapidly decreases to zero as  increases.l l1  " 5
We now consider the general case.  Let  and let  denote the[ µ R ß 1sa b ab. 5# .
corresponding Fourier coefficients.  Then
1 8  # 38A  .AÞs
" A 
# #
.a b a bÈ (  a b5 1 1
.
5_
_ #
#
exp exp
By changing the variable of integration from  to , the reader may show thatA C ´ A  .
1 8  / 1 8 Þs s.
1 .a b a b# 38 ! (2.17)
Note that .  For ,1 !  " 8  !s.a b
1 8 /  1 8 /s s
 1 8 / /  1 8 / /s s
 1 8 # 38 ?   # 38 ? s
 #1 8 # 8 ? s
. .
1 1
1 . 1 1 . 1
a b a b
a b a b
a be fc d c da b a b
a b c da b
# 38? # 38?
! !
# 38 # 38? # 38 # 38?
!
!
exp exp
cos
1 . 1 .
1 . Þ (2.18)
Hence,
1 ?  "  #a b "
8"
_
1 8 # 8 ?  às!a b c da bcos 1 . (2.19)
(cf. eq. (2.9)).  In words, the only effect of allowing  is to introduce a “phase” into the. Á !
arguments of the cosines.  In summary, for all but the smallest values of ,5
1 ? ¸ "  #1 " # ?  ßs
#1 "  1  "  ßs
#1 "s
"  <
a b a b c da b
a b l l a b
!
!
!
cos 1 .
(2.20)
and  rapidly decreases to zero as  increases.l l1  " 5
Example 2: log-normal random variables.  The results given in Example 1 have
immediate consequences for log-normal random variables.  Suppose that  is log-normal\
with parameters  and .  We will show that  is asymptotically u.d. mod 1 as. 5# -log a b\
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5 Ä _ \ - \, and hence  is asymptotically base  Benford.  In fact,  is almost u.d. modlog-a b
1 for even small values of .5
By definition,  where   Hence,\  ] ] µ R ß Þexpa b a b. 5#
log log exp
ln exp
ln- - -
a b a ba b a ba ba b\  ]   ]]- A (2.21)
where .  Hence,  where  and .  TheA . 5 . A . 5 A 5- - - -#´ "Î - \ µ R ß ´ ´ln loga b a b a b
results of Example 1 now apply, and we see that  is almost u.d. mod 1 as long aslog-a b\
A 5 A- - is large enough.  Note the dependence on : as  is a decreasing function of , the- -
goodness of fit of  to a uniform distribution decreases as  increases.Ø \ Ù -log-a b
3. Seed Functions and the Implied pdf 1ëab.
I introduced the concept of “seed functions” in Benford (2016) [3].  : aDefinition 3.1
function  is a  if it satisfies the following 3 conditions:LÀ Ä Ò!ß "Ó seed function
(1) as
(2) as
(3) for all 
L @ Ä ! @ Ä _ß
L @ Ä " @ Ä _ß
L @  "  L @ @ ­ Þ
a ba ba b a b 
I say of the third condition that  is “unit interval increasing.”  Note that every cdf is aLab
legitimate seed function.  Every seed function  considered in this paper is assumed to beLab
a cdf.
Given a seed function  and , the pdf of a base  Benford random variableL ,  " 0 ,ab ab
may be constructed with the following parametric recipe: for all ,@ ­ 
B  , ß 0 B  Þ
L @  L @  "
B
@ ,a b c da b a b A (3.1)
Let's call the recipe given by eq. (3.1) the “  algorithm.”  The validity of thea bLß , Ä 0a bLß , Ä 0  algorithm is shown in [3].
Let  be a positive continuous random variable with pdf , and let .  We may\ 0 -  "ab
calculate , the pdf of , by the formula: for every 1 \ A ­ ßë ab a blog-
1 A  - 0 - - Þëa b a b a bln A A (3.2)
If  is a base  Benford random variable whose pdf  has been calculated with the\ , 0aba bLß , Ä 0  algorithm, then eqs. (3.1) and (3.2) may be combined to yield
1 A  L A  L A  "ë 3 3 3a b c da b a b (3.3)
where
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3 ´ Þ
-
,
ln
ln
a ba b (3.4)
Equation (3.3) allows us to go directly from a seed function  to the pdf of ,L \ab a blog-
completely bypassing the construction of .  To show eq. (3.3), let  and0 B ´ -ab A
@ ´ B  A  -   A  AÞ
-
,
log log
ln
ln, ,
a b a b a ba b 3
Hence,  andB  ,@
1 A  - 0 B B  - B
L A  L A  "
B
 L A  L A  "
ë
3 3 A
3 3 3
a b a b a b a b c da b a b
c da b a b
ln ln ,
as was to be shown.
Note: if , then  and  is the pdf of , where-  ,  " 1 A  L A  L A  " \3 ëa b a b a b a blog,
\ , is a base  Benford random variable.
It is not immediately obvious that
( a b
_
_
1 A .A  "ë (3.5)
when  is given by eq. (3.3), but this may be shown to be true as a corollary of the1 Aëa b
following known (and geometrically self-evident) proposition.  .  Let  beProposition 3.1 J ab
a cdf and .  Then= ­ 
( c da b a b
_
_
J B  J B  = .B  =Þ
Our program is to examine the distribution of  where  is base  Benford.  WeØ \ Ù \ ,log-a b
wish to see how the properties of this distribution depend on  and other parameters of the-
system.  As a check on the validity of our analysis, these properties must conform to known
results.  Specifically, the results of our analysis must conform to the following proposition
(shown to be valid in [3]).  .  If  is base  Benford, then  is base Proposition 3.2 \ , \ ,"Î7
Benford for every 7 ­ Þ
With  given by eq. (3.3), we wish to find the Fourier series expansion of .  Let's1 A 1ëa b ab
see how far we can take the analysis before we need to make specific assumptions about
L Þ 1 8 À 8 ­sab a ba b  The Fourier coefficients  are given by
1 8  # 38A L A  L A  " .AÞsa b a bc d( a b a b3 1 3 3
_
_
exp (3.6)
Equation (3.5) implies that   To evaluate the integral of eq. (3.6) when  we1 !  "Þ 8 Á !sa b
assume that  is differentiable and do an initial integration by parts.  This yieldsLab
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1 8  # 38A 2 A  2 A  " .As
# 38
a b a bc d( a b a b3
1
1 3 3
#
_
_
exp (3.7)
where .  Making use of the scale and shift properties of Fourier transforms,2 ´ Lab abw
eq. (3.7) implies that
1 8  "  # 38 2 8 Þs
# 38
sa b     3
1
1 3 3exp " " (3.8)
Note that
"  # 38  !exp 1 3" (3.9)
whenever  is an integer.  When does this happen?  If  where , then3 " "Î7-  , 7 ­
3 3´  Í  7Þ
- "
, 7
ln
ln
a ba b " (3.10)
Hence,  for every  whenever  is an integral root of .  In short, eq. (3.8)1 8  ! 8 Á ! - ,sa b
agrees with Proposition 3.2.  It's useful to summarize how  varies as we vary .3" -
If then
If then
If then
If then .
(3.11)
-  , !   "ß
-  ,  "ß
-  ,  "ß
- Æ " Å _
3
3
3
3
"
"
"
"
4. Symmetric Probability Density Functions.
In general, eq. (3.8) is as far as we can carry the analysis without making specific
assumptions about But if  is symmetrically arranged about a point , so that2 Þ 2 @ab a b .
2  +  2  + + ­a b a b. .  for any , then we can carry the analysis almost to completion.
The case  (so  is an even function) is pivotal..  ! 2ab
Suppose, then, that the pdf  is an even function and let2 @!a b
1 8  "  # 38 2 8s
# 38
s
!
" "
!a b     3
1
1 3 3exp (4.1)
for all denote the associated Fourier coefficients.  We know under this assumption8 Á !
that  is a purely real even function, so .  Hence, for 2 2 8  2  8 8  !ßs s s! ! !" "ab a b a b3 3
1 8 /  1 8 /  2 8 Us s
8
s
! !
# 38? # 38? "
! 8a b a b  1 1 3
1
3 (4.2)
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where
U ´ /  / Þ
"
#3
8
# 38? # 38?       "  # 38 "  # 38exp exp1 3 1 3" "1 1
Proposition 4.1.
U  #8 cos sin    # 8 ?  8 Þ"
#
1 3 1 3" " (4.3)
A proof of Proposition 4.1 is found in the Appendix.  Combining eqs. (4.2) and (4.3), we
obtain
1 ?  "  E # 8 ? 
"
#
a b "   
8"
_
8
"cos 1 3 (4.4)
where
E  2 8 8 Þ
#
8
s
8 !
" "3
1
3 1 3   sin (4.5)
All that's required to obtain a complete Fourier decomposition of  in the case  is to1  !ab .
compute .  But let's consider the general case before giving examples.2 8s! "a b3
Let .  That is,  is just  shifted right by , and is therefore2 @ ´ 2 @  2 2. .a b a b ab ab! !. .
symmetrically arranged around the point .  .. Proposition 4.2
2 8  2 8 Þs s.   3 3" "!exp # 381 3 ." (4.6)
Proof.  The shift property of Fourier transforms tells us that
2  2 Þs s.a b a b0 0expa b# 31 0. !
Substituting  for  gives us eq. (4.6).3 0"8
Now let
1 8  "  # 38 2 8s
# 38
s
. .a b     31 1 3 3exp " " (4.7)
denote the Fourier coefficients associated with .  As a corollary of Proposition 4.2, we2.ab
have
1 8  1 8s s.a b a bexp # 381 3 ." ! (4.8)
for all   Hence, for ,8 ­ Þ 8  !
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1 8 /  1 8 /s s
 1 8 /  1 8 /s s
 1 8 /  1 8 /s s
. .
1 1
1 1
1 1
a b a b
a b a b
a b a b
# 38? # 38?
! !
# 38? # 38?
! !
# 38? # 38?
exp exp   # 38 # 381 3 . 1 3 ." "
 
where ? ´ ?  3 . ." .  That is, the only effect of relaxing the assumption that  is to !
replace  with ? ? ? throughout.  As  only appears as an argument of the cosine in eq. (4.4),
our final result is that
1 ?  "  E # 8 ? a b c d" a b
8"
_
8cos 1 ) (4.9)
where  is given by eq. (4.5) and the phase  is given byE8 )
) 3 .´  Þ
"
#
"  (4.10)
In summary, eqs. (4.5), (4.9), and (4.10) reduce the problem of finding the Fourier expansion
of  for a pdf that is symmetrically distributed around  to finding .  We may1 ? 2 8sa b a b. 3! "
deduce several properties of the general solution of eq. (4.9) from eqs. (4.10) and (4.5).
(1) The phase  is independent of both  and (2) The presence of the factor) 8 2 Þ!ab
sina b1 3 38 E  ! -" "8 implies that  whenever  is an integer, i.e., whenever  is an integral
root of .  (3)  changes sign whenever a change in  forces  across an integral value., E -8 "3
Also, it is known that  as .  Hence, (4)  as  or as 0,¹ ¹a b k k k k2 Æ ! Ä _ E Æ ! 8 Ä _ Æs! 80 0 3
i.e., as .- Æ "
We now give several examples.
Example 1: Gauss-Benford Random Variables.  If we let  be identical to the cdf ofLab
a  random variable, we create what I call a “Gauss-Benford” random variable.R ßa b. 5#
Hence, if  is a Gauss-Benford random variable,\
L @ 
@ a b  F .
5
where  denotes the cdf of a standard normal random variable, and thereforeFab
2 @ 
" @ a b  
5 5
9
.
where  denotes the pdf of a standard normal random variable.  Hence,9ab
2 @  Þ
" @
!a b  
5 5
9 (4.11)
Next, we need to find .  It follows from eq. (2.12) that2 8s! "a b3
9 / 1 /s  # Þa b  exp # # (4.12)
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Hence,
2  # 3 @ .@  # 3 D D .Ds
" @
  # ßs
!
_ _
_ _
# # #
a b a b c d a b( (  a b
a b  
0 1 0 9 1 50 9
5 5
9 50 1 5 0
exp exp
exp
and hence
2 8  s
# 8
!
"
# # #
#
   3 1 5
3
exp . (4.13)
In summary, for a Gauss-Benford random variable
1 ?  "  E # 8 ? a b c d" a b
8"
_
8cos 1 ) (4.14)
where the phase  is given by eq. (4.10) and)
E ´  8 Þ
# # 8
8
8
# # #
#
"3 1 5
1 3
1 3exp sin    (4.15)
There are a number of things to observe about eqs. (4.14) and (4.15) in addition to the
four remarks previously made about eqs. (4.5), (4.9), and (4.10).  First, for fixed , 3 E Ä !8
as .  In fact, the term5 Ä _
F ´ 2 8  s
# 8
8 !
"
# # #
#
   3 1 5
3
exp
is very small for even moderate values of   Second, the dominant term in the sum of5 3Î Þ
eq. (4.14) is generally the first.  This is somewhat difficult to quantify because of the
complicated nature of eq. (4.15), but we may get some insight from examining the ratio
F ÎF" #:
F
F
  ' Þ
# Î
) Î
"
#
# #
# #
#
#exp
exp
exp
 a b a b   
1 5 3
1 5 3
1
5
3
This ratio is 1 for even moderate values of .  If the first term in the sum of eq. (4.15)¦ Î5 3
is dominant, then l l k k1  " ¸ E Þ"
The following three graphs show the behavior of  as  varies between 1.95 and 17.  InE -"
these plots I've set  and   Therefore, the graphs intersects the  axis at5  !Þ$ ,  "'Þ - "'ßÈ È È"'  %ß "' ¸ #Þ&"*)ß "'  #Þ$ % and at   In the first graph, the curve appears to be
coincident with the  axis for , but this is an illusion caused by Excel's automatic- #  -  %
scaling of the vertical axis.  This is shown in the second graph, which plots  forE"
"Þ*&  -  % -.  In this graph, the curve appears to be coincident with the  axis for
#  -  #Þ'ß E but this again is an illusion as shown in the third graph, which shows  for"
"Þ*&  -  #Þ&$.
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Example 2: Cauchy-Benford Random Variables.  Flushed with success with a
Gaussian seed function, we next try this program with the cdf of a Cauchy random variable
with parameters  and .  This seed function is given by. 5
L @  
" " @ 
#
a b  
1 5
.
arctan  (4.16)
with corresponding pdf
2 @ ´ L @  "  Þ
" @ a b a b   w # "
15 5
.
(4.17)
Naturally, I'll call the resulting random variable a Cauchy-Benford random variable.  ( :Note
while  is the median of this distribution, and  measures the “spread” of the distribution, . 5 .
is  the mean of this distribution, nor is  the standard deviation.)not 5
Define
2 @ ´ "  Þ
" @
!
# "a b   
15 5
(4.18)
It may be shown that
2  # ßs!a b a bk k0 15 0exp
so for 8  !
2  s
# 8
!   3"8 exp 1 5
3
. (4.19)
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In summary, for a Cauchy-Benford random variable,
1 ?  "  E # 8 ? a b c d" a b
8"
_
8cos 1 )
where the phase  is given by eq. (4.10) and)
E ´ 8 Þ
#
8
8
"3
1
1 3exp # 81 5
3
sin   (4.20)
The four remarks about eqs. (4.5), (4.9), and (4.10) apply here.  The two remarks made
about eqs. (4.14) and (4.15) also apply here, but the quantity  is different.F8
Example 3: Laplace-Benford Random Variables . Let
L @ 
@  ß
"   @   ß
a b    
"
#
@
"
#
@
exp
exp
.
5
.
5
if
if
(4.21)
.
.
so
2 @    Þ
" @ 
#
a b  k k
5 5
.
exp (4.22)
A random variable having  as its cdf is said to have a “Laplace distribution.”  (ForLab
obvious reasons, this distribution is also sometimes called a “double-exponential”
distribution.)  The mean of a random variable with this distribution is , and the variance is.
2   (Reference: the Wikipedia article on “Laplace distribution.”)5#Þ
We'll say that a Benford random variable generated with  as its seed function is aLab
“Laplace-Benford” random variable.
Define
2 @    Þ
" @
#
!a b  k k
5 5
exp
It may be shown that the Fourier transform of this function is
2 s
"
"  %
! # # #
a b0
1 5 0
and hence
2 8 s
% 8
!
"
# # # 3 1 5 "  Þ
3#
"
(4.23)
Substituting this result into eq. (4.5), we find that
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1 ?  "  E # 8 ?  ßa b c d" a b
8"
_
8cos 1 )
where
E  "  8
#
8
8 #
"
"3
1 3
1 3   % 81 5# # # sin . (4.24)
As usual, the four remarks about eqs. (4.5), (4.9), and (4.10) apply here, and the two
remarks made about eqs. (4.14) and (4.15) also apply, but the quantity  is different.F8
Example 4: Logistic-Benford Random Variables.  For our final example of a Benford
random variable based on a symmetric pdf, consider
2 @ ´  D ´ Þ
/ " @ 
"  / /  #  /
.a b a b a b
D
D # D D5 5 5
.
where
This is the pdf of a  random variable with parameters  and .  (Note: the variance oflogistic . 5
a logistic random variable with these parameters is .)  The random variable that uses"$
# #1 5
the associated cdf as a seed function is therefore called a logistic-Benford random variable.
It may be shown that the Fourier transform of  is given by2 @!a b
2  Þs
#
#
!
#
#
a b a b0 1 501 50sinh (4.26)
Hence,
2 8  Þs
# 8 Î
# 8 Î
!
"
#
#
  a b3 1 5 31 5 3sinh (4.27)
This is an even function, and decreases to zero as any of the following three conditions is
met: (1) , (2) , or (3) 0.5 3Ä _ 8 Ä _ Ä
Hence
1 ?  "  E # 8 ?  ßa b c d" a b
8"
_
8cos 1 )
where
E    8
# # 8 Î
8 # 8 Î
8
#
#
"3 1 5 3
1 1 5 3
1 3
sinh
sina b  .
The four remarks about eqs. (4.5), (4.9), and (4.10) apply, and the two remarks made
about eqs. (4.14) and (4.15) apply with the usual caveat.
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5. Gamma-Benford Random Variables.
The theory developed in the preceding section for seed function with a symmetric pdf is
quite satisfactory.  The situation when the seed function pdf is not symmetric is complicated,
but the tools introduced in the preceding section may be adapted to yield a satisfactory
theory.
In this section I analyze one family of seed functions with a non-symmetric pdf: the
gamma distribution functions.  The implied Benford random variables are the “gamma-
Benford” random variables.  Let  denote the pdf of a  random variable, i.e.,2 ßab a b> ! "
2 @  @ /
"a b a b> ! "! ! "" @Î (5.1)
for , and  for , where the parameters  and  are positive numbers   It@  ! 2 @  ! @  ! Þa b ! "
may be shown that the Fourier transform of  is2ab
2 ´ /  "  # 3 Þsa b a b 0  1 "0# 3 \ 1 0 !
Therefore
2 8  "  # 38 Þs   3 1 "3" " ! (5.2)
The fact that this is a complex number creates complications.  To make headway, define
D ´ "  # 38  "  3C C ´ # 8 ß8 8 8
" "1 "3 1 "3where (5.3)
and rewrite  in polar form, soD8
D  < / < ´ "  C ß  C Þ8 8 8 8 8
3
8
#98 where (5.4)È a btan 9
Note that
D  "  3C  < / Þ8 8 8
398 (5.5)
where the overbar denotes complex conjugation.  In these terms,
2 8  D  < /s 3"   38 8! ! !98 (5.6a)
and
2  8  D  < /s  a b3"  38  8! ! !98 (5.6b)
Combining eqs. (3.8) and (5.6), it follows that
1 8  "  # 38 < /s
# 38
a b   3
1
1 3exp "  38
! !98 (5.7a)
and
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1 8   "  # 38 < / Þs
# 38
a b   3
1
1 3exp "  38
! !98 (5.7b)
Hence
1 8 /  "  # 38 /s
# 38<
a b   # 38? " 3 # 8?
8
1 1 !9
!
3
1
1 3exp a b8 (5.8a)
and
1 8 /   "  # 38 / Þs
# 38<
a b   # 38? " 3 # 8?
8
1 1 !9
!
3
1
1 3exp a b8 (5.8b)
Hence
1 8 /  1 8 /  U ßs s
8<
a b a b# 38? # 38? 
8
8
1 1
!
3
1
(5.9)
where  is defined asU8
U ´ "  / /  "  / / Þ
"
#38
 # 38 3 # 8? # 38 3 # 8?    1 3 1 !9 1 3 1 !9" "8 8a b a b
Making an appropriate modification in Proposition 4.1, we find that
U  # 8 # 8 ? 8
 "
8sin cos  c da b1 3 1 )
where
) 3
!9
1
8
" 8´  Þ
"
# # 8
(5.10)
In summary, then, we've found that
1 ?  "  E # 8 ? a b c d" a b
8"
_
8 8cos 1 ) (5.11)
where  is given by eq. (5.10) and)8
E ´  8 Þ
#
8<
8
8
"3
1
1 3
!
sin  (5.12)
Equations (5.10), (5.11), and (5.12), our summary conclusions about gamma-Benford
random variables, are similar in form to the conclusions about Benford random variables
based on a symmetric pdf, but with some differences.  The major difference is that the phase
)8 8 depends on .  The most important similarity is that  for all  whenever  is an8 E  ! 8 -
integral root of .,
We now consider the asymptotics of eqs. (5.10) and (5.12)   As ,Þ  C  # 8tana b9 1 "38 8 "
it follows that  and  as Therefore,C Ä _ Ä 8 Ä _Þ8 8 "#9 1
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) 38
"Ä 8 Ä _Þ
"
#
as
The product  in the denominator of eq. (5.12) goes to  as , so 8< _ 8 Ä _ E Ä !Þ8 8! k k
Similarly, letting , so that , implies that  and .  As - Æ " Æ ! C Ä _ Ä Î< Ä !3 9 1 38 8 "# 8
!
under these assumptions, it follows that  as .k kE Ä ! - Æ "8
6. Dual Base Benford Random Variables.
Let  and  with , and suppose that neither  nor  is an integral root of the+  " ,  " , Á + + ,
other.  Suppose that  is base  Benford,  is base  Benford, and  and  are\ + \ , \ \+ , + ,
independent.  Then it is known that  is both base  Benford and base  Benford.\ ´ \ \ + ,+ ,
The machinery introduced above allows us to find a formula for the pdf of  for anyØ \ Ùlog-a b
base .  To explain this, it's useful to introduce some new notation, and modify some-  "
old notation.  Let , , and denote the pdf of , , and ,1 1 1 \ \ \ë ë ë+ , - + - , -ab ab ab a b a b a blog log log
respectively.  Similarly, let , , and  denote the pdf of , , and1 1 1 Ø \ Ù Ø \ Ù+ , - + - ,ab ab ab a b a blog log
Ø \ Ù 1 1 1s s slog- + ,a b ab ab ab, respectively, and let , , and  denote the Fourier coefficients associated
with , , and , respectively.  From eq. (2.5) it follows that1 1 1+ ,ab ab ab
1 8  # 38A 1 A .Aßs
1 8  # 38A 1 A .Aßs
1 8  # 38A 1 A .As
+ +
_
_
, ,
_
_
_
_
a b a b a b(
a b a b a b(
a b a b a b(
exp
exp
exp
1 ë
1 ë
1 ë
(6.1)
for any   Also, let8 ­ Þ
3 3+ ,´ ´ Þ
- -
+ ,
ln ln
ln ln
a b a ba b a band (6.2)
As ,\  \ \+ ,
log log log- - + - ,a b a b a b\  \  \ ,
and as  and  are independent, it then follows that  is the convolution of  and\ \ 1 1+ , +ë ëab ab
1ë,ab, i.e.,
1 A  1 1 A  . A ­ Þë ë ë0 0 0 a b a b a b(
_
_
+ , for any (6.3)
From the convolution theorem, it follows that
1 8  1 8 1 8 8 ­ Þs s sa b a b a b+ , for any (6.4)
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As  is base  Benford, there exists a seed function  such that the pdf of  may\ + L \+ + +ab
be generated by the  algorithm.  Similarly, as  is base  Benford there existsa bL ß + Ä 0 \ ,+ + ,
a seed function  such that the pdf of  may be generated by the L \ L ß , Ä 0, , , ,ab a b
algorithm.  Assume that  and  are differentiable and let  andL L 2 ´ L+ , + +wab ab ab ab
2 ´ L, ,
wab ab.  From eq. (3.8), it follows that
1 8  "  # 38 2 8 ßs
# 38
s
1 8  "  # 38 2 8 ßs
# 38
s
+
+
+ +
" "
+
,
,
, ,
" "
,
a b     
a b     
3
1
1 3 3
3
1
1 3 3
exp
exp
(6.5)
for any .  Combining eqs. (6.4) and (6.5), we find8 ­  ! e f
1 8  F "  # 38 "  # 38 ßsa b      8 + ," "exp exp1 3 1 3  (6.6)
where
F ´  2 8 2 8
# 38 # 38
s s
 2 8 2 8
% 8
s s
8 + ,
+ ,
+ ,
" "
+ ,
# # + ,+ ,
" "
     
   
3 3
1 1
3 3
3 3
1
3 3 . (6.7)
As
"  # 38  ! - +
"  # 38  ! - ,
exp
exp
 
 1 31 3+
"
,
"
whenever  is an integral root of ,
whenever  is an integral root of ,
it follows from eq. (6.6) that  for every  whenever  is an integral root1 8  ! 8 ­  ! -sa b e f
of  or  is an integral root of .  Hence  is base  Benford whenever  satisfies either of+ - , \ - -
these conditions.  This result, of course, merely shows that eq. (6.6) is consistent with
Proposition 3.2.
Proposition 6.1.  Suppose that If , then8 ­ Þ F  F 8 8
1 8 /  1 8 /s s
 )F 8 8 # 8 ? 
a b a b    c da b
# 38? # 38?
8 + ,
" "
1 1
sin sin cos1 3 1 3 1 ) (6.8)
where
)
3 3
´  Þ
" " "
#
 
+ ,
(6.9)
A proof of this proposition is found in the Appendix.  : if  for allCorollary F  F8 8
8 ­ , then
1 ?  "  E # 8 ? a b c d" a b
8"
_
8cos 1 ) (6.10)
where  is given by eq. (6.9) and)
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E ´ )F 8 8 Þ8 8 + ,
" "sin sin   1 3 1 3 (6.11)
The most important thing to note about this formula is that  for all  whenever E  ! 8 ­ -8 
is an integral root of either  or .+ ,
Example 1.  Suppose that both  and  are equal to the cdf of a  randomL L R !ß "+ ,ab ab a b
variable.  Then from eq. (4.13)
2 8   ßs
# 8
2 8   ßs
# 8
+ +
"
# #
+
#
, ,
"
# #
,
#
   
   
3
1
3
3
1
3
exp
exp
so
F  # 8  Þ
% 8
" "
8
+ ,
# # #
# #
+ ,
#
3 3
1 3 3
1exp   (6.12)
Clearly,  for all , so eqs. (6.10) and (6.11) apply.  Examinations of theF  F 8 ­8 8 
behavior of  and  as (1)  increases, and as (2)  varies, are left to the reader.E F 8 -8 8
Example 2.  This example revisits Example 8.1 in Benford (2016), with revised notation
and extended analysis.  Let  have pdf\+
0 =  "  =  +ß 0 =  !
=
+ +
+a b a bA for all elsewhere, (6.13)
let  have pdf\,
0 =  "  =  ,ß 0 =  !
=
, ,
,a b a bA for all elsewhere, (6.14)
assume that  and  are independent, and let .  Then  is base  Benford,\ \ \ ´ \ \ \ ++ , + , +
\ , \ + , 0, is base  Benford, and  is both base  Benford and base  Benford.  Let  denote theab
pdf of .  Assume (without loss of generality) that , and define   I showed\ +  , ´ ÞA A A+ ,
in Benford (2016) that  has the following three part form:0ab
0ÐBÑ 
B "  B  +ß
+ +  B  ,ß
,  B  +,ß
ÚÝ a bÛ a bÝÜ  
A
A
A
B
B
B B
+,
ln
ln
ln
if
if
if
(6.15)
and  elsewhere.0 B  !a b
The pdfs of both  and  were generated by the unit step function\ \+ ,
L @  L @  L @ ´
! @  !ß
" @   !Þ+ ,
a b a b a b  ifif (6.16)
It follows from eq. (3.3) that
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1 A  !  A  ß 1 A  !
1 A  !  A  ß 1 A  ! Þ
ë ë3 3
ë ë3 3
+ ++ +
"
, ,, ,
"
a b a ba b a bif elsewhere,if elsewhere (6.17)
The pdf of  is the convolution of  and , solog- + ,a b ab ab\ 1 1ë ë
1 A  1 1 A  . Þë ë ë0 0 0a b a b a b(
_
_
+ ,
It follows that  has the following piecewise linear 3 part form:1ëab
1 A 
A !  A  ß
 A  ß
  A  A   ß
ë
3 3 3
3 3 3
3 3 3 3 3 3 3
a b
Ú
ÛÜ
+ , +
"
, +
" "
,
+ , + , , ,
" " "
+
if
if
if
(6.18)
and  elsewhere.  The graph of  is thus a trapezoid with vertices at1 A  ! 1ë ëa b ab
A ­ !ß ß ß e f3 3 3 3+ +" " " ", , .
If the set  is bounded, as in this example, the sume fa bA ­ À 1 A  ! ë
1 ?  1 5  ?a b a b"
5­
ë
contains a finite number of terms, and in these circumstances this equation provides the
easiest way to calculate , the pdf of , for all   The graph of this1 ? Ø \ Ù ? ­ Ò!ß "ÑÞa b a blog-
function will, in general, have kinks at , , and .  For example, the!ß Ø Ù Ø Ù Ø  Ù3 3 3 3+ +" " " ", ,
following graph shows  when and   With these parameter1 ? +  "!ß ,  "'ß -  "$Þa b
values, the graph has kinks at , , , and ! Ø Ù ¸ !Þ)*) Ø Ù ¸ !Þ!)" Ø  Ù ¸ !Þ*(*Þ3 3 3 3+ +" " " ", ,
0.92
0.94
0.96
0.98
1
1.02
0 0.2 0.4 0.6 0.8 1
g(u)
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 .  The mechanisms described above yield Example 2 (continued): Fourier analysis 1ab
for any choice of , but don't give us much of idea about how  varies as  varies.  Fourier- 1 -ab
analysis can help us out here.  We have previously used eq. (3.8)
1 8  "  # 38 2 8s
# 38
sa b     3
1
1 3 3exp " "
to find Fourier coefficients associated with a random variable created from a seed function
L 2 ´ Lab ab ab, where .  This formula is of questionable utility (at best) to find Fourierw
coefficients associated with  and , as the seed function used to generate  and \ \ 1 1+ , + ,ë ëab ab
is the step function described by eq. (6.16), and
L @ 
! @ Á !
_ @  !Þ
wa b  ifif
We may, however, find  and  from first principles.1 1s s+ ,ab ab
We first need to define two functions.  We define the “rectangular” function rect  asa bC
rect (6.19)if
otherwise.
a b C ´ "   C  ß
!
" "
# #
(The definition of rect  when  is essentially arbitrary, and the definition given herea b k kC C  "#
is most useful for my purpose.)  Following Wikipedia, the “normalized sinc function” is
defined for all  as0 ­
sinc (6.20)
if
ifa b 0 00´ "  !ßÁ !Þsina b1010
Note that sinc  whenever  is an integer not equal to zero.  Wikipedia states that thea b0 0 !
Fourier transform of rect  is sinc .  To be precise,ab ab
rect rect sinc (6.21)è 0 0a b a b a b(´ / C .C  Þ
_
_
# 3 C1 0
We may use these equations to find  and  for any non-zero integer .  The key1 8 1 8 8s s+ ,a b a b
observation here is that
1 A   A  Þ
"
#
ë 3 3+ + +a b  rect
It's left to the reader to show that this implies that
1 8  3 8 8 Þs+ + +
" "a b    exp 13 3sinc (6.22)
Similarly,
1 8  3 8 8 Þs, , ,
" "a b    exp 13 3sinc (6.23)
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Hence,
1 8  3 8  8 8 Þsa b       exp 1 3 3 3 3+ , + ," " " "sinc sinc (6.24)
Therefore,  for all integers  whenever  is an integral root of  or  is an1 8  ! 8 Á ! - + -sa b
integral root of .,
As sinc  is an even function, it follows thatab
1 8 /  1 8 /s s
 # 8 8 # 8 ? 
a b a b    c da b
# 38? # 38?
+ ,
" "
1 1
sinc sinc (6.25)3 3 1 )cos
where
)
3 3
´ 
" " "
#
 
+ ,
(6.26)
(cf. eq. (6.9)).  Hence,
1 ?  "  E # 8 ?  ßa b c d" a b
8"
_
8cos 1 )
where
E ´ # 8 88 + ,
" "sinc sinc   3 3
and  is given by eq. (6.26).)
Example 2 (continued): discussion and extensions.  There is something remarkable
about Example 2.  With  and  be as above, let  and define the seed+ ,  + Î ,  "3, ln lna b a b
function
L @ ´
! @  !ß
@ !  @  ß
" @   Þ
+

, ,
"
,
"
a b
Ú
ÛÜ
if
if
if
(6.27)3 3
3
It may then be shown that the  algorithm yields the pdf  given by eq. (6.15).a b abL ß + Ä 0 0+
By construction,  is known to be the pdf of a base  Benford random variable.  But  is0 + 0ab ab
also known to be the pdf of a base  Benford random variable!  Hence, a perfectly,
unremarkable seed function  yields the pdf of a random variable that is Benford relativeL+ab
to two different bases, neither of which is an integral root of the other.  This is in marked
contrast to  seed function considered in Sections 4 and 5.  Symmetrically, letevery
3+ ´ , Î +ln lna b a b and define the seed function
L @ ´
@  !ß
@ !  @  ß
" @   ß
,

+ +
"
+
"
a b
Ú
ÛÜ
0 if
if
if
(6.28)3 3
3
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Then it may be shown that the  algorithm also yields the pdf  given bya b abL ß , Ä 0 0,
eq. (6.15).
These results generalize.  Suppose we're given potential bases  and , neither an integral+ ,
root of the other, and seed functions  and .  We may then create the pdf  of aL L 0+ , +ab ab ab
base  Benford random variable  by application of the  algorithm, and the+ \ L ß + Ä 0+ + +a b
pdf  of a base  Benford random variable by application of the  algorithm.0 , L ß , Ä 0, , ,ab a b
Assume that  and  are independent, and define .  Then  is both base \ \ \ ´ \ \ \ ++ , + ,
Benford and base  Benford.  Let  denote the pdf of .  It may be shown that, 0 \ab
0 B  0 0 . Þ
" Ba b a b(  
!
_
, -
0 0
0 0 (6.29)
As  is base  Benford, there exists a seed function  such that application of the\ + L+aba b ab abL ß + Ä 0 0 L+ ,  algorithm yields .  Similarly, there exists a seed function  such that
application of the  algorithm also yields .  Although I know in principle howa b abL ß , Ä 0 0,
to find  and  from , this is a purely computational algorithm, and any theoreticalL L 0+ ,  ab
connections between  and  are (at the moment) unknown.a b a bL ß +ß L ß , L ß L+ , + , 
These results clearly generalize to any number of possible bases.  Hence, there exist seed
functions  such that application of the  algorithm yields the pdf of aL L ß + Ä 0+ + ab a b
random variable  that is Benford relative to a large number of bases.\
7. Concluding Remarks.
One goal that motivates both Benford (2016) and the current paper is to find a pdf  of0ab
a positive random variable that would be “universally Benford” in the sense of being
Benford relative to  possible bases, or at least Benford relative to a  ofall large number
possible bases.  I still haven't achieved this goal.  If one could find a constant  suchA  !
that
( (
! "
_ _A A
B B
.B  " .B  "ßor
then  would be universally Benford.  But no such  exists.  We could obtain a0 B  ÎBa b A A
legitimate pdf if we restrict the domain of the function, say to , soc d"ß Q
(
"
Q
QA
B
.B  "ß
and the corresponding random variable is base  Benford (and, in fact, base  BenfordQ Q "Î7
for any ), but not base  Benford for any other .7 ­ - -  "
Points of discontinuity in the graph of  (as at  and  in the foregoing example) give0 " Qab
us clues about the Benford bases of the pdf.  The same holds for kinks in the graph of ,0ab
i.e., points where  is not differentiable.  For these reasons, my aim in Benford (2016) was0ab
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to create pdfs that are continuous and differentiable on all of  and are base  Benford. ,
For example, the pdf of Gauss-Benford random variables satisfy this prescription.  The
graph of such a pdf always looks like the graph of the pdf of a log-normal random variable,
and gives one no obvious clue about any base  such that  is base  Benford., \ ,
As a random variable that is base  Benford is also base  Benford for all , and, , 7 ­"Î7 
as the number of such bases is countably infinite, we might say that we've found a random
variable that is Benford relative to “a large number” of possible bases.  But as almost all of
these bases are within the interval  for any , this is not really what I had inÐ"ß "  Ó  !% %
mind.  Let's ignore bases of this form, and search for random variables  that are both base\
+ , + , Benford and base  Benford, where neither  nor  is an integral root of the other.  None of
the families of random variables constructed in Sections 4 or 5 of this paper permit
additional bases of this form. We found some random variables in Section 6 that satisfy this
goal by letting , where  and  are independent random variables,  is base\ ´ \ \ \ \ \+ , + , +
+ \ , Benford, and  is base  Benford.  Still, we've only found a countably infinite collection,
of bases.
Do random variables  exist that are both base  and base  Benford that don't have the\ + ,
form described above?  If so, how can they be found?  Is it possible to construct a random
variable  that is Benford relative to an uncountable collection of bases, or even a countable\
collection other than the set of integral roots?  Who knows? Though this paper sheds some
light on the issue of base dependence, it's clear that there's still a lot of work to be done.
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Appendix: Proofs.
Proof of Proposition 4.1.
We define  asU8
U ´ /  /
"
#3
8
# 38? # 38?       "  # 38 "  # 38exp exp1 3 1 3" "1 1
and wish to show that
U  #8 cos sin    # 8 ?  8 Þ"
#
1 3 1 3" " (4.3)
Proof.  By rearranging the terms,
U  /  /  Þ
"
#3
8
# 38? # 38?          1 1 exp exp# 38 ?   # 38 ? 1 3 1 3" "
From the identity , it follows that/  /  #33 3) ) sina b)
U 8 sin sina b   # 8?  # 8 ?  Þ1 1 3"
Now let  and .  Then  and$ 3 3 $ $´ ? ´ ?  ?   ?  ?  ? " "# #
" "c da b
?   ?  U3 $" 8.  Hence we may rewrite  as
U  # 8 ?   # 8 ? 8 sin sinc d c da b a b1 $ 1 $ .
Using the identity , it follows thatsin sin cos sina b a b a b a b! " ! " ! "    #
U  # # 8? # 8
 # # 8 ?  8 ß
"
#
8
" "
cos sin
cos sin
a b a b
    
1 1 $
1 3 1 3
as was to be shown.
A Trigonometric Identity.
The proof of Proposition 6.1 hinges on the following trigonometric identity: for any , ,! "
and ,#
cos cos cos cos
sin sin cos
a b c d c d c da b a b a ba b a b a b#  #   #   #   % #   Þ# # ! # " # ! "! " # ! " (A.1)
The proof of eq. (A.1) in turn hinges on the following two familiar identities: for any  and ,$ %
cos cos sin sin
sin sin cos sin
a b a b a b a ba b a b a b a b$ % $ % $ %$ % $ % $ %    # ß    # Þ (A.2)(A.3)
Proof of eq. (A.1).  Define “sum” to be the expression on the left-hand side of eq. (A.1).
Using eq. (A.2),
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cos cos cos cos
sin sin
a b a b c d c da b a ba b a b#  #  #  #    #   # #  ß# # ! # ! ! # ! !# ! !
and
 #   #  
  #  #    #  #  
 # #  #  Þ
cos cos
cos cos
sin sin
c d c da b a bc d c da b a ba b a b
# " # ! "
# " ! ! # " ! !
# " ! !
Hence, using eq. (A.3),
sum  # #   # #  # 
 # #   #  # 
 # #     #   
 %
sin sin sin sin
sin sin sin
sin sin sin
sin cos
a b a b a b a ba bc da b a ba be fc d c da b a ba b
# ! ! # " ! !
! # ! # " !
! # ! " " # ! " "
! a b a b#   Þ# ! " "sin
This completes the proof of eq. (A.1).
Proof of Proposition 6.1.
Fix Let  and   In these terms, it follows from eq. (6.6) that8 ­ Þ ´ 8 ´ 8 Þ ! 1 3 " 1 3+" ",
1 8  F "  / "  / ßs
1 8  F "  / "  / Þs
a b   
a b   8
#3 #3
8
#3 #3
! "
! "
and
Given the definition of  (eq. (6.9)), note that Fix  and define) ! " 1 )  # 8 Þ ? ­ Ò!ß "Ñ
# 1 1 ) # ! "´ 8?Þ # 8 ?   #   Þ  Then   Define LHS (left-hand side) asa b
LHS ´ 1 8 /  1 8 / Þs sa b a b# 38? # 38?1 1
Assume that   We may then rewrite LHS asF  F Þ8 8
LHS  F "  / "  / /  "  / "  / /
 F "  /  /  / / 
"  /  /  / /
 F /
8
#3 #3 #3 #3 #3 #3
8
#3 #3 #3  #3
#3 #3 #3  #3
8
#3
      
 
  
 
! " # ! " #
! " ! " #
! " ! " #
#
a b
a b
 /  /  / 
/  /  /  /
 #F #  #   #   #   Þ
#3  #3  #3  
#3 #3  #3  #3  
8
a b a b a b
a b a b a b
# ! # " # ! "
# # ! # " # ! " 
e fa b c d c d c da b a b a bcos cos cos cos# # ! # " # ! "
Now using eq. (A.1),
LHS  )F8sin sin cosa b a b a b! " # ! "#   Þ
Substituting the definitions of , , and  into this equation gives us eq. (6.8).! " #
