Abstract. In this paper we address the following problem: given an unsatisfiable CNF formula F, find a minimal subset of variables of F that constitutes the set of variables in some unsatisfiable core of F. This problem, known as variable MUS (VMUS) computation problem, captures the need to reduce the number of variables that appear in unsatisfiable cores. Previous work on computation of VMUSes proposed a number of algorithms for solving the problem. However, the proposed algorithms lack all of the important optimization techniques that have been recently developed in the context of (clausal) MUS computation. We show that these optimization techniques can be adopted for VMUS computation problem and result in multiple orders magnitude speed-ups on industrial application benchmarks. In addition, we demonstrate that in practice VMUSes can often be computed faster than MUSes, even when state-of-the-art optimizations are used in both contexts.
Introduction
Concise descriptions of the sources of inconsistency in unsatisfiable CNF formulas have traditionally been associated with Minimally Unsatisfiable Subformulas (MUSes). An MUS of a CNF formula is an unsatisfiable subset of its clauses that is minimal in the sense that any of its proper subsets is satisfiable. Development of efficient algorithms for computation of MUSes is an active area of research motivated by many applications originating from industry [10, 6, 11, 17, 12] . The most recent generation of MUS extraction algorithms is capable of handling large industrial formulas efficiently.
Additional ways of capturing sources of inconsistency in CNF formulas have been proposed. For example, in [9, 12] the inconsistency is analysed in terms of sets of clauses (the so called groups of clauses); efficient algorithms for the computation of groupMUSes have been developed in [12, 16] . Sources of inconsistency can also be described in terms of the sets of the variables of the formula. One such description, the variable-MUS (VMUS), has been proposed in [4] -a variable-MUS of an unsatisfiable CNF formula F is a subset V of its variables that constitutes the set of variables of some unsatisfiable subformula of F and is minimal in the sense that no proper subset of V has this property. While [4] does not develop any VMUS extraction algorithms, in [6] several such algorithms have been proposed, and their applications have been pointed out. However, the proposed algorithms lack all the optimization techniques parallel to those that have been recently developed in the context of (clausal) MUS computation (e.g. [10, 2] ) and are known to be essential for handling large industrial instances. This observation motivates the development of novel optimization techniques for VMUS computation algorithms.
Beside a pure scientific interest in the development of efficient algorithms for VMUS computation, this line of research is motivated by a number of possible industriallyrelevant applications of VMUSes (e.g. [5] ) and other related variable-based descriptions of inconsistency in CNF formulas. To this end, in this paper we make the following contributions. We formalize the VMUS computation problem and its extensions, and establish basic theoretical properties. We describe a number of optimization techniques to the basic VMUS computation algorithm presented in [6] and demonstrate empirically the multiple-order of magnitude improvements in the performance of the algorithm on the set of industrially-relevant benchmarks used for the evaluation of MUS extractors in SAT Competition 2011. We develop a relaxation-variable based constructive algorithm for VMUS extraction, based on the ideas proposed in [10] . We also describe a number of indirect approaches whereby the VMUS computation problem is translated to group-MUS computation problem, and evaluate these approaches empirically. Finally, we describe a number of potential industrial applications of VMUSes and its extensions.
Preliminaries
We focus on formulas in CNF (formulas, from hence on), which we treat as (finite) (multi-)sets of clauses. We assume that clauses do not contain duplicate variables.
Given a formula F we denote the set of variables that occur in F by V ar(F ), and the set of variables that occur in a clause C ∈ F by V ar(C). An assignment τ for F is a map τ : V ar(F ) → {0, 1}. By τ | ¬x we denote the assignment (τ \ { x, τ (x) }) ∪ { x, 1 − τ (x) }. Assignments are extended to clauses and formulas according to the semantics of classical propositional logic. By U nsat(F , τ) we denote the set of clauses of F falsified by τ . If τ (F ) = 1, then τ is a model of F . If a formula F has (resp. does not have) a model, then F is satisfiable (resp. unsatisfiable). By SAT (resp. UNSAT) we denote the set of all satisfiable (resp. unsatisfiable) CNF formulas.
A CNF formula F is minimally unsatisfiable if (i) F ∈ UNSAT, and (ii) for any clause C ∈ F, F \ {C} ∈ SAT. We denote the set of minimally unsatisfiable CNF formulas by MU. A CNF formula F is a minimally unsatisfiable subformula (MUS) of a formula F if F ⊆ F and F ∈ MU. The set of MUSes of a CNF formula F is denoted by MUS(F ). (In general, a given unsatisfiable formula F may have more than one MUS.)
A clause C ∈ F is necessary for F (cf.
[8]) if F ∈ UNSAT and F \ {C} ∈ SAT. Necessary clauses are often referred to as transition clauses. The set of all necessary clauses of F is precisely MUS(F ). Thus F ∈ MU if and only if every clause of F is necessary. The problem of deciding whether a given CNF formula is in MU is DP-complete [13] .
Motivated by several applications, minimal unsatisfiability and related concepts have been extended to CNF formulas where clauses are partitioned into disjoint sets called groups [9, 12] .
