Abstract. We derive tests of fit from characterizations of continuous distributions via moments of the kth upper record values.
The sequence {Y n . We see that for k = 1, 2, . . . , the sequences {Y (k) n : n ≥ 1} of kth record values can be obtained from {X n : n ≥ 1} by inspecting successively the samples X 1 , (X 1 , X 2 ), (X 1 , X 2 , X 3 ), and so on. is the first next-to-largest value that exceeds Y (2) 2 , and so on. And generally, Y (k) 1 = min(X 1 , . . . , X k ) = X 1:k , and the following kth record values are obtained by looking at the kth largest values in successive samples, i.e., looking at the order statistics X 2:k+1 from (X 1 , . . . , X k+1 ), X 3:k+2 from (X 1 , . . . , X k+2 ), and so on.
We have the following characterizations.
Theorem 1.1 (cf. [5] ). Let {X n : n ≥ 1} be a sequence of i.i.d. random variables with cdf F . Assume that G is a nondecreasing right-continuous function from R to (−∞, 1], and let n, k, l be given integers such that k ≥ 1 and n ≥ l ≥ 1. Then F (x) = G(x) on I(F ) iff
Theorem 1.2 (cf. [5], [8]). Under the assumptions of Theorem 1.1, F (x) = G(x) on I(F ) iff
E[− ln(1 − G(Y (k) n+1 ))] l = (n + l)! n!k l , E[− ln(1 − G(Y (k) n−l+1 ))] 2l = (n + l)! (n − l)!k 2l .
Corollary 1.1. X ∼ F and F is continuous iff
E[− ln(1 − F (Y (k) 1 ))] 2 − 2 k E[− ln(1 − F (Y (k) 2 ))] + 2 k 2 = 0 or E[− ln(1 − F (Y (k) 2 ))] = 2 k , E[− ln(1 − F (Y (k) 1 ))] 2 = 2 k 2 .
Goodness-of-fit tests derived from characterizations in Section 1
(A) Parameters of F are specified. To simplify the notation we write g(x) = 1 − F (x), h(x) = − ln(g(x)) if F (x) < 1, 0 otherwise. Then Theorem 1.1 says that X ∼ F iff
n+1 ) + (n + l)! = 0. These characterizations cannot be used to construct tests since in practice only a finite sample is available, whereas in general information about Y (k) n can be obtained only from an infinite sample. As noted above, the exception is Y (k) 1 = X 1:k , and the method used here is to base the tests on consequences of these characterizations that involve order statistics only. These are no longer characterizations, and so they test only certain aspects of the distribution. Our procedure is as follows.
We consider the special case l = n. Then X ∼ F iff
In this paper we use (2.3) with n = 1. Then
For given k = 1, 2, . . . we construct tests of H : X ∼ F based on (2.4). Write 
Thus a simple asymptotic test of H : X ∼ F is provided by
.
For completeness we state here the test when k = n.
Proposition 1 (cf. [9] ). The significance probability of the test using
, where U n := U n1 = min(X 1 , . . . , X n ), is
Now suppose that the distribution function has the form F (x; λ) where λ is an m×1 vector of unknown parameters. In this case we need the following Theorem 2.1 (cf. [11] ). Let T n = T n (X 1 , . . . , X n ; λ n ), where λ n = λ n (X 1 , . . . , X n ) is an estimator of a parameter λ, and moreover let T n = T n (X 1 , . . . , X n ; λ) (here T n , λ and λ n may be vectors). Suppose that:
(ii) There is a matrix B, possibly depending continuously on λ, such that
(iii) λ n is asymptotically efficient (cf. [11] ).
Note that (ii) is satisfied when T n is differentiable in λ, and then
Theorem 2.2 (cf. [11] , [9] ). Let (X 1 , . . . , X n ) be a sample of size n = kN with an absolutely continuous distribution function F (x; λ) differentiable with respect to the m × 1 vector λ. Set
where
Suppose that F is such that MLE λ n is "regular", in the sense that
where I = I(λ) is the expected information matrix for λ based on a single observation. Then
, and
Note. It follows from the invariance property of MLE that T kN does not depend on the parameterization used to specify the distributions. This theorem is obtained by applying Theorem 2.1 with n = N and
and the results appear as (1) since λ n converges in probability to λ.
Special cases:
and
Thus K k = 4 and from (2.6) we have
Proposition 2. A goodness-of-fit test for F ∈ Exp(α) is given by
For the special cases k = 1, 2, 3, 4 we have
is the Euler constant, integrating by parts gives
(integrating by parts). Similarly
we obtain
Thus from (2.6) we have
where α n and β n are obtained by numerical solution of the equation 
. We consider first the case when σ is known, which occurs frequently in practice. Since Y = log(X/σ) ∼ Exp(α), from Proposition 2 we have
,
When both σ and α are unknown we cannot apply Theorem 2.2 since this is a situation where the MLE are not regular. But then we can use 
This follows from Proposition 4 and the fact that √ n( σ n − σ) converges in probability to zero.
. Then
Hence
and since
Here K k depends on α, and from the Note preceding 1 o we then have
where α n and θ n are obtained by numerical solution of the equation
ln(x i + θ).
In what follows we use the integral
from which we have
Now integrating by parts we see that
and after using
we have
, where 
Thus
Taking into account that
Thus we have Proposition 6. A goodness-of-fit test for F ∈ Log(α, β) is given by
where α n and β n are obtained by numerical solution of the equations 
and 
).
Thus we have Proposition 7. A goodness-of-fit test for F ∈ C(α, β) is given by
where α n and β n are obtained by solving numerically the equations 
We see that
Now we use the probability function
for k > 1. Hence
Using the fact that
Thus we have
) is given by
for k > 1, where µ n = X n and σ
. Now consider k = 1. Then as above
2 dz.
2 dz , where we used the fact that erf z is an odd function, and
2 dz 2 , and
Similarly for k = 2,
Let F ∈ EV(α, β) (the extreme-value distribution), i.e.
In what follows we use the following integrals: [12, 3.673 .6]),
Here we treat k = 1 and k > 1 separately. For k > 1 we have
Now we consider k = 1. Then as above
and similarly T n 1 (n + 2) 2 . T n 1 (n + 2) 2 .
It follows that

Thus we have
Proposition 9. A goodness-of-fit test for F ∈ EV(α, β) is given by
for k ≥ 2, and for k = 1,
, where α n = min(X 1 , . . . , X n ), β n = max(X 1 , . . . , X n ).
This follows because √ n( α n − α) and √ n( β n − β) both converge to 0 in probability.
Comparisons with other tests.
We intend to publish extensive simulations of the above tests in a further paper. Here we give some results for the 5% Normal tests in 7 o , but only for k = 1, and k = 2, and only when the sample size is n = 20. The critical values were obtained using 100,000 samples, and the powers using 25,000 samples. The alternatives used were chosen from the paper [2] . With the numbering used there, they are:
