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Let R be a Dedekind ring, K its quotient ﬁeld, L a separable ﬁnite
extension over K , and O L the integral closure of R in L. In this
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1. Introduction
Let K be an algebraic number ﬁeld and O K its ring of integers. We say that K (or O K ) is mono-
genic, or has a power basis, if O K = Z[θ] for some element θ in O K . The question of the existence of
a power basis was originally examined by Dedekind [7]. Many number theorists were also attracted
by this problem and noticed the advantages of working with monogenic number ﬁelds. Besides the
ease of discriminant computations and factorization of prime integers [6], monogenic number ﬁelds
proved to be useful in the study of Galois structures and ramiﬁcations [18]. The monogenity problem
is a line of research within the larger theme of computing the integral closures of ring extensions (or
normalization), which in turn is of great interest in number theory, algebraic geometry, and commu-
tative algebra (see [3], [20], and [21]).
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Dedekind rings has been of interest lately. In [5] a version of such a generalization was established
under some relatively restrictive hypotheses: Let R be a Dedekind ring, K its quotient ﬁeld, L a ﬁnite
separable extension of K , O L the integral closure of R in L, α a primitive element of L integral over
R , and P = Irrd(α, K ). Assume that for every prime ideal p of R , the decomposition of P into monic
irreducible factors in (R/p)[X] is of the form
P (X) =
r∏
i=1
Peii (X)
with ei  2 for i = 1, . . . , r. If we let Pi(X) ∈ R[X] be a monic lift of P i(X), then it is shown in [5]
that O L = R[α] if and only if νp(Res(P , Pi)) = deg(Pi) for every prime ideal p of R and for each
i = 1, . . . , r, where νp is the p-adic discrete valuation associated to p, and Res(P , Pi) is the resultant
of P and Pi .
In Section 2 we list some facts, deﬁnitions, and notations needed in the sequel. In Section 3 we
state our main result, Theorem 3.1, which gives yet a better generalization of the main result of [5]
mentioned above by relaxing some of its conditions; namely, the selection of prime ideals and the re-
quirement on the exponents ei . We prove Theorem 3.1 in Section 4. In Remark 4.2, it is also indicated
that the irreducible factorization of P (X) can also be avoided, which is in itself an improvement of [5].
To emphasize the practicality of Theorem 3.1, we use it in Section 5 to give some theoretical and ex-
plicit monogenity examples and applications over any Dedekind ring. Some of the examples given are
already known, yet the proofs are new. Besides, some applications given, such as Theorem 5.1 and
most of Section 5.4, are new (to the best of our knowledge).
While preparing for the submission of this paper, the good reference [22] came to our attention.
We believe, however, that the practicality of our method, illustrated in Section 5, gives it an advantage
over the method of [22].
2. Preliminaries
Let R be a commutative ring with a unit, f ∈ R[X] a monic polynomial, and R f = R[X]/〈 f 〉 the
monogenic R-algebra associated to f . For an ideal I in R , it can be easily checked that
R f /I R f  R[X]/
(
I R[X] + f R[X]).
When R is integrally closed, it can be shown that R f ∼= R[α], where α is integral over R and f =
Irrd(α, R). Then using the ideas of Kummer’s Theorem [14, p. 38] one can show the following.
Proposition 2.1. Let R be an integrally closed domain, K its quotient ﬁeld, m a maximal ideal of R, and
k = R/m. Let P (X) ∈ R[X] be a monic irreducible polynomial and P (X) =∏ri=1 Peii (X) the decomposition of
P (X) into monic irreducible factors in k[X]. If we let α be a root of P in an algebraic closure of K , then the only
prime ideals of R[α] which contain m are the ideals
m1,m2, . . . ,mr,
where mi = Pi(α)R[α] +mR[α] and Pi is a monic lift of P i in R[X]. Furthermore, the mi are maximal.
Let R be a Dedekind ring. As is common, we denote the resultant of two polynomials f and g
over R by Res( f , g). If p is a prime ideal of R and x ∈ R , we denote the νp-valuation of the principal
ideal xR by νp(x). We say that an ideal a of R is square free in R if νp(a) 1 for any prime ideal p
of R .
Let K be the quotient ﬁeld of R , L a ﬁnite separable extension of K , O L the integral closure of R
in L, α ∈ O L a primitive element of L, and P (X) = Irrd(α, K ). One notes here that the coeﬃcients of
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be the principal ideal of R generated by Res(P , P ′), and let DR(O L) (respectively DR(R[α])) be the
relative discriminant of O L over R (respectively of R[α] over R) as deﬁned in [8]. The ideal [O L :
R[α]]R of R is called the index of α (or of P ) over R and is denoted by IndR(α) (or IndR(P )) (for
details on this notion, see [2], [9], or [4]). Note that (see [8] or [9]) if A ⊆ B are two ﬁnitely generated
commutative projective R-algebras of the same constant rank, then
DR(A) = [B : A]2R DR(B).
In particular, it follows that
DR
(
R[α])= IndR(P )2DR(O L).
Using the above formula and some modiﬁcations in the argument used in proving the classical
index-discriminant formula over Z (see [6, p. 166]), we can show the following generalized formula
(for more details see [4]).
Proposition 2.2.With the assumptions and notations as above,
DiscR(P ) = IndR(P )2DR(O L).
Corollary 2.1.With the assumptions and notations as above, O L = R[α] if and only if IndR(P ) is not divisible
by p for any prime ideal p of R whose square divides DiscR(P ). In particular, O L = R[α] when DiscR(P ) is a
square free ideal in R.
3. Monogenity over a Dedekind ring
Deﬁnition 3.1. Let R be a commutative integral domain, K its quotient ﬁeld, L a ﬁnite separable
extension of K , and O L the integral closure of R in L. We say that L (respectively O L ) has a power
basis or is monogenic over K (respectively over R) if O L = R[α] for some α ∈ O L . In this case we call
α a power-basis generator (or a PBG for short) for L over K (respectively for O L over R).
As an improvement of Theorem 2.5 of [5], we state in this section our main result (Theorem 3.1),
which gives a test of whether an integral primitive element in an integral closure of a Dedekind ring
is a PBG.
Theorem 3.1. Let R be a Dedekind ring, K its quotient ﬁeld, L a ﬁnite separable extension of K , O L the integral
closure of R in L, α ∈ O L a primitive element of L, and P (X) ∈ R[X] the monic irreducible polynomial of α
over R. For a ﬁxed prime ideal p of R, let k(p) denote the ﬁeld R/p and the decomposition of P into monic
irreducible polynomials in k(p)[X] be of the form
P (X) =
r∏
i=1
Peii (X) ∈ k(p)[X].
For i = 1, . . . , r, let P i ∈ R[X] be a monic lift of P i , set
G(X) =
∏
1ir,ei2
Pi(X),
where the empty product means G(X) = 1, and let
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r∏
i=1
Peii (X) + aT (X)
for some T (X) ∈ R[X] and a ∈ p− p2 .
(1) If DiscR(P ) is square free, then α is a PBG for O L over R.
(2) If DiscR(P ) is not square free, then the following are equivalent:
(i) α is a PBG for O L over R.
(ii) For any prime ideal p of R whose square divides DiscR(P ), either P is square free in k(p)[X] or T 
= 0
modulo p and νp(Res(P , Pi)) = deg(Pi) for each i = 1, . . . , r satisfying ei  2.
(iii) For any prime ideal p of R whose square divides DiscR(P ), either P is square free in k(p)[X] or T 
= 0
modulo p and νp(Res(P ,G)) = deg(G).
We tackle the proof of Theorem 3.1 in the next section.
4. Proof of Theorem 3.1
In the course of the proof of our main result (Theorem 3.1), the following facts are needed. The
notations and assumptions in this section follow those in the previous section, unless speciﬁc as-
sumptions are stated.
Proposition 4.1. If R is an integrally closed domain, then (R[α])p = Rp[α] for every prime ideal p of R.
Furthermore, O L = R[α] if and only if Rp[α] is integrally closed for every prime ideal p of R, which in turn
holds if and only if R[α] is integrally closed.
Proof. See [5]. 
Proposition 4.2. If R is a Noetherian domain of dimension 1, then R is integrally closed if and only if every
nonzero prime ideal of R is invertible.
Proof. If R is integrally closed then it is a Dedekind ring and hence every nonzero prime ideal is
invertible.
Conversely, assume that every nonzero prime ideal of R is invertible. For the moment, assume
further that R is local with maximal ideal m. Let S be the set of nonzero ideals of R which are not
invertible, and assume further that S is nonempty. Since R is Noetherian, S has a maximal element J ,
say. Since J ⊆ m and m is invertible, there is an ideal I of R such that J = mI . If I were invertible,
then so would J , a contradiction. Thus, I ∈ S. Since J ⊆ I , and J is maximal in S, J = I . But then
J = m J , which implies that J = 0 (by Nakayama’s Lemma), a contradiction. Hence S must be empty.
We have just shown that every nonzero ideal of R is invertible, which in turn implies that R is
Dedekind and, in particular, integrally closed.
Now, removing the locality assumption, let p be a nonzero prime ideal of R . Since p is invertible,
so is pRp, the unique maximal ideal of Rp. Since Rp is local, it follows from the above argument
that it is integrally closed. Since this holds for every localization of R by a nonzero prime ideal, R is
integrally closed as desired. 
For other proofs of the proposition above, see [10, Theorem 37.8] or [15, Theorem 11.4].
Lemma 4.1. Consider P , g,h, T ∈ R[X], where R is a commutative integral domain. If g is monic and P =
gh +π T for some π ∈ R, then Res(P , g) = πdeg(g) Res(T , g). Moreover, if R is a discrete valuation ring, π is
a uniformizer of R, p= π R is its maximal ideal, νp is the p-adic discrete valuation associated to p, and T 
= 0
modulo p, then (T , g) = 1 modulo p if and only if νp(Res(P , g)) = deg(g).
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g is monic, g 
= 0 modulo p. We know that (see [1]) (T , g) = 1 modulo p if and only if Res(T , g) 
= 0
modulo p. From [1] we also know that Res(T , g) = Res(T , g) modulo p. So (T , g) = 1 modulo p if and
only if Res(T , g) ∈ R − p, which in turn holds if and only if νp(Res(T , g)) = 0. Now it follows from the
ﬁrst part of this lemma that (T , g) = 1 modulo p if and only if νp(Res(P , g)) = deg(g) as desired. 
Lemma 4.2. Let R be a discrete valuation ring, π a uniformizer of R, and p = π R its maximal ideal. Let α be
an integral element over R and P (X) ∈ R[X] its monic irreducible polynomial in R[X]. Let g,h, T ∈ R[X] be
such that g is monic and P = gh + π T . Consider the ideal I = π R[α] + g(α)R[α] = 〈π, g(α)〉 and denote
by I−1 the ideal {y ∈ K [α] | yI ⊆ R[α]}. Then
(1) I−1 = R[α] + h(α)π R[α].
(2) The ideal I is invertible if and only if (g,h, T ) = 1 modulo p.
Proof. See [11]. 
We are now in a place to prove our main result.
Proof of Theorem 3.1. If DiscR(P ) is square free, then it follows from Corollary 2.1 that α is a PBG.
To prove item (2), let us assume throughout the rest of the proof that DiscR(P ) is not square free.
By Proposition 4.1, we may assume that R is a discrete valuation ring with maximal ideal p = π R . It
follows from Proposition 2.1 that the only prime ideals of A = R[α] which contain p are b1, . . . ,br ,
where bi = Pi(α)A+π A. As A is a Noetherian domain of dimension 1, it follows from Proposition 4.2
that A is integrally closed if and only if every prime ideal of A is invertible. But Lemma 4.2 dictates
that the inverse of bi (if exists) is bi
−1 = A + hi(α)π A, where hi ∈ R[X] is to satisfy P = P ihi modulo p.
By part (2) of Lemma 4.2, the ideal bi is invertible in A if and only if (Pi,hi, T ) = 1 modulo p. Hence,
A is integrally closed if and only if (Pi,hi, T ) = 1 modulo p for each i = 1, . . . , r, which in turn holds
if and only if (Pi, T ) = 1 modulo p for each i = 1, . . . , r that satisﬁes ei  2 since
(Pi,hi, T ) =
{
1, ei = 1,
(Pi, T ), ei  2.
From the argument above we conclude that O L = R[α] if and only if, for each i = 1, . . . , r, either
ei = 1 or (Pi, T ) = 1 modulo p when ei  2. Now for i = 1, . . . , r with ei  2, we know that if T 
= 0
modulo p, then (Pi, T ) = 1 modulo p if and only if Res(Pi, T ) 
= 0 (see [1]). It ﬁnally follows from
Lemma 4.1 that if T 
= 0 modulo p, then (Pi, T ) = 1 modulo p if and only if νp(Res(P , Pi)) = deg(Pi).
This shows the equivalence of (i) and (ii).
For the equivalence of (ii) and (iii), assuming (ii) we can prove (iii) using properties of the resultant
and valuation as follows:
νp
(
Res(P ,G)
)= νp
(
Res
(
P ,
∏
1ir,ei2
Pi
))
= νp
( ∏
1ir,ei2
Res(P , Pi)
)
=
∑
1ir,ei2
νp
(
Res(P , Pi)
)= ∑
1ir,ei2
deg(Pi) = deg(G).
Now, assuming (iii), we see from Lemma 4.1 that Res(P ,G) = adeg(G) Res(T ,G). Since νp(Res(P ,
G)) = deg(G) and νp(a) = 1, νp(Res(T ,G)) = 1. Thus, νp(Res(T , Pi)) = 1 for each i with ei  2. Us-
ing Lemma 4.1 again for i with ei  2, Res(P , Pi) = adeg(Pi) Res(T , Pi). Since νp(Res(T , Pi)) = 1 and
νp(a) = 1, we conclude that νp(Res(P , Pi)) = deg(Pi) as desired. 
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of the choice of the monic lifts of the P i . More precisely, if we take another monic lift Q i of Pi then
νp(Res(P , Pi)) = deg(Pi) for all 1 i  r if and only if νp(Res(P , Q i)) = deg(Q i) for all 1 i  r.
Corollary 4.1.With the assumptions and notations as above, let
P (X) = F (X)
r∏
i=1
Pi
ei (X) ∈ k(p)[X],
where F (X) is square free in k(p)[X], and both F (X) and Pi(X) are monic (not necessarily irreducible).
Let F (X), Pi(X) ∈ R[X] be monic lifts of F (X), P i(X), respectively. Let G(X) =∏1ir,ei2 Pi(X) where
the empty product is to mean that G(X) = 1, and let T (X) ∈ R[X] and a ∈ p − p2 be such that P (X) =
F (X)
∏r
i=1 P
ei
i (X) + aT (X). Then α is a PBG if and only if either DiscR(P ) is square free, or for every prime
ideal p of R whose square divides DiscR(P ), either (P is square free in k(p)[X]) or (P is not square free in
k(p)[X] and in this case T 
= 0 modulo p and νp(Res(P ,G)) = deg(G)).
Remark 4.2. If we consider the decomposition
P (X) =
s∏
i=1
li
ei (X) ∈ k(p)[X],
where 1  e1 < e2 < · · · < es , li are monic yet not necessarily irreducible, li(X) ∈ R[X] are monic
lifts of li , and P (X) =∏si=1 leii (X) + aT (X) for some T (X) ∈ R[X] and a ∈ p − p2, then it can also
be shown that α is a PBG if and only if either DiscR(P ) is square free, or for every prime ideal
p of R whose square divides DiscR(P ), either P is square free in k(p)[X] or T 
= 0 modulo p and
νp(Res(P , li)) = deg(li) for each i = 1, . . . , s satisfying ei  2.
This adds to Theorem 3.1 an additional equivalent criterion that avoids the need to know the
irreducible decomposition of P (X) modulo p, which is justiﬁably worth noting as it gives us more
freedom in the choice of the polynomial factorization of P (X) modulo p.
Corollary 4.2. Let R be a discrete valuation ring and m = π R be its maximal ideal. Assume that P =∏r
i=1 P i(X) is the decomposition of P into distinct irreducible factors in (R/m)[X]. Then O L = R[α].
Remark 4.3. Corollary 4.2 generalizes Proposition 15 of [19, p. 29] which asserts the monogenity in
the unramiﬁed case.
5. Applications
5.1. Monogenity of cyclotomic number ﬁelds
We use our main result here to reprove the monogenity of cyclotomic number ﬁelds conﬁrming
what is already known. Let n  3 be an integer, n = ∏si=1 prii its unique prime factorization, ζn a
primitive nth root of unity, K =Q(ζn), and φn(X) the nth cyclotomic polynomial over Q. It is known
that Disc(φn) divides n (see [13]). So if p is a prime integer whose square divides Disc(φn), it must
be one of the pi . Let pi be such a prime and n = prii mi (so (pi,mi) = 1). Let ω j (respectively 	k) be
the primitive roots of unity of order prii (respectively mi). Then ω j	k run through the primitive nth
roots of unity. So φn(X) =∏ j,k(X − ω j	k). Since Xprii − 1 ≡ (X − 1)prii modulo pi , ω j ≡ 1 modulo
any prime ideal p of O K lying above pi . Thus ω j ≡ 1 modulo pi , and φn(X) ≡∏k(X − 	)ϕ(prii ) ≡
(φmi (X))
ϕ(p
ri
i ) modulo pi , where ϕ is the Euler phi-function. Letting T (X) = φn(X)−φmi (X)
ϕ(p
ri
i )
p , we geti
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ϕ(p
ri
i )
pi
. As φmi (ζn) and 1 − ω1 are associate in O K , νp(T (ζn)) = 0 for any prime ideal
p of O K lying above pi . Thus T (X) 
≡ 0 modulo pi . Furthermore, noting that ϕ(prii )  2, we have
Res(φmi , φn) = (−1)ϕ(mi)ϕ(n) Res(φn, φmi ) = Res(φn, φmi ) = pϕ(mi)i . So νpi (Res(φn, φmi )) = νpi (pϕ(mi)i ) =
ϕ(mi) = deg(φmi (X)). Hence ζn is a PBG for O K over Z.
5.2. Monogenity of quadratic number ﬁelds
Again, we here use our main result to reprove the monogenity of quadratic number ﬁelds. Let
K = Q(√d), where d is a square free integer. Assume that d ≡ 2 or 3 modulo 4. We show that √d
is a PBG for O K over Z in this case. Let P (X) = X2 − d. Then Disc(P ) = 4d. Since d is square free,
we only need to apply our result at the prime 2. If d ≡ 2 modulo 4, then d is even. Reducing P
modulo 2 yields P (X) ≡ X2. Letting P (X) = X2 − 2(d/2), we take T (X) = −d/2, which is an odd
integer since d is square free. Hence, T 
≡ 0 modulo 2 as desired. Moreover, Res(X2 − d, X) = −d. So
ν2(Res(X2 − d, X)) = ν2(−d) = 1 = deg(X). Hence,
√
d is a PBG for O K over Z in this case.
If d ≡ 3 modulo 4, then d is odd and d = 2(2k+1)+1 for some k ∈ Z. Reducing P modulo 2 again
yields P (X) ≡ (X2 − 1) ≡ (X − 1)2. Since X2 −d = X2 −1−2(2k+1), we see that T (X) = X −2(k+1)
and, hence, T (X) 
≡ 0 modulo 2. Now, Res(X2 − d, X − 1) = 1− d. So, ν2(Res(X2 − d, X − 1)) = ν2(1−
d) = ν2(2(−2k + 1)) = 1 = deg(X − 1). Hence,
√
d a PBG for O K over Z in this case as well.
If d ≡ 1 modulo 4, it is perhaps illuminating to use our test to show ﬁrst why √d is not a PBG in
this case. Letting P (X) = X2 −d, noting that d = 4k+ 1 form some k ∈ Z, and using the computations
in the paragraph above we have ν2(Res(X2 − d, X − 1)) = ν2(1 − d) = ν2(−4k) > 1 = deg(X − 1).
So,
√
d fails to be a PBG in this case. Turning to another candidate, namely α = 1+
√
d
2 , let P (X) =
Irrd(α,Z) = X2 − X − (d − 1)/4, so Disc(P ) = d, square free. Hence, α is a PBG for O K over Z in this
case.
5.3. Monogenity of biquadratic number ﬁelds
Lemma 5.1. Let R be a Dedekind ring containing Z and d a rational integer. Then dR is a square free ideal in R
if and only if all rational prime divisors of d are unramiﬁed in R.
As a matter of notation, for a positive rational integer n, we write a ≡ b modulo n in R to mean
that a = nr + b for some r ∈ R .
Theorem 5.1. Let R be a Dedekind ring of characteristic different from 2, K its quotient ﬁeld, L = K (√d) a
quadratic extension of K , and dR a square free ideal in R. If d ≡ 1modulo 4 in R, then α = 1+
√
d
2 is a PBG of L
over K .
Proof. Let r ∈ R be such that d = 4r + 1, α = 1+
√
d
2 , and P (X) = Irrd(α, R) = X2 − X − r. Then
DiscR(P ) = dR is a square free ideal of R . Hence, it follows from Corollary 2.1 that α is a PBG of
L over K . 
We next use Theorems 3.1 and 5.1 to reprove the monogenity of certain biquadratic ﬁelds over
quadratic number ﬁelds, conﬁrming what is already known (see [12] and [16]).
Proposition 5.1. Let K = Q(√m) be a quadratic number ﬁeld, where m is a square free integer with m ≡ 1
modulo 4. Then for any quadratic extension L = K (√d) over K , where d is a rational integer with the ideal
dO K square free in O K , L is monogenic over K with a PBG α, where
α =
{√
d, if d ≡ 2 or 3modulo 4;
1+√d
2 , if d ≡ 1modulo 4.
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2 is unramiﬁed in O K . Since L is a quadratic extension over K , P (X) = X2 − d = Irrd(
√
d, O K ). Thus,
DiscR(P ) = 4dO K . Since dO K is a square free ideal in O K , the only prime ideals of O K whose squares
divide DiscR(P ) are those lying above 2. Hence we only need to apply our result at such prime ideals.
If d ≡ 2 modulo 4, then d is even, say d = 2d′ for some d′ ∈ Z. Reducing P modulo a prime ideal
p of O K lying above 2 yields P (X) = X2 modulo p. Noting that P (X) = X2 − 2d′ , take T (X) = −d′ ,
which is an odd integer since d is square free. Thus, T 
= 0 modulo 2. Moreover, Res(P , X)O K = dO K .
So νp(Res(P , X)) = νp(d) = νp(2) + νp(d′). But νp(d′) = 0 since d′ is odd, and νp(2) = 1 since 2 is
unramiﬁed in O K . Thus νp(Res(P , X)) = 1 = deg(X). Hence,
√
d is a PBG for L over K in this case.
If d ≡ 3 modulo 4, then d is odd and d = 2(2k + 1) + 1 for some k ∈ Z. Reducing P modulo a
prime ideal p of O K lying above 2 yields P (X) = (X2 − 1) = (X − 1)2 modulo p. Noting that P (X) =
X2 − 1− 2(2k + 1), take T (X) = X − 2(k + 1). Clearly, T 
= 0 modulo p. Moreover, Res(P , X − 1)O K =
(1−d)O K . So νp(Res(P , X − 1)) = νp(1−d) = νp(2(2k+ 1)) = νp(2)+ νp(2k+ 1). But νp(2) = 1 since
2 is unramiﬁed in O K and νp(2k+1) = 0 since 2k+1 is odd. Thus νp(Res(P , X−1)) = 1 = deg(X−1).
Hence,
√
d is a PBG for L over K in this case as well.
If d ≡ 1 modulo 4, then it follows from Proposition 5.1 that 1+
√
d
2 is a PBG for L over K in this
case, which completes the proof. 
Corollary 5.1. Let d and m be two square free coprime rational integers such that m ≡ 1 modulo 4. Then the
following B is an integral basis of the biquadratic ﬁeld L =Q(√d,√m) over Q:
B =
{
{1, 1+
√
m
2 ,
√
d,
√
d+√dm
2 }, if d ≡ 2 or 3modulo 4;
{1, 1+
√
m
2 ,
1+√d
2 ,
1+√m+√d+√dm
4 }, if d ≡ 1modulo 4.
Using the discriminant of composite ﬁelds [17, Theorem 4.9, p. 158] we deduce the following
corollary.
Corollary 5.2. Let d and m be two square free coprime rational integers such that m ≡ 1 modulo 4. Then the
discriminant of the biquadratic ﬁeld L =Q(√d,√m) over Q is
D(L) =
{
16m2d2, if d ≡ 2 or 3modulo 4;
m2d2, if d ≡ 1modulo 4.
The above corollary conﬁrms Corollary 1 of [12].
5.4. Integral basis of the ﬁeld Q(β,
√
d), where β is a root of P (X) = X p − a
In this section, let a be a rational integer and p an odd prime number such that P (X) = X p − a is
irreducible over Q. Let β be a root of P (X), E the ﬁeld Q(β), and O E the ring of integers in E . Then
DiscZ(P ) = NE/Q
(
P ′(β)
)
Z= ppap−1Z.
The following proposition is an interesting application of the main result (see also Proposition 4.2
in [5]).
Proposition 5.2.With the assumptions as above, O E = Z[β] if and only if a is squarefree.
Proof. We have P (X) = X p −a = Irrd(β,Q). Let q be a prime number whose square divides DiscZ(P ).
Since p is odd, either q = p or q is a prime divisors of a. So we have two cases:
M.E. Charkani, A. Deajim / Journal of Number Theory 132 (2012) 2267–2276 2275- If q does not divide a, then q = p and P (X) = g(X) p in Fp[X], where g(X) = X − a, and thus
Res(g, P ) = P (a) = ap − a in this case.
- If q divides a, then P (X) = g(X)p in Fq[X], where g(X) = X , and thus Res(g, P ) = P (0) = −a in
this case.
In both cases, the assertion is now deduced from Theorem 3.1. 
Let L = E(√d) be a quadratic ﬁeld over E , where d is a square free integer that satisﬁes the
assumptions of Theorem 5.1. Then Q (X) = Irrd(√d, E) = X2 − d and DiscR(Q ) = 4dO E . It follows
from Theorem 5.1 that O L is monogenic over O E with α = 1+
√
d
2 generating a power basis. Now,
using Proposition 5.2, we have the following result.
Proposition 5.3. Let a and d be two square free rational integers such that d ≡ 1 modulo 4, p is an odd prime
number that divides a, and P (X) = X p − a is irreducible over Q. Let β be a root of the polynomial P (X). Let
L =Q(β,√d) and α = 1+
√
d
2 . Then the set
{
1, β, . . . , β p−1,α,αβ, . . . ,αβ p−1
}
is an integral basis of O L over Z.
Using the tower formula (see [9, 2.15, p. 126]) we calculate the discriminant of L =Q(β,√d).
Corollary 5.3. Let a and d be two square free rational integers such that d ≡ 1 modulo 4, p an odd prime
number that divides a, and P (X) = X p − a irreducible over Q. Let β be a root of the polynomial P (X). Then
the discriminant of the ﬁeld L =Q(√d, β) over Q is
D(L) = dp p2pa2(p−1).
Remark 5.1. The calculation of the discriminant of the composite of a couple of ﬁelds is known when
the discriminants of the ﬁelds are coprime. In the above corollary, we computed the discriminant of
a composite of two ﬁelds without the need for the coprimeness of their discriminants.
Errata. In [5, Theorem 2.5], the requirement that T 
= 0 modulo p should be added. In [8, Section 3],
put f (B) = A instead of f (A) = B .
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