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We study two counter-propagating electromagnetic waves in the vacuum within the framework
of the Heisenberg-Euler formalism in quantum electrodynamics. We show that the non–linear field
equations decouple for ordinary wave case and can be solved exactly. We solve the non–linear field
equations assuming the solution in a form of a Riemann wave. We discuss the properties of the
nonlinear electromagnetic wave propagating in the quantum vacuum, such as the wave steepening,
subsequent generation of high order harmonics and electromagnetic shock wave formation with
electron–positron pair generation at the shock wave front.
PACS numbers: 12.20.Ds, 41.20.Jb, 52.38.-r, 53.35.Mw, 52.38.r-, 14.70.Bh
The increasing availability of high power lasers raises
interest in experimental observation and motivates theo-
retical studies of non–linear QED in the laser-laser scat-
tering [1–11], scattering of the XFEL emitted photons
[12], and the interaction of relatively long wavelength ra-
diation with the X-ray photons [13–15], nonlinear laser–
plasma interaction [16, 17] and to complex problems on
the boundary of non–linear QED, super intense lasers
and plasma, nuclear and particle physics such as theoret-
ical studying of MeV X-rays in a plasma that is generated
by femtosecond laser pulses, the study of γ−induced nu-
clear reactions in plasma radiated by super-intense laser,
or neutron production in laser plasma [18–20], non–linear
cooperative electron–gamma–nuclear, multiphoton and
other processes [21–23], fotonuclear physics, nuclear fis-
sion and fusion with laser–heated clusters and plasmas
[24–28].
The results expected to be obtained will allow us to
test extensions of the Standard Model, in which new par-
ticles can participate in the loop diagrams and provide a
window into a new physics (see search for the process in
X–ray region [12]).
Such non–linear process of light-by-light scattering
breaks the linearity of the Maxwell equations and is
one of the oldest predictions of quantum electrodynamics
QED. The photon–photon scattering in a vacuum occurs
via the generation of virtual electron–positron pairs cre-
ation resulting in vacuum polarization [29]. To investi-
gate such process it is convenient to use Heisenberg–Euler
approach in QED [29–31]. This problem was addressed as
birefringence effect when the speed of wave propagation
depends on the wave polarization, [32, 33]. Birefringence
was motivated by analogy with the effect in crystalog-
raphy and means that the incoming light splits into two
waves in the vacuum which serves as a medium: the or-
dinary wave and the extraordinary wave. The ordinary
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wave propagates parallel to the optic axis with polariza-
tion perpendicular to the optic axis and refractive index
nor. Extraordinary wave has polarization in the direc-
tion of the optic axis and has refractive index nex. For
example, when unpolarized light enters an uniaxial bire-
fringent material, it is split into two beams travelling dif-
ferent directions. The ordinary ray doesn’t change direc-
tion while the extraordinary ray is refracted as it travels
through the material. The magnitude of birefringence is
given by ∆n = nor −nex. Birefringence was also studied
in astrophysics, [34, 35].
The vacuum polarization process results in decreas-
ing the velocity of counter–propagating electromagnetic
waves.
High–order harmonics generation in vacuum was stud-
ied in [36] where the generation takes place in the strong
field of two counterpropagating laser waves. The pro-
duction of odd harmonics in vacuum was investigated in
[37–39].
High-order harmonics produced by laser–solid target
interaction for lower laser intensites have been widely
studied in the past decades thanks to their potential ap-
plications in ultraviolet or x-ray source generation, in at-
tosecond dynamics studying and even in plasma surface
detection, [40], and [41, 42]. Recently, the dynamics of
two ultra-relativistic intense counter-propagating lasers
interacting with a thin foil target is studied by using QED
module included PIC simulations. Harmonics up to 5th
order have been demonstrated. It shows that such har-
monics are generated due to the QED effects, [43]. The
rates of harmonics radiation at the electron–positron an-
nihilation in the field of a strong pump wave were recently
investigated in [44].
In the Heisenberg–Euler approximation of QED, [30],
the electromagnetic fields propagate in the dispersionless
media whose refraction index depends on the electromag-
netic field. This leads to the nonlinear response and the
electromagnetic wave evolves into a configuration with
gradient singularities [45] leading to formation of a shock
2wave. The occurance of singularities in the Heisenberg–
Euler theory is noticed in [46] where a particular solution
of field equations from Heisenberg–Euler Lagrangian is
obtained. In [47], the wave steepening is demonstrated
by numerical integration of nonlinear QED equations in
vacuum. The EM shock waves are known, see for exam-
ple [48] and [49].
Let us mention that collisions of two gravitational
waves/electromagnetic waves is addressed in General
Relativity (GR). It is a difficult problem to find the space-
time structure occuring after the collision of gravitational
and/or electromagnetic waves due to the nonlinearity of
the field equations in GR. The problem is simplified by
specializing to impulsive and/or shock waves which are
plane and homogeneous. Then exact solutions can be
found. The Khan-Penrose [50] and Bell-Szekeres [51] so-
lutions are ones of the most famous. Exact solution tak-
ing into account the presence of cosmological constant
was found in [52].
Recently, we have presented and analyzed an analyti-
cal solution of the non–linear field equations in QED, in
the Heisenberg-Euler approximation, describing the finite
amplitude electromagnetic wave counter–propagating to
the crossed electromagnetic field, [53].
In the present paper, we widen our analysis by imple-
menting a new method of solving the system of non–
linear equations. We will show that the non–linear
field equations decouple for the ordinary wave case when
we look for the solution in the form of a simple wave
[45, 54, 55], and we solve the decoupled equations exactly.
The resulting non–linear wave equation is solved by in-
tegration along the characteristics of the equation. We
demonstrate in more detail that the solution describes
high order harmonic generation, wave steepening and for-
mation of a shock wave.
The paper is organized as follows. In Section I, we re-
view the Heisenberg–Euler formalism which will be useful
in the paper. We use the weak field approximation to the
sixth order in the field amplitude to include four and six
photon interactions.
In Section II, we derive the non–linear field equations,
we add weak linear amplitude corrections and linearize
the coefficients.
Next, in Section III, we solve the field equations. We
present new analytical method of solving such system of
equations, we assume the solution in a form of a simple
wave, we show that the system of equations decouple
for the ordinary wave case and it can be solved exactly.
The solution has a form of a non–linear wave without
dispersion in the linear approximation.
In Section IV we concentrate on analyzing the solution.
We analyze the solution by the method of characteristics
and by perturbation method. We discuss properties of
the solution, such as wave breaking, in detail, in the cae
of self–similar solutions with uniform (homogenious) de-
formation.
The main results of the paper are summarized in con-
cluding Section VI.
I. HEISENBERG–EULER LAGRANGIAN
The Heisenberg–Euler Lagrangian in the weak field ap-
proximation is given by
LHE = L0 + L′, (1)
where L0 = −(1/16π)FµνFµν is the classical electromag-
netic Lagrangian, Fµν is the electromagnetic field ten-
sor Fµν = ∂µAν − ∂νAµ, µ, ν = 0, 1, 2, 3; Aµ is the 4-
vector of the electromagnetic field and L′ is the radia-
tion correction in the Heisenberg–Euler theory, [29, 56].
In the weak field approximation, the Heisenberg–Euler
Lagrangian has a form
L′ = κ1
{
4F2 + 7G2 + 90
315
F [16F2 + 13G2]} , (2)
where κ1 = e
4/360π2m4, F and G are the Poincare´ in-
variants, which are defined in terms of the field tensor
Fµν ,
F = 1
4
FµνF
µν = 12 (B
2 −E2), (3)
G = 1
4
Fµν
⋆
Fµν = E ·B, (4)
⋆
Fµν =
1
2
εµνρσFρσ , (5)
where E and B are electric and magnetic fields, εµνρσ
being the Levi-Civita symbol in four dimensions and we
use the units c = ~ = 1.
The Lagrangian L′ can be used if ω ≪ m and E ≪ ES ,
where ω is characteristic frequency of the radiation, the
field
ES = m
2
e/e (m
2
ec
3/e~), (6)
is the critical field (or Schwinger field) in QED, me is the
electron rest mass, e is the electron elementary charge.
Expanding the Lagrangian (2) in the series, we keep
the terms to the third order in the field amplitude within
the weak field approximation to describe the singular so-
lutions. The contributions of the fourth order cancel each
other in calculation of dispersive properties of the QED
vaccum. The remaining contribution is of the same or-
der as from the Heisenberg–Euler Lagrangian expansion
to the sixth order in the fields. The first two terms on
the right hand side in the Lagrangian (2) describe four
interacting photons and the last two terms correspond to
six photon interaction.
The field invariants F = G = 0 in the limit of co–
propagating waves.
The field equations are given by
∂µ(∂L′/∂(∂µΦ))− ∂L′/∂Φ = 0, (7)
where
Φ = (−φ,A). (8)
3The first pair of Maxwell field equations reads
∇ ·B = 0,
∇×E = −∂tB. (9)
The second pair can be found by varying the
Heisenberg–Euler Lagrangian (1) which gives the field
equations. The second pair of equations can be written
as
∇×H = ∂tD,
∇ ·D = 0, (10)
where
D = E+ 4πP,
H = B− 4πM, (11)
P = ∂ELHE,
M = ∂BLHE,
and P and M are the electric and magnetic polarization
vectors. The derivatives are defined as
∂E = (∂Ex , ∂Ey , . . . ),
∂B = (∂Bx , ∂By , . . . ). (12)
II. HEISENBERG–EULER FIELD EQUATIONS
We work in the orthogonal coordinate system, (x, y, z),
where the two waves propagate along the x−axes. For the
ordinary wave case, we assume E = (0, 0, Ez) and B =
(0, By, 0), the simple case of non–vanishing components
Ez and By in order to investigate the crossed field case,
(E·B = 0). Then the first equation comes from the set of
equations (9), the second equation was found by varying
the Lagrangian (1) according to the potential A:
∂tBy − ∂xEz = 0, (13)
− [1 + 8κ1E2z + 4(E2z −B2y)(κ1 − 3κ2E2z )
−6 κ2(E2z −B2y)2
]
∂tEz
+
[
1− 8κ1B2y + 4(E2z −B2y)(κ1 + 3κ2B2y)
−6 κ2(E2z −B2y)2
]
∂xBy
+4
[
2κ1 − 3κ2(E2z − B2y)
]
EzBy(∂tBy + ∂xEz) =0,
(14)
where we denote κ2 = 180/315κ1, Ez ≡ E and By ≡ B,
and add weak linear amplitude corrections to the fields,
E = E0 + a(x, t),
B = B0 + b(x, t). (15)
The fields E0, B0 represent the constant electromagnetic
background field, a(x, t) and b(x, t) are functions of x and
t. Using expressions (15), equations (14) can be rewritten
in a form
∂tb(x, t) = ∂xa(x, t), (16)
α∂ta(x, t)− β [∂xa(x, t) + ∂tb(x, t)]− γ ∂xb(x, t) = 0,
(17)
where the coefficients α, β and γ are:
α = 1 + 8κ1(E0 + a)
2
+4
[
(E0 + a)
2 − (B0 + b)2
]
(κ1 − 3(E0 + a)2κ2) (18)
−6κ2
[
(E0 + a)
2 − (B0 + b)2
]2
,
β = 4(E0 + a)(B0 + b)
[
2κ1 − 3κ2[(E0 + a)2 − (B0 + b)2]
]
,
(19)
γ = 1− 8κ1(B0 + b)2
+4
[
(E0 + a)
2 − (B0 + b)2
]
(κ1 + 3(B0 + b)
2κ2) (20)
−6κ2
[
(E0 + a)
2 − (B0 + b)2
]2
.
Assuming that a(x, t) = b(x, t) = 0, and the crossed field
case E0 = B0, we obtain that
α0 = 1+ 8κ1E
2
0 ,
β0 = 8κ1E
2
0 , (21)
γ0 = 1− 8κ1E20 .
To find the wave phase velocity from the linearized
equations (16) and (17) we look for the solutions in the
form,
a ∝ exp(−iωt+ iqx), b ∝ exp(−iωt+ iqx), (22)
where q is the wave number and ω is the frequency. Sub-
stituting (22) into the equations (16) and (17), and di-
viding them by wave vector q, we obtain algebraic set
of equations for the wave velocity v = ω/q (since the
medium is dispersionless in our study, see Eq. (55)), we
denote the phase and the group velocity as one v = vph =
vg; vph = ω/q, vg = ∂ω/∂q. It yields equations
a+ vb = 0,
v(bβ0 − aα0)− (aβ0 + bγ0) = 0, (23)
whose solution is
v1,2 =
−β0 ±
√
β20 + α0γ0
α0
. (24)
Using relationships given by Eq. (21) we find
v1 = −1,
v2 =
γ0
α0
=
1− 8κ1E20
1 + 8κ1E20
. (25)
This is the phase velocity v = v1,2 for the wave propa-
gating over the crossed background field in the weak field
approximation of the Heisenberg–Euler theory. Similar
4problem is studied in [2, 32, 33] and [57] where the strong
static homogeneous background field is considered. The
obtained result is used further as a limit case for the
background crossed field.
We assuming the coefficients α, β and γ in the form:
α = α0 + αaa+ αbb,
β = β0 + βaa+ βbb, (26)
γ = γ0 + γaa+ γbb,
where
αa = (∂aα)|a=0, αb = (∂bα)|b=0,
βa = (∂aβ)|a=0, βb = (∂bβ)|b=0, (27)
γa = (∂aγ)|a=0, γb = (∂bγ)|b=0.
We can identify the coefficients αa, βa, γa and
αb, βb, βb, with the general form of α, β, γ (20) for the
crossed field E0 = B0. It yields
αa = 24E0(κ1 − κ2E20) + 48κ2E0(b2 + 2E0b)|a=0,
αb = −8E0(κ1 − 3κ2E20 ) + 48κ2E0(a2 + 2E0a)|b=0,
βa = 4(E0 + b|a=0)
[
2κ1 − 6κ2E20 − 3κ2(b2 + 2E0b)|a=0
]
,
βb = 4(E0 + a|b=0)
[
2κ1 + 6κ2E
2
0 − 3κ2(a2 + 2E0a)|b=0
]
,
γa = 8E0(κ1 + 3κ2E
2
0) + 48κ2E0(b
2 + 2E0b)|a=0, (28)
γb = −24E0(κ1 + κ2E20 ) + 48κ2E0(a2 + 2E0a)|b=0.
The terms
b|a=0 = 0, a|b=0 = 0, (29)
should be equal to zero because they are not linear and
break the linear approximation we assume. We will use
these conditions (29) to specify the constant in Eq. (54)
while solving the non–linear equations.
III. SELF–SIMILAR SOLUTIONS
First, we consider the equations (16, 17) for the ordi-
nary wave with functions α(a, b), β(a, b) and γ(a, b) (20)
in linear approximation (26). We solve the non–linear
equations using simple wave concept (Riemann wave)
known in nonlinear wave theory [54, 55, 58].
Equivalently, we assume the dependence b = b(a),
and subsequently ∂tb = (db/da)∂ta, ∂xb = (db/da)∂xa.
Eqs. (16, 17) become
∂ta =
da
db
∂xa, (30)
∂ta =
1
α
(
2β + γ
db
da
)
∂xa, (31)
while comparing the two equations, we obtain a quadratic
equation for function b(a). It has a form
γ
(
db
da
)2
+ 2β
db
da
− α = 0, (32)
and has two solutions(
db
da
)
=
−β ±
√
β2 + αγ
γ
. (33)
We use a weak but finite amplitude approximation,
assuming that the solution has a form(
db
da
)
= ν, ν = ν0 + νaa+ νbb. (34)
For the calculation, we use the definition of tangent to
a surface at a point (α0, β0, γ0) as
f(α, β, γ) = f(α, β, γ)|α0,β0,γ0 + ∂αf |α0,β0,γ0(α − α0)
+∂βf |α0,β0,γ0(β − β0) + ∂γf |α0,β0,γ0(γ − γ0),
(35)
where db/da = f(α, β, γ). As a results we obtain coeffi-
cients
ν0 =f |α0,β0,γ0 =
−β0 ± 1
γ0
, (36)
∂αf |α0,β0,γ0 = ±
1
2
, (37)
∂βf |α0,β0,γ0 =
1
γ0
(−1± β0) , (38)
∂γf |α0,β0,γ0 = ±
α0
2γ0
− (−β0 ± 1)
γ20
, (39)
and α−α0 = αaa+αbb, β−β0 = βaa+βbb and γ−γ0 =
γaa+ γbb where we have used β
2
0 + α0γ0 = 1.
The complete set of linear coefficients in (34) is
ν0 =f |α0,β0,γ0 ,
νa =αafα + βafβ + γafγ , (40)
νb =αbfα + βbfβ + γbfγ ,
where the derivatives are denoted
fα =∂αf |α0,β0,γ0 , fβ = ∂βf |α0,β0,γ0 , fγ = ∂γf |α0,β0,γ0 .
(41)
Since we have two solutions of the equation (33) we
need to choose the physical one, which corresponds to
the case of two counter propagating waves. We can do
that by knowing the phase velocity for such case, phase
velocity v = v2 > 0 (25), and expression for ν0 (36).
It shows that we need to choose the − solutions, the
+ solutions correspond to two waves propagating in the
same direction.
Therefore evaluating fα, fβ, fγ (41) by using expres-
sions (36), (37), (38) and (39), we get
fα = −1
2
,
fβ = − 1
γ0
(1 + β0) , (42)
fγ = − α0
2γ0
+
(
β0 + 1
γ20
)
.
5Now, we observe that the problem reduces to solving
the differential equation (34). The equation is in a form
of total differential. It can be solved by the method of
integration factor, choosing it asm(a) = exp(−νba). The
dependence b = b(a) is
1
νb
exp (−νba)
(
(ν0 + νbb) +
νa
νb
(νba+ 1)
)
= δ, (43)
where δ is arbitrary constant. Therefore the function
b = b(a) has a form
b = δ exp(νba)− νa
νb
(νba+ 1)− ν0
νb
. (44)
The remaining constant δ can be determined by the
conditions (29) and therefore it allows one to find the
constant,
δ =
νa + ν0νb
ν2b
. (45)
Then the coefficients (57) get a final form
αa = 24E0(κ1 − κ2E20 ), αb = −8E0(κ1 − 3κ2E20 ),
βa = 8E0
[
κ1 − 3κ2E20
]
, βb = 8E0
[
κ1 + 3κ2E
2
0
]
, (46)
γa = 8E0(κ1 + 3κ2E
2
0 ), γb = −24E0(κ1 + κ2E20).
In order to use the weak amplitude approximation, we
perform Taylor expansion of the first term in (44) to the
first order, exp (νba) ≈ 1 + νba+ . . . and it gives
b = δ (νba+ 1)− νa
νb
(νba+ 1)− ν0
νb
. (47)
After substituting (45) into (47), we obtain the solution
showing a linear relationship between a and b:
b = ν0a, (48)
where
ν0 = −1/v, (49)
and v is the phase velocity (24).
Now, we will get back to the equations (30) and (31).
It is more convenient to use Eq. (30), which we rewrite
as
∂ta− 1
ν
∂xa = 0, (50)
where it is denoted
ν = ν0 + νaa+ νbb. (51)
We perform another linearization of 1/ν as
f(ν) = f(ν)|ν0 + ∂νf |ν0(ν − ν0), (52)
and obtain
1
ν
=
1
ν0
(
1− aνa + ν0νb
ν0
)
. (53)
It is convenient to rewrite Eq. (50) with 1/ν (53) to a
final form:
∂ta+ f(a)∂xa = 0, (54)
with
f(a) = − 1
ν0
[
1− a (νa + ν0νb)
ν0
]
(55)
or
f(a) = v + a
(νa + ν0νb)
ν20
, (56)
where v is the phase velocity of the electromagnetic wave.
The equation (54) can be rewritten for the function
a¯ =
(νa + ν0νb)
ν20
a, (57)
in a standard form, [54, 55],
∂ta¯+ (v + a¯)∂xa¯ = 0. (58)
This is the final equation, which we analyze further.
The form of the equation (54) corresponds to the equa-
tion of non–linear wave without dispersion [54]. The wave
steepening takes place. The ordinary wave overturns as
we demonstrate in detail together with the higher–order
harmonics analysis in the next Section IV. In the limit
a = 0, the wave moves with the phase velocity for the
unperturbed case.
IV. PROPERTIES OF SELF–SIMILAR
SOLUTIONS
In this Section, the equation (54) is analyzed.
A. Analyzing the equations using characteristics
The equation (54) can be solved by method of charac-
teristics. Characteristic equations for Eq. (54) are
dx
dt
= f(a),
da
dt
= 0. (59)
Their solutions are a(x, t) = A0(x0) and x =
f(A0(x0))t+ x0. The function a(x, t) transfers along the
characteristic x0 without any distortion. Therefore for
any differentiable function A = A(x) we can write solu-
tion a in a form
a(x, t) = A0(x0) = A0[x− f(a(x, t))t], (60)
where A0 is an arbitrary function determined by initial
condition, a(x)|t=0 = A0(x). We will choose the arbi-
trary function as a(x, t) = A0(x0) = am sin(kx0) giving
a(x, t) = am sin [k(x− f(a(x, t))t)]. (61)
6B. The wave breaking
The wave breaking is typical behavior of waves in non-
linear dispersionless media. The solution of equation (54)
can be written in a implicit form (60) with the Euler co-
ordinate x dependent on the Lagrange coordinate x0 and
time. The location where the wave breaks is determined
by the gradient of function a(x, t), the wave breaks when
gradient becomes infinite, [59]. We obtain such result by
deriving (60), as
∂xa =
A′0(x0)
1 +A′0(x0)f
′ t
, tbr = − 1
A′0(x0)f
′
, (62)
where it is denoted A′(x0) = dA0/dx0 and f
′ = ∂af(a).
The gradient becomes infinite at time tbr when the de-
nominator of (62) vanishes at some point xbr . At the time
tbr when the wave breaks the velocity a(xbr, tbr) remains
constant. Such singularity is called the wave breaking or
the gradient catastrophe.
By using our ansatz for the solution (61) we obtain
A′0(x0) = amk cos (kx0), (63)
f ′ =
νa + ν0νb
ν20
, (64)
therefore the gradient (62) and the wave breaking time
tbr result in
∂xa =
amk cos (kx0)
1 + amkf ′ cos (kx0)t
,
tbbr = −
1
amk cos (kx0)f ′
, (65)
and at the coordinate x0 where amk cos kx0 is maximal,
the velocity a(xbr, tbr) = am sin [k(xbr − f(a(xbr , tbr))]
remains constant. In [53], we have showed the wave
steepening evolving in time. Here, we will concentrate
on investigation of the direction of the wave breaking in
detail. The direction of the wave breaking depends on the
sign of f ′ in (65) which we discuss in the next subsection.
C. Analyzing character of wave breaking
We need to investigate the expression for
a¯ = f ′a. (66)
The resulting electromagnetic wave propagates along
the x−coordinate according to (54) and the direction of
the wave breaking is given by the sign in front of function
f1.
As noted above, f0 = v > 0, which is the phase velocity
of the background field.
By susbtituting α0, β0 and γ0 (21) into fα, fβ, fγ (42)
we observe it is convenient to express the functions in
terms of the phase velocity v. It yields
fα = −1
2
, fβ = −1
v
, fγ =
1
2
1
v2
.
Then the coefficients νa, νb are
νa =
4E0
v2
[
κ1(1− 2v − 3v2) + 3κ2E20(v2 + 2v − 1)
]
,
νb = −4E0
v2
[
κ1(3− 2v − v2) + 3κ2E20(v − 1)2
]
. (67)
The function f1 (42) becomes
f ′ = 4E0
[
κ1
(
−1− 3v − 3v2 + 3
v
)
+3 κ2E
2
0
(
v2 + 3v − 3 + 1
v
)]
, (68)
where v = v2 (25) as
v =
1− 8κ1E20
1 + 8κ1E20
. (69)
We have obtained more general formula for the steepen-
ing factor f ′ than in [53], where f ′ = −2(4ǫ22 + 3ǫ3)W 3,
W 3 = −2√2E30 and ǫ2 = 8κ1. If we substitute a Taylor
expansion of (69) as
v ≈ 1− 16κ1E20 + 16κ21E40 , (70)
into (68) and look for the terms with E30 , we obtain
f ′ = 48E30 [12κ
2
1 + κ2], (71)
which corresponds to the result in [53] where the wave
has rarefaction character.
We can rewrite the function f ′ in a final form as
f ′ =
4E0
v
{
3(κ1 + κ2E
2
0)− v(κ1 + 9κ2E20 )
−3v2 (κ1 − 9κ2E20)− 3v3(κ1 − κ2E20)
}
, (72)
where the phase velocity v < 1 and the constants κ1 =
α/360π2 × 1/E2S and κ2 = κ1 × 180/315 and α = 1/137.
The constants without the scaling factor 1/E2S have val-
ues κ1 ≈ 2× 10−6 and κ2 ≈ 10−6.
When the singularity is formed, the electromagnetic
wave breaking formes a shock wave, which has a forward
character for f ′ > 0 and rarefaction character, i.e. the
wave breaks in the backwards direction, for f ′ < 0.
The rarefaction character of the wave steepening is
shown in Fig. 1, where we plot
x = x0 + (1 + f
′a0(x0))t, a0(x0) = am sin(x0), (73)
for f ′ = −0.35 and am = 1. The wave front shifts to
left gradually. The situation in 3D is shown in Fig. 2 for
x0 ∈< −2π, 2π >.
D. Analyzing the equations by perturbation
method
Another way how to describe the wave breaking is to
use the perturbation method [54, 59] to find the solutions
of the equation (54). We can write the solution as
a = a(0) + εa(1) + ε2a(2) + . . . , (74)
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FIG. 1: The equation (73) is visualized, the shifting of
the wave in time to the left hand side is visible.
FIG. 2: The equation (73) is visualized, the shifting of
the wave in time to left hand side is visible in 3D.
where ε≪ 1 and we assume that in the zeroth order the
wave amplitude is homogeneous with the velocity, a(0),
and constant in space and time.
In the first order ε0, we obtain
∂ta
(1) + f(a)|a=0a(1) = 0, (75)
where f(a)|a=0 = −1/ν0 = v, (49). We have obtained the
simplest wave equation describing the wave with the fre-
quency and wave number related via dispersion relation
ω = kf(a)|a=0. Therefore we obtained that the wave
propagates without dispersion and both the phase ve-
locity, ω/k, and the group velocity ∂ω/∂k are equal to
f(a)|a=0 = v.
The solution of Eq. (75) is arbitrary function of x−vt,
where v = f(a)|a=0, therefore we choose the same form
as before,
a(1) = am sin [k(x − vt)]. (76)
To the second order, ε1, we obtain
∂ta
(2) + 3v∂xa
(2) = −a(1)f ′∂xa(1),
= −bk
2
sin [2k(x− vt)], (77)
where b = a2mf
′. The solution of this equation,
a(2) =
b
8v
[cos [2k(x− vt)]− cos (2kx)] , (78)
where we assumed a(2)|t=0 = 0, describes the second har-
monic with the resonant growth of amplitude in time. In
the third order, ε(2), we will find that the third harmonic
grows as sin [3k(x− vt)] and so on. In general, the har-
monics spectrum in the expansion can be estimated as
an =
(
f ′
Epulse
ES
)n
, (79)
where n is the order of the harmonic, Epulse is a typical
field of the electromagnetic pulse which is not scaled with
ES .
We have demonstrated that the second harmonic is in
resonance with the first harmonic and the two counter
propagating electromagnetic waves propagate in vacuum
without dispersion. The higher harmonics are generated
up to the point of wave overturning.
E. Analyzing the solution by perturbation method
It is possible to directly analyze the solution (61),
which is in implicit form, by perturbation method. We
assume the form of solutions as (74) and we rewrite func-
tion f(a) as
f(a) = f0 + εa, (80)
and
a(x, t) = am sin [k(x− (f0 + εa(x, t))t)], (81)
where ε = f ′ and f0 = −1/ν0. In the first order ε0, we
obtain
a0 = am sin [k(x− f0t)]. (82)
In the second order ε1 and using Taylor expansion on
right hand side, we obtain
a1 = −a
2
mkt
2
sin (2kx0), (83)
which describes the second harmonic with the resonant
growth of amplitude in time. Again, we have demon-
strated the resonance between the first two harmonics,
which is true for all harmonics because the phase velocity
is the same for all harmonics and it does not depend on
the wave number. This again leads to wave breaking.
F. Self–similar solutions with uniform deformation
We assume the solution a(x, t) of Eq. (54) in the form
a(x, t) = a0(t) + a1(t)x. (84)
It represents a triangular shape of the solution a(x, t).
The function f(a) (55) can be rewritten as
f(a) = f0 + f
′a, f0 = − 1
ν0
, f ′ =
νa + ν0νb
ν20
. (85)
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(a) The rarefaction wave breaks.
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(b) The rarefaction waves do not break.
FIG. 3: The equation (84) together with solution (87) is
visualized. In the Fig. 3a, the shifting of the wave to
left hand side is visible in time. We have chosen the
function a1(0) = cos(0) = 1 > 0, a0(t) = −3t+ 1.8,
f ′ = −0.5. In the Fig. 3b, we have just changed the
function a1(0) = cos(π) = −1 < 0 and f ′ = 0.5 to
positive value. The wave does not break and continues
to infinity in time.
After substituting the solution (84) into the equation
(54), we obtain the set of equations:
∂ta0 + a1(f0 + f
′a0) = 0,
∂ta1 + f
′a21 = 0. (86)
The profile a1 of the solution can be investigated by solv-
ing the second Eq. (86) as
a1 =
a1(0)
1 + f ′a1(0)t
, (87)
where a1(0) = a1(t)|t=0.
We can analyze the profile, for a1(0) > 0, and for f
′ <
0, a1 → ∞ and t → −1/f ′a1(0). The wave steepens
to the left hand side in the opposite direction than the
direction of propagation along the positive x axes, i.e.
has a rarefaction character, such behaviour is showed in
Fig. 3a.
If a1(0) < 0, and for f
′ < 0, a1 → 1/f ′t and t → ∞.
The wave does not break and continues till infinity, such
behaviour is showed in Fig. 3b. For the case when f ′ > 0,
the direction of propagation just changes to the opposite
direction.
V. DISSIPATION DUE TO THE
ELECTRON–POSITRON PAIR CREATION
Our work is performed within the approximation of
Heisenberg–Euler theory of QED in the low photon en-
ergy region ω ≪ m, i.e. in the weak field limit. There-
fore our results are limited to this low energy regime and
will lose validity if we approach the Swinger limit ES .
After the ordinary wave breaks, we can not predict its
behaviour in this approximation.
As we have showed in [53], the long–wavelength ap-
proximation breaks when the frequencies of the interact-
ing waves, ωγ and Ω become high enough as
ωγΩ > m
2
ec
4/~2, (88)
at this level the photon–photon interaction can result in
creation of real electron–positron pairs via Breit–Wheeler
process [60], in saturation of wave steepening and in the
electromagnetic shock wave formation. Near the thresh-
old, the electron–positron creation cross section has a
form [29, 61],
σγγ→ep = πr
2
e
√
~2ωΩ
m2ec
4
− 1, (89)
where ωγ and Ω are the frequencies of high energy pho-
tons and low frequency counter–propagating electromag-
netic waves, respectively, and re = e
2/mec
2 is the classi-
cal electron radius.
The cross section of the formation of an electron pair in
the collision of two photons is given by general formulae,
[29],
σγγ→ep =
1
2
πr2e(1 − β2e)×{
(3− β4e ) log
(
1 + βe
1− βe
)
− 2βe(2 − β2e)
}
dβe,
(90)
where
βe =
√
1− m
2
ec
4
~2ω1ω2
, (91)
the ω1 and ω2 are frequencies of the two colliding pho-
tons. The cross section (89) is plotted in Fig. 4 with de-
tailed view on the area around the value one where the
electron–poitron pair creation starts to appear. When
the shock wave has been formed we can find the electron
pair number in a straightforward way using the energy–
momentum conservation. For a laser pulse of length lpulse
9FIG. 4: The cross section σγγ→ep dependence on the
photon energy ~ω/mec
2. The detailed view on the
graph near threshold is shown in the right insect.
Reaching the energies for the electron–positron
generation requires much less intense laser intensities
than reaching Schwinger field ES .
and the beam profile S′, we can obtain the energy of the
pulse as
Epulse ≈
E2pulseS
′lpulse
4π
=
IpulseS
′lpulse
c
, (92)
where Epulse, Ipulse are a typical field and intensity of the
electromagnetic pulse, then the number of the electron
pairs and their creation rate are given by
Ne± =
Epulse
2mc2
,
dNe±
dt
=
Epulse
2mc2
δv
lpulse
, (93)
where we have denoted δv = a¯. It can be shown that the
creation rate of the electron pairs can be expressed as
Ne± = α
I3em
I2S
, (94)
where Iem is the intensity of electromagnetic field.
In our proposed model we target the lower energy re-
gion around the value one where the cross section curves
start in Fig. 4.
The electron–positron pairs created at the electro-
magnetic shock wave front being accelerated by the
electromagnetic wave emit gamma-ray photons which
lead to the electron–positron avalanche via the multi-
photon Breit-Wheeler mechanism [62] as discussed in
Refs. [63, 64] (see also review article [3] and the liter-
ature cited therein).
Recently, in [65], a novel approach was developed to
demonstrate the two-photon Breit–Wheeler process by
using collimated and wide-bandwidth γ-ray pulses driven
by 10 PW lasers. The positron signal, which is roughly
100 times higher than the detection limit, can be mea-
sured by using the existing spectrometers. This ap-
proach, which could demonstrate the electron–positron
pair creation process from two photons, would provide
important tests for two-photon physics and other funda-
mental physical theories.
Additional terms corresponding to the dissipation ef-
fect due to viscosity and dispersion in the Eq. (54) can
lead to saturation of high order harmonics [66]. The dis-
sipation effect can be described, for example, by addi-
tional term µ∂xxa
(2) = −µk2a(2) on the left hand side of
Eq. (77) as
∂ta
(2) − µ∂xxa(2) = −bk
2
sin [2k(x− vt)], (95)
assuming the dissipation effect have the same order as
the second order in the wave amplitude perturbations.
The dispersion effect which is equivalent to the depen-
dence of the phase velocity on the wave number also can
lead to saturation of the high harmonic generation is de-
scribed by additional term τ∂xxxa
(2) = −iτk3a(2) on the
left hand side of Eq. (77) as
∂ta
(2) − τ∂xxxa(2) = −bk
2
sin [2k(x− vt)]. (96)
Both solutions of Eq. (95, 96), amplitudes a(2), are less
than the first harmonic amplitude in the limit t → ∞.
Saturation of the amplitude growth in the dispersive me-
dia appears due to the propagation velocity of the second
harmonic being different from the background velocity v.
VI. CONCLUSION
In conclusion, we have presented an analytical method
of solving the system of non–linear Heisenberg–Euler
electrodynamics equations for a problem describing
the finite amplitude electromagnetic wave counter-
propagating to the crossed electromagnetic field pre-
sented in [53]. We have used the weak field approxima-
tion to the sixth order in the field amplitude to include
four and six photon interactions to study the singularity
formation. It was shown that the non–linear field equa-
tions decouple for the ordinary wave case when we look
for the solution in the form of a simple wave, i.e. Rieman
wave, we have solved the equations exactly.
The solution has a form of non–linear wave equation
for the relatively short wavelength pulse in the linear ap-
proximation and generalizes our previous result in [53].
The solution was analyzed by method of characteristics
or by perturbation method and demonstrated in more
detail that the solution describes high order harmonic
generation, wave steepening and formation of a shock
wave. The properties of the solution were discussed in
detail, for example in the case of self–similar solutions
with uniform (homogenious) deformation.
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We analyze the electromagnetic wave steepening or
wave breaking direction, it depends on the strength of
the electromagnetic field E0 (sign of f
′) and has forward
character for weak field and rarefaction shock wave char-
acter for stronger fields, as illustrated in Figs. 1 and 2.
In general, photon–photon scattering in a vacuum is
governed by the dimensionless parameter α(Iem/IS), as
it concerns shock-like configuration formation, high or-
der harmonics generation and the electron-positron and
gamma ray flash at the electromagnetic shock wave front.
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