Abstract. In many data analysis tasks, one is often confronted with the problem of selecting features from very high dimensional data. Most existing feature selection methods focus on ranking individual features based on a utility criterion, and select the optimal feature set in a greedy manner. However, the feature combinations found in this way do not give optimal classification performance, since they neglect the correlations among features. While the labeled data required by supervised feature selection can be scarce, there is usually no shortage of unlabeled data. In this paper, we propose a novel hypergraph based semi-supervised feature selection algorithm to select relevant features using both labeled and unlabeled data. There are two main contributions in this paper. The first is that by incorporating multidimensional interaction information (MII) for higher order similarities measure, we establish a novel hypergraph framework which is used for characterizing the multiple relationships within a set of samples. Thus, the structural information latent in the data can be more effectively modeled. Secondly, we derive a hypergraph subspace learning view of feature selection which casting the feature discriminant analysis into a regression framework that considers the correlations among features. As a result, we can evaluate joint feature combinations, rather than being confined to consider them individually. Experimental results demonstrate the effectiveness of our feature selection method on a number of standard face data-sets.
Introduction
In order to render the analysis of high-dimensional data tractable, it is crucial to identify a smaller subset of features that are informative for classification and clustering. Dimensionality reduction aims to reduce the number of variables under consideration, and the process can be divided into feature extraction and feature selection. Feature extraction usually projects the features onto a lowdimensional and distinct feature space, e.g., Locally Linear Embedding (LLE) Edwin Hancock is supported by a Royal Society Wolfson Research Merit Award.
[1], kernel PCA [2] , Locality preserving Projection (LPP) [3] , Neighborhood Preserving Embedding (NPE) [4] and Laplacian eigenmap [5] . Unlike feature extraction, feature selection identifies the optimal feature subset in the original feature space. By maintaining the original features, feature selection improves the interpretability of the data, which is preferred in many real world applications, such as face recognition [28] . Feature selection algorithms can be roughly classified into three groups, namely a) supervised feature selection, b) unsupervised feature selection and c) semi-supervised feature selection.
Supervised feature selection algorithms usually evaluate the importance of features using the correlation between the features and the class label. An important line of research in this area is the use of methods based on mutual information. For example, Battiti [6] has developed the Mutual Information-Based Feature Selection (MIFS) criterion, where the features are selected in a greedy manner. Given a set of existing selected features S, at each step it locates the feature x i that maximizes the relevance to the class i.e. I(x i ; C). The selection is regulated by a proportional term βI(x i ; S) that measures the overlap information between the candidate feature and the existing features. The parameter β may significantly affect the features selected, and its control remains an open problem. Peng et al. [7] on the other hand, use the so-called Maximum-Relevance Minimum-Redundancy criterion (MRMR), which is equivalent to MIFS with β = 1 n−1 . Supervised spectral feature selection algorithms provide powerful alternatives to those discussed above. Examples include the Fisher score [8] , the trace ratio [9] and ReliefF [10] . Given d features, and a similarity matrix S for the samples, the idea underpinning spectral feature selection algorithms is to identify features that align well with the leading eigenvectors of S. The leading eigenvectors of S contain information of concerning the structure of the sample distribution and group similar samples into compact clusters. Consequently, features that align closely to the eigenvctors will better preserve sample similarity [11] .
While the labeled data required by supervised feature selection can be scarce, there is usually no shortage of unlabeled data. Hence, there are obvious attractions in developing unsupervised feature selection algorithms which can utilize this data. The typical examples in unsupervised learning are graph-based spectral learning algorithms. Examples include the Laplacian score [12] , SPEC [11] , Multi-Cluster Feature Selection (MCFS) [22] and Unsupervised Discriminative Feature Selection (UDFS) [23] . A frequently used criterion in unsupervised graph-based spectral learning is to select the features which best preserve the structure of the data similarity or a manifold structure derived from the entire feature set. For example, the Laplacian score [12] uses a nearest neighbor graph to model the local geometric structure of the data, using the pairwise similarities between features calculated using the heat kernel. In this framework, the features are evaluated individually and are selected one by one. Another unsupervised spectral feature selection algorithm is SPEC [11] , which is an extension of the Laplacian score aimed at making it more robust to noise. The method selects the features that are most consistent with the graph structure. Note that SPEC also evaluates features independently.
However, there are some drawbacks with the above graph-based spectral learning methods when they are used to deal with computer vision problems. One of these is that they evaluate features individually and hence cannot handle redundant features. Redundant features increase the dimensionality unnecessarily, and degrade learning performance when faced with a shortage of data. It is also shown empirically that removing redundant features can result in significant performance improvement. Another problem is that their graph representations are very sensitive to the topological structure and lack sufficient robustness in real-world learning tasks. This is because in real world problems the objects and their features tend to exhibit multiple relationships rather than simple pairwise ones. This factor will considerably compromise the performance of learning approaches. For example, consider the problem of grouping images of five different persons based on identity, each of which is imaged in the same pose, but under different lighting conditions. See Fig. 1 for an illustration. Recent studies on illumination have shown that images of the same objects may look drastically different under different lighting conditions while different objects may appear similar under different illumination conditions [24] . Furthermore, it is well known that the set of images of a Lambertian surface under arbitrary lighting (without shadowing) lies on a 3-D liner subspace in the image space [13] . As any three images span a 3-D subspace, one needs to consider at least four images at a time to define a measure of similarity. Therefore, suitable for graph construction and similarity measure are needed. A natural way of remedying the information loss described above is to represent the data set as a hypergraph instead of a graph. Hypergraph representations allow vertices to be multiply connected by hyperedges. They can hence be both accurate and complete in describing feature relations and structures. Due to their effectiveness in representing multiple relationships, in this paper, we propose a hypergraph based semi-supervised feature selection method which can be used to classify face images under varying illumination conditions. This method jointly evaluates the utility for sets of features rather than individual features. There are three novel ingredients. The first is that by incorporating hypergraph representation into feature selection, we can be more effective capture the higher order relations among samples. Secondly, inspired from the recent works on mutual information [26] , [27] , we determine the weight of a hyperedge using an information measure referred to as multidimensional interaction information (MII) which precisely preserves the higher order relations captured by the hypergraph. The advantage of MII is that it is sensitive to the relations between sample combinations, and as a result can be used to seek third or even higher order dependencies among the relevant samples. Thus, the structural information latent in the data can be more effectively modeled. Finally, we describe a new semi-supervised feature selection strategy through hypergraph subspace learning, which casts the feature discriminant analysis into a regression framework that considers the correlations among features. As a result, we can evaluate joint feature combinations, rather than being confined to consider them individually, thus it is able to handle feature redundancy.
Hypergraph Construction
In this section, we establish a novel hypergraph framework which is used for characterizing the multiple relationships within a set of samples. To this end, we commence by introducing a new method for measuring higher order similarities among samples based on information theory. According to Shannon's study, the uncertainty of a random variable X can be measured by the entropy H(X). As defined by Shannon, the initial uncertainty for X is H(X) = − x∈Y P (x) log P (x), where P (x) is the prior probability density function over x ∈ X. The remaining uncertainty for Y if X is known is defined by the conditional entropy H(Y |X) = − x p(x){ y∈Y p(y|x) log p(y|x)}dx, where p(y|x) denotes the posterior probability for y ∈ Y given x ∈ X. After observing x, the amount of additional information gain is given by the mutual information
The mutual information (1) quantifies the information which is shared by X and Y . When the I(X; Y ) is large, it implies that x and y are closely related. Otherwise, when I(X; Y ) is equal to 0, it means that two variables are totally unrelated. Analogically, the conditional mutual information of X and Y given Z, denoted as I(X; Y |Z) = H(X|Z) − H(X|Y, Z), represents the quantity of information shared by X and Y when Z is known. The conditioning on a third random variable may either increase or decrease the original mutual information. In this context, the Interaction Information I(X; Y ; Z) is defined as the difference between the conditional mutual information and the simple mutual information, i.e.
I(X; Y ; Z) = I(X; Y |Z) − I(X; Y ) .
The interaction information I(X; Y ; Z) measures the influence of the variable Z on the amount of information shared between variables X and Y . Its value can be positive, negative, or zero. Zero valued Interaction Information I(X; Y ; Z) implies that the relation between X and Y entirely depends on Z. A positive value of I(X; Y ; Z) implies that X and Y are independent of each other themselves, but are correlated with each other when combined with Z. A negative value of I(X; Y ; Z) indicates that Z can account for or explain the correlation between X and Y . The generalization of Interaction Information to K variables is defined recursively as follow
. Based on the higher order similarity measure, we establish a hypergraph framework for characterizing a set of high dimensional samples. A hypergraph is defined as a triplet H = (V, E, w). Here V denotes the vertex set, E denotes the hyperedge set in which each hyperedge e ∈ E represents a subset of V , and w is a weight function which assigns a real value w(e) to each hyperedge e ∈ E. We only consider K-uniform hypergraphs (i.e. those for which the hyperedges have identical cardinality K) in our work. Given a set of high dimensional samples
T where x i ∈ R d , we establish a K-uniform hypergraph, with each hypergraph vertex representing an individual sample and each hyperedge representing the Kth order relations among a K-tuple of participating samples. A K-uniform hypergraph can be represented in terms of Kth order matrix, i.e. a tensor W of order K, whose element W i1,···,i K is the hyperedge weight associated with the K-tuple of participating vertices {v i1 , · · · , v i K }. In our work, the hyperedge weight associating with {x i1 , x i2 , · · · , x i K } is computed as follows
It is clear that W i1,···,i K is a normalized version of Kth order Interaction Information. The greater the value of W i1,···,i K is, the more relevant the K samples are. On the other hand, if W i1,···,i K = 0, the K samples are totally unrelated.
Hypergraph Representation
Unlike matrix eigen-decomposition, there has not yet been a widely accepted method for spanning a rationale eigen-space for a tensor [30] . Therefore, it is hard to directly embed a hypergraph into a feature space spanned by its tensor representation through eigen-decomposition. In our work, we consider the transformation of a K-uniform hypergraph into a graph. Accordingly, the associated hypergraph tensor W is transformed to a graph adjacency matrix A, and the higher order information exhibited in the original hypergraph can be encoded in an embedding space spanned by the related matrix representation. In this scenario, one straightforward way for the transformation is marginalization which computes the arithmetical average over all the hyperedge weights W i1,···,i K−2 ,i,j associated with the edge weight A i,j
The edge weightÃ i,j for edge ij is generated by a uniformly weighted sum of hyperedge weights W i1,···,i K−2 ,i,j . However,the form appearing in (5) behaves as a low pass filter, and thus results in information loss through marginalization.
To make the process of marginalization more comprehensive, we use marginalization to constrain the sum of edge weights and then estimate their values through solving an over-constrained system of linear equations. Our idea is motivated by the so called clique average introduced in the higher order clustering literature [15] . We characterize the relationships between A and W as follows
There are
|V | 2 variables and
|V | K equations in the system of equations described in (5). When K > 2, the linear system (5) is over-determined and cannot be solved analytically. We thus approximate the solution to (5) by minimizing the least squares error
In practical computation, we normalize the compatibility tensor W by using the extended Sinkhorn normalization scheme [31] , and constrain the element of A to be in the interval [0, 1] to avoid unexpected infinities. Effective iterative numerical methods are used to compute the approximated solutions [32] .
The adjacency matrix A computed through (7) is one effective representation for a K-uniform hypergraph, because it naturally avoids the operation of arithmetic average and thus to a certain degree overcomes the low pass information loss arising in (5) . Furthermore, the D is the diagonal matrix with its ith diagonal element being A ii = j A ij . In this context, a hypergraph can be easily embedded into a feature space spanned by a semi-supervised subspace learning, which will be explained in detail in the next Section.
Feature Selection through Semi-supervised Subspace Learning
In this section, we formulate the procedure of semi-supervised feature selection on a basis of hypergraph subspace learning. Feature selection can be seen as a special subspace learning task, where the projection matrix is constrained to be selection matrix.
Hypergraph Semi-supervised Subspace Learning
One goal of hypergraph subspace learning is to represent the high dimensional data X ∈ R N ×d by a low dimensional representation Y ∈ R N ×C (C d) in the low dimensional feature space such that the structural characteristics of the high dimensional data are well preserved or are more "obvious". Here we use the representations X = [
, where y k is a N -dimensional vector and its N elements represent the N samples x 1 , · · · x N separately in the kth dimension of the low dimensional feature space. Based on the hypergraph transformation described in Section 3, the semi-supervised hypergraph subspace learning can be easily conducted as the following two steps, a) label propagation, b) label regression:
Label Propagation: First, we obtain the soft labels of unlabeled data using a new label propagation method [25] , in which an additional class labeled C + 1 is introduced to accommodate the outliers data. Give a data set
d and the first l data are labeled and the sub-
, for the labeled data, L ij = 1 if x i is labeled as l i = j and L ij = 0 otherwise. For the unlabeled data, L ij = 1 if j = C + 1 and L ij = 0 otherwise. Denote a stochastic matrix P = D −1 A, to assign labels to the unlabeled data, an iteration function F(t + 1) = αPF(t) + (1 − α)L is computed on the nodes of graph until convergence so as to satisfy two constraints, where α is a parameter in (0, 1). During each iteration, each point receives information from its neighbors (first term), and also retains its initial information (second term).
is the predicted soft label matrix, where F ij reflects the posterior probability of data point x i belonging to class j [29] . When j = C + 1, F i,C+1 represents the probability of x i belonging to outlier. The iteration process will converge to the fixed point
Using this iterative label propagation scheme, the outlier in data can be detected and the label for each unlabeled point is assigned to the class from which it has received the most information during the iteration process. Label Regression: After we obtain the soft label F i for each data x i , i.e., the probability F ij of x i belonging to class j, we can learn the subspace for data using the soft labels. Assuming the low-dimensional data can be obtained from the linear projection Y = XW, where W ∈ R d×C is the projection vector, a regression function can be defined as arg min
where the bias term b ∈ R C×1 , t j = [0, . . . , 0, 1, 0, · · · , 0] T is the class indicator vector for the j-th class and γ is the regularization parameter. It can be easily verified that for larger values of F i,C+1 , which indicates x i is belonging to the outlier, then the values of F i,j (1 ≤ i ≤ C) should be smaller to reduce the effect of the outlier data point x i in the regression model according to Equation (9) . Differentiating the matrix form in Equation (9) w.r.t W and b, we have the solution to the regression problem is
where I denotes an identity matrix with proper size,
Robust Feature Selection Based on 1 -Norms
The hypergraph subspace learning procedure can be viewed as feature extraction, and can be expressed as Y = XW where W ∈ R d×C is a column-full-rank projection matrix. However, unlike feature extraction, feature selection attempts to select the optimal feature subset in the original feature space. Therefore, for the task of feature selection, the projection matrix W = [w 1 , . . . w C ] can be constrained to be a selection matrix Φ = [Φ 1 , . . . Φ C ] which contains the combination coefficients for different features in approximating Y = [y 1 , . . . , y C ]. That is, given the kth column of Y, i.e y k , we aim to find a subset of features, such that their linear span is close to y k . This idea can be formulated as the minimization problem
where
and Φ k is a d dimensional vector that contains the combination coefficients required to compute for different features in approximating y k . However, feature selection requires to locate a optimal subset of features that are close to y k . This is a combinatorial problem which is NP-hard. Thus we approximate the problem in (11) subject to the constraint
where |Φ k | is the 1 -norm and
When applied in regression, the 1 -norm constraint is equivalent to applying a Laplace prior [18] on Φ k . This tends to force some entries in Φ k to be zero, resulting in a sparse solution. Therefore, the representation Y is generated by using only a small set of selected features in X.
In order to efficiently solve the optimization problem in Equations (11) and (12), we use the Least Angle Regression (LARs) algorithm [20] . Instead of setting the parameter γ, LARs allow us to control the sparseness of Φ k . This is done by specifying the cardinality of the number of nonzero subset of Φ k , which is particularly convenient for feature selection.
We consider selecting m features from the d feature candidates. For a dataset containing C clusters, we can compute C selection vectors {Φ k } C k=1 ∈ R d . The cardinality of each Φ k is m and each entry in Φ k corresponds to a feature. Here, we use the following computationally effective method for selecting exactly m features based on the C selection vectors. For every feature j, we define the HG score for the feature as
where Φ j,k is the jth element of vector Φ k . We then sort the features in descending order according to their HG scores, and then select the top m features.
Feature Evaluation Indices
Our proposed semi-supervised feature selection method utilizes hypergraph based label regression and the Least Angle Regression (LARs) algorithm for semisupervised feature selection. It involves applying label regression to embed the data into a new space and then uses LARs to select features that align well to the embedded data resulting from label regression. In order to examine the performance of our proposed method (referred to as the HG+Semi), we need to assess the data transformation obtained and its useful information content it. In view of this, we would like to measure the performance of our proposed algorithm using three different indices, namely, (1) data transformation, (2) classification accuracy and (3) redundancy rate. Assume F is the set of selected features, the redundancy rate can be defined as:
where ρ i,j returns the Pearson correlation score between two features f i and f j . The measurement assesses the averaged correlation among all feature pairs, and a large value indicates that many selected features are strongly correlated, and thus redundancy is expected to exist in F.
Experiments and Comparisons
Data sets: The data sets used to test the performance of our proposed algorithm are publicly available face-recognition benchmarks. Table. 1 summarizes the coverage and properties of the three data-sets. The original images were normalized (in scale and orientation) such that the two eyes were aligned at the same position. Then, the facial areas were cropped to give images for matching. In Fig. 2 , we show the closely cropped images and these all contain facial structure. In our experiments, we only examine the performance of our proposed method with 50% data labeled. The ORL dataset contains 40 distinct individuals with ten images per person. The images are taken at different time instances, and include variations in facial expression and facial detail (glasses/no glasses). All images are resized to 32x32 pixels.
The CMU PIE dataset is a multiview face dataset, consisting of 41,368 images of 68 people. The views cover a wide range of poses from profile to frontal views, varying illumination and expression. In this experiment, we fixed the pose and expression. Thus, for each person, we have 21 images obtained under different lighting conditions. All images are resized to 32x32 pixels.
The AR dataset contains over 4000 face images from 126 people (70 men and 56 women). A subset of 10 subjects and 13 images per subject are selected in our experiments and the images are resized to 60×40 pixels. All the images are frontal view faces with different facial expressions, illumination conditions, and occlusions (sunglasses and scarf).
Data Transformation: we compare the data transformation performance of our proposed method using label regression with alternative methods, including kernel PCA [2] , the Laplacian eigenmap [5] and LPP [3] . In order to visualize the results, we have used five randomly selected subjects from each dataset, and these are shown in Fig. 3, Fig. 4 and Fig. 5 . In each figure, we have shown the projections onto the leading two most significant eigenmodes from different spectral embedding methods, ordered according to their eigenvalues. This provides a low-dimensional representation for the images. From the above figures, it is clear that our hyypergraph based label regression method demonstrates much more clear cluster structure than that by traditional spectral clustering method. This implies that the hypergraph representation is both more appropriate and more complete in describing feature relations and structures. Classification Accuracy: In order to explore the discriminative capabilities of the information captured by our method, we use the selected features for further classification. We compare the classification results from our proposed method HG+Semi with five representative feature selection algorithms. For unsupervised learning, three alternative feature selection algorithms are selected as baselines. These methods are the Laplacian score (referred to as LS) [12] , SPEC [11] and UDFS [23] . We also compare our results with two state-of-the- art supervised feature selection methods, namely a) the Fisher score (referred to as FS) [9] and b) the MRMR algorithm [7] . We use 5-fold cross-validation for the SVM classifier on the feature subsets obtained by the feature selection algorithms to verify their classification performance. Here we use the linear SVM with LIBSVM [21] .
The classification accuracies obtained with different feature subsets are shown in Fig. 6 . From the figure, it is clear that our proposed method HG+Semi is, by and large, superior to the alternative feature selection methods. Specifically, it selects both a smaller and better performing (in terms of classification accuracy) set of discriminative features on the three face data sets. Moreover, HG+Semi rapidly converges, with typically around 30 features (see Fig. 6(a)-(b) ). Each of the alternative unsupervised methods, usually require more than 100 features to achieve a comparable result. There are two reasons for this improvement in performance. First, the hypergraph representation is effective in capturing the high-order relations among samples rather than approximating them in terms of pairwise interactions which can lead to a substantial loss of information. Thus the structural information latent in the data can be effectively preserved. Second, the LARs algorithm is applied to select features that align well to the embedded data resulting from label regression. As a result the optimal feature combinations can be located so as to remove redundant features. Compared with the two state-of-art supervised feature selection algorithms, our proposed semi-supervised method (HG+Semi) outperforms the MRMR algorithm and FS in all cases. On the CMU PIE dataset (see Fig. 6(b) ), even though MRMR and FS can give good classification performance when more than 100 features are selected, HG+Semi achieves a comparable result with a much smaller number of features, i.e., less than 20 features. This implies that our proposed method is able to locate both the optimal size of the feature subset and perform accurate classification of the samples based on just a few of the most important features.
The best result for each method together with the corresponding size of the selected feature subset are shown in Table. 2. In the table, the classification accuracy is shown first and the optimal number of features selected is reported in brackets. Overall, HG+Semi achieves the highest degree of dimensionality reduction, i.e. it selects a smaller feature subset compared with those obtained by the alternative methods. For example, in the ORL data set, the best result obtained by the alternative feature selection methods is 83.5% with the MRMR algorithm and 95 features. However, our proposed method (HG+Semi) gives a better accuracy of 93% when only 88 features are used. The results further verify that our feature selection method can guarantee the optimal size of the feature subset, as it not only achieves a higher degree of dimensionality reduction but it also gives better discriminability. We also observe that the UDFS algorithm gives a better result than the alternative unsupervised methods (i.e. the Laplacian score and the SPEC). The reason for this is that unlike traditional methods which treat each feature individually and which hence are suboptimal, the UDFS method directly optimizes the score over the entire selected feature subset. As a result, a better feature subset can be obtained. Redundancy Rate: Table. 3 shows a comparison of results from our proposed method to the alternative feature selection methods using the top n features, where n is the number of training data. We chose n, since when the number of selected features is larger than n, any feature can be expressed by a linear combination of the remaining ones, which will introduce unnecessary redundancy in the evaluation stage. In the table, the boldfaced values are the lowest redundancy rates. The subset obtained by our proposed scheme has the least redundancy. This further verifies that our propose algorithm is able to remove redundant features.
The accuracy rate (Table. 2) and redundancy rate (Table. 3) together indicate that HG+Semi both gives the least redundancy, and results in the highest accuracy. They also underline the necessity of removing redundant features for improving learning performance. It should also be observed that the MRMR algorithm also produces low redundancy rates. However, it does not perform as well in terms of classification accuracy. This can be explained by the observation that in MRMR, feature contributions to the classification process are considered individually by evaluating the correlation between each feature and the class label. However, the class label may be jointly determined by a set of features. This interaction among features is not considered by MRMR.
Conclusion
In this paper, we have presented an semi-supervised feature selection method based on hypergraph subspace learning. The proposed feature selection method offers two major advantages. The first is that by incorporating MII for higher order similarities measure, we establish a novel hypergraph framework which is used for characterizing the multiple relationships within a set of samples. Thus, the structural information latent in the data can be more effectively modeled. Secondly, we derive a hypergraph subspace learning view of semi-supervised feature selection which casting the feature discriminant analysis into a regression framework that considers the correlations among features. As a result, we can evaluate joint feature combinations, rather than being confined to consider them individually. These properties enable our method to be able to handle feature redundancy effectively.
