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Abstrakt
C´ılem te´to pra´ce bylo nastudova´n´ı evolucˇn´ıch algoritmu˚ a jejich vyuzˇit´ı pro na´vrh di-
gita´ln´ıch obvod˚u. Prˇedevsˇ´ım jsem se zameˇrˇil na geneticke´ programova´n´ı a jeho rozd´ılny´
zp˚usob zacha´zen´ı se stavebn´ımi bloky ve srovna´n´ı s geneticky´m algoritmem.
Na za´kladeˇ teˇchto dvou prˇ´ıstup˚u jsem vytvorˇil a odzkousˇel hybridn´ı metodu na´vrhu obvod˚u.
Tato metoda vyuzˇ´ıva´ sˇ´ıˇren´ı schemat podle geneticke´ho algoritmu pro proble´my rˇesˇene´ gene-
ticky´m programova´n´ım. U slozˇiteˇjˇs´ıch obvod˚u dosahuje vysˇsˇ´ı u´speˇsˇnosti na´vrhu i rychlejˇs´ı
konvergence k rˇesˇen´ı nezˇ obecny´ algoritmus geneticke´ho programova´n´ı.
Kl´ıcˇova´ slova
Evolucˇn´ı algoritmy, geneticke´ programova´n´ı, karte´zske´ geneticke´ programova´n´ı, geneticky´
algoritmus, stavebn´ı bloky, sche´ma teore´m, evolucˇn´ı na´vrh, evolucˇn´ı optimalizace.
Abstract
The goal of this work was the study of evolutionary algorithms and utilization of them for
digital circuit design. Especially, a genetic programming and its different manipulation with
building blocks is mentioned in contrast to a genetic algorithm.
On the basis of this approach, I created and tested a hybrid method of electronic circuit
design. This method uses spread schemes according to the genetic algorithm for the pattern
problems witch are solved by the genetic programming. The method is more successful and
have faster convergence to a solution in difficult electronic circuits design than a common
algorithm of the genetic programming.
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Tato pra´ce vznikla jako sˇkoln´ı d´ılo na Vysoke´m ucˇen´ı technicke´m v Brneˇ, Fakulteˇ in-
formacˇn´ıch technologi´ı. Pra´ce je chra´neˇna autorsky´m za´konem a jej´ı uzˇit´ı bez udeˇlen´ı opra´vneˇn´ı
autorem je neza´konne´, s vy´jimkou za´konem definovany´ch prˇ´ıpad˚u.
Obsah
1 U´vod 3
2 Na´vrh digita´ln´ıch obvod˚u 5
2.1 U´rovneˇ na´vrhu elektronicky´ch obvod˚u . . . . . . . . . . . . . . . . . . . . . 6
3 Biologicka´ inspirace evolucˇn´ıch algoritmu˚ 8
4 Metody modern´ı optimalizace 10
5 Evolucˇn´ı algoritmy 11
5.1 Druhy evolucˇn´ıch algoritmu˚ . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
6 Geneticky´ algoritmus 13
6.1 Ko´dova´n´ı proble´mu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
6.2 Inicializace populace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
6.3 Ohodnocen´ı jedince . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
6.4 Selekce . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
6.5 Krˇ´ızˇen´ı . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
6.6 Mutace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
6.7 Teorie stavebn´ıch blok˚u . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
6.8 Nahrazovac´ı strategie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
6.9 Podmı´nky ukoncˇen´ı . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
6.10 Shrnut´ı geneticke´ho algoritmu . . . . . . . . . . . . . . . . . . . . . . . . . . 17
7 Geneticke´ programova´n´ı 18
7.1 Ko´dova´n´ı proble´mu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
7.2 Inicializace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
7.3 Mutace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
7.4 Krˇ´ızˇen´ı . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
7.5 Karte´zske´ geneticke´ programova´n´ı . . . . . . . . . . . . . . . . . . . . . . . 21
8 Na´vrh hybridn´ıho algoritmu 23
8.1 Vliv mutace na funkci stromu . . . . . . . . . . . . . . . . . . . . . . . . . . 23
8.2 Stavebn´ı bloky . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
8.3 Deˇdivost znak˚u podobny´ch rodicˇ˚u . . . . . . . . . . . . . . . . . . . . . . . 25
8.4 Upravene´ krˇ´ızˇen´ı . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
8.5 EMOEA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
8.6 Sta´rnut´ı rod˚u . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
1
9 Implementace 28
9.1 Zapojen´ı a vy´pocˇet vy´stupn´ıch hodnot hradel . . . . . . . . . . . . . . . . . 28
9.2 Pameˇt’ova´ reprezentace obvodu . . . . . . . . . . . . . . . . . . . . . . . . . 29
9.3 Krˇ´ızˇen´ı . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
9.4 Simulace krˇ´ızˇen´ı . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
9.5 Vy´pocˇet fitness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
9.6 Evoluce obvodu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
9.7 Skla´da´n´ı obvodu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
9.8 Validace, podmı´neˇny´ prˇeklad a watchdog . . . . . . . . . . . . . . . . . . . 33
10 Experimenty 35
10.1 U´speˇsˇnost optimalizace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
10.1.1 U´plna´ scˇ´ıtacˇka . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
10.1.2 Na´sobicˇka 2x2 bity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
10.1.3 Multiplexor 4 na 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
10.2 U´speˇsˇnost na´vrhu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
10.2.1 Na´sobicˇka 3x3 bity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
10.2.2 Na´sobicˇka 3x4 bity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
10.2.3 Na´sobicˇka 4x4 bity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42




A Uzˇivatelska´ prˇ´ırucˇka k programu˚m 50
A.1 Implementace obecne´ho a hybridn´ıho algoritmu . . . . . . . . . . . . . . . . 50
A.2 Prˇ´ıklad konfiguracˇn´ıho souboru ”input.h” . . . . . . . . . . . . . . . . . . . 52
A.3 TreeViewer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
A.4 Pyramid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53




Jizˇ prˇes 40 let plat´ı Moor˚uv za´kon, ktery´ v p˚uvodn´ım zneˇn´ı rˇ´ıka´, zˇe pocˇet soucˇa´stek
na cˇipu se kazˇdy´ rok zdvojna´sob´ı prˇi zachova´n´ı stejne´ ceny [25]. S rostouc´ı slozˇitost´ı vy´roby
a na´vrhu cˇip˚u bylo toto empiricky oveˇrˇene´ pravidlo opraveno na ”kazˇde´ dva roky“ (neˇkdy
se uva´d´ı pr˚umeˇr 18 meˇs´ıc˚u) a prˇedpokla´da´ se, zˇe v te´to podobeˇ bude platit jesˇteˇ nejme´neˇ
do roku 2018.
Exponencia´ln´ı r˚ust pocˇtu tranzistor˚u na cˇipu, jezˇ letos prˇekrocˇil jednu miliardu, spolecˇneˇ
s jejich rostouc´ı integrac´ı a zvysˇuj´ıc´ı se pracovn´ı frekvenc´ı deˇla´ na´vrh kazˇde´ dalˇs´ı generace
cˇip˚u na´rocˇneˇjˇs´ı. Kromeˇ pozˇadavk˚u na vy´kon, velikost, spotrˇebu a odvod tepla z cˇipu je
prˇi jeho na´vrhu potrˇeba zohlednit i omezene´ sˇka´lova´n´ı napeˇt´ı, pracovn´ı frekvence, rychlost
elektronu, vy´teˇzˇnost vy´roby a prˇi nejvysˇsˇ´ı integraci i kvantove´ jevy.
Takovy´to komplexn´ı na´vrh jizˇ da´vno nelze cely´ prova´deˇt ”rucˇneˇ“ nebo na u´rovni tran-
zistor˚u cˇi logicky´ch cˇlen˚u a tak vyzˇaduje mnozˇstv´ı specializovany´ch na´stroj˚u a prob´ıha´
soucˇasneˇ v cele´ hierarchii u´rovn´ı. U´speˇsˇneˇ se v neˇm pouzˇ´ıvaj´ı evolucˇn´ı algoritmy mezi ktere´
patrˇ´ı i geneticke´ programova´n´ı, at’ uzˇ pro na´vrh samotny´ch komponent nebo optimalizace
jejich umı´steˇn´ı na cˇipu [18]. Za´rovenˇ se take´ ukazuje, zˇe evolucˇn´ı algoritmy jsou zat´ım jedi-
nou alternativou inzˇeny´rske´mu na´vrhu, ktera´ je schopna pracovat i s rea´lny´mi vlastnostmi
dane´ho materia´lu cˇi prostrˇed´ı a dosa´hnout tak vy´razneˇ lepsˇ´ıch vy´sledk˚u.
V soucˇasnosti se prˇi na´vrhu zapojen´ı digita´ln´ıch obvod˚u da´va´ prˇednost karte´zske´mu ge-
neticke´mu programova´n´ı a p˚uvodn´ı geneticke´ programova´n´ı je opomı´jeno. Prˇitom tento
univerza´ln´ı algoritmus lze pouzˇ´ıt na sˇirsˇ´ı mnozˇinu proble´mu˚ a jeho potencia´l je videˇt
i v mnozˇstv´ı existuj´ıc´ıch specializovany´ch variant. Proto jsem se rozhodl pokracˇovat v jeho
vy´voji a pokusit se posunout mozˇnosti jeho pouzˇit´ı i pro na´vrh zapojen´ı digita´ln´ıch obvod˚u
jako alternativeˇ karte´zske´mu geneticke´mu programova´n´ı.
U´vodn´ı a druha´ kapitola se veˇnuj´ı inzˇeny´rske´mu na´vrhu digita´ln´ıch obvod˚u a motivaci
k jeho alternativeˇ v podobeˇ evolucˇn´ıho na´vrhu. Trˇet´ı kapitola prˇedkla´da´ strucˇny´ prˇehled
vy´voje teori´ı evolucˇn´ı biologie, ktery´mi jsou evolucˇn´ı algoritmy inspirova´ny. Dalˇs´ı kapi-
tola uzav´ıra´ obecny´ u´vod zasazen´ım evolucˇn´ıch algoritmu˚ do metod modern´ı optimalizace,
na kterou jizˇ navazuje kapitola rozeb´ıraj´ıc´ı jednotlive´ druhy evolucˇn´ıch algoritmu˚ a jejich
vyuzˇit´ı pro evolucˇn´ı na´vrh a evolucˇn´ı optimalizaci.
Sˇesta´ kapitola popisuje za´kladn´ı prvky a fa´ze geneticke´ho algoritmu a prˇecha´z´ı v popis
sˇ´ıˇren´ı sche´mat a zacha´zen´ı se stavebn´ımi bloky. Dalˇs´ı kapitola navazuje obdobou geneticke´ho
algoritmu – geneticky´m programova´n´ım a zameˇrˇuje se na za´sadn´ı rozd´ıly teˇchto algoritmu˚,
prˇedevsˇ´ım v charakteru rˇesˇeny´ch proble´mu˚ a prˇ´ıstupu ke stavebn´ım blok˚um.
3
V osme´ kapitole je na za´kladeˇ zjiˇsteˇny´ch rozd´ıl˚u navrzˇena hybridn´ı metoda pra´ce se sta-
vebn´ımi bloky, spolecˇneˇ s rozsˇ´ıˇren´ım o ”sta´rnut´ı rod˚u“, ktere´ lze implementovat i do obecne´ho
algoritmu. Na´sleduj´ıc´ı kapitola popisuje reprezentaci, modifikaci a evoluci obvod˚u v pameˇti,
rozsˇ´ıˇritelnou o ”simulaci krˇ´ızˇen´ı“.
V desa´te´ kapitole jsou implementovane´ metody (a jejich rozsˇ´ıˇren´ı) otestova´ny prˇi na´vrhu
a optimalizaci digita´ln´ıch obvod˚u a vy´sledky porovna´ny s alternativn´ı metodou na´vrhu po-
moc´ı karte´zske´ho geneticke´ho programova´n´ı. Za´veˇrecˇna´ kapitola shrnuje dosazˇene´ vy´sledky




Digita´ln´ı obvody pracuj´ı s bina´rn´ımi hodnotami signa´l˚u a deˇl´ı se na sekvencˇn´ı a kom-
binacˇn´ı [18]. Zat´ım co vy´stup kombinacˇn´ıch obvod˚u je da´n pouze aktua´ln´ım stavem na vstupu,
vy´stup sekvencˇn´ıch obvod˚u mu˚zˇe by´t za´visly´ i na prˇedchoz´ım stavu obvodu. Na´vrh sek-
vencˇn´ıch obvod˚u je tak vy´razneˇ slozˇiteˇjˇs´ı, protozˇe d´ıky vlivu prˇedesˇle´ho stavu na funkci
a na na´sleduj´ıc´ı stav se mus´ı testovat nejen vsˇechny mozˇne´ vstupn´ı kombinace, ale jesˇteˇ
ke kazˇde´ takove´ kombinaci vsˇechny mozˇne´ kombinace prˇedesˇle´.
Kombinacˇn´ı obvody, jejichzˇ na´vrhu se budu v te´to pra´ci veˇnovat, realizuj´ı urcˇitou logic-
kou funkci prˇ´ımou transformac´ı vstupn´ıch hodnot na vy´stupn´ı hodnoty pomoc´ı za´kladn´ıch
logicky´ch cˇlen˚u – hradel. Hradla jsou komponenty s jedn´ım azˇ n jedno-bitovy´mi vstupy
(v za´vislosti na funkci a typu) a jedn´ım jedno-bitovy´m vy´stupem [12]. Oznacˇuj´ı se dle
svy´ch logicky´ch funkc´ı AND, OR, XOR, NOT, jezˇ odpov´ıdaj´ı anglicky´m na´zv˚um operac´ı
booleovske´ algebry (logicky´ soucˇin, soucˇet, nonekvivalence a negace). Pravdivostn´ı tabulkou
— tedy definic´ı odezvy na vsˇechny kombinace vstupn´ıch hodnot — si lze vytvorˇit libovolnou
logickou funkci nebo hradlo (viz tabulka 2.1).
Tabulka 2.1: Pravdivostn´ı tabulky za´kladn´ıch logicky´ch cˇlen˚u a jejich znacˇen´ı (podle stan-























Konvencˇn´ı metody na´vrhu logicky´ch obvod˚u obvykle postupuj´ı od popisu chova´n´ı ob-
vodu (zadane´ho pravdivostn´ı tabulkou) ke struktura´ln´ımu popisu (sche´matu nebo alge-
braicke´mu vy´razu), ktery´ jizˇ prˇ´ımo definuje typ a zapojen´ı logicky´ch komponent realizuj´ıc´ıch
pozˇadovanou funkci.
Typicky se postupuje mechanicky´m prˇevodem pravdivostn´ı tabulky na vy´raz booleovy
algebry v u´plne´ norma´ln´ı disjunktn´ı formeˇ (viz tabulka 2.2) a jeho minimalizac´ı pomoc´ı
za´kon˚u booleovy algebry, Karnaughovy mapy nebo Quine-McCluskeyho metody [21]. Da´le
je mozˇno vy´raz prˇeve´st do tvaru le´pe vyhovuj´ıc´ıho zvolene´ mnozˇineˇ logicky´ch komponent.
Naprˇ´ıklad ve zmı´neˇne´ booleoveˇ algebrˇe lze pomoc´ı elementa´rn´ıch logicky´ch funkc´ı: AND,
OR, NOT vyja´drˇit libovolnou logickou funkci, ale jej´ı za´pis mu˚zˇe by´t mnohem delˇs´ı, nezˇ
trˇeba v ekvivalentn´ı Reed-Mulleroveˇ algebrˇe s elementa´rn´ımi funkcemi XOR, OR, NOT,
jak je videˇt v tabulce 2.2.
Tabulka 2.2: Prˇ´ıklad prˇevodu logicke´ funkce zadane´ pravdivostn´ı tabulkou do vy´razu u´plne´
norma´ln´ı disjunktn´ı formy (U´NDF), Reed-Mullerovy algebry a schematicke´ho zobrazen´ı
vy´razu.
vstupy vy´stup vy´raz v vy´raz v schematicke´
a b c S U´NDF Reed-Mulleroveˇ algebrˇe zapojen´ı
0 0 0 0 S =
S = a ⊕ b⊕ c
0 0 1 1 abc
0 1 0 1 +abc
0 1 1 0
1 0 0 1 +a bc
1 0 1 0
1 1 0 0
1 1 1 1 +a bc
Kazˇda´ z algeber pouzˇ´ıva´ ke struktura´ln´ımu popisu obvodu jinou mnozˇinu element˚u pok-
ry´vaj´ıc´ı u´plny´ soubor logicky´ch funkc´ı a v kazˇde´ bude za´pis obvodu vypadat jinak. Vsˇechny
logicke´ funkce lze vyja´drˇit i pouzˇit´ım samotny´ch element˚u NAND nebo NOR, ale za´pisy
vy´raz˚u pak by´vaj´ı mnohem delˇs´ı.
2.1 U´rovneˇ na´vrhu elektronicky´ch obvod˚u
Funkci navrhovany´ch obvod˚u mu˚zˇeme simulovat pomoc´ı softwarovy´ch simula´tor˚u, nebo
emulovat v univerza´ln´ıch rekonfigurovatelny´ch obvodech a to na cˇtyrˇech za´kladn´ıch u´rovn´ıch:
1. Molekula´rn´ı u´rovenˇ neumozˇnˇuje kvalitn´ı simulaci, protozˇe jevy na kvantove´ u´rovni
nejsou jesˇteˇ dostatecˇneˇ popsa´ny a prozkouma´ny.
Pro emulaci vznikla platforma NanoCell [18], na ktere´ jizˇ byla pomoc´ı evolucˇn´ıho
algoritmu vytvorˇena trivia´ln´ı zapojen´ı neˇktery´ch za´kladn´ıch logicky´ch cˇlen˚u. Na´vrh
slozˇiteˇjˇs´ıch obvod˚u na te´to u´rovni nen´ı zat´ım mozˇny´. Evolucˇn´ı algoritmus se jev´ı jedi-
nou mozˇnost´ı na´vrhu na te´to u´rovni, protozˇe pracuje s rea´lny´mi vlastnostmi i vadami
materia´lu.
2. U´rovenˇ tranzistor˚u potrˇebuje pro simulace komplikovane´ extern´ı na´stroje (naprˇ´ıklad
simula´tor SPICE [12]) a vy´sledky jsou cˇasto za´visle´ na jejich kvaliteˇ.
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Pro emulaci existuj´ı analogove´ rekonfigurovatelne´ obvody (FPAA, FPTA), ale zat´ım
nejsou prˇ´ıliˇs rozsˇ´ıˇreny.
3. U´rovenˇ logicky´ch cˇlen˚u, na kterou se v te´to pra´ci zameˇrˇ´ım, da´va´ na´zorne´ vy´sledky
simulace, oveˇrˇitelne´ na kazˇde´m pocˇ´ıtacˇi a pro vy´voj postacˇ´ı pouhy´ programovac´ı jazyk.
Protozˇe slozˇitost evolucˇn´ıho na´vrhu s kazˇdy´m obvodovy´m vstupem exponencia´lneˇ
roste, lze v soucˇasne´ dobeˇ na te´to u´rovni (prˇi vyhodnocova´n´ı vsˇech kombinac´ı vstup-
n´ıch hodnot) prova´deˇt prˇ´ımy´ na´vrh obvod˚u s nanejvy´sˇ osmi obvodovy´mi vstupy a osmi
vy´stupy [18].
Pro emulaci je dostupna´ sˇiroka´ paleta rekonfigurovatelny´ch obvod˚u (CLB, FPGA)
a na´vrh na te´to u´rovni pomoc´ı karte´zske´ho geneticke´ho programova´n´ı je v posledn´ı
dobeˇ velmi obl´ıben.
4. U´rovenˇ funkcˇn´ıch blok˚u sestavuje prˇi simulaci i emulaci obvod ze slozˇiteˇjˇs´ıch
logicky´ch cˇlen˚u s v´ıce vstupy i vy´stupy (scˇ´ıtacˇky, na´sobicˇky, registry a pod) [16].
Nedosahuje sice tak efektivn´ıch vy´sledk˚u (co do rychlosti a velikosti) jako u´rovneˇ
prˇedcha´zej´ıc´ı, zato je schopna´ na´vrhu i slozˇiteˇjˇs´ıch obvod˚u.






Evoluci cha´peme jako proces postupne´ho vy´voje (z latiny evolvere – vyv´ıjet) [25]. V bio-
logii evoluc´ı rozumı´me historii vy´voje zˇivota.
Roku 1809 publikoval Jean Baptiste Lamarck [25] ve sve´m d´ıle Filosofie zoologie (Philo-
spophie zoologique) prvn´ı ucelenou evolucˇn´ı teorii postupne´ho vy´voje ze spolecˇne´ho prˇedka.
Podle jeho prˇedstav se meˇly do dalˇs´ı generace prˇena´sˇet adaptace vznikaj´ıc´ı za zˇivota jedinc˚u
(lamarckismus). Tedy deˇti kova´rˇe by meˇly zdeˇdit v´ıce svalove´ hmoty po svy´ch prˇedc´ıch, kterˇ´ı
ji z´ıskali celozˇivotn´ı tvrdou prac´ı se zˇelezem.
V roce 1859 prˇedstavil Charles Darwin [2] dodnes rozsˇ´ıˇrenou teorii O p˚uvodu druh˚u
prˇirozeny´m vy´beˇrem (The Origin of Species by Means of Natural Selection). V n´ı popsal
a zd˚uvodnil, zˇe zˇivocˇiˇsne´ a rostlinne´ druhy vznikly a sta´le vznikaj´ı v prˇ´ırodeˇ postupny´m
vy´vojem ze spolecˇne´ho prˇedka. Takte´zˇ vysveˇtlil, zˇe hybnou silou tohoto rozr˚uznˇova´n´ı druh˚u
je prˇirozeny´ vy´beˇr uprˇednostnˇuj´ıc´ı zdatneˇjˇs´ı a le´pe adaptovane´ jedince. Kl´ıcˇem pro vznik
prˇirozene´ho vy´beˇru je nadprodukce jedinc˚u v prostrˇed´ı, vedouc´ı ke vza´jemne´ konkurenci
a boji o prˇezˇit´ı. Dı´ky neˇmu mohou by´t v populaci uprˇednostneˇni jedinci s vy´hodneˇjˇs´ımi
deˇdicˇny´mi odchylkami (adaptacemi) na u´kor ostatn´ıch. Oproti Lamarckovi Darwin neprˇi-
suzuje vznik u´cˇelny´ch vlastnost´ı u organismu˚ jejich snaze se prˇizp˚usobit prostrˇed´ı, ale snaze
prostrˇed´ı uprˇednostnˇovat le´pe prˇizp˚usobene´ organismy.
Na prosazen´ı darwinismu meˇl za´sluhu i otec genetiky, brneˇnsky´ roda´k Johann Gregor
Mendel [25, 2], d˚ukazem o deˇdicˇnosti znak˚u v roce 1865, ktery´ byl jedn´ım z chybeˇj´ıc´ıch
cˇla´nk˚u Darwinovy teorie. Doka´zal totizˇ, zˇe znaky nevznikaj´ı za zˇivota jako adaptace na pro-
strˇed´ı, ale deˇd´ı se podle za´kon˚u (Mendelovy za´kony genetiky) do podoby vloh po rodicˇ´ıch,
ktere´ se pak p˚usoben´ım prostrˇed´ı za zˇivota projevuj´ı. Na to, zˇe ony deˇdicˇne´ znaky jsou
ulozˇeny v genech, jejichzˇ nositelkou je DNA, se vsˇak prˇiˇslo azˇ te´meˇrˇ o stolet´ı pozdeˇji v roce
1953.
Dı´ky tomu mohl v roce 1976 Richard Dawkins [2, 3] publikovat Teorii sobecke´ho genu
(The Selfish Gene), ktera´ vysveˇtlila vznik a fixaci neˇktery´ch altruisticky´ch model˚u chova´n´ı
pozorovany´ch ve volne´ prˇ´ırodeˇ. Sobecke´ho jedince z Darwinova sveˇta, souperˇ´ıc´ıho s ostatn´ımi
jedinci vlastn´ıho druhu o prˇezˇit´ı, by ohled na prospeˇch druhe´ho zbytecˇneˇ znevy´hodnˇoval.
Dawkinsova teorie vsˇak prˇena´sˇ´ı brˇemeno evoluce z jedinc˚u na geny. Gen˚um nejde ani tak
o prˇezˇit´ı a rozsˇ´ıˇren´ı jednoho nositele, jako sp´ıˇse o prˇezˇit´ı a rozsˇ´ıˇren´ı do co nejveˇtsˇ´ıho pocˇtu
nositel˚u. Pro prˇezˇit´ı gen˚u je vy´hodne´ ve´st jedince k obeˇtavosti pro za´chranu jeho sourozenc˚u,
kterˇ´ı jsou z velke´ cˇa´sti nositeli stejny´ch gen˚u.
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Dnes se postupneˇ prosazuje Teorie zamrzle´ plasticity Jaroslava Flegra [2], podle n´ızˇ je
sˇ´ıˇren´ı genu ve velke´ populaci podmı´neˇno prˇedevsˇ´ım jeho schopnost´ı spolupra´ce s ostatn´ımi
geny (epistaticke´ interakce). Jinak je tomu ale v male´ populaci s nizˇsˇ´ı genovou variabilitou,
kde prˇezˇ´ıvaj´ı prˇedevsˇ´ım geny zodpoveˇdne´ za vysˇsˇ´ı biologickou zdatnost jedince. K takove´
situaci docha´z´ı prˇedevsˇ´ım prˇi vzniku nove´ho druhu, oddeˇlen´ım od p˚uvodn´ıho (peripatricka´
speciace). Vytvorˇ´ı se charakteristicke´ znaky druhu a ty jsou jizˇ v cˇase expanze a r˚ustu
populace azˇ do vymrˇen´ı druhu te´meˇrˇ nemeˇnne´ (zamrzle´). K masove´mu rozsˇ´ıˇren´ı druhu
dojde azˇ po jeho dostatecˇne´m vyvinut´ı, cˇ´ımzˇ lze vysveˇtlit chybeˇj´ıc´ı vy´vojove´ mezicˇla´nky
v paleontologicky´ch za´znamech.
Strucˇny´m vy´tahem z ”evoluce“ evolucˇn´ı biologie jsem se snazˇil naznacˇit, zˇe zˇa´dna´ z pre-
zentovany´ch teori´ı nen´ı absolutneˇ spra´vna´, ale ani absolutneˇ sˇpatna´. V kazˇde´ jsou patrny
mechanismy prˇedesˇle´, jen maj´ı obvykle jine´ mı´sto a vy´znam. Vy´sledkem tohoto vy´voje je




Optimalizace je matematicka´ discipl´ına, ve ktere´ hleda´me takove´ rˇesˇen´ı x z mnozˇiny
vsˇech stav˚u prostoru M (da´le jen stavove´ho prostoru), pro ktere´ u´cˇelova´ funkce f(x), defi-






Vzˇdy, kdyzˇ se algoritmicky snazˇ´ıme naj´ıt rˇesˇen´ı neˇjake´ho proble´mu, jedna´ se o opti-
malizacˇn´ı proble´m, ktery´ mu˚zˇeme obvykle rˇesˇit hned neˇkolika optimalizacˇn´ımi metodami
[11, 8]. Ty mu˚zˇeme rozdeˇlit podle prˇ´ıstupu na trˇi za´kladn´ı typy:
Deterministicke´ metody se zameˇrˇuj´ı na hleda´n´ı ve slibny´ch oblastech (exploitation).
Slusˇna´ rˇesˇen´ı sice nacha´zej´ı velmi rychle, ale bohuzˇel mohou prˇedcˇasneˇ konvergovat
do loka´ln´ıho extre´mu a uva´znout tak v klamne´m optimu, ze ktere´ho se ke globa´ln´ımu
jizˇ nedostanou. Nalezen´ı nejlepsˇ´ıho rˇesˇen´ı tedy nezarucˇuj´ı. Patrˇ´ı sem naprˇ´ıklad metoda
nejveˇtˇs´ıho spa´du, metoda sdruzˇeny´ch gradient˚u nebo kvazi-Newtonova metoda.
Stochasticke´ metody rˇesˇ´ı proble´m deterministicky´ch metod prˇida´n´ım na´hodne´ho prvku
do hleda´n´ı. Jejich snahou je naopak zarucˇit nalezen´ı nejlepsˇ´ıho rˇesˇen´ı prohleda´n´ım
co nejveˇtsˇ´ı cˇa´sti stavove´ho prostoru (exploration). To ale ve velke´m stavove´m pro-
storu mu˚zˇe trvat neu´nosneˇ dlouhou dobu. Patrˇ´ı sem metoda na´hodne´ho prohleda´va´n´ı,
simulovane´ho zˇ´ıha´n´ı nebo horolezecky´ algoritmus.
Evolucˇn´ı algoritmy (EA) jsou univerza´ln´ım kompromisem obou teˇchto prˇ´ıstup˚u. Rˇad´ı
se sice do stochasticky´ch metod [18], ale cˇasto by´vaj´ı uvedeny oddeˇleneˇ, protozˇe jsou
inspirova´ny biologi´ı a na rozd´ıl od ostatn´ıch stochasticky´ch metod nerozv´ıj´ı jen jedno
rˇesˇen´ı, ale pracuj´ı hned s neˇkolika soucˇasneˇ. Podrobneˇjˇs´ımu popisu teˇchto algoritmu˚
se budu veˇnovat v na´sleduj´ıc´ıch kapitola´ch.
Kazˇda´ metoda je vhodneˇjˇs´ı pro rˇesˇen´ı jine´ho typu proble´mu1. EA vsˇak mu˚zˇeme pouzˇ´ıt
jako univerza´ln´ı algoritmus. Mı´ru zameˇrˇen´ı na slibne´ oblasti (exploration vs. exploitation),
mu˚zˇeme nastavit prˇ´ımo pro dany´ proble´m velikost´ı populace, ktera´ urcˇuje pocˇet soucˇasneˇ
rozv´ıjeny´ch rˇesˇen´ı. Mala´ znamena´ riziko uva´znut´ı v loka´ln´ım extre´mu (viz deterministicke´
metody), velka´ zbytecˇneˇ dlouhou dobu hleda´n´ı (viz stochasticke´ metody).
1 No Free Lunch Theorems [28] – Cˇ´ım efektivneˇji metoda prohleda´va´ urcˇity´ charakter stavove´ho prostoru,




Evolucˇn´ı algoritmy se po vzoru biologicke´ evoluce snazˇ´ı p˚usoben´ım selekcˇn´ıho tlaku
vyvinout (evolvovat) rˇesˇen´ı zadane´ho proble´mu. Zacˇ´ınaj´ı s populac´ı (mnozˇinou) zpravidla
na´hodny´ch rˇesˇen´ı a vyb´ıraj´ı z n´ı kandida´tn´ı rˇesˇen´ı, ktera´ nejv´ıce vyhovuj´ı zada´n´ı. Z teˇch
potom r˚uzny´mi u´pravami vytva´rˇ´ı novou generaci, ktera´ pak nahrad´ı me´neˇ vyhovuj´ıc´ı je-
dince. T´ım v populaci docha´z´ı kazˇdou generac´ı k mnozˇen´ı lepsˇ´ıch rˇesˇen´ı na u´kor horsˇ´ıch,
neboli umeˇle prova´deˇny´ Darwin˚uv prˇirozeny´ vy´beˇr. Tento vy´voj mu˚zˇe by´t ukoncˇen splneˇn´ım
ukoncˇovac´ı podmı´nky, kterou mu˚zˇe by´t nalezen´ı optima´ln´ıho rˇesˇen´ı, uplynut´ı nastavene´ho
pocˇtu generac´ı, stagnace r˚ustu kvality rˇesˇen´ı v populaci apod. V za´sadeˇ se evolucˇn´ı algo-
ritmy vyuzˇ´ıvaj´ı ke dveˇma odliˇsny´m u´cˇel˚um [4]:
Evolucˇn´ı optimalizace se aplikuje na doladeˇn´ı parametr˚u jizˇ hotove´ho rˇesˇen´ı. EA hleda´
konfiguraci takovy´ch hodnot teˇchto parametr˚u, prˇi ktery´ch bude cely´ syste´m pracovat
co mozˇna´ nejefektivneˇji. Zna´my´m prˇ´ıkladem je optimalizace spotrˇeby motor˚u pro
Boeing 777 [15]. Lepsˇ´ım nastaven´ım hodnot parametr˚u dosˇlo ke zlepsˇen´ı o 2,5% oproti
p˚uvodn´ımu inzˇeny´rske´mu na´vrhu. Vy´sledkem byla rocˇn´ı u´spora na provozu v rˇa´dech
milion˚u dolar˚u.
Evolucˇn´ı na´vrh se oproti tomu pokousˇ´ı vyvinout zcela vlastn´ı nove´ rˇesˇen´ı. Ma´ k dispozici
jen komponenty, pravidla jejich zapojova´n´ı a vy´slednou funkci pozˇadovane´ho syste´mu.
Definujeme tedy jen co a s cˇ´ım ma´ syste´m deˇlat a EA jizˇ navrhne jaky´m zp˚usobem.
Sˇka´lovatelnost na´vrhu pomoc´ı EA, tj. schopnost navrhovat funkcˇn´ı rˇesˇen´ı podle r˚uz-
ny´ch pozˇadavk˚u, je obrovskou vy´hodou evolucˇn´ıho na´vrhu. Prˇi na´vrhu elektronicky´ch
obvod˚u tak mohou vznikat velmi komplikovane´ obvody ze zcela libovolny´ch typ˚u
soucˇa´stek, jen teˇzˇko navrhnutelne´ cˇloveˇkem.
Konvencˇn´ı inzˇeny´rske´ metody na´vrhu digita´ln´ıch obvod˚u takove´to r˚uznorodosti pozˇa-
davk˚u nevyhovuj´ı, protozˇe jsou obvykle zalozˇeny na matematicky´ch modelech, ktere´
striktneˇ vymezuj´ı typy a zp˚usob pouzˇit´ı hradel (viz kapitola 2). Naprˇ´ıklad metody
vyuzˇ´ıvaj´ıc´ı booleovske´ logiky jsou k realizaci pozˇadovane´ funkce schopny vyuzˇ´ıt jen
hradel AND, OR, NOT nebo u Reed-Mullerovy logiky zase jen XOR, OR, NOT
[18]. Evolucˇn´ı na´vrh tedy pracuje pruzˇneˇji s sˇirsˇ´ı mnozˇinou rˇesˇen´ı a je tak schopny´
inzˇeny´rska´ obcˇas prˇekonat.
Zna´my´m prˇ´ıkladem evolucˇn´ıho na´vrhu je ante´na vyvinuta´ pro NASA [23]. Svy´mi
parametry dalece prˇekonala pouzˇ´ıvana´ konvencˇn´ı rˇesˇen´ı a z´ıskala tak uzna´n´ı Human
Competitive Result v souteˇzˇi Humies 2004 [24].
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5.1 Druhy evolucˇn´ıch algoritmu˚
Neza´visle na sobeˇ vznikly cˇtyrˇi druhy EA s rozd´ılnou aplikacˇn´ı oblast´ı. Charakteris-
ticke´ jsou zejme´na zp˚usobem vytva´rˇen´ı novy´ch jedinc˚u a strukturou, ktera´ tyto jedince
reprezentuje [4]:
Evolucˇn´ı strategie (ES) vytva´rˇ´ı nove´ jedince kop´ırova´n´ım a modifikac´ı (mutac´ı) nej-
u´speˇsˇneˇjˇs´ıch jedinc˚u v populaci. Strategiemi (1 + 1), (1 + λ), (µ + λ) nebo (µ, λ),
oznacˇuje pocˇty rodicˇ˚u, potomk˚u a zp˚usob jejich vy´beˇru do dalˇs´ı generace. Kromeˇ sa-
motne´ho rˇesˇen´ı v sobeˇ jedinci mohou ko´dovat v podobeˇ rea´lny´ch cˇ´ısel i tzv. strategicke´
parametry (mı´ra mutace apod.), ktere´ se adaptuj´ı (vyv´ıjej´ı) spolecˇneˇ s rˇesˇen´ım [18].
Evolucˇn´ı programova´n´ı (EP) ko´duje jedincem graf a jako v prˇedesˇle´m prˇ´ıpadeˇ, novy´
jedinec vznika´ mutovanou kopi´ı stare´ho. Bylo navrzˇeno pro automatizaci na´vrhu ko-
necˇny´ch automat˚u.
Geneticke´ algoritmy (GA) jsou v soucˇasnosti nejpouzˇ´ıvaneˇjˇs´ımi evolucˇn´ımi optimali-
zacˇn´ımi algoritmy. Kazˇdy´ jedinec je tvorˇen rˇeteˇzcem pevne´ de´lky, obvykle bina´rn´ıch
znak˚u, ktere´ ko´duj´ı parametry u´cˇelove´ funkce a GA hledaj´ı nejlepsˇ´ı kombinaci jejich
hodnot (viz optimalizace parametr˚u motor˚u pro Boeing 777 uvedena´ vy´sˇe).
Pro GA je kl´ıcˇovy´ opera´tor krˇ´ızˇen´ı, ktery´m vytva´rˇ´ı nove´ jedince kombinova´n´ım znak˚u
u´speˇsˇny´ch jedinc˚u. Jako jedine´ z EA pouzˇ´ıvaj´ı krˇ´ızˇen´ı tak, zˇe potomek je podobny´
obeˇma rodicˇ˚um a mutaci pouzˇ´ıvaj´ı jen pro udrzˇen´ı diverzity jedinc˚u v populaci. GA
se hod´ı na proble´my s mensˇ´ım pocˇtem kratsˇ´ıch vazeb mezi bl´ızky´mi znaky v rˇeteˇzci
a budou podrobneˇji popsa´ny v kapitole 6.
Geneticke´ programova´n´ı (GP) pracuje obvykle se syntakticky´mi stromy libovolne´ ve-
likosti, ktery´mi ko´duje promeˇnne´ i funkce. Pouzˇ´ıva´ se na slozˇite´ proble´my s veˇtsˇ´ım
pocˇtem delˇs´ıch vazeb mezi vzda´leneˇjˇs´ımi znaky, kde krˇ´ızˇen´ım docha´z´ı k jejich cˇaste´mu
znehodnocen´ı (prˇetrha´n´ı).
GP se krˇ´ızˇen´ım ani tak nesnazˇ´ı c´ıleneˇ kombinovat znaky zdatny´ch jedinc˚u jako GA,
ale pouzˇ´ıva´ ho sp´ıˇse k udrzˇen´ı genove´ diverzity populace. Nav´ıc je krˇ´ızˇen´ı definova´no
tak, zˇe v potomku nedodrzˇuje umı´steˇn´ı ani funkci stavebn´ıch blok˚u druhe´ho rodicˇe
a tak jsou potomci zpravidla podobn´ı jen jednomu rodicˇi.
GP se deˇl´ı na dveˇ za´kladn´ı skupiny: V tree-based genetic programming chromozom
prˇedstavuje prˇ´ımo stromovou strukturu a linear genetic programming (LGP), kde
je tato struktura v chromozomu ko´dova´na neprˇ´ımo rˇeteˇzcem znak˚u, naprˇ´ıklad po-
moc´ı Readova linea´rn´ıho ko´du [1]. V te´to pra´ci, pocˇ´ınaje kapitolou 7, se ale zameˇrˇ´ım
prˇedevsˇ´ım na TGP a jeho reprezentaci digita´ln´ıch obvod˚u.
Specia´ln´ım druhem GP je pak karte´zske´ geneticke´ programova´n´ı (CGP), ktere´




V te´to kapitole jsou vysveˇtleny za´kladn´ı pojmy, opera´tory a fa´ze geneticke´ho algo-
ritmu, ktere´ v odpov´ıdaj´ıc´ım porˇad´ı popisuj´ı jednotlive´ podkapitoly. Da´le je zmı´neˇna teorie
stavebn´ıch blok˚u, na kterou budou navazovat kapitoly prˇ´ıˇst´ı.
6.1 Ko´dova´n´ı proble´mu
Chromozomy jedinc˚u jsou v GA rˇeteˇzce pevne´ de´lky, obvykle bina´rn´ıch znak˚u, ko´duj´ıc´ıch
parametry u´cˇelove´ (hodnot´ıc´ı) funkce. Jsou vytvorˇeny po vzoru haploidn´ıch sad chromo-
zom˚u nepohlavneˇ se rozmnozˇuj´ıc´ıch organismu˚. Existuj´ı i varianty s diploidn´ımi sadami
chromozom˚u [8], ktere´ se vyznacˇuj´ı prˇedevsˇ´ım dobrou adaptivitou na meˇn´ıc´ı se podmı´nky.
V prˇ´ıpadeˇ evolucˇn´ıho na´vrhu jsou ale tyto podmı´nky nemeˇnne´ a tak budu da´le uvazˇovat
jen chromozomy haploidn´ı.
Genotyp/fenotyp jedince oznacˇuje jedincem prˇedstavovane´ rˇesˇen´ı v zako´dovane´m/deko´-
dovane´m tvaru. Znak fenotypu je ko´dova´n jedn´ım genem a by´va´ (spolu) zodpoveˇdny´ za neˇk-
terou fenotypovou vlastnost jedince. Konkre´tn´ı hodnota urcˇite´ho genu se nazy´va´ alela.
6.2 Inicializace populace
Pocˇa´tecˇn´ı populace jedinc˚u (kandida´tn´ıch rˇesˇen´ı) je vytvorˇena pomoc´ı genera´toru
na´hodny´ch cˇ´ısel tak, aby co nejrovnomeˇrneˇji pokryla prohleda´vany´ stavovy´ prostor. Chceme-
li rychleji naj´ıt vyhovuj´ıc´ı rˇesˇen´ı, o ktere´m v´ıme, v jake´ c´ılove´ oblasti se nacha´z´ı, mu˚zˇeme
do n´ı zameˇrˇit hleda´n´ı algoritmu jej´ım hustsˇ´ım navzorkova´n´ım [15].
6.3 Ohodnocen´ı jedince
Kazˇdy´ novy´ jedinec v populaci je ohodnocen fitness funkc´ı, jej´ızˇ hodnota uda´va´ jeho
zdatnost. Tato hodnota urcˇuje na kolik splnˇuje j´ım prˇedstavovane´ rˇesˇen´ı zada´n´ı a tedy jak
slibne´ bude hledat jemu podobne´ optima´ln´ı rˇesˇen´ı v jeho okol´ı. Rozliˇsujeme neˇkolik druh˚u
fitness funkc´ı [15, 1]:
Hruba´ (raw) ma´ hodnoty za´visle´ na proble´mu. Mensˇ´ı hodnota mu˚zˇe znamenat mensˇ´ı od-
chylku od pozˇadavk˚u a prˇedstavovat lepsˇ´ı rˇesˇen´ı, ale take´ nemus´ı.
Standardizovana´ (standardized) hodnot´ı optima´ln´ı rˇesˇen´ı nulovou hodnotou. Vzˇdy plat´ı:
cˇ´ım vysˇsˇ´ı hodnota, t´ım horsˇ´ı rˇesˇen´ı.
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Prˇizp˚usobena´ (adjusted) hodnota fitness se pohybuje v intervalu < 0, 1 >, kde 0 znamena´
opeˇt optima´ln´ı rˇesˇen´ı.
Normalizovana´ (normalized) hodnota fitness se take´ pohybuje v intervalu < 0, 1 >, ale
odpov´ıda´ pomeˇrne´ zdatnosti jedince v˚ucˇi ostatn´ım v populaci. Soucˇet vsˇech normali-
zovany´ch fitness hodnot v populaci je vzˇdy roven jedne´.
6.4 Selekce
Prova´d´ı kvazina´hodny´ vy´beˇr vhodny´ch jedinc˚u dle jejich fitness pro proces reprodukce
(rekombinace) [1]. Pocˇet takto vyb´ırany´ch rodicˇ˚u je jedn´ım z nastavitelny´ch parametr˚u GA
a v pr˚ubeˇhu evoluce se nemeˇn´ı. Pouzˇ´ıva´ se neˇkolik typ˚u selekce (selection) [18, 10, 15]:
Ruletova´ (roulette-wheel) nebo take´ proporciona´ln´ı selekce, vyb´ıra´ jedince s pravdeˇpo-
dobnost´ı odpov´ıdaj´ıc´ı jejich fitness. Tato selekce nen´ı moc vhodna´ v prˇ´ıpadeˇ velky´ch
rozd´ıl˚u fitness hodnot mezi jedinci, protozˇe by mohla zp˚usobit saturaci populace
do potomk˚u jednoho jedince.
Turnajova´ (tournament) na´hodneˇ vyb´ıra´ skupiny kandida´t˚u a z kazˇde´ vybere jednoho
s nejveˇtsˇ´ı fitness. Hod´ı se i pro velke´ rozd´ıly fitness hodnot jedinc˚u v populaci, protozˇe
da´va´ sˇanci na mnozˇen´ı sˇirsˇ´ımu spektru jedinc˚u.
Porˇadova´ (rank) serˇad´ı jedince podle fitness hodnot a vyb´ıra´ je s pravdeˇpodobnost´ı u´meˇr-
nou jejich pozici. Take´ je vhodna´ prˇi velky´ch rozd´ılech fitness hodnot mezi jedinci.
Volba vhodne´ho typu selekce je za´visla´ na tvaru u´cˇelove´ funkce (viz kapitola 4) a ma´ vliv
na rychlost konvergence algoritmu.
6.5 Krˇ´ızˇen´ı
Jak jizˇ bylo zmı´neˇno v kapitole 5.1, GA se snazˇ´ı krˇ´ızˇen´ım nerovnomeˇrneˇ rozdeˇlit do po-
tomk˚u silne´ sekvence gen˚u z obou nadpr˚umeˇrny´ch rodicˇ˚u. Protozˇe doprˇedu nev´ıme, ktere´
sekvence gen˚u v chromozomech rodicˇ˚u jsou za jejich nadpr˚umeˇrnost zodpoveˇdne´, rozdeˇl´ı
se r˚uzneˇ do obou potomk˚u a ten zdatneˇjˇs´ı bude mı´t veˇtsˇ´ı sˇanci v sˇ´ıˇren´ı gen˚u pokracˇovat.
Krˇ´ızˇen´ım tak mu˚zˇe doj´ıt bud’ k rovnomeˇrne´mu rozdeˇlen´ı silny´ch sekvenc´ı gen˚u do obou
potomk˚u, rozbit´ı neˇktery´ch silny´ch sekvenc´ı na nefunkcˇn´ı cˇa´sti nebo k akumulaci v´ıce
silny´ch sekvenc´ı do jednoho z potomk˚u na u´kor druhe´ho (viz obra´zek 6.1). Ktery´ z prˇ´ıpad˚u
nastane za´lezˇ´ı na de´lce silny´ch sekvenc´ı, jejich rozmı´steˇn´ı v chromozomu a pozici na´hodneˇ
zvolene´ho bodu (nebo bod˚u) krˇ´ızˇen´ı, od ktere´ho se prohod´ı zby´vaj´ıc´ı cˇa´sti chromozomu
rodicˇ˚u.
Aby byla sˇance na zachova´n´ı vazeb co nejlepsˇ´ı, vyb´ıra´ se podle pocˇtu gen˚u a vzda´lenosti
jejich vazeb vhodny´ zp˚usob krˇ´ızˇen´ı [17]:
Jednobodove´ (one-point) je vhodne´ i pro veˇtsˇ´ı pocˇty gen˚u s bl´ızky´mi vazbami, nejle´pe
mezi sousedn´ımi geny. Takove´ jsou zvy´razneˇny na obra´zc´ıch 6.1 a 6.2.
Vı´cebodove´ (multi-point) je lepsˇ´ı pro vzda´leneˇjˇs´ı vazby male´ho pocˇtu gen˚u. Cˇ´ım v´ıce
vzda´leneˇjˇs´ıch vazeb, t´ım v´ıce bod˚u krˇ´ızˇen´ı.
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Obra´zek 6.1: Prˇ´ıklad a) rozdeˇlen´ı, b) rozbit´ı, c) akumulace silny´ch sekvenci gen˚u prˇi jedno-
bodove´m krˇ´ızˇen´ı.
Obra´zek 6.2: Prˇ´ıklad a) dvoubodove´ho krˇ´ızˇen´ı a b) uniformn´ıho krˇ´ızˇen´ı.
Uniformn´ı (uniform) ma´ vy´znam v prˇ´ıpadeˇ velke´ho pocˇtu vazeb mezi jednotlivy´mi vzda´-
leny´mi geny, na´hodneˇ rozmı´steˇny´mi v chromozomu.
I zde je volba proble´moveˇ za´visla´ a vyzˇaduje vlozˇen´ı do algoritmu urcˇite´ znalosti povahy
proble´mu, pro jeho efektivneˇjˇs´ı rˇesˇen´ı.
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6.6 Mutace
U´kolem mutace je udrzˇova´n´ı genove´ variability (diversity) v populaci, prova´deˇn´ım
na´hodny´ch zmeˇn gen˚u v chromozomu [18]. Obvykle se prova´d´ı jako inverze na´hodne´ho
genu, jak zna´zornˇuje obra´zek 6.3. Mutace na´sleduje hned po krˇ´ızˇen´ı, ale pouzˇ´ıva´ se jen
s malou pravdeˇpodobnost´ı (kolem 5%) [1]. Velka´ pravdeˇpodobnost mutace bude narusˇovat
funkci krˇ´ızˇen´ı, ale mala´ znamena´ delˇs´ı dobu stra´venou v loka´ln´ıch extre´mech a pomaly´ vznik
novy´ch stavebn´ıch blok˚u. Vyladeˇn´ı tohoto parametru pro dany´ charakter prohleda´vane´ho
prostoru ma´ pozitivn´ı vliv na efektivitu algoritmu.
Obra´zek 6.3: Prˇ´ıklad mutace jedince inverz´ı na´hodne´ho genu jeho chromozomu.
6.7 Teorie stavebn´ıch blok˚u
Silne´ sekvence vza´jemneˇ za´visly´ch gen˚u nazy´va´me stavebn´ı bloky. Jejich skla´da´n´ım,
rozb´ıjen´ım a d˚ukazem konvergence GA se zaby´va´ teorie stavebn´ıch blok˚u (building block
hypothesis) [25]. Pro jejich sledova´n´ı v populaci slouzˇ´ı sche´mata nebo te´zˇ sˇablony. Jsou
tvorˇeny pevnou a promeˇnnou cˇa´st´ı, prˇicˇemzˇ pevna´ cˇa´st je spolecˇna´ vsˇem jedinc˚um stejne´ho
sche´matu. Na obra´zku 6.4 je rozdeˇleno osm jedinc˚u z obra´zku 6.1 podle sche´mat, jejichzˇ
pevna´ cˇa´st odpov´ıda´ zvy´razneˇne´ silne´ sekvenci gen˚u.
V chromozomu de´lky k, jehozˇ geny mohou naby´vat n hodnot (alel), mu˚zˇeme naj´ıt
(n+ 1)k sche´mat1. Proto na´s budou zaj´ımat jen ta zvla´sˇteˇ u´speˇsˇna´, jezˇ budou prˇedstavovat
silne´ stavebn´ı bloky kandida´tn´ıch rˇesˇen´ı. U´speˇsˇnost sche´matu v populaci je da´na pocˇtem
nositel˚u nebo le´pe pr˚umeˇrem jejich fitness hodnot.
Obra´zek 6.4: Klasifikace jedinc˚u z obra´zku 6.1 podle sche´mat silny´ch sekvenc´ı gen˚u.
1 n symbol˚u rˇeteˇzce de´lky k tvorˇ´ı nk pevny´ch kombinac´ı. Promeˇnlivou cˇa´st sche´matu v rˇeteˇzci definujeme
novy´m symbolem abecedy naprˇ´ıklad x. Odtud tedy (n + 1)k mozˇny´ch sche´mat.
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Sche´ma teore´m [17, 10, 1]: Pocˇet kra´tky´ch, nadpr˚umeˇrny´ch sche´mat n´ızke´ho rˇa´du
se s prˇiby´vaj´ıc´ımi generacemi geneticke´ho algoritmu v populaci exponencia´lneˇ zvysˇuje.
Sche´maty n´ızke´ho rˇa´du jsou mysˇlena sche´mata s malou pevnou cˇa´st´ı, prˇedstavuj´ıc´ı
maly´ pocˇet vza´jemneˇ va´zany´ch gen˚u. Kra´tke´ sche´ma zase znamena´, zˇe va´zane´ geny nejsou
na chromozomu daleko od sebe. Jiny´mi slovy sche´ma teore´m rˇ´ıka´ zˇe: GA efektivneˇ roz-
pozna´va´ a kombinuje nadpr˚umeˇrne´ stavebn´ı bloky, tvorˇene´ maly´m pocˇtem bl´ızce va´za-
ny´ch gen˚u.
6.8 Nahrazovac´ı strategie
Selekc´ı, krˇ´ızˇen´ım a prˇ´ıpadneˇ mutac´ı se ke stare´ populaci kandida´tn´ıch rˇesˇen´ı vytvorˇ´ı
nova´ populace potomk˚u. Abychom udrzˇeli populaci na sta´le stejne´m pocˇtu, mus´ı za tvor-
bou novy´ch jedinc˚u na´sledovat likvidace stary´ch. Sjednocen´ı rodicˇovske´ populace a jejich
potomk˚u se nazy´va´ nahrazovac´ı strategie (replacement strategies) a rozliˇsuje dva za´kladn´ı
prˇ´ıstupy s jedn´ım volitelny´m [15, 18]:
Generacˇn´ı (generational) nahrazuje celou starou populaci potomky.
Steady-state vytvorˇ´ı novou populaci nahrazen´ım nejhorsˇ´ıch, prˇ´ıpadneˇ nejstarsˇ´ıch jedinc˚u
stare´ populace, stanoveny´m pocˇtem potomk˚u (obvykle jen teˇch nejlepsˇ´ıch). Pocˇet
nahrazovany´ch jedinc˚u opeˇt za´vis´ı na proble´mu. Neˇkdy se uva´d´ı 40–60% nahrazen´ı,
jinde jen 10–25%.
Elitismus doplnˇuje neˇktery´ z vy´sˇe uvedeny´ch prˇ´ıstup˚u o mechanismus zajiˇst’uj´ıc´ı prˇezˇit´ı
nejlepsˇ´ıch jedinc˚u jejich kop´ırova´n´ım do nove´ populace (doporucˇuje se cca 10% [1]).
6.9 Podmı´nky ukoncˇen´ı
V te´to fa´zi se vyhodnot´ı dosazˇene´ vy´sledky a rozhodne o dalˇs´ım pokracˇova´n´ı vy´voje
[14]. Pokud jsme s vy´sledky spokojeni, mu˚zˇeme evoluci ukoncˇit. Stejneˇ tak pokud zjist´ıme,
zˇe vy´voj jizˇ prob´ıha´ prˇ´ıliˇs dlouho (nastaveny´ pocˇet generac´ı), populace saturovala do po-
tomk˚u jednoho jedince nebo zˇe vy´voj uva´zl v loka´ln´ım extre´mu a neˇkolik posledn´ıch generac´ı
se pr˚umeˇrna´ fitness populace nezlepsˇuje. Nejcˇasteˇji se ale rozhodneme ve vy´voji pokracˇovat
selekc´ı a tvorbou dalˇs´ı generace.
6.10 Shrnut´ı geneticke´ho algoritmu
Opera´tor selekce vyb´ıra´ nadpr˚umeˇrne´ jedince, krˇ´ızˇen´ı se snazˇ´ı kombinovat jejich silne´
stavebn´ı bloky a opera´tor mutace zodpov´ıda´ za tvorbu novy´ch blok˚u ke kombinova´n´ı. T´ım
kazˇdou generac´ı roste koncentrace silny´ch stavebn´ıch blok˚u v chromozomech cˇa´sti potomk˚u,
kterˇ´ı postupneˇ nahrazuj´ı ty me´neˇ zdatne´. GA je efektivn´ı v nacha´zen´ı a kombinova´n´ı maly´ch
stavebn´ıch blok˚u z gen˚u na chromozomu bl´ızko sebe. S jejich rostouc´ı velikost´ı a koncentrac´ı
v rodicˇ´ıch vsˇak docha´z´ı krˇ´ızˇen´ım a mutac´ı k jejich cˇasteˇjˇs´ımu rozb´ıjen´ı. To brzd´ı vy´voj
a snizˇuje efektivitu prohleda´va´n´ı stavove´ho prostoru, cozˇ zp˚usobuje nelinea´rn´ı na´r˚ust cˇasu




Geneticke´ programova´n´ı je obdobou geneticke´ho algoritmu, ale pracuje s chromozomy
promeˇnne´ de´lky pomoc´ı upraveny´ch opera´tor˚u [18]. Zp˚usoby selekce a ohodnocen´ı vsˇak
z˚usta´vaj´ı stejne´. Chromozom ma´ obvykle stromovou nebo grafovou genotypovou podobu
shodnou se strukturou fenotypu, proto GP na rozd´ıl od veˇtsˇiny EA mezi genotypem a fe-
notypem nerozliˇsuje.
GP navrhl J. Koza pocˇa´tkem devadesa´ty´ch let zejme´na pro automaticky´ na´vrh pro-
gramu˚ a symbolickou regresi. Tyto aplikace jsou typicke´ veˇtsˇ´ımi stavebn´ımi bloky (pod-
stromy) ze vzda´leneˇjˇs´ıch vazeb, se ktery´mi GA nejsou schopny efektivneˇ pracovat. Prˇitom
nejsilneˇjˇs´ı stavebn´ı bloky by´vaj´ı nahusˇteˇny v korˇenech stromu˚ (v´ıce v kapitole 8.1), cozˇ
znemozˇnˇuje jejich akumulaci do jednoho chromozomu. A aby tomu nebylo ma´lo, tak sa-
motne´ stavebn´ı bloky mezi sebou cˇasto vytva´rˇ´ı komplikovane´ vazby (epistaticke´ interakce),
ktere´ st´ıraj´ı jejich hranice a vytva´rˇ´ı jeden stavebn´ı superblok. GP se proto ani nesnazˇ´ı
o c´ılenou kombinaci silny´ch stavebn´ıch blok˚u rodicˇ˚u jako GA, ale vytva´rˇ´ı potomky kopi´ı
superbloku rodicˇ˚u s jednou na´hodneˇ vybranou zameˇneˇnou cˇa´st´ı.
Obra´zek 7.1: Prˇ´ıklad a) syntakticke´ho stromu programu a b) funkce.
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7.1 Ko´dova´n´ı proble´mu
Chromozom v tree-based genetic programming (TGP) [25] prˇedstavuje syntakticky´ strom
(parser tree, syntax tree), zna´zorneˇny´ na obra´zku 7.1, ktery´ se skla´da´ ze trˇ´ı typ˚u uzl˚u:
Korˇenove´ uzly mohou by´t termina´ly i funkce a jejich vy´stupy tvorˇ´ı vy´stupy cele´ho stromu.
Uzly ve veˇtv´ıch stromu reprezentuj´ı funkce, zpracova´vaj´ıc´ı vy´stupy uzl˚u pod nimi, pro uzly
v hierarchii stromu vy´sˇe. Listove´ uzly, jsou termina´ln´ı vstupn´ı hodnoty, zakoncˇuj´ıc´ı kazˇdou
veˇtev stromu.
V linear genetic programming (LGP) je tento strom v chromozomu ko´dova´n rˇeteˇzcem
znak˚u, naprˇ´ıklad pomoc´ı Readova linea´rn´ıho ko´du [1].
7.2 Inicializace
Pro na´hodnou inicializaci pocˇa´tecˇn´ı populace se nejcˇasteˇji pouzˇ´ıva´ jedna ze trˇ´ı metod,
liˇs´ıc´ıch se pokryt´ım stavove´ho prostoru [15]:
Grow na´hodneˇ generuje kazˇdy´ uzel stromu z mnozˇiny funkc´ı a termina´l˚u. Pro kazˇdou
zvolenou funkci generuje i uzly pod n´ı tak, aby kazˇda´ funkce byla zakoncˇena neˇktery´m
termina´lem. Prˇi dosazˇen´ı nastavene´ maxima´ln´ı hloubky stromu je veˇtev ukoncˇena
termina´lem automaticky. Vy´sledkem jsou jedinci se stromy nepravidelne´ho tvaru.
Full vyb´ıra´ pouze z mnozˇiny funkc´ı, dokud nedosa´hne maxima´ln´ı hloubky, kde kazˇdou
veˇtev ukoncˇ´ı termina´lem. Tvorˇ´ı jedince se stromy pravidelne´ho tvaru (viz obra´zek 7.2).
Ramped Half-and-Half vytva´rˇ´ı rovnomeˇrne´ skupiny stromu˚ s r˚uzneˇ nastavenou hloub-
kou od minima´ln´ı azˇ po maxima´ln´ı. Nav´ıc polovinu stromu˚ vytvorˇ´ı metodou Grow
a druhou metodou Full. Na rozd´ıl od prˇedesˇly´ch dvou generuje rozmaniteˇjˇs´ı stromy
s lepsˇ´ım pokryt´ım stavove´ho prostoru.
Obra´zek 7.2: Metodou Full na´hodneˇ vygenerovany´ peˇtipatrovy´ bina´rn´ı strom.
7.3 Mutace
Pouzˇit´ı mutace je v GP volitelne´. Na rozd´ıl od GA, kde se aplikovala po krˇ´ızˇen´ı, se v GP
obvykle aplikuje mı´sto krˇ´ızˇen´ı s pravdeˇpodobnost´ı cca 10% [9]. Vzhledem k tomu, zˇe slouzˇ´ı
jen jako doplneˇk poma´haj´ıc´ı opera´toru krˇ´ızˇen´ı zachova´vat diverzitu velke´ populace, nen´ı jej´ı
cˇetnost pro rychlost konvergence azˇ tak za´sadn´ı. Obvykle se implementuje jako nahrazen´ı
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na´hodneˇ vybrane´ho podstromu novy´m na´hodneˇ vytvorˇeny´m podstromem, ale lze definovat
i jiny´ zp˚usob (inzerce, delece, bodova´ mutace a pod.) [13].
7.4 Krˇ´ızˇen´ı
V GP prob´ıha´ krˇ´ızˇen´ı podobny´m zp˚usobem jako v GA, jen na mı´sto skla´da´n´ı podrˇeteˇzc˚u
rodicˇ˚u, skla´da´ jejich podstromy (viz obra´zek 7.3).
Du˚lezˇity´m rozd´ılem vsˇak je, zˇe kazˇdy´ z potomk˚u je podobny´ pouze na jednoho sve´ho
rodicˇe. Od druhe´ho rodicˇe ma´ sice jeho na´hodneˇ vybrany´ podstrom, ale na na´hodne´m (jine´m)
mı´steˇ. V potomkovi tedy zpravidla pln´ı zcela jinou funkci, nezˇ v rodicˇi.
Krˇ´ızˇen´ı v GP nema´ kombinovat stromy rodicˇ˚u, ale pouze zachova´vat diverzitu populace,
cozˇ ma´ v GA obvykle na starost mutace [12]. Nevy´hodou te´to ”mutace krˇ´ızˇen´ım“ je nutnost
udrzˇovat znacˇnou populaci (v rˇa´du neˇkolika tis´ıc) jedinc˚u pro zajiˇsteˇn´ı dostatecˇneˇ pestre´ho
pocˇtu vza´jemneˇ vymeˇnitelny´ch podstromu˚ [18]. Krˇ´ızˇen´ı lze take´ doplnit ”obycˇejnou“ mutac´ı
a v CGP (popsane´m v kapitole 7.5) jej dokonce zcela nahrazuje.
Bohuzˇel, pravdeˇpodobnost nalezen´ı le´pe funguj´ıc´ıho podstromu (respektive podgrafu),
at’ uzˇ na´hodny´m vy´beˇrem (GP) nebo na´hodny´m vytvorˇen´ım (CGP), se postupem vy´voje
neusta´le zmensˇuje. Cˇ´ım lepsˇ´ı je obvod, t´ım je mensˇ´ı i mnozˇina jeho pozitivn´ıch zmeˇn, cozˇ
take´ by´va´ cˇastou prˇ´ıcˇinou uva´znut´ı vy´voje v loka´ln´ım extre´mu.
Naprˇ´ıklad rozsˇ´ıˇr´ı-li se kvalitn´ı obvod v populaci prˇ´ıliˇs, stane se tak na u´kor konkurence,
ze ktere´ by se cˇasem mohl vyvinout obvod lepsˇ´ı. Nav´ıc pokles genove´ diverzity populace
sn´ızˇ´ı pestrost krˇ´ızˇen´ım vymeˇnitelny´ch podstromu˚, cozˇ prakticky omez´ı vy´voj lepsˇ´ıho ob-
vodu na pouhe´ kombinace jizˇ existuj´ıc´ıho. V takove´m prˇ´ıpadeˇ je velmi nepravdeˇpodobne´,
zˇe se z neˇj skokoveˇ vyvine obvod s lepsˇ´ım potencia´lem pro dalˇs´ı vy´voj, ihned konkurence-
schopny´ rozsˇ´ıˇrene´mu obvodu, jezˇ se do soucˇasne´ podoby dlouho vyv´ıjel.
Obra´zek 7.3 zna´zornˇuje situaci, kdy se snazˇ´ıme vyvinout obvod detekuj´ıc´ı prˇenos v jed-
nobitove´ scˇ´ıtacˇce. Podarˇilo se na´m naj´ıt dva kandida´ty, splnˇuj´ıc´ı veˇtsˇinu pravdivostn´ı ta-
bulky 7.1 a nyn´ı se pokousˇ´ıme jejich krˇ´ızˇen´ım (kombinac´ı) vyvinout obvod lepsˇ´ı.
Obra´zek 7.3: Krˇ´ızˇen´ı stromu˚ prˇedstavuj´ıc´ıch kombinacˇn´ı obvody.
Jak vid´ıme v tabulce 7.1, deˇdivost znak˚u (vyjadrˇuj´ıc´ı mı´ru v jake´ se dany´ znak deˇd´ı
z rodicˇ˚u na potomky [2]) je v pravdivostn´ıch tabulka´ch r˚uzny´ch rodicˇ˚u velmi mala´. Potomci
maj´ı te´meˇrˇ 40% znak˚u zcela nepodobny´ch ani jednomu z rodicˇ˚u a podle standardizovane´
fitness v rˇa´dku ”rozd´ıl˚u proti F“, jsou i vy´razneˇ horsˇ´ı.
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Tabulka 7.1: Pravdivostn´ı tabulka a hodnoty fitness obvod˚u z obra´zku 7.3. Sloupec F
zna´zornˇuje hledanou funkci, sloupce A a B funkce nalezeny´ch kandida´t˚u a sloupce AB
a BA funkce jejich potomk˚u.
abc F A B AB BA
000 0 1 0 1 0
001 0 0 0 1 1
010 0 0 0 0 0
011 1 1 1 0 0
100 0 0 0 0 0
101 1 1 1 0 0
110 1 1 0 0 0
111 1 0 1 0 1
rozd´ıl˚u proti F: 0 2 1 6 4
7.5 Karte´zske´ geneticke´ programova´n´ı
CGP prˇedstavili J. Miller a Y. Tompson v roce 2000, jako variantu GP zameˇrˇenou
na na´vrh digita´ln´ıch obvod˚u na u´rovni hradel (ve strukturˇe podobneˇjˇs´ı rekonfigurovatelny´m
obvod˚um FPGA) [18]. CGP pouzˇ´ıva´ evolucˇn´ı strategii (1+L), tedy L potomk˚u je vytvorˇeno
kopi´ı a mutac´ı nejlepsˇ´ıho jedince. Na rozd´ıl od GP pouzˇ´ıva´ malou populaci (typicky v jed-
notka´ch jedinc˚u), kterou vyv´ıj´ı po mnoho generac´ı. Obvod v CGP reprezentuje propojen´ı
uzl˚u (hradel) mrˇ´ızˇky n×m zako´dovane´ rˇeteˇzcem cely´ch cˇ´ısel ulozˇene´ v chromozomu pevne´
de´lky. CGP tak na rozd´ıl od GP rozliˇsuje mezi fenotypem a genotypem. Rozmeˇry mrˇ´ızˇky
vymezuj´ıc´ı prohleda´vany´ stavovy´ prostor jsou zada´ny pevneˇ a mus´ı by´t vhodneˇ zvoleny
s ohledem na hledane´ rˇesˇen´ı. Obecne´ GP zˇa´dne´ omezen´ı stavove´ho prostoru nema´.
Aby propojova´n´ım hradel vznikaly pouze kombinacˇn´ı obvody (nikoli sekvencˇn´ı), maj´ı
omezenu konektivitu pouze na prˇedesˇla´ hradla a to do vzda´lenosti definovane´ l-back para-
metrem [18]. Hodnota l-back parametru, mimo to zˇe da´le omezuje stavovy´ prostor rˇesˇen´ı
a t´ım pocˇet kombinac´ı ktere´ mu˚zˇe algoritmus proj´ıt, take´ za´sadneˇ ovlivnˇuje vlastnosti
vy´sledne´ho zapojen´ı. Velka´ hodnota mu˚zˇe by´t sice prˇ´ınosna´ pro n´ızky´ pocˇet hradel nebo
male´ zpozˇdeˇn´ı nalezene´ho rˇesˇen´ı, ale za´rovenˇ zhorsˇuje zrˇeteˇzitelnost funkce tohoto obvodu
(pipelining).
Hlavn´ım prˇ´ınosem CGP je snadneˇjˇs´ı evoluce nejen simulac´ı obvodu v pocˇ´ıtacˇi, ale prˇ´ımo
i emulac´ı obvodu v rekonfigurovatelny´ch obvodech, cozˇ prˇina´sˇ´ı 20–50 na´sobne´ urychlen´ı
vy´voje zapojen´ı obvodu. Bohuzˇel slozˇitost na´vrhu obvodu s pocˇtem komponent roste velmi
nelinea´rneˇ, takzˇe ani neˇkolikana´sobne´ urychlen´ı na´vrhu na´m ke slozˇiteˇjˇs´ım obvod˚um prˇ´ıliˇs
nepomu˚zˇe. Zat´ım co pro na´vrh na´sobicˇky 2 × 2 bity (4 vstupy, 4 vy´stupy) je potrˇeba
v pr˚umeˇru 100 generac´ı, pro na´vrh na´sobicˇky 4 × 4 bity (8 vstup˚u, 8 vy´stup˚u) je to uzˇ
miliarda generac´ı [18] a slozˇiteˇjˇs´ı na´vrh je v soucˇasnosti jen teˇzˇko mozˇny´. Jediny´m rˇesˇen´ım
je zrˇejmeˇ urychlen´ı konvergence prohleda´vac´ıho algoritmu.
Pokud neomez´ıme vy´voj obvodu jen na proces na´vrhu a implementujeme evolucˇn´ı algo-
ritmus na stejny´ cˇip spolecˇneˇ s rekonfigurovatelnou logikou, mu˚zˇeme tak vytvorˇit i cˇa´stecˇneˇ
samoopravuj´ıc´ı se, prˇ´ıpadneˇ vysoce odolne´ obvody. Ty jizˇ ale spadaj´ı do oblasti vyv´ıjej´ıc´ıho se
(evolvable) hardware a my se budeme nada´le zaby´vat cˇisteˇ evolucˇn´ım na´vrhem.
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Obra´zek 7.4: Prˇ´ıklad zapojen´ı u´plne´ jednobitove´ scˇ´ıtacˇky v CGP a chromozom ve ktere´m
je ulozˇeno. Podtrzˇene´ cˇ´ıslo urcˇuje logickou funkci hradla (NAND=0, NOR=1, XOR=2,
AND=3, OR=4, NOT=5), zby´vaj´ıc´ı cˇ´ısla zapojen´ı vstup˚u [18].





V te´to kapitole jsem nejprve zjiˇst’oval vliv jednotlivy´ch prvk˚u na funkci obvodu vedouc´ı
k nerovnomeˇrne´mu rozlozˇen´ı stavebn´ıch blok˚u v chromozomu GP oproti GA, podle ktere´ho
jsem pak navrhl hybridn´ı algoritmus.
8.1 Vliv mutace na funkci stromu
Na konferenci GECCO 2000 byl prezentova´n algoritmus, zjednodusˇuj´ıc´ı bina´rn´ı roz-
hodovac´ı diagramy (binary decision diagrams – BDDs), ktere´ reprezentuj´ı booleovsky´mi
funkcemi popsany´ obvod [6]. Algoritmus odhadoval dopad aproximace funkc´ı uzl˚u konstan-
tami a vyb´ıral vhodne´ kandida´ty pro nahrazen´ı. Autorˇi dosa´hli zaj´ımavy´ch vy´sledk˚u prˇi
zmensˇen´ı rozhodovac´ıho stromu s minima´ln´ım vlivem na jeho funkci. Rˇesˇili sice jen stromy
s logicky´mi prvky AND a OR, ale prˇedvedli, zˇe lze odhadnout dopad zmeˇny funkce prvku
na funkci cele´ho stromu.
Vliv libovolne´ho logicke´ho prvku na vy´slednou funkci za´lezˇ´ı sice na konkre´tn´ım zapojen´ı
obvodu, ale pr˚umeˇrny´ vliv zmeˇny prvku lze odhadnout i z jeho pozice. Konkre´tneˇ vezmu-li
pravdivostn´ı tabulky dvouvstupovy´ch hradel AND, OR, XOR, liˇs´ı se mezi sebou v pr˚umeˇru
polovinou bit˚u. Zmeˇna jedne´ logicke´ funkce korˇenove´ho hradla na neˇkterou jinou z teˇchto trˇ´ı
tedy prˇinese v pr˚umeˇru 50% zmeˇnu funkce stromu. Podle dalˇs´ıch vy´pocˇt˚u jizˇ ale obdobna´
zmeˇna o patro n´ızˇe ma´ pr˚umeˇrneˇ jen 33% dopad a s kazˇdy´m dalˇs´ım patrem dopad da´le
klesa´.
Pro oveˇrˇen´ı te´to domneˇnky jsem sestavil program pyramid (viz prˇ´ıloha A.4) a nechal ho
metodou Full generovat na´hodne´ bina´rn´ı stromy z hradel AND, OR, XOR r˚uzny´ch velikost´ı.
V kazˇde´m nelistove´m patrˇe kazˇde´ho stromu jsem docˇasneˇ zmeˇnil funkci nejleveˇjˇs´ıho hradla1
a porovnal pravdivostn´ı tabulku zmeˇneˇne´ho stromu s p˚uvodn´ı.
Vy´sledky opakovaneˇ proka´zaly prˇedpokla´dany´ prˇiblizˇneˇ 33% pokles pr˚umeˇrne´ho pocˇtu
vyvolany´ch zmeˇn s kazˇdy´m nizˇsˇ´ım patrem, pro stromy vsˇech testovany´ch velikost´ı (viz ta-
bulka 8.1). Obdobne´ vy´sledky prˇinesly terna´rn´ı, kvaterna´rn´ı, smı´ˇsene´ stromy i stromy
s r˚uznou kardinalitou mnozˇiny list˚u. Jednotlive´ typy stromu˚ se mezi sebou liˇs´ı jen hod-
1 Na kazˇde´m patrˇe stacˇ´ı zmeˇnit jen jedno hradlo, protozˇe d´ıky komutativiteˇ pouzˇity´ch operac´ı je pr˚umeˇrny´
vliv ostatn´ıch pozic stejne´ho patra ekvivalentn´ı. Pokud by operace byly i distributivn´ı (cozˇ nejsou), byl by
ekvivalentn´ı i vliv jednotlivy´ch pater.
Naprˇ´ıklad vy´razy [(a AND b) XOR (c OR d)] i [(c OR d) XOR (b AND a)] jsou si funkcˇneˇ rovnocenne´,
na rozd´ıl od vy´razu [a AND (b XOR c) OR d].
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notou pr˚umeˇrne´ho poklesu, ktera´ je opeˇt pro vsˇechna patra vsˇech velikost´ı dane´ho typu
stromu stejna´.
Tabulka 8.1: Vliv pozice hradla na funkci bina´rn´ıho stromu (pr˚umeˇr ze 100 pokus˚u).
pr˚umeˇrny´ pocˇet zmeˇneˇny´ch bit˚u z 65536
vy´sˇka stromu / patro 1 2 3 4 5 6 7
2. 32276
3. 30617 21401
4. 32485 19577 14193
5. 33317 22810 15801 8822
6. 33116 21062 14615 8868 6389
7. 32748 21416 12757 7943 6536 3381
8. 34106 19588 13311 7836 4614 2937 1949
zjiˇsteˇny´ vliv: 47-52% 30-35% 19-24% 12-14% 7-10% 4-5% 3%
prˇedpokla´dany´ vliv: 50% 33% 22% 15% 10% 7% 4%
Pod´ıl vlivu korˇenove´ho a nizˇsˇ´ıch hradel na funkci obvodu je dobrˇe patrny´ i z ta-
bulky 8.2. Korˇenove´ hradlo urcˇene´ prvn´ım znakem za´pisu ma´ nejveˇtsˇ´ı pod´ıl na umı´steˇn´ı
v tabulce. Proto se obvody s korˇenovy´m hradlem AND, jehozˇ funkce da´va´ v 75% prˇ´ıpad˚u
nulu, se vyznacˇuj´ı maly´m pocˇtem jednicˇek a shlukuj´ı se v leve´ cˇa´sti tabulky, zat´ım co ob-
vody s korˇenovy´m hradlem OR, jehozˇ funkce da´va´ naopak v 75% jednicˇku, maj´ı jednicˇek
vy´razneˇ v´ıce a tak se shlukuj´ı vpravo. Hradla XOR s funkc´ı vracej´ıc´ı v polovineˇ prˇ´ıpad˚u
nuly a v druhe´ jednicˇky jsou pak uprostrˇed.
Zaj´ımava´ situace nastane, kdyzˇ korˇenove´ hradlo utlumuje jednicˇky a obeˇ hradla pod
n´ım je naopak podporuj´ı (naprˇ´ıklad AOO) nebo opacˇna´ situace s OAA. Jen v takove´m
prˇ´ıpadeˇ prˇekona´ spolecˇny´ vliv obou nizˇsˇ´ıch hradel opacˇny´ vliv hradla nadrˇazene´ho.
Tabulka 8.2: Vsˇech 33 obvod˚u tvaru (a Y b) X (c Z d) zarˇazeny´ch podle pocˇtu jednicˇek
v jejich pravdivostn´ıch tabulka´ch, kde X, Y, Z jsou hradla AND, OR nebo XOR a znaky
a, b, c, d obvodove´ vstupy. Kazˇdy´ obvod je zapsa´n trojic´ı p´ısmen, kde korˇenove´ hradlo X
oznacˇuje pocˇa´tecˇn´ı p´ısmeno (A – AND, O – OR, X – XOR) a dalˇs´ı dveˇ p´ısmena oznacˇuj´ı
zby´vaj´ıc´ı hradla Y a Z.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
AAA AXA AOA AXX AOX OAA XXX AOO OXA OXX OOA OOX OOO





Z experiment˚u plyne nerovnomeˇrne´ rozlozˇen´ı vlivu cely´ch skupin prvk˚u v chromozomu
na vy´slednou funkci stromu. Cˇ´ım hloubeˇji se podstrom ve stromu nacha´z´ı, t´ım mensˇ´ı ma´
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vliv na jeho funkci. Silne´ stavebn´ı bloky nejv´ıce zodpoveˇdne´ za dobrou funkci stromu tak
zrˇejmeˇ vznikaj´ı prˇedevsˇ´ım v korˇenovy´ch cˇa´stech, cozˇ znemozˇnˇuje jejich efektivn´ı kombi-
nova´n´ı v jednom chromozomu a t´ım i rychlejˇs´ı sˇ´ıˇren´ı v populaci sˇirsˇ´ım pocˇtem zdatny´ch
nositel˚u. Proto se s klasicky´mi linea´rn´ımi sche´maty sleduj´ıc´ımi sˇ´ıˇren´ı stavebn´ıch blok˚u v GP
nesetka´va´me tak cˇasto jako v GA.
Kv˚uli n´ızke´ vyuzˇitelnosti stejny´ch stavebn´ıch blok˚u v r˚uzny´ch stromech jich vznika´
velke´ mnozˇstv´ı. To se snazˇ´ı kompenzovat cyklicka´ sche´mata [5], ktera´ prˇedstavuj´ı celou
skupinu rˇesˇen´ı, zalozˇeny´ch na r˚uzne´m pocˇtu iterac´ı stejne´ho cyklicke´ho stavebn´ıho bloku
(viz obra´zek 8.1). Ty se vsˇak vyuzˇ´ıvaj´ı sp´ıˇse pro symbolickou regresi a tak je zde zminˇuji
jen okrajoveˇ.
Obra´zek 8.1: Prˇ´ıklad a) cyklicke´ho sche´ma a dvou jedinc˚u b) a c), ktere´ reprezentuje [5].
8.3 Deˇdivost znak˚u podobny´ch rodicˇ˚u
Krˇ´ızˇen´ı na obra´zku 8.2 je obdobou prˇ´ıkladu 7.4. Opeˇt hleda´me funkci F pomoc´ı krˇ´ızˇen´ı
kandida´tn´ıch rˇesˇen´ı A a B, jenzˇe tentokra´t maj´ı rodicˇe stejnou korˇenovou strukturu. V prav-
divostn´ı tabulce 8.3 teˇchto obvod˚u je videˇt, zˇe potomek AB je svy´m fenotypem velmi
podobny´ rodicˇi B ze ktere´ho zdeˇdil nejveˇtsˇ´ı stavebn´ı blok a funkc´ı dokonce zcela shodny´.
Naopak potomek BA je fenotypem podobny´ rodicˇi A a ”pouha´“ cˇtvrtina jeho znak˚u v prav-
divostn´ı tabulce se nepodoba´ ani jednomu z rodicˇ˚u.
Potomci podobny´ch rodicˇ˚u sice dosahuj´ı vysˇsˇ´ı deˇdivosti znak˚u, nezˇ potomci r˚uzny´ch
rodicˇ˚u, ale prˇesto je cˇa´st jejich znak˚u da´na vazbami mezi stavebn´ımi bloky a ty bude
i nada´le teˇzˇke´ krˇ´ızˇen´ım zachovat. Vy´hodou krˇ´ızˇen´ı podobny´ch rodicˇ˚u jsou nejen pr˚umeˇrneˇ
zdatneˇjˇs´ı potomci oproti potomk˚um r˚uzny´ch rodicˇ˚u, ale take´ potomci podobneˇjˇs´ı na sve´
rodicˇe, cozˇ je deˇla´ prˇedpoveˇditelneˇjˇs´ımi.
Nevy´hodou je nizˇsˇ´ı diverzita gen˚u v populaci, kdy prˇi krˇ´ızˇen´ı velmi podobny´ch jedinc˚u
mu˚zˇe doj´ıt k opakovane´mu vzniku jizˇ vyzkousˇeny´ch fenotyp˚u. Podobnost jedinc˚u na obra´zku
8.2 je natolik velka´, zˇe vy´beˇrem ktere´hokoli ze dvou bod˚u krˇ´ızˇen´ı vzniknou stejn´ı potomci
AB a BA a jejich opeˇtovny´m krˇ´ızˇen´ım vzniknou potomci identicˇt´ı se svy´mi prarodicˇi A a B.
Pa´rova´n´ım rodicˇ˚u podle pravdivostn´ıch tabulek a vhodny´m nastaven´ım minima´ln´ı nutne´
mohutnosti mnozˇiny prˇ´ıpustny´ch bod˚u krˇ´ızˇen´ı (na zmı´neˇny´ch peˇt) by meˇlo pod´ıl tohoto
negativn´ıho prˇ´ıbuzenske´ho krˇ´ızˇen´ı vy´znamneˇ omezit.
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Obra´zek 8.2: Prˇ´ıklad krˇ´ızˇen´ı obvod˚u se spolecˇnou nadrˇazenou strukturou. Dveˇ varianty
prˇ´ıpustny´ch bod˚u krˇ´ızˇen´ı 1,2 podle kapitoly 8.4 jsou oznacˇeny tecˇkovanou cˇarou a cˇ´ıslem.
Ve skutecˇnosti jsou si ale stromy azˇ prˇ´ıliˇs podobne´ a jejich krˇ´ızˇen´ı by nebylo povoleno.
Tabulka 8.3: Pravdivostn´ı tabulka obvod˚u z obra´zku 8.2. Sloupec F zna´zornˇuje hledanou
funkci, sloupce A a B funkce nalezeny´ch kandida´t˚u a sloupce AB a BA funkce jejich
potomk˚u.
abc F A B AB BA
000 0 0 0 0 0
001 0 1 1 1 0
010 0 1 1 1 0
011 1 1 1 1 1
100 0 0 1 1 0
101 1 1 1 1 1
110 1 1 1 1 1
111 1 1 1 1 1
rozd´ıl˚u proti F: 0 2 3 3 0
8.4 Upravene´ krˇ´ızˇen´ı
Velke´ mnozˇstv´ı zmetk˚u s n´ızkou deˇdivost´ı znak˚u vznikaj´ıc´ıch prˇi krˇ´ızˇen´ı r˚uzny´ch je-
dinc˚u (popsane´ v kapitole 7.4) a klesaj´ıc´ı vliv stavebn´ıch blok˚u s jejich vzda´lenost´ı od korˇene
(z kapitoly 8.2), mne vedly k na´vrhu algoritmu s krˇ´ızˇen´ım podobny´ch jedinc˚u preferuj´ıc´ım
zachova´n´ı nejsilneˇjˇs´ıch stavebn´ıch blok˚u v korˇenech stromu˚. Tento hybridn´ı algoritmus za-
chova´va´ pozice c´ıleneˇ kombinovany´ch stavebn´ıch blok˚u jako GA a prˇitom respektuje jejich
korˇenovou orientaci s vazbami typicky´mi pro GP. Krˇ´ızˇen´ı vycha´z´ı z obecne´ho GP, ale snazˇ´ı
se vyhy´bat drˇ´ıve popsany´m neefektivn´ım situac´ım na´sleduj´ıc´ımi omezen´ımi:
1. Krˇ´ızˇ´ı se mezi sebou jen jedinci se shodnou korˇenovou strukturou, jejichzˇ pravdivostn´ı
tabulky se nejle´pe doplnˇuj´ı. Pra´veˇ u takovy´chto rodicˇ˚u je nejveˇtsˇ´ı sˇance na vytvorˇen´ı
lepsˇ´ıho potomka vhodnou kombinac´ı jejich podstromu˚.
2. Body krˇ´ızˇen´ı se pro oba rodicˇe vyb´ıraj´ı pa´roveˇ tak, aby se jimi obvody liˇsily a prˇitom
meˇly oba stejnou nadrˇazenou strukturu (tedy shodnou cestu od bodu krˇ´ızˇen´ı azˇ ke ko-
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rˇeni stromu). Vymeˇneˇne´ stavebn´ı bloky pak maj´ı v potomc´ıch podobnou funkci jako
v rodicˇ´ıch, cozˇ zvysˇuje deˇdivost znak˚u rodicˇ˚u.
3. Cˇ´ım jsou si jedinci podobneˇjˇs´ı, t´ım jsou jejich body krˇ´ızˇen´ı od korˇene vzda´leneˇjˇs´ı
a t´ım me´neˇ se mohou potomci funkcˇneˇ liˇsit (viz kapitola 8.1). Takove´to urychlen´ı
konvergence znacˇneˇ zvysˇuje citlivost metody k uva´znut´ı v d˚usledku ztra´ty genove´
diverzity populace. Proto je zavedena mutace a sta´rnut´ı rod˚u (popsane´ v kapitole 8.6).
4. Poklesu genove´ diverzity populace, vedouc´ı ke zbytecˇne´mu zkousˇen´ı sta´le stejny´ch
kombinac´ı stavebn´ıch blok˚u (viz take´ prˇ´ıklad 8.3), se bra´n´ı take´ t´ım, zˇe se krˇ´ızˇ´ı jen
jedinci, kterˇ´ı maj´ı na vy´beˇr alesponˇ mezi peˇti body krˇ´ızˇen´ı. Jedinci rodicˇovske´ popu-
lace, kterˇ´ı si nenasˇli dostatecˇneˇ odliˇsne´ho partnera pro krˇ´ızˇen´ı, jsou mutova´ni, cˇ´ımzˇ
se genova´ diverzita populace obnovuje.
Tyto omezuj´ıc´ı podmı´nky snizˇuj´ı pravdeˇpodobnost rozbit´ı stavebn´ıch blok˚u rodicˇ˚u,
prˇ´ıpadneˇ jejich neuchycen´ı v potomc´ıch z d˚uvodu odliˇsne´ nadrˇazene´ struktury. Zachova´n´ım
umı´steˇn´ı a funkce jednotlivy´ch stavebn´ıch blok˚u v dalˇs´ıch generac´ıch je podporova´n jejich
vy´voj a specializace pro funkci na dane´ pozici.
Omezen´ı krˇ´ızˇen´ı jen na povolene´ kombinace rodicˇ˚u ale take´ snizˇuje jejich sˇanci na nale-
zen´ı vhodne´ho partnera v rodicˇovske´ populaci. Proto se zby´vaj´ıc´ı nepa´rov´ı jedinci rodicˇovske´
populace budou klonovat s mutac´ı. Mı´ra mutace tak bude neprˇ´ımo u´meˇrna´ genove´ diverziteˇ
populace, cˇ´ımzˇ se sama stabilizuje na potrˇebne´ hodnoteˇ za´pornou zpeˇtnou vazbou. Mutace
bude spocˇ´ıvat ve vybra´n´ı podstromu a jeho nahrazen´ı na´hodneˇ vygenerovany´m stromem,
jako v obecne´m GP.
8.5 EMOEA
Na konferenci NASA/ESA (2006) [7] byla prˇedstavena metoda vy´voje obvodu EMOEA
(Efficient Multi-Objective Evolutionary Algorithm) s podobny´m konceptem. Autorˇi take´
uvazˇovali o zvy´sˇen´ı efektivity obecne´ho algoritmu vhodny´m vy´beˇrem bod˚u krˇ´ızˇen´ı. Tyto
body ale vyb´ırali podle jejich vlivu na fitness hodnotu obvodu zjiˇsteˇne´m prˇi jejich po-
sledn´ı zmeˇneˇ. Tato metoda je podobna´ zpeˇtne´mu zjiˇst’ova´n´ı pod´ılu vah neuron˚u na odchylce
vy´stupn´ı vrstvy neuronove´ s´ıteˇ metody zpeˇtne´ho sˇ´ırˇen´ı chyby (backpropagation)[20].
8.6 Sta´rnut´ı rod˚u
Prˇi na´vrz´ıch neˇktery´ch obvod˚u, typicky u bitovy´ch na´sobicˇek, docha´z´ı k cˇaste´mu
uva´znut´ı v loka´ln´ım extre´mu popsane´m v kapitole 7.4. Proto jsem do na´vrhu hybridn´ıho
algoritmu zavedl i jednoduchy´ fenotypovy´ watchdog s penalizac´ı hojneˇ se mnozˇ´ıc´ıch a prˇesto
se nelepsˇ´ıc´ıch obvod˚u.
Rodovou linii tvorˇ´ı obvody, ktere´ od sve´ho prˇedka zdeˇdily korˇenovou (tedy nejvlivneˇjˇs´ı)
cˇa´st fenotypu. Kazˇdy´ obvod si pocˇ´ıta´ kolikra´t se krˇ´ızˇil a kazˇdy´ potomek jeho rodove´ linie
v tomto pocˇtu pokracˇuje. Jen obvody lepsˇ´ı nezˇ jejich rodicˇ zacˇ´ınaj´ı pocˇ´ıtat zase od nuly.
U ostatn´ıch po prˇekrocˇen´ı nastavene´ meze dojde k penalizaci hodnoty jejich fitness.
Vymı´ra´n´ı rodovy´ch lini´ı dlouhodobeˇ se nelepsˇ´ıc´ıch obvod˚u umozˇnˇuje vyvinout se i zat´ım
me´neˇ konkurenceschopny´m obvod˚um a snizˇuje riziko uva´znut´ı ve slepe´ ulicˇce vy´voje tohoto





V programovac´ım jazyce C++ jsem implementoval algoritmus obecne´ho a hybridn´ıho
GP s volitelny´mi rozsˇ´ıˇren´ımi o ”sta´rnut´ı rod˚u“ a ”simulaci krˇ´ızˇen´ı“ (popsany´ch v kapi-
tola´ch 8.6 a 9.4). Jedna´ se o konzolove´ multiplatformn´ı programy navrhuj´ıc´ı libovolne´
sekvencˇn´ı digita´ln´ı obvody na u´rovni logicky´ch hradel (viz kapitola 2.1). Funkce, pouzˇit´ı
a ovla´da´n´ı programu˚ jsou podrobneˇ popsa´ny v uzˇivatelske´ prˇ´ırucˇce v prˇ´ıloze A.
9.1 Zapojen´ı a vy´pocˇet vy´stupn´ıch hodnot hradel
Logicke´ hradlo je v programu definova´no zcela obecneˇ, jako uzel (krabicˇka) urcˇite´ho
typu, ktery´ definuje pocˇet jeho vstup˚u a logickou funkci nad nimi. Tyto uzly jsou obou-
smeˇrneˇ zapojeny (v pocˇa´tecˇn´ı populaci na´hodneˇ) do stromovy´ch struktur reprezentuj´ıc´ıch
digita´ln´ı obvody. Jednoduchy´m nastaven´ım na vyhrazene´ pozici zdrojove´ho ko´du si lze
urcˇit ze ktery´ch typ˚u hradel se maj´ı vyv´ıjene´ obvody skla´dat, prˇ´ıpadneˇ bez nutnosti zmeˇny
algoritmu samotne´ho definovat typ novy´ s libovolny´m pocˇtem vstup˚u.
Kazˇdy´ uzel stromu zpracova´va´ hodnoty uzl˚u prˇipojeny´ch bezprostrˇedneˇ pod n´ım a vy´-
sledky zase poskytuje teˇm prˇ´ımo prˇipojeny´m nad n´ım. Listove´ prvky stromu (v hierarchii
nejnizˇsˇ´ı) jsou typu Ix, nemaj´ı jizˇ zˇa´dny´ vstup a jejich funkc´ı je vracet konstanty reprezen-
tuj´ıc´ı vsˇechny kombinace vstupn´ıch hodnot obvodu (viz prˇ´ıklad 9.1). Hodnotou korˇenove´ho
prvku (v hierarchii nejvysˇsˇ´ıho) je odezva obvodu na vsˇechny kombinace hodnot obvodovy´ch
vstup˚u. Tato hodnota je pak porovna´va´na se zadanou pravdivostn´ı tabulkou pozˇadovane´ho
obvodu, ktera´ je definova´na pro obvodovy´ vy´stup, reprezentovany´ t´ımto korˇenovy´m prvkem.
Kazˇdy´ obvod z obra´zku 8.2 se trˇemi vstupy (oznacˇeny´mi a, b, c) ma´ 23 mozˇny´ch kom-
binaci vstupn´ıch hodnot. Pravdivostn´ı tabulka 8.3 prˇ´ıslusˇna´ jednobitove´mu obvodove´mu
vy´stupu, definuje jeho hodnotu v kazˇde´ z teˇchto kombinac´ı a tak ma´ osm jednobitovy´ch
hodnot. Cˇ´ım kvalitneˇjˇs´ı je obvod v t´ım v´ıce kombinac´ıch bude jeho vy´stupn´ı hodnota od-
pov´ıdat pozˇadovane´ hodnoteˇ v pravdivostn´ı tabulce a t´ım lepsˇ´ı ohodnocen´ı fitness se mu
dostane. Funkce obvodu A z obra´zku 8.2 odpov´ıda´ vy´razu:
((a OR b) OR ((a OR b) AND c))
Vyhodnocen´ım tohoto vy´razu pro kazˇde´ z osmi mozˇny´ch ohodnocen´ı jeho boolovsky´ch
promeˇnny´ch lze vypocˇ´ıtat pravdivostn´ı tabulku obvodu, uvedenou ve sloupci A tabulky 8.3.
Pro pocˇ´ıtacˇove´ zpracova´n´ı je vsˇak mnohem vy´hodneˇjˇs´ı, pokud jsou boolovske´ promeˇnne´ na-
hrazeny konstantami podle tabulky 9.1 [18]. Bitove´ pozice teˇchto konstant rovneˇzˇ pokry´vaj´ı
vsˇechny kombinace hodnot vstup˚u a jsou na sobeˇ take´ neza´visle´, ale prˇitom je lze vyhodnotit
najednou – jako jeden bajt.
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Tabulku 9.1 lze rozsˇ´ıˇrit pro cˇtyrˇvstupe´ obvody zdvojen´ım pocˇtu bit˚u sta´vaj´ıc´ıch kon-
stant a prˇida´n´ım rˇa´dku d = 1111111100000000. Takto lze indukc´ı vytvorˇit tabulku pro
obvod s libovolny´m pocˇtem vstup˚u. Konstanty obvod˚u se sedmi a v´ıce vstupy, prˇesahuj´ıc´ı
velikost pouzˇite´ho datove´ho typu unsigned long long int se vyhodnocuj´ı postupneˇ. Tento
datovy´ typ jsem zvolil kv˚uli dobre´ prˇenositelnosti mezi 32 a 64-bitovy´mi architekturami
i operacˇn´ımi syste´my. V cele´m programu je vsˇak pouzˇita pouze jeho prˇetypovana´ varianta,
takzˇe jedinou zmeˇnou v hlavicˇkove´m souboru lze pouzˇ´ıt datovy´ typ jiny´ (naprˇ´ıklad uint64 t)
a prˇi spra´vne´m nastaven´ı konstant trˇeba neˇktery´ 32 cˇi 128-bitovy´.
Paraleln´ım vy´pocˇtem po cely´ch 64-bitovy´ch segmentech pravdivostn´ı tabulky, ktery´ je
pro pocˇ´ıtacˇ 64-bitove´ architektury stejneˇ na´rocˇny´ jako vy´pocˇet jej´ıho jedine´ho bitu, docha´z´ı
k vy´znamne´mu urychlen´ı vyhodnocen´ı funkc´ı obvod˚u. Vy´stupn´ı hodnoty hradel na ktery´ch
za´vis´ı funkce obvodu se u kazˇde´ho obvodu pocˇ´ıtaj´ı jen jednou a jsou zapamatova´ny. Tyto
hodnoty jsou od jedincova vzniku azˇ po jeho za´nik nemeˇnne´, protozˇe jake´koli zmeˇny za-
pojen´ı se prova´d´ı jen na jeho potomc´ıch. Vzhledem k tomu, zˇe potomci vznikaj´ı mutac´ı
prˇ´ıpadneˇ krˇ´ızˇen´ım rodicˇ˚u a protozˇe tyto operace meˇn´ı zapojen´ı potomka proti rodicˇi jen
velmi ma´lo a prˇedv´ıdatelneˇ, nepocˇ´ıta´ se takto vznikly´ obvod zcela znovu, ale pouze od bodu
zmeˇny (bodu krˇ´ızˇen´ı) prˇes za´visle´ uzly azˇ ke korˇenove´mu hradlu. T´ım se rovneˇzˇ urychluje
vyhodnocen´ı nove´ho obvodu, ktere´ je zvla´sˇteˇ patrne´ u n´ızky´ch a sˇiroky´ch stromu˚, vzni-
kaj´ıc´ıch prˇi optimalizaci na minima´ln´ı zpozˇdeˇn´ı obvodu.
9.2 Pameˇt’ova´ reprezentace obvodu
Stromova´ struktura hradel tvorˇ´ıc´ıch obvod je v programu ulozˇena v linea´rn´ım poli
prvk˚u, ktere´ jsou spolu prova´za´ny ukazateli. Tyto ukazatele ukazuj´ı pouze na prvky v ra´mci
pole. Proto z pocˇa´tecˇn´ı adresy pole a hodnoty ukazatele lze spocˇ´ıtat index prvku na ktery´
ukazuje, index prˇene´st do nove´ho pole a v neˇm snadno duplikovat p˚uvodn´ı zapojen´ı, jak
zna´zornˇuje obra´zek 9.1.
K ”naklonova´n´ı“ obvodu tak postacˇ´ı jedina´ dynamicka´ alokace pole prvk˚u obvodu, jejich
hromadna´ inicializace a odpov´ıdaj´ıc´ı propojen´ı ukazatel˚u. Jak je z obra´zku 9.1 take´ patrne´,
ukazatele na listove´ prvky prˇedstavuj´ıc´ı obvodove´ vstupy jsou spolecˇne´ vsˇem obvod˚um
v pameˇti, zapojuj´ı se pouze jednosmeˇrneˇ a prˇi ”klonova´n´ı“ se jen zkop´ıruj´ı.
Prvky obvodu jsou v pameˇt’ove´m poli poskla´da´ny od korˇenove´ho s indexem 0, nasledo-
vane´m nejleveˇjˇs´ım prvkem dalˇs´ıho patra, azˇ po nejpraveˇjˇs´ı prvek nejnizˇsˇ´ıho patra. Patro
ve ktere´m se prvek nacha´z´ı souvis´ı s jeho indexem v poli a ma´ kl´ıcˇovy´ vy´znam pro zapo-
jen´ı dalˇs´ıch prvk˚u nebo urcˇen´ı porˇad´ı vyhodnocen´ı prˇi vy´pocˇtu vy´stupn´ıch hodnot prvk˚u
(viz zapojen´ı kombinacˇn´ıch obvod˚u a vy´znam l_back parametru v kapitole 7.5).
Protozˇe zapojen´ı obvodu je zohledneˇno jizˇ porˇad´ım prvk˚u v poli, lze vsˇechny vy´stupn´ı
hodnoty hradel obvodu ve spra´vne´m porˇad´ı prˇepocˇ´ıtat od posledn´ıho prvku pole azˇ po prvn´ı
(korˇenovy´).
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Obra´zek 9.1: prˇ´ıklad reprezentace obvodu v pameˇti a vytvorˇen´ı jeho kopie.
9.3 Krˇ´ızˇen´ı
Proces krˇ´ızˇen´ı kombinuj´ıc´ı stromy rodicˇ˚u A a B v jeden strom AB prob´ıha´ od korˇenove´ho
prvku rodicˇe A azˇ po jeho prvek v bodu krˇ´ızˇen´ı stejneˇ jako ”klonova´n´ı“ z minule´ kapitoly.
Prvek v bodu krˇ´ızˇen´ı rodicˇe A jizˇ nen´ı do potomka prˇekop´ırova´n, stejneˇ jako vsˇechny dalˇs´ı
prvky rodicˇe A, ktere´ nemaj´ı vazbu mimo podstrom dany´ bodem krˇ´ızˇen´ı. Jak ukazuje
obra´zek 9.2, do potomka AB jsou naopak nav´ıc prˇekop´ırova´ny vsˇechny prvky podstromu X
rodicˇe B, takzˇe pocˇty ani indexy prvk˚u kombinovane´ho zapojen´ı AB neodpov´ıdaj´ı ori-
gina´l˚um A a B. Proto jsou vytvorˇena dveˇ pomocna´ pole ukazatel˚u odpov´ıdaj´ıc´ı pol´ım prvk˚u
rodicˇ˚u a postupneˇ kazˇdy´ kop´ırovany´ prvek si v nich na svoji pozici (odpov´ıdaj´ıc´ı jeho pozici
ve stare´m poli) ulozˇ´ı vlastn´ı adresu v nove´m poli. Take´ se adresa odpov´ıdaj´ıc´ı neexistuj´ıc´ı
kopii prvku X rodicˇe A nastav´ı na pozici odpov´ıdaj´ıc´ı kopii prvku X rodicˇe B, aby vsˇechny
zkop´ırovane´ prvky p˚uvodneˇ odkazuj´ıc´ı na prvek X ve stromu A noveˇ ukazovaly jizˇ na kopii
prvku X ze stromu B.
Obra´zek 9.2: prˇ´ıklad vytvorˇen´ı potomka AB kombinac´ı rodicˇ˚u A a B s body krˇ´ızˇen´ı X.
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Kop´ırova´n´ı prvk˚u prob´ıha´ postupneˇ po jednotlivy´ch patrech z obou rodicˇ˚u, takzˇe kazˇdy´
kop´ırovany´ prvek si mu˚zˇe z pomocne´ho pole zjistit adresy kopi´ı svy´ch p˚uvodn´ıch rodicˇov-
sky´ch prvk˚u, ktere´ byly prˇekop´ırova´ny jizˇ drˇ´ıve a rovnou s nimi obnovit obousmeˇrnou vazbu.
Jednosmeˇrne´ vazby na listove´ prvky s nemeˇnnou adresou se kop´ıruj´ı prˇ´ımo.
Nejvyt´ızˇeneˇjˇs´ı funkce v programu, jako naprˇ´ıklad krˇ´ızˇen´ı, jsem se snazˇil navrhnout jed-
nopr˚uchodoveˇ s linea´rn´ı slozˇitost´ı. Kv˚uli tomu cˇasto pouzˇ´ıva´m pomocnou znacˇku (”flag“),
kterou si oznacˇ´ım prvky, se ktery´mi jsem jizˇ prˇi tomto vola´n´ı funkce pracoval. Pokud bych
pro tuto znacˇku pouzˇil boolovskou promeˇnnou, musel bych ji vzˇdy na konci (nebo zacˇa´tku)
funkce nastavit vsˇem prvk˚um zpeˇt na hodnotu false. Mı´sto toho jsem pouzˇil celocˇ´ıselnou
promeˇnnou, kterou prˇi pouzˇit´ı prvku nastavuji na aktua´ln´ı hodnotu globa´ln´ı promeˇnne´.
Po proveden´ı funkce pak stacˇ´ı pouze inkrementovat hodnotu globa´ln´ı promeˇnne´ a vsˇechny
hodnoty znacˇek jsou odliˇsne´ od globa´ln´ı promeˇnne´, tedy nastaveny zpeˇt jako ”nepouzˇity“.
Porovna´n´ı dvou celocˇ´ıselny´ch hodnot je prˇiblizˇneˇ stejneˇ na´rocˇne´, jako porovna´n´ı dvou
booleovsky´ch hodnot a funkci usˇetrˇ´ı jeden zbytecˇny´ pr˚uchod pole prvk˚u.
9.4 Simulace krˇ´ızˇen´ı
Dı´ky pameˇti vy´stupn´ıch hodnot kazˇde´ho hradla lze vyuzˇ´ıt jizˇ existuj´ıc´ı zapojen´ı obvodu
v obou rodicˇ´ıch a pouze prove´st simulaci krˇ´ızˇen´ı docˇasnou za´meˇnou teˇchto vy´stupn´ıch
hodnot mezi hradly v bodech krˇ´ızˇen´ı s prˇepocˇ´ıta´n´ım vyvolany´ch zmeˇn (viz obra´zek 9.3).
Pro vy´pocˇet vy´stupn´ı hodnoty obvod˚u je zcela nepodstatne´, zda jsou mezi jedinci vza´jemneˇ
prohozeny vybrane´ podstromy, spocˇ´ıta´na a do zbytk˚u stromu˚ propagova´na jejich vy´stupn´ı
hodnota nebo zda se prˇepojova´n´ı prˇeskocˇ´ı a jedinci si rovnou vymeˇn´ı jejich da´vno zna´me´
vy´stupn´ı hodnoty.
Obra´zek 9.3: Prˇ´ıklad simulace krˇ´ızˇen´ı za´meˇnou vy´stupn´ıch hodnot hradel rodicˇ˚u v bodech
krˇ´ızˇen´ı (obdoba obra´zku 7.3).
Tak se lze zcela vyhnout cˇasoveˇ i pameˇt’oveˇ nejna´rocˇneˇjˇs´ı cˇa´sti vy´voje, tj. vytvorˇen´ı
a zapojen´ı nove´ho obvodu (o na´sledne´ likvidaci prˇ´ıpadne´ho zmetka, ktery´ch vznika´ naprosta´
veˇtsˇina, ani nemluveˇ).
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Vyhodnocen´ı simulac´ı je vy´razneˇ rychlejˇs´ı nezˇ skutecˇne´ vytvorˇen´ı, zapojen´ı a vyhod-
nocen´ı nove´ho obvodu. Celkove´ urychlen´ı algoritmu ale bude stejneˇ za´viset na nastavene´m
prahu odmı´tany´ch a prˇij´ımany´ch jedinc˚u podle vy´sledk˚u simulace, protozˇe ty prˇijate´ bude
zapotrˇeb´ı stejneˇ vytvorˇit a zapojit.
Bude-li pra´h nastaven prˇ´ıliˇs prˇ´ısneˇ, mu˚zˇe to mı´t neblahe´ d˚usledky na genovou diver-
zitu populace i rychlost konvergence algoritmu. Naopak cˇaste´ vytva´rˇen´ı krˇ´ızˇeny´ch potomk˚u
degraduje potrˇebu simulace, ktera´ se tak sta´va´ nadbytecˇnou.
Nevy´hodnou te´to simulace krˇ´ızˇen´ı je, zˇe pro svoji jednoduchost nen´ı schopna doprˇedu
odhadnout pocˇet pouzˇity´ch hradel obvodu, podle ktere´ho je ve fa´zi optimalizace obvod
hodnocen. To lze samozrˇejmeˇ napravit obsa´hlejˇs´ı heuristikou, ale ta by zat´ızˇila na´rocˇnost
simulace, cozˇ by bylo proti jej´ım smyslu. Jednodusˇsˇ´ı bude omezit pouzˇit´ı simulace jen na fa´zi
na´vrhu a prˇi optimalizaci jizˇ simulaci krˇ´ızˇen´ı nepouzˇ´ıvat.
Naopak vy´hodou te´to simulace je prˇirozeny´ vy´beˇr kvalitn´ıch potomk˚u, kterˇ´ı pak budou
nahrazovat podpr˚umeˇrneˇ kvalitn´ı rodicˇe. T´ımto selekcˇn´ım tlakem i na populaci potomk˚u
by se mohla (prˇi spra´vne´m vyva´zˇen´ı) rychleji zvysˇovat pr˚umeˇrna´ fitness v populaci.
Do obecne´ho i hybridn´ıho algoritmu jsem tedy implementoval simulaci krˇ´ızˇen´ı jako voli-
telne´ rozsˇ´ıˇren´ı, ktere´ vymezuje kvalitu jedinc˚u populace potomk˚u pouze na jedince zdatneˇjˇs´ı
(le´pe splnˇuj´ıc´ı pozˇadavky) nezˇ rodicˇ po ktere´m zdeˇdili korˇenove´ hradlo.
9.5 Vy´pocˇet fitness
Nesplnˇuje-li hodnoceny´ obvod pravdivostn´ı tabulku, odpov´ıda´ jeho hodnota penalizaci
za neu´plnost plus pocˇet nesplneˇny´ch bit˚u pravdivostn´ı tabulky. Jinak hodnota odpov´ıda´
pocˇtu hradel nebo celkove´mu zpozˇdeˇn´ı obvodu, podle zvolene´ho optimalizacˇn´ıho krite´ria.
Asi nejcˇasteˇjˇs´ı volbou bude v prvn´ı rˇadeˇ zpozˇdeˇn´ı (pocˇet pater) obvodu a pak teprve
jeho velikost (pocˇet hradel). Tuto volbu oznacˇuje hodnota MINIMAL_BOTH v konfiguracˇn´ım
souboru popsane´m v prˇ´ıloze A a vyva´zˇen´ı teˇchto protich˚udny´ch pozˇadavk˚u je 100 hradel
na jedno patro. Hodnota fitness funkcˇn´ıho obvodu je tedy pocˇet jeho hradel plus 100× pocˇet
pater. Implicitn´ı hodnota penalizace za neu´plnost je nastavena na 10 000.
fitness =
{





pocˇet hradel obvodu, prˇi nastaven´ı MINIMAL BOXS
pocˇet pater obvodu, prˇi nastaven´ı MINIMAL LEVELS
100 ∗ patra + hradla, prˇi nastaven´ı MINIMAL BOTH
0, prˇi nastaven´ı NONE
(9.2)
9.6 Evoluce obvodu
Obvod s v´ıce vy´stupy vznika´ oddeˇleny´m pseudoparaleln´ım vy´vojem jednotlivy´ch obvo-
dovy´ch vy´stup˚u, ktere´ jsou pak slozˇeny dohromady. Ne jinak je tomu i v metodeˇ EMOEA
(zmı´neˇne´ v kapitole 8.5), kde je slozˇitost na´vrhu obvodu IO take´ rozdeˇlena na I ×O (kde
I a O jsou pocˇty obvodovy´ch vstup˚u a vy´stup˚u).
Oproti Millerovu algoritmu [7], ktery´ vyv´ıj´ı cely´ obvod se vsˇemi obvodovy´mi vy´stupy
prˇ´ımo, je tato varianta zrˇejmeˇ efektivneˇjˇs´ı, ale take´ implementacˇneˇ na´rocˇneˇjˇs´ı. Milleruv
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algoritmus nepotrˇebuje zvla´sˇtn´ı heuristiky pro dodatecˇne´ slozˇen´ı obvodu, ale zmeˇna jednoho
hradla v neˇm mu˚zˇe mı´t vliv na v´ıce obvodovy´ch vy´stup˚u (pravdivostn´ıch tabulek), cozˇ je
prˇi vy´vojem postupneˇ zmensˇovane´ mnozˇineˇ pozitivn´ıch zmeˇn neprˇ´ıjemna´ vlastnost.
Kazˇdy´ obvodovy´ vy´stup se vyv´ıj´ı po nastaveny´ pocˇet generac´ı (naprˇ´ıklad tis´ıc) nebo
dokud nesplnˇuje zada´n´ı. Pak se vy´sledky ulozˇ´ı a vyv´ıj´ı se dalˇs´ı obvodovy´ vy´stup. Pokud
nebylo rˇesˇen´ı neˇktere´ho z nich nalezeno, dostane sˇanci v dalˇs´ım cyklu. Bylo-li nalezeno,
zapamatuje se a vy´voj tohoto obvodove´ho vy´stupu je azˇ do fa´ze optimalizace pozastaven.
Jsou-li zna´ma rˇesˇen´ı vsˇech obvodovy´ch vy´stup˚u, je tento vy´vojovy´ cyklus zakoncˇen jejich
slozˇen´ım pomoc´ı heuristiky popsane´ v kapitole 9.7. Po te´ se vy´voj bud’ ukoncˇ´ı nebo pokracˇuje
dalˇs´ım cyklem optimalizac´ı na velikost obvodu, rychlost, prˇ´ıpadneˇ oboj´ı podle zada´n´ı (v´ıce
v kapitole 9.5).
Pro inicializaci pocˇa´tecˇn´ı populace kazˇde´ho obvodove´ho vy´stupu jsem pouzˇil metodu
Ramped Half-and-Half a pro selekci podle standardizovane´ hodnoty fitness turnajovou selekci
(viz kapitoly 7.2, 6.3 a 6.4). Jako nahrazovac´ı strategii jsem pouzˇil steady-state s elitismem,
jezˇ jsou popsa´ny v kapitole 6.8 a kromeˇ geneticke´ho opera´toru krˇ´ızˇen´ı pouzˇ´ıva´m i mutaci.
9.7 Skla´da´n´ı obvodu
Nejlepsˇ´ı nalezena´ u´plna´ (unika´tn´ı) rˇesˇen´ı jednotlivy´ch obvodovy´ch vy´stup˚u jsou pr˚u-
beˇzˇneˇ ukla´da´na do pameˇt’ovy´ch kontejner˚u. Pokud zna´me alesponˇ jedno rˇesˇen´ı od kazˇde´ho
vy´stupu, probeˇhne na konci kazˇde´ho vy´vojove´ho cyklu (popsane´ho v podkapitole 9.6) jejich
slozˇen´ı dohromady. Zkousˇ´ı se vsˇechny kombinace vsˇech rˇesˇen´ı obvodovy´ch vy´stup˚u a nejlepsˇ´ı
se zap´ıˇse do souboru s vy´sledky.
Zvolena´ kombinace obvodovy´ch vy´stup˚u se skla´da´ s vynecha´va´n´ım duplicitn´ıch hra-
del se stejnou vy´stupn´ı hodnotou. Zacˇ´ına´ se od rˇesˇen´ı s nejvysˇsˇ´ım stromem (obvodovy´
vy´stup s nejveˇtsˇ´ım zpozˇdeˇn´ım) a na neˇj se postupneˇ prˇepojuj´ı vazby duplicitn´ıch hradel.
Ostatn´ı hradla se postupneˇ prˇiˇrazuj´ı, azˇ vy´sledne´ zapojen´ı obsahuje rˇesˇen´ı vsˇech obvodovy´ch
vy´stup˚u.
T´ımto zp˚usobem je take´ provedena dodatecˇna´ optimalizace, protozˇe duplicitn´ı vy´pocˇty
jsou cˇasto prˇ´ıtomny i v rˇesˇen´ı jednotlivy´ch obvodovy´ch vy´stup˚u.
9.8 Validace, podmı´neˇny´ prˇeklad a watchdog
Pro urychlen´ı fa´ze ladeˇn´ı programu a pozdeˇjˇs´ı u´drzˇby obsahuje zdrojovy´ ko´d kontroln´ı
testy povolene´ho rozsahu hodnot kl´ıcˇovy´ch promeˇnny´ch. Tyto testy jsou vsˇak zabaleny
do maker preprocesoru, takzˇe d´ıky jejich podmı´neˇne´mu prˇekladu beˇh vy´sledne´ho programu
nezpomaluj´ı.
Naprˇ´ıklad jednoduche´ makro RANGE(0,x,10) cˇitelnost zdrojove´ho ko´du prˇ´ıliˇs nezateˇzˇuje
a prˇitom v pracovn´ı verzi programu testuje zda se hodnota promeˇnne´ x pohybuje v inter-
valu < 0, 10 >. Pokud zjist´ı zˇe ne, tak na standardn´ı chybovy´ vy´stup a do logovac´ıho
souboru vyp´ıˇse jme´no promeˇnne´, soubor, funkci a rˇa´dek na ktere´m test se nacha´z´ı, spolecˇneˇ
s konkre´tn´ı hodnotou a rozsahem ktery´ prˇekrocˇila.
K teˇmto test˚um jsem prˇidal i d˚ukladny´ test integrity obvodu ulozˇene´ho v pameˇti, rovneˇzˇ
podmı´necˇneˇ vkla´dany´ za kazˇdou operaci meˇn´ıc´ı zapojen´ı obvodu. Testuji naprˇ´ıklad, zda
v zapojen´ı hradel nevznikl cyklus, ktery´ je u kombinacˇn´ıch obvod˚u neprˇ´ıpustny´, jestli jsou
vsˇechna hradla opeˇt korektneˇ obousmeˇrneˇ propojena nebo zda maj´ı spra´vnou vy´stupn´ı
hodnotu.
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Pro snadneˇjˇs´ı ladeˇn´ı a provoz programu jsem vlozˇil do evolucˇn´ıho cyklu watchdog vy´pis.
Ten za kazˇdy´ch peˇt minut norma´ln´ıho vy´voje jednoho obvodove´ho vy´stupu, po ktery´ch
nedojde k prˇepnut´ı na dalˇs´ı, vyp´ıˇse tecˇku. Vy´voj kazˇde´ho obvodove´ho vy´stupu se prˇep´ına´
na dalˇs´ı (implicitneˇ) po 1000 generac´ıch, ktere´ by nemeˇly prˇesa´hnout tuto dobu. Nicme´neˇ
protozˇe tato doba je za´visla´ na velikosti populace, slozˇitosti navrhovane´ho obvodu a vy´konno-
sti c´ılove´ho pocˇ´ıtacˇe, je le´pe mı´t kontrolu, jestli se program neˇkde definitivneˇ ”zacyklil“
a nebo jestli vy´voj zda´rneˇ pokracˇuje (jen pomaleji nezˇ se prˇedpokla´dalo). Stejneˇ je osˇetrˇena




V te´to kapitole jsou nejprve implementovane´ metody porovna´ny prˇi na´vrhu a optima-
lizaci rˇesˇen´ı jednodusˇsˇ´ıch obvod˚u jako: u´plna´ scˇ´ıtacˇka, na´sobicˇka 2x2 bity a multiplexor
4 na 1. Dalˇs´ı experimenty jsou pak zameˇrˇeny na porovna´n´ı u´speˇsˇnosti na´vrhu na´sobicˇek
3x3, 3x4 a 4x4 bity jednotlivy´mi variantami implementovany´ch metod a CGP (implemen-
tovane´ho Ing. Vasˇ´ıcˇkem) [19] jizˇ bez optimalizace nalezeny´ch rˇesˇen´ı.
10.1 U´speˇsˇnost optimalizace
Tato podkapitola popisuje na´vrh obvod˚u a hleda´n´ı jejich optima´ln´ıho rˇesˇen´ı obecny´m
i hybridn´ım algoritmem. Slozˇitost navrhovany´ch obvod˚u byla volena pro co nejvysˇsˇ´ı u´speˇsˇnost
hleda´n´ı rˇesˇen´ı obeˇma testovany´mi algoritmy a porovna´n´ı prˇedevsˇ´ım rychlosti algoritmu˚ pri
optimalizaci nalezeny´ch rˇesˇen´ı na zpozˇdeˇn´ı i velikost obvodu (viz kapitola 9.5).
Kazˇda´ metoda byla otestova´na prˇi velikosti populace 5 000 jedinc˚u pro kazˇdy´ obvo-
dovy´ vy´stup a nebude-li rˇecˇeno jinak s mnozˇinou dvouvstupovy´ch hradel AND, OR, XOR
(u na´sobicˇky 2x2 bity a multiplexoru 4 na 1 i s jednovstupovy´m NOT). Vy´voj obvodu byl
ukoncˇen dosazˇen´ım limitu 50 000 generac´ı.
10.1.1 U´plna´ scˇ´ıtacˇka
Prvn´ı test obecne´ho a hybridn´ıho algoritmu jsem provedl na obvodu u´plne´ bitove´
scˇ´ıtacˇky (full adder). Funkcˇn´ı zapojen´ı je obeˇma algoritmy vyvinuto zpravidla v jedine´ gene-
raci beˇhem zlomku vterˇiny. Zapojen´ı obvodovy´ch vy´stup˚u, zna´zorneˇny´ch v obra´zku 10.1.a,
by´va´ u takto trivia´ln´ıho obvodu cˇasto prˇ´ıtomno jizˇ v pocˇa´tecˇn´ı na´hodne´ populaci.
Nalezena´ rˇesˇen´ı vsˇak by´vaj´ı natolik odliˇsna´, zˇe heuristika veˇtsˇinou nenajde zˇa´dna´ spolecˇna´
(redundantn´ı) hradla a tak jejich slozˇen´ım, na obra´zku 10.1.b, nedojde k zˇa´dne´ optimalizaci.
Nalezen´ı lepsˇ´ıho rˇesˇen´ı na obra´zku 10.1.c, ktere´ ma´ o hradlo me´neˇ pak trva´ prˇiblizˇneˇ 3 000
generac´ı (asi minutu). Optima´ln´ı rˇesˇen´ı z peˇti hradel na obra´zku 10.1.d, vznikne vhodny´m
slozˇen´ım obvodovy´ch vy´stup˚u, ktery´ch by´va´ pro u´speˇsˇne´ kombinova´n´ı dostatecˇny´ vy´beˇr
azˇ po dalˇs´ıch 6 000 generac´ıch.
Pokracˇova´n´ım ve vy´voji vznikne dalˇs´ı ekvivalentn´ı rˇesˇen´ı prˇiblizˇneˇ kazˇdy´ch 3000 ge-
nerac´ı. Maxima´ln´ı pocˇet v testech nalezeny´ch (trˇ´ıpatrovy´ch peˇtihradlovy´ch) rˇesˇen´ı u´plne´
scˇ´ıtacˇky je 12. Jedno z nalezeny´ch optima´ln´ıch rˇesˇen´ı odpov´ıda´ i vzorove´mu zapojen´ı
ze stra´nek Wikipedie [27] (viz obra´zek 10.2).
Pouhe´ trˇi obvodove´ vstupy a dva vy´stupy s rˇesˇen´ım v jednotka´ch hradel, tvorˇ´ı velmi maly´
stavovy´ prostor prˇ´ımo ucˇebnicove´ u´lohy. Vzhledem k hustoteˇ pokryt´ı (navzorkova´n´ı) tohoto
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Obra´zek 10.1: Prˇ´ıklad postupne´ho vy´voje u´plne´ scˇ´ıtacˇky v kroc´ıch a) b) c) a d).
Obra´zek 10.2: Jedno z nalezeny´ch zapojen´ı a) odpov´ıda´ obvodu ze stra´nek Wikipedie b).
stavove´ho prostoru se na´hodneˇ vytvorˇene´ pocˇa´tecˇn´ı populace a t´ım i pr˚ubeˇhy vy´voje obou
algoritmu˚ v grafu 10.3 prakticky neliˇs´ı. Dalˇs´ı algoritmy jsem proto zkousˇel azˇ na slozˇiteˇjˇs´ıch
obvodech.
Vsˇechny testy jsou prova´deˇny s na´sleduj´ıc´ımi experimenta´lneˇ stanoveny´mi parametry1,
prˇi ktery´ch dosahovaly metody nejlepsˇ´ıch vy´sledk˚u:
Do turnajove´ selekce se vyb´ıraj´ı 3 jedinci, rodicˇovska´ populace cˇ´ıta´ 2000 jedinc˚u, elitizmus je
nastaven na 500 jedinc˚u a pod´ıl mutace na u´kor krˇ´ızˇen´ı je 30%. Limit penalizace pro sta´rnut´ı
rod˚u je u obecne´ho algoritmu 50 krˇ´ızˇen´ı a u hybridn´ıho 100. U hybridn´ıho algoritmu je pro
krˇ´ızˇen´ı obvod˚u pozˇadova´na minima´ln´ı mnozˇina peˇti spolecˇny´ch bod˚u krˇ´ıˇzen´ı.
1 Za´znamy provedeny´ch experiment˚u, ktere´ jsou shrnuty v tabulka´ch 10.1 azˇ 10.5, jsou ulozˇeny
na prˇilozˇene´m CD (v adresa´rˇi
”
experimenty“) a jejich vy´znam je podrobneˇ popsa´n v prˇ´ıloze A. Prav-
divostn´ı tabulky testovany´ch obvod˚u jsou uvedeny v prˇ´ıloze B a jejich vy´pocˇet zaznamena´n v adresa´rˇi
”
pravdivostni tabulky obvodu“ ve forma´tech ”ods” a ”xls”.
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Obra´zek 10.3: Pr˚ubeˇh nacha´zen´ı optima´ln´ıch rˇesˇen´ı u´plne´ scˇ´ıtacˇky obecny´m a hybridn´ım
algoritmem.
10.1.2 Na´sobicˇka 2x2 bity
Na´sobicˇka 2x2 bity patrˇ´ı sta´le k velmi jednoduchy´m obvod˚um, jak je videˇt z obra´zku 10.4.
Proto jsem provedl jen peˇt beˇh˚u pro kazˇdou variantu implementovany´ch algoritmu˚2 a vy´sledky
zpr˚umeˇroval do tabulky 10.1. Procentua´ln´ı u´speˇsˇnost algoritmu v tabulce uda´va´ celkovy´
pocˇet nalezeny´ch optima´ln´ıch rˇesˇen´ı v peˇti beˇz´ıch.
Tabulka 10.1: Pr˚ubeˇh na´vrhu a optimalizace na´sobicˇky 2x2 bity pomoc´ı obecne´ho i hyb-
ridn´ıho algoritmu a jejich variant.
algoritmus u´speˇsˇnost
pr˚um. pocˇet generac´ı vy´voje
prvn´ıho zapojen´ı dvana´cti optima´ln´ıch z.
obecny´ 100% 17 19 723
obecny´ se sta´rnut´ım 100% 23 19 930
obecny´ se simulac´ı 100% 20 18 504
obecny´ se simulac´ı i sta´rnut´ım 100% 20 19 928
hybridn´ı 100% 61 20 470
hybridn´ı se sta´rnut´ım 93% 44 23 495
hybridn´ı se simulac´ı 100% 65 20 313
hybridn´ı se simulac´ı i sta´rnut´ım 97% 44 26 563
Nejrychlejˇs´ı na´vrhy prvn´ıho zapojen´ı na´sobicˇky ma´ obecny´ algoritmus. Jeho rozsˇ´ıˇren´ı
o sta´rnut´ı se v pouhy´ch des´ıtka´ch generac´ı do prvn´ıho zapojen´ı jesˇteˇ nestihne projevit a prˇi
hleda´n´ı optima´ln´ıch variant nevykazuje zlepsˇen´ı. Simulace krˇ´ızˇen´ı je prˇi dalˇs´ım hleda´n´ı
lepsˇ´ıch rˇesˇen´ı bez uzˇitku, protozˇe je aplikova´na pouze do nalezen´ı prvotn´ıho rˇesˇen´ı cozˇ
u tohoto obvodu nastane prakticky ihned.
Vsˇechny varianty hybridn´ıho algoritmu jsou vy´razneˇ me´neˇ efektivn´ı, protozˇe obvody
prˇ´ıslusˇne´ jednotlivy´m obvodovy´m vy´stup˚um jsou tvorˇeny pouze neˇkolika hradly. V tak
2 Varianty sta´rnut´ı a simulace k obecne´mu i hybridn´ımu algoritmu jsou popsa´ny v kapitola´ch 8.6 a 9.4.
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maly´ch rˇesˇen´ıch lze teˇzˇko naj´ıt dvojici s peˇti r˚uzny´mi hradly se stejnou nadrˇazenou struk-
turou, cozˇ je minima´ln´ı pozˇadovany´ pocˇet bod˚u krˇ´ızˇen´ı mezi rodicˇi a proto cely´ vy´voj
prob´ıha´ pouze za´sluhou mutace.
Bohuzˇel u hybridn´ıho algoritmu sta´rnut´ı zp˚usobilo pokles u´speˇsˇnosti. Ve dvou prˇ´ıpadech
bylo v limitu 50 000 generac´ı nalezeno mı´sto obvykly´ch 12 optima´ln´ıch rˇesˇen´ı pouze 10 (tj.
93% u´speˇsˇnost).
Zaj´ımave´ ale je, zˇe oproti prvotn´ımu na´vrhu jsou na tom v pr˚umeˇrne´m pocˇtu gene-
rac´ı pro nalezen´ı vsˇech optima´ln´ıch rˇesˇen´ı varianty obecne´ho i hybridn´ıho algoritmu dost
podobneˇ. Prˇedpokla´da´m zˇe obycˇejne´ krˇ´ızˇen´ı je zdaleka nejefektivneˇjˇs´ı pra´veˇ v rane´ cˇa´sti
vy´voje a s klesaj´ıc´ı mnozˇinou pozitivn´ıch zmeˇn v obvodu stoupa´ i pocˇet krˇ´ızˇen´ım vzni-
kaj´ıc´ıch zmetk˚u a proto je pak vy´hodneˇjˇs´ı hybridn´ı krˇ´ızˇen´ı nebo samotna´ mutace.
Obra´zek 10.4: Uka´zka dvou mozˇny´ch zapojen´ı a) a b) ze dvana´cti nalezeny´ch optima´ln´ıch
rˇesˇen´ı na´sobicˇky 2x2 bity.
10.1.3 Multiplexor 4 na 1
Pro na´vrh multiplexoru jsem zvolil deset beˇh˚u kazˇde´ho testu a vy´sledky opeˇt shrnul
do tabulky 10.2. Varianty algoritmu˚ pouzˇ´ıvaj´ıc´ı simulaci jsem z tohoto experimentu vyne-
chal, protozˇe jak je patrno z minule´ho testu, simulace nema´ vy´znam pro takto jednoduche´
obvody.
Tabulka 10.2: U´speˇsˇnost optimalizace multiplexoru 4 na 1 pomoc´ı obecne´ho a hybridn´ıho
algoritmu.
algoritmus
dosazˇena´ fitness pr˚umeˇrna´ hodnota
411 412 413 horsˇ´ı fitness
obecny´ 20% 10% 40% 30% 432,3
obecny´ se sta´rnut´ım 10% 20% 40% 30% 442,3
hybridn´ı 10% 20% 20% 50% 462,2
hybridn´ı se sta´rnut´ım 0% 80% 20% 0% 412,2
Optima´ln´ıho zapojen´ı jedena´cti hradel ve cˇtyrˇech patrech (hodnota fitness 411) dosa´hl
nejcˇasteˇji obecny´ algoritmus. Jeho varianta se sta´rnut´ım jizˇ byla o pozna´n´ı horsˇ´ı a hybridn´ı
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algoritmus byl prˇi vy´voji jednoduchy´ch rˇesˇen´ı opeˇt nejhorsˇ´ı. Hybridn´ı algoritmus ve varianteˇ
se sta´rnut´ım sice nenasˇel v zˇa´dne´m z pokus˚u optima´ln´ı rˇesˇen´ı, zato ale dosa´hl zdaleka
nejlepsˇ´ıch pr˚umeˇrny´ch vy´sledk˚u. Efekt sta´rnut´ı mu tedy prˇinesl rovnomeˇrneˇjˇs´ı prohleda´n´ı
stavove´ho prostoru, ale bohuzˇel na u´kor jeho hloubky.
Obra´zek 10.5: Jedno z nalezeny´ch rˇesˇen´ı multiplexoru z nanejvy´sˇ dvouvstupovy´ch hradel.
Obra´zek 10.6: Evolucˇn´ı rˇesˇen´ı multiplexoru z nanejvy´sˇ cˇtyrˇvstupovy´ch hradel a) od-
pov´ıdaj´ıc´ı inzˇeny´rske´mu prˇ´ıstupu b).
Na obra´zc´ıch 10.5 a 10.6 jsou videˇt vy´sledky evolucˇn´ıch na´vrh˚u s r˚uzny´mi mnozˇinami
pouzˇity´ch hradel. Vyvinuty´ multiplexor se trˇ´ı a cˇtyrˇvstupy´mi hradly je dokonce ekvivalentn´ı
konvencˇn´ımu inzˇeny´rske´mu rˇesˇen´ı. Nen´ı sice optima´ln´ı (ma´ dveˇ hradla NOT nav´ıc) jako
inzˇeny´rske´, protozˇe heuristika odstranˇuj´ıc´ı duplicitn´ı hradla se pouzˇ´ıva´ azˇ prˇi skla´da´n´ı v´ıce
obvodovy´ch vy´stup˚u, ale to lze v dalˇs´ı verzi programu napravit.
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10.2 U´speˇsˇnost na´vrhu
Pro porovna´n´ı u´speˇsˇnosti na´vrhu obvod˚u mnou implementovany´mi metodami a CGP
jsem zvolil na´sobicˇky 3x3, 3x4 a 4x4 bity.
Kazˇda´ metoda GP byla otestova´na stejneˇ jako v minuly´ch experimentech prˇi velikosti
populace 5 000 jedinc˚u (2 000 novy´ch v kazˇde´ generaci) s mnozˇinou dvouvstupovy´ch hradel
AND, OR, XOR. Vznikl´ı potomci veˇtsˇ´ı nezˇ 100 hradel byli automaticky zahozeni a rˇesˇen´ı
obvodove´ho vy´stupu prˇesahuj´ıc´ı 20 pater nebyla akceptova´na. Vy´voj obvodu byl ukoncˇen
nalezen´ım pozˇadovane´ho zapojen´ı nebo dosazˇen´ım limitu 20 000 generac´ı.
V prˇ´ıpadeˇ CGP byla velikost populace ponecha´na na prˇednastaveny´ch peˇti jedinc´ıch
(cˇtyrˇi noveˇ vznikl´ı v kazˇde´ generaci) a funkce blok˚u byla nastavena na AND, OR, XOR
a propojka. Velikost mrˇ´ızˇky jsem nastavil na 14x14 hradel pro co nejpodobneˇjˇs´ı rozsah
prohleda´vane´ho stavove´ho prostoru s experimenty GP. Limit pocˇtu generac´ı jsem adekva´tneˇ
prˇepocˇ´ıtal podle pocˇtu vytva´rˇeny´ch jedinc˚u na 100 000 generac´ı. Take´ jsem drobneˇ pozmeˇnil
implementaci, aby byl vy´voj stejneˇ jako v GP ukoncˇen nalezen´ım rˇesˇen´ı a vynecha´n´ım fa´ze
optimalizace se usˇetrˇil cˇas. Kvalita navrhovany´ch obvod˚u je d´ıky zcela odliˇsne´mu prˇ´ıstupu
nesrovnatelna´ a nen´ı tak prˇedmeˇtem testu, protozˇe ma´ implementace GP skla´da´ rˇesˇen´ı
jednotlivy´ch vy´stup˚u v jeden obvod, zat´ımco CGP vyv´ıj´ı cely´ obvod najednou, d´ıky cˇemuzˇ
dosahuje mensˇ´ıho pocˇtu, ale zpravidla lepsˇ´ıch vy´sledk˚u.
Vsˇechny experimenty byly provedeny na notebooku TOSHIBA Satellite 14F s 1GB
RAM DDR2 a procesorem Intel Pentium Dual-Core prˇi taktovac´ı frekvenc´ı 1.46 GHz. Ex-
perimenty s metodami GP byly provedeny na linuxove´m operacˇn´ım syste´mu KUbuntu
7.10 s ja´drem 2.6.22-14-generic a CGP na operacˇn´ım syste´mu windows XP. Pro orientacˇn´ı
porovna´n´ı cˇasove´ na´rocˇnosti algoritmu˚ byly k pocˇt˚um generac´ı u´speˇsˇny´ch a neu´speˇsˇny´ch
na´vrh˚u zaznamena´ny i nameˇrˇene´ cˇasy. Vy´pisy o pr˚ubeˇhu experiment˚u ze ktery´ch jsou
spocˇ´ıta´ny na´sleduj´ıc´ı statistiky jsou opeˇt ulozˇeny na prˇilozˇene´m CD v adresa´rˇi experimenty.
10.2.1 Na´sobicˇka 3x3 bity
Na´sobicˇka 3x3 bity je jizˇ dostatecˇneˇ slozˇity´ obvod (cca 40 hradel) i pro navrzˇeny´
hybridn´ı algoritmus. Nechal jsem prove´st 100 beˇh˚u kazˇde´ho algoritmu a vy´sledky uvedl
do na´sleduj´ıc´ı tabulky.
Tabulka 10.3: U´speˇsˇnost a rychlost na´vrhu na´sobicˇky 3x3 bity.
algoritmus u´speˇsˇnost
pr˚um. pocˇet pr˚um. pocˇet cˇas 1000
generac´ı ohodnocen´ı generac´ı
obecny´ 65% 4 636 9 272 000 123,8s
obecny´ se sta´rnut´ım 64% 3 295 6 590 000 119,5s
obecny´ se simulac´ı 66% 3 800 7 600 000 93,9s
obecny´ se simulac´ı i sta´rnut´ım 76% 4 149 8 298 000 99,5s
hybridn´ı 94% 1 695 3 390 000 205,3s
hybridn´ı se sta´rnut´ım 94% 1 585 3 170 000 191,4s
hybridn´ı se simulac´ı 97% 1 726 3 452 000 150,1s
hybridn´ı s obeˇma vylepsˇen´ımi 98% 1 636 3 272 000 180,8s
CGP 98% 1 068 308 4 273 232 0,071s
Podle statistiky v tabulce 10.3 vycha´z´ı z GP metod celkoveˇ nejle´pe hybridn´ı algorit-
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mus s vylepsˇen´ım o sta´rnut´ı a simulaci. Vliv sta´rnut´ı je videˇt na varianta´ch hybridn´ıho
i obecne´ho algoritmu. V obou prˇ´ıpadech vedl k vy´znamne´mu sn´ızˇen´ı pr˚umeˇrne´ho pocˇtu ge-
nerac´ı na na´vrh, ale bez zvy´sˇen´ı u´speˇsˇnosti. Simulace vedla k vy´razne´ cˇasove´ u´sporˇe, azˇ 40%
v cˇase potrˇebne´m pro vyhodnocen´ı 1 000 generac´ı, ale jen k drobne´mu zvy´sˇen´ı u´speˇsˇnosti
a v prˇ´ıpadeˇ obecne´ho algoritmu i drobne´mu sn´ızˇen´ı pr˚umeˇrne´ho pocˇtu potrˇebny´ch generac´ı
pro u´speˇsˇny´ na´vrh. Spolecˇna´ kombinace sta´rnut´ı i simulace pak vedla k nejvysˇsˇ´ı u´speˇsˇnosti
a pr˚umeˇrne´mu cˇasu trva´n´ı 1 000 generac´ı mezi samostatny´mi variantami sta´rnut´ı a simu-
lace.
Generace hybridn´ıho algoritmu oproti obecne´mu trva´ kv˚uli hleda´n´ı vhodny´ch partner˚u
a bod˚u krˇ´ızˇen´ı prˇiblizˇneˇ o polovinu de´le, ale d´ıky vysˇsˇ´ı efektiviteˇ jich je pro u´speˇsˇny´ na´vrh
potrˇeba pouze trˇetinovy´ pocˇet. Podrobneˇjˇs´ı porovna´n´ı cˇasove´ slozˇitosti variant testovany´ch
algoritmu˚ a CGP na r˚uzny´ch na´sobicˇka´ch je uvedeno v podkapitole 10.3.
Podle ocˇeka´va´n´ı se experimenty s na´vrhy obvod˚u algoritmem GP a CGP teˇzˇko po-
rovna´vaj´ı. CGP potrˇebuje znacˇny´ pocˇet generac´ı pro u´speˇsˇny´ na´vrh, ale d´ıky minima´ln´ı
velikosti populace a efektivnosti maticove´ (oproti stromove´) reprezentaci obvodu je vy-
hodnocuje extre´mneˇ rychle. Proto lze porovnat pouze u´speˇsˇnost na´vrhu a pr˚umeˇrny´ pocˇet
ohodnoceny´ch obvod˚u potrˇebny´ch pro u´speˇsˇny´ na´vrh. Hybridn´ı algoritmus s obeˇma vy-
lepsˇen´ımi dosahuje prˇi na´vrhu tohoto obvodu stejne´ u´speˇsˇnosti jako CGP a v pr˚umeˇrne´m
pocˇtu vyhodnocen´ı obvod˚u je dokonce jesˇteˇ lepsˇ´ı. A to i prˇes to, zˇe CGP vyhodnocuje cely´
obvod najednou, zat´ım co GP do te´to hodnoty pocˇ´ıta´ vyhodnocen´ı kazˇde´ho obvodove´ho
vy´stupu zvla´sˇt’.
10.2.2 Na´sobicˇka 3x4 bity
Na´sobicˇka 3x4 ma´ proti na´sobicˇce 3x3 pro kazˇdy´ obvodovy´ vy´stup pravdivostn´ı ta-
bulku dvojna´sobne´ velikosti. Pro vy´pocˇet teˇchto 128 bitovy´ch tabulek jsou jizˇ potrˇeba dva
segmenty a tak i ohodnocen´ı obvod˚u by meˇlo teoreticky trvat de´le. Prakticky ale docha´z´ı
k paralelizaci jejich vy´pocˇtu prˇ´ımo v procesoru prˇi urcˇova´n´ı porˇad´ı prova´deˇny´ch instrukc´ı
(technika Out-of-Order) [29], protozˇe vy´pocˇet obou segment˚u je neza´visly´. Vysˇsˇ´ı cˇasovou
na´rocˇnost experimentu jsem kompenzoval sn´ızˇen´ım pocˇtu beˇh˚u kazˇde´ho algoritmu na 50.
Tabulka 10.4: U´speˇsˇnost a rychlost na´vrhu na´sobicˇky 3x4 bity.
algoritmus u´speˇsˇnost
pr˚um. pocˇet pr˚um. pocˇet cˇas 1000
generac´ı ohodnocen´ı generac´ı
obecny´ 20% 12 186 24 372 000 154,2s
obecny´ se sta´rnut´ım 8% 7 294 14 588 000 146,6s
obecny´ se sta´rnut´ım2 12% 12 734 25 468 000 146,2s
obecny´ se simulac´ı 26% 10 146 20 292 000 103,0s
obecny´ se simulac´ı i sta´rnut´ım 14% 9 483 18 966 000 107,2s
hybridn´ı 50% 7 582 15 164 000 346,7s
hybridn´ı se sta´rnut´ım 50% 8 143 16 286 000 297,3s
hybridn´ı se simulac´ı 52% 8 249 16 498 000 277,1s
hybridn´ı se simulac´ı i sta´rnut´ım 66% 6 221 12 442 000 265,3s
CGP 94% 2 842 620 11 370 480 0,141s
Statistika z tabulky 10.4 v podstateˇ pokracˇuje ve stejne´m trendu jako tabulka 10.3. Hyb-
ridn´ı algoritmus se sta´rnut´ım a simulac´ı opeˇt dosa´hl z GP nejlepsˇ´ı u´speˇsˇnosti i nejmensˇ´ıho
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pr˚umeˇrne´ho pocˇtu generac´ı potrˇebny´ch pro na´vrh a simulace take´ vy´razneˇ urychlila beˇh
algoritmu i lehce zvy´sˇila jeho u´speˇsˇnost.
V prˇ´ıpadeˇ obecne´ho algoritmu vedlo sta´rnut´ı opeˇt k vy´znamne´mu sn´ızˇen´ı pr˚umeˇrne´ho
pocˇtu generac´ı na na´vrh, ale tentokra´t i drasticke´mu sn´ızˇen´ı u´speˇsˇnosti. Prˇ´ıcˇinou poklesu
u´speˇsˇnosti je zrˇejmeˇ hranice sta´rnut´ı nezohlednˇuj´ıc´ı slozˇiteˇjˇs´ı na´vrh na´sobicˇky 3x4, na ktery´
je potrˇeba v pr˚umeˇru prˇiblizˇneˇ trojna´sobny´ pocˇet generac´ı vy´voje proti na´sobicˇce 3x3. Vy-
zkousˇel jsem tedy i variantu obecne´ho algoritmu s limitem sta´rnut´ı nastaveny´m z 50 krˇ´ızˇen´ı
na 130 (v tabulce oznacˇenou jako obecny´ se sta´rnut´ım2). Zmı´rneˇn´ı limitu sice u´speˇsˇnost
zvy´sˇilo o trˇetinu, ale pr˚umeˇrny´ pocˇet generac´ı vy´voje na´vrhu se vra´til zpeˇt na u´rovenˇ
obecne´ho algoritmu. Kombinace sta´rnut´ı i simulace (s p˚uvodn´ım limitem 50 krˇ´ızˇen´ı) prˇinesla
pr˚umeˇrne´ vy´sledky obou, tedy i sn´ızˇene´ u´speˇsˇnosti.
V prˇ´ıpadeˇ hybridn´ıho algoritmu jizˇ samotne´ sta´rnut´ı ani simulace nedosahuj´ı vy´razny´ch
rozd´ıl˚u a tak jsem posun limitu sta´rnut´ı u hybridn´ıho algoritmu nezkousˇel.
CGP ale dosahuje na slozˇiteˇjˇs´ıch obvodech vysˇsˇ´ı u´speˇsˇnosti a co se ty´cˇe pr˚umeˇrne´ho
pocˇtu ohodnocen´ı, tak srovnatelne´ vy´sledky jizˇ da´va´ jen hybridn´ı algoritmus s obeˇma vy-
lepsˇen´ımi.
10.2.3 Na´sobicˇka 4x4 bity
Na´sobicˇka 4x4 bity je v te´to pra´ci nejslozˇiteˇjˇs´ım navrhovany´m obvodem. Je definova´n
osmi 256-bitovy´mi pravdivostn´ımi tabulkami, ktere´ GP vyhodnocovalo po cˇtyrˇ 64-bitovy´ch
segmentech a CGP dokonce po osmi 32-bitovy´ch. Kv˚uli na´rocˇnosti tohoto na´vrhu jsem
musel rozsˇ´ıˇrit prohleda´vany´ stavovy´ prostor posunem limitu uvazˇovany´ch rˇesˇen´ı (kazˇde´ho
obvodove´ho vy´stupu) na 200 hradel pro algoritmus GP a adekva´tneˇ i mrˇ´ızˇku CGP na 15x20
hradel. Take´ jsem desetkra´t zvy´sˇil limit pocˇtu generac´ı na 200 000 pro GP a odpov´ıdaj´ıc´ıch
10 000 000 pro CGP. Rovneˇzˇ vzhledem k extre´mn´ı cˇasove´ na´rocˇnosti tohoto experimentu
(v rˇa´du stovek hodin) jsem si mohl dovolit plneˇ otestovat 10 beˇh˚u jen dvou metod. Zvolil
jsem proto nejlepsˇ´ı variantu GP z minuly´ch experiment˚u a CGP. U ostatn´ıch metod jsem
zmeˇrˇil jen cˇas potrˇebny´ pro vyhodnocen´ı 1000 generac´ı.
Tabulka 10.5: U´speˇsˇnost a rychlost na´vrhu na´sobicˇky 4x4 bity.
algoritmus u´speˇsˇnost
pr˚um. pocˇet pr˚um. pocˇet cˇas 1000
generac´ı ohodnocen´ı generac´ı
obecny´ – – – 256s
obecny´ se sta´rnut´ım – – – 236s
obecny´ se simulac´ı – – – 161s
obecny´ se simulac´ı i sta´rnut´ım – – – 159s
hybridn´ı – – – 614s
hybridn´ı se sta´rnut´ım – – – 561s
hybridn´ı se simulac´ı – – – 479s
hybridn´ı se simulac´ı i sta´rnut´ım 50% 87 318 174 636 000 519s
CGP 100% 52 800 056 211 200 224 0,382s
Jak je videˇt z vy´sledk˚u v tabulce 10.5 s rozsˇ´ıˇreny´m stavovy´m prostorem dosa´hl algorit-
mus CGP prˇi na´vrhu na´sobicˇky 4x4 bity vysˇsˇ´ı u´speˇsˇnosti nezˇ prˇi na´vrhu na´sobicˇky 3x4 nebo
3x3 bity. V pr˚umeˇrne´m pocˇtu ohodnoceny´ch obvod˚u beˇhem u´speˇsˇne´ho na´vrhu je na tom
GP sice o pozna´n´ı le´pe nezˇ CGP, ale v u´speˇsˇnosti se mu jizˇ nemu˚zˇe rovnat.
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10.3 Shrnut´ı vy´sledk˚u u´speˇsˇnosti na´vrh˚u
Pro lepsˇ´ı prˇehlednost celkovy´ch vy´sledk˚u vybrany´ch metod jsem udeˇlal celkovy´ souhrn
v na´sleduj´ıc´ı tabulce. Chyb´ı zde pouze test na´vrhu na´sobicˇky 4x4 bity obecny´m GP, ktery´
jsem z cˇasovy´ch d˚uvod˚u nemohl prove´st.
Tabulka 10.6: Souhrn experiment˚u s na´vrhem bitovy´ch na´sobicˇek.
na´vrh
I / O metoda
u´speˇsˇ- pr˚um. pocˇet
obvodu nost ohodnocen´ı
na´sobicˇka 2x2 bity 4 / 4 100% 34 000
na´sobicˇka 3x3 bity 6 / 6 obecny´ 65% 9 272 000
na´sobicˇka 3x4 bity 7 / 7 algotitmus 20% 24 372 000
na´sobicˇka 4x4 bity 8 / 8 – –
na´sobicˇka 2x2 bity 4 / 4 hybridn´ı 100% 88 000
na´sobicˇka 3x3 bity 6 / 6 algotitmus 98% 3 272 000
na´sobicˇka 3x4 bity 7 / 7 se sta´rnut´ım 66% 12 442 000
na´sobicˇka 4x4 bity 8 / 8 i simulac´ı 50% 174 636 000
na´sobicˇka 2x2 bity 4 / 4
CGP
100% 29 964
na´sobicˇka 3x3 bity 6 / 6 98% 4 273 232
na´sobicˇka 3x4 bity 7 / 7 94% 11 370 480
na´sobicˇka 4x4 bity 8 / 8 100% 211 200 224
Pokud vezmeme hodnotu pr˚umeˇrne´ho pocˇtu ohodnocen´ı potrˇebny´ch pro dany´ na´vrh
z tabulky 10.6 jako meˇrˇ´ıtko na´rocˇnosti tohoto na´vrhu, vid´ıme, zˇe prˇi zhruba trojna´sobne´m
zvy´sˇen´ı na´rok˚u na´sobicˇky 3x4 bity proti na´sobicˇce 3x3 bity poklesla u´speˇsˇnost obecne´ho
algoritmu prˇiblizˇneˇ trˇikra´t. Proto prˇedpokla´da´m zˇe prˇi dalˇs´ım v´ıce nezˇ desetina´sobne´m
zvy´sˇen´ı na´rok˚u prˇi prˇechodu na na´sobicˇku 4x4 bity (zjiˇsteˇne´m na hybridn´ım i CGP algo-
ritmu) poklesne u´speˇsˇnost obecne´ho algoritmu natolik, zˇe tento na´vrh jizˇ prakticky nebude
obecny´m algoritmem mozˇny´.
Oproti tomu hybridn´ı algoritmus GP rozsˇ´ıˇreny´ o sta´rnut´ı a simulaci dosa´hl na na´vrhu
na´sobicˇky 3x3 bity o 33% vysˇsˇ´ı u´speˇsˇnosti nezˇ obecny´ algoritmus, na na´sobicˇce 3x4 bity jizˇ
o 46% a na´sobicˇku 4x4 bity dokonce zvla´dl navrhnout take´, cˇ´ımzˇ proka´zal vy´razne´ zlepsˇen´ı
proti obecne´mu algoritmu. Azˇ na prˇ´ıliˇs jednoduche´ obvody (jako je na´sobicˇka 2x2 bity)
dosa´hl proti obecne´mu algoritmu i polovicˇn´ıho azˇ trˇetinove´ho pocˇtu potrˇebny´ch ohodnocen´ı
na na´vrh.
U´speˇsˇnost CGP je sice sta´le jesˇteˇ nejvysˇsˇ´ı, hybridn´ı algoritmus se mu uzˇ ale vyrovna´




Nastudoval jsem problematiku evolucˇn´ıho na´vrhu obvodu a sezna´mil se s technikou
sˇ´ıˇren´ı sche´mat v evolucˇn´ım algoritmu. Pokusil jsem se podat uceleny´ prˇehled r˚uzny´ch typ˚u
evolucˇn´ıch algoritmu˚, zvla´sˇteˇ pak GA, GP a CGP. Na za´kladeˇ zjiˇsteˇny´ch charakteristicky´ch
vlastnost´ı stavebn´ıch blok˚u a jejich odliˇsne´ho zpracova´n´ı jsem navrhl, implementoval a otes-
toval hybridn´ı algoritmus GA a GP, spolecˇneˇ se dveˇma dalˇs´ımi vylepsˇen´ımi pouzˇitelny´mi
i pro obecny´ algoritmus GP.
Na provedeny´ch experimentech s bitovy´mi na´sobicˇkami jsem proka´zal pozitivn´ı vliv im-
plementovany´ch vylepsˇen´ı obecne´ho i hybridn´ıho algoritmu GP. Hybridn´ı algoritmus nav´ıc
proti obecne´mu dosa´hl ve vsˇech zkousˇeny´ch varianta´ch na dostatecˇneˇ slozˇity´ch obvodech
vy´razneˇ lepsˇ´ıch vy´sledk˚u.
Experimenty s na´sobicˇkami jsem zopakoval i s alternativn´ı metodou na´vrhu CGP, ktera´
se pro evolucˇn´ı na´vrh logicky´ch obvod˚u pouzˇ´ıva´ nejcˇasteˇji. Pro jej´ı beˇh je sice potrˇeba
vhodne´ nastaven´ı mrˇ´ızˇky na dany´ proble´m, pak ale obvykle dosahuje lepsˇ´ıch vy´sledk˚u nezˇ
geneticke´ programova´n´ı.
Navrzˇeny´ algoritmus GP lze samozrˇejmeˇ vyzkousˇet i na symbolickou regresi nebo da´le
vylepsˇit pro na´vrh obvod˚u zohledneˇn´ım odhadu dopadu zmeˇny hradla prˇi vy´beˇru bod˚u
krˇ´ızˇen´ı, ale lepsˇ´ı vy´sledky by mohlo prˇine´st zapracova´n´ı odzkousˇeny´ch vylepsˇen´ı GP do CGP.
Naprˇ´ıklad neprˇepocˇ´ıta´vat vzˇdy celou matici, ale jen zmeˇneˇnou a navazuj´ıc´ı cˇa´st nebo odvo-
zovat mı´ru mutace jednotlivy´ch hradel podle statistiky jejich vlivu na funkci obvodu. Take´
lze uvazˇovat o pameˇti nalezeny´ch rˇesˇen´ı a v prˇ´ıpadeˇ uva´znut´ı se k nim vracet.
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Altruisticke´ chova´n´ı je opakem sobecke´ho, jedinec kona´ pro dobro ostatn´ıch i kdyzˇ ho
to znevy´hodnˇuje.
CLB (Configurable Logic Block) je pole libovolneˇ propojitelny´ch logicky´ch buneˇk s pro-
gramovatelnou funkc´ı.
Development je evolucˇn´ı technika vy´voje chromozomu obsahuj´ıc´ıho instrukce pro vy´voj
fenotypu.
Digita´ln´ı obvod pracuje s digita´ln´ım signa´lem. Tedy signa´lem, ktery´ je vzorkovany´ a za´ro-
venˇ kvantovany´, tj. je tvorˇen posloupnost´ı vzork˚u, ktere´ mohou naby´vat pouze ome-
zene´ho pocˇtu hodnot.
Diploidn´ı bunˇky maj´ı dveˇ sady pa´rovy´ch chromozomu˚. Naprˇ´ıklad cˇloveˇk ma´ v kazˇde´
bunˇce (mimo pohlavn´ı) 23 pa´r˚u chromozomu˚, jeden z pa´r˚u od otce a druhy´ od matky.
Diverzita populace nebo gen˚u znamena´ rozmanitost jedinc˚u prˇ´ıpadneˇ variant gen˚u v po-
pulaci.
DNA (Deoxyribonucleic acid) je nositelkou geneticke´ informace vsˇech zˇivy´ch organismu˚.
ESA (European Space Agency) je mezivla´dn´ı organizace pro vyuzˇit´ı vesmı´ru, ktera´ ma´
v soucˇasnosti 17 cˇlensky´ch sta´t˚u.
EMOEA (Efficient Multi-Objective Evolutionary Algorithm) je algoritmus vyb´ıraj´ıc´ı body
krˇ´ızˇen´ı podle jejich vlivu na fitness hodnotu obvodu.
Emulace napodoben´ı cˇinnosti jednoho zarˇ´ızen´ı pomoc´ı jine´ho
FPAA (Field Programmable Analog Arrays) je rekonfiguravatelny´ obvod s volitelny´m za-
pojen´ım pole operacˇn´ıch zesilovacˇ˚u nebo tranzistor˚u.
FPGA (Field Programmable Gate Arrays) je rekonfiguravatelny´ obvod na ba´zi hradlovy´ch
pol´ı, ktere´ lze libovolneˇ propojovat.
FPTA (Field Programmable Transistor Arrays) je rekonfiguravatelny´ obvod s volitelny´m
zapojen´ım pole tranzistor˚u (podmnozˇina FPAA).
Globa´ln´ı extre´m funkce f(x) je bod, ve ktere´m je funkcˇn´ı hodnota nejvysˇsˇ´ı, resp. nejnizˇsˇ´ı
pro cely´ definicˇn´ı obor funkce.
GUI (Grafic user interface) je graficke´ uzˇivatelske´ rozhran´ı, neboli graficka´ podoba ovla´da´n´ı
programu.
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Haploidn´ı bunˇky maj´ı jen jednu sadu chromozomu˚. Vyskytuj´ı se u primitivn´ıch rostlin
nebo v pohlavn´ıch bunˇka´ch zˇivocˇich˚u.
Heuristika v informatice je postup, da´vaj´ıc´ı orientacˇn´ı informace o rˇesˇen´ı dane´ho proble´mu,
ktere´ pak mohou ve´st k jeho nalezen´ı.
Inkrementa´ln´ı evoluce rozdeˇluje syste´m na jednodusˇsˇ´ı subsyste´my, ktere´ se navrhuj´ı sa-
mostatneˇ a potom spoj´ı.
Kardinalita mnozˇiny (take´ mohutnost mnozˇiny) je pojmem teorie mnozˇin, vyjadrˇuj´ıc´ı
velikost konecˇny´ch ale i nekonecˇny´ch mnozˇin.
Klamne´ optimum (viz loka´ln´ı extre´m)
Konvergence je pojem oznacˇuj´ıc´ı sb´ıhavost, sblizˇova´n´ı, poprˇ. vy´voj, ktery´ vede ke sbl´ızˇen´ı.
Kvantove´ jevy jsou interakce elementa´rn´ıch cˇa´stic. Naprˇ´ıklad vza´jemne´ p˚usoben´ı dvou
protich˚udny´ch elektron˚u v sousedn´ıch vodicˇ´ıch, ktere´ negativneˇ ovlivnˇuje rychlost
sˇ´ıˇren´ı teˇchto cˇa´stic.
Kvazina´hodny´ vy´beˇr je na´hodny´ vy´beˇr s nerovnomeˇrneˇ rozlozˇenou pravdeˇpodobnost´ı.
Loka´ln´ı extre´m funkce f(x) je bod, ve ktere´m je funkcˇn´ı hodnota vysˇsˇ´ı (loka´ln´ı maxi-
mum) cˇi nizˇsˇ´ı (loka´ln´ı minimum) nezˇ funkcˇn´ı hodnota v okoln´ıch bodech.
Mohutnost mnozˇiny (viz. kardinalita mnozˇiny)
NASA (National Aeronautics and Space Administration) je americka´ vla´dn´ı agentura zod-
poveˇdna´ za americky´ kosmicky´ program a vsˇeobecny´ vy´zkum v oblasti letectv´ı.
Prˇedcˇasna´ konvergence znamena´ ukvapene´ oznacˇen´ı nejlepsˇ´ıho rˇesˇen´ı, ktere´ je prˇitom
nejlepsˇ´ı pouze v dane´ oblasti.
Pseudoparalelismus je paralelizmus simulovany´ rychly´m prˇep´ına´n´ım se´rioveˇ beˇzˇ´ıc´ıch pro-
ces˚u.
Saturace populace jedn´ım jedincem ma´ vy´znam nasycen´ı, kdy dany´ jedinec dosa´hl ma-
xima´ln´ıho pocˇtu kopi´ı v populaci.
Selekcˇn´ı tlak je tlak, ktery´m p˚usob´ı prostrˇed´ı nebo cˇloveˇk na urcˇitou populaci t´ım, zˇe z n´ı
odstranˇuje nositele urcˇite´ho znaku.
Simulace je napodobova´n´ı deˇj˚u a proces˚u obvykle v ra´mci zjednodusˇene´ho modelu.
SPICE (Simulation Program with Integrated Circuit Emphasis) je simula´tor pouzˇ´ıvany´
pro na´vrh obvod˚u.
Symbolicka´ regrese je hleda´n´ı funkce aproximuj´ıc´ı mnozˇinu zadany´ch bod˚u (matema-
ticka´ obdoba u´lohy z IQ-testu: doplneˇn´ı chybeˇj´ıc´ıho cˇ´ısla v cˇ´ıselne´ rˇadeˇ).
Sˇka´lovatelnost znamena´ promeˇnlivost, volitelnost nebo prˇizp˚usobitelnost.
U´NDF (U´plna´ Norma´ln´ı Disjunktn´ı Forma) je vy´raz ve tvaru soucˇtu soucˇin˚u booleovsky´ch
promeˇnny´ch.
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Watchdog (z anglicˇtiny – ”hl´ıdac´ı pes“) je p˚uvodneˇ pocˇ´ıtacˇova´ periferie, ktera´ resetuje
syste´m prˇi jeho zaseknut´ı. U softwaru oznacˇuje hl´ıdany´ cˇasovy´ limit programove´
smycˇky nebo zmeˇny hl´ıdane´ promeˇnne´.
Za´porna´ zpeˇtna´ vazba nasta´va´ pokud zvy´sˇen´ı hodnoty, prˇiva´deˇne´ z vy´stupu na vstup,
zp˚usob´ı sn´ızˇen´ı hodnoty na vy´stupu. Pouzˇ´ıva´ se ke stabilizaci syste´mu.
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Dodatek A
Uzˇivatelska´ prˇ´ırucˇka k programu˚m
A.1 Implementace obecne´ho a hybridn´ıho algoritmu
Oba programy jsou C++ konzolove´ multiplatformn´ı aplikace algoritmu geneticke´ho
programova´n´ı s volitelny´mi rozsˇ´ıˇren´ımi o sta´rnut´ı rod˚u a simulaci krˇ´ızˇen´ı.
Vstupem obou programu˚ je hlavicˇkovy´ soubor s parametry evoluce a pravdivostn´ı ta-
bulkou pro kazˇdy´ vy´stup pozˇadovane´ho obvodu (prˇ´ıklad v cˇa´sti A.2). Proto je nutna´ re-
kompilace po kazˇde´ zmeˇneˇ tohoto zada´n´ı. Vy´hodou je optimalizace spousˇteˇne´ho programu
pro kazˇde´ zada´n´ı, snadna´ prˇenositelnost mezi pocˇ´ıtacˇi i operacˇn´ımi syste´my a jednoduchost.
Nepotrˇebuje zˇa´dne´ GUI ani osˇetrˇova´n´ı chyb prˇi nacˇ´ıta´n´ı zada´n´ı ze souboru.
Vy´stupem programu jsou pr˚ubeˇzˇne´ informacˇn´ı vy´pisy o pr˚ubeˇhu evoluce. Kazˇdy´ rˇa´dek
vy´stupu odpov´ıda´ jednomu cyklu vy´voje, ve ktere´m se postupneˇ vyv´ıjely vsˇechny obvodove´
vy´stupy:
O. .96% 17b 301s, | 1000g 301s | -
1. 1 16b 103s, | 1043g 404s | 516 79% 1
2. 1 14b 206s, | 2559g 602s | 414 99% 1
3. 2 14b 202s, | 3973g 804s | 414 99% 2
Rˇa´dek zacˇ´ına´ porˇadovy´m cˇ´ıslem cyklu (0.), na´sledovany´m trojic´ı hodnot pro kazˇdy´ obvo-
dovy´ vy´stup:
• Pokud rˇesˇen´ı obvodove´ho vy´stupu doposud nebylo nalezeno, tak vyp´ıˇse z kolika pro-
cent splnˇuje nejlepsˇ´ı doposud nalezene´ rˇesˇen´ı zada´n´ı (96%), pr˚umeˇrny´ pocˇet hradel
jedince v populaci (17b) a cˇas vy´voje v tomto cyklu (301s). Prˇekrocˇ´ı-li doba vy´voje
tis´ıce generac´ı mezi vy´pisy peˇt minut, je vypsa´na kontroln´ı tecˇka signalizuj´ıc´ı zda´rne´
pokracˇova´n´ı ve vy´voji tohoto obvodove´ho vy´stupu (watchdog) a zmı´neˇna´ trojice hod-
not charakterizuj´ıc´ı jeho vy´voj azˇ po dokoncˇen´ı tis´ıce generac´ı.
• Pokud bylo rˇesˇen´ı nalezeno, tak je vypsa´n pocˇet nalezeny´ch (nejlepsˇ´ıch origina´ln´ıch)
rˇesˇen´ı (1), jejich velikost (16b) a cˇas vy´voje v tomto cyklu (1s).
Na konci kazˇde´ho cyklu za znacˇku ’|’ program vyp´ıˇse celkovy´ pocˇet probeˇhly´ch ge-
nerac´ı (dohromady ve vsˇech populac´ıch obvodovy´ch vy´stup˚u) a celkovy´ cˇas od spusˇteˇn´ı
programu (1000g 601s). Nejsou-li zna´ma rˇesˇen´ı vsˇech obvodovy´ch vy´stup˚u, vyp´ıˇse | -
a pokracˇuje dalˇs´ım cyklem. Jinak provede jesˇteˇ jejich slozˇen´ı v jeden obvod a vyp´ıˇse hodnotu
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fitness slozˇene´ho obvodu (516), z kolika procent odpov´ıda´ (nastavene´ BEST_FITNESS) nej-
lepsˇ´ı dosazˇitelne´ hodnoteˇ (79%) a pocˇet nalezeny´ch rˇesˇen´ı (1). Z fitness slozˇene´ho obvodu
lze (prˇi nastaven´ı optimalizace na MINIMAL_BOTH) vycˇ´ıst i pocˇet pater a hradel obvodu.
Naprˇ´ıklad hodnota 516 uda´va´ 5 pater a 16 hradel.
Za´pis vy´sledk˚u se prova´d´ı v textove´ podobeˇ do zadane´ho vy´stupn´ıho souboru (implicitneˇ
output.txt). Zapojen´ı obvodu se vsˇemi obvodovy´mi vy´stupy je zaznamena´no na jeden
rˇa´dek a pro lepsˇ´ı prˇehlednost je doplneˇno i rˇa´dky se zapojen´ım kazˇde´ho obvodove´ho vy´stupu
zvla´sˇt’. Cely´ za´znam je ukoncˇen pra´zdny´m rˇa´dkem.
Za´znam jednoho obvodove´ho vy´stupu na rˇa´dku vypada´ naprˇ´ıklad takto:
(0x8063fac, 0, 0x8057c90, 0x8057c20)|(0x8057c20, 4)(0x8057c90, 6)
Za´vorky oddeˇluj´ı jednotlive´ prvky a znacˇky ’|’ patra. Nejprve je vypsa´n korˇenovy´ prvek
a posledn´ı jsou listove´ prvky prˇedstavuj´ıc´ı vstupy obvodu. Kazˇdy´ prvek ma´ nejprve sv˚uj
identifika´tor, cˇ´ıslo s typem prvku a seznam identifika´tor˚u prvk˚u na ktere´ je zapojen.
Pro graficke´ zobrazen´ı teˇchto vy´sledk˚u evoluce jsem napsal program ”TreeViewer“, po-
psany´ v prˇ´ıloze A.3.
Pro prˇeklad zvolene´ varianty, spusˇteˇn´ı a za´znam statistiky (implicitneˇ) 100 test˚u jsou
prˇipraveny pro oba algoritmy cˇtyrˇi bash skripty (spustit_*.sh). Lze je spustit po prˇekop´ı-
rova´n´ı zdrojovy´ch soubor˚u z prˇ´ılohy na sˇkoln´ı server merlin, nebo jiny´ unixovy´ syste´m.
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const uint GENERATION = 50000; // Generacni omezeni evoluce (0 vypnuto)
const uint SWITCH_STEP = 1000; // Pocet gen. vyvoje kazdeho nevyvinuteho
// vystupu.
const uint POPULATION = 5000; // Velikost populace pro kazdy vystup
const uint CROSS_SIZE = 2000; // Pocet jedincu ke~krizeni (sudy pocet!)
const uint TURNAJ_SIZE = 3; // Pocet jedincu ucastnicich se~turnaje
// (minimum 2)
const uint ELITISM = 500; // Pocet preferovanych nejlepsich jedincu
const uint MUTATION = 300; // Pravdepodobnost mutace v~promile
} // stejnym poctem prvku.
enum EOptimize{ MINIMAL_BOXS, MINIMAL_LEVELS, MINIMAL_BOTH, NONE };
//-------------------------------------------------------------------------------------------------------------------------//
// Nastavitelne parametry pozadovaneho obvodu: //
//-------------------------------------------------------------------------------------------------------------------------//
namespace SET // PARAMETRY POZADOVANEHO OBVODU
{
typedef unsigned long long int ull; // Definice datoveho typu segmentu
// Lze pouzit i uint64_t z <sys/types.h>
const char NAME[] = "nasobicka 4x4 bity"; //! Nazev obvodu
const unsigned int INPUTS = 8; //! pocet vstupu obvodu
const unsigned int OUTPUTS = 8; //! pocet vystupu obvodu
const unsigned int L_BACK = 10; //! uroven konektivity (minimum 1)
// Pocet vstupu pokryvanych jednim
const unsigned int SEG_COVER = 6; // segmentem (log(8*sizeof(ull))/log(2))
const unsigned int SEGMENTS = (INPUTS <= SEG_COVER) ? 1 // pocet segmentu nutnych na~pokryti
: 1 << (INPUTS - SEG_COVER);// vsech vstupu pravdivostni tabulky
const unsigned int MAXIMUM_BOXS = 300; //! Horsi reseni obv. vystupu nepripusti
const unsigned int BEST_FITNESS = 1000; //! Nejlepsi dosazena fitness
const unsigned int ACCEPTABLE_FITNESS = 2100; //! Horsi reseni obvodoveho vyst.nezapise
const EOptimize OPTIMIZE = NONE; //! Neoptimalizuje (ukoci vyvoj nalezenim)
const ull TRUTH_TABLE[OUTPUTS][SEGMENTS] = { //! Pravdivostni tabulka pro kazdy vystup
{ 0xAAAA0000AAAA0000ull, 0xAAAA0000AAAA0000ull, 0xAAAA0000AAAA0000ull, 0xAAAA0000AAAA0000ull }, //!
{ 0x6666AAAACCCC0000ull, 0x6666AAAACCCC0000ull, 0x6666AAAACCCC0000ull, 0x6666AAAACCCC0000ull }, //!
{ 0x1E1E66665A5AAAAAull, 0xB4B4CCCCF0F00000ull, 0x1E1E66665A5AAAAAull, 0xB4B4CCCCF0F00000ull }, //!
{ 0x01FE1E1E39C36666ull, 0x6B925A5A55AAAAAAull, 0xAB54B4B4936CCCCCull, 0xC738F0F0FF000000ull }, //!
{ 0x5554AB545294B4B4ull, 0x4924936C66CCCCCCull, 0x3398C7381C70F0F0ull, 0x07C0FF0000000000ull }, //!
{ 0x999833986318C738ull, 0x8E381C7078F0F0F0ull, 0xC3E007C01F80FF00ull, 0xF800000000000000ull }, //!
{ 0xE1E0C3E083E007C0ull, 0x0FC01F807F00FF00ull, 0xFC00F800E0000000ull, 0x0000000000000000ull }, //!






Program zobrazuj´ıc´ı v graficke´ podobeˇ textove´ vy´sledky evoluce z vy´stupn´ıch soubor˚u
obecne´ho a hybridn´ıho algoritmu. GUI programu je postaveno na krosplatformn´ım tool-
kitu wxWidgets a program je opeˇt prˇelozˇitelny´ i na serveru merlin. Pro vzda´lene´ spusˇteˇn´ı
s graficky´m vy´stupem z tohoto serveru je potrˇeba se prˇihla´sit naprˇ´ıklad prˇes X-termina´l:
ssh -X xlogin@merlin.fit.vutbr.cz xterm
Obra´zek A.1: Screenshot programu TreeViewer zobrazuj´ıc´ı na´hodny´ bina´rn´ı peˇtipatrovy´
strom vytvorˇeny´ metodou Full v programu Pyramid.
Bohuzˇel tento program neumı´ rozpozna´vat a meˇnit mnozˇiny pouzˇity´ch hradel a tak je pro
zobrazen´ı za´znamu˚ s jinou mnozˇinou potrˇeba take´ za´sah do ko´du a rekompilace. Proto je
na prˇilozˇene´m CD skompilova´n ve trˇech varianta´ch s r˚uzny´mi mnozˇinami hradel.
A.4 Pyramid
Program testuj´ıc´ı za´vislost zmeˇny funkce obvodu na pozici meˇneˇne´ho hradla. Jedna´
se o trivia´ln´ı C++ konzolovou aplikaci rˇ´ızenou pomoc´ı konstant v souboru main.cpp.
Vy´stupem programu je n´ızˇe popsana´ statistika a soubor s na´hodny´mi stromy zpracovany´mi
beˇhem experimentu, ktere´ jsou zobrazitelne´ programem TreeViewer.
Metodou Full generuje bina´rn´ı na´hodne´ stromy zadane´ hloubky z hradel AND, OR,
XOR (viz obra´zek A.1). V kazˇde´m patrˇe kazˇde´ho stromu zmeˇn´ı hradlo, prˇepocˇ´ıta´ funkci
stromu a porovna´ ji s p˚uvodn´ı funkc´ı. Provede (implicitneˇ) tis´ıc pokus˚u a zobraz´ı pr˚umeˇrny´
pocˇet vyvolany´ch zmeˇn pro kazˇde´ patro:
prumer zmen v patre 0: 32422
prumer zmen v patre 1: 20931
prumer zmen v patre 2: 14213




Obsa´hlejˇs´ı vy´pocˇet na´sleduj´ıc´ıch pravdivostn´ıch tabulek je uveden na prˇilozˇene´m CD
ve forma´tech ”ods” a ”xls”. Jejich funkce jsou uvedeny ve zkra´cene´m hexadecima´ln´ım
tvaru, kde kazˇdy´ rˇa´dek definuje chova´n´ı jednoho obvodove´ho vy´stupu ve vsˇech kombinac´ıch
vstupn´ıch hodnot (viz. tabulka 9.1).
1. U´plna´ jednobitova´ scˇ´ıtacˇka (FullAdder) – 3 vstupy, 2 vy´stupy, pro vyhodnocen´ı
pravdivostn´ı tabulky je potrˇeba jeden 64-bitovy´ segment:
0x96
0xE8
2. Multiplexor 4 na 1 – 6 vstup˚u, 1 vy´stup, potrˇebuje jeden 64-bitovy´ segment:
0xFF00F0F0CCCCAAAA





















6. Na´sobicˇka 4x4 bity – 8 vstup˚u, 8 vy´stup˚u, potrˇebuje cˇtyrˇi 64-bitove´ segmenty:
0xAAAA0000AAAA0000 AAAA0000AAAA0000 AAAA0000AAAA0000 AAAA0000AAAA0000
0x6666AAAACCCC0000 6666AAAACCCC0000 6666AAAACCCC0000 6666AAAACCCC0000
0x1E1E66665A5AAAAA B4B4CCCCF0F00000 1E1E66665A5AAAAA B4B4CCCCF0F00000
0x01FE1E1E39C36666 6B925A5A55AAAAAA AB54B4B4936CCCCC C738F0F0FF000000
0x5554AB545294B4B4 4924936C66CCCCCC 3398C7381C70F0F0 07C0FF0000000000
0x999833986318C738 8E381C7078F0F0F0 C3E007C01F80FF00 F800000000000000
0xE1E0C3E083E007C0 0FC01F807F00FF00 FC00F800E0000000 0000000000000000
0xFE00FC00FC00F800 F000E00080000000 0000000000000000 0000000000000000
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