ABSTRACT People pay greater attention to air quality which is closely related to their health, especially in developing countries. Air quality is a part of the Chinese weather forecast, and the government has developed air quality monitoring systems and built high-quality monitoring stations (HQMS). With the data from HQMS, many companies and research institutes demonstrate an accurate air pollution map on the Internet, which is valuable for many issues related to air quality, including exposure modeling and urban planning. Due to the high equipment and operating costs, the distribution of HQMS is too uneven and sparse to achieve a high-resolution air pollution map. Thus, people try to deploy a large number of high precision sensors in and around the city for detecting air pollution. However, these sensors require frequent calibrations with the HQMS to maintain data accuracy. On the other side, to reduce the cost of sensor deployment, people begin to use mobile sensors instead of fixed sensors, which make sensor route planning a very important issue. Nevertheless, existing works on the route planning of mobile sensors largely focus on data reconstruction, which either ignores calibration or views it as an independent problem. In this paper, we propose a novel scheme to improve the accuracy of data reconstruction, which jointly considers sensor calibration and data reconstruction in route planning for mobile sensors. We formulate a novel sensor route planning problem (SRPP) that aims to maximize the mutual information and guarantee the accuracy of measurements through the sensor calibration. We also propose a heuristic algorithm to solve the SRPP, which supports calibration between mobile sensors and HQMS in route planning. The extensive simulation results well justify the effectiveness of our approach that can reduce 83% root mean square error on average compared with the traditional approach.
I. INTRODUCTION
Air pollution is one of the major environmental problems in many cities. According to reports from the World Health Organization (WHO) [1] , long-term exposure to high air pollution level imposes higher risks in health, and consequently causes significant economic costs for both the individual and society. About 7 million premature deaths in 2012 were
The associate editor coordinating the review of this manuscript and approving it for publication was Pietro Savazzi. related to air pollution, and many of them occurred in low and middle income countries [2] . Fotopoulou et al. [3] presented an approach toward the production and consumption of linked data analytics in urban environments, which is based on the exploitation of linked data principles, enhancing the ability of managing and processing of data, in ways not available before. Liu et al. [4] took advantage of a new 10 × 10 km satellite-based PM 2.5 dataset to analyze spatial and temporal trends of air pollution health impacts in China, from 2004 to 2012. Results showed that national PM 2.5 related deaths from stroke, ischemic heart disease and lung cancer increased from approximately 800,000 cases in 2004 to over 1.2 million cases in 2012. Accurate air pollution information is very important for health protection agencies to assess air quality and give advices to the general public [5] . Many counties have their air quality monitoring systems. Figure 1 shows all the high quality monitoring stations (HQMS) in China. Obviously, only a few cities have air quality monitoring stations, and its distribution is quite uneven and sparse.
Highly resolved and accurate air pollution maps have been one of the most valuable resources for many issues related to air quality, such as exposure modeling and urban planning [6] . However, air pollution monitoring may cost too much money and time. Such as, it is very expensive to build and maintain HQMS [7] , a typical HQMS needs about 200,000 USD for construction and 30,000 USD per year for maintenance. Thus, there are insufficient HQMS in cities, most HQMS are built around major metropolis.
In order to reduce the cost of air pollution monitoring, researchers use IoT devices for monitoring the urban area, including utilizing low-cost mobile sensors mounted on unmanned aerial vehicles (UAV) to assist HQMS. This solution can extend the scope of monitoring. Nevertheless, the accuracy of low-cost mobile sensors can not be guaranteed. It is an indispensable task to ensure the accuracy of data collection. Although low-cost mobile sensors are generally calibrated before deployment, they suffer from noise and drift over time [8] , which can lead to reduce of data accuracy. For example, the measurements of 15 volatile organic compound sensors kept in a controlled environment showed up to 20% drift in a single day [9] . Therefore, low-cost mobile sensors require frequent re-calibration, in order to make sure that their measurements are accurate [10] .
On the other hand, in order to achieve high resolution air pollution map, the distribution density of deployed sensors must be guaranteed, which means that we need to deploy a large number of sensors around the city. Fortunately, as air pollution data in an urban environment always has strong spatio-temporal correlation [6] . According to this theory, we can collect some sparse data, and use the limited observations to reconstruct the unobserved data.
However, the conditions of the city vary widely, air pollution monitoring with low-cost mobile sensors also faces some new challenges: On the one hand, in the process of data collection, mobile sensors require frequent meet with the HQMS to guarantee the accuracy of the collected data. On the other hand, in order to guarantee the accuracy of the reconstruction of the unobserved data, the mutual information between the collected data and the unobserved data requires to be maximized. Both mutual information and sensor calibration are very important for data reconstruction. However, urban air quality varies by locations non-linearly and two nearby (about 3 km) sensors may have different patterns [7] . Thus, if we use multidimensional Gaussian process to restore data at different locations, the data accuracy will not be guaranteed. Fortunately, we found that the measurements from different type of sensors at the same location are often correlated with various significance. Moreover, urban environmental data (e.g., air quality) is highly coupled with human activities and therefore shows the same time patterns. These observations motivate us to use multidimensional Gaussian process to restore unobserved data at the same locations. Therefore, in the spatial domain, we constraint the number of locations needs to be covered. Meanwhile, in the temporal domain, we want the sensors with strong correlations cover different time slot at the same locations.
To tackle the above challenges, we propose a generic model for collaborative mobile sensing where both mutual information and sensor calibration are taken into consideration [11] . The proposed model can address the above two challenges, sensor calibration and data reconstruction, simultaneously for route design with mobile sensors. We formulate a novel sensor route planing problem (SRPP) which aims to maximize the mutual information and guarantee sensor calibration at the same time. Then, we propose a heuristic algorithm to solve the SRPP, which supports calibration between the mobile sensors and the HQMS. Even with the calibration constraint, our approach still averagely achieve 95% mutual information given by a near-optimal solution. Compared with the traditional approach, our approach can reduce 83% of the root mean square error (RMSE) of data reconstruction.
The major contributions of this paper are:
• We propose a generic model for achieving high resolution air pollution map using UAV with limited HQMS. Our model jointly considers mutual information and sensor calibration in route design for the mobile sensors.
• We formulate the SRPP which aims to maximize the mutual information and guarantees the accuracy of the observed data at the same time. The architecture enables flexible adjustment on location accuracy according to the application requirement.
• We prove that SRPP is a NP-hard problem. We define a special case of SRPP, named as sSRPP. Then, we prove that sSRPP is NP-hard by reducing it to the well-known VOLUME 7, 2019 maximum covering problem (MCP), which is NP-hard. Finally, we conclude that SRPP is NP-hard as well.
• We propose a heuristic algorithm to solve the SRPP. The proposed algorithm can not only maximize the mutual information but also due in the calibration constraint.
• Through simulations, we demonstrate the efficiency and performance of the proposed solution. The results show that our proposed algorithm can reduce 83% of the RMSE of data reconstruction compared with the traditional approach. The rest of the paper is organized as follows. Section II presents the related work. Section III shows the system model. Section IV describes the data reconstruction model and formulates the SRPP. Section V describes our proposed solution. Section VI evaluates the performance of our proposed algorithm. Finally, Section VII concludes the paper.
II. RELATED WORK
Real-time air quality information, such as the concentration of NO 2 , PM 2.5 and PM 10 , is of great importance to support air pollution monitoring and mitigation, and to reduce harms to humans caused by air pollution [7] . By providing crucial information for scientific city management, Urban environment sensing is of great importance for solving urban environmental problems [12] . Heterogeneous big data analysis methods are very effective in the medical research field. Dagliati et al. [13] demonstrated an example of large-scale diabetes analytics that can be exploited to generate interesting hypotheses as well as to highlight temporal and spatial patterns in diabetes control. It is very helpful for health care providers and decision makers.
In order to support air pollution monitoring, a large number of mobile sensors are required to achieve high spatialtemporal resolution. Due to the high equipment and operating costs of mobile sensors, Gaussian process has been widely used as a nonlinear regression technique for reducing the amount of sensor in data reconstruction. For example, Gu and Hu [14] presented a method of using Gaussian process regression to model spatial functions for mobile wireless sensor networks. Xu and Choi [15] presented a self-organizing sensing agents that can learn spatio-temporal Gaussian process and improve the quality of the estimation. Similarly, Liu et al. [16] utilized Gaussian process regression on UAV platform, where the signal reconstruction is based on a network of UAVs-carried sensors. Gharibi et al. [17] presented a conceptual model of how such an architecture can be organized and we specify the features that an Internet of Drones (IoD) system based on our architecture should implement. Zhang et al. [18] propose to leverage emerging deep reinforcement learning techniques for enabling modelfree unmanned vehicles control, which let UAVs cruise in the city without control and collect most required data in the sensing region, while mobile unmanned charging station will reach the charging point in the shortest possible time. Hu et al. [19] introduced a machine learning model that combines sparse fixed-station data with dense mobile sensor data to estimate the air pollution surface for any given hour on any given day in Sydney. Apte et al. [20] equipped Google Street View vehicles with a fast-response pollution measurement platform and repeatedly sampled every street in a 30-km 2 area of Oakland, CA, developing the largest urban air quality data set of its type, and their measurement approach to reveal urban air pollution patterns at 4âĂ"5 orders of magnitude greater spatial precision than possible with current centralsite ambient monitoring. Boubrima et al. [21] focused on the use of wireless sensor networks for air pollution monitoring and in particular the detection of threshold crossings and proposed two optimization models ensuring pollution coverage and network connectivity with the minimum cost. The simulations show that their joint coverage and connectivity formulation are tight and compact, with a reasonable enough execution time.
Alvear et al. [22] proposed a solution for a fast accurate air pollution map generation with a UAV with off-the-shelf sensors for monitoring tasks, using a Pixhawk Autopilot for UAV control, and a Raspberry Pi for sensing and storing environmental pollution data. Dutta et al. [23] presented an opportunistic crowd-sensing based air quality monitoring system, which let end users can view their pollution footprint for the whole day, the neighborhood air quality and air quality index map of the city on their smartphones. Sun and Mobasheri [24] investigated spatial patterns of cycling activities and associations between cycling purpose and air pollution exposure in Glasgow, UK by using Strava Metro data, that can confirm the utility of crowdsourced cycling data for studies of cycling and air pollution exposure. And Gao et al. [25] studied how to improve the effect of mobile crowdsensing during data collection. Feng et al. [26] proposed a fine-grained PM 2.5 estimation method based on random forest with data announced by meteorological departments and collected from smartphone users without any PM 2.5 measurement devices. Zhao et al. [27] presented an integrated estimation model for producing high spatiotemporal resolution PM 2.5 concentration image series and tested it on New York City. However, the above works do not take sensor calibration into consideration. They assumed that the measurements from the low-cost sensors are accurate.
Different approaches have been studied to address the route design problem in mobile sensor networks. Most of them have focused on improving the spatial coverage of mobile sensors [28] , [29] . Zhao et al. [30] put forward the idea of Inter-Cover Time (ICT), which is defined as the time elapsed between two consecutive coverage of the same subregion urban resolution. Based on [30] , Liu et al. [31] further investigated the idea of urban resolution, where both spatial and temporal resolution are take into consideration. Nevertheless, none of the above work have considered sensor calibration in route design. In contrast, most of the existing work simply assumed that the measurements from the lowcost sensors are accurate, which is unrealistic without frequent re-calibrations.
Tan et al. [32] focused on sensor calibration, a fundamental problem in wireless sensor networks. If the measurements are inaccurate, the accuracy of data reconstruction can not be guaranteed. Thus sensor calibration becomes even more important when involving data reconstruction. A lot of previous works have studied sensor calibration. For example, Miluzzo et al. [33] proposed a self-calibration system called CaliBree. In the proposed system, they make use of meeting points between low-cost sensors and high-quality reference sensors to perform calibration for the low-cost sensors. Similarly, Xiang et al. [9] studied the drift of low-cost sensors and investigated where to deploy high-quality sensors.
Liu et al. [34] proposed a novel and highly energy efficient DRL-based method for UAV control, which maximizes a novel energy efficiency function with joint consideration for communications coverage, fairness, energy consumption and connectivity. Yao et al. [35] proposed a offline planning of UAV for coverage search based on Gaussian mixture model which enables maximizing the cumulative detection payoff especially for the time-sensitive search mission and has higher searching efficiency and stronger robustness to various scenarios compared with other methods. Zhou et al. [36] investigated the joint task assignment and route planning problem in UAV-aided MCS systems from an energy efficiency perspective which can achieve nice performance on energy consumption, total profit, and matching satisfaction. Yang and Yoo [37] acquired data sensing points from the entire sensor field, in which UAV communicates with sensors to obtain sensor data, then determined the best flight path between neighboring acquisition points. Xiao et al. [38] proposed a novel path-planning algorithm for UAVs, which relies on continuously updating virtual regional field and its local gradients.
Different from all of the above approaches, in this paper, we address the route design problem jointly considering sensor calibration and data reconstruction for the mobile sensors. Then we propose a generic model for collaborative mobile sensing that maximizes the mutual information and guarantees the sensor calibration at the same time.
III. SYSTEM MODEL
In this section, we present a formal model to describe our proposed collaborative data collection architecture, which takes sensor calibration into consideration.
We consider our much simplified collaborative calibration scenario in a 2D region L, as shown in Figure 2 . In the spatial domain, we divide the whole urban area into L grid cells with the same size. Let L {l|l 1 , l 2 , . . . , l L } be the set of location labels of all grid cells. Let H(l) be the set of location labels of the neighboring grid cells of l, ∀l ∈ L. The set of locations labels of HQMS is denoted by L * {l * 1 , l * 2 , . . . , l * n }. In the temporal domain we divide the time, T {t|t 1 , t 2 , . . . , t T }, into T time slots with the same interval, which is the minimum time that mobile sensor needs from one grid cell to its neighbor grid cell.
In our proposed scenario, there are a set of M mobile sensors, M {s|s 1 , s 2 , . . . , s M }, mounted on UAVs. During data collection, each UAV will generate a trajectory that containing time and space information. As shown in Figure 2 , all two routes of UAV are both start at t 1 and end at t 6 and that they can measure the same type of air quality information a, a ∈ A. Assume that, in order to guarantee the accuracy, each route has to meet the location that either has truth value or has the estimation of truth value twice. As is shown in Figure 2 , s 1 meets HQMS twice. Thus, the measurement on this route is accurate. Similar, s 2 also meets HQMS twice. Table 1 lists the frequently-used notations in the paper. Let x a t (l) be the value of a at time slot t in grid cell l and let x a t (l) be the vector of values of a at time slot t in grid cells l , where, ∀t ∈ T , ∀l ∈ L, ∀l ⊆ L, ∀a ∈ A. Then we have
Let r s (t) be the planned location of s at t and let r s (t) be the vector of planned locations of s at time slots t, ∀t ⊆ T . Then, the planned routes of s during T is r s (T ), where
Let R(t) r s 1 (t) r s 2 (t) . . . r s M (t) be the matrix to denote the planned locations of all the mobile sensors at time slots t, then we have
The n'th location label of the observed data of a at t is denoted by l a,t n and the number of the observed location labels of a at t is denoted by n a t , ∀t ∈ T , ∀a ∈ A. Then, the set of observed location labels of a at time slot t can be denoted by l a t , where
It is worth noting that, due to the HQMS is already deployed, we have that
Similarly, the n'th location label of the unobserved data of a at t is denoted by u a,t n , and the number of the unobserved location labels of a at t is denoted by q a t , ∀t ∈ T , ∀a ∈ A . Then, the set of the unobserved location labels of a at time slot t can be denoted by u a t , where
We denote a function f (.) to represent the calibration constraint, where
We use the RMSE of the data reconstruction of a at t, e a t to evaluate the performance of our proposed approach, which can be calculated as:
To perform calibration, each mobile sensor has to meet with the HQMS or any other calibrated mobile sensors at least two times. Moreover, there may be some routes that also start at t 1 and end at t 6 , meet with the HQMS less than twice, such as s 3 does not meet directly with any HQMS, but it meets with s 1 and s 2 three times. Since we can obtain the indirect observation from s 1 and s 2 , the measurements from s 3 can also be calibrated, as shown in Figure 3 . 
IV. DATA RECONSTRUCTION AND PROBLEM FORMULATION
In this section, we illustrate how we reconstruct the unobserved data from the limited data with our proposed model and then we formulate the proposed SRPP.
A. DATA RECONSTRUCTION
As a nonlinear regression technique, Gaussian process, which can be completely defined by its mean and covariance (kernel) function, has been widely used for data reconstruction.
We adopt the multidimensional output Gaussian process to do the cross domain data fusion between different type of sensor measurements in certain urban areas. We adapt our proposed model for cross domain data fusion in urban sensor networks. With today's wireless communication technologies (such as enhanced coverage GSM and narrow band (NB) LTE for IoT), connectivity of nodes in a sensor network has become a minor challenge. Instead, the correlation of data collected by different devices are of more interests.
A stochastic process is said to be Gaussian if an arbitrary set of its samples are jointly Gaussian distributed. A Gaussian process can be completely defined by its mean and covariance (kernel) function [39] . GP has been widely used in time series modelling and analysis as a non-parametric tool because of its flexibility and generality [40] .
Some researchers use GP to perform Bayesian filtering, smoothing, and prediction on target processes [41] - [43] . The quality of proposed models is often examined with those applications. Our aim is to use GP to restore the unobserved data.
In order to reconstruct the unobserved data, the values of the sensing target in observed locations and unobserved locations are assumed to be jointly Gaussian distributed in our proposed model, where
where N (.) is the probability density function of Gaussian distribution and the covariance matrix K a t (l a t , u a t ) is denoted by:
where k a t (.) is the kernel function and k a t (l i , l j ) is the covariance of a between l i and l j at t, ∀a ∈ A, ∀t ∈ T , ∀l i , l j ∈ L.
The mean vector m a t (l a t ) in Eq. (9) is denoted by:
where m a t (l) is the mean value of a at t in grid cell l, ∀a ∈ A, ∀l ∈ L.
The conditional probability distribution (or, predictive posterior distribution) of the unobserved values x a t (u a t ) is given by:
where µ a t (u a t |l a t ) in Eq. (13) is the conditional mean vector,
and a t (u a t |l a t ) in Eq. (14) is the conditional covariance matrix.
Let I (x a t (l a t ), x a t (u a t )) be the mutual information between the observed values x a t (l a t ) and the unobserved values x a t (u a t ).
Based on Eq. (14) and following the results in [44] , I (x a t (l a t ), x a t (u a t )) is given by:
where |K a
The goal of the proposed SRPP is to find the routes during data collection for mobile sensors, R(T ), so that the sum of mutual information is maximized, while the sensor calibration constraint are guaranteed. We denote the SRPP as follows: Maximize:
Subject to:
The objective of this problem formulation is to maximize the sum of the mutual information between the observed data and the unobserved data each time slot. Equation (17) enforces that the next location of any mobile sensor s depends on its current location because of the speed limitation or the boundary constraint. Equation (18) enforces that, in order to guarantee the accuracy of a, any mobile sensor s has to meet HQMS at lest λ times. Equation (19) enforces that if there exists a mobile sensor s that can measure a at time slot t in grid cell l and the route of s meets the calibration constraint, then the value of a at the time slot t in grid cell l can be observed. For locations that have HQMS, we have measurements all the time. Equation (20) enforces that for each time slot, the union of l a t and u a t equals to L.
C. COMPLEXITY OF SRPP
In this section, we show that SRPP is NP-hard, even in a very simplified case. The proof sketch is as follows: First, we define a special case of SRPP, named as sSRPP; Then, we prove that sSRPP is NP-hard by reducing it to the well-known maximize covering problem (MCP), which is NP-hard; Finally, we conclude that SRPP is NP-hard as well.
VOLUME 7, 2019
sSRPP is a special case of SRPP that satisfies the following conditions:
Under the above conditions, first, k a t (l i , l j ) denotes the covariance of sensing target a between location l i and l j , at time t. When k a t (l i , l j ) = 0, there is no correlation between air pollutant values at different locations, we cannot restore data with the collected data of the surrounding locations, then if we want to get a more accurate air pollution map, the only way is to use more mobile sensors. Second, λ denotes the minimal times that each mobile sensor required to meet HQMS. When λ = 0, mobile sensors no longer need to require calibrations with the HQMS to maintain data accuracy, their only job is to collect data.
Then, the SRPP will be simplified to design the routes of mobile sensors to obtain the maximum mutual information, achieve maximum data coverage over time and space. Then the SRPP can be transformed into an MCP.
Thus, sSRPP can be simplified as follow: Maximize:
where I (x a t (l a t ), x a t (u a t + l a t )) denotes the mutual information between the observed and total location labels of sensing target a at time t, S(r s (T )) denotes the set of spatio-temporal elements that route r s (T ) can cover.
Theorem 1: The sSRPP is NP-hard. Proof: Our proof is based on the derivation to the wellknown MCP, which is NP-hard. Now we describe the MCP as follows.
Instance: A number K and a collection of sets S = {S 1 , S 2 , . . . , S n * }. Objective: Find a subset S ⊆ S of sets, such that |S | ≤ K and the number of covered elements
Let S(r s (t)) denotes the set of spatio-temporal elements that route r s (t) can cover, ∀s ∈ M, ∀t ⊆ T . Let S = {S 1 , S 2 , . . . , S n * } be the collection of sets, where each S i is a set of spatio-temporal elements that one route can cover. Then, for any routes r s (T ) we can find its unique corresponding spatio-temporal coverage set, where
Let S {S(r s 1 (T )), S(r s 2 (T )), . . . , S(r s M (T ))}. Considering that s i and s j may have the same route, i = j ∈ {1, 2, . . . , M }, we have |S | ≤ M . Then, Eq. (21) can be expressed as follows:
Maximize:
Thus, sSRPP is exactly the MCP. Here, we proved that the sSRPP is NP-hard.
Since the sSRPP is a special case of the original SRPP, we know that SRPP is also NP-hard.
V. OUR PROPOSED SOLUTION
In this section, we propose a sensor route planning algorithm (SRPA) based on ant colony optimization (ACO) for SRPP. ACO is well-known as a swarm intelligence method inspired in the social behavior of ant colonies for solving optimization problems [45] .
Algorithm (1) shows the pseudo-code of the proposed SRPA. The goal of SRPA is to find the routes during data collection for mobile sensors, R(T ), so that the sum of mutual information during T , MI (T ), is maximized.
In order to reduce the computation complexity, we divide T into λ subsets with the same length, denoted by {t 1 , t 2 , . . . , t λ }, where t i ∩ t j = ∅, ∀i = j ∈ {1, 2, . . . , λ} ∧ t 1 ∪ t 2 , . . . , ∪t λ =T . Then, the target is to find R(t i ) so that the sum of mutual information is maximized during t i , MI (t i ), ∀i ∈ {1, 2, . . . , λ}. Since the initial locations of R(t i+1 ) depends on R(t i ), our solution is a sub-optimal solution.
In Algorithm (1), lines 6 to 25 is used to calculate the optimal routes of mobile sensor s during r(t i ) with ACO. In each round of the iteration of ACO, each ant generates a r s (t i ) based on initial location of s and the transition probability matrix τ , which subject to Equation (17) and Equation (18) . Then, after each ant calculates its mutual information according as Eq 24, the transition probability matrix τ will be updated according to the routes, which has the best mutual information.
After the loop (from line 5 to line 28 in Algorithm (1), the mobile sensor with the maximum mutual information will be selected. Due to the mutual information gain of other unselected mobile sensors will change after selecting the mobile sensor, the transition probability matrix τ has to be initialized, whenever we select a new mobile sensor.
In each round of the outer for loop (line 2 to line 29), we can get the suboptimal routes of of all mobile sensors during t i , r(t i ), and its corresponding mutual information MI (t i ). After outer the for loop, we can obtain the sub-optimal R(T ) and MI (T ), where
and
The computational complexity of the Algorithm (1) can be calculated as follows:
(27) T into λ subsets t 1 , t 2 , . . . , t λ with the same length, where t i ∩ t j = ∅, ∀i = j ∈ {1, 2, . . . , λ} and t 1 ∪ t 2 , . . . , ∪t λ =T . 2 for (i=1;i≤ λ;i++) do 3 Initialize MI (t i ), ant_iteration_num and l a t , ∀t ∈ t i ;
Initialize MI _s(t i ).
8
Initialize the transition probability matrix τ ; Generate r s (t i ) based on initial location of s and the transition probability matrix τ , which subject to Equation (17) and Equation (18).
12
Calculate MI * (t i ) according to Equation (24 Update l a t based on r(t i ), ∀t ∈ t i .
27
Remove s * from M * .
end 29 end 30 R(T )= r(t 1 ) r(t 2 ) . . . r(t λ ))
T .
return(R(T ),MI (T ));
Due to the algorithm is based on the parallel ACO algorithm, thus the computational complexity of the Algorithm (1) will be:
VI. SIMULATION RESULTS
In this section, we conduct a set of simulations to explicitly evaluate the performance of our proposed approach.
A. SIMULATION SETUP
We adopt the following procedures to set up our simulation:
• The set of time slots is set as T = {t 1 , t 2 , . . . , t 960 }.
• The size of Gaussian Random Filed is set to 32 2 which is same with [16] , where simulation region is with 32 rows and 32 columns and the set of grid cells is set as follows:
It is worth noting that l (i−1)×32+j is the grid cell on the i'th row and the j'th column.
• The set of locations of HQMS, L * , is set to {l 232 , l 240 , l 248 , l 488 , l 496 , l 504 , l 744 , l 752 , l 760 }. • We use the most commonly used squared exponential (SE) kernel function in Gaussian Random Filed. Both the hyper-parameters in SE kernel function are set to 10 and the mean value of a at t in grid cell l, m a t (l), is set to 50, ∀t ∈ T , a ∈ A, ∀l ∈ L.
• According to [16] , the number of total mobile sensors, M , is set to 9. We set that all mobile sensors can measure our target air quality information O 3 , i.e, A s = A = {O 3 }, ∀s ∈ M.
• The initial locations of the mobile sensors are generated by a uniform distribution so that others can repeat the experiment. The minimum times that each mobile sensors required to meet HQMS, λ, is set to 24. To evaluate our proposed approach, let U (M) denote the upper bound of spatio-temporal cover ratio. In order to guarantee accuracy, each mobile sensor requires at least N redundant measurements for calibration. Then, it is easy to have
It is worth noting that U (M) is meaningful only when its value is less than 100%.
B. RESULTS
Before the simulations, we first evaluate how the measurements of uncalibrated sensors will deviate from HQMS. We make use of the real data set of sensor readings downloaded from OpenSense Zurich Dataset [46] . The dataset contains more than 200,000 pieces of data, including sensor readings (meteorological data such as temperature and humidity, air pollutants such as O 3 , NO 2 , NO, SO 2 , VOC, and fine particles), the collected time and location (latitude & longitude) of each data, etc. The dataset contains a lot of data, but the distribution of data is very sparse, as shown in Figure 4 . The HQMS performs sampling every minute, while the uncalibrated sensors sample every 10 minutes. Figure 5 shows the distribution of the deviation of two uncalibrated sensors from HQMS, which is generated by 10066 measurements. From the figure we can observe that different sensor has different deviation distribution, and lowcost sensors can not calibrate itself without meeting the HQMS during data collection. Thus, in order to achieve high resolution air pollution map, sensor calibration is very necessary.
From Figure 6 we can observe that the box plots of the deviation of each measurement of the two sensors. The average deviation of the first sensor is 32 and the average deviation of the second sensor is 54. Thus, in the following simulations, we add a random noise (range from 30 to 50) to mobiles sensors whose routes can not meet the calibration constraint.
We then compare our approach with the traditional approach that focuses on spatio-temporal coverage [30] , [31] . Taking both spatio-temporal coverage and calibration into consideration is quite different from the traditional approach. As shown in Figure 7 , the traditional approach can obtain only 47% spatio-temporal coverage on average with 100 mobile sensors. It is worth noting that, spatio-temporal coverage only counts accurate sensor measurements with calibration. In the traditional approach, among the 100 mobile sensors, only 52% sensors can be calibrated through collaborative calibration on average. There is a probability of 14% that all the measurements are inaccurate. Compared with the traditional approach, our approach can obtain 69% spatiotemporal coverage on average with only 40 mobile sensors. Although we can not reach the upper bound, all the 40 mobile sensors can be calibrated through collaborative calibration. We further study how the number of mobile sensors affects the spatio-temporal coverage. From Figure 8 (a) to Figure 8 (f) we can observe that the impact of the number of mobile sensors varying from 10 to 100. The color in the figure shows the temporal coverage ratio of each grid cell. As shown in Figure 8 (a), when there are only 10 mobile sensors, all grid cells have very low temporal coverage ratio except for the four ground truth spots (yellow color). We can easily see that the number of mobile sensors increases with the coverage ratio.
FIGURE 9.
The cumulative distribution function comparing our approach with near-optimal solution, which is generated by the mutual information of 960 time slots. We then compare our approach with the existing approach. From Figure 9 we can observe that the cumulative distribution function (CDF) comparing our approach with the traditional approach [47] , which puts forward a sensor placements strategy that can achieve near-optimal mutual information. Even with the calibration constraint, our approach still averagely achieve 95% of the mutual information given by near-optimal solution, in which the calibration constraint is not taken into consideration. In the worst case out of the 960 time slots, our approach can achieve 75% of the mutual information given by the traditional approach. In the best case, our approach can achieve 99% of the mutual information. This shows once again that sensor calibration is very necessary.
We then evaluate the distribution of temporal coverage ratio of the grid cells under different number of mobile sensors. From Figure 10 we can observe that the corresponding CDF of Figure 8 . We see that the spatio-temporal coverage ratio increases with the number of mobile sensors. As the number of mobile sensors increases from 20 to 40, the spatio-temporal cover ratio, which is calculated as the average temporal coverage of all the grid cells, increases from 20.48% to 38.91% and 69.05%. As the number of mobile sensors increases from 60 and 80, it increases 33.3% mobile sensors but increases only 9% average temporal coverage ratio (from 87.15% to 96.31%). Thus, there is a trade off between the number of mobile sensors in use and the spatiotemporal coverage ratio. When we further increase the number to 60 an 80, the increasing speed of spatio-temporal coverage ratio decreases.
From Figure 11 we can observe that the box plots of the average RMSE. Each box is generated by the RMSE of data reconstruction of 960 time slots. The box of HQMS in the figure refers to the RMSE of data reconstruction when we only use the data of HQMS. As shown in the figure, our approach can averagely reduce 83% of the RMSE compared with the traditional approach. As the measurements of low-cost sensors are inaccurate, the traditional approach even increases 107% of the RMSE compared with only using the data of HQMS.
Then, we evaluate how the number of mobile sensors influences the accuracy of data reconstruction. From Figure 12 we can observe that the RMSE of our approach and the traditional approach varying the number of mobiles sensors from 6 to 18. As shown in the figure, as the number of mobile sensors increases, our approach can achieve lower RMSE. In contrast, as the number of mobile sensors increasing, the traditional approach gets higher RMSE. Thus, when the measurements of mobile sensors are inaccurate, it is better not use these measurements to do data reconstruction. Each box represents the distribution of average RMSEs generated by 960 time slots. Thus, low-cost sensors can not be self-calibration without meeting the HQMS.
Then, we evaluate the performance of our approach on a desktop with 8GB RAM, an i5-8500 CPU. We repeated these evaluations 10 times, and took the average values as the final results. From Figure 13 we can observe that the time consumed by our approach does not grow rapidly as the number of iterations increases or mobile sensors. In order to greatly reduce the execution time of algorithm, we can reduce the number of iterations, the number of map grids or time slots if a highly accurate solution is often not very necessary for environmental data collection.
Finally, we evaluate the effect of data reconstruction and compare our approach with the traditional approach. From Figure 14 we can observe that the illustration of data reconstruction of a randomly selected time slot. As shown in the figure, our approach makes a very good estimation for the air pollution map while the traditional approach makes a very bad estimation. Thus, sensor calibration can not be ignored in data reconstruction.
VII. CONCLUSIONS AND FUTURE WORK
In this paper, we focus on how to obtain high resolution air pollution map with limited high quality monitoring stations (HQMS) and propose a generic model for mobile sensors to monitor urban environment. In our model, we use unmanned aerial vehicles (UAV) to assist HQMS for environmental data collection. Our model jointly considers data reconstruction and sensor calibration in route design for the mobile sensors. We formulate a novel sensor route planing problem (SRPP) which can maximize the mutual information and guarantee sensor calibration at the same time and prove that the proposed SRPP is a NP-hard problem. We also propose a heuristic algorithm to solve the proposed SRPP, which supports calibration between the mobile sensors and the HQMS in route planning. Simulation results show that our proposed algorithm can averagely achieve 95% of the mutual information give by near-optimal solution. Compared with the traditional approach our solution averagely reduce 83% of the RMSE of data reconstruction.
As future work, first, due to the ACO does not guarantee global convergence and is sensitive to initial set-up, we plan to use two methods to improve algorithm reliability, optimizing the used ACO algorithm with tabu search and etc. to avoid trapping into local optimum, or using deep reinforcement learning to increase approach efficiency. Then, we plan to take the correlation between different types of air quality information into consideration. We will extend the route design problem for mobile sensors considering collaborative data restoration between different type of sensors. In this way, we can further reduce the RMSE of data reconstruction. Finally, we plan to consider the difference in accuracy between different type of sensors, and use different types of unmanned vehicles for environmental data collection, which can further reduce the cost of data collection. 
