Finding the control parameters of an articulatory model that result in given acoustics is an important problem in speech research. However, one should also be able to derive the same parameters from measured articulatory data. In this paper, a method to estimate the control parameters of the the model by Maeda from electromagnetic articulography (EMA) data, which allows the derivation of full sagittal vocal tract slices from sparse flesh-point information, is presented. First, the articulatory grid system involved in the model's definition is adapted to the speaker involved in the experiment, and EMA data are registered to it automatically. Then, articulatory variables that correspond to measurements defined by Maeda on the grid are extracted. An initial solution for the articulatory control parameters is found by a least-squares method, under constraints ensuring vocal tract shape naturalness. Dynamic smoothness of the parameter trajectories is then imposed by a variational regularization method. Generated vocal tract slices for vowels are compared with slices appearing in magnetic resonance images of the same speaker or found in the literature. Formants synthesized on the basis of these generated slices are adequately close to those tracked in real speech recorded concurrently with EMA.
I. INTRODUCTION
Articulatory models [1] [2] [3] [4] [5] describe the vocal tract shape by means of a small number of control parameters. Given these parameters, the models can produce vocal tract area functions and derive corresponding acoustic outputs. However, the values of the parameters that produce a desired acoustic target or a desired vocal tract shape are usually not known beforehand. Obviously, the exceptions are the values corresponding to the coupled articulatory and acoustic data that were used for the construction of the model. In other words, the exact way a given articulatory model should be driven in order to produce a desired output is often unknown.
Nevertheless, knowing how to drive an articulatory model is essential, especially toward the goal of articulatory speech synthesis which holds the promise of improving the naturalness of computer generated speech. 6 In many ways, without the knowledge of how to drive it, an articulatory model is more or less like a musical instrument without a musical score.
Model-based acoustic-to-articulatory inversion 6 aims at recovering articulatory control parameters given acoustics. The most common paradigm is the analysis-by-synthesis approach where some optimization technique, often exploiting a codebook, 7, 8 is used to minimize the acoustic distance between the target acoustics and those produced by an articulatory synthesizer. The articulatory synthesizer is a realization of an articulatory model, and the optimization process leads to values for its control parameters.
Such methods are commonly evaluated only in the acoustic space, after resynthesis from the recovered articulatory representation. However, derived articulatory control parameters should also agree with measured articulatory data.
Ideally, the articulatory information to be used for such a purpose should be related to continuous contours of the full midsagittal vocal tract shape. Today, such information is only available using magnetic resonance imaging (MRI) (Refs. 9 and 10) since x-ray imaging has been abandoned in the eighties due to the health hazard linked to exposure of human subjects to radiation, 11 and because ultrasound-based techniques provide only partial tongue contours. 12 However, despite its acknowledged innocuousness, MRI suffers currently from very slow acquisition rates, which makes it useful only for sustained articulations. Moreover, the subject has to lay supine during MRI acquisition; this induces certain articulatory artifacts compared to natural (upright) articulation. 13 Finally, noise in the scanner can also be a problem, since the subject does not have the appropriate auditory feedback.
An articulatory acquisition technique that allows more natural speech production and offers high acquisition rates is electromagnetic articulography (EMA). [14] [15] [16] [17] Nevertheless, it concerns only the movement of several sensor coils attached to the articulators. The number of sensor coils that can be glued on the tongue is limited to three or four, for minimal interference with natural articulation and minimal electromagnetic interactions between coils. Furthermore, it is very difficult to place sensor coils in the area of the tongue root. These limitations make it hard to obtain directly the whole midsagittal configuration of the tongue.
The goal of our work is to derive articulatory control parameters from EMA data, which is in many aspects equivalent to deriving full continuous midsagittal vocal tract contours. Kaburagi and Honda 18 first showed that regions of the tongue contour between EMA sensors can be efficiently predicted from EMA data. They described a method which mapped successfully EMA information for a Japanese speaker onto continuous ultrasound tongue contours, which were synchronously recorded and registered.
Several works have extended this idea to examining the efficiency of inferring midsagittal pharyngeal shape from measurements on the anterior part of the tongue. Badin et al. 19 built an articulatory model from x-ray films of a male French speaker using an articulatory grid that adjusted dynamically its coordinates in order to follow the movements of the larynx and the tongue tip. Then, they inverted that model in order to predict full sagittal slices on the basis of their intersections with chosen combinations of three gridlines. Their main goal was to determine the optimal positions to glue EMA sensor coils in a future experiment. Whalen et al. 20 performed regression analysis to assess whether pharyngeal widths, as measured on MRI images of two American speakers, could be predicted from either the locations and measurements of four tongue fleshpoints or from categorical phonetic features describing tongue position and height, or from a combination of both. They reported high overall predictability and suggested that a small number of measurements on the tongue could be sufficient to guide the modeling of the pharynx for articulatory synthesis of speech. Jackson and McGowan 21 described a similar approach using x-ray data for four Swedish speakers. Their main contribution was to show that the anterior tongue shape information could be reduced to three factors and still be able to predict pharynx dimensions. These works did not use actual EMA sensors but rather marks on the x-ray or MRI images (Badin et al. 19 referred to these marks as synthetic pellets). The present study differs from the aforementioned ones in several aspects. We do not create a new model for our speaker's articulation but use the well established model by Maeda, 3, 22 adapted to our speaker. The adaptation consists of determining the mouth and pharynx geometrical scale parameters and is based on a single MRI image of the speaker. We use actual recorded EMA information and not marked flesh-points. Beside tongue contours, we are equally interested in the dynamics of the articulatory control parameters of the model by Maeda. We thus estimate control parameters that govern the positioning of the lips, in addition to the ones that govern the tongue contour. Additionally, we experiment in synthesizing speech from these parameters.
The model by Maeda is widely accepted by the speech community and has been used in several studies. However, it has several limitations. First, it was built using data from a certain female speaker of French. Though it can be adapted easily to new speakers by modifying pharynx and mouth sizes, its relevance is not ensured for sounds not present in the French language. It can also present problems if the articulatory strategy of the speaker under study is considerably different from the strategy of the speaker the model was built on due to anatomical differences or just different articulatory preferences. Moreover, the performance of the model for consonantal sounds is not considered very good, and there is ongoing work to improve it. Given that the model describes the tongue using only three parameters, there is not enough flexibility to represent accurately the anterior part of the tongue for dental, alveolar, and postalveolar consonants. Some gestures, like retroflex ones, were not covered by the corpus used by Maeda.
While we acknowledge such limitations, we consider the model by Maeda as a reasonably good model for French vowels, and our study in this paper is restricted to them. We also make the working assumption that, after determining mouth and pharynx scale factors and correcting the external tract contour, it is relevant for our subject, a male speaker of French with a different tract size and palatal shape. We believe that, even under such restrictions and assumptions, it is important to study the behavior of the model (as any articulatory model) in the face of articulatory data different than the data used to build it.
In what follows, we first revisit the model by Maeda to outline a series of aspects that are relevant to our method. We then present in detail our method for recovering the articulatory parameters of Maeda from EMA data, including information on our EMA acquisition setup. We continue by presenting examples of derived articulatory control parameter trajectories, vocal tract shapes, and synthesized speech. Derived vocal tract shapes for vowels are compared to MRI images of the same speaker, as well as to vocal tract shapes found in the literature, and synthesized formants are compared to formants tracked in real speech that was recorded concurrently with EMA. Findings from these comparisons are discussed in the context of evaluating our method.
II. PRESENTATION OF THE ARTICULATORY MODEL
The model by Maeda 3, 22 describes the midsagittal slice of the vocal tract in the form of a weighted sum of seven linear components [see Fig. 1(a) ]. Each weight, i.e., each articulatory parameter, is centered and normalized by dividing it by its standard deviation, thus varying roughly between À3 and 3.
One linear component gives the jaw position, three describe the tongue (tongue dorsum position, tongue dorsum shape, and apex position), two describe the lips (opening and protrusion), and the last component corresponds to the larynx height. The components were derived by applying factor analysis to articulatory contours. These contours were extracted by hand from x-ray images of vowels and parameterized by projection onto a special semipolar coordinate grid system.
The semipolar coordinate grid system consists of three regions [see Fig. 1(b) ]: a linear region in the buccal area, a polar region in the velar area, and a second linear region in the pharyngeal area. In the polar region, the coordinate grids are spaced by 11.25 . The spacing of the grids in the two linear regions depends on the size of the vocal tract of the speaker in question. Two scale factors are enough to describe these morphological characteristics: the mouth scale factor and the pharynx scale factor.
The grid system is fixed to the rigid maxillary structure. The interior contour consists of the tongue tip, body, root, and the upper part of the larynx. The exterior wall consists of the upper incisors, hard and soft palates, and pharyngeal walls. The exterior wall is considered rigid. The grid system is supplemented with a schema of the frontal view of the lips [ Fig. 1(c) ].
Measurements on the grid system and the frontal view of the lips are collectively called variables. The tongue variables are defined as the coordinates of the intersections of the tongue contour with the grids. Out of the 31 gridlines, numbered as shown in Fig. 1(b) , the 6th to 30th are related to the tongue contour. Thus, variables v tng6 , …, v tng30 are defined. In Fig. 1(b) , the measurement of v tng27 is shown as an example. The 0th to 5th gridlines correspond to the area where the extremes of the larynx move. The variables describing the form of the larynx are the (x,y) coordinates of the anterior (v a,x ,v a,y ) and posterior (v p,x ,v p,y ) extremes of the larynx with respect to the linear coordinate system. The lip opening variable (v ope ) is defined as the distance between the highest and lowest points on the front inner lip contours. The lip width variable (v wid ) is defined as the distance between the most left and right points on the same contours. The lip protrusion variable (v pro ) is measured on the lip profile as the distance between the upper incisors and the point of the minimal vertical separation between the upper and lower lips. The jaw variable (v jaw ) is defined as the negative of the distance between the upper and lower incisors, projected on the direction of the lines of the linear region of the grid in the buccal area. All variables are normalized (z-scored).
According to the definition of the articulatory model, the variables described above are generated, at any given instant, from an underlying set of model parameters via a set of linear relationships. More specifically, the model provides the matrices A tng , A lip , and A lrx , so that
where P 1 is the jaw position parameter (i.e., the weight that corresponds to the linear component describing jaw position); P 2 is the tongue dorsum position parameter; P 3 is the parameter describing tongue dorsum shape; P 4 is the tongue apex parameter; P 5 is the lip opening parameter; P 6 is the lip protrusion parameter; and P 7 is the larynx height parameter.
III. DERIVING MODEL PARAMETERS FROM EMA

A. Acquisition of EMA data
We recorded EMA data using the AG500 articulograph. 16 This apparatus provides the three-dimensional (3D) positions, azimuth, and elevation of 12 rectangular sensor coils, sampled at 200 Hz. The coordinate reference system for these measurements is a fixed cube box wherein the head of the speaker may move freely. Three reference sensors were used for the compensation of this movement. They were glued on the bridge of the nose (between the eyes) and behind the ears. Four sensors were glued on the tongue, on a line roughly on the midsagittal plane: one sensor coil approximately on the tongue tip and three more at 1.4, 3.1, and 5.7 cm from it toward the tongue root. We have observed experimentally that the results of the method presented here are best when at least one sensor is glued sufficiently toward the back of the tongue, well inside the polar region of the grid system by Maeda. Two sensors were placed on the two lip corners at the junctions between the upper and lower lip, one sensor on the middle of the upper lip, one on the middle of the lower lip, and one on the lower incisor (see Fig. 2 ).
The recorded data included several vowel-vowel and vowel-consonant-vowel sequences, as well as a set of 200 phonetically balanced short French sentences. Since the measurement grid system by Maeda is twodimensional (2D) and lies on the midsagittal plane, the latter needs to be defined in terms of the 3D EMA measurement coordinate system so that sensor positions can be projected on it. After head movement compensation, the residual variances of the movement of three reference sensors are negligible. The positions of these sensors define a transverse plane. The line connecting the nose sensor with the midpoint between the two ear sensors is contained in this transverse plane and should also be contained in an assumed midsagittal plane. Therefore, we define the midsagittal plane as the one that is perpendicular to the transverse plane and contains the aforementioned line [see Fig. 2 
We define a 3D orthogonal coordinate system with its origin at the nose sensor position; its x axis lies at the intersection of the two planes and is directed toward the midpoint between the ears; its y axis is contained in the midsagittal plane and faces upward; and its z axis is contained in the transverse plane. Finding the projection of any given sensor position on the midsagittal plane is equivalent to finding its projections on the x and y axes.
Okadome and Honda 24 have previously suggested that a sensor glued on the Adam's apple could monitor the height of the larynx. However, such a sensor would only record skin movement and would not be accurate for tracking the larynx height. With our recording setup, as described above, we do not have any information on the state of the larynx. Thus, we do not attempt to estimate the larynx height parameter of the model by Maeda in what follows.
B. Model adaptation and data registration
The semipolar grid system and the external vocal tract provided by Maeda concern a specific female speaker. They had to be adapted to the male subject of this study for whom EMA data were recorded. The adaptation was performed manually assisted by a visualization software. As shown in Fig. 3 , we superimposed the grid system on a midsagittal MRI image of the speaker and made two adjustments. First, we determined the mouth and pharynx scale factors and scaled the grid system accordingly. For our speaker the mouth scale was found to be 1.15 and the pharynx scale 1.20. Second, we corrected the external vocal tract contour by drawing our speaker's contour on the MRI image.
The coordinate system defined by the x and y axes derived in Sec. III A needs to be registered to the grid system by Maeda. To this end, we use EMA information on the shape of the palate. At the end of the recording session, a sensor was fixed onto a wooden stick and was used to trace the speaker's palate, approximately along the direction of the midsagittal plane.
We thus have two 2D descriptions of the palate. The first one is the just aforementioned EMA tracing, which is registered in the same coordinate system as the EMA data and projected on the previously derived midsagittal plane. The second one is the external vocal tract wall contour of the adapted articulatory grid. In order to register the EMA data to the grid, it is enough to register the first description of the palate to the second one.
We use an iterative pseudopoint matching algorithm 25 that repeats iteratively three steps. First, it determines a set of N minimal distance pairs between points of the two curves, denoted by fx i g for the measured tracing and fy i g for the model palate. Second, it finds a rotation matrix R and a shift vector t, so that the mean-squares objective function is minimized. Third, it applies the derived transformation on the coordinates of the points of the measured tracing. The iterations are repeated until there is no significant further rotation or shift. The total transformation is calculated as the concatenation of the transformations determined in every iteration.
In Fig. 4 we show the original (as projected on the midsagittal plane) and registered EMA trace of the palate with the semipolar grid system and the external vocal tract contour. We also superimpose on this drawing the registered EMA data, for the jaw, tongue, and upper and lower lip sensors corresponding to the full recording session previously described.
C. Extraction of articulatory variables
The tongue variables are normalized measurements of the tongue contour with respect to the gridlines of the semipolar coordinate system. EMA provides the positions of four sensors attached to the tongue, which are then registered to the grid system. We apply cubic spline interpolation 26 to the four tongue sensor positions and determine the intersections of the resulting curve with the gridlines between the front-most (tongue tip) and the back-most sensor, as well as with the gridlines just before the front-most sensor (toward the lips) and just after the back-most sensor (toward the tongue root, see Fig. 5 ). For normalization, we used means and standard deviations that were provided by Maeda and adapted to our speaker. This adaptation consisted of simple multiplication by the mouth scale factor (for the gridlines in the buccal linear area) or the pharynx scale factor (pharyngeal linear area) or a linear combination of the two (polar area).
An alternative process for the extraction of the tongue variables would involve the exploitation of the azimuth and elevation measurements for the tongue sensor, which could ideally provide the tangent of the tongue contour at each sensor position. However, this would require that the sensors are glued with their main axes exactly parallel to the midline of the tongue, which is quite difficult in practice.
Regarding lip contours to define lip opening. The exact lip flesh-points that contribute to the inner contour change over time. On the other hand, with EMA, we rely on the fixed flesh-points where the sensors were glued. Thus, the definitions by Maeda for the lip and jaw variables have to be adjusted in the EMA case. As shown in Fig. 6 , we take four measurements: (1) d jaw is the position of the lower incisor sensor projected on the first gridline (the one closer to the lips); (2) Table I .
The lip opening variable does not exactly correspond to the d ope measurement but is also influenced by d pro . For example, in a transition from =i= to =u=, the distance between the upper and lower lip sensors remains almost unaltered, while the lip opening variable (i.e., the effective lip opening) significantly decreases, as illustrated in Fig. 7 .
To solve this problem we use the following strategy: First we take reference measurements of d ope and d pro from several instances of the phonemes =i=,=a=,=u=, and =p=. For the vowels, the target values for the normalized v ope are shown in Table I . For the bilabial consonant, the raw value of v ope should be equal to zero, which leads to a normalized value of À1.4. By fitting a linear model to these reference values we derive the empirical relationship v ope ¼ 0:63d ope À 1:08d pro þ 0:01:
We note that this expression depends on the exact positioning of the sensors.
D. Framewise recovery of parameters
Matrices A tng and A lip of Eq. (1) can be combined into a single matrix A so that
where p ¼ P 1 ; P 2 ; P 3 ; P 4 ; P 5 ; P 6 ½ T ;
and
which we rewrite for convenience as
Since the EMA sensors cover only a limited part of the tongue contour, only a limited number of tongue variables are available at any given instant. The exact positions of the corresponding elements in the v vector change over time. At a given instant, let C & f1; …; 29g be the positions in the v vector of the variables which are available.
According to Eq. (2) a vector of parameters p would generate the vector of variables V(p) with components V i (p) such that
where a i,j are elements of matrix A. Our objective is to find the set of parameters that generates variables V i (p) with minimal distance to the observed ones v i , i.e., we seek to minimize the quantity
The minimization of I s constitutes a typical least-squares problem. However, if solved unconstrained, it might give rise to parameter vectors that correspond to unrealistic vocal tract shapes. For plausibility of generated vocal tract configurations, the model requires that the z-scored parameters lie in the range [-3, 3] . Thus, the minimization of I s should be subjected to the constraints p i 2 ½À3; 3; i ¼ 1; …; 6: Additionally, we require that the produced tongue contours do not cross the motionless exterior tract wall. The corresponding constraint is
where vector w describes the exterior wall. Equation (3) can be easily expanded to the form
where H is a symmetric matrix, q is a six-dimensional vector, and r is a constant. The minimization I s subjected to the constraints of Eqs. (4) and (5) constitutes a quadratic programming problem that is readily solved using Octave's qp function 27 which implements an iterative active set null space method. 28 
E. Introduction of dynamic constraints
The method described so far ensures that the produced articulatory parameters satisfy two criteria. The first criterion is the proximity of the generated configurations to the EMA data, as expressed by Eq. (3). The second criterion is the generation of realistic vocal tract shapes, as imposed by the constraints of Eqs. (4) and (5) . An additional criterion is included to ensure the smoothness of the produced articulatory trajectories dynamically. We apply a regularization method which uses the theory of variational calculus, 29 giving rise to an iterative process 30 that optimizes a cost function combining proximity to the measured variables and changing rate of articulatory parameters.
The parameters of the articulatory model are time functions pðtÞ ¼ ½P 1 ð1Þ; P 2 ðtÞ; …; P 6 ðtÞ T ; t 2 ½t s ; t f (remember that we have excluded the larynx height parameter of the model). The input data are time functions corresponding to the components of the vector v, denoted v i ; i ¼ 1; …; 29 . Let V i (p(t)) be the components of the vector V(t) ¼ Ap(t), i.e., the variables generated by linear transformation of an assumed vector of articulatory parameters.
We introduce the following cost function which has to be minimized:
where the function h i (t) accounts for the fact that not all variables are available at time t and is defined as follows: V i (p(t) ). The second term expresses the changing rate of articulatory parameters. The third is a potential energy term that penalizes large articulatory efforts and prevents the vocal tract from reaching positions too far from the equilibrium.
Following a procedure similar to the one we have detailed in previous work, 7 variational calculus is applied and leads to the equation:
where B is the ðN þ 1Þ Â ðN þ 1Þ matrix: 
:
This equation defines an iterative procedure that minimizes the expression of Eq. (6) At each iteration p j is calculated for each of the six articulatory parameters. The startup solution is provided by the solution of the optimization problem described in Sec. III D.
IV. RESULTS
We applied our method to a large number of sequences across our recorded corpus, estimating articulatory control parameters from EMA data and generating the corresponding vocal tract shapes. Figure 8 presents examples of generated vocal tract shapes for French vowels =a=, =u=, =i=, and =e=, corresponding to instants close to the middle of the second vowel of V 1 V 2 sequences pronounced at natural speed. The larynx parameter was fixed to zero. The derived shapes are shown superimposed on actual MRI images of the same speaker, uttering the same vowel, but sustained and in an isolated context. For the acquisition of these images the speaker articulated each vowel seven times. Each articulation lasted approximately 18 s, followed by a small pause so that the speaker could catch his breath. The speaker laid in a supine position during the acquisition.
There are two important criteria for evaluating the results of Fig. 8: (1) the correspondence between EMA data presented by the four tongue sensors and the shape of the tongue obtained by the model; and (2) the quality of the shape of the back of the tongue obtained by the model. The first point might seem trivial, since the method is constructed to aim for closeness between the positions of the sensors and the shape of the tongue. However, there are cases where the derived tongue contour does not perfectly match the sensor position. This is the case, e.g., for the third sensor, counting from the lips, for =i=, or for the last sensor for =a=. A possible reason is that the sensors present a configuration which is beyond the representational capabilities of the model. That is, the model is unable to produce a shape that perfectly matches the positions of all sensors. The difficulty regarding the second point is that we do not have any EMA data regarding the shape of the back of the tongue, since it is extremely difficult to glue EMA sensors in the pharyngeal area. The question that naturally arises is whether the model predict a realistic shape of the back of the tongue. A positive answer to such a question would validate not only our method but also the reliability of the model by Maeda itself. Since the model was implemented based on a set of correlation coefficients obtained from repetitive procedures of targeted regressions for a certain dataset, some correlation between suprapharyngeal and pharyngeal regions was observed and modeled. Therefore, we should expect a certain degree of agreement in predicting the back of tongue. On the other hand, we should also expect some errors, since such correlation is not unique but averaged from many variations.
The articulations of =i= and =e= shown in Fig. 8 , and their comparison to the corresponding MRI images, may be used to evaluate this point, since for these two cases the EMA data agree with the MRI images. Indeed, in these two cases, the shape of the back of the tongue predicted by the model is adequately similar to that presented by the MRI images.
However, the presented articulations of =a= and =u= would not offer a fair comparison since the shape of the front of the tongue provided by the EMA data is quite different to that of the MRI images. For =a=, these differences may be explained by arguing that the speaker, during MRI acquisition, probably reduced mouth opening to limit the output air flow in order to phonate the sound for 18 s. This is possible because =a= presents high articulatory variability. 31 It also seems that the speaker chose a different articulatory strategy for the production of =u= during the MRI and EMA acquisitions, probably due to the differences between the acquisition conditions, such as duration of articulation, context, supine versus upright position, and noise in the scanner. In previous work, 32 we had identified three possible articulatory strategies for =u=, based on inversion experiments: one with the narrowest constriction of the vocal tract in the palatal area, one with the constriction in the velar area, and one with the constriction in the uvular area 32 (see Fig. 9 ). The differences among formant frequencies for these shapes were well below 10 Hz. Though our MRI-presented =u= is closer to the identified palatal one, our EMA-derived one is closer to the identified velar one. Moreover, the constriction of the =u= presented by the MRI is at a more anterior position compared to tracings found in the literature, e.g., in Bothorel 31 or Delattre. 33 We calculated area functions and then formant frequency values from the vocal tract slices of Fig. 8 using an articulatory-to-acoustic simulation proposed by Maeda. 34 This simulation works under a series of approximations regarding boundary losses due to friction and heat conduction, sagittal-to-area conversion, and nonrigidity of vocal tract walls. Table II shows these model-derived formant frequencies. Additionally, it shows formant frequencies for the vowels =o= and =y=, taken from the V 1 V 2 sequences =io= and =ay=. The larynx parameter was considered as fixed to zero. The table also shows the corresponding formant frequencies that were determined through observation of the spectrum from the real speech which was recorded concurrently with EMA. Finally, it shows generic vowel centers and standard deviations for male speakers of French, as given in the literature. The vowel which exhibits the best results, in terms of consistency of the three sets of formants is =u=. The vowel with the worst results is =a=, especially for F1, where the value derived by the model is too low. Regarding =e=, the problem is that while the model-derived formants agree well with the speech-derived ones, there is no agreement with the generic vowel centers. Actually the speech-derived and model-derived formants are somewhere between the generic vowel centers for =e= and ==. Given that the contrast between the two sounds is not very robust, even for native French speakers, it is possible that our speaker did not pronounce a clear =e=. For =i=,=o=, and =y=, there is a relatively good agreement between model-derived formants, speechderived formants, and reference vowel centers since the differences between them are less than two standard deviations (as given in the table). Nonetheless, we should note that when speech was synthesized with a Klatt synthesizer 36 using these formant frequencies with constant amplitudes and bandwidths, and F0 copied from the concurrently recorded speech signal, the produced sounds were intelligible and identifiable, as indicated by informal listening tests.
Furthermore, we experimented with several values for the larynx parameter, keeping the rest of the parameters at the values derived from EMA. With our adapted model, the range from À3 to 3 for the value of the larynx parameter corresponds to a range of 2.7 cm in larynx height. Our findings were in accordance with the literature: 37, 38 (1) Raising=lowering of the larynx results in raising=lowering of F1, F2, and F3; (2) The change in F2 for high front vowels is substantial; (3) The change in F3 for all studied vowels (oral French vowels) is also substantial.
A possible reason for some of the differences between model-derived and speech-derived formants might be some misestimation of the tongue-root region by the model. To further test this assumption, we did some simulation experiments on how sensitively the acoustics of the vowels presented in Fig. 8 would react to such a misestimation. Beginning with the reference shapes shown in Fig. 8 we changed the tongue contour uniformly between gridlines 8 and 17 [as shown in Fig. 1(b) ], by 1 mm, 2 mm, or 1 cm, and measured the variation of the formant frequencies. More specifically, a change of 1 mm means that we subtracted the formant frequencies derived by narrowing the cavity by 0.5 mm from the formant frequencies derived by widening the cavity by 0.5 mm. The results of this experiment are shown in Table III .
For all four studied vowels, as the pharyngeal cavity narrows, F1 increases. This increase is most relevant for =u= and =i=, since F1 corresponds to the Helmholtz resonance of the back cavity. At the same time, F2 and F3 decrease. Their decrease is almost negligible for F2 of =u= and F3 of =i=, and important in all other cases. These results also suggest a certain degree of linearity in the relationship between the first three formant values and the width of the pharyngeal cavity.
Can we use these results to confirm the assumption that the only cause of differences between model-derived and speech-derived trajectories in Table II is a possible misestimation of the contour at the tongue-root region? If we consider, for example, the case of =i=, we can see in Table III that a narrowing of the pharyngeal cavity (i.e., as if we had overestimated its width) would result to a desired increase in F1, a desired decrease in F2, and an undesired decrease in F3. Thus, the assumption cannot be confirmed and we should consider other possible sources of error in the model-derived formant frequencies, to complement or replace the tongueroot misestimation. The list of such sources of error includes the lack of information regarding the larynx, the epiglottis, and the velum, the lack of modeling of the sublingual cavity, the rough modeling of the lips, and the approximations under which the articulatory synthesizer operates.
In Fig. 10 , we present an example of the dynamic aspects of articulation. The figure shows the estimated temporal evolution of the six model parameters for the sequence =iu=. We plot parameter trajectories obtained directly as a 
result of quadratic optimization and those after regularization. In fact, the proposed variational regularization method allows a trade-off between proximity to observed data and smoothness of the trajectories. It can have an important effect in cases where the quadratic optimization provides behavior that does not seem to be natural. For example, in the interval roughly between 30 550 and 30 680 ms both tongue dorsum position and tongue apex position parameter trajectories exhibit a series of discontinuities. In the interval between 30 680 and 30 800 ms the tongue apex position trajectory exhibits a bump that would indicate a nonsmooth transition between the two vowels. Applying regularization removes these outliers without affecting much the corresponding vocal tract shape sequence. This can be verified in Fig. 11 , which presents the sequence of vocal tract shapes resulting from the parameter trajectories of Fig. 10 . The outliers discussed previously and the effect of regularization can be observed by comparing the two plotted contours in frames labeled 30 595, 30 635, 30 735, and 30 755. Nevertheless, in most cases applying regularization does not lead to important modifications, except slightly smoothing the parameter trajectories, thus removing probable measurement noise. Figure 12 shows the corresponding formant trajectories, when the larynx parameter is fixed to zero (solid lines), as well as when it covers the range [-3,3] (dots). Higher values for the larynx parameter lead to higher values for the formants. These trajectories are superimposed on a spectrogram of the concurrently recorded actual speech. It is known that rounded vowels such as =u= have a lower larynx position than unrounded vowel such as =i=. 39 Applying this remark to Fig. 12 , we may expect that for the =i= part the actual formants lie at the upper part of the range, above the solid lines, and for =u= at the lower part of the range.
V. CONCLUDING REMARKS
The articulatory representation provided by EMA is sparse, i.e., it concerns only a limited number of sensors attached to articulators. The control parameters of an articulatory model, such as the model by Maeda, constitute a more informative and easily interpretable articulatory representation compared to raw EMA information. Additionally, they allow direct speech synthesis. The method proposed in this paper may be regarded as an indirect way to map EMA information to speech acoustics: a problem that is otherwise addressed via data-driven statistical methods. 40, 41 Our main motivation for this work has been the evaluation of analysis-by-synthesis speech inversion methods. 7, 32 Direct evaluation of such methods in the articulatory space is difficult, since relevant data are rare. 7 The method proposed in this work may create abundant information for the evaluation of such inversion methods. In addition it may allow the incorporation of constraints to our inversion framework. In previous work, 32 we introduced constraints on the space of articulatory solutions provided by the codebook method, based on standard phonetic knowledge. It is imaginable to replace those abstract constraints with new ones on the basis of EMA findings.
We have already mentioned that the effective lip opening is different than the measurement of the vertical distance between the upper and lower lip EMA sensors. We made the assumption that the effective lip opening is a linear combination of this vertical distance and the protrusion measurement. Perhaps this is an oversimplification: a more elaborate model might better account for the relationship between EMA measurements and the effective lip opening. This is an issue for further study.
The estimation of the larynx parameter is missing from our study. As previously said, we do not believe that an EMA sensor glued on the Adam's apple of the speaker would provide reliable information on the larynx height. A second modality, such as a video capture device, could be added to the recording setup for this purpose; however, elaborate registration algorithms would be required in such a case. Another possibility is to use several sensors glued in the neighborhood of Adam's apple to track the larynx height by reconstructing the skin surface in this area. In this case the relative movement of the mouth cavity to the pharynx cavity (e.g., a nod gesture) should be removed.
The described method allows the recovery of midsagittal vocal tract shapes on the basis of the positions of a few fleshpoints. However, the diversity of these shapes is restricted by the model which simplifies vocal tract shape by suppressing fine articulatory details and operates under a series of assumptions that probably need further testing. Even though the model should generalize well to new speakers, we should expect some differences between the articulatory strategy of the speaker used in the construction of the model and that of the speaker used in our experiment. We must also bear in mind certain inaccuracies in the calculation of the positions of the sensors by the articulograph, 42, 43 with a probable nonlinear effect on the estimated articulatory parameters. Finally, the approximations under which the articulatory-to-acoustic simulation works are not necessarily accurate. Thus, even if we accept a perfect estimation of the articulatory control parameters that correspond to the recorded data, we cannot expect a perfect match between the synthesized formant trajectories and those of the original speech. Improvements to the articulatory model, construction of new models, or alternative choices among the models existing in the literature, might alleviate some of these problems.
