Abstract. The asymptotic behavior of the resolvent of a linear Volterra equation is investigated without the assumption that the kernel of the equation is in L\0, oo). A lower bound is obtained on the solutions of a related nonlinear Volterra equation. A special case of the latter result is employed in the proof of the former result.
1. Introduction. For the linear Volterra equation (1.1) x(t) + f'a(t -s)x(s) ds= f(t) (0 < t < oo),
•'o where a and / are prescribed real valued functions, the resolvent (kernel) is defined to be the unique solution, r, of ( 
1.2) r(t) + f'a(t -s)r(s) ds= a(t) (0 < t < oo). •'o
Thus r depends only on a and not on /.
There is a considerable literature dealing with properties and applications of the resolvent of (1.1). We shall comment on some of the earlier studies which are relevant to the present results. In Theorem 1.4 (below) the asymptotic behavior of r as t -* oo is investigated. Its proof employs several results which are relevant to nonlinear equations. In one of these, Theorem 1.7, a lower bound is obtained on the solutions of a nonlinear Volterra equation, (1.30) below, for which (1.1) is a special case.
The significance of the resolvent derives from the well known result: Then the solution, x,of(l.l) is given by (1.5) *(/) = /(/) -fr(t -s)f(s) ds (0 < t < oo) and x E L£c(0, oo).
The notation (1.4) means that -7* (1.6) [ \f(t)\" dt< oo for all T E (0, oo).
•'n
It is assumed that all prescribed functions are Lebesgue measurable and take values in the extended real line [-oo, oo] . If x is a solution of the nonlinear Volterra equation ( 
1.7) x(t) +fa(t -s)[x(s) + h(x(s))] ds= F(t)
on some interval 0 < t < T < oo, where a, A, and F are prescribed, then Lemma 1.1 implies that x satisfies (1.5) on [0, T) with (1.8) f(t) = F(t)-f'a(t-s)h(x(s))ds. Jo In the near linear case, h(x) = o(x) as x-»0, this reformulation of (1.7) as (1.5), (1.8) has been successfully employed in studying the asymptotic behavior of x as ;-» oo ; see, e.g., Miller, Nohel, and Wong [6] and Nohel [7] and [8] .
Some relevant facts concerning r are an immediate consequence of (1.1), (1.2) , and Lemma 1. (ii)// (1.9) and
(iii) 7/(1.9), (1.10), and (1.12) hold, then (1.14) Ca(t) dt* -1
•'n
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x(oa) = --7t-7T-r-' y ' 1 + JÔa(t) dt Lemma 1.2 illustrates the usefulness of (1.9). Under hypothesis (1.12), this property is characterized in the classical result of Paley and Wiener [10, p. 60]: Theorem 1.1. Let (1.12) hold. Then a necessary and sufficient condition for (1.9) to hold is that (1.16) (°°a^e-* dt* -1 for Re X > 0.
•'o Although (1.12) is not valid in some applications of (1.1), there are interesting alternative assumptions which imply (1.9). Theorem 1.2 below, due to Miller [5] , is of this type. Also see [5] for references to specific physical problems which motivate these alternatives to (1.12 The proof of (1.27) employs Theorem 1.5 below which is concerned with the nonlinear equation
Jo where a, g, and / are prescribed. Although the statement of Theorem 1.5 is slightly stronger than that of Theorem 1 of Levin [3] , it is proven in exactly the same manner as the latter result. Corollaries 1 and 2 of [3] treat the problem of replacing (1.26) with hold. Then the solution, x,of(\.\) satisfies (1.35) 0 < x(t) < f(t) (0 < / < oo).
A strengthened form of Lemma 1.3 is noted in §5. The proof of the other assertions of Theorem 1.4 employ (1.28) and some results of Levin and Shea [4] , concerning the asymptotic behavior of the bounded solutions of various integral equations, which are stated in §3. In the remainder of this Introduction we discuss Lemma 1.3 and, in particular, two quite different theorems dealing with nonlinear equations which are related to it.
An elementary self-contained proof of Lemma 1.3 is given in §2. With some rather obvious modifications, the arguments of §2 can be extended to (1.30 ) under the hypothesis (1.36) gGC(-oo, oo), xg(x) > 0 (-oo<;c<oo).
We omit the details since the resulting generalization of Lemma 1.3 is essentially contained, as a quite special case, in Theorems 1.6 and 1.7 below.
Observe that if (1.36) holds then so do (1.31) and (1.32) with X = 0.
The next result, which concerns the nonlinear equation
Jo is due to Friedman [1] and is discussed and employed by Miller [5] in his proof of Theorem 1.2 above. A related earlier result, for a(t) = /-1//2, is due to Padmavally [9] . Theorem 1.6. Let (1.3) and the following conditions hold:
If a, g, and f are sufficiently smooth to guarantee the uniqueness of the solution o/(1.37), then the latter exists on [0, oo) and satisfies (1.35). Lemma 1.3 may be obtained from Theorem 1.6 by setting g(x, t) = x in (1.37) and reasoning as follows: Let a > 0 and/ > 0 satisfy the hypothesis of Lemma 1.3. Then, obviously,
If a G C(0, 00) is also assumed, then Theorem 1.6 asserts that the solution of (1.1) satisfies (1.35). The continuity and positivity restrictions are easily removed by approximation arguments of the sort given in §2. The proof of Theorem 1.7 is similar to that of Theorem 1.5. However, the argument is sufficiently intricate, and the changes required in [3] sufficiently numerous, to warrant giving a self-contained treatment of one of the subcases that make up its proof. This is done in §4. Theorems 1.5 and 1.7 obviously imply:
Corollary. Let (1.32) and the hypothesis of Theorem 1.7 hold. Then -X < x(t) < X + f(t) (0< t < oo).
2. Proof of Lemma 1.3. Approximation arguments will enable us to deduce Lemma 1.3 from the weaker, but easily proven, result: Lemma 2.1. Let (2.1) aGC'[0, oo), a(t) > 0, a'(t) < 0 (0 < / < oo),
Then the solution, x,of(\.l) satisfies (2.3) 0 < x(t) < f(t) (0 < t < oo). Differentiating (1.1), setting / = t0, and invoking (2.2) yields
From (2.1), (2.5), and (2.7) it follows that x'(t0) > 0, which contradicts (2.6), unless (2.8) a(t) = a(0) (0 < t < t0).
However, (2.8) and (1.1) obviously imply (2.9) x(t) + a(0) ('x(s) ds= f(t) (0 < / < t0). Jo From (2.9) and (2.2) we easily obtain x(t0) > f(0)e-"m°> 0, which contradicts (2.5). Thus (2.4) is established, which together with the hypothesis clearly implies (2.3) and completes the proof of Lemma 2.1.
Turning to the proof of Lemma 1.3 itself, we let xe be the solution of (2.10) x<t) + f'a(t -s + e)x.(s) ds= f(t) + e (0 < / < oo), •'o where e > 0 and a and/satisfy the hypothesis of Lemma 1.3. If (1.26) holds, a(t -s + e) may, but need not, be replaced by a(t -s) in (2.10). If/(0) > 0, f(t) + £ may, but need not, be replaced by /(/) in (2.10). Such changes require setting e = 0 in appropriate formulas below. We now show that (2.11) 0< *,(/)</(/) +e (0 < t < oo).
If e = 0 throughout (2.10), then e = 0 in (2.11). Thus, in this special case, establishing (2.11) will complete the proof. Let [a"(-, e)} satisfy a"(-, e) E C°°[0, oo), a"(0, e) = a(e), a"(-, s) is nonincreasing, (2.12) a(t + e) < an+x(t, e) < a"(t, e) (0 < / < oo), lim a"(t, e) = a(t + e) a.e. 
. we set
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a"(/,£)= la(-^-+e) -0(3? +e)| on rV/3" < t < (k + l)/3", where a(-t + e) = a(e) for / > 0, then it is not hard to show that the an of (2.14) satisfy (2.12). A sequence satisfying (2.13) may be similarly constructed.
Let>>"(-, e) be the solution of yn(t, e) + f'adt -s, e)y"(s, e) <fc= /"(/) + e (0 < / < oo).
Lemma 2.1 implies that (2.15) 0 < ydU e)<f"(t) + e (0 < t < oo).
It is an elementary matter using the Ascoli-Arzelà lemma and the uniqueness of xe(/) to show that 3. Proof of Theorem 1.4. We consider (1.27) first. Let (1.25) and (1.26) hold and let an(t) = an(U 0), where an(U «) are defined by (2.14). Then (2.12) implies a" E C°°[0, oo), a"(0) = a(0), a" is nonincreasing, (3.1) a(t) < an+x(t) < adt) (0 < / < oo), lim adt) = ait) a.e.
n-»oo
Let r" be the solution of (3.2) r"(t) + fa(t -s)r"(s) ds= aH(t) (0 < t < oo).
This equation is the special case of (1.30) in which In view of (3.3) and (3.4), applying Theorem 1.5 to (3.2) yields (3.5) -a(0) < r"(0 < a(0) (0 < t < oo; n = 1, 2,... ).
Let (3.6) z"(0 = f'a(t -s)r"(s) ds.
Jo
It is easily verified that (1.25), (1.26), (3.5), and (3.6) imply |z"(0| < a2(0)t, \z"(t + A) -z"(0| < 2a2(0)A (0 < /, A < oo)
for n = 1, 2,.... A routine exercise involving the Ascoli-Arzelà lemma, the Lebesgue bounded convergence theorem, and the uniqueness of the solution of (1.2) now shows that rn(t) -» r(t) a.e. (n -» oo) and (1.27) are satisfied.
Let (3.7) A (t) = ('a(s) ds, R (t) = ('r(s) ds, V(t) = 1 -R (t). Then R, V E ^ICloc[0, oo). Integrating (1.2) yields (3.8) R(t) + f'a(t -s)R(s) ds -A(t)
(0 < t < oo), •'o which together with (3.7) implies (3.9) V(t) + f'a(t -s)V(s) ds= 1 (0 < r < oo).
•'o Applying Lemma 1.3 to (3.9) yields (3.10) 0 < V(t) < 1 (0 < / < oo) and, because of (3.7), (3.11) 0 < R(t) < 1 (0< t < 1), which establishes (1.28) of the conclusion. It may be noted from the proof that (1.28) holds with (1.26) replaced by (1.3).
The equations
(3.13) *'(/) + f'x(t -s) dB(s) = z(0 (0 < r < oo),
•'0 where (3.14) B E BV[0, oo), ß(0) = 0, B(t-) = B(t) (0 < / < oo), Then, by (1.25), (1.26), (3.28), and (3.29), Bx satisfies (3.14) and (3.30) Bx (X) = a(0) + f °°cos Xt da(t) -i /""sin Xt da(t).
•>o •'O From (1.25), (1.26), and (3.30) it is easily seen that 
The hypothesis and (4.1)-(4.3) easily imply that (4.5) is a consequence of (4.10). For brevity we will only prove here that (4.6) implies (4.5). The arguments for the remaining cases, (4.7)-(4.9), may be readily constructed from those that follow and from the discussion in [3] .
Thus, let (4.6) hold. Then 
