Thermodynamic properties of matter are conveniently expressed as functional relations between variables known as equations of state. Here we experimentally determine the compressibility, density and pressure equations of state for an attractive 2D Fermi gas in the normal phase as a function of temperature and interaction strength. In 2D, interacting gases exhibit qualitatively different features to those found in 3D. This is evident in the normalized density equation of state, which peaks at intermediate densities corresponding to the crossover from classical to quantum behaviour. [20] [21] [22] [23] [24] and the thermodynamic properties of 2D Fermi gases [25] [26] [27] , however, a full experimental characterization remains to be established.
Thermodynamic properties of matter are conveniently expressed as functional relations between variables known as equations of state. Here we experimentally determine the compressibility, density and pressure equations of state for an attractive 2D Fermi gas in the normal phase as a function of temperature and interaction strength. In 2D, interacting gases exhibit qualitatively different features to those found in 3D. This is evident in the normalized density equation of state, which peaks at intermediate densities corresponding to the crossover from classical to quantum behaviour. Two-dimensional (2D) quantum matter can display behaviors not encountered in three-dimensions (3D) [1, 2] . Fermions confined to 2D planes play a key role in unconventional superconductors [3] , graphene [4] and certain topological insulators [5] yet understanding the properties of these complex materials can present significant theoretical challenges. Simpler systems, such as ultracold atomic gases with tunable interactions [6] [7] [8] , can serve as valuable testbeds for building up and validating models of interacting fermions in 2D. Experiments on 2D Fermi gases to date have addressed their production [9] [10] [11] , pairing [12, 13] , pseudogap [14] and polaron physics [15, 16] , pair condensation [17] , the BerezinskiiKosterlitz-Thouless transition [18] and the pressure [19] as a function of interaction strength at low temperatures. Theoretically, several groups have investigated superfluidity [20] [21] [22] [23] [24] and the thermodynamic properties of 2D Fermi gases [25] [26] [27] , however, a full experimental characterization remains to be established.
In cold atom experiments, a 2D gas can be produced by subjecting a cloud to tight transverse confinement. In a harmonic potential, with characteristic frequencies ω x , ω y and ω z , a gas can become kinematically 2D when the transverse (z) confinement energy exceeds all other energy scales including the thermal energy, chemical potential and interaction energies. The first two criteria require that ω z k B T, E F where is Planck's constant, k B is Boltzmann's constant, T is the temperature and E F is the Fermi energy. The criterion for the interactions requires that neither elastic or inelastic (e.g. pair-forming) collisions result in the population of transverse excited states [8, [28] [29] [30] [31] [32] . At nonzero densities it was found that moderate interactions can lead to transverse excitations, even when k B T and E F lie below the transverse oscillator energy [33] . This in turn can impact other parameters such as the pairing gap [34] and superfluid transition temperature [24] .
Here we measure the thermodynamic properties of attractive Fermi gases in the normal phase in a parameter regime where 2D kinematics has been clearly established [33] . We apply a protocol based on the approach used for a 3D Fermi gas at unitarity [35] and employed on a 2D Bose gas [36] . By establishing a model independent relationship between the compressibility and pressure, we extract a range of thermodynamic properties including the temperature, chemical potential and density equations of state.
In a two-component Fermi gas thermodynamic variables can be expressed as functions, f , connecting the underlying energies within the system [37] . At fixed temperature and interactions, these can be related to the density via the Gibbs-Duhem equation. In 2D the pressure P , density n and isothermal compressibility κ are given by
(1)
where f i (βµ, βE b ) depend on the chemical potential µ, temperature and interaction strength, β = 1/(k B T ), λ = 2π 2 /(mk B T ) is the thermal de Broglie wavelength, m is the atomic mass and E b is the two-body binding energy which in quasi-2D is governed by ω z and the 3D scattering length a. The 2D scattering length a 2D is related to the binding energy by
) in the kinematically 2D regime [6, 8, 28] . Knowledge of the functions f i represents a complete determination of the thermodynamics and can establish valuable benchmarks for comparison with many-body theories [38] .
In the experiments that follow we study 2D atom clouds at thermal equilibrium in a cylindrically symmetric harmonic trap V r (x, y) = mω 2 r (x 2 + y 2 )/2 with ω r (= ω x = ω y ) ω z . Due to the slowly varying radial potential we can make use of the local density approximation (LDA) which asserts that local thermodynamic properties will be equivalent to those of a homogeneous gas at the same temperature and chemical potential [39] . Under the LDA the atomic density can be written as n[µ(x, y), T ], where µ(x, y) = µ 0 − V r (x, y) and µ 0 is the chemical potential at the trap center. In any single realisation of the experiment, the parameters β and E b will be fixed across the cloud such that Eqs. (1-3) yield f n (βµ, βE b ) = f P (βµ, βE b ) and f κ (βµ, βE b ) = f P (βµ, βE b ) by differentiation with respect to βµ.
We prepare single 2D clouds of neutral 6 Li atoms in a hybrid optical/magnetic trap at temperatures in the range of 20-60 nK [33, [40] [41] [42] . A blue-detuned TEM 01 mode laser beam provides tight confinement along z with ω z /(2π) = 5.15 kHz. Radial confinement arises from residual magnetic field curvature present when the Feshbach magnetic field is applied, leading to a highly harmonic and radially symmetric potential with ω r /(2π) = 26 Hz with an anisotropy of less than 0.6 %. We image along z to directly obtain the density n(x, y) of clouds prepared in the kinematically 2D regime. Fig. 1(a) shows the average of 10 images taken under identical experimental conditions. Due to the symmetry of V r (x, y), and a precise calibration of the absorption imaging [42] , we can azimuthally average these images to obtain n(V r ) as shown in Fig. 1(b) .
Both a and V r (x, y) are precisely known for a given experimental sequence providing accurate knowledge of E b and, via the LDA, the change in chemical potential dµ(≡ −dV r ) across the cloud. Other parameters however, including the absolute temperature and chemical [49] . Solid blue line and grey stars are the calculated equation of state for βE b = 0.5 based on Luttinger-Ward (LW) [26] and quantum Monte-Carlo calculations (QMC) [27] , respectively.
potential, are unknown. Furthermore, absorption imaging is susceptible to systematics that make precise calibration of the atom density challenging [45] [46] [47] [48] . To proceed we first obtain an estimate of the absolute temperature and chemical potential by fitting the low density wings of the cloud with the virial expansion in 2D to third order [49] . As only a small fraction of the cloud can be used, this can lead to relatively large uncertainties in the fits [42] . Fortunately, the relationships connecting f p , f n and f κ allow this to be improved. In analogy with refs [35, 36] , we use the n(V r ) data to construct a model independent equation of state for the dimensionless compressibilityκ = κ/κ 0 versus pressurep = P/P 0 [35] where κ 0 = 1/(nE F ) and P 0 = nE F /2 are the local compressibility and pressure of an ideal Fermi gas at T = 0, respectively, E F = ( 2 π/m)n = k B T F is the local Fermi energy and T F is the Fermi temperature. In Fig. 1 (c) we plotκ againstp for βE b = 0.26 (2) . At high temperatures the compressibility lies close to that for the ideal gas yet it deviates above this at lower temperatures (lowerp). The virial expansion provides a reliable prediction ofκ forp 6. Eqs. (1)- (3), along with dµ = −dV r , then allow one to find the relative temperatureT = T /T F and βµ at any position in the cloud using the integrals
where the initial points can be chosen to lie in the range where the virial expansion is accurate. Implementation of Eq. (4) turns out to be relatively insensitive to the precise starting conditions and provides highly robust thermometry directly from theκ vs.p equation of state. As a validation of the imaging calibration, the absolute temperature found from Eq. (4) should be consistent across the entire cloud and should match the value of βE b that gave the best fit in the cloud wings using the virial expansion [42] .
The integral for the chemical potential, Eq. (5), should also yield values of βµ that are consistent with temperature found using Eq. (4). Additionally, µ should vary according to the LDA as a function of position across the cloud. Meeting all of these conditions requires accurate calibration of the absorption imaging as full consistency is only obtained with the correct parameters [42] . Agreement with the virial expansion at high temperatures provides a complementary validation of the thermodynamic parameters that assures the data is free from systematics within the error bounds of the virial fit.
With T /T F and βµ known across the cloud, and the above criteria satisfied, we can construct the homogeneous density equation of state. In Fig. 2 we plot n(µ, T ) for four values of βE b , normalized to the density of an ideal Fermi gas at the same chemical potential and temperature n 0 (µ, T ) = (2/λ 2 ) ln(1 + e βµ ). Reducing dimensionality leads to a dramatic difference in this equation of state compared to the 3D attractive Fermi gas [35, 50] . The normalized density n/n 0 displays a nonmonotonic behaviour as a function of βµ. This is most evident for the gas with strongest interactions βE b = 0.47 where n/n 0 peaks just below βµ = 1. Also shown are the calculated equations of state using the virial expansion (dashed lines) [49] , which is valid for βµ −1.5, along with recent Luttinger-Ward (LW, solid line) [26] and quantum Monte-Carlo (QMC, grey stars) [27] calculations for a cloud with βE b = 0.5. Our data for βE b = 0.47 shows good qualitative agreement with these calculations lying in between the LW and QMC curves.
The peak in n/n 0 originates from the presence of a two-body bound state which exists for arbitrarily weak attraction in 2D. Interactions will generally be most significant when the kinetic energy of colliding atoms, E k , is approximately equal to E b . In 2D, when T T F , this occurs when the interaction parameter ln (k F a 2D ) → 0 [8] , where k F = √ 2πn is the Fermi wavevector. At T = 0, the existence of a bound state leads to the possibility of tuning from the fermionic (BCS) regime where E b E F , to the bosonic regime with E b E F , simply by varying the density. At finite temperatures, the thermal energy k B T sets a lower bound on the collision energy and the Bose limit is only possible when βE b > 1. For the data in Fig. 2 , βE b is always less than unity and E k always exceeds E b . In the low density (classical) region of the clouds, where βµ < 0, E k will be set by k B T , and interactions become stronger as the density begins increasing and the relative temperatureT decreases. However, once βµ 1, E F becomes the dominant energy (quantum regime) and E k increases above k B T , and hence further above E b . This leads to effectively weaker interactions at high density and n/n 0 begins decreasing for βµ 1. Not all thermodynamic properties of an interacting 2D Fermi gas can be obtained from measurements on a single cloud. While the free energy, F = U −T S, where U is the internal energy and S is the entropy, is readily found via the grand potential Ω = −P A = F − µN , where A is the area and N is the particle number, U and S cannot be found individually without further information. The normalized free energy is given by F/(N E F ) ≡F = µ/E F −p/2, and is plotted in Fig. 3(a) . However, unique determination of U and S requires differentiation across clouds with different a 2D . Specifically, by consideringF as a function of temperature and a 2D we can evaluate the contact density C using dF /d(ln a 2D ) = 2C/k 4 F at fixed T /T F . With this the internal energy, and hence the entropy, can be found via the Tan pressure relation [51] [52] [53] 
. As we only have measurements at four values of a 2D the measured contact contains significant uncertainty compared to other variables. However, as C remains relatively small in our experiments, the internal energy shows the expected behaviour, Fig. 3(b) .
Finally, we can plot the dimensionless pressurep versus interactions and temperature in Fig. 3(c) . Constructing a full 3D surface plot ofp as a function of ln (k F a 2D ) and T /T F would represent a complete characterisation of the thermodynamics of the 2D Fermi gas. The contours in thep = 0 plane show how the relative temperature and interaction strength evolve in a single cloud. Grey circles on the contours indicate the approximate peak location in the density equation of state.
In summary we have measured the thermodynamic properties of a 2D Fermi gas with attractive interactions in the normal phase. The existence of a bound state leads to qualitatively different behaviour to 3D gases as apparent in the density equation of state. For the gas with strongest interactions (βE b = 0.47) the superfluid transition temperature is expected to lie at approximately 0.05 T /T F [26] which is around a factor of two colder than we currently achieve. Future studies investigating thermodynamic signatures of the superfluid transition may provide insight into the nature of the transition in a quasi-2D Fermi gas. At stronger interactions one could investigate the effects of transverse excitations on the thermodynamic properties.
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Note added: A related work has recently been posted which examines the thermodynamic equation of state across the 2D BEC-BCS crossover [54] .
Supplemental Material: Universal thermodynamics of an attractive 2D Fermi gas To produce a 2D Fermi gas we begin with a 3D gas containing N/2 = N σ = 2 × 10 5 Li 6 atoms confined in a red-detuned (1075 nm) single beam optical dipole trap. The cloud is evaporatively cooled to a temperature of T ∼ 0.1 T F at unitarity (832.2 G). We then ramp the magnetic field to the BEC side of the Feshbach resonance (780 G) and transfer the atoms to a TEM 01 mode optical trap produced by a 532 nm frequency-doubled fibre laser [1] . This provides tight confinement in the transverse direction, while radial confinement is provided by residual curvature in the magnetic field generated by the Feshbach coils. Initially, the TEM 01 mode laser is ramped up to approximately 10% of its full power over 350 ms and the 3D optical trap is simultaneously switched off. We then perform evaporative cooling in the weak quasi-2D trap by applying a transverse magnetic field gradient over a period of 2 seconds. Including this extra step makes it possible to achieve lower temperatures and provides precise control over the atom number in the final 2D trap. Lastly, the magnetic field gradient is removed and the TEM 01 mode is ramped to full power to achieve a tight trapping frequency of 5.15 ± 0.24 kHz and a radial trapping frequency of 26.4 ± 0.1 Hz at a magnetic field of 972 G. After an equilibration time of 250 ms an in-situ absorption image is acquired.
Calibration of the absorption imaging
Absorption imaging of the trapped clouds is achieved by illuminating the atoms with a short pulse of resonant laser light propagating along the z-direction. The atoms leave a shadow in the laser light which is imaged onto a CCD camera. The atomic density in the x-y plane can be inferred from the resulting absorption image via the Beer-Lambert formula including saturation [2] n(x, y) = 1
where I f (x, y) is the measured intensity with the atoms present, I 0 (x, y) is the measured intensity in the absence of atoms, σ is the absorption cross-section and I sat is the saturation intensity of the transition. Images used for the thermodynamic analysis are taken with a pulse length of 10 µs and intensity I ∼ 0.25 I sat . However, with these imaging parameters, the measured density generally underestimates the true density due to the Doppler shift of atoms accelerated by the imaging light and possible multiple scattering at finite gas density [3] .
To correct for these effects we acquire a series of additional images of the 2D clouds using a 1 µs imaging pulse with an intensity I ∼ 10I sat . In this high intensity regime the second term in equation (S1) dominates and any Doppler shifts during this short pulse are negligible compared to the power broadened width of the transition. The measured optical density (OD) under these conditions provides a robust measure of the absolute density [2, 4] , but contains significantly more statistical noise. By averaging many images taken in both low and high intensity regimes of clouds prepared in an identical way we can determine an overall correction to the optical density by constructing a correction factor C OD = OD high /OD low . In general, this correction will be a function of the measured optical density, however, as we only ever deal with very low optical densities (typically less than 0.1), C OD turns out to be effectively constant over the range we access. In Fig. S1 we plot the ratio OD high /OD low versus the measured OD low in the region of the image where atoms are present. As can be seen the correction factor is approximately constant in the range of optical densities measured and becomes noisy at low OD (below ∼ 0.02). Averaging the measured correction factor in the range 0.02 < OD low < 0.06 and applying this to the images provides a corrected density distribution where the uncertainty in the corrected density is typically of order ∼ 10%. The actual correction factors determined in this way for the four magnetic fields investigated in the paper are shown in the central column of Table I. In the next section, we show how fitting the density using the virial expansion provides a way to improve the accuracy of these coefficients.
Temperature estimation using the 2D virial expansion
The thermodynamic properties of an interacting 2D Fermi gas at relatively high temperatures T /T F 1, where T F is the Fermi temperature, are well approximated using the virial expansion [5] . When the fugacity x = e βµ is a small parameter, one can expand the grand potential in powers of the fugacity, where the expansion coefficient for the n-th order term depends on the solution of the n-body problem for the interacting particles. For a 2D gas in a harmonic trap the density will be given to third order by
where λ = 2π /(mk B T ) is the thermal de Broglie wavelength, m is the mass of the atom, x(r) = e
is the local fugacity, µ 0 is the chemical potential at the centre of the cloud, V (r) = mω 2 r (x 2 + y 2 )/2 is the trapping potential, β = 1/(k B T ), ω r is the radial harmonic confinement frequency and ∆b 2 and ∆b 3 are the 2nd and 3rd virial coefficients, respectively. The coefficients ∆b i are functions of βE b where E b is the two-body binding energy that depends upon the transverse confinement frequency ω z and the 3D scattering length a [6, 7] . E b is generally known precisely as both the trapping frequency and 3D scattering length are readily determined.
The second order virial coefficient ∆b 2 can be conveniently calculated according to the Beth-Uhlenbeck formalism. By introducing a dimensionless parameter
we obtain
The determination of the third order virial coefficient ∆b 3 is much more involved. It was calculated in Ref. [5] with the help of an isotropic harmonic confinement and in Ref. [8] by generalizing the diagrammatic approach introduced by Leyronas [9] . In Fig. S2 , we show the numerical result. Empirically, in the range 0.003 < βE b < 1, we may use the fit, Table I . Correction factors applied to the measured optical density of the 2D clouds at each magnetic field used in the experiment. The first estimate of the correction factor is given by COD (high/low) which is determined by the ratio of the optical densities in both high intensity and low intensity images. The correction factor listed is the average value of COD in the range and the uncertainty is given by the standard error. The values listed in column COD (virial) give the scaling factor which minimises the difference between the measured density and density determined by fits to the virial expansion. Error estimates for these measurements is determined by the 95% confidence interval of the fit.
where a 0 = 0.45938, a 1 = 0.40400, a 2 = 0.31103, a 3 = 0.16998, a 4 = 0.17801, a 5 = 0.23461, a 6 = 0.13623 and a 7 = 0.02685. With the ability to calculate these coeffecients we can fit equation S2 to the (azimuthally averaged) density profile with T and µ 0 as free parameters.
The fitting procedure is sensitive to the absolute temperature T via the 1/λ 2 term and also through βE b dependence of the virial coefficients. Additionally, any errors in the correction factor C OD can lead to systematic errors in the fit. To account for each of these effects, we perform the fitting procedure iteratively using a bisection algorithm for different values of βE b until the value of βE b used to determine the virial coefficients converges with the fitted temperature T . We also perform this fitting procedure with different values of the optical density correction factor C OD to determine the combination of βE b , T and C OD which gives the best fit to the measured density. This allows us to further refine the value of C OD as the quality of the fit is quite sensitive to the overall scaling factor. The right hand column of table I shows the optimised values of C OD that give the best fits at each magnetic field. The uncertainty in C OD is reduced to the few percent level by this procedure. In Fig. S3 , we show an example of the resulting fit of the virial expansion to the cloud wings for βE b = 0.005(1). (1) is found at an optimised COD of 1.21 (2) .
At this point we have a first estimate of the absolute temperature and chemical potential of the 2D cloud which provides a basis upon which to build up the full thermodynamic description.
Full thermodynamic analysis and validation of virial fits
Equations (4) and (5) in the main paper provide a general approach to evaluate the relative temperaturẽ T = T /T F and chemical potential βµ via integration of theκ vs.p equation of state at any temperature or interaction strength. Having performed the virial fit as described above, we can use the virial expansion to calculateκ andp at the βE b determined from the fit using
(S7) While these are valid only in the low density wings of the cloud where the relative temperature is high, they provide useful initial conditions for evaluating the definite integrals forT and βµ, equations (4) and (5). Rearranging the expression for the density, equation (S2), we find thatT is given bỹ
Under the assumptions of thermal equilibrium and the Local Density Approximation (LDA) we require that the absolute temperature across the cloud be uniform and that the chemical potential evaluated from equation (5) should satisfy µ(r) = µ 0 − V (r). To test compliance with these criteria, we first use the temperature integral, equation (4), to find the relative temperatureT for each value ofp in theκ-p equation of state. From this we can find the absolute temperature T using the local Fermi temperature T F (r) = E F (r)/k B , with E F (r) = (π 2 /m)n(r) being set by the density. Figure S4(a) shows the absolute temperature T determined at various positions through the cloud by varying the endpoint of the integration equation (4) . The data are approximately uniform across the entire cloud with some fluctuations appearing due to noise in the density profile n(r). The absolute temperature is consistent with the virial result, grey line, where the uncertainty in the virial fit is indicated by the light grey band. Averaging the values in Fig. S4(a) over the different densities provides a robust estimate of the absolute temperature with a smaller uncertainty than that resulting from the virial fit. These provide the final values of βE b which are given for each magnetic field in table II. A similar check can be performed to ensure the consistency of the chemical potential. It follows from the LDA that one can determine µ 0 from the value of µ(r) found at any position through the cloud using equation (5) from the main text. Again the virial expansion provides the initial values (βµ) i andT i from which βµ at any point in the cloud can be determined. As βµ is calculated for eachp we can infer the chemical potential in the trap centre using the temperature determined above and our knowledge of the trapping potential. Plotting the µ 0 determined in this way allows us to validate both the LDA and the thermometry. Figure S4 (b) shows a plot of µ 0 found by terminating the integral in equation (5) at different positions through the cloud. The overall flatness of the curve confirms the consistency of the parameters found and used in the analysis. The fact that our results are fully consistent with the virial expansion in the high temperature limit provides a rigorous confirmation of the validity of the approach.
Additional thermodynamic parameters
Having determined βµ and T /T F , we can take the product of these to find the dimensionless chemical po- Table II . Values of βE b determined at each magnetic field. βE b (virial) is found by via the fitting to the in-trap density distribution with the third order virial expansion after finding the optimal COD. The quoted uncertainties represent the 95% confidence interval of the fit. We also show the value of βE b as determined via the full thermodynamic analysis using the dimensionless compressibility and pressure. In this case the error includes both statistical uncertainty and systematic uncertainty arising due to measured field strengths and trapping frequency.
tential µ/E F which, in the case of a homogenous gas, is equivalent to the dimensionless Gibbs free energy. This is plotted in Fig. S5 for the four different interaction strengths. As can be seen, the chemical potential for interacting gases remains monotonic in the range of the normal phase that we measure but lies well below the ideal gas result even for modest interactions. Unlike the 3D Fermi gas at unitarity [10] , where the pressure follows a simple relation P = 2/3 E where E is the energy density, it is not possible to determine parameters such as the internal energy U or entropy S from measurements on a single (interacting) 2D cloud. Moreover, other variables such as Tan's contact parameter C require derivatives with respect to the interaction parameter, which can only be obtained through combining measurements of clouds prepared with different interaction strengths ln (k F a 2D ) where k F = √ 2πn is the Fermi wavevector and a 2D is the 2D scattering length. As described in the main text, the Helmholtz free energy F is given byF = F/(N E F ) =p − 1 2 µ/E F . Using the Tan relations for the contact density in 2D C = dF /(d ln a 2D ) [11] [12] [13] one can find the average energy per particle U/(N E F ) =p/2 − C/k 4 F . With this it is possible to determine further thermodynamic parameters provided the experiment is repeated at multiple values of a 2D . As we are required to differentiate with respect to a 2D at fixedT and we only have data at four unique values of a 2D we necessarily introduce additional uncertainties in the derived quantities when compared to parameters such as chemical potential and temperature which can be obtained from a single cloud. This is especially important for the extreme data sets and such measurements could be improved with additional data covering a larger range of a 2D . However, as the overall contribution of the contact is small for the range of interaction strengths covered in these experiments we still find relatively small error bars and good agreement with the virial expansion at high temperatures.
Having obtained U/(N E F ) it is straightforward to extract the entropy per particle S/(N k B ) from the Helmholtz free energy. In Fig. S5(b) we plot the entropy in this way. It is interesting that the measured entropy differs only very slightly from the ideal gas entropy for all interaction strengths we consider. Deviations from the ideal gas entropy may become more significant at lower temperature, particularly below the superfluid transition. 
