ABSTRACT For the future high-speed next-generation Ethernet passive optical network (NG-EPON) system, the low-cost system could be kept by adopting low bandwidth devices. To compensate for the signal distortion and improve the performance of high-speed bandwidth limited system, we propose a special feature vector construction to achieve a new equalizer scheme based on support vector machines (SVM) classifier. For the first time, we mathematically analyze the model of the bandwidth-limited optical transmission system and theoretically derive the linear separability of the proposed feature vector formed linear hyperplane in 100-Gb/s NG-EPON system. Furthermore, 4×25-Gb/s non-return to zero (NRZ) and 2 × 50-Gb/s four-level pulse amplitude modulation (PAM-4) per wavelength transmission experiments with 10-G class optics system are demonstrated to prove the feasibility of our scheme. The experimental results show that, for 25-Gb/s/λ NRZ transmission, compared to the decision feedback equalizer (DFE) and feed-forward equalizer (FFE), the receiver sensitivity achieved by our scheme can be improved by about 0.5-dB @BER=3.8e-3 with limited training sequence. For the 50-Gb/s/λ PAM-4 case, the SVM-based equalization method improves the receiver sensitivity for about 1-dB.
INDEX TERMS Support vector machines (SVM), non-return to zero (NRZ), pulse amplitude modulation (PAM), feature vector construction, next-generation Ethernet passive optical network (NG-EPON).

I. INTRODUCTION
With the rapid development of the Internet services such as cloud computing, virtual reality high-resolution TV, etc., the bandwidth demand of end-users is rapidly growing [1] . To meet the demand of the end-users, the goal of nextgeneration Ethernet Passive Optical Network (NG-EPON) proposed by IEEE 802.3 is to realize 100-Gb/s capacity by stacking four or two wavelengths with each supporting 25-Gb/s or 50-Gb/s per wavelength [2] . Considering that PON systems are cost-sensitive, it is mandatory to keep the low cost while improving the transmission rate. For this proposal, the scheme of high-speed rate with limited-bandwidth especially 10-G class optics has been demonstrated and The associate editor coordinating the review of this manuscript and approving it for publication was Wen-De Zhong.
widely investigated [3] , [4] . While, in this case, the severe inter-symbol interference (ISI) would be introduced due to the limited bandwidth, thereby resulting in a decrease in system performance and receiver sensitivity [5] . To solve this problem, one of the most popular methods is to use equalization techniques to compensate the ISI. Commonly used equalization techniques can be divided into two types, the optical methods and the electric schemes. In optical domain, dispersion compensation fiber (DCF), delay interferometer (DI) and other optical devices are utilized [6] - [8] . However, these techniques have a series of problems. Firstly, high cost would be introduced for adding extra devices. Secondly, the improvement they brought is observed to be quite limited especially with the O-band case [9] . What's more, the compensation techniques should be adjusted according to the transmission distances, thus are not dynamically adaptive for different cases. Therefore, currently, the electrical equalization algorithm such as decision feedback equalizer (DFE) and feed-forward equalizer (FFE), which are actively used in the field to eliminate the ISI, is more favorable [10] - [12] . Besides, the high complexity Volterra equalizers (VE) are also used to compensate for transmission distortions [13] , [14] . While, VE is a competitive equalizer for nonlinear distortions demanding large number of taps, but offers little improvement compared to other methods for linear ones [10] . These equalizers all employ adaptive algorithms including recursive least squares (RLS) and least mean square (LMS) to iteratively update tap coefficients of the filters through training sequences (TS) for achieving good equalization performance [12] . And, some problems with this type of algorithm also exist, such as local optimal solutions, huge training sequence expense and a large number of taps, thus improvements should be made for these traditional equalizers.
At the same time, with the rapid development of artificial intelligence in recent years, machine learning has become one of the most popular research directions in many research fields [15] , [16] . Among all the branches of machine learning, the support vector machines (SVM) is considered as an effective supervised learning method, which is actively used in the fields of statistical classification and data analysis [17] - [20] . Compared to other machine learning algorithms such as neural network [21] - [23] , since its performance is determined by the limited number of support vectors, SVM requires very few training samples and avoids the problem of over-learning. For this, the SVM-based equalization scheme has been presented in wireless communication system to deal with the distortion caused by the multipath channels [24] , [25] . And, with the help of complex nonlinear kernel functions, the common SVM with only current data feature was proposed to deal with the nonlinearity of vertical-cavity-surface-emitting-laser (VCSEL)-based optical transmission system [17] - [20] . Whereas, due to only the current data being considered, it cannot be directly used to solve the classification problem of the overlapping data (ISI) introduced by the system limited bandwidth.
To deal with the issues mentioned above, we design a novel construction of feature vector method, and utilize it to realize a novel modified SVM equalization scheme for solving the ISI problem caused by the bandwidth limited 100-Gb/s NG-EPON system, which can further improve system performance and keep the low system upgraded cost simultaneously. And, with the channel model function and linear hyperplane function, the theoretical derivation is presented to demonstrate the linear separability of our scheme, which is also proved by the experiment results. Owing to this property, only the linear kernel function rather than the complex nonlinear ones is used for our scheme, thus significantly reducing the computational and system complexity of equalizer scheme. Moreover, a comparison between our scheme and the common FFE/DFE is performed to prove its feasibility in 25-Gb/s/λ non-return to zero (NRZ) and 50-Gb/s/λ four-level pulse amplitude modulation (PAM-4) signal transmission experiment with 10-G optics. Experiment results show that, in the case of 25-Gb/s/λ NRZ system, only 150 training length and 5-taps are needed for our scheme to achieve a satisfying equalization effect. Meanwhile, for 50-Gb/s/λ PAM-4 case, the receiver sensitivity achieved by our scheme can be improved by about 1-dB @BER=3.8e-3 compared to the DFE. Thus, our proposed scheme can provide an enhanced transmission performance with a low training cost for the next generation 100Gb/s-EPON.
II. PRINCIPLES A. MODELLING OF THE ISI CHANNEL AND OUR SCHEME
For an instinct explanation of our scheme, the time-domain channel model of band-limited optical system is analyzed. Due to the bandwidth limitation characteristic of the optoelectronic devices employed in high-speed PON system, serious ISI would be induced and would severely degrade the transmission performance. Generally, in these bandwidth limitation systems, the channel can be considered as a finite impulse response filter with an additive white Gaussian noise (AWGN). Consequently, throughout this channel, the received signals can be described as,
where x(k) denotes the original transmitted signal and r(k) is the received signal. The h i is channel response coefficients, which can be considered as the channel weights in this paper, and n(k) is Gaussian noise induced by the high-speed system. The l indicates the channel preamble interference and tailing interference, namely the length of ISI is L 0 = 2l + 1. In the reported SVM-based works [17] - [20] , the nonlinear kernel function was employed to resolve the distortion caused by VCSEL-based system nonlinearity, which can be given as,
where x i is the support vector and α i is its corresponding Lagrangian parameter computed by sequential minimal optimization (SMO) algorithm [18] . The variable x is the data needed to be classified. The parameter k is the numbers of support vector. And, K (x, x i ) is the nonlinear kernel function, which is used to map the data into high dimension. By using this function, a nonlinear decision boundary can be obtained for further solving the linear inseparable problems in low dimensional space. Besides, the function of sign() represents the decision of signal. It is noted that, with this format, the classified results only are totally determined by current data x and the support vector x i , while the correlation between the current data and fore-and-aft data symbols are ignored. In this way, the distorted data induced by the ISI as in Eq. (1) cannot be recovered by the method based on the Eq. (2). Namely, the common SVM cannot be directly used to compensate the signals distortion in limited bandwidth NG-EPON system. Due to the fact that traditional SVM is not applicable for our transmission system, a special feature construction method is designed to modify the SVM for a better equalizer in this paper. The comprehensive principle schematic diagram of our scheme is presented in Fig. 1 , which consists of the feature vector construction (circled by the red dotted box), the optimal hyperplane training and equalization processing. Here, each Z −1 block indicates a delay of one symbol period T the previous data go through. As we all known, to realize the SVM-based classifier, the most important but easily overlooked procedure is the processing of building the satisfactory feature vector. As shown in Fig. 1(a) , the specific procedures of feature construction for TS are presented, which can be defined as,
where m and n are the numbers of feed-forward taps and feedback taps, respectively. And, P(k) is the feature vector of the k-th sample point, which consists of two parts. The first part is the TS detected later, described as {r(k)}. Another part of the feature vector is the regenerated TS, described as {s(k)}, which is generated by TS generator. Meanwhile, s(k) act as the label of P(k), namely s(k) is the original value of k-th sample point. After constructing feature vectors and the corresponding labels for all TS sample point, the optimal hyperplane can be calculated by SVM trainer based on the SMO algorithm. This hyperplane can be presented as,
where the w is the normal vector of the hyperplane, and the x is the point on the hyperplane. Due to the linear kernel function is employed, the length of w and x are both n + m. b is real number, which is the offset from the hyperplane to axis origin. Then, with the constructed hyperplane, the equalizer with the SVM-based classifier can be carried out, and the corresponding processing is presented in Fig. 1(b) . Here, before injecting into the SVM classifier, the effective data namely test data set also need the processing of feature vector construction, which has the same structure and length as the feature vectors of training sequence. It can be denoted as,
where y(k-i) is the classification result of previous data in the (k-i) th symbol. Noted that, during the training process, (3) is utilized to replace the classification result of previous data, namely the effect of s(k-i) is equal to y(k-i), thus P(k) has the same structure as the Q(k). With this constructed Q(k), the test data are input into the SVM-based classifier. In this classifier, the data (taking NRZ for example) can be divided into two categories by judging that the data is above or below the hyperplane. Here, the classifier function can be given as,
where w(i) and b are the parameters of the optimal hyperplane calculated in the trainming processing. Based on the Eq. (6), the classified results of test data can be output, and then are injected into the bit error rate (BER) measured model. In addition, as for the PAM-M signal, the equalization can be realized with a multi-SVM [18] - [20] , which is demonstrated in the part C of principles.
To instinctively show the linear separability effect of our scheme, the data samples of the NRZ signal are chosen in geometric space for example as shown in Fig. 2 , which is the data without equalization. And, the X-axis and Y-axis represent the sampling time and sampling value, respectively. It is clearly shown that, a large numbers of different types of data are overlapping, which would introduce the signals distortion and increase the bit error ratio. In this way, the nonlinear kernel function constructed decision boundaries only about the y-axis data are not used to deal with this overlapping problem. By using our proposed scheme, the different type's data can be effective separated, as illustrated in the Fig. 2(b) . Here, the dimension of feature vectors is three. Consequently, each test data has three features, namely previous symbol moment decision result, current samples and following symbol samples. Due to two categories for each feature, all test data points form eight clusters. And, different color represents their corresponding label. Obviously, the data becomes clearly distinguishable after constructing the feature vector. The colorful plane shown in Fig. 2(b) is the optimal hyperplane computed by the SMO algorithm with linear kernel function. Different types of data are perfectly separated by the optimal hyperplane. In summary, these results can verify that, our scheme can equalize the overlapping data and there is no need to use complex nonlinear kernel functions.
B. MATHEMATICAL ANALYSIS OF LINEAR SEPARABILITY
Furthermore, the linear separability of our scheme is analyzed. The feature vectors of Eq. (5) is divided into two vectors, namely the detected data vector R(k) and previous symbol classified vector Y (k), which can be described as,
respectively. With this Eq. (7), the current input of decision devices y in (k) can be simplified as,
Here, given the feature vector is split into two parts, its corresponding weight vector is also split into two parts the W 1 and W 2, which can be defined as
Extending the r(k) from the Eq. (1) to the form of vector R(k), which can be further presented as,
where
T is a column vector composed of transmittal signals, which can be divided into following symbol part X f (k) and previous symbol part X b (k) described as,
respectively. Here, for the case of m = n + 1 = L 0 , the channel weights matrix H=[ during a certain sampling period, which can be written by,
respectively.
And, according to the condition of m = n + 1 = L 0 , the same dimension can be achieved for Y (k) and X b (k). By the decision feedback, the X b (k) can be replaced by the Y (k). With this condition and the definition of H, the received data can be further written as,
Substituting the Eq. (12) into the Eq. (8), the new obtained equation can be given as,
Since our scheme exists the feedback filter processing, there will always be a W 2 which satisfies the equation of [25] . In this case, the Eq. (13) can be further described as,
At the same time, for the convenience of derivation, only the impact of ISI is considered and the effect of noise is ignored. In this case, the parameter b can be ignored. With these assumptions, the input of decision devices can be further given as,
Here, due to the fact that H 1 is an upper triangular square, it is always full rank, that is certainly reversible. Based on this property of H 1 , there will always be a W 1 which satisfies the equation of
1 . Then, substituting this W 1 value, the Eq. (15) can be changed as,
where, the parameter k represent the k-th sample point. Noting that, W 1 and W 2 are achieved by the processing of the optimal hyperplane training. Thus, H and W can be considered as the constant value in the limited bandwidth system with our scheme. Consequently, the total test data set can be partitioned into several subsets totally conditioned on x(k). According to Eq. (16), a linear kernel function is enough to correctly classify this data, namely our scheme is linearly separable.
Besides, due to the L 0 is unknown in the real system, the case of m > L 0 , n > L 0 − 1 is necessary to be considered. As for these cases, in the limited bandwidth system, the current symbol data distortion caused by the data away from the current ones can be ignored. So, in the training processing of our scheme, the corresponding weights of these data which can be considered low impact features can be set to zero. Thus, the classified effects of these cases are equivalent to the case of m = n + 1 = L 0 , which is also demonstrated later in the experiment results. Thus, these conclusion can verify that our scheme is linear separable in (m + n)-dimensional space, as long as m ≥ L 0 .
C. MULTI-CLASSIFICATION FOR PAM-M MODULATION
Moreover, to illustrate the linear separability in the case of multi-classification, the detailed schematic diagram of training rule and the 3-D hyperplane with our proposed scheme are presented in Fig. 3(a) and (b), respectively. Here, the equalization of the PAM-4 signal is realized by training three independent hyperplanes. In the processing training the first hyperplane, (0, 1)-level data is regarded as one category and (2, 3)-level data is considered as another category, which are used for the new labels. With these labels and corresponding feature vectors, the first hyperplane as shown in Fig.3 (b) can be calculated based on SMO algorithm. By using the similar methods, the second and the third hyperplane can be trained. And the obtained hyperplanes are also demonstrated in Fig.3 (b) . Besides, the corresponding unit of each axis is the sampled value of features. Through these three linear hyperplanes, the PAM-4 signal can be correctly classified. Thus, we can conclude that we only need to use linear kernel functions rather than the complex kernel functions to map the data to higher dimension for both NRZ and PAM-M signals.
III. EXPERIMENTAL SETUP
As shown in Fig. 4 , we conduct experiments to verify the feasibility of our scheme in the 100-Gb/s NG-PON system. 25-Gb/s NRZ and 50-Gb/s PAM-4 are demonstrated with four wavelengths and two wavelengths stacking respectively. In each transmitter block, a pseudo random binary sequence with a length of 2 15 -1 (PRBS15) is generated offline as the source data. The generated data with 250000 symbols and the specific TS are loaded into an arbitrary waveform generator (AWG, Keysight M9502A) to obtain electrical NRZ/PAM-4 signals. According to our test, each wavelength has similar performance, so we randomly select one of the wavelengths for our scheme verification. Then, the signals are used to drive 10-GHz direct modulation laser (DML, Xeston-6D0251) with 1311-nm center wavelength. The launch power is measured to be 10-dBm. Through 20-km SSMF transmission, the signal is distributed to all ONUs by a power splitter. Then, the optical NRZ/PAM-4 data are injected into a variable optical attenuator (VOA) which is employed for adjusting received optical power for further test. At the receiving end, the optical signals are detected by a 10 GHz avalanche diode (APD, 3dB BW ∼7GHz) and then captured by a digital oscilloscope (DSO, LeCroy 120GSa/s) with 80-GS/s sampling rate. The sampled data are then sent to the offline DSP module which is composed of the timing recovery, down-sampling, equalization (including FFE/DFE and SVM) and BER calculations. Besides, the eye diagram of NRZ and PAM-4 received by 10-GHz APD is shown in the inset (i) and inset (ii) of Fig. 4 , respectively. It is easy to observe that eye diagram without equalization is tilted and crossed, which will result in high BER for signal hard decision. The frequency response of this system with 10-G optics is presented in Fig. 4 (iii) . It is easily got that, only ∼7-GHz 3-dB system bandwidth is achieved.
The abovementioned offline digital signal processing (DSP) is processed by Matlab. At the beginning, since the sample rate of DSO is 80 GS/s, the sampled data should be resampled to symbol sampling rate by up-sampling, timing recovery and down-sampling. Then the equalization process, including DFE, FFE and SVM is performed by Matlab program. In this paper, owing to its obvious effect, the RLS-based algorithm is selected for FFE and DFE. The timing offset is simulated by selecting data sampled at different times. After the equalization operation, the distorted data signal is decoded into NRZ or PAM-4. At last, through DSP process mentioned above, the BER calculation is performed to evaluate the performances of investigated equalizers. Besides, in our experiments, the equalization is implemented after downsampling, which only need one sample per bit for signal equalization. Therefore, in practice, a sample rate of 25GS/s is sufficient for signal equalization, as long as CDRs are used to find the best sampling time.
IV. RESULTS ANALYSIS AND FURTHER DISCUSSION
A. 25-Gb/s NRZ PER WAVELENGTH EXPERIMENTAL RESULTS
Firstly, to demonstrate the performance of our scheme in other tests, we give various results in 25-Gb/s NRZ per wavelength transmission. The eye diagrams observed after different equalization schemes in the 20 km transmission cases are shown in Fig. 5 . And, eye diagrams without DSP are also shown in the figure. Here, all parameters are set to be consistent (500-TS, 11-taps). It can be observed that the eye diagram obtained by our scheme has a special shape, which is due to the special optimization target of SVM, described as,
Namely, the margin from any vector to the optimal hyperplane is greater than or equal to 1. Thus, our solution can maintain a large noise margin at any sampling time. This feature enables our scheme to achieve better performance of resisting the timing offset of analog-to-digital converter (ADC) compared with the common DFE/FFE. Then, the effect of the timing error caused by the clock recovery block or timing jitter of the ADC [2] on the receive sensitivity is also investigated. Here, the number of filter taps for DFE/FFE are both 11, and 5 taps for our scheme. The sampled data of the DSO is up-sampled from 80-GSa/s to 800-GSa/s, which means the data is up-sampled by 32 times to realize the 32 different timing offsets. The timing offsets between two adjacent sampling points for both NRZ and PAM4 signals are calculated as 1.25ps with the baud rate being 25GBaud/s. And, to simulate the timing jitter, a random index obeying the Gaussian distribution is added to the column number during the down-sampling processing. Fig. 6(a) depicts the calculated BER versus timing offset for traditional FFE, DFE and our scheme at different timing offsets with -23 dBm sampled data as an example. As can be seen, our scheme can achieve the best performance among the investigated equalization methods. Moreover, according to Fig. 6(b) , the performance of the proposed our scheme are similar with the ADC resolution varies from 5-bit to 8-bit, thus it poses no extra requirement for ADC in real deployments.
Next, the convergence curves in terms of BER versus filter taps for our scheme, the common DEF and FFE under the received power of -23 dBm are depicted in Fig. 7(a) . To reduce the effect of the training length, the sufficient TS is employed (500-TS) for all investigated scheme here. It is observed that, compared to the common DFE and FFE, our scheme has fewer convergence taps, and only 5-taps is enough. By contrast, for the DEF and FFE cases, the highorder taps (more than 11-taps) are always necessary for convergence. While, in the case of too many taps, no performance loss occurs for our scheme, which further proves the conclusion of the previous prmathematical analysis. The above results verify that our scheme has a faster convergence rate for the number of taps, which would effectively reduce the complexity and overhead in real applications.
Then, we compare the performance of our scheme, the common DFE and FFE schemes in terms of convergence rates of BER versus training length at -23 dBm received power. The results are depicted in Fig. 7(b) . For this test, 5-taps and 11-taps cases are configured to the investigated equalizers for comparison. When using the common DFE and FFE, the length of TS is at least 500 (0.2%-TS overhead) to reach a stable BER performance. It is clear that, our scheme has faster convergence rate than DFE and FFE cases even with the 5-taps numbers, for which only 150-length TS (0.06%-TS overhead) is sufficient to achieve the desired performance. This feature of low overhead TS for our scheme would make it a great advantage for the low complexity and cost-sensitive scenarios.
To further prove the low overhead demand of our algorithm, we calculate the BER performance versus different number of taps and training length configurations of our scheme and DFE, shown in Fig. 8(a) and Fig. 8(b) , respectively. It can be noted that traditional DFE achieves terrible performance in the case of very low overhead configurations. By contrast, in both terms of convergence rate and optimal performance, our algorithm can always achieve the better performance. Thus, it can firmly prove that our scheme has the feature of low-overhead in the NRZ case, which is a meaningful advantage for real-time systems running a certain training process for each transmission link.
To verify the advantages of our scheme, the BER performances of normal SVM scheme based on nonlinear kernel function (NL-SVM), non-equalization case, our scheme and the common FFE/DFE are demonstrated in Fig. 9 . Here, two different TS and taps configuration are employed. The configuration of 150-TS and 5-taps is close to the convergence requirement for our scheme. And, 500-TS and 5-taps is the convergence requirement for the FFE and DFE. Besides, the NL-SVM employs the Gaussian radial basis function (RBF) kernel as the reported SVMbased researches [17] , [19] , [20] . It obviously observed that, without feature construction, the BER achieved by normal NL-SVM is so high that the performance is almost the same as without equalization. In contrast, our scheme always outperforms the common DFE and FFE. And, for the low-overhead case (150-TS, 5-taps), ∼1.5 dB power budget improvement @BER=3.8e-3 can be achieved in comparison with the common DFE and FFE. Moreover, for our scheme with the 150-TS and 5-Taps configuration, the same BER performance can be achieved as the common DFE with 500 symbol-length training sequence and 11-taps. Considering the trade-off between performance and overhead, 150-TS and 5-taps would be a satisfying configuration for real application.
B. 50-Gb/s PAM-4 PER WAVELENGTH EXPERIMENTAL RESULTS
The effectiveness of our program has also been experimentally verified in the 50-Gb/s PAM-4 per wavelength system. Through the structure of the binary tree [19] , we constructed a two-layer multi-SVM to achieve the equalization of PAM-4 signal. The eye diagrams are shown in Fig. 10 , where a slight overshooting is observed due to the interaction between DML chirp and chromatic dispersion. It can be noted that, the similar results can be obtained as in the case of NRZ. As we can see in Fig. 10 , owing to the special optimization target of SVM, our scheme can always achieve the largest noise margin among the investigated methods at any sampling time. Meanwhile, Fig. 11 (a) depicts superior robustness of our scheme to the CDR timing offset errors for the PAM-4 case. Here, the number of filter taps for DFE/FFE and our scheme are all 11. Therefore, the above results jointly verify that our scheme can ensure the signal quality within a considerable offset range in real deployed systems.
Then, the performances for FFE/DFE and our scheme in terms of convergence rates for training length at -11 dBm received power are researched, as shown in Fig. 11(b) . For the PAM-4 case, due to the hierarchical structure of the multi-SVM, error cascading is an unavoidable problem, which is the reason for a slower convergence compared to the NRZ case. Yet, the proposed scheme remains the fewer-tap characteristic. And, with only 7-taps, our scheme can achieve the same performance as DFE with 11-taps. While, in the case of the same number of taps, the best performance is always obtained by our scheme. The above results in both NRZ and PAM-4 case powerfully verify the feasibility of our scheme for real applications from both the performance and required overhead perspectives.
Finally, the BER performances of the normal NL-SVM, our scheme and DFE/FFE with the in-/sufficient taps configuration as well non-equalization case are all given as plotted in Fig. 12 for further comparative analysis. Here, for the PAM-4 case, 7-taps is a configuration that is close to convergence, and 11-taps is required for full convergence. It can be noted that, normal NL-SVM still achieve the worst performance among the investigated equalizers. Thus, the reported SVM-based equalizer is not suitable for use in band limited systems. By contrast, in the case of 7-taps, our scheme can improve the receiver sensitivity by 1-dB @BER=3.8e-3 compared to the DFE/FFE. While, for the 11-taps case, proposed SVM-based equalizer still maintains the best performance and the receiver sensitivity achieved by our scheme can also be improved by 1-dB @BER=3.8e-3 compared to the DFE/FFE. Thus, the proposed new equalizer scheme can enhance the transmission performance and power budget for the high-speed band-limited system. In the future work, we will focus on improving the convergence rate of our scheme to achieve a better performance in the case of PAM-4.
V. CONCLUSION
Through the proof-of-concept experimental demonstration, we find our scheme superior to the conventional equalization methods in three aspects. Firstly, compared to other research about SVM-based equalizers, our scheme is more suitable for the band limited system. And, complex kernel nonlinear functions are not required for our proposed scheme, which would make it easier to implement in real deployments. Secondly, it is more robust to the CDR timing offset errors. Within a considerable offset range, our scheme maintains a fair equalization performance, which would ensure the signal quality in real deployed systems. Thirdly, our scheme requires less training expense compared to the conventional methods. Since the fundamental algorithm is SVM, the demanded tap number is also fewer than FFE/DFE, which is very meaningful for real-time systems running a certain training process for every transmission link. In those cases, the global DSP latency would be shortened, thus improving the systematic efficiency. Finally, the newly proposed SVM algorithm can improve the transmission performance of the whole system.
To illustrate its superior efficiency, we compare its performance with the conventional FFE and DFE in the 20km transmission system. The results show that, the proposed scheme outperforms the common DFE and FFE. And in the 25-Gb/s NRZ per wavelength transmission system, the receiver sensitivity using our scheme can be improved by 0.5-dB and 1.5-dB @BER=3.8e-3 with the in-/sufficient overhead. Meanwhile, in the 50-Gb/s PAM-4 per wavelength transmission system, our scheme can improve the receiver sensitivity by 1-dB @BER=3.8e-3. We believe the proposed equalizer algorithm is promising for high capacity transmission within band-limited systems. 
