Because of its great genetic potential, the mouse (Mus musculus) has become a popular model species for studies on hearing and sound processing along the auditory pathways. Here, we present the first comparative study on the representation of neuronal response parameters to tones in primary and higher-order auditory cortical fields of awake mice. We quantified 12 neuronal properties of tone processing in order to estimate similarities and differences of function between the fields, and to discuss how far auditory cortex (AC) function in the mouse is comparable to that in awake monkeys and cats. Extracellular recordings were made from 1400 small clusters of neurons from cortical layers III/IV in the primary fields AI (primary auditory field) and AAF (anterior auditory field), and the higher-order fields AII (second auditory field) and DP (dorsoposterior field). Field specificity was shown with regard to spontaneous activity, correlation between spontaneous and evoked activity, tone response latency, sharpness of frequency tuning, temporal response patterns (occurrence of phasic responses, phasic-tonic responses, tonic responses, and offresponses), and degree of variation between the characteristic frequency (CF) and the best frequency (BF) (CF-BF relationship). Field similarities were noted as significant correlations between CFs and BFs, V-shaped frequency tuning curves, similar minimum response thresholds and non-monotonic rate-level functions in approximately two-thirds of the neurons. Comparative and quantitative analyses showed that the measured response characteristics were, to various degrees, susceptible to influences of anesthetics. Therefore, studies of neuronal responses in the awake AC are important in order to establish adequate relationships between neuronal data and auditory perception and acoustic response behavior.
Introduction
The auditory cortex (AC) has been characterised in many mammals via studies of connectivity and/or basic neuronal response patterns as having one to three primary (core) fields and a varying number of higher-order fields (Merzenich & Schreiner, 1992; Kaas, 2011) , which are named 'belt areas' in the literature on primates. The principles of sound processing in higher-order fields with regard to specialisations of neuronal response patterns and their functions and contributions to sound perception in animals are, with few exceptions, such as the mustached bat (Suga, 1989) , poorly understood, mainly for two reasons. First, the tonotopically organised primary fields have attracted a much larger number of studies than higherorder fields. The former represent tones and complex stimuli, usually by short-latency and reliable responses from local clusters of neurons having predictable combination sensitivity for coding the sound properties (Wang et al., 1995; Ehret, 1997; Imaizumi et al., 2004; Schreiner & Winer, 2007; Kanwal & Ehret, 2011; Sutter & Shamma, 2011) , whereas the latter often have unreliable responses to simple tones and unpredictable preferences for complex sounds, including communication calls (Rauschecker et al., 1997; Recanzone, 2008; Rauschecker & Romanski, 2011) . Second, most studies characterising neuronal responses in the AC have been performed in anesthetised animals. Hence, comparative measurements of neuronal response properties across auditory cortical fields of an unanesthetised (awake) mammal, allowing the quantitative assessment of field specialisations, are available for monkeys (Recanzone et al., 2000; Bendor & Wang, 2008; Recanzone, 2008; Scott et al., 2011) and, in very limited way [three response properties only for the primary auditory field (AI) and the anterior auditory field (AAF)], also in the mouse (Guo et al., 2012) .
Here, we used the house mouse (Mus musculus) as a model species; this has great potential for genetic analyses of hearing, and is therefore of increasing importance in auditory cortical research (Linden et al., 2003; Zhang et al., 2005; Liu, 2006; Tan & Wehr, 2009; Bandyopadhyay et al., 2010; Rothschild et al., 2010; Hackett et al., 2011; Guo et al., 2012; Honma et al., 2013) and also with regard to sound perception (Geissler & Ehret, 2004; Liu et al., 2006; Liu & Schreiner, 2007; Galindo-Leon et al., 2009; Bathellier et al., 2012) . We present quantitative analyses of 12 functional properties from 1400 small clusters of neurons (multi-units) within four fields of the AC of awake house mice, namely the primary fields AI (primary auditory field) and AAF (anterior auditory field), and the higher-order fields AII (second auditory field) and DP (dorsoposterior field). Thus, systematic differences between fields beyond the well-known differences in tonotopic organisation (Stiebler et al., 1997; Guo et al., 2012) become obvious. They relate to spontaneous and tone-evoked firing patterns, characteristics of frequency tuning, and intensity-dependent responsiveness within frequency-receptive fields. Although the acoustic stimuli in the present study were restricted to tones, hypotheses about the processing of more complex sounds can be derived from the specifications found for the auditory cortical fields.
Materials and methods

Animals and database
Recordings were performed in cortical layers III/IV (300-450 lm from the surface) of the left hemisphere from a total of 87 awake female mice (M. musculus, outbred strain NMRI) at an average age of 7-9 weeks. Altogether, 303 multi-unit recordings were obtained from the AI, 236 from the AAF, 480 from the AII, and 381 from the DP (total of 1400 units). All experiments were performed in accordance with the European Communities Council Directive (86/ 609/EEC), and were approved by the appropriate authority (Regierungspr€ asidium T€ ubingen, Germany).
Surgical procedure
The surgery was performed under ketamine-xylazine anesthesia applied intraperitoneally. The initial dose was 6 mg/kg xylazine (Rompun 2%; Bayer Vital, Leverkusen, Germany) and 120 mg/kg ketamine (Ketavet; Pharmacia & Upjohn, Erlangen, Germany). To reduce mucous secretion in the respiratory tract, 0.16 mg/kg atropine sulfate (B. Braun Melsungen AG, Melsungen, Germany) was added to the initial anesthesia. The adequate anesthetic level was reached if no toe pinch reflex could be elicited. Anesthesia was maintained by injection of 30% of the initial Rompun/Ketavet dose every 20 min. Body temperature was kept constant at 38°C with a feedback-controlled heating blanket (ThermoLux, Acculux).
The surgery started with removal of the skin and periosteum on the dorsal surface of the skull and with removal of the left-side temporal muscle. A bonding agent (Gluma Comfort Bond; Heraeus Kulzer, Hanau, Germany) was spread in a thin layer over the exposed skull. To head-fixate the awake animal in the recording sessions, a 3-cm-long aluminum bar weighing 0.4 g was attached to the frontal bones 4 mm rostral of bregma with ultraviolet-hardening dental cement (Flowline; Heraeus Kulzer). The aluminum bar was rigidly fixed to a metal post tightly screwed to the heavy metal base of the recording platform.
In the lateral part of the parietal bone contralateral to the recording site, a steel needle (diameter, 0.25 mm; Fine Science Tools, Heidelberg, Germany) was inserted through the skull to contact the brain surface. It served as reference electrode for the electrophysiological recordings. To access the left-side AC, the skull was opened (approximately 5 9 3 mm; Fig. 1A and B) to expose the AC between the sutura lambdoidea (caudal), linea temporalis (dorsal), 1-2 mm anterior of the sutura squamosa (rostral), and the ventral sutura squamosa. The dura was left intact, and penetrated by the electrode at every recording site. Then, a custom-made PVC chamber (inner diameter, 6 mm) was glued with ultraviolet-hardening dental cement to the skull surrounding the hole. An antibiotic (Nebacetin; Altana Pharma & Astellas Pharma, Wesel/Munich, Germany) and NaCl (0.9%; B. Braun Melsungen AG, Germany) were applied to the dura mater before the chamber was sealed with a screw cap. Animals recovered from surgery within a few hours and showed normal behavior, i.e. self-grooming, drinking, feeding, and being interested in their environment (walking and sniffing around).
Acoustic stimulation, sound calibration, and stimulus program
One day after recovery from the surgery, the first recording session of an experimental animal was held in a dark anechoic, sound-attenuated room. To increase the comfort of the head-fixed, awake animal and decrease its tendency to move during the recording session, the animal was placed in a custom-made PVC tube (length, 8 cm; inner diameter, 2.6 cm). Acoustic stimuli were delivered free field via a loudspeaker (Schallwandler W06; Manger, Mellrichstadt, Germany), which was mounted approximately 30 cm in front of and 45°above the animal's head. The speaker's output was measured with a condensor microphone (Br€ uel & Kjaer 4135; Br€ uel & Kjaer, Bremen, Germany) placed at the position of the animal's head and facing the speaker. The microphone output was read in dB sound pressure level (SPL) with a measuring amplifier (Br€ uel & Kjaer 2633; Br€ uel & Kjaer) , and its frequency spectrum was controlled with a spectrum analyser (Ono Sokki Multi-purpose FFT Analyzer CF-5220; Ono Sokki Technology, Yokohama, Japan). In the range of SPLs of the presented tones (0-80 dB), distortion products could not be detected. Pure tones (PTs) were generated with an NI-PCI card (National Instruments, Munich, Germany) and MATLAB software (Matlab Version 7.3.0 R2006b; The Mathworks, Natwick, MA, USA), transmitted via a BNC-Unit (BNC-2120; National Instruments, Austin, TX, USA) to a computer-controlled attenuator (gPAH; g-tec, Graz, Austria), and then via an audio amplifier (PMA-1060; Denon, Mahwah, USA) to the loudspeaker. The frequency characteristic of the loudspeaker was equalised by the software to AE 5 dB in the whole frequency range used in the experiments (1-64 kHz). PTs of duration of 200 ms (including 5 ms rise and fall times) and 1000 ms inter-tone intervals were used in all measurements, except for the determination of excitatory receptive fields and tuning curves (TCs). In the latter case, the tone duration was 100 ms (including 5 ms rise and fall times) and inter-tone intervals were 600 ms.
Animals were stimulated according to the following program: (i) PTs at 16 logarithmically spaced frequencies in the range of 1-64 kHz were presented randomly in 15 repetitions, all at 70 dB SPL, in order to determine the neuron's best frequency (BF) and related measures (see below); and (ii) PTs at 16 logarithmically spaced frequencies in the range of 1-64 kHz were presented at nine SPLs in the range of 0-80 dB randomly, with 10 repetitions of each frequency-intensity combination, in order to determine the neuron's receptive field, TC, and related measures (see below).
Electrophysiological recordings and auditory field identification
Tungsten electrodes (impedance, 1 MO; Microelectrode Tungsten Kapton, TM 33A10KT; World Precision Instruments, Sarasota, FL, USA) were mounted onto a three-axis micromanipulator (MM 33; M€ arzh€ auser, Wetzlar, Germany) controlling the penetration sites and the readings of coordinates. The penetration was oriented orthogonally to the cortical surface. The placement of the electrode on the cortical surface was controlled with an operating microscope (Zeiss OPMI1). The electrode was advanced into the cortex with a resolution of 10 lm, which provided the readings of the cortical depth of the recordings. Extracellular neuronal signals were collected and amplified via a headstage (HST/8o50-G1-GR Omnetics, Headstage; Plexon, Dallas, TX, USA), transmitted to a preamplifier and bandpass filter (PBX2/16SP-G50; Plexon; 50 000-fold amplification; filter bandwidth, 100 Hz to 8 kHz), and passed on to the recording system (MAP; Plexon) and a loudspeaker (Bass-Boostar AS 100; Boostar Multimedia-System, Vobis, Potsdam, Germany) and oscilloscope (Yokogawa DL 708E) for audiovisual control of the recordings. Spike analysis software (SORT CLIENT Version 2.3.4; Plexon) was used for estimation of a maximum number of three neurons in a multi-unit recording to be included in the database. An automatic artefact correction algorithm implemented in the recording software excluded artefacts of muscle potentials. During the recordings, the responses of the multi-units were monitored in rasterplots (MATLABbased custom-made software; compare Fig. 2) .
Recording sessions lasted for up to 4 h. An animal served for a maximum of five recording sessions on consecutive days. Then, the animal was killed with an overdose of the anesthetic. In the first recording session of a given animal, the positions of AI, AAF, AII and DP and their boundaries were determined in the following way. The boundary between the AI and the AAF was always in the center of the trepanation area described above, according to the landmarks on the skull (Fig. 1) . According to the criteria of Stiebler et al. (1997) , neurons in the AI and AAF were identified by the typical reversal of tonotopy along the rostral-caudal axis, and short-latency, phasic responses. When the positions of the areas of the AI and AAF had been determined in this way, units in AII were identified by their location ventral of AI and AAF, their longer tone response latency compared to AI and AAF units, and the non-tonotopical organisation of BFs. These neuronal response properties determined the position and area of the AII. Neurons in the DP, dorsal of the AI, were characterised by repeated spontaneous bursts of spikes, measured audiovisually with a loudspeaker and oscilloscope, in the presence and absence of acoustic stimulation (Stiebler et al., 1997) . Thus, the position and area of the DP were localised. When responses to tones were searched in AI, AAF, AII, and DP, locations without such responses were encountered at the periphery of the fields (Fig. 1B  and C) . Thus, these locations determined the outer border of the AC of an animal. In summary, all of these initial recordings from an individual AC together constituted the map of the auditory cortical fields for this animal, as shown in the example of Fig. 1 . This map of auditory cortical fields was superimposed on a picture of the AC with its individual pattern of blood vessels. This picture with blood vessels as individually characteristic landmarks served as a template for AC field identification in the following recording sessions. Therefore, the second recording session was started by putting the electrode in a prominent landmark given by the characteristic pattern of blood vessels and noting the coordinates of this point on the micromanipulator. From this point, usually two auditory fields (in any combination of the fields) were scanned in this session, with up to 10 penetrations (with successful recordings) spaced approximately 250 lm apart. The number of penetrations (out of the 10) per field was variable. In later sessions, in the same way, more penetrations, always relative to the prominent landmark, in the same or other fields were made in the given animal, so that, finally, all fields were studied with a high number of recordings from all of the animals.
Histology
In the initial and final phases of the study, electrode tracks were examined in histological sections through the AC area of five animals. After the final recording session, animals were killed by cervical dislocation, and their brains were quickly removed and frozen over liquid nitrogen. The brains were cut in serial frontal sections (thickness, 50 lm) on a freezing microtome (HM 500 OM; Microm, Walldorf, Germany) and stained with cresyl violet. The sections were examined under a microscope (Axiophot; Zeiss, Oberkochen, Germany) to find the electrode tracks. The analysis of histological material was performed blind to the electrophysiological results. Electrode tracks in AI, AAF, AII and DP were identified by their lesions of the cortical surface (95 objective) that could be followed down to cortical layers III/IV under 920 objective magnification (Frost & Caviness, 1980; Willard & Ryugo, 1983; Hofstetter & Ehret, 1992; Geissler & Ehret, 2004) . Two example sections are shown in Fig. 1D .
Data analysis
Data analysis started with checking the recordings for possible movement artefacts, which are characteristic of awake animals. They were defined in the following way. For every stimulus situation, i.e. frequency-level combination, the average evoked discharge rate was calculated over all repetitions (10 or 15, depending on the explained stimulus program), and a trial (one of the repetitions) was discarded because of the presence of artefacts once the evoked rate in that trial exceeded three standard deviations (SDs) of the average measure. This criterion detected myogenic artefacts, characterised by highamplitude spikes at very high rates, in up to 20% of the trials, so that, for all stimulus situations, a minimum of eight or 12 (depending on the explained stimulus program) repetitions remained for the analysis of the parameters of interest.
In the first stimulation program, the following parameters were determined. (i) Spontaneous rate (SR) -average discharge rate in all of the 200 ms intervals before onset of the tone stimulus (at 16 frequencies at a maximum of 15 repetitions). (ii) BF -the tone frequency (of the 16 frequencies presented at 70 dB SPL) that elicited the highest evoked discharge rate in the tone interval after subtraction of the SR. (iii) Evoked rate at the BF. (iv) Latency -tone response latency, defined as the shortest latency of a tone-evoked rate three SDs above the average SR. (v) Tone response type at the BF -this could be phasic, phasic-tonic, or tonic (Fig. 2) . Cheung et al. (2001) in the anesthetised monkey and Chimoto et al. (2002) in the alert cat defined a brief phasic discharge or, strictly, onset response in the primary AC as a discharge occurring within 50 ms after tone onset. Accordingly, we defined a unit as having a phasic response if a short-latency tone response had a duration of up to 40 ms. A phasic-tonic response was defined as a phasic response which could continue over any duration within the tone interval up to the end of the tone interval and additionally by a response at a lower spike rate than in the phasic part. A tonic response often had a rather long latency and a duration of > 40 ms without much change in the spike rate over the whole response duration. (vi) Occurrence of an off-response shortly after the end of the tone stimulation -an off-response was identified by a spike rate exceeding three SDs of the SR at any of the 16 frequencies presented. In this context, we did not discriminate between phasic, phasic-tonic or tonic off-responses ( Fig. 2A , B, and D).
In the second stimulation program, the following parameters were determined. (i) Frequency-receptive field -one or more interconnected area(s) of frequency-level combinations that evoked an excitatory response. An excitatory response was defined as a spike rate three SDs above the SR. The borders of the frequency-receptive field define the TC of a given neuron. (ii) TC shape -general shape of the TC, i.e. whether TCs were simply V-shaped or had a different shape. only in neurons with threshold levels up to 40 dB SPL. (vii) Ratelevel function (RLF) -a function describing the development of the average response rate at the CF with increasing SPL. RLFs were measured only in neurons for which responses covered a dynamic range of at least 60 dB. RLFs were divided into three classes: monotonic (spike rate increases from the threshold at the CF up to the highest SPL, including possible constant parts and/or decreases of < 20% of the previous value in between); non-monotonic (spike rate changes from the threshold at the CF up to the highest SPL presented by a > 20% increase from the previous and a decrease to one of the following values, leading to one or several peaks and valleys in the function); and flat (shapes differing from monotonic and nonmonotonic functions by showing < 20% change of the spike rate over the whole SPL range).
Statistical analysis
Statistical analyses were conducted with STATISTICA 9 (StatSoft, Hamburg, Germany). Most of the data were not normally distributed, and were compared by use of a one-way ANOVA on ranks (Kruskal-Wallis H-test with multiple comparisons according to Dunn's test) . Distributions of rates were tested with the v 2 -test for possible differences. Interdependences of parameters were tested with a correlation analysis and calculation of regression lines. Parameters of the regression lines (slopes and y-axis intercepts) were tested for differences, and slope values were compared according to Sachs (1999) . All tests were two-tailed with a = 0.05.
Results
Location of the AC and division in fields
The position of the AC within the trepanation area (Fig. 1A) was very stable. The pattern of blood vessels (Fig. 1B) and the relative sizes of the four fields of the AC from which recordings were taken varied somewhat among the animals, although without changing the basic spatial relationships among the fields shown in Fig. 1 . Because of the upper frequency limit of 64 kHz of tone stimuli in our present experiments, we did not systematically analyse neurons that may belong to the ultrasonic field (Fig. 1A-C) . We identified this field, however, as a non-tonotopically organised field dorsorostral to the AI and dorsal to the AAF, in which the tonotopic gradients of the BF and CF of neurons, both from AI and from AAF, did not continue.
AC field differences in neuronal activity and response characteristics
Spontaneous activity
The spontaneous discharge rate varied over a large range in all four fields, which is obvious in the dot plots ( Fig. 2A-F) and quantified in Fig. 3A . On average, the SR was significantly higher (P < 0.001 or P < 0.01) in the higher-order fields (AII and DP) than in the primary fields (AI and AAF) (Fig. 3A) .
Tone response latency
The tone response latency was determined at the BF of a unit. In AI and AAF, the latency varied between 5 and 18 ms, in the AII it varied between 11 and 32 ms, and in the DP it varied between 8 and 30 ms (Fig. 3B) . On average, latencies in the AII were significantly longer (P < 0.001) than in all of the other fields, and latencies in the DP were significantly longer (P < 0.001) than in both primary fields. We mapped latencies in the auditory cortical fields (Fig. 1C) , but did not find latency gradients along spatial axes in any of the cortical fields.
Tone response patterns and rates
Examples of phasic, phasic-tonic and tonic responses as defined in this study are shown in the dot plots in Fig. 2A-F . It is evident that tone response patterns may depend on the tone frequency, as demonstrated by the examples from the DP (Fig. 2C and D) . At the BF, both units were phasic-tonic in their responses, the unit in Fig. 2C was phasic at frequencies lower than the BF, and the unit in Fig. 2D was phasic at frequencies higher than the BF. The examples also show that the durations of the phasic component in a phasic response ( Fig. 2A and B) and of the tonic component in a phasictonic response (Fig. 2C and D) or tonic response ( Fig. 2E and F) could be very variable and also frequency-dependent. The relative rates of occurrence of phasic, phasic-tonic and tonic responses in the four auditory cortical fields are shown in Fig. 5 . The distributions of the response types in the fields were highly significantly different (P < 0.0001). Phasic responses were dominant in the AI and, particularly, in the AAF, where no tonic responses were observed. Tonic responses occurred in the AII and DP; phasic-tonic responses were most frequently observed in the AII.
In addition to excitatory responses in the tone interval (on response), we evaluated the occurrence of an excitatory response after the end of the tone bursts, which is called the off-response. Such off-responses can be seen in Fig. 2 , most clearly in examples Fig. 2B and D. Units were divided in two classes: those having only an on-response, and others having both an on-response and an offresponse. We did not record from units with only an off-response. The relative rates of occurrence of units in these two classes are shown in Fig. 5 for the AC fields. The distributions of the response types in the fields were significantly different (P < 0.01), with on/ off-responses occurring most frequently in the AI, and on-responses at relatively high rates in the AAF.
Response rates to tones at the BF are shown in Fig. 3E . On average, units in the DP had significantly higher rates (P < 0.001) than units in the AI, AAF, and AII. The ranges of response rates were large in all four fields, partly because of the differences in the units' response patterns (Fig. 5) . Correlations between spontaneous and evoked activity in the respective fields are shown in Fig. 4A-D . Although correlation coefficients of the regression lines were statistically significant for all fields (P < 0.0001), evoked rates could best be predicted from SRs in the AII (r = 0.6225, slope = 1.1763) and least well predicted from SRs in the DP (r = 0.2421, slope = 0.8234). The AI and AAF were similar in correlation coefficients and slopes (AI, r = 0.4183, slope = 0.8548; AAF, r = 0.4150, slope = 0.8143). The AII had the best correlation between SRs and evoked rates, with a significantly larger slope (P < 0.001) than the other fields.
AC field differences in neuronal parameters of the frequencyreceptive field
Examples of the responses in the frequency-receptive fields are shown in Fig. 2G -J. From these plots, several parameters were derived, quantified, and compared among the auditory cortical fields (see below). A common characteristic of all units recorded in all fields was a V-shaped appearance of the excitatory response area; that is, the TCs (borders of the response areas) were all roughly V-shaped (Fig. 2G-J) . Small islands of excitation in the frequency-level plots (Fig. 2G-J) that were not interconnected to each other to form a con- tinuous area or that were not connected to the main response area of a unit were not considered as part of the frequency-receptive field.
A measure of the sharpness of tuning (width of receptive-field) is the Q40. In general, Q40-values were rather small and, on average, they were significantly smaller in the AII than in the other fields (Fig. 3G) . Q40-values are plotted as a function of the CF of the units in the auditory cortical fields in Fig. 6 . In the AAF and DP, Q40 did not correlate with the CF (Fig. 6C and D) . In the AI and AII, however, Q40 increased significantly (P < 0.001) with increasing CF (see regression lines in Fig. 6A and B) .
Response threshold and evoked rate at the CF
The threshold level at the CF of a unit is a measure of its general sensitivity to tones. Such threshold levels are plotted for the units as a function of the CF for the fields in Fig. 7 . The lowest behavioral thresholds obtained in this mouse strain (Ehret & Moffat, 1985) are shown as turquoise lines. In all fields, the lowest threshold measurements were at 0 dB SPL, although, for only a very few units in the AAF, and for only units with high CFs in the AII. The highest thresholds in all fields were measured at 60 dB SPL, although for only a very few units. The main threshold ranges were approximately 50 dB in the AI and DP (in the DP, only for frequencies at and below the best hearing range of the mouse) and only approximately 30 dB in the AAF and AII (Fig. 7) . Only in AAF CFs were restricted to a frequency range below 30 kHz.
The average tone-evoked response rates at the CF and their ranges were very similar in the AI, AAF, and AII; the rates in the DP, however, were significantly higher (P < 0.001 or P < 0.01) than in the other fields (Fig. 3F ).
BFs and CFs
In the AI, ranges of BFs and CFs and their medians were almost identical (approximately 4-54 kHz, with a median of 16 kHz). This was not the case in the other fields (Fig. 3C and D) . In the AAF, BFs of a few units went up to 54 kHz, whereas CFs reached 28 kHz. In the AII, BFs and CFs covered a similar range (approximately 5-64 kHz); however, the median BF was much higher (38 kHz) than the median CF (22 kHz). Despite this difference, BFs and CFs in the AII were, on average, significantly higher (P < 0.001) than in the other fields ( Fig. 3C and D) . In the DP, BFs and CFs went up to 64 kHz, and BFs went down to approximately 2 kHz, whereas CFs reached only approximately 5 kHz.
The relationships between BFs and CFs of the neurons are shown in Fig. 8 separately for each field. Despite variability between CF and BF values, the indicated regression lines were all statistically significant (AI, AAF, DP, P < 0.001; AII, P < 0.01). The slope values for the AI, AAF and DP were all very close to 1.0, and the regression lines showed that, on average, BFs and CFs were almost the same in these fields. AII differed in this respect from the AAF and DP, because both the slope and the y-axis intercept of the AII regression line differed significantly from those of the AAF and DP (AII vs. AAF, P < 0.05 in each case; AII vs. DP, P < 0.01 in each case). Differences between the AII and AI occurred as a trend (P < 0.1). In order to further analyse the relationship between the BF and CF in the fields, we analysed the cases in which the largest differences between the CF and BF occurred. Figure 8 shows units with differences of less than AE 0.5 octaves (black dots), units with differences of AE 0.5-1.5 octaves (green dots), and units with larger differences. For most units in the AI and AAF, differences between the CF and BF were within AE 0.5 octaves (red dots). In the AII and DP, these differences reached > 1.5 octaves for a considerable number of units, favoring much higher BFs in the AII and lower BFs in the DP with regard to a given CF. In summary, the frequency range of the highest activity of a unit could deviate more from the unit's CF in the higher-order fields (AII and DP) than in the primary fields (AI and AAF).
RLFs
We identified three types of RLFs, namely monotonically increasing, non-monotonic with peaks and valleys, and functions of little change, which were called 'flat'. As only 4-8% of the functions were of the 'flat' type with no significant differences in occurrence rate between the fields, we added this type to the monotonic functions. Example functions are shown in Fig. 9A -C. Non-monotonic functions had peaks at any level between 10 and 50 dB above the response threshold. The distribution of the monotonic and nonmonotonic response types in the four AC fields (Fig. 9D) shows that, in all fields, approximately two-thirds of the units had nonmonotonic functions, and one-third of the units had monotonic functions. Significant differences in the rates of occurrence of the types between the fields did not occur. By calculating the average tone-evoked response rate of all measured units active at their CFs at the given SPLs, we obtained an estimate of the development of the average rate as a function of the SPL. The results for the AC fields are shown in Fig. 10 . Because only a few neurons were active at 0 dB SPL (compare Fig. 7) , we did not include this level in Fig. 10 . In general, average rates changed little over SPL range from 10 to 60 dB, and increased only somewhat when the SPL reached 80 dB. Average rates in the AI, AAF and AII were very similar, and thus reproduced the similarity of average rates at the respective BFs and CFs ( Fig. 3E and F) . Average rates in the DP were considerably higher than in the other fields (Fig. 10) , which could be predicted from the rates at BFs and CFs ( Fig. 3E and F) .
Discussion
General aspects and field structure of the mouse AC The present study is based on recordings of integrated responses from up to three neurons in close neighborhood. We will compare our results from this small cluster of neurons with other multi-unit and single-unit recordings, and will consider that parameters such as SR depend on the number of units in the recording. The recordings were taken at cortical depths of 300-450 lm, corresponding to layers III/IV in primary and higher-order fields of the mouse AC (Willard & Ryugo, 1983) . At this recording depth, the spontaneous activity and response properties of neurons in the primary fields of the anesthetised mouse are very similar (Christianson et al., 2011; Guo et al., 2012) . This suggests that our results from recordings at cortical depths of 300-450 lm are comparable for neuronal response properties across the cortical fields.
In general, relationships between the BF and CF, bandwidths of excitatory tuning and types of RLF are not basically different whether they are determined from single-unit or multi-unit recordings, at least in AI (Schreiner & Mendelson, 1990; . Therefore, we suggest that the differences between fields of the AC and between anesthetised and non-anesthetised animals that will be identified below are adequate descriptions for both single-unit and multi-unit recordings. If interpretations and comparisons critically depend on the type of recording (single-unit vs. multi-unit), we will note this explicitly (South & Weinberger, 1995) . The primary goal of this study was to detect and quantify similarities and differences in basic neuronal processing among primary and higherorder fields of the AC of an awake mammal, in order to estimate field-specific functions in audition. In this respect, our results provide valid comparisons, because data were obtained and analysed with the same methods in the same strain of animal. We are aware of possible changes in response properties resulting from changes in the waking state of the animal during the recording session. We are confident, however, that our mice were awake in the recording sessions, because we noticed a considerable amount of movement of the animals became obvious as distortions (movement artefacts) in up to 20% of stimulus repetitions over the whole recording time in a session. Even if the mice changed their state of vigilance during the experiment, recordings from the AI of guinea pigs during waking and slow-wave sleep showed similar values for spontaneous activity, tone-evoked activity, tone response latency and latency variability, location of the BF in the frequency response area, and width of the frequency response area as expressed by the Q40 (Edeline et al., 2001) . Therefore, we use the term 'awake' in this article to characterise a non-anesthetised animal.
The tonotopic organisation of the core fields AI and AAF of the mouse AC was clearly apparent in the gradients of CFs and, with some variation between CFs and BFs (Fig. 8) , in the BF gradients of awake mice. The higher-order fields AII and DP were not tonotopically organised, on the basis of either CFs or BFs. There was an abrupt shift from tonotopic to non-tonotopic organisation from primary to higher-order fields; this has also been described for other small rodents, i.e. the rat (Horikawa et al., 1988; Polley et al., 2007) and gerbil (Thomas et al., 1993) . This result, together with the positions of the fields relative to each other, agrees with previously described patterns of frequency representation in the AC of anesthetised mice of the same strain (Stiebler et al., 1997) and other strains (Linden et al., 2003; Hackett et al., 2011; Guo et al., 2012) , and shows that barbiturate or ketamine/xylazine anesthesia, as used in the other studies, does not significantly change the determination of auditory cortical fields and their frequency (CF and/or BF) representation. Such changes have been observed in the rat AI under equithesin anesthesia (Gaese & Ostwald, 2001 ).
Neuronal activity -field specificity and effects of anesthesia SRs were higher in higher-order fields Spontaneous rates in primary fields of the awake mouse were similar to SRs in the AI of the awake gerbil, also recorded from multi-unit The responses in the tone intervals were either phasic, phasic-tonic, or tonic. In addition, units were divided into those with responses only in the tone interval (on) and others with responses both in and after the tone interval (on/off). Tonic responses were absent in the AI and AAF, where phasic responses were by far the most abundant. Phasic-tonic responses were frequently seen in AII. These differences in rates of occurrence of response types between the fields were statistically significant (P < 0.0001; v 2 -test). In addition, the distributions of the response types 'on' and 'on/off' in the fields were significantly different (P < 0.01; v 2 -test), with on/off-responses occurring most frequently in the AI, and on-responses occurring at relatively high rates in the AAF.
responses (Kurt et al., 2006) . As our multi-unit recordings were mostly from two or three neurons, we divided the medians of the SRs by 2.5 (on average) to have a plausible value for comparisons of our data with single-unit recordings in other mammals. By doing this for the AI, we arrived at 5.7 spikes/s (Fig. 3A) , which is very similar to average SRs of neurons in the awake rat (4.9 spikes/s) (Hrom adka et al., 2008) , the awake cat (7.7 spikes/s) (Qin et al., 2007) In the AI (A) and AII (B), the Q40-values increased, on average, significantly (P < 0.001) with increasing CF. This is shown by the regression lines. In the AAF (C) and DP (D), the Q40-values did not correlate with CF. On average, Q40-values in the AII were significantly smaller (P < 0.001), i.e. the tuning was broader, than in the other fields (compare Fig. 3G ). Fig. 7 . Tone response thresholds as a function of the units' CFs. In all fields, the neural thresholds ranged between 0 and 60 dB SPL. CFs in the AI, AII and DP covered a large frequency range, far into the ultrasound (A, B and D). In the AAF, CFs were all lower than 30 kHz (C). For comparison, the lowest behavioral thresholds obtained in this mouse strain (Ehret & Moffat, 1985) are shown as turquoise lines.
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BF ( Scott et al., 2011) . In these studies, significant field differences were not reported. Field differences similar to those that we observed in the mouse (Fig. 3A) were reported, although for the barbiturate-anesthetised rat, in which higher-order fields had higher SRs than the AI (Doron et al., 2002) . In conclusion, it remains open whether or not there is a general pattern of SR differences between primary and higher-order fields of the AC of mammals.
Response latencies were longer in higher-order fields
The following comparison of tone response latencies between AC fields is based on relative values of onset latencies at the BF, because latencies were obtained with tones of different rise times and amplitudes in anesthetised or awake species with different head sizes, in different cortical layers, and with monaural or binaural stimulation, all of which could potentially influence the measured latencies. Our data (Fig. 3B ) from cortical layers III/IV in AC fields of awake mice agree with those for anesthetised mice (Guo et al., 2012) only in so far as average latencies in the AII were approximately 7 ms (in our case, 7 ms from medians) longer than those in the primary fields. Our finding that latencies in DP were longer than those in AI and AAF was not present in anesthetised mice. Instead, Guo et al. (2012) , in both anesthetised and awake mice, and Linden et al. (2003) , in anesthetised mice, found significantly shorter latencies in the AAF than in AI, which does not agree with our data. The differences with regard to AI and AAF latencies between our present study and the other two studies (Linden et al., 2003; Guo et al., 2012) may result from different tone presentations being used for defining the onset time of a response, i.e. only one or two tone repetitions in the other studies, and 15 repetitions in this study. In the anesthetised rat and guinea pig, latencies in primary fields did not differ (Wallace et al., 2000; Polley et al., 2007) , but were significantly shorter (3-10 ms) than in higher-order fields (Wallace et al., 2000; Doron et al., 2002; Polley et al., 2007) , whereby neurons in a ventral field had latencies that were approximately 5 ms longer than those in a dorsoposterior/posterior field (Wallace et al., 2000; Doron et al., 2002) , which corresponds to the 5 ms difference that we found between the AII and the DP (Fig. 3B) . Significantly longer latencies in higher-order fields than in primary fields were also found in the anesthetised chinchilla (difference of approximately 3 ms) (Pienkowski & Harrison, 2005) and cat (difference of 2-7 ms) (Stecker et al., 2003; Carrasco & Lomber, 2011) .
In conclusion, it is intriguing to note that the median latency difference of 5 ms that we found between the two higher-order fields (DP and AII) in the awake mouse is also present in mean differences in the anesthetised mouse (Guo et al., 2012) , rat (suprarhinal vs. posterior auditory field) (Polley et al., 2007) , guinea pig (dorsocaudal vs. ventrorostral belt) (Wallace et al., 2000) , and cat (AII vs. posterior auditory field) (Stecker et al., 2003; Carrasco & Lomber, 2011) . This suggests that: (i) barbiturate, chloralose or ketamine anesthesia does not influence average latency relationships between AC fields; and (ii) rodents and cats have in common higher-order auditory fields with rather direct access to upstream auditory information flow (onset latencies that are only 2-4 ms longer than in primary fields) and others with more indirect access (average latencies that are 5 ms longer) that may result from information running through one more corticothalamic loop (Briggs & Usrey, 2008) .
Relationships between spontaneous and evoked activity
Significant increases in average tone-evoked rates with increasing spontaneous activity of the neurons, as found in the present study (Fig. 4) , have also been reported in primary fields of the anesthetised cat (Eggermont, 1996) and awake monkey core AC (Bendor & Wang, 2008) . The scatter of the data in the cat AI is large, and the slope of the correlation is < 1, which is similar to what is found in the AI and AAF of the mouse (Fig. 4A and C) . In the monkey, the data are less variable and the slope is > 1, which is similar to what we found for AII (Fig. 4B ). This loose but significant coupling of the tone-evoked rate to the SR, not only in the primary but also, as we show, in the higher-order AC suggests that the balance between excitatory and inhibitory input to cortical cells, which is thought to be responsible for the spontaneous activity (Haider et al., 2006) , also determines, in general, the tone-evoked rate well above the response threshold.
Lowest response thresholds in all fields were near 0 dB SPL In the best hearing range of the mouse, approximately 15-25 kHz, at least a few units in all fields had their lowest thresholds near 0 dB SPL in the AI, AII and DP also at other CFs (Fig. 7) . Studies of single-unit responses in anesthetised mice (Linden et al., 2003) , cats (Schreiner & Cynader, 1984; Imaizumi et al., 2004) , ferrets (Bizley et al., 2005) , rats (Polley et al., 2007; Pandya et al., 2008) and awake monkeys (Recanzone et al., 2000; Bendor & Wang, 2008; Scott et al., 2011) showed relatively small differences in the lowest and average tone response thresholds, mostly in the range of 0-15 dB, between AC fields. Threshold differences of AC neurons in a multi-unit recording may be in the range of 30-40 dB (South & Weinberger, 1995) , and may therefore be larger than the reported differences between AC fields. This fact and the very similar lowest thresholds in the AC fields reflecting lowest behavioral response thresholds, as shown in Fig. 7 , suggest that, whatever role the fields play in sound processing and perception, they already contribute when tones are very soft. The means with SDs (only unilaterally plotted, for better visibility of the data) indicate little change in the average rates between 10 and 50 dB SPL, and only a slight rate increase at higher SPLs. Rates in the DP were significantly higher at each SPL than in the other fields (P < 0.001), which is also evident from the comparison of rates at the BF and CF ( Fig. 3E and F) .
Frequency tuning curves were all V-shaped and rather broad
The 483 frequency tuning curves from the four AC fields were all classified as V-shaped (Fig. 2G-J) . That is, we did not see TCs with two or more CFs (W-shaped) or with an upper threshold (O-shaped). This could be attributable to recording from two or three neurons at a time with superposition of frequency response areas of different shapes to produce a V-shaped summary curve (South & Weinberger, 1995) . Other studies using multi-unit recordings from the AC of the cat Kimura & Eggermont, 1999; Noreña & Eggermont, 2002; Moshitch et al., 2006) , rat (Rutkowski et al., 2003; Polley et al., 2007; Pandya et al., 2008) , ferret (Bizley et al., 2005) and bat (Hoffmann et al., 2008) found units with closed and/or multipeaked TCs as well as V-shaped TCs. Considering this and the large number of units analysed in our present study, we should have recorded with high probability from at least some units with non-V-shaped TCs, provided that they were present in the mouse AC. Therefore, we assume that the great majority of neurons in the investigated fields and cortical depths of the mouse AC have V-shaped TCs. Since TCs with upper thresholds and fragmented frequency-receptive fields indicate the presence of strong inhibitory influences on the excitatory response area (Sutter et al., 1999; Loftus & Sutter, 2001; Kadia & Wang, 2003; Sutter & Loftus, 2003) , we suggest that the excitatory frequency response areas in layers III/IV of the mouse AC (primary and higher-order fields) are not as strongly superimposed by inhibition as in other mammals.
The broadness of tuning can be expressed by the Q40 (Figs 3G  and 6) . The values found in the AI and AAF are very similar to those reported for the anesthetised rat (Rutkowski et al., 2003; Polley et al., 2007) , cat (Schreiner & Mendelson, 1990; Imaizumi et al., 2004; Imaizumi & Schreiner, 2007) , and ferret (Bizley et al., 2005) (Q30 was measured), suggesting that barbiturate and ketamine anesthesia do not significantly influence the average width of excitatory frequency compared to the core AC. The significantly broader tuning in AII compared to the other fields found here (Figs 3G and 6) was also reported for other mammals, i.e. the cat (Irvine & Huebner, 1979; Schreiner & Cynader, 1984) , ferret (Bizley et al., 2005) , rabbit (McMullen & Glaser, 1982) , gerbil (Thomas et al., 1993) , and owl monkey (Imig et al., 1977) . The sharper tuning of neurons in the mouse DP compared to the other fields (Figs 3G and 6) may correspond to the anesthetised rat posterior auditory field, in which Q42 values are highly variable and, on average, larger than in the AI and AAF (Polley et al., 2007) .
In summary, our data on frequency tuning in the mouse AC fields indicate simpler and more homogeneous shapes of frequency-receptive fields, probably with less inhibitory influence than in cats, ferrets, and monkeys and suggest little influence of barbiturate or ketamine anesthesia on general patterns of frequency tuning.
BFs corresponded to CFs, although with considerable variation
The CFs of single units in a multi-unit recording from primary AC fields may differ by as much as 2 octaves (South & Weinberger, 1995) , suggesting a similar difference also for BFs. Here, we show that, despite considerable variability among CFs (and possibly BFs) of neurons in close neighborhood, BFs and CFs (Fig. 8 ) of a given unit are highly correlated. Starting with the CF at the response threshold, the BF may shift to lower or higher values with increasing SPL (Aitkin, 1976; Kaas, 1982) , although staying, on average, near the CF. Thus, measurements of responsiveness taken at the CF or BF of a given unit are both adequate to represent the neural response characteristics in the frequency/intensity domain. This is important to note, because auditory cortical neurons convey the maximal stimulus-specific spectral information at their BFs (Montgomery & Wehr, 2010) . As our data suggest, this result obtained from neurons in the AI of the anesthetised rat (Montgomery & Wehr, 2010) may also hold for the awake mouse, and not only for neurons in primary fields, but also for those in higher-order fields.
In our measurements, the largest CF-BF differences (> 1.5 octaves) occurred in the AII when BFs were higher than CFs, and in the DP when BFs were lower than CFs (Fig. 8 ). This indicates a tendency for a considerable number of neurons in the AII and DP to preferentially process spectral information above or below their CFs, respectively. This means, for the mouse in particular, that processing of ultrasounds, which play an important role in species-specific communication (e.g. Ehret & Kurt, 2010) , is preferentially processed in a considerable number of AII neurons having CFs in a much lower frequency range. Comparisons of BF-CF relationships in AC fields seem not to be available for other species.
RLFs divide, with very similar proportions across the fields, into monotonic and non-monotonic functions
The shapes of RLFs found in AC fields of the mouse (Fig. 9 ) have also been found in AC fields of other mammals. Depending on the criterion used for defining monotonic and non-monotonic functions, there are 14-17% (Polley et al., 2007) , 25% (Doron et al., 2002) or up to 65% (Rutkowski et al., 2003) non-monotonic units in the AI and AAF of the anesthetised rat. The highest rates reported are similar to the values found in our study. Such high rates of non-monotonic RLFs are also present in the core AC of anesthetised cats Bonham et al., 2004) and awake monkeys (Recanzone et al., 2000; Bendor & Wang, 2008; Scott et al., 2011) . Significantly more non-monotonic neurons were found in higherorder fields of anesthetised rats than in primary fields, with rates reaching up to 93% (Doron et al., 2002) . Also in anesthetised cats, more non-monotonic neurons (70%) were found in the posterior field (Phillips et al., 1995) than in primary fields. In the awake macaque monkey, however, the rates of non-monotonic neurons in higher-order fields did not differ from those in the AI (Recanzone et al., 2000) .
In conclusion, it seems that anesthesia influences the shape of RLFs, making those from neurons in higher-order fields more nonmonotonic than those from neurons in primary fields. Such differences have not been observed in awake animals, with more than two-thirds of the neurons in all fields being non-monotonic.
As non-monotonic neurons have peak response rates at any level above the response threshold, the average tone-evoked rate in an AC field does not change much over a large range of sound levels (Fig. 10) . Similar conclusions can be drawn from data on the awake marmoset AI (Sadagopan & Wang, 2008) . Such level-independent average response rates to sounds are already present in the inferior colliculus (Ehret & Merzenich, 1988) , excluding an average rate code for sound intensity in both auditory centers. Local recordings of auditory evoked potentials in rat AC fields showed spatial distributions of tone-level-dependent amplitude maxima as a possible code for sound level (Takahashi et al., 2004) .
Temporal response patterns, including off-response occurrence, vary among the AC fields
The main difference between the primary (AI and AAF) and higherorder fields (AII and DP) concerns the complete lack of neurons with tonic responses and the relatively small amount of neurons with phasic-tonic responses in the primary fields (Fig. 5) . That is, primary field responses, especially in the AAF, are onset-dominated (Figs 2 and 5) . In many neurons, especially in the AI, these onset responses are combined with off-responses to create an on-off pattern (Figs 2B and 5), indicating that primary field neurons code changes in sound level, often over a large frequency range. Onset and offset responses in primary fields are not firmly linked together, and therefore seem to be generated by independent mechanisms, and not just by rebound facilitation, as suggested previously (Volkov & Galazjuk, 1991; He et al., 1997; Takahashi et al., 2004) .
The large number of phasic neurons in the awake mouse AI and AAF agree with only phasic responses in the ketamine-anesthetised rat AI and AAF (Polley et al., 2007) , and the 67% of phasically responding neurons in the AI of the urethane-anesthetised guinea pig (Wallace et al., 2000) , but contrast with the 11% of phasic neurons in the AI of the awake monkey (Bendor & Wang, 2008) and the 9 or 20% of phasic neurons in the AI of the halothane-anesthetised (Moshitch et al., 2006) or awake cat (Chimoto et al., 2002) , respectively. At least with regard to responses to PTs, primary AC fields of rodents seem to contain high proportions of onset-responding neurons, whereas those in cats and monkeys contain high proportions of neurons showing phasic-tonic and/or tonic responses. Further studies will be needed to determine whether a more tonic response will emerge in the mouse primary AC fields when the neurons are stimulated by more natural or preferred sounds rather than PTs, as has been shown in the awake marmoset (Wang et al., 2005) .
A significant increase in the number of neurons responding in a phasic-tonic or tonic way in higher-order fields as compared with primary AC fields (Fig. 5) has also been shown in gerbils (Schulze et al., 1997) , guinea pigs (Wallace et al., 2000) , and ferrets (Bizley et al., 2005) . In the AII and DP, the reduction in the number of phasic neurons (Fig. 5 ) is associated with a significant increase in tone response latency (Fig. 3B) , suggesting that the temporal acuity in the response to the tone onset is reduced in higher-order fields, although many neurons there still respond phasically to tone onset. The occurrence of as many offset-responding neurons in the higherorder AC fields compared to AAF (Fig. 5) , or even more of these neurons, indicates again that onset and offset responding are driven by different mechanisms. We intend to perform corresponding analyses in the mouse.
General conclusions
The measurement of basic neural response characteristics in two primary and two non-primary (higher-order) AC fields of the awake mouse revealed general similarities, differences and field specificities in processing tone stimuli. Remarkable similarities concerned: (i) highly significant correlations between CFs and BFs of the neurons in a given field; (ii) the uniform V-shape of the frequency-receptive field expressed by the TC; and (iii) the uniform distribution of the types of RLF. Main field specificities were noted in neuronal temporal response properties. The origins of these similarities and differences in neuronal characteristics between the fields need clarification in further studies. They may result from thalamic (lemniscal vs. non-lemniscal) and extrathalamic input, and from the connectivity between and hierarchy of auditory and other cortical field processing (De Ribaupierre, 1997; Lee & Winer, 2011) . A comparative and quantitative analysis showed that the measured response characteristics seem, to various degrees, to be susceptible to influences of anesthetics, and reflect differences between rodents on the one hand and cats and monkeys on the other.
