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Abstract
We address the bosonic string pair creation in a system of parallel Dp -Dp′ (p < p′)
branes by applying the path integral formalism. We drive the string pair creation
rate by calculating the one loop vacuum amplitude of the setup in presence of the
background electric field defined over the Dp′-brane. It is pointed out that just the
components of the electric field defined over the p spatial directions (the common
directions along which the both D-branes are extended) give rise to the pair creation.
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1 Introduction
It is well known that the superstring theory vacuum becomes instable in presence of a
constant electric background field and decays into the string pairs quite similar to the so
called Schwinger effect in QED [1-11]. In more recent studies on the issue the possible role
of the lower dimensional D-branes are considered on the string pair creation in presence of
the constant electric and additional magnetic backgrounds. It has been pointed out that
the string pair creation takes place in the Dp -Dp and Dp -Dp systems in type-IIA or type-
IIB models, although the criterion for occurrence of the vacuum decay plays more drastic
role in the Dp -Dp system due to some exponential factors depending on the background
configurations [5]. Some possible effect of a fixed magnetic background on the vacuum decay
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has been also considered: a fixed magnetic field can greatly enhance the pair creation rate
in the case of a weak electric background and the system undergoes infinite number of phase
transitions [10, 11].
In the present work we consider a Dp-brane and a Dp′-brane on which the bosonic strings end.
We assume a constant electric field over the Dp′-brane. The goal is to calculate the string
pair creation rate using the path integral technique for such a setup. It is demonstrated that
the stability of vacuum depends on the direction of the electric field and the dependence of
the pair creation rate on the background field components is discussed. In fact this system
is extensively studied in [11, 12] for the case of supersrings (PBS saturated setups) where
the result of this study is implicitly presented. However there are some differences between
our analyze and those appeared in [11, 12]: First, we engage the apparatus of path integral
to unveil the underlying physics of the system. Second, we consider a relatively simple setup
by confining our analyze to the bosonic strings. Third, we employ the one-loop open string
formalism while the tree level closed string approach (boundary state formalism) is exploited
in [11].
We review the path integral derivation of the bosonic degrees of freedom satisfying different
boundary conditions in the next section. In section 3, the vacuum amplitude of the setup in
presence of a constant electric field is derived by utilizing the path integral formalism and the
the possible implications of background field direction on the pair creation rate is discussed.
Throughout this work we assume the Euclidean signature for both of the world-sheet and
target space manifolds. However continuation to the Lorentzian signature is assumed for the
space-time manifold after integration over the bosonic degrees of freedom.
2 One Loop Vacuum Energy: Zero Background
Let us begin with the bosonic string action in the d dimensional space-time interacting with
a constant gauge field background through its end points
SB =
T
2
∫
d2σ∂aX
µ∂aX
µ + Sgh[b, c] + Sint. (1)
We postpone the explicit form of the interaction action Sint until the section 3. At one loop
level the annulus and mo¨bius strip diagrams are the only diagrams relevant to the open string
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partition function coupled to a U(1) background. Since the mo¨bius strip has one boundary
its contribution to the one loop vacuum amplitude is associated with a configuration in which
the string bears the same charges at its end points. We shall assume a setup in which the
string interacts just with one end. So the only diagram pertinent to our calculations is the
annulus diagram. We begin with the path integral form of the free energy [6-8]
F =
∫ ∞
0
ds
s
∫ ′
DXµDbDc e−S0[X]−Sgh[b,c]−Sint. (2)
provided that Xµ(σ, τ) = Xµ(σ, τ + s). The prime over the second integral means that the
contribution of zero modes are excluded in evaluating the above path integral. In presence
of a constant electric background the free energy gets an imaginary part and the vacuum
begins to decay into the superstring pairs with decay rate given by
w = −2ImF . (3)
For a string ending on two different D-brans with a relative distance Y there are 1+p degrees
of freedom satisfying the Neumann-Neumann (NN) boundary condition p′ − p degrees of
freedom satisfying the Neumann-Dirichlet (ND) boundary condition and d − p′ satisfying
the Dirichlet-Dirichlet (DD). So, the partition function becomes ZB = Z
1+p
N Z
p′−p
ND Z
d−p′−1
D Zgh
where the partition function of ghost fields is given by Zgh =
T
2s
Z−2N . The path integral
evaluation of the partition function entails the following Fourier expansions for the typical
fluctuations XN , XD and XND
XN =
∑
m∈Z
∑
n∈N
χmnumn, (4)
XD =
∑
m∈Z
∑
n∈N+
χmnvmn +
l
π
σ, (5)
XND =
∑
m∈Z
∑
n∈N+ 1
2
χmnumn. (6)
N = N+
⋃{0}. Here, the eigen-modes are umn = eiωmτ cosnσ and vmn = eiωmτ sinnσ.
Furthermore, we define ωm = mω, where ω =
2π
s
. and λmn =
1
4
sT (ω2m + n
2). Also we
introduce the matrix MDm as
[MDm]nn′ =

 2λm0, n, n
′ = 0
λmnδnn′, n, n
′ 6= 0.
(7)
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and MDm = M
ND
m = λmnδnn′. Therefore, we find the corresponding partition functions by
integrating over the fluctuations as
ZN(s) =
∫ ′
DXNe
−S0[XN ] =
∏
m∈Z
det ′(MNm)
− 1
2 (8)
=
∞∏
m=1
1
2λm0
∞∏
n=1
1√
λ0n
∞∏
m=1
∞∏
n=1
1
λmn
=
√
T
2s
q−
1
24
∞∏
n=1
1
1− qn .
where q = e−s. In the same way, we obtain
ZD(s) =
∏
m∈Z
det(MDm)
− 1
2 =
∞∏
n=1
1√
λ0n
∞∏
m=1
∞∏
n=1
1
λmn
(9)
= q
1
2pi
T l2− 1
24
∞∏
n=1
1
1− qn .
Also we find the partition function of the degree of freedom satisfying ND boundary condi-
tion as [13]
ZND(s) =
∏
m
det(MNDm )
− 1
2 =
∏
n∈N+ 1
2
1√
λ0n
∞∏
m=1
∏
n∈N+ 1
2
1
λmn
(10)
= q−
1
48
∞∏
n=1
1
1− qn− 12 .
In arriving at the equations (8), (9) and (10) we have gained the infinite products
sinh πx
πx
=
∞∏
n=1
(
1 +
x2
n2
)
, (11)
∞∏
n=1
1
an2
=
√
a
2π
, (12)
together with the zeta-regularization of the infinite sums
∑
n=1 1 = − 112 ,
∑
n=1 n = − 112
and
∑
n∈N+ 1
2
n =
1
24
, (13)
∑
n∈N+ 1
2
1 = 0. (14)
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3 Constant Electric Background
For a string interacting via one end, say σ = 0, the interaction term is
Sint = − i
2
EI
∫
σ=0
dτ(X0∂τX
I −XI∂τX0). (15)
The electric field defined over the Dp′-brane can be written as ~E = ~E⊥+ ~E‖ where we have
defined ~E⊥ = (0, . . . , 0, Ep+1, . . . , Ep′) and ~E‖ = (E1, . . . , Ep, 0, . . . , 0). We combine the free
and interaction bosonic actions to introduce the actions
AI = S0[X
0] +
p′∑
i=1
S0[X
i] + Sint, (16)
AII =
d−1∑
i′=p′+1
S0[X
i′ ]. (17)
Upon introducing X = (X0, . . . , Xp
′
) the action AI can be recast in
AI =
∫
d 2σX tMX, (18)
where the matrix M is
M = T
2


 −iE1
T
δ(σ)∂τ · · · −iEp′T δ(σ)∂τ
iE1
T
δ(σ)∂τ 
...
. . .
i
Ep′
T
δ(σ)∂τ 


. (19)
Integration over the variable X yields the corresponding partition function as
ZI [ ~E] =
∏
m∈Z
detM−
1
2
m . (20)
Here the matrix Mm is given by
Mm =


M0m −I1m · · · −Ip
′
m
I1m M
1
m
...
. . .
Ip
′
m M
p′
m


. (21)
with [IIm]nn′ = mEI and 0 ≤ n, n′ <∞. Now with the aid of the formulas∑
n=1
1
ω2m + n
2
=
π
2ωm
coth πωm − 1
2ω2m
, (22)
∑
n=1
1
ω2m + (n− 12)2
=
π
2ωm
tanh πωm, (23)
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we obtain
ZI [ ~E] = Z
p+1
N Z
p′−p
ND
∏
m=1
1
1− ~E2⊥
T 2
−
~E2
‖
T 2
coth2 πωm
(24)
=
T
4π
e
3
s
π2Z
p−1
N Z
p′−p
ND
√
1−
~E2
T 2
∞∏
m=1
1
(1− e−2π(ωm+ǫ))(1− e−2π(ωm−ǫ)) ,
where we have used the Jacobi modular property of the Dedekind eta function η(τ) =
ei
piτ
12
∏∞
m=1(1− e2πiτm) =
η(− 1
τ
)√−iτ to write
∞∏
m=1
(
1− e−2πωm)2 = T
4π
e
3
s
π2Z−2N . (25)
The parameter ǫ in (24) is given by
ǫ =
1
2π
ln(α +
√
α2 − 1), (26)
where
α =
1− ~E2⊥
T 2
+
~E2
‖
T 2
1− ~E2⊥
T 2
−
~E2
‖
T 2
=
1 + cos 2θ
~E2
T 2
1− ~E2
T 2
. (27)
In this equation we have introduced the parameterizations ~E‖ = ~E cos θ and ~E⊥ = ~E sin θ
through defining the angle θ. The modular property of the Jacobi theta function (z = e2πiν)
Θ1(ν|τ) = 2q 18 sin πν
∞∏
m=1
(1− e2πiτm)(1− ze2πiτm)(1− z−1e2πiτm) (28)
= − e
−i ν2
τ√−iτΘ1
(ν
τ
∣∣∣− 1
τ
)
,
provide us with an equivalent representation for (24) of the form
ZI [ ~E] = T
E‖
4π
q
1
2pi
ǫ2− 1
12
sin( sǫ
2
)
Z
p−1
N Z
p′−p
ND
∞∏
n=1
(1− qn+iǫ)−1(1− qn−iǫ)−1, (29)
where we have used the identity sinh2 x = 1
2
(√
1 + sinh2 2x− 1) to achieve
sinh πǫ =
E
T
cos θ√
1− ~E2
T 2
, E = | ~E|. (30)
As a criterion for the accuracy of our calculations we look at the fate of the above equation
in E → 0 limit. To this end let’s note that in weak field limit we have ǫ ≃ 1
π
E
T
cos θ. So, as is
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expected, in this limit one attains ZI [0] = Z
1+p
N Z
p′−p
ND . There are divergences associated with
equation (29) at the singularity points given by sn =
2πn
ǫ
. These singularities located along
the integration contour give rise to an imaginary part which can be extracted with the help
of the well-known formula
1
x− iε = P
1
x
+ iπδ(x). (31)
where P stands for the Cauchy principal value. The total bosonic partition function will be
ZB[ ~E] = ZI [ ~E]ZIIZgh with ZII = Z
d+p′−1
D . Therefore from (3) and (29) we obtain the pair
creation rate as
w =
E‖
ǫ
∞∑
n=1
(−1)n+1e−ǫnZB
(2πn
ǫ
)
. (32)
Now the appearance of E‖ in (29) and (32) makes its role on the pair creation more apparent.
Indeed for ~E‖ = 0 and ~E⊥ 6= 0 the decaying of vacuum into the string pairs vanishes. This
refers to the fact that in this case we have α = 1 which implies ǫ = 0 in (29). In other
words when ~E‖ = 0 the vacuum is stable and the partition function becomes ZB[ ~E⊥] =
ZB[0]Vp′
√
1− ~E2⊥
T 2
where Vp′ is the Dp
′-brane volume. This observation leads us to conclude
that the pair creation can not take place in a set up in which the electric field of the form
~E = ~E⊥ is assumed over the Dp′-brane.
Conclusion
Using the path integral formalism we re-derived the free energy of a system of Dp -Dp′ brane
with a constant electric field considered over the Dp′ brane volume. We obtained the string
pair creation rate for this set up and showed that the string pairs tunnel out from the vacuum
provided that the electric field has non-zero components along the directions which the both
D-branes are extended.
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Appendix
For the matrix O defined as O = O1 +O2 with
O1 =


A0
. . .
Ak

 , O2 =


0 −c1I · · · −ckI
c1I 0
...
. . .
ckI 0


. (33)
we can write its determinant as
detO = detO1eTr ln(1+O
−1
1
O2). (34)
Therefore from ln(1 + x) = −∑n=1 (−1)nk xn and Tr(AiI)n = (TrAi)n one obtains
Tr(O−11 O2)2n = 2(−1)n
[
TrA−10
( k∑
i=1
c2kTrA
−1
i
)]n
, (35)
which leaves us with
detO = detA0
k∏
i=1
detAi
[
1 + TrA−10
( k∑
i=1
c2iTrA
−1
i
)]
. (36)
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