Abstract-In this paper, we present a novel polynomial time framework for the off-line flow allocation problem in MPLSTraffic Engineering (MPLS-TE) networks. This framework, named FATE (Flow Allocation for Traffic Engineering), encompasses different objectives that illustrate the operator needs for traffic engineering and provides advanced control over the quality of the solution. Typically, we consider minimizing congestion, bandwidth consumption and operational costs. FATE is based on linear programming and presents an efficient solution for the problem both in terms of computational complexity and approximation guarantees. Simulation results show that we can get an efficient trade-off between congestion and bandwidth consumption while having a reduced number of Label Switched Paths (LSPs) for various known topologies.
I. INTRODUCTION
Traffic engineering is a complex process that includes the set of strategies deployed by network operators in order to get maximum return on network capital expenditures (capex) while reducing operational expenditures (opex). Capex is determined in the network design process when capacity is installed in the core links, whereas opex is related to the cost of managing, supervising and tuning the network in order to get optimal performance. Traffic engineering can be implemented as an on-line and/or an off-line process. Off-line traffic engineering tends to optimize the network considering full knowledge of the demands. This is usually expressed as a traffic demand matrix, with point-to-point demands.
In this work, we introduce a novel polynomial time framework, named FATE (Flow Allocation for Traffic Engineering), for the off-line flow allocation problem in MPLS-Traffic Engineering (MPLS-TE) networks. First, FATE considers minimizing the global network congestion. Second, FATE tries to minimize resource consumption, expressed in terms of the total used bandwidth. Particularly, FATE enables to get efficient return on network capex involved in capacity installation by tuning the relevancy of the first two objectives. Finally, FATE provides a flow allocation solution with a minimum number of Label Switched Paths (LSPs) inducing minimum operational costs for an MPLS-TE network. This paper is organized as follows: in section II, we introduce relevant related work. In section III, we present the different components in the FATE framework. Then, in section IV, we formulate the mathematical problems used in FATE and emphasize the polynomial time complexity. In section V we present relevant simulation results. Finally, we conclude by presenting future work and possible extensions to the framework.
II. RELATED WORK
Flow allocation is one of the problems that are well studied in the network flow domain. [1] presents a good overview of the general problem, including different formulations and numerous techniques associated with Linear Programs (LPs) such as relaxations and problem decomposition. Moreover, many articles have studied the application to MPLS traffic engineering. In [2] , a multi-objective approach to the problem is introduced. This approach considers the compromise between load balancing, network costs, and the number of active LSPs. The problem is formulated as a single objective Mixed Integer LP (MILP) using a weighted sum of the different objectives and solved by means of standard commercial tools. However, no heuristic is presented in order to reduce the computation time. [3] presents a traffic engineering solution for differentiated reliability services. A single weighted objective is used to combine different optimization criteria such as resource consumption, protection level and rejection. The problem is also formulated as a MILP and the authors present two heuristics: a first heuristic is based on successive approximations by continuous relaxations of the MILP and a second heuristic based on the simulated allocation technique.
[4] introduces a multi-objective framework based on utilization and resource usage. The authors propose linear programs that find near optimal paths satisfying the given traffic demand under constraints such as maximum hop count, and preferred node/link list. Moreover, a MILP formulation calculates the traffic split ratio for the multiple paths. However, the size of the problems that can be solved is very limited in practice. [5] introduces a novel heuristic for multi-objective traffic engineering in the Virtual Private Network (VPN) context. A multi-stage approach is used in order to successively reduce congestion and bandwidth utilization. Finally, the authors in [6] introduce a simple polynomial time framework for multipath routing. They present efficient techniques that reduce the path set for simple separated problems such as minimum congestion or minimum bandwidth utilization. The mathematical tools introduced in [6] are similar to those used in our work. However, we introduce a more general framework adapted for MPLS traffic engineering. We add a more general concept for minimizing congestion, notably with LexMinCon. Moreover, we emphasize the trade-offs between the different elements in our framework, and provide insights on the tuning process that enables to reach a desired flow allocation solution.
III. FRAMEWORK PRESENTATION AND MOTIVATION
Our main contribution in this article is the introduction of a polynomial time framework for flow allocation in MPLS-TE networks. This framework, named FATE, is illustrated in Figure 1 . The first key element in the FATE framework is congestion. The corresponding technical objective that illustrates the operator need is to minimize the network congestion. Generally, congestion implies service degradation, thus this objective is well suited for next generation networks that promise to provide quality of service. Moreover, a flow allocation solution with minimal congestion tolerates more dynamic traffic changes, thus the flow reallocation process can be done less frequently. Our approach, formulated in LexMinCon (section IV-A), leads to a network with minimum global congestion (i.e. all link utilization are reduced to their minimal values). Particularly, this is achieved in the search for a lexicographical minimal congestion solution. However, approaches based solely on network congestion minimization will lead to high resource consumption. Roughly speaking, minimizing congestion will spread the load over the network links. Demands will take relatively longer paths in order to distribute the load, thus will consume more bandwidth on links. Therefore, the second key element in our framework is resource consumption and the corresponding technical objective is to minimize the total used bandwidth formulated in MinRess (section IV-B). Considering the first two objectives, FATE enables to easily tune their respective relevancy. Particularly, it enables to approximate the optimal congestion in order to get significant reduction in resource consumption. Finally, the third key element in our framework is operational costs. When there is more than one LSP between two edge Label Switching Routers (LSRs), it may be necessary to perform complex traffic splitting procedures. Moreover, signaling and measurement become more complex when the overlay involves a big number of LSPs. Therefore, our third and final technical objective is to minimize the operational costs for a given solution expressed in terms of the number of LSPs in use. Particularly, ApproxMinLSP (section IV-C) provides an approximation for the minimal number of LSPs. Note that an optimal solution corresponds to an unsplittable multi-commodity flow and is NP-complete [7] . Moreover, an extension is provided in order to get the minimal number of LSPs in MinLSP (section IV-C) via tuning network congestion.
IV. FRAMEWORK COMPONENTS
In this section, we introduce the mathematical formulation and focus on the interaction between the different framework components. We also give insights on the polynomial time performance of the solution. In the following, we consider an undirected network G = (V, E) with V being the set vertices and E the set of edges. V and E have a respective cardinality of n and m. The capacity for each e ∈ E is denoted by c e . Moreover, we are given a set of LSP demands denoted by D having a cardinality of l.
where s i is the source node or ingress LSR, t i the destination node or egress LSR and h d the demand volume or bandwidth request from s d to t d . Note that we are using the terms node/vertex/LSR, link/edge interchangeably in this paper.
A. Congestion
The first objective in FATE is to minimize the global network congestion. This objective is captured in the LexMinCon problem formulated in LP 1. In this formulation, In(v) (resp.
LP 1 LexMinCon
Lexicographically Minimize K
Subject to:
Out(v)) denote the set of links going in (resp. out of) node v, f de denotes the flow from demand d routed on link e and k e the congestion on link e. In other terms, k e denotes the ratio between the total bandwidth used by flows traversing link e and the capacity of the link. Moreover, we collect the k e congestion values (∀e ∈ E) and define the congestion vector 
B. Resource Consumption
The second technical objective in FATE is to minimize the total used bandwidth. The corresponding mathematical problem, MinRess, is formulated in LP 2 as an LP with node-link variables 1 . The size of this LP is polynomial and can be solved in a polynomial time as a multicommmodity network flow problem [8] . In this formulation, we introduce a new congestion vector K = (k 1 , k 2 , . . . , k m ) given by K = αK, where K is the output vector of LexMinCon. Hence, k e = αk e corresponds to the maximum allowed congestion on link e. The choice of α determines the interaction between the first two components. It enables to approximate the optimal minimal congestion in order to get significant reduction in resource consumption. Particularly, increasing α enables more efficient resource consumption at the expense of increased network congestion and vice versa. Finally, MinRess provides link flow values for a given congestion state given by K , with minimum bandwidth utilization. These link flow values will be used as an input for the third component that deals with network operational costs.
LP 2 MinRess
C. Operational Costs
The final technical objective in FATE is to minimize the operational costs for a given solution expressed in terms of the number of LSPs in use. Particularly, our framework provides an approximation for the minimal number of LSPs in ApproxMinLSP. Moreover, an optional extension is provided in order to tune the number of LSPs in MinLSP via changing the network congestion state. First we should point out that the output of the MinRess component is a set of link flow values that represent a network congestion state with minimum bandwidth utilization. This will not give us insights on the LSPs or the paths that demands are actually allocated to. Therefore, we use a standard flow decomposition algorithm [9] in order to get a set of paths with corresponding bandwidth values that saturate link flow values obtained from the MinRess problem. Then, the obtained set of paths denoted P d is used in the ApproxMinLSP problem. Note that after flow decomposition, the maximal number of paths per demand is equal to m (this is a straight conclusion from the flow decomposition algorithm). Technically, ApproxMinLSP, introduced in LP 3, is a path-link formulation of the MinRess problem. This formulation assigns a variable f dp for the flow routed on path p for demand d and uses a constant denoted by δ edp (12) indicating whether path p of the set P d corresponding to demand d uses link e.
With ApproxMinLSP, we get the same congestion (given by K = αK) and resource consumption values as the output of the MinRess problem (since we are using the same set of paths P d as an input), but with a reduced set of paths. The main idea behind reducing the number of used LSPs resides in finding a Basic Feasible Solution (BFS) for the ApproxMinLSP problem. Particularly, in a BFS, the number of non-zero variables is smaller than the number of constraints. Therefore, we get:
Hence, ApproxMinLSP provides a (1 + m l )-approximation for the single path solution. Recall that an optimal solution corresponds to an unsplittable multi-commodity flow and is proved to be NP-complete [7] . Particularly, we can get a
LP 3 ApproxMinLSP
δ edp f dp ≤ k e c e , ∀e ∈ E (15)
BFS for this problem in a polynomial time using for instance Tardos's algorithm [8] . Moreover, according to Definition 2, the output of ApproxMinLSP in the FATE framework is an (α, 1 + m l )-approximation for the flow allocation problem.
Definition 2 A flow allocation solution is an (λ, µ) approximation if the corresponding congestion is λK with K being the optimal minimal congestion vector, and if the solution uses at most µ times the number of paths in the optimal solution.
Finally, following the technique used in ApproxMinLSP, we introduce MinLSP, a final optional component that enables to tune the operational costs. MinLSP is formulated in LP 4 as an Mixed Integer LP (MILP) with path-link variables and uses the output path set P d of ApproxMinLSP. This formulation introduces integer variables z dp that denote whether path p of the set P d is used by demand d i.e. z dp = 1 iff f dp > 0. The latter expression is depicted by constraint (24) Hence, increasing the number of non-zero s e will reduce the number of LSPs and is equivalent to increasing k e (or β) in constraint (22) of the original problem. Finally, MinLSP is an MILP with a polynomial number of paths and can be efficiently solved by commercial solvers using branch and bound techniques (though no guarantee for polynomial time complexity is given when using this optional component).
LP 4 MinLSP
Minimize d∈D p∈P d z dp (21)
δ edp f dp ≤ k e c e , ∀e ∈ E (22)
0 ≤ f dp ≤ Hz dp , 
V. SIMULATION AND RESULTS
In order to evaluate the performance of our approach, we perform a series of simulations on typical topologies used in the state of the art: the MCI network topology [10] (19 nodes, 33 links), the KL topology (15 nodes, 28 links), the REG topology (14 nodes, 29 links) and the NSF topology (8 nodes, 10 links) [6] . The linear programs were formulated with MATLAB and solved using an external interface (MEXfunction) to the lpsolve package [11] . In our simulation scenarios, the traffic demands are uni-directional and the bandwidth for each demand is drawn from a uniform distribution over the range of [10, 50] bandwidth units. The edge capacities are obtained from a uniform distribution over the range of [250, 650] bandwidth units. In our first set of simulations, we show the relevancy of including both congestion and resource minimization components in our framework. Therefore, we run simulations considering each time a single objective optimization chosen between LexMinCon and MinRess. Figure 2 illustrates the congestion state for the KL network with 40 demands. We can clearly see that MinRess induces a highly congested network, while LexMinCon has the best performance with minimum congestion over all the network links. This is also valid for other simulation topologies and typical results are illustrated in Figure 3 and Figure 4 . For instance, in the NSF case, MinRess leads to a highly congested network, with links approaching the maximal capacity, while LexMinCon distributes the load over the network links, thus reduces global congestion. However, if we observe the bandwidth consumption for each of the simulation runs, we can see in Table I that MinRess reaches the minimum bandwidth consumption, while LexMinCon induces a slightly higher bandwidth consumption. These typical results illustrate the inefficiency of approaches based on a single objective and the need for combining congestion and resource minimization as in the FATE framework.
Hence, our second set of simulations enables to evaluate the combination of the first two components in the FATE framework. Results for bandwidth consumption obtained after executing LexMinCon and MinRess successively are depicted in Table II . These results show that by increasing the value of α we can lower the bandwidth consumption. Moreover, we find it useful to compare these results with the performance of MinRess used as a single objective (Table III) . For instance, considering the REG topology with 60 demands, we get a minimal resource consumption (3303 bandwidth units) by slightly increasing the congestion state (α = 1.2).
Our final set of simulations provides insights on the total number of paths in our framework. The first two columns of Table IV and Table V illustrate the number of paths obtained at the output of the MinRess and the ApproxMinLSP components for the MCI and REG topologies (with 40 and 30 demands respectively). We note that when α increases, the number of paths is reduced. However, there is no significant difference between the two values for MinRess and ApproxMinLSP since we find a BFS in both cases, thus the number of paths is already reduced for MinRess. Moreover, we note that this number is lower than l+m, validating the theoretical bound. In the last three columns of Table IV and Table V , we evaluate the performance of the optional MinLSP component for the same simulation cases. For instance, in the MCI case, we obtain an unsplittable flow allocation solution for β = 1.2 and α = 1.4. Finally, special attention is given to the MinLSP solution procedure. In fact, this MILP has a polynomial size (due to the reduced path set) but the optimal solution can still be hard to compute, especially for lower values of α and β. Therefore, we choose a gap of 10 −4 as the tolerance of the branch and bound algorithm (this gap is the difference between the best-found solution and the current solution) and an LU decomposition procedure as a basic factorization [11] .
VI. CONCLUSION
In this paper, we present FATE, a novel polynomial time framework for the flow allocation problem in MPLS-TE networks. FATE includes three tunable components that enable to successively reduce congestion, bandwidth consumption and the number of LSPs in use. The solution obtained with FATE is an (α, 1 + problem. Simulation results that are presented in this work provide concrete proof of the importance of each component and insights on the tuning process. Moreover, we show that the flow allocation solution can be obtained in a polynomial time so results can be further extended to larger topologies with a big number of demands. Our future work will study a possible extension for the FATE framework that enables to find efficient flow allocation solutions for survivable flows with end-to-end restoration requirements.
APPENDIX
LexMinCon, formulated in LP 1, can be solved in a polynomial time as a sequence of mathematical problems following Algorithm 1, introduced in [12] . At each iteration of this
Solve LP 5 4 :
Solve LP 6
6: E * = {e ∈ E − E : s e = 0}
7:
k e = K * , ∀e ∈ E * 8:
E = E ∪ E * 9: end while 10: K = {k e , ∀e ∈ E} algorithm, E captures the subset of E including links that has the congestion fixed to the final value (as it will be in the output vector K). First, we solve an elementary problem formulated in LP 5 and get a value of K * . Then, we need to
LP 5 Elementary problem
Minimize K 
find the set of binding constraints in this elementary problem; binding constraints are defined as the subset of constraints that verify an equality relation in (28) and correspond to the set of links E * given by:
Practically, in order to get E * , we solve a slacked version of the problem, formulated in LP 6, using additional slack variables s e . Now the binding constraint set is given by:
Therefore, for all the links in E * , k e takes a final congestion value of K * and these links are added to the set E. After iterating over the set E, we finally get K, the lexicographically minimal vector with all its elements given by the final k e values. 
LP 6
The polynomiality of LexMinCon follows from the fact that Algorithm 1 computes the optimal lexicographically minimum load vector in at most (2m − 1) LP computations and each of them can be solved in a polynomial time [8] . Note that more sophisticated approaches can be used for this problem, as it is strictly related to the max-min fairness optimization in [1] .
