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Resumo
Neste trabalho estudamos a dinaˆmica espac¸o-temporal de cadeias alimentares compostas por duas
e treˆs espe´cies. Utilizamos uma modelagem baseada nos indiv´ıduos, que consiste em tratar cada
membro da populac¸a˜o de forma expl´ıcita. Um dos ingredientes do modelo e´ a possibilidade de
restringir a a´rea de forrageio dos predadores a` uma regia˜o circular, de raio R, em torno da sua
resideˆncia. O tamanho desta regia˜o e´ tratado como uma caracter´ıstica adaptativa, sujeita a` pe-
quenas variac¸o˜es aleato´rias ao longo das gerac¸o˜es. Observamos que existe um raio de predac¸a˜o
o´timo R′, para o qual os predadores evoluem. Desenvolvemos ca´lculos anal´ıticos utilizando aprox-
imac¸o˜es de Campo Me´dio com correlac¸o˜es de pares e verificamos que a estrate´gia de predac¸a˜o e´
um mecanismo crucial para a ocorreˆncia do raio o´timo. Observamos tambe´m que a distribuic¸a˜o da
abundaˆncia de indiv´ıduos por regia˜o espacial pode exibir um comportamento invariante de escala,
indicando que o sistema e´ criticamente auto-organizado, e que a ocorreˆncia de surtos populacionais
locais e´ uma caracter´ıstica intr´ınseca do sistema.
IV
Abstract
In this work we study the spatial dynamics of two and three species food chains. We use an
individual based model, which treats each member of the population explicitly. One of the model
ingredients is the possibility to control the size of the predators foraging area, defined as a circular
neighborhood, of radius R, around their home position. This home range size is treated as an
adaptive, subject to small random variations along generations. We find that the predators evolve
to a optimum predation radius R′. We develop analytical approximations using mean field and
pair correlation techniques that indicate that the predation strategy is crucial for existence of this
optimum radius. We also find that the population abundance distributions display a scale invariant
power law tail, indicating self-organized criticality and that the occurrence of local outbreaks is an
intrinsic characteristic of the system.
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Introduc¸a˜o
Populac¸o˜es de animais ou plantas que interagem de forma predato´ria geralmente na˜o permanecem
constantes em nu´mero, mas oscilam com o passar do tempo. Se, em um determinado instante,
o nu´mero de presas dispon´ıvel e´ grande, observamos um aumento gradativo da populac¸a˜o de
predadores, pois existe abundaˆncia de alimentos. Esse aumento, por sua vez, causa uma reduc¸a˜o na
populac¸a˜o de presas, que, em seguida, causa a diminuic¸a˜o dos predadores, permitindo o consequente
aumento do nu´mero presas, fechando um ciclo oscilato´rio. A descric¸a˜o dessa dinaˆmica por modelos
matema´ticos e´ bastante antiga, e remonta a` Lotka [1] e Volterra [2].
Por tra´s da grande simplicidade do modelo de Lotka e Volterra esta´ a hipo´tese de que as in-
terac¸o˜es entre os indiv´ıduos das populac¸o˜es sa˜o suficientemente aleato´rias, tal que suas distribuic¸o˜es
espaciais possam ser ignoradas. Assim, fatores como heterogeneidade ambiental, variac¸o˜es locais
de densidade populacional e efeitos de sincronizac¸a˜o de subpopulac¸o˜es, entre outros, na˜o sa˜o leva-
dos em conta. A hipo´tese de interac¸a˜o uniforme entre espe´cies, no entanto, nem sempre pode ser
aplicada. Em populac¸o˜es estendidas em grandes a´reas espaciais existe uma tendeˆncia natural dos
predadores se alimentarem de presas pro´ximas de seu local de moradia, e na˜o de presas muito
distantes. Quebra-se enta˜o a homogeneidade das interac¸o˜es, embora o problema como um todo
(se considerarmos o espac¸o muito grande) continue tendo invariaˆncia translacional. Nos u´ltimos
anos percebeu-se que interac¸o˜es locais, captadas por essa descric¸a˜o espacial, podem ter um pa-
pel fundamental no resultado da evoluc¸a˜o temporal de populac¸o˜es [3]. O comportamento obtido
considerando-se populac¸o˜es distribu´ıdas homogeneamente no espac¸o pode ser drasticamente modi-
ficado quando interac¸o˜es de curto alcance sa˜o consideradas. Um trabalho de revisa˜o de Durrett
e Levin de 1994 [4] discute a importaˆncia do espac¸o em va´rios problemas de competic¸a˜o entre
duas espe´cies. A necessidade da construc¸a˜o de modelos mais realistas vem, cada vez mais, unindo
f´ısicos, matema´ticos e bio´logos em uma grande a´rea interdisciplinar.
Desde os estudos desenvolvidos por Darwin [5] teˆm se observado que a maioria dos animais
possuem seu movimento restrito a uma regia˜o finita. Em 1943, Burt [6] definiu a´rea de vida, home
range em ingleˆs, como sendo a regia˜o espacial, geralmente centrada em uma posic¸a˜o recorrente,
que um indiv´ıduo forrageia a fim de encontrar alimento. A posic¸a˜o recorrente, refere-se ao local
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de resideˆncia do indiv´ıduo, que pode ser sua toca ou seu ninho, por exemplo. A a´rea-central, core
area [7], refere-se a a´rea mais frequentemente visitada pelo indiv´ıduo, onde se encontra a resideˆncia.
Um outro conceito relacionado a a´rea de forrageamento e´ a territorialidade. O territo´rio de um in-
div´ıduo refere-se a` a´rea que o indiv´ıduo protege, inibindo o acesso de outros indiv´ıduos. O territo´rio
pode englobar desde a` apenas a resideˆncia ate´ toda a´rea de forrageamento. A presenc¸a de uma
a´rea de forrageamento tem sido observada em formigas [8], abelhas [9], cobras [10], pa´ssaros [11] e
diversas espe´cies de man´ıferos [12]. No trabalho de Harestad e Bunnell [12] pode-se encontrar uma
lista 55 espe´cies de mamı´feros e os respectivos valores me´dios das a´reas de forrageamento. Estes
autores ressaltam que o peso me´dio de uma espe´cie (W ) e o tamanho da a´rea de forrageamento
(H) esta˜o, aproximadamente, relacionadas pela expressa˜o H = aW k, sendo a e k dois paraˆmetros
que podem assumir diferentes valores para mamı´feros herb´ıvoros (H = 0, 002W 1,02), on´ıvoros
(H = 0, 059W 0,92) e carn´ıvoros (H = 0, 11W 1,36). Esta relac¸a˜o descreve a a´rea de forrageamento
me´dio, sendo que ela geralmente se altera ao longo das estac¸o˜es e entre machos e feˆmeas de uma
mesma espe´cie. Durante a seca, por exemplo, a quantidade de recurso e´ menor e os indiv´ıduos
precisam percorrer uma a´rea maior para encontrar alimento. Os trabalhos [13] e [14] descrevem a
a´rea de forrageamento para a onc¸a pintada no Pantanal e para a sussuarana na Califo´rnia–EUA,
respectivamente. Em ambos os trabalhos observa-se um crescimento significativo (em torno de
50%) da a´rea de forrageamento no per´ıodo da seca. O decre´scimo do tamanho da a´rea de for-
rageamento, devido ao aumento de recurso, tambe´m foi verificado experimentalmente em grupos
de pa´ssaros [11], gatos e ratos silvestres [15] e esquilos [16]. O trabalho desenvolvido por Hubbes
e Boonstra [16] tambe´m relata que a presenc¸a de predadores na˜o altera a a´rea de forrageamento
das respectivas presas.
Va´rios modelos teo´ricos tem sido propostos a fim de se entender a existeˆncia da a´rea de for-
rageio e uma revisa˜o sobre alguns destes modelos pode ser encontrada em [17]. Neste trabalho,
Borger et al. dizem que os mecanismos que geram as a´reas de forrageio ainda na˜o sa˜o completa-
mente entendidos. Por um outro lado, o simples fato de existir tais a´reas torna-as um ingrediente
recorrente em modelagens matema´ticas. O modelo proposto por Zhang et. al [18] mostra que,
grandes a´reas de forrageio podem levar a uma perda de biodiversidade. De uma forma semel-
hante, o trabalho desenvolvido por de Aguiar et. al [19] mostra que, a existeˆncia de uma a´rea
que delimita o acasalamento entre espe´cies, pode ser um dos fatores que promove a ocorreˆncia de
biodiversidade. Em um outro contexto, Maionchi et. al [20] descrevem a dinaˆmica espacial de uma
cadeia alimentar composta por treˆs espe´cies e utilizam uma a´rea de forrageio finita, para limitar a
interac¸a˜o entre as espe´cies. O trabalho que publicamos anteriormente [21, 22], relata que grandes
surtos populacionais podem estar associados a` uma pequenas a´rea de forrageio.
Outra caracter´ıstica que tem sido observada, e explorada por modelos que envolvem descric¸a˜o
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espacial, e´ o comportamento invariante de escala. A expressa˜o “invariante de escala” ou “livre de
escala” e´ usada quando a forma da distribuic¸a˜o de frequeˆncia de uma determinada caracter´ıstica
assume um decaimento de lei de poteˆncia. O trabalho desenvolvido por Scanlon et. al [23], por
exemplo, evidenciou que a distribuic¸a˜o dos tamanhos dos agrupamentos (clusters) de vegetac¸a˜o de
diferentes espe´cies do deserto de Kalahari, obedece a uma distribuic¸a˜o de lei de poteˆncia, e, por-
tanto, possui invariaˆncia de escala. Distribuic¸o˜es livre de escala tambe´m sa˜o observadas em outras
caracter´ısticas ecolo´gicas, tais como, diversidade de espe´cies [24], estrate´gia de forrageamento [25],
flutuac¸o˜es da densidade de indiv´ıduos [26], dentre outros. Muitas vezes, este comportamento livre
de escala esta´ associado ao conceito de “Criticalidade auto-organizada”.
Em 1987 Bak et al. [27] lanc¸aram a definic¸a˜o de estados cr´ıticos auto organizados, “Self-
organized critical states”. A expressa˜o “auto organizado” significa que o sistema evolui natural-
mente para um estado que na˜o depende da condic¸a˜o inicial. A expressa˜o “estados cr´ıticos” significa
que existe uma distribuic¸a˜o do tipo lei de poteˆncia (invariante de escala) associada a este estado.
O modelo conhecido como “pilha de areia”, proposto pelos mesmos autores [28], e´ comumente
utilizado para exemplificar a criticalidade auto organizada. Este modelo considera um fluxo con-
stante de areia sendo despejado sobre um plano. Os gra˜os de areia va˜o se empilhando e deslizando
ate´ atingir um estado estaciona´rio, onde a pilha passa a ter inclinac¸a˜o constante, e a me´dia dos
gra˜os que entram no sistema e´ compara´vel com a me´dia de gra˜os que saem do sistema. A partir
de enta˜o, o fluxo de areia que cai sobre a pilha pode gerar um escorregamento de outros gra˜os,
podendo ate´ ocorrer avalanches. Quando plotamos o gra´fico do nu´mero de deslizamentos de um
determinado tamanho, N(S), versus o tamanho da avalanche, S, observamos uma distribuic¸a˜o
invariante de escala, N(S) = s−t, sendo t ≈ 1. O estado estaciona´rio recebe o nome de estado
cr´ıtico pois a distribuic¸a˜o dos deslizamentos obedece uma lei de poteˆncia. Ale´m disso, este sistema
e´ considerado auto-organizado por atingir o estado estaciona´rio independentemente da condic¸a˜o
inicial. Um outra caracter´ıstica de um estado cr´ıtico e´ que ele deve ser um atrator e robusto aos
paraˆmetros. No caso da pilha de areia, a distribuic¸a˜o dos deslizamentos na˜o depende da frequeˆncia,
nem mesmo do fluxo, com que os gra˜os sa˜o lanc¸ados sobre a pilha. Uma leitura dida´tica do modelo
de pilha de areia pode ser obtida no artigo [29]. Posteriormente, em 1993, P. Bak e K. Sneppen
[30] propuseram um modelo para a evoluc¸a˜o das espe´cies. Em linhas gerais, este modelo considera
N espe´cies distribu´ıdas ao longo de uma rede unidimensional composta por N s´ıtios. Cada espe´cie
ocupa um s´ıtio i e possui uma aptida˜o Bi de se adaptar ao espac¸o. Cada atualizac¸a˜o da rede e´ feita
identificado o s´ıtio que possui o menor valor de Bi e, enta˜o, o s´ıtio i e seus dois primeiros vizinhos
recebem um novo valor, definido aleatoriamente, para Bi, Bi−1 e Bi+1, respectivamente. Apo´s
va´rias iterac¸o˜es, calcula-se a distaˆncia x = |i− j| entre os dois s´ıtios i e j selecionados para duas
atualizac¸o˜es consecutivas. A probabilidade C(x) de ocorrer a distaˆncia x possui um decaimento
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de lei de poteˆncia, C(x) = x−3,15. Como o sistema evolui, apo´s um transiente, para um regime
estaciona´rio, o sistema e´ dito “auto-organizado”. Ale´m disso, C(x) possui um decaimento de lei
de poteˆncia, e portanto, o sistema e´ dito “criticamente auto organizado”.
Uma ferramenta computacional frequentemente utilizada em modelagens ecolo´gicas, capaz de
descrever caracter´ısticas espaciais do sistema, e´ o autoˆmato celular [31]. O autoˆmato celular
corresponde a uma rede regular composta por s´ıtios, sendo que cada s´ıtio e´ caracterizado por
um estado. Em modelos ecolo´gicos, a rede representa o espac¸o e os s´ıtios referem-se a diferentes
posic¸o˜es espaciais. O espac¸o, enta˜o, na˜o e´ modelado de forma cont´ınua, e sim discretamente.
Os estados dos s´ıtios podem indicar a presenc¸a de um determinado indiv´ıduo, uma caracter´ıstica
clima´tica ou espacial, dentre outras diversas possibilidades. A evoluc¸a˜o temporal do autoˆmato
celular se da´ atualizando os estados da rede a partir de regras que podem ser determin´ısticas ou
aleato´rias. Assim como o espac¸o, o tempo que indica a evoluc¸a˜o temporal da rede, e´ discreto, pois
cada passo de tempo refere-se a uma ou um conjunto de atualizac¸o˜es. O fato das atualizac¸o˜es
da rede serem descritas por regras de atualizac¸a˜o, e na˜o por equac¸o˜es, facilita uma descric¸a˜o
mais detalhada do sistema. Mesmo assim o autoˆmato celular pode ter alto custo computacional
se a rede e´ muito grande ou se as regras de atualizac¸a˜o sa˜o muito complexas. Uma soluc¸a˜o
frequentemente utilizada para sanar tal problema, e´ a descric¸a˜o estat´ıstica do sistema a partir de
um um conjunto aproximado de equac¸o˜es. Estas equac¸o˜es se originam de uma equac¸a˜o generalizada
do sistema, denominada Equac¸a˜o Mestra. A Equac¸a˜o Mestra descreve, de forma exata, a evoluc¸a˜o
temporal das probabilidades de transic¸o˜es dos estados da rede. O conjunto de equac¸o˜es, que
se originam da Equac¸a˜o Mestra, devem, portanto, descrever o comportamento me´dio observado
no autoˆmato celular. Entretanto, para que tal descric¸a˜o se torne via´vel, e´ necessa´rio introduzir
algumas aproximac¸o˜es, denominadas aproximac¸o˜es de Campo Me´dio [32, 33, 34, 35, 36].
Durante o Mestrado [21, 22] estudamos a dinaˆmica de duas e treˆs espe´cies espacialmente dis-
tribu´ıdas, que interagem como em uma cadeia alimentar: uma espe´cie e´ presa de uma segunda
espe´cie, e a terceira espe´cie e´ predadora exclusiva da segunda. A dinaˆmica de duas espe´cies pode
ser obtida eliminando a terceira espe´cie, reduzindo o sistema ao problema predador-presa. A mode-
lagem que foi utilizada consistiu de um conjunto de equac¸o˜es que descreve a populac¸a˜o de presas e
predadores em diferentes sub-regio˜es do espac¸o, onde as treˆs espe´cies podem coexistir. Indiv´ıduos
pertencentes a diferentes sub-regio˜es podem se interagir devido a` migrac¸a˜o e ao forrageamento dos
predadores sobre outras sub-regio˜es. O forrageamento dos predadores e´ limitado a uma a´rea fixa,
circular e centrada na posic¸a˜o espacial de cada predador. Denominamos esta a´rea de forrageio de
a´rea de predac¸a˜o cujo raio indica o alcance ma´ximo do predador. Este tipo de modelo e´ conhecido
como “modelo de metapopulac¸o˜es” e sera´ revisto com detalhes no Cap´ıtulo 1. Observamos que
o tamanho da a´rea de predac¸a˜o exerce um papel fundamental na dinaˆmica do sistema. Quando
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a a´rea de predac¸a˜o e´ muito grande, da ordem de 80% do espac¸o, a densidade populacional em
cada s´ıtio passa a oscilar sincronizadamente. Para a´reas de predac¸a˜o bem menores, da ordem de
50% ou menos, as populac¸o˜es em cada sub-regia˜o oscilam assincronicamente e atingem valores de
densidade alt´ıssimos, causando os surtos populacionais. Tanto a sincronizac¸a˜o entre sub-regio˜es,
quanto a ocorreˆncia dos surtos populacionais foram alvos de interesse ao longo do Doutorado.
Aprofundamos um pouco mais a investigac¸a˜o sobre a sincronizac¸a˜o, observada em [21, 22]
considerando a dinaˆmica de apenas duas espe´cies, uma presa e a outra sua predadora. A a´rea de
predac¸a˜o foi mantida grande suficiente, 80% do espac¸o, para garantir que, ao passar do tempo,
as densidades populacionais de cada sub-regia˜o ficassem sincronizada com as demais. A partir de
enta˜o, perturbamos o sistema adicionando, ou retirando, uma pequena quantidade de indiv´ıduos
de cada sub-regia˜o. Observamos que, quando a rede e´ pequena, tais pertubac¸o˜es podem ter um
grande impacto na dinaˆmica, podendo levar uma ou ambas as espe´cies a` extinc¸a˜o. A` medida que
aumentamos o tamanho da rede, aumentando proporcionalmente a a´rea de predac¸a˜o, observamos
que o sistema torna-se mais esta´vel a tais pertubac¸o˜es. Apesar deste trabalho ter sido desenvolvido
ao longo do Doutorado, na˜o abordaremos este assunto nesta tese. Os resultado referentes a este
estudo foram publicados e podem ser encontrados em [37].
O trabalho desenvolvido nesta tese, foi motivado pela ocorreˆncia dos surtos populacionais ob-
servados em [21, 22]. Como ja´ mencionado, a ocorreˆncia destes surtos estava vinculada ao valor
do raio de predac¸a˜o. Entretanto, nestes trabalhos na˜o pudemos entender os mecanismos que pro-
moviam tamanho crescimento populacional. Ale´m disso, nos questionamos se tais surtos estariam
ocorrendo simplesmente devido a forma com que o sistema foi modelado. Decidimos, enta˜o, pro-
por uma nova modelagem para o mesmo problema, em que a descric¸a˜o do sistema se da´ de uma
forma mais detalhada. Enquanto no modelo abordado em [21, 22] descrev´ıamos as densidades pop-
ulacionais em cada sub-regia˜o espacial (modelo de metapopulac¸o˜es), passamos a descrever cada
indiv´ıduo explicitamente. Este tipo de modelo e´ denominado de modelo baseado no indiv´ıduo,
individual-based model. A ferramenta que utilizamos para modelar este sistema foi o autoˆmato
celular.
Nesta tese mostramos que os os surtos populacionais na˜o esta˜o restritos a` modelagem proposta
anteriormente. Ale´m disso, pudemos verificar que, para alguns valores de raios, a distribuic¸a˜o da
abundaˆncia de indiv´ıduos, em uma determinada regia˜o espacial, possui um comportamento livre de
escala e exibe criticalidade auto-organizada. Observamos que as grandes densidades populacionais
sa˜o mais intensas nos casos em que o raio de predac¸a˜o e´ menor.
Ale´m de considerar que os predadores possuem uma a´rea de predac¸a˜o fixa, estudamos tambe´m a
situac¸a˜o em que o raio de predac¸a˜o e´ uma caracter´ıstica adaptativa. Isto significa que os predadores,
ao longo das gerac¸o˜es, podem experimentar diferentes raios de predac¸a˜o, adaptando-se a valores
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evolutivamente esta´veis. Observamos que existe um raio de predac¸a˜o preferencial, para o qual
os predadores evoluem. Este raio preferencial assume valores intermedia´rios, em que as altas
densidades populacionais na˜o ocorrem com grande frequeˆncia.
A descric¸a˜o anal´ıtica dos sistemas estudados foi realizada considerando simplificac¸o˜es do mode-
lo, e utilizando aproximac¸o˜es de Campo Me´dio. As aproximac¸o˜es foram aplicadas para dois
cena´rios: uma aproximac¸a˜o mais simplificada, em que correlac¸o˜es que envolvem dois ou mais
s´ıtios vizinhos sa˜o ignoradas; e outra em que correlac¸o˜es de pares de s´ıtios vizinhos sa˜o levadas em
conta e as correlac¸o˜es que envolvem treˆs ou mais s´ıtios sa˜o ignoradas. Os ca´lculos desenvolvidos se
mostraram trabalhosos e longos, mas puderam descrever a dinaˆmica de forma satisfato´ria. Os fa-
tores que levam os predadores se adaptarem a um valor de raio preferencial puderam ser entendidos
a partir dos resultados obtidos via aproximac¸o˜es anal´ıticas.
Esta tese esta´ organizada da seguinte maneira: No Cap´ıtulo 1 apresentamos o modelo de-
senvolvido durante o Mestrado e lanc¸amos os desafios a serem abordados ao longo desta tese;
no Cap´ıtulo 2 definimos as regras de atualizac¸a˜o do autoˆmato celular, descrevemos a Equac¸a˜o
Mestra e desenvolvemos as aproximac¸o˜es de Campo Me´dio para algumas verso˜es do modelo; no
Cap´ıtulo 3 apresentamos os resultados para a dinaˆmica de duas espe´cies; no Cap´ıtulo 4 apresenta-
mos os resultados para a dinaˆmica de treˆs espe´cies; as concluso˜es sa˜o apresentadas no Cap´ıtulo 5;
o desenvolvimento detalhado das aproximac¸o˜es anal´ıticas esta´ descrito no Apeˆndice A.
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Cap´ıtulo 1
Motivac¸a˜o
O trabalho que desenvolvemos ao longo do Mestrado [21, 22] foi a principal motivac¸a˜o para os
estudos desenvolvidos durante o Doutorado. Um dos objetivos daquele trabalho foi comparar dois
tipos de modelagem: modelagem de Campo Me´dio e modelagem Espacial. Na modelagem de
Campo Me´dio, o espac¸o na˜o e´ descrito explicitamente, enquanto que, na modelagem Espacial este
ingrediente e´ considerado. Nossos resultados evidenciaram que a inclusa˜o da descric¸a˜o espacial
possibilitou uma maior riqueza de comportamentos, dentre eles destacamos a ocorreˆncia de sin-
cronizac¸a˜o entre regio˜es do espac¸o [21, 22, 37] e o aparecimento de surtos populacionais [21, 22].
Esta u´ltima caracter´ıstica tornou-se nossa principal motivac¸a˜o para o Doutorado. Neste cap´ıtulo
apresentamos o modelo e alguns resultados obtidos em [21, 22]. No final deste cap´ıtulo encami-
nhamos algumas perguntas que foram lanc¸adas para esta tese.
O problema ecolo´gico que estudamos ao longo do Mestrado foi fundamentado no trabalho de
Hastings e Powell [38], que consiste em modelar uma cadeia alimentar composta por treˆs espe´cies.
Uma delas, x, representando o primeiro n´ıvel tro´fico, e´ presa da espe´cie y, que portanto, esta´ no
segundo n´ıvel tro´fico. A espe´cie z representa o terceiro n´ıvel tro´fico, e e´ predadora exclusiva de
y. O modelo de Hastings e Powell e´ um modelo de Campo Me´dio em que as densidades me´dias
de x, y e z sa˜o descritas a partir de equac¸o˜es diferenciais. Uma das principais contribuic¸o˜es deste
trabalho foi a constatac¸a˜o de dinaˆmica cao´tica neste sistema. A dinaˆmica cao´tica e´ considerada
mais realista por permitir que as oscilac¸o˜es das densidades das espe´cies ao longo do tempo variem
de forma irregular, em que va´rias combinac¸o˜es de amplitude e frequeˆncia, das oscilac¸o˜es, sa˜o
permitidas. Nosso objetivo ao longo do Mestrado, foi de incluir considerac¸o˜es espaciais em um
modelo fundamentado no modelo de Hastings e Powell.
No modelo espacial que propusemos em [21, 22], as varia´veis tempo e espac¸o sa˜o discretizadas.
O espac¸o consiste de uma rede bidimensional formada por N×N s´ıtios. Cada s´ıtio (i, j) representa
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uma sub-regia˜o do espac¸o onde as treˆs espe´cies coexistem. A interac¸a˜o entre os s´ıtios se da´ via
migrac¸a˜o e predac¸a˜o sobre os s´ıtios da vizinhanc¸a. Como descrevemos a seguir, os predadores
ξ, ξ ∈ {y, z}, podem predar na˜o so´ as presas que esta˜o em sua sub-regia˜o, mas tambe´m todas
aquelas que esta˜o a uma certa distaˆncia Rξ de seu s´ıtio. A a´rea de forrageamento corresponde
aproximadamente a πR2ξ e, ao longo desta tese, iremos nos referir a ela como a´rea de predac¸a˜o. A
populac¸a˜o de cada espe´cie no s´ıtio (i, j) e no tempo n+ 1 e´ assim calculada:
x
i,j
n+1 =
[
xi,jn
x
i,j
n (1− a) + a
]
〈Px(yn)〉Ri,jy
+
mx
4

 1∑
l6=m=−1
x
i+l,j+m
n

 −mxxi,jn ,
y
i,j
n+1 = y
i,j
n
[
dy +Ay(〈xn〉Ri,jy )
]
〈Py(zn)〉Ri,jz +
my
4

 1∑
l6=m=−1
y
i+l,j+m
n

 −myyi,jn ,
z
i,j
n+1 = z
i,j
n [dz + Az(〈yn〉Ri,jz )] +
mz
4

 1∑
l6=m=−1
z
i+l,j+m
n

 −mzzi,jn .
(1.1)
Cada equac¸a˜o acima descreve a densidade populacional de cada espe´cie em um s´ıtio em func¸a˜o da
natalidade local, predac¸a˜o e migrac¸a˜o. O crescimento local de x (termo entre colchetes da primeira
equac¸a˜o) equivale ao crescimento log´ıstico [3], sendo a capacidade de suporte igual a 1. Este termo
controla o crescimento de x no s´ıtio, favorecendo que xi,jn+1 atinja o valor da capacidade de suporte.
O valor de a = 1/e ≈ 0, 37 e´ um paraˆmetro fixo e esta´ relacionado a` taxa de crescimento de x
a cada gerac¸a˜o. Uma descric¸a˜o detalhada da origem deste paraˆmetro pode ser encontrada em
[21, 22].
A natalidade dos predadores em um s´ıtio e´ descrita pelo termo ξi,jn [dξ+Aξ(〈hn〉)Rξ ]. Os valores
dy = 0, 64 e dz = 0, 62 referem-se a taxa de predadores ξ que sobrevivem a cada gerac¸a˜o, e portanto,
1 − dξ equivale a taxa de mortalidade destes predadores. A func¸a˜o de alimentac¸a˜o do predador
ξ, Aξ(〈hn〉Rξ), define o crescimento da populac¸a˜o de predadores ξ devido a me´dia de presas h em
torno do predador. O valor desta func¸a˜o e´ zero se na˜o houver presas em torno do predador, e
cresce a` medida que a me´dia de presas em torno de ξ aumenta. Supomos tambe´m que Aξ(〈hn〉Rξ)
satura em um valor ma´ximo, indicando que cada predador possui uma limitac¸a˜o f´ısica de converter
alimento em descendentes. Uma discussa˜o mais detalhada sobre poss´ıveis escolhas desta func¸a˜o
pode ser encontrada em [21]. Escolhendo a func¸a˜o de alimentac¸a˜o como uma func¸a˜o tangente
hiperbo´lica, obtemos:
Aξ(〈h〉Ri,j
ξ
) = tanh
[
aξ 〈h〉Ri,j
ξ
+ bξ 〈h〉
2
R
i,j
ξ
]
, (1.2)
sendo, ay = 1, 5, az = 2, 6, by = 0, 8 e bz = 2, e
〈h〉
R
i,j
ξ
=
1
vξ
Rξ∑
l,m=−Rξ
hi+l,j+m, para
√
l2 +m2 ≤ Rξ. (1.3)
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As func¸o˜es de predac¸a˜o de y sobre x, 〈Px(yn)〉Ri,jy , e z sobre y, 〈Py(zn)〉Ri,jz , equivalem ao efeito
me´dio de predac¸a˜o de todos os predadores que esta˜o a uma distaˆncia do s´ıtio (i, j) menor ou igual
ao seu raio de predac¸a˜o:
〈Ph(ξn)〉Ri,j
ξ
=
1
vξ
Rξ∑
l,m=−Rξ
Ph(ξ
i+l,j+m
n ) para
√
l2 +m2 ≤ Rξ, (1.4)
sendo que o valor ma´ximo de Ph(ξ
i+l,j+m) e´ 1 quando a populac¸a˜o de predadores ξ no s´ıtio em
questa˜o e´ nula, e tende a zero a` medida que esta populac¸a˜o aumenta. Assim como no caso da func¸a˜o
de alimentac¸a˜o, a func¸a˜o de predac¸a˜o foi escolhida como uma func¸a˜o hiperbo´lica, Ph(ξ
i+l,j+m) =
1− tanh
[
0, 6 ξi+l,j+mn + 0, 08
(
ξi+l,j+mn
)2]
.
A migrac¸a˜o de cada espe´cie (dois u´ltimos termos de cada equac¸a˜o da Eq. (1.1)) ocorre entre os
primeiros s´ıtios vizinhos a uma taxa mx = 0, 01, my = 0, 1 e mz = 0, 2. O tamanho da rede foi
fixado em 64 × 64 s´ıtios. Para obter o modelo de Campo Me´dio, basta considerar os valores dos
raios de predac¸a˜o grandes suficiente para englobar toda rede. O modelo de Campo Me´dio tambe´m
pode ser resgatado se impusermos que os s´ıtios na˜o interagem entre si, ou seja Ry = Rz = 0 e
mx = my = mz = 0 e as condic¸o˜es espaciais deixam de existir.
Apenas a espe´cie x tem seu crescimento limitado a uma capacidade de suporte, o crescimento
das populac¸o˜es y e z esta´ indiretamente limitado devido a` eventual escassez de suas respectivas
presas. A Fig. 1.1 mostra, para diferentes combinac¸o˜es dos valores dos raios de predac¸a˜o, a evoluc¸a˜o
temporal da densidade me´dia de cada espe´cie na rede. Para alguns valores de Rξ, observamos que a
densidade me´dia de predadores chega a valores muito altos, caracterizando os surtos populacionais.
Para Ry = 30 e Rz = 10 ou 15, a populac¸a˜o de predadores pode atingir picos da ordem de 10
8!
A` medida em que Rz aumenta, estes picos va˜o se atenuando ate´ o ponto em que tais surtos sa˜o
extintos e o modelo de campo me´dio e´ resgatado. A Fig. 1.2 mostra a forma como estas espe´cies
se organizam no espac¸o ao final de 10 mil passos de tempo.
Quando Rz < 30, o padra˜o espacial e´ caracterizado por alguns aglomerados onde a populac¸a˜o
cresce absurdamente. A populac¸a˜o de predadores y cresce em regio˜es onde a populac¸a˜o de seus
predadores e´ escassa. Ao notar o alto crescimento de y, a populac¸a˜o z, em torno desta regia˜o,
comec¸a a crescer rapidamente. A populac¸a˜o y, desta forma, vai decaindo enquanto a populac¸a˜o
z atinge seus mais altos valores. Quando y retoma a baixas densidades, o surto da espe´cie z se
desfaz. Este tipo de comportamento vai se repetindo em diferentes regio˜es da rede. Quando Rz e´
grande, um predador z percebe o crescimento de suas presas em quase todo o espac¸o e os surtos
populacionais passam a ser controlados, veja a Fig. 1.1 para R = 30.
Ao longo desta tese, investigamos o comportamento de tais surtos populacionais no mesmo
problema de interac¸a˜o entre espe´cies e, sobretudo, buscamos respostas para as seguintes perguntas:
• Quais ingredientes sa˜o necessa´rios para a ocorreˆncia dos surtos populacionais?
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Ry =10
Ry =15
Ry =30
Rz=10 Rz=15 Rz=30
Figura 1.1: Evoluc¸a˜o temporal das me´dias por s´ıtio das populac¸o˜es x, y e z entre 2 mil e 10 mil iterac¸o˜es. Cada
gra´fico difere apenas pelo valor de Ry (valores a` esquerda dos gra´ficos) e Rz (valores abaixo dos gra´ficos).
• E´ poss´ıvel obter um comportamento ana´logo a partir de uma outra modelagem?
• Se permitirmos que o raio de interac¸a˜o seja um paraˆmetro flex´ıvel, de forma que os predadores
pudessem se adaptar a um valor de R, este valor implica na ocorreˆncia de surtos popula-
cionais? Ou ainda: Os surtos populacionais podem ser uma caracter´ıstica intr´ınseca da
interac¸a˜o entre espe´cies?
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Figura 1.2: Padro˜es espaciais ao final de 10 mil passos de tempo. A espe´cie x esta´ representada de preto, y de
vermelho e z de azul. O tamanho do s´ımbolo e´ proporcional ao nu´mero de indiv´ıduos da respectiva espe´cie, pore´m,
a fim de ressaltar o padra˜o espacial, cada gra´fico possui sua pro´pria escala para o tamanho dos s´ımbolos. O valor
de Ry (Rz) correspondente a cada gra´fico esta´ a` esquerda (abaixo) dos gra´ficos.
No pro´ximo cap´ıtulo propomos uma outra modelagem para uma cadeia alimentar de treˆs
espe´cies. Nos cap´ıtulos seguintes, abordaremos as respostas para tais perguntas.
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Cap´ıtulo 2
Modelagem da dinaˆmica
adaptativa de predadores e presas
Neste cap´ıtulo propomos uma outra modelagem para o mesmo problema de uma cadeia alimentar,
composta por treˆs espe´cies, abordada no cap´ıtulo anterior. Nesta nova versa˜o, as interac¸o˜es entre
indiv´ıduos sa˜o regidas por regras de atualizac¸o˜es e na˜o mais por um conjunto de equac¸o˜es. Ale´m
disso, tais regras envolvem nu´meros aleato´rios, que alteram o cara´ter determin´ıstico do modelo
proposto anteriormente [21, 22]. A ferramenta matema´tica que utilizamos para modelar foi o
autoˆmato celular [31]. O fato da atualizac¸a˜o estar vinculada a regras de atualizac¸a˜o permite que
mais detalhes sejam facilmente introduzidos na modelagem. A principal caracter´ıstica que iremos
introduzir nesta modelagem, em relac¸a˜o a` modelagem anterior, e´ a possibilidade que predadores,
pertencentes a uma mesma espe´cie, possuam valores diferentes dos raios de predac¸a˜o.
O comportamento t´ıpico de um sistema que envolve varia´veis aleato´rias deve ser obtido a
partir da me´dia de va´rias simulac¸o˜es. Como consequeˆncia, o custo computacional muitas vezes e´
alto. Neste caso, o uso de aproximac¸o˜es anal´ıticas em verso˜es simplificadas do modelo, em que
um grupo de equac¸o˜es passam a descrever o autoˆmato celular, se torna uma alternativa. Neste
cap´ıtulo pretendemos, primeiramente, formular um autoˆmato celular para a dinaˆmica de uma
cadeia alimentar de treˆs espe´cies em que os indiv´ıduos predadores possam ter diferentes a´reas de
forrageamento. Em seguida, desenvolvemos as equac¸o˜es que descrevem, de forma aproximada, o
comportamento me´dio das simulac¸o˜es. Os resultados obtidos via simulac¸a˜o e aproximac¸o˜es sera˜o
apresentados nos cap´ıtulos 3 e 4.
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2.1 Construc¸a˜o do modelo
O modelo abordado no cap´ıtulo anterior evidenciou que o tamanho da a´rea de forrageamento e´
uma importante caracter´ıstica no surgimento dos surtos populacionais. Entretanto, o tamanho
do raio de predac¸a˜o, que define a a´rea de forrageamento, era um paraˆmetro fixo. Nesta sec¸a˜o
formulamos uma modelagem em que o valor do raio de predac¸a˜o e´ tratado como uma varia´vel
do modelo. Os predadores sa˜o descritos individualmente e podem adaptar o valor de seus raios
de predac¸a˜o ao longo das gerac¸o˜es. Quando um predador coloniza uma nova regia˜o espacial, ele
podera´ experimentar um novo valor do raio de predac¸a˜o, que devera´ ser uma pequena variac¸a˜o do
raio de predac¸a˜o de sua ma˜e. Com o passar das gerac¸o˜es, os predadores com raios de predac¸a˜o mais
apropriados prevalecem na populac¸a˜o. Assumimos que, quanto menor a a´rea de forrageamento,
maior a eficieˆncia do predador em predar uma presa. Isto significa que, se um predador tem uma
pequena a´rea de forrageamento, ele facilmente percebe a presenc¸a de presas dentro da sua a´rea.
Se a a´rea de forrageamento e´ grande, o predador devera´ procurar uma presa por toda a a´rea e,
muitas vezes, ele podera´ na˜o perceber a presenc¸a de uma ou outra presa dentro desta a´rea. Por um
outro lado, uma a´rea de forrageamento maior implica em um maior nu´mero de presas dentro da
a´rea de predac¸a˜o. Em outras palavras, o aumento da a´rea de forrageamento sera´ contrabalanceado
pelo decaimento da eficieˆncia do predador em predar uma presa. A seguir detalhamos as regras de
atualizac¸a˜o da rede.
Para a modelagem de uma cadeia alimentar de treˆs espe´cies consideramos uma rede bidimen-
sional formada por N × N s´ıtios. Em um determinado instante de tempo n, um s´ıtio (i, j) sera´
caracterizado pelo estado, σni,j ∈ {0, Xm, Y
Ry
m , ZRzm }. O estado 0 representa um s´ıtio vazio; Xm
um s´ıtio ocupado por m presas; Y
Ry
m (ZRzm ) um s´ıtio onde m predadores de X (Y ) possuem sua
resideˆncia. O raio de predac¸a˜o, Rξ, ξ ∈ {y, z}, delimita a distaˆncia ma´xima que os predadores ξ
saem de suas respectivas resideˆncias em busca de suas presas. Portanto, a a´rea de forrageamento
esta´ centrada no s´ıtio (i, j) e ocupa uma a´rea de ≈ πR2ξ . Os valores de Rξ devem ser os mesmos
para todos os predadores que ocupam um mesmo s´ıtio, mas podem ser diferentes entre indiv´ıduos
que ocupam s´ıtios distintos. Eventualmente usaremos a notac¸a˜o Ri,jξ para indicar o espec´ıfico valor
de Rξ em um s´ıtio (i, j). O valor de Rξ deve ser um nu´mero real e positivo e m um nu´mero inteiro
e positivo.
A dinaˆmica se inicia a partir de um estado inicial, definido aleatoriamente. A atualizac¸a˜o da
rede e´ feita de forma assincronizada, isto e´, a atualizac¸a˜o da rede se da´ s´ıtio por s´ıtio, que sera´
selecionado aleatoriamente e submetido a`s seguintes regras:
1. Se o s´ıtio esta´ vazio, σni,j = 0, cada presa na vizinhanc¸a mais pro´xima do s´ıtio (i, j) tem
probabilidade hx de deixar um descendente neste s´ıtio, sendo hx um paraˆmetro fixo do
modelo. Entretanto, este s´ıtio pode ser ocupado por apenas uma presa, σn+1i,j = X1. Se
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nenhum sucesso ocorrer, o estado do s´ıtio (i, j) permanece o mesmo σn+1i,j = 0. A populac¸a˜o
de presas somente podera´ ultrapassar o valor de uma presa por s´ıtio quando a rega 2 for
aplicada.
2. Se o s´ıtio sorteado esta´ ocupado por presas, σni,j = Xm, os predadores que possuem suas
resideˆncias nos s´ıtios (k, l), situados a uma distaˆncia menor ou igual a Rk,ly do s´ıtio (i, j), teˆm
probabilidade hk,ly de predar cada presa deste s´ıtio. Neste caso h
k,l
y = gy/v
k,l e´ uma func¸a˜o
que depende do nu´mero de s´ıtios vk,l dentro da vizinhanc¸a de predac¸a˜o do predador no s´ıtio
(k, l) e da constante gy, a ser definida no in´ıcio das simulac¸o˜es. Os termos em sobrescrito,
“k, l”, indicam o s´ıtio (k, l) onde os valores de Ry, hy e v tomam seus valores, e portanto,
estes valores podem variar ao longo da rede. A predac¸a˜o ocorre de forma hiera´rquica, isto
e´, os predadores mais pro´ximos1 do s´ıtio (i, j) tem prefereˆncia em predar primeiro. Esta
hipo´tese e´ baseada no fato que os predadores passam a maior parte do tempo em torno do
s´ıtio central, em sua resideˆncia [7]. A predac¸a˜o ocorre enquanto houver predadores que possa
predar sobre o s´ıtio (i, j). A cada sucesso, a populac¸a˜o de presas no s´ıtio (i, j) perde um
indiv´ıduo enquanto que a populac¸a˜o de predadores no s´ıtio (k, l) aumenta de um indiv´ıduo.
A partir de enta˜o, existem duas possibilidades para o estado final do s´ıtio (i, j). (i) Se o
nu´mero de presas no s´ıtio (i, j) atinge apenas um indiv´ıduo, e uma predac¸a˜o acontece, a
populac¸a˜o de presas neste s´ıtio e´ extinta e o novo predador, proveniente do s´ıtio (k, l), migra
para o s´ıtio (i, j). Este novo predador tem probabilidade µ de ter seu raio de predac¸a˜o um
pouco maior ou menor em relac¸a˜o ao seu s´ıtio de origem, sendo µ um paraˆmetro fixo da
modelagem. Neste caso, o estado deste s´ıtio passa a ser: σn+1i,j = Y
Ri,jy
1 , sendo R
i,j
y = R
k,l
y ,
com probabilidade 1−µ, ou Ri,jy = R
k,l
y ± ǫ, com probabilidade µ/2 para que o raio aumente
(diminua). O termo ǫ e´ um paraˆmetro fixo do modelo. A Fig. 2.1 ilustra esta regra de
atualizac¸a˜o. (ii) Se a populac¸a˜o de presas na˜o se extinguir, depois que todos os poss´ıveis
predadores tiverem a chance de predar, cada presa restante neste s´ıtio tem probabilidade hx
de deixar um descendente neste mesmo s´ıtio. Se assim for, o estado final fica definido como
σn+1i,j = Xm′ , sendo que 1 ≤ m
′ ≤ 2m. O valor ma´ximo para m′ ocorre quando nenhuma
predac¸a˜o ocorre e cada uma das m presas gera um descendente. Observe que esta regra
2 ale´m de poder alterar o estado do s´ıtio (i, j), tambe´m pode alterar o estado dos s´ıtios
vizinhos.
3. Se σni,j = Y
Ry
m , cada indiv´ıduo deste s´ıtio tem probabilidade dy de morrer, sendo dy um
paraˆmetro fixo do modelo va´lido para todos os predadores Y , independente do valor de Ri,jy .
1Sempre que mencionarmos a posic¸a˜o dos predadores estamos nos referindo ao s´ıtio (k, l), em que os predadores
possuem suas resideˆncias. Em toda a modelagem descrevemos apenas a posic¸a˜o espacial das resideˆncias dos
predadores e na˜o descrevemos a posic¸a˜o espacial em que os predadores se encontram enquanto forrageiam.
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Se todos estes indiv´ıduos morrerem, o s´ıtio (i, j) sera´ atualizado para σn+1i,j = 0. Se restarem
alguns indiv´ıduos neste s´ıtio, cada predador Z, que possui sua resideˆncia no s´ıtio (k, l) e
possui o s´ıtio (i, j) dentro de sua vizinhanc¸a de predac¸a˜o, tem probabilidade hk,lz = gz/v
k,l
de predar sobre o s´ıtio (i, j), sendo gz um paraˆmetro fixo do modelo e v
i,j o nu´mero de
s´ıtios dentro da vizinhanc¸a de predac¸a˜o do predador no s´ıtio (i, j). Analogamente ao item
anterior, a predac¸a˜o se da´ de forma hiera´rquica, sendo que cada sucesso de predac¸a˜o implica
no nascimento de um novo predador Z no s´ıtio (k, l) e na morte de uma presa (Y ) no s´ıtio
(i, j). Se a populac¸a˜o Y no s´ıtio (i, j) na˜o for extinta, o estado deste s´ıtio passa a ser
σn+1i,j = Y
Ry
m′ , sendo 1 ≤ m
′ ≤ m. Se os predadores Z extinguirem os indiv´ıduos Y no
s´ıtio (i, j), o predador Z, responsa´vel pela extinc¸a˜o, tem um filho que migrara´ para o s´ıtio
(i, j), e portanto, σn+1i,j = Z
Ri,jz
1 . O valor de R
i,j
y podera´, com probabilidade µ, sofrer uma
pequena variac¸a˜o ǫ no seu valor. Neste caso, Ri,jz = R
k,l
z ± ǫ. Tanto a probabilidade de
ocorrer mutac¸a˜o, µ, quando a variac¸a˜o do valor do raio de predac¸a˜o, ǫ, sa˜o valores constantes
e iguais para ambos os predadores. Assim como a regra anterior, esta regra permite mudar
tanto o estado do s´ıtio sorteado (i, j), como dos s´ıtios a sua volta.
4. Se σni,j = Z
R
m, cada indiv´ıduo no s´ıtio (i, j) tem probabilidade dz de morrer, sendo dz um
paraˆmetro fixo do modelo que independe do valor deRi,jz . Se todos estes indiv´ıduos morrerem,
o s´ıtio (i, j) sera´ atualizado para σn+1i,j = 0, caso contra´rio o estado do s´ıtio altera apenas no
nu´mero de indiv´ıduos neste sito, σn+1i,j = Z
R
m′ , sendo 1 ≤ m
′ ≤ m.
De acordo com o que foi apresentado, a probabilidade de um predador ter sucesso na predac¸a˜o
de um s´ıtio ocupado por sua presa e´ hξ = gξ/v, sendo v o nu´mero de s´ıtios dentro da vizinhanc¸a
de predac¸a˜o. Como o espac¸o e´ discreto, apenas os valores do raio tal que Rξ =
√
i2 + j2, sendo
i e j inteiros, implicara´ no aumento do valor de v. A Tabela 2.1, mostra alguns destes raios e o
respectivo nu´mero de s´ıtios dentro da vizinhanc¸a de predac¸a˜o.
Observe que as regras impostas acima na˜o definem o nu´mero ma´ximo de indiv´ıduos por s´ıtio
e portanto a capacidade de suporte e´ infinita. Para incluir uma capacidade de suporte finita no
modelo, basta impor que o nu´mero de indiv´ıduos em um s´ıtio na˜o possa ultrapassar um determinado
valor, Mc. No caso especial em que Mc = 1, as regas 2 e 3 alterara˜o apenas o estado do s´ıtio
sorteado, e na˜o mais o estado dos s´ıtios vizinhos. Quando se permite mais de uma presa por
s´ıtio, as predac¸o˜es implicam na diminuic¸a˜o da populac¸a˜o de presas no s´ıtio predado e no aumento
de predadores nos s´ıtios responsa´veis pelas predac¸o˜es, alterando o estado de dois ou mais s´ıtios.
Quando o nu´mero ma´ximo de presas por s´ıtio e´ Mc = 1, cada predac¸a˜o resulta na extinc¸a˜o da
presa no s´ıtio predado e na migrac¸a˜o de um novo predador para este s´ıtio, alterando apenas o
estado de um s´ıtio. A Figura (2.2) mostra o ciclo de mudanc¸a de estados de um s´ıtio para Mc = 1.
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Figura 2.1: A rede representa o espac¸o. Cada intersec¸a˜o das linhas representa uma sub-regia˜o onde apenas
indiv´ıduos da mesma espe´cie podem coexistir. As cores verde, azul e vermelho representam a ocupac¸a˜o dos s´ıtios
por presas (X), predadores de X (Y ) e predadores de Y (Z) respectivamente. As figuras da esquerda a` direita
representam uma poss´ıvel atualizac¸a˜o do s´ıtio (i, j) respeitando a regra 2 de atualizac¸a˜o. Cada presa podera´ ser
predada pelos predadores cujo raio de predac¸a˜o alcanc¸a o s´ıtio (i, j), sendo que os predadores mais pro´ximos tem
prefereˆncia na predac¸a˜o. A figura do centro indica que um dos treˆs predadores do s´ıtio (i, j + 1) predou uma presa
do s´ıtio (i, j). A figura a` direita mostra um caso em que nenhum dos quatro predadores do s´ıtio (i, j + 1) teve
sucesso na predac¸a˜o da u´ltima presa, repassando a oportunidade para os predadores do s´ıtio (i − 1, j − 1). Apo´s o
sucesso desta predac¸a˜o, a populac¸a˜o de presas se extingue e um novo predador migra para o s´ıtio (i, j). Este novo
predador podera´ ter seu raio de predac¸a˜o um pouco maior ou menor em relac¸a˜o ao seu s´ıtio de origem.
Na sec¸a˜o seguinte trataremos analiticamente duas situac¸o˜es simplificadas: (i) Dinaˆmica de treˆs
espe´cies com capacidade de suporte Mc = 1 e auseˆncia de mutac¸a˜o, µ = 0; (ii) Dinaˆmica de duas
espe´cies, X e Y , com Mc = 1 e apenas dois poss´ıveis raios de predac¸a˜o.
2.2 Tratamento anal´ıtico
A fim de simplificar os ca´lculos anal´ıticos, restringimos o modelo proposto na sec¸a˜o anterior ao
caso em que e´ poss´ıvel ter no ma´ximo um indiv´ıduo por s´ıtio, isto e´ Mc = 1. A existeˆncia
de uma capacidade de suporte finita permite limitar o nu´mero ma´ximo de indiv´ıduos na rede.
Quando permitimos apenas um indiv´ıduo por s´ıtio, simplificamos consideravelmente as regras de
modelagem, pois garantimos que a cada passo de tempo, apenas um s´ıtio podera´ ter seu estado
modificado. Como o nu´mero de indiv´ıduos por s´ıtio se restringe a 1, podemos reduzir a notac¸a˜o:
X1 ≡ X ; Y
Ry
1 ≡ Y
Ry ; e ZRz1 ≡ Z
Rz . Por enquanto, os valores Rξ se mante´m como uma varia´vel
do problema, podendo assumir qualquer valor real e positivo. O desenvolvimento dos ca´lculos e
aproximac¸o˜es desenvolvidos a seguir, foram motivados nos trabalhos [33, 34].
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R v
1.00 4
1.42 8
2.00 12
2.24 20
2.83 24
3.00 28
3.17 36
R v
3.61 44
4.00 48
4.13 56
4.25 60
4.48 68
5.00 80
5.10 88
R v
5.39 96
5.66 100
5.84 108
6.00 112
6.09 120
10.0 316
50.0 7844
Tabela 2.1: Valores cr´ıticos de Rξ e o nu´mero correspondente de s´ıtios dentro da vizinhanc¸a de predac¸a˜o.
YR1
0
X
ZR1
ZR2
.
.
.
YR2
.
.
.
YRn
ZRn
Figura 2.2: Esquema c´ıclico para a mudanc¸a de estados de um s´ıtio quando e´ permitido apenas um indiv´ıduo por
s´ıtio, Mc = 1. Aqui os ı´ndices subscritos que indicam o nu´mero de indiv´ıduos em um s´ıtio, foram negligenciados,
X1 ≡ X, por exemplo. Se o s´ıtio a ser atualizado esta´ vazio, seu estado futuro pode se manter ou alterar para X.
Se o estado do s´ıtio for X, ele pode vir a ser Y Ry , sendo Ry = {R1, R2 . . .}. Se o s´ıtio estiver ocupado por um
predador Y Ry ele podera´ morrer e o estado do s´ıtio passar a ser zero, ou ser predado por um predador ZRz , sendo
Rz = {R1, R2 . . .}. Se o estado do s´ıtio a ser atualizado for ZRz , este predador podera´ morrer e, enta˜o, o s´ıtio fica
vazio.
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Em um determinado tempo, n, o estado ρ da rede e´ dado pelos estados dos s´ıtios ρ =
{σ1, σ2, . . . , σN2}. A partir de agora a notac¸a˜o para o estado do s´ıtio sera´ σi,j ≡ σi, com 1 ≤ i ≤ N
2.
A probabilidade de encontrar um estado espec´ıfico ρ da rede, no tempo n+ 1, depende exclusiva-
mente do estado da rede no tempo n. Dentre todos os poss´ıveis estados da rede, apenas alguns,
no tempo n, podem dar origem ao estado ρ no tempo n + 1. Estes estados sa˜o o pro´prio estado
ρ e os estados que diferem de ρ em apenas um s´ıtio por uma rotac¸a˜o anti-c´ıclica (ver Fig. 2.2).
Para nos referir a estes estados usaremos a notac¸a˜o ρiw sendo i o s´ıtio que sofre uma mudanc¸a de
de estado, 1 ≤ i ≤ N2, e w o estado deste s´ıtio antes desta mudanc¸a. Por exemplo: considere
uma rede formada por dois s´ıtios e o seguinte estado ρ = {0, X}, σ1 = 0 e σ2 = X . Os estados
da rede que podem dar origem ao estado ρ sa˜o o pro´prio estado ρ e os estados ρ1w = {w,X}
para w ∈ {Y Ry ;ZRz}, sendo que cada valor de Rξ indica um par diferente de estados. O estado
ρ2w = {0, w}, sendo w = 0, na˜o pode originar o estado ρ, pois neste exemplo na˜o existe nenhuma
presa X no estado ρ2w que possa deixar um descendente no s´ıtio i = 2. Utilizamos a notac¸a˜o
iρw,
que tambe´m refere-se a um estado da rede que difere do estado ρ apenas no s´ıtio i, pore´m devido a
uma rotac¸a˜o c´ıclica. Ou seja, a cada mudanc¸a de estado da rede, o ciclo de eventos, ρiw → ρ→
iρw
deve ser respeitado. Os respectivos estados dos s´ıtios desta sequeˆncia de estados da rede podem
ser escritos da forma:
passado : ρiw = {σ1, σ2, . . . , σ
i
w, . . . σN2},
presente : ρ = {σ1, σ2, . . . , σi, . . . σN2}, (2.1)
futuro : iρw = {σ1, σ2, . . . ,
iσw, . . . σN2},
sendo que o ı´ndice w indica que pode existir mais de um estado da rede que pode originar, ou ser
originado, do estado espec´ıfico ρ. A probabilidade de encontrar a rede no estado ρ no tempo n+1
pode, enta˜o, ser escrita como:
P (ρ, n+ 1) = P (ρ, n)P (ρ→ ρ) +
∑
w
N2∑
i=1
[P (ρiw, n)P (ρ
i
w → ρ)], (2.2)
sendo P (ρ, n) a probabilidade de encontrar a rede no estado ρ no tempo n; P (ρiw → ρ) a proba-
bilidade de ocorrer uma mudanc¸a no s´ıtio i cujo estado e´ w que resulte no estado ρ; e P (ρ→ ρ) a
probabilidade do estado ρ na˜o ser alterado apo´s uma atualizac¸a˜o. Podemos reescrever P (ρ → ρ)
da forma:
P (ρ→ ρ) = 1−
∑
w
N2∑
i=1
P (ρ→ iρw), (2.3)
sendo P (ρ →i ρw) a probabilidade do estado ρ ir para o estado
iρw. Substituindo a Eq. (2.3) na
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Eq. (2.2) temos:
P (ρ, n+ 1) = P (ρ, n) +
∑
w
N2∑
i=1
[P (ρiw, n)P (ρ
i
w → ρ)− P (ρ, n)P (ρ→
iρw)]. (2.4)
Esta equac¸a˜o e´ denominada Equac¸a˜o Mestra e ela descreve a probabilidade de ocorrer um estado
da rede em um determinado tempo, dado o estado da rede no tempo anterior. Como sa˜o inu´meros
os estados de uma rede composta por muitos s´ıtios, a partir de agora vamos reescrever a equac¸a˜o
Mestra para uma func¸a˜o do estado da rede, f(ρ). Como veremos adiante, este procedimento
nos levara´ a`s equac¸o˜es aproximadas, que por exemplo, descrevem a densidade me´dia de uma
populac¸a˜o na rede. E´ importante notar, que ate´ o momento, nenhuma aproximac¸a˜o foi realizada,
as aproximac¸o˜es sera˜o aplicadas apenas nas pro´ximas sec¸o˜es. Dada uma func¸a˜o f(ρ), a me´dia
desta func¸a˜o em um determinado tempo n e´:
〈f(ρ, n)〉 =
∑
ρ
P (ρ, n)f(ρ). (2.5)
No tempo n+ 1:
〈f(ρ, n+ 1)〉 =
∑
ρ
P (ρ, n+ 1)f(ρ). (2.6)
Subtraindo a Eq. (2.6) da Eq. (2.5):
〈f(ρ, n+ 1)〉 − 〈f(ρ, n)〉 =
∑
ρ
[P (ρ, n+ 1)f(ρ)− P (ρ, n)f(ρ)]. (2.7)
Substituindo a Eq. (2.4) na Eq. (2.7):
〈f(ρ, n+ 1)〉−〈f(ρ, n)〉 =
∑
ρ
∑
w
N2∑
i=1
[
P (ρiw, n)P (ρ
i
w → ρ)f(ρ)− P (ρ, n)P (ρ→
iρw)f(ρ)
]
.(2.8)
Como existe uma soma sobre todos estados da rede, podemos trocar ρ por iρw e ρ
i
w por ρ para
um ou ambos os termos do somato´rio. Realizando esta troca para o primeiro termo do somato´rio
obtemos:
〈f(ρ, n+ 1)〉−〈f(ρ, n)〉 =
∑
w
N2∑
i=1
∑
ρ
[
f(iρw)P (ρ, n)P (ρ→
i ρw)− f(ρ)P (ρ, n)P (ρ→
iρw)
]
.(2.9)
Como a cada passo de tempo apenas um s´ıtio e´ atualizado, P (ρ→ iρw) ≡ P (σi →
iσw).
〈f(ρ, n+ 1)〉 − 〈f(ρ, n)〉 =
∑
w
N2∑
i=1
∑
ρ
[
f(iρw)P (ρ, n)P (σi →
i ρw)− f(ρ)P (ρ, n)P (σi →
iσw)
]
,
〈f(ρ, n+ 1)〉 = 〈f(ρ, n)〉+
∑
w
N2∑
m=1
〈[f(mρw)− f(ρ)]P (σi →
mσw)〉 . (2.10)
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O somato´rio,
∑
ρ, na˜o esta´ presente na u´ltima equac¸a˜o pois este somato´rio foi substitu´ıdo pelo
valor me´dio dos termos envolvidos. Na Eq. (2.4) escrevemos a Equac¸a˜o Mestra para um estado
da rede e na Eq. (2.10) escrevemos a Equac¸a˜o Mestra para a me´dia de uma func¸a˜o de estados.
Agora, vamos calcular a probabilidade de um s´ıtio qualquer assumir um estado espec´ıfico α. Para
tanto, basta considerar a func¸a˜o de estado f(ρ) = δ(σi, α), sendo δ a func¸a˜o Delta de Kronecker.
Analogamente, a func¸a˜o f(mρw) deve ser a func¸a˜o Delta no s´ıtio i. De acordo com a notac¸a˜o
utilizada na Eq. (2.11) o estado deste s´ıtio e´ representado por iσw, e portanto, f(
mρw) = δ(
iσw, α).
Para facilitar a compreessa˜o dos passos que sera˜o realizados, vamos reescrevendo ρ e mρw, presente
na Eq. (2.11), explicitando os s´ıtios i e m:
presente : ρ = {σ1, σ2, . . . , σi, . . . , σm, . . . , σN2}, (2.11)
futuro : mρw = {σ1, σ2, . . . , σi, . . . ,
mσw, . . . , σN2}.
Observe que, se m 6= i, enta˜o f(mρw) = f(ρ) = δ(σi, α). Sendo assim podemos garantir que o
somato´rio em m, Eq.(2.10), sera´ nulo para m 6= i:
〈f(ρ, n+ 1)〉 = 〈f(ρ, n)〉+
∑
w
〈
[f(iρw)− f(ρ)]P (σi →
iσw)
〉
, (2.12)
〈f(ρ, n+ 1)〉 = 〈f(ρ, n)〉+
∑
w
〈
δ(iσw, α)P (σi →
iσw)
〉
−
∑
w
〈
δ(σi, α)P (σi →
iσw)
〉
.(2.13)
Observe que a func¸a˜o delta presente no primeiro somato´rio impo˜e que w = α, ou seja
∑
w
〈
δ(iσw, α)P (σi →
iσw)
〉
=
〈
δ(iσ, α)P (σi →
iσα)
〉
(2.14)
Como comentado anteriormente, f(iρw) = δ(
iσw, α) , isto implica que w = α e que o somato´rio
na˜o seja nulo apenas para este valor. A notac¸a˜o δ(iσα, α) fica exagerada e portanto na˜o utilizamos
o subscrito α na equac¸a˜o acima. Esta func¸a˜o delta diz que o estado do s´ıtio i da rede iρw seja α.
Impor que o estado da rede no futuro seja α equivale a impor que o estado do presente seja w′ tal
que w′ possa evoluir para α 2, ou seja, podemos fazer uma mudanc¸a de notac¸a˜o δ(iσ, α) = δ(σi, w
′).
Entretanto existe mais de um estado w′ que pode evoluir para α espec´ıfico. Sendo assim, temos
∑
w
〈
δ(iσw, α)P (σi →
iσw)
〉
=
∑
w′
〈
δ(σi, w
′)P (σi →
iσα)
〉
. (2.15)
Substituindo Eq.(2.15) em Eq.(2.13), obtemos:
〈f(ρ, n+ 1)〉 = 〈f(ρ, n)〉+
∑
w
〈
δ(σi, w)P (σi →
iσα)
〉
−
∑
w
〈
δ(σi, α)P (σi →
iσw)
〉
.(2.16)
2Cada mudanc¸a de estados deve respeitar o seguinte ciclo de eventeos: ρiw → ρ →
iρw (passado → presente →
futuro)
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De acordo com a Eq. (2.5), a func¸a˜o me´dia de estado 〈f(ρ, n)〉 para f(ρ) = δ(σi, α) equivale a
probabilidade do estado do s´ıtio i ser α, 〈f(ρ)〉 = Pi(α, n). Fazendo tais substituic¸o˜es, obtemos:
Pi(α, n+ 1) = Pi(α, n) +
∑
w
〈
δ(σi, w)P (σi →
iσα)
〉
−
∑
w
〈
δ(σi, α)]P (σi →
iσw)
〉
. (2.17)
Como existe mais de um estado que pode originar um determinado estado, e vice versa, o somato´rio
em w deve permanecer.
Para calcular a probabilidade de um s´ıtio assumir um estado α e um outro s´ıtio um outro
estado β, usamos f(ρ) = δ(σi, α)δ(σj , β). A func¸a˜o f(
mσw) e´ a func¸a˜o de estado que determina
as poss´ıveis combinac¸o˜es dos estados dos s´ıtios, tal que, quando feita uma atualizac¸a˜o temporal,
ela possa resultar em f(σ). Sendo assim, temos que
f(ρ) = δ(σi, α)δ(σj , β); f(
mρw) =


f(ρ) se i, j 6= m
δ(σi, w
′)δ(σj , β) se i = m
δ(σi, α)δ(σj , w
′) se j = m
. (2.18)
A probabilidade de ocorrer este par de estados pode ser escrita a partir das Eqs. (2.5), (2.10)
e (2.18) :
Pi,j(αβ, n+ 1) = Pi,j(αβ, n) +
∑
w
〈
δ(σi, w)δ(σj , β)P (σi →
i
σα)
〉
+
∑
w
〈
δ(σi, α)δ(σj , w)P (σj →
j
σβ)
〉
−
∑
w
〈
δ(σi, α)δ(σj , β)P (σi →
i
σw)
〉
−
∑
w
〈
δ(σi, α)δ(σj , β)P (σj →
j
σw)
〉
, (2.19)
sendo Pi,j(αβ, n) = 〈f(σ)〉. No decorrer deste cap´ıtulo, iremos impor aproximac¸o˜es de Campo
Me´dio incluindo correlac¸o˜es de par. Portanto, a equac¸a˜o acima se fara´ necessa´ria.
Aproximac¸a˜o de Campo Me´dio e aproximac¸a˜o de Pares
A aproximac¸a˜o de Campo Me´dio descreve de forma simplificada a evoluc¸a˜o da densidade de cada
espe´cie na rede. O nu´mero de equac¸o˜es necessa´rias para descrever tais densidades e´ igual ao nu´mero
de poss´ıveis estados de um s´ıtio. Sendo assim, a Eq. (2.17) e´ suficiente para descrever cada uma
destas densidades. Como veremos adiante, o ca´lculo de cada me´dia presente na Eq. (2.17) podera´
envolver termos que dependem do estado em mais de um s´ıtio, Pi,j(αβ, n), Pi,j,l(αβγ, n), etc. Na
aproximac¸a˜o de Campo Me´dio a probabilidade de encontrar um par de estados, Pi,j(αβ, n), e´ assim
aproximada:
Pi,j(αβ, n) ≈CM Pi(α, n)Pj(β, n). (2.20)
Na aproximac¸a˜o de Pares os termos que envolvem pares de estados sa˜o mantidos exatos. Sendo
assim, tanto a Eq. (2.17) quanto a Eq. (2.19) sa˜o necessa´rias para descrever a densidade de cada
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espe´cie na rede. Os termos que envolvem treˆs ou mais estados sa˜o aproximados conforme a discussa˜o
a seguir[34, 35]:
Considere que desejamos calcular a probabilidade de ocorrer, em um determinado instante,
os estados σi, σj e σk nos s´ıtios i, j, k, respectivamente. Considere ainda que os s´ıtios j e k sa˜o
vizinhos do s´ıtio i. Podemos escrever a probabilidade deste evento da seguinte maneira:
P (σi, σj , σk) = P (σi)P (σj , σk/σi), (2.21)
sendo P (σj , σk/σi) a probabilidade dos estados dos s´ıtios j e k serem σj e σk, condicionado ao fato
de que o estado do s´ıtio i e´ σi. A aproximac¸a˜o de Pares consiste em considerar que os eventos nos
s´ıtios j e k sejam independentes:
P (σj , σk/σi) ≈ P (σj/σi)P (σk/σi). (2.22)
Ja´ as probabilidades condicionadas P (σj/σi) =
P (σi,σj)
P (σi)
e P (σk/σi) =
P (σi,σk)
P (σi)
na˜o sa˜o aproxi-
madas. Sendo assim, obtemos
P (σi, σj , σk) ≈par
P (σi, σj)P (σi, σk)
P (σi)
. (2.23)
A generalizac¸a˜o da aproximac¸a˜o para o estado de N s´ıtios pode ser feita analogamente:
P (σ1, σ2, . . . , σi, . . . , σN/σi) = P (σ1, σ2, . . . , σN )P (σi)
≈ P (σ1/σi)P (σ2/σi) . . . P (σN/σi)P (σi)
≈par P (σi)
N∏
j 6=i
P (σj , σi)
P (σi)
, (2.24)
sendo i um s´ıtio central.
Ale´m das aproximac¸o˜es de Campo Me´dio e Pares, assumiremos que a probabilidade de encontrar
um determinado estado, em um determinado tempo, e´ igual para todos os s´ıtios, Pi(α, n) = Pj(α, n)
e Pi,l(αβ, n) = Pj,m(αβ, n). As Eqs. (2.17) e (2.19) ficam simplificadas e passam a definir a
densidade de um determinado estado ou de um par de estados na rede. Esta afirmac¸a˜o pode
na˜o ser verdadeira quando as espe´cies se organizam no espac¸o formando padro˜es espaciais, onde a
ocorreˆncia de um determinado estado e´ mais frequente.
2.2.1 Ca´lculo de valores me´dios
Como veremos a seguir, o me´todo utilizado para se obter as equac¸o˜es aproximadas do modelo
consiste em descrever a probabilidade de ocorrer um estado em um s´ıtio ou em um par de s´ıtios
utilizando as Eqs. (2.17) e (2.19). As me´dias presentes nestas equac¸o˜es sera˜o aproximadas de acordo
com as Eqs.(2.20) e (2.24). O ca´lculo detalhado destas me´dias foi alvo de nossas investigac¸o˜es e
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correspondem a um resultado na˜o trivial. Apesar disso, afim de deixar a leitura mais dinaˆmica,
na˜o apresentamos estes ca´lculos neste cap´ıtulo e os detalhamos apenas no Apeˆndice A.
Nas duas pro´ximas subsec¸o˜es, resolvemos analiticamente dois casos: um desconsiderando a
mutac¸a˜o na interac¸a˜o de treˆs espe´cies e outro considerando mutac¸a˜o na interac¸a˜o de duas espe´cies.
2.2.2 Equac¸o˜es aproximadas para o caso sem mutac¸a˜o
Ale´m de restringir a capacidade de suporte em um indiv´ıduo por s´ıtio, nesta sec¸a˜o nos limitamos
ao caso onde na˜o ocorre mutac¸a˜o, µ = 0, e os raios de predac¸a˜o sa˜o paraˆmetros fixos e iguais para
todos os indiv´ıduos pertencentes a uma mesma espe´cie de predador. Sendo assim, cada s´ıtio pode
assumir apenas um dos quatro estados: 0 se o s´ıtio estiver vazio; X , se o s´ıtio estiver ocupado por
uma presa; Y se o s´ıtio estiver ocupado por um predador (cujo raio de predac¸a˜o e´ um paraˆmetro fixo
Ry) de X ; ou Z se o s´ıtio estiver ocupado por um predador (cujo raio de predac¸a˜o e´ um paraˆmetro
fixo Rz) de Y . A notac¸a˜o aqui sera´ novamente reduzida, sendo que Y ≡ Y
Ry e Z ≡ ZRz .
Nosso pro´ximo passo e´ escrever as Equac¸o˜es Mestra para todos os poss´ıveis estados de um u´nico
s´ıtio, Eq. (2.17), e de um par de s´ıtios, Eq. (2.19). O termo P (σi →
iσw), presente nestas equac¸o˜es,
representa a probabilidade do estado do s´ıtio i vir a ser um estado w, apo´s uma atualizac¸a˜o do s´ıtio
i. Considerando as restric¸o˜es impostas nesta subsec¸a˜o, o ciclo de mudanc¸a de estado de um s´ıtio a
cada atualizac¸a˜o se torna bastante simplificado, sendo que: um s´ıtio vazio pode, somente, vir a ser
ocupado por uma presa, 0→ X ; um s´ıtio ocupado por uma presa pode, somente, vir a ser ocupado
por um predador Y , X → Y . Um predador Y , que ocupa um s´ıtio, pode morrer e o s´ıtio fica vazio,
Y → 0, ou vir a ser ocupado por um predador Z, Y → Z; um s´ıtio ocupado por um predador
Z pode, exclusivamente, ficar vazio Z → 0. Nesta formulac¸a˜o mais simplificada do sistema, para
cada estado σi existe apenas um estado
iσw para o qual o estado do s´ıtio i pode evoluir, exceto no
caso em que σi = Y sendo w ∈ {0, Z}. Note que P (σi →
i σw) refere-se a probabilidade do estado
σi vir a ser o estado
iσw = w, apesar deste abuso na notac¸a˜o, a mantivemos por achar que foi a
mais conveniente. Podemos enta˜o listar para cada estado σi as probabilidades P (σi →
iσw):
P (σi →
iσw) =


1− (1− hx)
nxi para σi = 0 e w = X,
1− (1− hy)
nyi para σi = X e w = Y,
dy para σi = Y e w = 0,
(1 − dy)[1− (1− hz)
nzi ] para σi = Y e w = Z,
dz para σi = Z e w = 0.
(2.25)
A probabilidade de um estado σi = 0 mudar para o estado w = X , depende do nu´mero de
presas, X , na vizinhanc¸a deste s´ıtio. Para que na˜o ocorra nenhum sucesso no nascimento de uma
presas, e´ necessa´rio que nenhuma das nxi presas, vizinhas do s´ıtio i, tenham filhos, (1 − hx)
nxi .
A probabilidade de nascer uma presa neste s´ıtio e´ “um menos a probabilidade de na˜o nascer”,
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1− (1−hx)
nxi . Uma caracterizac¸a˜o mais simplificada desta probabilidade equivale a` sua expansa˜o
em primeira ordem em torno de hx = 0, resultando em 1 − (1 − hx)
nxi ≈ hxnxi [34]. Como bem
discutido no trabalho [33], tal aproximac¸a˜o pode alterar significativamente os resultados, uma vez
que esta aproximac¸a˜o so´ e´ valida para hx muito pequeno. Na˜o e´ nosso foco discutir os efeitos desta
aproximac¸a˜o e, ao longo desta tese, na˜o a utilizamos.
Analogamente ao caso discutido acima, a probabilidade de nascer um predador Y , em um
determinado s´ıtio, envolve os nyi predadores que alcanc¸am esta presa. No caso de σi = Y , existem
dois poss´ıveis estados, 0 e Z, para o qual o estado Y pode evoluir: (i) Para que nasc¸a um predador
Z em um s´ıtio ocupado por sua presa Y , e´ necessa´rio que Y na˜o morra e que pelo menos um dos
nzi predadores, que predam sobre o s´ıtio i, tenha sucesso em sua predac¸a˜o. Para que o estado Y
resulte em 0, e´ necessa´rio que Y morra.
Podemos ainda escrevera as probabilidades de transic¸a˜o dos estados diferentes de σi, devido a
uma rotac¸a˜o anti-c´ıclica, resultarem no estado espec´ıfico σi, P (σ
i
w → σi):
P (σiw → σi) =


dy para σi = 0 e w = Y,
dz para σi = 0 e w = Z,
1− (1− hx)
nxi para σi = X e w = 0,
1− (1 − hy)
nyi para σi = Y e w = X,
(1− dy)[1− (1 − hz)
nzi ] para σi = Z e w = Y,
(2.26)
Existem duas probabilidades associadas a mudanc¸a de um estado σiw para o estado σi = 0, pois
tanto o estado σiY quanto σ
i
Z podem gerar o estado σi = 0.
A partir das probabilidades de transic¸a˜o, Eq.(2.25) e Eq. (2.26), e da Equac¸a˜o Mestra, Eq. (2.17),
podemos calcular as probabilidades de ocorrer cada um dos quatro estados:
Pi(X,n+ 1) = Pi(X,n) + 〈δ(σi, 0)[1− (1− hx)
nxi ]〉 − 〈δ(σi, X)[1− (1 − hy)
nyi ]〉 ,
Pi(Y, n+ 1) = Pi(Y, n) + 〈δ(σi, X)[1− (1− hy)
nyi ]〉 −
−(1− dy) 〈δ(σi, Y )[1− (1− hz)
nzi ]〉 − Pi(Y, n)dy,
Pi(Z, n+ 1) = Pi(Z, n) + (1− dy) 〈δ(σi, Y )[1− (1− hz)
nzi ]〉 − Pi(Z, n)dz .
(2.27)
Os valores dos expoentes presentes nestas equac¸o˜es, esta˜o restritos aos seguintes intervalos: 0 ≤
nxi ≤ vx, 0 ≤ nyi ≤ vy e 0 ≤ nzi ≤ vz . Tais expoentes referem-se, respectivamente, ao nu´mero
de presas X , predadores Y e predadores Z em torno do s´ıtio i que podem definir o estado deste
s´ıtio. O valor de vx = 4, foi fixado para todos os casos estudados e corresponde aos quatro
primeiros vizinhos de um s´ıtio central. Os valores de vξ dependem do valor do raio de predac¸a˜o
do predador ξ, como mostra a tabela 2.1. A equac¸a˜o para P (0, n) pode ser obtida analogamente,
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ou simplesmente utilizando o fato que a soma das probabilidades seja igual a um: Pi(0, n) =
1− Pi(X,n)− Pi(Y, n)− Pi(Z, n).
A interpretac¸a˜o das equac¸o˜es acima pode ser feita facilmente: para a primeira equac¸a˜o, por
exemplo, temos que a probabilidade de ocorrer o estadoX no s´ıtio i e tempo n+1 e´ igual a soma de
treˆs fatores (i) A probabilidade do s´ıtio i estar no estado X no tempo n; mais (ii) a probabilidade
do s´ıtio i estar no estado 0 e ocorrer uma transic¸a˜o de estado; menos (iii) a probabilidade do s´ıtio i
estar no estado X e correr uma transic¸a˜o de estado. As demais equac¸o˜es podem ser interpretadas
analogamente.
A partir da Eq. (2.19), podemos escrever mais seis equac¸o˜es que descrevem a probabilidade de
pares de s´ıtios:
Pi,j(0X,n+ 1) = Pi,j(0X,n) + Pi,j(Y X, n)dy + Pi,j(ZY, n)dz + 〈δ(σi, 0)δ(σj , 0)[1− (1− hx)
nxj ])〉
−hxPi,j(0X,n) − (1− hx) 〈δ(σi, 0)δ(σj ,X)[1− (1− hx)
nxi ]〉
− 〈δ(σi, 0)δ(σj , X)[1− (1− hy)
nyj ]〉 ,
Pi,j(0Y, n+ 1) = Pi,j(0Y, n) + Pi,j(Y Y, n)dy + Pi,j(ZX, n)dz + 〈δ(σi, 0)δ(σj ,X)[1− (1− hy)
nyj ])〉
− 〈δ(σi, 0)δ(σj , Y )[1− (1− hx)
nxi ]〉 − Pi,j(0Y, n)dy
−(1− dy) 〈δ(σi, 0)δ(σj , Y )[1− (1− hz)
nzj ]〉 ,
Pi,j(0Z, n+ 1) = Pi,j(0Z, n) + Pi,j(Y Z, n)dy + Pi,j(ZZ, n)dz
+(1− dy) 〈δ(σi, 0)δ(σj , Y )[1− (1− hz)
nzj ])〉 − 〈δ(σi, 0)δ(σj , Z)[1− (1− hx)
nxi ]〉
−Pi,j(0Z, n)dz,
Pi,j(XY, n+ 1) = Pi,j(XY, n) + 〈δ(σi, 0)δ(σj , Y )[1− (1− hx)
nxi ])〉
+ 〈δ(σi,X)δ(σj , X)[1− (1− hy)
nyj ])〉
−hyPi,j(XY, n)− (1− hy) 〈δ(σi,X)δ(σj , Y )[1− (1− hy)
nyi ]〉 − Pi,j(XY, n)dy
−(1− dy) 〈δ(σi,X)δ(σj , Y )[1− (1− hz)
nzj ]〉 ,
Pi,j(XZ, n+ 1) = Pi,j(XZ, n) + 〈δ(σi, 0)δ(σj , Z)[1− (1− hx)
nxi ])〉
+(1− dy) 〈δ(σi,X)δ(σj , Y )[1− (1− hZ)
nZj ])〉 − 〈δ(σi,X)δ(σj , Z)[1− (1− hy)
nyi ]〉
−Pi,j(XZ,n)dz,
Pi,j(Y Z, n+ 1) = Pi,j(Y Z, n) + 〈δ(σi,X)δ(σj , Z)[1− (1− hy)
nyi ])〉
+(1− dy) 〈δ(σi, Y )δ(σj , Y )[1− (1− hZ)
nZj ])〉 − Pi,j(Y Z, n)dy − Pi,j(Y Z, n)(1− dy)hz
−(1− dy)(1− hz) 〈δ(σi, Y )δ(σj , Z)[1− (1− hz)
nzi ]〉 − Pi,j(XZ,n)dz.
(2.28)
O nu´mero ma´ximo de s´ıtios que pode influenciar o estado de um s´ıtio central e´ reduzido, em
relac¸a˜o a`s Eqs. (2.27), de uma unidade: 0 ≤ nxi ≤ vx − 1, 0 ≤ nyi ≤ vy − 1 e 0 ≤ nzi ≤
vz − 1. Tal reduc¸a˜o ocorre pois as me´dias presentes nas Eqs. (2.28) envolvem um produto de
duas func¸o˜es deltas e, portanto, um dos s´ıtios vizinhos de i ja´ possui seu estado determinado.
25
Nos casos em que 〈δ(σi, α)δ(σj , β)P (α→ β)〉, sendo (α, β) = {(0, X); (X,Y ); (Y, Z)}, o estado β
contribui com a mudanc¸a do estado α, e portanto, 〈δ(σi, α)δ(σj , β)P (α→ β)〉 = Pi,j(αβ, n)hβ +〈
δ(σi, α)δ(σj , β)P (α→ β)vβ−1
〉
. O primeiro termo refere-se a probabilidade que o s´ıtio j seja
responsa´vel pela mudanc¸a de estado do s´ıtio i. P (α → β)vβ−1, refere-se a probabilidade de α vir
a ser β, devido aos vβ − 1 s´ıtios restantes na vizinhanc¸a do s´ıtio i.
A primeira equac¸a˜o, do conjunto de Eqs. (2.28), descreve a probabilidade do s´ıtio i estar no
estado 0 e o s´ıtio vizinho j no estado X , (σi, σj) = (0, X), no tempo n+ 1, como sendo a soma de
sete termos: (i) a probabilidade deste par de s´ıtios, no tempo n, estar no estado (0, X); mais (ii) a
probabilidade do estado destes s´ıtios, no tempo n, ser (Y,X) e ocorra uma transic¸a˜o no estado Y
que resulte em 0; mais (iii) a probabilidade deste par de estados ser, no tempo n, (Z,X), e ocorra
uma transic¸a˜o no estado Z; mais (iv) a probabilidade que o par de s´ıtios esteja no estado (0, 0)
e ocorra uma transic¸a˜o de estados no s´ıtio j; menos (v) a probabilidade do estado dos s´ıtios, no
tempo n ser (0, X) e a presa do s´ıtio j deixe um descendente no s´ıtio i; menos (vi) a probabilidade
do estado dos s´ıtios, no tempo n ser (0, X) e a presa do s´ıtio j na˜o deixe um descendente no
s´ıtio e uma das demais presas vizinhas de do s´ıtio i deixe uma presa neste s´ıtio; (vii) menos a
probabilidade do estado dos s´ıtios, no tempo n ser (0, X) e os predadores, vizinhos do s´ıtio j
predem a presa neste s´ıtio.
As probabilidades que definem a ocorreˆncia de um par de estados iguais, podem ser calculadas
em func¸a˜o das equac¸o˜es acima:
Pi,j(00, n) = 1− Pi,j(0X,n)− Pi,j(0Y, n)− Pi,j(0Z, n),
Pi,j(XX,n) = 1− Pi,j(X0, n)− Pi,j(XY, n)− Pi,j(XZ, n),
Pi,j(Y Y, n) = 1− Pi,j(Y 0, n)− Pi,j(Y X, n)− Pi,j(Y Z, n),
Pi,j(ZZ, n) = 1− Pi,j(Z0, n)− Pi,j(ZX, n)− Pi,j(ZY, n).
(2.29)
Ate´ este ponto, nenhuma aproximac¸a˜o foi feita. As equac¸o˜es acima indicam a probabilidade
de ocorrer um determinado estado em um determinado s´ıtio, Eq. (2.27), ou em um par de s´ıtios,
Eq. (2.28). As equac¸o˜es aproximadas para o modelo de uma cadeia alimentar composta por treˆs
espe´cies sera´ apresentada adiante.
Aproximac¸a˜o de Campo Me´dio para o modelo de treˆs espe´cies sem mutac¸a˜o
Todas as me´dias envolvidas nas Eqs. (2.27) sa˜o do tipo 〈δ(σi, α)[1− (1− hβ)
nβi ]〉. O ca´lculo
aproximado desta me´dia esta´ detalhado na sec¸a˜o A.1. Ale´m desta aproximac¸a˜o, consideramos que
a probabilidade de ocorrer um evento em um s´ıtio, na˜o depende do s´ıtio, isto e´ Pi(α, n) = Pj(α, n) =
26
P (α, n). A partir desta suposic¸a˜o, podemos dizer que a probabilidade de ocorrer um estado em
um determinado s´ıtio equivale a` densidade deste estado na rede. Substituindo as aproximac¸o˜es
calculadas em Eq. (A.6) na Eqs. (2.27) e simplificando a notac¸a˜o, P (α, n) = Pnα , obtemos:
Pn+1X = P
n
X + P
n
0 [1− (1− hxP
n
X)
vx ]− PnX [1− (1− hyP
n
Y )
vy ]
Pn+1Y = P
n
Y + P
n
X [1− (1− hyP
n
Y )
vy ]− PnY [(1− dy)(1− (1− hzP
n
Z )
vz) + dy]
Pn+1Z = P
n
Z + P
n
Y [1− (1− hzP
n
Z )
vz ]− PnZdz
Pn0 = 1− P
n
X − P
n
Y − P
n
Z ,
(2.30)
sendo que vx = 4 refere-se aos quatro primeiros s´ıtios vizinhos de um s´ıtio vazio. Os valores de vy
e vz esta˜o associados ao valor do raio de predac¸a˜o, Ry e Rz, e indicam, respectivamente, o nu´mero
de s´ıtios dentro da vizinhanc¸a de predac¸a˜o de Y e Z. A tabela 2.1 mostra os valores de vξ para
diferentes valores de Rξ
Para tratar o caso de duas espe´cies, presa-predador, basta impor PnZ = 0.
Aproximac¸a˜o de Pares para o modelo de treˆs espe´cies sem mutac¸a˜o
A aproximac¸a˜o de Pares permite um detalhamento maior da rede, e portanto, espera-se que esta
aproximac¸a˜o descreva o comportamento da rede com mais precisa˜o. O inconveniente desta aprox-
imac¸a˜o e´ que outras varia´veis do tipo Pi,j(αβ, n) sa˜o envolvidas. Enquanto na aproximac¸a˜o de
Campo Me´dio foram necessa´rias apenas quatro varia´veis (sendo uma delas escrita em func¸a˜o das
outras), na aproximac¸a˜o de Pares sa˜o necessa´rias quatorze varia´veis, sendo nove livres e cinco
vinculadas a elas. O ca´lculo via aproximac¸a˜o de Pares das me´dias presentes nas Eqs. (2.27) esta´
detalhado na sec¸a˜o A.1. Substituindo as aproximac¸o˜es calculadas nas Eqs. (A.7) nas Eqs. (2.27) e
simplificando a notac¸a˜o P (α, n) = Pnα obtemos:
Pn+1X = P
n
X + fxP
n
0 − fyP
n
X ,
Pn+1Y = P
n
Y + fyx
n − [(1− dy)fz + dy]P
n
Y ,
Pn+1Z = P
n
Z + fzP
n
Y − dzP
n
Z ,
(2.31)
sendo
fβ =
[
1−
(
1−
hβP
n
αβ
Pnα
)vβ]
. (2.32)
As equac¸o˜es acima, descrevem, assim como as Eqs. (2.30), a evoluc¸a˜o temporal da densidade me´dia
de presas e predadores na rede. As Eqs. (2.31) possuem mais detalhes em relac¸a˜o a`s Eqs. (2.30)
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por apresentarem dependeˆncia no estado de um par de s´ıtios (ver Eq. 2.32). Sendo assim, ale´m de
descrever as probabilidades acima, precisamos descrever a probabilidade de ocorrer um determinado
estado em um par de s´ıtios. Para tanto, devemos calcular cada me´dia presente nas Eqs. (2.28).
O ca´lculo via aproximac¸a˜o de Pares destas me´dias esta´ detalhado na sec¸a˜o A.2. Substituindo as
aproximac¸o˜es calculadas nas Eqs. (A.10) nas Eqs. (2.28) e simplificando a notac¸a˜o P (αβ, n) = Pnαβ
obtemos:
Pn+10X = P
n
0X + dyP
n
XY + dzP
n
XZ + fxmP
n
00 − [hx + (1− hx)fxm + fym]P
n
0X ,
Pn+10Y = P
n
0Y + dyP
n
Y Y + dzP
n
Y Z + fymP
n
0X − [fxm + dy + (1− dy)fzm]P
n
0Y ,
Pn+10Z = P
n
0Z + dyP
n
Y Z + dzP
n
ZZ + (1− dy)fzmP
n
0Y − [fxm + dz]P
n
0Z ,
Pn+1XY = P
n
XY + fxmP
n
0Y + fymP
n
XX − [hy + (1− hy)fym + dy + (1 − dy)fzm]P
n
XY ,
Pn+1XZ = P
n
XZ + fxmP
n
0Z + (1− dy)fzmP
n
XY − [fym + dy]P
n
XZ ,
Pn+1Y Z = P
n
Y Z + fymP
n
XZ + (1 − dy)fzmP
n
Y Y
−{dy + (1 − dy) [hz + (1− hz)fzm] + dz}P
n
Y Z ,
(2.33)
sendo,
fβm =
[
1−
(
1−
hβP
n
αβ
Pnα
)vβ−1]
. (2.34)
Ale´m das Eqs. (2.33) e (2.31), e´ necessa´rio considerar as Eqs. (2.29) e que Pn0 = 1 − P
n
X −
Pny − P
n
z para que o sistema seja descrito conforme a aproximac¸a˜o de Pares. As func¸o˜es fβ e fβm
diferenciam-se apenas pelo valor do expoente. O valor do expoente corresponde ao nu´mero ma´ximo
de s´ıtios, cujos estados sa˜o desconhecidos, que pode alterar o estado de um s´ıtio central. Como
discutido anteriormente, quando ha´ descric¸a˜o de um par de s´ıtios, o estado de um s´ıtio central e
seu vizinho sa˜o descritos explicitamente e, consequentemente, o valor do expoente destas func¸o˜es
devem diferenciar de uma unidade.
2.2.3 Equac¸o˜es aproximadas para o caso com mutac¸a˜o
Nesta sec¸a˜o abordamos um caso em que pode ocorrer mutac¸a˜o no valor do raio de predac¸a˜o. A fim
de simplificar o modelo, exclu´ımos a terceira espe´cie Z e permitimos apenas dois raios de predac¸a˜o
para o predador Y . A dinaˆmica se da´ entre duas espe´cies, um presa, X , e a outra sua predadora,
Y . Os predadores podem ter apenas dois raios de predac¸a˜o, um menor (R1) e outro maior (R2).
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Nesta abordagem, um s´ıtio pode assumir 4 estados: 0 se o s´ıtio estiver vazio; X se o s´ıtio estiver
ocupado por uma presa; Y1 se o s´ıtio estiver ocupado por um predador cujo raio de predac¸a˜o e´
R1; e Y2 se o s´ıtio estiver ocupado por um predador cujo raio e´ R2. Se um predador Y1 predar
sobre um s´ıtio ocupado por uma presa X , um novo predador migrara´ para este s´ıtio e seu raio de
predac¸a˜o podera´ sofrer mutac¸a˜o. Se a mutac¸a˜o favorecer o aumento do raio, o raio do descendente
sera´ R2. Caso a mutac¸a˜o favorec¸a a diminuic¸a˜o do raio de predac¸a˜o, o raio de predac¸a˜o se mante´m
R1. Analogamente, a mutac¸a˜o do raio de predac¸a˜o de um predador cuja “ma˜e” possui raio R2,
somente resultara´ em um menor raio de predac¸a˜o, R1. Como consequeˆncia, a taxa de mutac¸a˜o
fica reduzida a` µ/2, se comparada com o caso em que na˜o ha´ limitac¸a˜o para a variac¸a˜o do raio de
predac¸a˜o.
Esta simplificac¸a˜o do modelo tambe´m permite que verifiquemos se existe um raio preferencial
para os predadores. Para tanto, consideramos, por exemplo, R1 = 1 e R2 = 1, 42 e identificamos
qual destes dois raios implica em uma maior densidade de predadores. Se Y2 > Y1 conclu´ımos
que os predadores “preferem” o raio maior. Sendo assim, estudamos um outro caso: R1 = 1, 42 e
R2 = 2 e novamente observamos qual destes raios os predadores tem prefereˆncia. Realizamos este
procedimento sucessivamente ate´ identificar se existe um ou alguns raios preferenciais.
Um s´ıtio i, cujo estado e´ 0, pode se tornar X devido a presenc¸a das ni presas que esta˜o na
vizinhanc¸a deste s´ıtio; Um s´ıtio ocupado por uma presa pode passar a ser ocupado por um predador
Yξ devido aos predadores Y1 e Y2 que podem atacar esta presa; Um s´ıtio ocupado por um predador
tem probabilidade dy deste predador morrer e o s´ıtio se tornar vazio. Analogamente a` sec¸a˜o 2.2.2,
podemos escrever a probabilidade de transic¸a˜o da rede em um estado σi para o estado
iσw apo´s
uma atualizac¸a˜o:
P (σi →
iσw) =


1− (1− hx)
nxi para σi = 0 e w = X
P (X → Y1) para σi = X e w = Y1
P (X → Y2) para σi = X e w = Y2
dy para σi = Y1 se e w = 0
dy para σi = Y2 se e w = 0
. (2.35)
A probabilidade P (X → Yξ) refere-se a probabilidade de um s´ıtio ocupado por uma presa vir a ser
ocupado por um predador Yx. A descric¸a˜o detalhada deste termo sera´ apresentada futuramente. A
probabilidade de um s´ıtio no estado σiw passar para o estado σi, sendo σ
i
w um estado que antecede
29
σi, e´ assim definida:
P (σiw → σi) =


dy para σi = 0 e w = Y1
dy para σi = 0 e w = Y2
1− (1− hx)
nxi para σi = X e w = 0
P (X → Y1) para σi = Y1 e w = X
P (X → Y2) para σi = Y2 e w = X
. (2.36)
A probabilidade de um s´ıtio i, cujo estado e´ X , vir a ter um estado Y e´:
P (X → Y ) = 1− (1− h1)
m1i(1− h2)
m2i , (2.37)
sendo mξi o nu´mero de predadores Yξ, que esta˜o a uma distaˆncia menor ou igual a Rξ do s´ıtio i.
A eficieˆncia de cada predador, hξ, e´ tanto menor quanto maior o nu´mero de s´ıtios dentro de sua
vizinhanc¸a de predac¸a˜o, vξ, ou seja, h1v1 = h2v2 = gy, sendo gy um paraˆmetro fixo do modelo.
Para que o s´ıtio i, ocupado por uma presa, passe a ser ocupado por um predador Y1, e´ necessa´rio
que ocorra predac¸a˜o por qualquer predador, Y1 ou Y2, e que o predador deixe um descendente cujo
raio seja R1:
P (X → Y1) = P (X → Y )
[
p2
µ
2 + p1(1−
µ
2 )
p1 + p2
]
. (2.38)
O primeiro termo da Eq. (2.38) refere-se a probabilidade de ocorrer predac¸a˜o. O termo entre
colchetes refere-se a probabilidade condicionada: a probabilidade do filho ser Y1 sendo que a ma˜e
pode ser Y1 ou Y2. O termo pξ = 1 − (1 − hξ)
mξi e´ a probabilidade de Yξ predar. O valor
µ/2 e´ a probabilidade de ocorrer mutac¸a˜o, sendo que o denominador 2 vem do fato que estamos
restringindo os raios de predac¸a˜o. Analogamente, a probabilidade de um s´ıtio cujo estado e´ X vir
a ser Y2:
P (X → Y2) = P (X → Y )
[
p1
µ
2 + p2(1−
µ
2 )
p1 + p2
]
. (2.39)
Observe que a soma das Eqs. (2.38) e (2.39) resulta em P (X → Y ), que e´ dada pela Eq. (2.37), ou
seja, a probabilidade de uma presa ser predada, e´ a probabilidade da presa ser predada e originar um
predador Y1 em seu lugar, mais a probabilidade da presa ser predada e originar um predador Y2 em
seu lugar. As equac¸o˜es que descrevem de forma exata a probabilidade de ocorrer um determinado
estado da rede, pode ser obtida substituindo as transic¸o˜es de probabilidade, Eqs. (2.35) e (2.36)
na Eq. (2.17):
Pi(X,n+ 1) = Pi(X,n) + 〈δ(σi, 0)[1− (1− hx)
nxi ]〉
− 〈δ(σi, X) [1− (1− h1)
m1(1− h2)
m2 ]〉 ,
Pi(Y1, n+ 1) = Pi(Y1, n) + 〈δ(σi, X)P (X → Y1)〉 − Pi(Y1, n)dy,
Pi(Y2, n+ 1) = Pi(Y2, n) + 〈δ(σi, X)P (X → Y2)〉 − Pi(Y2, n)dy.
(2.40)
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A probabilidade de ocorrer o estado Pi(0, n) pode ser obtida realizando o mesmo procedimento,
ou, simplesmente, utilizando a relac¸a˜o Pi(0, n) = 1− Pi(X,n)− Pi(Y1, n)− Pi(Y2, n).
As probabilidades de um par de s´ıtios, para o sistema predador-presa com mutac¸a˜o do raio de
predac¸a˜o, podem ser obtidas susbstituindo as Eqs. (2.35) e (2.36) na Eq. (2.19)
Pi,j(0X,n+ 1) = Pi,j(0X,n) + Pi,j(Y1, X)dy + Pi,j(Y2, X)dy + 〈δ(σi, 0)δ(σj , 0)[1− (1− hx)
nxj ]〉
−Pi,j(0X,n)hx − 〈δ(σi, 0)δ(σj , X)[1− (1− hx)
nxi ]〉
− 〈δ(σi, 0)δ(σj , X) [1− (1 − h1)
m1(1 − h2)
m2 ]〉 ,
Pi,j(0Y1, n+ 1) = Pi,j(0Y1, n) + Pi,j(Y1Y1, n)dy + Pi,j(Y2Y1, n)dy + 〈δ(σi, 0)δ(σj , X)P (X → Y1)〉
− 〈δ(σi, 0)δ(σj , Y1)[1 − (1− hx)
nxj ]〉 − Pi,j(0Y1, n)dy ,
Pi,j(0Y2, n+ 1) = Pi,j(0Y2, n) + Pi,j(Y1Y2, n)dy + Pi,j(Y2Y2, n)dy + 〈δ(σi, 0)δ(σj , X)P (X → Y2)〉
− 〈δ(σi, 0)δ(σj , Y2)[1 − (1− hx)
nxj ]〉 − Pi,j(0Y2, n)dy ,
Pi,j(XY1, n+ 1) = Pi,j(XY1, n) + 〈δ(σi, 0)δ(σj , Y1)[1− (1− hx)
nxj ]〉
+ 〈δ(σi, X)δ(σj , X)P (X → Y1)〉 − Pi,j(XY1, n)h1
−(1− h1) 〈δ(σi, X)δ(σj , Y1) [1− (1− h1)
m1(1− h2)
m2 ]〉 − Pi,j(XY1, n)dy ,
Pi,j(XY2, n+ 1) = Pi,j(XY2, n) + 〈δ(σi, 0)δ(σj , Y2)[1− (1− hx)
nxj ]〉
+ 〈δ(σi, X)δ(σj , X)P (X → Y2)〉 ,−Pi,j(XY2, n)h2
−(1− h2) 〈δ(σi, X)δ(σj , Y2) [1− (1− h1)
m1(1− h2)
m2 ]〉 − Pi,j(XY2, n)dy ,
Pi,j(Y1Y2, n+ 1) = Pi,j(Y1Y2, n) + Pi,j(XY2, n)h2
µ
2
+ (1− h2) 〈δ(σi, X)δ(σj , Y2)P (X → Y2)〉
+Pi,j(Y1X,n)h1
µ
2
+ (1 − h1) 〈δ(σi, Y1)δ(σj , X)P (X → Y2)〉 − 2Pi,j(Y1Y2, n)dy.
(2.41)
Ale´m destas relac¸o˜es, temos que:
Pi,j(00, n) = Pi(0, n)− Pi,j(0X,n)− Pi,j(0Y1, n)− Pi,j(0Y2, n),
Pi,j(XX,n) = Pi(X,n)− Pi,j(X0, n)− Pi,j(XY1, n)− Pi,j(XY2, n),
Pi,j(Y1Y1, n) = Pi(Y1, n)− Pi,j(Y10, n)− Pi,j(Y1X,n)− Pi,j(Y1Y2, n),
Pi,j(Y1Y2, n) = Pi(Y1, n)− Pi,j(Y10, n)− Pi,j(Y1X,n)− Pi,j(Y1Y1, n).
(2.42)
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Aproximac¸a˜o de Campo Me´dio para o caso com mutac¸a˜o
Para obter a aproximac¸a˜o de Campo Me´dio, para o sistema predador-presa com mutac¸a˜o do raio
de predac¸a˜o, deve-se calcular cada me´dia, 〈. . .〉, presente na Eq. (2.40). Os ca´lculos destas me´dias
esta˜o detalhadas nas sec¸o˜es A.1, A.3 e A.5. Substituindo as me´dias calculadas em Eq. (A.6),
Eq. (A.20) e Eq. (A.33) nas Eqs. (2.40) obtemos:
P
n+1
X = P
n
X + P
n
0 [1− (1− hxP
n
X)
vx ]− PnX [1− (1− h2P
n
Y2
)v2−v1(1− h2P
n
Y2
− h1P
n
Y1
)v1 ],
P
n+1
Y1
= PnY1 + P
n
Xχ¯
{
µ
2
[1− (1− h2P
n
Y2
)v2 ] +
(
1−
µ
2
)
[1− (1− h1P
n
Y1
)v1 ]
}
− dyP
n
Y1
,
P
n+1
Y2
= PnY2 + P
n
Xχ¯
{
µ
2
[1− (1− h1P
n
Y1
)v1 ] +
(
1−
µ
2
)
[1− (1− h2P
n
Y2
)v2 ]
}
− dyP
n
Y2
,
P
n
0 = 1− P
n
X + P
n
Y1
+ PnY2 .
(2.43)
Para a aproximac¸a˜o de Campo Me´dio temos que
χ¯ =
1− (1 − h1)
v2−v1(1 − h2)
v2
2− (1 − h1)v1 − (1− h2)v2
. (2.44)
As equac¸o˜es para a dinaˆmica de duas espe´cies sem mutac¸a˜o, Eqs. (2.30) para PnZ = 0, podem
ser resgatadas se considerarmos, para as equac¸o˜es acima. PY1 = PY2 , e portanto, v1 = v2 e h1 = h2.
Neste caso o valor de χ¯ = 1/2 e consequentemente Pny = P
n
Y1
+ PnY2 .
Apesar do desenvolvimento para obtermos uma aproximac¸a˜o para treˆs espe´cies, com mutac¸a˜o
no raio da terceira espe´cie, ser ana´logo a este, os ca´lculos e o nu´mero de equac¸o˜es a serem descritas
aumentam consideravelmente. Os ca´lculos desenvolvidos na sec¸a˜o A.3 e A.5 detalham o longo
procedimento para obter os ca´lculos dos termos aproximados.
Aproximac¸a˜o de Pares para o caso com mutac¸a˜o
Para obter a aproximac¸a˜o de Pares, do modelo predador-presa com presenc¸a de mutac¸a˜o do raio
de predac¸a˜o, precisamos utilizar as me´dias calculadas no apeˆndice A. Substituindo Eq. (A.7),
Eq. (A.21) e Eq. (A.35) nas Eqs. (2.40), obtemos as seguintes equac¸o˜es para a evoluc¸a˜o temporal
da densidade de indiv´ıduos de cada espe´cie:
Pn+1X = P
n
X + P0fX − FY1Y2P
n
X ,
Pn+1Y1 = P
n
Y1
+ PnX χ¯
{µ
2
fY2 +
(
1−
µ
2
)
fY1
}
− dyP
n
Y1
,
PY2
n+1 = PnY2 + P
n
X χ¯
{µ
2
fY1 +
(
1−
µ
2
)
fY2
}
− dyy
n
2 ,
(2.45)
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sendo
fβ =
[
1−
(
1−
hβP
n
αβ
Pnα
)vβ]
,
FY1Y2 = 1−
(
1− h2
PnXY2
PnX
)v2−v1 (
1− h1
PnXY1
PnX
− h2
PnXY2
PnX
)v1
,
χ¯ =
FY1Y2
fY1 + fY2
.
(2.46)
Como fβ, FY1Y2 e χ¯ envolvem termos que dependem da probabilidade de ocorrer um par de
s´ıtios, precisamos tambe´m descrever tais probabilidades. Substituindo Eq. (A.10), Eq. (A.23) e
Eq. (A.38) nas Eqs. (2.41) obtemos:
Pn+10X = P
n
0X + P
n
XY1
dy + P
n
XY2
dy + P
n
00fXm − P
n
0X [hx + (1− hx)fXm + FY1Y2m] ,
Pn+10Y1 = P
n
0Y1 + P
n
Y1Y1
dy + P
n
Y1Y2
dy + P
n
0X χ¯m
[(
1−
µ
2
)
fY1m +
µ
2
fY2m
]
− Pn0Y1(fXm + dy),
Pn+10Y2 = P
n
0Y2 + P
n
Y1Y2
dy + P
n
Y2Y2
dy + P
n
0X χ¯m
[(
1−
µ
2
)
fY2m +
µ
2
fY1m
]
− Pn0Y2(fXm + dy),
Pn+1XY1 = P
n
XY1
+ Pn0Y1fXm + P
n
XX χ¯m
[(
1−
µ
2
)
fY1m +
µ
2
fY2m
]
,
−PnXY1 [h1 + (1− h1)FY1Y2m + dy]
Pn+1XY2 = P
n
XY2
+ Pn0Y2fXm + P
n
XX χ¯m
[(
1−
µ
2
)
fY2m +
µ
2
fY1m
]
,
−PnXY2 [h2 + (1− h2)Fy1y2m + dy]
Pn+1Y1Y2 = P
n
Y1Y2
+ PnXY2
{
h2
µ
2
+ (1− h2) χ¯m
[(
1−
µ
2
)
fY1m +
µ
2
fY2m
]}
+PXY1
{
h1
µ
2
+ (1− h1) χ¯m
[(
1−
µ
2
)
fY2m +
µ
2
fY1m
]}
− 2dyPY1Y2 ,
(2.47)
sendo
fβm =
[
1−
(
1−
hβP
n
αβ
Pnα
)vβ]
,
FY1Y2m = 1−
(
1− h2
PnXY2
PnX
)v2−v1 (
1− h1
PnXY1
PnX
− h2
PnXY2
PnX
)v1−1
,
χ¯m =
FY1Y2m
fY1m + fY2m
.
(2.48)
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Ale´m das Eqs. (2.47), as Eqs. (2.42) e o fato que Pn0 = 1 − P
n
X − P
n
Y 1 − P
n
Y 2 tambe´m deve ser
satisfeitos.
Nos dois pro´ximos cap´ıtulo apresentamos os resultados provenientes das simulac¸o˜es e aprox-
imac¸o˜es.
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Cap´ıtulo 3
Dinaˆmica de duas espe´cies
Neste cap´ıtulo discutimos os resultados obtidos via autoˆmato celular e aproximac¸o˜es, para a in-
terac¸a˜o de duas espe´cies, X (presa) e Y (predadora). A dinaˆmica de treˆs espe´cies e´ abordada
no cap´ıtulo seguinte. Os paraˆmetros envolvidos na modelagem predador-presa, apresentados no
cap´ıtulo anterior, sa˜o: (i) hx, referente ao crescimento populacional de X ; (ii) gy, paraˆmetro vin-
culado a` expressa˜o: hi,jy = gy/v
i,j
y , sendo v
i,j
y o nu´mero de s´ıtios na vizinhanc¸a de predac¸a˜o de um
predador localizado no s´ıtio (i, j). O valor hi,jy refere-se a probabilidade deste predador atacar uma
presa que esteja dentro de sua vizinhanc¸a de predac¸a˜o; (iii) dy, taxa de mortalidade do predador
Y ; (iv) Ry, raio de predac¸a˜o. Cada predador possui um raio de predac¸a˜o, que indica a distaˆncia
ma´xima que ele pode predar em relac¸a˜o a` posic¸a˜o espacial de sua resideˆncia. O raio de predac¸a˜o
e´ um paraˆmetro fixo se na˜o houver mutac¸a˜o e, na presenc¸a de mutac¸a˜o, Ry e´ uma varia´vel do
autoˆmato. Nos ca´lculos anal´ıticos com mutac¸a˜o, o raio de predac¸a˜o foi limitado a` dois valores
predeterminados, Ry ∈ {R1;R2}; (v) µ, probabilidade que ocorra mutac¸a˜o no valor do raio de
predac¸a˜o quando um novo grupo de predadores e´ fundado em uma nova regia˜o espacial; (vi) ǫ,
variac¸a˜o do raio de predac¸a˜o caso haja mutac¸a˜o. Este paraˆmetro aparece apenas na modelagem do
autoˆmato celular. (vii) Mc, capacidade de suporte por s´ıtio; (viii) N , tamanho da rede quadrada,
utilizada para simular o espac¸o.
Escolhemos dois grupos de paraˆmetros para apresentar os resultados. Grupo GI: hx = 0, 4;
gy = 0, 4; dy = 0, 2 e Grupo GII: hx = 0, 5; gy = 1, 2; dy = 0, 15. Uma das diferenc¸as entre estes
dois grupos e´ a maior estabilidade do Grupo GII em relac¸a˜o ao GI. Ao perturbarmos a populac¸a˜o
de predadores, Y , inserindo o terceiro predador Z, observamos que, para o Grupo GI, aquela
populac¸a˜o atinge valores muito baixos, podendo ocorrer extinc¸a˜o de ambos os predadores. Ja´ para
o segundo grupo de valores, os predadores possuem uma probabilidade de sucesso na predac¸a˜o
mais alta e uma taxa de mortalidade menor, resultando em uma maior robusteza na dinaˆmica. Os
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GI GII Significado
hx 0,4 0,5 Probabilidade de uma presa deixar um descendente
gy 0,4 1,2 Paraˆmetro que influencia a eficieˆncia da predac¸a˜o h
i,j
y = gy/v
i,j
y
dy 0,2 0,15 Probabilidade de um predador morrer
Ry ∈ R
+ Raio de predac¸a˜o dos predadores no s´ıtio (i, j)
µ ∈ {0; 0, 1} Probabilidade de ocorrer mutac¸a˜o no valor de Ry
ǫ 0, 1 Variac¸a˜o do valor de Ry caso haja mutac¸a˜o
Mc ∈ {1; 10; 40; 100;∞} Capacidade de suporte por s´ıtio
N ∈ {40; 100} Largura da rede, utilizada nas simulac¸o˜es do autoˆmato celular
Tabela 3.1: A tabela mostra os paraˆmetros envolvidos na dinaˆmica de duas espe´cies, seus valores para o grupo GI
e GII de paraˆmetros e um breve significado destes paraˆmetros na dinaˆmica. O Raio de predac¸a˜o Ry deve assumir
um valor fixo ao longo das simulac¸o˜es se µ = 0, caso contra´rio, Ry e´ uma varia´vel do sistema. Para os ca´lculos
anal´ıticos, em que foram considerados presenc¸a de mutac¸a˜o, fixamos os poss´ıveis raios de predac¸a˜o Ry ∈ {R1, R2}.
resultados sera˜o apresentados em func¸a˜o de Ry, da presenc¸a e da auseˆncia de mutac¸a˜o µ ∈ {0; 0, 1},
e da capacidade de suporte Mc ∈ {1; 10; 40; 100;∞} . O paraˆmetro ǫ sera´ mantido em ǫ = 0, 1
sempre que houver mutac¸a˜o. A evoluc¸a˜o temporal da rede e´ realizada de forma discreta, sendo
que cada unidade de tempo equivale ao tempo mı´nimo para que todas os s´ıtios da rede possam ser
atualizados uma vez, t = 1 ≡ N2 atualizac¸o˜es. A Tabela 3.1 lista todos os paraˆmetros envolvidos
na dinaˆmica predador-presa e os respectivos valores de GI e GII, que va˜o ser abordados ao longo
deste cap´ıtulo.
Para todas as simulac¸o˜es do autoˆmato celular foram consideradas condic¸o˜es perio´dicas de con-
torno, isto e´, os s´ıtios pertencentes a uma extremidade da rede teˆm como primeiros vizinhos os
s´ıtios pertencentes a` extremidade oposta da rede, formando um toro. As condic¸o˜es iniciais de cada
simulac¸a˜o foram definidas aleatoriamente, sendo que 20% dos s´ıtios da rede foram ocupados por
uma presa, e outros 20% dos s´ıtios ocupados por um predador. Inicialmente, impomos que todos os
predadores possu´ıam o mesmo valor do raio de predac¸a˜o R0. Nos casos em que µ 6= 0, a mutac¸a˜o foi
permitida a partir do primeiro passo de tempo. Nos casos em que Mc > 1 o aumento de indiv´ıduos
em um s´ıtio tambe´m poˆde ocorrer a partir do primeiro passo de tempo. Outras condic¸o˜es iniciais
foram testadas e observamos que, nos casos em que a condic¸a˜o inicial na˜o favorece a extinc¸a˜o de
uma das espe´cies, o comportamento assinto´tico e´ independente de tais condic¸o˜es.
No caso espec´ıfico em que Mc = 1 tratamos o problema predador-presa tanto via autoˆmato
celular, quanto via aproximac¸o˜es de Campo Me´dio e Pares.
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3.1 Dinaˆmica predador-presa com capacidade de suporte in-
finita
A capacidade de suporte limita o nu´mero de indiv´ıduos em um s´ıtio. Quando exclu´ımos esta
caracter´ıstica, Mc = ∞, o crescimento da populac¸a˜o de presas passa a ser limitado apenas pela
predac¸a˜o. Por outro lado, o crescimento da populac¸a˜o de predadores esta´ exclusivamente limitado
ao nu´mero de presas dispon´ıveis.
Nas duas pro´ximas subsec¸o˜es, trataremos os casos em que µ = 0 (sem mutac¸a˜o) e µ = 0, 1 (com
mutac¸a˜o), respectivamente.
3.1.1 Sem mutac¸a˜o
Nossa primeira investigac¸a˜o foi considerar um raio inicial igual para todos os predadores e na˜o
permitir mutac¸a˜o, µ = 0. Observamos o comportamento predador-presa para cada valor de raio
listado na Tabela 2.1 e para cada grupo de paraˆmetros,GI eGII, apresentado na Tabela 3.1. Como
na˜o existe limitac¸a˜o do crescimento populacional, Mc = ∞, apresentamos os resultados obtidos
apenas via autoˆmato celular. O tempo de iterac¸a˜o em cada simulac¸a˜o foi de 0 < t ≤ 5, 5 × 104
para GI e 0 < t ≤ 2× 104 para GII. Devido ao grande custo computacional que longas evoluc¸o˜es
requerem, reduzimos o tempo de GII. Como o comportamento assinto´tico pode ser observado
para t ≥ 2× 103, tal reduc¸a˜o na˜o altera significativamente as interpretac¸o˜es dos resultados.
A Fig. 3.1 mostra, para os grupos GI e GII e diferentes raios de predac¸a˜o, o nu´mero me´dio
de presas e predadores por s´ıtio em func¸a˜o do tempo, e a forma com que as espe´cies se organizam
no espac¸o ao final das simulac¸o˜es. A Tabela 3.2 mostra, para cada combinac¸a˜o de Ry, GI e GII
presente na Fig. 3.1, o nu´mero me´dio de presas e predadores durante toda a simulac¸a˜o,
〈
X¯
〉
e
〈
Y¯
〉
,
respectivamente. Os gra´ficos da Fig. 3.2 mostram, para diferentes valores de Ry e para os gruposGI
e GII, a distribuic¸a˜o de probabilidade, Pk(n), de um s´ıtio ser ocupado por n indiv´ıduos da espe´cie
k para t > 5× 103 ate´ o final das simulac¸o˜es. Os primeiros passos de tempo na˜o foram inclu´ıdos a
fim de eliminar o transiente. Apo´s este transiente, o sistema evolui para uma dinaˆmica atratora,
em que a probabilidade de um s´ıtio ser ocupado por um determinado nu´mero de indiv´ıduos de uma
espe´cie, resulta nas distribuic¸o˜es apresentadas na Fig. 3.2. As evoluc¸o˜es temporais das me´dias de
presas e predadores descrevem um comportamento do tipo campo me´dio, em que as caracter´ısticas
locais muitas vezes sa˜o ocultadas. Ja´ o padra˜o espacial, Fig. 3.1, juntamente com a Fig. 3.2
oferecem uma interpretac¸a˜o do comportamento local.
As interpretac¸o˜es qualitativas para os dois grupos de paraˆmetros sa˜o ideˆnticas e sa˜o enumeradas
a seguir:
(i) O comportamento me´dio da rede quando R = 1, Fig. 3.1, revela a presenc¸a de alguns picos,
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Figura 3.1: Dinaˆmica predador-presa com capacidade de suporte infinita para o caso sem mutac¸a˜o. O valor do
raio de predac¸a˜o, utilizado em cada simulac¸a˜o, esta´ indicado na figura. O conjunto de figuras a` esquerda (direita)
pertence ao grupo de paraˆmetros GI (GII). Para cada combinac¸a˜o do raio de predac¸a˜o e grupo de paraˆmetros,
apresentamos dois gra´ficos: (i) Evoluc¸a˜o temporal da densidade me´dia de presas, 〈X〉, e predadores, 〈Y 〉; (ii) Padra˜o
espacial em t = 5, 5 × 104 para GI e em t = 2 × 104 para GII. Os c´ırculos em preto (vermelho) representam a
populac¸a˜o de presas (predadores). O tamanho dos c´ırculos e´ proporcional ao nu´mero de indiv´ıduos de cada s´ıtio.
O fator de proporc¸a˜o, que define o tamanho de tais c´ırculos, foi mantido constantes dentro de um mesmo grupo
de paraˆmetros para os gra´ficos em que Ry ≥ 2. Como em Ry = 1 ocorre grandes surtos populacionais, o fator de
escala foi reduzido em 10 e 5 vezes para a populac¸a˜o de presas e predadores do Grupo GI, respectivamente. Para
GII o fator de escala foi reduzido em 10 vezes tanto para as presas quanto para predadores de GII.
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GI GII
〈X¯〉 〈Y¯ 〉 〈X¯〉 〈Y¯ 〉
Ry = 1, 00 1,51 2,33 0,51 1,30
Ry = 2, 00 0,69 1,74 0,20 0,61
Ry = 2, 83 0,63 1,10 0,17 0,55
Ry = 10, 00 0,62 1,08 0,17 0,56
Tabela 3.2: Dinaˆmica predador-presa com capacidade de suporte infinita e µ = 0. A tabela mostra as me´dias
globais do nu´mero de presas 〈X¯〉 e predadores 〈Y¯ 〉, calculadas sobre toda a rede e sobre todo o tempo das simulac¸o˜es,
para diferentes valores de Ry , para GI e GII. Estas me´dias equivalem a`s me´dias da evoluc¸a˜o temporal de 〈X〉 e
〈Y 〉 presentes nos gra´ficos da Fig. 3.1.
indicando que as densidades de presas e predadores podem atingir valores muito mais altos do que
as respectivas me´dias globais,
〈
X¯
〉
e
〈
Y¯
〉
. Os picos presentes naqueles gra´ficos esta˜o praticamente
sincronizados, sendo que, em geral, eles esta˜o defasados de apenas duas unidades de tempo. A`
medida que aumentamos o valor do raio, R ≥ 2, os picos de alta densidade me´dia deixam de
ser observados e a flutuac¸a˜o do valor de 〈X〉 e 〈Y 〉 em torno da me´dia global vai diminuindo,
evidenciando um comportamento me´dio mais homogeˆneo e mais robusto. Os valores das me´dias
globais decaem bruscamente quando aumentamos Ry = 1 para Ry = 2. Ja´ os valores destas me´dias
sa˜o praticamente os mesmos quando Ry = 2, 83 e Ry = 10 (veja a Tabela 3.2).
(ii) O padra˜o espacial, Fig. 3.1, revela que o espac¸o realmente tende a ficar mais homogeˆneo
‘a medida que aumentamos a a´rea de forrageio do predador. Quando R = 1, o padra˜o espacial
sugere que poucos s´ıtios estejam colonizados. Entretanto, esta e´ uma interpretac¸a˜o erroˆnea: a
populac¸a˜o em alguns s´ıtios e´ ta˜o maior do que em outros que, devido ao reescalamento, os s´ıtios
que esta˜o ocupados por poucos indiv´ıduos sa˜o praticamente ocultados. Observamos que a frac¸a˜o
do espac¸o ocupado e´ aproximadamente a mesma para um mesmo grupo de paraˆmetros. Para GI a
ocupac¸a˜o da rede e´ aproximadamente 74% e para GII aproximadamente 50%. A ocupac¸a˜o da rede
e´ ligeiramente maior quando o raio de predac¸a˜o assume valores menores. Podemos visualizar esta
afirmac¸a˜o olhando para as distribuic¸o˜es de abundaˆncia, Fig. 3.2. Ao somarmos cada distribuic¸a˜o,∑∞
n Pk(n), obtemos, em me´dia, a frac¸a˜o de s´ıtios da rede que sa˜o ocupados pela espe´cie K
1. A
ocorreˆncia de altos picos de densidade me´dia e a sincronia destes picos, discutida em (i), pode
ser entendida observando o padra˜o espacial: Como o raio de predac¸a˜o e´ pequeno, e´ poss´ıvel que
a populac¸a˜o de presas cresc¸a em uma regia˜o protegida da predac¸a˜o. Quando a populac¸a˜o de
predadores “descobre” estas presas, a populac¸a˜o de predadores tambe´m cresce (no padra˜o espacial
aparecem c´ırculos cinza em cima de um grande c´ırculo preto). Apesar das evoluc¸o˜es temporais
1Observe que, como e´ poss´ıvel ter mais de um indiv´ıduo em um s´ıto, a ocupac¸a˜o da rede por uma espe´cie e´ diferente
da me´dia global de indiv´ıduos. Podemos obter o valor da me´dia global a partir da relac¸a˜o 〈K¯〉 =
∑∞
n=1 P (n)n.
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Figura 3.2: Dinaˆmica predador-presa com capacidade de suporte infinita para o caso em que µ = 0 e µ = 0, 1.
O valor do raio de predac¸a˜o, utilizado em cada simulac¸a˜o, esta´ indicado na figura. O conjunto de figuras acima
(abaixo) pertence ao grupo de paraˆmetros GI (GII). Os gra´ficos a` esquerda (direita) mostram a distribuic¸a˜o de
presas (predadores) na rede para t > 5× 103, nos casos sem mutac¸a˜o, e t > 104, nos casos com mutac¸a˜o.
das me´dias de presas e predadores na˜o indicar surtos populacionais para R ≥ 2, o padra˜o espacial,
para R = 2, revela grandes surtos locais na populac¸a˜o de presas.
(iii) Comparando os gra´ficos da Fig. 3.2 para diferentes paraˆmetros, GI e GII, na˜o observamos
diferenc¸as qualitativas na distribuic¸a˜o da abundaˆncia de indiv´ıduos, evidenciando que o sistema e´
robusto em relac¸a˜o aos paraˆmetros. A cauda das curvas Pk(n) possui um decaimento do tipo lei de
poteˆncia se Ry ≤ 2, 83, e o valor dos expoentes varia em torno de −2 ate´ aproximadamente −5, a`
medida que aumentamos o valor de Ry. Os expoentes que definem estas curvas sa˜o independentes
da condic¸a˜o inicial do sistema e podem ser obtidos em qualquer intervalo de tempo, desde que na˜o
se inclua o regime transiente da simulac¸a˜o. Podemos enta˜o afirmar que, para R ≤ 2, 83, o sistema
exibe criticalidade auto-organizada [27, 28]. Quando o raio varre quase todos os s´ıtios da rede,
R = 50, a distribuic¸a˜o da abundaˆncia na˜o possui uma cauda longa suficiente para distinguirmos
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qual a melhor func¸a˜o de ajuste (com excec¸a˜o da distribuic¸a˜o Py(n) para os paraˆmetros GI, em que
o decaimento pode ser ajustado por uma lei de poteˆncia com expoente em torno de −4.5). Acredi-
tamos que um ajuste do tipo exponencial e´ o mais adequado para as caudas destas distribuic¸o˜es e,
portanto, o sistema e´ auto-organizado mas na˜o exibe criticalidade. As distribuic¸o˜es em que R = 5
e R = 10 aparentam fazer parte de uma transic¸a˜o de comportamento, em que as distribuic¸o˜es
passam de um comportamento do tipo de lei de poteˆncia para um comportamento exponencial.
Para verificarmos tais suposic¸o˜es, dever´ıamos obter caudas mais longas, o que demandaria um
grande custo computacional. Como exemplo, cada par de curvas, Px(n) e Py(n) para GI levou,
em me´dia, 7 dias para ficar pronta. Para aumentarmos a cauda em uma ordem de grandeza na
escala de Pk(n), devemos aumentar o tempo de iterac¸a˜o em 10 vezes, ou seja, cada curva levaria
70 dias para ser computada.
Em relac¸a˜o a`s diferenc¸as quantitativas entre os dois grupos, destacamos que o Grupo GII
apresenta, em relac¸a˜o a` GI, uma menor densidade global de presas e predadores, apesar de GII
possuir um maior valor de hx e hy e um menor valor de dy. Isto ocorre porque o fato do predador
ser mais eficiente, maior valor de hy e possuir uma menor taxa de mortalidade, dy , faz com que a
populac¸a˜o de presas reduza significativamente. Como o crescimento da populac¸a˜o de predadores
esta´ intimamente restrito ao nu´mero de presas dispon´ıveis, a densidade global de ambas as espe´cies
decai.
3.1.2 Com mutac¸a˜o
Ao introduzir a mutac¸a˜o, estamos permitindo que, quando um predador coloniza uma nova regia˜o
espacial, seu raio de predac¸a˜o seja um pouco maior ou menor em relac¸a˜o aos predadores de seu
s´ıtio de origem. Este ingrediente permite que os predadores se adaptem, ao longo das gerac¸o˜es,
a um raio dinamicamente selecionado. Como dito anteriormente, a taxa de mutac¸a˜o e´ fixa em
µ = 0, 1 e a variac¸a˜o do raio em ǫ = 0, 1.
A Fig. 3.3 mostra a evoluc¸a˜o temporal da densidade me´dia de presas, predadores e do valor
me´dio do raio de predac¸a˜o para os grupos de paraˆmetros GI e GII, para diferentes valores iniciais
de R0. As evoluc¸o˜es das densidades de presas e predadores, mostradas nos gra´ficos da Fig. 3.3,
evidenciam que, nos primeiros passos de tempo, a densidade de presas e predadores e´ alta. A`
medida que o tempo passa, estas densidades va˜o convergindo para valores em torno de um valor
me´dio. Inicialmente a densidade de presas e predadores e´ alta, pois o raio de predac¸a˜o e´ pequeno,
R0 = 1, concordando com os casos em que a mutac¸a˜o na˜o ocorre, Fig. 3.1. Em t ≈ 2500, o raio
de predac¸a˜o me´dio aumenta para R ≈ 2, 25 e as densidades de presas e predadores atingem um
estado de equil´ıbrio (convergeˆncia dos valores das densidades). A convergeˆncia do raio de predac¸a˜o,
quando R0 = 1, ocorre apenas em t ≈ 10.000, e o raio me´dio oscila em torno de 2, 5 < 〈Ry〉 < 3.
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Figura 3.3: Dinaˆmica predador-presa com capacidade de suporte infinita, com evoluc¸a˜o do raio de predac¸a˜o, para
os dois grupos de paraˆmetros e diferentes valores de R0. Para cada simulac¸a˜o, consideramos que inicialmente todos
os predadores possuem o mesmo raio de predac¸a˜o R0 (indicado nas figuras). A` esquerda: evoluc¸a˜o temporal da
densidade me´dia de presas, 〈X〉, e predadores 〈Y 〉. A` direita: evoluc¸a˜o temporal o valor me´dio do raio de predac¸a˜o,
〈Ry〉. As linhas longitudinais indicam os valores cr´ıticos de Ry (veja a Tabela 2.1).
Observamos que a convergeˆncia do raio de predac¸a˜o e´ independente da condic¸a˜o inicial. A Fig. 3.3
mostra a evoluc¸a˜o temporal do raio de predac¸a˜o para dois outros valores de R0. E´ interessante
notar que os dois grupos de paraˆmetros, apesar de resultarem em densidades populacionais me´dias
diferentes, evoluem para um mesmo valor me´dio do raio de predac¸a˜o.
A Fig. 3.4 mostra a distribuic¸a˜o do raio de predac¸a˜o em func¸a˜o do tempo, apo´s a convergeˆncia
do raio me´dio. Esta figura revela que os predadores concentram seus respectivos raios de predac¸a˜o
em torno do valor me´dio, com uma pequena dispersa˜o. Basicamente, apo´s a convergeˆncia do raio
de predac¸a˜o, os predadores podem atacar sob 20 (2, 24 ≤ R < 2, 83), 24 (2, 83 ≤ R < 3) ou 28
s´ıtios vizinhos (2, 83 ≤ R < 3, 17). Isto significa que a eficieˆncia do predador se concentra em torno
de 0, 014 < hy < 0, 02, para o Grupo GI, e em torno de 0, 043 < hy < 0, 06, para o Grupo GII
de paraˆmetros. Em ambos os gra´ficos da Fig. 3.4 existe uma faixa branca em torno de Ry = 2, 7,
indicando que este valor de raio e´ evitado. Isto delimita duas regio˜es de raios o´timos: uma acima
e outra abaixo de Ry ≈ 2, 7. Para entender a presenc¸a desta faixa, considere indiv´ıduos que
possuem Ry = 2, 9(v = 24). Estes indiv´ıduos podem gerar descendentes com Ry = 2, 8 (v = 24)
com probabilidade µ/2, Ry = 2, 9 (v = 24) com probabilidade 1 − µ e Ry = 3, 0 (v = 28) com
probabilidade µ/2. Aqueles indiv´ıduos cujo Ry = 2, 8 tera´, em relac¸a˜o a sua ma˜e, sua eficieˆncia
maior e predara´ sob um nu´mero menor de s´ıtios. Se estes indiv´ıduos na˜o estiverem bem adaptados
a sua regia˜o espacial, este grupo de indiv´ıduos na˜o deixara´ descendentes. Logo, indiv´ıduos com
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Figura 3.4: Dinaˆmica predador-presa com capacidade de suporte infinita e com evoluc¸a˜o do raio de predac¸a˜o para
GI (a` esquerda) e GII (a` direita). As figuras mostram as distribuic¸o˜es do raio de predac¸a˜o, ρ(Ry), em func¸a˜o do
tempo. A curva em vermelho mostra o valor me´dio do raio de predac¸a˜o, 〈Ry〉. As linhas longitudinais indicam os
valores cr´ıticos de Ry (veja a Tabela 2.1).
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Figura 3.5: Dinaˆmica predador-presa para GII, com capacidade de suporte infinita e com evoluc¸a˜o do raio de
predac¸a˜o no instante t = 2, 5×104. A` esquerda: distribuic¸a˜o de presas (preto) e predadores (vermelho). O tamanho
dos s´ımbolos e´ linearmente proporcional ao nu´mero de indiv´ıduos nos s´ıtios. A` direita: distribuic¸a˜o do valor do raio
de predac¸a˜o. Cada cor indica um intervalo de R (ver legenda ao lado do gra´fico) que varre um mesmo nu´mero de
s´ıtios.
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Ry = 2, 7 (v = 20) na˜o sera˜o gerados. Por um outro lado, indiv´ıduos com Ry = 2, 5 (v = 20)
sa˜o igualmente aptos a`queles cujos Ry = 2, 7, e indiv´ıduos com este raio poderiam ser gerados.
Logo, existe um outro fator, que na˜o pudemos ainda entender, responsa´vel por resultar na baixa
densidade de indiv´ıduos com Ry = 2, 7. Sendo assim, esta interpretac¸a˜o ainda fica em aberto e
podera´ ser alvo de futuras investigac¸o˜es.
A Fig. 3.5 mostra, para t = 2, 5 × 104, a distribuic¸a˜o espacial dos indiv´ıduos e dos raios de
predac¸a˜o. Observamos que o aumento de predadores em um s´ıtio na˜o esta´ relacionado com o raio de
predac¸a˜o. A distribuic¸a˜o do raio de predac¸a˜o mostra que a maioria dos predadores possui a mesma
eficieˆncia (mesmo nu´mero de s´ıtios dentro da vizinhanc¸a de predac¸a˜o), 2, 24 ≤ Ry < 2, 83. Apesar
deste padra˜o evoluir no tempo, o raio predominante permanece no intervalo 2, 24 ≤ Ry < 2, 83 ou
2, 83 ≤ Ry < 3.
A distribuic¸a˜o do nu´mero de indiv´ıduos por s´ıtio foi feita no intervalo 104 < t ≤ 6 × 104, para
GI e .104 < t ≤ 2, 5 × 104, para GII. A Fig. 3.2 mostra que estas distribuic¸o˜es sa˜o ana´logas
a`quelas distribuic¸o˜es sem mutac¸a˜o para valores de Ry entre R = 2, 24 e R = 2, 83.
Uma discussa˜o sobre a existeˆncia de um raio o´timo, para o qual os predadores evoluem, sera´
abordada futuramente na sec¸a˜o 3.3.
3.2 Sobre os efeitos da capacidade de suporte
A presenc¸a de uma capacidade de suporte finita limita o crescimento populacional e, portanto, o
nu´mero ma´ximo de indiv´ıduos na rede passa a serMcN
2, sendoMc o nu´mero ma´ximo de indiv´ıduos
em um s´ıtio e N2 o nu´mero de s´ıtios da rede.
A Fig. 3.6 mostra a distribuic¸a˜o de presas e predadores quando a capacidade de suporte e´ fixa
emMc = 100. Para esta figura foi considerado o Grupo GII de paraˆmetros e as distribuic¸o˜es foram
constru´ıdas para 5×103 < t ≤ 2×104 nos casos sem mutac¸a˜o (R = 1; R = 2) e 104 < t ≤ 2, 5×104,
no caso com mutac¸a˜o. Essa figura evidencia que o efeito da capacidade de suporte Mc = 100 e´,
quase que exclusivamente, de truncar as distribuic¸o˜es de presas e predadores em seu valor ma´ximo,
n = Mc. A excec¸a˜o ocorre em Py(n) para R = 1, em que ocorrem pequenas oscilac¸o˜es desta
distribuic¸a˜o para n em torno de Mc. Quando comparamos o caso com capacidade de suporte
infinita, Fig. 3.2, com o caso presente, Fig. 3.6, observamos que as distribuic¸o˜es sa˜o realmente
ideˆnticas ate´ n ≈ Mc. Tambe´m observamos que, assim como no caso com capacidade de suporte
infinita, o raio o´timo, para Mc = 100, se manteve em torno de 〈Ry〉 ≈ 2, 8.
A Fig. 3.7 mostra, para Ry = 1, µ = 0 e os demais paraˆmetros pertencentes a GII, as
distribuic¸o˜es de abundaˆncia para diferentes valores de Mc, Mc ∈ {1; 10; 40; 100∞}. A distribuic¸a˜o
em que Mc = ∞ refere-se a mesma distribuic¸a˜o presente na Fig. 3.2. Como se pode observar, o
decaimento das distribuic¸o˜es na˜o depende do valor da capacidade de suporte. Em outras palavras,
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Figura 3.6: Dinaˆmica predador-presa com capacidade de suporte Mc = 100, para os casos com e sem mutac¸a˜o,
para o grupo de paraˆmetros GII. O valor do raio de predac¸a˜o utilizado em cada simulac¸a˜o esta´ indicado na figura.
O gra´fico a` esquerda (direita) mostra a distribuic¸a˜o de presas (predadores). As linhas cont´ınuas equivalem a`s func¸o˜es
de ajuste para os casos com capacidade de suporte infinita, veja Fig. 3.2.
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Figura 3.7: Dinaˆmica predador-presa sem evoluc¸a˜o do raio de predac¸a˜o, sendo Ry = 1, para o grupo de paraˆmetros
GII. Os gra´ficos mostram a distribuic¸a˜o de abundaˆncia de presas e predadores para diferentes valores de capacidade
de suporte : Mc ∈ {1, 10, 40, 100}.
a probabilidade de ocorrer um s´ıtio com n indiv´ıduos da espe´cie k, sendo n ≤Mc, na˜o depende do
valor da capacidade de suporte. Existe, apenas, uma pequena discordaˆncia entre as distribuic¸o˜es
quando n se aproxima de Mc.
Existem ainda pelo menos duas outras medidas que podem nos auxiliar na comparac¸a˜o quan-
titativa do efeito da capacidade de suporte: (i) me´dia global de indiv´ıduos de cada espe´cie 〈K¯〉 =∑Mc
n=1 P
k(n).n; (ii) me´dia global da ocupac¸a˜o espacial de cada espe´cie, 〈S¯k〉 =
∑Mc
n=1 Pk(n). O
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Mc 〈X¯〉 〈Y¯ 〉 〈S¯x〉 〈S¯y〉
1 0, 19 0, 40 0, 19 0, 40
10 0, 34 0, 73 0, 13 0, 38
40 0, 41 0, 96 0, 12 0, 38
100 0, 45 1, 10 0, 12 0, 38
∞ 0, 51 1, 30 0, 12 0, 38
Tabela 3.3: Dinaˆmica predador-presa, sendo Ry = 1, e os demais paraˆmetros pertencentes a` GII. A tabela
compara, para diferentes valores de Mc, a densidade global de presas, 〈X¯〉, e predadores 〈Y¯ 〉, e a ocupac¸a˜o me´dia
do espac¸o por presas, 〈S¯x〉, e predadores, 〈S¯y〉.
termo 〈S¯k〉 nos informa o quanto os indiv´ıduos da espe´cie k esta˜o espalhados sobre o espac¸o. Nat-
uralmente, quando Mc = 1 temos que 〈S¯k〉 = 〈K¯〉. A Tabela 3.3 mostra os valores da me´dia global
e da ocupac¸a˜o do espac¸o de cada espe´cie para cada valor de Mc. Pudemos observar que a me´dia
global de indiv´ıduos por s´ıtio diminui a` medida que diminu´ımos o valor da capacidade de suporte.
Este resultado e´ intuitivo, uma vez que estamos limitando o crescimento populacional a um valor
ma´ximo. Ja´ a ocupac¸a˜o do espac¸o foi a mesma para todos os casos em que Mc ≥ 10. No caso em
que Mc = 1, a ocupac¸a˜o do espac¸o foi maior. Isto significa que a me´dia de indiv´ıduos por s´ıtio e´
mı´nima, mas estes indiv´ıduos esta˜o mais espalhados sobre o espac¸o.
3.2.1 Sobre os efeitos do tamanho da rede
Ao aumentarmos o tamanho da rede, as flutuac¸o˜es das densidades me´dias de presas de predadores,
calculadas sobre o espac¸o, sa˜o reduzidas, mas os padro˜es caracter´ısticos, como presenc¸a de picos
e o valor da me´dia global, sa˜o mantidos. Os gra´ficos da Fig. 3.8 mostram a evoluc¸a˜o temporal
da me´dia de presas e predadores quando Ry = 1, Mc = ∞ e sem mutac¸a˜o, para dois diferentes
tamanhos de rede, N = 40 e N = 100. Como se pode observar, apesar das me´dias para N = 40
possu´ırem picos mais altos, o padra˜o das oscilac¸o˜es para ambos os casos e´ o mesmo, exceto por
um fator de escala.
A Fig. 3.9 mostra a distribuic¸a˜o de abundaˆncia de presas e predadores para 5×103 < t ≤ 2×104
e para o mesmo conjunto de paraˆmetros utilizados nos gra´ficos da Fig. 3.8. Quando comparamos
a distribuic¸a˜o de abundaˆncia entre os dois tamanhos de rede observamos que as distribuic¸o˜es sa˜o
ideˆnticas. Isto indica que a probabilidade de ocorrer uma determinada quantidade de indiv´ıduos
em um s´ıtio na˜o depende do tamanho da rede. A distribuic¸a˜o de abundaˆncia e´ mais prolongada
no caso em que N = 100 do que no caso em que N = 40, pois em N = 100 existe uma maior
amostragem de s´ıtios.
Como o tamanho da rede na˜o alterou as principais caracter´ısticas observadas da dinaˆmica,
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Figura 3.8: Dinaˆmica predador-presa com capacidade de suporte infinita e sem evoluc¸a˜o do raio de predac¸a˜o,
sendo Ry = 1. Os demais paraˆmetros pertencem ao Grupo GII. Os gra´ficos comparam o efeito do tamanho da rede
na densidade me´dia de presas, 〈X〉, e predadores, 〈Y 〉 quando N = 100 (a` esquerda) e N = 40 (a` direita).
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Figura 3.9: Dinaˆmica predador-presa com capacidade de suporte infinita e sem evoluc¸a˜o do raio de predac¸a˜o,
sendo Ry = 1. Os demais paraˆmetros pertencem ao Grupo GII. Os gra´ficos comparam o efeito do tamanho da
rede, N = 40 e N = 100, na distribuic¸a˜o de abundaˆncia do nu´mero me´dio de presas (a` esquerda) e predadores (a`
direita) por s´ıtio.
apresentamos todos os resultados para um u´nico tamanho de rede, N = 100.
3.3 Capacidade de suporte Mc = 1
Ate´ o momento, abordamos os resultados obtidos via simulac¸a˜o e observamos o comportamento
das distribuic¸o˜es de abundaˆncia de cada espe´cie, assim como a existeˆncia de de um raio de predac¸a˜o
o´timo (observado no caso com mutac¸a˜o). Quando limitamos o crescimento populacional a` Mc = 1
na˜o e´ poss´ıvel observar os surtos populacionais, assim como na˜o ha´ uma distribuic¸a˜o de abundaˆncia
local. Entretanto, a adaptac¸a˜o dos predadores por um determinado raio de predac¸a˜o se mante´m.
Ale´m disso, no caso Mc = 1, contamos com uma outra ferramenta: as aproximac¸o˜es anal´ıticas
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desenvolvidas na sec¸a˜o 2.2. Nesta sec¸a˜o comparamos os resultados obtidos via simulac¸a˜o com
os resultados obtidos via aproximac¸a˜o, tanto para o caso sem mutac¸a˜o quanto para o caso com
mutac¸a˜o.
3.3.1 Mc = 1 sem mutac¸a˜o
As Eqs. (2.30) e as Eqs. (2.31) e (2.33) descrevem a dinaˆmica de treˆs espe´cies de acordo com a
aproximac¸a˜o de Campo Me´dio e Pares, respectivamente. Neste cap´ıtulo estamos restringindo ao
caso de duas espe´cies, uma presa e sua predadora e, portanto, e´ necessa´rio impor PZ = 0 nestas
equac¸o˜es.
A Fig. 3.10 compara, para o caso sem mutac¸a˜o e R = 1, as densidades me´dias de presas e
predadores obtidas via simulac¸a˜o, com aquelas obtidas via aproximac¸o˜es. Para esta figura, con-
sideramos o Grupo GII de paraˆmetros, sendo que, em cada um dos dois gra´ficos deixamos um
paraˆmetro livre, hx e hy. De acordo com a aproximac¸a˜o de Campo Me´dio, o nu´mero me´dio de
presas, 〈X〉CM , e predadores, 〈Y 〉CM evoluem, ao longo do tempo, para um ponto fixo esta´vel,
logo 〈K〉CM =
〈
K¯
〉
CM
se eliminarmos o transiente. Os valores destes pontos esta˜o indicados na
Fig. 3.10. A aproximac¸a˜o de Pares permite uma dinaˆmica mais elaborada: ponto fixo esta´vel, ciclo
limite e atrator cao´tico esta˜o presentes na dinaˆmica, dependendo dos valores dos paraˆmetros. A
Fig. 3.11 exemplifica um caso, hx = 0, 5; dy = 0, 15 e hy = 0, 63 (sendo R = 1), em que o atrator
e´ cao´tico. Este atrator e´ semelhante a`quele desenvolvido anteriormente durante o trabalho de
mestrado [21, 22, 37] e, portanto, revela que a aproximac¸a˜o de Pares recupera, qualitativamente,
o modelo de Campo Me´dio proposto nestes trabalhos. Os pontos,
〈
X¯
〉
Par
e
〈
Y¯
〉
Par
da Fig. 3.10
para hy > 0, 4, equivalem ao valor me´dio do atrator, obtido a partir das u´ltimas 8 mil iterac¸o˜es,
de um total de 10 mil iterac¸o˜es. Os demais pontos, incluindo o gra´fico que mostra a aproximac¸a˜o
em func¸a˜o de hx, referem-se a` um ponto fixo esta´vel. Os pontos obtidos via simulac¸a˜o, represen-
tam a me´dia global de presas e predadores em 3 × 103 < t ≤ 3 × 104. Ambas as aproximac¸o˜es
descrevem o comportamento me´dio das simulac¸o˜es de forma bastante satisfato´ria. Como era es-
perado, a aproximac¸a˜o de Pares se aproxima mais dos resultados obtidos via simulac¸a˜o do que as
aproximac¸o˜es de Campo Me´dio. Para o gra´fico que compara as aproximac¸o˜es em func¸a˜o de hx,
observa-se que apenas a aproximac¸a˜o de Pares poˆde descrever o comportamento decrescente da
densidade me´dia de presas a` medida que hx aumenta, de acordo com a aproximac¸a˜o de Campo
Me´dio este comportamento e´ crescente.
3.3.2 Mc = 1 com mutac¸a˜o
As simulac¸o˜es para Mc = 1 mostraram que a ocorreˆncia de um raio de predac¸a˜o o´timo e´ indepen-
dente do valor da capacidade de suporte e das condic¸o˜es iniciais R0. As simulac¸o˜es foram realizadas
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Figura 3.10: Dinaˆmica predador-presa com capacidade de suporte Mc = 1 e sem evoluc¸a˜o do raio de predac¸a˜o.
Os gra´ficos comparam a densidade global de presas,
〈
X¯
〉
, e predadores,
〈
Y¯
〉
, em func¸a˜o dos paraˆmetros hx (gra´fico
a` esquerda) e hy (gra´fico a` direita). O valor do raio de predac¸a˜o foi mantido em Ry = 1 e os demais paraˆmetros
pertencem ao Grupo GII.
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Figura 3.11: Dinaˆmica predador-presa com capacidade de suporte Mc = 1 e sem evoluc¸a˜o do raio de predac¸a˜o
para R = 1; hx = 0, 5; hy = 0, 63; dy = 0, 15. A figura mostra dois atratores obtidos a partir da aproximac¸a˜o de
Campo Me´dio (ponto fixo esta´vel) e aproximac¸a˜o de Pares (atrator cao´tico).
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Figura 3.12: Dinaˆmica predador-presa com capacidade de suporte Mc = 1 e com evoluc¸a˜o do raio de predac¸a˜o
para os dois grupos de paraˆmetros, GI e GII. Inicialmente todos os predadores possuem o mesmo raio de predac¸a˜o
R0 (indicado nas figuras). A` esquerda: evoluc¸a˜o temporal da densidade me´dia de presas 〈X〉 e predadores 〈Y 〉. A`
direita: evoluc¸a˜o temporal do valor me´dio do raio de predac¸a˜o, 〈Ry〉. As linhas longitudinais indicam os valores
cr´ıticos de R (veja a Tabela 2.1).
considerando os gruposGI e GII de paraˆmetros e permitindo mutac¸a˜o do raio de predac¸a˜o durante
toda a simulac¸a˜o. Cada simulac¸a˜o foi realizada por, no mı´nimo, 15 mil passos de tempo. Para
cada conjunto de paraˆmetros observamos: (i) a me´dia de presas, predadores e do raio de predac¸a˜o
(veja a Fig. 3.12); (ii) a distribuic¸a˜o do raio de predac¸a˜o em func¸a˜o do tempo (veja a Fig. 3.13);
(iii) e a organizac¸a˜o espacial dos indiv´ıduos e dos raios de predac¸a˜o ao fim de 15 mil passos de
tempo (veja a Fig. 3.14).
Comparando o caso com capacidade de suporte infinita, Fig. 3.3, 3.4 e 3.5, com o caso presente
(Mc = 1), Fig. 3.12, 3.13 e 3.14, podemos destacar:
(i) Para o Grupo GI de paraˆmetros: Na auseˆncia de capacidade de suporte finita a me´dia de
predadores ultrapassa 1 predador por s´ıtio. Para Mc = 1 o comportamento assinto´tico evidenciou
que a populac¸a˜o de predadores aumentou o valor do raio me´dio de predac¸a˜o, de R ≈ 2, 8 (24 s´ıtios)
para R ≈ 4, 75 (68 s´ıtios), fazendo com que a eficieˆncia em predar um s´ıtio deca´ısse de hy ≈ 0, 17
para hy ≈ 0, 006 (compare a Fig. 3.3 com a Fig. 3.12). Assim como no caso com capacidade de
suporte infinita, a distribuic¸a˜o do raio de predac¸a˜o se concentrou em torno de seu valor me´dio
(compare Fig. 3.4 com a Fig. 3.13). O nu´mero me´dio de predadores caiu consideravelmente e a
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Figura 3.13: Dinaˆmica predador-presa com capacidade de suporte Mc = 1 e com evoluc¸a˜o do raio de predac¸a˜o
para os dois grupos de paraˆmetros GI e GII. As figuras mostram as distribuic¸o˜es do raio de predac¸a˜o, ρ(Ry), em
func¸a˜o do tempo. A curva em vermelho mostra o valor me´dio do raio de predac¸a˜o, 〈Ry〉.
populac¸a˜o de presas se espalhou sobre o espac¸o. A ocupac¸a˜o do espac¸o aumentou de ≈ 74% para
≈ 90% (compare a Fig. 3.5 com a Fig. 3.14).
(ii) Para o Grupo GII de paraˆmetros nenhuma diferenc¸a qualitativa ocorre se a capacidade de
suporte finita e´ introduzida. A densidade de presas e predadores decai levemente e a ocupac¸a˜o do
espac¸o aumenta de 50% para 55%. A evoluc¸a˜o do raio de predac¸a˜o e´ praticamente indistingu´ıvel
(compare a Fig. 3.3 com a Fig. 3.12 e a Fig. 3.4 com a Fig. 3.13).
A ocorreˆncia de um raio de predac¸a˜o o´timo foi observada para todas as simulac¸o˜es e, portanto,
podemos concluir que este raio na˜o esta´ associado aos surtos populacionais ou a` capacidade de
suporte. Trabalhos experimentais teˆm sugerido que o tamanho da a´rea de forrageamento esta´
relacionado com a quantidade de alimento em torno do predador [11, 13, 14, 15, 16], de forma que,
quanto maior o recurso, menor e´ a a´rea de forrageamento. Entretanto, a Fig. 3.14 mostra que no
caso em que a densidade de presas por predador e´ alta o raio de predac¸a˜o tambe´m e´ alto ( Para o
grupo GI a densidade de presa por predador e´ ≈ 3, 4, ja´ para o grupo GII, esta densidade e´ 0, 85).
A fim de melhor entender a existeˆncia do raio o´timo, comparamos os resultados obtidos via
simulac¸a˜o com os resultados obtidos via aproximac¸o˜es para os dois grupos de paraˆmetros. As
equac¸o˜es que governam as aproximac¸o˜es de Campo Me´dio e de Pares foram desenvolvidas ante-
riormente, veja as Eqs. (2.43) e Eqs. (2.45) e (2.47), respectivamente. A mutac¸a˜o foi introduzido
nas aproximac¸o˜es considerando que existem apenas dois poss´ıveis raios de predac¸a˜o, R1 para os
predadores que possuem um raio de predac¸a˜o menor, e R2 para os predadores que possuem um
raio de predac¸a˜o maior. Caso ocorra mutac¸a˜o do raio de predac¸a˜o de um novo predador, o re-
spectivo raio de predac¸a˜o fica limitado a estes dois valores. Para comparar os resultados anal´ıticos
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Figura 3.14: Dinaˆmica predador-presa com capacidade de suporte Mc = 1 e com evoluc¸a˜o do raio de predac¸a˜o
em t = 3, 5 × 104 (para GI, gra´ficos acima) e t = 15.103 (para GII, gra´ficos abaixo). A` esquerda: distribuic¸a˜o
de presas (preto) e predadores (cinzas). A` direita: distribuic¸a˜o do valor do raio de predac¸a˜o. Cada cor indica um
intervalo de Ry (ver legenda ao lado do gra´fico), que varre um mesmo nu´mero de s´ıtios.
com os resultados obtidos via simulac¸a˜o, impomos, para as simulac¸o˜es, a mesma restric¸a˜o dos
poss´ıveis valores do raio de predac¸a˜o. Os gra´ficos da Fig. 3.15 comparam as me´dias globais, de
presas, 〈X¯〉, e predadores, 〈Y¯1〉 (〈Y¯2〉) cujo raio de predac¸a˜o e´ R1 (R2), obtidas via simulac¸a˜o
com aquelas obtidas via aproximac¸o˜es anal´ıticas. Tanto para as simulac¸o˜es quanto para as aprox-
imac¸o˜es, consideramos R2 = R1 + r
′, sendo r′ o valor mı´nimo suficiente para que o nu´mero de
s´ıtios dentro da vizinhanc¸a de predac¸a˜o seja maior para os predadores Y2. Isto e´, estudamos os
pares (R1;R2) = {(1, 00; 1, 42), (1, 42; 2, 00), (2, 00; 2, 24), (2, 24; 2, 83), . . .} (veja os valores dos
raios cr´ıticos na Tabela 2.1). Todos os pontos da Fig. 3.15, obtidos a partir das aproximac¸o˜es,
referem-se a um ponto fixo esta´vel. Para as simulac¸o˜es, os pontos representam a me´dia global de
presas e predadores por s´ıtio no intervalo 3× 103 < t ≤ 1, 8× 104.
Os resultados obtidos via simulac¸a˜o para GII, Fig. 3.15, revelam que o valor 〈Y¯1〉 se mante´m
menor do que 〈Y¯2〉 se R1 < 4, 13 (para GI) e R1 < 2, 00 (para GII). A partir de enta˜o, R1 ≥ 4, 13
o valor de 〈Y¯2〉 passa a ser menor do que 〈Y¯1〉. Este fato indica que a populac¸a˜o de predadores
tende a aumentar o seu raio de predac¸a˜o ate´ atingir o raio o´timo R = 4, 13. Analogamente, para o
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Figura 3.15: Dinaˆmica predador-presa para os grupos GI(acima) e GII (abaixo) de paraˆmetros, com capacidade
de suporte Mc = 1 e com evoluc¸a˜o do raio de predac¸a˜o. O valor do raio de mutac¸a˜o esta´ limitado a apenas dois
valores, R1 e R2 sendo R2 = R1+r′ e r′ o valor mı´nimo suficiente para que o nu´mero de s´ıtios dentro da vizinhanc¸a
de predac¸a˜o aumente. Os gra´ficos comparam a densidade me´dia de presas e predadores obtidos via aproximac¸a˜o de
Campo Me´dio (a` esquerda), aproximac¸a˜o de Pares (centro), e simulac¸a˜o (a` direita) em func¸a˜o de R1.
conjunto de paraˆmetrosGII, o raio o´timo e´ Ry = 2, pois as simulac¸o˜es, Fig. 3.15, evidenciaram que
a desidade de predadores Y1 passa a ser maior que a densidade de predadores Y2 quando R1 = 2.
A aproximac¸a˜o de Campo Me´dio descreve qualitativamente bem a densidade me´dia de presas
e predadores para R ≥ 2, 24. Para R < 2, 24 a aproximac¸a˜o de Pares e´ significativamente me-
lhor. Entretanto nenhuma das aproximac¸o˜es indicaram o valor do raio o´timo. De acordo com a
aproximac¸a˜o de Campo Me´dio, o raio o´timo seria o menor poss´ıvel pois a densidade 〈Y¯2〉 e´ sempre
menor do que 〈Y¯1〉. Quando a aproximac¸a˜o e´ descrita com maior detalhe, aproximac¸a˜o de Pares,
este cena´rio se inverte. A aproximac¸a˜o de Pares sugere que o raio o´timo e´ o maior poss´ıvel pois a
densidade de 〈Y¯1〉 e´ sempre menor do que 〈Y¯2〉.
Naturalmente, um ca´lculo aproximado limita a descric¸a˜o da modelagem e va´rias caracter´ısticas
acabam sendo negligenciadas. Uma delas e´ a estrate´gia do predador. Nas simulac¸o˜es, quando
uma presa e´ sorteada para ser atualizada, os predadores mais pro´ximos a` ela tem prefereˆncia na
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predac¸a˜o. Imagine, enta˜o, uma situac¸a˜o em que uma presa esta´ rodeada por va´rios predadores que
possuem diferentes raios de predac¸a˜o. O predador mais pro´ximo sera´ o primeiro a tentar predar.
Se este predador possuir um raio de predac¸a˜o alto, sua eficieˆncia em predar esta presa (hy) sera´
baixa, e provavelmente, este predador perdera´ a oportunidade de predar esta presa, que esta´ bem
pro´xima de sua resideˆncia. O segundo predador mais pro´ximo tera´, enta˜o, a chance de predar tal
presa. Se este predador possuir um raio de predac¸a˜o muito pequeno, ele na˜o podera´ “alcanc¸ar”
a presa. Se seu raio de predac¸a˜o for suficiente para alcanc¸ar a presa e sua eficieˆncia na˜o for ta˜o
pequena, este predador estara´ mais favora´vel a ter sucesso. Apo´s a predac¸a˜o, este predador da´
origem a um descendente que tera´ um raio de predac¸a˜o semelhante ao de seu pai. Observamos
que a predac¸a˜o hiera´rquica e´ fundamental para a ocorreˆncia de um raio de predac¸a˜o o´timo. A
aproximac¸a˜o de Pares nos ajuda a visualizar este cena´rio. Como a aproximac¸a˜o de Pares descreve
no ma´ximo um par de s´ıtios, na˜o e´ poss´ıvel introduzir nas equac¸o˜es a “predac¸a˜o hiera´rquica”,
logo a aproximac¸a˜o na˜o da´ prefereˆncia para predadores mais pro´ximos a` presa. Por outro lado, a
aproximac¸a˜o de Pares reconhece que a probabilidade de ocorrer em um par de s´ıtios, cuja ocupac¸a˜o
seja de uma presa e um predador, e´ baixa e, portanto, na˜o e´ estrategicamente interessante para o
predador possuir um raio de predac¸a˜o muito pequeno. A aproximac¸a˜o de Campo Me´dio na˜o faz
esta descric¸a˜o de um par de s´ıtios, errando, enta˜o, na previsa˜o que o menor raio de predac¸a˜o seria
o mais favora´vel.
Uma outra caracter´ıstica, presente na descric¸a˜o exata e na˜o introduzida nas aproximac¸o˜es, e´ a
formac¸a˜o de padro˜es espaciais. A cada gerac¸a˜o, a populac¸a˜o de presas pode deixar um descendente
em um dos quatro s´ıtios mais pro´ximos da sua posic¸a˜o espacial, que na˜o esteja ocupado. Este fato
promove aglomerados de presas e o espac¸o na˜o fica homogeneamente distribu´ıdo. Como exemplo,
observe a Fig. 3.14, em que tanto as presas quanto os predadores esta˜o aglomerados, sendo que
os predadores necessitam estar perto das presas para sobreviver. O padra˜o espacial para o Grupo
GI de paraˆmetros e´ marcado por uma grande densidade de presas, quase 60% de todo o espac¸o.
Como consequeˆncia, os aglomerados de presas sa˜o maiores e as presas no centro destes aglomerados
esta˜o mais protegidas dos predadores que possuem um raio de predac¸a˜o pequeno. Dessa forma, os
predadores que possuem um raio de predac¸a˜o maior, va˜o ter sucesso na predac¸a˜o destas presas. O
raio de predac¸a˜o acaba evoluindo para um valor suficiente para “tentar quebrar” o aglomerado de
presas. No caso em que foi considerada a capacidade de suporte infinita, as presas na˜o ocupavam
uma vasta regia˜o espacial e se aglomeravam em poucos s´ıtios. Neste caso, observamos que o raio
de predac¸a˜o era menor, ver Fig. 3.5.
Nas simulac¸o˜es, a predac¸a˜o e´ atualizada a partir da presa, ou seja, sorteia-se uma presa e
verifica o predador que ira´ preda´-la. Como consequeˆncia, aqueles predadores cujo raio e´ muito
grande, raramente podera˜o se alimentar e ,enta˜o, gerar descendentes. Uma pergunta imediata e´ se
54
o modelo e´ realista. Como um predador, “ao lado de uma presa”, na˜o consegue se alimentar dela?.
Na verdade, a posic¸a˜o espacial na˜o descreve a posic¸a˜o do predador em um instante, e sim o local
de sua resideˆncia. Logo, um predador com um raio grande deve varrer toda sua a´rea de predac¸a˜o
e passa menos tempo em torno de sua resideˆncia, permitindo a predac¸a˜o por um predador mais
eficiente.
No cap´ıtulo seguinte, tratamos o caso em que uma terceira espe´cie, predadora de Y , e´ intro-
duzida no sistema.
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Cap´ıtulo 4
Dinaˆmica de treˆs espe´cies
Neste cap´ıtulo discutimos o efeito da inclusa˜o de uma terceira espe´cie no sistema predador (Y )-
presa (X). A terceira espe´cie Z e´ predadora exclusiva de Y . Portanto, sua presenc¸a interfere
negativamente no crescimento populacional de Y , e indiretamente a favor do crescimento de X .
A formulac¸a˜o do modelo de treˆs espe´cies foi detalhada no Cap´ıtulo 2. Os paraˆmetros envolvidos
nesta modelagem sa˜o: (i) hx, gy e gz, relativos ao crescimento de X , Y e Z, respectivamente. O
valor gξ, sendo ξ = {y, z}, define a eficieˆncia do predador ξ, localizado no s´ıtio (i, j), em atacar
uma presa: hi,jξ = gξ/v
i,j
ξ , sendo v
i,j
ξ o nu´mero de s´ıtios na vizinhanc¸a de predac¸a˜o do predador;
(ii) dy e dz, taxa de mortalidade dos predadores Y e Z devido a fatores externos a`s interac¸o˜es
entre espe´cies (causas naturais, como velhice); (iii) Ry e Rz, raios de predac¸a˜o. O raio de predac¸a˜o
e´ uma caracter´ıstica dos predadores que se localizam em um s´ıtio. Quando permitimos mutac¸a˜o,
este paraˆmetro pode assumir diferentes valores em s´ıtios diferentes; (iv) µ, probabilidade de ocorrer
mutac¸a˜o no valor do raio de predac¸a˜o quando um novo grupo e´ fundado em uma nova regia˜o
espacial; (v) ǫ, variac¸a˜o do raio de predac¸a˜o, caso haja mutac¸a˜o. Este paraˆmetro aparece apenas
na modelagem do autoˆmato celular. (vi) Mc, capacidade de suporte por s´ıtio; (vii) N , largura
da rede de N × N s´ıtios, mantida em N = 100 para todas as simulac¸o˜es. Assim como ǫ, este
paraˆmetro esta´ presente exclusivamente nas simulac¸o˜es. Os paraˆmetros mencionados acima, assim
como um breve resumo de seus significados, esta˜o listados na Tabela 4.1
Em linhas gerais, a inclusa˜o da terceira espe´cie alterou significativamente os resultados obtidos
no cap´ıtulo anterior. Em especial, destacamos que o crescimento populacional se tornou muito
mais intenso. A atualizac¸a˜o da rede, composta por inu´meros indiv´ıduos, implicou em um grande
custo computacional. Em muitos casos, o tempo gasto para atualizar 104 s´ıtios, referente a um
passo de tempo, chegava a ultrapassar uma hora. Para obtermos resultados com 2 mil passos
de tempo, por exemplo, poder´ıamos levar ate´ 3 meses. O tratamento computacional se tornou,
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GII Significado
hx 0,5 Probabilidade de uma presa deixar um descendente
gy 1,2 Paraˆmetro que determina a eficieˆncia da predac¸a˜o de Y , h
i,j
y = gy/v
i,j
y
gz 1,0 Paraˆmetro que determina a eficieˆncia da predac¸a˜o de Z, h
i,j
z = gz/v
i,j
z
dy 0,15 Probabilidade de um predador Y morrer devido a causas naturais
dz 0,2 Probabilidade de um predador Z morrer devido a causas naturais
Ry ∈ R
+ Raio de predac¸a˜o dos predadores Y , situados no s´ıtio (i, j)
Rz ∈ R
+ Raio de predac¸a˜o dos predadores Z situados no s´ıtio (i, j)
µ ∈ {0; 0, 1} Probabilidade de ocorrer mutac¸a˜o no valor de Rξ
ǫ 0, 1 Variac¸a˜o do valor de Rξ caso haja mutac¸a˜o
Mc ∈ {1; 100} Capacidade de suporte por s´ıtio
N 100 Largura da rede, utilizada nas simulac¸o˜es do autoˆmato celular
Tabela 4.1: A tabela mostra os paraˆmetros envolvidos na dinaˆmica de treˆs espe´cies e seus respectivos valores
utilizados neste cap´ıtulo. Os paraˆmetros que envolvem X e Y sa˜o os mesmos utilizados no cap´ıtulo anterior para o
grupo de paraˆmetros GII.
portanto, invia´vel para o caso com capacidade de suporte infinita. Quando impomos Mc = 100,
este tempo de simulac¸a˜o se reduz de 3 meses para aproximadamente 1 dia. Dada esta limitac¸a˜o,
todos os resultados que apresentamos para a dinaˆmica de treˆs espe´cies possuem capacidade de
suporte Mc = 1 ou Mc = 100.
No cap´ıtulo anterior, apresentamos os resultados da dinaˆmica de duas espe´cies em func¸a˜o de
dois grupos de paraˆmetros, GI e GII, e analisamos os resultados em func¸a˜o de Ry, µ e Mc. Para
a dinaˆmica de treˆs espe´cies, optamos em apresentar os resultados apenas para o conjunto GII
de paraˆmetros, pois, para o grupo GI, raramente observamos a coexisteˆncia das treˆs espe´cies. A
fim de limitar os paraˆmetros a serem estudados, acrescentamos dois novos elementos ao grupo de
paraˆmetros GII: gz = 1 e dz = 0, 2. A Tabela 4.1 lista todos os paraˆmetros envolvidos na dinaˆmica
de treˆs espe´cies e os seus respectivos valores, que sera˜o abordados ao longo deste cap´ıtulo. A
dinaˆmica de treˆs espe´cies foi estudada para diferentes combinac¸o˜es de Ry e Rz , com presenc¸a ou
auseˆncia de mutac¸a˜o, µ = {0; 0, 1}. As aproximac¸o˜es foram desenvolvidas para o caso em que
Mc = 1, com auseˆncia de mutac¸a˜o.
Para todas as simulac¸o˜es impomos condic¸o˜es perio´dicas de contorno a` rede. A condic¸a˜o inicial
de estados da rede foi, para todas as simulac¸o˜es, definido aleatoriamente, sendo que 20% dos s´ıtios
foram ocupados por uma presa, outros 20% ocupados por um predador Y , e 10% ocupados por
predadores Z. Os raios de predac¸a˜o sa˜o, inicialmente, ideˆnticos para os predadores que pertencem
a uma mesma espe´cie. Nas simulac¸o˜es em que ha´ ocorreˆncia de mutac¸a˜o, ela foi permitida logo
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a partir da primeira iterac¸a˜o. Observamos que o comportamento assinto´tico da rede na˜o depende
das condic¸o˜es iniciais, com excec¸a˜o dos casos em que a condic¸a˜o inicial resulta na extinc¸a˜o de uma
das espe´cies. Assim, todas as condic¸o˜es iniciais que na˜o resultam na extinc¸a˜o de pelo menos uma
das espe´cies, evoluem para um mesmo comportamento assinto´tico.
4.1 Capacidade de suporte Mc = 100
No cap´ıtulo anterior, sec¸a˜o 3.2, relatamos que a existeˆncia de capacidade de suporteMc = 100, na˜o
modificava a dinaˆmica de duas espe´cies significativamente: a densidade me´dia de indiv´ıduos, o valor
do raio o´timo e o decaimento da distribuic¸a˜o da abundaˆncia de indiv´ıduos era aproximadamente
a mesma para Mc = 100 e Mc = ∞. Nesta sec¸a˜o, abordamos o problema de treˆs espe´cies para
Mc = 100 tanto para os casos sem mutac¸a˜o, quanto para os casos em que ha´ mutac¸a˜o do raio de
predac¸a˜o. Baseando nos resultados apresentados em 3.2, supomos que os resultados da dinaˆmica
de treˆs espe´cies, para Mc = 100, sejam tambe´m caracter´ısticos da dinaˆmica de treˆs espe´cies em
que Mc =∞.
4.1.1 Sem mutac¸a˜o
Nos casos em que ha´ auseˆncia de mutac¸a˜o precisamos definir dois valores de raio, Ry e Rz, que se
mantera˜o constantes ao longo de toda a simulac¸a˜o. Os gra´ficos da Fig. 4.1 mostram, para diferentes
valores de Ry e Rz, a evoluc¸a˜o temporal da me´dia de X , Y e Z, por s´ıtio, ao longo de 5 mil passos
de tempo. Ainda nesta figura esta˜o os padro˜es espaciais para o instante t = 5× 103. A Tabela 4.2
mostra os valores das me´dias globais (me´dia sobre o tempo e espac¸o) para os mesmos valores de
Ry e Rz , calculadas para 10
3 < t ≤ 5× 103. Para todas as combinac¸o˜es de Ry e Rz abordadas na
Fig. 4.1, o comportamento assinto´tico da me´dia de indiv´ıduos de cada espe´cie pode ser observado
para t ≥ 103.
Na regia˜o assinto´tica, observa-se que, para Ry = Rz = 1, a me´dia de indiv´ıduos de uma
determinada espe´cie, por s´ıtio, nunca atinge valores menores que 1. A densidade me´dia de presas
X oscila em torno de 〈X¯〉 = 19, 07 indiv´ıduos por s´ıtio, enquanto que, as populac¸o˜es de predadores
oscilam em torno de 〈Y¯ 〉 = 3, 38 e 〈Z¯〉 = 3, 65. Na˜o observamos os picos de densidade, como
observado no caso de duas espe´cies em que Ry = 1 (veja a Fig3.1). Como a me´dia de presas oscila
em torno de valores muito pro´ximos ao da capacidade de suporte, 〈X¯〉 ≈ Mc/5, acreditamos que
a auseˆncia destes picos esta´ associada a presenc¸a de uma baixa capacidade de suporte, quando
comparada a` me´dia global.
Quando o valor de Rz aumenta, Ry = 1 e Rz = 1, 42, a me´dia global de presas ultrapassa o
dobro da me´dia global observada no caso em que Ry = Rz = 1. Isto ocorre pois os predadores Z
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Ry=1
Rz=1
Ry=1
Rz=1,42
Ry=2
R =2z
Ry=3
Rz=2
Figura 4.1: Dinaˆmica de treˆs espe´cies sem mutac¸a˜o, com capacidade de suporte Mc = 100 para diferentes valores
de Ry e Rz (indicados a` esquerda dos gra´ficos). A` esquerda: a me´dia de presas, 〈X〉, e predadores, 〈Y 〉 e 〈Z〉, por
s´ıtio, em func¸a˜o do tempo. A` direita: padra˜o espacial em t = 5×103. Os c´ırculos em preto, vermelho e azul indicam
a presenc¸a de X, Y e Z, respectivamente. O tamanho dos c´ırculos e´ proporcional ao nu´mero de indiv´ıduos em cada
s´ıtio. A constante de proporcionalidade foi mantida a mesma para todos os gra´ficos.
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Ry Rz 〈X¯〉 〈Y¯ 〉 〈Z¯〉
1, 00 1, 00 19, 07 3, 38 3, 65
1, 00 1, 42 48, 24 1, 82 3, 52
2, 00 2, 00 12, 95 1, 39 4, 29
3, 00 2, 00 2, 43 0, 70 2, 37
6, 35 2, 84 0, 93 0, 44 1, 35
Tabela 4.2: Me´dias globais do nu´mero de presas 〈X¯〉 e predadores 〈Y¯ 〉 e 〈Z¯〉 calculadas sobre toda a rede, no
intervalo 103 < t ≤ 5× 103, para diferentes combinac¸o˜es de Ry e Rz . Todos estes valores equivalem ao caso em que
Mc = 100, com auseˆncia de mutac¸a˜o.
se tornam mais efetivos e a populac¸a˜o de presas X passa a ter espac¸o para crescer, em decorreˆncia
da diminuic¸a˜o de Y . O padra˜o espacial mostra que as presas X se organizam em um grande
aglomerado e seus predadores Y predam sobre a periferia deste aglomerado. A populac¸a˜o no
centro do aglomerado esta´ protegida da predac¸a˜o e facilmente atinge o valor ma´ximo de indiv´ıduos
permitido por s´ıtio. Os predadores Z “seguem” suas presas Y e o padra˜o espacial fica caracterizado
por um grande aglomerado contornado de duas bordas: uma referente a presenc¸a de Y e uma faixa
mais externa indicando a presenc¸a de Z.
Quando aumentamos o valor do de Ry para Ry ≥ 2, os predadores Y podem predar as presas
que esta˜o mais ao centro dos aglomerados, de modo que as presas na˜o atingem densidades ta˜o
altas. Quando Ry = 3 e Rz = 2, o padra˜o espacial se torna mais homogeˆneo e as densidades
me´dias decaem consideravelmente.
Os gra´ficos da Fig. 4.2 mostram, para diferentes valores de Ry e Rz, as distribuic¸o˜es de
abundaˆncia, Pk(n), referentes a` probabilidade de um s´ıtio da rede ser ocupado por n indiv´ıduos da
espe´cie k. Estes gra´ficos foram constru´ıdos para 2 × 103 < t ≤ 5 × 103. A distribuic¸a˜o de proba-
bilidades para X evidencia que o nu´mero destas presas em um s´ıtio frequentemente atinge o valor
ma´ximo, se Ry ≤ 2. Note que, no caso em que Ry = 1 e Rz = 1, 42, o valor de Px(100) = 0, 44,
sendo
∑Mc
n=1 Px(n) = 0, 65, ou seja, em me´dia, 44% dos s´ıtios da rede esta˜o ocupados por 100 presas,
enquanto que 21% da rede esta´ ocupada por 99 presas, ou menos. Ja´ a populac¸a˜o de predadores
Y e Z ocupam, para estes mesmos valores de Ry e Rz , 3, 5% e 23% da rede, respectivamente.
Todas as distribuic¸o˜es do gra´fico Px(n) possuem uma cauda com decaimento monotoˆnico se
n < Mc. Ja´ as distribuic¸o˜es Py(n), quando R ≤ 2, possuem um decaimento oscilato´rio. Para
Ry ≥ 3, o decaimento de Py(n) passam a ser monotoˆnico para n < Mc. Os decaimentos das
distribuic¸o˜es Pz(n) possuem pequenas oscilac¸o˜es para praticamente todas as combinac¸o˜es de Ry e
Rz . Apenas quando Ry = 6, 33 e Rz = 2, 28, o decaimento da distribuic¸a˜o volta a ser monotoˆnico
se n < Mc.
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Figura 4.2: Dinaˆmica de treˆs espe´cies com capacidade de suporte Mc = 100. Os gra´ficos mostram a probabilidade
de se encontrar um s´ıtio, em um determinado intervalo de tempo 2×103 < t ≤ 5×103, com n indiv´ıduos da espe´cie
X (a` esquerda), Y (a` direita) ou Z (abaixo).
No cap´ıtulo anterior, discutimos os efeitos da capacidade de suporte na dinaˆmica de duas
espe´cies. Pequenas oscilac¸o˜es tambe´m estavam presentes em algumas das distribuic¸o˜es (veja a
Fig. 3.7). Na ana´lise que fizemos sobre o efeito da capacidade de suporte, mostramos que estas
pequenas oscilac¸o˜es na˜o se intensificam ao diminuirmos o valor de Mc, e devem se desfazer quando
Mc = ∞. Entretanto, aquelas oscilac¸o˜es na˜o eram ta˜o intensas quanto as oscilac¸o˜es observadas
nas distribuic¸o˜es de Py(n), para Ry ≤ 2, presentes na Fig. 4.2. Com excec¸a˜o destas distribuic¸o˜es,
acreditamos que as concluso˜es obtidas para o efeito da capacidade de suporte, na dinaˆmica de
duas espe´cies, possam ser aplicadas para a dinaˆmica de treˆs espe´cies. Sendo assim, uma vez que o
ca´lculo para Mc =∞ e´ invia´vel, podemos fazer algumas projec¸o˜es sobre ele. Em uma situac¸a˜o em
que na˜o ha´ limitac¸a˜o da capacidade de suporte,Mc =∞, esperamos que: (i) A ocupac¸a˜o do espac¸o
por indiv´ıduos de uma mesma espe´cie se mantenha, isto e´
∑Mc=100
n=1 Pk(n) =
∑Mc=∞
n=1 Pk(n); (ii)
A me´dia de indiv´ıduos por s´ıtio aumente. (iii) Os valores dos raios o´timos, obtidos nos casos em
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que a mutac¸a˜o e´ permitida, sejam os mesmos encontrados no caso em que Mc = 100 (a presenc¸a
de mutac¸a˜o, assim como o valor do raio o´timo, sera´ apresentada na pro´xima sec¸a˜o).
A Fig. 4.2 tambe´m mostra a distribuic¸a˜o de abundaˆncia para Ry = 3 e Rz = 1. Neste caso, os
predadores Y se dispersam sobre o espac¸o e a populac¸a˜o Z acaba na˜o encontrando seu alimento
e, portanto, Z se extingue. Logo, esta distribuic¸a˜o se reduz ao sistema de duas espe´cies em que
Ry = 3. E´ interessante notar que a presenc¸a da terceira espe´cie realmente aumenta a probabilidade
dos s´ıtios serem ocupados por mais indiv´ıduos: perceba que as distribuic¸o˜es Px(n) e Py(n), para o
caso em que ocorre extinc¸a˜o, esta˜o bem abaixo das demais distribuic¸o˜es. Para melhor exemplificar
a alterac¸a˜o da dinaˆmica quando a terceira espe´cie persiste no sistema, vamos comparar este caso
que ocorre extinc¸a˜o de Z, Ry = 3 e Rz = 1, com um caso em que Z persiste na dinaˆmica, Ry = 3 e
Rz = 2. Para o primeiro caso, a ocupac¸a˜o do espac¸o por X e Y e´, 〈S¯x〉ext. = 0, 10 e 〈S¯y〉ext. = 0, 30,
e as respectivas me´dias globais sa˜o 〈X¯〉ext. = 0, 17 e 〈Y¯ 〉ext. = 0, 55. Para o caso em que a terceira
espe´cie sobrevive, observamos que a ocupac¸a˜o das presas X aumenta para 〈S¯x〉per. = 0, 27 e sua
me´dia global para 〈X¯〉per. = 2, 44. A presenc¸a do predador Z reduz a ocupac¸a˜o de Y para apenas
8% da rede, 〈S¯y〉per. = 0, 08. Entretanto a me´dia de predadores na rede sobe para 〈Y¯ 〉per. = 0, 70.
Ou seja, apesar do predador Z predar sobre Y , reduzindo a ocupac¸a˜o espacial deste predador,
a densidade de Y na rede e´ maior quando as treˆs espe´cies esta˜o presentes do que quando existe
apenas X e Y . No caso em que ha´ persisteˆncia de Z, a populac¸a˜o desta espe´cie ocupa 40% da
rede, 〈S¯z〉per. = 0, 40, e sua me´dia global e´ , 〈Z¯〉per. = 2, 37.
4.1.2 Com mutac¸a˜o
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Figura 4.3: Dinaˆmica de treˆs espe´cies com capacidade de suporte Mc = 100 e evoluc¸a˜o do raio de predac¸a˜o. A`
esquerda: evoluc¸a˜o temporal da densidade me´dia de presas, 〈X〉, e predadores, 〈Y 〉 e 〈Z〉. A` direita: evoluc¸a˜o
temporal do valor me´dio dos raios de predac¸a˜o, 〈Ry〉 e 〈Rz〉. As linhas horizontais indicam os valores cr´ıticos de R
(Tabela 2.1).
Quando permitimos que ambas as espe´cies de predadores possam adaptar seus respectivos raios
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Figura 4.4: Padra˜o espacial da dinaˆmica de treˆs espe´cies em t = 1, 4×103, com capacidade de suporte Mc = 100 e
evoluc¸a˜o do raio de predac¸a˜o. A` esquerda: distribuic¸a˜o espacial de X (preto), Y (vermelho) e Z (azul). O tamanho
dos s´ımbolos e´ proporcional ao nu´mero de indiv´ıduos no s´ıtio. Ao centro: distribuic¸a˜o do raio de predac¸a˜o de Y . A`
direita: distribuic¸a˜o do raio de predac¸a˜o de Z.
de predac¸a˜o, atrave´s da mutac¸a˜o, observamos a existeˆncia de um raio o´timo para cada espe´cie de
predador.
A Fig. 4.3 mostra a evoluc¸a˜o temporal do nu´mero me´dio, por s´ıtio, de X , Y e Z, e do valor
me´dio dos raios de predac¸a˜o. Para estes resultados, consideramos que, inicialmente, os raios de
predac¸a˜o de todos os predadores, de ambas as espe´cies, sa˜o os mesmos: Ry0 = Rz0 = 1. Enquanto
os valores dos raios de predac¸a˜o sa˜o pequenos, t < 1500, as densidades 〈X〉 e 〈Y 〉 decaem, e 〈Z〉
oscila variando bastante sua amplitude. Quando t > 6000 o sistema atinge o regime assinto´tico.
Observa-se que os predadores Y adaptam seus raios de predac¸a˜o para valores em torno de Ry ≈ 6, 5
e os predadores Z para Rz ≈ 2, 3. A Fig. 4.4 mostra a distribuic¸a˜o espacial das presas e predadores
em t = 1, 4× 104, para o mesmo caso abordado na Fig. 4.3. Em t = 1, 4× 104 os valores dos raios
de predac¸a˜o variam em torno de 5, 39 ≤ Ry ≤ 7, 6 e 1, 42 ≤ Rz ≤ 3, 17 e os indiv´ıduos esta˜o
distribu´ıdos de forma mais homogeˆnea, se comparado com os casos sem mutac¸a˜o e Ry ≤ 2. No
regime assinto´tico, tanto a distribuic¸a˜o de indiv´ıduos quanto o valor do raio de predac¸a˜o sofrem
mudanc¸as, mas que na˜o chegam a alterar qualitativamente o padra˜o espacial. A Fig. 4.2 mostra,
para este mesmo caso, as distribuic¸o˜es da abundaˆncia me´dia de indiv´ıduos por s´ıtio, para cada
espe´cie. Estas distribuic¸o˜es foram calculadas no intervalo de tempo 103 < t ≤ 1, 4× 103. Observe
que as distribuic¸o˜es para o caso com mutac¸a˜o concordam com aquelas em que na˜o e´ permitido
mutac¸a˜o sendo Ry = 6, 33 e Rz = 2, 83 (tambe´m mostrada na Fig. 4.2).
No cap´ıtulo anterior, relatamos que, na dinaˆmica de duas espe´cies para GII, o valor o´timo do
raio de predac¸a˜o era Ry ≈ 2, 8. A inclusa˜o da terceira espe´cie fez, portanto, com que os predadores
Y se adaptassem a raios de predac¸a˜o aproximadamente 2 vezes maior, Ry ≈ 6, 5, de modo que
sua eficieˆncia passou a valer em torno hy ≈ 0, 009 (vy = 136). Com um raio de predac¸a˜o maior,
os predadores Y se tornam capazes de predar sobre os grandes aglomerados de presas (observe a
Fig. 4.1 para Ry ≤ 2). Acreditamos, enta˜o, que este seja um dos motivos pelo qual estes predadores
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evoluam seus raios de predac¸a˜o para um valor maior. Entretanto, no caso sem mutac¸a˜o, em que
Ry = 3 e Rz = 2, observamos que os grandes aglomerados de presas ja´ podiam ser atacados
por Y (veja a Fig. 4.1). Logo, este mecanismo na˜o e´ o u´nico fator que torna Ry ≈ 6, 5 o raio
o´timo para a populac¸a˜o Y . Como discutido na sec¸a˜o anterior, o caso em que Ry = 3 e Rz = 2,
resulta em uma baixa ocupac¸a˜o espacial (8%) dos predadores Y e uma me´dia global igual a 0, 70
indiv´ıduos por s´ıtio. Ao permitir mutac¸a˜o nos raios de predac¸a˜o, os predadores Y passam a ocupar
11% da rede e a me´dia global decai para 0, 44. O aumento da ocupac¸a˜o espacial e decre´scimo da
me´dia global, promovem uma menor competic¸a˜o entre os predadores Y , e este pode ser um outro
mecanismo responsa´vel pelo crescimento do raio o´timo. Apesar de muitas vezes recorrermos aos
valores da ocupac¸a˜o espacial e me´dia global, ainda na˜o pudemos observar uma relac¸a˜o matema´tica,
entre estas caracter´ısticas, que pudesse prever ou confirmar o valor do raio o´timo. Provavelmente
existam va´rias outras carater´ısticas responsa´veis pela evoluc¸a˜o do raio o´timo. Uma discussa˜o mais
detalhada sobre isso sera´ feita no cap´ıtulo seguinte.
Tambe´m estudamos os casos em que apenas uma das espe´cies predadoras poderia adaptar seu
raio de predac¸a˜o. Quando o raio de Z e´ fixo em Rz = 1 e Ry e´ varia´vel, observamos que Y
se adapta de forma a extinguir a populac¸a˜o Z. Ao realizar esta simulac¸a˜o, consideramos que,
inicialmente, Ry0 = 1. Ao passar do tempo, o valor de 〈Ry〉 aumenta. Quando 〈Ry〉 ≈ 2, 3, a
populac¸a˜o Z se extingue. A partir de enta˜o, o sistema passa a ser constitu´ıdo de apenas duas
espe´cies, e o raio o´timo converge para 〈Ry〉 ≈ 2, 8. Tambe´m simulamos um caso em que a Rz e´
fixo em Rz = 2, 83 e Ry podendo sofrer mutac¸a˜o, sendo Ry0 = 5. Note que, para esta simulac¸a˜o,
o raio Rz = 2, 83 refere-se ao raio o´timo de Z, quando ambas as espe´cies de predadores podem
sofrer mutac¸a˜o. Para esta simulac¸a˜o, Z na˜o se extinguiu e os predadores Y adaptaram seus raios
em torno de Ry ≈ 6, 33. A dinaˆmica, enta˜o, ficou ana´loga ao caso em que ocorre mutac¸a˜o para
ambas as espe´cies predadoras (Figs. 4.3 e 4.4).
No caso em que o raio de Y e´ fixo em Ry = 1 e o raio de Z pode sofrer mutac¸a˜o, observamos
que Rz evolui para 〈Rz〉 ≈ 1, 7. A Fig. 4.5 mostra a evoluc¸a˜o da me´dia de presas X , predadores
Y , predadores Z e do raio de predac¸a˜o de Z, para este caso. Com relac¸a˜o ao padra˜o espacial, ele
e´ semelhante ao caso em que na˜o ha´ mutac¸a˜o, com Ry = 1 e Rz = 1, 42.
4.2 Capacidade de suporte Mc = 1
Ao restringirmos Mc = 1, podemos utilizar as aproximac¸o˜es anal´ıticas desenvolvidas na sec¸a˜o 2.2.
Lembramos que, para a dinaˆmica de treˆs espe´cies, este ca´lculo foi desenvolvido apenas para o caso
em que na˜o ha´ mutac¸a˜o.
Na pro´xima subsec¸a˜o comparamos os resultados, sem mutac¸a˜o, provenientes das aproximac¸o˜es
anal´ıticas com aqueles provenientes do autoˆmato celular. Em seguida apresentamos os resultados,
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Figura 4.5: Dinaˆmica de treˆs espe´cies com capacidade de suporte Mc = 100 e evoluc¸a˜o do raio de predac¸a˜o
apenas para os predadores Z. O raio de predac¸a˜o de Y foi mantido em Ry = 1. A` esquerda: evoluc¸a˜o temporal da
densidade me´dia de presas, 〈X〉, e predadores, 〈Y 〉 e 〈Z〉. A` direita: evoluc¸a˜o temporal do valor me´dio dos raios de
predac¸a˜o, 〈Ry〉 = 1 e 〈Rz〉. As linhas horizontais indicam os valores cr´ıticos de R (veja a Tabela 2.1).
para o caso com mutac¸a˜o e Mc = 1, obtidos exclusivamente via simulac¸o˜es.
4.2.1 Mc = 1 sem mutac¸a˜o
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Figura 4.6: Dinaˆmica de treˆs espe´cies com capacidade de suporte Mc = 1 e sem mutac¸a˜o do raio de predac¸a˜o, em
func¸a˜o da eficieˆncia do predador Z, hz . Os demais paraˆmetros foram fixados nos valores mostrados na Tabela 4.1.
Os gra´ficos comparam a me´dia de presas, 〈X〉, e predadores, 〈Y 〉 e 〈Z〉, obtidas via aproximac¸o˜es de Campo Me´dio
(a` esquerda) e Pares (a` direita), com os resultados obtidos via simulac¸a˜o (em ambos os gra´ficos).
As Eqs. (2.30) e as Eqs. (2.33) e (2.31), descrevem a dinaˆmica de treˆs espe´cies de acordo com as
aproximac¸o˜es de Campo Me´dio e Pares, respectivamente. A Fig. 4.6 compara, para Ry = Rz = 1, a
densidade de presas e predadores obtidas via aproximac¸o˜es de Campo Me´dio e Pares, com aquelas
obtidas via simulac¸a˜o. Todos os pontos obtidos via aproximac¸o˜es referem-se a pontos fixos esta´veis.
Os pontos referentes a`s simulac¸o˜es foram obtidos a partir da me´dia, por s´ıtio, de indiv´ıduos de
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cada espe´cie no intervalo 3× 103 < t ≤ 3× 104. Assim como no caso de duas espe´cies, Fig. 3.10, a
aproximac¸a˜o de Pares descreve melhor a dinaˆmica exata do que a aproximac¸a˜o de Campo Me´dio.
Como vimos no in´ıcio deste cap´ıtulo, Fig. 4.3, a inclusa˜o da terceira espe´cie resulta em padro˜es
espaciais mais elaborados e, consequentemente, a descric¸a˜o das aproximac¸o˜es na˜o e´ ta˜o boa quanto
no caso de apenas duas espe´cies. De toda forma, o uso das aproximac¸o˜es na˜o perde o seu valor,
uma vez que o custo computacional e´ reduzido significativamente. Para obter os pontos referentes
a`s simulac¸o˜es dos gra´ficos da Fig. 4.6, por exemplo, foram necessa´rios quase dois dias completos de
uso computacional. Ja´ os resultados provenientes das aproximac¸o˜es necessitam apenas de poucos
segundos.
4.2.2 Mc = 1 com mutac¸a˜o
Os resultados obtidos para o caso com mutac¸a˜o e Mc = 1 foram realizados apenas via simulac¸a˜o.
Os gra´ficos da Fig. 4.7 mostram a densidade me´dia, por s´ıtio, de presas e predadores e a me´dia
dos raios de predac¸a˜o em func¸a˜o do tempo. Os gra´ficos da Fig. 4.8 mostram, para t = 1, 4× 104,
o padra˜o espacial da distribuic¸a˜o de indiv´ıduos e a distribuic¸a˜o dos raios de predac¸a˜o de Y e
Z. Todos estes gra´ficos se referem a uma mesma simulac¸a˜o, sendo que, inicialmente, todos os
predadores possuiam o mesmo raio de predac¸a˜o, Ry0 = Rz0 = 2. A mutac¸a˜o e´ implementada ja´ a
partir do primeiro passo de tempo.
A escolha da condic¸a˜o inicialRy0 = Rz0 = 2 vem do fato da populac¸a˜o Z se extinguir quando ela
assume um pequeno raio de predac¸a˜o. Observe a Fig. 4.6, quando hz = 0, 25: tanto a aproximac¸a˜o
de Pares, quanto a simulac¸a˜o, indicam que a populac¸a˜o Z e´ nula. O valor dos raios iniciais foram,
enta˜o, escolhidos com a finalidade de se evitar a extinc¸a˜o de Z. Apesar de Rz0 = 2 ser um raio
pequeno, este raio e´ suficiente para que Z se adapte ao sistema. De fato, a evoluc¸a˜o temporal
de 〈Z〉, na Fig. 4.7, indica que esta me´dia aumenta na medida em que o valor de Rz aumenta,
evitando densidades muito baixas.
Ao contra´rio da Fig. 4.3, a Fig. 4.7 mostra que o raio me´dio do predador Z converge para um
valor maior do que o do predador Y . A diferenc¸a entre a modelagem destes dois resultados e´,
simplesmente, o valor da capacidade de suporte. Para a primeira figura, o valor da capacidade de
suporte e´ Mc = 100, resultando 〈Ry〉 ≈ 6, 33 e 〈Rz〉 ≈ 2, 83. Para a Fig. 4.7 o valor da capacidade
de suporte e´ Mc = 1 e os valores dos raios o´timos sa˜o 〈Ry〉 ≈ 3, 7 e 〈Rz〉 ≈ 5, 5. Na sec¸a˜o anterior,
4.1.2, sugerimos que a baixa ocupac¸a˜o espacial de um predador esta´ relacionada ao aumento do raio
o´timo. Vimos que, para Mc = 100, os valores referente a ocupac¸a˜o espacial de presas e predadores
eram 〈S¯x〉 = 0, 25, 〈S¯y〉 = 0, 11 e 〈S¯z〉 = 0, 38, respectivamente. Ou seja, o predador com menor
ocupac¸a˜o espacial, Y , adaptou-se para raios maiores. Para o caso em que Mc = 1, a ocupac¸a˜o do
espac¸o foi de 〈S¯x〉 = 0, 29, 〈S¯y〉 = 0, 26 e 〈S¯z〉 = 0, 17. Ou seja, novamente a ocupac¸a˜o espacial
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Figura 4.7: Dinaˆmica de treˆs espe´cies com capacidade de suporte Mc = 1 e evoluc¸a˜o do raio de predac¸a˜o. A`
esquerda: evoluc¸a˜o temporal da densidade me´dia de presas, 〈X〉, e predadores, 〈Y 〉 e 〈Z〉. A` direita: evoluc¸a˜o
temporal o valor me´dio dos raios de predac¸a˜o, 〈Ry〉 e 〈Rz〉. As linhas horizontais indicam os valores cr´ıticos de R
(Tabela 2.1).
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Figura 4.8: Padra˜o espacial da dinaˆmica de treˆs espe´cies com capacidade de suporte Mc = 1 e evoluc¸a˜o do raio
de predac¸a˜o em t = 14.103. A` esquerda: distribuic¸a˜o espacial de X (preto), Y (vermelho) e Z (azul). Ao centro:
distribuic¸a˜o do raio de predac¸a˜o de Y . A` direita: distribuic¸a˜o do raio de predac¸a˜o de Z.
esta´ relacionada ao tamanho do raio: quanto menor a ocupac¸a˜o espacial de um predador, maior e´
seu o raio de predac¸a˜o.
No pro´ximo cap´ıtulo, resumimos os resultados apresentado para duas e treˆs espe´cies e apresen-
tamos uma discussa˜o sobre os fatores que aparentam proporcionar o aumento e a diminuic¸a˜o do
raio de predac¸a˜o.
4.3 Capacidade de suporte exclusiva em X
A limitac¸a˜o do nu´mero de indiv´ıduos por s´ıtio poderia tambe´m ter sido aplicada a apenas uma das
espe´cies. Por exemplo, podemos impor que o nu´mero de indiv´ıduos X em cada s´ıtio na˜o ultrapasse
um determinado valor enquanto que o crescimento das populac¸o˜es Y e Z fica ilimitado. Note que
em teoria de campo me´dio esse efeito sobre X e´ modelado como em um termo log´ıstico da forma
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Figura 4.9: Dinaˆmica de treˆs espe´cies sem mutac¸a˜o, sendo Ry = 1 e Rz = 1. A` esquerda: capacidade de suporte
Mc = 100 indiv´ıduos por s´ıtio, imposta para todas as espe´cies. A` direita: capacidade de suporte finita exclusiva
para as presas X, fixada em 100 presas por s´ıtio. O nu´mero de predadores por s´ıtio na˜o foi limitado.
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Figura 4.10: Distribuic¸a˜o de abundaˆncia Pw(n) referente a` probabilidade de um s´ıtio estar ocupado por n in-
div´ıduos da espe´cie w. Veja a legenda a` direita dos gra´ficos. Cada gra´fico apresenta as distribuic¸o˜es para dois casos:
(i) dinaˆmica de treˆs espe´cies sem mutac¸a˜o e Ry = Rz = 1; e (ii) dinaˆmica de treˆs espe´cies com mutac¸a˜o do raio
de ambos os predadores. A` esquerda: capacidade de suporte Mc = 100 aplicada a todas as espe´cies. A` direita:
capacidade de suporte finita exclusiva para as presas X, fixada em 100 presas por s´ıtio, o nu´mero de predadores por
s´ıtio na˜o foi limitado.
x˙ = µ
(
1− x
Mc
)
, sendo µ uma constante positiva e Mc a capacidade de suporte.
Se considerarmos que X possa ocupar um s´ıtio com no ma´ximo um indiv´ıduo, quando um
predador Y preda´-lo, o novo descendente necessariamente migrara´ para o s´ıtio ocupado pela presa
e o nu´mero ma´ximo de predadores em um s´ıtio fica indiretamente confinado a um. O mesmo ocorre
com a predac¸a˜o de Z sobre Y : uma vez que a populac¸a˜o de Y na˜o ultrapassa um indiv´ıduo em
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um s´ıtio, cada ataque de Z corresponde a` morte de Y e a` migrac¸a˜o de um novo indiv´ıduo Z para
o s´ıtio predado. Sendo assim, limitar apenas o crescimento da presa a um indiv´ıduo por s´ıtio e´
ana´logo a limitar o crescimento de todas as espe´cies a` Mc = 1.
No caso de que a limitac¸a˜o das presas seja de, por exemplo, no ma´ximo duas por s´ıtio, o
sistema na˜o e´ ana´logo ao caso em que a capacidade de suporte da rede e´ Mc = 2. Note: quando
um predador Y ataca um s´ıtio ocupado por duas presas e tem sucesso na predac¸a˜o de ambas
as presas, o s´ıtio ocupado pelo predador aumenta de um indiv´ıduo e o s´ıtio predado passa a ser
ocupado por um predador. Se, por acaso, aquele predador predar sobre um outro s´ıtio ocupado
por outras duas presas, a populac¸a˜o no s´ıtio deste predador novamente aumenta de uma unidade
e o nu´mero de indiv´ıduos Y em um s´ıtio pode crescer enquanto houver recurso em sua volta.
Analogamente, a predac¸a˜o de Z sobre Y na˜o indica que o nu´mero de predadores Z em um s´ıtio
sera´ limitado a dois.
A fim de verificar o efeito da capacidade de suporte finita exclusiva sobre X , impomos que
o nu´mero ma´ximo de presas na˜o possa ultrapassar 100 indiv´ıduos por s´ıtio. Fizemos isso para
dois casos: (i) Ry = Rz = 1 e sem mutac¸a˜o; e (ii) com mutac¸a˜o do raio de predac¸a˜o de ambos
os predadores. Em ambos os casos observamos que o crescimento da populac¸a˜o de predadores e´
controlada, mas alguns s´ıtios acabam sendo bastante povoados. Ao compararmos esse novo ca´lculo
com a situac¸a˜o em que a capacidade de suporte e´ aplicada para todas as espe´cies, realizado na
sec¸a˜o 4.1, observamos apenas um ligeiro aumento na densidade de predadores, tanto para o caso (i)
quanto para (ii). Ale´m disso, em (ii) verificamos que o valor do raio o´timo na˜o e´ alterado. A Fig. 4.9
apresenta esta comparac¸a˜o para o caso (i). A Fig. 4.10 mostra a distribuic¸a˜o de abundaˆncia de cada
espe´cie para os dois casos e para ambas as situac¸o˜es da aplicac¸a˜o da capacidade de suporte. Os
dados destes gra´ficos correspondem ao intervalo 2×103 < t ≤ 5×103. Observa-se que as populac¸o˜es
de predadores Y em um s´ıtio chega a ultrapassar 300 indiv´ıduos e a populac¸a˜o Z ultrapassa 600
indiv´ıduos em um s´ıtio. Os picos presentes na distribuic¸a˜o Py(n), para o caso (i) e capacidade de
suporte finita exclusiva em X , correspondem a exatamente 100, 200 e 300 indiv´ıduos em um s´ıtio.
Provavelmente estes picos esta˜o associados ao valor da capacidade de suporte de X . Se esperarmos
um tempo suficientemente longo, provavelmente ver´ıamos um outro pico em 400 indiv´ıduos. Estes
picos na˜o esta˜o presentes na dinaˆmica com mutac¸a˜o, provavelmente devido ao fato da densidade
das presas X na˜o atingirem sua capacidade de suporte ta˜o frequentemente quanto no caso anterior.
Observe que Px(100)≪ Px(1) no caso com mutac¸a˜o, enquanto que Px(100) > Px(1) no caso sem
mutac¸a˜o.
A inclusa˜o de capacidade de suporte finita modela situac¸o˜es em que a populac¸a˜o de uma
determinada espe´cie na˜o cresce ale´m de um determinado valor. A raza˜o de tal limitac¸a˜o esta´
relacionada a` competic¸a˜o entre os indiv´ıduos que habitam uma mesma regia˜o espacial. Quando
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impomos que a capacidade de suporte e´ infinita, estamos dizendo que na˜o existe competic¸a˜o e a
populac¸a˜o em um s´ıtio pode crescer enquanto houver recurso. A inclusa˜o da capacidade de suporte
finita exclusiva a` espe´cie X , trata o caso em que o crescimento estas presa e´ limitado devido a
competic¸a˜o e os predadores tem o crescimento indiretamente controlado devido a quantidade de
recurso. Os resultados apresentados na Fig. 4.10 mostram que existe uma tendeˆncia dos s´ıtios
ficarem muito povoados mesmo quando a quantidade de recurso e´ limitado.
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Cap´ıtulo 5
Concluso˜es
Neste trabalho estudamos a dinaˆmica de cadeias alimentares: denominamos X a espe´cie perten-
cente ao primeiro n´ıvel tro´fico; Y a espe´cie predadora exclusiva de X ; e Z predadora exclusiva
de Y . A modelagem utilizada foi a modelagem baseada no indiv´ıduo, em que cada indiv´ıduo e´
descrito explicitamente. A ferramenta utilizada foi o autoˆmato celular, que modela as ac¸o˜es so-
bre o indiv´ıduo a partir de regras de atualizac¸o˜es. Sobre esta modelagem destacamos que: (i) O
modelo possibilita que mais de um indiv´ıduo habite uma mesma regia˜o espacial e o paraˆmetro que
controla o nu´mero de indiv´ıduos por s´ıtio e´ a capacidade de suporte, Mc. Estudamos a dinaˆmica
para diferentes valores de Mc; (ii) A a´rea de forrageio dos predadores e´ definida por um raio de
predac¸a˜o, que pode sofrer mutac¸a˜o ao longo das gerac¸o˜es. Investigamos a dinaˆmica de duas e treˆs
espe´cies tanto na auseˆncia como na presenc¸a de mutac¸a˜o do raio de predac¸a˜o; (iii) A predac¸a˜o
ocorre de forma hiera´rquica, ou seja, os predadores que possuem suas tocas/ninhos mais pro´ximos
de uma presa tem prioridade em preda´-la.
As aproximac¸o˜es anal´ıticas desenvolvidas trataram casos simplificados do modelo original: (i)
Dinaˆmica de duas e treˆs espe´cies sem mutac¸a˜o e capacidade de suporte igual a um indiv´ıduo por
s´ıtio; (ii) Dinaˆmica de duas espe´cies com mutac¸a˜o do raio de predac¸a˜o limitado a dois u´nicos valores
e capacidade de suporte igual a um indiv´ıduo por s´ıtio.
Tanto no modelo de metapopulac¸o˜es, proposto anteriormente [21, 22], quanto a modelagem
baseada no indiv´ıduo, aqui abordada, concordam que pequenas a´reas de forrageamento podem re-
sultar em surtos populacionais. Nossa primeira refereˆncia aos surtos populacionais foi no Cap´ıtulo 1,
identificando-os como sendo os picos de densidade presentes na evoluc¸a˜o temporal da me´dia de in-
div´ıduos por s´ıtio (veja a Fig. 1.1). Picos semelhantes a estes foram observados na modelagem
baseada no indiv´ıduo apenas no caso da dinaˆmica de duas espe´cies, para Ry = 1 e auseˆncia de
capacidade de suporte (veja a Fig. 3.1). Para a dinaˆmica de treˆs espe´cies, abordamos apenas o caso
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com capacidade de suporte Mc = 100 indiv´ıduos por s´ıtio. Acreditamos que esta limitac¸a˜o tenha
inibido o super crescimento populacional e que tais surtos poderiam aparecer quando Mc = ∞.
Este caso na˜o foi tratado devido ao alto custo computacional.
O reconhecimento dos altos picos de densidade, a partir da evoluc¸a˜o temporal da me´dia de
indiv´ıduos, muitas vezes acaba ocultando os surtos populacionais que ocorrem em alguns poucos
s´ıtios da rede. Os gra´ficos que mostram a distribuic¸a˜o de abundaˆncia de indiv´ıduos, Figs. 3.2 e
4.2, revelam que altas densidades populacionais em um s´ıtio da rede podem ocorrer para va´rias
combinac¸o˜es de Ry e Rz.
Para a dinaˆmica de duas espe´cies e Ry ≥ 2, 83, registramos que a densidade populacional em
um s´ıtio atingiu valores com duas ordens de grandeza maior do que a respectiva me´dia global
(calculada sobre o espac¸o e tempo). A` medida que Ry diminui, esta proporc¸a˜o aumenta atingindo
uma relac¸a˜o de quatro ordens de grandeza maior. Em nenhum momento nos preocupamos em
definir quantitativamente os surtos populacionais, lanc¸amos apenas a ideia de que os surtos esta˜o
relacionados ao alto crescimento populacional em relac¸a˜o a` me´dia global. Considerando que um
crescimento de duas ordens de grandeza, em relac¸a˜o a respectiva me´dia global, ja´ seja suficiente para
caracterizar um surto populacional, podemos dizer que surtos locais esta˜o presentes na dinaˆmica
de duas espe´cies, para qualquer valor de Ry. O decaimento do tipo lei de poteˆncia, presente
em algumas distribuic¸o˜es indicam que a probabilidade de ocorrer altas densidades populacionais e´
maior, quando comparada com as distribuic¸o˜es governadas por um decaimento exponencial. Ainda
sobre os casos que geram uma distribuic¸a˜o com decaimento invariante de escala, podemos dizer
que o sistema exibe criticalidade auto-organizada [27, 28, 29, 30].
Para a dinaˆmica de treˆs espe´cies em que Mc = 100, observamos que a me´dia global de presas
X atingiu valores ate´ 60 vezes maior em relac¸a˜o a me´dia global observada na dinaˆmica de duas
espe´cies. Para Ry ≤ 2 a densidade global de presas se manteve acima de 12 indiv´ıduos por s´ıtio,
ou seja, apenas uma ordem de grandeza menor do que a capacidade de suporte. Estudamos um
caso em que a capacidade de suporte foi imposta apenas para X . Apesar da limitac¸a˜o de recurso
ser um fator inibidor do crescimento populacional dos predadores, evidenciamos que o nu´mero de
predadores em alguns s´ıtios chega a atingir duas ordens de grandeza a mais do que a respectiva
me´dia global.
A inclusa˜o da mutac¸a˜o mostrou, tanto para a dinaˆmica de duas quanto para a de treˆs espe´cies,
que a situac¸a˜o de mais alta densidade populacional na˜o e´ evolucionalmente esta´vel. Apesar da
mutac¸a˜o, para o caso de duas espe´cies, resultar em uma distribuic¸a˜o de abundaˆncia com decaimento
do tipo lei de poteˆncia, ∝ n−a, sendo n o nu´mero de indiv´ıduos por s´ıtio, o expoente a assumiu
valores altos a ≥ 4, reduzindo, enta˜o, a probabilidade de ocorrer alt´ıssimos picos de densidade.
As distribuic¸o˜es de abundaˆncia referentes a dinaˆmica de treˆs espe´cies na˜o foram ajustadas pois a
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cauda da distribuic¸a˜o foi truncada em Mc = 100.
A mutac¸a˜o tambe´m evidenciou que existe um raio o´timo de predac¸a˜o. Quando permitimos que
um predador aumente seu raio de predac¸a˜o, possibilitando um maior nu´mero de s´ıtios dentro de
sua a´rea de forrageio, impomos que sua eficieˆncia em atacar um s´ıtio decaia proporcionalmente.
Ao longo das gerac¸o˜es as espe´cies de predadores va˜o se adaptando ao sistema, dosando ate´ quando
e´ favora´vel aumentar a a´rea de forrageio e diminuir sua eficieˆncia, e vice versa. Observamos que,
quando o raio de predac¸a˜o e´ pequeno, as presas se organizam em grandes aglomerados dificultando
o acesso do predador ao centro do aglomerado. Nesta situac¸a˜o, os predadores acabam se organi-
zando em torno destes aglomerados. Ao permitir mutac¸a˜o do raio de predac¸a˜o, os predadores que
eventualmente teˆm seus raios de predac¸a˜o maior, passam a forragear as presas que esta˜o concen-
tradas dentro dos aglomerados. As espe´cies va˜o de adaptando ao sistema ate´ atingir um raio de
predac¸a˜o o´timo. A partir de enta˜o, o aumento, ainda maior, do raio de predac¸a˜o passa a ser desvan-
tajoso para os predadores. Esta desvantagem so´ ocorre devido a predac¸a˜o hiera´rquica presente nas
simulac¸o˜es. A predac¸a˜o hiera´rquica inclui, indiretamente, um novo ingrediente a` dinaˆmica: a com-
petic¸a˜o. Como exemplo, considere uma presa dentro da a´rea de forrageio de dois predadores que
esta˜o a uma mesma distaˆncia desta presa, naturalmente aquele predador cuja eficieˆncia e´ maior,
tera´ maior probabilidade de ter sucesso em seu ataque. Sendo assim, podemos entender o resul-
tado que diz que a diminuic¸a˜o da ocupac¸a˜o espacial dos predadores promove o aumento do raio de
predac¸a˜o: a reduc¸a˜o da competic¸a˜o entre predadores permite que predadores menos eficientes se
adaptem ao sistema. As situac¸o˜es em que o aumento da densidade de presas ocorrem juntamente
com a baixa ocupac¸a˜o dos predadores tambe´m ameniza a competic¸a˜o dos predadores, e portanto,
possibilita o aumento do raio o´timo. Este fato indica que o aumento de recurso em torno do
predador promove o aumento do raio o´timo.
As observac¸o˜es sobre a variac¸a˜o da a´rea de forrageio apresentadas nos trabalhos [11, 13, 14, 15,
16] mostram que o aumento de recurso implica na diminuic¸a˜o da a´rea de forrageio do predador. Ja´
nossos resultados mostram que o aumento de recurso aumenta a a´rea de forrageio, indicando um
resultado aparentemente contradito´rio. Entretanto, os trabalhos acima sugerem que os indiv´ıduos
busquem suas presas ate´ adquirir a quantidade energe´tica necessa´ria para suas atividades. Em
nosso modelo este ingrediente na˜o e´ considerado: uma presa pode ser atacada por um predador
independentemente do nu´mero de presas que este predador tenha predado. A variac¸a˜o da a´rea de
forrageio observada em nosso modelo na˜o deve, portanto, ser comparada com a variac¸a˜o observada
nessas situac¸o˜es. A conclusa˜o que podemos tirar do nosso modelo e´ que a ocorreˆncia de uma
a´rea de forrageio finita e´ uma caracter´ıstica intr´ınseca do sistema, e que a predac¸a˜o hiera´rquica
e´ um mecanismo que a proporciona. Fica como perspectivas para futuros trabalhos verificar se a
inclusa˜o da limitac¸a˜o de quantidade de recurso que um predador pode adquirir ao longo de sua
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vida e´ suficiente para descrever a variac¸a˜o da a´rea de forrageio observada nos trabalhos citados
acima.
As aproximac¸o˜es anal´ıticas foram realizadas para dois cena´rios: Aproximac¸a˜o de Campo Me´dio,
em que os termos que envolvem correlac¸o˜es de dois ou mais s´ıtios foram aproximados; e Aprox-
imac¸a˜o de Pares em que os termos que envolvem treˆs ou mais s´ıtios foram aproximados mas aqueles
que envolvem pares de s´ıtios na˜o foram. Os ca´lculos anal´ıticos se mostraram longos e trabalhosos,
principalmente para a aproximac¸a˜o de Pares. Para a dinaˆmica de duas espe´cies a aproximac¸a˜o
de Campo Me´dio ja´ descreveu muito bem o comportamento me´dio obtido via simulac¸o˜es. A in-
clusa˜o de correlac¸o˜es de pares de s´ıtios, de fato, descreveram esta dinaˆmica ainda melhor. Para
o caso de treˆs espe´cies, sem mutac¸a˜o, a aproximac¸a˜o de Campo Me´dio ja´ na˜o descreve ta˜o bem
o comportamento me´dio do sistema. A aproximac¸a˜o de Pares novamente se mostra mais satis-
fato´ria. A aplicac¸a˜o da aproximac¸a˜o de Pares foi fundamental para se entender a ocorreˆncia de
um raio o´timo na dinaˆmica com mutac¸a˜o. Apesar desta aproximac¸a˜o na˜o indicar o valor de raio
o´timo, ela mostrou que o raio dos predadores deveria aumentar dado um raio inicial pequeno. Para
raios de pedac¸a˜o maiores do que um determinado valor, a aproximac¸a˜o de Pares na˜o evidenciou
significativas diferenc¸as entre raios de predac¸a˜o vizinhos. Como as aproximac¸o˜es na˜o descrevem
o comportamento hiera´rquico presente nas simulac¸o˜es, pudemos verificar que este ingrediente foi
fundamental para a ocorreˆncia do raio o´timo. Ale´m disso a aproximac¸a˜o de Campo Me´dio forneceu
resultados contradito´rios a` aproximac¸a˜o de Pares: o raio o´timo seria o menor poss´ıvel.
Remetendo a`s questo˜es que nos motivaram ao desenvolvimento deste estudo, Cap´ıtulo 1 pa´gina
9, podemos dizer que: os surtos populacionais podem ocorrer para qualquer valor do raio de
predac¸a˜o se a capacidade de suporte for suficientemente grande; os surtos locais devem se inten-
sificar na medida em que o raio de predac¸a˜o diminui; quando tratamos o raio de predac¸a˜o como
uma caracter´ıstica adaptativa, observamos que os surtos na˜o desaparecem, mas na˜o correspondem
a` sua forma mais intensa observada quando o raio e´ fixo.
As tabelas 5 e 5 resumem os principais resultados obtidos para a dinaˆmica de duas e treˆs
espe´cies, respectivamente.
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Estudo dos casos Concluso˜es - duas espe´cies
Sem mutac¸a˜o (µ = 0) - Presenc¸a de surtos populacionais
e capacidade de supor- - A distribuic¸a˜o da abundaˆncia obedece um decaimento livre de escala
te infinita (Mc =∞) - Para pequenos valores de Ry o sistema exibe criticalidade auto-organizada
- Quanto menor o raio de predac¸a˜o mais intensos sa˜o os surtos populacionais locais
Sem mutac¸a˜o (µ = 0) - Viabilizac¸a˜o do tratamento anal´ıtico
e capacidade de supor- - O´tima concordaˆncia das aproximac¸o˜es (Campo Me´dio e Pares) com as simulac¸o˜es
te Mc = 1 do automato celular
Com mutac¸a˜o µ = 0.1 - Os predadores evoluem seus raios de predac¸a˜o para um valor o´timo
e capacidade de supor- - O valor do raio o´timo representa um valor intermedia´rio em que os surtos
te infinita (Mc =∞) populacionais na˜o ocorrem com alta nem com a mais baixa frequeˆncia observada
- A competic¸a˜o entre os predadores parece controlar o valor do raio o´timo
Com mutac¸a˜o µ = 0.1 - Os predadores evoluem seus raios de predac¸a˜o para um valor o´timo
e capacidade de supor- - A ocorreˆncia do raio o´timo na˜o depende da capacidade de suporte
te Mc = 1 - Viabilizac¸a˜o do tratamento anal´ıtico
- As aproximac¸o˜es de Campo Me´dio e Pares descrevem a ocorreˆncia do raio o´timo
de forma contradito´ria.
- A aproximac¸a˜o de Pares mostrou que a predac¸a˜o hiera´rquica gera competic¸a˜o
entre os predadores, e portanto, ela e´ fundamental para a existeˆncia do raio o´timo
variac¸a˜o des outros - As concluso˜es acima se mostram robustas a` variac¸a˜o dos demais paraˆmetros
paraˆmetros envolvidos
Tabela 5.1: Listagem dos principais resultados obtidos para a dinaˆmica de duas espe´cies
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Estudo dos casos Concluso˜es - treˆs espe´cies
Capacidade de supor- - Devido ao alto custo computacional este caso na˜o foi tratado, entretanto este alto
te infinita (Mc =∞) custo esta´ relacionado com o alto crescimento populacional, indicando que surtos
populacionais tambe´m estariam presentes para este caso
Sem mutac¸a˜o (µ = 0) - A inclusa˜o da espe´cie Z provoucou um alto crescimento da populac¸a˜o
e capacidade de supor- de presas X
te Mc = 100 - A populac¸a˜o Y ocupou poucas regio˜es do espac¸o, entretanto estas regio˜es
estavam, em geral, ocupadas por uma alta densidade de indiv´ıduos
Sem mutac¸a˜o (µ = 0) - Viabilizac¸a˜o do tratamento anal´ıtico
e capacidade de supor- - Boa concordaˆncia das aproximac¸o˜es (Campo Me´dio e Pares) com as simulac¸o˜es
te Mc = 1 do autoˆmato celular
Com mutac¸a˜o µ = 0.1 - Tanto Y quanto Z evoluem seus respectivos raios de predac¸a˜o para um valor
e capacidade de supor- o´timo.
te Mc = 100 - Observamos forte correlac¸a˜o entre a ocupac¸a˜o espacial de uma espe´cie predadora
e o valor do raio o´timo, sendo que, quanto menor a ocupac¸a˜o espacial menor deve
ser a conpetic¸a˜o e maior deve ser o valor do raio o´timo
- A adaptac¸a˜o dos predadores controla os grandes surtos populacionais locais mas
na˜o os extingue.
Com mutac¸a˜o µ = 0.1 - Na˜o realizamos o tratamento anal´ıtico para este caso
e capacidade de supor- - A limitac¸a˜o da capacidade de suporte pormoveu, em relac¸a˜o ao caso em que
te Mc = 1 Mc = 100 e µ = 0.1, uma maior ocupac¸a˜o espacial de Y e uma menor ocupac¸a˜o
de Z, resultando no aumento e na diminuic¸a˜o dos respectivos raios o´timos dos
predadores Y e Z
Variac¸a˜o de outros - Estudamos dois casos (µ = 0 e µ = 0.1) em que a capacidade de suporte
paraˆmetros Mc = 100 foi imposta apenas para a populac¸a˜o de presas X enquando que a
populac¸a˜o de predadores Y e Z tiveram capacidade de suporte infinita.
Observamos que os surtos populacionais locais de Y e Z se intensificam.
Tabela 5.2: Principais resultados obtidos para a dinaˆmica de treˆs espe´cies
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Apeˆndice A
Aplicac¸o˜es das aproximac¸o˜es de
Campo Me´dio e Pares
Durante o cap´ıtulo 2, desenvolvemos aproximac¸o˜es anal´ıticas para dois problemas (i) dinaˆmica de
uma cadeia alimentar composta por treˆs espe´cies e (ii) e dinaˆmica de duas espe´cies, predador-presa,
sendo que o raio de predac¸a˜o dos predadores poderiam variar entre dois valores.
Desenvolvemos duas aproximac¸o˜es para cada um dos problemas listados acima: (i) Aproximac¸a˜o
de Campo Me´dio, em que as correlac¸o˜es entre dois s´ıtios sa˜o aproximadas; (ii) Aproximac¸a˜o de
Pares, em que correlac¸o˜es entre pares de s´ıtios sa˜o consideradas e as aproximac¸o˜es sa˜o aplicadas
para correlac¸o˜es de treˆs ou mais s´ıtios. Uma descric¸a˜o mais detalhada destas aproximac¸o˜es foi
apresentada em 2.2.
Neste apeˆndice detalhamos os ca´lculos das seguintes me´dias:
• 〈δ(σi, α)[1 − (1− hβ)
nβi ]〉, presente nas Eqs. (2.30), (2.31), (2.43) e (2.45);
• 〈δ(σl, θ)δ(σi, α)[1 − (1− hβ)
nβi ]〉, presentes nas Eqs. (2.33) e (2.47);
• 〈δ(σi, X)1− (1− h1)
m1(1− h2)
m2〉 , presente nas Eqs. (2.43) e (2.45);
• 〈δ(σl, θ)δ(σi, X)1− (1− h1)
m1(1− h2)
m2〉 presente nas Eqs. (2.47);
• 〈δ(σi, X)P (X → Yξ)〉 presente nas Eqs. (2.43) e (2.45);
• 〈δ(σl, θ)δ(σi, X)P (X → Yξ)〉 presente nas Eqs. (2.47) .
O desenvolvimento destes ca´lculos consiste, basicamente, em expandir cada termo em se´rie de
Taylor e, enta˜o, submeter as aproximac¸o˜es de Campo Me´dio ou Pares a esta expansa˜o. Apo´s este
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procedimento, reconhecemos a func¸a˜o associada a esta expansa˜o aproximada. Os ca´lculos aqui
desenvolvidos foram motivados pelo trabalho desenvolvido por Aguiar et al. [33].
A.1 Calculando 〈δ(σi, α)[1− (1− hβ)
nβi]〉
Algumas das me´dias presentes nas Eqs. (2.30), (2.31), (2.43) e (2.45) sa˜o do tipo δ(〈σi, α)[1 − (1− hβ)
nβi ]〉,
sendo que (α, β) = {(0, X); (X,Y ); (Y, Z)}. Tais me´dias descrevem a probabilidade de um estado
α vir a ser β apo´s uma atualizac¸a˜o do s´ıtio i em um determinado tempo n. Afim de simplificar
a notac¸a˜o, o ı´ndice n, referente ao tempo, sera´ oculto no desenvolvimento dos ca´lculos e estara´
presente apenas nos resultados.
Inicialmente, vamos expandir 1− (1− hβ)
nβi em se´rie de Taylor, em torno de hβ = 0:
〈δ(σi, α)[1 − (1− hβ)
nβi ]〉 = hβ 〈δ(σi, α)nβi〉 −
h2β
2!
〈δ(σi, α)nβi(nβi − 1)〉
+
h3β
3!
〈δ(σi, α)nβi(nβi − 1)(nβi − 2)〉 . . . . (A.1)
O ı´ndice nβi representa o nu´mero de vizinhos de α cujo estado e´ β, ou ainda, nβi =
∑
j δ(σi+j , β).
Substituindo esta relac¸a˜o no primeiro termo da equac¸a˜o (A.1),
hβ 〈δ(σi, α)nβi〉 = hβ
∑
j
〈δ(σi, α)δ(σi+j , β)〉 ,
= hβ
∑
j
Pi,i+j(αβ), (A.2)
sendo Pi,i+j(αβ) a probabilidade do estado do s´ıtio i e do s´ıtio i+ j ser α e β, respectivamente. O
segundo termo da equac¸a˜o (A.1) fica da forma:
h2β
2!
〈δ(σi, α)nβi(nβi − 1)〉 =
h2β
2!
〈
δ(σi, α)n
2
βi
〉
−
h2β
2!
〈δ(σi, α)nβi〉 ,
=
h2β
2!

∑
j,k
〈δ(σi, α)δ(σi+j , β)δ(σi+k, β)〉 −
∑
j
〈δ(σi, α)δ(σi+j , β)〉

 . (A.3)
Para o termo
∑
j,k 〈δ(σi, α)δ(σi+j , β)δ(σi+k , β)〉 existem duas combinac¸o˜es: se j 6= k, enta˜o deve-
mos incluir dois somato´rios; ou se j = k, e portanto, o somato´rio se da´ em apenas um termo:
h2β
2!
〈δ(σi, α)nβi(nβi − 1)〉 =
h2β
2!

∑
j 6=k
〈δ(σi, α)δ(σi+j , β)δ(σi+k , β)〉 +
+
∑
j
〈δ(σi, α)δ(σi+j , β)〉 −
∑
j
〈δ(σi, α)δ(σi+j , β)〉

 ,
=
h2β
2!
∑
j 6=k
〈δ(σi, α)δ(σi+j , β)δ(σi+k, β)〉 ,
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=
h2β
2!
∑
j 6=k
Pi,i+j,i+k(αββ). (A.4)
Substituindo as Eqs. (A.2) e (A.4) na Eq. (A.1) finalmente obtemos a se´rie para os termos da
Eq. (2.27):
〈δ(σi, α)[1 − (1− hβ)
nβi ]〉 = hβ
∑
j
Pi,i+j(αβ) −
h2β
2!
∑
j 6=k
Pi,i+j,i+k(αββ) +
+
h3β
3!
∑
j 6=k 6=l
Pi,i+j,i+k,i+l(αβββ) − . . . . (A.5)
A expressa˜o acima envolve a probabilidade em vβ+1 s´ıtios, sendo vβ o nu´mero ma´ximo de s´ıtios
em torno do s´ıtio i, que podem alterar o estado deste s´ıtio. Afim de simplificar este somato´rio,
introduzimos a aproximac¸a˜o de Campo Me´dio ou a aproximac¸a˜o de Pares. Ale´m disso,vamos
considerar que a probabilidade de ocorrer um certo estado na˜o depende do s´ıtio, isto e´ Pi(α, n) =
Pj(α, n) = P
n
α , sendo n o ı´ndice que representa o tempo, comentado no in´ıcio desta sec¸a˜o.
Impondo a aproximac¸a˜o de Campo Me´dio, Eq. (2.20), obtemos:
〈δ(σi, α)[1 − (1− hβ)
nβi ]〉 ≈CM hβvβP
n
αP
n
β −
h2β
2!
vβ(vβ − 1)P
n
α (P
n
β )
2
+
h3β
3!
vβ(vβ − 1)(vβ − 2)P
n
α (P
n
β )
3 − . . . ,
≈CM P
n
α [1− (1− hβP
n
β )
vβ ], (A.6)
sendo vβ o nu´mero de termos de cada somato´rio, que e´, justamente, o nu´mero de s´ıtios pertencentes
a vizinhanc¸a de predac¸a˜o da espe´cie (β).
O ca´lculo da Eq. (A.5) de acordo com a aproximac¸a˜o de Pares, Eq. (2.24), fica:
〈δ(σi, α)[1 − (1− hβ)
nβi ]〉 ≈par hβvβP
n
αβ −
h2β
2!
vβ(vβ − 1)
(
Pnαβ
Pnα
)2
Pnα +
+
h3β
3!
vβ(vβ − 1)(vβ − 2)
(
Pnαβ
Pnα
)3
Pnα − . . . ,
≈par P
n
α
[
1−
(
1−
hβP
n
αβ
Pnα
)vβ]
. (A.7)
A.2 Calculando 〈δ(σl, θ)δ(σi, α)[1− (1− hβ)
nβi]〉
As me´dias presentes nas Eqs. (2.33) e (2.47)sa˜o do tipo 〈δ(σl, θ)δ(σi, α)[1− (1 − hβ)
nβi ]〉, sendo
que (α, β) = {(0, X); (X,Y ); (Y, Z)} e θ qualquer estado. Analogamente ao ca´lculo anterior, vamos
expandir 1− (1− hβ)
nβi em se´rie de Taylor, em torno de hβ = 0:
〈δ(σl, θ)δ(σi, α)[1− (1− hβ)
nβi ]〉 = hβ 〈δ(σl, θ)δ(σi, α)nβi〉 −
h2β
2!
〈δ(σl, θ)δ(σi, α)nβi(nβi − 1)〉
+
h3β
3!
〈δ(σl, θ)δ(σi, α)nβi(nβi − 1)(nβi − 2)〉 . . . .
(A.8)
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Observe que a Eq. (A.8) e´ ideˆntica a` Eq. (A.1) exceto pela existeˆncia do termo δ(σl, θ). Tal termo
se manteˆm presente no desenvolvimento do ca´lculo levando a um resultado ana´logo ao da Eq. (A.5):
〈δ(σl, θ)δ(σi, α)[1 − (1− hβ)
nβi ]〉 = hβ
∑
j
Pl,i,i+j(θαβ) −
h2β
2!
∑
j 6=k
Pl,i,i+j,i+k(θαββ) +
+
h3β
3!
∑
j 6=k 6=m
Pl,i,i+j,i+k,i+m(θαβββ) − . . . . (A.9)
O nu´mero ma´ximo de termos de um somato´rio e´ reduzido a` vβ − 1, pois um dos vβ s´ıtios, vizinhos
do s´ıtio i, tem seu estado definido, θ, e portanto, na˜o colabora na probabilidade de ocorrer o
estado β na vizinhanc¸a. O ca´lculo desta me´dia sera´ utilizado apenas na descic¸a˜o de pares de s´ıtios,
e portanto, na˜o e´ necessa´rio desenvolver a aproximac¸a˜o de Campo Me´dio para a expressa˜o acima.
O ca´lculo da Eq. (A.9) de acordo com a aproximac¸a˜o de Pares, Eq. (2.24), fica:
〈δ(σl, θ)δ(σi, α)[1 − (1− hβ)
nβi ]〉 ≈par hβ(vβ − 1)
Pnαθ
Pnα
Pnαβ
Pnα
Pnα
−
h2β
2!
(vβ − 1)(vβ − 2)
Pnαθ
Pnα
(
Pnαβ
Pnα
)2
Pnα + . . . ,
≈par P
n
αθ
[
1−
(
1−
hβP
n
αβ
Pnα
)vβ−1]
. (A.10)
A.3 Calculando 〈δ(σi, X) [1− (1− h1)
m1(1− h2)
m2]〉
Inicialmente, vamos expandir P (X → Y ) = 1 − (1 − h1)
m1i(1 − h2)
m2i , em se´rie de Taylor, em
torno de h1 = 0 e h2 = 0:
1− (1− h1)
m1i(1− h2)
m2i = 1−
[
1−m1ih1 +m1i(m1i − 1)
h21
2!
−m1i(m1i − 1)(m1i − 2)
h31
3!
. . .
]
×
×
[
1−m2ih2 +m2i(m2i − 1)
h22
2!
−m2i(m2i − 1)(m2i − 2)
h32
3!
−m2i(m2i − 1)(m2i − 2)
h32
3!
]
,
= I + II + III + ..., (A.11)
sendo,
I = m1ih1 +m2ih2,
II = −m1im2ih1h2 −m1i(m1i − 1)
h21
2!
−m2i(m2i − 1)
h22
2!
,
III = m1im2i(m2i − 1)
h1h
2
2
2!
+m1i(m1i − 1)m2i
h21h2
2!
+m1i(m1i − 1)(m1i − 2)
h31
3!
+m2i(m2i − 1)(m2i − 2)
h32
3!
.
80
Dessa forma, podemos dividir o ca´lculo de 〈δ(σi, X)[1− (1− h1)
m1i(1− h2)
m2i ]〉 em partes:
〈δ(σi, X)[1− (1− h1)
m1i(1− h2)
m2i ]〉 = 〈δ(σi, X)I〉+ 〈δ(σi, X)II〉+ . . . . (A.12)
Para o primeiro termo, 〈δ(σi, X)I〉, temos:
〈δ(σi, X)I〉 = h1 〈δ(σi, X)m1i〉+ h2 〈δ(σi, X)m2i〉 ,
= h1
∑
j
〈δ(σi, X)δ(σi, Y1)〉+ h2
∑
j
〈δ(σi, X)δ(σi, Y2)〉 ,
= v1h1Pi,j(XY1) + v2h2Pi,j(XY2), (A.13)
sendo vξ o nu´mero de s´ıtios dentro da vizinhanc¸a de predac¸a˜o de Yξ, ou ainda, o nu´mero de termos
do somato´rio. Pi,j(XYξ) e´ a probabilidade do par de s´ıtios (i, j) assumir os estados (X,Yξ). Para
o ca´lculo de 〈δ(σi, X)II〉, Eq. (A.12), e´ necessa´rio calcular termos do tipo:
〈δ(σi, X)mpimqi〉 =


∑vq,vp
j 6=l 〈δ(σi, X)δ(σj , Yq)δ(σk, Yp)〉 se q 6= p
∑vq
j 〈δ(σi, X)δ(σj , Yq)δ(σk, Yq)〉 se q = p
,
=

 v1(v2 − 1)Pi,j,l(XY1Y2) se q 6= pvqPi,j(XYq) se q = p . (A.14)
O produto v1(v2 − 1) e´ o nu´mero de termos do somato´rio quando q 6= p se, e somente se, v1 ≤ v2.
O termo 〈δ(σi, X)II〉 pode ser escrito:
〈δ(σi, 1)II〉 = −h1h2v1(v2 − 1)P (XY1Y2)−
h21
2!
v1(v1 − 1)P (XY1Y1)
−
h22
2!
v2(v2 − 1)P (XY2Y2).
(A.15)
Para o termo III da Eq. (A.12), deve-se calcular termos do tipo:
〈δ(σi,X)mqimqimri〉 − 〈δ(σi, X)mqimri〉 =
vq,vq,vr∑
j 6=kj 6=l
〈δ(σi, X)δ(σi+j , Yq)δ(σi+k, Yq)δ(σi+l, Yr)〉
+
vq,vr∑
j,l
〈δ(σi,X)δ(σi+j , Yq)δ(σi+l, Yr)〉 −
vq,vr∑
j,l
〈δ(σi,X)δ(σi+j , Yq)δ(σi+l, Yr)〉 ,
=

 vq(vq − 1)(vr − 2)Pi,i+j,i+k,i+l(XYqYqYr) se vq ≤ vrvr(vq − 1)(vq − 2)Pi,i+j,i+k,i+l(XYqYqYr) se vq ≥ vr . (A.16)
O termo III fica da forma:
〈δ(σi, 1)III〉 =
h21h2
2!
v1(v1 − 1)(v2 − 2)Pi,i+j,i+k(XY1Y1Y2)
+
h1h
2
2
2!
v1(v2 − 1)(v2 − 2)Pi,i+j,i+k(XY1Y2Y2) +
h31
3!
v1(v1 − 1)(v1 − 2)Pi,i+j,i+k(XY1Y1Y1)
+
h32
3!
v2(v2 − 1)(v2 − 2)Pi,i+j,i+k(XY2Y2Y2) (A.17)
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Os termos de ordem superior necessitam de ca´lculos ana´logos. Substituindo Eq. (A.13), Eq. (A.15)
e Eq. (A.17) em Eq. (A.12) obtemos:
〈δ(σi, X)[1− (1− h1)
m1i(1− h2)
m2i ]〉 =
[
v1h1Pi,j(XY1)−
h21
2!
v1(v1 − 1)Pi,j,k(XY1Y1) + . . .
]
+
[
v2h2Pi,j(XY2)−
h22
2!
v2(v2 − 1)Pi,j,k(XY2Y2) . . .
]
+
[
−h1h2v1(v2 − 1)Pi,j,k(XY1Y2) +
(h1)
2h2
2!
v1(v1 − 1)(v2 − 2)Pi,j,k,l(XY1Y1Y2)
+
(h1)
2h2
2!
v1(v2 − 1)(v2 − 2)Pi,j,k,l(XY1Y2Y2) + . . .
]
.
(A.18)
Impondo a aproximac¸a˜o de Campo Me´dio, Eq. (2.20), e assumindo que a probabilidade de um
estado em um s´ıtio na˜o depende do s´ıtio, Pi,j(α, β, n) ≈ Pi(α, n)Pj(β, n) = P
n
αP
n
β , chegamos ao
ca´lculo aproximado para a Eq. (A.18):
〈δ(σi,X)[1− (1− h1)
m1i(1− h2)
m2i ]〉 ≈CM P
n
X
{[
v1h1PY n
1
−
(h1P
n
Y1
)2
2!
v1(v1 − 1) + . . .
]
+
[
v2h2Py2 −
(h2Py2)
2
2!
v2(v2 − 1) +
(h2Py2)
3
3!
v2(v2 − 1)(v2 − 2) + . . .
]
+
[
−h1PY1h2PY2v1(v2 − 1) +
(h1PY1)
2h2PY2
2!
v1(v1 − 1)(v2 − 2) +
h1PY1(h2PY2)
2
2!
v1(v2 − 1)(v2 − 2) + . . .
]}
,
≈CM PX
{
v1∑
m
(−1)m+1
[
amv1!
m!(v1 −m)!
+
bmv2!
m!(v2 −m)!
]
+
v1,v2∑
m,n
(−1)m+n+1ambnv1!(v2 −m)!
m!n!(v1 −m)!(v2 −m− n)!
}
.
(A.19)
sendo a = h1PY1 e b = h2PY2 . Esta se´rie equivale a se´rie de Taylor da func¸a˜o 1− (1− b)
v2−v1(1−
a− b)v1 , ou seja:
〈δ(σi,X)[1− (1− h1)
m1i (1− h2)
m2i ]〉 ≈CM PX
[
1− (1− h2PY2)
v2−v1(1− h2PY2 − h1PY1)
v1
]
.(A.20)
O ca´lculo da Eq. (A.18) quando imposta a aproximac¸a˜o de Pares, Eq. (2.24), fica ana´logo a
expressa˜o acima sendo que a = h1PXY 1
PX
e b =
Ph2XY 2
PX
:
〈δ(σi, X)[1− (1− h1)
m1i(1− h2)
m2i ]〉 ≈par PXFY 1Y 2, (A.21)
sendo
FY 1Y 2 =
[
1−
(
1− h2
PXY 2
PX
)v2−v1 (
1− h2
PXY 2
PX
− h1
PXY 1
PX
)v1]
. (A.22)
A.4 Calculando 〈δ(σl, θ)δ(σi, X) [1− (1− h1)
m1(1− h2)
m2]〉
Ame´dia acima esta´ presente apenas nas equac¸o˜es que envolvem as aproximac¸o˜es de Pares, Eq. (2.47).
O ca´lculo desta me´dia e´ ana´logo ao ca´lculo desenvolvido na sec¸a˜o anterior. Assim como na sec¸a˜o
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A.3 chegamos ao seguinte ca´lculo aproximado:
〈δ(σj , θ)δ(σi, X)[1− (1− h1)
m1i(1 − h2)
m2i ]〉 ≈par PXθFY 1Y 2m, (A.23)
sendo
FY 1Y 2m =
[
1−
(
1− h2
PXY 2
PX
)v2−v1 (
1− h2
PXY 2
PX
− h1
PXY 1
PX
)v1−1]
. (A.24)
A.5 Calculando 〈δ(σi, X)P (X → Yξ)〉
A me´dia 〈δ(σi, X)P (X → Yξ)〉 envolve termos fraciona´rios, Eqs. (2.38) e (2.39), que dificultam os
ca´lculos. Afim de simplifica´-los, vamos impor a seguinte relac¸a˜o:
〈δ(σi, X)P (X → Yξ)〉 = 〈δ(σi, X)χqξ〉 ≡ χξ 〈δ(σi, X)qξ〉 , (A.25)
sendo
χ =
P (X → Y )
p1 + p2
=
1− (1− h1)
m1i(1 − h2)
m2i
2− (1 − h1)m1i − (1− h2)m2i
, (A.26)
e
qξ = p
′
ξ
µ
2
+ pξ
(
1−
µ
2
)
; ξ, ξ′ ∈ {1, 2}, ξ 6= ξ′. (A.27)
O valor pξ = 1 − (1 − hξ)
mξi indica a probabilidade de mξi predadores Yξ predarem sobre uma
presa no s´ıtio i. Substituindo o valor de qξ na me´dia 〈qξδ(σi, X)〉, presente na Eq. (A.25):
〈qξδ(σi, X)〉 =
µ
2
〈δ(σi, X)[1− (1 − hξ′)
mξ′i ]〉+
(
1−
µ
2
)
〈δ(σi, X)1− (1− hξ)
mξi〉 . (A.28)
Na sec¸a˜o A.1 mostramos o ca´lculo da me´dia 〈δ(σi, X)[1− (1− hξ)
mξi ]〉. Quando aplicada a
aproximac¸a˜o de Campo Me´dio obtemos a Eq. (A.6), e quando aplicada a aproximac¸a˜o de Pares
obtemos a Eq. (A.7). Substituindo estes ca´lculos aproximados na Eq. (A.28) obtemos:
〈δ(σi, X)P (X → Y1)〉 ≈ χ1
[µ
2
GY2 +
(
1−
µ
2
)
GY1
]
, (A.29)
〈δ(σi, X)P (X → Y2)〉 ≈ χ2
[µ
2
GY1 +
(
1−
µ
2
)
GY2
]
, (A.30)
sendo Gξ o ca´lculo aproximado da me´dia 〈δ(σi, X)[1− (1 − hξ′)
mξ′i ]〉 obtido via aproximac¸a˜o de
Campo Me´dio ou Pares. Afim de obter o valor de χξ, vamos utilizar o fato que a probabilidade
de uma presa ser predada, e´ a probabilidade da presa ser predada e originar um predador Y1 em
seu lugar, mais a probabilidade da presa ser predada e originar um predador Y2 em seu lugar, ou
seja, a soma das Eq. (A.29) e Eq. (A.30) resulta na Eq. (A.20), no caso da aproximac¸a˜o de Campo
Me´dio, ou na Eq. (A.21), no caso da aproximac¸a˜o de Pares.
χ1GY1 + χ2GY2 = GY1Y2 , (A.31)
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sendo GY1Y2 o valor da me´dia 〈δ(σi, X)P (X → Y )〉 obtida via aproximac¸a˜o de Campo Me´dio,
Eq. (A.20), ou aproximac¸a˜o de Pares, Eq. (A.21). Uma poss´ıvel soluc¸a˜o para χ1 e χ2 e´:
χ1 = χ2 = χ¯ =
GY1Y2
GY1 +GY2
. (A.32)
Para a aproximac¸a˜o de Campo Me´dio temos:
〈δ(σi,X)P (X → Yξ)〉 ≈CM P
n
X χ¯CM
{µ
2
[1− (1− hξ′)
vξ′ ] +
(
1−
µ
2
)
[1− (1− hξ)
vξ ]
}
, (A.33)
χ¯CM =
1− (1− h1)
v2−v1(1− h2)
v2
2− (1− h1)v1 − (1− h2)v2
. (A.34)
Para a aproximac¸a˜o de Pares, temos:
〈δ(σi,X)P (X → Yξ)〉 ≈Par P
n
X χ¯par
{µ
2
fYξ′ +
(
1−
µ
2
)
fYξ
}
, (A.35)
χ¯par =
FY1Y2
fY1 + fY2
, (A.36)
fYξ = 1−
(
1−
PnXYξ
PnX
)vξ
. (A.37)
A func¸a˜o FY 1Y 2 foi definida na Eq. (A.22).
A.6 Calculando 〈δ(σl, θ)δ(σi, X)P (X → Yξ)〉
Nas sec¸o˜es A.2 e A.4 exemplificamos como o ca´lculo de uma me´dia difere quando duas func¸o˜es delta
esta˜o presentes na me´dia. Assim como nestas duas sec¸o˜es, o ca´lculo de 〈δ(σl, θ)δ(σi, X)P (X → Yξ)〉
e´ o produto da probabilidade PθX e a probabilidade de transic¸a˜o do estado X , que envolve vξ − 1
s´ıtios vizinhos:
〈δ(σl, θ)δ(σi,X)P (X → Yξ)〉 ≈Par P
n
θX χ¯par
{
µ
2
fYξ′m +
(
1−
µ
2
)
fYξm
}
, (A.38)
χ¯par =
FY1Y2m
fY1m + fY2m
, (A.39)
fYξm = 1−
(
1−
PnXYξ
PnX
)vξ−1
. (A.40)
A func¸a˜o FY 1Y 2m foi definida na Eq. (A.24).
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