Abstract. We investigate the control problem of the optimal choice of idle server (if any) for arriving customer in order to minimize the mean system time (waiting time + service time). The considered MAP/MAP/N queue consists of a common infinite buffer and multiple identical servers with MAP service processes whose phases (internal states) are known. Customers arrive according to a MAP (whose phase is also known) and are served with work conserving policy. Idle servers preserve their phases.
Introduction
Suboptimal control of multi-server systems may result in lower utilisation and, consequently, higher system time, therefore finding the optimal control scheme in these systems may be critical. Different types of queueing systems have been analysed from the point of view of optimal control. Earlier works typically consider Poisson arrival process and exponential service time, see e.g.
[11] for a survey. The work dealing with problems closest to our topic is probably that of Efrosinin [5] , which analyses several types of queueing systems including the MAP/PH/K/B-K structure. Efrosinin uses Markov decision processes (MDPs) to investigate various multi-server systems with a common finite queue and independent service times. In our work we consider an infinite queue with correlated arrival and service times, characterised by Markov arrival processes (MAPs).
The direct Markov chain description of the infinite queueing system contains infinite states, for which the classical MDP and linear programming (LP) solution techniques cannot be applied. With the use of the matrix analytic methodology, however, we have derived two finite state formalizations of the optimization problem which can be used to find the optimal policy of the infinite system employing finite MDP solvers and LP, respectively. According to [6] , the finite MDP formalization of the problem ensures that a pure stationary optimal control policy exists. The LP formalization is an alternative description of the optimization problem which is more efficient in certain cases.
The rest of the paper is organised as follows. In Section 2 we present the necessary theoretical background on MAPs and MDPs. In Section 3 we provide the matrix analytic description of the MAP/MAP/N system. Based on this description we give the finite state MDP model and the LP description of the problem in Section 4 and 5. Section 6 presents some numerical results, finally Section 7 concludes the paper.
Background
In the following we will use the form M to denote matrices without and M k with an index. For their elements in position (i, j) we will use notations M i,j and M ki,j respectively. Furthermore we will use ½ to denote a column vector of 1s and e i to denote a column vector for which e i j = δ i,j , where δ i,j is the Kronecker delta.
Markov Arrival Processes
The standard description of a MAP is given using the square matrix pair 
Markov Decision Processes Definition 1. Let us consider a process X(k) on a discrete time Markov chain with state space S, a set of decisions A, a set of transition probability matrices
We say that the tuple (S, A, P, C) is a Markov decision process.
MDPs are powerful tools for optimal control of Markovian systems [11] . The previous definition stands only for discrete time homogeneous MDPs and can be generalised to continuous time and heterogeneous cases, but the above definition is sufficient in the current discussion. We also note that S can be finite or infinite, however the common algorithms are only applicable for the finite case.
Any function π(s) that assigns an a ∈ A to every s ∈ S is called a strategy. The standard problem of MDPs is to find an optimal strategy, i.e. a π(s) * that minimizes a given objective function. The objective function used in this paper is the average cost per step in steady state, thus the optimal policy is π * = arg min
