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ABSTRACT
Reflections often degrade the quality of the image by obstructing
the background scene. This is not desirable for everyday users, and
it negatively impacts the performance of multimedia applications
that process images with reflections. Most current methods for
removing reflections utilize supervised-learning models. However,
these models require an extensive number of image pairs to per-
form well, especially on natural images with reflection, which is
difficult to achieve in practice. In this paper, we propose a novel
unsupervised framework for single-image reflection separation. In-
stead of learning from a large dataset, we optimize the parameters
of two cross-coupled deep convolutional networks on a target im-
age to generate two exclusive background and reflection layers. In
particular, we design a new architecture of the network to embed
semantic features extracted from a pre-trained deep classification
network, which gives more meaningful separation similar to human
perception. Quantitative and qualitative results on commonly used
datasets in the literature show that our method’s performance is
at least on par with the state-of-the-art supervised methods and,
occasionally, better without requiring large training datasets. Our
results also show that our method significantly outperforms the
closest unsupervised method in the literature for removing reflec-
tions from single images.
KEYWORDS
Image Reflection Separation, Unsupervised Learning, Deep Image
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1 INTRODUCTION
We frequently encounter unpleasant reflections obstructing the
scene when taking photos through a transparent surface such as
a glass window. These reflections reduce the visual quality and
utility of the images. Reflections may also significantly degrade the
performance of multimedia applications such as object detection
and face identification. Thus, removing reflection from images is
an important problem for users and applications.
Removing reflections from a single image, however, is not a
trivial problem sincewe need to recover two unknown scenes from a
single observation. Specifically, the corrupted image (i.e., the image
containing reflections) I can be defined as a linear superposition of
two image layers: background layer B and reflection layer as: R,
I = B + R. (1)
This expression implies that the problem is inherently ill-posed,
since the valid decomposition pairs of B and R are infinite.
To address the difficulty of the problem, some prior approaches
utilized additional information such as motion cues from a se-
quence of images captured for the same scene [4, 7, 9, 20, 25, 33].
In many practical scenarios, a sequence of images of the same
scene is not available, and thus these methods would fail. Other
prior approaches make a particular assumption on the background
and reflection layers, such as the sparse gradient prior [16, 17],
the blurriness of the reflection layer [18], and the ghosting cues
[24]. These approaches also fail when the assumptions do not hold,
which are often the cases in real-world images. Moreover, most
prior works, especially recent ones that utilize deep learningmodels,
require a large amount of training data. That is, most of them are
supervised learning methods, which produce acceptable results on
images somewhat similar to the ones seen in the training datasets.
Given the difficulty of collecting large (labeled) datasets for image
reflection removal, these supervised learning methods would be
likely to fail in many situations where the images have different
characteristics than those in the training dataset.
In this paper, we propose a novel unsupervised method for single-
image reflection separation, which does not require any additional
information or large datasets to learn. Our method builds on the
success of recent works that show that not all image priors must
be learned from data. Rather, some of these characteristics can
be captured by the network structure itself. This is referred to
as Deep Image Prior (DIP) in the literature [27]. DIP, however, is
able to capture only low-level statistics of natural images. Thus, it
may not produce good results for reflection separation, especially
for natural images with reflection. To address this problem, we
design a new architecture of the network to contain high-level
semantic information by embedding feature maps extracted from
a pre-trained image classification network, and we refer to it as
Perceptual DIP. Also, our method composes two Perceptual DIPs
with cross-feedback to generate both a background layer and a
reflection layer, with good quality.
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The contributions of this paper can be summarized as follows.
• We propose the first unsupervised method for single image
reflection separation. Given only a single image observation,
ourmethod successfully generates background and reflection
layers, without any training data or requiring additional
information or assumptions.
• Our novel method is composed of two main parts: Perceptual
DIP and cross-feedback. The first one is a new architecture of
the generator network by embedding semantic features, al-
lowing the network to utilize both low-level image statistics
and high-level perceptual information during the optimiza-
tion. The other encourages perceptually more meaningful
separation by jointly optimizing the parameters of two Per-
ceptual DIPs.
• We implement and compare our method versus five state-
of-the-art methods, four of them are supervised learning
methods [1, 31, 34, 35] and the fifth is unsupervised [8]. We
utilize datasets commonly used in prior works and show
that our method produces results that are at least as good
as the ones produced by supervised learning methods, and
on many occasions, much better results, especially on real-
world images (i.e., not synthetic images). Our results show
that our method consistently outperforms the closest unsu-
pervised method, which also makes some assumptions about
the inputs of the network while our method does not impose
any restrictions.
The rest of this paper is organized as follows. Section 2 summa-
rizes the related work in the literature. Section 3 presents the pro-
posed solution. Section 4 compares the performance of the proposed
method against the closest works in the literature, and Section 5
concludes the paper.
2 RELATEDWORK
Since image reflection removal is a challenging task, it is necessary
to exploit additional information to recover the underlying clean
background. Some approaches use specialized devices or controlled
capture settings to obtain a set of images of a target scene under
different conditions such as varying focus [23], flash/no-flash [2, 3],
multiple polarizer angles [14], and recently two sub-aperture views
from dual pixel sensors[21].
Many other approaches, however, have adopted post-processing
methods using taken images or videos from ordinary users rather
than skilled photographers. Especially when taking multiple images
or videos from a slightly moving camera, we can observe the motion
difference between background and reflection due to their different
depths with respect to the camera (motion parallax). With this ob-
servation, a majority of the general multiple-image approaches are
based on motion cue [9, 20, 25, 33], which significantly makes the
problem more tractable. Recently, some works use a deep-learning
framework [4, 7] to improve the performance. However, since mul-
tiple images from a scene are not always available in practice, the
interest in single-image approaches has increased as they can easily
access more extensive resources and extend to various applications.
The single-image approaches leverage imposed assumptions or
priors on reflection to make the problem more feasible. Some clas-
sical methods employ some heuristic prior knowledge from the
observation, such as the sparse prior of gradients and local fea-
tures [16, 17], blurrier reflection prior [18], the ghosting cues[24]
and different depth of fields between two layers [30]. Recently, the
single-image reflection problem has shown notable achievements
with deep-learning techniques [6, 11, 12, 29, 31, 34, 35]. While some
earlier works use low-level losses on color and edges to train the
networks [6, 11, 15, 32], Zhang et al. [35] improve the performance
with perceptual losses by recognizing the high-level semantic mean-
ings of the objects in different layers. Also, Yang et al. [34] propose
a cascade deep neural network (BDN) to estimates background and
reflection bidirectionally.
More recently, Abico et al. [1] introduce a gradient constraint loss
along with the generative adversarial networks (GCNet) to produce
high quality of the background layer. However, the supervised-
learning techniques using the synthesized dataset reveal degraded
performance on the real images. To tackle this problem, Wan et al.
train the network on the aligned real dataset that they build [29],
which is also released later for benchmarking other algorithms as
the name of the single-image reflection dataset (SIR2) [28]. Since
acquiring aligned triplets of images(I ,B,R) is difficult in practice,
Wei et al. [31] propose the enhanced framework with context en-
coding module (ERRNet) to handle misaligned pairs of images. In a
different way, some works attempt to generate more realistic syn-
thesized datasets with physically-based rendering [12], non-linear
blending formulation [32] or generative adversarial training [15].
Nevertheless, none of the supervised methods above can fully over-
come the limitation of degraded performance on images (especially
natural scenes) that have not been seen in the training datasets.
Newly, some works [5, 8] attempt to tackle this problem in the
limited manner of unsupervised approach with the help of the Deep
Image Prior (DIP) [27]. While most deep-learning techniques have
focused on learning a realistic image prior over large datasets, the
paper claims that a handcrafted structure of a generator network
can be used as a deep image prior enough to capture low-level
image statistics without any learning. This kind of approach is
suitable for certain image restoration problems by optimizing the
parameters of the untrained neural network to restore the target
image from random noise. As an extension to this work, a unified
framework using coupled deep-image-priors (Double-DIP) [8] is
proposed for several unsupervised layer decomposition tasks in-
cluding transparent layer separation. Based on the observation that
the small patches of a natural image tend to have stronger internal
self-similarity than the ones of a mixed image, a coupled DIP struc-
ture is enabled to separate the mixed image into its natural, simpler
components. However, this approach only works well when the
unknown latent layers in the single image are not correlated to
each other or when they have two controlled images with different
blending ratios using the same pair of layers, which is not applicable
in natural setups.
On the other hand, Chandramouli et al. [5] exploit a generative
model pretrained on facial images as a deep image prior to suppress
unwanted reflections from a single face image. This method makes
the problem less ill-posed by assuming the background layer as
facial images. Thus this method can only handle face images and
does not generalize to other types of images with reflection.
In summary, our proposed method is the first unsupervised
method for the single-image reflection separation problem, which
does not require any training datasets or additional information.
3 PROPOSED METHOD
This section describes the proposed unsupervised method for single
image separation. Unlike the generic unsupervised layer decom-
position method proposed in [8] (Double DIP), our method aims
explicitly to solve unsupervised reflection separation in natural im-
ages using uniquely designed perceptual DIPs. First, we introduce a
novel design of the cross-coupled DIPs with perceptual embedding.
Then, we describe the optimization algorithm with the correspond-
ing loss functions. Figure 1 shows an overview of the proposed
method, and the details are presented in the following subsections.
3.1 Architecture Design
Perceptual Embedding: Employing perceptual cues has shown
remarkable advantages in capturing semantic meanings for vari-
ous image-related tasks. Several recent deep-learning techniques
improve the performance with the combination of two perceptual
losses: a feature loss to measure some distance in the high-level
feature space from a pre-trained perceptual network, and an ad-
versarial loss to generate realistic images by training a separate
discriminator network in parallel. However, computing L1 or L2
distance between high-dimensional features is not sufficient to cap-
ture the real difference of them, plus an adversarial loss requires
paired ground-truth datasets of background and reflection to dis-
criminate real or fake data via supervised-learning. To overcome
these weaknesses, we propose perceptual embedding, which con-
tains multi-level feature maps directly fed to the corresponding
layers of an encoder, rather than leveraging perceptual losses.
Perceptual DIP: Inspired by the perceptual discriminator [26],
we design an encoder-decoder style network with perceptual em-
bedding, which is named as a Perceptual DIP. At the initialization
step, the perceptual embedding module extracts multi-level features
from the pre-trained image classifier. As we choose ResNet18 [10]
as our backbone structure of the perceptual module, this module
has four layers, but we skip the first layer output. This is because
we observe that the features from this layer are more sensitive to
low-level information of the image, similar to those captured by
DIP, while our expectation for this module is to incorporate high-
level features. Then, the extracted feature maps are concatenated
with the features of each layer in the encoder, which is constructed
to fit well with the size of the perceptual embedding and the input
image.
The details of the corresponding down-sampling and up-sampling
blocks in the network are shown in the Figure 1. We analyzed the
impact of perceptual embedding on the reflection separation using
various datasets. Sample results are shown in Figure 2, which indi-
cates that the separation performance using the Places365 dataset
[36] outperforms the one with the ImageNet dataset [22] as well as
the non-perceptual embedding case. We believe that it is because
the Places365 dataset has more images for indoor and outdoor
scenes, which usually exist in many reflection removal problems.
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Figure 2: The impact of Perceptual Embedding on layer
separation. Three different settings are shown: one using
Places365 [36], another using ImageNet [22], and the third
without Perceptual Embedding.
Cross-feedback:We use two coupled perceptual DIPs based on
the observation that when two DIPs are jointly trained to recon-
struct a single input image, each DIP tends to capture similar small
patches inside the image while excluding each other [8]. While
the original DIP [27] generates the output from random noise, we
feed the previous iteration output into the encoder to encourage
the network to learn the difference between the given image and
the updated feedback. Moreover, we upgrade the feedback into
cross-feedback between two perceptual DIPs to enhance the ability
of exclusion. Since one perceptual DIP outputs its estimation, we
can automatically get a corresponding cross-estimation from Eq. (1)
at each iteration t , i.e., B˜ct = I − R˜t , and R˜ct = I − B˜t , which is fed
to the encoder of the other perceptual DIP.
In Figure 3, we show how the two Perceptual DIPs are excluding
each other throughout the iteration. From the observation, we
find that the goal of the Perceptual DIP network is moved from
restoration of the input image to exclusion between two layers as
the number of iteration increases.
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Figure 3: The effect of cross-feedback. At the early stage up
to 300 iterations, both layers contain similar objects shown
in the green and orange boxes. However, at iteration 3000,
the reflection layer restores those objects while the back-
ground recovers other parts of the scene by excluding each
other, similar to human perception.
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Figure 1: Overview of the unsupervised proposedmethod for single image reflection separation. Two Perceptual DIP networks
with perceptual embedding are coupledwith cross-feedback and loss functions, generating a background layer and a reflection
layer from a given input image.
3.2 Optimization Scheme
To consider Perceptual DIP in the optimization, we modify the
technique introduced in the Deep Image Prior [27], which shows
that the structure of the network is sufficient to capture a significant
amount of image statistics without training on a large dataset. We
define the structure of a Perceptual DIP as a parametric function
y = Gθ (x). Specifically, in our method, two Perceptual DIPs can
be represented as Bˆt = G1(B˜ct−1, I ) and Rˆt = G2(R˜ct−1, I ) given
an input image I and each cross-feedback, B˜ct−1 = I − R˜t−1 and
R˜ct−1 = I − B˜t−1, at each iteration t . We note that the parameters ofGθ do not include the ones of the fixed perceptual modules Fr es18.
Besides, we add an external parameter αt into the method to
leverage which Perceptual DIP network generates which image
layer based on the equation below.{
B˜t = (1 − αt ) · Bˆt
R˜t = αt · Rˆt
, where αt ∈ (0, 0.5) (2)
where Bˆt and Rˆt are the direct outputs from two Perceptual DIP
networks. The range of α is limited to under 0.5, as the range of (0.5,
1) would have the same effect. We set the initial guess of α as 0.1,
which implies that natural reflections are relatively weaker than
the background scene in general cases. The impact of α is evaluated
in the Section 4.4.
Based on this parameterization, we need to define the clear ob-
jectives of the optimization to find the perceptually meaningful
decomposition of B˜ and R˜ from the input I . First, we list the follow-
ing essential principles for layer separation:
• The estimated outputs should be reconstructed based on the
given image.
• The two recovered layers should be independent of one
another.
• Each generated output should be a natural image.
Then, we realize these three principles with our loss functions:
Reconstruction loss, Exclusive loss, and cross-feedback loss, and
regularization loss, respectively. The total optimization loss can be
written as:
Ltotal = Lr econ + λ1 · Lexcld + λ2 · Lcross + λ3 · Lr eд , (3)
where λi is the corresponding weights for each loss functions based
on the reconstruction loss.We experimentallymeasured theweights
of different losses. Since the reconstruction loss performs the most
important role in the problem definition, the other losses weight’s
were adjusted based on this loss to obtain better separation results.
Once determined, we fixed them throughout the entire evaluation.
Empirically, we set λ1, λ2 and λ3 as 0.1, 0.1, and 1, respectively.
The pseudo code of the optimization algorithm is shown in Algo-
rithm 1 and the details of each loss are explained below. Also, our
experiments on the impact of each loss are discussed in 4.5.
Algorithm 1 Optimization Algorithm
Require: Decompose image I into two latent layers: background B˜
and reflection R˜. T denotes number of optimization iteration,
which is fixed to 5000 through our experiments
Input: The image I corrupted by unknown reflection
Output: Decomposed layers, B˜ and R˜
1: initialize B˜0 = R˜0 = I ,α0 = 0.1
2: for t = 0 to T :
3: B˜t = (1 − αt ) · G1(I − R˜t−1)
4: R˜t = αt · G2(I − B˜t−1)
5: Compute the gradients of Ltotal w.r.t. B˜t , R˜t ,αt
6: Update B˜t , R˜t ,αt using AdamW[13]
7: B˜ct = I − R˜t
8: R˜ct = I − B˜t
9: end for
10: B˜ = B˜T , R˜ = R˜T
Reconstruction Loss:We find that combining different types
of reconstruction losses helps the network to converge faster. Thus,
we define our reconstruction loss as:
Lr econ = Lcolor + ω1 · Lдray + ω2 · Lдrad , (4)
Lcolor = ∥I − I˜ ∥2,
Lдray = ∥c(I ) − c(I˜ )∥2,
Lдrad = ∥ ▽x I − ▽x I˜ ∥1 + ∥ ▽y I − ▽y I˜ ∥1,
where c(·) is the conversion function from RGB image to gray-
scale image, and ▽x,y (·) denotes the gradient of the input with
the Sobel filter. The main reconstruction loss is a pixel-wise L2
distance between the given image and the recombined image in RGB
color space. We also design the same L2 losses both in gray color
space (Lдray ) and in gradient domain (Lдrad ). We find that Lдray
enhances the generated output andLдrad makes the network more
robust. In the experiments, we set the value of ω1 and ω2 as 0.1.
Exclusion Loss: The exclusion loss aims to minimize the cor-
relation between two edges of the background and the reflection
at multiple spatial resolutions, which enables us to reduce some
residuals from each other. Thus similar to [35], the exclusion loss
is defined as:
Lexcld =
N∑
n=1
∥norm(▽B˜n ) ⊙ norm(▽R˜n )∥F , (5)
where n is the image down sampling factor, as exclusion loss mini-
mizes the correlation between edges of background and reflection
at multiple spatial resolution. So each time in Eq. (5), the image is
downsampled with a factor 2 and we chose N as 3 in the experiment.
norm(·) is normalization in gradient fields of the two layers, ⊙ is
element-wise multiplication, and ∥ · ∥F denotes Frobenius norm.
Cross-FeedbackLoss:Our proposed design exploits cross-feedback
to empower the network to exclude one another under the assump-
tion that each generated layer should be similar to its corresponding
cross-feedback from the other network as well as its previous out-
put. We call the first constraint as the cross-consistent loss Lcc
and the second one as the feedback-consistent loss Lf c , which are
defined in the following:
Lcross = Lcc + Lf c , (6)
Lcc t = ∥B˜t − (I − R˜t−1)∥2 + ∥R˜t − (I − B˜t−1)∥2,
Lf c t = ssim(B˜t , B˜t−1) + ssim(R˜t , R˜t−1).
Wefind that using theL2 distancemetric is better for cross-consistent
loss, but for the feedback-consistent loss, the structural similarity
metric (ssim(·)) is more effective.
Regularization Loss: We regulate the network under three
priors: a total-variance loss LTV [19], a total-variance balance loss
LTV B that we applied on our own, and a ceiling rejection loss
Lceil [7], which are defined as follows:
Lr eд = γ1 · LTV + γ2 · LTV B + Lceil , (7)
LTV = ∥ ▽ B˜t ∥1 + ∥ ▽ R˜t ∥1,
LTV B = ∥ ▽ B˜t ∥1 − ∥ ▽ R˜t ∥1,
Lceil =
∑
m
f (B˜t , I ,m) + f (R˜t , I ,m),
f (x ,y,m) =
{
∥xm − ym ∥1 i f xm > ym
0 otherwise
,
wherem denotes each image pixel. While a total-variance loss
boosts the spatial smoothness in both generated scenes, our total-
variance balance loss penalizes the system when one of the net-
works is giving up on generating the output (degeneration problem)
by balancing the total gradients of each output. Also, ceiling rejec-
tion loss constrains each pixel whose intensity is larger than the
input one, helping to resolve the color ambiguity. Empirically, γ1
and γ2 are set to 0.005 and 0.001, respectively.
4 EVALUATION
4.1 Experimental Setup
We evaluate the proposed reflection removal method and compare it
against state-of-the-art methods using two real-world datasets that
are commonly used to evaluate image reflection removal. The first
dataset comes from [28], and it contains 55 real-world images that
contain reflection; we refer to it as DS1. These 55 images are the only
real-world images with reflection having corresponding ground
truth background and reflection layers in that dataset. The second
dataset, referred to as DS2, contains 20 images from the dataset in
[35]. This dataset also has a ground truth background layer for each
image. DS1 and DS2 contain diverse images of different indoor and
outdoor scenes containing various levels of reflections.
Our datasets have about equal numbers of indoor and outdoor
images. Figure 4 has two rows of indoor scenes and two rows of
outdoor scenes. And in Figure 5, rows 1 and 2 contain outdoor
scenes, while row 3 has indoor scenes.
Since our method is based on optimizing the model parameters
on the single image input with the size of 224*224, the batch size is
set as 1 and the parameters are updated with 0.0001 learning rate
until the number of iteration(epochs) reaches to 5000
We compare the proposed method against five state-of-the-art
methods. Four of thesemethod use supervised deep learningmodels,
which are BDN [34], GCNet [1], ERRNet [31], and Zhang et al. [35].
The fifthmethodwe compare against is the unsupervisedmethod
proposed by Gandelsman et al. [5], which we refer to as Double-
DIP. Double-DIP takes two different mixtures of the same images
as its input to accomplish the task of layer separation. As there
was no specific method for mixing two layers mentioned in their
paper to generate the second image, we experimented with two
different settings. The first one we refer to as Double-DIP1, in
which we mix the original background layer and the reflection
layer that was modified by a Gaussian Kernel. As for the other
setting, Double-DIP2, we linearly add two layers with a higher
weight on the reflection layer to construct the second input.
BDN ERRNet GCNet Zhang et al.Our MethodMixed Image Ground Truth
Figure 4: Comparing our method versus four supervised methods on dataset DS1.
BDN ERRNet GCNet Zhang et al.Our MethodMixed Image Ground Truth
Figure 5: Comparing our method versus four supervised methods on dataset DS2.
For all of the five methods, we used the official implementations
released by the authors of their papers.
We present sample images to show the qualitative comparison
among the outputs of different methods. We also compare all meth-
ods quantitatively using the PSNR and SSIM metrics, as has been
done in prior works in this area.We note that the presented im-
ages are best viewed digitally and zoomed in to see the subtle
differences. We also note that we only present a few representative
results due to space limitations.
4.2 Comparison against Supervised Methods
We compare the proposed method versus four state-of-the-art su-
pervised methods in Figure 4 and Figure 5, for datasets DS1 and
DS2, respectively. In both figures, we draw rectangles showing
some areas that have reflection. The input to all methods is shown
on the left, which is an image with reflection. These two figures
show only the background layer of each image after removing the
reflection layer. We analyze the reflection layer later.
The results in Figure 4 and Figure 5 show that our method pro-
duces better (or at least the same) reflection removal than the super-
vised methods that require a substantial amount of training data.
For example, in the sample image of the second row in Figure 4,
all methods except ours failed to detect and remove the reflection.
Similarly, for the sample in the third row, our method generated
an output close to the ground truth background, whereas the other
models failed to remove the reflection in the image. The same obser-
vations can be made on the results in Figure 5, which were produced
on DS2.
We further analyze the quality of the layer separation of different
methods in Figure 6. This figure shows both the background and
reflection layers produced by various methods and compares them
against each other and the ground truth. We show only our method
versus the BDN [34] and Zhang et al. [35] methods, as they were the
BDNZhang et al.Ground Truth Our Method
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Figure 6: Comparing the separation quality produced by our
method versus BDN [34] and Zhang et al. [35] methods. B
and R indicate background and reflection, respectively
ones that produced the best results from prior works, as indicated
in Figure 4 and 5. As Figure 6 shows, our method produces a cleaner
separation of the background and reflection layers.
Next, we compare our method versus others using the PSNR and
SSIM objective metrics, because such comparisons were made in
previous works. The results for dataset DS1 are presented in Table 1,
which shows that our method results in somewhat smaller SSIM
and PSNR values than some of the other methods. We note the SSIM
and PSNR do not measure the quality of separation. Instead, they
measure the quality of the produced images, even if the separation
of the layer was not done properly. We illustrate this in Figure 7,
where we compare the produced background layer of our method
versus the one produced by GCNet. As the figure shows, GCNet
produced a background that is similar to the input image without
removing too much reflection. Thus, the computed PSNR and SSIM
values are high, despite the poor performance in the main task at
hand (removing reflection). On the other hand, our method removes
most of the reflection from the image, but produces images with
acceptable PSNR and SSIM values.
Supervised methods are data-driven, which means that they
separate layers based on training their models withmostly synthetic
datasets. We note that capturing natural images with reflection and
creating ground-truth for them (i.e., the same scene but without
reflection) is a very difficult task, especially for large datasets needed
for deep learning models. This indicates that the performance of
prior supervised methods heavily depends on the dataset and their
performance typically degrades on images that do not have similar
ones in the training dataset, which is usual for natural images.
In contrast, our model is based on perceptual double-DIP, which
exploits both high level and low-level statistics of an image to find
two layers that are as close as possible to a natural image. And we
optimize the parameters of the model on each input sample only,
which means that it basically learns the image statistics of the input
sample and uses them to separate the input into two layers.
GCNetOur MethodGround Truth
PSNR = 26, SSIM = 0.93 PSNR = 28.6, SSIM = 0.95
Figure 7: Comparison between the output of our model and
GCNet to show the importance of the visual quality over the
objective PSNR and SSIMmetrics. Although GCNet’s output
achieved better PSNR and SSIM, it did not remove much of
the reflection, whereas our method removed most of the re-
flection.
It should be noted that reflection separation is a low-level vision
task, but it is a very complex and ill-posed problem. To address
this difficulty and reduce ambiguity, we utilize some high-level
semantics. This is similar in nature to many prior works.
We performed our evaluation on DS1 and DS2 dataset, which
are also used in prior works. Our method mostly outperformed the
supervised methods on DS1 samples, in which most images have a
strong reflection.
Table 1: Comparing our method versus other supervised
learning methods using SSIM and PNSR metrics. B and R
indicate background and reflection, respectively.
Dataset DS1
Metric PSNR SSIM
B R B R
BDN [34] 22.01 9.01 0.86 0.31
GCNet [1] 24.53 — 0.92 —
Zhang et al. [35] 21.13 20.88 0.87 0.64
ERRNet [31] 23.86 — 0.88 —
Our Method 22.82 20.97 0.83 0.68
4.3 Comparison against Unsupervised Method
We compare the proposed method against the closest unsupervised
method in the literature [8], which is referred to as Double-DIP. We
note that we are aware of another unsupervised reflection removal
work by Chandramouli et al. [5]. However, this work focuses on
removing reflection from face images, and it is not general like our
method. Thus, we did not compare against it.
Figure 8 compares our method versus Double-DIP using dataset
DS1. As both reflection and background are needed for generating
the second input image in Double-DIP, we could not evaluate it
on the dataset DS2, which does not have the ground truth for the
reflection layer. The results in the figure show that our method pro-
duces better results in terms of the separation quality. For example,
Double-DIP1 Double-DIP2Our MethodGround Truth
R
B
R
B
Figure 8: Comparing our method against the unsupervised
Double-DIP method [8]. B and R indicate background and
reflection, respectively.
as shown in the first two rows, our method performed better and
separated the reflection from the background, whereas Double-DIP
failed to remove the reflection. In the third row, Double-DIP tried to
separate the mixed input into two different layers, but our method
almost perfectly separated the reflection from the background.
Next, we compare our method versus Double-DIP using PSNR
and SSIM in Table 2 The table shows that our method achieves
high PSNR and SSIM (especially for the background layer), while
Double-DIP produces lower PSNR values. As commented before,
PSNR and SSIM indicate the quality of the produced images, but
they do not consider the layer separation quality.
In summary, even though Double-DIP works as a transparent
layer separator and takes two images as input, our method performs
better in reflection separation both in the separation accuracy and
the quality of the produced images.
Table 2: Comparing our method versus another unsuper-
vised learning method using SSIM and PNSR metrics. B and
R indicate background and reflection, respectively.
Dataset DS1
Metric PSNR SSIM
B R B R
Double-DIP1 [8] 16.61 10.02 0.73 0.39
Double-DIP2 [8] 16.53 20.35 0.65 0.66
Our Method 22.82 20.97 0.83 0.68
4.4 Impact of α
The image reflection removal problem is ill-posed, whichmeans that
there could be multiple solution pairs (background-reflection) for
the same input image but what we need is only the desired solution.
Without introducing the parameter α , the problem definition Eq.
(1) is simple so that we could design our model with two identical
Perceptual DIPs having an equal probability of generating each
layer(background or reflection), which is not sufficient to resolve the
ambiguity of the problem. This shortage of our model without α is
observed through several failure cases in our repeated experiments.
Figure 9 shows that our model outputs inconsistent solution pairs
when we test the model multiple times on the same input. Also,
for some samples with weak reflections, the model often gives up
generating one of the layers as shown in Figure 10.
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Figure 9: Inconsistent pairs of the outputs from multiple at-
tempts on the same input when not using α
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Figure 10: Some degenerated pairs of the outputs (Attempt I
and II) from multiple attempts when not using α
Parameter α mitigates this problem. Specifically, we observe that
the reflection layer tends to have lower pixel intensity than the
background layer in natural images. Thus, we model our problem
in Eq. 2 as a linear combination of two latent layers using α , which
assigns the role to each Perceptual DIP as either the background
generator or reflection generator. In other words, we incorporate
our prior belief of the balance between two unknown layers, and
it gives us robust separation results from repeated experiments as
well as significantly reduced degeneration issues on weak reflection
samples. Through experimentation, we found that small α values
(around 0.1) yield better results. As shown in Figure 11, the impact
of α diminishes as we get closer to 0.5, as its influence on the two
Perceptual DIPs becomes equal. Thus, we chose to use α = 0.1 for
our final model and we do NOT change it.
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(b) Comparison in two synthetic images(a) Comparison in two real images
Figure 11: Comparison between two α settings (0.1 and 0.4)
4.5 Impact of different losses
We design four types of loss terms as described in section 3.2: recon-
struction loss, exclusion loss, cross-feedback loss, and regularization
loss. Since the reconstruction loss performs the most important
role in the problem definition, we adjusted the weights of other
losses based on this loss to obtain better separation results. Thus,
we evaluate the impact of the different losses by adding each loss
sequentially to the reconstruction loss as shown in Figure 12 and
Figure13 with a set of real and synthetic images. Since we utilize
high-level features of Perceptual Embeddings, the separation result
I , when using only reconstruction loss, looks reasonable but not
sufficient due to high ambiguity between two latent layers. We
append the exclusion loss to make the model decompose the input
sample into two layers having different contents based on edge
information, so I I shows better separation results than I but still has
some small artifacts. We enhance the exclusion with cross-feedback
structure and its corresponding loss to perform well even when the
gradient information of the reflection layer is not enough. While
the result I I I might be similar to I I , the cross-feedback loss brings
improvement in the speed of convergence and robustness of the
model. Finally, by joining the regularization term, we can obtain
our best output shown in IV , which shows more solid separation
in color and shapes.
5 CONCLUSIONS AND FUTUREWORK
We have presented an unsupervised method for single-image re-
flection removal. To the best of our knowledge, this is the first
unsupervised work for removing reflection for natural scenes us-
ing only a single image. We have proposed a novel architecture of
cross-coupled Perceptual DIPs that is capable of capturing not only
the low-level statistics of a natural image but also the high-level
semantic cues. We have also designed an optimization scheme us-
ing multiple loss functions without training on any dataset, which
significantly resolves the ambiguity of single-image separation and
leads to good separation results for natural images. Both qualitative
and quantitative evaluations on real datasets have shown that our
method is on par with state-of-the-art supervised models or better
in some cases, and significantly outperforms the closest unsuper-
vised method in [8] that also needs to use an additional image,
while our method does not.
The work in this paper can be extended in multiple directions.
For example, the quality of the two separated layers can further be
improved by incorporating some suppression or inpainting tech-
niques into our method to handle some extreme cases.
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Figure 12: The impact of the proposed losses in four different scenarios in two real images: "I": Using only the Reconstruction
Loss, "II": Reconstruction + Exclusion, "III": Reconstruction + Exclusion + Cross-Feedback, and "IV": All the losses.
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Figure 13: The impact of the proposed losses in four different scenarios in two synthetic image: "I": Using only the Reconstruc-
tion Loss, "II": Reconstruction + Exclusion, "III": Reconstruction + Exclusion + Cross-Feedback, and "IV": All the losses.
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