A distributional mixing condition is introduced for stationary sequences of random vectors to study their extremes. For a sequence satisfying the condition, the following topics which concern the weak limit F of properly normalized partial maxima are studied: (1) To obtain characterizations of F. (2) To study a condition under which the partial maxima behave as they would if the sequence were i.i.d. (3) To consider problems in connection with the independence of the margins of F.
INTRODUCTION
Throughout this paper { (ti,r, . . . . <;,,)}z 1 denotes a strictly stationary sequence of random vectors, where m is in general greater than one, and for 1 <j< m, n 2 1, IM,,~ denotes the maximum of tij, 1 <iG n. Also, for convenience, we call a function u on R a normalizing function if u is nondecreasing, right continuous, and U(X) -+ f co as x -+ + co. While the development of mulivariate extreme value theory may still be in an early stage, several topics in the classical setting have been thoroughly investigated (cf. [14] ). For example, the problem of characterizing the limit distribution F in P[M,,j < u,,j(x,), 1 <j< ml * F(x,, ---, x,), (1.1)
where {(ti.l, --, <i,m)> is an independent and identically distributed (i.i.d.)
sequence and u,,~, 1 <j < m, n >, 1, are linear normalizing functions, was considered first by Finkelshteyn [13] , Geffroy [15] , Sibuya [25] , and Tiago de Oliveira [26] for m = 2, and later by de Haan and Resnick [ 161, Deheuvels [8] , and Pickands [23] for arbitrary m. In this paper, we shall abuse terminology and refer to a result which identifies the limit of a convergence statement such as ( 1.1) for a stationary sequence and suitable normalizing functions as a "multivariate extremal types theorem." Our goal is to consider several results of this kind and some related problems in a setting where the assumptions of independence and possibly linear normalization in the classical setting are weakened. We are particularly interested in the situation where { (ri,,, . . . . 5i,m)}pO= i is weakly dependent in the sense of Leadbetter [18] and Davis [6, 7] .
[18] considers extreme value theory for dependent univariate stationary sequences satisfying a distributional mixing condition D(u,). [6, 7] study the joint distribution of the maximum and minimum of a univariate sequence, and are the only existing papers, to our knowledge, that discuss the theory of bivariate extremes of dependent sequences. Certain results in this paper are generalized from those developed in [6, 7, 181 , but are stated in considerably more general terms.
In the study of multivariate extremes, it is well known (cf. [S, 14, 251 ) that the method of dependence function is most useful. In Section 2 we give a new, and perhaps more convenient, definition of the dependence function. Also we state some important relevant results, including a representation due to Pickands [23] of the extreme dependence functions.
Section 3 consists of some technical results. Certain methods there are the modified versions of the ones used in the classical situation. Deheuvels' papers [S, 91 are particularly relevant in this connection. In Section 4 we introduce a notion of distributional mixing for multivariate sequences in the spirit of the D(u,) condition. For sequences satisfying this condition, we apply the theory in Section 3 to derive extremal types theorems. Also we consider a sufficient condition for the maxima M, j, 1 <j < m, to behave as they would if ((e,, , . . . . ci,,)} were i.i.d. when n is large.
In the classical setting, there have been some discussions on the independence of the margins of the limit F in (1.1). See Geffroy [ 15 J, Sibuya [25] , Berman 131, Tiago de Oliveira [27] , Mikhahilov [22] , and Deheuvels [lo] . One of the most interesting results on this subject states that the margins of F are jointly independent if and only if they are pairwise independent (cf. [27] ). In Section 5 we extend this result to the dependent setting of Section 4, along with a condition which ensures the independence of the margins.
Finally in Section 6 we illustrate the various results in Sections 4 and 5 by considering a max-moving average sequence and a Gaussian sequence. For clarity of terminology, we refer to the dependence function in the sense of (2.2) as "dependence function" in what follows. 
Proof
The "if" part is trivial, To show the "only if" part, note first that if F is a d.f. and (X,, . . . . X,) is distributed according to F, we have for b , , . . . . x,) E R", The above definition can be stated in a number of equivalent ways. For example, the following is derived from combining (2.6) and Lemma 2.2 (i). It is easily seen from (2.7) that each margin of an extreme dependence function is uniform on [0, 11. Thus any d.f. whose dependence function is an extreme dependence function necessarily has continuous margins.
WEAK CONVERGENCE TO DISTRIBUTIONS WITH EXTREME DEPENDENCE FUNCTIONS
We consider in this section some conditions under which the weak limit of a sequence of suitably normalized d.f.'s has an extreme dependence function. The main ideas in Lemmas 3.1, 3.2 and Theorems 3.3, 3.4 are similar to those in Deheuvels [S, 91 . However, since our definition of dependence function is different, we shall provide detailed proofs for these results.
The first lemma corresponds to Lemma 4.1 of [8] , but the proof is somewhat simplified by the present definition of dependence function. Suppose conversely F has an extreme dependence function. Then it is simply verified that (3.1) and (3.2) hold for F, = F", n 3 1, and uLkj(x) = gjo Fjfnk(x), n, k > 1, 1 6 j < m, where pj denotes the right continuous inverse of Fj. i In the above theorem, it can be seen from the proof that D, is the pointwise limit of D," if the margins of F are continuous. Thecondition D(u,., ,..., u,,,,) is said to hold for ((tll ,..., c,,)} if a,,("--+0 as n + co for some /,, = o(n). This condition is obviously motivated by its l-dimensional special case D(u,) which is Leadbetter's distributional mixing condition (cf. [18] ). Similar conditions exist in the literature of extreme value theory, but, to our knowledge, were used for purposes of treating multivariate problems that arise in univariate theory. For example, Leadbetter, Lindgren, and Rootzen [19] introduced in Section 5.4 the condition D,(u,) to consider the joint distribution of maxima of r.v.'s taken from disjoint intervals of a univariate stationary sequence, and Davis [6, 71, respectively, used the conditions D(u,, u,) and C to study the joint distribution of the partial maximum and minimum of a univariate stationary sequence.
Recall that M, j = maxi G i G n ri,j, 1 dj<m, n 2 1. Hereafter denote by F, the d.f. of (M,, 1, . . . . M,,,) for convenience. The following lemma is a multivariate version of [ 19, Lemma 3.3.21 . We omit the proof since no new ideas are involved. We state without proof the following two results which follow similarly from, respectively, Theorems 3.4 and 3.5. The remaining part of this paper focuses on questions associated with the convergence F,(u,,r (x,) We omit the proof of Lemma 4.4 since it follows from arguments similar to those in the proof of [19, Theorem 3.4 .11.
For a univariate df. F, the quantity inf{x E R: J'(x) > O> ( > -co) is said to be the left end point of F. is not assumed to hold for all (x1, . . . . x,) in R" in Theorem 4.5 is that, by the Bonferroni inequality, the two possibilities "D'(u",~ (x,), . . . . u,,(x,)) holds for ((ti,l 9 -., ti,m)}" and "F(xI, .., x,)>O" are mutually exclusive in the framework there. It is useful to have a criterion with which we can judge whether the normalized maxima are asymptotically independent. In the following we give such a result based on some simple ideas.
For sequences of constants {u,. j};E,, 1 <j < m, we say that the condition D"(u n, 1 3 a.. Notice that Theorem 5.3 is analogous to Proposition 3.1 of Davis [7] . However, the term P[tl,l > u,,~, <1,2 > u, J in the bivariate version of the condition D" is not included in the condition (C2) in [7] , since it equals zero for the situation there.
The It can be further concluded, using arguments similar to those in Lemma 5.3.4 of [17] , or Lemma 3.1 of [24] , that the condition D(u,(x,), a,(~*)) holds for {(t,,, ri.,)} for each (xi, x,)eR2.
Thus, according to Theorem 5. U"(X) = (2 log n)-'12x + (2 log n)l'2 -f (2 log n) -1'2(log log n + log 4n), (6-l) provided that the following (a), (b) hold:
(a) r,,(O)<l, 1 dk#f,<m, (b) IX,"=, lrkl(n)l"< co, 1 d k, I&m, for some M = 1, 2, . . . . The method used in [l] is similar to the ones in Berman [4] and Lead- (ii) The condition (b) above may be replaced by other weaker or more convenient conditions. See [19, Section 4 .51 and the reference therein.
(iii) Sybuya [25, Theorem 31 studied i.i.d. bivariate Gaussian sequences. It is, of course, a special case of Amram's result. Lindgren [20] studied high level crossings of continuous time Gaussian process. Some useful comments in [20] are also applicable to the present situation.
