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LOCAL BOUNDEDNESS FOR WEAK SOLUTIONS TO SOME QUASILINEAR
ELLIPTIC SYSTEMS
SALVATORE LEONARDI - FRANCESCO LEONETTI - CRISTINA PIGNOTTI -
EUGENIO ROCHA - VASILE STAICU
Abstract. We consider quasilinear elliptic systems in divergence form. In general, we cannot
expect that weak solutions are locally bounded because of De Giorgi’s counterexample. Here we
assume a condition on the support of off-diagonal coefficients that ”keeps away” the counterexample
and allows us to prove local boundedness of weak solutions.
1. Introduction
We consider quasilinear elliptic systems in divergence form
− div(a(x, u(x))Du(x)) = 0, x ∈ Ω, (1.1)
where u : Ω ⊂ Rn → RN and a : Ω × RN → RN
2n2 is matrix valued with components aα,βi,j (x, y)
where i, j ∈ {1, ..., n} and α, β ∈ {1, ..., N}. Note that (1.1) is a system of N equations

−
n∑
i=1
Di
(
n∑
j=1
a1,1i,j (x, u)Dju
1 +
n∑
j=1
a1,2i,j (x, u)Dju
2 + ...+
n∑
j=1
a1,Ni,j (x, u)Dju
N
)
= 0
−
n∑
i=1
Di
(
n∑
j=1
a2,1i,j (x, u)Dju
1 +
n∑
j=1
a2,2i,j (x, u)Dju
2 + ...+
n∑
j=1
a2,Ni,j (x, u)Dju
N
)
= 0
...................................................................................................
−
n∑
i=1
Di
(
n∑
j=1
aN,1i,j (x, u)Dju
1 +
n∑
j=1
aN,2i,j (x, u)Dju
2 + ...+
n∑
j=1
aN,Ni,j (x, u)Dju
N
)
= 0
(1.2)
Let us assume that coefficients aα,βi,j (x, y) are measurable with respect to x, continuous with respect
to y, bounded and elliptic. When N = 1, we have only one equation and the celebrated De Giorgi-
Nash-Moser theorem forces weak solutions u ∈ W 1,2(Ω) to be locally bounded and even Ho¨lder
continuous, see section 2.1 in [17]. The result is no longer true, in general, for systems: De Giorgi’s
counterexample shows that u(x) = x/|x|γ is a weak solution to a particular system (1.2) where Ω
is the ball centered at the origin with radius 1 and γ > 1 is a suitable exponent; it turns out that
u cannot be bounded inside Ω near the origin; see [3], section 3 in [17] and the recent paper [18];
see also [21] and [12]. Now the effort is finding additional restrictions on the coefficients aα,βi,j that
keep away De Giorgi’s counterexample and allow for local boundedness of weak solutions u. The
easiest case happens when off-diagonal coefficients vanish, that is
aα,βi,j = 0 for β 6= α. (1.3)
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In such a case, the α row of the system is
−
n∑
i=1
Di

 n∑
j=1
aα,αi,j (x, u(x))Dju
α(x)

 = 0, (1.4)
so, if bi,j(x) = a
α,α
i,j (x, u(x)) and v(x) = u
α(x), then we are in the linear scalar case
−
n∑
i=1
Di

 n∑
j=1
bi,j(x)Djv(x)

 = 0 (1.5)
and v turns out to be locally bounded and Ho¨lder continuous. A further step has been made in
[22]: the system (1.2) is assumed to be tridiagonal, that is
aα,βi,j = 0 for β > α. (1.6)
In such a case the system (1.2) becomes

−
n∑
i=1
Di
(
n∑
j=1
a1,1i,j (x, u)Dju
1
)
= 0
−
n∑
i=1
Di
(
n∑
j=1
a2,1i,j (x, u)Dju
1 +
n∑
j=1
a2,2i,j (x, u)Dju
2
)
= 0
...................................................................................................
−
n∑
i=1
Di
(
n∑
j=1
aN,1i,j (x, u)Dju
1 +
n∑
j=1
aN,2i,j (x, u)Dju
2 + ...+
n∑
j=1
aN,Ni,j (x, u)Dju
N
)
= 0
(1.7)
Then we can apply to the first equation the regularity for scalar case: Ho¨lder continuity for u1 and
suitable decay on balls for Du1. Now the second row can be written as follow
−
n∑
i=1
Di

 n∑
j=1
a2,2i,j (x, u)Dju
2

 = n∑
i=1
Di

 n∑
j=1
a2,1i,j (x, u)Dju
1

 ; (1.8)
the good behaviour of Du1 on the right hand side can be transferred to the left hand side so that u2
inherits Ho¨lder continuity and Du2 gets a suitable decay on balls. The procedure can be iterated
until we arrive at uN . Another step has been made in [16] where the local boundedness is obtained
under the following structure assumption: there exist numbers λ > 0, L ≥ 0 and two nonnegative
functions d(x), g(x), such that
N∑
α=1
N∑
γ=1
yαyγ
|y|2

 n∑
i=1
pγi
N∑
β=1
n∑
j=1
aα,βi,j (x, y)p
β
j

 ≥ −
{
δ|p|2 +
(
1
δ
)λ
[d(x)|y|2 + g(x)]
}
(1.9)
is fulfilled for all δ ∈ (0, 1) and all (x, y, p), with |y| > L. In the present work we assume a condition
on the support of off-diagonal coefficients: there exists L0 ∈ (0,+∞) such that ∀ L ≥ L0, when
α 6= β,
(aα,βi,j (x, y) 6= 0 and y
α > L)⇒ yβ > L,
(aα,βi,j (x, y) 6= 0 and y
α < −L)⇒ yβ < −L
(1.10)
(see Figure 1). Under such a restriction we are able to prove local boundedness of weak solutions.
All the necessary assumptions and the result will be listed in section 2 while proofs will be per-
formed in section 3. Let us mention that off-diagonal coefficients with a particular support have
been successfully used when proving maximum principles in [13] and when obtaining existence for
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measure data problems in [14], [15]. It is worth mentioning that, when the ratio between the largest
and the smallest eigenvalues of aα,βi,j is close to 1, then regularity of u is studied at page 183 of [7];
see also [20], [10], [9], [11]. Let us also say that proving boundedness for weak solutions could be an
important tool for getting fractional differentiability, see the estimate after (4.15) in [4]; sometimes,
a gain in fractional differentiability can be iterated as in Theorem 3.III of [1] and in Theorem 3.3
of [5].
2. Assumptions and Result
Assume Ω is an open bounded subset of Rn, with n ≥ 2. Consider the system of N ≥ 2 equations
−
n∑
i=1
∂
∂xi

 N∑
β=1
n∑
j=1
aα,βi,j (x, u)
∂
∂xj
uβ

 = 0 in Ω, for α = 1, ..., N. (2.1)
Note that uβ is the β component of u = (u1, u2, ..., uN ). We list our structural conditions.
(A) For all i, j ∈ {1, ..., n} and all α, β ∈ {1, ..., N}, we require that aα,βi,j : Ω × R
N → R
satisfies the following conditions:
(A0) x 7→ a
α,β
i,j (x, y) is measurable and y 7→ a
α,β
i,j (x, y) is continuous;
(A1) (boundedness of all the coefficients) for some positive constant c > 0, we have
|aα,βi,j (x, y) | ≤ c
for almost all x ∈ Ω and for all y ∈ RN ;
(A2) (ellipticity of all the coefficients) for some positive constant ν > 0, we have
N∑
α,β=1
n∑
i,j=1
aα,βi,j (x, y) ξ
α
i ξ
β
j ≥ ν|ξ|
2
for almost all x ∈ Ω, for all y ∈ RN and for all ξ ∈ RN×n;
(A3) (support of off-diagonal coefficients) there exists L0 ∈ (0,+∞) such that ∀ L ≥ L0,
when α 6= β,
(aα,βi,j (x, y) 6= 0 and y
α > L)⇒ yβ > L , (A′3)
(aα,βi,j (x, y) 6= 0 and y
α < −L)⇒ yβ < −L . (A′′3)
(see Figure 1).
We say that a function u : Ω→ RN is a weak solution of the system (2.1), if u ∈W 1,2
(
Ω,RN
)
and∫
Ω
N∑
α,β=1
n∑
i,j=1
aα,βi,j (x, u(x))Dju
β(x)Diϕ
α(x)dx = 0, (2.2)
for all ϕ ∈W 1,20
(
Ω,RN
)
.
Theorem 2.1. Let u ∈ W 1,2
(
Ω,RN
)
be a weak solution of system (2.1) under the set (A) of
assumptions. Then u ∈ L∞loc
(
Ω,RN
)
.
3. Proof of the result
The proof of the Theorem 2.1 will be performed in several steps.
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yα
yβ
aα,βi,j = 0
aα,βi,j = 0
Figure 1. Assumption (A3): off-diagonal entries a
α,β
i,j vanish on the white part of
the picture; they might be non zero only on the grey part.
STEP 1. Caccioppoli inequality.
Theorem 3.1. (Caccioppoli inequality on superlevel sets) Let u ∈W 1,2
(
Ω,RN
)
be a weak solution
of system (2.1) under the assumptions (A0), (A1), (A2), (A
′
3). For 0 < s < t, let B(x0, s)
and B(x0, t) be concentric open balls centered at x0 with radii s and t respectively. Assume that
B(x0, t) ⊂ Ω and L ≥ L0. Then
N∑
α=1
∫
{uα>L}∩B(x0,s)
|Duα|2 dx ≤
16c2n4N4
ν2
N∑
α=1
∫
{uα>L}∩B(x0,t)
(
uα − L
t− s
)2
dx, (3.1)
where c is the constant involved in assumption (A1), ν is given in (A2) and L0 appears in (A3).
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Proof of Theorem 3.1 Let u ∈W 1,2
(
Ω,RN
)
be a weak solution of system (2.1). Let η : Rn → R
be the standard cut-off function such that 0 ≤ η ≤ 1, η ∈ C10 (B(x0, t)), with B(x0, t) ⊂ Ω and
η = 1 in B(x0, s). Moreover, |Dη| ≤ 2/(t − s) in R
n. For every level L ≥ L0, consider the test
function ϕ : Rn → RN with ϕ = (ϕ1, ..., ϕN ), where
ϕα(x) := η2(x)max{0, uα(x)− L}, for all α ∈ {1, ..., N}.
Then
Di ϕ
α = η21{uα>L}Di u
α + 2η(Diη)1{uα>L}(u
α − L) for all i ∈ {1, ..., n} and α ∈ {1, ..., N}.
Using this test function in the weak formulation (2.2) of system (2.1), we have
0 =
∫
Ω
N∑
α,β=1
n∑
i,j=1
aα,βi,j Dju
βDiϕ
α dx =
∫
Ω
N∑
α,β=1
n∑
i,j=1
aα,βi,j Dju
βη21{uα>L}Di u
α dx+
∫
Ω
N∑
α,β=1
n∑
i,j=1
aα,βi,j Dju
β2η(Diη)1{uα>L}(u
α − L)dx.
Now, the assumption (A′3) guarantees that
aα,βi,j (x, u(x))1{uα>L}(x) = a
α,β
i,j (x, u(x))1{uβ>L}(x)1{uα>L}(x) (3.2)
when β 6= α and L ≥ L0. It is worthwhile to note that (3.2) holds true when α = β as well; then∫
Ω
N∑
α,β=1
n∑
i,j=1
aα,βi,j 1{uβ>L}Dju
βη21{uα>L}Di u
α dx
= −
∫
Ω
N∑
α,β=1
n∑
i,j=1
aα,βi,j 1{uβ>L}Dju
β2η(Diη)1{uα>L}(u
α − L) dx. (3.3)
Now we can use the ellipticity assumption (A2) with ξ
α
i = 1{uα>L}Di u
α and we get
ν
∫
Ω
η2
N∑
α=1
1{uα>L}|Du
α|2 dx ≤
∫
Ω
N∑
α,β=1
n∑
i,j=1
aα,βi,j 1{uβ>L}Dju
βη21{uα>L}Di u
α dx. (3.4)
Moreover
−
∫
Ω
N∑
α,β=1
n∑
i,j=1
aα,βi,j 1{uβ>L}Dju
β2η(Diη)1{uα>L}(u
α − L) dx ≤
∫
Ω
c
N∑
β=1
n∑
j=1
1{uβ>L}|Dju
β|
N∑
α=1
n∑
i=1
2η|Diη|1{uα>L}(u
α − L) dx ≤
∫
Ω
c
N∑
β=1
n1{uβ>L}|Du
β|
N∑
α=1
n2η|Dη|1{uα>L}(u
α − L) dx ≤
∫
Ω
cn2ǫη2

 N∑
β=1
1{uβ>L}|Du
β |


2
+
∫
Ω
cn2
ǫ
|Dη|2
(
N∑
α=1
1{uα>L}(u
α − L)
)2
dx ≤
∫
Ω
cn2N2ǫη2
N∑
β=1
1{uβ>L}|Du
β|2 +
∫
Ω
cn2N2
ǫ
|Dη|2
N∑
α=1
1{uα>L}(u
α − L)2 dx, (3.5)
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where we used the inequality 2ab ≤ ǫa2 + b2/ǫ, provided ǫ > 0. Merging (3.4) and (3.5) into (3.3)
we get
ν
∫
Ω
η2
N∑
α=1
1{uα>L}|Du
α|2 dx ≤
∫
Ω
cn2N2ǫη2
N∑
β=1
1{uβ>L}|Du
β|2 +
∫
Ω
cn2N2
ǫ
|Dη|2
N∑
α=1
1{uα>L}(u
α − L)2 dx.
We take ǫ = ν/(2cn2N2) and we have
ν
2
∫
Ω
η2
N∑
α=1
1{uα>L}|Du
α|2 dx ≤
∫
Ω
2c2n4N4
ν
|Dη|2
N∑
α=1
1{uα>L}(u
α − L)2 dx.
Using the properties of the cut off function η we get
N∑
α=1
∫
{uα>L}∩B(x0,s)
|Duα|2 dx ≤
16c2n4N4
ν2
N∑
α=1
∫
{uα>L}∩B(x0,t)
(
uα − L
t− s
)2
dx. (3.6)
This ends the proof of Theorem 3.1. 
The “excess” on superlevel sets.
In the previous Caccioppoli inequality the following sum appears on the right hand side:
N∑
α=1
∫
{uα>L}∩B(x0,t)
(uα − L)2 dx. (3.7)
Note that the sum (3.7) is zero if and only if all the superlevel sets have zero measure, that is
|{u1 > L}| = 0, |{u2 > L}| = 0, ... , |{uN > L}| = 0, where |A| is the n-dimensional Lebesgue
measure of A ⊂ Rn. This happens when L ≥ max{ esssup u1, esssup u2, ..., esssup uN}. On
the contrary, if L < max{ esssup u1, esssup u2, ..., esssup uN}, then the sum (3.7) is positive.
Moreover,
L 7→
N∑
α=1
∫
{uα>L}∩B(x0,t)
(uα − L)2 dx decreases. (3.8)
Then, such a sum (3.7) measures how much L is far from max{ esssup u1, esssup u2, ..., esssup uN}.
Let us call (3.7) the excess of u with respect to the level L, the ”excess” for short. We aim to show
that the ”excess” is zero for a suitable level L. We first show that the ”excess” at level L2 can
be estimated by means of the a power σ of the ”excess” at level L1, for a suitable pair of levels
L2 > L1. Then we iterate the procedure.
STEP 2. Decay of the “excess” on superlevel sets. In general, we consider a vector valued
function v : Ω ⊂ Rn → RN , n ≥ 2, with v = (v1, ..., vN ) and v ∈ W 1,ploc (Ω;R
N ), p ≥ 1, where Ω is
an open set in Rn. We fix BR0 = B(x0, R0) ⋐ Ω, with R0 < 1 small enough so that
|BR0 | < 1 and
N∑
α=1
∫
BR0
|vα|p
∗
dx < 1, (3.9)
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where A ⋐ Ω means that the closure A is a compact set contained in Ω; moreover, p∗ = npn−p , if
p < n, and p∗ is any q > p, else. For every R ∈ (0, R0] we define the decreasing sequences
ρh :=
R
2
+
R
2h+1
=
R
2
(
1 +
1
2h
)
, ρ¯h :=
ρh + ρh+1
2
=
R
2
(
1 +
3
4 · 2h
)
.
Fixed a positive constant d ≥ 1, define the increasing sequence of positive real numbers
kh := d
(
1−
1
2h+1
)
, h ∈ {0, 1, 2, ...}. (3.10)
Moreover, define the sequence (Jh),
Jh :=
N∑
α=1
∫
Aαkh,ρh
(vα − kh)
p∗ dx,
where Aαk,ρ = {v
α > k} ∩Bρ and Bρ = B(x0, ρ). The following result holds.
Proposition 3.2. (Decay of the excess from step h to step h+1) Let v ∈W 1,ploc (Ω;R
N ), p ≥ 1. Fix
B(x0, R0) ⋐ Ω, with R0 < 1 small enough such that (3.9) holds. If there exists 0 ≤ ϑ ≤ 1 and
c0 > 0 such that, for every 0 < s < t ≤ R0 and for every h ∈ {0, 1, 2, ...},
N∑
α=1
∫
Aαkh,s
|Dvα|p dx ≤ c0
N∑
α=1
{∫
Aαkh,t
(
vα − kh
t− s
)p∗
dx+ |Aαkh,t|
ϑ
}
, (3.11)
then, for every R ∈ (0, R0] and for every h ∈ {0, 1, 2, ...},
Jh+1 ≤ c(ϑ,R)
(
2
p∗p∗
p
)h
(Jh)
ϑ p
∗
p ,
with the positive constant c(ϑ,R) independent of h.
Remark 3.3. We want to stress that the exponent on the right hand side is p∗ larger than the
exponent p on the left hand side: this situation has been studied in the scalar case N = 1 in [19],
[6], [2].
Proof. Notice that (Jh) is a decreasing sequence, since the following chain of inequalities holds:
Jh+1 =
N∑
α=1
∫
Aαkh+1,ρh+1
(vα − kh+1)
p∗ dx ≤
N∑
α=1
∫
Aαkh+1,ρh
(vα − kh+1)
p∗ dx ≤
N∑
α=1
∫
Aαkh+1,ρh
(vα − kh)
p∗ dx ≤
N∑
α=1
∫
Aαkh,ρh
(vα − kh)
p∗ dx = Jh (3.12)
Let us now define a sequence (ζh) of cut-off functions in C
1
0 (B(x0, ρ¯h)), such that 0 ≤ ζh ≤ 1,
ζh ≡ 1 in Bρh+1 , |Dζh| ≤
2h+4
R . If we denote (v − kh+1)+ = max{v − kh+1, 0} we get
Jh+1 =
N∑
α=1
∫
Aαkh+1,ρh+1
(vα − kh+1)
p∗ζp
∗
h dx ≤
N∑
α=1
∫
Aαkh+1,ρ¯h
(vα − kh+1)
p∗ζp
∗
h dx
=
N∑
α=1
∫
BR
(ζh(v
α − kh+1)+)
p∗ dx. (3.13)
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Sobolev embedding Theorem and the properties of ζh yield∫
BR
(ζh(v
α − kh+1)+)
p∗ dx
≤ c
(∫
BR
|D(ζh(v
α − kh+1)+)|
p dx
) p∗
p
≤ c
{(∫
BR
|Dvαζh|
pχ{vα>kh+1} dx
) 1
p
+
(∫
BR
|(vα − kh+1)+Dζh|
p dx
) 1
p
}p∗
≤ c



∫
Aαkh+1,ρ¯h
|Dvα|p dx


1
p
+

(2h
R
)p ∫
Aαkh+1,ρh
(vα − kh+1)
p dx


1
p


p∗
. (3.14)
Note that, when p = n, we used |BR| ≤ 1 (see (3.9)) in the Sobolev inequality. Substituting t = ρh
and s = ρ¯h in (3.11) we deduce
N∑
α=1
∫
Aαkh+1,ρ¯h
|Dvα|p dx ≤ c
N∑
α=1


(
2h
R
)p∗ ∫
Aαkh+1,ρh
|vα − kh+1|
p∗ dx+ |Aαkh+1,ρh |
ϑ

 . (3.15)
Collecting (3.13), (3.14), (3.15), we obtain
Jh+1 ≤ c


N∑
α=1
(
2h
R
)p∗ ∫
Aαkh+1,ρh
(vα − kh+1)
p∗ dx+
N∑
α=1
|Aαkh+1,ρh |
ϑ+
N∑
α=1
(
2h
R
)p ∫
Aαkh+1,ρh
(vα − kh+1)
p dx


p∗
p
. (3.16)
Since zp ≤ zp
∗
+ 1 for every z ≥ 0, then(
2h
R
)p ∫
Aαkh+1,ρh
(vα − kh+1)
p dx ≤
(
2h
R
)p∗ ∫
Aαkh+1,ρh
(vα − kh+1)
p∗ dx+ |Aαkh+1,ρh |,
so obtaining
Jh+1 ≤ c


N∑
α=1
(
2h
R
)p∗ ∫
Aαkh+1,ρh
(vα − kh+1)
p∗ dx+
N∑
α=1
|Aαkh+1,ρh |
ϑ +
N∑
α=1
|Aαkh+1,ρh |


p∗
p
. (3.17)
Since
N∑
α=1
|Aαkh+1,ρh |(kh+1 − kh)
p∗ ≤
N∑
α=1
∫
Aαkh+1,ρh
(vα − kh)
p∗ dx ≤ Jh,
then
|Aβkh+1,ρh | ≤
N∑
α=1
|Aαkh+1,ρh | ≤
Jh
(kh+1 − kh)p
∗
=
(
2h+2
d
)p∗
Jh.
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Taking also into account that (see (3.12))
N∑
α=1
∫
Aαkh+1,ρh
(vα − kh+1)
p∗ dx ≤
N∑
α=1
∫
Aαkh+1,ρh
(vα − kh)
p∗ dx ≤ Jh,
inequality (3.17) gives
Jh+1 ≤ c
{(
2h
R
)p∗
Jh +
(
2h
d
)ϑp∗
(Jh)
ϑ +
(
2h
d
)p∗
Jh
} p∗
p
. (3.18)
We keep in mind that Jh is decreasing and k0 = d/2 > 0, so
Jh ≤ J0 =
N∑
α=1
∫
Aαk0,ρ0
(vα − k0)
p∗ dx ≤
N∑
α=1
∫
Aαk0,ρ0
(vα)p
∗
dx ≤
N∑
α=1
∫
BR
|vα|p
∗
dx ≤ 1,
where we used (3.9). Since Jh ≤ 1 for every h and recalling that d ≥ 1 > R0 ≥ R, we get(
2h
R
)p∗
Jh +
(
2h
d
)ϑp∗
(Jh)
ϑ +
(
2h
d
)p∗
Jh ≤
{
2
2hp
∗
Rp∗
+
2hϑp
∗
Rϑp∗
}
(Jh)
ϑ
≤
(
2
Rp
∗
+
1
Rϑp∗
)
2hp
∗
(Jh)
ϑ.
By (3.18) it follows
Jh+1 ≤ c
{(
2
Rp∗
+
1
Rϑp∗
)
2hp
∗
(Jh)
ϑ
} p∗
p
≤ c(ϑ,R)
(
2
p∗p∗
p
)h
(Jh)
ϑ p
∗
p .

STEP 3. Iteration.
We need the following classical result, see e.g. [8].
Lemma 3.4. Let γ > 0 and let Jh ∈ [0,+∞) be such that
Jh+1 ≤ Aλ
hJ1+γh ∀h ∈ N ∪ {0}, (3.19)
with A > 0 and λ > 1. If J0 ≤ A
− 1
γ λ
− 1
γ2 , then limh→∞ Jh = 0.
STEP 4. Conclusion.
We have got all we need to give the proof of Theorem 2.1. Fix BR0 = B(x0, R0) ⋐ Ω, with R0 < 1
small enough such that |BR0 | < 1 and
∫
BR0
|u|p
∗
dx ≤ 1. From (3.1) we have that, for every
0 < s < t ≤ R0 and every h, u satisfies
N∑
α=1
∫
Aαkh,s
|Duα|2 dx ≤ c0
N∑
α=1
{∫
Aαkh,t
(
uα − kh
t− s
)2∗
dx+ |Aαkh,t|
}
, (3.20)
where c0 > 0 is independent of s, t, h, provided L0 ≤ d/2. Therefore u satisfies (3.11) of Proposition
3.2 with p = 2 and ϑ = 1. Then Proposition 3.2, applied to u, gives
Jh+1 ≤ c(R)
(
2
2∗2∗
2
)h
J
2∗
2 , (3.21)
with the positive constant c(R) independent of h. Let us note that
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J0 :=
N∑
α=1
∫
Aαk0,ρ0
(uα − k0)
2∗ dx =
N∑
α=1
∫
Aαd
2 ,R
(
uα −
d
2
)2∗
dx ≤
N∑
α=1
∫
Aαd
2 ,R
|uα|2
∗
dx
and so
J0 → 0 when d→ +∞ .
Therefore, we can choose d > 0 large enough, so that
J0 < c(R)
− 1
2∗
2 −1
(
2
2∗2∗
2
)− 1
( 2
∗
2 −1)
2
.
Thus, by Lemma 3.4 we deduce that limh→∞ Jh = 0; since
Jh =
N∑
α=1
∫
Aαkh,ρh
(uα − kh)
2∗ dx ≥
N∑
α=1
∫
{uα>kh}∩BR/2
(uα − kh)
2∗ dx
≥
N∑
α=1
∫
{uα>d}∩BR/2
(uα − kh)
2∗ dx ≥
N∑
α=1
∫
{uα>d}∩BR/2
(uα − d)2
∗
dx,
we deduce that |{uα > d} ∩ BR/2| = 0, namely u ≤ d a.e. in BR
2
. We have so proved that u is
locally bounded from above.
Now, let u˜ = −u. Then u˜ ∈W 1,2(Ω;RN ) and, since u satifies (2.2), then u˜ satisfies
0 =
∫
Ω
N∑
α,β=1
n∑
i,j=1
a˜α,βi,j (x, u˜(x))Dj u˜
β(x)Diϕ
α(x)dx (3.22)
for every ϕ ∈W 1,20
(
Ω,RN
)
, where
a˜α,βi,j (x, y) := a
α,β
i,j (x,−y). (3.23)
We observe that the new coefficients, defined by (3.23), readily satisfy conditions (A0), (A1),
(A2). Moreover, if α 6= β the coefficients a˜
α,β
i,j (x, y) satisfy (A
′
3) provided a
α,β
i,j (x, y) satisfy (A
′′
3).
Therefore, we can argue as above on u˜ obtaining the estimate from below for u. This ends the
proof of Theorem 2.1. 
4. An example
Let us take N = 2 and n = 3; we define the matrices aα,β ≡ aα,β(y) (α, β ∈ {1, 2} and y = (y1, y2))
as
a1,1 :=

 2 0 00 2 0
0 0 1

 , a1,2 :=

 b(y) 0 00 0 0
0 0 0

 , a2,1 :=

 0 w(y) 00 0 0
0 0 0

 , a2,2 :=

 27 0 00 1 0
0 0 1

 ,
where b : R2 → R is a continuous function such that 0 ≤ b(y1, y2) ≤ 2, b(k, k + 1) = 2 for every
integer k ≥ 2, b(0, 0) = 2 and the support of b is contained in the grey part of figure (1) with
α = 1 and β = 2; moreover, w : R2 → R is a continuous function such that −10 ≤ w(y1, y2) ≤ 0,
w(k + 1, k) = −10 for every integer k ≥ 2, w(0, 0) = −10 and the support of w is contained in the
grey part of figure (1) with α = 2 and β = 1. It easy to check that assumptions (A0)–(A3) are
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satisfied with c = 27 and ν = 1. For the convenience of the reader, let us do the calculations for
the ellipticity (A2).
N∑
α,β=1
n∑
i,j=1
aα,βi,j (x, y) ξ
α
i ξ
β
j =
n∑
i,j=1
a1,1i,j (x, y) ξ
1
i ξ
1
j +
n∑
i,j=1
a1,2i,j (x, y) ξ
1
i ξ
2
j +
n∑
i,j=1
a2,1i,j (x, y) ξ
2
i ξ
1
j +
n∑
i,j=1
a2,2i,j (x, y) ξ
2
i ξ
2
j =
a1,11,1 (x, y) ξ
1
1ξ
1
1 + a
1,1
2,2 (x, y) ξ
1
2ξ
1
2 + a
1,1
3,3 (x, y) ξ
1
3ξ
1
3 + a
1,2
1,1 (x, y) ξ
1
1ξ
2
1 + a
2,1
1,2 (x, y) ξ
2
1ξ
1
2 +
a2,21,1 (x, y) ξ
2
1ξ
2
1 + a
2,2
2,2 (x, y) ξ
2
2ξ
2
2 + a
2,2
3,3 (x, y) ξ
2
3ξ
2
3 =
2ξ11ξ
1
1 + 2ξ
1
2ξ
1
2 + 1ξ
1
3ξ
1
3 + b (y) ξ
1
1ξ
2
1 + w (y) ξ
2
1ξ
1
2 + 27ξ
2
1ξ
2
1 + 1ξ
2
2ξ
2
2 + 1ξ
2
3ξ
2
3 ≥
2ξ11ξ
1
1 + 2ξ
1
2ξ
1
2 + 1ξ
1
3ξ
1
3 − 2|ξ
1
1 ||ξ
2
1 | − 10|ξ
2
1 ||ξ
1
2 |+ 27ξ
2
1ξ
2
1 + 1ξ
2
2ξ
2
2 + 1ξ
2
3ξ
2
3 ≥
2ξ11ξ
1
1 + 2ξ
1
2ξ
1
2 + 1ξ
1
3ξ
1
3 − ξ
1
1ξ
1
1 − ξ
2
1ξ
2
1 −
5
ǫ
ξ21ξ
2
1 − 5ǫξ
1
2ξ
1
2 + 27ξ
2
1ξ
2
1 + 1ξ
2
2ξ
2
2 + 1ξ
2
3ξ
2
3 =
1ξ11ξ
1
1 + 2ξ
1
2ξ
1
2 + 1ξ
1
3ξ
1
3 − ξ
2
1ξ
2
1 − 25ξ
2
1ξ
2
1 − 1ξ
1
2ξ
1
2 + 27ξ
2
1ξ
2
1 + 1ξ
2
2ξ
2
2 + 1ξ
2
3ξ
2
3 =
1ξ11ξ
1
1 + 1ξ
1
2ξ
1
2 + 1ξ
1
3ξ
1
3 + 1ξ
2
1ξ
2
1 + 1ξ
2
2ξ
2
2 + 1ξ
2
3ξ
2
3 = |ξ|
2, (4.1)
where we used the inequality 2AB ≤ A2 +B2 and 2AB ≤ A
2
ǫ + ǫB
2 with ǫ = 15 .
On the other hand, this example satisfies neither assumption (1.3) nor assumption (1.6) since the
two matrices a1,2 and a2,1 are not zero. Moreover, (1.9) does not hold true. Indeed, for every
integer k ≥ 2, let us take
y1 = k + 1, y2 = k, p11 = p
1
2 = t > 0, p
2
i = 0 = p
α
3 (4.2)
and let us compute the left hand side of (1.9); we have
I =
N∑
α=1
N∑
γ=1
yαyγ
|y|2

 n∑
i=1
pγi
N∑
β=1
n∑
j=1
aα,βi,j (x, y)p
β
j

 =
2∑
α=1
2∑
γ=1
yαyγ
|y|2

 3∑
i=1
pγi
2∑
β=1
(
aα,βi,1 (y)p
β
1 + a
α,β
i,2 (y)p
β
2
) =
2∑
α=1
2∑
γ=1
yαyγ
|y|2
(
3∑
i=1
pγi
(
aα,1i,1 (y)p
1
1 + a
α,1
i,2 (y)p
1
2
))
=
2∑
α=1
2∑
γ=1
yαyγ
|y|2
(
pγ1
(
aα,11,1 (y)p
1
1 + a
α,1
1,2 (y)p
1
2
)
+ pγ2
(
aα,12,1 (y)p
1
1 + a
α,1
2,2 (y)p
1
2
))
=
2∑
α=1
yαy1
|y|2
(
p11
(
aα,11,1 (y)p
1
1 + a
α,1
1,2 (y)p
1
2
)
+ p12
(
aα,12,1 (y)p
1
1 + a
α,1
2,2 (y)p
1
2
))
=
y1y1
|y|2
(
p11
(
a1,11,1(y)p
1
1 + a
1,1
1,2(y)p
1
2
)
+ p12
(
a1,12,1(y)p
1
1 + a
1,1
2,2(y)p
1
2
))
+
y2y1
|y|2
(
p11
(
a2,11,1(y)p
1
1 + a
2,1
1,2(y)p
1
2
)
+ p12
(
a2,12,1(y)p
1
1 + a
2,1
2,2(y)p
1
2
))
=
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y1y1|t|2
|y|2
((
a1,11,1(y) + a
1,1
1,2(y)
)
+
(
a1,12,1(y) + a
1,1
2,2(y)
))
+
y2y1|t|2
|y|2
((
a2,11,1(y) + a
2,1
1,2(y)
)
+
(
a2,12,1(y) + a
2,1
2,2(y)
))
=
(k + 1)(k + 1)|t|2
(k + 1)2 + k2
4 +
k(k + 1)|t|2
(k + 1)2 + k2
(−10) =
(−6k + 4)(k + 1)|t|2
(k + 1)2 + k2
=
(−6k2 − 2k + 4)|t|2
2k2 + 2k + 1
.
Now we compute the right hand side of (1.9); we have
Q = −
{
δ|p|2 +
(
1
δ
)λ
[d(x)|y|2 + g(x)]
}
= −
{
δ2|t|2 +
(
1
δ
)λ
[d(x)[(k + 1)2 + k2] + g(x)]
}
=
−δ2|t|2
{
1 +
1
2|t|2δ1+λ
[d(x)[(k + 1)2 + k2] + g(x)]
}
.
Let us take
|t|2 =
5
2δ1+λ
[(d(x) + 1)[(k + 1)2 + k2] + g(x)]
so that, since δ ∈ (0, 1),
δ2|t|2
{
1 +
1
2|t|2δ1+λ
[d(x)[(k + 1)2 + k2] + g(x)]
}
≤ 2|t|2
(
1 +
1
5
)
=
12
5
|t|2
and
−12
5
|t|2 ≤ −δ2|t|2
{
1 +
1
2|t|2δ1+λ
[d(x)[(k + 1)2 + k2] + g(x)]
}
= Q.
For every L > 0, we take k so large that |y|2 = (k + 1)2 + k2 > L2 and
−6k2 − 2k + 4
2k2 + 2k + 1
<
−12
5
.
Then,
I =
(−6k2 − 2k + 4)|t|2
2k2 + 2k + 1
<
−12
5
|t|2 ≤ Q
and this shows that the example does not satisfy (1.9).
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