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Résumé
Des travaux récents ont montré que les réseaux de neu-
rones ont un fort potentiel dans le domaine de la stégana-
lyse. L’avantage d’utiliser ce type d’architecture, en plus
d’être robuste, est que le réseau apprend les vecteurs ca-
ractéristiques de manière automatique grâce aux couches
de convolution. On peut dire qu’il crée des filtres intelli-
gents. Dans cet article nous étudions le deep learning dans
le domaine de la stéganalyse afin d’avoir une meilleure
compréhension de son fonctionnement. Dans ce document
nous présentons les travaux que nous avons effectués sur
les réseaux de neurones convolutionnels. Tout d’abord,
nous expliquons les aspects théoriques des réseaux de neu-
rones, puis nous présentons nos protocoles expérimentaux
et nous commentons les résultats obtenus.
Mots clefs
Stéganalyse, Deep Learning, réseaux de neurones, cover
source mismatch.
1 Introduction
La stéganographie est l’art de cacher un message qui doit
être indétectable à l’oeil nu dans un contenu. La stégana-
lyse, quant à elle a pour but de déceler la présence d’un
message caché dans un document. Dans notre cas, nous
nous sommes intéressé au scénario où le stéganographe uti-
lise toujours la même clé d’insertion 1.
Jusqu’à présent, l’état de l’art de la stéganalyse utilise l’ap-
prentissage automatique en appliquant deux étapes.
La première étape consiste à extraire les vecteurs de carac-
téristiques à partir des images. Cette étape permet de récu-
pérer un maximum d’informations à partir des images afin
de les modéliser et de différencier les images stégos 2 des
images covers 3.
1. Ce scénario n’est pas recommandé puisqu’il affaibli la sécurité de
l’algorithme d’insertion.
2. Une image stégo est une image qui contient un message caché.
3. Une image cover est une image qui ne contient pas de message
caché.
Durant la seconde étape, le stéganalyste utilise un classi-
fieur pouvant être un Ensemble Classifieur [1], un SVM
[2] ou bien un Perceptron [3] afin d’apprendre un modèle
qui distingue les images covers des images stégos.
De nos jours, avec l’amélioration de la puissance de cal-
cul des processeurs et des processeurs graphiques, le Deep
Learning [4] est devenu une méthode beaucoup plus abor-
dable. L’utilisation des réseaux de neurones a été un succès
dans de nombreuses disciplines au vu des résultats obtenus,
notamment celui de Krizhevsky utilisé sur les images des
bases de données ImageNet 4 et Cifar 5 [5, 6].
Récemment, les premières architectures Deep ont obtenu
des résultats très prometteurs dans le domaine de la sté-
ganalyse [7]. En effet les auteurs de [7] ont montré des
résultats proches d’une des méthodes les plus efficace du
domaine de la stéganalyse, la classification par Ensemble
Classifieur avec le Rich Models [8]. Afin de comparer les
deux méthodes, ils ont utilisé les algorithmes d’insertion
HUGO [9], WOW [10] et S-UNIWARD [11] sur la base de
données BOSSBase [12]. Dans cet article, nous proposons
une étude du fonctionnement des réseaux de neurones afin
d’expliquer les résultats obtenus par Qian et al. [7].
Les avantages d’utiliser des réseaux de neurones convolu-
tionnels pour la stéganalyse sont multiples. En plus d’être
robustes, l’apprentissage est guidé par l’objectif de détec-
tion d’un algorithme d’insertion. La classification et le cal-
cul des vecteurs caractéristiques sont faits en même temps,
ce qui n’est pas le cas pour le Rich Models avec un En-
semble Classifieur [8] où les deux tâches sont dissociées.
Au cours de notre étude, nous avons voulu comparer une
architecture Deep avec la méthode classique qui est l’uti-
lisation du Rich Models avec un Ensemble Classifieur [8]
qui jusqu’à présent a obtenu les meilleurs résultats sur le
scénario de la clairvoyance [13]. De plus, nous avons ana-
lysé les résultats obtenus en utilisant le réseau de neurones




Nous présenterons en section 2 des rappels sur les concepts
des réseaux de neurones convolutionnels. En section 3,
nous verrons la structure de notre réseau. Puis, dans la sec-
tion 4 nous expliquerons dans un premier temps la mé-
thodologie utilisée pour réaliser nos expérimentations, et
dans un second temps nous présenterons les résultats obte-
nus. Enfin, en section 5 et 6, nous discuterons des liens qui
existent entre la construction de notre réseau et les travaux
déjà effectués sur le sujet et nous conclurons.
2 Les réseaux de neurones convolu-
tionnels
Un réseau de neurones est un modèle mathématique dont
la conception est inspirée des neurones biologiques. Les
représentations de ces réseaux sont fortement inspirées de
l’article [14].
Ces représentations sont composées de trois parties que
l’on appelle des couches qui sont elles même composées
de neurones. Les neurones ont une fonction de propaga-
tion appelée fonction d’activation, un poids et un biais sur
chacune de ses entrées. La première couche est la couche
d’entrée dans laquelle on injecte les données que l’on sou-
haite analyser. La dernière couche est la couche de sortie,
dans le cas d’une classification, elle retourne un numéro de
classe. La partie intermédiaire est un ensemble de couches
dites cachées.
L’opération réalisée par un neurone consiste à additionner
le biais avec la somme de ses variables d’entrées pondérées
par les poids de connexion. En pratique on réalise le produit
scalaire entre le vecteur d’entrée et le vecteur poids (voir
Eq. 1.a).
Dans un réseau de neurones convolutionnels, une couche
est composée de trois étapes : la convolution, l’application
d’une fonction d’activation et enfin le pooling. Le résultat
de ces trois étapes est appelé une feature map.
Pour détailler les différentes étapes d’une couche, nous al-
lons utiliser le réseau de Qian et al. [7] (voir figure 1).
Pour ce réseau, on commence par filtrer une image de taille
256×256 avec un filtre passe-haut F (0). Ce pré-traitement
est une spécificité de la stéganalyse, nous avons pu consta-
ter que sans ce filtre passe-haut, le réseau mettait beaucoup
plus de temps pour converger. Les images filtrées de taille
252×252 sont ensuite données en entrée du réseau.
2.1 La convolution
La convolution de la première couche est une convolution
classique. On applique la convolution entre l’image d’en-
trée et les filtres de la première couche.
Sur la deuxième couche du réseau, une convolution moins
classique est utilisée. En effet lors de cette convolution,
l’image résultante de cette convolution est la somme de
K(l−1) convolutions, avec K(l−1) le nombre de sorties de













Avec σ(l)k la valeur du neurone k de la couche l, x
(l)
k le
vecteur d’entrée du neurone k, w(l)k le vecteur poids et b
(l)
k
le bias. Pour l’équation (2.b), les x(l)k,i sont les entrées du
neurone k et w(l)k,i les noyaux de convolution.
2.2 La fonction d’activation
Une fois la convolution effectuée, une fonction d’activation
est appliquée sur toutes les valeurs de l’image filtrée.
Il existe beaucoup de fonctions d’activation, par exemple
on peut utiliser le ReLU [15, 16] qui se définit comme
f(σ) = max(0, σ), la fonction tanh() [17] ou bien la
fonction sigmoïde [18]. La valeur de sortie s(l)k d’un neu-
rone k de la couche l dépend donc de sa fonction d’activa-






avec s(l)k la valeur de sortie du neurone k de la couche l, f
la fonction d’activation et σ(l)k la valeur du neurone k.
Le choix de la fonction d’activation peut dépendre du pro-
blème de classification. Par exemple, Qian et al. [7] ont
utilisé une fonction Gaussienne, ce qui est inhabituel dans
les réseaux de neurones.
2.3 Le pooling
Le pooling est une spécificité des réseaux de neurones
convolutionnels. Les deux méthodes les plus utilisées pour
appliquer cette opération sont les suivantes, soit on fait la
moyenne des valeurs de la zone (pooling average), soit on
extrait uniquement la valeur la plus élevée (pooling max).
Cette étape permet de faire une réduction de la dimension.
L’opération de pooling est une étape de sous-
échantillonnage. En pratique, le pooling permet de
gagner en temps de calcul.
Le principal avantage du pooling average est qu’il est ef-
ficace lorsque l’on souhaite détecter des signaux faibles
comme pour le cas de la stéganalyse. Le pooling max est
quant à lui efficace lorsque l’on veut détecter des signaux
forts, comme des objets par exemple, de plus il permet au
modèle d’être invariant aux translations.
Après cette étape de sous-échantillonnage nous obtenons






avec I(l)k une feature map de la couche l, pool() l’opération
de pooling et s(l)k la valeur de sortie du neurone k de la
couche l.
La succession de couches de convolutions se termine par
un réseau neuronal fully connected. Celui-ci est composé
Figure 1 – Schéma du réseau utilisé par Qian et al. [7].
de deux parties, la première partie est constituée de couches
que l’on appelle des couches fully connected. La particula-
rité de cette couche est que tous ses neurones sont connec-
tés avec tous les neurones de la couche précédente mais
aussi avec tous les neurones de la couche suivante. La
deuxième partie normalise les résultats, on connecte la der-
nière couche fully connected à un softmax. Cette fonction
est utilisée pour produire une distribution de probabilité
entre les différentes classes (chaque classe aura une valeur
réelle comprise dans l’intervalle [0, 1]).
3 Configuration de notre réseau
Au cours de nos expérimentations, nous avons testé une
quarantaine de réseaux différents. Pour construire notre ré-
seau, nous avons choisi de suivre la même idée que le Rich
Models, c’est-à-dire avoir une grande diversité. Contraire-
ment au réseau de Qian et al. [7], nous avons utilisé peu
de couches de convolutions, cependant nous avons mis un
nombre important de filtres sur nos couches de convolu-
tion.
Le premier réseau que nous présentons figure 2 est com-
posé de deux couches de convolution et de trois couches de
fully connected.
L’image en entrée de taille 256×256 est d’abord filtrée par
un filtre passe-haut F (0) de taille 5×5. La taille de l’image
devient donc 252×252.
L’image filtrée passe ensuite à la première couche de
convolution. Cette couche est composée de 64 filtres de
taille 7×7. Notons que pour des contraintes matérielles, no-
tamment à cause de la mémoire, nous appliquons la convo-
lution avec un pas de deux pixels, c’est-à-dire que un pixel
sur deux va être traité. Le fait d’appliquer la convolution
un pixel sur deux réduit la taille de l’image qui devient
127×127.
Nous pensons que le fait d’utiliser un réseau en hauteur
est une des raisons qui nous permis d’obtenir de meilleurs
résultats. Augmenter le nombre de couches fait perdre de
l’information, cela vient du sous-échantillonnage à l’étape
du pooling qui a un effet néfaste sur les résultats du réseau.
Nous avons donc décidé de supprimer l’étape de pooling
de notre réseau.
Après les 64 convolutions, la fonction d’activation ReLU
[15, 16] est appliquée, cette fonction d’activation force les
neurones à retourner des valeurs positives. Après chaque
couche de convolution, on applique une normalisation lo-
cale entre les neurones d’une même couche.
Figure 2 – Schéma du réseau de neurones convolutionnels
(CNN) utilisé.
Ce type de normalisation se trouve être très efficace lorsque
l’on utilise une fonction d’activation non bornée comme
le ReLU [15, 16] car elle permet la détection de carac-
téristiques de hautes fréquences avec de grandes valeurs
sur les sorties des neurones. Cette normalisation encourage
la “concurrence” pour les grandes activités entre les diffé-
rentes feature maps.
Ensuite, les 64 feature maps sont données en entrée de la
deuxième couche de convolution qui est composée de 16
filtres. Sur cette couche, la convolution de l’Eq. 1.a est ap-
pliquée.
Chacune de nos couches de convolution est suivie d’une
fonction d’activation ReLU [15, 16] et d’une normalisa-
tion. À la sortie de cette couche, nous avons 16 feature
maps de taille 127 × 127. Le vecteur de caractéristiques
issu des convolutions a une dimension de 258 064, ce qui
est 7 fois plus que le Rich Models qui lui obtient des vec-
teurs de caractéristiques de taille 34 671.
Après ces deux couches de convolution, nous utilisons
un réseau de neurones composé de trois couches fully
connected. Les deux premières couches ont chacune 1 000
neurones où la fonction d’activation utilisée est le ReLU
[15, 16], et la troisème couche est un softmax qui permet
de calculer la distribution de probabilité des deux classes
(cover et stégo).
4 Expériences
4.1 Protocole expérimental général
Afin de réaliser nos expérimentations, nous avons utilisé la
base de données BOSSBase v1.0. Cette base de données
est composée de 10 000 images en niveau de gris de taille
512×512 provenant de 7 appareils photo différents. Nous
avons découpé les images en quatre afin d’obtenir 40 000
images de taille 256×256. Nous avons dû découper nos
images à cause des contraintes de mémoire GPU, cepen-
dant cela nous a permis d’utiliser une base d’apprentissage
de grande taille. Qian et al. [7] lui aussi a dû réduire la di-
mension des images pour des contraintes de mémoire GPU,
cependant il est à noté que Qian et al. [7] ont utilisé un re-
dimensionnement et non pas un découpage.
Nous avons créé une deuxième base de données que nous
avons appelé LIRMMBase 6. Cette base de données est
composée de 1 008 images en niveau de gris de taille
256×256. Pour créer cette base de données, nous avons uti-
lisé six appareils photo, tous différents de ceux de BOSS-
Base, et 168 images par appareil photo. Cette base de don-
nées nous a permis d’évaluer la sensibilité au cover source
mismatch de notre modèle.
Pour nos expériences, nous avons avons insérer les mes-
sage en utilisant le simulateur de l’algorithme d’insertion
S-UNIWARD [11] avec une taille de message de 0.4 bit par
pixel en utilisant toujours la même clé d’insertion. Après
l’insertion, nous avions une base de données de 80 000
images (40 000 images covers et 40 000 images stégos)
pour BOSSBase, et 2 016 images (1 008 images covers et
1 008 images stégos) pour LIRMMBase.
Les résultats présentés dans les parties qui suivent sont,
sauf mention du contraire, la moyenne de 10 exécutions sur
des bases d’apprentissages et de tests tirées aléatoirement.
Les résultats donnés dans cette partie sont la probabilité





(PFA + PMD(PFA)) (4)
avec PFA la probabilité de fausse alarme et PMD la proba-
bilité d’erreur de détection [8].
Dans nos expérimentations, nous comparons trois ap-
proches de stéganalyse différentes, un réseau de neurones
convolutionnels (CNN), un réseau de neurones entièrement
connectés (FNN) représenté figure 3, et le Rich Models
avec un Ensemble Classifieur (RM+EC). L’Ensemble Clas-
sifieur classe les vecteurs de caractéristiques des images
que nous avons extraits avec l’algorithme SRM [8]. Le vec-
teur de caractéristiques d’une image a une dimension de 34
671.
4.2 Expérimentations sur le scénario de la
clairvoyance
Dans ce premier test nous nous intéressons au scénario de
la clairvoyance [13] où le stéganalyste connaît tous les pa-
ramètres publics, c’est-à-dire l’algorithme d’insertion, la
taille du message inséré et possède une bonne connaissance
de la distribution statistique des images du stéganographe.
Nous faisons l’hypothèse que le stéganographe a toujours
utilisé la même clé d’insertion et que le stéganalyste a ac-
cès à des couples d’images cover/stégo où les images sté-
gos ont été générées avec la même clé.
6. www.lirmm.fr/∼chaumont/LIRMMBase.html
Figure 3 – Schéma du réseau de neurones entièrement
connectés (FNN) utilisé.
Résultats. Les résultats des trois stéganalyses, par réseau
convolutionnel (CNN), par réseau entièrement connecté
(FNN) et par Rich Models avec Ensemble Classifieur
(RM+EC) sont donnés dans la table 1.
Le Rich Models avec l’Ensemble Classifieur donne une
probabilité d’erreur de 24.67% alors que le CNN donne
une probabilité d’erreur de 7.4% et le FNN une probabilité
d’erreur de 8.66%. Le CNN permet d’améliorer les résul-
tats de plus de 17% et le FNN de plus de 15%.
Le CNN obtient de meilleurs résultats que le Rich Mo-
dels avec l’Ensemble Classifieur, car les étapes d’extrac-
tion de caractéristiques et de classification sont faites en
même temps. Avec le Rich Models et l’Ensemble Classi-
fieur, ces deux tâches sont totalement dissociées.
Le nombre important de filtres permet d’avoir une grande
diversité dans les vecteurs de caractéristiques. La deuxième
couche de convolution semble rechercher la présence de si-
gnaux dans les bandes spatio-fréquentielles que nous avons
obtenues grâce à la première couche de convolution.
De plus, le fait d’avoir supprimé l’étape de pooling, qui
agit comme un sous-échantillonnage, nous permet de ne
pas avoir une perte d’informations contraitrement au ré-
seau utilisé par Qian et al. [7]. Notons aussi les résultats
impressionnants que nous avons obtenus avec le FNN. Il
est à noter que le nombre de paramètres inconnus du CNN
est d’environ 259 millions alors que celui du FNN est de
131 millions.
Le fait que le stéganographe utilise toujours la même clé
d’insertion, le chemin d’insertion est toujours le même, et
le simulateur utilise toujours la même séquence de nombres
pseudo-aléatoire pour générer la probabilité de modifica-
tion de la valeur d’un pixel. Dans ce scénario le CNN et le
FNN sont plus efficaces, car ils sont sensibles au contenu
spatial alors que le Rich Models avec l’Ensemble Classifier
est quant à lui sensible aux statistiques de l’image.
Notons que lorsque le stéganographe utilise une clé d’in-
sertion différente pour chaque insertion les résultats chutes
à une probabilité d’erreur moyenne de 45.31%. Lorsque la
clé d’insertion change, le CNN n’est plus capable de trou-
ver des motifs stégos.
CNN FNN RM+EC
Max 7.94% 8.92% 24.93%
Min 7.01% 8.44% 24.21%
Variance 0.12 0.16 0.14
Moyenne 7.4% 8.66% 24.67%
Tableau 1 – Résultats des tests sur le scénario de la clair-
voyance
4.3 Expérimentations sur le scénario avec
cover source mismatch
Le phénomène du cover-source mismatch apparaît lorsque
l’on effectue l’apprentissage sur des images d’une base de
données et que l’on fait les tests sur une autre base de
données. La provenance des images apprises par le mo-
dèle étant différente de celle utilisée par le stéganographe,
la distribution de probabilité des images des deux sources
sont différentes et cela crée une difficulté supplémentaire
pour le classifieur. Ce problème a été mis en avant lors du
challenge BOSS [12]. Notons que [19, 3, 20] ont donné des
pistes intéressantes pour lutter contre ce phénomène.
Dans notre cas, puisque les messages ont tous été insérés
avec la même clé secrète, les expérimentations suivantes
nous ont permis de vérifier que les réseaux apprennent bien
la localisation des pixels modifiés.
Résultats. Les résultats des trois stéganalyses, par réseau
convolutionnel (CNN), par réseau entièrement connecté
(FNN) et par Rich Models avec Ensemble Classifieur
(RM+EC) sont donnés dans la table 2.
Malgré la présence de cover-source mismatch, on peut
constater que les réseaux CNN et FNN ne sont pas du
tout impactés par ce phénomène puisqu’ils ont une proba-
bilité d’erreur respectivement de 5.16% et 5.89%. En ce
qui concerne le Rich Models avec l’Ensemble Classifieur,
on peut voir que le cover-source mismatch a un effet très
néfaste puisque le résultat est presque aléatoire.
Comme on peut le constater, nous avons obtenu de
meilleurs résultats en effectuant nos tests sur LIRMM-
Base que sur BOSSBase. Cela vient du fait que les images
de BOSSBase sont plus texturées que celles de LIRMM-
Base. LIRMMBase est donc plus facile à stéganalyser. Les
réseaux de neurones étant invariant au cover-source mis-
match, les résultats dépendent donc de la complexité des
images de la base de données.
La robustesse du CNN peut s’expliquer par le fait que la
première couche de convolution décompose les signaux
stégos en une décomposition spatio-fréquentielle, et qu’en-
suite la deuxième couche recherche des motifs particuliers
dans les bandes spatio-fréquentielles. De plus, le CNN et le
FNN sont spécialisés dans la recherche de motifs spatiaux
où la probabilité de modification de la valeur d’un pixel est
forte, ce qui est le cas lorsque l’on insère avec la même clé.
Notons que dans le cas où la clé d’insertion est différente à
chaque insertion, les résultats du CNN chutent à 42.07%.
CNN FNN RM+EC
Max 5.90% 6.60% 49.85%
Min 4.00% 5.40% 47.20%
Variance 0.45 0.31 0.35
Moyenne 5.16% 5.89% 48.29%
Tableau 2 – Résultats des tests sur le scnéario avec cover
source mismatch
5 Analyse et discussion
Dans cette section, nous présentons les liens entre le fonc-
tionnement du réseau de neurones les recherches dans la
domaine de la stéganalyse.
On peut retrouver dans des articles récents des éléments
qui sont similaires au réseau, comme par exemple la pro-
jection d’un résidu sur une base de filtre du Rich Models
par des projections [21] qui ressemble à ce qui est fait
dès la première couche du réseau, ou bien par décompo-
sition spatio-fréquentielle en utilisant des filtres de Gabor
[22]. Ces filtres sont utilisés pour définir les projections qui
seront utilisées pour calculer un histogramme qui va per-
mettre d’obtenir les vecteurs de caractéristiques.
Sur la deuxième couche de convolution, on constate que
l’opération qu’effectue cette couche est très inhabituelle.
Nous pensons que c’est cette étape qui permet de rendre
les vecteurs de caractéristiques invariants au cover-source
mismatch. La somme de ces convolutions (voir Eq. 1.b) re-
cherche la présence de motifs dans toutes les bandes is-
sues de la première couche de convolution. La sortie de la
deuxième couche de convolution permettrait de donner un
indice sur la présence d’un signal stégo.
Il est aussi à noter que la normalisation que l’on effectue
à la fin de chaque couche de convolution est une opéra-
tion que l’on peut retrouver dans les articles [23, 24]. Cette
normalisation permet à chaque neurone d’avoir des valeurs
de sorties du même ordre. La fonction d’activation a elle
aussi un impact important sur les performances du réseau,
probablement car elle introduit de la non linéarité. Pour le
moment l’impact de cette fonction n’est pas encore bien
connu. On peut retrouver des opérations non linéaires dans
l’Ensemble Classieur [1] avec le vote majoritaire, ou bien
dans le Rich Models [8] avec les caractéristiques Min-Max.
Des travaux où la clé d’insertion est réutilisée sur plusieurs
images par le stégnographe ont déjà été menés, notamment
dans l’article de Ker [25]. Dans cet article Ker détermine
les pixels qui ont été modifiés lors de l’insertion en utilisant
la méthode de stéganalyse Weighted Stego-image (WS).
6 Conclusion
Dans cet article, nous avons poursuivi les travaux sur les
réseaux de neurones convolutionnels dans le domaine de la
stéganalyse réalisés par Qian et al. [7].
Nous avons évalué notre réseau sur deux scénarios diffé-
rents. Les premiers tests ont été réalisés avec le scénario
de la clairvoyance. Nous avons utilisé la base de données
BOSSBase, et inséré avec S-UNIWARD avec une taille de
message de 0.4 bit par pixel en utilisant toujours la même
clé d’insertion. Les résultats que nous avons obtenus avec
le CNN surpassent de loin l’état de l’art puisque l’on a un
gain de plus de 17%.
Les derniers tests que nous avons faits portent sur le scéna-
rio avec cover-source mismatch. Nous avons utilisé la base
de données BOSSBase et S-UNIWARD en utilisant tou-
jours la même clé d’insertion et avec une taille de message
de 0.4 bit par pixel pour l’apprentissage du CNN. Nous
avons ensuite fait nos tests sur la base de données LIRMM-
Base. Alors que le Rich Models avec un Ensemble Clas-
sifieur obtient des résultats proches de 50%, le CNN est
quant à lui insensible au phénomène du cover-source mis-
match puisqu’il permet d’obtenir une probabilité d’erreur
de classification de 5.16%.
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