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ABSTRACT 
Stereo Vision has been an active research field that has produced a variety of different algorithms. Unfortunately 
most of the algorithms that produce superior results rely on non-linear optimization techniques that are very 
computationally expensive, and therefore not feasible to use for real-time applications such as tele-immersion. 
This paper will examine a number of real-time stereo algorithms based on dynamic programming (DP) used in 
conjunction with structured light in order to improve the quality and facilitate the correspondence search. We 
will examine some of the early DP algorithms as well as the more recent work produced by [Criminisi et al] for 
the purpose of Gaze manipulation for teleconferencing in the context of 3d reconstruction. We present 
adaptation of [Birchfield et al] DP algorithm to work with structured light. Additional we look at spatial-
temporal support region for computing matching costs.  
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1. INTRODUCTION 
Tele-immersion relies on creating the illusion that its 
users are sharing a collaborative virtual space. This is 
a difficult task to achieve but, with recent advances 
in the fields of real-time 3d graphics, networking and 
computer vision, this has become a feasible goal and 
very promising results are starting to surface 
[Mull04]. To maintain the illusion of tele-immersion, 
users should perceive each other in 3d. This is not 
limited to viewing each other in stereo since motion 
parallax should be preserved (i.e. when a user moves 
the display should update itself appropriately 
rendering images from the new point of view).  
Ideally, one would like to capture the 3d information 
in real-time, thereby removing the requirement to 
model deformations and not compromising 
behavioral realism while maintaining an accurate 
structural realism. Stereo vision has been a very 
active field of research for a few decades and has 
produced good results as well as a huge wealth of 
literature on the subject. For an excellent overview of 
modern stereo reconstruction techniques readers are 
referred to [Scha02].  
This paper will focus on examining Dynamic 
Programming algorithms with structured light for 
stereo reconstruction owing to their relatively low 
computational cost when compared to other stereo 
reconstruction algorithms based on non-linear 
optimization algorithms. The traditional DP 
algorithms [Cox96] will be presented as well as more 
recent variations. Their relative performance will be 
examined in a structured and unstructured light 
context. [Zhang03] proposed a framework for space-
time stereo that utilizes temporal coherence in-order 
to further improve stereo reconstruction with 
structured light. The algorithms presented in this 
paper will similarly be extended into the space-time 
domain.  
2. DP STEREO FORMULATION 
This section will cover the standard DP stereo 
formulation [Cox96] as well the variations due to 
[Birch98] and [Crim03].   
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Traditional DP Stereo 
Given a pair of rectified images  and 
representing the left and right images at the 
xth and yth pixels respectively for a given scanline, it 
can be shown from [Forsyth02] that the depth of a 
given pixel is inversely proportional to its 
disparity
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)( yx − . The problem is therefore one of 
correspondence. Using the uniqueness and 
monotonic ordering constraint DP algorithms will 
solve the disparity by minimizing a cumulative cost 
function C(l, r) defined as follows: 
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Here, OccCost is a parameter of the system and 
defines a penalty for occlusions and M(l,r) is a cost 
function that defines the dissimilarity between two 
pixels l and r of the left and right scanline 
respectively. It is quite common for M(l,r) to be the 
Sum of Squared Difference or SSD defined as:  
2( , ) ( ( ) ( ))l rM x y I x I y= −∑  
The recurrence in C(l, r) defines the allowed moves 
in the forward pass of the DP algorithm, namely: one 
horizontal occluded move, one diagonal matched 
move, and one vertical occluded move. After 
initialization of the cost matrix the DP algorithm 
iterates through each cell within the constraint 
network calculating C(l, r) and storing a backwards 
link to the previous cell containing the minimum 
cost. Once the cost matrix has been calculated the 
second stage of the algorithm is a backwards pass 
that follows all the stored links to produce the 
minimum cost path and therefore the disparity for 
that scanline. This is repeated for each scanline in the 
pair of images and a disparity map is produced.  
Birchfield’s DP Algorithm 
The [Birch98] algorithm differs from the traditional 
DP algorithm in a few key ways, summarized as 
follows. Firstly, the cumulative cost function and the 
dissimilarity measure are changed and defined as 
follows: 
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The dissimilarity function M(x,y) measures how well 
the intensity at x fits the linearly interpolated region 
around y.  
Another change is the addition of a constraint that 
intensity variation accompanies depth discontinuities. 
An intensity variation is defined as any set of three 
pixels whose min and max levels vary more than 
four. This threshold is very low and is intended to 
prevent the algorithm from making poor choices in 
regions of the image that do not contain much 
information. It also specifies on which side the depth 
discontinuity must lie with respect to the intensity 
variation and also requires occlusions to be 
accompanied by the intensity variation on the 
appropriate side.  
The cost matrix is also computed in a more efficient 
manner by computing the minimal cumulative cost of 
reaching neighbouring cells through the particular 
cell currently being evaluated. The computational 
cost is equivalent to that of the traditional DP 
algorithm [Cox96]. However, it permits the 
algorithm to prune the cost matrix and further reduce 
the number of cells that need to be evaluated and 
thereby reducing the runtime to .  )log( ∆∆nO
Once the cost matrix has been calculated, the initial 
estimates of the disparities are further refined by post 
processing steps. Firstly outliers are removed by a 
mode filter. Then the disparities regions are grown in 
the x and y axis based on reliability, the stopping 
criteria is intensity variation. This paper will show in 
section 4 that these post-processing steps can cause 
problems when used in conjunction with structured 
light. 
Criminisi’s DP Algorithm 
In [Crim03] a new DP algorithm is proposed with the 
motivation of creating a depth map in order be used 
in conjunction with an IBR technique that morphs 
two images to create a new image from a different 
view point. This paper evaluates this algorithm from 
the point of view of 3d reconstruction. The algorithm 
uses a three-plane graph, a left occluded plane L, a 
matched plane M and a right occluded plane R (see 
Figure 1).  
 
Figure 1 Adapted from [Crim03] showing the 13 allowed 
moves of the algorithm 
This model allows a total of thirteen moves in the DP 
and has the advantage of allowing a much finer grain 
control of penalty costs. The following defines the 
cumulative cost functions for 
each plane L, M and R respectively: 
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Here, α  is the cost of moving within an occluded 
plane and β  the cost of making a transition between 
planes. M(l,r) is a windowed normalized cross-
correlation: ( ) ( )( ), 1 , /M l r M l r′= − 2 where 
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In [Crim03] the dissimilarity matrices are stacked 
across all the scanlines and Gaussian smoothed with 
a kernel orthogonal to both left and right scanlines. 
3. IMPLEMENTATIONS 
This section will cover the various implementations 
as well as certain variations that had to be made in 
order for the algorithms to work with structured 
light. A possible framework for space-time stereo 
using structured light described in [Zhang03] 
motivated the extension of the implemented 
algorithms into the space-time domain. However the 
space-time support windows were not sheared and 
skewed as described in [Zhang03]. The results of 
these various implementations will be presented in 
section 4. 
The [OpenCV] implementation was used for the 
[Birch98] DP algorithm and modified while the 
[Crim03] DP algorithm was implemented from 
scratch without using Gaussian smoothing of the 
dissimilarity matrix. Support for SSD dissimilarity 
measure over spatial and temporal windows was 
added to the [OpenCV] implementation. The 
structured light patterns broke some of the 
assumptions made in the post-processing steps of 
[Birch98] described in section 2. The structured light 
pattern removes intensity variations along the y-axis 
and therefore one of stopping criteria for the region 
growing of the disparities along the y axis is violated. 
These were subsequently removed with the one 
exception of the mode filter.  
 
Figure 2 3d Reconstruction based on obtained 
disparity map using [Crim03] algorithm and space-
time window as well as regular triangulation 
The structured light pattern was generated as 
described in [Zhang03] using a 16bit Reflected Gray 
Code [Bit76] that is subsequently shuffled to produce 
high frequency change in both the spatial and 
temporal domains. The patterns are then smoothed 
and projected using an Infocus DLP projector at a 
resolution of 800x600 and are cycled through at the 
same frame-rate as the cameras performing capture.   
The images were captured using two Balser A602fc 
cameras at a resolution of 640x480 with a 
quantization depth of 8bits. The camera calibration 
and image rectification was performed using the 
[Boug01] Matlab toolkit. 
Finally the best disparity map was used to create 3d 
surface using two different triangulation algorithms. 
Figure 2 shows the 3d surface created using a regular 
triangulation. 
4. EXPERIMENTS AND RESULTS 
A polystyrene head was used for the experiments. 
The [Birch98] and [Crim03] algorithm were tested 
against the following dataset 
- A pair of naturally lit images using spatial 
window. 
- A pair of images lit with a structured light 
pattern using a spatial window  
- A set of images lit with a time varying structured 
light pattern using a symmetrical spatio-temporal 
window of size 5x5x8. 
The [Birch98] algorithm was tested using both SSD 
and interpolated cost functions, while the [Crim03] 
was tested using the cross-correlation cost function. 
All results were evaluated qualitatively by examining 
the disparity maps. However most of the differences 
in quality are quite evident on visual inspection of 
the disparity maps. 
Figure 3 illustrates all the results. Using structure 
light improves the algorithm significantly, and, 
again, using a spatio-temporal window improves it 
even further. The results become interesting when 
comparing the [Birch98] algorithm against the 
[Crim03] algorithm under different conditions. 
Without structured light, the [Crim03] algorithm 
produces vastly superior results in comparison to the 
[Birch98] algorithm. However, when structured light 
is used with a spatial window the differences become 
much less pronounced. When comparing the 
performances of the algorithms with spatio-temporal 
windows the differences become even more subtle. 
Under these conditions, the performance criteria need 
to be clearly defined and some quantitative measures 
need to be applied.  
From these results, one can clearly state that using 
the given structured light pattern improves each 
algorithm provided. One can make a similar 
statement with regards to using a spatio-temporal 
window with the structured light. However because 
the spatio-temporal window is not sheared or skewed 
it implicitly assumes a static scene. The statement 
that using a symmetric spatio-temporal window leads 
to an improved performance thus cannot, without 
further investigation, be made with regards to 
dynamic scenes.  
5. CONCLUSION & FUTURE WORK 
This paper has shown that structured light can be a 
powerful tool for the improvement of the DP 
algorithms described in Section 2. The paper has also 
highlighted some of the benefits in using temporal 
information when evaluating dissimilarities between 
pixels for static scenes.  However, it has also left 
some questions unanswered, such as whether the 
benefits of the [Crim03] algorithm in the 
unstructured case are due to the fact it uses a 
normalized cross-correlation dissimilarity function or 
may they be mainly attributed to its three plane DP 
graph approach. Further work still needs to be 
carried out to evaluate these algorithms with dynamic 
scenes and properly investigate whether or not the 
[Crim03] algorithm is superior to the modified 
[Birch98] algorithm when used with structured light 
and with a spatio-temporal SSD dissimilarity 
function.  
Figure 3 top left to right: [Birch98] algorithm, without 
light; with light; with light SSD 5x5; with light and a 
SSD 5x5x8 spatio-temporal, bottom left to right 
[Crim03], without light, with light 5x5, with light 
5x5x8 
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