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Abstract
We develop a new operator quantization scheme for gauge theories in which
the dynamics of the ghost sector is described by a N = 2 supersymmetry. In
this scheme no gauge condition is imposed on the gauge fields. The corre-
sponding path integral is explicitly Lorentz invariant and, in contrast to the
BRST-BFV path integral in the Lorentz gauge, it is free of the Gribov ambi-
guity, i.e., it is also valid in the non-perturbative domain. The formalism can
therefore be used to study the non-perturbative properties of gauge theories
in the infra-red region (gluon confinement).
1 Introduction.
Systems with first class constraints, and in particular relativistic gauge theories,
posses unphysical degrees of freedom which have to be eliminated in the quantiza-
tion process [1]. It is, however, important to note that in general the process of
gauge fixing and quantization does not commute as was exemplified in [2], and that
the unphysical degrees of freedom have to be eliminated after quantization. The
conventional procedure of the path integral quantization of gauge theories [3] relies
on the elimination of unphysical (gauge) degrees of freedom on the classical level
via gauge fixing and, therefore, should be modified [4, 5].
In relativistic gauge theories the situation is slightly more complicated since one
wants to build a Lorentz invariant theory. To this end one has to use Lorentz
invariant gauges, e.g., the Lorentz gauge. This implies, however, that unphysical
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bosonic degrees of freedom are dynamically activated and have to be suppressed. A
general procedure for doing this, based on the BRST symmetry, was given in [6].
A problem common to all quantization procedures based on imposing a gauge
condition on the gauge fields, is the Gribov ambiguity [7]. This states that it is
impossible (assuming certain boundary conditions at spatial infinity) to find a gauge
condition that would eliminate all gauge equivalent configurations [8, 9]. This implies
that even after gauge fixing there is still a set of residual gauge transformations under
which the action will be invariant. Although these residual transformations do not
lead to a further reduction in the number of physical degrees of freedom, they are
important in determining the topological structure of physical configuration (phase)
space and therefore they play a crucial role in the quantization process and the
corresponding functional representation [5]. For normal Lorentz invariant gauges,
such as the Lorentz gauge, this set of residual transformations is extremely complex
[9] and the task of incorporating them in the quantization process seems hopeless.
There is good reason to believe that the Gribov ambiguity is irrelevant in the
perturbative (asymptotic free) domain [7]. However, there is evidence that it plays
an important role in the infra-red, non-perturbative behavior of the gluon propogator
[7, 10, 11].
From the previous introductory remarks it should be clear that one needs to
develop a quantization procedure which eliminates the unphysical degrees of free-
dom while it (a) avoids imposing a gauge condition on the gauge fields, i.e., the
Gribov ambiguity and (b) leads to a Lorentz covariant theory. The basic ingredients
for such a scheme were given in [12]. The idea of [12] is to extend the theory in
a supersymmetric and gauge invariant way by introducing bosonic and fermionic
ghosts transforming in a gauge multiplet. The supersymmetry insures that the con-
tributions of the boson and fermion ghosts cancel in the partition function, while
the gauge invariance makes it possible to avoid imposing a gauge condition on the
gauge fields, but rather to eliminate the unphysical degrees of freedom by imposing
a gauge condition on the bosonic ghost fields. Finally the whole procedure respects
the Lorentz invariance of the theory. This program was, however, performed within
the functional integral setting and, given the ambiguities that arise in the functional
integral formalism, it is highly desirable to develop this program on the operator
level and derive the corresponding functional integral representation from there.
Our aim with the present paper is to develop this operator quantization scheme.
The steps we follow in doing this are essentially the same as outlined above. We show
how any quantum mechanical system (regardless whether it has a gauge symmetry
or not) can be extended by adding N = 2 supersymmetric ghosts. In the extended
theory physical states are identified as those invariant under SUSY transformations.
Matrix elements of any system operator calculated in the physical subspace coincide
with those of the original system.
In the case of gauge theories this extension is done by putting the ghosts in a
gauge multiplet. This implies (a) that we not only modify the Hamiltonian, but
also the constraints and (b) that the extension respects the gauge symmetry, i.e,
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commutators of the extended Hamiltonian with the extended constraints and the
extended constraints with each other vanish weakly. The presence of scalar ghosts is
then exploited to remove the gauge arbitrariness by imposing gauge fixing on them.
We organize the paper as follows: In section 2 we consider a 1-dimensional
quantum system to illustrate the supersymmetric extension and to construct the
functional integral representation of the system transition amplitude in the extended
space. In section 3 a simple mechanical model with a gauge symmetry is considered
to show how the ghosts can be added to the theory and how gauge fixing of the
variables describing the original gauge system can be avoided. We emphasize that
the choice of simple mechanical models to illustrate the procedure is only for the
convenience of presentation since the generalization is straightforward. In section 4
the scheme is applied to Yang-Mills theories. The implementation of the scheme to
evaluate Green’s functions is given in section 5. Section 6 discusses the relation to
normal gauge fixing and section 7 contains our conclusions.
2 Ghost extension of a quantum system.
Consider a 1-dimensional quantum system with Hamiltonian
Hˆs =
pˆ2
2
+ V (xˆ) , [xˆ, pˆ] = i . (2.1)
We denote by |s〉 (or |ψ〉s) vectors in the system Hilbert space.
Consider the Hamiltonian
Hˆgh = pˆ
†
ηpˆη + pˆ
†
zpˆz + ω
2(x)(zˆ†zˆ + ηˆ†ηˆ) . (2.2)
Here (ηˆ†)2 = ηˆ2 = (pˆ†η)
2 = pˆ2η = 0, i.e., they are Grassmann canonical operators,
while zˆ, pˆz and their adjoints have boson statistics:
[zˆ, pˆ†z] = [zˆ
†, pˆz] = i , [ηˆ, pˆ
†
η] = −[ηˆ†, pˆη] = i . (2.3)
Here [ , ] is the supercommutator [A,B] = AB − (−1)ǫAǫBBA where ǫA,B are
Grassmann parities of A and B, i.e., ǫ = 0 for bosons and even elements of the
Grassmann algebra and ǫ = 1 otherwise. We shall call these variables ghosts.
We denote by |gh〉x (or |ψ〉xgh) vectors in the (indefinite) Hilbert space of system
(2.2). Note that Hˆgh depends on a real parameter x, therefore the index x on the
states.
We construct a coordinate (Schro¨dinger) representation of the algebra (2.3) on
the space of functions ψgh(κ) = 〈κ|ψ〉xgh = 〈z, z∗, η, η∗|ψ〉xgh with the inner product
x
gh〈φ|ψ〉xgh =
∫
dκ φ∗gh(κ)ψgh(κ) , (2.4)
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where dκ = dz∗dzdη∗dη. It is easily verified that
ηˆ = η , ηˆ† = η∗ , pˆη = −i
−→
∂
∂η∗
, p†η = i
−→
∂
∂η
, (2.5)
zˆ = z , zˆ† = z∗ , pˆz = −i ∂
∂z∗
, p†z = −i
∂
∂z
(2.6)
in this representation. Note that the dagger denotes the adjoint with respect to the
inner product (2.4) so that the Hamiltonian (2.2) is self-adjoint. The inner product
(2.4) is indefinite and the space contains zero and negative norm states. We remark
that negative norm states always occur when quantizing Grassmann Lagrangians
bilinear in generalized velocities, which is the case in our fermionic ghost sector (see
(2.28)) as well as in the conventional BRST-BFV formalism.
The ghost Hilbert space can also be constructed as a Fock space. Define annihi-
lation operators
bˆ1 = (ωzˆ + ipˆz)/
√
2ω , bˆ2 = (ωzˆ
† + ipˆ†z)/
√
2ω , (2.7)
cˆ1 = (ωηˆ + ipˆη)/
√
2ω , cˆ2 = (ωηˆ
† + ipˆ†η)/
√
2ω , (2.8)
and creation operators through their adjoints. From (2.3) follows
[bˆ1, bˆ
†
1] = [bˆ2, bˆ
†
2] = [cˆ1, cˆ
†
1] = 1 , [cˆ2, cˆ
†
2] = −1 . (2.9)
Defining the vacuum, |0〉xgh, as the state annihilated by all annihilation operators
and with xgh〈0|0〉xgh = 1, one notes from (2.9) that states containing cˆ†2 have negative
norm. In Fock space the ghost Hamiltonian (2.2) is given by
Hˆgh = ωNˆgh = ω(bˆ
†
1bˆ1 + bˆ
†
2bˆ2 + cˆ
†
1cˆ1 − cˆ†2cˆ2) , (2.10)
where Nˆgh is the ghost number operator; it is non-negative, Nˆgh ≥ 0.
Define the fermion operators
Qˆ = cˆ†1bˆ1 − bˆ†2cˆ2 , Rˆ = cˆ†1bˆ1 + bˆ†2cˆ2 (2.11)
and their adjoints Qˆ† and Rˆ†. We have
Nˆgh = [Qˆ, Rˆ
†] = [Qˆ†, Rˆ] (2.12)
and
[Nˆgh, Qˆ] = [Nˆgh, Qˆ
†] = [Nˆgh, Rˆ] = [Nˆgh, Rˆ
†] = 0 . (2.13)
The ghost Hamiltonian exhibits an N = 2 supersymmetry generated by Qˆ, Rˆ and
their adjoints.
Introduce a system with the extended Hamiltonian
Hˆ = Hˆs + Hˆgh , (2.14)
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where Hˆgh was defined in (2.2) and ω
2 = ω2(xˆ). Therefore states in the ghost Fock
space depend on the operator xˆ and accordingly act as operators (functions of xˆ) on
the system Hilbert space. This motivates the following definition of the extended
space:
|ψ〉〉 = |gh〉x · |s〉 , (2.15)
where the dot stands to emphasize that |gh〉x is an operator acting on the system
state |s〉.
In the coordinate representation |κ〉 · |x〉, κˆ|κ〉 = κ|κ〉 we have
〈x| · 〈κ|ψ〉〉 = 〈x| · 〈κ|gh〉x · |s〉 = 〈κ|gh〉x〈x|s〉 (2.16)
since xˆ is diagonal.
We observe that
[Hˆ, Qˆ] = [Hˆ, Qˆ†] = 0 (2.17)
since [xˆ, Qˆ] = [pˆ, Qˆ] = 0, but [Hˆ, Rˆ] 6= 0 as [pˆ, Rˆ] 6= 0 (while [xˆ, Rˆ] = 0). The N = 2
supersymmetry is therefore explicitly broken to N = 1. In the Appendix we discuss
an N = 2 supersymmetric extension of the system dynamics.
Consider the subspace in the extended space defined by the conditions
Qˆ|ph〉〉 = Qˆ†|ph〉〉 = 0 . (2.18)
In the Fock space representation of the ghost Hilbert space, one can show that
the solutions of (2.18) are
|ph〉〉 = λ|0〉xgh · |s〉+
∞∑
n=1
|φn〉xgh · |sn〉 . (2.19)
Here |s〉 and |sn〉 are system states and
|φn〉xgh = Γˆn|0〉xgh = QˆΦˆΓˆn−1|0〉xgh = Qˆ†Φˆ′Γˆn−1|0〉xgh (2.20)
with
Γˆ = bˆ†1bˆ
†
2 + cˆ
†
1cˆ
†
2 , Φˆ = bˆ
†
1cˆ
†
2 , Φˆ
′ = bˆ†2cˆ
†
1 . (2.21)
Note that 〈〈ph|ph〉〉 = 0 if λ = 0 in (2.19) since vectors (2.20) have, by definition
(2.18), zero norms.
We remark that the choice of Fock space to discuss the properties of the states
(2.18) is only a matter of convenience. Indeed, it is easy to prove that these prop-
erties hold generally, i.e., a state satisfying (2.18) in an arbitrary Hilbert space is
the sum of a closed state (belonging to kern(Qˆ)/image(Qˆ) ∩ kern(Qˆ†)/image(Qˆ†))
and an exact state (expressible as Qˆ or Qˆ† on some state). By definition (2.18) the
latter have zero norm. In Fock space the ghost vacuum is the only closed state.
For any operator Oˆ commuting with Qˆ and Qˆ†, it follows from (2.20), (2.18) and
(2.19) that
〈〈ph′|Oˆ|ph〉〉 = 〈s′| · xgh〈0|Oˆ|0〉xgh · |s〉 (2.22)
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if λ = exp(iα) and α is independent of x (Even in the case where α is x-dependent
this relation still holds, provided that pˆ is replaced by pˆ− dα/dx). For Oˆ = 1 this
yields 〈〈ph′|ph〉〉 = 〈s′|s〉.
If Oˆ = Oˆs = O(xˆ, pˆ) equation (2.22) becomes
〈〈ph′|Oˆs|ph〉〉 = 〈s′|Oˆs|s〉 . (2.23)
To prove (2.23) we note that since xˆ commutes with |0〉xgh, it acts directly on the
system state. We only have to prove that the same holds for pˆ. From the relations
(2.8), (2.9) one easily verifies [pˆ, bˆ1] = βbˆ
†
2, where β = −iω′/(2ω), and similar
relations for the other creation and annihilation operators. From the definition
of the ghost vacuum we have [pˆ, bˆ1|0〉xgh] = bˆ1[pˆ, |0〉xgh] + βbˆ†2|0〉xgh = 0 and analogues
relations for the other annihilation operators. As pˆ commutes with Qˆ and Qˆ†, these
relations imply that the ghost state [pˆ, |0〉xgh] belongs the physical subspace (2.20)
with particle number Ngh = 2. We find from (2.20) [pˆ, |0〉xgh] = QˆΦˆ|0〉xgh ≡ Qˆ|gh〉x.
Thus for Oˆs = pˆ
n we deduce
x
gh〈0|pˆn|0〉xgh = xgh〈0|pˆn−1([pˆ, |0〉xgh] + |0〉xghpˆ) = xgh〈0|pˆn−1|0〉xghpˆ = pˆn . (2.24)
Relations (2.23) as well as (2.10), (2.12) and (2.14) imply that 〈〈ph′|Hˆ|ph〉〉 =
〈〈ph′|Hˆs|ph〉〉 = 〈s′|Hˆs|s〉. Since both Hˆ and Hˆs commute with Qˆ and Qˆ†, their
application to a physical state leads to a physical state and a simple inductive
argument then shows that 〈〈ph′|Hˆn|ph〉〉 = 〈〈ph′|Hˆns |ph〉〉 = 〈s′|Hˆns |s〉 where (2.23)
was used in the latter equality. We conclude
〈〈ph′|e−itHˆ |ph〉〉 = 〈s′|e−itHˆs |s〉 . (2.25)
As an application of (2.25) we take |s〉 = |x〉 and |s′〉 = |x′〉. This yields
〈〈ph′|e−itHˆ |ph〉〉 =
∫
[dx]eiSs(x) , (2.26)
where Ss(x) =
∫ t
0 dt
′(x˙2/2−V (x)) is the system action. The trajectories contributing
in the functional integral obey the boundary conditions x(0) = x and x(t) = x′.
The amplitude in (2.26) can be represented as a functional integral over the
extended configuration space. Consider the functional integral representation of the
transition amplitude in the extended configuration space
〈〈x′, κ′|e−itHˆ |x, κ〉〉 =
∫
[dx][dz∗][dz][dη∗][dη]eiSe , (2.27)
where |x, κ〉〉 = |κ〉 · |x〉 and
Se = Ss +
∫ t
0
dt′(z˙∗z˙ + η˙∗η˙ − ω2(x)(z∗z + η∗η)) ≡ Ss + Sgh . (2.28)
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The trajectories for the ghost variables obey the boundary conditions κ(0) = κ and
κ(t) = κ′.
The functional integral (2.27) coincides with (2.26) if we calculate its convolu-
tion with any two physical states (2.18). There is a particular choice of bound-
ary conditions for the ghost fields in (2.27) such that (2.27) coincides with (2.26).
This is achieved by choosing κ′ = κ = 0. This implies that we choose in (2.26)
|ph〉〉 = |0〉 · |x〉 and |ph′〉〉 = |0〉 · |x′〉 where κˆ|0〉 = 0 (not to be confused with the
ghost vacuum). To verify that these states satisfy (2.18), one expresses the operators
Qˆ and Qˆ† through relations (2.8), (2.9) in terms of the ghost canonical variables.
Using the coordinate representation (2.5), (2.6) we obtain
〈κ|Qˆ|0〉 = 〈κ|Qˆ†|0〉 = 0 (2.29)
since 〈κ|0〉 = δ(κ) (∫ dκδ(κ)ψ(κ) = ψ(0)).
Note that (2.27) is a Gaussian integral for the ghost variables. Therefore
∫
[dκ] eiSgh = F (x, κ′, κ)∆F/∆B = F (x, κ
′, κ) (2.30)
where ∆F = ∆B = det(−∂2t −ω2) and F (x, κ′, κ) = exp(iSgh(κcl)) with κcl a classical
solution obeying the boundary conditions κ(0) = κ and κ(t) = κ′.
Relation (2.26) implies
∫
dκdκ′ xgh〈ph′|κ′〉F (x, κ′, κ)〈κ|ph〉xgh = 1 . (2.31)
For vanishing ghost boundary conditions, 〈κ|ph〉xgh = δ(κ) and F [x, 0, 0] = 1.
3 A gauge model.
In this section we illustrate, by means of a simple model with a SU(2) gauge sym-
metry, how the method of the previous section can be used to construct a functional
integral for a gauge theory without fixing a gauge.
Let the canonical variables pˆ and xˆ be elements of a linear unitary representation
of SU(2). We choose the system Hamiltonian as in (2.1), but now pˆ2 = (pˆ, pˆ) where
( , ) is the invariant inner product. We denote by λa the SU(2) generators in
the chosen representation. The Hamiltonian (2.1) describes a gauge theory if the
physical states are gauge invariant [1], i.e.,
σˆas |ph〉s = ixˆλapˆ|ph〉s ≡ i(xˆ, λapˆ)|ph〉s = 0 (3.1)
and [Hˆs, σˆ
a
s ] = 0. The canonical commutation relation [xˆ, pˆ] = i implies [σˆ
a
s , σˆ
b
s] =
2iǫabcσˆcs so that the constraints generate SU(2). The Hamiltonian (2.1) is invariant
under gauge transformations generated by σˆas , pˆ → Tgpˆ, xˆ → Tgxˆ and TgT †g =
T †gTg = 1.
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As described in section 2, we extend the system Hamiltonian (2.1) by adding a
ghost Hamiltonian Hˆ = Hˆs + Hˆgh, where
Hˆgh = (pˆ
†
z, pˆz) + (pˆ
†
η, pˆη) + (zˆ
†,Ω(xˆ)zˆ) + (ηˆ†,Ω(xˆ)ηˆ) (3.2)
and Ω is a hermitian, strictly positive matrix. For simplicity we assume the ghost
variables to realize the fundamental representation of SU(2), i.e., they are complex
isospinors.
To make (3.2) invariant under the SU(2) transformations zˆ → T˜gzˆ, ηˆ → T˜gηˆ,
with T˜g a 2×2 unitary matrix in the fundamental representation of SU(2), we require
the following transformation rule for Ω: Ω(Tgxˆ) = T˜gΩ(xˆ)T˜
†
g so that Ω transforms
in the adjoint representation.
Introducing the fermionic operators
Qˆ = i[(ηˆ†, pˆz)− (pˆ†η, zˆ)] , Rˆ(xˆ) = i[(pˆ†η, pˆz) + (ηˆ†,Ω(xˆ)zˆ)] (3.3)
and their adjoints Qˆ†, Rˆ†(xˆ) we find
Hˆgh = [Qˆ, Rˆ
†(xˆ)] = [Qˆ†, Rˆ(xˆ)] . (3.4)
Note that the operators Qˆ, Qˆ† commute with the total Hamiltonian, while Rˆ(xˆ) and
Rˆ†(xˆ) commute only with the ghost Hamiltonian.
As before the Hilbert space of the ghost sector can be build as a Fock space.
Indeed, if ω2i (xˆ) are the eigenvalues of Ω(xˆ), then Qˆ =
∑
i Qˆi and Rˆ(xˆ) =
∑
i ωi(xˆ)Rˆi
with Qˆi and Rˆi determined by (2.11) for each SUSY oscillator labelled by i = 1, 2.
The constraints are also extended σˆa = σˆas + σˆ
a
gh with
σˆagh = izˆ
†τapˆz − ipˆ†zτazˆ + iηˆ†τapˆη − ipˆ†ητaηˆ = [Qˆ, izˆ†τapˆη − ipˆ†zτaηˆ] . (3.5)
Here τa are the Pauli matrices. By construction [σˆa, Hˆ] = 0, [σˆa, Qˆ] = [σˆa, Qˆ†] = 0
and σˆa generate SU(2).
We prove the relation
〈〈ph′|e−itHˆ |ph〉〉 = s〈ph′|e−itHˆs |ph〉s , (3.6)
where the physical states |ph〉〉 and |ph′〉〉 in the extended space have non-zero norm
and satisfy the conditions
Qˆ|ph〉〉 = Qˆ†|ph〉〉 = σˆa|ph〉〉 = 0, (3.7)
while the system states on the right of (3.6) obey (3.1). Relation (3.6) establishes
a one-to-one correspondence between physical transition matrix elements of the
original gauge theory and its supersymmetric extension.
From (2.25) we note that it is sufficient to prove that (3.7) imply (3.1). Consider
the second order Casimir operator Cˆ = σˆaσˆa. From (3.5) it is easily established
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that Cˆ = Cˆs + [Qˆ, Λˆ] where Cˆs is the second order Casimir of the system, and the
explicit form of Λˆ can be read of from (3.5). It follows
〈〈ph|Cˆ|ph〉〉 = 〈〈ph|Cˆs|ph〉〉 = 〈s|Cˆs|s〉 , (3.8)
where (2.23) was used. Since the system Hilbert space has a strictly positive norm,
(3.7) implies (3.1). Thus relation (3.6) is proved.
Next we turn to the functional integral representation of (3.6). To avoid diver-
gencies in the measure of the functional integral caused by the gauge invariance, we
have to solve the constraints σˆa|ph〉〉 = 0 explicitly by choosing a parameterization
(coordinates) in the physical configuration space, i.e., we should fix a gauge in the
extended theory. In contrast with the BRST-BFV scheme we have boson ghosts
so that we can impose the gauge condition on them, while the system degrees of
freedom remain free of any gauge condition.
To fulfil this program, we choose the coordinate representation (2.16) 〈x| ·〈κ|ph〉〉
= ψph(x, κ), where all states are functions of x and κ. To project the total Hamil-
tonian on the subspace of gauge invariant functions ψph(x, κ), we change variables
in the superspace
z = T˜gχρ/
√
2 , x→ Tgx , η → T˜gη , (3.9)
where χ† = (1, 0), ρ is real and Tg is the group element T˜g in the representation
of x. Denoting the group parameters by θa, the constraint operators in the new
coordinates assume the form σˆa ∼ ∂/∂θa [4]. Therefore physical states (gauge
invariant states) are functions independent of θa. We transform Hˆ to the curvilinear
supercoordinates (3.9) and drop all terms containing ∂/∂θa to obtain the physical
Hamiltonian
Hˆph = Hˆs +
pˆ2ρ
2
+
3
8ρ2
+ pˆ†ηpˆη +
1
2ρ2
(σ˜a)2 +
ρ2
2
χ†Ωχ + η†Ωη , (3.10)
where σ˜a = σˆas + σˆ
a
f with σˆ
a
f = iη
†τapˆη − ipˆ†ητaη and pˆρ = −iρ−3/2∂ρ ◦ ρ3/2 is
the hermitian momentum conjugated to ρ. The third term in (3.10) is due to the
operator ordering. Restoring Planck’s constant, this would be proportional to h¯2.
The above procedure to obtain the physical Hamiltonian also applies to the
operators Qˆ and Qˆ† to derive the supersymmetry generators on the space of functions
invariant under the gauge transformations generated by σˆa. We find
Qˆρ =
1√
2
η†χ∂ρ − iρ√
2
pˆ†ηχ−
1√
2ρ
[η†χσ˜3 + η†ψ(σ˜2 − iσ˜1)] ,
Qˆ†ρ = −
1√
2
χ†η∂ρ +
iρ√
2
χ†pˆη − 1√
2ρ
[χ†ησ˜3 + ψ†η(σ˜2 + iσ˜1)] (3.11)
with ψ† = (0, 1). Taking into account that η and η† do not commute with σ˜a, one
can verify that these two operators are adjoints with respect to the measure ρ3dρ.
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Indeed, the term proportional to 1/ρ, which appears when the adjoint of ∂ρ is taken
with respect to this measure, precisely cancels against a similar term originating
from the reordering of η or η† and σ˜a in the adjoint of the third term. It can also
be checked explicitly that these operators commute with the physical Hamiltonian
(3.10) as they should.
The physical states of the system are obtained as before by imposing
Qˆρ|ph〉〉 = Qˆ†ρ|ph〉〉 = 0 . (3.12)
We note that the system variables xˆ and pˆ do not commute with the supersym-
metry generators Qˆρ and Qˆ
†
ρ. Indeed, the operator ξ
†Qˆρ + Qˆ
†
ρξ, with ξ and ξ
†
Grassmann variables, involves a linear combination of the system constraint opera-
tors σas . Therefore it generates an isotopic rotation of xˆ and pˆ of the same form as
an infinitesimal gauge transformation, but with the parameters being even elements
of a Grassmann algebra. Therefore the condition (3.12) ensures gauge invariance in
the vacuum sector of the ghosts, i.e., a vector describing any system excitation will
automatically satisfy the Dirac condition (3.1).
Note how the reduction in the degrees of freedom is obtained: we start with
n system degrees of freedom, n being the real dimension of the representation in
which the xˆ transforms. Then we add 4 real bosonic and 4 real fermionic ghost
degrees of freedom in a supersymmetric combination. Since the system variables
realize a trivial representation of the supersymmetry an exact cancellation of the
ghost degrees of freedom is ensured, leaving only the n system degrees of freedom.
Next we eliminate three real bosonic ghost degrees of freedom by projecting on
the subspace of gauge invariant functions (see (3.9)). The projection (3.9) mixes
the system and ghost degrees of freedom in a non-linear way. In particular the
angular variables of the bosonic ghosts are absorbed in the new system variables so
that three angular variables of x are the supersymmetric partners of three fermionic
ghost degrees of freedom. The condition (3.12) ensures that the 4 fermionic ghost
degrees of freedom are balanced by the ρ ghost degree of freedom and 3 system
degrees of freedom. Hence, we are left with n − 3 degrees of freedom, which is
correct as we have 3 independent constraints (3.1) in the original model.
In our arguments above we have assumed that the system constraints σˆas are
irreducible, i.e., they are all independent, which would not be the case if, for example,
we take x to be in the adjoint representation. Nonetheless, in our approach the
supersymmetry condition (3.12) will still provide the elimination of the right number
of unphysical degrees of freedom in the system sector, provided the ghost sector is
chosen so that the constraints σˆagh (3.5) are irreducible. The latter is always possible
so that, in contrast to the conventional BRST-BFV formalism, we do not need ghosts
for ghosts if the system exhibits reducible constraints.
Returning to the functional integral representation, let κρ denote a set (ρ, η
†, η).
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Using the formalism of [4] we find
〈〈x′, κ′ρ|e−itHˆph|x, κρ〉〉 =
∞∫
−∞
dκ′′ρdx
′′ (ρ3ρ′′3)−1/2Uefft (x
′, κ′ρ, x
′′, κ′′ρ)QS(x
′′, κ′′ρ, x, κρ) ;
(3.13)
the amplitude Uefft is given by a functional integral for the extended theory in the
unitary gauge z = χρ:
Uefft (x, κρ, x
′′, κ′′ρ) =
∫
[dp][dx][dκρ][dpκρ] e
iSph
H (3.14)
=
∫
[dx][dy][dκρ][Π
t
t=0|ρ|3] eiS
ph
. (3.15)
Here
SphH =
∫ t
0
dt′(x˙p+ p†ηη˙ + η˙
†pη + pρρ˙−Hph) (3.16)
and
Sph =
∫ t
0
dt′ [
1
2
(Dtx)
2 + (D˜tη)
†(D˜tη) +
1
2
ρ˙2 +
1
2
ρ2|yχ|2
−V (x)− 1
2
ρ2χ†Ωχ− η†Ωη − 3
8ρ2
] . (3.17)
We denote by Dt = ∂t+ iy
aλa and D˜t the covariant derivatives in the representation
of x and the fundamental representation (λa → τa), respectively.
To go from (3.14) to (3.15) we first replace the measure [dκρ][dpκρ ] by the
Faddeev-Popov measure in the unitary gauge [dκ][dpκ]Πt∆FP δ(z − χρ)δ(σa). The
Faddeev-Popov determinant for the unitary gauge z = ρχ is ∆FP ∼ |ρ|3. Corre-
spondingly SphH in (3.14) is replaced by the Hamiltonian action for the total extended
Hamiltonian. Next the identity
∫
[dya] exp(iyaσa) = Πtδ(σ
a) is used and the inte-
grals over all momenta are done. Finally the integral over z and z† are done using
the delta function and (3.15) is obtained. Note that apart from the operator order-
ing term (∼ h¯2/ρ2) in (3.17) all the other terms depending on ρ can be written as
|D˜tz|2 − z†Ωz where z = ρχ. Thus (3.17) is the action of the extended supersym-
metric gauge theory in the unitary gauge imposed on the boson ghost z.
The kernel QS in (3.13) takes care of the global properties of the change of
variables (3.9) [4, 13]
QS(x
′′, κ′′ρx
′, κ′ρ) =
∑
s
δ(x′′ − sˆx′)δgh(κ′′ρ, sˆκ′ρ) (3.18)
(
∫
dκ′δgh(κ
′, κ)ψ(κ′) = ψ(κ)). The sum is over all inequivalent elements sˆ acting on
x and κρ as follows: sˆx = Tsx and sˆκρ = T˜sκρ where, by definition, T˜sχ = ±χ and Ts
are corresponding SU(2) elements in the representation of x. The sˆ-transformations
form a Z2 subgroup of SU(2), T˜g = ±1.
We note that any physical state ψ(xρ, κρ) is invariant under the sˆ-transforma-
tions. Here we denote the transformed system variables defined in (3.9) by xρ
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to distinguish from the original system variables. We also define the action of sˆ
on θa by T˜g(sˆθ) = T˜g(θ)T˜
−1
s . Then sˆx = x and sˆκ = κ so that ψ(sˆx, sˆκ) =
ψ(x, κ) for any element of the extended Hilbert space. For a physical state we have
ψph(x, κ) = ψph(Tg(θ)xρ, T˜g(θ)κρ) = ψph(xρ, κρ). Since sˆ leaves x and κ invariant,
we can replace θa, xρ and κρ by their sˆ-transforms in the latter equality. Thus
we conclude ψph(sˆxρ, sˆκρ) = ψph(xρ, κρ). The time evolution must respect this
symmetry. However, the functional integrals (3.14) or (3.15) do not respect this
symmetry so that they cannot describe the correct time evolution. The particular
linear combination of functional integrals (3.15) with different boundary conditions
as prescribed by (3.13) and (3.18) has the desired invariance property [4, 13].
From (3.6) we know that (3.13) coincides with the physical system transition
amplitude only after supersymmetric and gauge invariant boundary conditions have
been imposed on the ghosts. In analogy with section 2, the state 〈〈x, κ|ψ〉〉 =
δgh(κ)ψs(x) is supersymmetric, i.e., it is annihilated by both supersymmetric gen-
erators. However, it is not gauge invariant so that it cannot be used as boundary
conditions in (3.13). To construct a gauge invariant supersymmetric state we average
δgh(κ)ψs(x) over the gauge transformations. This yields
〈〈κρ, x|ph〉〉 = 2|ρ|3 δ(ρ)(η
†η)2ψphs (x) =
2
z†z
δ(z†z)(η†η)2ψphs (x) , (3.19)
where ψphs (x) is any gauge invariant function of x. The ghost part of (3.19) is
just a delta function with respect to the scalar product measure
∫∞
0 dρρ
3
∫
dη†dη.
Substituting (3.19) into (3.6) and using (3.13) we obtain
s〈ph′|e−itHˆs |ph〉s =
∫
dxdx′〈ph′|x′〉U˜efft (x′, x)〈x|ph〉 (3.20)
with
U˜efft (x
′, x) = lim
κρ,κ′ρ→0
(ρρ′)−3/2Uefft (x
′, κ′ρ, x, κρ) . (3.21)
There is no problem to impose zero boundary conditions on the fermion ghosts in
the functional integral (3.15). For the boson ghost ρ one can only prove that the limit
(3.21) exists. Indeed, in the neighborhood of ρ = 0 or ρ′ = 0, the integral (3.15)
satisfies the Schro¨dinger equation (−∂2ρ/2 + 3/(8ρ2))Uefft = 0 + O(1). Therefore
Uefft ∼ (ρρ′)3/2 as ρ and ρ′ approach zero and the limit (3.21) exists.
4 Yang-Mills theories.
Here we briefly outline how the procedure of the previous sections can be generalized
to Yang-Mills theories. A more detailed discussion can be found in [12].
One can go from the gauge model of section 3 to the Yang-Mills theory (with
SU(2) gauge symmetry) by simple analogy. We identify the vector gauge potentials
Ai , (i = 1, 2, 3) with the system variables x, the Lagrange multiplier y with A0 and
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κ becomes a set of ghost fields. One can convince oneself that the expressions (3.20)
and (3.21) still hold with the replacements x→ Ai and dx→ ΠxdAi(x), where the
product is taken over all space points. Similarly the measure ρ3 is replaced by the
functional measure µ = Πxρ
3(x) and
Uefft [A
′, κ′ρ, A, κρ] =
∫
[dAµ][dρ]µ[ρ][dη
†][dη] eiS
eff
(4.1)
with
Seff =
∫
d4x[−1
4
F 2µν+(D˜µη)
†(D˜µη)+
1
2
(∂µρ)
2+
1
2
A2µρ
2−m2(ρ
2
2
+η†η)−Vq(ρ)] . (4.2)
Here D˜µ is the covariant derivative in the fundamental representation and a specific
choice of the matrix Ω (see (3.2)) was made, Ω = −D˜2i (A) +m2, (in order for Ω to
be strictly positive a mass term is added for the ghosts). The quantum corrections
to the potential energy is proportional to a divergent factor Vq(ρ) = 3[δ
3(0)]2/(8ρ2)
as is usual for operator ordering terms in a field theory. Making use of a lattice
regularization of space in (4.2) our earlier arguments can be repeated to prove the
existence of the limit (3.21) for each degree of freedom of the field ρ(x). The coupling
of the field oscillators due to the term (∂iρ)
2 is of no consequence in the limit ρ→ 0
as it is negligible in comparison with the singular quantum potential Vq. Therefore
the limit (3.21) exists and supersymmetric gauge invariant boundary conditions can
be imposed as before.
Due to the presence of the singular potential Vq(ρ) the limit (3.21) is highly un-
desirable and leads to technical difficulties. This limit originates from our choice of
supersymmetric boundary conditions for the path integral. Fortunately, all physi-
cally relevant information about a quantum system can always be extracted from
Green’s functions. In the next section we show that the restriction of the supersym-
metric boundary conditions can be dropped in the path integral representation of
Green’s function and, hence, the aforementioned technical difficulty can be avoided.
5 System Green’s functions.
The quantities one is normally interested in are the Green’s functions of the system
from which the S-matrix elements and the excitation spectrum can be extracted.
They are defined as the vacuum (groundstate) expectation values of time ordered
products of the field operators. For complex time they are defined by the following
quantities, taken in the limit τf →∞, τi → −∞:
〈s′|e−Hˆsτf Oˆs1(τ1)Oˆs2(τ2) . . . Oˆsn(τn)eHˆsτi |s〉
〈s′|e−Hˆs(τf−τi)|s〉 . (5.1)
Here τf > τ1 > . . . τn > τi, |s〉, |s′〉 are arbitrary system states and Oˆsi (τi) =
eHˆsτiOˆsi e
−Hˆsτi are system operators in the Heisenberg picture. The real time Green’s
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functions are obtained from the complex time Green’s functions by analytic contin-
uation (Wick rotation). Following the standard procedure one can also express the
Green’s functions as functional integrals.
When the system possesses a gauge symmetry, it is again necessary to eliminate
the unphysical degrees of freedom to obtain well defined Green’s functions. Follow-
ing the Faddeev-Popov approach, one is again faced by the difficulties associated
with gauge fixing. Therefore we would like to extend our procedure to the evalua-
tion of system Green’s functions. In principle this is straightforward, except for the
following point which require special care: The groundstate of the supersymmetric
extended Hamiltonian may turn out not to be supersymmetric, i.e., the supersym-
metry is spontaneously broken and the groundstate does not satisfy (2.18) and is
thus unphysical. If this happens the Green’s functions of the supersymmetric ex-
tended system do not coincide with those of the original system, as the expectation
value of the system operators are evaluated with respect to an unphysical state. One
way of avoiding this difficulty is to impose supersymmetric boundary conditions in
the functional integral for the Green’s functions as relation (2.25) holds regardless
whether the supersymmetry is spontaneously broken or not. From our previous dis-
cussion it is, however, clear that these boundary conditions are inconvenient from
a calculational point of view. Instead we present here an alternative way of ob-
taining the system Green’s function which allows us to choose arbitrary boundary
conditions.
For the purpose of illustration let us consider again the 1-dimensional quantum
system of section 2. The complex time Green’s functions of the supersymmetric
extended system is obtained from a simple generalization of (5.1)
〈〈ψ′|e−Hˆτf Oˆ1(τ1)Oˆ2(τ2) . . . Oˆn(τn)eHˆτi |ψ〉〉
〈〈ψ′|e−Hˆ(τf−τi)|ψ〉〉 . (5.2)
Here |ψ〉〉 = |gh〉 · |s〉, |ψ′〉〉 = |gh′〉 · |s′〉 are states in the extended Hilbert space and
Hˆ is the supersymmetric extended Hamiltonian
Hˆ = Hˆs + αHˆgh (5.3)
where Hˆs, Hˆgh were defined in (2.1,2.2) and α is an arbitrary real number. The op-
erators Oˆi(τi) = e
HˆτiOˆie
−Hˆτi are supersymmetric extensions of the system operators
in the Heisenberg picture defined by Oˆi = Oˆ
s
i + [Qˆ, (Oˆi)gh] with any desired choice
of (Oˆi)gh.
Note that the extended Hamiltonian above differs slightly from that of (2.14) in
the presence of the arbitrary real number α. Since the ghost Hamiltonian is irrelevant
on the physical subspace (see (2.23,2.25)), physical quantities will be independent
of α, while excitations in the ghost sector will be affected. We now exploit this
fact to our advantage by considering the limit α → ∞. From eq. (2.10) we note
that this limit will push all states with non-zero ghost number to infinite energy,
while the states with zero ghost number will be untouched. Thus in this limit the
14
groundstate of the extended Hamiltonian will be supersymmetric and assumes the
form |0〉xgh · |gs〉s, where |gs〉s is the system groundstate (see (2.19)), so that the
Green’s functions of the extended Hamiltonian coincide with those of the system
Hamiltonian. We now prove that this is indeed the case.
Let |N, x〉〉 = |N〉xgh · |x〉 be eigenstates of Nˆgh and xˆ where we noted that
[Nˆgh, xˆ] = 0. The states |N, x〉〉 form a complete basis in the extended Hilbert
space (|N〉xgh is the Fock basis of the ghosts). Writing out the Heisenberg operators
in (5.2) and inserting a complete set of states in the form
1 =
∑
N
∫
dx|N, x〉〉〈〈x,N | (5.4)
before and after each time evolution operator, the Green’s function (5.2) reduces to
the product of generic matrix elements of the extended system operators 〈〈x′, N ′, |Oˆi
|N, x〉〉 and the time evolution operator 〈〈x′, N ′|e−T (Hˆs+αHˆgh)|N, x〉〉 ≡ 〈〈x′, N ′|UˆT
|N, x〉〉 where T = τj − τj+1 > 0. Consider the latter matrix elements. From
Hˆgh|N, x〉〉 = ω(x)N |N, x〉〉 (5.5)
follows that in the limit α →∞ a perturbation expansion in Hˆs can be developed,
using αHˆgh as the unperturbed Hamiltonian. Introducing an interaction picture we
can express the time evolution operator as:
UˆT = e
−αHˆghT
∞∑
n=0
(−1)n
T∫
0
dτ1
τ1∫
0
dτ2 . . .
τn−1∫
0
dτnHˆs(τ1)Hˆs(τ2) . . . Hˆs(τn)
≡ e−αHˆghT ∑
n
(−1)nBˆn , (5.6)
where T > τ1 > τ2 . . . τn > 0 and Hˆs(τi) = e
αHˆghτiHˆse
−αHˆghτi . To evaluate the
matrix elements 〈〈x′, N ′|UˆT |N, x〉〉, consider a typical term in the series (5.6) and
insert the complete set of states (5.4) between the Hˆs(τi). Using (5.5) we find:
〈〈x′, N ′|Bˆn|N, x〉〉
=
∑
N1...Nn−1
∫
dx1 . . . dxn−1
T∫
0
dτ1
τ1∫
0
dτ2 . . .
τn−1∫
0
dτne
−αω′N ′(T−τ1)〈〈x′, N ′|Hˆs|N1, x1〉〉
×e−αω1N1(τ1−τ2)〈〈x1, N1|Hˆs|N2, x2〉〉 . . . e−αωn−1Nn−1(τn−1−τn)
×〈〈xn−1, Nn−1|Hˆs|N, x〉〉e−αωNτn . (5.7)
Here the shorthand notation ω′ = ω(x′), ωi = ω(xi) and ω = ω(x) was used.
Since T > τ1 > τ2 . . . τn > 0 we deduce that in the limit α → ∞ only terms with
N ′ = N1 = . . . = N = 0 survive. The ghost vacuum (N = 0) is a physical state
and therefore 〈〈x′, 0|Hˆs|0, x〉〉 = 〈x′|Hˆs|x〉 according to (2.23). Making use of these
observations we find that eq. (5.7) becomes
〈〈x′, N ′|Bˆn|N, x〉〉 → T
n
n!
〈x′|Hˆns |x〉δN ′,0δN,0 , (5.8)
15
when α→∞. From (5.8) we conclude
〈〈x′, N ′|UˆT |N, x〉〉 → 〈x′|e−HˆsT |x〉δN ′,0δN,0 , α→∞ . (5.9)
Substituting this result in (5.2) and using (2.23), we obtain in the limit α→∞
〈〈ψ′|e−Hˆτf Oˆ1(τ1) · · · Oˆn(τn)eHˆτi |ψ〉〉
〈〈ψ′|e−Hˆ(τf−τi)|ψ〉〉 →
〈s′|e−Hˆsτf Oˆs1(τ1) · · · Oˆsn(τn)eHˆsτi |s〉
〈s′|e−Hˆs(τf−τi)|s〉 . (5.10)
This establishes that by extending the Hamiltonian as in (5.3), and taking the
limit α → ∞ before the limits τf → ∞, τi → −∞, we indeed recover the system
Green’s functions from the Green’s functions of the supersymmetric extended sys-
tem. In this approach arbitrary boundary conditions can be imposed in the path
integral for the Green’s function as the limit α→∞ ensures that the supersymmet-
ric groundstate is selected in the evaluation of the expectation value.
We conclude this section with a couple of general remarks. The first remark
concerns degeneracies. We note that for some values of x, x′, N and N ′ the following
equality holds: ω(x)N = ω(x′)N ′ and we have to analyze what happens to the
perturbation expansion (5.7) when this degeneracy occurs in the ghost energy levels
(see (5.5)). This degeneracy does not affect our conclusions (5.8) and, hence, (5.10).
Indeed, the operator Hˆs is local and therefore its matrix elements 〈x′|Hˆs|x〉 have
support only on x = x′. Consequently this equality only holds when N = N ′ and it
is necessary to consider the degeneracy of a ghost level with a fixed ghost number
only. In this case some of the exponential factors disappear and the corresponding
integration yields a typical factor τigN , with gN the degeneracy of the state |N〉gh.
Since this is a finite factor, independent of α, we conclude that in the limit α→∞
the factor e−αω(x
′)N ′T ensures that only contributions from the ghost vacuum survive.
The above argument will hold for any supersymmetric extension of the Hamil-
tonian, provided that the ghost Hamiltonian itself does not exhibit spontaneous
breaking of the supersymmetry.
Clearly the above procedure would not be necessary if one can prove that the
supersymmetry is not spontaneously broken for α = 1. If the groundstate of the
extended Hamiltonian has the form (2.19), it is not hard to see that the Green’s
functions (5.2) coincide with the system Green’s functions (5.1) in the limit τf →∞,
τi → −∞. However, a proof that the supersymmetry is not spontaneously broken
does not seem easy.
We remark that the procedure as outlined above does not apply to relativistic
systems as it would break Lorentz invariance. However, a relativistic invariant
formulation of the above procedure can be obtained by taking the limit where the
mass of the ghost fields go to infinity, m→∞ (see (4.2)). In this limit contributions
of ghost excitations to the Green’s functions are exponentially suppressed because
their energies grow as m. It is then not difficult to generalize the above argument
to show that our conclusion (5.10) holds in this case.
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In the case of a gauge system, one is interested in the Green’s functions of gauge
invariant system operators. They are obtained from our prescription above by con-
sidering only physical operators, Oˆi(τi), in (5.2), i.e., operators that commute with
the supersymmetry generators obtained after projecting onto the space of gauge
invariant functions. For the gauge model of section 3 we would therefore consider
operators that commute with the supersymmetry generators Qˆρ and Qˆ
†
ρ of (3.11).
From the discussion below (3.12) it follows that any system operator which com-
mutes with Qˆρ and Qˆ
†
ρ has to commute with the system constraint operators σˆ
a
s ,
and is thus gauge invariant. Therefore the Green’s functions obtained from our
description above coincide with the system Green’s functions of gauge invariant
observables.
Finally we remark that the evaluation of the Green’s functions in a gauge theory
using the supersymmetric quantization is not an easy task. Though the problem of
the supersymmetric boundary conditions has been avoided, which is a great simpli-
fication from the calculational point of view, there is still a lack of a well elaborated
techniques in quantum field theories to treat, even in perturbation theory, local
measures in the functional integral (see (3.15)) and singular quantum potentials
(see (3.17)) that usually occur in unitary gauges. Nonetheless it is possible to cal-
culate the renormalized Green’s function using a modified loop expansion [15].
6 The relation to gauge fixing.
Here we explain how the functional integral (4.1) is related to the functional integral
of a gauge fixed Yang-Mills theory. For simplicity we consider the model of section
3. Let x = xF be a generic configuration satisfying the gauge condition F (x) = 0.
We assume that the gauge condition fixes all continuous gauge arbitrariness, i.e.,
the stationary group of x = xF is trivial. However, the equation F (x) = 0 may have
many solutions related by discrete gauge transformations (Gribov copies). This
gauge arbitrariness does not decrease the number of physical degrees of freedom,
but it does reduce the volume of the physical configuration space spanned by xF .
If all configurations xF form an Euclidean space IR
M and S is a set of residual
discrete gauge transformations, then the physical configuration space (a fundamental
modular domain) is isomorphic to ΛF ∼ IRM/S ⊂ IRM .
Consider the change of variables xρ = TgxF , z = T˜gχρ, η = T˜gηρ, where the first
relation determines the element Tg for a given xF and xρ, and T˜g is this element in
the fundamental representation. The latter two relations define the new variables
z and η. Introducing this change of variables in the Hamiltonian (3.10), the ghost
part assumes the form (3.2), while in the system Hamiltonian the Laplace opera-
tor pˆ2 must be written in the curvilinear coordinates xρ = TgxF . If there were no
ghosts in the theory, the Laplace-Beltrami operator pˆ2 would contain operators σˆas ,
corresponding to momenta conjugate to the group parameters θa. Since the above
change of variables involves the ghost variables, all operators σˆas get replaced by
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σˆagh just as the boson ghost constraints were replaced by σˆ
a
s + σˆ
a
f in (3.10). The
functional integral for this Hamiltonian takes the form (3.13) where the measure ρ3
is replaced by µ(xF ) (
∫∞
0 dκρρ
3
∫
dxρ =
∫
dκ
∫
ΛF
dxFµ(xF )). The measure µ(xF ) is
the Faddeev-Popov determinant in the gauge chosen. The kernel (3.18) contains a
sum over all elements Ts satisfying F (TsxF ) = 0. Imposing supersymmetric bound-
ary conditions for the ghosts by choosing 〈〈κ, xF |ψ〉〉ph = δgh(κ)ψphs (xF ), the ghost
integral is Gaussian and can be done explicitly. Boson and fermion determinants
cancel and the prefactor is 1 due to the supersymmetric boundary conditions (see
(2.31)). We therefore end up with the functional integral for the system action in
the gauge F (x) = 0.
For the Yang-Mills theory we can choose F (A) = ∂iAi = 0 (Coulomb gauge).
The above procedure yields the functional integral obtained in [5].
7 Conclusions.
The normal procedure of Lorentz covariant gauge fixing has the disadvantage that
it leads to Gribov copying. The description of these copies and the fundamental
modular domain is extremely difficult and in the continuum theory not well founded
since it depends strongly on the functional space chosen for the gauge potentials
(the normal choice of L2 forms a set of zero measure in the functional integral) [9].
However, to calculate the non-perturbative Green’s functions in covariant gauges
one needs all copies for a generic configuration satisfying the gauge condition [14].
Given the complexity of these copies [9], the non-perturbative evaluation of Green’s
functions in covariant gauges seems to be a hopeless task.
In the procedure developed above we have solved these difficulties. Our effective
theory is Lorentz invariant and at the same time the Gribov problem has been
avoided. The price we pay is in the appearance of an additional scalar ghost field.
Furthermore we have encountered a difficulty with the supersymmetric boundary
conditions to be imposed on the functional integral. This difficulty can, however,
be avoided in the path integral for the Green’s functions as we have shown.
We would like to stress that in the asymptotic free domain where perturbation
theory is valid, the normal approach of Lorentz covariant gauge fixing [3] is more
appropriate. However, in the infra-red limit where the non-perturbative aspects
of the theory begin to dominate, the present formalism should come into its own
right. One of its possible applications would therefore be to study the infra-red
behavior of the theory. As the present approach is gauge independent it makes it
possible to extract the infra-red properties of the theory due to the true dynamics of
the system (self-interactions of the gluons) and free from any influences coming from
the presence of the gauge dependent Gribov horizon in a gauge fixed approach. This
would hopefully provide insight into the physical meaning of the (non-perturbative)
dynamically generated mass scale found in [7, 10, 16].
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Appendix.
There exists an N = 2 supersymmetric extension of the system dynamics. To obtain
it, one should find a ghost extension Pˆ = Pˆ † of the momentum pˆ such that
[Pˆ , Rˆ] = [Pˆ , Rˆ†] = [Pˆ , Qˆ] = [Pˆ , Qˆ†] = 0 (A.1)
and replace the pˆ by it in all system operators. One can convince oneself that the
operator
Pˆ = Pˆ † = pˆ− iβ(xˆ)(cˆ2cˆ1 − cˆ†1cˆ†2 + bˆ2bˆ1 − bˆ†1bˆ†2) , (A.2)
with β = −ω′/(2ω), is the desired N = 2 supersymmetric extension of the momen-
tum operator. An advantage of this extension is that we know the structure of the
eigenstates of the extended Hamiltonian
|E〉〉 = |N〉xgh · |EN〉s , (A.3)
where |N〉xgh are the eigenstates of the ghost number operator Ngh and
(Hˆs + ω(xˆ)N)|ENs 〉 = ENs |EN〉s . (A.4)
The N = 2 supersymmetry is not spontaneously broken in this case as the
groundstate |gs〉〉 = |0〉xgh · |gs〉s, with |gs〉s the system groundstate, is manifestly
N = 2 supersymmetric.
A disadvantage of this extension is the non-locality of the extended system
Hamiltonian that arises in the field theory case. Recall that ω2(x) is replaced by
−D˜2i (A)+m2 and, hence, β would involve the non-local operator (−D˜2i (A)+m2)−1.
For this reason we did not use this extension to resolve the problem with the super-
symmetric boundary conditions.
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