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1 Introduction
In this dissertation, we mainly study complete self-shrinkers of mean curvature flow in
n+ p-dimensional Euclidean space Rn+p, which can be divided into two parts.
The first part is to introduce complete self-shrinkers in n+p-dimensional Euclidean space
in Chapter 2-4. In Chapter 2, we prepare basic definitions and facts for submanifolds
in the Euclidean spaces, which will be used in the subsequent chapters. In Chapter 3,
we give Huisken’s monotonicity formula and rescaled mean curvature, characterize self-
shrinkers by some different ways and then, list some typical examples. In Chapter 4, first
of all, we study complete self-shrinkers in Rn+1 and we give a characterization of complete
self-shrinkers without the condition of polynomial volume growth. Furthermore, for any
codimension, we extend the maximum principle of Omori and Yau to L-operator, which is
called the generalized maximum principle for L-operator on complete self-shrinkers. The
generalized maximum principle for L-operator will be given by Theorem 4.3.1. Without
assumption that complete self-shrinkers have polynomial volume growth, by making use of
the generalized maximum principle for L-operator, we obtain a gap theorem for complete
self-shrinker in arbitrary codimension. In the last part of Chapter 4, for complete proper
self-shrinkers of dimension two or three, we give corresponding classification theorems.
The second part is devoted to estimate the eigenvalues of L-operator on self-shrinker in
Chapter 5 and 6. For the closed eigenvalue problem of L-operator on an n-dimensional com-
pact self-shrinker in Rn+p, we can give universal estimates and upper bounds for eigenvalues
in Chapter 5. In Chapter 6, we focus on the Dirichlet eigenvalue problem of L-operator in
an n-dimensional complete self-shrinkerMn in Rn+p. Then we can give universal estimates
and upper bounds for eigenvalues of the Dirichlet eigenvalue problem.
1
21.1 Overview of results
LetX :Mn → Rn+p be an n-dimensional submanifold in the n+p-dimensional Euclidean
space Rn+p. The mean curvature flow is a family of smooth immersions
Xt = X(·, t) :Mn → Rn+p
satisfying X(·, 0) = X(·) and (
∂X(p, t)
∂t
)⊥
= ~H(p, t), (1.1)
where ~H(p, t) denotes the mean curvature vector of submanifoldMt = Xt(M
n) = X(Mn, t)
at point X(p, t). The equation (1.1) is called the mean curvature flow equation.
For the curve shortening flow in the plane (that is, mean curvature flow for curves), in
1987, Gage-Hamilton [23] showed that every simple closed convex curve remains smooth
and convex and eventually becomes extinct in a round point. More precisely, Gage-
Hamilton [25] showed that the flow becomes extinct in a point and if the flow is rescaled
to keep the enclosed area constant, then the resulting curves converge to a round circle.
They did this by tracking the isoperimetric ratio and showing that it was approaching
the optimal ratio which is achieved by round circles. In 1995, Hamilton [30] and Huisken
[29] discovered two beautiful new ways to prove Grayson’s theorem. Both of these relied
on proving monotonicity of various isoperimetric ratios under the curve shortening flow
and using these to rule out singularities other than shrinking circles. Recently, Andrews
and Bryant [5] discovered another monotone quantity and used it to give a self-contained
(self-contained means avoiding the use of a blow up analysis) proof of Grayson’s theorem
(also see [13]).
For p = 1 and M0 = X(M
n) is an n-dimensional compact convex hypersurface in Rn+1,
Huisken [26] proved that the mean curvature flow Mt = F (M
n, t) remains smooth and
convex until it becomes extinct at a point in the finite time. If we rescale the flow about
the point, the resultings converge to the round sphere.
WhenM0 is non-convex, the other singularities of the mean curvature flow can occur. In
3fact, singularities are unavoidable as the flow contracts any closed embedded submanifolds
in Euclidean space eventually leading to extinction of the evolving submanifolds.
In 1989, Grayson [24] constructed a rotationally symmetric dumbbell (see Figure 1.1)
with a sufficiently long and narrow bar, where the neck pinches off before the two bells
become extinct. A later proof of this singularity formation was given by Angenent [1],
using the shrinking donut. Angenent’s shrinking donut was given by rotating a simple
closed curve in the plane around an axis and thus had the topology of a torus (see Figure
1.2). Enclose the neck with a small self-shrinking donut and place two round spheres inside
the bells, where the radii of two spheres are large enough. We know that these two spheres
stay disjoint under the flow. In the interior of these two sphers, we put a small spheres,
respectively. By containment principle in [21], an important property of the mean curvature
flow is that disjoint surfaces stay disjoint. Since the donut becomes extinct before the two
round spheres it follows that the neck pinches off before the bells become extinct. For
the rescalings of the singularity at the neck, the resultings blow up, can not extinctions.
Hence, the resultings are not spheres, certainly. In fact, the resultings of the singularity
converges to shrinking cylinders; we refer to White’s survey [41] for further discussion of
this example.
A submanifold X :Mn → Rn+p is said to be a self-shrinker in Rn+p if it satisfies
H = −X⊥, (1.2)
where X⊥ denotes the orthogonal projection of X into the normal bundle of Mn (cf. [22]).
The mean curvature flow is a well known geometric evolution equation. The study of
the mean curvature from the perspective of partial differential equations commenced with
Huisken’s paper [26] on the flow of convex hypersurfaces. Now the study of the mean
curvature flow of submanifolds of higher codimension has started to receive attentions.
When n = 1, Abresch and Langer [3] classified all smooth closed self-shrinker curves in
R2 and showed that the embedded ones are round circles.
For co-dimension one, Huisken [27] studied classification of the mean convex self-shrinkers
and showed that a closed self-shrinker with nonnegative mean curvature must be a round
4Figure 1.1: Grayson’s dumbbell
Figure 1.2: Angenent’s proof of singularity formation
5sphere. Then, Huisken [28] proved that a complete noncompact self-shrinker with nonneg-
ative mean curvature, polynomial volume growth is isometric to Sk(
√
k)×Rn−k or Γ×Rn−1
if the squared norm |A|2 of the second fundamental form is bounded, where Γ is one of
Abresch and Langer curves. Recently, Colding-Minicozzi have removed the assumption on
the second fundamental form and proved the following:
Theorem 4.1.3 (Colding-Minicozzi, [12]). Let X : Mn → Rn+1 be a smooth complete
embedded self-shrinker in Rn+1 with H ≥ 0, polynomial volume growth. Then Mn are
isometric to Sk(
√
k)× Rn−k in Rn+1.
Without the condition H ≥ 0, Le and Sesum [35] proved that if M is an n-dimensional
complete embedded self-shrinker with polynomial volume growth and the squared norm
|A|2 of the second fundamental form satisfies |A|2 < 1 in Euclidean space Rn+1, then
|A|2 = 0 and M is isometric to the hyperplane Rn.
As the above mentioned, Huisken, Colding-Minicozzi and Le-Sesum in their theorems all
assumed that complete self-shrinkers in Rn+1 have polynomial volume growth. In fact, the
assumption on polynomial volume growth is essential in order to prove their theorems. So,
we need to introduce its definition (see Definition 3.3.1) and some important propositions
in subsection 4.2.1.
Open problem. Does Theorem 4.1.3 of Colding-Minicozzi hold without the assumption
of polynomial volume growth?
In Chapter 4, first of all, we study of complete self-shrinker in Rn+1 and give a charac-
terization of complete self-shrinker without the assumption of polynomial volume growth.
Theorem 4.1.1. Let X : Mn → Rn+1 be an n-dimensional complete self-shrinker with
infH2 > 0. If the squared norm |A|2 of the second fundamental form is bounded, then
inf |A|2 ≤ 1.
Corollary 4.1.1. Let X : Mn → Rn+1 be an n-dimensional complete self-shrinker with
infH2 > 0. If |A|2 is constant, then Mn is isometric to one of the following:
1. Sn(
√
n),
2. Sm(
√
m)× Rn−m ⊂ Rn+1, 1 ≤ m ≤ n− 1.
6Remrak 4.1.3. Angenent [1] has constructed compact self-shrinker torus S1 × Sn−1 in
Rn+1 with infH2 = 0.
Currently, very few complete solutions of self-shrinker equation (1.2) for mean curva-
ture flow are known. In [33], Kleene and Mφller proved that a complete embedded self-
shrinking hypersurface of revolution is either a hyperplane Rn in Rn+1, a round cylinder
R×Sn−1(√n− 1), a round sphere Sn(√n) or a smooth embedded torus. The work on self-
shrinking surfaces is motivated by a desire to better understand the regularity of the mean
curvature flow. Unfortunately, there were only four known examples of complete embed-
ded self-shrinkering surfaces (in the Euclidean space R3): Rn, R×Sn−1(√n− 1), Sn(√n)
and Angenent’s torus (constructed in [1]). There is numerical evidence (see [1], [9], [32],
[38], etc.,) to suggest that, in general, the classification of solution to (1.2) seems impos-
sible. However, the methods of Colding-Minicozzi in [12] offer a possibility. They showed
a long-standing conjecture (Huisken in general and Angenent-Chopp-Ilmannen in R3, [2])
classifying the singularities of mean curvature flow starting at a generic closed embedded
surface.
For any codimension, K. Smoczyk [39] proved that let Mn be a complete self-shrinker
with H 6= 0 and with parallel principal normal vector ν = H/|H| in the normal bundle, if
Mn has uniformly bounded geometry, then Mn must be Γ×Rn−1 or M˜ r×Rn−r. Here Γ is
one of Abresch-Langer curves and M˜ is a minimal submanifold in a sphere. Furthermore,
Li and Wei [37] can obtained the same results in a weaker condition. In [11], Cao and
Li extended the classification theorem for self-shrinkers in Le and Sesum [35] to arbitrary
codimension, and proved the following
Theorem 4.2.2 (Cao and Li, [11]). Let X : Mn → Rn+p (p ≥ 1) be an n-dimensional
complete self-shrinker with polynomial volume growth in Rn+p. If the squared norm |A|2 of
the second fundamental form satisfies |A|2 ≤ 1, then Mn is one of the following:
1. a round sphere Sn(
√
n) in Rn+1 with |A|2 = 1,
2. a cylinder Sm(
√
m)× Rn−m, 1 ≤ m ≤ n− 1 in Rn+1 with |A|2 = 1,
3. a hyperplane in Rn+1 with |A|2 ≡ 0.
7We should remark that, in proofs of the above theorems for complete and non-compact
self-shrinkers, integral formulas are exploited as a main method. In order to guarantee
that the integration by parts holds, the condition of polynomial volume growth plays a
very important role. Moreover, the first author in [11] has asked whether it is possible to
remove the assumption on polynomial volume growth in their theorem.
In the second part of Chapter 4, we study complete self-shrinker in Rn+p without the
assumption on polynomial volume growth. First of all, we generalize maximum principle of
Omori-Yau to L-operator on complete self-shrinker where L-operator is defined by (4.1.1)
and obtain
Theorem 4.3.1 (Generalized maximum principle for L-operator). Let X :Mn → Rn+p be
an n-dimensional complete self-shrinker with Ricci curvature bounded from below. If f is
a C2-function bounded from above, there exists a sequence of points {pk} ⊂Mn, such that
lim
k→∞
f(X(pk)) = sup f, lim
k→∞
|∇f |(X(pk)) = 0, lim sup
k→∞
Lf(X(pk)) ≤ 0.
By making use of the generalized maximum principle for L-operator, we get the following
rigidity theorem of complete self-shrinker:
Theorem 4.2.3. Let X :Mn → Rn+p (p ≥ 1) be an n-dimensional complete self-shrinker
in Rn+p, then, one of the following holds:
1. sup |A|2 ≥ 1,
2. |A|2 ≡ 0 and Mn is Rn.
Corollary 4.2.1. Let X :Mn → Rn+p (p ≥ 1) be an n-dimensional complete self-shrinker
in Rn+p. If sup |A|2 < 1, then Mn is Rn.
Remark 4.2.3. The round sphere Sn(
√
n) and the cylinder Sk(
√
k)×Rn−k, 1 ≤ k ≤ n−1
are complete self-shrinkers in Rn+1 with |A|2 = 1. Thus, our result is sharp.
The last part of Chapter 4, we study complete proper self-shrinkers of dimension two or
three. For dimension three, we can give a classification for complete proper self-shriners
8in R5 with constant squared norm of the second fundamental form and obtain a complete
classification
Theorem 4.4.1. Let X : M3 → R5 be a 3-dimensional complete proper self-shrinker
with H > 0. If the principal normal ν = H
H
is parallel in the normal bundle of M3 and
the squared norm |A|2 of the second fundamental form is constant, then M3 is one of the
following:
1. Sk(
√
k)× R3−k, 1 ≤ k ≤ 3 with |A|2 = 1,
2. S1(1)× S1(1)× R with |A|2 = 2,
3. S1(1)× S2(√2) with |A|2 = 2,
4. the three dimensional minimal isoparametric Cartan hypersurface with |A|2 = 3.
Furthermore, for complete proper self-shrinker of dimension two, we obtain a complete
classification theorem for arbitrary codimensions.
Theorem 4.4.2. Let X : M2 → R2+p (p ≥ 1) be a 2-dimensional complete proper self-
shrinker with H > 0. If the principal normal ν = H
H
is parallel in the normal bundle of M2
and the squared norm |A|2 of the second fundamental form is constant, then M2 is one of
the following:
1. Sk(
√
k)× R2−k, 1 ≤ k ≤ 2 with |A|2 = 1,
2. the Boruvka sphere S2(
√
m(m+ 1)) in S2m(
√
2) with p = 2m − 1 and |A|2 = 2 −
2
m(m+1)
,
3. a compact flat minimal surface in S2m+1(
√
2) with p = 2m and |A|2 = 2.
In Chapter 5, we consider the closed eigenvalue problem of L-operator
Lu = −λu (5.1)
on an n-dimensional compact self-shrinker in Rn+p. We know that the closed eigenvalue
problem (5.1) has a real and discrete spectrum:
0 = λ0 < λ1 ≤ λ2 ≤ · · · ≤ λk ≤ · · · −→ ∞,
9where each eigenvalue is repeated according to its multiplicity. By making use of coordinate
functions to construct trial functions, we obtain universal estimates for eigenvalues of the
closed eigenvalue problem (5.1) in [14] as follows:
Theorem 5.1.1. Let Mn be an n-dimensional compact self-shrinker in Rn+p. Then,
eigenvalues of the closed eigenvalue problem (5.1) satisfy
k∑
i=0
(λk+1 − λi)2 ≤ 4
n
k∑
i=0
(λk+1 − λi)
(
λi +
2n−minMn |X|2
4
)
. (5.1.1)
Remark 5.1.1. The sphere Sn(
√
n) of radius
√
n is a compact self-shrinker in Rn+p.
For Sn(
√
n) and for any k, the inequality (5.1.1) for eigenvalues of the closed eigenvalue
problem (5.1) becomes equality. Hence, our results in Theorem 5.1.1 are sharp.
By using the above recursion formula of Cheng and Yang [18], we can give an upper
bound for eigenvalue λk:
Theorem 5.2.1. Let Mn be an n-dimensional compact self-shrinker in Rn+p. Then,
eigenvalues of the closed eigenvalue problem (5.1) satisfy, for any k ≥ 1,
λk +
2n−minMn |X|2
4
≤
(
1 +
a(min{n, k − 1})
n
)(
2n−minMn |X|2
4
)
k2/n,
where the bound of a(m) can be formulated as:
a(0) ≤ 4,
a(1) ≤ 2.64,
a(m) ≤ 2.2− 4 log
(
1 +
1
50
(m− 3)
)
, for m ≥ 2.
In particular, for n ≥ 41 and k ≥ 41, we have
λk +
2n−minMn |X|2
4
≤
(
2n−minMn |X|2
4
)
k2/n.
In Chapter 6, for a bounded domain Ω with a piecewise smooth boundary ∂Ω in an n-
dimensional complete self-shrinker in Rn+p, we consider the following Dirichlet eigenvalue
10
problem of the differential operator L:Lu = −λu in Ω,u = 0 on ∂Ω. (6.1)
This eigenvalue problem has a real and discrete spectrum:
0 < λ1 < λ2 ≤ · · · ≤ λk ≤ · · · −→ ∞,
where each eigenvalue is repeated according to its multiplicity. We have following estimates
for eigenvalues of the Dirichlet eigenvalue problem (6.1).
Theorem 6.1. Let Ω be a bounded domain with a piecewise smooth boundary ∂Ω in
an n-dimensional complete self-shrinker Mn in Rn+p. Then, eigenvalues of the Dirichlet
eigenvalue problem (6.1) satisfy
k∑
i=1
(λk+1 − λi)2 ≤ 4
n
k∑
i=1
(λk+1 − λi)
(
λi +
2n− infΩ |X|2
4
)
.
From the recursion formula of Cheng and Yang [18], we can give an upper bound for
eigenvalue λk+1:
Theorem 6.2. Let Ω be a bounded domain with a piecewise smooth boundary ∂Ω in
an n-dimensional complete self-shrinker Mn in Rn+p. Then, eigenvalues of the Dirichlet
eigenvalue problem (6.1) satisfy, for any k ≥ 1,
λk+1 +
2n− infΩ |X|2
4
≤
(
1 +
a(min{n, k − 1})
n
)(
λ1 +
2n− infΩ |X|2
4
)
k2/n,
where the bound of a(m) can be formulated as:
a(0) ≤ 4,
a(1) ≤ 2.64,
a(m) ≤ 2.2− 4 log
(
1 +
1
50
(m− 3)
)
, for m ≥ 2.
In particular, for n ≥ 41 and k ≥ 41, we have
λk+1 +
2n− infΩ |X|2
4
≤
(
λ1 +
2n− infΩ |X|2
4
)
k2/n.
11
Remark 6.1. For the Euclidean space Rn, the differential operator L is called Ornstein-
Uhlenbeck operator in stochastic analysis. Since the Euclidean space Rn is a complete
self-shrinker in Rn+1, our theorems also give estimates for eigenvalues of the Dirichlet
eigenvalue problem of the Ornstein-Uhlenbeck operator.
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2 Background
2.1 Submanifolds in Euclidean space
In this section, We shall introduce some basic definitions and facts for submanifolds in
Euclidean space Rn+p, which will be used in the subsequent chapters.
2.1.1 Some basic knowledge and formulas
LetX :Mn → Rn+p be an n-dimensional connected submanifold of the n+p-dimensional
Euclidean space Rn+p. We choose a local orthonormal frame field {eA}n+pA=1 in Rn+p with
dual coframe field {ωA}n+pA=1, such that, restricted to Mn, e1, · · · , en are tangent to Mn.
From now on, we use the following conventions on the ranges of indices:
1 ≤ A,B,C,D ≤ n+ p, 1 ≤ i, j, k, l ≤ n, n+ 1 ≤ α, β, γ ≤ n+ p.
Then we have
dX =
∑
i
ωiei,
dei =
∑
j
ωijej +
∑
α
ωiαeα,
deα =
∑
i
ωαiei +
∑
β
ωαβeβ,
where ωij is the Levi-Civita connection of M
n, ωαβ is the normal connection of Γ(T
⊥M).
We restrict these forms to Mn, then
ωα = 0 for n+ 1 ≤ α ≤ n+ p (2.1.1)
13
14
and the induced Riemannian metric of Mn is written as ds2M =
∑
i
ω2i . Taking exterior
derivatives of (2.1.1), we have
0 = dωα =
∑
i
ωαi ∧ ωi.
By Cartan’s lemma, we have
ωiα =
∑
j
hαijωj, h
α
ij = h
α
ji. (2.1.2)
A =
∑
α,i,j
hαijωi ⊗ ωj ⊗ eα
and
~H =
∑
α
Hαeα =
∑
α
∑
i
hαiieα
are called the second fundamental form and the mean curvature vector field of M , respec-
tively. Let |A|2 = ∑
α,i,j
(hαij)
2 be the squared norm of the second fundamental form and
H = | ~H| denote the mean curvature of Mn.
The induced structure equations of Mn are given by
dωi =
∑
j
ωij ∧ ωj, ωij = −ωji,
dωij =
∑
k
ωik ∧ ωkj − 1
2
∑
k,l
Rijklωk ∧ ωl,
where Rijkl denotes components of the curvature tensor of M
n.
The Gauss equations are given by
Rijkl =
∑
α
(
hαikh
α
jl − hαilhαjk
)
, (2.1.3)
Rik =
∑
α
Hαhαik −
∑
α,j
hαijh
α
jk. (2.1.4)
In fact, since Rn+p is Euclidean space, the curvature tensor R˜ABCD = 0, or equivalently
the curvature form Ω˜AB = 0, where
Ω˜AB = dωAB −
∑
C
ωAC ∧ ωCB = −1
2
R˜ABCDωC ∧ ωD.
15
By a direct computation, we have
0 = Ω˜ij = dωij −
∑
k
ωik ∧ ωkj −
∑
α
ωiα ∧ ωαj
= Ωij +
∑
α,k,l
hαikh
α
jlωk ∧ ωl
= Ωij +
∑
α
(∑
k<l
hαikh
α
jlωk ∧ ωl +
∑
k>l
hαikh
α
jlωk ∧ ωl
)
= Ωij +
∑
α
(∑
k<l
hαikh
α
jlωk ∧ ωl +
∑
l>k
hαilh
α
jkωl ∧ ωk
)
= Ωij +
∑
α
∑
k<l
(
hαikh
α
jl − hαilhαjk
)
ωk ∧ ωl
Since Ωij = dωij −
∑
k
ωik ∧ ωkj = −12
∑
k,l
Rijklωk ∧ ωl, we have
Rijkl =
∑
α
(
hαikh
α
jl − hαilhαjk
)
.
If we denote by Rαβij the curvature tensor of the normal connection ωαβ in the normal
bundle of X :M → Rn+p, then Ricci equations are given by
Rαβkl =
∑
i
(
hαikh
β
il − hαilhβik
)
. (2.1.5)
Taking exterior derivatives of (2.1.2), and defining the covariant derivative of hαij by∑
k
hαijkωk = dh
α
ij +
∑
k
hαikωkj +
∑
k
hαkjωki +
∑
β
hβijωβα, (2.1.6)
we obtain the Codazzi equations
hαijk = h
α
ikj. (2.1.7)
By taking exterior differentiation of (2.1.6), and defining∑
l
hαijklωl = dh
α
ijk +
∑
l
hαljkωli +
∑
l
hαilkωlj +
∑
l
hαijlωlk +
∑
β
hβijkωβα, (2.1.8)
we have the following Ricci identities:
hαijkl − hαijlk =
∑
m
hαmjRmikl +
∑
m
hαimRmjkl +
∑
β
hβijRβαkl. (2.1.9)
16
Assume f :M → R is a smooth function. Then
df =
∑
i
fiωi. (2.1.10)
Define the covariant derivatives fi, fij, and the Laplacian of f as follows:∑
j
fijωj = dfi +
∑
j
fjωji, (2.1.11)
∑
k
fijkωk = dfij +
∑
k
fikωkj +
∑
k
fkjωki, (2.1.12)
∆f =
∑
i
fii,
then
fij = fji, fijk − fikj =
∑
l
flRlijk. (2.1.13)
In fact, taking exterior derivatives of (2.1.10), we can obtain that
0 = ddf =
∑
i
dfi ∧ ωi +
∑
i
fidwi =
∑
i
(dfi +
∑
j
fjωji) ∧ ωi.
Define ∑
j
fijωj = dfi +
∑
j
fjωji,
then ∑
i,j
fijωj ∧ ωi = 0, fij = fji.
Taking exterior derivative of (2.1.11), we obtain that
d(
∑
j
fijωj) =
∑
j
dfij ∧ ωj +
∑
j
fijdwj =
∑
j
dfij ∧ ωj +
∑
j,k
fijωjk ∧ ωk.
On the other hand,
d(
∑
j
fijωj) = d(dfi +
∑
j
fjωji) =
∑
j
dfj ∧ ωji +
∑
j
fjdωji
=
∑
j,k
fjkωk ∧ ωji −
∑
j,k
fkωkj ∧ ωji +
∑
j,k
fjωjk ∧ ωki +
∑
j
fjΩji,
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then we have,
(dfij +
∑
k
fikωkj +
∑
k
fkjωki) ∧ ωj = fjΩji.
Define ∑
k
fijkωk = dfij +
∑
k
fikωkj +
∑
k
fkjωki,
then, ∑
j,k
fijkωk ∧ ωj =
∑
j
fjΩji.
Thus,
fijk − fikj =
∑
l
flRlijk.
Define mean curvature vector field
~H =
∑
α
(
∑
k
hαkk)eα =
∑
α
Hαeα.
We define the first, second covariant derivatives and Laplacian of the mean curvature vector
field ~H =
∑
α
Hαeα in the normal bundle of X :M → Rn+p as follows:∑
i
Hα,iωi = dH
α +
∑
β
Hβωβα, (2.1.14)
∑
j
Hα,ijωj = dH
α
,i +
∑
j
Hα,jωji +
∑
β
Hβ,iωβα, (2.1.15)
∆⊥Hα =
∑
i
Hα,ii.
then, it follows that
Hα,ij −Hα,ji =
∑
β
HβRβαij. (2.1.16)
Indeed, taking exterior derivative of (2.1.14) and by using (2.1.15), we get
d(
∑
i
Hα,iωi) =
∑
i
dHα,i ∧ ωi +
∑
i
Hα,idωi
=
∑
i
(
∑
j
Hα,ijωj −
∑
j
Hα,jωji −
∑
β
Hβ,iωβα) ∧ ωi +
∑
i,j
Hα,iωij ∧ ωj
=
∑
i,j
Hα,ijωj ∧ ωi −
∑
β,i
Hβ,iωβα ∧ ωi.
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On the other hand,
d(
∑
i
Hα,iωi) = d(dH
α +
∑
β
Hβωβα)
=
∑
β
dHβ ∧ ωβα +
∑
β
Hβdωβα
=
∑
β
(
∑
i
Hβ,iωi −
∑
γ
Hγωγβ) ∧ ωβα
+
∑
β
Hβ(
∑
γ
ωβγ ∧ ωγα + Ωαβ)
=
∑
β,i
Hβ,iωi ∧ ωβα −
∑
β,C,D
1
2
HβRβαCDωC ∧ ωD.
So ∑
i,j
Hα,ijωj ∧ ωi = −
1
2
∑
β,i,j
HβRβαjiωj ∧ ωi.
Hence,
Hα,ij −Hα,ji =
∑
β
HβRβαij.
2.1.2 Two important propositions
Let ~a be any fixed vector in Rn+p (For example, ~a = (1, 0, · · · , 0)). We define the
following height functions on the ~a direction on M ,
f = 〈X,~a〉, (2.1.17)
and
gα = 〈eα,~a〉 (2.1.18)
for a fixed normal vector eα.
Proposition 2.1.1
fi = 〈ei,~a〉, (2.1.19)
fij =
∑
α
hαij〈eα,~a〉, (2.1.20)
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Xi = ei, Xij =
∑
α
hαijeα = ei,j. (2.1.21)
Proof. Since
df =
∑
i
fiωi = 〈dX,~a〉 = 〈
∑
i
ωiei,~a〉,
then
fi = 〈Xi,~a〉 = 〈ei,~a〉.
From (2.1.11) and the structure equation, we get∑
j
fijωj = dfi +
∑
j
fjωji
= d〈ei,~a〉+
∑
j
〈ej,~a〉ωji
= 〈dei,~a〉+
∑
j
〈ej,~a〉ωji
= 〈
∑
j
ωijej +
∑
α
ωiαeα,~a〉+
∑
j
〈ej,~a〉ωji
=
∑
α,j
hαij〈ωjeα,~a〉.
Then fij =
∑
α h
α
ij〈eα,~a〉. Since ~a is arbitrary in (2.1.19) and (2.1.20), we get (2.1.21). unionsqu
Proposition 2.1.2
gα,i = −
∑
k
hαik〈ek,~a〉, (2.1.22)
gα,ij = −
∑
k
hαikj〈ek,~a〉 −
∑
k,β
hαikh
β
kj〈eβ,~a〉, (2.1.23)
eα,i = −
∑
j
hαikek, eα,ij = −
∑
k
hαikjek −
∑
k,β
hαikh
β
kjeβ, (2.1.24)
where gα,i and gα,ij are defined by∑
i
gα,iωi = dgα +
∑
β
gβωβα,
and ∑
i
gα,ijωj = dgα,i +
∑
j
gα,jωji +
∑
β
gβ,iωβα,
respectively.
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Proof. Taking exterior derivative of (2.1.18), we get
dgα = 〈deα,~a〉
= 〈
∑
i
ωαiei +
∑
β
ωαβeβ,~a〉
= 〈−
∑
i,j
hαijωjei +
∑
β
ωαβeβ,~a〉
= −
∑
i,j
hαijωj〈ei,~a〉+
∑
β
ωαβ〈eβ,~a〉
= −
∑
i,j
hαijωj〈ei,~a〉+
∑
β
gβωαβ
then,
0 = dgα +
∑
β
gβωβα +
∑
i,j
hαij〈ej,~a〉ωi.
Define ∑
i
gα,iωi = dgα +
∑
β
gβωβα,
then ∑
i
gα,iωi +
∑
i,j
hαij〈ej,~a〉ωi = 0,
equivalently,
gα,i = −
∑
j
hαij〈ej,~a〉.
Taking covariant derivatives of (2.1.22) with respect to ej, we have
gα,ij = −
∑
k
hαikj〈ek,~a〉 −
∑
β,k
hαikh
β
kj〈eβ,~a〉,
where gα,ij is defined by∑
j
gα,ijωj = dgα,i +
∑
j
gα,jωji +
∑
β
gβ,iωβα.
Since ~a is arbitrary,
eα,i = −
∑
j
hαijej, eα,ij = −
∑
k
hαikjek −
∑
β,k
hαikh
β
kjeβ.
unionsqu
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2.2 Special solutions of mean curvature flow
Let Mn be an n-dimensional submanifold in Euclidean space Rn+p. The mean curvature
flow is a family of smooth immersions Xt = X(·, t) : Mn → Rn+p with Mt = Xt(Mn) =
X(Mn, t) satisfying
∂X
∂t
(x, t) = ~H(x, t), (2.2.1)
where ~H(x, t) is the mean curvature vector of Mt.
Write ∂tX =
∂X
∂t
. By the first variation formula
d
dt
V ol(Mt) = −
∫
M
〈∂tX, ~H〉dV olMt = −
∫
Mt
| ~H|2dµt, (2.2.2)
therefore, mean curvature flow is the negative-gradient flow of volume functional. Because
of this it makes sense that a surface don’t change shape under mean curvature flow. This
is also clear that minimal surfaces (H ≡ 0) are fixed points of mean curvature flow.
Remark 2.2.1 On the evolved submanifold Mt, we have,
∆MtX = ~H,
where ∆Mt is the Laplace-Beltrami operator on the manifold Mt, given by X(·, t). Then
the mean curvature flow equation (2.2.1) can also be can expressed by the form
∂tX = ∆MtX.
Remark 2.2.2 Up to tangential diffeomorphisms on Mt, the mean curvature flow (2.2.1)
is equivalent to
(∂tX)
⊥ = ~H.
In fact, if X :Mn× [0, T )→ Rn+p satisfying (2.2.1), obviously (∂tX)⊥ = ~H. On the other
hand, if Mt satisfies (∂tX)
⊥ = ~H, then we consider the diffeomorphism φt(x) = φ(x, t) of
Mt satisfying
DX(φ(x, t), t) · ∂φ
∂t
(x, t) = −
(
∂X
∂t
(φ(x, t), t)
)T
. (2.2.3)
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The existence of φt is guaranteed by classical ODE theory. Define
X˜(x, t) = X(φ(x, t), t).
Then we have by using of (2.2.3)
∂X˜
∂t
(x, t) =
∂X
∂t
(φ(x, t), t) +DX(φ(x, t), t) · ∂φ
∂t
(x, t)
=
(∂X
∂t
(φ(x, t), t)
)⊥
+
(∂X
∂t
(φ(x, t), t)
)T
+DX(φ(x, t), t)
∂φ
∂t
(x, t)
=
(
∂
∂t
X(φ(x, t), t)
)⊥
= ~H(φt(x), t)
=
~˜
H(x, t).
2.2.1 Basic examples
Example 2.2.1 Spheres.
Let Snr(t)(0) be a family of concentric n-spheres in Rn+1 with radius r(t). Then the mean
curvature ~H of Snr(t)(0) is
~H = − n
r(t)
.
Since the mean curvature flow is invariant under isometry of Rn+1, the equation (2.2.1)
reduces to the ODE for the radius function r(t),
d
dt
r(t) = − n
r(t)
,
which implies
r(t) =
√
r2(0)− 2nt.
So the solution exists for (−∞, r2(0)
2n
) (see Figure 2.1).
Example 2.2.2 Cylinder Skr(t)(0)× Rn−k ⊂ Rn+1, 0 ≤ k ≤ n, this includes the previous
example when k = n.
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Figure 2.1: Shrinking sphere
Figure 2.2: Shrinking cylinder
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It is not difficult to obtain that
d
dt
r(t) = − k
r(t)
.
Then
r(t) =
√
r2(0)− 2kt
so that the solution of (2.2.1) exists for (−∞, r2(0)
2k
) (see Figure 2.2).
2.2.2 Self-similar solution
We consider the solution of mean curvature flow of the following form
Mt = λ(t)Mt1 , (2.2.4)
where t1 is a fixed time and λ(t) is positive for a set of times t to be determined with
λ(t1) = 1. This describes solution of mean curvature flow which moves by scaling about
the origin of Rn+p. Equivalently, we can make the separation of variable ansatz
X(x, t) = λ(t)X(x, t1) (2.2.5)
for a familyXt = X(·, t) :Mn → Rn+p withMt = Xt(Mn) satisfying the evolution equation
(∂tX)
⊥(x, t) = ~H(x, t) (2.2.6)
for x ∈ Mn. Note that by Remark 2.2.2 the above evolution is equivalent to (2.2.1) up to
tangential diffeomorphism.
By (2.2.5), we can get 
(∂tX)
⊥ = λ′(t)X⊥(x, t1)
~H(x, t) =
1
λ(t)
~H(x, t1)
(2.2.7)
for q ∈Mn. Here, λ′(t) denotes the derivative function of λ(t) and (·)⊥ the projection onto
the normal space of Mt1 . Then
~H(x, t1) = λ(t)λ
′(t)X⊥(x, t1).
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This infers that
λ(t)λ′(t) =
α
2
= constant, (2.2.8)
where α is independent of t. We therefore obtain under the assumption λ(t1) = 1 that
λ(t) =
√
1 + α(t− t1) (2.2.9)
for all t satisfying 1 + α(t− t1) > 0. So, on Mt,
~H(x, t) = (∂tX)
⊥ = λ′(t)X⊥(x, t1)
=
λ′(t)
λ(t)
X⊥(x, t) =
α
2λ2(t)
X⊥(x, t).
(2.2.10)
Remark 2.2.3 When α < 0, Mt is self-shrinking; when α > 0, Mt is self-expanding; when
α = 0, Mt is minimal.
Self-similar solutions are solutions to the mean curvature flow that do not change shape
but are merely contracted (called self-shrinkers) or dilated (self-expanders) by it. For the
case α < 0, if we assume that Mt shrinks to the origin at time t0 > t1, λ(t0) = 0, which
requires Mt to disappear at time t0, then
α = − 1
t0 − t1 , λ(t) =
√
t0 − t
t0 − t1 .
Together with (2.2.10), we have
~H(x, t) =
1
2(t− t0)X
⊥(x, t), t < t0,
the above is the self-shrinker equation. Similarly, whenMt shrinkers to x0 ∈ Rn+p, we have
the following self-shrinker equation
~H(x, t) =
1
2(t− t0)(X − x0)
⊥(x, t), (t < t0).
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3 Self-shrinkers
A submanifold X :Mn → Rn+p is said to be a self-shrinker in Rn+p if it satisfies
H = −X⊥, (3.1)
where X⊥ denotes the orthogonal projection of X into the normal bundle of Mn (see [22],
[26],[27],[28] and so on).
One of the most important problems in the mean curvature flow is to understand the
possible singularities that the flow goes through. Singularities are unavoidable as the
flow contracts any closed embedded submanifold in Euclidean space eventually leading to
extinction of the evolving submanifold. To explain this, the tangent flow is need, which
generalized the tangent cone construction from minimal surfaces. The idea is by rescaling a
mean curvature flow in space and time to obtain a new mean curvature flow, which expand
a small neighborhood of the point that we want to focus on. Huisken’s monotonicity
formula gives a uniform control over these rescalings. From the following introduction, we
will show that the flow is asymptotically self-siminar near a given singularity and thus, is
modeled by self-shrinking solutions of the flow.
3.1 Huisken’s monotonicity formula, tangent flow and rescaled
mean curvature flow
Let Mn be a smooth n-dimensional manifold in Euclidean space Rn+1. For p = 1, we
also consider a family of maps X :Mn× [0, T )→ Rn+1 satisfying (2.2.1). In order to study
mean curvature flow in integrated form, we will give some basic evolution equations and
derive area estimates, then focus on monotonicity formulas and their consequences. These
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formulas are among the most important tools in the study of the formation and structure
of singularities.
Definition 3.1.1 x0 is called a singularity of mean curvature flow as t → t0, if there
exists (xj, tj) with xj ∈Mtj and tj → t0, such that
|A|2(xj, tj)→∞.
We say it is Type-I at the singularity time t0 < +∞ if the blow up rate of the curvature
satisfies up bound of the form
max
Mt
|A|2(p, t) ≤ C
t0 − t , 0 ≤ t < t0. (3.1.1)
Otherwise it is called to be of Type II.
In this section, we will use the following notations. The induced metric and the second
fundamental form onMn will be denoted by g = {gij} and A = {hij}. In a local coordinate
system, the metric and the second fundamental form on M can be computed as follows:
gij(x) = 〈∂X
∂xi
(x),
∂X
∂xj
(x)〉, hij(x) = −〈~v(x), ∂
2X
∂xi∂xj
(x)〉, x ∈ Rn,
where ~v(x) is the outer unit normal to M at X(x).
Lemma 3.1.1 (Huisken, [26]) Under the mean curvature flow,
∂tgij = −2Hhij, (3.1.2)
∂tv = ∇H, (3.1.3)
∂thij = ∆hij − 2Hhikgklhlj + |A|2hij, (3.1.4)
∂tH = ∆H + |A|2H, (3.1.5)
∂t|A|2 = ∆|A|2 − 2|∇A|2 + 2|A|4. (3.1.6)
The evolution of the area element under mean curvature flow was first calculated in [26]:
Lemma 3.1.2 (Evolution of area element). The area element of a solution (Mt)t∈I of
mean curvature flow satisfies the evolution equation
∂
∂t
dµt = −| ~H|2dµt (3.1.7)
for all t ∈ I.
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Next, we will introduce Huisken’s monotonicity formula.
Let X :Mn × [0, T )→ Rn+p be a smooth compact solution of mean curvature flow. On
Mt = X(M
n, t), we consider the function defined by
Φ(x, t) = (−4pit)−n2 e |X|
2
4t
for X ∈Mt, t < 0 and its translation is
Φ(x0,t0)(x, t) := Φ(X − x0, t− t0) = (4pi(t0 − t))−
n
2 e
− |X−x0|2
4(t0−t)
for x0 ∈ Rn+p and t < t0.
Theorem 3.1.1 (Huisken’ monotonicity formula, [27]) . If Mt is a smooth compact
surface satisfying (2.2.1) for t < t0, then we have
d
dt
∫
Mt
Φ(x0,t0)(x, t)dµt = −
∫
Mt
Φ(x0,t0)(x, t)
∣∣∣∣H − (X(x, t)− x0)⊥2(t− t0)
∣∣∣∣2 dµt.
Proof. By a direct computation, we can obtain that
∂tΦ(x0,t0)(x, t) = Φ(x0,t0)(x, t)
(
n
2(t0 − t) −
|X − x0|2
4(t0 − t)2 −
〈X − x0, ~H〉
2(t0 − t)
)
,
∇iΦ(x0,t0)(x, t) = Φ(x0,t0)(x, t)
(
−〈X − x0, ei〉
2(t0 − t)
)
,
∆MtΦ(x0,t0) = ∇iΦ(x0,t0)
(
− 〈X − x0, ei〉
2(t0 − t)
)
+ Φ(x0,t0)
(
− n
2(t0 − t) −
〈X − x0, ~H〉
2(t0 − t)
)
= Φ(x0,t0)(x, t)
(
|(X − x0)>|2
4(t0 − t)2 −
n+ 〈X − x0, ~H〉
2(t0 − t)
)
,
(∂t +∆Mt)Φ(x0,t0)(x, t) = Φ(x0,t0)(x, t)
(
−〈X − x0,
~H〉
t0 − t −
|(X − x0)⊥|2
4(t0 − t)2
)
.
Then, we can obtain that by using Lemma 3.1.2
∂
∂t
∫
Mt
Φ(x0,t0)(x, t)dµt =
∫
Mt
(
∂tΦ(x0,t0)(x, t)− Φ(x0,t0)(x, t)|H|2
)
dµt
=
∫
Mt
−∆MtΦ(x0,t0)(x, t)dµt
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+
∫
Mt
Φ(x0,t0)(x, t)
(〈X − x0, ~H〉
t− t0 −
|(X − x0)⊥|2
4(t− t0)2 − |H|
2
)
dµt
= −
∫
Mt
Φ(x0,t0)(x, t)
∣∣∣∣ ~H − (X − x0)⊥2(t− t0)
∣∣∣∣2 dµt.
unionsqu
Remark 3.1.1 Ecker-Huisken [22] proved the following general monotonicity formula.
For a function f = f(x, t) on M , we have
d
dt
∫
M
fΦdµt =
∫
M
(∂tf −∆f)Φdµt −
∫
M
fΦ
∣∣∣∣H − (X(x, t)− x0)⊥2(t− t0)
∣∣∣∣2 dµt.
First translate Mt such that to move (F0, t0) to (0, 0) and then take a sequence of
the parabolic dilations (F, t) → (cj, c2j t) with cj → ∞ to get the mean curvature flow
M jt = cj(Mc−2j +t0 − F0). By using the monotonicity formula of Huisken and standard
compact theorem, a sequence of M jt converges to a mean curvature flow Tt, which is called
a tangent flow at the point (F0, t0).
Remark 3.1.2 A tangent flow will achieve equality in the monotonicity formula and will
be a self-shrinking solution to the mean curvature flow. So a tangent flow is a self-shrinker.
Now, we begin to introduce Huisken’s rescaled mean curvature flow.
Set
X˜ =
X − x0√
2(t0 − t)
, τ = −1
2
log
t0 − t
t0
, t ∈ [0, t0).
The rescaled hypersurface satisfies the equation
∂
∂τ
X˜ =
~˜
H + X˜, dµ˜τ = (2(t0 − t))−n2 dµt, τ ∈ [0,+∞). (3.1.8)
Then, ∫
Mt
Φ(x0,t0)(x, t)dµt =
∫
Mt
(4pi(t0 − t))−n2 e−
|X−x0|2
4(t0−t) dµt
= (2pi)−
n
2
∫
fMτ e
− | eX|2
2 dµ˜τ .
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Define
Φ(X˜) := Φ(x0,t0)(x, t) = (2pi)
−n
2 e−
| eX|2
2 .
We can obtain the following corollary:
Corollary 3.1.1 If the surfaces M˜τ = X˜(M
n, τ) satisfy the rescaled evolution equation
(3.1.8), then we have
d
dτ
∫
fMτ Φ(X˜)dµ˜τ = −
∫
fMτ Φ(X˜) |
~˜
H + X˜⊥ |2 dµ˜τ .
Proof. By a direct calculation, we can get
∂τ g˜ij = ∂τ 〈∂X˜
∂xi
,
∂X˜
∂xj
〉
= 〈 ∂
∂xi
(∂τX˜),
∂X˜
∂xj
〉+ 〈∂X˜
∂xi
,
∂
∂xj
(∂τX˜)〉
= 〈 ∂
∂xi
(
~˜
H + X˜),
∂X˜
∂xj
〉+ 〈∂X˜
∂xi
,
∂
∂xj
(
~˜
H + X˜)〉
= −2H˜αh˜αij + 2g˜ij,
and
∂τdµ˜τ =
1
2
trg˜(∂τ g˜)dµ˜τ = (n− |H˜|2)dµ˜τ .
By the definition of Φ(X˜) = (2pi)−
n
2 e−
| eX|2
2 , we have
∂τΦ(X˜) = Φ(X˜)
(
− 〈X˜, ∂τX˜〉
)
= Φ(X˜)
(
− 〈X˜, ~˜H〉 − |X˜|2
)
,
∇iΦ(X˜) = −Φ(X˜)〈X˜, ei〉, ∆Φ(X˜) = Φ(X˜)
(
|X˜>|2 − n− 〈X˜, ~˜H〉
)
.
(∂τ +∆fMτ )Φ(X˜) = Φ(X˜)
(
− 2〈X˜, ~˜H〉 − |X˜⊥|2 − n
)
.
Then, we have
d
dτ
∫
fMτ Φ(X˜)dµ˜τ =
∫
fMτ ∂τΦdµ˜τ +
∫
fMτ Φ∂τdµ˜τ
= −
∫
fMτ ∆fMτΦ(X˜)dµ˜τ
−
∫
fMτ Φ(X˜)
(
2〈X˜, ~˜H〉+ |X˜⊥|2 + n+ |H˜|2 − n
)
dµ˜τ
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= −
∫
fMτ Φ(X˜)
(
2〈X˜, ~˜H〉+ |X˜⊥|2 + |H˜|2
)
dµτ
= −
∫
fMτ |
~˜
H + X˜⊥ |2 Φ(X˜)dµτ .
unionsqu
Proposition 3.1.1 [27, 42] For each sequence τj → ∞ there is a subsequence τjk such
that M˜(·, τjk) converges smoothly to an immersed nonempty limiting surface M˜∞.
For type-I singularity, we have (3.1.1). Then
maxfMτ |A˜|
2 = max
Mt
(t0 − t)|A|2 ≤ C
for τ ∈ [0,+∞).
From Huisken’s monotonicity formula (Theorem 3.1.1), we have∫ ∞
0
d
dτ
∫
fMτ e
− | eX|2
2 dµ˜τdτ = −
∫ ∞
0
∫
fMτ |
~˜
H + X˜⊥ |2 e− |
eX|2
2 dµ˜τdτ.
Since ∫ ∞
0
d
dτ
∫
fMτ e
− | eX|2
2 dµ˜τdτ =
∫
fM∞ e
− | eX|2
2 dµ˜∞ −
∫
fM0 e
− | eX|2
2 dµ˜0 <∞,
then ∫ ∞
0
∫
fM∞ |
~˜
H + X˜⊥ |2 e− |
eX|2
2 dµ˜∞dτ ≤
∫
fM0 e
− | eX|2
2 dµ˜0 <∞.
Hence, we get that the limit M˜∞ satisfies
~˜
H∞ + X˜⊥∞ ≡ 0.
Thus, we have the following
Theorem 3.1.2 Any mean curvature flow of Type-I is asymptotically self-similar.
Remark 3.1.3 For codimension one, if
~˜
H∞ ≡ 0, then M˜∞ is a minimal cone (see [12],
corollary 2.8). Because M˜∞ is smooth, it is a hyperplane. In other words, the rescaled
surface M˜τ converges to a hyperplane.
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3.2 Characterizations of self-shrinkers
From the proof of Proposition 3.1.1, we know that self-shrinker characterizes blow up
limits for Type-I singularity of the mean curvature flow. In fact, self-shrinker can be
characterized by some different ways.
(1) A submanifold X :Mn → Rn+p is a self-shrinker if H = −X⊥.
(2) A submanifold X : Mn → Rn+p is a self-shrinker if X : Mn → Rn+p is a critical
point of the functional Fs = (2pi)−n/2
∫
M
e−
|Xs|2
2 dv.
(3) A submanifold X : Mn → Rn+p is a self-shrinker if Mn is a minimal submanifold in
Rn+p with respect to the metric gij = e−
|X|2
n δij.
In fact, (1) from subsection 2.2.2, we know that, if a submanifold X : Mn → Rn+p
satisfies
~H = −X⊥,
then Mt =
√−tX(Mn) flows by the mean curvature vector and the mean curvature vector
of Mt is given by
Ht =
X⊥t
t
.
Conversely, if the mean curvature flowMt satisfies Mt =
√−tM−1 and the mean curvature
vector Ht of Mt is given by
Ht =
X⊥t
t
,
then M−1 = X(x,−1) satisfies
~H = −X⊥.
(2) Let X : Mn → Rn+p be a submanifold. We say that Xs : Mn → Rn+p is a variation
of X :Mn → Rn+p if Xs is a one parameter family of immersions with X0 = X.
Define a functional
Fs = (2pi)−n/2
∫
M
e−
|Xs|2
2 dv,
where Xs is a one-parameter family of immersions with X0 = X.
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By computing the first variation formula (see [4]), we obtain that X : Mn → Rn+p is a
critical point of Fs if and only if X :Mn → Rn+p is a self-shrinker, that is,
H = −X⊥.
(3) We consider the immersion X :Mn → (Rn+p, e− |X|
2
n δij), then the volume of M
n is
V ol(Mn) =
∫
M
e−
|X|2
2 dµ.
For any normal variation Xs ofM with variation vector field
∂Xs
∂s
|s=0= V , we can compute
0 =
d
ds
∣∣∣∣
s=0
V ol(Ms) = −
∫
M
〈 ~H +X,V 〉e− |X|
2
2 dµ.
Since V is any normal variation vector field, we obtain that
~H +X⊥ = 0.
3.3 Examples of self-shrinkers
From now, we will give some typical examples.
Example 3.3.1 Rn ⊂ Rn+1 is a complete self-shrinker.
Let X : Rn → Rn+1. Obviously, the second fundamental form hij = 0. Then
~H = −X⊥, |A|2 = 0, | ~H|2 = 0.
Example 3.3.2 n-spheres Sn(
√
n).
Let X : Sn(r) → Rn+1, |X|2 = r2, r = √n. Let {Ei} be a local orthonormal frame
field of Sn(r) and the unit normal vector ν = 1
r
X. Then the second fundamental form
hij = −1
r
δij.
Then, we have
~H = −X, |A|2 = 1, | ~H|2 = n.
Since the normal vector is parallel to the position vector X, then Sn(
√
n) ⊂ Rn+1 is an
n-dimensional compact self-shrinker in Rn+1 with |A|2 = 1.
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Example 3.3.3 For any positive integersm1, · · · ,mp such thatm1+· · ·+mp = n, subman-
ifold Mn = Sm1(√m1)×· · ·×Smp(√mp) ⊂ Rn+p is an n-dimensional compact self-shrinker
in Rn+p with
~H = −X, |A|2 = p, | ~H|2 = n.
Here, |A|2 denotes the squared norm of the second fundamental form and
Smi(ri) = {Xi ∈ Rmi+1 : |Xi|2 = r2i }, i = 1, · · · , p
is an mi-dimensional round sphere with radius ri.
Let X : Sm1(√m1)× · · · × Smp(√mp)→ Rn+p. Choose a local orthonormal frame
{ei1, · · · , eimi} ∈ TSmi(
√
mi), i = 1, · · · , p.
Put
E11 = (e
1
1, 0, · · · , 0), · · · , E1m1 = (e1m1 , 0, · · · , 0),
E21 = (0, e
2
1, 0, · · · , 0), · · · , E2m2 = (0, e2m2 , 0, · · · , 0),
...
Ep1 = (0, · · · , 0, ep1), · · · , Epmp = (0, · · · , 0, epmp).
The unit normal vectors
V1 = (
1
r1
X1, 0, · · · , 0), V2 = (0, 1
r2
X2, 0, · · · , 0), · · · , Vp = (0, · · · , 0, 1
rp
Xp).
Obviously, {E11 , · · · , E1m1 , · · · , Ep1 , · · · , Epmp , V1, · · · , Vp} forms an orthonormal frame in Rn+p.
(1) When 1 ≤ i, j ≤ m1,
h1ij = −〈∇E1jV1, E1i 〉 = −〈(∇e1j (
1
r1
X1), 0, · · · , 0), E1i 〉
= − 1
r1
〈(e1j , 0, · · · , 0), E1i 〉 = −
1
r1
〈E1j , E1i 〉 = −
1
r1
δij,
h2ij = −〈∇E1jV2, E1i 〉 = −〈∇E1j (0,
1
r2
X2, 0, · · · , 0), E1i 〉
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= − 1
r2
〈(0,∇e1jX2, 0, · · · , 0), E1i 〉 = −
1
r2
〈(0, · · · , 0), E1i 〉 = 0.
...
hpij = −〈∇E1jVp, E1i 〉 = −〈∇E1j (0, · · · , 0,
1
r2
Xp), E
1
i 〉
= − 1
r2
〈(0, · · · , 0,∇e1jXp), E1i 〉 = −
1
r2
〈(0, · · · , 0), E1i 〉 = 0.
(2) When m1 + 1 ≤ i, j ≤ m1 +m2,
h1ij = −〈∇E2jV1, E2i 〉 = −〈(∇e2j (
1
r1
X1), 0, · · · , 0), E2i 〉 = −
1
r1
〈(0, · · · , 0), E2i 〉 = 0,
h2ij = −〈∇E2jV2, E2i 〉 = −
1
r2
〈(0,∇e2jX2, 0, · · · , 0), E2i 〉 = −
1
r2
δij,
...
hpij = −〈∇E2jVp, E2i 〉 = −
1
rp
〈(0, · · · , 0,∇e2jXp), E2i 〉 = −
1
rp
〈(0, · · · , 0), E2i 〉 = 0.
...
(p) When m1 + · · ·+mp−1 + 1 ≤ i, j ≤ n,
h1ij = −〈∇Epj V1, E
p
i 〉 = −〈(∇epj (
1
r1
X1), 0, · · · , 0), Epi 〉 = −
1
r1
〈(0, · · · , 0), Epi 〉 = 0,
h2ij = −〈∇Epj V2, E
p
i 〉 = −
1
r2
〈(0,∇epjX2, 0, · · · , 0), E
p
i 〉 = −
1
r2
〈(0, · · · , 0), Epi 〉 = 0,
...
hpij = −〈∇Epj Vp, E
p
i 〉 = −〈∇Epj (0, · · · , 0,
1
rp
Xp), E
p
i 〉
= − 1
rp
〈(0, · · · , 0,∇epjXp), E
p
i 〉 = −
1
rp
〈(0, · · · , epj), Epi 〉 = −
1
rp
δij.
For all other cases, h1ij = · · · = hpij = 0 for i, j in different ranges of index, for example,
h1ij = 0, · · · , hpij = 0 for m1 + 1 ≤ i ≤ m1 +m2, 1 ≤ j ≤ m1.
Then
h1ij =
−
1
r1
δij, 1 ≤ i, j ≤ m1,
0, othercases,
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h2ij =
−
1
r2
δij, m1 + 1 ≤ i, j ≤ m1 +m2,
0, othercases.,
...
hpij =
−
1
rp
δij, m1 + · · ·+mp−1 + 1 ≤ i, j ≤ n,
0, othercases.
The mean curvature vector and the second fundamental form
~H = −X, | ~H|2 = n, |A|2 = p.
Hence, Sm1(√m1)× · · · × Smp(√mp) ⊂ Rn+p is an n-dimensional compact self-shrinker in
Rn+p with |A|2 = p.
Example 3.3.4 For positive integers m1, · · · ,mp, k ≥ 1 with m1 + · · · + mp + k = n,
submanifold Sm1(√m1) × · · · × Smp(√mp) × Rn−k ⊂ Rn+p is an n-dimensional complete
non-compact self-shrinker in Rn+p which satisfies
~H = −X⊥, | ~H|2 =
p∑
i=1
mi, |A|2 = p,
where
Smi(ri) = {Xi ∈ Rmi+1 : |Xi|2 = r2i , i = 1, · · · , p}.
Let X : Sm1(√m1) × · · · × Smp(√mp) × Rn−k → Rn+p. Then X = (X1, · · · , Xp, Xp+1).
Choose a local orthonormal frame {ei1, · · · , eimi} ∈ TSmi(
√
mi), i = 1, · · · , p.
Put
E11 = (e
1
1, 0, · · · , 0), · · · , E1m1 = (e1m1 , 0, · · · , 0),
E21 = (0, e
2
1, 0, · · · , 0), · · · , E2m2 = (0, e2m2 , 0, · · · , 0),
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...
Ep1 = (0, · · · , 0, ep1, 0), · · · , Epmp = (0, · · · , 0, epmp , 0),
Ek+1 = (0, · · · , 0, 1, 0, · · · , 0),
...
En = (0, · · · , 0, 0, · · · , 0, 1).
The unit normal vectors
V1 = (
1
r1
X1, 0, · · · , 0), V2 = (0, 1
r2
X2, 0, · · · , 0), · · · , Vp = (0, · · · , 0, 1
rp
Xp, 0, · · · , 0).
We can know that {E11 , · · · , E1m1 , · · · , Ep1 , · · · , Epmp , Ek+1, · · · , En, V1, · · · , Vp} forms an or-
thonormal frame in Rn+p. Then, by a direct calculation, we have
h1ij =
−
1
r1
δij, 1 ≤ i, j ≤ m1,
0, othercases,
h2ij =
−
1
r2
δij, m1 + 1 ≤ i, j ≤ m1 +m2,
0, othercases,
...
hpij =
−
1
rp
δij, m1 + · · ·+mp−1 + 1 ≤ i, j ≤ k,
0, othercases.
The mean curvature vector and the second fundamental form
~H = −X⊥, | ~H|2 =
p∑
i=1
mi, |A|2 = p.
Therefore, Sm1(√m1) × · · · × Smp(√mp) × Rn−k ⊂ Rn+p is an n-dimensional complete
non-compact self-shrinker with |A|2 = p.
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Definition 3.3.1 We say that a submanifold Mn in Rn+p has polynomial volume growth
if there exist constants C and d such that for all r ≥ 1 such that
V ol(Br(0) ∩M) ≤ Crd
holds, where Br(0) is the Euclidean ball with radius r and centered at the origin.
Remark 3.3.1 The above examples have polynomial volume growth and non-negative mean
curvature.
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4 Complete self-shrinkers in Rn+p
The self-shrinker equation (3.1) is equivalent to
Hα = −〈X, eα〉. (4.1)
Taking covariant derivative of (4.1) with respect to ei, we have
Hα,i =
∑
j
hαik〈X, ek〉, n+ 1 ≤ α ≤ n+ p. (4.2)
Taking covariant derivative of (4.2) with respect to ej, we have (see [11, 15])
Hα,ij =
∑
k
hαikj〈X, ek〉+ hαij +
∑
β,k
hαikh
β
kj〈X, eβ〉
=
∑
k
hαikj〈X, ek〉+ hαij −
∑
β,k
Hβhαikh
β
kj. (4.3)
Write
σαβ =
∑
ij
hαijh
β
ij.
Then
∆⊥Hα =
∑
j
Hα,j〈X, ej〉+Hα −
∑
β
σαβH
β. (4.4)
In this chapter, we study the complete self-shrinker in Rn+p. For codimension one,
we give a characterization of self-shrinkers without the assumption of polynomial volume
growth. Furthermore, we study complete self-shrinkers of the mean curvature flow in
Euclidean space Rn+p . By generalizing the maximum principle of Omori-Yau to L-operator
(which is called the generalized maximum principle for L-operator, details see Theorem
4.3.1), we obtain a rigidity theorem. Here, L-operator is defined by (4.1.1). Then, we give
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their proofs of Theorem 4.1.4 and Theorem 4.2.3. Then, in the last part of this chapter,
we will investigate complete proper self-shrinkers for dimension two or three, and give
corresponding theorems.
4.1 Classifications of complete self-shrinkers in Rn+1
In this section, our purpose is to study complete self-shrinkers in Rn+1. First of all, we
introduce some known results. Then, we can classify complete self-shrinker in Rn+1 with
infH2 > 0 (see Theorem 4.1.4).
4.1.1 Compact self-shrinkers in Rn+1
For n = 1, Abresch and Langer [3] classified all smooth closed self-shrinker curves in R2
and showed that the round circle is the only embedded self-shrinker.
For n ≥ 2, Huisken [27] studied compact self-shrinkers and gave a complete classification
of self-shrinkers with non-negative mean curvature.
Theorem 4.1.1 If X : Mn → Rn+1(n ≥ 2) is an n-dimensional compact self-shrinker
with non-negative mean curvature H in Rn+1, then X(Mn) = Sn(
√
n).
Remark 4.1.1 The condition of non-negative mean curvature is essential. In fact, let ∆
and ∇ denote the Laplacian and the gradient operator on the self-shrinker, respectively and
〈·, ·〉 denotes the standard inner product of Rn+1. Because (4.4) gives
∆H − 〈X,∇H〉+ |A|2H −H = 0,
then we obtain H > 0 from the maximum principle if the mean curvature H is non-negative.
Remark 4.1.2 Angenent [1] has constructed compact self-shrinker torus S1 × Sn−1 in
Rn+1.
We consider the following linear operator:
Lu = ∆u− 〈X,∇u〉 = e |X|
2
2 div(e−
|X|2
2 ∇u), (4.1.1)
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which was introduced and studied firstly on self-shrinker by Colding-Minicozzi (see (3.7) in
[12]). Here, ∆ and ∇ denote the Laplacian and the gradient operator on the self-shrinker,
respectively and 〈·, ·〉 denotes the standard inner product of Rn+p. In chapter 5 and 6,
we will give estimates for eigenvalues of the closed eigenvalue problem and the Dirichlet
eigenvalue problem of L-operator on self-shrinkers. The sharp universal estimates and
upper bounds for eigenvalues of L-operator can be established.
From the definition of L-operator and the Stokes formula, the operator L is self-adjoint
in a weighted L2-space, that is,
Lemma 4.1.1 If X :Mn → Rn+p is a submanifold, u, v are C2-functions, then∫
M
u(Lv)e− |X|
2
2 dv = −
∫
M
〈∇v,∇u〉e− |X|
2
2 =
∫
M
v(Lu)e− |X|
2
2 dv. (4.1.2)
Proof of Theorem 4.1.1. From Remark 4.1.1, we can assume H > 0 because of H ≥ 0.
Huisken considered the function
|A|2
H2
and computed
L|A|
2
H2
= ∆
|A|2
H2
− 〈X,∇|A|
2
H2
〉
=
2
H4
|hij∇kH − hijkH|2 − 2
H
〈∇H,∇|A|
2
H2
〉,
where hij and hijk denote components of the second fundamental form and the first covari-
ant derivative of it.
Since the operator L is self-adjoint in a weighted L2-space and M is compact, we can
get that by (4.1.2)∫
M
|A|2
(
L|A|
2
H2
+
2
H
〈∇H,∇|A|
2
H2
〉
)
e−
|X|2
2 dv = −
∫
M
H2〈∇|A|
2
H2
,∇|A|
2
H2
〉e− |X|
2
2 dv.
Hence, we have∫
M
2|A|2
H4
|hij∇kH − hijkH|2e−
|X|2
2 dv +
∫
M
H2〈∇|A|
2
H2
,∇|A|
2
H2
〉e− |X|
2
2 dv = 0.
Therefore, we obtain
hij∇kH − hijkH ≡ 0 on M
and |A|2 = βH2, where β is some positive constant.
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We split the tensor hij∇kH − hijkH into its symmetric and antisymmetric parts
0 = |hij∇kH − hijkH|2
= |hijkH − 1
2
(hij∇kH + hik∇jH)− 1
2
(hij∇kH − hik∇jH)|2
≥ 1
4
|(hij∇kH − hik∇jH)|2 ≥ 0,
then
|hij∇kH − hik∇jH|2 ≡ 0 on M.
Now we have only to consider points where the gradient of the mean curvature does not
vanish. At a given point of Mn we now rotate e1, · · · , en such that e1 = ∇H/|∇H| points
in the direction of the gradient of the mean curvature. Then
0 = |hij∇kH − hik∇jH|2 = 2|∇H|2(|A|2 −
n∑
i=1
h21i).
Thus, at each point of Mn we have either |∇H|2 = 0 or |A|2 =
n∑
i=1
h21i. If |∇H|2 = 0, then
the second fundamental form is parallel. By a theorem of Lawson [34] and H > 0, we know
that Mn is the round sphere Sn(
√
n). So we can suppose that there is a point in M where
|A|2 =
n∑
i=1
h21i. Since
|A|2 = h211 + 2
n∑
i=1
h21i +
n∑
i,j 6=1
h2ij
this is only possible if hij = 0 unless i = j = 1. Then we have |A|2 = H2 at this point and
therefore everywhere on M . From ∆H = 〈X,∇H〉 − |A|2H +H, we have
0 =
∫
M
(
〈X,∇H〉 − |A|2H +H
)
dv =
∫
M
〈X,∇H〉dv −
∫
M
H3dv +
∫
M
Hdv.
Then, by making use of (2.1.21) and (4.2), divergence theorem gives∫
M
H3dv =
∫
M
H,k〈X, ek〉+
∫
M
Hdv
= −
∫
M
(H〈X,k, ek〉+H〈X, ek,k〉)dv +
∫
M
Hdv
= −n
∫
M
Hdv +
∫
M
H3dv +
∫
M
Hdv.
Thus, (1− n) ∫
M
Hdv = 0, which is a contradiction for n ≥ 2.

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4.1.2 Complete self-shrinkers with polynomial volume growth
Huisken [28] studied complete and non-compact self-shrinkers in Rn+1. In general, since
the Stokes formula can not be applied to complete and non-compact self-shrinkers in Rn+1,
he assumes that self-shrinkers in Rn+1 have polynomial volume growth so that the similar
formula can be used. He proved
Theorem 4.1.2 Let X : Mn → Rn+1 be an n-dimensional complete non-compact self-
shrinker in Rn+1 with H ≥ 0 and polynomial volume growth. If the squared norm |A|2 of
the second fundamental form is bounded, then Mn is isometric to one of the following:
1. Sm(
√
m)× Rn−m ⊂ Rn+1,
2. Γ× Rn−1,
where Γ is one of the homothetically (convex immersed) shrinking curves in R2 found by
Abresch and Langer [3].
Question 4.1.1 Whether the condition that the squared norm |A|2 of the second funda-
mental form is bounded can be dropped.
Colding and Minicozzi [12] have studied this problem. They removed the assumption on
the second fundamental form and proved the following
Theorem 4.1.3 Let X :Mn → Rn+1 be an n-dimensional complete embedded self-shrinker
in Rn+1 with H ≥ 0 and polynomial volume growth. Then Mn is isometric to one of the
following:
1. Rn,
2. Sn(
√
n),
3. Sm(
√
m)× Rn−m ⊂ Rn+1, 1 ≤ m ≤ n− 1.
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In the theorems of Huisken and Colding and Minicozzi, they all assumed the condition of
polynomial volume growth. How do they use the condition of polynomial volume growth?
In fact, the condition of polynomial volume growth is essential in the proof of theorems.
The following lemma is, in fact, an extension of Lemma 4.1.1, used later to justify
computations when M is not closed.
Lemma 4.1.2 Let X :Mn → Rn+p be a complete submanifold. If C2-functions u, v satisfy∫
M
(
|u∇v|+ |∇u||∇v|+ |uLv|
)
e−
|X|2
2 dv < +∞,
then, one has∫
M
u(Lv)e− |X|
2
2 dv = −
∫
M
〈∇v,∇u〉e− |X|
2
2 dv =
∫
M
v(Lu)e− |X|
2
2 dv. (4.1.3)
Proof. Let η be a function with compact support on M . Then∫
M
ηu(Lv)e− |X|
2
2 dv = −
∫
M
u〈∇η,∇v〉e− |X|
2
2 dv −
∫
M
η〈∇u,∇v〉e− |X|
2
2 dv.
Let η = ηj be a cut-off fuction linearly to zero from Bj to Bj+1, where Bj = M ∩ Bj(0)
with Bj(0) is the Euclidean ball of radius j centered at the origin. Then∫
M
ηju(Lv)e−
|X|2
2 dv = −
∫
M
u〈∇ηj,∇v〉e−
|X|2
2 dv −
∫
M
ηj〈∇u,∇v〉e−
|X|2
2 dv.
Since |ηj| and |∇ηj| are bounded by one, dominated convergence theorem gives (4.1.3) by
letting j →∞. unionsqu
Proof of Theorem 4.1.3. From
∆H − 〈X,∇H〉+ |A|2H −H = 0,
we know H ≡ 0 or H > 0 by making use of the maximum principle. If H ≡ 0, we know
that Mn is isometric to Rn because Mn is a complete self-shrinker. Hence, one only needs
to consider the case of H > 0.
The condition of polynomial volume growth yields the following:
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Proposition 4.1.1 If X : Mn → Rn+1 is an n-dimensional complete self-shrinker with
H > 0 and polynomial volume growth, then∫
M
(
|A|2|∇ logH|+ |∇|A|2||∇ logH|+ |A|2|L logH|
)
e−
|X|2
2 dv <∞,∫
M
(
|A|∣∣∇|A|∣∣+∣∣∇|A|∣∣2+|A|∣∣L|A|∣∣)e− |X|22 dv <∞.
Before we prove Proposition 4.1.1, we need the following two propositions:
Proposition 4.1.2 Let X : Mn → Rn+1 be an n-dimensional complete self-shrinker with
H > 0. If φ is in the weighted W 1,2, i.e.∫
M
(
|φ|2 + |∇φ|2
)
e−
|X|2
2 dv < +∞,
then ∫
M
φ2
(
|A|2 + 1
2
|∇logH|2
)
e−
|X|2
2 dv ≤
∫
M
(
2|∇φ|2 + φ2
)
e−
|X|2
2 dv. (4.1.4)
Furthermore,∫
M
|A|2e− |X|
2
2 dv <∞,
∫
M
|A|2|X|2e− |X|
2
2 dv <∞,
∫
M
|∇logH|2e− |X|
2
2 dv <∞.
Proof. Since X :Mn → Rn+1 is an n-dimensional complete self-shrinker, we have
LlogH = 1− |A|2 − |∇logH|2. (4.1.5)
If ϕ is a smooth function with compact support, then∫
M
〈∇ϕ2,∇logH〉e− |X|
2
2 dv = −
∫
M
ϕ2LlogHe− |X|
2
2 dv
= −
∫
M
ϕ2
(
1− |A|2 − |∇logH|2
)
e−
|X|2
2 dv.
Using the following inequality
〈∇ϕ2,∇logH〉 ≤ 2|∇ϕ|2 + 1
2
ϕ2|∇logH|2,
we can obtain that∫
M
ϕ2
(
|A|2 + 1
2
|∇logH|2
)
e−
|X|2
2 dv ≤
∫
M
(
2|∇ϕ|2 + ϕ2
)
e−
|X|2
2 dv. (4.1.6)
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Let ηj be one on Bj = M ∩ Bj(0) and cuts off linearly to zero from ∂Bj to ∂Bj+1, where
Bj(0) is the Euclidean ball of radius j centered at the origin. Applying (4.1.6) with ϕ = ηjφ,
letting j →∞ and using the monotone convergence theorem gives (4.1.4). unionsqu
Proposition 4.1.3 Let X : Mn → Rn+1 be an n-dimensional complete self-shrinker with
H > 0. If Mn has polynomial volume growth, then∫
M
(
|A|2 + |A|2 + |∇|A||2 +
∑
i,j,k
(hijk)
2
)
e−
|X|2
2 dv <∞. (4.1.7)
Proof. Give any compactly supported function φ, we have by (4.1.5)∫
M
〈∇φ2,∇logH〉e− |X|
2
2 dv = −
∫
M
φ2LlogHe− |X|
2
2 dv
= −
∫
M
φ2
(
1− |A|2 − |∇logH|2
)
e−
|X|2
2 dv.
By the following inequality
〈∇φ2,∇logH〉 ≤ |∇φ|2 + φ2|∇logH|2
we can easily get ∫
M
φ2|A|2e− |X|
2
2 dv ≤
∫
M
(
φ2 + |∇φ|2
)
e−
|X|2
2 dv.
Let φ = η|A|, where η ≥ 0 has compact support. Then∫
M
η2|A|4e− |X|
2
2 dv ≤
∫
M
(
η2|A|2 + |∇η|2|A|2 + 2η|A||∇η||∇|A||+ η2|∇|A||2
)
e−
|X|2
2 dv
For ε > 0, we have
2η|A||∇η||∇|A|| ≤ εη2|∇|A||2 + 1
ε
|A|2|∇η|2.
Thus, ∫
M
η2|A|4e− |X|
2
2 dv ≤ (1 + ε)
∫
M
η2|∇|A||2e− |X|
2
2 dv
+
∫
M
(
(1 +
1
ε
)|∇η|2 + η2
)
|A|2e− |X|
2
2 dv. (4.1.8)
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We fix a point p and choose a frame ei, i = 1, · · · , n such that hij = λiδij. By using
∇|A|2 = 2|A|∇|A|, we have
|∇|A||2 ≤
∑
i,k
h2iik ≤
∑
i,j,k
h2ijk. (4.1.9)
Since
|∇|A||2 ≤
∑
i,k
h2iik =
∑
i6=k
h2iik +
∑
i
h2iii
=
∑
i6=k
h2iik +
∑
i
(H,i −
∑
j 6=i
hjji)
2
≤
∑
i6=k
h2iik + n
∑
i
H2,i + n
∑
j 6=i
h2jji
= n|∇H|2 + (n+ 1)
∑
i6=k
h2iik
= n|∇H|2 + n+ 1
2
(∑
i6=k
h2iki +
∑
i6=k
h2kii
)
,
then, we have (
1 +
2
n+ 1
)
|∇|A||2 ≤
∑
i,j,k
h2ijk +
2n
n+ 1
|∇H|2.
Thus,
L|A|2 = 2|A|2 − 2|A|4 + 2
∑
i,j,k
h2ijk
≥ 2|A|2 − 2|A|4 + 2(1 + 2
n+ 1
)|∇|A||2 − 4n
n+ 1
|∇H|2. (4.1.10)
Taking integral at the both sides of (4.1.10) with 1
2
η2, one yields
1
2
∫
M
η2L|A|2e− |X|
2
2 dv ≥
∫
M
η2
(
|A|2 − |A|4 + (1 + 2
n+ 1
)|∇|A||2 − 2n
n+ 1
|∇H|2
)
e−
|X|2
2 dv.
By combining this with
1
2
∫
M
η2L|A|2e− |X|
2
2 dv = −1
2
∫
M
〈∇η2,∇|A|2〉e− |X|
2
2 dv
= −2
∫
M
η|A|〈∇η,∇|A|〉e− |X|
2
2 dv
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≤
∫
M
(1
ε
|A|2|∇η|2 + εη2|∇|A||2
)
e−
|X|2
2 dv,
we have ∫
M
(
η2|A|4 + 2n
n+ 1
η2|∇H|2 + 1
ε
|A|2|∇η|2
)
e−
|X|2
2 dv
≥
∫
M
η2|∇|A||2
(
1 +
2
n+ 1
− ε
)
e−
|X|2
2 dv. (4.1.11)
Since |η| ≤ 1 and |∇η| ≤ 1, from (4.1.8) and (4.1.11), we can get∫
M
η2|A|4e− |X|
2
2 dv ≤ 1 + ε
1 + 2
n+1
− ε
∫
M
η2|A|4e− |X|
2
2 dv + Cε
∫
M
(
|∇H|2 + |A|2
)
e−
|X|2
2 dv.
Choosing ε > 0 sufficiently small, such that 1+ε
1+ 2
n+1
−ε < 1, then∫
M
η2|A|4e− |X|
2
2 dv ≤ C
∫
M
(|∇H|2 + |A|2)e− |X|
2
2 dv
≤ C
∫
M
|A|2(1 + |X|2)e− |X|
2
2 dv.
(4.1.12)
Here, we use |∇H|2 ≤ |A|2|X|2.
We should notice that 1 and |X| are in the weighted W 1,2 space, so we can let φ ≡ 1 and
φ ≡ |X| in Proposition 4.1.2, by polynomial volume growth, then one can easily get that∫
M
|A|2e− |X|
2
2 dv <∞,
∫
M
|A|2|X|2e− |X|
2
2 dv <∞. (4.1.13)
Hence, (4.1.12), (4.1.13) and the dominated convergence theorem give that∫
M
|A|4e− |X|
2
2 dv <∞.
Together with (4.1.11), we have ∫
M
|∇|A||2e− |X|
2
2 dv <∞.
By taking integral
1
2
L|A|2 = |A|2 − |A|4 +
∑
i,j,k
h2ijk
with η2, it’s not difficult to prove that∫
M
∑
i,j,k
h2ijke
− |X|2
2 dv <∞.
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This completes the proof of Proposition 4.1.3. unionsqu
Proof of Proposition 4.1.1. Proposition 4.1.3 gives that∫
M
(
|A|2 + |∇|A||2
)
e−
|X|2
2 dv <∞,
which means that |A| is in the weighted W 1,2 space, so by Proposition 4.1.2, we get∫
M
|A|2|∇logH|2e− |X|
2
2 dv <∞
and ∫
M
|∇|A|2||∇logH|e− |X|
2
2 dv ≤
∫
M
(
|∇|A||2 + |A|2|∇logH|2
)
e−
|X|2
2 dv <∞.
From (4.1.5), we have∫
M
|A|2 | LlogH|e− |X|
2
2 dv =
∫
M
|A|2|1− |A|2 − |∇logH|2 | e− |X|
2
2 dv <∞.
Since
L|A| = |A| − |A|3 +
∑
i,j,k h
2
ijk
|A| −
|∇|A||2
|A| , (4.1.14)
we obtain that∫
M
|A||L|A||e− |X|
2
2 dv =
∫
M
(
|A|2 − |A|4 +
∑
i,j,k
h2ijk − |∇|A||2
)
e−
|X|2
2 dv.
The second part follows from Proposition 4.1.3.

Now, we continue to prove Theorem 4.1.3. By applying Proposition 4.1.1 to |A|2 and
logH, and |A|, respectively, Proposition 4.1.2 gives that∫
M
(
|A|2|∇ logH|+ |∇|A|2||∇ logH|+ |A|2|L logH|
)
e−
|X|2
2 dv <∞,
and ∫
M
(
|A|∣∣∇|A|∣∣+∣∣∇|A|∣∣2+|A|∣∣L|A|∣∣)e− |X|22 dv <∞.
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It is easy to see that they satisfy the conditions of Proposition 4.1.1, then∫
M
〈∇|A|2,∇ logH〉e− |X|
2
2 dv = −
∫
M
|A|2L logHe− |X|
2
2 dv
and ∫
M
〈∇|A|,∇|A|〉e− |X|
2
2 dv = −
∫
M
|A|L|A|e− |X|
2
2 dv.
Since
L logH = 1− |A|2 − |∇ logH|2, L|A| ≥ |A| − |A|3,
we obtain ∫
M
| |A|∇ logH −∇|A| |2 e− |X|
2
2 dv ≤ 0,
that is,
||A|∇ logH −∇|A||2 ≡ 0.
Hence,
|A|2 = βH2, |∇|A||2 =
∑
i,j,k
h2ijk
for a positive constant β. Then, ∇H = 0 and hijk = 0, or |A|2 = H2.
If ∇H = 0 and hijk = 0, by a theorem of Lawson [34] and H > 0, we know that Mn is
the round sphere Sn(
√
n). If |A|2 = H2, by ∆H = 〈X,∇H〉 − |A|2H +H and using twice
divergence theorem, we can conclude that
(1− n)
∫
M
Hdv = 0,
which is a contradiction for n ≥ 2. It completes the proof of Theorem 4.1.3.

4.1.3 Complete self-shrinkers without the assumption of polynomial volume
growth
In the theorems of Huisken and Colding and Minicozzi, they all assumed the condition
of polynomial volume growth.
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Open problem. Does the theorem of Colding and Minicozzi holds without the assumption
of polynomial volume growth?
In fact, without the assumption of polynomial volume growth, we can give a character-
ization of complete self-shrinkers (see [14]).
Theorem 4.1.4 Let X : Mn → Rn+1 be an n-dimensional complete self-shrinker with
infH2 > 0. If the squared norm |A|2 of the second fundamental form is bounded, then
inf |A|2 ≤ 1.
Corollary 4.1.1 Let X : Mn → Rn+1 be an n-dimensional complete self-shrinker with
infH2 > 0. If |A|2 is constant, then Mn is isometric to one of the following:
1. Sn(
√
n),
2. Sm(
√
m)× Rn−m ⊂ Rn+1, 1 ≤ m ≤ n− 1.
Remark 4.1.3 Angenent [1] has constructed compact self-shrinker torus S1 × Sn−1 in
Rn+1 with infH2 = 0.
We shall give their proofs of Theorem 4.1.4 and Corollary 4.1.1 in section 4.3.
4.2 The rigidity of complete self-shrinkers in Rn+p
We have known that, Huisken and Colding-Minicozzi considered complete self-shrinkers
in Rn+1 and obtained corresponding classification theorems with the condition of polyno-
mial volume growth. Whether their results can be extended to any codimension? Further-
more, one wants to ask what means the condition of polynomial volume growth?
4.2.1 Polynomial volume growth in Rn+p
For complete self-shrinkers with arbitrary co-dimensions in Rn+p, Ding and Xin [19], X.
Cheng and Zhou [10] have completely characterized this condition:
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Theorem 4.2.1 An n-dimensional complete non-compact self-shrinker Mn in Rn+p has
polynomial volume growth if and only if Mn is proper.
Proof. Suppose that Mn is complete non-compact properly immersed self-shrinker in
Rn+p. From (3.1), we have
∆|X|2 = 2n− 2|X⊥|2, ∇|X|2 = 2XT .
Since X is a proper immersion, it is well defined for
I(t) = t−
n
2
∫
Dr
e−
|X|2
2t dυ,
where Dr =M ∩Br(0) for the submanifold in Rn+p, Br(0) is a standard ball in Rn+p with
radius r and centered at the origin. Then
I ′(t) = t−
n
2
−1
∫
Dr
(
− n
2
+
|X|2
2t
)
e−
|X|2
2t dυ.
On the other hand,
div
(
e−
|X|2
2t ∇( |X|
2
2
)
)
= e−
|X|2
2t
(
∆
|X|2
2
− 1
4t
|∇|X|2|2
)
= e−
|X|2
2t
(
n− |X⊥|2 − 1
t
|XT |2
)
= e−
|X|2
2t
(
n− |X⊥|2 − 1
t
|X|2 + |X
⊥|2
t
)
≤ e− |X|
2
2t
(
n− |X|
2
t
)
, (for t ≥ 1).
For t ≥ 1,
I ′(t) = t−
n
2
−1
∫
Dr
(
−n
2
+
|X|2
2t
)
e−
|X|2
2t dυ
≤ −1
2
t−
n
2
−1
∫
Dr
div
(
e−
|X|2
2t ∇( |X|
2
2
)
)
dυ
= −1
2
t−
n
2
−1
∫
∂Dr
〈
e−
|X|2
2t ∇|X|
2
2
,
∇ |X|2
2
|∇ |X|2
2
|
〉
dυ
= −1
2
t−
n
2
−1
∫
∂Dr
e−
|X|2
2t
∣∣∣∣∇|X|22
∣∣∣∣ dυ ≤ 0,
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then we get I(r2) ≤ I(1) for r ≥ 1, i.e.
r−n
∫
Dr
e−
|X|2
2r2 dυ ≤
∫
Dr
e−
|X|2
2 dυ.
On the other hand, |X|2 ≤ r2 holds in Dr. Therefore,
e−
1
2 r−n
∫
Dr
dυ ≤ r−n
∫
Dr
e−
|X|2
2r2 dυ ≤
∫
Dr
e−
|X|2
2 dυ. (4.2.1)
Note that ∫
Dr\Dr−1
e−
|X|2
2 dυ ≤ e− (r−1)
2
2 e
1
2 rn
∫
Dr
e−
|X|2
2 dυ ≤ e−r
∫
Dr
e−
|X|2
2 dυ,
the last inequality holds for r ≥ r0 with r0 sufficiently large. Then the above inequality
implies ∫
Dr
e−
|X|2
2 dυ ≤ 1
1− e−r
∫
Dr−1
e−
|X|2
2 dυ.
Then for any N , ∫
Dr0+N
e−
|X|2
2 dυ ≤
N∏
i=0
1
1− e−(r0+i)
∫
Dr0−1
e−
|X|2
2 dυ.
This implies that ∫
M
e−
|X|2
2 dυ ≤ C1
∫
Dr0−1
e−
|X|2
2 dυ < C2.
From (4.2.1), we have ∫
Dr
dυ ≤ e 12 rn
∫
M
e−
|X|2
2 dυ ≤ Crn.
Conversely, if Mn has polynomial volume growth, it is not hard to prove that Mn is
proper (details see [10]). unionsqu
For n-dimensional complete proper self-shrinkers Mn in Rn+p, X. Cheng and Zhou has
proved in [10] that the volume growth satisfies
V ol(Br(0) ∩Mn) ≤ Crn−β,
where β ≤ inf |H|2 is constant.
Remark 4.2.1 In [36], Li and Wei gave a new proof of 4.2.1.
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Remark 4.2.2 Estimates of the volume growth for n-dimensional complete proper self-
shrinkers Mn in Rn+p are optimal. In fact, self-shrinker
Sk(
√
k)× Rn−k, 0 ≤ k ≤ n, |H| =
√
k,
satisfies
V ol(Br(0) ∩M) = Crn−k.
By Theorem 4.2.1, it’s not hard to prove the following lemma:
Lemma 4.2.1 If self-shrinker Mn → Rn+p has polynomial volume growth, then for any
m ≥ 0, we have ∫
M
|X|me− |X|
2
2 dυ <∞.
Proof. We can prove our lemma by the following∫
M
|X|me− |X|
2
2 dυ =
+∞∑
j=0
∫
Dj+1\Dj
|X|me− |X|
2
2 dυ
≤
+∞∑
j=0
(j + 1)m
∫
Dj+1
e−
j2
2 dυ
=
+∞∑
j=0
(j + 1)me−
j2
2
∫
Dj+1
dυ
≤ C
+∞∑
j=0
(j + 1)m+ne−
j2
2 .
unionsqu
4.2.2 The rigidity of complete self-shrinkers
For n-dimensional complete self-shrinkersMn in Rn+p, H. Cao and H. Li [11] have studied
their rigidity. They have proved a gap theorem on the squared norm |A|2 of the second
fundamental form:
Theorem 4.2.2 Let X : Mn → Rn+p(p ≥ 1) be a complete self-shrinker with polynomial
volume growth in Rn+p. If the squared norm |A|2 of the second fundamental form satisfies
|A|2 ≤ 1.
Then Mn is one of the following:
57
1. a hyperplane in Rn+1 with |A|2 ≡ 0,
2. a round sphere Sn(
√
n) in Rn+1 with |A|2 = 1,
3. a cylinder Sm(
√
m)× Rn−m ⊂ Rn+1, 1 ≤ m ≤ n− 1 with |A|2 = 1.
In the theorem of H. Cao and H. Li [11], they also assumed that complete self-shrinkers
have polynomial volume growth. Without the assumption that complete self-shrinkers have
polynomial volume growth, we have proved the following:
Theorem 4.2.3 Let X : Mn → Rn+p (p ≥ 1) be an n-dimensional complete self-shrinker
in Rn+p, then, one of the following holds:
1. sup |A|2 ≥ 1,
2. |A|2 ≡ 0 and Mn is Rn.
Corollary 4.2.1 Let X :Mn → Rn+p (p ≥ 1) be an n-dimensional complete self-shrinker
in Rn+p. If sup |A|2 < 1, then Mn is Rn.
Remark 4.2.3 The round sphere Sn(
√
n) and the cylinder Sk(
√
k)×Rn−k, 1 ≤ k ≤ n−1
are complete self-shrinkers in Rn+1 with |A|2 = 1. Thus, our result is sharp.
Next section, we will give proofs of Theorem 4.2.3 and Corollary 4.2.1.
4.3 Proofs of theorems
In order to prove our theorems, first of all, we generalize the generalized maximum
principle of Omori-Yau to L-operator on complete self-shrinkers.
Theorem 4.3.1 (Generalized maximum principle for L-operator). Let X : Mn → Rn+p
be an n-dimensional complete self-shrinker with Ricci curvature bounded from below. If f
is a C2-function bounded from above, there exists a sequence of points {pk} ⊂ Mn, such
that
lim
k→∞
f(X(pk)) = sup f, lim
k→∞
|∇f |(X(pk)) = 0, lim sup
k→∞
Lf(X(pk)) ≤ 0.
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Proof. Since this self-shrinker is a complete Riemannian manifold with Ricci curvature
bounded from below and f is a C2-function bounded from above on it, by the generalized
maximum principle of Omori-Yau, then, there is a sequence of points {pk} ⊂ Mn, such
that
lim
k→∞
f(X(pk)) = sup f,
lim
k→∞
|∇f |(X(pk)) = lim
k→∞
2(f(X(pk))− f(X(p0)) + 1)γ(pk)
k(γ2(pk) + 2) log(γ2(pk) + 2)
= 0, (4.3.1)
and
lim sup
k→∞
∆f(X(pk)) ≤ 0, (4.3.2)
where γ(p) denotes the length of the geodesic from a fixed point X(p0) to X(p). Since X
is the position vector, then, we have
|X(pk)| ≤ γ(pk) + |X(p0)|
By Cauchy-Schwarz inequality, we have
|〈X(pk),∇f(X(pk))〉| ≤ |∇f(X(pk))| · |X(pk)|
=
2(f(X(pk))− f(X(p0)) + 1)γ(pk)
k(γ2(pk) + 2)log(γ2(pk) + 2)
· |X(pk)|
≤ 2(f(X(pk))− f(X(p0)) + 1)γ(pk)(γ(pk) + |X(p0)|)
k(γ2(pk) + 2) log(γ2(pk) + 2)
≤ 2(f(X(pk))− f(X(p0)) + 1)
k log(γ2(pk) + 2)
+
2(f(X(pk))− f(X(p0)) + 1)γ(pk)|X(p0)|
k(γ2(pk) + 2) log(γ2(pk) + 2)
.
According to (4.3.1) and the above inequality, we have
lim
k→∞
|〈X(pk),∇f(X(pk))〉| = 0.
Since Lf = ∆f − 〈X,∇f〉, the above formula and (4.3.2) imply
lim sup
k→∞
Lf(X(pk)) ≤ 0.
unionsqu
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Now, we begin to prove Theorem 4.2.3 as follows:
Proof of Theorem 4.2.3. Since Mn is a complete self-shrinker, we obtain that by (4.4)
L|H|2 = 2|∇H|2 + 2|H|2 − 2
∑
α,β,i,k
HαHβhαikh
β
ik. (4.3.3)
In fact,
L|H|2 = ∆|H|2 − 〈X,∇|H|2〉
= 2|∇H|2 + 2
∑
α,i
HαHα,ii − 2
∑
α,k
HαHα,k〈X, ek〉
= 2|∇H|2 − 2
∑
α,k
HαHα,k〈X, ek〉
+ 2
∑
α
Hα
(∑
k
Hα,k〈X, ek〉+Hα −
∑
β,i,k
Hβhαikh
β
ik
)
= 2|∇H|2 + 2|H|2 − 2
∑
α,β,i,k
HαHβhαikh
β
ik.
By the Cauchy-Schwarz inequality, we have
|
∑
α,β,i,k
HαHβhαikh
β
ik| ≤ |A|2|H|2.
Hence, from (4.3.3) and the above inequality, we get
L|H|2 ≥ 2|∇H|2 + 2(1− |A|2)|H|2. (4.3.4)
If sup |A|2 ≥ 1, it is just the first result of Theorem 4.2.3. Thus, we only need to consider
the case that sup |A|2 < 1. Then, we have ∑
α,i,j
(hαij)
2 < 1. Together with (2.1.3), it is
easily seen that Ricci curvature is bounded from below. Since |H|
2
n
≤ |A|2 < 1 and by
applying the generalized maximum principle for L-operator to the function H2, we have,
from (4.3.4)
0 ≥ lim supL|H|2 ≥ 2(1− sup |A|2) sup |H|2.
From sup |A| < 1, we have sup |H|2 = 0, that is, H ≡ 0. From (3.1), we know that Mn is
a smooth minimal cone. Hence, Mn is a hyperplane and |A|2 ≡ 0.
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
Proof of Theorem 4.1.4. Since |A|2 is bounded, we know that H is bounded and the
Ricci curvature is bounded from below by (2.1.3). By a direct computation, we have
LH = (1− |A|2)H.
Since infH2 > 0, we can divide it into two cases: infH > 0 or supH < 0.
If infH > 0, applying the generalized maximum principle for L-operator to −H, we obtain
0 ≤ (1− inf |A|2) infH.
Hence, inf |A|2 ≤ 1.
If supH < 0, by applying the generalized maximum principle for L-operator to H, we
obtain
0 ≥ lim supLH ≥ (1− sup |A|2) supH.
Then, inf |A|2 ≤ sup |A|2 ≤ 1. This finishes the proof of Theorem 4.1.4.

Proof of Corollary 4.1.1. Since H 6= 0, we know that Mn is not totally geodesic. In fact,
if H ≡ 0, then we have
〈X, en+1〉 = 0. (4.3.5)
Thus, we get from derivative of (4.3.5)
∑
j
〈X, hijej〉 = 0, 1 ≤ i ≤ n. (4.3.6)
We can locally choose {ei, en+1} such that
hij = αiδij. (4.3.7)
Thus, we have from (4.3.6)
αi〈X, ei〉 = 0, 1 ≤ i ≤ n. (4.3.8)
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We conclude that αi = 0 for any i, so that |A|2 ≡ 0, Mn is a hyperplane. Otherwise, for
some index i, we have αi 6= 0 at some point p, by continuity of the second fundamental
form, we can assume in a neighborhood of p,
αi 6= 0. (4.3.9)
From (4.3.8) and (4.3.9), we get locally (in a neighborhood of p)
〈X, ei〉 ≡ 0. (4.3.10)
Thus, we get by differentiating (4.3.10) with respect to i
1 + 〈X, hiien+1〉 ≡ 0, (4.3.11)
but (4.3.11) is equivalent to
1 = 0,
which is not true.
According to Theorem 4.1.4, we have inf |A|2 ≤ 1. According to Theorem 4.2.3, we know
sup |A|2 ≥ 1. Since |A|2 is constant, we obtain |A|2 ≡ 1. Since the codimension of Mn is
one, we have
1
2
L|A|2 = |∇A|2 + |A|2(1− |A|2). (4.3.12)
Indeed, since
hijkk = hkkij +
∑
m
hmiRmkjk +
∑
m
hkmRmijk,
we have
∆hij =
∑
k
hkkij +
∑
m,k
hmiRmkjk +
∑
m,k
hkmRmijk
= H,ij +H
∑
k
hkihkj − |A|2hij
=
∑
k
hikj〈X, ek〉+ hij − |A|2hij.
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Hence, we have
Lhij = (1− |A|2)hij. (4.3.13)
From (4.3.13), we infer
1
2
L|A|2 = |∇A|2 + |A|2(1− |A|2).
Therefore, from (4.3.12), we obtain |∇A|2 ≡ 0 since |A|2 ≡ 1. Namely, the second funda-
mental form of Mn is parallel. According to the theorem of Lawson [34], we know thatMn
is isometric to the round sphere Sn(
√
n) or the cylinder Sk(
√
k)× Rn−k, 1 ≤ k ≤ n− 1.

4.4 Self-shrinkers of dimension two or three
In this section, we assume that X : Mn → Rn+p is a complete proper self-shrinker with
n = 2 or n = 3. In [20], Ding and Xin have proved that a two dimensional complete proper
self-shrinker in R3 is a plane, a sphere or a cylinder.
We study complete proper self-shrinkers of dimension 3 in R5 with constant squared
norm of the second fundamental form, and then, obtain a complete classification which
can be stated as follows:
Theorem 4.4.1 Let X : M3 → R5 be a 3-dimensional complete proper self-shrinker with
H > 0. If the principal normal ν = H
H
is parallel in the normal bundle of M3 and the
squared norm |A|2 of the second fundamental form is constant, then M3 is one of the
following:
1. Sk(
√
k)× R3−k, 1 ≤ k ≤ 3 with |A|2 = 1,
2. S1(1)× S1(1)× R with |A|2 = 2,
3. S1(1)× S2(√2) with |A|2 = 2,
4. the three dimensional minimal isoparametric Cartan hypersurface with |A|2 = 3.
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Proof. Since M3 is a complete proper self-shrinker, we know that M3 has polynomial
volume growth from the result of Ding and Xin [19] or X. Cheng and Zhou [10]. Thus, from
the theorem 1.1 of Li and Wei [37], we know that M3 is isometric to Γ×R2 or M˜ r×R3−r,
where Γ is an Abresch-Langer curve and M˜ is a compact minimal hypersurface in sphere
Sr+1(
√
r).
Since |A|2 is constant, then the Abresch-Langer curve Γ must be a circle. In this case,
M3 is isometric to S1(1)× R2.
If |A|2 ≤ 1, from the results of Cao and Li [11], we have |A|2 = 1 andM3 is Sk(√k)×R3−k,
1 ≤ k ≤ 3. Hence, we can only consider the case of |A|2 > 1.
When r = 2, M˜ is a compact minimal surface in sphere S3(
√
2) with the squared norm
of the second fundamental form |A˜|2 = |A|2−1. Thus, M˜ is the Clifford torus S1(1)×S1(1)
in S3(
√
2).
When r = 3, M˜ is a compact minimal hypersurface in sphere S4(
√
3) with a constant
squared norm of the second fundamental form, that is, |A˜|2 = |A|2 − 1. Thus, M˜ is the
Clifford torus S1(1) × S2(√2) in S4(√3) with |A|2 = 2 or the three dimensional minimal
isoparametric Cartan hypersurface in S4(
√
3) with |A|2 = 3 according to the solution of
Chern’s conjecture for n = 3 in [8]. This finishes the proof of Theorem 4.4.1. unionsqu
Furthermore, we study complete proper self-shrinker of dimension 2, and give a complete
classification theorem for arbitrary codimension.
Theorem 4.4.2 Let X : M2 → R2+p (p ≥ 1) be a 2-dimensional complete proper self-
shrinker with H > 0. If the principal normal ν = H
H
is parallel in the normal bundle of M2
and the squared norm |A|2 of the second fundamental form is constant, then M2 is one of
the following:
1. Sk(
√
k)× R2−k, 1 ≤ k ≤ 2 with |A|2 = 1,
2. the Boruvka sphere S2(
√
m(m+ 1)) in S2m(
√
2) with p = 2m − 1 and |A|2 = 2 −
2
m(m+1)
,
3. a compact flat minimal surface in S2m+1(
√
2) with p = 2m and |A|2 = 2.
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Proof. Since M2 is a complete proper self-shrinker, we know that M2 has polynomial
volume growth from the result of Ding and Xin [19] or X. Cheng and Zhou [10]. Thus, from
the theorem 1.1 of Li and Wei [37], we know that M2 is isometric to Γ×R1 or M˜2, where
Γ is an Abresch-Langer curve and M˜ is a compact minimal surface in sphere Sp+1(
√
2).
Since |A|2 is constant, then the Abresch-Langer curve Γ must be a circle. In this case,
M2 is isometric to S1(1)× R.
If |A|2 ≤ 1, from the results of Cao and Li [11], we have |A|2 = 1 andM2 is Sk(√k)×R2−k,
1 ≤ k ≤ 2. Hence, we can only consider the case of |A|2 > 1.
Since M˜ is a compact minimal surface in sphere Sp+1(
√
2) with a constant squared norm
of the second fundamental form, that is, |A˜|2 = |A|2 − 1. Thus, M˜ is a compact minimal
surface in sphere Sp+1(
√
2) with constant Gauss curvature. According to the classification
of minimal surface in sphere Sp+1(
√
2) with constant Gauss curvature due to Bryant [6] (cf.
Calabi [7], Kenmotsu [31] and Wallach [40]), we know that M2 is isometric to a Boruvka
sphere S2(
√
m(m+ 1)) in S2m(
√
2) with p = 2m− 1 and |A|2 = 2− 2
m(m+1)
or a compact
flat minimal surface in S2m+1(
√
2) with p = 2m and |A|2 = 2. This finishes the proof of
Theorem 4.4.2. unionsqu
5 The closed eigenvalue problem of L-operator
Suppose X : Mn → Rn+p is an isometric immersion from Riemannian manifold Mn
into the (n+p)-dimensional Euclidean space Rn+p. Let {EA}n+pA=1 be the standard basis
of Rn+p. The position vector can be written by X = (x1, x2, · · · , xn+p). We choose a
local orthonormal frame field {e1, e2, · · · , en, en+1, · · · , en+p} and the dual coframe field
{ω1, ω2, · · · , ωn, ωn+1, · · · , ωn+p} along Mn of Rn+p such that {e1, e2, · · · , en} is a local
orthonormal basis on Mn.
From the definition of the differential operator L and Lemma 4.1.1, L-operator is self-
adjoint with the measure e−
|X|2
2 dv. Therefore, we know that the closed eigenvalue problem:
Lu = −λu on Mn (5.1)
has a real and discrete spectrum:
0 = λ0 < λ1 ≤ λ2 ≤ · · · ≤ λk ≤ · · · −→ ∞,
where each eigenvalue is repeated according to its multiplicity.
Furthermore, we have
LxA = −xA. (5.2)
In fact,
LxA = ∆〈X,EA〉 − 〈X,∇xA〉 = 〈∆X,EA〉 − 〈X,ETA〉
= 〈H,EA〉 − 〈X,ETA〉 = −〈X⊥, EA〉 − 〈X,ETA〉 = −xA.
Denote the induced metric by g and define ∇u · ∇v = g(∇u,∇v) for functions u, v. We
get, from (5.2),
L|X|2 =
n+p∑
A=1
(
2xALxA + 2∇xA · ∇xA
)
= 2(n− |X|2). (5.3)
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Here, we have used
n+p∑
A=1
∇xA · ∇xA = n.
Proposition 5.0.1 For an n-dimensional compact self-shrinker Mn in Rn+p, we have
min
Mn
|X|2 ≤ n =
∫
Mn
|X|2 e− |X|
2
2 dv∫
Mn
e−
|X|2
2 dv
≤ max
Mn
|X⊥|2.
Proof. Since L is self-adjoint with respect to the measure e− |X|
2
2 dv, from (5.3), we have
n
∫
Mn
e−
|X|2
2 dv =
∫
Mn
|X|2 e− |X|
2
2 dv ≥ min
Mn
|X|2
∫
Mn
e−
|X|2
2 dv.
Furthermore, since
∆|X|2 = 2(n+ 〈X,H〉) = 2(n− |X⊥|2), (5.4)
we have
n ≤ max
Mn
|X⊥|2.
It completes the proof of this proposition. unionsqu
An important topic of geometry analysis is to estimate their eigenvalues of the closed
eigenvalue problem and Dirichlet eigenvalue problem. In this chapter, we mainly focus on
the investigation for eigenvalues of the closed eigenvalue problem (5.1) of the differential
operator L on an n-dimensional compact self-shrinker in Rn+p. Then, we can give universal
estimates for eigenvalues in section 5.1 and upper bounds for eigenvalues in section 5.2.
Next chapter, we will also give corresponding eigenvalue estimates for Dirichlet eigenvalue
problem of the differential operator L on an n-dimensional complete self-shrinker in Rn+p.
5.1 Universal estimates for eigenvalues
In this section, we will give universal estimates for eigenvalues of the closed eigenvalues
problem (5.1) as follows:
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Theorem 5.1.1 Let Mn be an n-dimensional compact self-shrinker in Rn+p. Then, eigen-
values of the closed eigenvalue problem (5.1) satisfy
k∑
i=0
(λk+1 − λi)2 ≤ 4
n
k∑
i=0
(λk+1 − λi)
(
λi +
2n−minMn |X|2
4
)
. (5.1.1)
Remark 5.1.1 The sphere Sn(
√
n) of radius
√
n is a compact self-shrinker in Rn+p. For
Sn(
√
n) and for any k, the inequality (5.1.1) for eigenvalues of the closed eigenvalue prob-
lem (5.1) becomes equality. Hence, our results in Theorem 5.1.1 are sharp.
In order to prove Theorem 5.1.1, we need to construct trial functions. Thank to LX =
−X. We can use coordinate functions of the position vector X of the self-shrinker Mn to
construct trial functions.
Proof of Theorem 5.1.1. For an n-dimensional compact self-shrinker Mn in Rn+p, the
closed eigenvalue problem:
Lu = −λu on Mn (5.1.2)
for the differential operator L has a discrete spectrum. For any integer j ≥ 0, let uj be an
eigenfunction corresponding to the eigenvalue λj such that
Luj = −λjuj on Mn∫
Mn
uiuj e
− |X|2
2 dv = δij, for any i, j.
(5.1.3)
From the Rayleigh-Ritz inequality, we have
λk+1 ≤
−
∫
Mn
ϕLϕ e− |X|
2
2 dv∫
Mn
ϕ2 e−
|X|2
2 dv
, (5.1.4)
for any function ϕ satisfies
∫
Mn
ϕuj e
− |X|2
2 dv = 0, 0 ≤ j ≤ k.
Letting xA, A = 1, 2, · · · , n+ p, denote components of the position vector X, we define,
for 0 ≤ i ≤ k,
ϕAi := xAui −
k∑
j=0
aAijuj, a
A
ij =
∫
Mn
xAuiuj e
− |X|2
2 dv. (5.1.5)
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By a simple calculation, we obtain∫
Mn
ujϕ
A
i e
− |X|2
2 dv = 0, i, j = 0, 1, · · · , k. (5.1.6)
From the Rayleigh-Ritz inequality, we have
λk+1 ≤
−
∫
Mn
ϕAi LϕAi e−
|X|2
2 dv∫
Mn
(ϕAi )
2 e−
|X|2
2 dv
. (5.1.7)
Since
LϕAi = ∆ϕAi − 〈X,∇ϕAi 〉
= ∆
(
xAui −
k∑
j=0
aAijuj
)
−
〈
X,∇
(
xAui −
k∑
j=0
aAijuj
)〉
= xA∆ui + ui∆xA + 2∇xA · ∇ui − 〈X, xA∇ui + ui∇xA〉
−
k∑
j=0
aAij∆uj +
〈
X,
k∑
j=0
aAij∇uj
〉
= −λixAui + uiLxA + 2∇xA · ∇ui +
k∑
j=0
aAijλjuj,
(5.1.8)
we have, from (5.1.7) and (5.1.8),
(λk+1 − λi)||ϕAi ||2 ≤ −
∫
Mn
ϕAi (uiLxA + 2∇xA · ∇ui) e−
|X|2
2 dv := WAi , (5.1.9)
where
||ϕAi ||2 =
∫
Mn
(ϕAi )
2 e−
|X|2
2 dv.
On the other hand, defining
bAij = −
∫
Mn
(ujLxA + 2∇xA · ∇uj)ui e−
|X|2
2 dv
we obtain
bAij = (λi − λj)aAij. (5.1.10)
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In fact,
λia
A
ij =
∫
Mn
λiuiujxAe
− |X|2
2 dv
= −
∫
Mn
ujxALui e−
|X|2
2 dv
= −
∫
Mn
uiL(ujxA) e−
|X|2
2 dv
= −
∫
Mn
ui(xALuj + ujLxA + 2∇xA · ∇uj) e−
|X|2
2 dv
= λja
A
ij + b
A
ij,
that is,
bAij = (λi − λj)aAij.
Hence, we have
bAij = −bAji. (5.1.11)
From (5.1.6), (5.1.9) and the Cauchy-Schwarz inequality, we infer
WAi = −
∫
Mn
ϕAi
(
uiLxA + 2∇xA · ∇ui
)
e−
|X|2
2 dv
= −
∫
Mn
ϕAi
(
uiLxA + 2∇xA · ∇ui −
k∑
j=0
bAijuj
)
e−
|X|2
2 dv
≤ ∥∥ϕAi ∥∥
∥∥∥∥∥uiLxA + 2∇xA · ∇ui −
k∑
j=0
bAijuj
∥∥∥∥∥ .
(5.1.12)
Hence, we have, from (5.1.9) and (5.1.12),
(λk+1 − λi)(WAi )2 ≤ (λk+1 − λi)
∥∥ϕAi ∥∥2
∥∥∥∥∥uiLxA + 2∇xA · ∇ui −
k∑
j=0
bAijuj
∥∥∥∥∥
2
≤ WAi
∥∥∥∥∥uiLxA + 2∇xA · ∇ui −
k∑
j=0
bAijuj
∥∥∥∥∥
2
.
Therefore, we obtain
(λk+1 − λi)2WAi ≤ (λk+1 − λi)
∥∥∥∥∥uiLxA + 2∇xA · ∇ui −
k∑
j=0
bAijuj
∥∥∥∥∥
2
. (5.1.13)
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Summing on i from 0 to k for (5.1.13), we have
k∑
i=0
(λk+1 − λi)2WAi ≤
k∑
i=0
(λk+1 − λi)
∥∥∥∥∥uiLxA + 2∇xA · ∇ui −
k∑
j=0
bAijuj
∥∥∥∥∥
2
. (5.1.14)
By the definition of bAij and (5.1.10), we have∥∥∥∥∥uiLxA + 2∇xA · ∇ui −
k∑
j=0
bAijuj
∥∥∥∥∥
2
= ‖uiLxA + 2∇xA · ∇ui‖2 −
k∑
j=0
(λi − λj)2(aAij)2.
(5.1.15)
In fact, ∥∥∥∥∥uiLxA + 2∇xA · ∇ui −
k∑
j=0
bAijuj
∥∥∥∥∥
2
= ‖uiLxA + 2∇xA · ∇ui‖2
− 2
k∑
j=0
bAij
∫
Mn
(uiLxA + 2∇xA · ∇ui)uj e−
|X|2
2 dv +
k∑
j=0
(bAij)
2
= ‖uiLxA + 2∇xA · ∇ui‖2 −
k∑
j=0
(bAij)
2
= ‖uiLxA + 2∇xA · ∇ui‖2 −
k∑
j=0
(λi − λj)2(aAij)2.
Furthermore, according to the definitions of WAi and ϕ
A
i , we have from (5.1.10)
WAi = −
∫
Mn
ϕAi
(
uiLxA + 2∇xA · ∇ui
)
e−
|X|2
2 dv
= −
∫
Mn
(xAui −
k∑
j=0
aAijuj)
(
uiLxA + 2∇xA · ∇ui
)
e−
|X|2
2 dv
= −
∫
Mn
(xAu
2
iLxA + 2xAui∇xA · ∇ui
)
e−
|X|2
2 dv
+
k∑
j=0
aAij
∫
Mn
uj(uiLxA + 2∇xA · ∇ui
)
e−
|X|2
2 dv
= −
∫
Mn
(
xALxA − 1
2
L(xA)2
)
u2i e
− |X|2
2 dv +
k∑
j=0
aAijb
A
ij
=
∫
Mn
∇xA · ∇xAu2i e−
|X|2
2 dv +
k∑
j=0
(λi − λj)(aAij)2.
(5.1.16)
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The last equation holds because
−1
2
L(xA)2 = −1
2
(∆x2A − 〈X,∇x2A〉)
= −1
2
(2xA∆xA + 2∇xA · ∇xA − 2xA〈X,∇xA〉)
= −xALxA −∇xA · ∇xA
and
−
∫
Mn
(xALxA − 1
2
L(xA)2)u2i e−
|X|2
2 dv
= −
∫
Mn
xALxAu2i e−
|X|2
2 dv +
∫
Mn
(xALxA +∇xA · ∇xA)u2i e−
|X|2
2 dv
=
∫
Mn
∇xA · ∇xAu2i e−
|X|2
2 dv.
Since
2
k∑
i,j=0
(λk+1 − λi)2(λi − λj)(aAij)2 =
k∑
i,j=0
(λk+1 − λi)2(λi − λj)(aAij)2
−
k∑
i,j=0
(λk+1 − λj)2(λi − λj)(aAij)2
= −
k∑
i,j=0
(λk+1 − λi + λk+1 − λj)(λi − λj)2(aAij)2 (5.1.17)
= −2
k∑
i,j=0
(λk+1 − λi)(λi − λj)2(aAij)2,
from (5.1.14)-(5.1.17), we obtain, for any A, A = 1, 2, · · · , n+ p,
k∑
i=0
(λk+1 − λi)2
∫
Mn
∇xA · ∇xAu2i e−
|X|2
2 dv
≤
k∑
i=0
(λk+1 − λi)‖uiLxA + 2∇xA · ∇ui‖2.
(5.1.18)
In fact, we compute directly
k∑
i=0
(λk+1 − λi)2WAi =
k∑
i=0
(λk+1 − λi)2
∫
Mn
∇xA · ∇xAu2i e−
|X|2
2 dv
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+
k∑
i,j=0
(λk+1 − λi)2(λi − λj)(aAij)2
≤
k∑
i=0
(λk+1 − λi)||uiLxA + 2∇xA · ∇ui −
k∑
j=0
bAijuj||2
=
k∑
i=0
(λk+1 − λi)
(
||uiLxA + 2∇xA · ∇ui||2 −
k∑
j=0
(λi − λj)2(aAij)2
)
=
k∑
i=0
(λk+1 − λi)||uiLxA + 2∇xA · ∇ui||2
+
k∑
i,j=0
(λk+1 − λi)2(λi − λj)(aAij)2.
Then,
k∑
i=0
(λk+1 − λi)2
∫
Mn
∇xA · ∇xAu2i e−
|X|2
2 dv ≤
k∑
i=0
(λk+1 − λi)‖uiLxA + 2∇xA · ∇ui‖2.
On the other hand, since
LxA = −xA,
n+p∑
A=1
(∇xA · ∇ui)2 = ∇ui · ∇ui,
we infer, from (5.3),
n+p∑
A=1
‖uiLxA + 2∇xA · ∇ui‖2 =
n+p∑
A=1
∫
Mn
(
uiLxA + 2∇xA · ∇ui
)2
e−
|X|2
2 dv
=
n+p∑
A=1
∫
Mn
(
u2i (xA)
2 − 4uixA∇xA · ∇ui
+ 4(∇xA · ∇ui)2
)
e−
|X|2
2 dv
=
n+p∑
A=1
∫
Mn
(
u2i (xA)
2 −∇(xA)2 · ∇u2i
)
e−
|X|2
2 dv
+ 4
∫
Mn
∇ui · ∇ui e−
|X|2
2 dv
=
∫
Mn
(L|X|2 + |X|2)u2i e−
|X|2
2 dv + 4λi
=
∫
Mn
(2n− |X|2)u2i e−
|X|2
2 dv + 4λi
≤ (2n−min
Mn
|X|2) + 4λi.
(5.1.19)
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Furthermore, because of
n+p∑
A=1
∇xA · ∇xA = n, (5.1.20)
taking summation on A from 1 to n+ p for (5.1.18) and using (5.1.19) and (5.1.20), we get
k∑
i=0
(λk+1 − λi)2 ≤ 4
n
k∑
i=0
(λk+1 − λi)(λi + 2n−minMn |X|
2
4
).
It finished the proof of Theorem 5.1.1.

5.2 Upper bounds for eigenvalues
First, we give a recursion formula of Cheng and Yang [18]:
A recursion formula of Cheng and Yang. Let µ1 ≤ µ2 ≤ . . . ,≤ µk+1 be any positive
real numbers satisfying
k∑
i=1
(µk+1 − µi)2 ≤ 4
n
k∑
i=1
µi(µk+1 − µi).
Define
Λk =
1
k
k∑
i=1
µi, Tk =
1
k
k∑
i=1
µ2i , Fk =
(
1 +
2
n
)
Λ2k − Tk.
Then, we have
Fk+1 ≤ C(n, k)
(
k + 1
k
) 4
n
Fk, (5.2.1)
where
C(n, k) = 1− 1
3n
(
k
k + 1
) 4
n
(
1 + 2
n
) (
1 + 4
n
)
(k + 1)3
< 1.
From the recursion formula of Cheng and Yang, we can obtain an upper bound for
eigenvalue λk:
Theorem 5.2.1 Let Mn be an n-dimensional compact self-shrinker in Rn+p. Then, eigen-
values of the closed eigenvalue problem (5.1) satisfy, for any k ≥ 1,
λk +
2n−minMn |X|2
4
≤
(
1 +
a(min{n, k − 1})
n
)(
2n−minMn |X|2
4
)
k2/n,
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where the bound of a(m) can be formulated as:
a(0) ≤ 4,
a(1) ≤ 2.64,
a(m) ≤ 2.2− 4 log
(
1 +
1
50
(m− 3)
)
, for m ≥ 2.
In particular, for n ≥ 41 and k ≥ 41, we have
λk +
2n−minMn |X|2
4
≤
(
2n−minMn |X|2
4
)
k2/n.
Proof. From Proposition 5.0.1, we know
µi+1 = λi +
2n−minMn |X|2
4
> 0,
for any i = 0, 1, 2, · · · . Then, we obtain from (5.1.1)
k∑
i=1
(µk+1 − µi)2 ≤ 4
n
k∑
i=1
(µk+1 − µi)µi. (5.2.2)
Thus, we know that µi’s satisfy the condition of the above recursion formula of Cheng and
Yang [18]. Furthermore, since
LxA = −xA and
∫
Mn
xA e
− |X|2
2 dv = 0, for A = 1, 2, · · · , n+ p,
λ = 1 is an eigenvalue of L with multiplicity at least n+ p. Thus,
λ1 ≤ λ2 ≤ · · · ≤ λn+1 ≤ 1.
Hence, we have
n∑
j=1
(µj+1 − µ1) =
n∑
j=1
λj ≤ n ≤ 2n−min
Mn
|X|2 = 4µ1 (5.2.3)
because of minMn |X|2 ≤ n according to Proposition 5.0.1. Hence, we can prove Theorem
5.2.1 as the same method in Cheng and Yang [18]. Here, we just need to give a self
contained proof. First of all, according to the above recursion formula of Cheng and Yang,
we have
Fk ≤ C(n, k − 1)
(
k
k − 1
) 4
n
Fk−1 ≤ k 4nF1 = 2
n
k
4
nµ21.
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Furthermore, we infer, from (5.2.2)[
µk+1 −
(
1 +
2
n
)
Λk
]2
≤
(
1 +
4
n
)
Fk − 2
n
(
1 +
2
n
)
Λ2k.
Hence, we have
2
n(
1 + 4
n
)µ2k+1 + 1 + 2n1 + 4
n
(
µk+1 −
(
1 +
4
n
)
Λk
)2
≤
(
1 +
4
n
)
Fk.
Thus, we derive
µk+1 ≤
(
1 +
4
n
)√
n
2
Fk ≤
(
1 +
4
n
)
k
2
nµ1. (5.2.4)
Define
a1(n) =
n(1 + 4
n
)
(
1 + 8
n+1
+ 8
(n+1)2
) 1
2
(n+ 1)
2
n
− n,
a2(k, n) =
n
k
2
n
(
1 +
4(n+ k + 4)
n2 + 5n− 4(k − 1)
)
− n,
a2(k) = max{a(n, k), k ≤ n ≤ 400},
a3(k) =
4
1− k
400
− 2 log k,
a(k) = max{a1(k), a2(k + 1)), a3(k + 1)}.
The case 1. For k ≥ n+ 1, we have
µk+1 ≤
(
1 + 4
n
) (
1 + 8
n+1
+ 8
(n+1)2
) 1
2
(n+ 1)
2
n
k
2
nµ1
=
(
1 +
a1(n)
n
)
k
2
nµ1,
(5.2.5)
where a1(n) ≤ 2.31. In fact, since µk+1 satisfies (5.2.4), we have, from (5.2.1),
µ2k+1 ≤
n
2
(
1 +
4
n
)2
Fk ≤ n
2
(
1 +
4
n
)2(
k
n+ 1
) 4
n
Fn+1. (5.2.6)
On the other hand,
Fn+1 =
2
n
Λ2n+1 −
n+1∑
i=1
(µi − Λn+1)2
n+ 1
≤ 2
n
Λ2n+1 −
(µ1 − Λn+1)2 + 1n(µ1 − Λn+1)2
n+ 1
=
2
n
(
Λ2n+1 −
(µ1 − Λn+1)2
2
)
.
(5.2.7)
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It is obvious that Λ2n+1 −
(µ1 − Λn+1)2
2
is an increasing function of Λn+1. From (5.2.3), we
have
µn+1 + · · ·+ µ2 ≤ (n+ 4)µ1. (5.2.8)
Thus, we derive
Λn+1 ≤ (1 + 4
n+ 1
)µ1. (5.2.9)
Hence, we have
n
2
Fn+1 ≤
(
1 +
8
n+ 1
+
8
(n+ 1)2
)
µ21. (5.2.10)
From (5.2.6) and (5.2.10), we complete the proof of (5.2.5).
The case 2. For k ≥ 55 and n ≥ 54, we have
µk+1 ≤ k 2nµ1. (5.2.11)
If k ≥ n+ 1, from the case 1, we have
µk+1 ≤ 1
(n+ 1)
2
n
(
1 +
4
n
)2
k
2
nµ1.
Since
(n+ 1)
2
n = exp
(
2
n
log(n+ 1)
)
≥ 1 + 2
n
log(n+ 1) +
2
n2
(log(n+ 1))2
≥
(
1 +
1
n
log(n+ 1)
)2
,
(5.2.12)
we have
µk+1 ≤
(
1 + 4
n
1 + 1
n
log(n+ 1)
)2
k
2
nµ1. (5.2.13)
Then, when n ≥ 54, log(n+ 1) ≥ 4, we have
µk+1 ≤ k 2nµ1.
On the other hand, if k ≤ n, then Λk ≤ Λn+1. Since
n
2
Fk = Λ
2
k −
n
2
∑k
i=1(µi − Λk)2
k
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≤ Λ2k −
n
2
(µ1 − Λk)2 +
{∑k
i=2(µi − Λk)
}2
k − 1
k
≤ Λ2k −
(µ1 − Λk)2
2
≤ Λ2n+1 −
(µ1 − Λn+1)2
2
≤ (1 + 4
n
)2µ21,
we have
µk+1 ≤
(
1 +
4
n
)√
n
2
Fk ≤ 1
k
2
n
(
1 +
4
n
)2
k
2
nµ1 ≤
(
1 + 4
n
1 + log k
n
)2
k
2
nµ1.
Here we used k
2
n ≥ (1+ log k
n
)2. By the same assertion as above, when k ≥ 55, we also have
µk+1 ≤ k 2nµ1.
The case 3. From case 1 and case 2, we know, for n ≥ 54 and k ≥ 55, µk+1 ≤ k 2nµ1 and
for any n, if k ≥ n+ 1, then
µk+1 ≤ (1 + a1(n)
n
)k
2
nµ1.
Hence, we only need to prove the case that k ≤ 54 and k ≤ n.
For k ≤ 54 and k ≤ n, we have
µk+1 ≤ (1 + max{a2(k), a3(k)}
n
)k
2
nµ1.
Because of k ≤ n and k ≤ 54, from (5.2.3), we derive,
µk+1 ≤ 1
n− k + 1{(n+ 5)µ1 − kΛk}. (5.2.14)
Since the formula (5.2.2) is a quadratic inequality for µk+1, we have
µk+1 ≤
(
1 +
4
n
)
Λk. (5.2.15)
Since the right hand side of (5.2.13) is a decreasing function of Λk and the right hand side
of (5.2.14) is an increasing function of Λk, for
1
n− k + 1{(n+ 5)µ1 − kΛk} =
(
1 +
4
n
)
Λk,
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we infer
µk+1 ≤ 1
k
2
n
(
1 +
4(n+ k + 4)
n2 + 5n− 4(k − 1)
)
k
2
nµ1
=
(
1 +
a2(k, n)
n
)
k
2
nµ1.
(5.2.16)
From the definition of a2(k) = max{a(n, k), k ≤ n ≤ 400}, when n ≤ 400, we obtain
µk+1 ≤
(
1 +
a2(k)
n
)
k
2
nµ1. (5.2.17)
When n > 400 holds, from (5.2.13), we have
µk+1 ≤
(
1 +
4
n− k
)
µ1.
Since n > 400 and k ≤ 54, we know 2
n
log k < 1
50
. Hence, we have
k−
2
n = e−
2
n
log k = 1− 2
n
log k +
1
2
(
2
n
log k)2 − · · ·
≤ 1− 2
n
log k +
1
2
(
2
n
log k)2.
Therefore, we obtain
(1 +
4
n− k )k
− 2
n ≤ (1 + 4
n− k )
(
1− 2
n
log k +
1
2
(
2
n
log k)2
)
≤ 1 +
(
4/(1− k
400
)− 2 log k)
n
.
Hence, we infer
µk+1 ≤
(
1 +
4
n− k
)
k−
2
nk
2
nµ1
≤
(
1 +
(
4/(1− k
400
)− 2 log k)
n
)
k
2
nµ1
=
(
1 +
a3(k)
n
)
k
2
nµ1.
(5.2.18)
By Table 1 of the values of a1(k), a2(k + 1) and a3(k + 1) which are calculated by using
Mathematica and are listed up in Appendix, we have a1(1) ≤ a2(2) ≤ a3(2) = a(1) ≤ 2.64
and, for k ≥ 2,
a3(k + 1) ≤ a2(k + 1) ≤ a1(k).
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Hence, a(k) = a1(k) for k ≥ 2. Further, for k ≥ 41, we know a(k) < 0. Hence, for k ≥ 2,
we derive
µk+1 ≤ (1 + a(min{n, k − 1})
n
)k
2
nµ1
and for n ≥ 41 and k ≥ 41, we have
µk+1 ≤ k 2nµ1.
When k = 1, a(0) = 4 from (5.2.4). It is easy to check that, when k ≥ 3, by a simple
calculation,
a(k) ≤ 2.2− 4 log(1 + k − 3
50
).
This completes the proof of Theorem 5.2.1. unionsqu
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6 The Dirichlet eigenvalue problem of L-operator
For a bounded domain Ω with a piecewise smooth boundary ∂Ω in an n-dimensional
complete self-shrinker in Rn+p, we consider the following Dirichlet eigenvalue problem of
the differential operator L: Lu = −λu in Ω,u = 0 on ∂Ω. (6.1)
This eigenvalue problem has a real and discrete spectrum:
0 < λ1 < λ2 ≤ · · · ≤ λk ≤ · · · −→ ∞,
where each eigenvalue is repeated according to its multiplicity. We have following estimates
for eigenvalues of the Dirichlet eigenvalue problem (6.1).
Theorem 6.1. Let Ω be a bounded domain with a piecewise smooth boundary ∂Ω in
an n-dimensional complete self-shrinker Mn in Rn+p. Then, eigenvalues of the Dirichlet
eigenvalue problem (6.1) satisfy
k∑
i=1
(λk+1 − λi)2 ≤ 4
n
k∑
i=1
(λk+1 − λi)
(
λi +
2n− infΩ |X|2
4
)
.
Proof. By making use of the same proof as in the proof of Theorem 5.1.1, we can prove
Theorem 6.1 if one notices to count the number of eigenvalues from 1. unionsqu
From the recursion formula of Cheng and Yang [18], we can give an upper bound for
eigenvalue λk+1:
Theorem 6.2. Let Ω be a bounded domain with a piecewise smooth boundary ∂Ω in
an n-dimensional complete self-shrinker Mn in Rn+p. Then, eigenvalues of the Dirichlet
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eigenvalue problem (6.1) satisfy, for any k ≥ 1,
λk+1 +
2n− infΩ |X|2
4
≤
(
1 +
a(min{n, k − 1})
n
)(
λ1 +
2n− infΩ |X|2
4
)
k2/n,
where the bound of a(m) can be formulated as:
a(0) ≤ 4,
a(1) ≤ 2.64,
a(m) ≤ 2.2− 4 log(1 + 1
50
(m− 3)), for m ≥ 2.
In particular, for n ≥ 41 and k ≥ 41, we have
λk+1 +
2n− infΩ |X|2
4
≤
(
λ1 +
2n− infΩ |X|2
4
)
k2/n.
Remark 6.1. For the Euclidean space Rn, the differential operator L is called Ornstein-
Uhlenbeck operator in stochastic analysis. Since the Euclidean space Rn is a complete
self-shrinker in Rn+1, our theorems also give estimates for eigenvalues of the Dirichlet
eigenvalue problem of the Ornstein-Uhlenbeck operator.
For the Dirichlet eigenvalue problem (6.1), components xA’s of the position vector X
are not eigenfunctions corresponding to the eigenvalue 1 because they do not satisfy the
boundary condition. In order to prove Theorem 6.2, we need to obtain the following
estimates for lower order eigenvalues.
Proposition 6.1. Let Ω be a bounded domain with a piecewise smooth boundary ∂Ω in
an n-dimensional complete self-shrinker Mn in Rn+p. Then, eigenvalues of the Dirichlet
eigenvalue problem (6.1) satisfy
n∑
j=1
(λj+1 − λ1) ≤
(
2n− inf
Ω
|X|2
)
+4λ1.
Proof. Let uj be an eigenfunction corresponding to the eigenvalue λj such that
Luj = −λjuj in Ω
uj = 0 on ∂Ω∫
Ω
uiuj e
− |X|2
2 dv = δij, for any i, j = 1, 2, · · · .
(6.2)
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We consider an (n+ p)× (n+ p)-matrix B = (bAB) defined by
bAB =
∫
Ω
xAu1uB+1e
− |X|2
2 dv.
From the orthogonalization of Gram and Schmidt, there exist an upper triangle matrix
R = (RAB) and an orthogonal matrix Q = (qAB) such that R = QB. Thus,
RAB =
n+p∑
C=1
qACbCB =
∫
Ω
n+p∑
C=1
qACxCu1uB+1 = 0, for 1 ≤ B < A ≤ n+ p. (6.3)
Defining yA =
∑n+p
C=1 qACxC , we have∫
Ω
yAu1uB+1 =
∫
Ω
n+p∑
C=1
qACxCu1uB+1 = 0, for 1 ≤ B < A ≤ n+ p. (6.4)
Therefore, the functions ϕA defined by
ϕA = (yA − aA)u1, aA =
∫
Ω
yAu
2
1 e
− |X|2
2 dv, for 1 ≤ A ≤ n+ p
satisfy ∫
Ω
ϕAuB = 0, for 1 ≤ B ≤ A ≤ n+ p.
Therefore, ϕA is a trial function. From the Rayleigh-Ritz inequality, we have, for 1 ≤ A ≤
n+ p,
λA+1 ≤
−
∫
Ω
ϕALϕA e−
|X|2
2 dv∫
Ω
(ϕA)
2 e−
|X|2
2 dv
. (6.5)
From the definition of ϕA, we derive
LϕA = ∆ϕA − 〈X,∇ϕA〉
= ∆{(yA − aA)u1} − 〈X,∇{(yA − aA)u1}〉
= yALu1 + u1LyA + 2∇yA · ∇u1 − aALu1
= −λ1yAu1 − u1yA + 2∇yA · ∇u1 + aAλ1u1.
Thus, (6.5) can be written as
(λA+1 − λ1)‖ϕA‖2 ≤
∫
Ω
(
yAu1 − 2∇yA · ∇u1
)
ϕA e
− |X|2
2 dv. (6.6)
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From the Cauchy-Schwarz inequality, we obtain(∫
Ω
(
yAu1 − 2∇yA · ∇u1
)
ϕA e
− |X|2
2 dv
)2
≤ ‖ϕA‖2‖yAu1 − 2∇yA · ∇u1‖2.
Multiplying the above inequality by (λA+1 − λ1), we infer, from (6.6),
(λA+1 − λ1)
(∫
Ω
(
yAu1 − 2∇yA · ∇u1
)
ϕA e
− |X|2
2 dv
)2
≤ (λA+1 − λ1)‖ϕA‖2‖yAu1 − 2∇yA · ∇u1‖2
≤
(∫
Ω
(
yAu1 − 2∇yA · ∇u1
)
ϕA e
− |X|2
2 dv
)
‖yAu1 − 2∇yA · ∇u1‖2. (6.7)
Hence, we derive
(λA+1 − λ1)
∫
Ω
(
yAu1 − 2∇yA · ∇u1
)
ϕA e
− |X|2
2 dv ≤ ‖yAu1 − 2∇yA · ∇u1‖2. (6.8)
Since
n+p∑
A=1
y2A =
n+p∑
A=1
x2A = |X|2,
we infer
n+p∑
A=1
‖yAu1 − 2∇yA · ∇u1‖2
=
n+p∑
A=1
∫
Ω
(
y2Au
2
1 − 4yAu1∇yA · ∇u1 + 4(∇yA · ∇u1)2
)
e−
|X|2
2 dv
=
∫
Ω
(|X|2u21 −∇|X|2 · ∇u21 + 4∇u1 · ∇u1) e− |X|22 dv (6.9)
=
∫
Ω
(|X|2u21 + L|X|2u21 + 4∇u1 · ∇u1) e− |X|22 dv
=
∫
Ω
(2n− |X|2)u21 e−
|X|2
2 dv + 4λ1
≤ (2n− inf
Ω
|X|2)+4λ1.
On the other hand, from the definition of ϕA, we have∫
Ω
(
yAu1 − 2∇yA · ∇u1
)
ϕA e
− |X|2
2 dv =
∫
Ω
∇yA · ∇yAu21 e−
|X|2
2 dv. (6.10)
In fact, by a direct calculation, we have
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∫
Ω
(
yAu1 − 2∇yA · ∇u1
)
ϕA e
− |X|2
2 dv
=
∫
Ω
(
y2Au
2
1 − aAyAu21 + 2aAu1∇yA · ∇u1 − 2yAu1∇yA · ∇u1
)
e−
|X|2
2 dv
=
∫
Ω
(
y2Au
2
1 − aAyAu21 − aALyAu21 +
1
2
Ly2Au21
)
e−
|X|2
2 dv
=
∫
Ω
(
y2Au
2
1 +
1
2
Ly2Au21
)
e−
|X|2
2 dv
=
∫
Ω
∇yA · ∇yAu21 e−
|X|2
2 dv.
For any point p, we choose a new coordinate system X¯ = (x¯1, · · · , x¯n+p) of Rn+p given
by X − X(p) = X¯O such that ( ∂
∂x¯1
)p, · · · , ( ∂∂x¯n )p span TpMn and at p, g
(
∂
∂x¯i
, ∂
∂x¯j
)
= δij,
where O = (oAB) ∈ O(n+ p) is an (n+ p)× (n+ p) orthogonal matrix.
∇yA · ∇yA = g(∇yA,∇yA)
=
n+p∑
B,C=1
qABqACg(∇xB,∇xC)
=
n+p∑
B,C=1
qABqACg(
n+p∑
D=1
oDB∇x¯D,
n+p∑
E=1
oEC∇x¯E)
=
n+p∑
B,C,D,E=1
qABoDBqACoECg(∇x¯D,∇x¯E)
=
n∑
j=1
(n+p∑
B=1
qABojB
)2≤ 1
since OQ is an orthogonal matrix if Q and O are orthogonal matrices, that is, we have
∇yA · ∇yA ≤ 1. (6.11)
Thus, we obtain, from (6.10) and (6.11),
n+p∑
A=1
(λA+1 − λ1)
∫
Ω
(
yAu1 − 2∇yA · ∇u1
)
ϕA e
− |X|2
2 dv
=
n+p∑
A=1
(λA+1 − λ1)
∫
Ω
∇yA · ∇yAu21 e−
|X|2
2 dv
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=
n∑
j=1
(λj+1 − λ1)
∫
Ω
∇yj · ∇yju21 e−
|X|2
2 dv
+
n+p∑
A=n+1
(λA+1 − λ1)
∫
Ω
∇yA · ∇yAu21 e−
|X|2
2 dv
≥
n∑
j=1
(λj+1 − λ1)
∫
Ω
∇yj · ∇yju21 e−
|X|2
2 dv
+
n+p∑
A=n+1
(λn+1 − λ1)
∫
Ω
∇yA · ∇yAu21 e−
|X|2
2 dv
=
n∑
j=1
(λj+1 − λ1)
∫
Ω
∇yj · ∇yju21 e−
|X|2
2 dv
+ (λn+1 − λ1)
∫
Ω
(n−
n∑
j=1
∇yj · ∇yj)u21 e−
|X|2
2 dv
=
n∑
j=1
(λj+1 − λ1)
∫
Ω
∇yj · ∇yju21 e−
|X|2
2 dv
+ (λn+1 − λ1)
∫
Ω
n∑
j=1
(1−∇yj · ∇yj)u21 e−
|X|2
2 dv
≥
n∑
j=1
(λj+1 − λ1). (6.12)
According to (6.8), (6.9) and (6.12), we obtain
n∑
j=1
(λj+1 − λ1) ≤ (2n− inf
Ω
|X|2) + 4λ1.
This completes the proof of Proposition 6.1. unionsqu
Proof of Theorem 6.2. By making use of Proposition 6.1 and the same proof as in the
proof of Theorem 5.2.1, we can prove Theorem 6.2 if one notices to count the number of
eigenvalues from 1.

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Appendix
Table 1: The values of a1(k), a2(k + 1) and a3(k + 1)
k 1 2 3 4 5 6 7 8 9 10
a1(k) ≤ 2.31 2.27 2.2 2.12 2.03 1.94 1.86 1.77 1.69 1.61
a2(k + 1) ≤ 2.62 2.05 2.00 1.96 1.90 1.84 1.77 1.70 1.63 1.56
a3(k + 1) ≤ 2.64 1.84 1.27 0.84 0.48 0.18 -0.07 -0.30 -0.50 -0.68
k 11 12 13 14 15 16 17 18 19 20
a1(k) ≤ 1.53 1.46 1.39 1.32 1.25 1.18 1.12 1.06 1.00 0.94
a2(k + 1) ≤ 1.49 1.42 1.35 1.29 1.22 1.16 1.10 1.04 0.98 0.92
a3(k + 1) ≤ -0.84 -0.99 -1.13 -1.26 -1.37 -1.48 -1.59 -1.68 -1.78 -1.86
k 21 22 23 24 25 26 27 28 29 30
a1(k) ≤ 0.89 0.83 0.78 0.72 0.67 0.62 0.58 0.53 0.48 0.44
a2(k + 1) ≤ 0.87 0.82 0.76 0.71 0.66 0.61 0.57 0.52 0.47 0.43
a3(k + 1) ≤ -1.94 -2.02 -2.10 -2.17 -2.23 -2.30 -2.36 -2.42 -2.47 -2.53
k 31 32 33 34 35 36 37 38 39 40 41
a1(k) ≤ 0.39 0.35 0.31 0.27 0.23 0.19 0.15 0.11 0.07 0.03 -0.00
a2(k + 1) ≤ 0.38 0.34 0.30 0.26 0.22 0.18 0.14 0.10 0.07 0.03 -0.01
a3(k + 1) ≤ -2.58 -2.63 -2.68 -2.72 -2.77 -2.81 -2.85 -2.89 -2.93 -2.97 -3.00
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