Abstract. In this paper we describe a new algorithm for building the suffix array of a string. This task is equivalent to the problem of lexicographically sorting all the suffixes of the input string. Our algorithm is based on a new approach called deep-shallow sorting: we use a "shallow" sorter for the suffixes with a short common prefix, and a "deep" sorter for the suffixes with a long common prefix.
Introduction.
In this paper we consider the problem of computing the suffix array of a text string T [1, n] . This problem consists in sorting the suffixes of T in lexicographic order. The suffix array [24] (or PAT array [10] ) is a simple, easy to code, and elegant data structure used for several fundamental string matching problems involving both linguistic texts and biological data [5] , [13] . Recently, interest in this data structure has been revitalized by its use as a building block for two novel applications: (1) the Burrows-Wheeler compression algorithm [4] , which is a provably [25] and practically [29] effective compression tool; and (2) the construction of succinct [12] , [28] or compressed [8] , [9] , [11] indexes. In these applications the construction of the suffix array is the computational bottleneck both in time and space. This motivated our interest in designing yet another suffix array construction algorithm which is fast and lightweight in the sense that it uses small working space.
The suffix array consists of n integers in the range [1, n] . This means that in principle it uses (n log n) bits of storage. However, in most applications the size of the text is smaller than 2 32 and it is customary to store each integer in a 4 byte word; this yields a total space occupancy of 4n bytes. For what concerns the cost of constructing the suffix array, the theoretically best known algorithms run in (n) time [6] . These algorithms work by first building the suffix tree and then obtaining the sorted suffixes via an in-order traversal of the tree. However, suffix tree construction algorithms are both complex and space consuming since they occupy at least 15n bytes of working space (or even more, depending on the text structure [22] ). This makes their use impractical even for moderately large texts. For this reason, suffix arrays are usually built directly using algorithms which run in O(n log n) time but have a smaller space occupancy. Among these algorithms the current "leader" is the qsufsort algorithm by Larsson and Sadakane [23] . qsufsort uses 8n bytes 4 and it is much faster in practice than the algorithms based on suffix tree construction.
Unfortunately, the size of our documents has grown much more quickly than the main memory of our computers. Thus, it is desirable to build a suffix array using as small space as possible. Recently, Itoh and Tanaka [15] and Seward [30] have proposed two new algorithms which only use 5n bytes. We call these algorithms lightweight algorithms to stress their (relatively) small space occupancy. From the theoretical point of view these algorithms have a (n 2 log n) worst-case time complexity. In practice they are faster than qsufsort when the average LCP (Longest Common Prefix) is small. However, for texts with a large average LCP these algorithms can be slower than qsufsort by a factor of 100 or more.
In this paper we describe and extensively test a new lightweight suffix sorting algorithm. Our main idea is to use a very small amount of extra memory, in addition to 5n bytes, to avoid any degradation in performance when the average LCP is large. To achieve this goal we make use of engineered algorithms and ad hoc data structures. Our algorithm uses 5n + cn bytes, where c can be chosen by the user at run time; in our tests c was at most 0.03. The theoretical worst-case time complexity of our algorithm is still (n 2 log n), but its behavior in practice is quite good. Extensive experiments, carried out on four different architectures, show that our algorithm is faster than any other tested algorithm. Only on a single instance-a single file on a single architecture-was our algorithm outperformed by qsufsort.
Definitions and Previous
Results. Let T [1, n] denote a text over the alphabet . The suffix array [24] (or PAT array [10] ) for T is an array S A [1, n] such that T [S A [1] , n], T [S A [2] , n], etc. is the list of suffixes of T sorted in lexicographic order. For example, for T = babcc then S A = [2, 1, 3, 5, 4] since T [2, 5] = abcc is the suffix with the lowest lexicographic rank, followed by T [1, 5] = babcc, followed by T [3, 5] = bcc and so on. 5 Given two strings v, w we write LCP(v, w) to denote the length of their longest common prefix. The average LCP of a text T is defined as the average length of the LCP between two consecutive suffixes, that is,
The average LCP is a rough measure of the difficulty of sorting the suffixes: if the average LCP is large we need-in principle-to examine "many" characters in order to establish the relative order of two suffixes. Note however that most suffix sorting algorithms do not compare suffixes with a simple character-by-character comparison, thus the average LCP is not the only parameter which plays a role in this problem.
In the rest of the paper we make the following assumptions which correspond to the situation most often faced in practice. We assume | | ≤ 256 and that each alphabet symbol is stored in 1 byte. Hence, the text T [1, n] occupies precisely n bytes. Furthermore, we assume that n ≤ 2 32 and that the starting position of each suffix is stored in a 4 byte word. Hence, the suffix array S A [1, n] occupies precisely 4n bytes. In the following we use the term "lightweight" to denote a suffix sorting algorithm which uses 5n bytes plus some small amount of extra memory (we are intentionally giving an informal definition). Note that 5n bytes are just enough to store the input text T and the suffix array S A. Although we do not claim that 5n bytes are indeed required, we do not know of any algorithm using less space.
To test the suffix array construction algorithms we use the collection of files shown in Table 1 . These files contain different kinds of data in different formats; they also display a wide range of sizes and of average LCPs.
The Larsson-Sadakane qsufsort
Algorithm. The qsufsort algorithm [23] is based on the doubling technique introduced in [18] and first used for the construction of the suffix array in [24] . Given two strings v, w and t > 0 we write v < t w if the length-t prefix of v is lexicographically smaller than the length-t prefix of w. Similarly we define the symbols ≤ t and = t . Let s 1 , s 2 denote two suffixes and assume s 1 = t s 2 (that is, T [s 1 , n] and T [s 2 , n] have a length-t common prefix). Letŝ 1 = s 1 + t denote the suffix T [s 1 + t, n] and similarly letŝ 2 = s 2 + t. The fundamental observation of the doubling 
In other words, we can derive the ≤ 2t order between s 1 and s 2 by looking at the rank of s 1 andŝ 2 in the ≤ t order.
The algorithm qsufsort works in rounds. At the beginning of the ith round the suffixes are already sorted according to the ≤ 2 i ordering. In the ith round the algorithm looks at groups of suffixes sharing the first 2 i characters and sorts them according to the ≤ 2 i+1 ordering using the Bentley-McIlroy ternary quicksort [1] . Because of (1) each comparison in the quicksort algorithm takes O(1) time. After at most log n rounds all the suffixes are sorted. Thanks to a very clever data organization qsufsort only uses 8n bytes. Even more surprisingly, the whole algorithm fits in two pages of clean and elegant C code.
The experiments reported in [23] show that qsufsort outperforms other suffix sorting algorithms based on either the doubling technique or the suffix tree construction. The only algorithm which runs faster than qsufsort, but only for files with average LCP less than 20, is the Bentley-Sedgewick multikey quicksort [2] . Multikey quicksort is a direct comparison algorithm since it considers the suffixes as ordinary strings and sorts them via a character-by-character comparison without taking advantage of their special structure. In this paper we did not consider multikey quicksort since it is well known that it is inefficient when the average LCP is large. However, for inputs with a small average LCP it is one of the fastest algorithms: see [21] for an efficient suffix sorting algorithm based on multikey quicksort. Type B suffixes are sorted using textbook string sorting algorithms: in their implementation the authors use MSD radix sort [27] for sorting large groups of suffixes, Bentley-Sedgewick multikey quicksort for medium size groups, and insertion sort for small groups. Summing up, two-stage can be considered an "advanced" direct compar-ison algorithm since Type B suffixes are sorted by direct comparison whereas Type A suffixes are sorted by a much faster procedure which takes advantage of the special structure of the suffixes.
In [15] the authors compare two-stage with three direct-comparison algorithms (quicksort, multikey quicksort, and MSD radix sort) and with an earlier version of qsufsort. two-stage turns out to be roughly four times faster than quicksort and MSD radix sort, and from two to three times faster than multikey quicksort and qsufsort. However, the files used for the experiments have an average LCP of at most 31, and we know that the advantage of doubling algorithms (like qsufsort) with respect to direct comparison algorithms becomes apparent for much larger average LCPs. Some improvements to algorithm two-stage have been recently described in [16] . Although these improvements are based on some interesting algorithmic ideas, we do not describe them here since they lead to an algorithm which is not lightweight-its space requirement being 9n bytes. Using counting sort, copy initially sorts the array S A according to the ≤ 2 ordering. As before we use the term bucket to denote the contiguous portion of S A containing a set of suffixes sharing the same first character. We use the term sub-bucket to denote the contiguous portion of S A containing suffixes sharing the first two characters. There are | | buckets, each one consisting of | | sub-buckets. One or more (sub-)buckets can be empty. In the following we use the symbol B α to denote the bucket containing the suffixes starting with character α, and we use the symbol b αβ to denote the sub-bucket containing the suffixes starting with the character-pair αβ.
copy sorts the buckets one at a time starting with the one containing the fewest suffixes, and proceeding up to the largest one. Assume for simplicity that = {a, b, . . . , z}. To sort a bucket, say B p , copy sorts the sub-buckets b pa , b pb , . . . , b pz individually. The crucial point of algorithm copy is that when bucket B p is completely sorted, with a simple pass over it copy sorts all the sub-buckets b ap , b bp , . . . , b zp . These sub-buckets are marked as sorted and copy skips them when their "parent" bucket is sorted. In other words, assuming B a is sorted after B p , when we sort B a we skip b ap and any other already sorted sub-bucket within B a .
As a further improvement, Seward shows that even the sorting of the sub-bucket b pp can be avoided since its ordering can be derived from the ordering of the sub-buckets b pa , . . . , b po and b pq , . . . , b pz . This trick, first suggested in [4] , is extremely effective when working on files containing long runs of identical characters.
Algorithm copy sorts the sub-buckets using the Bentley-McIlroy ternary quicksort. During this sorting the suffixes are considered atomic, that is, each comparison consists of the scanning of two entire suffixes. The standard trick of sorting the largest side of the partition last and eliminating tail recursion ensures that the amount of space required by the recursion stack grows, in the worst case, logarithmically with the size of the input text.
In [30] Seward compares a tuned implementation of copy with the qsufsort algorithm on a set of files with average LCP up to 400. In these tests copy outperforms qsufsort for all files but one. However, Seward reports that copy is much slower than qsufsort when the average LCP exceeds 1000, and for this reason he suggests the use of qsufsort as a fallback in that case. In the experiments reported in [30] , copy was faster than qsufsort and cache for files with small average LCP (up to 30). cache was the fastest algorithm for files with large average LCP, and qsufsort was the fastest only for a single file with an average LCP of 33.77. However, in the experiments of [30] the input files were split in blocks of size 10 6 bytes, and the maximum average LCP was 383.17; this explains the relatively poor performance of qsufsort which is efficient when the average LCP is large.
Algorithm cache as described above uses 7n bytes: 5n for T and S A plus 2n for R. Since we are interested in lightweight algorithms we have modified it in order to reduce its space occupancy to 6n bytes. This has been achieved by defining R [1, n] as an array of eight bit integers. Clearly, this reduces the effectiveness of R: now we can only store the eight most significant bits of the ranks, and therefore ties are more likely when we compare the values stored in R. To compensate for this, we store in R ranks relative to the sub-buckets. Hence, as soon as the sub-bucket
. In the following we write cache 6n to denote this modified cache algorithm.
Preliminary Experimental Results.
We have tested the three algorithms qsufsort, copy, and cache 6n (our space economical version of cache) on our suite of test files (see Table 1 ). We have used two machines with different architectures: a 1000 MHz Pentium III with 256 KB L2 cache, and a 933 MHz PowerPC G4 with 256 KB L2 cache and 2 Mb L3 cache (the L3 cache runs at half the processor speed). The results of our experiments are reported in the top three rows of Table 2 for the Pentium and Table 3 for the PowerPC. The same data are represented as histograms in Figure 1 . Note that the test files are ordered by increasing average LCP. Concerning the relative performances of the three algorithms our results are in accordance with Seward's observations reported in [30] . copy is faster than qsufsort when the average LCP is small, and it is slower when the average LCP is large. cache 6n is faster than qsufsort roughly half of the times but there is no clear relationship between their relative speed and the average LCP of the input files. If we compare the data in Tables 2 and 3 we see that all algorithms run faster on the Pentium than on the PowerPC with the exception of algorithm copy on the files with the largest average LCP. This is again in accordance with Seward's analysis of the algorithms qsufsort, copy, and cache. In Section 5.3 of [30] Seward has shown that qsufsort does many random accesses to the memory and therefore does not fully benefit from the processor cache. This is true, to a lesser extent, also for cache; whereas copy was the algorithm generating the smallest number of cache misses. Thus, it is to be expected that copy benefits of the large L3 cache of the PowerPC; and indeed the phenomenon is more noticeable when the average LCP is large, since in this case most of the work of copy consists in comparing pairs of suffixes by means of sequential scans.
The data in Tables 2 and 3 also show that the hardness of building the suffix array does not depend on the average LCP and file size alone. For example, the file reuters has an average LCP smaller than linux and roughly the same size. Nevertheless, building the suffix array for reuters takes more time for all algorithms. On the PowerPC, building the suffix array for reuters with qsufsort and cache 6n takes more time than for the file w3c which has an average LCP 150 times larger.
Another phenomenon worth mentioning is the behavior of copy and cache 6n on the files gcc and w3c. w3c is 20% larger than gcc and its average LCP is five times larger. Surprisingly, building the suffix array for gcc seems to be a more difficult task for copy and cache 6n; for cache 6n the running time for gcc is more than ten times larger than the time taken on w3c (note that in Figure 1 the histograms for copy and cache 6n on gcc have been truncated). A few experiments have shown that the performances of copy and cache 6n on gcc can be improved using a better pivot selection strategy in the Bentley-McIlroy ternary quicksort (which is used to sort the sub-buckets). However, we have not been able to disclose this apparently counterintuitive behavior fully. 6 Note that qsufsort shows the expected behavior: its running time for gcc is roughly half the running time for w3c. Summing up, the data in Tables 2 and 3 show that qsufsort is a very fast and robust algorithm. Its only downside is that it uses 8n space. cache 6n-which only uses 6n space-is also quite fast, but its behavior on gcc suggests that it is not as robust as qsufsort. Finally, if we are tight on space and we are forced to use copy we must be prepared to wait a long time for files with a large average LCP: for gcc and w3c copy is 100-150 times slower than qsufsort.
In the next section we describe a new lightweight algorithm which retains the nice features of copy-small space occupancy and good performance for files with moderate average LCP-without suffering from a significant slowdown when the average LCP is large.
Our Contribution:
Deep-Shallow Suffix Sorting. Our starting point for the design of an efficient lightweight suffix array construction algorithm is Seward's copy algorithm. Within this algorithm we replace the procedure used for sorting the sub-buckets, i.e., the groups of suffixes having the first two characters in common. Instead of using the Bentley-McIlroy ternary quicksort we use a more sophisticated technique. We sort the sub-buckets using the Bentley-Sedgewick multikey quicksort, stopping the recursion when we reach a predefined depth L, that is, when we have to sort a group of suffixes with a length-L common prefix. At this point we switch to a different string sorting algorithm (to be described next). This approach has several advantages:
1. it provides a simple and efficient means to detect the groups of suffixes with a long common prefix; 2. because of the limit L, the size of the recursion stack is bounded by a predefined constant which is independent of the size of the input text and can be tuned by the user; 3. if the suffixes in the sub-bucket have common prefixes which never exceed L, their sorting is done by multikey quicksort which is an extremely efficient string sorting algorithm when the average LCP is small (see the last paragraph of Section 2.1).
We call this approach deep-shallow suffix sorting since we mix an algorithm for sorting suffixes with short LCP (shallow sorter) with an algorithm (actually more than one, as we shall see) for sorting suffixes with long LCP (deep sorter). In the next sections we describe several deep sorting strategies, that is, algorithms for sorting suffixes having a common prefix longer than L.
Blind Sorting.
Let s 1 , s 2 , . . . , s m denote a group of m suffixes with a length-L common prefix that we need to deep sort. If m is small (we discuss later what this means) we sort them using an algorithm, called blind sort, which is based on the blind trie data structure introduced in Section 2.1 of [7] (see Figure 2) . Blind sorting simply consists of inserting the strings s 1 , . . . , s m one at a time in an initially empty blind trie; then we traverse the trie from left to right thus obtaining the strings sorted in lexicographic order. Obviously in the construction of the trie we ignore the first L characters of each suffix since we know that they are identical. The insertion of string s i in the trie consists of a first phase in which we scan s i and simultaneously traverse the trie top-down until we reach a leaf . Then we compare s i with the string, say s j , associated to leaf and we determine the length of their common prefix. This length and the mismatching character allow us to identify the position in the trie where the new leaf corresponding to s i has to be inserted (see [7] for details). The crucial point of the algorithm is that for the insertion of s i in the trie the only operations involving the suffixes s 1 , . . . , s i are: 7 1. a sequential access to s i during the traversal of the trie, and 2. the sequential scan of s i and s j during their comparison. Thus, our algorithm sorts the suffixes using only "cache-friendly" sequential string scans. Note that we are neglecting in this analysis the cost of trie traversal because the trie is small, since m is chosen to be small, and thus the cost of suffix comparisons dominates the cost of trie percolation.
We point also out that the string-based Bentley-McIlroy ternary quicksort algorithm, used within copy, sorts the suffixes by means of sequential scans. However, ternary quicksort executes on average (m log m) sequential scans, whereas our blind sorting algorithm executes only (m) sequential accesses to the suffixes. This improvement over ternary quicksort is paid for in terms of the extra memory required for storing the trie data structure. This means that we cannot use blind sorting for an arbitrarily large group of suffixes.
Our implementation of blind sort uses at most 36m bytes of memory. We use it when the number of suffixes to be sorted is less than B = n/2000. With this choice the space overhead of using blind sort is at most 9n/500 bytes. If the text is 100 Mb long, this overhead is 1.8 Mb which should be compared with the 500 Mb required by the text and the suffix array. 8 If the number of suffixes to be sorted is larger than B = n/2000, we sort them using the Bentley-McIlroy ternary quicksort. However, with respect to the ternary quicksort algorithm used by copy for sorting the sub-buckets, we introduce the following two improvements:
1. As soon as we are working with a group of suffixes smaller than B we stop the recursion and we sort them using blind sort. 2. During each ternary quicksort partitioning phase, we compute L S (resp. L L ) which is the LCP between the pivot and the strings which are lexicographically smaller (resp. larger) than the pivot. When we sort the strings which are smaller (resp. larger) than the pivot, we can skip the first L S (resp. L L ) characters since we know they constitute a common prefix.
We call ds0 the suffix sorting algorithm which uses multikey quicksort up to depth L and then switches to the blind-sort/ternary-quicksort combination described above. The performance of ds0 is reported in Tables 2 and 3 for several values of the parameter L.
We can see that ds0 is faster than qsufsort and cache 6n on chr22 and on the five files with the smallest average LCP. We can also see that ds0 is always faster than copy and that for the file gcc ds0 achieves a tenfold running time reduction. This is certainly a good start. We now show how to reduce the running time further by taking advantage of the fact that the strings we are sorting are all suffixes of the same text.
Induced Sorting.
One of the nice features of the algorithms two-stage, copy, and cache 6n is that some of the suffixes are not sorted by direct comparison: their relative order is derived in constant time from the ordering of other suffixes which have already been sorted. We use a generalization of this technique in the deep-sorting phase of our algorithm.
Assume we need to sort the suffixes s 1 , . . . , s m which have a length-L common prefix. We scan the first L characters of s 1 looking at each pair of consecutive characters, namely
As soon as we find a pair of characters, say αβ, belonging to an already sorted sub-bucket b αβ , we derive the ordering of s 1 , . . . , s m from the ordering of b αβ as follows.
Let The effectiveness of the above procedure depends on how many suffixes are scanned at Step 3-is before all the suffixes corresponding to s 1 , . . . , s m are found and marked. We expect that this number is small since, as we already observed, the suffixes corresponding to s 1 , . . . , s m are expected to be close to each other in b αβ .
Obviously there is no guarantee that in the length-L common prefix of s 1 , . . . , s m there is a pair of characters belonging to an already sorted sub-bucket. In this case we cannot use induced sorting and we resort to the blind-sort/quicksort combination.
We call ds1 the algorithm which uses induced sorting and we report its performance for several values of L in Tables 2 and 3 . ds1 appears to be slightly slower than ds0 for files with small average LCP but it is clearly faster for the files with large average LCP: for w3c it is more than ten times faster. We can see that ds1 with L = 2000 runs faster than qsufsort and cache 6n for all files except gcc and w3c.
3.3. Anchor Sorting. Profiling shows that the most costly operation of induced sorting is the scanning of the sub-bucket b αβ to search for the position of suffixŝ (Step 2-is above). We show how to avoid this operation using a small amount of extra memory. We partition the text T [1, n] Note that the arrays Offset and Anchor provide a sort of partial inverse of the (already computed portion of the) suffix array. In this sense they are similar to the array R[·] used by cache and cache 6n which stores the most significant bits of the ranks of the already sorted suffixes.
The use of the arrays Anchor [·] and Offset [·] within induced sorting is fairly simple. Assume that we need to sort the suffixes s 1 , . . . , s m which have a length-L common prefix. For j = 1, . . . , m, let z j denote the segment containing the starting position of s j . Ifs z j (that is, the leftmost already sorted suffix in segment z j ) starts within the first L characters of s j (that is, s j <s z j < s j + L), then we can sort s 1 , . . . , s m using the induced sorting algorithm described in the previous section. However, we can now skip
Step 2-is since the position ofs z j within its sub-bucket is stored in Anchor[z j ].
Obviously it is possible that, for some j,s z j does not exist or cannot be used because it precedes s j or follows s j + L. However, since the suffixes s 1 , . . . , s m usually belong to different segments, we have m possible candidates. In our implementation, among the available sorted suffixess z j 's, we use the one whose starting position is closest to the corresponding s j , that is, we choose j which minimizess z j − s j > 0. This choice helps
Step 3-is of the induced sorting since-using the notation of Step 3-is-it maximizes L − t and thus minimizes the number of suffixes s such that the suffix starting at
is not in the set s 1 , . . . , s m . If, for j = 1, . . . , m,s z j does not exist or cannot be used, then we resort to the blind-sort/quicksort combination.
For updating the arrays Offset and Anchor we use the following strategy. The straightforward approach is to update them each time we complete the sorting of a sub-bucket. Instead we update them at the end of each call to deep sorting, that is, each time we complete the sorting of a set of suffixes which share a length-L common prefix. This approach has a twofold advantage:
• Updates are done only when we have useful data. As an example, if a sub-bucket is sorted by shallow sorting alone, that is, all suffixes differ within the first L characters, the suffixes in that small bucket are not used to update Offset and Anchor. The rationale is that these suffixes are not very useful for induced sorting. It is easy to see that they can be used only for determining the ordering of suffixes which differ within the first d + L characters while we know that induced sorting is advantageous only when used for suffixes which have a very long common prefix. Concerning the space occupancy of anchor sorting, we observe that in Offset[i ] we can store the distance between the beginning of the ith segment and the leftmost sorted suffix in the segment. Hence Offset[i ] is always smaller than the segment length d. If we take d < 2 16 we can store the array Offset in 2n/d bytes. Since each entry of Anchor requires 4 bytes, the overall space occupancy is 6n/d bytes. In our tests d was at least 500 which yields an overhead of 6n/500 bytes. If we add the 9n/500 bytes required by blind sorting with B = n/2000, we get a maximum overhead of at most 3n/100 bytes. Hence, for a 100 Mb text the overhead is at most 3 Mb, which we consider a "small" amount compared with the 500 Mb used by the text and the suffix array.
In Tables 2 and 3 we report the running time of anchor sorting-under the name ds2-for d ranging from 500 to 5000 and L = d + 50. In Table 4 we report the running time of qsufsort, cache 6n, and ds2 on an Athlon XP and a Pentium 4. A first observation is that decreasing the parameter d (that is, increasing the number of anchors) within ds2 does not always yield a reduction of the running time. Indeed, for the file sprot the best results are obtained for d = 5000; for the files rfc, reuters, and w3c the best results are obtained for d = 1000; for the other files the fastest algorithm is the one with d = 500. Note that there is not an obvious relationship between the optimal value of d and the average LCP of the input file. This behavior has been confirmed by some additional experiments: for example, using d = 200 we get a 20% reduction in the running time for jdk13 but for the other files the running times are very close to those obtained for d = 500.
To compare ds2 with the other algorithms, in addition to the data in Tables 2-4 , in Figure 3 we show a graphical comparison of the running times of qsufsort, cache 6n, and ds2 with d = 500 on the four different architectures used in our tests. We can see that for the files with moderate average LCP ds2 with d = 500 is significantly faster than copy and cache 6n and roughly twice as fast as qsufsort. For the files with a large average LCP, ds2 is always faster than cache 6n and it is faster than qsufsort for all files except gcc. For gcc ds2 is faster than qsufsort on the Pentium 4 and slower on the Pentium III; on the PowerPC and the Athlon the two algorithms have roughly the same speed.
A comment on the performance on the Pentium 4 is in order. We can see that most of the times the 1700 MHz Pentium 4 is significantly slower than the 1000 MHz Pentium III. Remarkable exceptions are cache 6n on gcc and ds2 on gcc and w3c for which the Pentium 4 is clearly faster. These data show once more that the architectures of modern CPUs can have significant and unexpected impacts on the execution speed of the different algorithms. 10 In order to have a different perspective on the performances of ds2, in Figure 4 we report the ratios between the running times of ds2 and qsufsort on the four different machines used in our tests. These ratios represent the reduction in running time achieved by ds2 over qsufsort. We observe that for all files except gcc the ratios for the Pentium III and the Athlon are quite close. We can also see that-for all files except chr22-the smallest ratios are achieved on the PowerPC and the Pentium 4. This means that ds2 is "more efficient" than qsufsort on these architectures; however, the difference is not marked and does not appear to be related to the average LCP of the input files. Overall, the data reported in this section show the validity of our deep-shallow suffix sorting approach. We have been able to improve the already impressive performances of copy and cache 6n for files with moderate average LCP. At the same time we have avoided any significant degradation in performances for files with large average LCP: we are faster than any other algorithm with the only exception of the file gcc on the Pentium 3. We stress that this improvement in terms of running time has been achieved with a simultaneous reduction of the space occupancy. ds2 with d = 500 uses 5.03n space, cache 6n uses 6n space, and qsufsort uses 8n space.
Concluding Remarks.
In this paper we have presented a lightweight algorithm for building the suffix array of a text T [1, n] . We have been motivated by the observation that the major drawback of most suffix array construction algorithms is their large space occupancy. Our algorithm uses 5.03n bytes and is faster than any other tested algorithm. Only on a single file on a single machine is our algorithm outperformed by qsufsort, which however uses 8n bytes.
The C source code of all algorithms described in this paper, and the complete collection of test files, are publicly available on the web [26] . For our lightweight suffix sorting algorithm we provide a simple API which makes the construction of the suffix array as simple as calling two C procedures.
Finally, we point out that suffix sorting is a very active area of research. All algorithms described in this paper are less than 4 years old and new ones are under development. During the review of this paper some (n) time suffix sorting algorithms not based on the suffix tree have appeared in the literature [14] , [17] , [19] , [20] . At the moment it is too early to evaluate their practical impact, although their engineering and experimental evaluation is certainly a worthwhile research goal. Also during the review of this paper, a new lightweight suffix sorting algorithm has been proposed by Burkhardt and Kärkkäinen [3] . This new algorithm runs in O(n log n) time in the worst case and uses O(n/ √ log n) space in addition to the input text and the suffix array. Preliminary experimental results reported in Section 7 of [3] show that on real-world files this algorithm is roughly three times slower than ds2 and uses 17% more space; however, its O(n log n) worst-case running time makes it an attractive option thus deserving further investigation. Finally, we know of a new suffix sorting algorithm [31] which, like qsufsort, uses 8n space and runs in O(n log n) time in the worst case. Preliminary tests show that this new algorithm is roughly two times faster than qsufsort and slightly faster than ds2 [31] .
