Abstract. Physical attacks on cryptographic implementations and devices have become crucial. In this context a recent line of research on a new class of side-channel attacks, called memory attacks, has received increasingly more attention. These attacks allow an adversary to measure a significant fraction of secret key bits directly from memory, independent of any computational side-channels.
Introduction
Modern cryptography provides a variety of tools and methodologies to analyze and to prove the security of cryptographic schemes such as in [7, 8, 6, 9] . These proofs always start from a particular setting with a well-defined adversary model and security notion. The vast majority of these proofs assume a black box model: the attacker knows all details of the used algorithms and protocols but has no knowledge of or access to the secrets of the participants, nor can he observe any internal computations. The idealized model allows one to derive security guarantees and gain valuable insights.
However, as soon as this basic assumption fails most security guarantees are off and a new open field of study arises. In cryptographic implementations longterm secret keys are typically stored by configuring a non-volatile memory such as ROM, EEPROM, flash, anti-fuses, poly or e-fuses into a particular state. Computations on these secrets are performed by driving electrical signals from one register to the next and transforming them using combinatorial circuits consisting of digital gates. Side-channel attacks pick up physically leaked keydependent information from internal computations, e.g. by observing consumed power [27] or emitted radiation [1] , making many straightforward algorithms and implementations insecure. It is clear that from an electronic hardware point of view, security is viewed differently, see e.g. [30, 49, 48, 44] .
Even when no computation is performed, stored secret bits may leak. For instance, in [43] it was shown that data can be recovered from flash memory even after a number of erasures. By decapsulating the chip and using scanning electron microscopes or transmission electron microscopes the states of anti-fuses and flash can be made visible. Similarly, a typical computer memory is not erased when its power is turned off giving rise to so-called cold-boot attacks [22] . More radical approaches such as opening up an integrated circuit and probing metal wires or scanning non-volatile memories with advanced microscopes or lasers generally lead to a security breach of an algorithm, often immediately revealing an internally stored secret [43] .
Given this observation, it becomes natural to investigate security models with the basic assumption: memory leaks information on the secret key. Consequently, a recently started line of work has investigated the use of new cryptographic primitives that are less vulnerable to leakage of key bits [2, 36] . These works establish security by adapting public-key algorithms to remain secure even after leaking a limited number of key bits. However, no security guarantees can be given when the leakage exceeds a certain threshold, e.g. when the whole nonvolatile memory is compromised. Furthermore, they do not provide a solution for the traditional settings, e.g. for securing symmetric encryption schemes.
Here we explore an alternative approach: Instead of making another attempt to solve the problem in an algorithmic manner, we base our solution on a new physical primitive. So-called Physically Unclonable Functions (PUFs) provide a new cryptographic primitive able to store secrets in a non-volatile but highly secure manner. When embedded into an integrated circuit, PUFs are able to use the deep submicron physical uniqueness of the device as a source of randomness [15, 14, 20, 47] . Since this randomness stems from the uncontrollable subtleties of the manufacturing process, rather than from hard-wired bits, it is practically infeasible to externally measure these values during a physical attack. Moreover, any attempt to open up the PUF in order to observe its internals will with overwhelming probability alter these variables and change or even destroy the PUF [47] .
In this paper, we take advantage of the useful properties of PUFs to build an encryption scheme resilient against memory leakage adversaries as defined in [2] . We construct a block cipher that explicitly makes use of the algorithmic and physical properties of PUFs to protect against physical and algorithmic attacks at the same time. Other protection mechanisms against physical attacks require either additional algorithmic effort, e.g. [24, 34, 45, 39] , on the schemes or separate (possibly expensive) hardware measures.
Our encryption scheme can particularly be used for applications such as secure storage of data on untrusted storage (e.g., harddisk) where (i) no storage of secrets for encryption/decryption is needed and keys are only re-generated when needed, (ii) copying the token is infeasible (unclonability), (iii) temporary unauthorized access to the token will reveal data to the adversary but not the key, or (iv) no non-volatile memory is available.
Contribution. Our contributions are as follows:
A new cryptographic primitive: PUF-PRF. We place the PUFs at the core of a pseudorandom function (PRF) construction that meets well-defined properties. We provide a formal model for this new primitive that we refer to as PUFPRFs. PRFs [19] are fundamental primitives in cryptography and have many applications, e.g. see [18, 32, 33] .
A PUF-PRF-based provably secure block cipher. One problem with our PUF-PRF construction is that it requires some additional helper data that inevitably leaks some internal information. Hence, PUF-PRFs cannot serve as a direct replacement for PRFs. However, we present a provably secure block cipher based on PUF-PRFs that remains secure despite the information leakage. Furthermore, no secret key needs to be stored, protecting the scheme against memory leakage attacks. The tight integration of PUF-PRFs into the cryptographic construction improves the tamper-resilience of the overall design. Any attempt at accessing the internals of the device will result in a change of the PUF-PRF. Hence, no costly error detection networks or alternative anti-tampering technologies are needed. The unclonability and tamper-resilience properties of the underlying PUFs allow for elegant and cost-effective solutions to specific applications such as software protection or device encryption.
An improved and practical PUF-PRF construction.
Although the information leakage through helper data is unavoidable in the general case, the concrete case might allow for more efficient and secure constructions. We introduce SRAMPRFs, based on so-called SRAM PUFs, which are similar to the general PUFPRFs but where it can be shown that no information is leaked through the helper data if run in an appropriate mode of operation. Hence, SRAM-PRFs are in all practical views a physical realization of expanding PRFs.
Organization. This paper is organized as follows. First, we give an overview of related work in Section 2. In Section 3, we define and justify the considered attacker model. In Section 4, we introduce a formal model for PUFs. Based on this, we define in Section 5 a new cryptographic primitive, termed PUF-PRFs. Furthermore, we present a provably secure block cipher based on PUF-PRFs that is secure despite the information leakage through helper data. In Section 6, we explain for the concrete case of SRAM PUFs an improved construction that shares the same benefits like general PUF-PRFs but where it can be argued that the helper data does not leak any information. Finally, in Section 7 we present the conclusions.
Related Work
In recent years numerous results in the field of physical attacks emerged showing that the classical black box model is overly optimistic, see e.g. [42, 43, 3, 28, 27] . Due to a number of physical leakage channels, the adversary often learns (part of) a stored secret or is able to observe some intermediate results of the private computations. These observations give him a powerful advantage that often breaks the security of the entire scheme. To cope with this reality, a number of new theoretic adversary models were proposed, incorporating possible physical leakage of this kind. Ishai et al. [24] [34] investigate the situation where only computation leaks information while assuming leak-proof secret storages. Recently, Pietrzak [13, 39] and Standaert et al. [45] put forward some new models and constructions taking physical side-channel leakage into account.
Complementary to the computation leakage attacks, another line of work explored memory leakage attacks: an adversary learns a fraction of a stored secret [2, 36] . In [2] Akavia et al introduced a more realistic model that considers the security against a wide class of side-channel attacks when a function of the secret key bits is leaked. Akavia et al further showed that Regev's lattice-based scheme [41] is resilient to key leakage. More recently Naor et al [36] proposed a generic construction for a public-key encryption scheme that is resilient to key leakage. Although all these papers present strong results from a theoretical security point of view, they are often much too expensive to implement on an integrated circuit (IC), e.g. the size of private circuits in [24] blows up with O(n 2 ) where n denotes the number of probings by the adversary. Moreover, almost all of these proposals make use of public-key crypto primitives, which introduce a significant overhead in systems where symmetric encryption is desired for improved efficiency.
Besides the information leakage attacks mentioned above, another important field of studies are tampering attacks. Numerous countermeasures have been discussed, e.g., use of a protective coating layer [40] or the application of error detection codes (EDCs) [25, 16] . Observe that limitations and benefits of tamperproof hardware have likewise been theoretically investigated in a series of works [17, 26, 35, 10] .
Memory Attacks
In this work we consider an extension of memory attacks as introduced by Akavia et. al. [2] where the attacker can extract a bounded number of bits of a stored secret. The model allows for covering a large variety of different memory attacks, e.g., cold boot attacks described in [22] . However, this general model might not adequately capture certain concrete scenarios. For example, feature sizes on ICs have shrunk to nanometer levels and probing such fine metal wires is even for high-end IC manufacturers a difficult task. During a cryptographic computation a secret state is (temporarily) stored in volatile memory (e.g. in registers and flip-flops). In a typical IC, these structures are relatively small compared to the rest of the circuit, making them very hard to locate and scan properly. Thus, applying these attacks is usually significantly physically more involved for the case of embedded ICs than for the non-embedded PC setting where additional measures to access the memory exist, e.g., through software and networks.
On the other hand, storing long-term secrets, such as private keys, requires non-volatile memory, i.e. memory that sustains its state while the embedding device is powered off. Implementation details of such memories like ROM, EEP-ROM, flash, anti-fuses, poly or e-fuses and recent results on physical attacks such as [43] indicate that physically attacking non-volatile memory is much easier than attacking register files or probing internal busses on recent ICs, making non-volatile memory effectively the weak link in many security implementations.
Motivated by these observations, we consider the following attacker model in this work:
Definition 1 (Non-volatile Memory Attacker). Let α : AE → AE be a function with α(n) ≤ n for all n ∈ AE, and let S be a secret stored in non-volatile memory. A α-non-volatile memory attacker can access an oracle O that takes as input adaptively chosen a polynomial-size circuits h i and outputs h i (S) under the condition that the total number of bits that A gets as a result of oracle queries is at most α(|S|).
The attacker is called a full non-volatile memory attacker if α = id, that is the attacker can extract the whole content of the non-volatile memory.
Obviously, protection against full non-volatile memory attackers is only possible if no long-term secrets are stored within non-volatile memory. One obvious approach is to require a user password before each invocation. However, this reduces usability and is probably subject to password attacks. In this paper, we use another approach and make use of a physical primitive called Physically Unclonable Function (PUF). PUFs allow to intrinsicly store permanent secrets which are, according to current state of knowledge, not accessible to a non-volatile attacker.
Physically Unclonable Functions
In this section, we introduce a formal model for Physically Unclonable Functions (PUFs). We start with some basic definitions. For a probability distribution D, the expression x ← D denotes the event that x has been sampled according to D. For a set S, x * ← S means that x has been sampled uniformly random from S. For m ≥ 1, we denote by U m the uniform distribution on {0, 1} m . The min-entropy
. Min-entropy can be viewed as the "worst-case" entropy in a random variable sampled according to D [11] and specifies how many nearly uniform random bits can be extracted from it.
A distinguisher D is a ( In a nutshell, PUFs are physical mechanisms that accept challenges and return responses, that is behaving like functions. The main properties of PUFs that are important in the context of cryptographic applications are noise (same challenge can lead to different (but close) responses), non-uniform distribution (the distribution of the responses is usually non-uniform), independence (two different PUFs show completely independent behavior), unclonability (no efficient process is known that allows for physically cloning PUFs), and tamper evidence (physically tampering with a PUF will most likely destroy its physical structure, making it unusable, or turn it into a new PUF). We want to emphasize that the properties above are of a physical nature and hence are very hard to prove in the rigorous mathematical sense. However, they are based on experiments conducted worldwide and reflect the current assumptions and observations regarding PUFs, e.g., see [47] . We first provide a formal definition for noisy functions before we give a definition for PUFs. A number of constructions for PUFs have been implemented and most of them have been experimentally verified to meet the properties of this theoretical definition. For more details we refer to the literature, e.g. [47, 20, 29, 31, 46] . One important observation we make is that a number of PUF implementations can be efficiently implemented on an integrated circuit, e.g. SRAM PUFs [20] . Their challenge-response behavior can hence be easily integrated with a chip's digital functionality.
Definition 2 (Noisy functions). For three positive integers
Remark 1. Due to their physical properties, PUFs became an interesting building block for protecting against full non-volatile memory attackers. The basic idea is to use a PUF for implicitly storing a secret: instead of putting a secret directly into non-volatile memory, it is derived from the PUF responses during run time [20, 21] .
Encrypting with PUFs: A Theoretical Construction
In the previous section, we explained how to use PUFs for protecting any cryptographic scheme against full non-volatile memory attackers (see Remark 1). In the remainder of the paper, we go one step further and explore how to use PUFs for protecting against algorithmic attackers in addition. For this purpose, we discuss how to use PUFs as a source of reproducible pseudorandomness. This approach is motivated by the observation that certain PUFs behave to some extent like unpredictable functions. This will allow for constructing (somewhat weaker) physical instantiations of (weak) pseudorandom functions.
PUF-(w)PRFs
Pseudorandom functions (PRFs) [19] are important cryptographic primitives with various applications (see, e.g., [18, 32, 33] ). We recall their defininition. Remark 2. This definition differs in several aspects slightly from the original definition of pseudorandom functions, e.g., [5, 4] . First, specifying the output distributionD allows for covering families of functions which have a non-uniform output distribution, e.g., PUFs. The original case, as stated in the definition, is
Definition 4 ((Weak) Pseudorandom Functions
Second, the requirement of pairwise distinct inputs x i has been introduced to deal with noisy functions where the same input can lead to different outputs. By disallowing multiple queries on the same input, we do not need to model the noise distribution, which is sometimes hard to characterize in practice. Furthermore, in the case of non-noisy (weak) pseudorandom functions, an attacker gains no advantage by querying the same input more than once. Hence, the requirement does not limit the attacker in the non-noisy case.
Observe that the "non-uniform output and independence" assumption on PUFs (as defined in Definition 3) does not automatically imply (weak) pseudorandomness. The first considers the unpredictability of the response to a specific challenge after making queries to several different PUFs while the latter considers the unpredictability of the response to a challenge after making queries to the same PUF.
Obviously, the main obstacle is to convert noisy non-uniform inputs into reliably reproducible, uniformly distributed random strings. For this purpose, we make use of an established tool in cryptography, i.e. fuzzy extractors (FE) [12] : 
PUFs are most commonly used in combination with fuzzy extractor constructions based on error-correcting codes and universal hash functions. In this case, the helper data consists of a code-offset, which is of the same length as the PUF output, and the seed for the hash function, which is in the order of 100 bits and can often be reused for all outputs. 
Theorem 1 (Pseudorandomness of PUF-FE-composition). Let
-(z i , ω i ) = Gen(Π(x i )) where Π * ← P -(z i , ω i ) where z i ← U n , (z i , ω i ) = Gen(Π(x i ))
Definition 6 (PUF-(w)PRFs). Consider a family of (weakly)-pseudorandom PUFs P and a fuzzy extractor E = (Gen, Rep) (where the parameters are as described in Theorem 1). A family of PUF-(w)PRFs is a set of pairs of randomized procedures, called generation and reproduction. The generation function Gen • Π for some PUF Π ∈ P takes as input
* as input and reproduces the value z = Rep(Π(x), ω x ).
Theorem 1 actually shows that PUF-(w)PRFs and "traditional" (w)PRFs have in common that (part of) the output cannot be distinguished from uniformly random values. One might be tempted to plug in PUF-(w)PRFs wherever PRFs are required. Unfortunately, things are not that simple since the information saved in the helper data is also needed for correct execution. It is a known fact that the helper data of a fuzzy extractor always leaks some information about the input, e.g., see [23] . Hence, extra attention must be paid when deploying PUF-PRFs in cryptographic schemes. In the following section, we describe an encryption scheme that achieves real-or-random security although the helper data is made public.
A Luby-Rackoff Cipher Based on PUF-wPRFs
A straightforward approach for using PUF-wPRFs against full non-volatile memory attackers would be to use them for key derivation where the key is afterwards used in some encryption scheme. However, in this construction PUFwPRFs would ensure security against non-volatile memory attackers only while the security of the encryption scheme would need to be shown separately. In the following, we present a construction that simultaneously protects against algorithmic and physical attacks while the security in both cases can be deduced to PUF-wPRF properties. One of the most important results with respect to PRFs was developed by Luby and Rackoff in [33] . They showed how to construct pseudorandom permutations from PRFs. Briefly summarized, a pseudorandom permutation (PRP) is a PRF that is a permutation as well. PRPs can be seen as an idealization of block ciphers. Consequently, the Luby-Rackoff construction is often termed as Luby-Rackoff cipher.
Unfortunately, the Luby-Rackoff result does not automatically apply to the case of PUF-PRFs. As explained in the previous section, PUF-(w)PRFs differ from (w)PRFs as they additionally need some helper data for correct execution. First, it is unclear if and how the existence and necessity of helper data would fit into the established concept of PRPs. Second, an attacker might adaptively choose plaintexts to force internal collisions and use the information leakage of the helper data for checking for these events.
Nonetheless, we can show that a Luby-Rackoff cipher based on PUF-wPRFs also yields a secure block cipher. For this purpose, we consider the set of concrete security notions for symmetric encryption schemes that has been presented and discussed in [4] . More precisely, we prove that a randomized version of a 3-round Luby-Rackoff cipher based on PUF-PRFs fulfills real-or-random indistinguishability against a chosen-plaintext attacker.
In a nutshell, a real-or-random attacker adaptively chooses plaintexts and hands them to an encryption oracle. This oracle either encrypts the received plaintexts (real case) or some random plaintexts (random case). The encryptions are given back to the attacker. Her task is to distinguish between both cases. The scheme is real-or-random indistinguishable if the advantage of winning the game is negligible (in some security parameter). Next, we first define the considered block cipher and prove its security afterwards. Since there is no digital secret stored in non-volatile memory, even a full nonvolatile memory attacker has no advantage in breaking this scheme. Although this makes encrypting digital communication between two different parties impossible, various applications are imaginable, e.g., for encrypting data stored in untrusted or public storage.
Definition 7 (3-round PUF-wPRF-based Luby-Rackoff cipher). Let F denote a family of PUF-wPRFs with input and output length n. The 3-round PUF-PRF-based Luby-Rackoff cipher E F uses three different PUF-wPRFs
f i ∈ F , i = 1,
Theorem 2. Let E
F be the encryption scheme defined in Definition 7 using a family F of PUF-wPRFs (with parameters as specified in Theorem 1) . Then, the advantage of a real-or-random attacker making up to q prf queries is at most
..,q prf denote the sequence of the adaptively chosen plaintexts and x
j be the respective inputs and outputs to round function f j , and ρ (i) the randomly chosen values. We show the claim by defining a sequence of games and estimating the advantages of distinguishing between them. Let the real game be the scenario that the distinguisher receives the encryptions of the plaintext she did choose.
In game 1, the outputs z
1 of the first round function f 1 are replaced by some uniformly random valuesz
n . Under the assumption that the values x (i) 1 are pairwise distinct, the advantage to distinguish between both cases is at most prf + q prf · F E according to Theorem 1. Furthermore, as the values ρ (i) are uniformly random, the probability of a collision in the values x (y 1 , . . . , y q prf ) where y i ←D andD being an appropriate distribution is at most prf . Actually, the same holds for (Π 1 (x
q prf )) (the fact that the valuesx (1) i are unknown cannot increase the advantage). Hence, by the triangular inequality, it follows that the advantage regarding ii) is at most 2 prf . In total, the advantage to distinguish between game 1 and game 2 is less than or equal to 3 prf + q prf · F E + 
SRAM PRFs
In the previous section, we showed that secure cryptographic schemes are possible even if helper data is used that leaks information. In this section, we show that in the concrete case, information leakage through helper data can be avoided completely. We illustrate this approach on SRAM PUFs that were originally introduced and experimentally verified in [20] . In respect to our modeling, an SRAM PUF is a realization of a ( , m, δ; q puf , puf )-PUF that is (2 , 0)-pseudorandom.
We introduce a new mode of operation that, similarly to the fuzzy extractor approach in the previous section, allows for extracting uniform values from SRAM PUFs in a reproducible way. This approach likewise stores some additional helper data but, as opposed to the case of fuzzy extractors, the helper data does not leak any information on the input. Hence, this construction might be of independent interest for SRAM PUF based applications. The proposed construction is based on two techniques: Temporal Majority Voting and Excluding Dark Bits.
We denote the individual bits of a PUF response as y = (y 0 , . . . , y m−1 ), with y i ∈ {0, 1}. When performing a response measurement on a PUF Π, every bit y i of the response is determined by a Bernoulli trial. Every y i has a most likely value y (ML) i ∈ {0, 1}, and a certain probability p i < 1/2 of differing from this value which we define as its bit error probability. We denote y We can calculate the error probability p N,i of bit y i after TMV with N votes as:
with Bin N,pi the cumulative distribution function of the binomial distribution. From Eq. (1) it follows that applying TMV to a bit of a PUF response effectively reduces the error probability from p i to p N,i , with p N,i becoming smaller as N increases. We can determine the number of votes N we need to reach a certain threshold p T such that p N,i ≤ p T , given an initial error probability p i . It turns out that N rises exponentially as p i gets close to 1/2. In practice, we also have to put a limit N T on the number of votes we can perform, since each vote involves a PUF response measurement. We call the pair (N T , p T ) a TMV-threshold.
Definition 9 (Dark Bit (DB)). Let (N T , p T ) be a TMV-threshold. We define a bit y i to be dark with respect to this threshold if
TMV alone cannot decrease the bit error probability to acceptable levels (e.g. ≤ 10
−9 ) because of the non-negligible occurrence of dark bits. We use a bit mask γ to identify these dark bits in the generation phase, and exclude them during reproduction. Similar to fuzzy extractors, (N T , p T )-TMV and DB can be used for generating and reproducing uniform values from SRAM PUFs.
The Gen-procedure takes sufficient measurements of every response bit y i to make an accurate estimate of its most likely value y (ML) i and of its error probability p i . If y i is dark with respect to (N T , p T ), then the corresponding bit γ i in the bit mask γ ∈ {0, 1} m is set to 0 and y i is discarded, otherwise γ i is set to 1 and y i is appended to the bit string s. The procedure Gen outputs a helper string ω = (γ, σ) and an extracted string z = Extract σ (s), with Extract σ a classical strong extractor is appended to a bit string s , otherwise, y i is discarded. Rep outputs an extracted string z = Extract σ (s ). A strong extractor [37] is a function that is able to generate nearly-uniform outputs from inputs coming from a distribution with limited min-entropy. It ensures that the statistical distance of the extracted output to the uniform distribution is negligible. The required compression rate of Extract σ depends on the remaining min-entropy μ of the PUF response y after the helper data is observed. We call the above construction a TMV-DB-SRAM-PUF.
Using analogous arguments as in Theorem 1, one can show that the output of a TMV-DB-SRAM-PUF is indistinguishable from random except with negligible advantage. Additionally, in an SRAM PUF, the most likely value of a bit is independent of whether or not the bit is a dark bit, hence no min-entropy on the PUF output is leaked by the bit mask 2 . However, by searching for matching helper strings, an adversary might still be able to find colliding TMV-DB-SRAM-PUF inputs (especially as the input size is small), which can impose a possible security leak. In order to overcome this issue, we present the following way of using a TMV-DB-SRAM-PUF:
Definition 10 (All-at-once mode). 
The Enroll-procedure has to be executed before the Eval-procedure, but it has to be run only once for every PUF. Every invocation of Eval can take the same (public) helper table Ω as one of its inputs. However, in order to conceal exactly which helper string is used, it is important that the Eval-procedure takes Ω as a whole as input, and does not just do a look-up of Ω[x] in a public table Ω. The all-at-once mode prevents an adversary from learning which particular helper string is used during the internal computation.
Definition 11 (SRAM-PRF). An SRAM-PRF is a TMV-DB-SRAM-PUF that runs in the all-at-once mode.
Using the arguments given above we argue that SRAM-PRFs are in all practical views a physical realization of PRFs. Observe that one major drawback of SRAM-PRFs is that the hardware size grows exponentially with the input length. Thus, SRAM-PRFs cannot be used as a concrete instantiation of PUFPRFs for our construction from Section 5.2. This section rather shows up an alternative approach for constructing cryptographic mechanisms based on PUFs despite of the noise problem. As a possible application of SRAM-PRFs, we discuss an expanding Luby-Rackoff cipher where the round functions are replaced by SRAM-PRFs that take 8-bit challenges as input and produce 120-bit extracted outputs. According to [38] , at least 48 rounds are necessary for security reasons.
As an instantiation for the PUF, we take an SRAM PUF with an assumed average bit error probability of 15% and an estimated min-entropy content of 0.95 bit/cell. We use TMV-threshold of (N T = 99, p T = 10 −9 ). Simulations and experiments on the SRAM PUF show that about 30% of the SRAM cells produce a dark bit with respect to this TMV-threshold. The strong extractor only has to compress by a factor of 70% bits = 5.6 kbyte of SRAM cells is needed to build one SRAM-PRF. Thus, the entire block cipher uses 48 · 5.6 kbyte ≈ 271 kbyte of SRAM cells. The helper tables also require 5.6 kbyte each.
Implementing 48 SRAM PUFs using a total of 271 kbyte of SRAM cells is feasible on recent ICs, and 48 rounds can be evaluated relatively fast. Storing and loading 48 helper tables of 5.6 kbyte each is also achievable in practice. Observe that the size depends linearly on the number of rounds. The according parameters for more rounds can be easily derived. Reducing the input size of the SRAM-PRF will yield an even smaller amount of needed SRAM cells and smaller helper tables, but the number of rounds will increase. A time-area trade-off is hence possible.
Conclusions
In this paper we propose a leakage-resilient encryption scheme that makes use of Physically Unclonable Functions (PUFs). The core component is a new PUFbased cryptographic primitive, termed PUF-PRF, that is similar to a pseudorandom function (PRF). We showed that PUF-PRFs possess cryptographically useful algorithmic and physical properties that come from the random character of their physical structures.
Of course, any physical model can only approximately describe real life. Although experiments support our model for the considered PUF implementations, more analysis is necessary. In this context it would be interesting to consider other types of PUFs which fit into our model or might be used for other cryptographic applications. Furthermore, a natural continuation of this works would be to explore other cryptographic schemes based of PUF-PRFs, e.g., hash functions or public key encryption.
