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Recent advances in computational power, as well as the hard work of a handful of brilliant
scientists, have made Bayesian inversion of geophysical observations possible. This development
is highly significant, as it permits the quantification of uncertainty, not only on the inverted model
parameters, but also on related properties of interest. This dissertation focuses on the application
of a particular kind of Bayesian inversion – trans-dimensional Markov chain Monte Carlo – to
electromagnetic data, specifically airborne transient electromagnetic, magnetotelluric, and
surface-towed controlled source electromagnetic data. In chapters 2-4, these data, both real and
synthetic, are inverted for 1D models of subsurface electrical resistivity. In chapter 5,
magnetotelluric data are inverted for 2D models of resistivity – the first time, to the best of my
knowledge, that trans-dimensional Bayesian inversion of magnetotelluric data for 2D models has
been achieved. In each instance, the uncertainty on bulk resistivity provided by the Bayesian
inversion is used to estimate uncertainty on related subsurface properties, including pore fluid
resistivity and salinity, porosity, melt fraction, melt volatile content, and bulk mantle volatile
inventory.
Chapter 1 introduces the topic of Bayesian inversion of electromagnetic data. Chapter 2
concerns trans-dimensional Bayesian inversion of airborne transient electromagnetic data. These
data were collected above Taylor Glacier in the McMurdo Dry Valleys region of Antarctica in
2011, and were inverted using deterministic inverse methods to image a conductive channel
beneath the glacier, interpreted as a package of brine-saturated sediments. The Bayesian inversion
of these data confirms the existence of a conductive channel and provides quantitative
uncertainties on the resistivity as a function of depth. These uncertainties are used in conjunction
with Archie’s Law to estimate uncertainty on the resistivity of the pore fluids in the sediments.
Additionally, the Kullback-Leibler divergence – a statistical measure of the dissimilarity of two
distributions – is introduced as a measure of how much influence the observations have on the
model parameters as a function of depth. The utility of Bayesian inversion in estimating the noise
floor necessary to effectively resolve model structure is demonstrated.
In chapter 3, a joint Bayesian framework for inverting electromagnetic data is introduced. A
modified version of the algorithm utilized in chapter 2 is applied to jointly invert marine
magnetotelluric and surface-towed controlled source electromagnetic data. These data were
collected offshore New Jersey in 2015 to image a freshwater aquifer in the continental shelf.
Deterministic inversions of this data clearly image a resistive body at depths consistent with low
salinity from bore hole measurements collocated with the electromagnetic survey. The Bayesian
inversion of this data set again confirms the existence of the resistive region while further
providing uncertainty on the inverted resistivity with depth. In some instances, bimodality in the
posterior distribution is found, demonstrating the importance of Bayesian inverse methods for
fully exploring the model space. The uncertainty on bulk resistivity is used in conjunction with
Archie’s Law and the porosity from bore hole measurements in a Monte Carlo framework to
estimate uncertainty in the salinity of the pore water as a function of depth for three well
locations. These estimates match well with measured salinities at these locations, validating the
use of the Bayesian posterior in the context of a Monte Carlo framework to estimate uncertainty
on related physical properties.
In chapter 4, seafloor magnetotelluric data are again inverted for 1D models of subsurface
resistivity, this time to image a conductive channel at the base of the lithosphere. The data are a
subset of a deployment of 50 Broadband MT instruments on the seafloor above the Cocos plate
offshore Nicaragua. Deterministic inversions of this data revealed a conductive structure at 45-70
km depth, beneath the Cocos plate. This earlier analysis concluded that melt was required at the
lithosphere-asthenosphere boundary (LAB) to explain the inverted resistivity, but the
deterministic inverse tools available at the time did not permit quantitative uncertainties – on the
conductive anomaly itself, the requirement for partial melt, the degree of partial melt, or the
degree of mantle hydration. Bayesian inversion of data from two magnetotelluric sites confirm
that the conductor is indeed robust, and that melt is required by nearly 100% of the models that fit
the data. Further, the resistivity uncertainty from the Bayesian inversion is used in conjunction
with petrological modeling of partial melting in the mantle and an estimated probability
distribution for temperature to place constraints on the degree of partial melt and mantle volatile
(water and carbon) inventory over the depth range 45-63 km. This analysis concludes that large
melt fractions and either high temperatures or a high degree of mantle hydration are likely needed
to explain the resistivities produced by the Bayesian inversion, potentially explaining the
mechanism for plate sliding that enables plate tectonics.
Finally, chapter 5 introduces 2D trans-dimensional Bayesian inversion of magnetotelluric
data, for the first time to my knowledge. A Gaussian Process-parametrized, trans-dimensional
Markov chain Monte Carlo algorithm is used with MARE2DEM, a finite element EM modeling
code, to invert synthetic data as well as field MT data from the Gulf of Mexico. For Bayesian
inversion to be computationally feasible beyond inverting for 1D models, the cost of forward
modeling must be reduced, as well as the number of model parameters that the algorithm must
sample over. The first challenge is addressed through high performance computing. The forward
modeling is performed on a cluster. In addition, we implement parallel tempering, where multiple
Markov chains are run in parallel and swap models at each iteration, vastly increasing the rate at
which the model space is explored and sampled. The curse of dimensionality is addressed by
utilizing a Machine Learning technique known as a Gaussian Process to represent the model with
far fewer parameters than required in a typical discrete finite difference or finite element
representation of the subsurface. The Bayesian inversion of the Gulf of Mexico MT data
successfully recovers the model structure obtained by deterministic inversion of the same data,
but additionally provides uncertainty on bulk resistivity.
This thesis demonstrates the power and utility of Bayesian inversion to move beyond single
estimates of subsurface resistivity. Not only does the work in this dissertation show that Bayesian
inversion can provide uncertainty on inverted resistivity, it shows that these inverted uncertainties
can be used to place quantitative constraints on parameters related to bulk resistivity. This is
crucial to rendering the information obtained from inversion of electromagnetic data useful to
disciplines far beyond electromagnetic geophysics.
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cate possible parameter estimates that gradient-based inversion of only the MT or
CSEM data, respectively, might produce, depending on the starting model, choice
of regularization, and other parameters. A joint inversion of both data sets, how-
ever, would be restricted to searching within the region highlighted by the black
dashed oval, ensuring a model estimate much closer to the true value (small black
circle). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
ix
3.6 2D joint inversion of the main New Jersey tow-line (white dashed line) obtained
using the freely available inversion code MARE2D. See Gustafson et al. (2019).
White triangles are MT sites as indicated in Figure 3.2. Warm colors indicate
resistive structures, while cooler colors indicate more conductive features. The
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clearly visible in the upper 400 m, out to a distance of 90 km along the tow-line.
The highly conductive region (brine-saturated sediments) begins approximately 60
km offshore, at a depth of about 500 m. . . . . . . . . . . . . . . . . . . . . . . . 56
3.7 Field data collected at location N05 (Figure 3.2). MT apparent resistivity (top)
and phase (bottom) are plotted on the left, while the CSEM inline electric field
amplitude (top) and phase (bottom) are plotted on the right. The measured data
are plotted in red (error bars in black), while the forward responses of 50 models
randomly-selected from the joint model ensemble are plotted in gray. . . . . . . . . 57
3.8 RMS misfit for the data at location N05 across all models in the MT-only (green),
CSEM-only (orange), and joint (blue) ensembles. (a) shows the distribution of
fit to the MT data; (b) shows the distribution of fit to the CSEM data; and (c)
shows the distribution of fit to the joint data. The data fit to each individual data
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3.9 MT and CSEM data from location N05 (compare with Figure 3.7). The measured
data are plotted in red (error bars in black). The MT forward responses of 50 mod-
els randomly-selected from the CSEM-only posterior model ensemble are plotted
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patible with the joint data set. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.10 Posterior probability density functions obtained from CSEM-only (a), MT-only (b),
and joint (c) inversions of EM data acquired at location N05 (see Figure 3.2). The
warmer colors indicate higher probability density, the cooler colors lower proba-
bility density. The left-most and right-most red lines represent the 5th and 95th
percentiles, respectively, of the posterior PDF at each depth. The white line is a 1D
profile from the respective gradient-based 2D inversions of Gustafson et al. (2019),
plotted for reference. The CSEM data is primarily sensitive to the shallow resistor,
while the MT data has greater sensitivity to the more conductive layers. The joint
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3.11 Off-diagonal: scatter plots of median resistivity (calculated over the depth intervals
shown in the lower-left) for ≈ 70,000 models randomly-selected from the MT-only,
CSEM-only, and joint posterior distributions obtained from the data at location
N05. The joint posterior distribution is shown (lower-left). Each point represents a
model from its respective ensemble: MT-only (green); CSEM-only (orange); joint
(blue). Diagonal: distributions of probability density for each median resistivity.
Compare with Figure 3.4. The x-axes of the plots in a given column are identical;
the y-axes of the plots in a given row are identical with the y-axis of the final plot
in that row. As in Figure 3.4, the region of parameter space compatible with the
joint data set (blue) appears to be restricted to the overlap between the regions
compatible with the data sets individually. . . . . . . . . . . . . . . . . . . . . . . 65
3.12 Larger version of a single plot from Figure 3.11 (location N05). As in Figure 3.5,
the complementary nature of the information contained in the MT and CSEM data
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Chapter 1: Introduction
Geophysical observations, such as seismic or electromagnetic recordings, contain valuable in-
formation about the Earth and its physical properties. This information is particularly crucial when
the observations are indirect – when they reflect the properties of the Earth at depths where it is
expensive or impossible to make direct measurements. In many cases, however, extracting infor-
mation about the Earth from geophysical observations requires the use of a set of mathematical
tools known collectively as ‘inverse theory’ or ‘inversion.’ These tools aim to estimate the value
of the Earth’s properties at depth. More precisely, they attempt to find physical properties of the
Earth that can explain the observations. For instance, because density affects the speed of acoustic
waves propagating through it, seismic travel-time data can be inverted for seismic velocity and, by
implication, density.
A body of inverse methods developed during the second half of the 20th century find physical
models that explain geophysical observations by first defining an objective function, then using a
local, linearized estimate of the function’s gradient to find a minimizer of the function. The ob-
jective function is typically defined as a combination of the misfit between the measured data and
the data predicted by the model, and some form of regularization (often, a penalty against abrupt
spatial fluctuations in model properties). In this way, the objective function-minimizing model ob-
tained through inversion ideally explains the observations and possesses desirable attributes (e.g.
smoothness). Referred to as ‘deterministic’ because, given an initial model, they follow the gra-
dient of the objective function in a predictable fashion, this family of inverse methods has been a
robust, valuable tool for geophysical data analysis for decades.
Deterministic inversion has one major limitation, however: while it can produce a reasonable
estimate of subsurface properties, it cannot give a reliable estimate of their uncertainty. In fact,
regularization itself is necessary precisely because there are many models (theorietically, an infinite
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number of them) that can match the field observations. The reliance of deterministic methods
on linearized estimates of the objective function’s gradient means that nonlinearity is not fully
explored by the inversion, and any estimates of uncertainty produced by gradient inversion are
only valid in the immediate vicinity of the model estimate.
Unfortunately, this limitation is more than a mere nuisance. The reality is that geophysical
observations rarely contain enough information to perfectly determine the Earth’s physical prop-
erties, particularly at increasing depth below the surface, where most observations are made. It is
therefore often of limited use to offer a single estimate of, say, electrical resistivity at depth when
what is needed are statistics on the range of resistivity values compatible with the measured data.
How well do we know what we know is a question of increasing importance in geophysics today.
Fortunately, there is a class of inverse methods that produce precisely that: an estimate of
the range of acceptable values for subsurface properties, given the measured data. Collectively
known as ‘Bayesian inversion,’ these methods view the inverse problem stochastically, seeking
not to find a minimizer of an objective function, but to estimate the distribution of probability
density for each model across all of parameter space. A subset of them, sampling-based methods,
do this by drawing samples from the Bayesian posterior distribution that is itself a product of
prior knowledge and/or assumptions about the model parameters and the information contributed
by the data in the form of data misfit. Each ‘sample’ drawn is a subsurface model that satisfies
the data. The collection of all the samples, known as the model ensemble, is a veritable trove of
information about the Earth’s physical properties at depth. The model ensemble represents, in a
statistical fashion, how well the data can constrain the Earth’s properties and therefore quantifies
our knowledge of the Earth as a geophysical system.
This dissertation focuses on the application of a particular type of Bayesian sampling-based in-
version, trans-dimensional Markov chain Monte Carlo (trans-D MCMC), to electromagnetic (EM)
measurements. There are many types of EM geophysical data; this dissertation concerns itself
with three: airborne transient electromagnetic (TEM), magnetotelluric (MT), and controlled source
electromagnetic (CSEM). Further, the MT and CSEM data inverted in this work are all collected
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in a marine environment. In general, this means they are lower frequency than land data, and they
concern a marine geological environment.
Chapter 2 of this thesis discusses the method, trans-D MCMC, at length, and applies the core
algorithm used in chapters 2-4 to airborne TEM data collected over Taylor Glacier, Antarctica.
The analysis establishes a pattern followed in subsequent chapters. The TEM data are inverted for
1D models of electrical resistivity. The posterior model ensemble is validated by comparing to a
deterministic inversion result of the same data. Uncertainty on resistivity is shown as a function of
depth via an estimate of the marginal posterior distribution. Finally, but perhaps most importantly,
the Bayesian inversion-derived uncertainty on resistivity is used in conjunction with other data
and/or geophysical models to constrain the value of related physical properties. In this case, the
resistivity of the pore fluids in the sediments beneath Taylor Glacier was estimated using Archie’s
Law and the Bayesian posterior resistivity model ensemble.
A slightly modified version of the algorithm used in chapter 2 is used to invert marine MT
and CSEM data in chapter 3. In this instance the geological environment is the shallow marine
continental shelf offshore New Jersey, where a seafloor MT and surface-towed CSEM data set
was collected in 2015 to image a freshwater aquifer beneath the seafloor. The data are again
inverted for 1D models of resistivity, the Bayesian inversion results are validated by comparing to
deterministic inversions of the same data, and estimated uncertainties are reported as a function of
depth. Of significant interest to non-EM geophysicists is the salinity of the pore water within the
aquifer, either to explain the pattern/history of its emplacement, or as a resource. We demonstrate
how Bayesian inversion enhances the impact and utility of EM geophysical measurements to other
scientists and policy makers by placing credible intervals on pore fluid salinity as a function of
depth. This is done by combining the Bayesian inversion-derived resistivity model ensemble with
porosity measurements from well logs collocated with the EM survey and Archie’s Law in a Monte
Carlo (MC) framework. In essence, samples were repeatedly drawn from the resistivity ensemble
and from a distribution for porosity estimated from the well data to produce samples of salinity.
This simple, straightforward framework leverages known uncertainties on resistivity to estimate
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how well we can constrain related properties of interest.
Chapter 4 elaborates on this method substantially to tackle a more complex geophysical prob-
lem: the mechanism for plate sliding that enables plate tectonics – one of the most salient features
of the Earth as a geodynamical system. Seafloor MT data collected above the Cocos plate are
inverted for an ensemble of 1D resistivity models that are consistent with previous deterministic
inversion results showing a conductive region at the base of the lithosphere. Because high man-
tle conductivity can be explained by the presence of partial melt and/or dissolved volatiles (water
and carbon dioxide), we combine Bayesian inversion-derived uncertainty in resistivity at depth
with petrological models of partial melting, conductivity models of two-phase (solid mineral and
melt) mantle, and temperature estimates derived from plate cooling models in a MC framework.
We then use this framework to assess the combinations of temperature, partial melt, and man-
tle volatile content that are consistent with the MT observations. We find that a large degree of
melt is required, along with either high temperature or elevated mantle hydration, but that mantle
temperature is the largest unknown limiting our ability to constrain these mantle properties at the
lithosphere-asthenosphere boundary.
All the inversions performed in chapters 2-4 were for 1D models of resistivity. This is primar-
ily due to the high computational cost of Bayesian inversion, compared with deterministic inverse
methods. The cost of Bayesian inversion grows rapidly as the spatial dimensions of the model in-
crease due to two factors: the cost of modeling the geophysical data and the number of parameters
necessary to describe the model both increase exponentially. The first problem can be ameliorated
by techniques and algorithms that take advantage of high performance computing on large clusters.
Parallel tempering (PT), which enables multiple Markov chains to be run in parallel, sampling the
posterior distribution simultaneously, is one such algorithm. Computing the forward responses
(modeled data) using parallel computational architectures is another solution.
Yet even if cost of forward modeling is reduced, the time necessary to sufficiently sample each
model parameter could be high enough to render the method impracticable. It is therefore essential
to find a sparse parametrization of the subsurface. Chapter 5 introduces one such parametrization,
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which combines trans-D MCMC with a Gaussian Process (GP) – a technique that can best be
described as stochastic interpolation. With the appropriate choice of correlation kernel (similar
to a choice of basis functions), a GP can represent a smoothly varying resistivity model (like the
models resolvable with MT data) with far fewer parameters than would be necessary to capture the
same structures with a discrete mesh of piece-wise constant resistivity cells.
Chapter 5 describes trans-D GP inversion in some detail, then applies the method to both syn-
thetic and field MT data. The field data is from the Gemini data set collected in the Gulf of Mexico
to image a salt body. As in previous chapters, the Bayesian model ensemble is validated by com-
paring to a deterministic inversion result, while providing uncertainty estimates on the inverted
resistivity. The results in chapter 5 demonstrate that in a feasible amount of compute time (less
than ten days on a cluster, using modest computer resources) MT data can be inverted for 2D mod-
els using a trans-D Bayesian framework. This vastly expands the utility of Bayesian inversion in
EM geophysics by opening up a trove of already-collected MT data sets to reanalysis. I sincerely
hope that this dissertation will prove helpful to the scientists who will attempt that work.
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Chapter 2: Trans-Dimensional Bayesian Inversion of Airborne Transient
EM Data From Taylor Glacier, Antarctica
Co-authors: Kerry Key, Anandaroop Ray, Neil Foley, Slawek Tulaczyk, and Esben Auken
This chapter has been published: Blatter, Daniel, et al. "Trans-dimensional Bayesian inversion of
airborne transient EM data from Taylor Glacier, Antarctica." Geophysical Journal International
214.3 (2018): 1919-1936.
2.1 Introduction
Electromagnetic (EM) methods use passive or active source EM fields to probe subsurface
conductivity structure. Depending on the frequency content of the source fields, the depth of
investigation can range from hundreds of kilometers to just a few meters.
The past two decades have seen rapid advances in airborne systems. Both frequency domain
and transient systems have been developed with a wide range of applications, including ground
water mapping (e.g., Siemon et al., 2009) and mineral exploration (e.g., Fountain et al., 2005).
Helicopter TEM systems consist primarily of a large wire loop slung beneath the helicopter in
which a current is pulsed at regular intervals. The primary magnetic field produced by this current
induces secondary EM fields whose rate of decay is a non-linear function of the local subsurface
conductivity. These secondary EM fields are measured using a magnetic field receiver also towed
beneath the helicopter. Because the strength and duration of the secondary magnetic field depends
on the currents induced in the subsurface, the TEM method is primarily sensitive to subsurface
conductive rather than resistive structures.
These systems have a number of desirable features, including the ability to collect data with
a dense spatial sampling within a relatively short acquisition time frame and nominal depth sen-
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sitivity of more than 400 meters, depending on conductivity structure (Legault, 2015; Sørensen
and Auken, 2004). In addition, having the transmitter and receiver collocated makes the data more
suitable for 1D modeling than long-offset soundings.
The measured fields must be inverted to recover an estimate of subsurface conductivity. The
standard inversion technique for TEM data, as well as EM geophysical data in general, relies upon
an objective function that is typically the sum of the data misfit between measured and forward
modeled data, and a regularization penalty against model roughness and/or difference from a ref-
erence model. Gradients in the objective function are then used to attempt to discover the model
that minimizes this function. An efficient approach is to invert each airborne TEM sounding sep-
arately for a 1D Earth model, where the 1D approximation is justified by the relatively narrow
sensitivity footprint of the collocated TEM transmitter and receiver system, compared to typical
lateral variability of subsurface structures. However, in regions of high spatial heterogeneity, the
1D assumption breaks down. The resulting 1D models can be stitched together to form 2D or 3D
images. Auken and Christiansen (2004) extend this approach to quasi-2D models by including
smoothness constraints not only with depth but also laterally along the flight path of the helicopter.
Viezzoli et al. (2008) produce quasi-3D models by adding smoothness constraints between all
neighboring 1D models in any horizontal direction. More physically rigorous 3D modeling (New-
man and Alumbaugh, 1995) and inversion (Cox et al., 2012) algorithms have also been developed
and applied to field data (Yang and Oldenburg, 2012). In all of these approaches, the inversion is
run until it produces a model that fits the data to within a user specified tolerance – ideally to within
the data uncertainty. Other nearby models can also be found by adjusting the data fit tolerance or
by adjusting the relative weighting of the model roughness norm, which results in finding one or
more additional models that are usually in a neighborhood of the original best fitting model.
What these methods leave unaddressed is the uncertainty in the estimated model parameters.
Most non-linear inverse problems are non-unique — meaning that, depending on how one chooses
to parameterize the Earth’s conductivity structure, an infinite number of models may adequately
explain the measured data. In fact, regularization must be introduced in the formulation of the
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objective function precisely to constrain this non-uniqueness and allow the inverse algorithm to
converge to a solution. However, it is often the case that estimating parameter uncertainty and/or
model non-uniqueness is as important as estimating the parameter values themselves. If, for in-
stance, a geologic interface characterized by strong conductivity contrasts is known to exist at
some depth in the subsurface, one might wish to know the range of depths this interface can span
while fitting the data to within its uncertainty. Also of interest in EM induction methods is an
estimate of the depth of investigation (DOI) — the maximum depth in the Earth at which the data
are still sensitive to the electrical conductivity structure. Approximate methods for estimating the
depth of investigation include using a half-space skin depth or the Jacobian sensitivity matrix (e.g.,
Christiansen and Auken, 2012), yet these fail to take into account the non-linear sensitivity of the
DOI to conductivity structure.
Bayesian sampling-based inverse methods are a class of algorithms that provide an estimate of
model parameter uncertainty by generating an ensemble of models - each of which fits the data, and
from which statistical properties of the model parameters can be inferred (Mosegaard and Taran-
tola, 1995). They do not require linearization, nor do they require regularization, and they provide
a more robust measure of the DOI. These benefits come at the price of significant, additional com-
putational cost. In this work, we sample the Bayesian posterior probability density function from
TEM data using a Markov Chain Monte Carlo (MCMC) method based on the Metropolis-Hastings
algorithm (Metropolis et al., 1953; Hastings, 1970).
2.2 Model Parametrization and Forward Calculations
Motivated by the reasonableness of the 1D assumption for this application and the high com-
putational cost of MCMC, we choose a 1D parametrization of the Earth such that our model con-
sists of : layer interfaces and : + 1 layers, each with an associated electrical resistivity. The
model, then, consists of : interface depths z = [I1, I2, ...I: ] and : + 1 layer resistivities ρ =
[log(d1), log(d2), ...log(d: ), log(d:+1)] . The last layer is assumed to be a semi-infinite halfs-
pace.
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The vertical magnetic field I (C) produced by the combined effects of the loop source and
the resulting ground response is calculated by computing the path integral of point horizontal
electric dipoles distributed over the eight wire segments of the octagonal transmitter loop. The
point dipole fields were first computed in the frequency domain using a variant of the 1D code
described by Key (2009) and were subsequently transformed to the time domain using the digital
filter method (e.g., Newman et al., 1986; Key, 2012a). The path integrals were efficiently computed
using Gauss-Legendre quadrature. Because the current in the transmitter loop cannot be switched
instantaneously, it is also necessary to model correctly the finite duration of the ramp-on and ramp-
off in the transmitter current, which for the particular TEM system considered here were 8× 10−4s
and 6.5 × 10−6s, respectively. Here we use the efficient convolution method of Fitterman and
Anderson (1987) to simulate the ramp-on and -off effects. The data was modeled at time gates
of roughly 10−5 s to 10−2 s, depending on the system noise. All responses are normalized by the
transmitter moment, which is the product of the loop area (499 m2) and the current (500 A).
2.3 Bayesian Inversion Framework
Bayesian probability describes how additional information (provided by measured data) mod-
ifies a priori assumptions to generate a posteriori probabilities. For an accessible discussion, see
Scales and Snieder (1997). Bayesian information is summarized in Bayes’ rule
?(m|d) ∝ ?(d|m)?(m) (2.1)
where the variables to the left of | are conditional on those to the right. In other words, ?(0 |1) is
the probability of 0 given that 1 is known. m is a vector of parameters that constitute our model
of the Earth (in our case, : , z and ρ), while d is the vector of observed data. We will discuss each
term in (5.1) individually.
The ?(d|m) term on the right hand side is called the model likelihood, and is a measure of data
fit. The likelihood is the probability that the modeled data differ from the measured data purely
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due to random measurement error. Details on the specific form of the likelihood can be found
in Appendix A. The ?(m) term on the right hand side of (5.1) is the a priori probability density
function of the model parameters, known simply as the prior. It represents all the information
known and assumptions made about the model — independent of the measured data.
Finally, the product of the prior and the likelihood yields the a posteriori probability density
function (PDF) of the model parameters, known as the posterior and written as ?(m|d). Each
element, m, of the model space has an associated probability, conditional on the measured data.
Obtaining a good approximation to the posterior is the objective of sampling-based Bayesian in-
verse methods, as the posterior contains all the information about the model parameters provided
by the measured data and prior information. If the posterior closely resembles the prior, then the
data have provided little new information, while any major differences indicate that the data have
modified our prior assumptions. For non-linear inverse problems we must draw samples from the
posterior, as its analytical form is unknown. Once enough samples have been drawn, they can be
used to approximate the posterior PDF.
In the next section we review our Bayesian sampling method: a trans-dimensional MCMC
algorithm using the Metropolis-Hastings criterion.
2.3.1 Trans-dimensional MCMC
One algorithm for drawing samples from the posterior that has seen widespread use across
many disciplines due to its efficiency, robustness, and simplicity is MCMC, which samples the
model space using a kind of guided random walk. The algorithm produces an ensemble of models
that converges to the posterior as the number of samples in the ensemble grows (for a helpful
discussion of MCMC, see Gilks et al., 1995).
The particular sampling method used here is the Metropolis-Hastings algorithm (Metropolis
et al., 1953; Hastings, 1970), in which the Markov chain (the model ensemble) grows iteratively
by adding a new model to the end of the chain at each step. A proposal model m′ is generated by
drawing from a proposal distribution @(m′|m). The notation for the proposal indicates that this is
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done by perturbing the last model in the chain, m, in some way. Then, either m′ is accepted as
the newest member of the chain, or m is retained (and thus appears in the chain twice in a row).
Whether or not m′ is accepted depends upon the acceptance probability U(m′|m), which will be
discussed shortly.
Green (1995) extended the Metropolis-Hastings algorithm to allow the proposed model, m′,
to have a different number of model parameters than the model, m, from which it was derived.
This trans-dimensionality is accomplished by means of so-called reversible jumps and allows the
number of model parameters to be itself a model parameter. Both the number of layer interfaces
and their depths are variable in our trans-dimensional MCMC algorithm. This additional flexibility
is an advantage in that the appropriate number of interfaces and their locations are typically not
known a priori. Instead, the trans-dimensional MCMC algorithm allows the information provided
by the data to drive the choice of : , ρ, and z. In this process, for a given data fit, models with
fewer layers are preferred by our algorithm over models with more parameters due to the natural
parsimony implicit in Bayes’ rule (MacKay, 2003; Malinverno, 2002). Bayesian parsimony does
not guarantee that only the models with the minimum possible number of interfaces/layers will be
accepted in the model ensemble. Rather, all else being equal, Bayesian inversion prefers models
with fewer parameters. While reversible jump MCMC technically allows jumps of any size (from
: model parameters to :′, where both : and :′ are arbitrary integers), we implement here the
‘birth-death’ scheme (Geyer and Moller, 1994), whereby each successive model in the chain may
have one more layer interface, one fewer, or the same number of interfaces.
Trans-dimensional MCMC has been applied successfully to a wide range of problems in the
Earth sciences. In seismology, it has been applied to acoustic seabed reflectivity (Dettmer et
al., 2010); receiver functions (Agostinetti and Malinverno, 2010); microtremor (Dettmer et al., 2012);
surface wave tomography (Saygin et al., 2015; Galetti et al., 2016); and full waveform inversion
(Ray et al., 2016). In electromagnetics, it has been applied to frequency domain airborne EM
(e.g., Minsley, 2011); time domain airborne EM (e.g., Hawkins et al., 2017; Brodie and Sam-
bridge, 2012) and controlled-source electromagnetics (CSEM) (e.g., Ray and Key, 2012; Ray et
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al., 2014; Gehrmann et al., 2015); Luo (2010) applied it to gravity data, while Laine and Tammi-
nen (2008) applied it to modeling atmospheric aerosols.
The acceptance probability, U(m′|m), is the key to ensuring that the Markov chain converges to
the posterior since it draws samples according to the posterior’s density. Convergence is guaranteed
if U is chosen to be:











@(m′|m) × | |
]
(2.3)
The matrix  is the Jacobian of the jump from m to m′ (not to be confused with the forward
sensitivity matrix of partial first derivatives).  in a sense normalizes out the difference in volume
between the spaces inhabited by m and m′. For the types of trans-dimensional jumps used in this
paper, | | = 1 (Agostinetti and Malinverno, 2010), so this term can be ignored from here on. ) is
a tempering value ≥ 1, explained in detail in the next section. The logic of this definition of the
acceptance probability can be understood intuitively, in the case where the prior is uniform and the
proposal is symmetric, since U simplifies to just the ratio of the likelihoods. Thus, if the likelihood
(i.e., the data fit) improves by moving from m to m′, then the move will always be accepted. If the
likelihood at m′ is lower than at m, the move can still be accepted, but with probability equal to
the ratio of the likelihoods (which will be less than one). This will ensure that the high probability
regions of the model space are more densely sampled than lower probability regions. Further
details concerning the specific form of the proposal and the acceptance probability can be found in
Appendix A.
2.3.2 Parallel Tempering
One limitation of Bayesian sampling methods is the difficulty of effectively sampling a high
dimensional model space in a feasible amount of time. In order to accelerate convergence of the
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Figure 2.1: Model swapping between chains accelerates convergence of untempered () = 1)
Markov chains to the low-misfit regions of model space. Two chains - at ) = 3 (red) and ) = 1
(blue) - swap models with probability U, where !2 and !ℎ (plotted in blue and red, respectively)
are the likelihood functions for the untempered (cold) and tempered (hot) misfit spaces. The dots
represent the pre-swap state of each, while the crosses represent their post-swap states. Because
the untempered likelihood is extremely low at m2, the ratio on the right in the swap probability, U,
dominates, and a swap is certain to occur. As a result, the effect of PT is to facilitate swaps that
accelerate the convergence of the colder chains to the lower misfit regions of model space.
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Markov chains to the high probability regions of the model space, we implemented a technique
known as parallel tempering (PT) (Geyer, 1991; Falcioni and Deem, 1999) which was first de-
veloped for use in molecular dynamics (Swendsen and Wang, 1987) but has more recently been
applied to inverse problems in geophysics (e.g. Dosso et al., 2012; Ray et al., 2013a).
The key idea behind PT is the augmentation of the model space with a new dimension, repre-
sented by the variable ) . If we define
c(m, )) = −1?(d|m)1/) ?(m) , (2.4)
where  is the normalizing constant, then the role of ) (or "temperature") becomes apparent. For
large values of T, the likelihood term goes to one and c becomes the prior. For ) = 1, on the other
hand, c becomes the posterior. For intermediate values, T has the effect of tempering the impact
of the likelihood, thus allowing Markov chains with temperature ) > 1 to sample the model space
more freely because they are more tolerant of models at higher values of misfit. This permits these
warmer chains to escape local maxima (in terms of posterior probability) and more efficiently and
completely sample the model space.
Of course, the misfit space one wishes to sample is that of ) = 1. The tactic employed in PT,
then, is to run multiple chains in parallel at different temperatures, and to allow them to swap mod-
els at each step. This can be done such that the swapping does not bias the posterior distribution
for the ) = 1 chain. Writing the likelihood for the 8Cℎ temperature as !8 (m) = ?(d|m)1/)8 , the
swap probability is
UBF0? (8, 9) = 1 ∧
[




! 9 (m 9 )
]
, (2.5)
with models m8 and m 9 in the 8Cℎ and 9 Cℎ chains, respectively.
Markov chains exploring the untempered misfit space often find it difficult to converge from
regions of model space that fit the data moderately well — a root-mean-square (RMS) misfit of,
say, 2.0 — to regions that fit the data well (an RMS of roughly 1.0). This is primarily because, by
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RMS 2.0, fine-scale changes are needed to improve the fit to the data, while the perturbations at
each step in the MCMC algorithm are random. Figure 1 shows how PT is effective at accelerating
untempered chains through this phase of convergence. In Figure 1, the untempered likelihood
and a tempered likelihood (for ) = 3) are plotted as a function of RMS misfit. The hot chain
has found a model, mh, that fits the data better than the cold chain, at model state mc (RMS
misfits of 1.2 and 2.0, respectively). This is precisely the scenario where swapping models would
accelerate the convergence of the untempered chain to the regions of high likelihood. If the two
chains propose to swap models, the right-most ratio of UBF0? will be very large, guaranteeing a
swap so long as there is some non-trivial overlap between the two likelihood functions. That is,
so long as the left-most ratio of Equation 2.5, and on the left in Figure 2.1, is not << 1. The idea
is to construct a ladder of temperatures such that there is a “Goldilocks zone" of overlap between
each pair of adjacent likelihood functions — not too little overlap, which makes the likelihood of
a swap too low; nor too much overlap, which renders the adjacent chains largely redundant. A
well constructed temperature ladder ensures that as the warmer chains explore the model space,
any lower-RMS misfit models they find will be quickly swapped down the temperature ladder to
the coldest chains.
In summary, PT enhances the robustness and efficiency with which the ) = 1 Markov chain
samples the model space, leading to a better approximation of the posterior distribution in fewer
steps. For a more thorough discussion of PT with numerical examples, see Sambridge (2013). In
Appendix B, we provide a short pseudo-code that illustrates the flow of the complete algorithm.
2.4 Synthetic Example
To demonstrate the efficacy of our MCMC algorithm, we conducted a synthetic test. Synthetic
data were generated by computing the forward response of a three-layer subglacial-conductor
model (Figure 2.2; left panel, in blue), then adding random noise. We used a simplified noise
model consisting of 5% relative Gaussian noise applied to all time gates, plus absolute Gaussian
noise at a noise floor equal to 10−14 V/Am4 (Figure 2.2, right panel, in blue). Synthetic data below
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Figure 2.2: A synthetic subglacial-conductor model, representing 150 m of resistive ice (104 ohm-
m) with a 50 m thick conductive (10 ohm-m) wet sediment channel overlying a halfspace (103
ohm-m), is plotted in blue on the left panel, and its corresponding forward response, with added
noise, is also plotted in blue on the right panel. For reference, a resistive two-layer background
model, and its response, are similarly plotted in red.
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Figure 2.3: Convergence of Markov chains to high probability (low RMS misfit) region of model
space (upper panel), and swap rate among chains (lower panel). Eight PT chains were run, three at
) = 1 (plotted in black). The chains converge rapidly from high misfit, then densely sample the low
misfit region. Inset plot shows convergence to low misfit within the first several thousand steps.
The swap rate indicates the temperature ladder is encouraging mixing among the eight chains.
the noise floor were removed. The transmitter loop was flown 35 m above the surface, and the data
were normalized by the transmitter moment.
The upper 150 meters of the model are resistive (10,000 ohm-m, consistent with a layer of ice),
beneath which is a 50 meter thick conductive layer (10 ohm-m). The final layer is a resistive (1,000
ohm-m) half-space. We also computed the forward response of a background model which is
identical in the upper 150 meters, but which transitions to the 1,000 ohm-m basement immediately
thereafter (shown in red in both panels of Figure 2.2) for comparison. The larger response of the
subglacial conductor model is due to the presence of the conductor, which sustains larger induced
currents than the background model.
We ran the MCMC algorithm with this synthetic dataset using PT with eight chains (three at
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) = 1, using the temperature ladder ) = [1, 1, 1, 1.15, 1.32, 1.52, 1.74, 2]) for 260,000 iterations.
The total computation consisted then of 2,080,000 (8x260,000) forward computations, all of which
were done serially in MATLAB. Each computation took roughly 0.2 sec, for a total computation
time of roughly 5 days. This could be reduced further by a factor of 8 (the number of chains) by
using parallel computing constructs to run the chains in parallel using 8 processing cores. Further
speed ups could be accomplished by computing each forward model response in parallel, given
the independent linear systems associated with each frequency and wave-number required by the
1D TEM calculations. If both the PT chains and 1D soundings were computed in parallel, the
algorithm could easily scale to use hundreds of processors and obtain a significant speedup over the
time required for the serial version we implemented here. Inverting an entire airborne TEM dataset
in this way could, in theory, be accomplished rapidly – albeit requiring significant computational
resources.
We verified convergence using plots of RMS misfit and chain swap rate as a function of model
number in the chains (Figure 2.3). We combined the final 200,000 samples (the post-burn-in sam-
ples) from the three ) = 1 chains, and computed an estimate of the posterior from this ensemble.
The final model ensemble from which the posterior was estimated, then, contained 600,000 mod-
els. Figure 2.4a shows the estimate of the posterior probability density function of resistivity and
depth. Warmer colors indicate higher probability density, while cooler colors indicate lower den-
sity. One way of understanding this kind of plot is to view each horizontal slice across the plot as
the PDF of resistivity at that particular depth. Red lines indicate the resistivity at which the 5th and
95th percentiles occur at that depth. The black dashed line indicates the true model. Figure 2.4b
is the probability density of interface location as a function of depth. The dashed line indicates the
prior (a uniform distribution of interfaces).
There are a few points that can be taken from these synthetic results. First, our MCMC algo-
rithm captures the true model in the sense that it lies within the 90% credible interval at nearly all
depths. The second, however, is that it does more than simply recover the true model; it provides
uncertainty estimates for resistivity at each depth - estimates that depend on the data, the forward
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modeling, and the model parametrization. For instance, Figure 2.4 indicates that the airborne TEM
method can much more accurately resolve conductive structures than resistive ones, as indicated by
the much tighter 90% credible interval over the depth range 150-200 m. This has been known for
a long time, but the Bayesian inverse method quantifies the model uncertainty. Additionally, imag-
ing beneath a conductive structure is quite difficult for the TEM method, as the currents induced in
the conductive region rapidly attenuate the primary magnetic signal and thus greatly reduce signal
strength at greater depth.
A third result, demonstrated by Figure 2.4b, is that the top of a conductive layer is more sharply
resolved than the bottom. This is likely the result of at least three factors – the tendency, just men-
tioned, of conductive bodies to mask the structures that lie beneath them; the diminishing resolution
with depth; and the well-known trade-off between the thickness of a layer and its conductivity. For
a buried conductive layer, the TEM method is generally more sensitive to conductance (the prod-
uct of conductivity and thickness) than the layer’s conductivity or thickness alone. This is because
thinner, more conductive layers can produce the same TEM signal as thicker, less conductive lay-
ers. In general, the top of a conductive layer is better resolved than its base. This is evident in
Figure 2.4b, where the peak at 150 m depth is narrower than the shorter, broader one at 200 m.
Finally, the posterior distribution suggests that these synthetic TEM data were unable to clearly
resolve the resistivity of the ice or the resistive layer beneath the conductive sediments. The lo-
cation of the 95th percentile near or at the resistive boundary of the prior indicates that the upper
limit on resistivity at these depths is unknown. The 5th percentile, on the other hand, indicates that
both regions have a lower limit to the resistivity that is compatible with the data.
2.5 Application to Field Data
Given the success of the synthetic test, we applied our algorithm to a portion of a TEM dataset
collected over the McMurdo Dry Valleys (MDV) in Antarctica. The Dry Valleys are remarkable
for being Antarctica’s largest ice-free zone and have been extensively studied — most recently as
part of a US long-term ecological research program. However, knowledge of the subsurface hy-
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Figure 2.4: Inversion results from a synthetic test. The posterior probability density of resistivity
(a) is plotted as a function of depth. Warmer colors indicate higher probability density. The
red lines indicate the 5th and 95th percentiles at each depth — the range of resistivity between
them represents the 90% credible interval. The black dashed line is the true synthetic subglacial-
conductor model. The probability density of interfaces as a function of depth (b), regardless of
resistivity contrast, plotted against prior assumptions: a uniform distribution (dashed line). A loss
of model resolution is evident below 400 m in both the resistivity plot, where the 90% credible
interval expands to encompass nearly the entire prior range, and the interface probability density
plot, where the probability of an interface becomes uniform. Bayes’ rule is parsimonious, leading
the trans-dimensional MCMC algorithm to prefer simpler models to more complex ones, if both
fit the data adequately (c). This is demonstrated in (c), where the difference between the uniform
prior on k (the dashed line) and the posterior on k clearly indicates a preference for smaller k.
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Figure 2.5: Map of Taylor Glacier, at the head of Taylor Valley, Antarctica. Soundings measured
during the survey are marked in pink. Soundings we inverted using our MCMC algorithm in this
study are marked in blue (A, over relatively thin ice) and orange (B, over relatively thicker ice).
drology remains incomplete. A drilling program combined with limited seismic and DC resistivity
soundings in Taylor Valley, one of the Dry Valleys, produced an unclear picture as to whether
subsurface water was extensive throughout the MDV or localized (Cartwright and Harris, 1981;
McGinnis and Jensen, 1971).
An extensive airborne TEM dataset covering most of Taylor Valley and other areas of the
MDV was collected in 2011 using the SkyTEM system (Sørensen and Auken, 2004). The data
was inverted using a quasi-3D, gradient-based inversion (Viezzoli et al., 2008) with regularization.
In this framework, all of the soundings were inverted together for 3D models with first difference
smoothing in the lateral and vertical directions, but all forward modeling was carried out using a 1D
model beneath each sounding location. Using this inversion method, Foley et al. (2015) found an
extensive, conductive feature beneath Taylor Glacier and much of Taylor Valley. They interpret this
result as evidence for a layer of brine-saturated sediments that could potentially harbor microbial
life (Mikucki et al., 2015).
In order to provide quantitative uncertainty bounds on the electrical resistivity beneath Taylor
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Figure 2.6: Field data, plotted as red circles, from soundings A (left) and B (right). The responses
of 50 models chosen at random from the model ensemble are plotted in gray.
Valley, we applied our MCMC algorithm to two soundings over Taylor Glacier — one repre-
sentative of a thin section of the glacier (sounding A, near the glacier’s terminus), and the other
representative of a thick section (sounding B, some 4 km from the terminus). See (Figure 2.5).
Each sounding was inverted separately. The soundings themselves are plotted in Figure 2.6, along
with the responses of 50 randomly sampled models from the ensemble.
Figure 2.7 shows the inversion results from the two soundings. Our results are indeed consistent
with the smooth, constrained inversions from Foley et al. (2015), which are plotted in white and
fall almost entirely within the 90% credible zone. The additional information provided by the full
posterior PDF, however, is immediately clear. For instance, the upper 125 m and 250 m of the
top and bottom rows, respectively, of Figure 2.7 clearly indicate that the TEM data collected over
Taylor Glacier are unable to resolve resistivities above 1,000 ohm-m. Above this resistivity, over
the specified depth range, the left panels of both figures look uniform — indicating that the data
contain no information other than that the model must be more resistive than 1,000 ohm-m.
Some of the lessons learned from the synthetic test are notable here as well, applied to real
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field data. The top middle panel of Figure 2.7 clearly indicates that the top of the conductive brine
channel is more sharply resolved than the bottom. Additionally, the resolution of model parameters
beneath the channel is poor, and rapidly deteriorates to zero, indicated by the 90% credible zone
expanding to fill the entire range defined by the prior distribution. In addition, the low resistivity
equivalence (conductivity-thickness trade off) is clearly evident in the top left panel of Figure
2.7: the wedge-shaped conductive zone between roughly 150 and 250 m depth shows that thinner
conductive layers are compensated by higher conductivity, while thicker layers are offset by lower
conductivity.
Figure 2.7 also reveals the complex, non-linear relationship between the depth resolution of
airborne TEM data and conductivity structure. The depth sensitivity estimates of Foley et al. (2015)
(indicated by the black dashed lines in the left panels of Figure 2.7) are much shallower for the
sounding over thin ice. This is because of the tendency of conductive layers to mask structures
beneath them. Because the conductive layer is shallower in the top left panel of Figure 2.7 than in
the bottom left panel, the estimates of the limit of depth resolution are correspondingly shallower.
The posterior distribution obtained for the sounding over thicker ice (sounding B, Figure 2.7b)
merits further discussion. The bimodal distribution at 300 m depth seems to indicate that either
regime is likely, possibly because of the inability of the data to determine the precise depth of
the transition from glacier ice (resistive) to wet sediments (conductive). However, upon further
inspection, the conductive mode at 300 m depth is found to occur only in models that also possess
highly conductive layers below 350 m ( < 1 ohm-m). Because there is no likely geologic explana-
tion for resistivity this low in sub-glacial sediments (they are more consistent with a highly saline
lake, such as West Lake Bonney), we interpret these models to be among those that are mathemat-
ically acceptable (they fit the data) yet geologically unreasonable. The low probability region at
400 m depth (between 1-10 ohm-m) is likely a result of the competition between the geologically
reasonable and unreasonable models.
One strength of Bayesian inversion is that, once the model ensemble is obtained, it can be
queried for information at relatively minimal computational cost. In this case, geologically un-
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Figure 2.7: Inverted results for a sounding near the terminus of Taylor Glacier (a), and a sounding
4 km further up the glacier (b). For a description of each panel, see Figure 2.4. The black dashed
lines in the left panels are two linearized estimates of the limit of the data’s depth sensitivity to
the model (Christiansen and Auken, 2012). The white dashed lines indicate our estimate of the
ice thickness, using the posterior. The solid white lines show the regularized inversion result of
Foley et al. (2015) at the respective locations. The black line is the median of the distribution at
each depth. The wedge-shaped region between 150 and 250 m depth in the resistivity distribution
of the thin ice sounding (a) reveals the trade off between conductivity and layer thickness. In the
thin ice sounding, the upper boundary of the conductive feature is more sharply resolved than the
bottom. The depth sensitivity estimates for the thick ice sounding are much deeper than for the
thin ice sounding, indicating that depth sensitivity of TEM data is a complex, non-linear function
of conductivity structure.
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reasonable models could be identified using some criterion and excluded when estimating the
posterior. This could have the desirable effect of tightening the bounds of the posterior distribution
further.
In Figure 2.8, we show an example where we selected the subset of models for sounding B
that have resistivity greater than 500 ohm-m in the upper 350 m, and thus are compatible with the
radar-determined ice-thickness (Hubbard et al., 2004). By ruling out models that have conductive
layers within the depth range of the glacier, we now see a significantly improved resolution of
the lower limit on the resistivity of the subglacial sediments and deeper structure. Whereas the
previous result had the lower limit unbounded beneath 350 m, the new result suggests resistivity
beneath the glacier is at least a few ohm-m. In the remaining sections the full, unconstrained
model ensemble was used in order to demonstrate the fundamental resolution of airborne TEM
data. Improved resolution could be obtained, however, if independent constraints – such as ice
thickness – are incorporated, as demonstrated in Figure 2.8.
2.5.1 Model Resolution and Depth of Investigation
A comparison of the top and bottom rows of Figure 2.7 reveals the effect of increasing depth
on the resolving power of TEM data. That resolution should decrease with depth is not surprising,
given the diffusive nature of the TEM method. But it prompts the important question of how
deep one can resolve electrical conductivity using airborne TEM. Often referred to as the depth
of investigation (DOI), this question seeks the depth below which the data are no longer sensitive
to changes in the model. A first-order method for depth sensitivity estimation is the skin-depth,
which is the depth at which the primary signal has been attenuated to 1/4 of its original strength.
However, the skin-depth assumes a conductive wholespace and does not take into account the
non-linear effects of conductivity structure or the uncertainty of the data.
A more sophisticated approach that is in common use is to compute a Jacobian sensitivity
matrix (the matrix of partial first derivatives of the data with respect to the model parameters)
and use the norm of each column of the matrix as a measure of the sensitivity of the data to the
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Figure 2.8: Inverted results for sounding B using only those models from the full ensemble whose
resistivity was compatible with that of glacial ice ( > 500 ohm-m) above 350 m, the depth to the
glacier bottom (determined from radar soundings). Compare with Figure 2.7b. Note the lower
limit, indicated by the 5th percentile, on the electrical resistivity in the sub-glacial sediments,
which was unbounded when the full model ensemble was used to estimate the posterior. Also note
that the conductivity in the region of the wet, conductive sediments now has the same wedge-like
shape as Figure 2.7a.
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corresponding model parameter (Christiansen and Auken, 2012). While the sensitivity of airborne
TEM data clearly decays in a continuous fashion (rather than abruptly, at the DOI), the point at
which the sensitivity measure falls below a certain threshold can be used as a rough guide to where
the model can no longer be trusted.
This method of measuring DOI is a good choice for inverse methods that produce only one
best-fit model. Its weakness, however, is that it is a linearization about only one model. It is
conceivable that this DOI measure could be substantially different for other models that fit the data
equally well. Additionally, if the data dependence on the model parameters is highly non-linear
about the chosen model (e.g., models with complicated structure or large trade offs), this DOI
estimate may not be accurate.
Having access to the full posterior PDF allows a more complete answer to the question: how
much can I trust my model as a function of depth? The complete answer is contained in the
posterior — that is, the shape of the posterior will indicate precisely how well the data are able to
resolve each portion of the model. Areas where the data provide minimal illumination will closely
resemble the prior distribution and our prior assumptions about the model will remain unchanged.
On the other hand, areas where the data illuminate the model should reveal marked differences
from the prior. For example, the bottom left panel of Figure 2.7 below 500 m looks scarcely
different from a uniform distribution (our prior assumption), indicating that the data are incapable
of resolving the model parameters at these depths. By contrast, the top left panel of Figure 2.7 at a
depth of about 175 m is focused and, by any measure, very dissimilar to a uniform distribution. In
other cases, the posterior may look quite different from the prior and yet be poorly resolved — for
example, the bottom left panel of Figure 2.7 at a depth of 300 m, which is bimodal.
While the most complete picture is the posterior itself, it is occasionally useful to summarize
the information it contains more concisely. One such concise estimate of the DOI derived from the
posterior is the Kullback-Leibler (KL) divergence, which is a measure of the relative entropy of
two distributions.
Entropy is a measure of randomness and can be used to quantify the information content of a
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Figure 2.9: Resistivity PDFs (left column) and Kullback-Leibler divergences (right column) for a
sounding over thin ice (top row) and thick ice (bottom row). The axis along the top of plots in the
column on the right is the un-normalized KL divergence, while the axis along the bottom of each
plot is the KL divergence, normalized to the maximum for that particular sounding. The large peak
in KL divergence in the upper right panel against a steady decline with depth indicates that the data
have clearly resolved the conductive channel. By contrast, the small peak at 400 m depth in the
lower right panel suggests that the conductive channel is much less well resolved in the sounding
over thick ice. 28
distribution. For a discrete distribution, it is defined as (MacKay, 2003)




where the above is defined at %(G8) = 0 since lim%→0+ % log(%) = 0.
To understand the connection with information, consider the case of a discrete uniform distri-
bution with probability*# = 1# . The entropy of this distribution is









= log # (2.8)
The larger # , the wider *# ’s bounds and the less information it contains — or, in other
words, the larger its entropy, which grows per Equation 2.8 as the log of # . The KL divergence
measures the relative entropy of two distributions and is defined, for discrete distributions, as
(MacKay, 2003)







In a Bayesian context, & and % in Equation 2.9 represent the prior and posterior, respectively.
The posterior differs from the prior due to the additional information contained in the data. The
KL divergence measures this information gain. To see how this is so, consider again a uniform
prior, & = *# . The KL divergence of % and & is then
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By rewriting Equation 2.9 in terms of entropy, the connection to information gain is apparent:
in a Bayesian context, the KL divergence represents the entropy loss (or conversely, the information
gain) in going from the uniform prior to the posterior. Put another way, it measures the information
the data have added to our prior knowledge.
We computed the KL divergence at each depth for the two soundings of Figure 2.7 to investigate
their depth sensitivity. Figure 2.9 shows the KL divergence as a function of depth for these two
soundings, plotted next to their resistivity PDFs. Over the depth range of the conductive sediments,
the KL divergence of the sounding over thin ice shows a strong increase against a background of
decreasing resistivity with depth. The KL divergence of the sounding over thick ice shows the
same drop off with depth, but the signal indicating the presence of the conductive layer, while
noticeable, is much weaker since it occurs 200 m deeper.
2.5.2 Mining the Ensemble for Information
The Bayesian method is highly versatile: once the model ensemble has been obtained, ex-
tracting information from it becomes a matter of data mining. For instance, the sensitivity of the
airborne TEM method to conductance can be quantitatively measured from the ensemble. This
is feasible mostly for a buried conductor in a relatively uniform resistive background. For each
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sounding, we selected a depth range over which the posterior indicated low resistivity consistent
with the presence of a conductive channel (more conductive than expected for background rock or
overlying ice). For sounding A, the depth range used was 140-225 m; for sounding B, 345-445
m. We then calculated the conductance of each model in the ensemble by integrating conductivity
over that depth range. Histograms of conductance, computed as described, for the two soundings
are shown in Figure 2.10. While this is a somewhat subjective process, we found that adjusting the
intervals slightly had only a minor effect on the conductance histograms.
Most of the signal in the histogram for the thin ice sounding is concentrated in a peak around
about 1.8 S (Siemens) that spans only 2 S in width, while the upper left panel of Figure 2.7 shows
that resistivity over the same depth range spans roughly two orders of magnitude. Meanwhile, the
sounding over the thick ice indicates a similar peak in conductance at about 2 S, but reveals much
greater uncertainty due to the conductive layer’s greater depth. The usefulness of quantifying
conductance is especially apparent when comparing Figure 2.10 with the resistivity PDF of the
sounding over thick ice (lower left panel of Figure 2.7). The 90% credible interval spans nearly
5 orders of magnitude of resistivity, yet the the conductance histogram for this sounding yields a
clear peak at the same value as the sounding over thin ice, suggesting that, despite the diminished
resolution, the data are detecting the same conductive channel in both soundings.
In the course of interpreting inversion results, one is often interested in variables other than, but
related to, those estimated in the model. For instance, a scientist interpreting inverted models of
electrical conductivity might be interested, depending on the survey region, in deriving pore fluid
salinity, the porosity of sediments, partial melt fraction, or estimating net hydrocarbons. Using
standard inversion techniques, an interpreter is obligated to rely on a single model estimate, without
associated uncertainties, to infer the value of the desired property. Access to the full posterior and
a function relating the model variable to the desired quantity make it possible to produce an entire
estimated PDF of these derived quantities of interest, rather than just one plausible value.
To illustrate the utility of Bayesian inversion in estimating related parameters, we used Archie’s
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Figure 2.10: Conductance histograms for the thin ice (blue) and thick ice (orange) soundings. The
distribution of the thin ice sounding is concentrated over a range of only 2 S, whereas its resistivity
is distributed over nearly two orders of magnitude (see Figure 2.7). Despite the much greater
spread due to diminished data sensitivity at depth, the thick ice sounding features a sharp peak at
the same value as the thin ice sounding.
Figure 2.11: Histograms of pore fluid resistivity, dF, in the conductive sediments beneath Taylor
Glacier obtained from Archie’s Law assuming q = 10% and < = 2. The bulk resistivity values, d,
were obtained from the model ensemble. While the sounding over thin ice is sharply peaked, the
sounding over thick ice yields a broader distribution, indicating decreasing resolution with depth.





where d is electrical resistivity, dF is pore fluid resistivity, q is porosity, and < is an empirically
derived constant with a typical value of 2. For a given sounding, we selected a depth, I1A8=4,
consistent with the center of the conductive channel, using both the resistivity PDF and interface
PDF as guides. In particular, we chose the depth of I1A8=4 to capture the widest possible variation
in resistivity. In practice, this meant choosing I1A8=4 to correspond with the thickest portion of
the conductivity-thickness tradeoff wedge. For sounding A, this was chosen to be 175 m; for
sounding B, 400 m. Then, for each model in the ensemble, we compute the pore fluid resistivity,
using Archie’s Law, assuming a porosity of 10% and < = 2, and the bulk resistivity of the model
at I1A8=4. We then produced a histogram of pore fluid resistivity at that depth, using the values
computed from the model ensemble.
We followed this procedure for the thin ice and thick ice soundings. The results, shown in
Figure 2.11, quantitatively show the diminishing resolution with increased ice thickness (i.e., depth
to the conductor). For example, the inter-quartile range (50% credible interval) for the thin ice
sounding gives a likely range of 0.25 to 0.42 ohm-m, with a median value of 0.32 ohm-m. The
thick ice sounding, by contrast, yields a likely range of 0.03 to 5.0 ohm-m, with a median value
of 0.43 ohm-m, reflecting the much greater uncertainty inherent in trying to image a deep target.
Despite the greater uncertainty, the median value is nearly the same between the two soundings,
potentially giving rise to a false sense of certainty about the value of pore fluid resistivity from the
thick ice sounding if only one estimate were available. The uncertainty information contained in
these histograms might be of use to, say, a microbiologist seeking to understand and constrain the
range of environmental conditions that could exist within the brine layer. Given the assumed 10%
porosity, the median value of pore fluid resistivity is consistent with that of seawater at 1>C (0.3
ohm-m). Taylor Valley was once covered by oceans, suggesting that the fluid filling the pore space
of the sediments beneath the valley today might be ancient seawater.
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2.6 Feasibility of Deeper Imaging
As evidenced by Figure 2.9, the ability of the data to resolve the conductive channel beneath
Taylor Glacier diminishes as the thickness of the glacier increases. Because measurement error
is a source of model parameter uncertainty, it might be possible to increase model resolution at
depth by decreasing absolute measurement error, which would allow for data at later time offsets
that provide increased sensitivity to deeper structure. In the context of TEM, this could be accom-
plished by placing the transmitter loop directly on the ice in lieu of towing it under a helicopter.
This sacrifices data acquisition efficiency, but allows for repeat soundings to be collected at the
same location which can subsequently be stacked to reduce the effect of measurement error. Of
course, as the depth (and lateral) sensitivity of the data increase, the 1D assumption will eventually
break down. Because they are fundamentally stochastic, Bayesian sampling methods should be
able to quantify this improvement in resolution capacity, providing valuable insight into trade-offs
between efficiency and resolution that are inherent in experimental survey design.
To determine what impact a decrease in measurement error would have on the ability to resolve
the conductive channel under greater ice thicknesses, we conducted a synthetic experiment where
the same conductive layer (50 m thick, 10 ohm-m resistivity) was buried under increasingly thick
layers of ice. Additionally, for each depth of ice (500 m, 750 m, 1000 m), we decreased the noise
floor by an order of magnitude to simulate the power of a larger transmitter moment (e.g., 75 Amp
in a 100x100 m loop), longer data stacking times, or both. As before, the noise in the synthetic data
consisted of a 5% relative Gaussian error, plus an absolute Gaussian noise centered at the noise
floor, which we lowered from 10−14 V/Am4 (consistent with the airborne TEM data collected in
2011) to 10−16 V/Am4. Synthetic data below the noise floor were discarded.
One additional difference is that the synthetic data with a noise floor of 10−14 V/Am4 were
modeled assuming a transmitter height of 35 m, typical of airborne TEM surveys, while the syn-
thetic data with lower noise floors were modeled assuming the transmitter was located on the
surface. The intent was to allow comparison of airborne TEM to ground based TEM data.
34
Figure 2.12: Depth test (i.e., how deep can TEM see?). Columns represent 10−14 V/Am4 (left),
10−15 V/Am4 (center-left), 10−16 V/Am4 (center-right), and the KL divergence for each noise floor
(right). Rows represent depth: z = 500 m (top), z = 750 m (center), z = 1,000 m (bottom)
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Figure 2.13: Thickness test (can we see the bottom?). Columns represent N = 1 (left), N = 100
(center-left), N = 10,000 (center-right), and the KL divergence for each N value (right). Rows
represent thickness: g = 50 m (top), g = 200 m (center), g = 400 m (bottom)
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We then inverted each synthetic data set. The results are shown in Figure 2.12. Each row
reveals how the decreasing the noise floor increases the resolving power of the data. Note how
a noise floor of 10−14 V/Am4 is entirely insufficient to resolve the conductive layer buried at any
of the depths considered. A noise floor of 10−15 V/Am4, by contrast, is sufficient to partially
resolve the layer, but the data still permit many other models to satisfy the data, complicating
interpretation. A noise floor of 10−16 V/Am4, however, permits an unambiguous interpretation
at all three depths, with a distribution clearly focused and centered on the true model. The KL
divergence indicates that the data contain increasing amounts of information about the conductive
layer as the noise floor decreases. The highest noise floor registers nothing other than a steady
decline in information content with depth for all target depths. The intermediate noise floor data
show a clear spike in information content regarding the target at 500 m depth, but not at greater
depths. The lowest noise floor, by contrast, shows a clear increase in information at the appropriate
depth for all burial depths shown, although the signal decreases markedly with increasing burial
depth.
Another interesting question regarding the resolving power of TEM data with depth is whether
the bottom of a conductive layer can be clearly resolved. Most often, the top of a conductive layer
is better resolved than the bottom, both because of the conductivity-thickness trade off and because
the conductive layer dissipates the EM signal more rapidly than the more resistive overburden. The
bottom row of Figure 2.9 effectively demonstrates the difficulty: it is possible that 450 m represents
the bottom of the conductive layer, but the loss of resolution at that same depth — indicated by
both the linearized estimates of DOI and by the KL divergence — renders interpretation uncertain.
To investigate whether increasing the information content of the data by lowering the noise floor
could resolve this issue, we conducted a second synthetic test. Keeping the top of the conductive
layer fixed at 500 m (with the same 10 ohm-m resistivity as before), we varied the layer’s thickness.
We generated synthetic data using the same procedure as above, dropping the noise floor by an
order of magnitude each time, and inverted each using our MCMC algorithm.
As before, the airborne TEM setup (highest noise floor and 35 m transmitter height) is unable
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to resolve any of the three layers, regardless of thickness. If the noise floor is an order of magnitude
lower and the thickness of the conductive layer is 50 m, it is unclear whether the bottom of the layer
has been identified. Because TEM data contains little information about deeply buried resistors,
without knowledge of the true model it would be difficult to say whether the drop in KL divergence
at 550 m — the “true" bottom of the layer — is due to a loss of signal strength or to the transition
from the conductive layer to a more resistive underburden. The posterior PDF suggests that these
two factors are combining to cause a loss of resolution at the same depth, making it impossible to
distinguish between them or say definitively that the bottom of the layer has been imaged.
By lowering the noise floor further, this ambiguity is resolved. Below 550 m, the 5th percentile
of the distribution rises above the resistivity of the conductive layer, indicating that nearly all of
the models below 550 m are too resistive to represent a continuation of the conductive layer. If the
layer thickness is increased to 200 m, the inverted results are again ambiguous if the noise floor
is intermediate: many of the models have the conductive layer continuing indefinitely, revealing
that these models fit the data just as well as the true model. If the noise floor is decreased further
to 10−16 V/Am4, however, the bottom of the layer is identifiable, using the 5th percentile of the
distribution below 700 m — the “true" bottom of the layer — as evidence. If the layer thickness is
further increased to 400 m, however, information about the depth of the bottom of the layer is lost,
and all three synthetic data sets show ambiguity at depth.
2.7 Conclusions
We applied a trans-dimensional MCMC algorithm to provide Bayesian inference on model
parameters estimated from airborne TEM data. We utilized parallel tempering to accelerate con-
vergence and improve robustness of the algorithm, and demonstrated its efficacy on both synthetic
TEM data and field data recorded over the Taylor Glacier in Antarctica. Our estimated resistivity
distributions corroborate the results of previous inversions of this dataset using standard, gradient-
based techniques. They also provide a wealth of additional information, including quantitative
estimates of model parameter uncertainty, a statistical approach to DOI estimation derived from
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the Kullback-Leibler divergence, and quantitative estimation of related subsurface parameters, in-
cluding conductance and pore fluid resistivity. This last point is of significance, as it is often the
potential to place constraints on related subsurface parameters that is of greatest interest to the
wider scientific community. The parsimonious nature of the trans-dimensional MCMC algorithm
means that the data largely drive the choice of model complexity, implicitly preferring simpler
models to more complex ones — rather than placing this decision in the hands of the user. The
generality of the MCMC algorithm means it can be adapted to work with other types of geophysical
data.
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3.1 Introduction
Electromagnetic (EM) methods use passive or active source EM fields to probe subsurface
conductivity structure. Depending on the frequency content of the source fields, the depth of
investigation can range from hundreds of kilometers to just a few meters. Commonly employed
EM methods include the Magnetotelluric (MT) method, which measures the Earth’s EM response
to natural variations in the geomagnetic field, and the controlled source electromagnetic method
(CSEM), which actively generates EM fields and measures their attenuation and phase shift at
receivers offset from the transmitter.
The measured EM fields must be inverted to recover an estimate of subsurface conductivity.
The standard deterministic inversion technique for EM geophysical data relies upon an objective
function that is typically the noise-weighted L2 norm of the data misfit between measured and
forward modeled data, and a regularization penalty term against model roughness and/or difference
from a reference model. Gradients in the objective function are then used to attempt to discover a
model that minimizes this function (e.g. Constable et al., 1987; Newman and Alumbaugh, 2000).
Using this approach, the inversion algorithm searches until it produces a model that fits the data
to within a user specified tolerance – ideally to within the data uncertainty. Other nearby models
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Figure 3.1: Simple cartoon illustrating how joint inversion might reduce the size of parameter space
compatible with the measured data. The region of this 2D parameter space that is compatible with
a hypothetical data set 1 is shown in blue, while the region compatible with data set 2 is shown
in orange. These data sets contain complementary information about the model (their compatible
regions do not overlap completely), so the region of parameter space compatible with the joint data
set should be smaller than either of them (the shaded, overlapping region).
can also be found by adjusting the data fit tolerance or by adjusting the relative weighting of the
model roughness norm, which results in finding one or more additional models that are usually in
a neighborhood of the original best fitting model.
What these methods leave unaddressed is the uncertainty in the estimated model parameters.
Most geophysical inverse problems are non-unique – meaning that an infinite number of models
may adequately explain the measured data. In fact, regularization must be introduced in the for-
mulation of the objective function precisely to constrain this non-uniqueness and allow the inverse
algorithm to converge to a solution. Bayesian sampling-based inverse methods are a class of al-
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gorithms that provide an estimate of model parameter uncertainty by generating an ensemble of
models – each of which fits the data, and from which statistical properties of the model parameters
can be inferred (Mosegaard and Tarantola, 1995). Additionally, they do not require linearization,
nor do they require explicit regularization – but these benefits come at the price of significant, addi-
tional computational cost. For an illuminating discussion of the equivalence between Bayesian and
deterministic methods, see Calvetti and Somersalo (2018). Recent examples of Bayesian inverse
methods applied to CSEM data are provided in, inter alia, Ray and Key (2012) and Gehrmann
et al. (2015), and MT examples are given in Mandolesi et al. (2018) and Xiang et al. (2018).
The non-uniqueness of the inverse problem often results in significant model parameter uncer-
tainty. This uncertainty can arise from multiple sources, including simplifications in the governing
physics equations, computational inaccuracies in the forward calculations, and measurement un-
certainty. One approach for reducing this uncertainty is to collect multiple kinds of data and invert
them jointly. Joint inversion aims to reduce the contribution of measurement error and govern-
ing physics to inverted model parameter uncertainty. Because models under joint inversion are
required to fit all data sets simultaneously, the range of parameter values compatible with the joint
data set should be smaller than the range compatible with any of the individual data sets, if they
contain complementary information about the model (Figure 3.1).
Jointly inverting EM data sets with standard inverse methods – using gradients to find a mini-
mizer of an objective function – often yields significant, qualitative improvements in the inverted
model parameters (e.g. Abubakar et al., 2011). Because these methods do not provide true, non-
linear estimates of model parameter uncertainty, however, this qualitative improvement is difficult
to quantify. Bayesian sampling-based inverse methods, on the other hand, can easily be adapted to
joint inversion, allowing the improvement in model parameter uncertainty to be evaluated quanti-
tatively.
Joint inversion methods using gradients to minimize an objective function have been applied
to geophysical problems since at least the 1970s (Vozoff and Jupp, 1975). The range of data
types that have been jointly inverted is extensive, and includes: DC resistivity and MT data
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Figure 3.2: Map of a marine EM survey offshore New Jersey (upper-left corner). The survey
included 10 seafloor MT stations (blue squares) and over 200 line km of CSEM data, recorded on
four receivers towed on the surface behind the ship. The main tow-line, extending from near the
NJ shoreline out to near the edge of the continental shelf, was chosen to cross the locations of three
recent IODP drill sites (Expedition 313 – green circles), for which porosity and salinity data are
available (Mountain et al., 2010).
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(Sasaki, 1989); DC resistivity and CSEM (Gómez Trevino and Edwards, 1983); marine seismic
and CSEM data (Hoversten et al., 2006); DC resistivity and seismic tomography (Gallardo and
Meju, 2004); seismic travel time and gravity (Lelièvre et al., 2012); strong motion, teleseismic,
geodetic, and tsunami data (Yokota et al., 2011); electrical resistance and ground-penetrating radar
data (Bouchedda et al., 2012); glacial isostatic adjustment and mantle convection (Mitrovica and
Forte, 2004); and, most recently, marine MT and CSEM data collected at a slow spreading mid-
ocean ridge (Johansen et al., 2019). Most joint inversion studies can be classified according to
whether all data sets inform the same underlying model parameters (e.g. receiver function and
surface wave travel time data inverted for shear velocity) or whether multiple physical quantities
are being inverted for (e.g. CSEM and seismic tomography making inference on electrical resis-
tivity and p-wave velocity, respectively). In the former case, the data fitting term can be expanded
to include multiple data sets in a relatively straightforward manner, and each data set contributes
information to the model directly. In the latter case, the two separate models must be made to
‘communicate’ in some manner, often through the use of cross gradients or a statistical or analytic
relationship between the different physical quantities. More recently, Agostinetti and Bodin (2018)
develop a method to permit the two models to share structure only where allowed by the data. In
this study, both data sets inform subsurface electrical resistivity, so we will focus our attention on
the first approach.
Bayesian sampling-based inverse methods are readily adaptable to a joint inversion framework,
which will be discussed in detail in the following section. Jardani et al. (2010) inverted synthetic
seismic and seismo-electric data for reservoir properties in a 1D layered model; Rosas-Carbajal
et al. (2013) inverted synthetic radio frequency MT and electrical resistivity tomography (ERT)
data for 2D electrical resistivity models; Rabben et al. (2008) estimated subsurface elastic param-
eters from synthetic PP and PS reflection coefficients; Bodin et al. (2012) recovered estimates
of 1D shear wave velocity profiles from measured surface wave dispersion (SWD) and receiver
function (RF) data, while Agostinetti and Bodin (2018) invert electrical resistivity and shear wave
velocity. Of the foregoing, all but Bodin et al. (2012) and Agostinetti and Bodin (2018) use a fixed-
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dimensional MCMC sampler. We follow Bodin et al. (2012) and use a trans-dimensional MCMC
sampler, where the number of model parameters is itself an unknown. Trans-dimensional MCMC
was introduced to the geophysics literature by Malinverno (2002) and Sambridge et al. (2006).
In this work, we sample both the individual and joint Bayesian posterior probability den-
sity functions from MT and CSEM data using a trans-dimensional Markov Chain Monte Carlo
(MCMC) method based on the Metropolis-Hastings algorithm (Metropolis et al., 1953; Hast-
ings, 1970; Green, 1995; Geyer and Moller, 1994). The MT and CSEM data were collected
during a marine survey offshore New Jersey (Figure 3.2), whose objective was to map a fresh-
water aquifer in the shallow continental shelf. It is well-known that MT and CSEM data contain
complementary information about subsurface conductivity. MT is more sensitive to conductive
regions while CSEM is more sensitive to resistive features (Constable and Weiss, 2006). We use a
simple 1D model to demonstrate this by illustrating the shapes of the regions of parameter space
compatible with each data set individually, as well as the region compatible with the joint data
set. This synthetic test demonstrates that the space compatible with the joint data set is within the
intersection of the two individual regions. Applying our algorithm to the New Jersey field data,
we identify a region of high resistivity consistent with a relatively freshwater aquifer and quantify
– using the posterior distribution of probability density and the 90% credible interval width – the
model uncertainty reduction obtained by jointly inverting the data over inverting either of the data
sets individually. Additionally, in conjunction with porosity data from nearby well logs, we also
produce quantitative estimates of pore fluid salinity within the aquifer, with associated uncertainty.
3.2 Model Parametrization and Forward Calculations
We choose a 1D parametrization of the Earth such that our model consists of :B subsurface
layer interfaces and :B +1 subsurface layers, each with an associated electrical resistivity. The sub-
surface model, then, consists of :B interface depths zs = [I1, I2, ...I:B ] and :B +1 layer resistivities
ρs = [log(d1), log(d2), ...log(d:B ), log(d:B+1)] . The last layer is assumed to be a semi-infinite
halfspace.
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The resistivity of the seawater has a strong impact on the modeled CSEM data. Because it
is a function of temperature, the seawater resistivity can vary significantly from ocean surface
to seafloor in the shallow waters above the North American continental shelf. To avoid bias-
ing the inversion, we model the water column as a series of layers rather than assume a water
column resistivity profile. We model the water column in the same way we model the sub-
surface, as a vector of layer interfaces zw = [I1, I2, ...I:F ] and a vector of resistivities ρw =
[log(d1), log(d2), ...log(d:F ), log(d:F+1)], except that the water column model terminates at the
seafloor, rather than as a half-space. The combined model is formed by adding the water column
model above the subsurface model, which begins at the seafloor and extends downward. The com-
bined model, therefore, consists of :B + :F + 1 interfaces (the extra ‘1’ counts the seafloor) and
:B + :F + 2 layer resistivities.
The EM field components produced by a finite length, horizontal electric dipole are calculated
using the open source code Dipole1D, described in Key (2009). The effect of the 336 m long
transmitter wire was simulated by numerically integrating point dipoles distributed along the wire’s
length using an efficient Gauss quadrature approach. Forward modeling for MT data was done
using the standard impedance recursion approach (Ward and Hohmann, 1987).
3.3 Joint Inversion Framework
The non-uniqueness of the inverse problem often results in significant model parameter un-
certainty. This is particularly true of many EM methods in geophysics that are governed by a
diffusion-type equation, where precise resolution of fine-scale structure is difficult. In particular,
inversion of EM geophysical data often suffers from trade-offs between model parameters. The
MT method experiences a trade-off between the thickness and conductivity of a conductive layer.
The CSEM method has an opposite, resistivity-thickness trade-off. As a result, there is often a
wide range of model parameter values that can fit a given field data set of one type equally well.
Physical or other constraints on the values model parameters are allowed to take can limit the
extent of this range, but joint inversion can go further.
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3.3.1 Bayesian Joint Inversion Framework
Bayesian probability describes how information provided by measured data modifies our prior
assumptions to produce posterior probabilities on the model parameters. This process is described
in Bayes’ rule
?(m|d) ∝ ?(d|m)?(m) (3.1)
where the variables to the left of | are conditional on those to the right. In other words, ?(0 |1) is
the probability of 0 given that 1 is known. m is a vector of parameters that constitute our model of
the Earth (in our case, :B, :F, zs, zw, ρs, and ρw), while d is the vector of observed data.
The ?(m) term on the right hand side of (5.1) is known as the prior and is a probability density
function of the model parameters that represents all the information known and assumptions made
about the model – independent of the measured data. In this study we assume uniform prior dis-
tributions on all model parameters (number of interfaces, interface depths, and layer resistivities)
– though the prior is only uniform when considering a fixed value of : . By using a minimally
informative prior, we allow the information about the model parameters contained in the data to
inform the posterior distribution of probability.
The ?(d|m) term on the right hand side is called the model likelihood, and is a measure of data
fit. The likelihood is the probability that the modeled data differ from the measured data purely
due to random measurement error. We use a simple Chi-squared (j2) measure of misfit
j2 = (d − f (m))C−13 (d − f (m)) (3.2)
where Cd is the matrix of data covariances and f (m) is the forward modeling function applied to a









Finally, the product of the prior and the likelihood yields the posterior – a probability density
function of the model parameters, written ?(m|d), that reflects all the information about the model
contributed by the measured data and our prior information and assumptions. Obtaining a good
approximation to the posterior is the objective of sampling-based Bayesian inverse methods. For
non-linear inverse problems, this is done by sampling from the posterior, whose analytical form is
unknown.
Algorithms have been developed to draw samples from unknown distributions. One of the more
successful – due to its simplicity and robustness – is MCMC, which we utilize in this study to invert
CSEM and MT data. Our method is a trans-dimensional variant of the Metropolis-Hastings-Green
MCMC sampler (Metropolis et al., 1953; Hastings, 1970; Green, 1995), meaning that the number
of model parameters is itself a parameter that we invert for, and its selection is guided by the
data. Here we adopt the ‘birth-death’ scheme (Geyer and Moller, 1994) whereby, at each step, the
number of interfaces can increase by one, decrease by one, or remain the same. For more robust
and accelerated convergence, we implement parallel tempering (PT), whereby multiple Markov
chains are run in parallel, each with its own ‘temperature’ ) . The chains at ) = 1 are unmodified
and will make up the model ensemble; the chains at temperatures ) > 1 explore a ‘tempered’
model space and, by swapping models with colder chains after each MCMC step, allow for more
robust and accelerated convergence to the high probability regions of model space. For a detailed
description of our algorithm, see Blatter et al. (2018); Ray et al. (2013a); Ray and Key (2012); for
a helpful discussion of MCMC, see Gilks et al. (1995); and for a thorough discussion of PT with
numerical examples, see Sambridge (2013).
The algorithm used in this work is the same as in Blatter et al. (2018), except that here there is
a water layer, which is sampled separately from the subsurface. At each step of the algorithm, a
uniform random number is generated. If it is greater than V (a pre-determined constant which has
a value between 0 and 1), the subsurface model only is perturbed; otherwise, the water layer only
is modified. Because the water layer in the New Jersey survey is shallow (20-100 m) relative to
the depths of interest in the subsurface (the uppermost kilometer of the crust), we chose V = 0.2 to
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Figure 3.3: True model (left) from which synthetic MT (upper right) and CSEM (lower right) data
were generated. The CSEM frequencies inverted for were 0.75 and 1.75 Hz. The synthetic data
include 5% Gaussian noise. The true model was chosen to simulate the nearly 1D geology in
the region where the New Jersey marine survey was conducted. The synthetic data were inverted
using a modified, fixed-dimension version of the MCMC sampler. The water column depth and
thickness, as well as the number and depths of the subsurface interfaces were fixed during the
inversion, so that only the four subsurface layer resistivities (d1 − d4) were inverted for.
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prioritize sampling the subsurface.
Although MT and CSEM data contain fundamentally different information about subsurface
electrical resistivity, only the relative uncertainty associated with a measurement is relevant in a
joint Bayesian inversion framework, not the ‘type’ of data it represents. This is true regardless of
the relative information content of the data. This makes incorporating multiple data sets in a joint
Bayesian inversion a straightforward process, where d and C3 are simply extended to include the
new data, with their associated uncertainties. When measurement errors between two data sets
are uncorrelated, equations A.1 and A.2 can be used to show that the joint likelihood is simply
proportional to the product of the individual likelihoods:
?(d|m) = ?(d1 |m) ?(d2 |m) (3.4)
where the joint data vector d = [d1; d2].
Because of the likelihood function’s insistence that only the data error determine a datum’s
weight in the inversion process, it is imperative that the data covariance matrix, 3 , be accu-
rately estimated. Indeed, both the degree of posterior model complexity (Agostinetti and Malin-
verno, 2010) and the posterior model parameter variance (Guo et al., 2014) are to a large extent
determined by the data errors. Estimating 3 involves determining the data variances and the
degree and nature of data error correlation.
The data variances (the diagonal elements of 3) were determined through standard MT (Eg-
bert, 1997) and CSEM (Myer et al., 2010) data processing methods. The CSEM data inverted in
this study are the log-amplitude of the in-line electric field (in the frequency domain) and its phase;
the MT data inverted are the log of the apparent resistivity (also frequency domain) and its phase.
While the errors in such data may not be normally distributed, the departure from Gaussianity is
negligibly small if the data errors are small relative to the magnitude of the data themselves (Whee-
lock et al., 2015:suggest 10% relative error as a reasonable threshold). Here we assume the data
errors are normally distributed.
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Figure 3.4: Scatter plots of pairs of model parameters from 70,000 randomly selected models from
the posterior model ensembles of individually inverted MT and CSEM data (green and orange
points, respectively) as well as a joint inversion of both data sets (blue points). The true value is
indicated in each off-diagonal plot by the black circle. The plots along the diagonal are the model
parameter probability distributions, with the true value indicated by the black dashed line. In each
column, the x-axis of each plot corresponds to the x-axis of the probability-distribution plot in that
column, while in each row the y-axes of the off-diagonal plots are the same as the y-axis of the
final plot in that row.
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Although Bayes’ rule admits no differentiation of data based on ‘type’, there is a concern that
the measurement errors estimated from data processing workflows do not always accurately reflect
the total data error. For example, inaccuracy due to forward modeling or assuming 1D or 2D
physics also contribute to the overall discrepancy between forward modeled and measured data.
To prevent overly-optimistic error estimates from producing spurious or overly-complex model
structure, we used a relative error floor of 1% for CSEM data and 5% for MT data.
It is possible, in a Bayesian context, to go one step further and posit that, even after careful data
processing and error estimation, some of the information about the data errors remains unknown.
Usually, this is done by introducing a scale factor that multiplies 3 and which can be estimated
through maximum likelihood (Mecklenbrauker and Gerstoft, 2000; Dosso and Wilmjut, 2006;
Sambridge, 2013; Ray et al., 2016) or through Hierarchical Bayes methods (Bodin et al., 2012;
Malinverno and Briggs, 2004; Agostinetti et al., 2015). In the case of joint inversion, there is usu-
ally a different scale factor applied to each data set separately (Agostinetti and Bodin, 2018). Under
the Hierarchical Bayes approach, these scale factors are hyper-parameters inverted for, allowing
the data and hyper-parameters to select the optimal contribution for each data set. Hierarchical
Bayes is similar in many respects to the weighting terms introduced in standard, linearized joint
inversion to weight the relative contribution of each data set to the objective function – the main
difference being that in the latter case the choice of what values to assign each weight is largely
arbitrary (Commer and Newman, 2009; Key, 2016).
We chose not to use Hierarchical Bayes to estimate a scale factor weighting the MT against
the CSEM data as there is evidence, in the case that the data errors have been robustly estimated,
that the posterior distribution estimated via Hierarchical Bayes converges to that obtained using
standard trans-dimensional MCMC (Agostinetti and Malinverno, 2018). In such cases, if the data
errors are normally distributed,3 is diagonal, and the data variances have been robustly estimated,
then the maximum likelihood estimate for a scale factor is equal to the root mean square (RMS)
of the residuals, and should be close to unity (see Appendix C for a derivation). We subsequently
show that the distribution of RMS misfit across all models in the joint ensemble reaches its max-
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Figure 3.5: Larger version of a single plot from Figure 3.4. The orange and green dots indicate pos-
sible parameter estimates that gradient-based inversion of only the MT or CSEM data, respectively,
might produce, depending on the starting model, choice of regularization, and other parameters. A
joint inversion of both data sets, however, would be restricted to searching within the region high-
lighted by the black dashed oval, ensuring a model estimate much closer to the true value (small
black circle).
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imum value in the neighborhood of one, for both data sets individually and for the joint data set.
Sampling for data error scale factors using Hierarchical Bayes would therefore not significantly
affect the joint posterior probability distribution in our case.
One final issue in estimating 3 involves the problem of correlated noise (the off-diagonal
elements of 3). Although it is standard practice to assume independent, normally distributed
noise, it is likely that the measurement error is correlated to some degree. To account for this,
one could assume a Gaussian, exponential, or other parametric correlation between the data noise
at different offsets or frequencies (Bodin et al., 2012; Xiang et al., 2018). Another approach
is to sample the posterior residuals to estimate a non-parametric correlation (Ray et al., 2013b).
While we acknowledge the importance of accurately estimating the data error statistics, the choice
of which scheme to pursue to account for data error correlation is not obvious. Indeed, overly
complex or unjustified modeling of error correlations can lead to spurious inverted model structure
(Xiang et al., 2018). Given the lack of a definitive alternative, we follow the standard choice in the
literature and assume 3 is diagonal.
3.4 Synthetic test
To demonstrate how joint inversion reduces the size of parameter space compatible with the
data, we constructed a simple toy model (see Figure 3.3) consisting of a shallow water layer above
three subsurface layers and a half-space. This model was designed to emulate the expected resis-
tivity profile of the upper kilometer of the continental shelf, based on 2D regularized inversions
of the New Jersey data by Gustafson et al. (2019). We generated synthetic MT and surface-towed
CSEM data from this model by adding 5% Gaussian noise to the model responses. We assumed
an isotropic Earth, an assumption discussed in Gustafson et al. (2019). The frequencies and other
parameters used were taken from the field data set to keep the synthetic data realistic. We then
inverted this synthetic data using a version of our MCMC code modified to keep the number and
depth of the layer interfaces, as well as the thickness and resistivity of the water column, constant
– that is, fixed at their true values. In other words, only the resistivities of the subsurface layers
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were allowed to vary. The MT and CSEM data were inverted separately and jointly.
To visualize the size and shape of the trade-offs inherent in the (non-linear) inversion of these
synthetic data, we selected models at random from the posterior model ensemble from each inver-
sion (individual and joint) and made scatter plots of each pair of model parameters – (d1, d2), (d1,
d3), etc. Figure 3.4 shows the scatter plots and marginal model parameter probability distributions
arranged like a covariance matrix. The true model is plotted in the lower left of Figure 3.4, with
each layer labeled and highlighted. A larger version of the (d1,d2) plot is shown in Figure 3.5.
A few conclusions can be drawn from Figure 3.4. First, the synthetic MT and CSEM data do
indeed contain complementary information about the subsurface model parameters, as indicated
by the differing shapes and locations of the green and orange point clouds. The extent of their
intersection is, in all cases, less than their individual extents. Second, it appears that the region of
model space compatible with the joint data set is indeed roughly equivalent to the intersection of
the regions of model space compatible with the individual data sets, and in some cases appears to
be even smaller. Furthermore, examining the model parameter variances further indicates that the
range of acceptable values for each model parameter has indeed been reduced by joint inversion –
in some cases, by a great deal.
While Figure 3.4 is arranged in the style of a covariance matrix, it is important to recognize
that it represents more information than a covariance matrix can provide. The latter boils down
the wealth of information displayed in each plot of Figure 3.4 to a single number. While this
approximation may be adequate locally (e.g. in the neighborhood of a particular dot in Figure
3.5), it clearly does not hold far from that model, as indicated by the complex shapes traced out in
Figure 3.4.
3.5 Field Data Inversions
We now illustrate these points by applying the full, trans-dimensional MCMC sampler to a field
data set. The New Jersey EM data set (see Figure 3.2) is part of a larger freshwater marine EM
data set that was collected to understand the spatial extent of low salinities observed in a series of
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Figure 3.6: 2D joint inversion of the main New Jersey tow-line (white dashed line) obtained using
the freely available inversion code MARE2D. See Gustafson et al. (2019). White triangles are
MT sites as indicated in Figure 3.2. Warm colors indicate resistive structures, while cooler colors
indicate more conductive features. The shallow resistor (indicating the presence of the fresh-
brackish water aquifer) is clearly visible in the upper 400 m, out to a distance of 90 km along the
tow-line. The highly conductive region (brine-saturated sediments) begins approximately 60 km
offshore, at a depth of about 500 m.
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Figure 3.7: Field data collected at location N05 (Figure 3.2). MT apparent resistivity (top) and
phase (bottom) are plotted on the left, while the CSEM inline electric field amplitude (top) and
phase (bottom) are plotted on the right. The measured data are plotted in red (error bars in black),
while the forward responses of 50 models randomly-selected from the joint model ensemble are
plotted in gray.
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nearby wells. Surface-towed CSEM data was collected along a 130 km long profile across the con-
tinental shelf, beginning near the New Jersey shoreline and ending at the shelf edge. In addition,
eight seafloor MT receivers were deployed roughly 10-20 km apart to constrain the broad scale
structure and better resolve the more conductive sediments. High quality MT data were collected
from 10−4-102 Hz – unusually high for marine MT data. The skin depth, IB ≈ (500 m)
√
d/ 5 , is the
depth at which an EM signal of frequency 5 will have attenuated to 1/4 of its original amplitude
within a homogeneous medium of resistivity d. This relation indicates that the thicker the con-
ductive sea water, the more attenuation the MT signal will suffer before reaching the subsurface.
For instance, at 1 Hz in 0.2 ohm-m seawater, the skin depth is ≈ 220 m. The relatively shallow
waters of the continental shelf (18-100 m) allowed higher-than-normal frequencies to penetrate the
water column. Here we invert only the data from 10−1-102 Hz, as we are primarily interested in
the upper kilometer of the subsurface. The surface-towed CSEM system featured a 336 m long
electric dipole antenna broadcasting a 0.25 Hz fundamental frequency waveform. Four broadband
receivers measuring the inline horizontal electric field were towed behind the antenna at offsets of
600, 870, 1120, and 1380 m. Further details on the survey design, data collection, processing, and
inversion can be found in Gustafson et al. (2019).
Regularized, deterministic 2D joint inversions of the data (Figure 3.6) obtained using the freely
available code MARE2D (Key, 2012b) reveal a laterally continuous, 90 km long, 10-110 ohm-m
resistive layer within the upper 400 m (Gustafson et al., 2019). At around 60 km offshore, this
resistive zone becomes shallower, occupying depths of 50-200 m. It continues for roughly 30 km
more before petering out. A conductive zone ( < 1 ohm-m) was identified that begins near the
center of the survey line and extends out to the shelf edge at depths beneath the shallower resistive
layer (450-750 m). Although there are 2D features in the gradient-based inversion results of the
New Jersey survey data, these variations are on the order of tens to hundreds of meters vertically
over a length scale of some 120 km, justifying the use of a 1D layered Earth model.
We used the full, trans-dimensional MCMC sampler to invert the MT data collected offshore
New Jersey, as well as the surface-towed CSEM data from the 130 km long main line. All 8 MT
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Figure 3.8: RMS misfit for the data at location N05 across all models in the MT-only (green),
CSEM-only (orange), and joint (blue) ensembles. (a) shows the distribution of fit to the MT data;
(b) shows the distribution of fit to the CSEM data; and (c) shows the distribution of fit to the
joint data. The data fit to each individual data set deteriorates somewhat when the models in the
ensemble are required to satisfy both data sets simultaneously. Compare with Table 3.1
stations (stations N01-N08) were inverted individually for 1D models. The surface-towed CSEM
data from the main tow line were divided into groups of 15 adjacent soundings (no overlap between
groups) and averaged. These average soundings were then inverted individually for 1D models.
In addition, each of the averaged CSEM soundings was inverted jointly with the data from the
nearest MT station. For each inversion, either joint or individual, we allowed the MCMC sampler
to draw one million samples from the posterior distribution. We then removed the first 300,000
samples from each chain (known as the ‘burn in’) and combined the remaining models from all
of the PT chains at T=1 to form the posterior model ensemble. We ran each inversion with eight
PT chains, three of them at T=1 (for a total combined posterior ensemble of 3 × 700,000 = 2.1
million models). The trans-dimensional MCMC algorithm was allowed to place interfaces down
to a depth of 3000 m, but here we only show the upper 1200 m since our data sensitivity and target
of interest are in this region.
All the MCMC inversions were computed in serial (no parallelization – either over the different
59
Data Type CSEM-only MT-only Joint
MT – 1.23 1.35
CSEM 0.71 – 1.02
Total 0.71 1.23 1.22
Table 3.1: Average RMS misfit across all models in the CSEM-only, MT-only, and joint posterior
model ensembles for data collected at location N05, arranged by data type.
PT chains or during the forward calculations – was implemented). The MT-only inversions each
took approximately 2 hours to complete, while the CSEM-only and joint inversions each took
approximately 1.5 days. The computation time could be greatly reduced by implementing parallel
computing strategies across PT chains and in the forward calculations (e.g. across frequencies).
The MT and CSEM data from location N05 (see Figure 3.2) are plotted in Figure 3.7. Also
plotted in Figure 3.7 are the forward responses of 50 randomly-selected models from the joint
inversion model ensemble. For each data set, and for each model ensemble (CSEM-only, MT-
only, and joint), we computed the average RMS misfit to the data (Table 3.1). Histograms of RMS
misfit to the MT and CSEM data for each model in their respective model ensembles are shown in
Figure 3.8.
As might be expected, the joint ensemble is less able to fit the individual MT and CSEM
data sets relative to the MT-only and CSEM-only model ensembles (as indicated by the orange
histograms in Figure 3.8). Just because a model is able to fit one data set very well, however,
does not mean that its estimates of subsurface model parameters are necessarily the most accurate.
Indeed, when complementary information from a second data set is added, it becomes clear that
the model parameter estimates derived from the first data set were based on an incomplete picture
of the subsurface. To demonstrate this, we randomly selected 50 models from the CSEM-only
and MT-only model ensembles for the data at location N05. We then computed the MT forward
responses of the models derived from the CSEM data, and the CSEM forward responses of the
models derived from the MT data, and plotted them against the measured MT and CSEM data
(Figure 3.9). Comparing Figure 3.9 to Figure 3.7 indicates the degree to which joint inversion
constrains the region of parameter space compatible with the data. In particular, it is interesting to
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Figure 3.9: MT and CSEM data from location N05 (compare with Figure 3.7). The measured data
are plotted in red (error bars in black). The MT forward responses of 50 models randomly-selected
from the CSEM-only posterior model ensemble are plotted on the left, while the CSEM forward
responses of 50 models randomly-selected from the MT-only posterior model ensemble are plotted
on the right. The poor fit of these forward responses indicates that many of these models will not
be compatible with the joint data set.
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note that the CSEM-only models tend to over-predict the apparent resistivity while the MT-only
models tend to under-predict the electric field amplitude (suggesting that these models are under-
estimating the subsurface resistivity). This does not, however, prevent them from fitting their
respective data sets better than the models in the joint model ensemble. In fact, the CSEM-only
models tend to overfit the CSEM data, while the MT-only models tend to under-fit the MT data.
Ultimately, the goal of geophysical inversion is to obtain estimates of model parameters – in
this case, the electrical resistivity of the upper kilometer of the continental shelf offshore New Jer-
sey. Gradient-based methods provide a single estimate of each model parameter without assessing
the trade-offs inherent in inversion and illustrated in Figures 3.4 and 3.5. The trans-dimensional
MCMC sampler, by contrast, produces a posterior model ensemble, from which an estimate of the
posterior distribution of probability density can be estimated.
Figure 3.10 shows the marginal posterior probability density for resistivity as a function of
depth for the CSEM-only, MT-only, and joint model ensembles at location N05. At each depth, the
marginal distribution of probability density across resistivity is indicated by color: warmer colors
indicate higher probability density and cooler colors indicate lower density. The width of the warm
color region at a given depth is indicated by the left and right red lines, which indicate the 5th and
95th percentiles of the distribution, respectively, and bound the 90% credible interval. This means
that 90% of the models in the ensemble have electrical resistivity values that fall between the red
lines, making the 90% credible interval a reasonable proxy for how well the data can constrain the
model.
The geologic interpretation of Figure 3.10c is as follows: conductive seawater (≈ 40 m deep)
followed by a thin (≈ 40 m thick), conductive layer of shallow, seawater-saturated sediments; a
resistive layer (≈ 175 m thick) of sediments filled with relatively fresh water; another layer of
relatively conductive, seawater-saturated sediment (≈ 175 m thick); and a thick (≈ 400 m) layer of
highly conductive, briney sediments. Beneath the thick conductive layer, the subsurface appears to
become increasingly resistive with depth as the sensitivity of the data to the subsurface resistivity
decreases. This interpretation, based on the posterior, is corroborated by 2D inversions of the data
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Figure 3.10: Posterior probability density functions obtained from CSEM-only (a), MT-only (b),
and joint (c) inversions of EM data acquired at location N05 (see Figure 3.2). The warmer colors
indicate higher probability density, the cooler colors lower probability density. The left-most and
right-most red lines represent the 5th and 95th percentiles, respectively, of the posterior PDF at
each depth. The white line is a 1D profile from the respective gradient-based 2D inversions of
Gustafson et al. (2019), plotted for reference. The CSEM data is primarily sensitive to the shal-
low resistor, while the MT data has greater sensitivity to the more conductive layers. The joint
inversion, meanwhile, better resolves both the resistor and the conductors.
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by Gustafson et al. (2019); see also the white line in Figure 3.10c.
The posterior distribution obtained from the CSEM data alone (Figure 3.10a) indicates a much
simpler structure: namely, the resistive freshwater aquifer and the conductive brine layer. Of the
two, the CSEM data appears more sensitive to the presence of the resistor than the conductor, as
indicated by the narrower extent of the 90% credible interval over the depth range of the resistor.
By contrast, Figure 3.10b – obtained by inverting only the MT data – indicates that the MT data
is preferentially sensitive to conductors. Clearly indicated in the MT-only posterior distribution
are the upper and lower seawater-filled layers and the highly conductive brine layer. The resistive
layer, although present, is very poorly constrained; the MT data appears to be able to place only a
lower bound on the freshwater aquifer’s resistivity.
That the joint posterior resolves all four subsurface layers indicates that complementary infor-
mation from each data set has altered and constrained the regions of parameter space compatible
with the data. To further illustrate this we computed, for each model in the three ensembles, the me-
dian resistivity over depth ranges consistent with the four layers described earlier: the uppermost
conductive sediments (seafloor-60 m); the freshwater aquifer (80-200 m); the lower conductive
sediments (225-375 m); and the highly conductive brine-saturated sediments (400-750 m). We
labeled these median resistivities d1-d4 and made covariance-like scatter plots and variance-like
probability distributions (Figures 3.11 and 3.12), similar to the synthetic examples shown previ-
ously.
While the trans-dimensional nature of the MCMC algorithm prevents a direct comparison of
Figures 3.11 and 3.12 to Figures 3.4 and 3.5 (where the number of layers and their thicknesses was
held constant), the main conclusion remains the same: the region of parameter space compatible
with the joint data set is roughly equivalent to the overlap between the regions compatible with
the data sets separately. In Figure 3.12, for example, the resistivity of the uppermost layer trades
off with that of the freshwater aquifer in the models obtained from the CSEM data only; as the
freshwater aquifer becomes more resistive, the uppermost layer must become more conductive to
compensate and still fit the CSEM data. In the meantime, while the MT data is relatively insensitive
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Figure 3.11: Off-diagonal: scatter plots of median resistivity (calculated over the depth intervals
shown in the lower-left) for ≈ 70,000 models randomly-selected from the MT-only, CSEM-only,
and joint posterior distributions obtained from the data at location N05. The joint posterior distri-
bution is shown (lower-left). Each point represents a model from its respective ensemble: MT-only
(green); CSEM-only (orange); joint (blue). Diagonal: distributions of probability density for each
median resistivity. Compare with Figure 3.4. The x-axes of the plots in a given column are identi-
cal; the y-axes of the plots in a given row are identical with the y-axis of the final plot in that row.
As in Figure 3.4, the region of parameter space compatible with the joint data set (blue) appears to
be restricted to the overlap between the regions compatible with the data sets individually.
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Figure 3.12: Larger version of a single plot from Figure 3.11 (location N05). As in Figure 3.5,
the complementary nature of the information contained in the MT and CSEM data sets allows the
joint data set to better constrain the resistivity of the both the upper layer of sediments (d1) and the
freshwater aquifer (d2).
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to the freshwater aquifer resistivity, it is much better able than the CSEM data to uniquely constrain
the resistivity of the uppermost layer. This, in turn, allows the joint data set to constrain the
resistivity of the freshwater aquifer to the portion of the trade-off curve that overlaps with the MT
data’s knowledge of the uppermost layer resistivity.
Finally, the contrast between the posterior distributions in Figure 3.10 and the model estimates
obtained by inverting the same data using gradient-based methods (the white lines in Figure 3.10)
is illustrative of the ways in which Bayesian sampling methods can improve our understanding
of model parameter uncertainty. A common method of estimating the uncertainty of model pa-
rameter estimates obtained from gradient-based inverse algorithms assumes that the distribution of
probability for each model parameter is normal with mean equal to the gradient-based parameter
estimate. Yet at ≈ 100 m depth in Figure 3.10b, a normal distribution of probability density cen-
tered at the white line clearly fails to capture the uncertainty indicated by the Bayesian posterior
distribution, no matter the variance. Likewise, a normal distribution centered at the gradient-based
model estimate in Figure 3.10c at ≈ 375 m depth fails to capture the bimodal nature of the Bayesian
posterior. We found this second mode – at resistivities > 10 ohm-m – to be robust in the sense that
it is present in the vast majority of models in the joint ensemble. Seismic data show reflections at
≈ 370 and 400 m (see Gustafson et al. (2019)), indicating the presence of another resistive layer.
Yet this layer would be invisible to any linearized uncertainty estimate.
3.6 Quantifying uncertainty in pore fluid salinity
It is often the case that physical properties other than bulk electrical resistivity are of interest.
In the case of this study, the salinity of the pore fluids in the aquifer is desired since it can be used to
characterize the aquifer as a potential resource and as a key to explaining the water’s provenance
through paleo-hydrological modeling (Cohen et al., 2010). Archie’s Law (Archie, 1942) relates
bulk resistivity, d1, and other rock parameters such as porosity, q, to the resistivity of the pore
fluids, d 5
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Figure 3.13: Probability distributions for the cementation factor, <, in Archie’s Law (top) and
the porosity of continental shelf sediments (bottom) – shown here for a porosity of 45%. These
distributions were used in the Monte Carlo process for estimating the uncertainty in the pore fluid
salinity.
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Figure 3.14: Distributions of probability density for pore fluid salinity as a function of depth at the
locations of wells M0027A, M0028A, and M0029A (see Figure 3.2). Pore fluid resistivity (d 5 ) was
obtained from Archie’s Law (3.5) via a Monte Carlo method. Values of < and q were drawn from
their respective distributions (Figure 3.13). Values of d1 were drawn from their respective model
ensembles (obtained by inverting data nearest to the drilling locations – N03-N05). Pore fluid
salinity was finally obtained using the PSS-78 standard, assuming a linear temperature gradient.
The salinity values were binned in depth. In each plot, the well log salinity is plotted over the
probability density (red dashed line). In each case, the joint inversion yields the most accurate
estimate of salinity. This is important since it is often the case that reliable well data is not available.
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d 5 = d1q
< (3.5)
where < is an empirically derived constant that is related to the connectedness of the pore spaces.
Salinity can, in turn, be computed from d 5 if temperature is also known. Here, we assumed a linear
temperature profile as a function of depth from the seafloor down
) (I) = )0 + UI (3.6)
where )0 = 11.4 >C and U = 3100
>C
m . We used the well-known 1978 Practical Salinity Scale (PSS-
78) conversion from temperature and electrical resistivity to salinity (Perkin and Lewis, 1980).
Because gradient-based inversions produce single estimates of each model parameter, they can
produce only single estimates of related parameters – in this case pore fluid salinity. Bayesian
inversion, by contrast, produces an ensemble of models which fit the data and which are sampled
according to the posterior probability density. Consequently, an ensemble of estimates of related
parameters can be produced, from which quantitative uncertainty estimates can be obtained that
reflect the underlying uncertainty in the inverted model parameters. In addition, if measurements
of other relevant parameters for which there is uncertainty are available, such as porosity measure-
ments from a well log, these can be further incorporated into the uncertainty estimate.
We utilized a straightforward Monte Carlo approach to obtain uncertainty estimates of pore
fluid salinity in the upper several hundred meters of the subsurface along the main tow line offshore
New Jersey. First, we chose CSEM and MT soundings nearest to the wells M0027A, M0028A,
and M0029A, for which we have recent porosity and salinity measurements at varying depths
(Expedition 313 Scientists, 2010; Mountain et al., 2010), and inverted them to obtain a posterior
model ensemble. Next, we defined a probability density distribution for the cementation factor,
<: lacking field measurements, we assumed < is normally distributed with mean of 2.0 and stand
deviation of 0.2. We also assume the well log porosity q is normally distributed with standard
deviation fq = 0.05 (see Figure 3.13). Finally, for each well log, we executed the following
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procedure:
1. for each porosity measurement in the well log (each at a unique depth), repeat the following
steps # times:
2. draw a random value of d1 from the posterior distribution by randomly choosing a model
from the ensemble and identifying its resistivity at the depth of the porosity measurement.
3. draw a random sample from the distribution for <.
4. draw a random sample from the distribution for q.
5. compute d 5 from Equation 3.5, then use it to compute salinity using ) from Equation 3.6.
We then binned the computed salinity values with depth and, for each bin, plotted a normal-
ized histogram (see Figure 3.14). These salinity estimates reflect the posterior uncertainty
in the inverted bulk resistivity as well as the uncertainty in the porosity and the degree of
cementation of the geologic units. The freshwater aquifer is clearly visible in the measured
salinity log for well M0027A (the dashed lines in Figure 3.14 are measured salinity logs).
This is also reflected in the uncertainty estimates near M0027A by a concentration of prob-
ability density below 20 practical salinity units – and, at some depths, well below 10 units.
The salinity estimates from inversions of CSEM data only tend to predict lower salinities,
probably due to the method’s relative sensitivity to resistors, as well as the surface-towed
system’s relatively shallow sensitivity. The MT data-derived estimates, on the other hand,
tend to predict higher salinities, and with a larger spread in probability density, likely the
result of the MT method’s preferential sensitivity to conductors. The joint dataset-derived
salinity estimates, however, tend to provide the most accurate assessments of the uncertainty.
That Bayesian sampling methods can provide a reliably accurate estimate of the uncertainty
on related parameters of interest – and that joint inversion offers improved estimates of this
uncertainty – is important as reliable well data is not uniformly available.
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3.7 Conclusion
Bayesian sampling methods provide quantitative estimates of non-linear inverted model pa-
rameter uncertainty. As a result, they allow the uncertainty-reduction provided by joint in-
version of multiple data sets to be visualized and assessed, which we demonstrated on a
synthetic data set.
We provided Bayesian inference on the electrical resistivity of the upper kilometer of the
North American continental shelf offshore New Jersey. We applied a trans-dimensional
MCMC algorithm to invert surface-towed CSEM and seafloor MT data for an ensemble of
1D models, from which we obtained 1D estimates of probability density for resistivity as
a function of depth. We clearly identify the zone of relatively fresh (brackish) water indi-
cated on well logs and in previous, gradient-based inversions of these same CSEM and MT
data. In addition, we combined information from the posterior model ensembles and poros-
ity measurements from nearby well-logs in a Monte Carlo scheme to estimate the salinity
of the pore fluids in the upper kilometer of continental shelf sediments. These estimates
were then compared to in-situ measurements. This ability to provide accurate uncertainty
estimates for parameters of interest to scientists outside the EM geophysics community is a
strong argument in favor of applying Bayesian sampling methods to invert EM data when-
ever computationally feasible.
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Chapter 4: Water-rich asthenospheric melt channel beneath the Cocos
Plate
Co-authors: Kerry Key, Samer Naif, Anandaroop Ray
4.1 Introduction
Plate tectonics – a salient feature of the Earth as a geodynamical system – requires a low
viscosity layer at the base of the rigid lithosphere. The origin of this low viscosity at the
lithosphere-asthenosphere boundary (LAB) is still debated (Beghein et al., 2014; Kawakatsu
and Utada, 2017). Beneath oceanic plates, possible explanations include the weakening
effects of increasing temperature (Hansen et al., 2016), mineral hydration (Karato, 2012),
and/or the presence of partial melt (Holtzman, 2016).
These factors also affect the electrical resistivity of the mantle. Relatively small amounts of
water dissolved as ionic impurities in minerals can decrease mantle resistivity significantly
(Yoshino and Katsura, 2013). The effect of small amounts of melt is even more dramatic, de-
creasing bulk mantle resistivity by up to two orders of magnitude (Presnall et al., 1972). The
addition of volatiles (water or carbon dioxide) to silicate melt further decreases its resistivity
(Ni et al., 2011; Sifré et al., 2014). As a result, geophysical observations such as broadband
magnetotelluric (MT) data that are sensitive to subsurface electrical resistivity structure at
LAB depths (40-100 km), contain information that could help elucidate the mechanism be-
hind plate tectonics.
Even precise knowledge of the mantle’s bulk resistivity would, by itself, be insufficient to
determine mantle melt fraction and volatile content, however. This is because, in explaining
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Figure 4.1: Cartoon illustrating the relationship between mantle melt fraction and volatile content
at constant resistivity (d, orange curves) and constant temperature () , blue curves). Melt fraction
trades-off against volatile content in explaining a given resistivity, while melt fraction increases
with increasing volatile content at constant temperature for petrologically stable melts. Knowing
both d and ) uniquely specifies the stable melt fraction and volatile content (pink circle), while
quantitative knowledge of uncertainties in both d and ) (dashed lines) constrains the petrologically
stable melt fraction and volatile content (shaded region).
a given resistivity, melt fraction and volatile content trade-off with one another. The same
resistivity is compatible with a parcel of mantle that has more melt but less volatiles, or less
melt but more volatiles. This is illustrated qualitatively by the orange curves in Figure 4.1.
At a fixed temperature, however, melt fraction and volatile content correlate positively: the
higher the volatile concentration, the higher the melt fraction. This is because the presence
of volatiles lowers the peridotite solidus (Gaetani and Grove, 1998), generating more melt at
a given temperature (blue curves in Figure 4.1).
Because melt fraction and volatile content trade-off differently at constant resistivity than
at constant temperature, simultaneous knowledge of both quantities should uniquely specify
the melt fraction and volatile content of the mantle (e.g. pink circle in Figure 4.1). In reality,
there is some uncertainty on both mantle resistivity and temperature at depth. If properly
taken into account, these uncertainties should delimit a region in melt fraction/volatile con-
tent space that represents how well our knowledge of mantle resistivity and temperature can
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constrain these quantities (shaded region in Figure 4.1).
The cartoon in Figure 4.1 represents a simplified version of a complex story – one we will
elaborate more completely later on. The key idea, however, is that quantitative uncertainties
on mantle bulk resistivity and temperature at depth can be translated into constraints on melt
fraction and volatile content, key properties that play an important role in facilitating the
plate sliding that enables plate tectonics.
Previous MT studies have invoked mantle hydration or partial melt to explain the modeled
resistivity beneath oceanic plates (Evans et al., 2005; Naif et al., 2013; Sarafian et al., 2015;
Seama et al., 2007). In each study, some effort was made to constrain or estimate the un-
certainty on mantle resistivity, hydration, or partial melt, including inverting the data from
multiple different starting models or removing a key model structure of interest and mea-
suring the effect on the fit to the data. More recently, Matsuno and Evans (2017) perturb
a previous gradient-based inversion result to estimate the range of values and/or trade-offs
compatible with the data. Selway et al. (2019) go much farther in attempting to estimate true
statistical uncertainty by incorporating petrological constraints with uncertainties in tem-
perature and resistivity in a Genetic Algorithm (GA) framework. This work represents a
significant improvement in uncertainty estimation both for its petrologically self-consistent
framework and for its use of a non-deterministic inversion framework that included explicit
bounds on both temperature and resistivity.
Lacking in these past efforts, however, were quantitative uncertainties on the estimated re-
sistivity. This is because inferring bulk resistivity from MT measurements is a nonlinear
process that requires inversion of the data, and standard, deterministic inverse methods do
not provide quantitative uncertainty on the inverted model estimates.
In this study, we follow the work of Selway et al. (2019) in modeling the petrology of partial
melting, including volatile partitioning and the effect of volatiles on the mantle solidus. We
depart from previous work by including a more rigorous treatment of uncertainty. Rather
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Figure 4.2: Survey map and resistivity model estimate from the SERPENT MT experiment off-
shore Nicaragua (Naif et al., 2013). MT sites are white triangles. The subducting Cocos plate
boundary is shown in dark red. The conductive anomaly (orange) beneath the resistive lithosphere
(blue) at 50 km depth was interpreted as a melt channel requiring a few percent partial melt, but
quantitative uncertainty estimates were unavailable at the time. Here we invert the TM mode data
from sites S08 and S13 (red triangles) using Bayesian methods.
than assigning ad hoc uncertainties on resistivity, usually drawn from gradient-based model
estimates, we use uncertainties derived from Bayesian inversion of MT data. The ensemble
of models generated by Bayesian sampling-based inverse methods represent samples drawn
from the Bayesian posterior distribution, and thus reflect the true model uncertainty, for a
given data set and prior assumptions on the model parameters.
Bayesian sampling-based methods have been used to estimate subsurface resistivity (Mins-
ley, 2011; Ray et al., 2014; Gehrmann et al., 2015; Blatter et al., 2018). The ensemble of
models they produce not only provide uncertainties on the model parameters inverted for
(e.g. electrical resistivity), they allow statistically-sound inference to be made on related
Earth properties (e.g. mantle melt fraction and volatile content) – for instance, via a Monte
Carlo (MC) process (Blatter et al., 2019). Here we use trans-dimensional Markov chain
Monte Carlo (trans-D MCMC) to invert seafloor MT data collected on the Cocos plate for an
ensemble of 1D resistivity models. We then use this ensemble, along with an estimated dis-
tribution for temperature, to inform a petrological analysis of the melt fraction and volatile
inventory of the mantle at the LAB.
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Figure 4.3: Apparent resistivity and phase data (red circles with black error bars) for MT soundings
S08 (upper panels) and S13 (lower panels), along with model responses for 50 models selected at
random from the posterior model ensemble.
4.2 Methods
4.2.1 Magnetotelluric method and Cocos plate seafloor MT data
The MT method uses natural variations in the Earth’s magnetic field to probe subsurface
resistivity structure. The frequency of the natural field variability and subsurface resistivity
determine the depth below the surface that MT data are sensitive to: higher frequencies are
sensitive to shallow structure, while lower frequency (longer period) data are sensitive to
deep structure. Lower subsurface resistivity limits depth sensitivity, while higher subsurface
resistivity permits deeper imaging. Because MT is an induction based method, MT data
are primarily sensitive to conductive structures where large currents are induced. This fea-
ture, combined with deep sensitivity due to long-period variations in Earth’s magnetic field,
makes MT data useful for studying high mantle conductivity associated with hydration, melt
fraction, and melt water content at the LAB.
A low resistivity LAB channel (Figure 4.2) imaged with MT data (Figure 4.3) collected
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on 22-23 Mya lithosphere on the Cocos plate offshore Nicaragua is consistent with a thin
layer of partial melt (Naif et al., 2013). The data set includes 50 broadband seafloor EM
receivers deployed across a 280 km-long profile across the Middle America trench. Because
the data are broadband, they are better able to constrain the resistivity at relatively shallow
depths (< 100 km) than previous studies that relied on long-period data only (Matsuno and
Evans, 2017). The horizontally-extensive conductive layer at the base of the lithosphere was
imaged at depths of roughly 45-70 km and found to have a conductivity of 4-6 ohm-m.
Although the data required a conductive feature consistent with 1-4 wt% partial melt at LAB
depths, the available modeling tools did not permit estimation of the uncertainty in resistivity.
Here we reexamine this data using new tools for non-linear uncertainty estimation for MT
data (Blatter et al., 2019). Quantitative uncertainties on resistivity are necessary for any
statistically-robust analysis of uncertainty in related mantle properties, such as melt fraction
and volatile content. Because our tools rely on 1D models, we carefully selected a subset of
data from Naif et al. (2013) (MT sites S08 and S13) that is compatible with 1D modeling and
least impacted by multidimensional conductivity structure. Further, we only consider data
in the transverse-magnetic (TM) polarization since it is less sensitive to off-station structure
than the transverse-electric mode.
4.2.2 Bayesian inversion
Bayesian sampling-based methods are a class of inverse algorithms that produce an ensemble
of models, each of which fits the data and from which statistical information about the model
parameters can be derived. In particular, the model ensemble can be used to estimate the
posterior distribution of probability for the inverted model parameters, including marginal
distributions over specific depth intervals. Bayesian sampling-based inversion methods do
not require linearization and can therefore handle nonlinear problems and multimodal distri-
butions.
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Here we use a trans-dimensional variant of Markov chain Monte Carlo (MCMC) (Green, 1995;
Malinverno, 2002) with parallel tempering. The algorithm is a modified version of the code
used in Blatter et al. (2018), with the major difference being that here we use a depth-
dependent prior distribution such that the upper bound on resistivity is a function of depth
while the lower bound is held constant at 0.1 ohm-m. We take the upper bound to be the re-
sistivity of dry olivine (Constable, 2006) for a 24 Mya plate with a 1300 C mantle potential
temperature (MPT) and assumed adiabatic gradient of 0.3 C/km.
We use this algorithm to invert two MT soundings for ensembles of 1D models of electrical
resistivity. These ensembles are then used in conjunction with petrophysical modeling to in-
form uncertainty estimates for melt fraction, melt water content, and bulk mantle hydration.
Specifically, for a range of temperatures we determine via a MC scheme the bulk hydration




Temperature is a critical variable affecting melt stability, yet there is significant uncertainty
in upper mantle temperature. To ensure that we sample an adequate temperature range, we
compute temperature as a function of depth using plate cooling models from Hasterok (2013)
and Stein and Stein (1992). Due to a recent study showing that the solidus of peridotite is
likely 60 C warmer than previously thought (Sarafian et al., 2017), we explore MPTs in the
range 1340-1500 C (roughly equivalent to 1280-1440 C without the 60 C shift). We use the
Hasterok model with a 1340 C MPT and a plate age of 22 Mya as the cold end-member, and
the Stein and Stein model with a 1500 C MPT and plate age of 19 Mya as the warm end
member (Figure 4.4). Throughout this study, we consider the temperature range 1189-1395
C, which spans these two end-member models at 54 km, the midpoint of the depth range 45-
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Figure 4.4: Temperature as a function of depth for two end-member plate cooling models consid-
ered here. The depth range of the asthenosphere conductive anomaly as imaged by the Bayesian
inversion is shown in gray. The temperature range considered throughout this study is bounded by
these two models at the midpoint of this depth range (black dashed line).
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Figure 4.5: Volatile-depressed peridotite solidus, )E>;0C8;4, for varying concentrations of water at
fixed wt% carbon dioxide (left) and for varying carbon dioxide at fixed wt% water (right). Water
has a greater effect than carbon dioxide, whose effect flattens out after roughly 30 wt%. )E>;0C8;4 is
computed from Equation 4.8 (Hirschmann et al., 2009; Dasgupta et al., 2013)
63 km over which the sub-lithosphere conductive anomaly is best resolved by the Bayesian
inversion of the MT data.
Volatiles, the peridotite solidus, and partial melting
Partial melting in the upper mantle occurs when the mantle temperature exceeds the peri-
dotite solidus. The amount of partial melt produced is assumed to be a linear function of
melt fraction (Hirschmann, 2010),




where ) is the mantle temperature, )B the volatile-free (dry) peridotite solidus, Δ) is the
temperature difference between the mantle temperature and the peridotite solidus, and  is
the melt fraction (by weight). 3)
3
determines the linear relationship between Δ) and melt
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fraction, and is a function of pressure (see Hirschmann (2010), Fig. 1),
3)
3
= −40% + 450 (4.2)
where % is pressure (GPa). The dry solidus, )B, is also modeled to be a function of pressure
)B = 0%
2 + 1% + 2 + Δ)̃ (4.3)
where % is pressure (GPa), 0, 1, and 2 are regression coefficients (Hirschmann, 2000), and
Δ)̃ = 60 C is the upward shift in the dry peridotite solidus following Sarafian et al. (2017).






In this study, we consider the effect of the addition of the volatiles water and carbon diox-
ide. These act to depress the peridotite solidus, enabling partial melt generation at lower
mantle temperatures. We calculate the wet peridotite solidus, )F4C , using the formulation of









$− is the mole fraction of dissociated hydroxyl ions (OH
−) in the melt, ' is the
gas constant, " is the number of grams in one mole of silicate, and Δ( is the entropy of
fusion per unit mass of peridotite. Here we follow Hirschmann et al. (2009) in taking Δ( to
be 0.4 J/K/g, and choose " to be 59 g/mol, the molar mass of SiO2. M could be calculated
using other silicate molecular units (e.g. units with 4 or 8 oxygens), but SiO2 seems to fit the
experimental data best for melt H2O contents less than 6 wt% (Hirschmann et al., 2009). The
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is the water concentration in the melt (measured in wt%).
We calculate the peridotite solidus depression due to carbon dioxide following Dasgupta et
al. (2013)
Δ)$2B = 0 × <4;C$2 + 1 × ln
(







is the carbon dioxide concentration in the melt (wt%), and 0, 1, and 2 are
pressure-dependent constants (see Dasgupta et al., 2013:supplement, here we use the values
for 2 GPa). Combining Equations 4.5 and 4.7 yields the volatile-influenced solidus, )E>;0C8;4:
)E>;0C8;4 = )F4C − Δ)$2B (4.8)
Figure 4.5 shows )E>;0C8;4 for varying melt volatile concentrations. The effect of water is
considerably more pronounced than that of carbon dioxide, particularly at high carbon con-
centrations, where the effect of carbon on the solidus flattens out. By replacing the dry
solidus, )B, with the volatile-depressed solidus, )E>;0C8;4, in Equation 4.1 we obtain the fol-








, that determine )E>;0C8;4 are functions of
their respective bulk volatile inventories, melt fraction, and their respective partitioning be-
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are the bulk water and carbon dioxide concentrations (in wt%), re-
spectively, and D is the partition coefficient between the solid (peridotite) and melt phases
(Hirschmann et al., 2009; O’Leary et al., 2010). In the presence of melt, water strongly
partitions into the melt phase, while carbon dioxide is considered entirely incompatible with
upper mantle minerals and completely partitions into the melt up to a saturation point, which
we take to be 38 wt% (Dasgupta et al., 2013).





Instead,  can be solved for numerically by defining a function
ℎ() =  − ) − )E>;0C8;4
3)/3 (4.12)
and finding its roots on the interval [0,1] using the false position method. In the event that
no melt is predicted, <4;C
$2
is assumed to reach saturation (38 wt%).
Calculating electrical resistivity from mantle properties
Mantle electrical resistivity is a complex function of composition, temperature, bulk mantle
hydration, melt fraction, and melt volatile content. In silicate minerals, electrical conduction
is a function of the mobility of charge carriers such as point defects and impurities in the
crystalline lattice. Because the diffusion of charge carriers is thermally activated, it is best
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Figure 4.6: Effect of CO2 on resistivity of hydrous melt at T = 1400 C (Sifré et al., 2014). Shown
for comparison is the relationship for purely hydrous melts (Ni et al., 2011:solid blue line). The
effect of carbon on melt resistivity is not pronounced until the carbon concentration in the melt
exceeds about 6 wt%.
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Figure 4.7: Effect of temperature, bulk hydration, melt fraction, and melt volatile content on mantle
bulk electrical resistivity. (a) For a damp mantle with no melt, both temperature and bulk hydration
reduce bulk resistivity. The line styles in all three plots follow the temperatures in (a). The curves
in (a) are truncated where the solidus is reached and melt would be produced. (b) A dry mantle
with hydrous melt is considerably less resistive, even for small melt water concentrations. (c)
Carbon dioxide has a strong influence on melt resistivity, but only at high melt CO2 concentrations.
Bulk resistivity was computed without carbon dioxide in (b) and without water in (c). Mantle
composition was assumed to be 60% olivine, 40% pyroxene.







wheref is the bulk electrical conductivity (reciprocal of resistivity, d), f8 is the pre-exponential
factor for the 8th charge carrier species and Δ8 is its activation energy.
The upper mantle is composed of ferromagnesian minerals (mostly olivine, pyroxene, and
garnet) where the dominant anhydrous modes of electrical conduction are due to the migra-
tion of magnesium vacancies and small polaron (electron hole) hopping between ferrous and
ferric iron (Schock et al., 1989).
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If present, hydrogen ions (supplied by dissociation of water into + and $−) are among
the fastest diffusing charge carrier species in upper mantle minerals (Kohlstedt and Mack-
well, 1998; Ferriss et al., 2016; Reynes et al., 2018). Here we use the following general-











where  is the bulk mantle hydration (expressed as wt% H2O), A is an exponent, and U is a
constant. Although independent laboratory studies agree that hydration reduces mantle resis-
tivity, there is significant disagreement on the magnitude of this effect (Gardés et al., 2014;
Naif, 2018). In this study we follow Naif (2018) for calculating the hydrated mantle resis-
tivity. We employed the resistive end-member formulation of the Yoshino group (Yoshino
et al., 2009; Zhang et al., 2012) and the conductive end-member of the Karato group (Wang
et al., 2006; Dai and Karato, 2009) for olivine and pyroxene resistivity and found simi-
lar results. This likely reflects the fact that our inverted resistivities were sufficiently low
to require significant amounts of melt which dominates the contribution to resistivity from
mineral phases.
Basaltic melts can be several orders of magnitude less resistive than their source rock (Pres-
nall et al., 1972; Tyburczy and Waff, 1983). The addition of volatiles (CO2 and H2O) further
decreases their resistivity by around an order of magnitude. Sifré et al. (2014) propose















where R is the gas constant and the pre-exponential factors and activation energies are em-
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Figure 4.8: Using bulk resistivity and temperature to constrain petrologically stable melt fraction
and water concentration. For stable melts, melt fraction and melt water concentration both increase
as a function of total mantle hydration (a), exerting the dominant control on bulk resistivity (b).
Constant-resistivity combinations of melt fraction and melt water content (c, colored curves) are
plotted alongside the stable, constant-temperature combinations from (a) (c, black curves). For
known ) and d, the stable melt fraction and melt water content are known precisely (d, blue dot).
If uncertainty in ) or d are included, the stable combinations of melt fraction and melt water
content plot along a line (d, red or green line, respectively). If both ) and d are uncertain, the
petrologically stable combinations lie in a 2D region (d, gray region). Dashed lines (whether blue,
orange, or black) indicate curves at constant temperature throughout the figure.
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pirical functions of the water and carbon-dioxide concentrations
ΔE>;0C8;4 = 0 4G? (−1E>;0C8;4 + 2) (4.16)
fE>;0C8;4 = 4G? (3ΔE>;0C8;4 + 4) (4.17)
In the above, 0, 1, 2, 3, and 4 are constants and E>;0C8;4 is the melt H2O or CO2 content
in wt%. Carbon-rich melts have an extremely low resistivity, and can be significantly less
resistive even than water-rich melts. For the effect on resistivity to be pronounced, however,
the carbon concentration in the melt must be elevated (Sifré et al., 2014). An alternative
empirical formulation that considers only the effect of water on basaltic melt resistivity is
provided by Ni et al. (2011)




) − 1146.8 (4.18)
where 2$ is the concentration of water in the melt in wt% and ) is the temperature in
Kelvin. This relationship was derived using data up to 6.3 wt% water. We compared Equa-
tion 4.15 with Equation 4.18 for a range of water and carbon concentrations and found that
carbon has little impact on the resistivity of the melt below about 6 wt% carbon (Figure 4.6).
The two formulations diverge beyond ∼ 6 wt% water. This is not of serious concern here,
as our analysis fortuitously does not require melt water concentrations higher than this. Be-
cause we wish to consider the combined effects of both water and carbon dioxide, we use
the formulation of Sifré et al. (2014) throughout this analysis (Equation 4.15).
Basaltic melts are so much less resistive than their host rock that the bulk electrical resistivity
of a two-phase mantle system (solid plus melt) is strongly dependent on the interconnected-
ness of the melt phase. Because partial melt can be fully interconnected even at very small
vol% (Gardés et al., 2020), we utilize the well-known Hashin-Shtrikman model upper bound
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(HS+) to calculate the bulk resistivity of two-phase mantle
f(+1D;: = f<4;C
[
1 − 3qB>;83 (f<4;C − fB>;83)
3f<4;C − q<4;C (f<4;C − fB>;83)
]
(4.19)
where q<4;C and qB>;83 are the volume fractions and f<4;C and fB>;83 the conductivities of
the melt and solid phases, respectively. The conversion between mass fraction and volume













where -<4;C< is the mass melt fraction, and 3<4;C and 3?4A83>C8C4 are the densities of silicate
melt and peridotite, respectively.
The effect of temperature, bulk hydration, melt fraction, and melt water content on bulk
mantle resistivity are shown in Figure 4.7. We assume a mantle composition of 60% olivine
and 40% pyroxene, which affects the solid mantle conductivity as well as the partitioning of
water between the solid and melt phases. The curves in Figure 4.7a are truncated where the
solidus is reached (for a given temperature, where additional bulk hydration would trigger
melting). The resistivity curves in Figure 4.7b were calculated assuming a dry solid mantle.
4.2.4 Estimating mantle properties from electrical resistivity and temperature
As indicated in Figure 4.7, a given resistivity can be explained by various combinations of
temperature, mineral hydration, partial melt, and melt volatile content. Estimating these
mantle properties from bulk electrical resistivity alone is therefore a non-unique process. If
partial melt is present, it will dominate the bulk electrical resistivity, while the influence of
temperature and hydration of the solid matrix on resistivity will be secondary. Hence, a re-
duction in bulk resistivity can primarily be explained by either increasing the melt fraction
(Equation 4.19) or reducing the resistivity of the melt phase through the addition of volatiles
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(Equation 4.15). This trade-off is illustrated by the orange curves in Figure 4.1. This ambi-
guity can be resolved by adding the requirement that the melt phase be in thermodynamic
equilibrium with the surrounding solid mantle.
The amount of melt present in a parcel of mantle at thermodynamic equilibrium is deter-
mined by the difference between its temperature and the solidus (Equation 4.1). The solidus,
in turn, is depressed by the parcel’s bulk volatile concentration (Equation 4.8). Thus, as the
volatile concentration of a parcel of mantle increases at constant temperature, the melt frac-
tion increases. And because volatiles partition preferentially into the melt phase, the melt
volatile concentration increases as well. This is illustrated qualitatively by the blue curves in
Figure 4.1 and shown numerically in Figure 4.8a for a few discrete temperatures. (Figure 4.8
examines this trade-off for water, bulk CO2 concentration is assumed here to be zero). The
melt fraction/melt water content curves begin at the point where the parcel’s temperature
exceeds its solidus (that is, when ) > )E>;0C8;4).
Because simultaneously increasing the melt fraction and melt volatile concentration of a
parcel of mantle reduces its bulk resistivity, the stable melt fraction and volatile content of a
parcel of mantle can be constrained by bulk resistivity measurements. Figure 4.8b shows the
bulk resistivity of a parcel of mantle for the stable combinations of melt fraction and water
concentration in Figure 4.8a. Combinations of melt fraction and melt water content that
produce a constant bulk resistivity (irrespective of petrological stability) are shown in Figure
4.8c for a few discrete resistivity values (colored curves). The constant-resistivity curves in
Figure 4.8c were calculated at ) = 1326 C and assume a dry solid matrix, since the water
partitions overwhelmingly into the melt phase. The petrologically stable combinations of
melt fraction and melt water concentration from Figure 4.8a are also plotted (black curves).
Comparing Figure 4.1 and Figure 4.8c, it is clear that if both resistivity and temperature were
precisely known (e.g. 3 ohm-m and 1326 C), the stable melt fraction and melt water con-
centration (and, by implication, total mantle hydration) would be given by the intersection
of the relevant constant-resistivity (color) and constant-temperature (black) curves (e.g. the
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Figure 4.9: Bulk mantle resistivity (left) and melt CO2 concentration (right) as a function of bulk
mantle hydration and 200 ppm CO2, for a range of temperatures. For all but the coldest temper-
ature, melt CO2 concentration was less than 6 wt% (black dashed line) for bulk hydration greater
than 325 ppm. Carbon dioxide’s effect on bulk resistivity is most pronounced at incipient melting
(steep drop in the 1189 C curve), but becomes diluted whenever temperature or bulk hydration are
sufficient to generate larger melt fractions.
blue dot in Figure 4.8d). If temperature were specified and quantitative uncertainty bounds
on resistivity were known (for example, from Bayesian inversion of EM data), then the
petrologically stable combinations of melt fraction and melt water concentration would be
constrained to lie along a portion of the relevant constant-temperature curve (e.g. the green
curve in Figure 4.8d). If instead resistivity were specified and uncertainty bounds placed on
temperature, the petrologically stable combinations of melt fraction and melt water concen-
tration would be constrained to lie along a portion of the relevant constant-resistivity curve
(e.g. red curve in Figure 4.8d). If uncertainty were specified in both temperature and resis-
tivity, the petrologically stable combinations would lie within a 2D region (e.g. gray region
in Figure 4.8d).
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Figure 4.10: Posterior probability density distributions for resistivity as a function of depth for MT
sites S08 (a), and S13 (b), respectively. Warm colors indicate regions of higher probability. Red
lines denote the 5th and 95th percentiles of the distribution at each depth, respectively. the solid
white line is a 1D profile through the 2D deterministic inversion result of Naif et al. (2013) taken at
each MT site. 1D marginal distributions for resistivity are obtained by computing the conductance
of each model in posterior ensemble from S08 (c), and S13 (d), over the interval 45 km and 63
km (white dashed lines), then normalizing by the thickness of the interval. These distributions are
used throughout the remainder of this analysis.
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4.2.5 Including carbon in the analysis
The foregoing analysis is complicated by the presence of carbon, adding a third variable to
the trade-off between melt fraction and melt water content. Because CO2 partitions com-
pletely into the melt (see Equation 4.11), small melt fractions can produce melts with ex-
tremely high carbon concentrations. As Figure 4.7 shows, these melts are very conductive
and can significantly affect bulk resistivity, even at small melt fractions (<< 1 vol%).
However, water has a greater effect on the peridotite solidus than carbon and the presence
of even modest quantities of water can reduce the solidus considerably (Hirschmann, 2010).
The presence of carbon further lowers the peridotite solidus such that, depending on mantle
hydration and temperature, this reduction is often enough to generate quantities of melt suf-
ficient to dilute the melt carbon concentration to the point that its effect on melt resistivity
becomes negligible (melt CO2 concentrations less than 6 wt%).
For a 200 ppm bulk CO2 mantle and a range of temperatures (consistent with a depth of
54 km), we computed the stable melt fraction, melt H2O and CO2 concentrations, and bulk
resistivity as a function of mantle hydration. We chose 200 ppm bulk CO2 on the basis of
global estimates of melt CO2 concentration in mid-ocean ridge basalt (MORB) glasses (Le
Voyer et al., 2019). Le Voyer et al. (2019) find that MORB glasses contain a mode, median,
and mean of 621, 1107, and 2139 ppm melt CO2, respectively. If 10% partial melting occurs
beneath mid-ocean ridges, a reasonable estimate of bulk mantle CO2 lies in the range 62-214
ppm. 200 ppm CO2 therefore represents an estimate at the high end of this range and ensures
that our analysis does not minimize the effects of carbon in explaining bulk resistivity.
Figure 4.9 shows the resistivity and melt CO2 concentration. Only at the coldest temperature
is the incipient melt regime (<< 1 vol% volatile-rich melt) achieved. Additionally, because
its impact on bulk resistivity is limited to low melt fractions, the high CO2 concentration
melts in this study are unable to explain resistivities lower than 10 ohm-m at 200 ppm CO2
bulk mantle and for the temperature range considered here. To achieve bulk resistivities
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Figure 4.11: Probability distributions for equivalent resistivity over the depth range 45-63 km
(orange) and resistivity at the midpoint of the interval (blue) for sites S08 and S13 (top and bottom,
respectively). Because MT data are much more sensitive to conductance over an interval than
resistivity at a specific depth, the distributions for equivalent resistivity have much smaller variance.
lower than 10 ohm-m, either extremely high bulk CO2 concentrations or a combination of
elevated temperature and mantle hydration are required. The latter option guarantees melt
fractions high enough to dilute melt CO2 concentrations, greatly reducing its impact on bulk
resistivity. A combination of modest temperature, high bulk carbon contents, and very low
mantle hydration can produce CO2-rich incipient melts with bulk resistivity less than 10
ohm-m, but it is challenging to explain a carbon-rich mantle with almost no water.
4.2.6 Monte Carlo simulations for melt fraction and melt volatile content at the LAB
If distributions for mantle temperature and resistivity at LAB depths are known, 2D proba-
bility distributions for melt fraction and melt volatile content (similar to the shaded region in
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Figure 4.8d) can be estimated using an iterative Monte Carlo approach. At each iteration in
the MC method, samples for both resistivity and temperature are drawn from their respective
distributions and the combination of melt fraction, melt volatile content, and bulk volatile
inventory that explains the sampled resistivity and that is stable with respect to the sampled
temperature is calculated, using the relationships outlined previously.
Since a given resistivity can be explained by multiple different combinations of water and
carbon, we perform the MC simulations both for variable mantle hydration at fixed bulk CO2
and for variable bulk CO2 at fixed mantle hydration. For fixed bulk CO2, at the temperature
drawn from the temperature distribution mantle hydration is increased (starting from 0 ppm)
until the bulk resistivity of the mantle matches the resistivity drawn from its distribution.
If this can be achieved without triggering melting, then the melt fraction for this tempera-
ture/resistivity combination is recorded as zero. Otherwise, the required melt fraction and
its corresponding melt volatile content are recorded. If more than one combination of bulk
volatile inventory/melt fraction/melt volatile content is compatible with a given resistivity
(e.g. 20 ohm-m in Figure 4.9), all possible solutions are recorded. Once this process has
been repeated a sufficient number of times, a distribution for these variables can be esti-
mated by computing a normalized histogram.
The process is the same for fixed mantle hydration, except that bulk CO2 concentration does
not affect bulk resistivity in the absence of melt. In addition, in the absence of melt the effect
of carbon on the mantle solidus is constant. This means that if the sampled temperature is
below )E>;0C8;4 and the sampled resistivity is too low to be explained by hydrous mantle, then
this combination of resistivity and temperature cannot be explained by variable bulk CO2 at
the chosen fixed mantle hydration. This is noted and new resistivity and temperature samples
are drawn.
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Figure 4.12: Probability distributions for melt fraction and melt water content or bulk mantle
hydration, for MT soundings S08 and S13 (left and right columns, respectively), estimated from
a Monte Carlo method. Dashed lines indicate isotherms. Bulk carbon dioxide was held constant
at 200 ppm. Nearly all the () ,d) draws for S08 require high melt fractions and large amounts of
water, while for S13 a few samples were compatible with a low melt fraction/low hydration mantle.
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4.2.7 Distributions for resistivity and temperature
The MC approach outlined above requires probability distributions for both resistivity and
temperature at the LAB. To obtain a distribution for resistivity we first invert the MT data at
two sites (S08 and S13) using our trans-dimensional MCMC algorithm. The full Bayesian
posteriors for resistivity as a function of depth for each MT site are shown in Figure 4.10.
The resistive lithosphere is evident down to depths of 40-50 km, below which the mantle
becomes abruptly conductive.
Estimating a distribution for resistivity from the Bayesian posterior requires determining
the depth of the LAB. Although the depth to the top of conductors is well resolved by MT
data, their thickness is not (Parker, 1983; Medin et al., 2007). MT data are, however, highly
sensitive to the integrated conductivity (conductance) over a depth interval. We therefore
select a depth range, delineated by the white dashed lines in Figure 4.10(a and b), consistent
with the conductive anomaly beneath the lithosphere revealed by the Bayesian inversion, and
compute the conductance over this interval for each model in the posterior ensemble for sites
S08 and S13. We then calculate the equivalent conductivity of a layer spanning the entire
depth range by dividing the conductance of each model by the thickness of the interval. The
distributions for equivalent resistivity (reciprocal of equivalent conductivity) over the depth
range 45-63 km for sites S08 and S13 are better constrained than the distributions obtained
by simply selecting the resistivity of each model at the midpoint of this depth range (Figure
4.11). We used these distributions for equivalent resistivity in the MC process outlined
above.
For temperature, We assume a uniform distribution spanning the end-member models in Fig-
ure 4.4 at 54 km, the midpoint of the depth interval indicated by the white dashed lines in
Figure 4.10(a and b). This yields a temperature uncertainty of 205 C, spanning the tempera-
ture range 1189-1394 C.
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Figure 4.13: Probability distributions for melt fraction and melt CO2 content or bulk CO2, for
MT soundings S08 and S13 (left and right columns, respectively), estimated from a Monte Carlo
method. Dashed lines indicate isotherms. Bulk water was held constant at 300 ppm. Nearly all the
() ,d) draws require significant melt fraction and high bulk CO2 concentration.
100
4.3 Results
4.3.1 Application to field data
We apply the MC approach outlined above to the MT data from sites S08 and S13. If the
bulk CO2 inventory is set to a fixed value of 200 ppm and bulk hydration is allowed to vary to
match the () ,d) pairs drawn at each iteration of the MC process, we obtain the results shown
in Figure 4.12. The overwhelming majority of the MC samples required a high degree of
melt and a large amount of mantle hydration. The distribution obtained from site S08 is
slightly more conductive, and consequently predicted higher melt fractions (2-10%) and a
larger degree of hydration: 0-3000 ppm bulk hydration and 0-6 wt% melt water content. The
MC process for S13 produced slightly lower melt fractions (1-6%) and water: 0-2000 ppm
bulk hydration and 0-6 wt% melt water content.
If instead we hold bulk H2O fixed at 300 ppm and bulk CO2 is allowed to vary to match
the () ,d) pairs drawn during the MC process, we obtain the results shown in Figure 4.13.
Because both carbon dioxide and water reduce the peridotite solidus, the combined effect
results in significant melt fractions for all but the coldest temperatures (the black lines are
isotherms). At the warmest temperatures, the melt fraction produced is high enough that
achieving melt CO2 concentrations sufficient to match the S08 and S13 resistivity distribu-
tions required bulk mantle CO2 concentrations well in excess of one thousand ppm.
The majority of the uncertainty in melt fraction, melt volatile content and bulk volatile inven-
tory shown in Figures 4.12 and 4.13 is due not to uncertainty in resistivity but to uncertainty
in temperature. To better illustrate the effect of a large (205 C) uncertainty in temperature,
we plot marginal distributions for melt fraction, melt volatile concentration, and bulk volatile
inventory for site S08. Figure 4.14 shows the marginal distributions when bulk CO2 is held
constant at 200 ppm, while Figure 4.15 shows the same when bulk H2O is held constant at
300 ppm.
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Figure 4.14: Marginal distributions for melt fraction, melt volatile content, and bulk hydration from
a Monte Carlo process using the resistivity distribution from MT site S08 at discrete temperatures
(orange, yellow, purple, green). The marginal distributions obtained from a uniform distribution
for temperature spanning this temperature range are plotted behind in blue. Bulk carbon dioxide
inventory was held fixed at 200 ppm. The warmest temperatures require less hydration to explain
the bulk resistivity. At no temperature were the required melt fractions small enough for melt CO2
concentrations to exceed 1.5 wt%. Black and red dashed lines represent the mean and mode, re-
spectively, of melt volatile measurements from MORB glasses, as well as the inferred bulk mantle
hydration (Le Voyer et al., 2019; Kelley et al., 2019)
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4.4 Discussion
Our analysis indicates several interesting conclusions. First, melt is required to explain the
conductive anomaly revealed beneath the Cocos plate by the MT data. Fully 100% of all the
melt fractions produced through our MC process were positive. Previous analysis of this data
involving gradient-based inversion (Naif et al., 2013) indicated that melt was likely required,
but without being able to say exactly how likely. Our analysis, based on the Bayesian poste-
rior distribution for resistivity, is able to say definitively that some degree of melt is required
to explain the inferred bulk resistivity between 45-63 km.
Second, carbon is not likely the dominant factor in explaining the low resistivities beneath the
Cocos plate inferred from the MT data. At a fixed mantle hydration of 300 ppm, to achieve
such low resistivity values significant melt fractions ( > 0.3 vol%) are required. At these melt
fractions, petrologically stable melts capable of matching the observed resistivities require
a very high bulk carbon inventory (Figure 4.15). Even at the coldest end of the temperature
distribution (a MPT of 1340 C, equivalent to 1280 C without the 60 C upward adjustment
in peridotite solidus), the bulk CO2 concentrations required are elevated (500-1400 ppm,
orange distribution in Figure 4.15). It is possible to explain the observed resistivities with
carbon-rich melts and lower bulk CO2 concentrations (several hundred ppm), but only if
mantle hydration is minimal. Even small amounts of water ( < 50 ppm bulk H2O) are
enough to dilute the melt CO2 concentration. However, this interpretation needs to explain
why the mantle would be carbon-rich but water-poor and anomalously cold.
Third, if instead carbon is fixed at 200 ppm bulk CO2 and water is allowed to vary to match
the observed resistivity, the results of our MC process admit a wide range of values for bulk
hydration, melt fraction, and melt water content (see Figure 4.12). The primary driver of this
is the large degree of uncertainty in temperature (see Figure 4.14). Warmer temperatures
require less water, while at lower temperatures a far higher degree of mantle hydration is
necessary to explain the MT observations.
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MT data are not the only means of estimating mantle volatile content at depth, however.
Global geochemistry studies of MORB glasses (Le Voyer et al., 2019; Kelley et al., 2019)
suggest a primary melt H2O content of 0.04 to 1.37 wt%, while melt CO2 content is in
the range 0.01 to 1.9 wt%. These ranges are shown as dashed lines in Figure 4.14. Raw
(uncorrected for crystal fractionation) melt H2O contents are log-normally distributed, with
a mode of 0.27 wt%. The mode of the distribution for melt CO2 content is 0.06 wt%. These
melt H2O contents correspond to an upwelling bulk mantle hydration (prior to melting) of
50-800 ppm.
The dashed lines in Figure 4.14 suggest that the warmest temperatures we examined (green
distributions) are the most compatible with the range of mantle volatile content implied by
the MORB data. The range of melt CO2 contents implied by the MORB data span the entire
range produced by the MC process, but the mode of the MORB data is well below even the
low end inferred from the MC process, suggesting that bulk CO2 is likely less than 200 ppm.
Meanwhile, the measured MORB melt water contents almost perfectly bound the distribu-
tion inferred by the MC process at 1394 C. The range of bulk mantle hydration consistent
with these measured MORB melt water contents likewise neatly bound the estimated bulk
hydration from the MC process. We conclude from this that if the melt present beneath the
Cocos plate is indeed left over from the ridge axis, mantle temperatures in this region are
elevated. A mantle temperature of 1394 C at 54 km depth is consistent with a MPT of 1500
C (1440 C without the 60 C upward shift in peridotite solidus).
Interpreting the observed resistivity distributions in terms of elevated temperature and mod-
erate hydration predicts significant melt fractions, in the range 6-11%. The main challenge of
this interpretation is explaining how this much melt remains trapped beneath the lithosphere
for an extended period of time.
An alternative explanation is that this portion of the Cocos plate is affected by the nearby
Galapagos hot spot. Proximity to a hot spot is sometimes related to elevated mantle volatile
concentrations (Kelley et al., 2019). If the melt observed beneath the Cocos plate is due
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in part to elevated mantle hydration from proximity to the Galapagos hot spot, Figure 4.14
suggests that lower temperatures might be plausible (e.g. the purple distributions) than if the
melt is left over from mid-ocean ridge melting.
A final explanation for the elevated mantle hydration predicted by the MC process is that
the assumption of in situ melting is not valid here. It is possible that the melt inferred by
the MT observations represents the remnant of lower fraction melt that was initially present
over a wider depth interval, but that has steadily concentrated over time. This could occur as
melt migrates upward until it reaches a permeability barrier. Now occupying a much thinner
region (a melt ‘lense’), this higher fraction melt would be petrologically unstable, resulting
in some of the melt freezing out. Given water’s preference for the melt phase, this process
could collect nearly all the water present in the initial melt region into a thin melt lense with
both higher melt fraction and higher melt water content relative to the initial melt region
(Mehouachi and Singh, 2017). For example, if the MT data are sensing a melt lense whose
melt fraction and melt water concentration are consistent with the purple distributions in
Figure 4.14, this lense may have originated from a thicker initial region whose bulk hydration
was lower, perhaps more consistent with the green distribution.
Regardless of its origin, the presence of large amounts of hydrous melt beneath the Cocos
plate has significant implications for our understanding of the LAB. The viscosity of dry sil-
icate melt is much less than that of peridotite, and the addition of water reduces its viscosity
further (Whittington et al., 2000; Romano et al., 2001). Therefore, the presence of significant
quantities of hydrated partial melt at the LAB could help facilitate plate sliding, including
the rapid subduction of the young (less than 25 Mya) Cocos plate (Carluccio et al., 2019).
4.5 Conclusions
We invert seafloor MT data collected offshore Nicaragua on the Cocos plate for 1D elec-
trical resistivity models using a trans-dimensional MCMC algorithm. We use the resulting
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Figure 4.15: Marginal distributions similar to Figure 4.14, only with bulk hydration held constant
at 300 ppm. At the coldest temperatures, required melt fractions are low enough to sustain high
CO2-concentration melts. At warmer temperatures, melt fractions are high enough that for CO2 to
continue to affect bulk resistivity, bulk carbon inventories must be quite elevated. At the warmest
temperatures, melt fractions are high enough that bulk resistivity is nearly insensitive to bulk carbon
concentration.
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posterior model ensemble to conclude that a conductive anomaly beneath the lithosphere at
45-63 km depth discovered in previous analyses of this data is statistically robust and re-
quires the presence of partial melt. We utilize the posterior distribution for resistivity along
with temperature, a parametrization of mantle melting, and electrical conductivity modeling
in a Monte Carlo process to place constraints on the degree of partial melt, melt volatile
content, and bulk volatile concentration at the LAB beneath the Cocos plate.
We conclude that for carbon to play a leading role in explaining the inferred mantle electrical
resistivities, either very high bulk CO2 concentrations ( > 1000 ppm) and cold temperatures
( < 1200 C) are required, or else the mantle must be extremely dry. Cold temperatures are
inconsistent with evidence that the Cocos plate is anomalously warm (Silver:2004hj), and
bulk carbon concentrations in excess of 1000 ppm are difficult to explain, as is a carbon-rich
but water-poor mantle.
If instead water is assumed to play the leading role in lowering mantle resistivity at the LAB,
our analysis indicates a trade-off between temperature and volatile concentration: warm
temperatures require less mantle hydration and lead to high melt fractions, while lower tem-
peratures require very high bulk hydration (upwards of a few thousand ppm) and produce
less melt. The volatile concentrations required by our MC process in the ‘high temperature-
low volatiles’ scenario are in line with measurements of mantle volatile concentrations from
MORB glasses, but leaves open the question of how high degree partial melt remains trapped
at depth. The ‘low temperature-high volatiles’ scenario, meanwhile, is at odds with evidence
that the Cocos plate is anomalously warm. The need for very high bulk hydration could
instead be met if the melt currently present represents the gradual compaction of a lower
degree partial melt produced by less bulk hydration.
Regardless of its provenance, our analysis suggests that a water-rich partial melt channel
is indeed present at the LAB beneath the Cocos plate. The presence of melt likely helps
to facilitate plate sliding and could offer an explanation for the mechanism of rheological
weakening at the base of the lithosphere that enables plate tectonics.
107
Chapter 5: Two-dimensional Bayesian inversion of Magnetotelluric
Data using trans-dimensional Gaussian Processes
Co-authors: Anandaroop Ray, Kerry Key
5.1 Introduction
Geophysical inversion aims to extract information about an Earth model from field obser-
vations, where the Earth model is a quantitative, discretized description of the spatial (and
possibly temporal) distribution of physical properties of interest. This might be a 1D layered
model with layers that contain a constant scalar property (e.g., electrical resistivity, assumed
to be isotropic), or a 3D discretized model with a number of scalar or vector properties de-
fined on a fine grid. The field observations are often made at the surface, yet the physical
properties of interest (e.g. electrical resistivity, seismic velocity) are at depth. Deterministic
inversion methods attempt to produce a single model estimate by combining data fit with a
priori assumptions about the model in the form of model regularization, which also serve to
stabilize the non-unique and usually ill-posed inverse problem (e.g. Constable et al., 1987;
Newman and Alumbaugh, 2000; Calvetti and Somersalo, 2018). Bayesian sampling-based
inverse methods instead produce an ensemble of physical models, each of which fit the data
and from which statistical information about model parameters can be inferred (Mosegaard
and Tarantola, 1995). As a result, these methods provide crucial information about inverted
model parameter uncertainty, which is necessary to place statistically-informed constraints
on related physical properties of interest or their structure (Blatter et al., 2019; Pasquale and
Linde, 2017).
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This additional information comes with an added computational cost relative to deterministic
inversion methods. This cost rises as the spatial dimensions of the model increase from 1D to
2D to 3D for two main reasons. First, producing synthetic geophysical data from the model
(forward modeling) becomes more expensive computationally as the model dimensional-
ity increases. Second, the number of model parameters that must be sufficiently sampled
increases exponentially since 2D and 3D modelings can represent more complicated struc-
tures and typically have more free parameters. than 1D models. In order to extend Bayesian
inversion to 2D and 3D models, the cost of forward modeling must be reduced so that the
problem can be solved in a practical amount of computational time (here we define practical
to mean solvable on a time scale of up to a few weeks compute time). This can be achieved
via high performance computing (HPC) and parallel computational architectures that permit
efficient parallel programming constructs.
In addition, to make Bayesian inversion tractable in 2D and 3D, the number of parameters
the Bayesian algorithm samples over (the dimension of the model space) must remain small
enough to allow for sampling to converge within practical computing times. Neal (2011) pro-
vides a succinct example of the difficulties faced in sampling high dimensional distributions,
especially if each dimension is independent of the others. In 2D and 3D, the forward model
response must be computed numerically, requiring a discrete representation of the model.
Usually, this is accomplished through a mesh or grid of scalar- or vector-valued cells. This
mesh must be fine enough to capture the model complexity resolvable by the data, often ne-
cessitating thousands of independent model parameters. Not all of these model parameters
are independent, however. The model structure that can be resolved by diffusive methods
such as low-frequency electromagnetics (EM), for instance, is typically lower-wavenumber
than the density of the mesh required to accurately represent it. For instance, accurately
representing a simple, sinusoidal variation in subsurface properties might require many hun-
dreds of discrete finite difference cells. This is evident even when sharp, piecewise-constant
parametrizations are used such as in Minsley (2011), Ray and Key (2012), Brodie and Sam-
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bridge (2012), and Ley-Cooper (2016).
This implies that it should be possible to discover a sparse representation of the physical
model that can still capture the degree of model structure resolvable by the geophysical
observations. This low-dimension model space can be sampled efficiently by the Bayesian
sampler, while a transform from the sparse to the dense model parametrization connects the
Bayesian sampler to the forward solver and allows the data misfit of each sparse model to be
evaluated.
Trans-dimensional (trans-D) Markov chain Monte Carlo (MCMC) algorithms (Green, 1995;
Malinverno, 2002; Bodin and Sambridge, 2009; Ray et al., 2016), in which the number of
model parameters is selected by the data during the inversion and is allowed to freely vary,
are ideally suited to this task. Because of the parsimony inherent in Bayes’ rule (Malin-
verno and Leaney, 2000; Malinverno, 2002; MacKay, 2003; Schoniger et al., 2015), trans-D
Bayesian sampling algorithms prefer models with fewer parameters. This means that they
are naturally able to discover a sparse parameterization that fits the observations. Thus, the
user need not know beforehand the degree of simplification vis-a-vis the dense parameter
grid that is appropriate for the data.
Multiple trans-D approaches to reducing model space dimensionality have been proposed.
Layers work well in 1D (Malinverno and Leaney, 2000; Minsley, 2011; Dettmer et al., 2015;
Blatter et al., 2018), while Voronoi cells have been successfully implemented in 2D (Bodin
and Sambridge, 2009; Dettmer et al., 2014; Ray et al., 2014; Burdick et al., 2018; Galetti and
Curtis, 2018), although their sharp edges are not necessarily ideal for inverting some types
of data, including diffusive EM techniques such as the magnetotelluric (MT) method. In
3D, however, the computational geometry of Voronoi cells becomes complex and expensive,
though this is an active area of research (Zhang et al., 2018). Hawkins and Sambridge (2015)
developed a tree structure for trans-D inversion using wavelets as basis functions. This
approach is flexible, dimension agnostic, and efficient. However, it suffers from the need to
specify prior distributions on wavelet or other basis function coefficients. Because these are
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not physical properties, it is difficult to select appropriate prior distributions for them.
To achieve a sparse model representation that allows specifying priors on physical proper-
ties, we implement the Trans-D Markov Gaussian Process (TDGP) algorithm of Ray and
Myer (2019) that utilizes a stochastic interpolation algorithm known as a Gaussian Process
(GP) (e.g. Williams and Rasmussen, 1996). We utilize HPC, including parallel tempering
(PT) (Sambridge, 2013), to reduce the time required to sufficiently sample the model space.
We apply our algorithm to both synthetic and field MT data. The GP-parametrized trans-D
MCMC sampler successfully produces an ensemble of models that fit the data while pro-
ducing posterior model parameter uncertainties. In the case of synthetic data, the posterior
model ensemble recovers the features of the true model, while in the field data case the en-
semble includes the features of a regularized, gradient-based inverse solution. The algorithm
achieves a parameter space reduction of more than 4x for a lightly parametrized synthetic
problem, and more than 40x for a more densely parametrized field data problem.
The computational cost is dominated by the cost of the forward problem and is non-negligible,
yet well within the limitations of modern computer power. At 0.3 s per forward computa-
tion, the synthetic inversion took 3.5 days for convergence to the posterior distribution on
480 total cores. The field data inversion, meanwhile, took 8.7 days at 0.75 s per forward
computation on 168 cores. Though 2D and 3D probabilistic inversions of MT data have
been carried out by Chen et al. (2012) and Rosas-Carbajal et al. (2013), these inversions
represent, to our knowledge, the first fully trans-D 2D Bayesian inversions of MT data.
5.2 Methods
5.2.1 Magnetotelluric Method
The Magnetotelluric (MT) method uses natural variations in the Earth’s magnetic field to
probe subsurface resistivity structure (Cagniard, 1953; Tikhonov, 1950). See Chave and
Jones (2012) for a review. The frequencies at which the natural field varies, in conjunction
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with the subsurface resistivity, determine the depth to which MT data are sensitive. Higher
frequencies are sensitive to shallower portions of the model, while lower frequencies (longer
periods) sense deeper structure. In addition, the more resistive the subsurface is, the deeper
MT soundings can penetrate, while a more conductive subsurface limits depth sensitivity.
The MT method is governed by a diffusive differential equation, which means that MT data
are an integrated quantity. While MT data can be sensitive to sharp structural gradients,
the structures MT data are able to resolve will be smoothed, integrated versions of the true
subsurface geology. For examples of the MT method that are relevant to this study, see
Key (2003) and Naif et al. (2013), who image a salt body in the Gulf of Mexico and a melt
channel at the base of the lithosphere offshore Nicaragua, respectively.
5.2.2 Bayesian Inversion
The posterior probability distribution that Bayesian sampling-based methods seek to sample
from is defined by Bayes’ Rule
?(m|d) ∝ ?(d|m)?(m) (5.1)
where m is a vector of parameters that constitute our model of the Earth, d is the vector of
observed data, ?(d|m) is the likelihood, ?(m) is the prior, and ?(m|d) is the posterior. In
order for Equation 5.1 to represent the posterior, it must be normalized by the probability
of the data. In a trans-D formulation, however, this quantity does not need to be calculated
explicitly. The prior distribution represents a priori information, assumptions, and beliefs
about the model, independent of field data. The likelihood is the probability that the dif-
ference between the observed data, d, and the forward modeled data, f (m), is due purely
to random error. Therefore, models that fit both the data and our prior assumptions on the
model have a higher posterior probability.
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where Cd is the data error covariance matrix. The prior distribution depends on the number
of model parameters, : , and on the details of how the model is parametrized, and will be
discussed in the next section.
5.2.3 Trans-dimensional Gaussian Process Markov chain Monte Carlo
MCMC is an iterative algorithm that draws samples from the posterior distribution by means
of a guided random walk through the model space. At each step, a proposal modelm′ is gen-
erated from a proposal distribution @(m′ |m), which is then accepted or rejected by means
of an acceptance probability U(m′ |m) that depends on the posterior probability of m′ and
m, as well as @ and the number of model parameters inm′ andm, which can change at each
iteration. The acceptance probability guides the Markov chain towards the posterior distribu-
tion. The proposal is selected by the user, but can affect the rate of convergence (the number
of iterations before the algorithm has sufficiently sampled the model space). In general, a
proposal that closely resembles the posterior can accelerate convergence (Mosegaard, 2019).
We implement here a trans-dimensional variant of Metropolis-Hastings-Green MCMC (Metropo-
lis et al., 1953; Hastings, 1970; Green, 1995), in which the number of model parameters is
itself a parameter that the data select for. A detailed description of the algorithm is found in
Ray and Myer (2019). Our trans-D algorithm implements a ‘birth-death’ scheme (Geyer and
Moller, 1994) that allows the number of model parameters to increase, decrease, or remain
unchanged at each step of the MCMC algorithm.
In order to converge to the posterior probability distribution, trans-D MCMC must ade-
quately sample the parameter space. This means that the time to convergence can grow
rapidly with the number of model parameters. There is a natural parsimony built into Bayes’
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rule, yet if the model space is not appropriately parameterized, this may not be enough to pre-
vent inversions for models with two or more spatial dimensions from becoming prohibitively
expensive computationally.
Here we utilize a GP with our trans-D MCMC sampler to achieve a sparse model parame-
terization (Ray and Myer, 2019). A GP is the interpolation of a Gaussian random field using
a spatial autocovariance function, and allows inference to be made on the probable value of
an arbitrary continuous function at locations where the value of the function is unknown.
These inferences are made on the basis of knowledge of the function at a finite number of
locations, in conjunction with a kernel function that specifies how the ensemble of function
values correlate spatially. GPs view functions as realizations from spatially-correlated, mul-
tivariate Gaussian distributions, where the number of variables is in principle infinite. This
is mathematically equivalent to the concept of Kriging, which has been applied in mining
and reservoir modeling (Krige, 1952; Pyrcz and Deutsch, 2014:for an overview), as well as
least squares collocation in geodesy (Moritz, 1980). A Bayesian treatment of this kind of
interpolation can be found in Tarantola and Valette (1982). In practice, since we implement
GPs on computers, we know the value of the function at a finite number of points x, which
we here refer to (for reasons that will become clear later) as ‘interpolation nodes,’ and we
seek the probable value of the function at another finite set of points x∗, which we will call
‘grid points.’
The spatial correlation is key to defining a GP, and is specified by a kernel function, which
can take any number of forms. Here we use the following
K (y, y′) = exp(−1
2
[y − y′])C−1, [y − y
′]) (5.3)
where y and y′ are points in R=3 , where =3 is the number of spatial dimensions. This kernel
defines an exponential spatial autocovariance and is appropriate for inverting data with a
smooth resolution kernel, such as low-frequency EM data (e.g. MT). For sharper transitions
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the Matern 3/2 or 5/2 kernels may also be used, but are not investigated here (Williams and
Rasmussen, 1996).
The matrix C, is diagonal with =3 entries that specify the spatial length scale over which
the function of interest is correlated. These correlation length scales must be selected by
the user and represent some of the key parameters in trans-D inversion with GPs. Their
value should be at least as small as the size of the smallest features resolvable by the data.
Correlation length scales smaller than this will not improve model resolution but may result
in additional time to convergence, since more interpolation nodes will be required to fit the
data. Correlation length scales larger than this will fail to adequately capture the degree of
model complexity resolvable by the data.
As discussed earlier, a related issue is the need for an explicit, discrete parameter grid. While
the GP representation of the model is in principle continuous (it defines the model at an
arbitrary, infinite number of locations), the need to solve the 2D or 3D forward problem
numerically on computers requires a discrete model representation. This usually takes the
form of a grid or mesh of cells, each with a constant physical property value or vector of
values, with each cell independent of the others. This mesh must be designed with the
model complexity resolvable by the data in mind. A parameter grid that is too coarse to
adequately represent the model structures that the data can resolve will be unable to achieve
an acceptable fit to the data. For most realistic synthetic models and for field data, this
usually requires a dense mesh with thousands or even millions of cells. The design of an
adequate parameter mesh is problem-specific and can be guided by gradient-based inversion,
repeatedly refining the mesh until the data fit is adequate.
Once this mesh is defined, we let the locations of the mesh cells be the grid points, x∗,
enabling the GP to connect the sparse model parametrization defined at x to the denser,
computational model. A detailed description follows.
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where the covariance matrix is made up of sub-matrices defined as follows
Km =K (x,x) (5.5)
K∗ =K (x,x∗) (5.6)
K∗∗ =K (x∗,x∗) (5.7)
Here, x ∈ R=8=C4A ? and x∗ ∈ R=6A83 , where =8=C4A ? is the number of interpolation nodes
and =6A83 is the number of grid points. The submatrices Km, K∗, and K∗∗ have sizes
(=8=C4A ? × =8=C4A ?), (=8=C4A ? × =6A83), and (=6A83 × =6A83), respectively. For example, suppose we
have a 2D Earth model with 1000 model parameters in the dense computational model, and
50 interpolation nodes in the sparse parametrization. Then x has length 50, x∗ has length
1000, and the full covariance matrixK has size 1050 × 1050.
In essence, via Equations 5.4 - 5.7 a GP defines the values of the function at the grid points
g(x∗) as conditional Gaussian random variables – conditional on the value of the function
at the interpolation nodes g(x). The relationship between them is determined by the chosen
kernel function (Equation 5.3), such that nearby points will be similar in value while distant
points will be independent of one another.
Because g(x∗) is viewed as a conditional random variable, many different realizations of





where µ∗ =  [g(x∗)] is the expected value of g at the grid points x∗, given the value
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Figure 5.1: Description of the high performance computing implementation and workflow of the
trans-D MCMC algorithm. Loading the data and the high-dimension finite element model is han-
dled in MARE2DEM. At iteration =, Birth-death MCMC (step 1), the low-dimension to high-
dimension GP transformation (step 2), and the acceptance/rejection of the proposed next model
(step 5) are performed on the low-dimension model (m) on the manager CPU of the compute
node, in Julia. Forward modeling in MARE2DEM (step 3) and misfit calculation (step 4) are
performed on the high-dimension model (m∗) on the worker CPUs, in Fortran. Communication
between Julia and Fortran is handled through a direct Julia-to-Fortran interface subroutine. The
numbers 1-5 represent the chronological order of operations at each iteration, as described in the
text.
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of g at the interpolation nodes x. If we now take x to be subsurface coordinates and g
to be some subsurface property of interest – in our case, electrical resistivity – we can use
Equation 5.8 to connect a sparse model parametrization described at x by g(x) to the dense
computational model described at the mesh cells x∗ by µ∗. Essentially, the GP acts as
both a sparse description of the subsurface, via the interpolation node values g(x), and as
the transform between it and the dense computational model µ∗, via the kernel function in
Equation 5.3. From here on, we use the identities m = (x, g(x)) and m∗ = (x∗,µ∗) to
refer to the sparse and dense subsurface resistivity models, respectively (steps 1-5 in Figure
5.1).
In the context of trans-D MCMC, we do not use the GP to infer the value of subsurface
properties directly from the data. Instead, the MCMC sampling is performed on m, the
sparse model described by the GP, while the data misfit of each of these models is calculated
using their dense representation, m∗. Thus our approach strikes a balance between a sparse
model representation m that is suitable for efficient MCMC sampling with the necessary
spatial structure required to fit the data in the higher dimensional space modelm∗.
The prior distribution, ?(m), can now be properly defined (following Ray and Myer (2019))
in terms of the number of interpolation nodes, : , their locations, x: , and their resistivities,
m: , as
?(m) = ?(m: ,x: , :) (5.9)
Using the chain rule of conditional probabilities, we can rewrite this as
?(m: ,x: , :) = ?(m: |x: , :)?(x: |:)?(:) (5.10)
If we now assume that the resistivities are uniformly distributed over a log-resistivity range
Δd and that the interpolation nodes are uniformly distributed over a length, area, or volume
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Figure 5.2: Resistivity model from which synthetic data were generated. The model consists of
shallow, extrusive volcanics overlying a resistive lithosphere and conductive asthenosphere. A
conductive anomaly at the base of the lithosphere represents a melt prism. Synthetic data were
generated at 11 MT sites (white triangles) over a frequency range 10-10,000 sec period. The
model consists of 818 independent resistivity cells.
(determined by the value of =3) defined by
∏=3
8=1 ΔG8, we can write the prior as







There are a number of choices for the prior distribution on the number of interpolation nodes,
?(:). Here we choose it to be uniform
?(:) = 1
:<0G − :<8= + 1
(5.12)
where :<0G and :<8= are the maximum and minimum allowed number of interpolation nodes,
respectively. We select :<8= = 2 and :<0G such that the vast majority of models have fewer
than :<0G interpolation nodes.
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5.2.4 High performance computing and code implementation
We implement the GP trans-D MCMC sampler in Julia, a computationally efficient, modern
software language designed for scientific and high-performance computing (Bezanson et
al., 2017). The MT forward modeling is done using MARE2DEM (Key, 2016), a parallel,
goal-oriented adaptive finite-element solver written in modern Fortran that uses the message-
passing interface (MPI) standard for efficient parallel forward calculations. To communicate
between Julia and Fortran in a HPC environment, we utilize a Julia-to-Fortran interface
subroutine that directly passes variables in memory. See Figure 5.1 for a description of the
workflow.
The GP-based transform from sparse (m) to dense (m∗) parameterization is computation-
ally efficient, and for sparse models with less than a few thousand parameters can be accom-
plished on a single CPU in under 0.1 s via Cholesky factorization. As described in Ray and
Myer (2019), only parts of the kernel matrices Km and K∗ have to be updated - leading
to significant computational savings in the computation and storage of the kernel function
in Equation 5.3. This means that the computational heavy lifting for 2D MT occurs during
forward modeling. As a result, all the MCMC and GP steps can be efficiently performed
on a single CPU, which we refer to as the ‘manager’. This includes producing the proposal
model, m pro p, from the current model via birth-death MCMC, as well as computing m∗
using Equation 5.8.
Oncem∗ has been calculated on the manager in Julia, this information is passed via a direct
Julia-to-Fortran interface to worker CPUs, who compute the forward response and data misfit
using MARE2DEM in Fortran. This information is then passed back to the manager to
determine whetherm pro p or the current model is accepted as the next model in the Markov
chain.
Finally, we implement PT, which allows multiple Markov chains running in parallel to swap
temperatures at the end of each iteration. This facilitates more efficient sampling of the
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Figure 5.3: Smooth resistivity model obtained from regularized inversion of the synthetic MT data
using MARE2DEM. The smooth model indicates the scale of features resolvable by the data and
can assist in selecting a resistivity mesh (outlined in black) sufficiently dense to capture the model
complexity, as well as appropriate choices for the GP correlation length scales. Smooth versions
of the main features of the melt prism model are present in the regularized estimate, including the
extrusive volcanics, lithosphere, melt prism, and asthenosphere. The LAB is not sharply resolved.
model space and accelerates convergence of the Markov chains to the posterior distribution.
In addition, PT is easily implemented in a HPC environment, enabling convergence to be
sped up by harnessing more CPUs (Ray et al., 2013a; Blatter et al., 20180).
5.3 Results
5.3.1 Synthetic inversion
We test our algorithm on a synthetic data set generated from a resistivity model designed
to simulate a prism of partial melt at the lithosphere-asthenosphere boundary (LAB), in-
spired by the asthenospheric melt channel beneath the Cocos Plate seen in Naif et al. (2013).
Figure 5.2 shows the true model, which includes shallow, conductive sediments; resistive
lithosphere; conductive asthenosphere; and deeper mantle. At the base of the lithosphere
is a 10 km thick, 40 km wide, conductive melt prism. Synthetic apparent resistivity and
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phase data were generated using MARE2DEM at 11 MT sites (white triangles) spaced 20
km apart, over a frequency range from 10-10,000 sec period, to which 4% uncorrelated
Gaussian noise were added. This period range was chosen since it represents the working
bandwidth of broadband marine MT receivers in the deep ocean (Constable, 2013), which
are able to measure the shorter period signals sensitive to asthenosphere conductive struc-
ture. Figure D.1 shows the synthetic data for all 11 MT sites, which show a characteristic
lowering of the TE mode apparent resistivity and larger TE phases at 100-1000 s period for
stations located over the conductive melt prism. Also shown are model responses from 50
models randomly selected from the model ensemble. The data misfit across all models in the
ensemble is j2-distributed with a peak implying a root mean square (RMS) misfit of 1.25.
We first conduct a gradient-based inversion of the synthetic data using MARE2DEM (Figure
5.3). The smooth inversion model indicates the features of the model that the synthetic data
are likely able to resolve. Plotted on top of the smooth inversion model in Figure 5.3 are
the outlines of the resistivity mesh. Because MT data are most sensitive to shallow structure
near the MT receiver, the resistivity mesh must be finer near the receivers than at depth.
This means that for data sets that include high frequencies and that extend to significant
depth the trans-D GP algorithm will need to spend equal portions of the time sampling the
small, near surface intervals and large, deep intervals. We therefore sample the model space
in the base-10 logarithm of depth rather than linear depth. This has the added benefit of
allowing correlation length scale that varies with depth. We choose _I to be 0.1 log units
in depth to roughly match the depth scale of features in the smooth inversion, and 15 km
in the horizontal direction to match the scale of features resolvable given the 20 km station
spacing.
The ideal choice of these parameters is not immediately obvious. We selected them by first
doing a ‘pixel-matching’ test – taking the true resistivity at each resistivity cell (plus noise)
as the ‘data’ and minimizing the square of the distance between the trans-D model and true
model resistivity. Choosing correlation length-scales that can solve this low-cost problem is
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Figure 5.4: Synthetic inversion results. The mean of the model ensemble (a) captures the con-
ductive melt prism (black box). The LAB (thin black line) is less well resolved. The resistivity
mesh (outlined in black) and the interpolation node locations (black dots) for a model selected at
random from the model ensemble are shown. The marginal posterior distribution between 60-80
km depth – (b), region between the horizontal dashed lines in (a) – indicates that the uncertainty
in the distribution beneath the conductive melt prism is greater than on either side of it. The true
model values are indicated by white squares. A marginal distribution through the melt prism –
(c), region between the vertical dashed lines in (a) – shows a tightening of the uncertainty where
the model is conductive, relative to where it is resistive. The red lines represent the 5th and 95th
percentiles, and indicate the 90% credible interval.
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Figure 5.5: Deterministic inversion of the Gemini data, obtained using MARE2DEM. The MT
sites are represented by white triangles. The uncertainty on the base of the salt (blue object in the
center) is one of the key questions left unresolved by this inversion
an efficient way of finding values of these parameters that can, at a minimum, adequately
represent the features of the true model. In the case of inverting field data, where the true
model is not known, a deterministic inversion model (e.g. Figure 5.3) can be used instead,
since this model should contain the scale of features resolvable by the field data, though this
amounts to a choice of prior length scale.
We invert the synthetic data on a cluster using 480 processors and 20 PT chains, with three
chains at T=1. The average time per MCMC step was 0.3 sec, owing to the relative simplicity
of the resistivity mesh, which contained 818 resistivity cells. We ran the algorithm for one
million MCMC steps totaling 3.5 days of compute time. We eliminated the first 300,000
models of each T=1 chain as burn-in (i.e. the time it takes to find the first models with
an acceptably low misfit), the rest comprising the model ensemble. The trans-D MCMC
algorithm required 150-200 interpolation nodes to fit the data compared with 818 model
parameters in the dense model, representing a model-space reduction of over 4x.
The mean of the ensemble is shown in Figure 5.4a. While the mean of the ensemble is not
always an accurate representation of the subsurface, in this case it contains the main features
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of the model. The melt prism is well recovered, albeit represented as a smooth anomaly
rather than one with sharp edges. This is expected, given our choice of an exponential spatial
autocovariance kernel function to represent the model. The interpolation node locations, x,
for a model chosen at random from the ensemble are shown in Figure 5.4a as well. The bulk
of them are clustered in the shallow portion of the model, as expected given our choice to
sample log-depth, as well as the greater data sensitivity there. The mean of the ensemble
is, in many respects, similar to the regularized inversion result (5.3). In neither model is the
LAB sharply imaged.
Bayesian inversion produces far more than just the mean, however. Marginal distributions
obtained by taking horizontal and vertical slices through the model are shown in Figure
5.4b and 5.4c, respectively. The brighter colors indicate regions of higher probability den-
sity, while the red lines indicate the 5th and 95th percentiles and delineate the 90% credi-
ble interval. The vertical profile through the conductive anomaly quantitatively shows the
well-known fact that MT data are better able to constrain the resistivity of conductors than
resistors, as shown by the tightening of the 90% credible interval over the anomaly and again
at depth. The model uncertainty is significantly higher in the more resistive portions of the
model. Interestingly, there is high uncertainty directly beneath the melt prism, visible in the
mean as the resistive body beneath the anomaly, as well as in the broadening of the 90%
credible interval in this region in both the vertical and horizontal profiles. This is due to the
loss of signal strength due to the conductor, which effectively shields sensitivity to the region
beneath it. The deterministic inversion provides an estimate of the resistivity in this region,
but without this corresponding uncertainty information.
Generally, the true model lies within the 90% credible interval defined by the model en-
semble (see 5.4b). One exception is in the shallowest portion of the model (the conductive
sediments). This is likely because _I, the correlation-length scale in depth, was insufficiently
small in the shallow part of the model. Finding a value of _I that is adequate for all portions
of the model given the depth-dependent sensitivity of the data to subsurface structure is chal-
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Figure 5.6: Transformation from linear depth (km) to sampled depth, Î, given in Equation 5.14.
The choice of 1 and 2 determines the fraction of a given interval [0, Î] in the transformed domain
that maps to shallow depths in the untransformed domain. The dashed lines indicate for each
combination of 1 and 2 the point ( Î2 , ℎ(
Î
2 )), the linear depth that corresponds to the midpoint of
[0, Î].
lenging. Sampling the base-10 logarithm of depth proved largely adequate, given that the
synthetic model spanned a depth range of 150 km. The ideal choice depends on the geology,
the data sensitivity, and the dimensional scale of the problem. In the next section we adopt a
different approach to this problem, given a shallower region of interest.
5.3.2 Field data inversion
To test our algorithm on field data, we invert a selection of seven MT sites from the Gemini
dataset. This data was collected in the Gulf of Mexico to image a salt body surrounded by
conductive sediments (Key, 2003; Key et al., 2006). A gradient-based inversion of this data
using MARE2DEM is shown in Figure 5.5. Data in the 1-250 sec period range were in-
verted. The relatively resistive (10 ohm-m) upper salt body is clearly imaged, surrounded by
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conductive (< 1 ohm-m) sediments. At depth, a larger resistor is present, possibly including
a thin layer of salt that may or may not connect to the upper salt body. While the regularized
inversion images the top and sides of the salt, the base of the salt is not clear.
We invert the TE mode apparent resistivity and phase since these have the strongest sensitiv-
ity to the resistive salt body (Key et al., 2006). The data errors were estimated using standard
MT data processing workflows, with an error floor imposed of 1% for apparent resistivity
and 2.5% for phase. We assume our data errors to be uncorrelated. The data, along with
responses from 50 randomly-selected models from the ensemble, are shown in Figure D.2.
We used the GP-parametrized, trans-D MCMC algorithm to invert this data on 168 proces-
sors and 12 PT chains, with 3 chains at T=1. The average time per MCMC step was 0.85
sec, slightly higher than when inverting the synthetic data due to the greater complexity of
the model. To accurately represent the model structure resolvable by the MT data, the re-
sistivity mesh needed 8,424 independent resistivity cells. This grid was designed based on
the complexity of the structure seen in the regularized inversion. We ran the algorithm for
one million MCMC steps, for a total of ten days of compute time. We eliminated the first
300,000 models of the T=1 chains as burn-in, the rest comprising the model ensemble. To
fit the Gemini data set, the trans-D MCMC algorithm required 100-400 interpolation nodes,
with a mode of 200 – a model-space reduction of approximately 40x. The inversion conver-
gence properties are shown in Figure D.3.
5.3.3 Choosing correlation length scales
Choosing _I, the correlation length-scale in depth, proved challenging owing to the fact that
the near-surface is characterized by small-scale structure while at depth the features of the









Figure 5.7: Gemini data inversion results. The mean of the ensemble (a) captures the upper salt
body, conductive sediments, and deeper resistor. Marginal distributions between 4.5-5 km lateral
position (b) and 4.5-6 km depth (c) are shown, including the 5th and 95th percentiles (red lines).
The gradient-based model estimates (white squares) fall within the 90% credible interval at nearly
all depths and positions.
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where I is linear depth, in meters, Î is transformed depth sampled by the trans-D GP algo-
rithm, and 1 and 2 are constants to be selected. This transform can be intuitively understood
by examining its inverse
I = ℎ( Î) = 1 1 − 2
Î
1 − 2 (5.14)
which is the sum of a geometric series. It is clear from Equation 5.14 that I increases
geometrically with Î. As a consequence, it can be shown (see Appendix E) that for a fixed
correlation length-scale in the transformed variable, _ Î, the correlation length-scale in linear
depth, _I, increases linearly with depth
_I = 00 + 01I (5.15)
where 00 =
1(1−2_Î )
1−2 and 01 = 2
_ Î − 1. It follows that sampling Î with a constant _ Î is
equivalent to sampling I with a _I that grows with depth in the model, matching the natural
loss of model resolution with depth inherent in the data.
Examples of the transform described in Equations 5.13 and 5.14 are shown in Figure 5.6 for
a few choices of 1 and 2. It is clear that the midpoint of a given interval in transformed depth
[0, Î] maps to much less than the midpoint of the corresponding interval in linear depth
[0, ℎ( Î)]. The dashed lines in Figure 5.6 indicate, for each combination of 1 and 2, the
point in linear depth that maps to the mid-point of the transformed interval, i.e. ( Î2 , ℎ(
Î
2 )). In
each case ℎ( Î2 ) <
ℎ( Î)
2 is a desirable property since we wish to ensure that small, near-surface
depth intervals are given the same sampling importance as larger, deeper depth intervals.
Because the variability in the size of model structures is a function of depth, not horizontal
position, we choose to sample linear H, and set _H = 1 km. While the subject of variable
length scales is discussed in Ray and Myer (2019), warping the GP input space as we have
done here has a long history (Sampson and Guttorp, 1992; MacKay, 1998).
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Figure 5.8: Interquartile range of the model ensemble obtained by trans-D GP inversion of the
Gemini data set. Higher uncertainty generally occurs in the more resistive parts of the model
(upper and lower salt bodies). Relative high uncertainty also occurs in the very shallow parts of
the model.
5.3.4 Gemini inversion results
The results of inverting the Gemini data set are shown in Figure 5.7. The upper salt body,
conductive sediments, and deeper salt are clearly visible in the mean (Figure 5.7a). A
marginal distribution through the model between 4.5-5 km horizontal position shows the
uncertainty in resistivity with depth (Figure 5.7b). The resistive salt body (between 1.5-4 km
depth) and the deeper resistive basement (at depths greater than 7 km) are clearly imaged, as
are the conductive sediments (between 1-1.5 km depth and again between 4-7 km).
The ability of the trans-D GP sampler to achieve a low-dimensional representation of the
model space is illustrated in Figure 5.7a. The dense parameter mesh with 8,424 independent
resistivity cells is shown over the mean of the ensemble. The interpolation nodes x of a
model randomly selected from the posterior model ensemble are plotted as black circles.
Through the trans-D GP sampler, the data guide the number and location of the interpolation
nodes to where model structure varies more rapidly, while fewer interpolation nodes are
located in regions where the model varies more gradually. There are, on average, 40x fewer
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interpolation nodes than resistivity cells, yet the mean of the distribution contains the same
features as the gradient inversion.
The gradient-based inversion estimate (white squares) falls within the 90% credible interval
at nearly all depths. Unlike the gradient-based estimate, however, the Bayesian inversion
provides a quantitative uncertainty at each depth. Figure 5.8 shows one measure of un-
certainty, the interquartile range (IQR) of the model ensemble, as a function of depth and
horizontal position. The IQR is generally lowest in the conductive regions of the model and
highest in the more resistive structures, illustrating MT’s well known sensitivity to conduc-
tive features. The IQR is largest in the near-surface, where MT data are most sensitive to
small-scale heterogeneities.
In addition, the mean resistivity from the ensemble constructively superposes to image what
appears to be a salt overhang at 4.5 km along the line, a structure that even the most advanced
seismic imaging techniques (Zhou et al., 2018) struggle to image, and which require far more
data and compute power.
To examine whether the upper salt body is separated from the deep salt by sediments, we
plot a marginal distribution between 4.5-6 km depth, covering the base of the upper salt body
(shown in Figure 5.7c, horizontal black lines in 5.7a). While the 90% credible interval dips
slightly more resistive between -2 km and 3 km horizontal position, the posterior distribution
of resistivity in this region beneath the upper salt body is ultimately compatible with either
salt or sediments. The bright horizontal line in Figure 5.7c is the mean of the resistivity at the
interpolation nodes, since the value of the GP trends to the mean far from an interpolation
node. This indicates that the MT data are not highly informative here. The gradient-based
inversion seems to suggest that the upper salt body might be disconnected from the deeper
resistor (see Figure 5.5), but the uncertainties produced by the Bayesian inversion reveal that
while this is consistent with the data, it is by no means required. Further, it is worth noting
that Figures 5.7a and 5.7b strongly suggest the presence of overhanging salt, indicating that
this portion of the model would be challenging to image with seismic methods.
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5.4 Conclusions
In this study, we successfully demonstrate fully 2D Bayesian inversion of MT data. We
invert synthetic and field MT data for 2D models of electrical resistivity using the trans-D
GP sampler – to the best of our knowledge, the first 2D trans-D inversions of MT data to be
published. We render this problem tractable from a computational standpoint by using GPs to
achieve model parameter reduction. Our algorithm is computationally efficient, converging
in less than 9 days on a cluster while using only modest HPC resources. This is largely due
to the fact that the GP allowed our trans-D GP algorithm to sample a model space 40 times
smaller than that required by the forward solver.
A further advantage of our trans-D GP sampler is that it is spatial dimension-agnostic, mean-
ing the same basic code and theory are applicable for parametrizing 1D, 2D and 3D prob-
lems. Although not shown here, we have tested the model parametrization and code for 3D
problems as well. While the parametrization is efficient, the full 3D forward MT problem is
not yet tractable for the < 1 s compute times per forward call needed for practical run times.
We expect that our parametrization will prove useful for other geophysical inverse problems
such as seismic tomography.
The output of our algorithm – the Bayesian posterior distribution – provides quantitative
uncertainties on subsurface bulk resistivity. This information is vital for constraining related
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Appendix A: Proposal distribution and acceptance probability
A.0.1 Initialization
Initializing the trans-dimensional MCMC algorithm is simple. We select an initial model for
the ensemble by setting : = :<8=. In our case, :<8= = 1, so our model has one interface and
two layers. We select the interface depth and layer resistivities uniformly within the prior
bounds.
A.0.2 Likelihood
In this section we discuss our choice for the form of the likelihood function, ?(d|m). We
use a simple Chi-squared (j2) framework measure of misfit
j2 = (d − d̂)C−13 (d − d̂) (A.1)
where −1
3
is the matrix of data covariances and d̂ is the modeled data: 5 (m) = d̂ and 5 is









In this section we discuss the prior, ?(m), in more detail. In principle, the prior represents
all known information about the model that is independent of the measured data, but in
148
practice this information must be expressed in terms of a probability distribution. Because
our framework is trans-dimensional — the number of unknowns is allowed to vary — the
prior is actually a function of m and : and can be written in two parts
?(m: , :) = ?(m: |:)?(:) (A.3)
where the first term of the right hand side is the prior on m given a fixed number of layer
interfaces, : . The second term on the right hand side is the prior on the number of interfaces.
Since we have little idea beforehand how many parameters the data will require, we choose




:<0G−:<8=+1 if :<8= ≤ : ≤ :<0G , : ∈ N
0 else
(A.4)
To ensure that :<0G and :<8= were sufficiently generous, the posterior distribution on : ,
?(: |d), can be examined after the Bayesian inversion has run to completion. The over-
whelming bulk of the models should fall away from the edges of the distribution — other-
wise, a wider prior may be needed.
There is some correspondence between the prior and a reference model used in regularized
inversions, if the latter represents a priori knowledge of the model. The analogy, however,
can be misleading. For instance, while a reference model is used to keep each model param-
eter from straying too far from its reference value, a uniform prior assumes all values are
equally likely for each model parameter.
Importantly, the prior is agnostic as to the units of the various model parameters, which are
not required to have the same units – e.g., interface depth (m) and layer resistivity (ohm-m).
This is because the prior for each parameter is expressed as a probability.
The prior on the model, given a fixed number of interfaces (and hence layers as well), must
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now be determined. While we expect some correlation in the posterior distribution between
the depths of layers and their electrical resistivity, we do not know the form this correlation
will take, a priori, so we assume that the prior distributions on the depths of interfaces and
the resistivities of the layers are independent, enabling us to write
?(m: |:) = ?(z|:)?(ρ|:) (A.5)
The conditional prior distribution on the layer interface locations, ?(z|:) is determined by
first deciding that each of the : layer interfaces must lie within a depth range, ΔI, and that all
locations within that depth range are equally likely to host an interface. Then, we recognize





if I<8= ≤ I8 ≤ I<0G ∀8 = 1, 2, ...:
0 else
(A.6)
The Dirichlet distribution describes how a unit interval is divided into : parts, and can be
explained fairly simply: given : interfaces, each distributed independently and uniformly
over a depth interval ΔI, there are :! ways of arranging those interfaces among the selected
depths. This yields Equation A.6. This prior is first used in Steininger et al. (2013) and
derived in detail in Dosso et al. (2014).
No prior knowledge of the resistivity, d, is assumed, only that it must lie in some bounded
interval (d<8=, d<0G). Because no known prior correlation is assumed between the resistivity





if d<8= ≤ d8 ≤ d<0G ∀8 = 1, 2, ...: + 1
0 else
(A.7)
where Δd = d<0G − d<8=.
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Finally, combining Equations A.3-A.7, we obtain the full prior distribution for : interfaces
and : + 1 layers:




where Δ: = :<0G − :<8= + 1.
A.0.4 Proposal distributions and acceptance probabilities
There is significant freedom in the choice of proposal distribution. In theory, convergence
of the Markov chain to the posterior is agnostic of the choice of @(m’|m): the proposal only
affects the rate of convergence, not the guarantee of convergence itself. In practice, however,
computational cost is of paramount concern in Bayesian methods, so making an effective
choice of proposal distribution is important. In our implementation of trans-dimensional
MCMC there are four ways to perturb the last model in the chain to produce a proposal
model: update, move, birth, and death. These moves are summarized, along with their
proposal distributions and acceptance probabilities, in the following sections.
(a) A move shifts the location of an interface. The new location is drawn from a Gaussian
distribution centered at the current interface location. If this new location would place
the interface above or below its nearest neighbors, the resistivity of the affected layers
are treated as if this perturbation were the same as a death followed by a birth. This
perturbation is chosen with probability 6/32.
(b) An update does not change the dimensionality of the model. Instead, we perturb the
resistivity of each layer about its mean by drawing from a Gaussian distribution. This
kind of perturbation is chosen with probability 16/32.
(c) A birth adds a layer interface at a random depth chosen uniformly in the interval
[I<8= I<0G]. The resistivity of the new layer either above or below the new interface is
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drawn from a Gaussian distribution, centered at the resistivity of the layer prior to the
perturbation. This perturbation is chosen with probability 5/32.
(d) A death deletes one randomly selected layer interface. The resistivity of the layer
above or below the deleted interface is chosen and applied to the new, larger layer.
This perturbation is chosen also with probability 5/32 (to ensure births and deaths are
equally likely).
The acceptance probability U depends on the proposal ratio (see Equation 2.3), not on the
proposal directly, so the proposal ratios for each move must be calculated.
Update and move interface
For moves of fixed dimension (the number of model parameters does not change), such as
the update and move interface perturbations, this is simple. We have chosen symmetric
distributions (Gaussian and uniform) governing these moves, so the move from m to m′
should be equally as likely as a move from m′ to m. Likewise, the prior is identical for fixed
: (see Equation A.8). This leads to a simple form for the acceptance probability








which, for ) = 1, is simply the ratio of the likelihoods. This, of course, assumes that all the
parameters within m′ fall within the prior bounds for the allowed depth of interfaces and the
bounds on electrical resistivity.
152
Birth
Because the selection of the new interface location and the selection of the new resistivity













The reverse of a birth (going from m′ to m) is a death. In this case, there are : + 1 interfaces










































A death deletes one randomly selected layer interface. The resistivity of the layer above or
below the deleted interface is randomly chosen and applied to the new, larger layer. This
perturbation is chosen also with probability 5/32 (to ensure births and deaths are equally
likely).
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Appendix B: Trans-dimensional MCMC Pseudo-code
initialize chains with models G 9 for all temperatures 9 = 1, 2, ..., =)4<?B
for 8 ← 1 to =(C4?B do
for 9 ← 1 to =)4<?B do







< ← G 9 [8 − 1]
<′ ∼ @(<′|<)CH?4
D ∼ * (0, 1)
if D < U 9 (<′|<)CH?4 and ?(<′) > 0 then
G 9 [8] ← <′
else
G 9 [8] ← <
end
end
for 9 ← 1 to =)4<?B do
D ∼ * (0, 1)
? ∼ * (1, =)4<?B), ? ∈ 
@ ∼ * (1, =)4<?B), @ ∈ , ? ≠ @
if D < UBF0? (?, @) then






Algorithm 1: Pseudocode for transdimensional McMC Bayesian inversion with parallel tem-
pering. UBF0? (?, @) does not require any further forward computation to evaluate as likelihoods
for models in chains ? and @ have already been computed in the 8 loop. Note also, that the tradi-
tional requirement of only adjacent chains being allowed to swap has been relaxed, as detailed
in Sambridge (2013).
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Appendix C: Maximum likelihood estimate of data covariance scale
factor
The joint likelihood function is the product of the individual likelihood functions.
?(d|m) = !1(m) !2(m) (C.1)
If we substitute in the exponential form of the likelihood for one of these, we have:










where the residual vector r2 = d2−f2(m) and #2 is the number of data in the second data set.
Here we have introduced a constant factor, f, that scales all the entries of the data covariance
matrix for the second data set, Cd2 . To find a maximum likelihood estimate of f, we first
take the negative logarithm of the likelihood function:





















To find the value of the scale factor f that maximizes the likelihood, we set this derivative






In other words, the scale factor that maximizes the likelihood function – also a value that Hi-
erarchical Bayes approach would sample – is the root mean square (RMS) residual between
the forward modeled and measured data.
Finally, we can insert f̂<0G from Equation C.5 into Equation C.3, giving:








+ '(Cd2 , #2), (C.6)
where '(Cd2 , #2) contains the terms that do not depend on m. Thus the MCMC sampling
could be done using C.6 as the negative log likelihood, without artificially fixing the scaling
factor between the two data types or using Hierarchical Bayes. We could also carry out the
same treatment for each data type’s likelihood individually and arrive at a similar equation to
C.6. An analogous example would be maximum likelihood data errors for every frequency
in seismic full waveform inversion as shown in Ray et al. (2016), Equation 29.
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Appendix D: Data and model responses, convergence properties
158
Figure D.1: Synthetic TE (red circles) and TM (blue circles) mode apparent resistivity and phase
for 11 MT sites (see white triangles in Figure 5.2). In addition, the forward responses for 50
randomly selected models from the ensemble are plotted in gray (TE mode) and blue (TM mode).
The distribution of the root mean square (RMS) fit to the data across the ensemble was 1.2
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Figure D.2: Gemini TE mode apparent resistivity and phase for 7 MT sites (see white triangles in
Figure 5.2). In addition, the forward responses for 50 randomly selected models from the ensemble
are plotted in gray. The distribution of the root mean square (RMS) fit to the data across the
ensemble was 1.1-1.4, with a peak at 1.28
160
Figure D.3: Convergence properties of the trans-D GP inversion of the Gemini data set. Conver-
gence properties (RMS misfit, number of training points, and acceptance rates for the birth, death,
resistivity update and position update moves) as a function of MCMC iteration number for the
three Markov chains at temperature T=1 are plotted in green, orange, and blue. Histograms of
these properties across all three chains are shown beneath. Models in the ensemble fit the data in
the range RMS 1.1-1.45. The models contained 50-250 training points, compared with 8,424 finite
elements used by MARE2DEM.
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Appendix E: Derivation of linearly increasing correlation length scale
using geometric transform
We define linear depth in terms of the transform variable Î,
I = ℎ( Î) = 1 1 − 2
Î
1 − 2 (E.1)
= 02(1 − 2 Î) (E.2)
where 02 = 11−2 . The correlation length scale in linear depth, _I, is defined in terms of Î as
_I = ℎ( Î + _ Î) − ℎ( Î) (E.3)
Substituting in from Equation E.2 above, we have
_I = 02(1 − 2 Î+_ Î ) − 02(1 − 2 Î) (E.4)
= 022






from Equation E.2, we obtain
_I = (02 − I) (1 − 2 Î) (E.7)
= 00 + 01I (E.8)
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where 00 = 1 1−2
_Î
1−2 and 01 = 2
_ Î − 1
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