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En esta memoria se estudian dos modelos diferentes de sistemas dinámicos en di-
mensión infinita, representados por dos sistemas acoplados de ecuaciones en derivadas
parciales semilineales que modelizan distintos fenómenos físicos.
El primer modelo, denominado “Modelo de campos de fase”, rige las transiciones
de fases en las que se considera una región de interfase con grosor. El segundo es un
modelo de flujo de un fluido en un “Termosifón con efecto Soret”, que consiste en un
dispositivo formado por un circuito cerrado por el que circula un fluido en el que se ha
disuelto un soluto, a temperatura variable.
En los dos siguientes capítulos de esta Introducción se expone el origen físico de
estos problemas y se describen los principales resultados obtenidos sobre la existencia y
unicidad de soluciones de ambos sistemas, así como del comportamiento asintótico de las
mismas cuando el intervalo de tiempo en el que están definidas tiende a infinito.
El resto de esta memoria ha sido estructurada en dos partes que constan a su vez
de varios capítulos y de un apéndice. Cada una de estas partes está dedicada al estu-
dio matemático de uno de los modelos mencionados. En el apéndice se recogen algunas
definiciones y resultados, que son utilizados en el desarrollo de las partes anteriores. Fi-
nalmente, se describen las referencias bibliográficas a las que se han hecho mención en
algún momento del desarrollo de esta memoria.
La primera parte está dedicada a las ecuaciones de campo de fase y consta de
cinco capítulos. El primer capítulo recoge los resultados de existencia y unicidad de las
soluciones del sistema. En primer lugar se establece el marco funcional de trabajo, se
prueban resultados de existencia local y regularidad de las soluciones, y finalmente se
prueba que dichas soluciones están definidas globalmente, es decir para todo instante de
tiempo positivo.
A continuacion, se prueba en el capítulo dos la existencia de un atractor global
compacto y conexo para dichas soluciones en un espacio funcional adecuado, lo que nos
permite tener información sobre la dinámica del sistema. En particular, se tiene que
las soluciones que parten de un conjunto acotado en dichos espacios son atraídas por
dicho conjunto con el transcurrir del tiempo. Como consecuencia, nos interesamos por el
estudio de este atractor, lo que nos lleva a su vez al estudio de los puntos de equilibrio y
su estabilidad, a lo que dedicamos el capítulo tres y el capítulo cuatro de esta memoria.
En el capítulo cuatro se estudian los puntos de equilibrio constantes respecto de la
variable espacial, y a continuación la existencia de soluciones o puntos de equilibrio no
u:
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constantes, u.
En el capítulo tres, donde se estudia la estabilidad de los puntos de equilibrio se
prueba, gracias a un resiiliado de Matano. [40j. que bajo unas determinadas condiciones de
los parámetros físicos del sistema, las únicas soluciones estacionarias estables, en dominios
convexos son las constantes. No obstante, se prueba en el capítulo cinco, la existencia
de un tipo especial de soluciones no constantes, que sin llegar a ser estables, evolucionan
muy lentamente, denominadas soluciones metaestables.
La segunda parte está dedicada a un modelo de termosifón cerrado con efecto Soret,
u.
nombre con el que se conoce el fenómeno que consiste en el transporte de materia inducido
por flujo de calor, [277,y se ha dividido en dos capítulos.
En el primer capítulo, al igual que en la primera parte, se fija el marco funcional de
trabajo, en el cual se prueban en primer lugar resultados de existencia local de soluciones.
u.
A continuación, se prueba que dichas soluciones están definidas globalmente, basándonos
en estimaciones de la norma de la solución en un intervalo de tiempo finito.
El segundo capítulo está dedicado al estudio de la dinámica del sistema probando al
igual que en el primer problema, la existencia de un atractor maximal compacto y conexo
u:que atrae a las soluciones cuando el tiempo tiende a infinito, uniformemente cuando el
dato inicial se mueve en un conjunto acotado.
En esta ocasión además, hemos conseguido probar la existencia de una variedad
inercial para el sistema, ayudándonos del sistema equivalente para los modos de Fourier
complejos, de las funciones incógnitas del sistema inicial. En este sentido hemos visto cómo u.
construir una variedad de dimensión finita, dependiendo de la temperatura ambiente y de
la geometría del circuito, que son datos del problema, capaz de reproducir la dinámica del
sistema. De esta forma reducimos la dinámica de dimensión infinita del sistema inicial
al estudio de una dinámica en dimensión finita, representada por las soluciones de un u:
sistema de ecuaciones diferenciales ordinarias asociado a un número finito de modos de
Fourier que podemos determinar de forma exacta.
Además la temperatura ambiente y la geometría del circuito pueden diseñarse fácil-







1.1 Origen del modelo
Las ecuaciones de campo de fase surgen como un “refinamiento” del problema clásico
de Stefan [55), en un intento de explicar algunos fenómenos que aparecen experimen-
talmente próximos al equilibrio y que escapan a este modelo clásico. Por esta razon
describiremos en primer lugar este modelo.
1.1.1 Modelo clásico de Stefan
Supongamos que tenemos una sustancia en una región del espacio 1? c j~N N = 2
ó 3, que tiene la capacidad de adquirir dos fases diferentes, por ejemplo sólido y líquido.
Sea T(t, z) la función que representa la temperatura del punto x en el instante de tiempo
1. Supondremos que existe una temperatura crítica representada por una constante T~,
que representa la temperatura de fusión en el equilibrio, es decir la temperatura en la
que el sólido y el líquido pueden coexistir. Podemos siempre suponer que la temperatura
crítica es nula, considerando la función temperatura u(t, x) = T(t, z) — T~.
En el problema clásico de Stefan se supone que la temperatura de la región de
interfase es la temperatura crítica T~, es decir u 0. De esta forma se define la interfase
o región de transición como la curva formada por aquellos puntos que se encuentran a
temperatura cero, es decir, la región de interfase es:
F~) = {r c Q tal que u~, ~)= O}
de forma que la fase líquida viene dada por:
Q1(t) = {x c Q tal que u(t,x) > 0}
5
u.
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y la fase sólida por: u.
(22(t) = {x c (2 tal que u(t.x) < 0}.
En este problema clásico de Stefan, se estudia por una parte la evolución de una única
función incógnita que es la temperatura, u(t. x), que verifica una ecuación de difusión de
calor del tipo u.
kAu en 91(t) U Q~(t) (1.1.1)
donde k > O representa la difusividad térmica (cociente entre la conductividad térmica y
la capacidad calorífica por unidad de volumen), que se supone constante e igual en ambas
u.
fases. Por otra parte, se estudia también la evolución del conjunto de puntos dado por la
interfase. Teniendo en cuenta que a través de la interfase F(t), el calor latente de fusión
(por unidad de masa), 1, debe quedar compensado con el flujo de calor, se tiene según ¡91:
/un k(Vu~ — rn1).n, x e f(t) (11.2) u.
donde u el el vector normal ~ unitario a F(t) en la dirección sólido-líquido, v(1, x) es la
velocidad local de la interfase, Vv~ es el límite del gradiente de u en un punto x E E
calculado desde la fase sólida Q~ y Vnj calculado desde la fase líquida, 9~. De esta forma
llegamos al planteamiento matemático del problema clásico de Stefan, que consiste en u.
encontrar u(t, x) y U(t) satisfaciendo (1. 1.1) y (1.1.2), junto con unas condiciones iniciales
y de frontera sobre el borde de (2 dadas.
Un método para estudiar este problema clásico de Stefan es el de la entalpía o 11-
método [45], [55], en el que se considera un balance de calor, dado por una única ecuación u:
de difusión:
a
—11(u) = káu (1.1.3)
que sustituye a la ecuación de difusión de calor (1.1.1) y a la del calor latente (1.1.2). La
idea básica consiste en considerar una función H, denominada función de “entalpía”, que u.
depende, en principio, sólo de la temperatura y que representa la energía en un instante
de tiempo 1 y en uit punto x. La función U se obtiene como la suma de la energía calorífica
y la energía química debida a las propiedades microscópicas de los puntos del medio y
está definida por [¡(u) = u -1- fp. En la expresión anterior 1 es una constante l)ositiva u.
que representa el calor latente de fusión x y una función de la temperatura u. asociada
al cambio de fase, definida por:
y siy(u) { ~ u.
De esta forma. cuando y. 1 la susuancia está en fase sólida, y cuando y = —1 está
en fase liqiiida.
u.
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1 ____________________________________________
_______________________________ —1
figura 1.1: Función escalera de cambio de fase
1.1.2 Objeciones al modelo clásico de Stefan
El estudio de los fenómenos físicos descritos por estas ecuaciones, presentan a
menudo comportamientos anómalos, de forma que aparece con frecuencia experimen-
talmente una región de interfase plana de espesor ~, en lugar de la curva de interfase (sin
espesor), que se supone en el problema de Stefan. Estos fenómenos que se presentan en
el equilibrio, se conocen con el nombre de supercongelación (o supercalentamiento), y son
los que dan lugar a inestabilidades de tipo dendrítico, es decir aumento (o disminución)
de la parte sólida en forma de ramificaciones [17]. [23]. Estos fenómenos van asociados a
la aparición de la tensión superficial a que aumenta al aumentar el espesor ~ de la inter-
fase y que actúa como una fuerza estabilizante, frenando el proceso de supercongelación
(supercalentamiento).
Vamos a ver como el hecho de considerar una interfase de espesor ¿, en el H-método
nos va a llevar a las ecuaciones de campo de fase. La idea básica es que una interfase
curva, sin espesor, tal y como aparece en el problema clásico de Stefan, corresponde a
una función de fase y que es de tipo escalera tomando valores ±1y —1, mientras que una
interfase plana, con espesor, podría tener asociada una función regular y, que debe variar
suavemente entre las fases, es decir, entre los valores y = 1 y y —1. Esto significa que
el cambio de fase está ocurriendo continuamente dentro de un rango finito.
Aparece asi una nueva función incógnita y(t, z) llamada campo de fase o parámetro
de orden. El campo de fase, con esta interpretación es básicamente una media local de la
u.




figura 12: Función campo de fase o parámetro de orden
fase.
Necesitamos ahora uíía ecuación (jile rige la evolución de esta nueva incógnita y,
que unida a (1. 1 .3), ríos dará el si ste¡na exc lii ti yo que buscamos. Para ver la idea de la
formulación de la ecuación diferencial para el parámetro de orden, vamos a comentar en
primer lugar, algunas ideas básicas de la teoría de campo de fase en las transiciones (le
u.
fases.
1.1.3 Transiciones de fase. Funcional de Energía Libre de
Landau-Ginzburg u.
El parámetro de orden o campo de fase y es normalmente una función escalar del
tiempo y de la posición del punto, es decir. p(t, x) : PV x (2 ~, la cual toma
diferentes valores en dos (o más) fases distintas y es el concepto central en el estudio
de las transiciones de fases. 1-lay muchos ejemplos (liferentes de transiciones de fases
descritos por un parámetro de orden y. pero en todos ellos se tiene una magnitud física
que adopta dos (o más) fases diferentes. (le forma (lite la función parámetro de orden rige
la competición entre ambas, asociando en ca(la instante la razón de ambas magnitudes en
un punto determinado. Vamos a considerar el caso de transiciones de sólido — líquido, t
pero existen otros muchos ejemplos regidos por un parámetro de orden que representaría
por ejemplo la densidad en las transiciones (le líquido — vapor, la concentración de uno
de los dos componentes (le tilia aleacción, o la magnetización (momento magnético
por unidad de xclu metí) en ferrom agnet. i smc. entre otros, ver por ejemplo [47j. u.
Aunque en cada caso la escala en la que se mide y varía, siempre se encuentra entre
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rango es té, por ejemplo, entre — 1 y 1-1. De esta forma la energía libre asociada al sistema
mirada como una función de y. tiene un miunno local en la fase completamente ordenada
(y -1—1 o y —1) y alcanza el máximo en algún valor intermedio, correspondiente a
una fina mezcla de dos fases.
El proceso de separación de fases se puede describir fenomenológicamente de la
siguiente manera:
Inicialmente la sustancia se encuentra a una temperatura elevada (supercrítica) de
forma que toda ella está en fase líquida de forma estable; un rápido descenso de la tem-
peratura (“quenching”) por debajo de la temperatura crítica (u 0) produce la pérdida
de la estabilidad de la mezcla y se produce así una separación de fases y la aparición de
la fase sólida en algunas subregiones de (2.
Podemos dar una interpretación del fenómeno físico descrito en términos de una
cierta energía libre asociada al sistema. Consideramos la enegía libre total dada por
F(y) = feo;) — np
donde U representa lina función densidad tic doble pozo’ siendo los “pozos. los valores
distintos que minimizan el funcional y que corresponden a las dos fases distintas. Así el
sistema estará en equilibrio para aquellas funciones y tjííe minimicen la energía libre Y.
Observamos que si partimos (le u no temperatura supeucrítíca constante, u. > 0, el
sístema estaría en equilibrio en tina sóla fase. la aso ciada al valor de y donde C(p) — uy
alcanza el único mínimo absoluto, como se puede ver en la figura 1.4 puesto que Y se
mínímíza cuando toma ese valor en todo (2. Si la temperatura u es subcrítica, u < 0, el
sistema estara en equilibrio en la otra fase. asociada de nuevo al único mínimo absoluto
de 0(y) — u;.
figura 1.3: Función densidad de doble pozo
u.




figura 1.4: Funcional de energía libre
Al descender la temperatura. se llega al valor critico u = O en el cual el funcional u.
de energía libre Q, alcanza su valor mínimo cuando y toma los valores distintos asociados
a las distintas fases, que se coriesponden con los dos mínimos de 0(y). De esta forma se
tiene en el equilibrio la coexistencia tic ambas fases y la aparició u en la mezcla de zonas
donde alguna de las fases es dominante, u:
Se observa cómo todas las configítraciones de la forma y = + 1 en (2¿ y y r -~
en (27, donde u1((27 U (27) es una particion (le (2, son energéticamente equivalentes en
términos de Y y son minimizadores absolutos, independientemente de la longitud de la
“interfase, de la forma y tamaño de (27, (2[, lo cual nos es razonal)le por consideraciones u.
de entropía, ya que a mayor número de subdivisiones mayor es el grado de desorden del
sistema. Esto es debido a que Y no tiene en cuenta la configuración ni la distribución
espacial de las fases, lo que sugiere que ¡mv que considerar por tanto las inhomogeneidades
espaciales, de forma que Y ha de depender no sólo de y sino también de sus derivadas t
Vy.
Un refinamiento en la teoría (le transiciones de fases consiste en considerar un poten-
cial generalizado, en el que aparece un nuevo sumando ~
2¡Vy¡2, asociado a las variaciones
espaciales de y. que involucra el espesor ~ (le la interfase. De esta forma se obtiene la
expresión de la energía libre (leí sistema para una temperatura dada u [37],
1100
Y~) J0]-j~IS~;~ 1- 0(,=)— iiy]d.r(l. 1.4)
u.:
(londe ~ como hemos contenta cío, represen lxi Lina (JScal a tic longitud, asociada a una
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Si recordamos la relación termodinámica
A0=AH-TtS
que nos dice que el incremento de energía libre es igual al incremento de entalpía menos
la temperatura por el incremento de entropía, se tiene por analogía que el primer término
del funcional de Landau-Cinzburg
j[1c21vy12 + 0(y)]dz
representa la entalpía dcl sistema, mientras que el último término uy, introduce el acopla-
miento entre u y y, y puede ser entendido como la parte de energía libre que corresponde
a la temperatura por cambio de entropía. La teoría de Landau-Ginzburg, [37], sobre
transiciones de fase nos dice que la situación de equilibrio, con una temperatura dada u,
se alcanza para aquellas funciones y, que minimizan la energía, en alguna clase adecuada
de funciones. Por tanto, el sistema estudiado está cii equilibrio, si se verifica la ecuación de
Enler-Lagrange, asociada al funcional de energía libre (1.1.4.), unida al balance de calor
(1.1.3), independiente del tiempo. De esta forma el sistema está en equilibrio si (u, y)
verifica: { 2 = tu (1.1.5)
unido claro está con las condiciones de frontera en el borde de (2.
1.1.4 Ecuaciones de campos de fase
La idea básica que nos permite llegar ahora a la ecuación que ha de verificar y
fuera del equilibrio, tiene su motivación en la mecánica Newtoniana. De forma que en las
situaciones dependientes del tiempo y no tiene por qué minimizar Y(y), pero la velocidad
de variación de y se supone proporcional al “gradiente” de Y(y) con respecto a y, llegando
así a la ecuacion conociada corno modelo A en la teoría de Landau-Cinzburg, dada por
= (Ay + 20’(y) + 2u. (1.1.6)
donde ‘r se denomina tiempo de relajación y representa un escala de tiempo. Esta ecuacion
está acoplada con la ecuación de entalpía (1.1.3) dada por
ut + ~ = káu (1.1.7)
u:
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de forma que ambas ecuaciones (1.1.6) y (1.1.7), unidas a las condiciones iniciales y de
frontera, nos dan el siguiente sistema de ecuaciones conocido como ecuaciones de campo
de fase { ut?Ñyt (¡Sy—g(y)+2u enQx IRtZ ¡ u O x (1.1.8) u.
donde (2 es un abierto acotado de ¡11N, N > 1 con frontera regular, 2
0’(y) = g(y) es
típicamente ~dy3 — y), aunque nosotros consideraremos una función más general, sufi-
cientemente regular. Como hemos visto anteriormente, 1 y k son constantes positivas que
hacen referencia al calor latente y a la difusividad, respectivamente, mientras que r y ~ u:
son parámetros positivos que hacen referencia a escalas de tiempo y longitud.
Consideraremos junto a (1.1.1) alguna de las siguientes condiciones de frontera,
consideradas en la literatura existente:
Condiciones de l)irichlet u.
u = y rOen 5(2 x fiÉ (1.1.9)
consideradas en [6], [7[,[dj,[9jy [20] entre otros.
Condiciones de Netimann u.
Su Sy
(/71.10)
donde u representa el vector normal exterior en 5(2, como se pueden encontrar en [6], [7],
~4], [20] y [64].
N
Condiciones Periódicas sobre (2 = fJ(0, L,) L, > O
;K=o = yK=r,
1 Sy ¿= = 1 Pv
= ?J¡r.=L, Su Su
= —Hx.=L, , i = 1,..., iV5x~
‘1 —
es decir u, y y sus derivadas coinciden en caras opuestas de 0(2. Estas condiciones de
frontera son consideradas entre otros en [6j, [7] Y [20].
Finalmente, consideraremos la condicion inicial en ¿ = 0. que viene dada por:
y(x. 0) = yc(x), u(:r, 0) = uo(x), £ E (2
t
Para ver un (lesarrollo más detallado. de los resultados expuestos en esta sección
nos remitimos a [9]. 10111 2j, [37¡. [47[. [46] y [55j.
u:,
ti
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1.2 Descripción de resultados
La primera parte de esta memoria está dedicada al estudio de los “Modelos de
campos de fase” y se ha estructurado en cinco capítulos.
Existen numerosos autores que se han dedicado al estudio matemático de estas
ecuaciones, entre los que están los trabajos de C. Caginalp [9], [10], [11], junto con P.C.
Fife [12j. Podemos señalar también a C.M. Elliott junto con 5. Zheng [20], 5. Zheng de
nuevo [64j, O. Penrose junto con P.C. Fife [46], D.Brochet y D.l-lilhorst [7], junto con X.
Chen [6j.
En estas referencias las técnicas utilizadas para establecer el buen planteamiento del
problema de valor inicial de (1.1.8) son, por una parte el método de Galerkin, utilizado
en [6] y en [7] entre otros, con el que se prueba la existencia de soluciones en el espacio
con y un polinomio de grado r > ~ ó el método de las regiones invariantes, 1581,
[19], utilizado por G.Caginalp en [9], donde se exponen resultados de existencia a los
que se remiten otros autores como C.N’l. Elliot, 5. Zheng y P. XV. Bates. El método
expuesto en [9], se basa en la prueba de la existencia de regiones invariantes para el
sistema (1.1.8), utilizando las técnicas de [58]. Estas regiones invariantes se utilizan para
encontrar estimaciones a priori de las soluciones con dato inicial en espacios de funciones
continuas. Además la prueba de su existencia en [9] es válida sólo para condiciones de
frontera de tipo Dirichlet, y bajo las hipótesis adicionales sobre los parámetros físicos del
sistema 9 > k, además de considerar el caso particular g(y) = ~(y3 — y).
Por contra, el primer objetivo de esta memoria es utilizar métodos diferentes que
nos permitan obtener resultados de existencia, unicidad y regularidad de soluciones para
(1.1.8), en las situaciones donde no son válidos los métodos anteriores. En ese sentido,
consideraremos y una función regular más general, condiciones de contorno de tipo Dirich-
let (B = D), Neumann (B N) o bien periódicas (B P) y datos iniciales en otros
espacios dependientes de la condición de contorno, como L~(Q) x JJ~’(Q) y los de Sobolev
de la forma l’VZ’~>< R%’¿j”~ para 1 < p < oc con u > 1 dependiendo de la regularidad de y.
La letra 8 en la notación hace referencia a las condiciones de contorno que se consideran
en cada momento.
En primer lugar se estudia la existencia local de soluciones. Una de las claves en la
consecución de estos resultados, consiste en escribir el sistema (1.1.8), como una ecuacion
de evolución
U~ -1- AU = 0(U) donde U (y, u)
donde A es un operador sectorial, actuando en un espacio funcional “adecuado”. Para
esto tomamos u = u -1- ~y en la segunda ecuación, lo cual da lugar a una ecuación para u
t14 Capítulo 1. Introducción
que es: u:
kl
½= kAv — —Ay.2
Para probar que A es un operador sectorial y por tanto genera un semigrupo analítico,
hemos utilizado un resultado de perturbación. La dificultad principal de la prueba se debe u.
al término ~ en la ecuación que es del mismo orden que la parte diagonal de2 Ay segunda
A. Eso nos obliga a trabajar en un espacio ambiente Y = W~”” >< wA0’~ con distintas
potencias a y ¡3, de forma que trabajando con distintas normas en cada componente se
puede compensar la dificultad. u:
Como consecuencia de este hecho, hemos podido utilizar técnicas abstractas de
semigrupos analíticos y la fórmula de variación de las constantes, para la obtención de
los resultados de existencia y regularidad de soluciones para el sistema (1.1.8), expuestos
en este primer capítulo. Primeramente lugar se prueba la existencia de soluciones del
u.
sistema (1.1.8) con g e C’ y datos iniciales en el espacio WI’P ~ 4 y con g e 02 y datos
iniciales W%~ x UjP para todo p ~ 1 siempre que y verifique algunas restricciones sobre
su crecimiento, y si y e C”~ en los espacios ¡V7~ x paran > 3 y N < (u— 1)p, p # 1
sin restricciones en el crecimiento de y.
u:
A continuación se estudia el caso particular de soluciones con dato inicial en x
espacio en el cual existe un funcional de Lyapunov, (ya descrito en [4]), vía el cual se
prueba que las órbitas del sistema están globalmente definidas y acotadas en este espacio.
Posteriormente vamos a utilizar las “buenas” propiedades de las solución en este
u.
espacio, junto con los resultados “finos” de regularidad, para obtener resultados sobre el
comportamiento de estas soluciones, tal y como comentamos a continuación. El siguiente
objetivo consiste en probar que las soluciones del sistema (1.1.8) con datos iniciales en
los espacios ~ < w~—1’~ u = I~ ~ 1 están globalmente definidas. Para ello, según
el Teorema 1.4.1. liemos de probar que la solución permanece acotada en tiempo finito.
Puesto que no es fácil obtener estimaciones de esta norma directamente de las ecuaciones
(1.1.8) multiplicando por funciones test adecuadas e integrando por partes, elegimos un
camino indirecto, basado en el efecto regularizante del sistema (1. 1.8).
Supondremos que las soluciones en HL x L~ están globalmente definidas, para lo
cual ciertas restricciones sobre y son necesarias, corno se xc en el Corolario 1.5.1. Para
cIatos iniciales en w”~ ~
~ utili zatemos el hecho de cíu e la solución local estará en
Y para todo instante de tiempo ¿ > O y como consecuencia estará globalmente
definida en HL x L?
3 A continuación el resultado de regularidad de la Proposición 1.4.3,
indica que para todo instante t > O la soíííción con dato inicial en HL x L~ también está
en WB~ x IV~ i.~i con lo cual ambas soluciones coinciden y están por tanto, globalmente
ti
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definidas.
También probaremos la existencia de regiones invariantes del tipo de las de [9],
siguiendo las técnicas de [58], para condiciones de frontera de tipo I)irichlet, con 9 > k,
para soluciones que parten de datos iniciales en espacios de funciones no necesariamente
continuas.
En este sentido observamos que estas regiones invariantes no sólo son válidas para el
semigrupo generado por las soluciones que parten de datos iniciales en el espacio w~’~ x
w~j ~“, con u, p tal que VV31’~ ‘—* 0(9), lo cual es equivalente, por las inclusiones de
Sobolev, a tener N < p(n — 1), sino que podemos considerar también las soluciones que
parten de datos iniciales en el espacio U/Aa >< L~.
En efecto dado (yo, u
0) e Y L~ de nuevo por el efecto regularizante, para todo
to > Ola solución del sistema (1.1.8) que parte de ese dato inicial verifica y(t), v(t) e 0(Q),
para todo t =t0, de forma que es posible construir un región ~ del tipo [58] tal que
(y(to), v(to)) c ~ para todo x e (2, de donde se tendría por el Teorema 1.6.2, que
(y(t), v(t)) E E para todo 1 =~o, lo cual proporciona estimaciones de la norma en
uniformes en t > ~o para las soluciones del sistema (1.1.8). No obstante la Proposición
2.2.1 nos proporciona estimaciones de este tipo, sin necesidad de utilizar las regiones
invariantes y por tanto válida para cualquier valor de 9 y k.
Observamos por tanto que los resultados de regularidad sobre la solución del sistema
con datos iniciales débiles, recogidos en la Sección 1.4.2, son la clave para probar la
existencia global de la solución, y además nos van a permitir obtener información sobre las
soluciones y su comportamiento asintótico en los espacios Wfl’~ Y B que estudiamos
en el capítulo dos.
En el segundo capítulo estudiamos la existencia de un atractor global, compacto y
conexo para las soluciones del sistema (1.1.8), en estos espacios W~’~ x WA”~, el cual
contiene la información sobre la dinámica asintótica de las soluciones.
Para ello en primer lugar probamos en la Proposición 2.1.1, la existencia de un
atractor maximal para el semigrupo generado por las soluciones de (1.1.1) en el espacio
HL x L~. para lo cual utilizamos métodos de operadores disipativos. Para funciones ~
polinómicas de grado impar y coeficiente principal positivo esto ha sido ya probado en [7¡.




Posteriormente utilizamos esta información, junto con estimaciones uniformes sobre
la norma de las soluciones en W~’~ x para p > 2 y en otros espacios más regulares,
u:,
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basadas en la técnica de la Proposición 1.4.3 y en la fórmula de variación de las constantes
para demostrar que el atractor maximal cii HL x L~ dado por la Proposición 2.1.1 es
también atractor maximal sobre estos espacios. Estas estimaciones uniformes sobre la
norma de la solución con datos iniciales en WE’~ x j.y7IP ob tenidas a partir de la fórmula
de variación de las constantes, están basadas de nuevo en el efecto regularizante de estas
soluciones, lo que “cubre” la ausencia de estimaciones de energía por métodos directos
nada fáciles de conseguir en esta situación.
En el estudio de la existencia del atractor maximal, es importante observar que si
73 = D, es decir, si trabajamos con condiciones de contorno de tipo Dirichlet, es posible u:.
encontrar un atractor maximal compacto y conexo, en el sentido usual. Es decir, que
atrae a las soluciones del sistema partiendo de datos iniciales en un acotado del espacio
de fases, cuando el tiempo transcurrido tiende a infinio.
Por el contrario si 73 N ó 73 = P, es decir si trabajamos con condiciones de
contorno de tipo Neumatin ó periódicas, se prueba que la solución verifica la propiedad
de conservación de la masa, es decir, f0(u -4- ~y) es constante respecto de t, y como
consecuencia no existe un atractor maxímal en el seííi,ido clásico. En estos casos el espacio
ambiente (y, y = u + ~y), está dividido en una familia de hiperpíanos afines invariantes,
u.
Y(m) = ‘¼x {v e L~((2), ¡y = m}
para cada m C fi?. de forma que cada uno de estos hiperpíanos contiene a un atractor
A(m), compacto y conexo que atrae a los acotados de Y(m). u.
De hecho probaremos que hay un atractor maximal Am en
lm =11)3 x {v e L~(I2), ¡j v¡ =m}
para cada m e R’~. Como consecuencia se tiene en primer lugar, que para todo m0 E t
y ¡m¡ =rn0 existe un Atractor Maximal en cada hiperpíano que tiene que venir dado por
A(m) = A~,0 r~ Y(m).
La razón fundamental de considerar Am0 = U¡,~i=,~0A(m)en vez de A(m), es que
este atraetor tiene una propiedad de atracción uniforme en ¡m¡ =rn0, es decir si 13(m) es
un acotado cíe 3’ (ir ) enton ces
(i¿st(S(t )t3(rn). A(rn)) O si t oc,
pero lo que demostraremos es (1tie si atietuas B,,~ = U~,,,1=,,0B(m) es acotado en Y,,,0
obtenemos que
(iiS¿(S(¿)13,,,0, A,,k,) ~—4 O si ¿ +—~ oc (ver figura).
ti
ti
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Observamos además que U,,,ERA(m) no es acotado en Y.
A continuación probaremos que el atractor maximal A en H¿ ~ 9 dado por la
Proposición 2.1.1, es también un atractor maxirnal en W3’~ x W31’~ para todop# 1 si
n =1, p =~ sin =2 y paraN < (n — l)p si u >3.
Esta prueba se puede trasladar a las condiciones de contorno de tipo Neumann y
periódicas, teniendo en cuenta que de nuevo el espacio W~’~ Y W~”~ con 8 = N ó P,
está divido en hiperpíanos afines ivariantes X (rn) con ni e IR
A’ (ni) Wfl~ x {v e 1V~’~(Q), 4v = rn}.
de forma que fijado ni e fiÉ, el atracror maximal en HL x L~, A,,, dado por la Proposición
2.1.1, es también en los casos anteriores, un atractor maximal en
A’,,, = wZ’~ Y {t) G lVZiP(§?). fui =m}
que atrae uniformemente en a a todos los acotados de X (a) con ¡n¡ =m.
La existencia de un atractor maximal para el sistema (1.1.8) con condiciones de
Dirichlct en ¡1¿ Y E y g una función polinómica de grado impar mayor igual que 3,
y coeficiente dominante positivo. se puede encontrar en ¡6¡. pero el método utilizado
consiste en la construcción de íííí a 1 ol a absorbente, por esti ¡naciones de energía, el cual.
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al contrario del método de semigrupos disipativos descrito en esta sección, no permite
obtener información sobre la existencia del atractor maximal cuando se trabaja en un
espacio WJ~~ x con p -7’ 2.
El siguiente objetivo en el estudio de la dinámica del sistema (1.1.8), consiste en
estudiar la estructura del atractor maximal. Puesto que el sistema posee una función de u.
Lyapunov en HL Y L2B, el atractor viene dado por la variedad inestable del conjunto de
puntos de equilibrio, [28]. Esto nos lleva en el capítulo 3, al estudio de la estabilidad del
sistema linealizado en un entorno de un punto de equilibrio. Mostraremos que existe un
funcional de Lyapunov para el flujo del sistema linealizado, 74,, dado por la Proposición u.
3.2.1, cuyo signo, segun se prueba en el Teorema 3.2.1, determina la estabilidad del origen
en el sistema linealizado. El principal resultado es el Teorema 3.3.1, en el que se prueba
que dicha estabilidad lineal, está determinada por el espectro del operador elíptico de
segundo orden, Lo = —V-AB + {g’(soe)I, de forma que 5! Pi es el primer autovalor de
u:
se tiene que si Pi > O el origen es estable, de hecho si Pi > O es asintóticamente
estable, y si 73 1) la inestabilidad del origen equivale al hecho de que Pi < 0. En el caso
73 r V ó P el origen es inestable si y sólo si el primer autovalor de M
0 es negativo, donde
Mo(y) Lo(y) + —~ f0 y. Se prueban también condiciones suficientes de inestabilidad
u:
en estos casos (73 = PV ó P), por ejemplo, se tiene que si Pi < 0, y < pu entonces el
origen es inestable. La demostración de estos resultados está basada en la relación entre
el primer autovalor de estos operadores, dada por los cocientes de Rayleigh, y el signo del
funcional de Lyapunov 74,, para el sistema linealizado.
Como consecuencia, la estabilidad lineal de un punto de equilibrio (yo, u0) del sis- t
tema (1.1.8), va a depender sólo de la primera componente y~, es decir del campo de fase
mas especificament.e de <(yo). según se prueba en el Corolario 3.3.1, lo que nos va a per-
mitir aplicar los resultados de [40] para probar que si consideramos dominios especiales,
por ejemplo dominios convexos, para valores de ! suficientemente pequeños, se tiene que
r
las únicas soluciones estacionarias estables son las constantes.
En el capítulo 4, estudiamos la existencia de soluciones estacionarias del sistema
(1.1.8). Para ello, observamos si 73 = PV. E toda solución estacionaria del sistema (1.1.8),
verifica una condición entre sus componentes que nos permite pasar el estudio del sistema
de las solu cioríes estacion arí as al estudio de una sól a ecuacion en y que depende de un
parametro real A. En primer lugar se establece el diagrama (le bifurcación de las soluciones
estacionarías constantes, en función del parámetro A. En la Proposición 4.1.2 se establecen
condiciones bajo las cuales las únicas soluciones estacionarias del sistema (1.1.8), son las
con stantes.
A continuación. consideramos el caso un idi mensioiual con (2 = (0. L ) y utili zainos
it;
ti
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el método del “disparo” para estudiar el número de estas soluciones estacionarias no
constantes, bajo condiciones de contorno de tipo Neumann. En el Téorema 4.2.1 se
prueba que bajo ciertas condiciones para g y con A moviéndose en un intervalo acotado
que depende de g, fijado L e liÉ, el número de soluciones estacionarias no constantes
está por encima de un número determinado por A y g.
La dificultad de la demostración del resultado anterior radica principalmente en la
dependencia de la no linealidad del parámetro A E IR. Esta dependencia de A, se refleja
en la función potencial, la cual cambia “cualitativamente” para los distintos valores de
A (crecimiento, concavidad, puntos críticos ..., se ven modificados al cambiar A), lo que
representa una dificultad añadida a este método, en comparación con problemas similares
como los que se pueden encontrar por ejemplo en [16], [31] ó [59].
En el caso en el que se consideran condiciones de frontera de tipo Dirichlet, es decir,
73 = D, se tiene que A = 0, y podemos remitirnos al problema de N. Chafee-E.F. Infante,
[16], para determinar el número exacto de soluciones estacionarias no constantes, aunque
por completitud de la memoria vamos a hacerlo tomando como parámetro la longitud del
intervalo L y utilizando los resultados técnicos del caso anterior. Establecemos así en el
Teorema 4.3.1 el número exacto de soluciones estacionarias no constantes respecto de L.
A pesar de que hemos probado, gracias a los resultados de Matano, [40]. que para
valores de ~ suficientemente pequeños, cuando se consideran dominios convexos las únicas
r
soluciones estacionarias estables bajo condiciones de tipo Neumann son las constantes,
vamos a probar en el siguiente capítulo la existencia de soluciones no constantes y no
estacionarias que permanecen durante mucho tiempo con la misma estructura inicial.
Estas soluciones están además asociadas a valores muy pequeños de uno de los parámetros
físicos del sistema, tal y como pasamos a comentar.
En efecto, en el capítulo .5 consideramos el sistema (1.1.8) en el caso unidimensional,
bajo condiciones de contorno de tipo Neumann homogéneas y estudiamos el compor-
tamiento asintótico de la solución (y,u) del sistema (1.1.8), cuando el espesor de la región
de interfase, representado por el parámetro ~, tiende a cero.
Probaremos que las soluciones que parten de condiciones iniciales (y~, u~), donde
tiene estructura de transición de fase, es decir, y~ +1 excepto en los puntos de
transición, y i4 0, tienen la propiedad de mantenerse cerca de esta estructura, durante
un intervalo de tiempo que tiende a oc cuando ~ tiende a cero. Estas soluciones que sin ser
puntos de equilibrio ni mínimos de energía tienen una evolución muy lenta se denominan
metaestahíes.
La idea intuitiva que subyace en la existencia de estas soluciones, proviene del si-
guiente problema,
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it;
Consideramos y(¿, x) solución de regular de la ecitacion
y1 — (ANy + f(y) = 0,
partiendo de un dato inicial muy regular siendo f una función que se anula en 1, —1 yO,
u:-
de forma que +1 sean soluciones estacionarias estables yO inestable. Supongamos E << 1
de forma que el término —E
2~Np << 1 al menos cii intervalo finito de tiempo. Teniendo
en cuenta que cualquier solución no nula de la ecuación ordinaria
4’ +f(~’) ~0 u.
verifica que ~‘(t) ~ ±1si ¿ —~ oc, cabe esperar que la solución y(t, x), se aproxime a una
función suave que toma los valores +1 y —1.
La existencia de soluciones metaestables ha sido abord¿da anteriormente para
ecuaciones de tipo Ca/ni — Flilliard, Cali .— A/len entre otras, por numerosos autores
como J. Carr, R. Pego, [13j, [14], [15], G. Fusco, 3K. Hale, [22], L. Bronsard, R. V. Khon,
[8], y C.P. Crant, [25].
En [13], f14j, [15] se prueba la existencia de soluciones metaestables para ecuaciones
del tipo u
1 = &u~~ + f(u). x 6 (0,1) bajo condiciones de Neumann, que se mueven con
clvelocidades del orden e ~,donde O es una constante positiva y 1 es la mínima distancia
entre las transiciones del dato inicial, el cual se toma en una clase de funciones regulares
“suficientemente” próxima a una función constante a trozos. En [8], se obtienen soluciones
metaestables para el mismo tipo de ecuaciones con restricciones sobre los datos inicales u:.’
menos fuertes, pero con una evolución menos lenta, de orden Ek para cualquier k, sin
embargo las técnicas utilizadas en [8], son mucho más elementales a las utilizadas por
J. Carr, R. Pego, O. Fusco y 3K. Hale y consisten en métodos de energía. Estos
método han sido utilizados por O. Crant en 25] para probar la existencia de soluciones
metaestables para un sistema de tipo Cahn-Hilliard y con evoluciones muy lentas de
tipo exponencial, análogas a las obtenidas por J. Carr y R. Pego. por el método de las
aproximaciones geométricas, bastante más complicado.
En esta memoria se prueba la existencia de estas soluciones de evolución lenta, para
el sistema (1.1.8). El método está basado en que el funcional de energía para el sistema
contiene muy poco exceso de energía para disipar (cambiar de fase) cuando E : 0. De
esta forma como la velocidad de variación de la solución está ligada a la disipación de
energía. tina excasez de energía nos lleva a tina evolución muy lenta de la solución. Este
es el principio smibvaceííte en [8], 25].
Consideramos el funcional de energía dado por el funcional de Lyapunov del sistema
(1. 1.8) de la Proposición 1 .5, 1 , escri t,o de forma que aparece un sumantio dependiente sólo
ti
ti
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del campo de fase y, análogo al funcional de energía utilizado por [25j. Como consecuencia
hemos podido utilizar algunos lemas técnicos sobre dicho funcional probados en ¡25] y que
son fundamentales para la obtención de estos resultados. De esta forma hemos probado
de una forma muy sencilla, la existencia de soluciones de las mismas características para
la soluciones (y4, ~$)del sistema (1.1.8), a pesar de trabajar con dos componentes que







UN MODELO DE TERMOSIFON
CERRADO
CAPITULO 2
UN MODELO DE TERMOSIFON
CERRADO
2.1 Origen del modelo
2.1.1 Preliminares
Se conoce con el nombre de termosifón a varios modelos de dispositivos formados
por circuitos cerrados por los que circula un fluido a temperatura variable.
En estos dispositivos las diferencias de temperatura entre las diferentes partes del
circuito y las fuerzas de gravedad inician el movimiento del fluido, observándose la apari-
ción de movimientos convectivos naturales.
De esta forma en estos modelos junto con la distribución de la temperatura T dentro
del fluido, es necesario estudiar también la de la velocidad de éste y.
Si además hacemos circular un fluido con dos componentes por el circuito, (fluido
binario), es decir añadimos un soluto al líquido inicial, es necesario estudiar además la
distribución de la concentración de soluto S.
Se han obtenido y estudiado varios modelos de termosifón como se pueden ver en
¡29j, [30], [34],[32[, [35j,[36j, ¡62] y [63j; de todos ellos sólo en [29] se considera un fluido
binario. El modelo de termosifón que vamos a estudiar se obtiene a partir del modelo
expuesto por [62[, al cual nos vamos a referir como modelo general. En este modelo
se considera un dispositivo cerrado muy “general” por el que circula un fluido con un
sólo componente. Considerando un fluido binario circulando por un dispositivo como el
descrito en este modelo general, y teniendo en cuenta los experimentos obtenidos con
fluidos (le este tipo, aunque en dispositivos (le geometría más particular (toroidal) [29],
23
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llegaremos al modelo general de termosifón con efecto Soret, nombre con el que se
conoce en física al fenómeno tjiíe consiste cii el tra¡isport.e (le materia inducido por flujo
de calor, como se puede ver en [27[, y que constituye el modelo de termosifón que hemos
estudiado. A continuación pasamos a describir el modelo general [62].
u.
2.1.2 Modelo general de termosifón
Llamamos modelo general de termosifón a uíí dispositivo formado por un tubo cer-
rado de paredes impermeables, por el que circula un fluido incompresible. Suponemos que
la sección diametral del dispositivo es constante y pequeña comparada con la dimensión
del dispositivo físico, de forma que la geometría queda reducida a una dimensión, es decir,
el circuito ha sido reducido a una curva cerra(la en el espacio. l)e esta forma la variable
espacial va a ser unidimensional. ya que la posiciótí de un punto del circuito viene dada
por la longitud (le~ arco (le curva .s, medido desde un l)UfltO de referencia arbitrariamente
elegido y fijo sobre la cii rva. Para estii(li ay el níovi vn muto tic dicho fi u ido, partimos de las
ecuaciones de conservación (le la masa
+ a
—(pu) = 0 (12.1)
Si Ss
y del momento azimutal
Su — SU — — QQ, [uflu (1.2.2)
Di pSs Os 25s
como se puede ver en [38[. y donde í representa el tiempo, s la longitud de arco medida
desde algún plinto de referencia en el circuito. p(s, y), p(s. i) y ¡í(s, i) denotatí respecti—
vameríte la densidad, presión y velocidad del fluido. U(s) representa el potencial debido ti
OU
a las fuerzas de gravedad de forma (¡líe f,,(s) = — ~- representa la componente de las
fuerzas de gravedad actuando a lo largo del circuito por unidad de masa. La función O
esta asociada a la fricción y depende. ademas tíel la velocidad tiel fluido, del diámetro del
circuito, 1), y’ del llamado coeficiente (le Darcv-Weissbach, A, el cual es una función del
número de Revnolds, ]62[.
La ecuación (1.2.2) se 1)uede dcclii cir cíe la segu u da lev (le Newton aplicada a un
elemento diferencial de masa Hm = 4s. ¡Bu efecto, multiplicando la ecuación (1.2.2) por
el elemento de masa. tendriamos (¡Ile la fuerza que produce el movimiento del fin ido (masa
por aceleración) es la resultante entre las fuerzas (le presión — —uds las fuerzas masícasOs
Budebidas a la gravedad ---p—ds, las fuerzas de fricción representadas por QQ, hí[Spds, y
las fuerzas inerci ales — ~ ~. u2pd s.
ti
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Por último utilizando resultados estándar de termodinámica, como se puede ver por
ejemplo en [33[, se tiene la siguiente ecuación para la función de entropía =(s,í):
SS SS
0(— + u—) = [¡‘(A, u, D, p) (1.2.3)Sr Ss
donde O = 0(s, í) es la temperatura del fluido.
Para llegar a las ecuaciones que modelizan este proceso introduciremos algunas sim-
plificaciones en (1.2.1), (1.2.2) y (1.2.3), que pasamos a describir. En este sentido las
funciones O y 11 se eligen de forma que se adapten a los resultados obtenidos experimen-
talmente.
En primer lugar consideraremos la aproximación clásica de Boussinesq utilizada en
los movimientos convectivos de fluidos, corno se hizo en [62[, según la cual se imponen las
dos siguientes condiciones sobre la densidad.
i) En la ecuación (1.2.1), suponemos que la densidad es constante, de esta forma se tiene
que ~ = 0, es decir la velocidad del fluido u depende únicamente del tiempo, u = u(í).
u) En la ecuación del momento (1.2.2) consideramos una aproximación lineal de la función
densidad en función de O — 0o~ dada por:
pr a(l — a(O — Oo)) (1.2.4)
donde PO es constante, O~ representa una temperatura media y a es el coeficiente de
expansión térmica.
De esta forma introduciendo algunas simplificaciones más en la ecuación del mo-
mento (1.2.2), llegaremos tina ecuación que rige la evolución de la velocidad en función
únicamente de la temperatura, y de la geometría del dominio.
iii) En cuanto a la presión, supondremos que las variaciones de presión son también muy




l)e esta forma si escribimos p = ph + p, donde p << Ph, tenemos que
ISp SU ISp su
—w + ‘5~~ —w + a(0 — Oo)f,,, conf,,, — —-y. (1.2.5)
Por lo tanto, introduciendo las consideraciones anteriores en la ecuación del momento
(1.2.2) y teniendo en cuenta que = 0, obtenemos
-4- + a(0 — O~)f,,, = —~Á, [u[)u.
di po5~ (1.26)
u.
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En cuanto a la geometría del circuito, suponemos (jile viene descrita por la función
— 5(s) que representa la variación (le alt ura a lo largo del circuito, por lo tanto llamando
BU ‘‘ largo del circuito
—~—, se tiene que j,,~ = —~w~ De esta forma integrando ~l.2.6) a lo
llegamos a la ecuación que rige el movimiento del fluido descrito por una función escalar
u(í) que satisface it
du JEO — Oe)5’(s)ds — C(A, [u[)uL (¡.2.7)
di = ga
donde L representa la longitud total del circuito. La ecuación (1.2.7), nos dice que la fuerza
a
que produce el movimiento es el balance entre la fuerza debida a la gravedad (flotación)
y la fuerza de fricción representada por el término C(Á, u[)uL.
Observamos que en el caso particular de un circuito circular, como el descrito en
dEf26j, [29[, (57] y [39[ entre otros. se tiene que ~ cos(s), y si está situado en un plano
itinclinado, entonces ~ ecos(s) + bseu(s). En un circuito rectangular como en [18], [36),
[30] y es una función escalonada que toma los valores 0, -1—1 y —1.
Vamos a ver ahora como introduciendo algunas simplificaciones en la ecuación de
la entropía (1.2.3) vamos a llegar a una ecuación que rige la evolución y distribución de
la temperatura, deíítío del circuito. cle1~eiidietido tínicametite de la velocidad (y por tanto u:
de la fricción).
iv) Para ello, considerarnos la aprox i ni te i ou para la fu u cióíí de ent ropla dada por [33]:
S = c¿/og0 + S~ (1.2.8)
con
8o constante. De esta forma de la ecuación (1.2.3), llegamos a la ecuacion
50 50 H




1 es el calor especifico del líquido.
y) Considerarnos ahora un a función Ji tal que
JI
= /i(u)(00 — O)
C¿ a
doiíde O~ es la temperatura de la pared, tal y como se puede encontrar eíí [62[, donde se
coíí sidera el caso particití ar li(a) = & (A u [) . De esta form a de la ecuación (1.2. :3), llegamos
a la ecuación que nos describe la dist.ri bt ición de temperatíi ra. dentro del circuito, como
podemos ver en [62[, cIada por
50 50
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Consideramos ahora las nuevas variables adimensionales:
i 5 u 0—0o 0~—0oyT
0 (/72.11)
u~’ L’ Oc Oc
donde O~, es la temperatura característica, y,, es la velocidad característica y t0: = .
1~. De
ve
esta forma las ecuaciones que gobiernan el movimiento del fluido y y la distribución de
la temperatura T, dentro del circuito, equivalentes a (1.2.7) y (1.2.10), vienen dadas, sin
dimensiones y normalizadas por:
= 5 T.f, v<0)=vo
ST
St = li(v)(T
0 — 7’). T(0, x) To(z) (1.2.12)
donde z e (0,1) es la longitud de arco y fi = fJ d£, representa la integración a lo largo de
la curva cerrada, que representa” la silueta” del circuito. La función 1(z) es proporcional
a z’(z), por lo que fi = O y T,,(x) es una función dada que representa la temperatura
ambiente. Este modelo generaliza los obtenidos en [18], [38],[39], [57[.
El tratamiento matemático de estos modelos ha sido llevado a cabo por varios autores
entre los que están MA. Herrero, J.J.L. Velázquez, A. Liñan, A. Rodríguez y E. 5. Van
Vleck, con los trabajos (32], [38], [39[, [51], [52], [53] y [62].
En [32], se prueban resultados de existencia y unicidad de soluciones del modelo
descrito por las ecuaciones:{ kv[v[ JT.f, k>0
Dx li(x), T(0, z> = To(x)
y se analiza la estabilidad de las soluciones estacionarias del problema, probando que son
inestables bajo pequeñas perturbaciones de la geometría del circuito o del calentamiento
del mismo.
En [62] se deducen las ecuaciones de (1.2.12) y se describe un marco funcional donde
se obtienen resultados de existencia global soluciones. En este trabajo se expone la de-
pendencia de la función li(u) del número de Reynolds, y se caracterizan las soluciones
estacionarias cuando el número de R.eynolds es muy grande, haciendo un estudio exhaus-
tivo de su estabilidad.
En [51[, se prueba que (¡.2.12) define una única solución, para datos iniciales de
velocidad ir temperatura en un espacio de fases muy general, que viene determinado por
las propiedades de las funciones f y 7%. Se prueba también la existencia de un atractor
global y de una variedad inercial para el sistema (1.2.12), es decir una variedad invariante
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que atrae exponencialmente al flujo del sistema (1.2.12). Se prueba la existencia de un
conjunto explícito de ecuaciones diferenciales ortli¡íarias que describen el comportamiento
asintótico del sistema. .Xdemás se puede conseguir que el sistema de ecuaciones dife-
renciales ordinarias esté formado por un número impar de ecuaciones (arbitrariamente
elegido a priori), eligiendo convenientemente la funciones f y/o 7%, es decir diseñando u.
adecuadamente la geometría y/o el calentamiento 7%.
En [52] se analiza el comportamiento de la soluciones para diferentes rangos de los
parámetros físicos del sistema, obteniéndo modelos de Lorenz para un determinado rango
de dichos parámetros. Finalmente se desarrollan experimentos numéricos para modelos en
los que se consideran tres o cinco modos del desarrollo de Forier asociado a las funciones f
y 7%. En [53¡, se hace un estudio paralelo para las ecuaciones que se obtienen al considerar
un término de difusión en la. ecuación del sistema (1.2.12) que describe la temperatura.
El siguiente objetivo de esta memoria, es conseguir probar resultados análogos a
t
los expuestos en [51], para el modelo con un II u ido binario que pasamos a describir a
continuación, en el que se estudia además la evolución de un nueva función incógnita que
representa la concentración de una de las sustancias del fluido.
u.
2.1.3 Ecuaciones del modelo general con efecto Soret
Recientemente hay un interés considerable en los fenómenos convectivos de doble
difusión que aparecen al consitierar en el termosifón un fluido binario, con dos compo-
nentes, agua y anticongelante, por ejemplo, y que llamaremos disolvente y soluto. Por esa
razón en un circuito cerrado como el descrito en la sección anterior, denominado modelo
general de termosifón, vamos a hacer circular un fluido binario, llegando así al termosifón
denominado modelo general con efecto Soret, que pretendemos estudiar.
En este modelo aparecen por una ¡)arte las fuerzas convectivas debidas al intercambio u.
de calor entre el fluido y el medio ambiente, en las que intervienen las fuerzas de gravedad,
y’ por otra parte las fuerzas de tlol}le difiísion debidas al intercambio molecular entre los
dos componentes del fluido (se supone que no hay reacción entre los componentes) y la
difusión de calor.
Vamos a considerar los movimientos convectivos debidos a fluctuaciones internas (le
soluto generadas por un gradiente de teroperatuía. Este hecho se conoce con el nombre
de efecto Soret ir ha sido estudiado experimentalmente por varios~ <autores entre los que
se encuentra lE. Hart [30], [29j. En estos modelos además de la distribución de la t
temperatura T y la velocidad del fluido e, se estudia la concentración del soluto en tanto
por ciento 5, que llamaremos salinidad, aunque el soluto podría ser cualquier sustancia
u.
u.
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soluble. Vamos a ver como surge la ecuacion que rige la evolución de la salinidad 3, y
como influye dicha salinidad cii la variación de la velocidad del fluido.
Para llegar a las ecuaciones que modelizan este proceso haremos algunas simplifi-
caciones. Consideramos un modelo de dispositivo físico por el que circula el fluido de
las mismas características que en el modelo general de la sección anterior, por lo que las
funciones que describen la distribución de temperatura y de soluto, son funciones cuya
variación espacial es unidimensional.
Consideramos, al igual que en el modelo anterior (1.2.12), que la velocidad depende
sólo del tiempo y que la fricción está representada por una función continua y positiva
0(v).
Supondremos también que tiene una difusividad térmica y una difusividad del soluto,
constantes. IDe esta forma tenemos la siguiente ecuación de estado, [29¡:
p = po[1 — a(O —Oo) -¡-¡3(3’ — S¿)J (1.2.13)
donde O y 3’ representan la teml)eratura y salinidad, respectivamente, con 0o y S¿ tem-
peratura y salinidad media, a es el coeficiente de expansión térmica y fi es el de expansión
volumétrica. En esta ecuación queda de manifiesto el siguiente hecho:
Un aumento de la temperatura representa una dísmtnuczou de la densidad (y como
consecuencia de la fricción), mientras que una mayor concetración de soluto implica un
aumento de la densidad (y por tanto de la fricción).
Como consecuencia aparece una fuerza ascensional (fuerza de flotación) ejercida por
la salinidad y la temperatura, que induce el movimiento del fluido.
De este modo, partiendo de la ecuación del momento (1.2.2), y considerando ahora
la aproximación lineal de la función densidad dada por (1.2.13) como se puede ver en [29].
Un desarrollo paralelo al del modelo anterior, nos permite obtener la ecuación
du ISp
di po8s + ja(O — Oo) — 5(3 — S~)]f,~ = —C(.X, u¡)u (1.2.14)
donde la función 5 = 5(s) representa la variación de altura a lo largo del circuito, por lo
tanto llamando f,,, — —~, se tiene que f,,, = —g~. De esta forma integrando (1.2.14) a
lo largo del circuito, llegamos a la ecuación tjiie rige el movimiento del fluido y que viene
dada por
d u.
— Oo) — ¡3(3’ — 3¿)jff’(s)ds — QQ, luI)uL (¡.2.15)
dT sO
tlonde L representa la longitud total del circuito.
u:,
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u:Llegamos así a la ecuación sin dimensiones ir normalizada que rige las variaciones
de velocidad en el fluido
4 u r
+ C(u)v = 14T — S).f, u(O) = yo
t
donde T y u vienen dadas por (1.2.11), S es proporcional a — y 1 a z’(s).
Esta ecuación pone de manifiesto el hecho siguiente:
La circulación media es generada por la fuerza de ascensión (o flotación) debida a la
temperatura, y es retardada por la frzcczon (le 1(1 pared y la salinidad.
u.
u) Supondremos como cii [29j, que el soluto no influye en la variación de la temperatura,
por lo que las variaciones de temperatura vicuen regidas por la segunda ecuación de
(1.2.12) deducida para el modelo anterior, es decir
ST ST
+ u— = /t<u)(7% — 7’) u:St Dx
iii) Para llegar a la ecuación de la distribución cíe soluto dentro (leí circuito partimos de
la ley de conservación (le la caííti dad de soluto
+ u S(¿, <dx — j(J.n)ds (1.2.16) u.
donde u representa el vector normal exterior al borde de VV, para cualquier 1V regular
cuyo cierre esté contenido en el dominio ir .1 representa la velocidad del flujo de soluto.
A pl icanclo ahora el teorema de Gauss- Ostrogadsky. es decir
u’ji dzu(.I)dx = j( J. n)ds
se tiene que (1.2.16) es equivalente a:
diu(.I)]d.í = O para todo 1V Cc (2
de donde llegamos a:
SS,
y-— - (/t u(J) = O para todox c (2. ¿ > 0. (¡.2.17)
En nuestro caso la varial)le espacial x es un i cli niension al y como consecuencia el
flujo .1 vendrá represelí tatio por iii: a fu ¡íc ióí í escalar.
Como se puede ver en [34 el filijo molecular de sal i nití ad Ñ. crí un fi u ido no isotér—
mico viene dado l)Or:
= 1)8[fS7’1 — S75j cotí E’ = VSo( 1 — S’~) (1.2.18)
y,
u:
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donde D8 es la constante de difusividad de soluto,
8o es la salinidad de referencia y F es
el coeficiente de Soret.
Supondremos también que las fluctuaciones de salinidad son generadas por la di-
fusión de Soret y reducidas por la difusión molecular, lo que se recoge en la expresión de
~X,y además al igual que las de la temperatura, transportadas con ayuda de la velocidad.
Por esta razón, para llegar a la ecuación normalizada que nos proporciona la distribución
del soluto, tomaremos como función de flujo J, en la ecuación (1.2.17) de conservación de
soluto
ST OS
J(t, x, 8) = F~(t, r) + vS con = b— — e— (1.2.19)Ox Ox
¿U — bO2T — c~2~ OS de la ecuacion
De esta forma teniendo en cuenta que diu(J) = Ox — Ox2
(1.2.17), se obtiene
SS SS ~2q 02T
5~2 —b
Llegamos así a las ecuaciones que gobiernan el movimiento del fluido y las dis-
tribuciones de la temperatura y la concentración de soluto, dentro del circuito, que sin
dimensiones y normalizadas vienen dadas por:
1 IZvT§it, u(O) =
St T(O, x) = To(x) (1.2.20)¡ SS OS 52~ 52TSt Ox 5x2 — ~ 5(0, x) So(x)
con be> 0.
Consideraremos O y h, funciones continuas conocidas, tales que 0(v) =0o > O, y
li(v) =li
0 > 0, para % y li0 constantes positivas dadas. Es importante además observar
que todas las funciones, son periódicas respecto de la variable espacial, de perí¿do uno.
2.2 Descripción de resultados
La segunda parte de esta memoria está dedicada al estudio de las ecuaciones (1.2.20)
y está divida en dos capítulos. En el primer capítulo, se prueba que (1.2.20) define una
unica solución, para datos iniciales de velocidad, temperatura y salinidad, en un espacio
de fases adecuado.
La elección de estos espacios funcionales, que constituirán nuestro mareo de trabajo,
va a depender de las propiedades de las funciones f y 7%, las cuales a su vez están
relacionadas con la geometría del circuito y la temperatura ambiente, respectivamente.
it-
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En particular cii el Teorema 1.3.1, se prueba la existencia global de soluciones para el u.
sistema (1.2.20), bajo las hipótesis de que [1(r) rG(r) sea localmente Lipschitz, T0 E
H%.. f E L;r y que los datos iniciales de velocidad u0, temperatura T0 y salinidad 5o,
verifican (yo, T~, So) e IR Y H2 Y L2 Para demostrar estos resultados de existenciapci’
global, se prueban inicialmente resultados de existencia local, mediante la aplicación de u.
un Teorema de punto fijo, y a continuación se prueban estimaciones de la norma de cada
una de las tres componentes de la solución en intervalos de tiempo finito, que permiten
asegurar la existencia de la solución para todo instante de tiempo positivo.
Al final de este primer capítulo, en la Proposición 1.3.1, se estudia la existencia y
el comportamiento asintótico con t ~—* oc de soluciones que son constantes respecto de la
variable espacial.
Por último en el capítulo 2, estudiamos el comportamiento asintótico de las solu-
ciones del sistema (1.2.20). En primer lugar observamos que como consecuencia de la
periodicidad de 8 ir T, se tiene que 58 es constante respecto del tiempo t. Por tanto
5 S(t) = fi S~ para todo t > O y por coiisiguiente no existe un atractor global en el
sentido clásico, para el flujo dado por el sisterria (1.2.20) en el espacio II? Y pj2 ~
~r per’
tal y como ocurría en el estudio de la diííámica de las ecuaciones de campo de fase E
cuando Ii = PV ó /3 = E. estudiadas en la primera parte de esta memoria. Debido a
esta propiedad de conservación de la masa para la salinidad 8, para cada ni
0 conétante,
tendríamos que estudiar la existencia de un atractor A,,,0 en el espacio IR Y H
2 Y Vmú
donde l’4 = {S E ~ 58 mc)> A continuación se prueba que si fi T
0 = 0, entonces u.
el espacio de fases que se obtiene considerando las dos últimas componentes de media
nula, es decir, 11? Y IP Y ¿2 es invariante Más aún se puede reducir el estudio del
~r pe,’
comportamiento de las soluciones a este caso, con un simple cambio de variables. Por
lo tanto en este capítulo consideraremos que todas las funciones periódicas del sistema
tienen media nula, es decir trabajaremos cii 3) = IR Y ff2 Y ¿2pci’ pci’
Consideramos el semigrupo S(¿) generado por las soluciones de (1.2.20) dado por
el Teorema 1.3.1 sobre el espacio 3), y probaremos en el Teorema 2.1. 1, la existencia de
un atractor maximal para el flujo dado por S(t) en 3). Para ello vamos a aplicar la
Proposición 0.3.2 ir el Teorema 0.3.1 del apéndice, siguiendo las técnicas utilizadas en el
trabajo [SIj para el termosifón sin efecto Soret, Para ésto probamos en primer lugar que
S~ (t) es un seinigrupo puntualmente disipativo sobre 3), es tíecir qtie existe un conjunto
acotado 13 C 3) que atrae a las solucioííes del sistema criando t : oc. Para probar esta
propiedad establecemos estimaciones (le la norma (le la solución (y, 7’, 8) (t ) en función
de las normas de 7% y’ f e independietítes (le u0, T0 y 8o~ En seguíído lugar, observamosque 5. (t ) no es ti u semigrupo coinl)ac to. va que tenemos en el sistenn una ecuación de
‘ti
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transporte (para T), pero se puede descomponer como suma de dos operadores, de forma
que uno de ellos tiende a cero, sobre acotados, cuando t —~ oc, y el otro es completamente
continuo, lo cual es suficiente para concluir el resultado. Este tipo de técnica se ha
empleado ya en [51] y también en el contexto de las ecuaciones hiperbólicas, sitúación en
la que tampoco se tiene que el semigrupo es compacto, [28], ¡54], [65].
A continuación se consideran los desarrollos de Fourier complejos asociados a las
funciones que intervienen en el sistema (1.2.20), representando temperatura y salinidad.
En la Proposición 2.1.2, se obtienen las ecuaciones que verifican los coeficientes ~ modos
de Fourier, correspondientes a estos desarrollos y trabajando con ellos, obtenemos en el
Corolario 2.1.1, estimaciones de la norma de la solución, que recuperan y mejoran, de
forma considerable en algunos casos, las obtenidas por los métodos de estimaciones de
energía.
Estas estimaciones de la norma nos permitirán ver en primer lugar un efecto regula-
rizante asintótico sobre la solución, a pesar de que la segunda componente T verifica una
ecuacion de transporte, lo cual nos llevará a probar en el Corolario 2.1.1, un resultado
sobre la regularidad del atractor maximal del Teorema 2.1.1.
En una segunda instancia, estas estimaciones sobre la norma de los modos de Fourier,
nos llevarán a probar en el Teorema 2.2.1, la existencia de una variedad inercial (variedad
invariante que atrae con tasa exponencial a las soltuciones del sistema con t * oc) para el
flujo generado por las soluciones del sistema (1.2.20). Veremos que esta variedad tiene una
dimensión no necesariamente finita y depende principalmente de la temperatura ambiente
T0. Como consecuencia de la existencia de esta variedad se tiene la reducción del número
de modos relevantes en el comportamiento asintótico de las funciones incógnitás T y S
del sistema. De tal forma que es posible la construcción explícita de estas variedades para
una elección de un número de modos relevantes de 7% y f. Como consecuencia podemos
describir la dinámica del sistema inicial por un subsistema reducido que está formado por
un número impar de ecuaciones diferenciales ordinarias.
En efecto. se prueba que la dinámica del sistema (1.2.20), va a depender únicamente
de los coeficientes de T y 8, que pertenecen al conjunto 1< fl J, donde 1< representa el
conjunto de coeficientes tío nulos del desarrollo de Fourier de T0 (temperatura ambiente)
y J al de los coeficientes no nulos de f (función asociada a la geometría del dominio). Por
otra l)arte, puede (jue 1< y .1 sean conjtíntos infinitos pero su intersección sea finita, como
ocurre por ejemplo en el caso de geometría circular donde .1 = {+1}. En este caso, se
prueba en el Corolario 2.2.2, que entonces su cardinal es par, es decir eard(1< fl J)
2no,
y el comportamiento asiíítóuico del sistema (1.2.20), viene dado por un sistema de PV =
4n
0 + 1, numero impar de ecuaciones, acopladas en II??”’, que determinan (y, ap, 4), k c
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t
1< n J, y una familia de 1< \ (1< fl .1) ectíaciotíes lineales no autónomas, desacoplada con
el sistema anterior, dotide 0k Y <‘k representan los modos de Fourier correspondientes a la
temperatura T y la salinidad S, rcspectivamente.
Por lo tanto el estudio del comportamiento asintótico de las soluciones del sistema,
t
se reduce en una primera etapa a la variedad inercial determinada de forma explícita
y en una segunda etapa, el estudio sobre la variedad queda recucido a un sistema de
ecuaciones ordinarias dadas de forma explícita, con muchas menos variables. El número
de estas variables, es el cardinal de la intersección de los conjuntos de modos no nulos de
Ta y f, deforma que el conjunto de modos se puede elegir arbitrariamente fijando §1% ó 1 t
ir “diseñando” la otra. Una vez resuelto este sistema reducido los demás modos verifican
ecuaciones lineales no autónomas.
Finalmente, se prueba en el Corolario 2.2.2, que si 1< fl .1 = 0, entonces el atractor


















EXISTENCIA Y UNICIDAD DE
SOLUCIONES
1.1 Preliminares
En este capítulo estudiamos en primer lugar la existencia de soluciones del sistema
de ecuaciones de campo de fase dado por:
f ry1 (~y—g(y)+2u en(2YIR~
1. U1 = káu en (2 Y (1.1.1)
donde 9 es un abierto acotado de 111N PV > 1 con frontera regular, g(~) es típicamente
— <, aunque nosotros consideraremos una función más general, suficientemente re-
guiar. Por último / y k son constantes positivas que hacen referencia al calor latente y a
la difusividad, respectivamente, mientras que r y ~ son parámetros positivos que hacen
referencia a escalas de tiempo y longitud.
Consideraremos junto a (1.1.1) alguna de las siguientes condiciones de frontera,
consideradas en la literatura existente:
Condiciones de Dirichlet
u=yr0enSQx11?~ (1.1.2)




donde n representa el vector normal exterior en 5(2, como se pueden encontrar en [4j, [6],
[~1,[20j y [641.
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Condiciones Periódicas sobe (2 4(0 L1) L~ > O
t=1
yK=o = yK=L1, Sy1 — ~ i = 1 PV (1.1.4)Sx~
u’
Su Su
= ii[~~t, ff<x—0 = r..L~ r 1,..., PV (1.1.5)
Sri
es decir u, y y sus derivadas coinciden en caras opuestas de 5(2. Estas condiciones de
frontera son consideradas entre otros en [6j, [7j y [20]. u.
Finalmente, consideraremos la condición inicial en t 0. que viene dada por:
y(x. 0) yo(x), u(x, 0) = uo(x), x C (2. (1.1.6)
aEn primer lugar vamos a realizar liii cambio de variable en dicho sistema, que lo
transforme cii una ecuación de evolución. Consideramos la función de entalpía u = u. -1-
que nos permite expresar el sistema (1 . 1 . 1) de la siguiente form a:
2Ay—g(y)—/y±2v enRx ll?~ u:{ en (2 Y IRA (1.1.7)
donde y, u satisfacen una de las condiciones de frontera mencionadas anteriormente,
(1.1.2), (1.1.3), o (1.1.4)-(1.1.5) y con condición inicial yo y yo u
0 + ~yo. Podemos
expresar así el sistema (1.1.7) como:{ y~ = kiAp—/~p)—by+au (1.1.8)
donde:
oe— 9
- 1 ¡Ukí=>Okozzk>O,azzzz—>0b>oc=>o¡~y«~g(p) (1.1.9)
r r 2 T
De esta forma tenemos una ecuacion (le evolución (lite puede ser escrita cii forma
abstracta como
U1 + ‘tU = G’(U)
donde U = (y, u) A representa la parte litícal y & la no lineal. La condición inicial u’
es U (:r, 0) = (yo(x), uo(x)). ir además se verifica alguna de las condiciones de frontera
defi í1~ tías anterio rmeríte.
u’
u’
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1.2 Marco Funcional
Vamos a denotar por —LSD el operador laplaciano en L~(Q), 1 < p < oc con condi-
ciones de frontera de tipo Dirichlet (1.1.2), es decir definido en
— w
2’~(Q) n
Análogamente —AN representa al laplaciano en L~(Q), 1 < p < oc con condiciones de
frontera de tipo Neumann (1.1.3), es decir definido en
= {u c lV2’~(Q), Su
— = 0}.Sn
Finalmente —Ap representa al laplaciano con condiciones de frontera periódicas (1.1.4)-
(1.1.5), en
L~,.(Q) = {u E Lk(IRN), u(x + L
1e1) = u(x), c.t.p. x e pjN, Vi = 1 PV}
N
con dominio ~ — VV~ (12), donde O = fl(0, ti), L1 > O y
i= 1
= t¶Z?flP(li?N) fl L~~((2)
dotado de la topología de W”’P(O), siendo
W,~ZP(IRN) = {u £ W’”’~(w),Vw CC IR’~’}.
Muchos de los resultados que vamos a exponer son válidos en cualquiera de los tres
tipos de condiciones de frontera que hemos mencionado, por ello para considerar los tres
casos simultáneamente, usaremos la notación —A2 doííde 13 representa cualquiera de los
tres tipos de condiciones de frontera considerados, es decir, D, PV o P.
Vamos a utilizar notaciones y resultados conocidos sobre espacios funcionales aso-
ciados a un operador sectorial, que se pueden encontrar en el apéndice. En particular por
la Proposición 0.1.2 del apéndice, sil < p < oc, el operador —A2 en con dominio
es un operador sectorial con resolvente compacta y sus espacios de potencias fraccionarias
son VV~OP = PV
0 = D[(—A
2 + ¡¡1)0] W
2~P espacio de Sobolev. Además según se ve
también en el apéndice, por ser p ½1 se pueden definir los espacios de exponente negativo
por (0.1.19). i.e. lV~’~(O) = (W§”~’®)’ con p’ = —5 ‘y a < 0, gracias a los resultados
sobre interpolación y extrapolación de semigrupos, en particular los resultados recogidos
en el Teorema 8.1, página 229 de [11.
st,
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Con estas notaciones, podemos escribir el sistema (1. 1.8), sujeto a alguna de las
condiciones de frontera mencionadas (1.1.2), (1.1.3) o (1.1.4)—(l.1.5), como
U~ + ABU r 0(U) (1.2.1)
don de
U = (son), AB = ( —ki~B ) (1.2.2)
y
Q(U)~GQ>) = (—¡í<so>—¿so) (1.2.3)
1.3 El semigrupo lineal
En primer lugar vamos a ver que el ol)erador A8 genera utí semigriípo analítico, para
lo cual probaremos que AB es un operador sectorial si se considera actuando sobre espacios
de funciones “adecuados’. En esta prueba utilizaremos el resultado de perturbación dado
por el Lema 0.1.3 del apéndice. Para ello consideramos A8 como suma del operador
sectorial dado por la parte diagonal, A0, y la perturbación subordinada, P. La dificultad
principal de la prueba se debe al hecho de tener una perturbación P con un término
cA8p que es del mismo orden que la parte diagonal de .48. Eso nos obliga a trabajar
en un espacio ambiente YB = ivfr~’~ Y wff’~ con distintas potencias a y ¡3, de forma que
trabajando cotí distintas topologías en cada componente se puede compensar la dificultad
que presenta 1”.
Proposición 1.3.1 Si 1 < p < oc. para todo a.O E II? ¿ales que O < a — ¡3 < 1, el
operador
AB = ( tIt8 —ko~B ) (1.3.1)
es sector-tal en lV§’~ Y W~0’~ con dominio D(A
8) = 1Vt~~i>~ Y
13e esta forma —.
4p genera un seniigrnpo anahtico en ¡VáaP Y WA0’~, que denotamos
{ e~}~=o, y los espacios de potencias fraccionarias de AB vienen dados por (WAOP Y
¡v2f3P)c = w,E[~~<~’~ Y
8 pura todoú<c< 1.
D emos tra c ió n:
Podemos escribir el operador A
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Como de la Proposición 0.1.2 del apéndice se tiene que para todo 6 > 0, el operador
6(—A8 -4-1) es sectorial en wA’~ con dominio y como consecuencia del Teorema
8.1, pag. 229, de [1], A0 es un operador sectorial en Y8 — VVA~’~Y VVA~~ para todo a, ¡3 E II?
con = D(A~) — w#a±v)P~ V > 0.
Si ¡3 < a < ¡3 + 1, vamos a probar que el operador P está “subordinado” al operador
es decir, verifica las hipótesis del Lema 0.1.3 del apéndice. En efecto P es un operador
lineal en Y8 = W~’~ x
8 8 con dominio
D(P) = {(y,v) E ¡V~9’~ >< WA
0’~/ — k
1y — ay E y cA8y — k2v E ¡i¡%f”’} —
o 0’~’ ‘
2~,p O
— (wt=~Pn VV~’~1>’~) Y k1418 n wAaP) ív-<~’>~ Y
Como 0< a —¡3<1 existe ve [~,1) con 0< 1— y <a— 3< u <1 ypor lo tanto
8 y 1< 8
c w2t V2(O+v>P W
8~, de donde obtenemos que YA’ C D(P).
Por tanto sólo queda por probar que existe una constante positiva O tal que
j¡P(y, ~)H1’B=CII(so, y) IIy~, para todo (y, y) E yA’ donde M(so~ v)¡jy~ = k1 ~soII0±~+
koMv~¡0±~.En efecto
¡¡P(y, v)¡¡y8 — k1y — evil0 + k2¡¡c(A8 — I)so + ey — k2v¡¡0 =
=k~¡¡yj¡0 + aku¡Ivt + k2C¡¡so¡~~1 + k2cIIsoI¡a + k~¡¡v¡J2 =eu(IivII0 + IIsoIIs+i)
para algún e1 > 0, ya que por ser ¡3 < a < ¡3 + 1 es posible encontrar constantes c2, e3 > 0,
tales que ¡¡~¡¡0 =C2IIVIIa, ¡sollo =c2IIsokI~ =caIIsoIlo±i.
Por último, como u verifica a < /3 + u y 1 + ¡3 < a + u, podemos encontrar una
constante O > O tal que
¡¡P(y, v)¡¡y~ =C(¡¡y¡¡0±~+ l¡vI¡o+~) = CII(so, v)l¡y~.~
Observamos de nuevo cómo el elegir distintas topologías para y y y, (más fina la
primera), permite probar que E es una perturbación subordinada a Ao, a pesar de aparecer
—A en él. Típicamente se puede elegir ¡3 0, a = es decir, lVk~(Q) Y L~(Q) o bien
a 0, ¡3 = —h es decir, L~(Q) x (Wk~’)’, con p’ = Observemos también que con
estas tecnícas nunca podemos obtener el resultado usando el mismo espacio para y y para
u, es decir con a = ¡3.
Corolario 1.3.1 Consideramos el MS tema lineal homogéneo dado por
{ 2 II B;k:IBIÚ 0en(2Y II?~ (11.2)=0 en(2Y 11<.
it.
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Dados a, ¡3 e II? tales que O < a — O < 1, consideramos (yo. y0) E WÉ~ Y VV~
0’W En- u.
¿onces, erzste una aurea solución del sistema (1.3.2), dada por (y(t), u(t)) — cABt(soo, u0),
verificando (1.3.2) como una igualdad en el espacio ivA”’~ Y wA
0’~ y tal que (soy) E
CW((0, oc); VV
8 x para todo y E IR. Ademas y, u E C¶(0, oc) Y
u.
Demostración:
La existencia de solución de (1.3.2) se tiene como consecuencia de la Proposición
1.3.1 y de los resultados conocidos sobre operadores sectoriales, [1], [2], [31J. En cuanto
a la regularidad de la solución de (1.3.2), por uíí argumento usual de bootstrap, tenemos u’
que (so, u) E CW((0, oc); vvA<~~<~’~ Y ¡ %O’i-r)) para todo y E IR, y a partir de aquí gracias
a las inclusiones de Sobolev, tenemos que y, u e C~’((0, oc) Y
El resultado anterior se puede extender al sistema (1.1.8) para el caso en el que li u.
es una función lineal, obteniéndose asi el siguiente resultado:
Corolario 1.3.2 Supongamos que li(y) = ey y sea d e + b. entonces el sistema (1.1.8)
se transforma en el sistema lineal homogéneo <lado por u.{ sot — krAny+dy—au =0 en(2Y 11<
Ve -1- czSBy — koA8u O en (2 Y IR~ . (1.3.3)
En esta situación, dados a, ¡3 E fi? tales que O < a — ¡3 < 1, consideramos (soo, yo) E u’
VVh
0’~Y w~’~ existe una unzca por =8 Entonces, solución del sistema (1.3.3), dada (so(t), v(t))
cALt(soo, yo), donde AL representa al operador definido por:
AL ( —kIAB+d/ ¿ )
que es un operador sectorial en l.%0~ Y lV0~ con dominio 19 (.4v) = 0(a+-i)p ~ W2(2+I)P.WB 8
20,pEsta solución nerifica (1.3.3) coixio una igualdad en el espacio W~0’~ Y VV
8 , ver-
u:.
ificando (y, u) E CW((O, oc); w2~~~>’~ Y W
2~’~’~’~ todo y E IR. Además y,v E8 ) para
Ct(O.oc) YO).
Demostración:
u.La demostracio n de es te resul tatio es análoga a la del Corolario 1 .3.1, y’ está basada
en el líeclio de que ~ ¡~ es un operador sectorial en lI%”P Y coíí dominio D(AL) =
p 2(Btl),p
8 ‘ Y 1V
8 . Para probar es t.e hecho basta (2(11 í observar, que A ¡~ se obti eííe
e,
u.
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añadiendo al operador sectorial Ao, definido en la Proposición 1.3.1, la perturbación ~L,
definida por
Por último observando que PL es una perturbación subordinada al operador ~o, la
Proposición 0.1.3 nos dice que A~ es también un operador sectorial.m
1.4 Problema no lineal: Existencia y Unicidad Local
de Soluciones
1.4.1 Existencia local
En esta sección iranios a probar resultados de existencia ir unicidad local de las
soluciones de (1.1.8). Para ello tendremos en cuenta los resultados anteriores y aplicaremos
además resultados de la teoría de operadores sectoriales, [1], [2j, [31j, [561, entre los
que destacaremos la fórmula de variación de constantes (0.2.4), el Teorema 0.2.1 y la
Proposición 0.2.1 del apéndice.
Teorema 1.4.1 Supongamos que a y ¡3 C II? son tales que O < a — ¡3 < 1 y que para




Entonces para cada (soo, yo) E Y existe un instante de tiempo
8 1V8
positivo T T(yo, 00) > O tal que el problema (1.1.8) admite una uníca solución en el
intervalo de tiempo [0, T). verificando la condición inicial, es decir, con (y(O), y(O)) =
(yo, Do) y satisfaciendo además:
(y, o) E C([0, T); w%~~~~”’ Y WB P) fl C((0, T); WJ~
t~~’~ ‘~‘ Y
y
(son ut) E C((0, T); ivfra+o>P Y
para todo O < O < 1. Además la solución (y, y) veriJica (1.1.8) como una igualdad en el
espacio II’~<~ x8 8
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Si h transforma acotados cii acotados y [0, T,,,01) es el in¿c.ru’alo maximal de deflni- u.
czon de la solución (y. o). se tiene que ~ = 4-oc es decir, la solución es global, o bien
la norma de la solución explota en tiempo finito, es decir
¡ ¡(y, V)fI¡V2(a+<,p W2~~i’~7~ t— oc si t ~ u.
Demostración:
De la Proposición 1.3.1, se tiene que AB es un operador sectorial en Y
8 = WA~’~ Y
y por la hipótesis sobre fi, la aplicacion
u.
& : Y w-<
0’~’~ IV2”’~Y ¡y-OP
13 8 8
definida como en (1.2.3), es decir
~Qn) = ( —fi(y) — b;) E
es localmente Lipschitz. La deriíostracióíu se concluye aplicando el Teorema 0.2.1 y la
Proposición 0.2.1, ambos del apéndice, lo que nos dice en particular que la solucion viene E
dada por la fórmula de variación de las constantes (0.2.4). es decir
(y(t), y(t)) e§A~9t(soo, yo) + ji eAB<¿810(y(s), v(s))ds.m (1.4.1)
Si p # 1 podemos considerar el caso más natural a = O con ¡3 E (—1,0) que corre- E
sponde a tomar como espacio ambiente Lt Y W20’Q Vamos a ver en el corolario siguiente
E
unas hipótesis de crecimiento para la función fi, que nos aseguran la Lipschitzianidad
sobre acotados de
fi: wt’~ í—e ¡4 u.
~¿ p
para algún E E [0, 1) lo cual permitirá tomar datos iniciales (ya. Co) E ll”~ ‘ Y
Corolario 1.4.1 Sea p # 1 y s¡íponga¡nos guie la oplícacion fi tueiíf¿ca. fi c C~ (IR) si
PV < 2p, y sí ¡V > 2p que fi veríjica adení 0.5 E
¡/!(5)[ =c’(i + [~) y h’(s)[ =(‘(1 + ¡s[i’’) (1.4.2)
para todo s E II? 2/ alguna constante C > O. sien do 7 ¿al que
E
1 <i< oc stA 2p
u.
u.
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Consideramos ahora e E [0, 1) tal que
N
< E < 1. si PV < 2p. (1.4.4)
N(r—i) <c<1 siN>2p.
2rp
Entonces, el Teorema 1.4.1 se veÑf¿ca con a = O y ¡3 E (—1,0). Por tanto para
cada condición inicial (yo, y0) E WA”~ x IVA existe un tiempo positivo T = T(yo, yo)
de forma que el problema (1.1.8) admite una un~ca solución en [0,T) satisfaciendo la
condición inicial (y(O), u(O)) = (ya, yo) y tal que si [0, ~ es el intervalo maximal
de deflnzczon, o bien T,,mx = oc es decir la solución está globalmente definida, o bien
¡I(y(t), v(t))II ~ l—* oc 52 t F’ Tmax. Esta solución verifica además
(y, y) c C ([o, T); wA<’~ Y ívAt13~”’~) nC ((o, T); IVJ”~ Y ¡v%01-’)P)
Además (sot, yj) E C((0, T); “‘A8’~ Y
14~’~(0+O)P) para todo O < O < 1 y (1.1.8) se
verifica como una igualdad en el espacio L~ Y
En particular, siempre se puede ¿orlar ¡3 = —e, y por tanto se tiene la eristencia de
solución asociada al dato inicial (yo, yo) E wA”~ Y L§.
Demostración:
Veamos que se verifican las hipótesis del Teorema 1.4.1 con a O y ¡3 E (—1,0),
para lo cual basta probar que h : W~<’~ t es Lipschitz sobre acotados, para algún
e E [0,1) a elegir.
En primer lugar observamos que si PV < 2p entonces existe e E [0, 1) tal que < 6 <
1, lo que implica, por las inclusiones de Sobolev que W~,<’~ C(~), como consecuencia
dado K, conjunto acotado en WA”~ se tiene que IIsoIIL~ =e1, para algún e1 > O, y para
todo y E K. De esta forma por el Teorema del valor medio, junto con el hecho de que
h E C~, se tiene que
¡[h(yi) — h(so2)tIL~ =c2¡fy1 — yOIILP < e3fly1 — soQIIW2C.P
con e~, i E {2, 3}, constantes positivas, lo que nos permite concluir que h : ivA<’~ — es
Lipschtiz sobre acotados.
Observemos que si li(s) verifica (1.4.2) entonces la aplicación it : L~(Q) t— L~(Q)
(o respectivamente L~er (§2) si 13 = P), transforma subeonjuntos acotados de L~(Q) en
subconjuntos acotados de L~(Q) o (L~a (12) respectivamente) y es Lipschitz sobre acotados.
Entonces si probamos que 1% ~P G L~i’((2) ( o L~~(Q)), tendremos que la aplicación h
t, L’~, es Lipschitz sobre acotados, lo cual permite concluir el resultado.
u.
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e,
Si PV > 2p, entonces por la.s iíícliisiones cíe Sobolev se tiene que ivá”~ c L~i’(Q)
Nsiempre que 2c — — ~, o equivalentemente, si
p —
E N(r .— 1) ~145~
2 rp k/ u.
Teniendo en cuenta que necesariamente c < 1, si 2p = PV entonces (1.4.5) se verifica para
todo r tal que 1 < r < oc, y si 2p < PV, entonces (1.4.5) unido a la condición c < 1 nos
dice que 1 > N(r—i) es decir r < N
..rp N—2p El
e,
A continuación vamos a ver resultados de existencia de soluciones para el sistema(1.1.8), para datos iniciales más regulares, suponiendo que h c C~, En este caso el Teorema
1.4.1 nos proporcionará la existencia de solución para el sistema (1.1.8) con dato inicial
(yo, ~o) en el espacio W{~ Y W
7~iP
Para probar la existencia de soluciones del sistema (1.1.8) que verifican las ecuaciones
del sistema como igualdades en el espacio ambiente lV~
1’~ Y ~,f’2’~,con datos iniciales
en Y l~V”1~, vamos a empezar por el caso n 1 el cual, siguiendo las notacionesE
del Teorema 1.4.1, corresponde a considerar a = 0,6 = ir ¡3 = —~. Observemos que esto
requiere imponer condiciones sobre h (¡Ile asegureií que h lVh’~ ~—t sea localmente e,
Lipschitz.
En el caso n > 2 tendremos que imponer condiciones de crecimiento y regularidad
para Ji que nos aseguren que Ji : .‘ es localmente Lipschitz sobre acotados.
u.
Corolario 1.4.2 Sea p # 1 y supongamos que la aplicación Ji verifica alguna de las
siguientes condiciones:
i) Ji E C’(IR) si N < p.
u) Ji E Cí(IR) veriflca (1.4.2) si PV =p, con r tal que
u.,
oc sitJ =p
1=r= jr siN > p. (1.4.6)
Entonces el Teorema 1.4.1 se verifica con a = O, c y ¡3 ~. y por tanto
dada una condicton inicial (yo. ve) E 1’VÁj~ Y L~ existe una única solución local (y, u) E
C([O, T); W»’ Y L~) de (1.1.8) verificando las ecuaciones del sistema como una igualdad
en el espacio ambiente L’L Y ¡VJ1~ donde W_¼~P . (ii¡LP’)< con -½ 1 y satisfaciendo la
co ndiczon inicial (so(o), u (O)) = (yo, yo) . Es ¿a solucion esta definida en [0, 7’) con T oc
o bien l](y(t), u(t))f¡
11,~~ 1p :• oc cuando t —* T, ti
.4deníols para todo O < O < 1 se tiene que
(y, u) E C«0, ‘1’); ivA” Y lt~7) y (son ¼)E C((0, IT); IP
2 ~ Y
ti
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Demostración:
I’PSi hacemos a = 0, 6 = y ¡3 = ~, bastará con probar que la aplicación Ji :
es localmente Lipsclíitz y lleva acotados en acotados, para estar en las hipótesis del
Teorema 1.4.1 que nos proporciona la solución local en el espacio ambiente ~ Y •~ y
con dato inicial en Y L.
l,ViPSi PV < p, por las inclusiones de Sobolev, 0(Q) lo que unido al hecho de que
Ji e C~ termina la demostración. En caso contrario por la hipótesis de restricción sobre
el crecimiento de Ji, (1.4.2) y (1.4.6), se tiene que Ji : ~—. U es localmente Lipschitz y
lleva acotados en acotados. Además si PV = p, por las inclusiones de Sobolev, 1~V”~ ~. LS$
para todo s E (1, oc), y por tanto tomando s pr concluimos de nuevo la demostracion.
Si PV > p, de nuevo por las inclusiones de Soboleir, W»~ U” puesto que r < ‘-~—. De
— N—p
esta forma, en cualquier caso, estamos en las hipótesis del Teorema 1.4.1. El
Si consideramos ahora en el Corolario 1.4.2 el caso particular p = 2, es decir,
tomamos datos iniciales en ~ Y L~, donde la ecuación presenta una propiedad de es-
tructura que veremos mas adelante, se tiene el siguiente resultado.
Corolario 1.4.3 Supongamos que la aplicación Ji verifica alguna de las siguientes condi-
c¿ones:
i) Ji E Cí(IR) si PV = 1.
u) Ji E C’(IR) verifica (1.4.2) con 1 < r < oc si PV = 2.
iii) Ji C C1 (IR) venífica (1.4.2) con 1 < r si PV > 3.
Entonces, para todo (yo, yo) E HL Y L~ existe una única solución local (y, y) de
(1.1.8) en L2B Y jj~1 definida en [0, T), IT > O, de forma que si [0, T) es el intervalo
maximal de definición de la solución, entonces T = 4-oc o bien ¡(y, v)IIHI ~r~;~— +oc 5~
t—~T.
Además para todo O < O < 1 se verifica:
(y, y) c C([O, IT); H% Y L~) fl C((O, IT); 11% x FIL) y (y,, u,) c C((O, IT); j40 Y HL0).m
A continuación vamos a ver que si Ji e &~, podemos probar la existencia local de
soluciones para el sistema (1.1.8), partiendo de datos iniciales (yo, yo) E x
siguiendo el mismo razonamiento del caso anterior. Para ello vamos aplicar de nuevo
el Teorema 1.4.1 considerando ahora el espacio ambiente IV
1
1
3” Y L% Observamos que
el espacio l’V”’ Y 1V”” donde tomamos el dato inicial, al caso8 13 corresponde particular
a = c = y fi = O. Recordamos que para aplicar el Teorema 1.4.1 en este caso necesitamos
probar que Ji : TV ~y1’— V,~” es localment,e Lipschi tz.
u.
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u.Proposición 1.4.1 Sea p / 1 y suponganios que A verifica alguna de las hipótesis si-
guien ¿es:
i) Ji c ~2 si PV < 2p.
u) Si PV 2p, Ji c U y verifica
u.
¡h(s)¡ =0(1 + ¡si”), Ji’(s)¡ =0(1 + I~r’) y JJi”(s)¡ =C(1 + Is¡r~~2) (1.4.7)
szr>2obien¡Ji”(y)¡<Csil<r<2 con 0>0.
iii) Si PV > 2p, entonces Ji E 02 verifica (1.4.7,>, para 2 < r =-~- o bien 1 < r <
N-~2p _ — N—2p
u.
y ¡Ji”(y)j =O sil < r <2, con 0>0.
Entonces dado (yo. y0) c VV~”’ Y LV~”’, y supuesto que Ji(O) = O si B D, existe
(y, u) solución local (le (1.1.8) verificando las ecuaciones corno una igualdad en el espacio
ambierte W»” Y L”13. y la condición inicial, es decir (y(O), u(O)) -= (yo, y0), tal que
u.
(y, y) e 0(10, T); ¡V~”’ Y ¡VI”) rl C’((0, IT); W~” x ¡4”)
y
(son ½)e C((O, 7’); WV” Y ‘~t-0”)~ u’
para todo 0 e (0, 1]. Además si [O.~ Fm,
1, > O es el intervalo maximal de definición,
se tiene que T,,~, oc o bien limt~,T,nor ¡¡(y(t), v(t))[IIv2.p~wrp oc.
Demostración: u.
Basta probar que estamos en las hipótesis del Teorema 1.4.1 con a = 6 = y ¡3 0,
para lo cual es suficiente que la aplicación:
Ji : F-~
e,
sea localmente Lipschitz y lleve acotados en acotados. Para esto fijado 1< c VV~” acotado,
vamos a ver que existe O > O tal que
¡¡h(yi) — 1W) ¡I~.v½< CHsoí — soú!i ~ para todo soi~ so2 e íxi (1.4.8)u
Para el lo ten ieíí do en cuenta que
l¡b.(yi) — hC.,co)¡l1~t.,’ lIh(yi) — h(yo)¡¡jp 4— ¡V(h(yí) —
u
vamos a probar (1.43) en dos etapas. En primer lugar veremos que existe Oí Cí (1<) > O u.
tal que
¡¡Ji(yí ) — h(;2) ¡[,~__ ci ~ — yJ[ ~ (1.4.9)
u.
u:
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es decir que la aplicación:
Ji : IV~” t
.
es Lipschitz sobre acotados. A continuación probaremos la existencia de ti2 = C2(K) > O
tal que:
— V(Ji(yo))¡ILP < C~jiy~ — y2lIW2.P. (1.4.10)
Por otra parte, para probar (1.4.10) tendremos en cuenta que
¡¡V(Ji(yi)) — r(Ji(y2))IILP = IIJi’(soi)Vsoi — Ji’(so0Vy2IlL~ <
[¡Ji’(yj(Vy1 — Vy2)IILP + H(~’(so’) — h’(y2))Vy~¡¡L~. (1.4.11)
Observemos que las funciones de IVA”’ verifican ciertas condiciones de contorno,
según B D, PV o P, de forma que la propiedad Ji: VVj” —. tQ”, implica que Ji(y) debe
verificar estas condiciones de contorno. Esto a su vez se traduce en ciertas condiciones
sobre Ji:
Si 13 — J) y y es una función periódica, entonces Ji(y) también lo es. Si 13 = PV,
entonces Wk” = VViP y no hay condiciones de contorno adicionales. Por último si B =
entonces W”” = ¡V”” y Ji ha de verificar Ji(O) = 0. En efecto, si y E VV
2”’ — VV2” rlD O
se tiene que solan O, de donde se obtiene que Ji(y)[aq = Ji(y¡an) = Ji(o) o.
i) Si PV < 2p por las inclusiones de Soboleir W~” ~* C(Q), de donde JIsoIlL~ =e
1, para
algún e1 > 0, y para todo y e 1<. De esta forma por el Teorema del valor medio, junto
con el hecho de que Ji E ti ~,se tiene que
WJi(soi) — Ji(so2)kIL~ =co~y~ — y2iIL~ =c3¡¡y~ —
con e~, i E {2, 3} constantes positivas, lo cual prueba (1.4.9). Para obtener (1.4.10) obser-
vamos que
HJi’(soi)(Vyí — Vsoo)IILP < [¡Ji’(y1) LI t<lVsoi — Vso2IIL~ =e4¡¡y1 — y21LVzp.
Por último
¡¡(Ji’(yí) — Ji’(y2))~y~lIL~ < IIJi’(yí) — Ji’(y2)lIL~IIVy2IlL~
y’ de nuevo por el Teorema del valor medio, junto con el líeclio de que Ji E ti
2 se tiene
— 1í’(y2)IILc~~ =c
6¡¡y~ — y2¡ILOC =c~¡¡y~ — sool¡lV2.PU
con e~, i e {4, 5, 6}, constantes positivas. De esta forma teniendo en cuenta (1.4.11), se
obtiene el resultado buscado.
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u) Si PV =2p, como consecuencia de la hipótesis de restricción sobre el crecimiento de Ji,
se tietie que la aplicación
Ji: L~ ~*
es Lipschitz sobre acotados, por tanto si probamos ahora que IVA”’ L~J, tendremos
demostrado este mismo resultado para u.
Ji : ¡
lo cual concltíiria la primera etapa (1.4.9).
u.
En efecto, si PV = 2p, por las inclusiones de Sobolev se tiene que IVA” ‘—~ L~, para
todo s < oc. Si PV > 2p. entonces W~” L~’, por las inclusiones de Soboleir, siempre
que 2 — > ~ lo cual se verifica puesto que r < Npr N—2p — N—2p
Para terminar la demostración hemos de probar que se verifica (1.4.10). Teniendo
u.
en cuenta (1.4.11) y aplicando la desigualdad de Hólder se obtiene que
[¡V(Ji(yi ) — h(yo)) ItL~ < ¡Ji’(yí ) ¡tL~I[Vyí —
+¡¡Ji’(yi ) — Ji’(so2) It ~ II Vy2tI
u.
1 1para todo q, q’ > p con -1- = tales que Ji’(y1) e L~ y Vy~ E L~. Vamos a ver que esq
posible elegir q y q’ en esa situación. Como y1 £ ‘1” se tiene que Vy1 e ~ L~ por
las inclusiones de Sobolev, siempre que 1 — > — ~‘ por tanto podemos tomar ahora
— 9








lo es, si probamos además que IvA” L ~¿r— ~>, teiídremos el resultado buscado. Si
PV 2p, por las inclíísioííes de Sobolev se ticíte que ¡VA” Lt. para todo s < oc, y por u.
tanto concluimos.
Si PV > 2p, entonces cíe nuevo por las incliísioiíes cíe Sobolev se tiene que ¡VA”’
L~(rí>, sienípre que se verifique 2 — ~ = ,V¿Y 1)’ lo cual se verifica corno consecuencia
de que r <
— N—2p’El
u:
Este resultado se l)ti(RlC extender al caso en el que Ji E ti”. ti. =3, de forma que el
Teorem a 1 , ‘1. 1 nos proporcione la solución local del sistem a (1 . 1 .8) con <latos iniciales en
u.
u.
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el espacio ~ Y y trabajando en el espacio ambiente WíP Y W~2’~. Siguiendo
con la notación del Teorema 1.4.1 esta situación se corresponde con el caso particular
a = ~ ~ = ~y ¡3 — 1, por lo que para la obtención de este resultado de existencia
local se necesita que la aplicación
sea localmente Lipschitz y transforme acotados en acotados.
Observemos que si tenemos que Ji : VV”” ~ VV”’P es localmente Lipschitz, y
puesto que el espacio VV~1” contiene ciertas condiciones de contorno, entonces serán
necesarias algunas condiciones sobre Ji : IR ~—. IR, para asegurar que la restricción verifica
Ji : tV”’ t—*
Como veremos el caso más complejo es el de condiciones de Neumann 8 = PV, para
valores grandes de n puesto que las condiciones de contorno son en este caso de la forma
~(A~u) = O. La dificultad para u > 5 radica en el cálculo de ~A~(Ji(u)) en términos de
~-A’u.
Lema 1.4.1 Supongamos que la aplicación
es localmente Lipschitz (respectivamente Lipschitz sobre acotados) y n ~ 3.
a) Si B = E, la aplicación
Ji : W” H
también lo es.
b) Si B = D, supongamos que se ver-ifica ademas:
n = 3 y Ji(O) = 0, o bien u = 2k, o 2k + 1 con k > 2 y Ji~~(O) = 0,j = 0,2,3,4 k.
(14.13)
Entonces
Ji : lV3”’ ~.
es localmente Lipschitz (respectivamente Lipschitz sobre acotados).
c,) Si 13 = PV, supongamos que a < 4. y en caso contrario, n > 4, supongamos que se
verifican las siguientes condiciones:
Ok 1~ ¿4Ji(íí)] __ 84A(Ji(u) )] __ ______________________
Sí u E W,~, , se tiene — ... — =0, en 612.
(1.4.14)
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t
Si ~. ~ 11¡Vk+Lp se tiene Q[Ji(u )l OIA(h(ufll __ 5l(A)k (~em] = O, en QQQn Qn Qn (1.4.15)
Entonces
Ji: WJ~~V” —* ¡V%’’” t
es localmente Lipsehitz (respectivamente Lipschitz sobre acotados).
Demostración de a)
Basta con observar que si y E w” — lVf(Q), es decir y y Day, Ial < n son
periódicas, entonces Ji(y) y D~[Ji(y)], fl¡ _ n — 1. también lo son.
Demostración de b):
Recordando de nuevo la definición de los espacios de potencias fraccionarias del
apéndice (O.1.5),(O.1.6) y (0.1.7), observamos que:
ip ~I,
1% — o = {lí E 1V’”, u O en c9(2}, H4” 1l~2P rl It’”
0k
4, {u. E II’ u An ... = =0 enff3 k.p (Au)k< 8Q},
wgk±id> {ucw 2k+i,p u=AU=...=(Au)k=OenQ(2}. t
i) Si Ji(O) = O y y c V1~01”, entonces h(y) E ¡vJ” Por tanto si n 3, y E ¡VA” yJi(y) E W2”’ entonces se tiene que bjy) c VV2”’ rl VV_~~~
u) Si n = 4, entonces dado y E ¡VA con Ji(y) c W3”, veamos que puesto que Ji”(0) = O,
se tiene que Ji(y) E wt”. t
En efecto, Ji(y) ~ = O y se tiene (jlie dso) E u’ft” siempre que AIJi(so)l E VV¿”.
Teid en cuenta ahora que
A[Ji(so)l = JiÁy)EVuL + Ji’(so)Aso
y que Ay c ív§” — 1V 2.~ rl lVJ”, por lo (¡líe Ay = O sobre el borde de (2, se concluye el
resultado.
Con estas mismas hipótesis sobre Ji. se obtiene el tesultado para n = 5. ya que en
este caso Ji(y) E ti/A”, siempre que A (Ji (y)) E 1v’/j” y la condición de contorno a verificar t
es de nuevo AJi(y) = O en 5(2.
En general, si y e i
4,jkí~, se tiene qtie (Ay)~ = 0.1 0. ... k — 1, en 8(2, y por lo
tanto, sí suponemos además que Ji (y) E 1 U 2k—t.1, iranios a probar que Ji (y) E VV 2k— 1 ,pD
para lo cual l)asta con observar que t
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donde t representa un sumatorio de funciones dependientes de las derivadas de y. Por
tanto para todo ni < k — 1. puesto que (A)my = O y JiJ)(y) = 0,1 = 2 2rn sobre el
borde de 12, se tiene que (A)t”[h(y)] = O, m = 0, 1,,., k — 1, sobre QQ, lo que concluye la
2k-4-1,pdemostración. Análogamente se prueba el caso en el que y E WD
Demostración de c):
Recordando la definición de los espacios de potencias fraccionarias del apéndice
(0.1.8), (0.1.9) y (0.1.10), observamos que:
lVk”’ — VV””, VV2”’ — {u E u¡2.P, ÉL = O en Q(2},
Qn.
VV 2kp ={uE WQk,P Qn QAu — Q(Au)k1
N Qn Qn Qn =OenQQ},
e Qu — QAu — _ Q(Au)k1 =OenQQ}.= {u VV2k±í,P n Qn Qn
Si n = 3, supongamos que y c IVZ”, lo que implica que — O sobre el borde de
(2, y supongamos también que lí(so) e 1172,p Entonces, se tiene que
QJi(y) aso
_____ = h’(y)— = O,Qn Qn
y como consecuencia Ji(y) e VV2”’
Si ti = 4, supongamos que y e i4”, lo que implica que 0, y supongamosa,’
también que Ji(y) E VV3”’. Entonces, de nuevo Ah¼)= O ir como consecuencia Ji(y) E W?i”.8’~
Sea y E W~”’ con n = 2k k > 3, tal que Ji(y) e VV”—”” entonces por (1.4.14) Ji(y)
verifica la condición de contorno exigida para que Ji(y) E VVJ~1”’, Análogamente como
consecuencia de (1.4.15), se tiene el caso u = 2k -1- 1, k =2.~
Observación 1.4.1 La no linealidad Ji(y) = ~(y3 — y) de clase C~, ver-ifica las hipótesis
del Lema 1.4.1 apartado b) con u =5, ya que Ji(O) = O y Ji”(0) = O pero W”(O) # 0.
El siguiente resultado establece la Lipschitzianidad de la aplicación Ji en espacios de
Soboleir VV””’
Lema 1.4.2 i) Supongamos que Ji e C~1, entonces la aplicación:
Ji : W””’ rl Lt t—. 1V””’ rl L’~
está bien definida. y existe una constante O > O. dependiendo de llyllL~. tal que para todo
vi ultijadice a con Ia¡ k < u.
IID0h(so)IILP =ti >~
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u) Supongamos ahora que Ji e U’ . u > 1 . Entonces la aplicacion:
Ji : IV”” rl iV1~ —‘ IV”” rl
es Lipschitz sobre acotados, es decir para todo 1< G VV”” rl W’~ acotado, existe una
constante ti 0(1<) verificando
]lJi(soí) — Ji(so2)llívn~ + lLJi(soí) — Ji(so2)lIív’.~ < ti(l[so1 — so2lkx’n. -f— Ilso~ — so2Ilw’.~).
Demostración:
i) Se puede encontrar cii [42]
u) Observamos que la norma de tV~”’ rl ¡V1’~, viene dada por
Isollwnr—l—IlsolIw’ ,
Por otra parte si 1< es acotado en L~. como consecuencia del Teorema del valor
mecho, junto con el [techo cíe que li. E ~ 1 se tiene que existe e
1 > O tal que:
¡[liso’) — /‘W) II L~ =Q Ilyi — so2llL~’ (1.4.16)
para todo y,, soú E A’.
Si además se tieííe que Ji E ti
2, y 1< es acotado cii 1V ‘t vamos a probar que existe
e2 > O tal que:
IlJi(soi) — Ii.(yo)[¡jv’i.~ =c~¡ly1 — y2IIli~t,n.D (1.4.17)
para todo soi~ so~ E 1<, para lo cual teniendo en cuenta (1.4.16) es suficiente con probar
que existe c3 > O, tal que
IIV(/dsoi ) — ~(so0)II L~ =callsoí — y2lIw’.~
Para cada i E { 1 V }, se tiene que
O ¿9





= (Ji’(yí) — Oss~ -1- h’(y2)( Ox1 Ox~ u.
de donde ol)teilemos








len ienclo en cuenta a hora que A es acorado en L >~ Ji 6 0~ ~ por tanto Ji’ E ~ 1 verifica u.
(1.4.16). es decir
hIJi’(soí ) — h’(y
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y se obtiene c3 > O tal que IIV(Ji(soí) — h(y~))IlL~ =c3[¡yí — soollu’u~, como queríamos
probar.
Como consecuencia de (1.4.17), para obtener el resultado, basta probar que
ljJi(yi) — Ji(y~¡¡wn.p =ti(llyí — so2llwnP + ¡[Pi — y2lIw’.~).
Vamos a aplicar el método de indución sobre n, para probar el resultado. Con este
fin, empezaremos por probar que se verifica para n = 1, es decir que la aplicación
Ji: VV
1rn — IV””rl Wi~ ~ W””rl ¡Vi~ wl~~
es Lipschitz sobre acotados, lo cual es consecuencia de (1.4.17).
Supongamos ahora que es cierto el resultado para ti — 1, y vamos a probar que se
verifica también para n. Consideramos Ji E tifl±iy vamos a probar que la aplicación:
Ji : ¡Va”’ rl 1V ~ : ¡V”’~ rl 1V
es Lipschitz sobre acotados. Con este propósito, dado 1< G IV””’ rl IV ~ acotado, consi-
deramos yj £ 1<, j = 1,2. Sea a = (ni a
1v) con Ial n, y sea i tal que a > 1 lo que
nos permite escribir:
D¶Ji(yí) — Ji(y2)] = D0[~~~~(Ji(soi) —
Ox
con ¡3 = (ni a1 — 1,..., aN) y por tanto Itt = ti — 1. Teniendo en cuenta ahora que
¿9 Oso, Qyo
— Ji(y2)) = Ji’(soi) — Ji’( ~




0 a la expresión anterior, se obtiene que
D¶Ji(y,) — Ji(yo)] = >3 D~[Ji’(yo)]D~[~=±— 0y2 Ji’(yo)]D~[=.]
Ox
1 ~] -i- >3 D¶Ji’(y,) —aS 2¾
aS (1.4.18)
con a, 3. multiíndices tales que ,O¡ ¡a¡ + 3~ = u —
______ (,t—i)pDados o, 3 en esa situación, definimos q(a) (fl<P =p y <(8) = ~ =py
aplicamos la desigualdad de Hólder en cada sumando de (1.4.18), con exponentes q y q’
obteniendo que:
IIDNJi(soi) — h(so2))IILP =>3 II D6[Ji’(yo~¡]Lq¡¡ DSl~~~i 5so2 ~ +9 IIIa.6 Ox
1 cx1
+ >3 ¡D~[h’(~) — l?(yofl¡¡Lq¡¡D8[ ¡llLq’ (1.4.19)aS ~¾
u,
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ya que ‘4- -~ = _
9 p









En efecto, podemos escribir
1 1 1
q’ (n — 1) p — —) +Y r
para r r oc y j 3¡, y aplicando las desigualdades de interpolación de tipo Cagliardo-















1——= ~ —E(n—i) (n—l)
Teniendo en cuenta ahora que
— 0y2 ~ =Iisoi —
Ox¡ so2Htt”’P y j¡ Ox¿
Oyo
ox7í¡LC~~ =¡¡sol —y211wt0z
y al)licando la desigualdad (le You ng. para 1
ti
2, i = 3, 4 constantes positivas tales que
llDÉ~[ctl —
Ox1
= £ ~ ~‘ = se deduce la existencia de
____ =(MIso — y2IhV’.P -1— C,~¡¡yi — yQllwt,XJ
ya que E — 1 y’ (1 — ~) 1’ = 1 de forma que queda demostrado (1.4.20).
9 9
Análogamente se tiene la existencia de ti5, ti6 constantes positivas tales que
Oso[jD5 ¡ < (75(jIsoilkv’.P + ¡¡yI[¡jt.’t.~D) ci C((A)Ox¿ ~ — (1.4.21)
ya que soí £ A ir A es un conjunto acotado en 1V” rl IV
Por otra. paile, teniendo cii cuerí ta. it hora que
1 _ 1 1
(—.q (n—l) p
1 1
—) .i— —1’ 7’
para r oc irj = luí, ir aplicando de ini ovo las desigít aldades (le It iterpolación de tipo
c; agí i ardo—Ni ronb erg, recog i cías cii el Le nia (Y 1 .2 dcl apé ¡1(1 lee, ( xc r 1121) para la fun ción
u Ji’(so1 ) — lí’(;o). se tiene qtíe
h’(;ú)lll j,q =(7 >3
<0
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¡al pya que — (‘it) — Puesto que ¡¡flU~¡Ji’(y1) — h’(yj¡¡¡~p =lIJi’(yi) — Ji’(yj¡¡wn—L~
y aplicando la desigualdad de Young, para — y 1’ = il~, se deduce la existencia de
9—”
ti1, i = 8, 9, constantes positivas, tales que E í~2
¡¡ D~[Ji’Q,~,) — Ji’(y2)¡ II L~ =tis~¡Ji’(y,) — Ji’(y2)¡¡ &~—i.~l¡~’(yi) — Ji’(y2) ¡LOO
=tig(¡¡Ji’(y,) — Ji’(y2) II wn—’~~ + ¡¡Ji’(yi) — Ji’(y2) II
‘ci
(1.4.22)
ya que ~.l = 1 y (1 — 2)1’ = 1.9 9Análogamente se tiene que
y por el resultado dado por el apartado i) de este lema, se tiene que
(1.4.23)
Llevando (1.4.23) y (1.4.20), junto con (1.4.21) y (1.4.22) a (1.4.19) se tiene que:
¡¡D
0[Ji(yi) — Ji(so2)]l!u =ti íti4[¡y, — y2¡Jwn.P + ¡¡so’ — y211wt00)+
+ti6ti9(¡¡Ji’(y,) .— Ji’(y2) ¡¡ wn—1.~ + ¡Ji’(y,) — Ji’(y2) lIL~).
A continuación vamos a aplicar la hipótesis de inducción. Puesto que Ji’ É ti”~ se
tiene que:
Ji’ : ¡V”
1”’ rl VV1’~ ~—e W11IP rl Wi~
es localmente Lipscbitz sobre acotados y por tanto
¡Ji’(y,) — h’(yn)¡¡wn—t.p =q
2(¡¡y, — y9¡¡wn—1.p + lsoí — so2Ww’.~).
Como consecueíícía reagrupando constantes y teniendo en cuenta (1.4.16), se tiene
que:
11190[Ji(soí) — Ji(soi]IILP =Cíz(llyí — <í21¡u’”.P + ¡¡sol — yO¡¡IVt,~).
lo que concluye la demostración.El
De esta forma por un razonamiento análogo al de la demostración de la Proposícion
1.4.1 se obtiene el siguiente resultado.
u-
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Proposición 1.4.2 Supongamos que Ji £ ti”, n =3 y PV < (ti. — l)p y sea (yo, yo) c U.
Y ¡V}1”’. Supongamos que Ji cerífica además (1.4.12) si 13 D y (1.4.14), (1.4.15)
si 13 = PV.
‘ii—Ip n—2,pEntonces existe (y, y) solución local de (1.1.8) en el espacio ii’
8 Y VV8 con
dato inicial (yo, yo), tal que para todo 0 e (0,1], se tiene que u.
(y, y) E C(j0, IT); WB”’ Y lV~’”) rl C((0, IT); VV~”” Y
(ye, ~,)e C((O, IT); VV71~~’0” Y
Además si [O, t,mx), Tp~x > 0, es el intervalo maximal de definición, se tiene que Tma
oc o bien li?flfr,T,,axIl (y(t), u(t))[¡
11,np><11,n—t.p oc.El
Demostración:
l3asta con probar que estamos en las hipótesis del Teorema 1.4.1 con a = ~§—~—,c = u.
y’ ¡3 = — 1, para lo cual iranios a ver que la aplicacion
Ji: tUl” ~* lV~’”’ (14.24)
es Lipschitz sobre acotados. Por el Lema 1.4.1, y’ las hipótesis sobre Ji., bastará con probar
esa misma propiedad para la aplicación:
Teniendo en cuenta ahora que PV < (n — l)p, por las inclusiones de Sobolev, se tiene u.
que VV””’ VV”~ y por tanto 1V”” ~‘ VV”
1”’ rl VV”~ . Aplicando ahora el Lema 1.4.2
se concluye la demostración.m
Observación 1.4.2 Se podría obtener (1.4.24) para el caso de PV > (n — l)p, con re-
stricciones adecuadas en el crecimiento de Ji y de sus derivadas de orden k < u, de forma u-
que se verifique también en este caso la Proposicton. 1.4.2. La dificultad radica en obtener
fórmulas explicitas para ¡3r~Ji(y), [a[ u, en términos de D3y. ¶í3[ < ¡a¡.
1.4.2 Regularidad u-
A continuación vamos a probar un resultado de regularidad para la solución del
sistema (1,1.8) con <lato ini cial en el espacío 1 tj” Y L ~U
Proposición 1.4.3 Supongamos que p # 1 y que Ji £ C’(1R) verifica las hipótesis del
Corolario 1.4.2. Entonces dado (,n
0. yo) c IVA” x L”~. la solución local del sistema (1.1.8)
d ud a poi el Coro lan.o 1 .4.2 ie¡¡fi ca u d CfI. 3~
u,
u:
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Q Para todo s > PV,
(y, u) £ ti((O, IT); ~7A5Y ¡VA’5) y (y,, u,) e (‘((0,7’); 1 V~—0’~ Y
para todo O ci O =1. En particular, (y. y) e C((0, IT); Ci(~) Y ti’®).
u) Supongamos además que Ji e ti” n > 2, verificando las hipótesis de la Proposzczon
1.4.1 si n = 2 y de la Proposición 1.4.2 para n > 3. Entonces para todo s > PV se tiene
que:
u+i,s Y n+i—Os nOs(y, y) E ti((O, IT); VV
8 (y,, u,) 0((O, IT); VV8 ‘ Y VV§
para todo O e (0,1]. En particular, (y, y) e 0((0, IT); C’M~) Y ti”(Q)).
Demostración:
i) En primer lugar vamos a probar que:
C’
tO IT): w2s ‘is <> 6,s i O(y, u) e ~, Y 11%’ ) ir (y,, ¼>e 0((0, IT); W5” Y 1/18 5), (1.4.25)
con O E (0,11, para todo s > PV.
a) Supongamos que p =PV,
Sabemos entonces que la solución de (1.1.8), con dato inicial (yo, yo) e VV y”’ Y8
L~, da da por el Corolario 1.4.2. verifica (y(t), u(t)) £ ¡VA” Y IVA”’ ~ W~’~ Y L ~,por
las inclusiones de Sobolev, para todo s e (1, oc). Dado ti > O arbitrario y s > PV,
consideraremos la solución del sistema (1. 1.8) con dato inicial (y(tí), y(t
1)) e ¡VA’
5 Y L~.
Por el Corolario 1.4.2 obtenemos que:
(y, u) E ti((t
1, IT); ~ Y ~~A5)y (y,, u,) e ti((t,, IT); VVA0’~ Y VVA0’~)para todo O e (0, 11, como queríamos probar.
Si PV > p, vamos a aplicar una técnica estándar de “iteración” para probar que
(y(t,), v(tí)) £ VV~ x L~ con q =PV, para tí > O, lo que nos situa en el caso a), y de
esta forma concluiríamos (1.4.25).
b) Supongamos que PV > p
Por el Corolario 1.4.2, para todo t > 0, (y(t), u(t)) E IVA” Y W»” ~* VVA’½L~
por las inclusiones de Sobolev para todo s, tal que 1 — ~ = —~, es decir, s =p 2r
a N—p
De esta forma dado Ii > O arbitrario se tiene que (so(t i) v’(ti )) ~ fi i,Pt Y L”’ donde
Pi P — N;~ Como consecuencia se tiene que:
N—p
b
1) Si p < PV < 2p. entonces Pi =PV y por tanto estamos en el caso a), por lo que se tiene
el resultado.
En caso contrario sí Pi < PV. es decir si
2p ci PV. observamos que para aplicar el
Corolario 1 .4.2, con dato iii i cial (y (ti), u (t
1)) cii VV ~ Y L”’ , necesitamos comprobar que
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Ji verifica (1.4.2) para r ci A’ Esto se verif’ica, va que ~pie Ji satisface la hipótesis del
— Pi—pi
Corolario 1.4.2, es decir. (1.4.2) [Ji(s) ¡ ci ti(1 -t- [s<) para r ~ a0 Pi y a0 ci a~ donde
a1— Pi--p1 — SrmN—2p
La solución del sistema (1.1.8), con dato inicial (y(tj, v(t~)) E VV’”’’ x L”’ verifica:
u:
(y, y) c O ((t~, IT); IVA”’’ Y ‘~‘A”’) y (ye, ve) £ ti((t 1, IT); VVLtOPt Y
para todo 0< 0 ci 1.
De nuevo por las inclusiones de Sobolev se tiene 1/VAPI ~ U
2 siempre que 1 —
N > N.en particular para ~2 p ~ por lo que para t
2 > t~ > O arbitrario, u’
Pi — P2’(y(to)v(to)) E WLP2 Y 14V Por tanto:
b2) Si 2p ci PV =Sp, entonces po > Y. ir de esta forma liemos terminado por estar de
nuevo en la etapa a).
En caso contrario. es decir si PV > Sp o equivalentemente, si PV > po, consideramos u.
la solución del sistema (1. 1.8), con dato inicial (y(to), c(h)) ~ wA”’~ Y L”2 lo cual es8




bk) De forma inductiva. (lados PV y p siempre existe un k. tal que kp ci PV =(k + 1)~ u.
=ip<~ Pi
Considerarnos ahora las sucesiones p~ = ~k1 ~ Pi—ip ~ “~ Pi—’p,
po Pi—po
Observemos que puesto que PV > kp entonces tenemos que PV > Pi para todo
= O. ., k — 1, y además PV =Pk puesto que PV =(k + 1 )p.
u
Por lo tanto si vemos que (y(tp), v(¿k)) E VVAPk Y LJfl se concluye el resultado, ya
que Y ci pk. nos sitúa de nuevo en la etapa a).
En efecto vamos a probar (¡ue es posible aplicar este método iterativo hasta la etapa
y
,
k—ésima. para lo cual vamos a comprobar que r ~ a1, i E { 1.2, k} con a1
_ Pi u’Observamos ahora que p1 — crece con i ir como (:onsecuencia a1 = _ ____
también, por lo tanto corno por hipótesis r < A’ = a0, se tiene que
r =a0 =a1 =(i~ ~ ... < ap..
Como consecuencia, Ji verifica las hipótesis del Coiolario 1.4.2, para cada i, de u-
donde Ji : L~j~’ , L”~ es localmente Lií.ischtiz y por tanto como II¡A’~~ L~+t entonces
¡u tarnbien lo es ciare p¡i,P~ ir L ~, i = 1, .,, k. l)e esta forma en cada paso podemos usar
el Corolario 1 .4.2, para obtener cxi stcii cia x~ un ici dad con dato inicial (y(ti), u (t1) ) £
Y L% 0,1,..., k — 1, y por la regularidad (so(t~±t),v(¼±,))c ¡V~”’~ Y 1/VA”’’
ivA”’-’ Y LYLrt. i 0.1.... k — 1. Por tanto (1.4.2.5) está probado para todo p # 1 y para
todo s > Y.
u.
u,
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En particular, por (1.4.25), ¼~Ay £ ti((0, IT); L3) y puesto que
kOAUU = tit + cA¡~y (1.4.26)
por los resultados de regularidad elíptica se tiene que y E C((0, IT); ¡VA’~).
De esta forma, ya que s > PV, de nuevo por las inclusiones de Sobolev, se tiene que
u) Vamos a probar que si Ji E ti”,n > 2 dado s > PV, se tiene que
(y, y) E C((0, IT); VVA~”~ x WK~) y (yj, v<) E ti((O, IT); whhl~os Y VVA—0’~), (1.4.27)
para todos 1 ci k =n y O £ (0,1], aplicando el principio de inducción sobre k.
Por el apartado i) se tiene que (1.4.27) se verifica para k = 1. Supongamos ahora
que (1.4.27) se verifica para k y vamosaprobar que entonces (1 ‘1.27) es cierto también
para k + 1, siempre que k -b 1 ci ti.
En efecto, por la hipótesis de inducción, dado t~ > O arbitrario, se tiene que
(y(t
1),u(t1)) C j~41~ Y “‘L’~ de esta forma tenieíído en cuenta que Ji E Ck+í y que
s > PV, como consecuencia de la Proposición 1.4.2 y de la Proposición 1.4.1 si n = 2, se
tiene que la solución del sistema (1.1.8) que parte de ese dato inicial verifica (1.4.27) para
k+L
Teniendo en cuenta ahora que V<, Ay E ti((O, IT); W~”’), de nuevo por (1.4.26), se
tiene que y E C((O, IT); VV~~”~). m
1.5 Funcional de Lyapunov. Solución Global en HA x
4
En esta seccion vamos a estudiar las soluciones del sistema (1.1.7) en el espacio
Hh Y L~, dadas por el Corolario 1.4.3. En este espacio, ‘manipulando” adecuadamente
las ecuaciones, podemos obtener estimaciones de energía que nos llevan a la construcción
de un funcional cíe Lyapunov para el sistema. .X través de éste vamos aprobar la existencia
global de soluciones. La existencia de este funcional de Lyapunov se puede encontrar en
[4[, para el caso en que g(y) = h(so2— y). En [6¡se prueba la existencia global de soluciones
con dato inicial en ff1 Y Ls Y 9 con g una función polinómíca. de grado r > 3 cori r
impar ir coeficiente dominante positivo.
Proposición 1.5.1 Con las hipótesis <leí Corolario 1.4.3, se tiene que el funcional de
Energía definido por:
u:
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u:
$jy. u) = I¡Vy¡¡ú + i2i¡¡~¡¡2 + b ¡ ji yy (1.5.1)
2 ~ + [1W — a2 2c Jo
y que se puede escribir como
~y, u) = +11vso112 + ~ j(~iv — y)2 + 4 11(y) (1.5.2) u-
siendo fi(s) = f¿Ji(z)dz. es un funcional de Lyapunov para (1.1.8), es decir
i) F(y, y) es una función continua en H~ Y L7~.
u) ~¡(F(so,u)) =O para toda solución <y(t), u(t)), del sistema (1.1.8). ti
iiú (y, y) es un punto de equilibrio si y sólo si ~(Y(y, u)) = O.
Demostración:
i) Bastará con probar (flIC si (y,,, u,,) : (yo, Do) cii ff13 s< L~, entonces R(y~, y~) .
Y(yo, y
0) en IR.
Teniendo en cuenta ahora que
+ J(~it~n o LU]¡vso0j12 ~ 1. Ceo yo)22 2 — ~ 2 4-2 Job
sí vemos que fí(y~) — H(yo) en L13((2) habremos terminado la demostración de este
apartado.
Observamos ahora que en particular, existe tina subsucesión de y,, que converge en
casi todo punto de (2, lo qtíe por la continuidad de fi. nos permite probar qtíe [J(y,~) i’~
fi (soo) en casi todo punto de (2.
Por otra parte las hipótesis sobre r en el Corolario 1.4.3 implican que H13 C Lr±í(12)
por las inclusiones de Sobolev, ya que 1 — > ~. Por lo tanto y,, ~ soo en L”” y como2 — rI-l
consecuencia existe ti> e L tal que:
ti
y,, (x)¡”’ =¡ti (x)¡c.t.p .x e (2.
De esta forma teniendo en cuenta que si y C HA, entonces 11(y) e L’(12) y verifica que
H(s)¡ =(‘(1 + s¡r#I), se tiene que
hI(soQ(’x)¡ ci (1 ~— ¡ti (.r)J)c.tp.x C (2.
ir como coníseclíencia. del Teorema cíe la convergencia dominada de Lebesgue, se tiene que
U (y~) — U (yo) en L 13~ para una s11l)sucesión, ir como el límite es independiente de la
subsucesion elegida. se tiene que la sucesión H (y ~)converge a U(yo) en
A continuación abordamos la demostración de los siguientes apartados.
u)
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Por el Corolario 1.4.3 si (y’ u) es una solución del sistema (1.1.8), asociada al valor
inicial (yo, yo) c HA Y L7~, se tiene que
(y, y) e ti((O, IT), hf~ Y HA), (y,, y,) e C((O, IT), 11% 4).
Por lo tanto, podemos multiplicar la primera ecuación de (1.1.8) por en 4, y
después de integrar por partes, se obtiene
Qy0 dic, b rOy
¡[—1k + —[-—¡¡Vy¡k+/ (H(y) + 2 = aly— (1.5.3)Qt dt 2 Jo
ya que
~ic,jzsyg=icijvy~~) ¡~~Q~d Ejj.¡vy¡2]
puesto que, f80 ~ — O con cualquiera de las condiciones de contorno consideradasen De
Dirichlet, Neumann o periódicas, ya que por la regularidad de la solución probada en el
Corolario 1.4.3:
Si 8 = O, entonces y, e HL H¿.
Si 8= PV, entonces y e ¡1% {f e ir~) ~ —0}.Dii
Si 8 = P, entonces y £ Hcr, y y, e ~
Por otra parte f0 v~ = flfo vy¡ — f0 y~, por tanto de (1.5.3) se obtiene
¡¡—II- + —[—II + + 2 — avy)] f QyQy0 dic, S7solk j(H(so) = —at dt 2 —y j (1.5.4)
Por otra parte si 8 = PV o P y (y(t), v(t)) es una solución de (1.1.8), entonces
y< + cAy — k
2Av = O
e integrando en (2 tenemos:
0=4v1 -¡-ej 2S — koj ÉL =4v1 = +(ju) =0 (1.5.5)
de esta forma fo v(t) = f0 u0 es decir la masa se conserva.
Ahora multiplicamos la segunda ecuación de (1.1.8) por ~(—AU)’y, en 4(9).
Observamos que para 13 = O, (—A UY’ está bien definido, pero si 13 = PV o 13
entonces —A8 no es positivo. No obstante, su núcleo es un espacio vectorial de dimensión
uno, generado por las funciones constantes. Además por (1.5.5) tenemos ~(f0 y) = .J’0 u, =
O y por tanto (~AnYiu, está también l)ien definido, como un elemento de Hñ de media
cero. En lo sucesivo usaremos en más de luía ocasión la inversa de — A8 de elementos de
media nula, tal y como acabamos de describir.
u:
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Veamos ahora que el resultado de multiplicar ~(—A2)— u, en L
2
3 por V~ es ~¡l~Hi~ E
En efecto, tenien(1o cii cuenta las propiedades de los operadores sectoriales y la escala de
espacios de potencias fraccionarias asociados, [31], si A = —AB en X = L
2 si 13 = D, y si
Br PV ó 13= P en = r {u c L7~f
0 u = O} con dominio X’ =j~j
2 fl H¿siB=D,
y si 13= PV ó 13 mP, con dominio X’ = H~ = {u e HAf
0u = O}, se tiene que u:
ci A”’’v,, ~ > =< A
1t’,, A”’1v, > = lIA~Áv,¡I2 = ¡IVC¡l\....
4 (1.5.6)
con = H5~. De esta forma obtenemos
a Dv <, akod~11 10v
+ 2c tít a]y7— (1.5.7)
Sumando las expresiones (1.5.4) y (1.5.7) obtemos
y) = 0 (1.5.8)
¡¡¡2 + u:
de donde se tiene que .F(y, u) es u u fmicional de Lvapíiiiov, lo C¡ue prtICl)a los apartados
u) ir iii).
Es importante observar que de (1.1.9), se tiene una relación muy’ especial entre los
ti
parámetros, i.e Li = Dicha relación ííos permite reescribir el funcional como (1.5.2).
c ¿Y
En efecto
b ¡ya ~ = ha
2 b — í
+
2JÚbt 2b 2¡b4 ajvso
con ~¡¡v¡[2 = ~l¡v¡¡2= ~¡IvI¡2por (l.l.9).mComo consecuencia vamos a probar en primer lugar que la solución está globalmente
definida, para lo cual vamos a imponer una hipótesis adicional sobre la estructura de la
no linealidad, tal y como se hace por ejemplo en [28], para problemas semilineales. En
efecto:
ti
Corolario 1.5.1 Supongamos que Ji(s) verijica las hipótesis del Corolario 1.4.2 y además
lun mf Ji(s) > ~ (1.5.9)
3)-co 5
u.,
Entonces toda solución de (1.1.8). venifica (yo) E Cb((0, oc); 11% Y LjJ. De esta
forma (1.1.8) define un sentígrupo. 8(t). t > O en H13 Y
.S’(tft;
0, cG) = (;(t). v(t)) (1.5.10) u:,
al que todas las órbitas son acotadas.
Además si 1< c U13 Y es acotado, entonces {S(t)It.. t =O} también es acotado.
u:,
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Demostración:
Si h(y) verifica (1.5.9), entonces para todo 3 > O existe e(S) > O tal queH(s) =
— e(S) para todo s E IR, y de esta forma tenemos que
¡11(y) =3¡¡y¡¡2 — c(3)¡f2¡. (1.5.11)
Por otra parte, tenemos que Res un funcional de Lyapunov, de donde R(y(t), v(t)) =
F(y(O),v(O)) para t > O y esto junto con (1.5.2) y (1.5.11), nos dice que
1 j(i~.> — y)2 + 3¡~y¡j2 =c(3)¡I?¡ + R(yo, y~) ‘ci oc. (1.5.12)
De esta forma, ¡¡Vy¡¡2, ¡¡y¡¡2 y ¡¡~y — y[¡2 son finitas mientras existe la solucion.
Además, la norma de la solución en 1113 x permanece acotada y de esta forma por
el Corolario 1.4.3, tenemos que {(y(t), v(t)), t =O} es una órbita global y acotada en
H13YL~
Además, de (1.5.12), se tiene que
¡¡S(t)(yo, vo)¡l~f½L2= ¡¡(y(t), v(t))¡[~¡i~p =ci + c2¡R(yo, yo)¡
con ¡.F(yo, vo)¡ =csI¡Vyo¡1 + c
4¡¡yo¡j
2 -1- c~flyo¡¡ + fo ¡H(yo)I.
Por otra parte por las hipótesis sobre el crecimiento de Ji, (1.4.2), se tiene que
f
0 ¡H(y0)¡ =<6 + <7 fo lsool~<1 =<6 + cT¡¡soo¡17’, ya que por las hipótesis del Corolario51.4.3 tenemos r =—~— < N-4-2 de d 1 IrN2 N—2’ onde. por las inclusiones de Sobolev 11~ L ~‘. De
esta forma
r+ 1
¡¡S(t)(yo, vo)11111XL2 = ¡¡(y(t), Ú(t))IIH’>cL2 =c,o + ciíH(yo, 1)0)ll¡¡1Xt2 + Cl2lIy0Il~2’
(1.5.13)
con c~, 2 E { 1 12} constantes positivas. Por tanto las órbitas de conjuntos acotados
son acotadas.m
1.6 Regiones invariantes
Vamos a probar a continuación la existencia de regiones positivamente invariantes
bajo la condición de que k
1 ~ k2. para las soluciones del sistema (1.1.8) con condiciones
de contorno de tipo Dirichlet. Para ello seguiremos las técnicas de [19], [581.
En primer lugar escribimos el sistema (1.1.8), de la forma:
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LlamandoArkí kJ’ kúYoYYú’ se tiene
que
U1 AAU -i- F(U).
Observamos que A es una matriz definida positiva. En esta situación vamos a buscar
regiones positivamente invariantes definidas de la forma:
nl
>3 = fl{u E 1R2/C~(U) =0} (1.6.2)
1=
siendo C¿ : y c 11V ~—* IR funciones regulares definidas sobre un conjunto acotado V.
Definición 1.6.1 Dado un conjunto cerrado E con E c V. diremos que una solución
(y(t, x), v(t, x)) del sistema (1.6.1), tiene condición inicial y de frontera en E~ si verifica:
i) (y(O, x), y(O. x)) e 3 para todo x £ (2.
u) Para coda t fijo, existe ti. subconjunto compacto de (2 tal que si x no pertenece a ti,
entonces (y(t. x), v(t, x)) £ int(3). donde int(E) representa el conjunto de los puntos
interiores de E.
Definición 1.6.2 Diremos que E es una región invariante para el sistema (1.6.1), si
toda solución U(t, x) que parte de un dato inicial y de frontera en esa regzon, verífica que
U(t, x) E E para todo t =O y para todo x £ (2.
Definición 1.6.3 Diremos que O’ : V c II?2 IR es cuasiconvexa en Uo £ V si y sólo si
para todo r~ = (ni, n2) £ ~2 tal que DC(Uo)(q) 0, se tiene que D2C(Uo)(~, rj) > 0.
Donde
Qac 2
DG(Uo)(q) >3 -y——-(Uo)¡h y D20’(Uo)(q, u) = >3 (Uo)nm~.
1,1=í
La existencia <le regiones invariantes (le este tipo, está basada en el siguiente Teo-
rema, cuya demostración se puede encontrar en [19¡. 58]:
u.
Teorema 1.6.1 Bajo las notaciones anteriores, da da 3 definida por (1.6.2) y A matriz
definida positiva. se tiene que E es una regron invariante para el sistema (1.6.1) si y sólo
si para cada punto de la frontera de esa región, tío £ ¿3 (es decir. C¿Uo) = O para algfln
= 1, .. , rn). se tiene que:
i) DC~(Uo) es un autovector por la izqu¿erda de .4. donde DG~(Uo)
u) C~ es caasiconve.:na en U
0.
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Como consecuencia del Teorema 1.6.1, se obtiene el siguiente resultado:
Teorema 1.6.2 Supongamos que B = D con k2 > /r1 y Ji verificando:
i) Pi(s) > O para ¡sí >> 1.
ji) Existen D1 ci O y D2 > O tales que R(D1) ci O, R(D2) > O y para todo s 6 (1¾D2)
e c
— ,<, (s — D1) + R(D1) ci R(s) < — (s — D2) + R(D2) (1.6.3)
donde R(s) =
1(h(s) + bs).
Sean C~:JR¾—.IRi=1,...,4 definidas por
c
G
1(y,v) = y— D2, 02(y,y) =y~ ><2— /1 1~2) —
e
(y —03(y, y) = D




es una región invariante para el sistema (1.6.1).
Demostración:
En primer lugar observamos que DGí rti~ = (1, 0), DG
2 = ~ = (—kk1’ 1),
DG3 = VG3 = (—1,0) y DG4 = VG4 = (k
1k’ —1) son todos vectores propios de
A. Además G~ es cuasiconvexa por ser lineal en y y y. Por tanto si comprobamos que
DG~(F) =O sobre los puntos del borde de >Z~ tendríamos el resultado busddo como
consecuencia del Teorema 1.6.1.
Vamos a probar por tanto que DG
1(F) VG¿ oF ci O sobre el borde dejE. Para
ello observamos que:
DGi(F)=S7GioF=a(v—R(y)) DGo(E) xxx VGooF= — k2~k, (o — R(y)), DG3(F) =
VG3oF = —a(v—R(y)) yDG4(F) =VG4oF= kí—k$> — R(y)). . $
Consideramos ahora la curva u = R(y) que divide al plano en dos regiones donde
u — R(y) > O y u — R(y) ci O respectivamente. ¡
Como consecuencia de (1.6.3), los puntos del borde de E es decir los puntos donde
= O, para algún i, están totalmente contenidos en una de esas regiones donde u — ¡«y)
tiene signo constante. Por lo tanto, teniendo en cuenta que u — R(y> ci O sobre Si = O y
sobre 04 = O, mientras que u — R(y) > O sobre Go r O y G~ 0, la condición DC1o E ci O
se verifica, lo que concluye la demost.ración.m
f(v.v) = —h(~) — h’p + at a<u — R(y))
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t
u
figura 1.1: Ejemplo de región invariante E
Observación 1.6.1 En el cuso k1 ico, la matriz .4 licite un unico autovalor cuyo espacio
p í’opzo asociado esun¿d¡ mens¡ o nal y es t(¡ ge iterado por el vector (1 . 0). Como consecuencia
sólo teíteni os mm dirección para el gradtente de G’~, lo que no nos permite la construcción
de E por las tecn¿cas del ITeorenia 1.6’. 2.
A continuación vamos a utilizar las regiones invariantes para encontrar estimaciones
a priori de las soluciones en espacios singulares, que nos permitirán a su vez probar la
existencia de soluciones globales.
En este sentido observamos que además de considerar el semigrupo generado por
las soluciones que parten de datos iniciales en el espacio lV3~ Y W2 ~ con np tal
tv,,—
tm,”que D C(Q). lo cual es equivalente, por las inclusiones de Sobolev, a tener
PV < p(n — 1), es decir considerar las soluciones en espacios de funciones continuas tal
y como se hace en [9[. podemos considerar también las soluciones que parten de datos
iniciales en el espacio II ~ Y U,D
lEn efecto dado (yo. ~‘o)c ií%” Y 1)’ la solución del sistema (1.1.8) que parte de ese
dato iiiicial, dada por el Corolario 1.1.2. xerifica s(t), c(t) c C.’((?). para todo 1 > to. con u
o > O. según l)roba mos cii la P voposícíoíí 1 .1.3. De esí a form a podemos elegir D<,
tales que (y(to). ¿‘(lo)) c E para todo .r E (2. dc donde se tendría por el Teorema 1.7.1,
que (y ( t ) u’ (t ) ) £ E para to <lo 1 > /~, lo cual proporciona estA maciones de la norma en
L~, uniformes cii > /o para las soluciones ¿leí sistema (1.1,8), lo que nos ira a permitir
l)robar la existencia ‘rloba 1 de soluciones en dichos espacios, tal \• como vamos a ver a
coiflí nu acm ir
e
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1.7 Existencia global de soluciones en ~VjPxVV~í~P p
ln>l
Vamos a probar que las soluciones del sistema (1.1.8) con datos iniciales en W~”’ Y
~ dadas por el Corolario 1.4.2 y las Proposiciones 1.4.1 y 1.4.2, están globalmente
definidas. Para ello, según el Teorema 1.4.1, hemos de probar que la solución permanece
acotada en tiempo finito.
Puesto que no es fácil obtener estimaciones de esta norma directamente de las ecua-
ciones (1.1.8) multiplicando por funciones test adecuadas e integrando por partes, elegimos
un camino indirecto, basado en el efecto regularizante del sistema (1.1.8).
Supondremos que las soluciones en 1113 Y L~ están globalmente definidas, para lo
cual ciertas restricciones sobre Ji son necesarias, como se vio en el Corolario 1.5.1 (una
hipótesis suficiente es que Ji verifique (1.5.9)). Para datos iniciales en W~’~ Y VV~iP
utilizaremos el hecho de que la solución local estará en 1113 Y 4 para todo instante de
tiempo t > O y como consecuencia estará globalmente definida en H% Y 4. A continuación
el resultado de regularidad de la Proposición 1.4.3, indica que para todo instante t > O la
solución con dato inicial en 1113 Y 4 también está en VV~~ Y lV~~”’ con lo cual ambas
soluciones coinciden y están por tanto, globalmente definidas.
En el desarrollo de este razonamiento, además de considerar la solución local con
,<—1,y,dato inicial en estos espacios PV = VV~”’ Y 14’U ‘ necesitaremos considerar simúltanea-
mente los resultados que nos aseguran la existencia local de la solución con dato inicial
en 1113 Y Lt recogidos en el Corolario 1.4.3. Por esta razón crí los casos en los que
PV ‘—~ Hl Y E2 además de las hipótesis que nos proporcionan la existencia local de la8 8’
solución con dato inicial en PV junto con (1.5.9), necesitamos imponer alguna hipótesis
adicional sobre Ji para que se verifiquen las hipótesis del Corolario 1.4.3.
Veremos después que es posible probar resultados de existencia global de soluciones
para aplicaciones Ji en las hipótesis del Teorema 1.6.2, verificando (1.5.9) junto con las
hipótesis de existencia local en estos espacios PV, utilizando el Teorema 1.6.2 sobre la
existencia de regiones invariantes, lo que implica a su vez restringirnos por tanto al caso
B = O y k
2 — k-i > 0.
Proposición 1.7.1 i) Sean p ~ 1 y Ji e G’~ verificando alguna de las siguientes condi-
ciones:
a) p =2 y Ji verífica las hipótesis del Corolario 1.4.5 junto con (1.5.9).
b) 1 < p ci 2 y Ji verifica las hipótesis del Corolario 1.4.2 junto con (1.5.9).
Entonces dado (yo. yo) £ iVA” Y 1213, la solución (y(t)’ o(t)) de (1.1.8) con dato
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e
inicial (yo, ro). dada por el Corolario ¡.4.2. está globalmente definida. De esta forma
tenemos definido el semigrupo
S(t) :1/VA”’ Y L”~ .—* ““A”’ Y (1.7.1)
(yo, yo) (y@)~ v(t))
> O, donde (y(t), y(t)) es solución de (1.1.8) con (y(O), y(O)) = (yo, yo) en WiP Y U
o
u) Sean p r~ 1 y Ji E ti2 yenzficando alguna de las siguientes condiciones:
a) p > 2N yJi verifica (1.5.9) junto con las restricciones dadas por (1.4.2) con 1 ci r ci oc
siN=2ylasdadaspor(1.4.7)conl=r= Pi siN>3.Pi-2
b) 1 < p ci y Ji yeriflca las hipótesis de la Proposicron 1.4.1 junto con (1.5.9).
Entonces dado (yo, y
0) c VI/A”’ Y IVA”’ la solución (y(t),y(t)) de (1.1.8) con dato
inicial (yo, yo) está globalmente definida y de este modo tenernos así el semigrupo corres-
e
pondiente
5(t) W’” ~ ~ k—* VV”~> Y3 U U U (1.7.2)
> 0, donde (y(t), v(t)) es solución de (1.1.8) con (y(O), o(O)) = (yo, yo) en 1/VA”’ Y ¡VA”’.
iii) Supongamos que Ji e ti”, n > 3 con p # 1 y PV ci (n — 1 )p verifica las hipótesis de
la Proposición 1.4.2 y del Corolario 1.4.3 junto con (1.5.9). Entonces dado (yo, yo) E
Y VV~”” la solución (y(t), v(t)) de (1.1.8) con dato inicial (yo, yo) está globalmente
definida. Tenemos así el semígrupo correspondiente
e’
Y ~‘U k””””* U >< vV8 (173)
(yo, 00) : (;ij). o(t))
> 0, donde (y(t). o(t)) es solución de (1.1.8) con (y(O), o(O)) = (yo, yo) en 1/V3”’ Y
1/Vr’”
D emost rac i 6
Sea PV lV~”’ Y ¡V7
1”’, n > 1 vamos a ver en primer lugar que Ji verifica las
hipótesis del Corolario 1.4.2 si u 1. la Proposición 1.4.1 si u. 2 o la Proposición 1,4.2
sí n. > 3. que nos aseguran la existen cia de solución local con cIato ini <ial (yo, oc) £ PV y
stmultánearnente en cada caso Ji verifica además las hipótesis del Corolario 1.4.3 que nos
asegura la existencia de solución cori (lato inicial crí 1113 Y 1 2
En este (laso fl 1, observairios que si p =2 ~‘ Ji veriLca las hipótesis del Corolario
1.4.3, enton ces Ji verifica tansbién las Iiipótesis dcl Corolario 1 .4.2. Para ello basta con
observar que si PV > p entonces PV > 3 ir~ ci
— Pi—2 — Pi—y,
u,
e
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Por otra parte si 1 ci p ci 2 y Ji verifíca las hipótesis del Corolario 1.4.2, entonces
Ji verifica también las hipótesis del Corolario 1.4.3, ya que si PV > 2 entonces PV > p y
N Pi
N—2
u) Consideramos ahora el caso n = 2 y p =~ y teitiendo en cuenta que Pi ~
N—2 — N—2p’
se tiene que las hipótesis impuestas sobre Ji nos aseguran que Ji verifíca las hipótesis del
Corolario 1.4.3 y de la Proposición 1.4.1.
Además sin = 2 y 1 ci ~ < entonces ci ~ de donde se tiene que Ji
verifica también las hipótesis del Corolario 1.4.3.
Como consecuencia se tiene que por el Córolario 1.4.2, la Proposición 1.4.1 o la
Proposición 1.4.2, dado (yo, yo) E W»’~ Y 1/VAt ~, existe solución local en [O,IT) de (1.1.8)
con dato inicial en PV = VVfl”’ Y VV7 para cada n > 1 y p # 1 en las hipótesis anteriores.
Vamos a ver a continuación, que se tiene siempre una de las siguientes situaciones:
1.- PV ‘—* 1113 Y L~.
2.- 1113 Y L~ ‘—~ PV.
En efecto, por las inclusiones de Sobolev, iint.o con las liil)ót;C5i5 impuestas sobre
p, n y PV, estamos en la primera situación siempre que se verifique alguna de las siguientes
condiciones:
1.1.- ti = 1 vp > 2.
1.2.-n=2yp> 2NN+2
1.3.- n > 3.
Para ello, basta observar que si n > 3 entonces por hipótesis p > ~ > . 2N
— N±2(n—i)
2NComo consecuencia, en cualquier caso, si u > 1, se tiene que p =N±2(n—íyEsto equivale
an~í~N =— ~, lo que por las inclusiones de Sobolev, implica PV 1113 Y LL.
En caso contrario, es decir:
2.1.- u = 1 y 1 ci p ci 2, o bien
2.2.- u = 2 y 1 ci p ci 3~ (en particular, PV > 2)
de nuevo por las inclusiones de Sobolev se prueba que estamos en la segunda situación,
es decir 1113 Y Lb PV puesto que —~ > (u — 1) —
— y,
Vamos a ver ahora que en ambas situaciones se obtiene el resultado.
Supongamos ahora que PV — 1113 Y L~ y sea (yo, 00) E PV. Entonces consideramos
la solución con dato inicial (yo, 00) en í¡13 Y Lb la cual está globalmente definida, como
se l)rol)ó en el Corolario 1.5.1 Aplicando ahora el resultado de regularidad l)robado en
la Proposición 1.4.3, se obtiene (jite la solución de (1.1.8) cuyo dato inicial pertenece al
esl)acio 1113 Y Lj verifica que (y(t), v(t)) E PV = 1/1’’”’ Y IV” ~U U para todo t > O y por lo
tanto la solución está globalmente definida en este espacío.
Supongamos ahora (¡ríe U8 Y L33 PV, de nuevo por la regularidad de la solución
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probada en Proposición 1.4.3, se tiene que la solución local con dato inicial en PV, verifica
que (y(t), v(t)) £ [113Y L~3 para todo t e (O, IT). Como consecuencia podemos considerar la
solución de (1.1.8) que parte de (y(t í) o(ti )) E 1113 Y LL. t1 > 0, la cual está globalmente
definida, como se probó en el Corolario 1.5.1. Teniendo en cuenta de nuevo que 1113 Y
PV, se concluye el resultadoc U’
A continuación vamos a considerar el caso 13 D y ~2 — ~í > O y Ji verificando las
hiótesis del Teorema 1.6.2, probando que en esta situación es suficiente imponer a Ji la
condición (1.5.9) para probar que las soluciones locales en estos espacios 1V13” Y 1/Vr””
están globalmente definidas.
En esta situación el efecto regularizante del sistema nos permite 1)robar en primer
lugar que estas soluciones locales pertenecen a ÍI¿ Y L
2 a partir de un instante positivo,
y’ en segundo lugar nos va a permitir la co nstriíccíón cíe regiones invariantes para estas
soluciones, las cuales a su vez nos proporcionan estimaciones de la solución en L~. Este
hecho nos permite estar en las hipótesis del Corolario 1 ‘1.3 sin necesidad de imponer
ninguna hipótesis adicional a Ji, y (le esta forma por un razonamiento análogo al de la
Proposición 1 .7. 1, se tiene el sigí.í ien te resuí 1 tado.
U’
Proposición 1.7.2 i) Supongamos que Izo — k~ > O. Ir verifica las hipótesis del Teorema
1.6.2 y del Corolario 1.4.2 junto con (¡.5.9) y sea (yo, o~) £ 1/V¿”’ Y L”. Entonces la
soluczón (y(t), u(t)) de (1.1.8) con <lato inicial (yo, os). dada por el Corolario 1.4.2, está
globalmente definida. IDe esta forma teite¡uos <¡cfi nido el sentigrupo
8(t) 1/V¿”’ Y L” ¡ U’¿”’ Y L”
(yo, Go) — (y(t), v(t)) (1.7.4)
> O, donde (y(t), 0(t)) <5 solución de (1.1.8) con (y(O), u(O)) = (yo. yo) en WJ”’ Y L”,
para todo p ~ 1. ~‘
u) Supongamos que k
2 — k~ > O. Ji e ti’ verífica las hipótesis del Teorema 1.6.2, junto
con de las Proposiciones 1.4.1 si u = 2 o 1.4.2 si ti > ~ y (yo. 00) £ 1V»”’ Y
para ti y p tales que. n = 2 y p :7 1. o bién ti > 3 y p 7 1 veriftcandose además que
PV ci (ti — 1 )p. Entonces la solución (y(t>. o(t)) de (1.1.8) con dato inicial (yo, 00) está U’
globalate irte def¿n.ída. lenen,. os <¡si el scinigrupo <O Hespo ndiente
8(í) W¿” Y íí’y—” w;;” Y (1.7.5)
(yo. 00) — (y(t). o(t)






2.1 Atractor Maximal en x
Vamos a probar la existencia de un atractor global, compacto y conexo en el espacio
Y 1113 x para el semigrupo S(t). t =0, bajo las hipótesis del Corolario 1.5.1.
En este sentido, es importante observar que si 13 = 1), es decir, si trabajamos con
condiciones de contorno de tipo Dirichlet, probamos la existencia de A, atractor maximal
en 11¿ Y L2 en el sentido usual. Por el contrario si 13 = PV o 13 = P, es decir, cuando se
consideran condiciones de contorno de tipo Neumann o periódicas, como consecuencia de
la propiedad de conservación de la masa para o, (1.5.5), no existe un atractor maximal
en el sentido usual. En estos casos el espacio ambiente está dividido en una familia de
hiperpíanos afines invariantes Y(m), m c II? con
Y(m) 1113 Y {v E L((2), 4 u =
de forma que cada uno de estos hiperpíanos contiene a un atractor A(in), compacto y
conexo que atrae a los acotados.
Probaremos que hay un atractor maxímal A,~ en = 1113Y {v £ L((2), ¡f
0y¡ =
rn} para cada rn e 111r Como consecuencia se tiene en primer lugar, que para todo
e IIt~ y inI =m0 existe un Atractor Maximal cii cada hiperpíano Y(m) que tiene
que venir dado por A(m) = A,,,0 fl Y(rn).
La razón fundamental de considerar A,,,0 = U¡,,,1=,,t0A(m)en vez de A(ín), es que
este atractor tiene una propiedad de atracción uniforme en ¡in ¡ =ni.0, es decir si B(m) es
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uíí acotado de Y (in) entonces
dist(S(t)B@n).AÓn)) — O sil — oc.
t
pero lo que demostraremos es que si además B,,10 = u1 ,,, <,013(mn) es acotado en Ymo
obtenemos que
dist(S(t)&,0. A,,,0) O si / — oc (ver figura).
Observamos ademas (jtie U,,,~ 11~A ijn ) rio es acotado cii 3).
Los métodos uD Ii zados para la demostracióií de la OX is tenci a de atractor inaxi mal,
están basados en la teoría solite semigrií íos di sipat.i vos ( 28]), ir nos van a permitir obtener
n formación sobre las soluciones ir su (.‘ o mu cta mu ti o í í t, c:o en 05 1V”” Ypu ie asi t~ i los espací U
— ‘~, sin tener que recurrí r a estí macion 05 de energía. ((tte por otra parte no resultan u.
nada fáciles de consegti ir.




lito iííf > O.
s —.1~j .,
Y(m0)
se tiene ¡u e:
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i) Si B = D existe un atractor global compacto y conexo, A en Y = 114 Y iA para el
semigrupo S(t), t > O.
Además el atractor coincide con el conjunto inestable de los puntos de equilibrio, E
definido por:
w E Wt(E) si y sólo si S(—t)w, está definido para todo t > O y dist(S(—t)w, E) t—~ O
cuando t — oc, donde la distancia se toma en 11’ Y L2.
Si además E es un conjunto finito, entonces A = U~
0~0>6~1/VU((y0, ti0)), y para
cada (y(t), v(t)) solución del sistema (1.1.8,>, existe un punto de equilibrio (yo, yo) E E,
tal que:
(y(t), v(t)) ~ (yo, ti0) en 114 Y 9 si t —4 oc.
u) Si B = N o B = P, para cada m =O, existe un atractor global compacto y conexo Am
en Y,,, — 11’ Y ½E L~, ¡fo ~¡=?n} para el semignupo 3(t) t > O.
Además el atractor coincide con el conjunto inestable de los puntos de equilibrio E,,,,
donde E,,, = E fl 1½.
Si además el conjunto E(rn) = E A {(y. y). f0 u = m} es aislado en el espacio
znvariante Y(m) = 11 Y {y E L
2~, f
0 u = in}, entonces el atractor en Y(m) viene dadoE
por A(m) = A1~,1 fl Y(m) = Uc~OV,,ícEc,,,í1/V ((yo, Go)), y para cada (y(t), v(t)) solución
del sistema (1.1.8) con f<.~ y0 = m, criste un punto de equilibrio (yo, yo) E E¼n),tal que:
(rp(t), u(t)) — (yo, u0) en 1113 Y L?~~ si t — oc.
Demostración:
Por el Corolario 1.5.1 y la Proposición 0.3.3 del apéndice, tenemos que 3(t), t > Oes
un sistema gradiente asintóticamente regular cii [113Y L~3. Entonces si el conjunto de
los puntos de equilibrio E, es acotado. 3(t) es puntualmente disipativo y por el Teorema
0.3.1 del apéndice se obtiene el resultado buscado. Veamos por tanto que E está acotado.
Sea (yo, yo) E [113Y L~ un punto de equilibrio del sistema (1.1.8), es decir, verificando{ —kíAUyo + Ji(yo) + byo — (LVO = 0 (2.1.1)
—kA 8yo + cA8yo = O
Si B = D, la segunda ecuación de (2.1.1) y la relación entre los coeficientes (1.1.9), nos
dice que byo = ay0 y por tanto
— kl=Dsoo4- lr(y~) = 0 (2.1.2)
basta entonces con probar que todas las soluciones de (2.1.2) están en un acotado de
[113= 114. Multiplicando (2.1.2) por yo~ e integrando por partes, obtenemos:
kt j ¡Vyo¡
2 -1- Ji(yo)yo = O
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w
además por (1.5.9), existe 3 > 0, e(S) > O con Ji(s)s > 3s~ — c(3) para todo s e IR y por
lo tanto
J h(yo)yo =S¡¡yo¡¡2 — c(3)¡(2]. (2.1.3)
Consecuentemente, existe 1? > O tal que llsoollnk =R, y ¡¡yo¡¡;¡t ci 4R y por tanto
U’
el conjunto de los puntos de equilibrio E está acotado en 11¿ Y y en Y L2.
Finalmente si E es un conjunto finito, teniendo en cuenta que el conjunto w—límite,
w(yo, yo), está contenido en el conjunto de los puntos de equilibrio, [28¡, [31],[61], se
concluye el resultado.
u
u) Si B = PV o B = P por la segunda ecuación de (2.1.1) y por la relación entre los
coeficientes (1.1.9), tenemos que
by
0 — ovo = A para algun A £ 11?, (2.1.4)
esto implica que U’
—k1A1;yo Ji(yo) 1- A = O{ by0—au0 = (2.1.5)
Como A es arbitrario no es posible probar que los equilibrios son acotados. Sin embargo
por (1.5.5) la ecuación de evolución de u conserva la masa, de forma que si miramos U’
equilibrios en Y,,~. esto es, con f0 vol ci in. in dado, si es posible probar que son acotados.
Multiplicando la primera ecuación de (2.1.5) por yo, e integrando por partes obte-
ríemos ahora:
ki ¡ lVsoo¡2 +4 /í(yo)yo + A 4 yo = o.
Además por (2.1.3) tenemos que
zí 4 ¡Vsooj2 + Sj[ so~ + A¡ yo =c(3)](2~.
Por otra parte, (2.1.4) nos dice que A f
0 yo ~‘A~ ~f u de esta forma ub
“ ¡S7yo¡
2 + Sí y¿ + L~~[A2 ci c(3)[(2¡ — újvo =c(S)¡(2¡ + a—Am.i J Jo b — be b
Ahora. p~r la desigualdad de Yuu ng para cada e > O ir c (e) ~ tenemos que
A ci el A ¡2 -f— c(e ) . De esta forma tomando e = ~ ex is te una coíist,ant,e c í (n~ ) = e(S) ¡ Ql -1— U’
o”?
a
~rnc 6) > O tal que
kí 4 ¡Vy¿ -1-34 y~ =e
1 (zn)
y por tanto ¡l~ol¡ ~ ci eo(rn) para algún co(rn.) > O Además, por (2.1.4) tenemos que
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Consecuentemente, existe c(rn) > O tal que I¡yoIln~ + ¡boíl =c(m) para todo
(yo, tio) E E~ = Y,,, fl E, donde E~ representa el conjunto de puntos de equilibrio en
Y~. Esto unido al hecho de que Y,,, es invariante por 8(t) y además el semigrupo 8(t)
sobre Y,,, es asintóticamente regular y puntualmente disipativo, nos permite aplicar el
Teorema 03.1 del apéndice para concluir la demostración.
Por último teniendo encuenta la estructura del atractor maximal que se pueden
encontrar [281,[31], [61¡, se concluye la demostración. ~
2.2 Atractor Maximal en W~.P x W,~íP,p # 1 u> 1
Vamos a ver unas estimaciones uniformes sobre la norma de las soluciones en
U
para p =2, y en otros espacios más regulares, basadas en la técnica de la Proposición
1.4.3 y en la fórmula de variación de las constantes. Estas estimaciones nos van a permitir
demostrar que el atractor maximal en 1113 Y L~ dado por el Corolario 2.1.1 es también
atractor maxímal sobre estos espacios.
Para la existencia del atractor consideraremos el caso 13 = O, es decir trabajaremos




Esta prueba se puede trasladar a las condiciones de contorno de tipo Neumann y
periódicas, teniendo en cuenta que en estos casos no existe un atractor maximal en el
sentido habitual, como se hizo observar en la sección anterior. En estas situaciones el
espacio 1/V”’ Y W~1”’ con B = PV ó P. está divido en hiperpíanos afines con8 PV(m)
m e IT?
X(m) = VV»”’ Y ½E ¡V»1”’(Q), fu =
de forma que fijado ni E 111±,el atractor maximal en 1113 Y 4’ A~, dado por el Corolario
2.1.1, es también en los casos anteriores, un atractor maximal en
PV,,, = Y ½E ¡V»íP(Q), ¡ ¡vi =m}
que atrae uniformemente en ti a todos los acotados de PV(n) con ¡nl =m.
Proposición 2.2.1 Supongamos que Ji verifica las hipótesis del Corolario 1.4.2. Dado
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e
a) Entonces, para todo s > 1 y e £ (O. II se Irene
para r > O arbitrario.
u
b) Si Ji E ti” n > 2 está en las hipótesis de la Proposición 1.4.1 si n = 2 y de la
Proposición 1.4.2, si n > 3.. Entonces se tiene además que para todo s > 1 si n = 2, y
para todos> Pi sin >3.
n— 1
sZtpt=,-l¡(y(t), ti(O)) II iv~~-’ —2,,s x ti”’ —2’.s ~ C(r, sup,>o¡¡ (y(O), v(t)) llW””xL~
B BR
para 6 e (0,1], 7 > 0.
Demostración:
Sea A~ = AB -f- Al con A > O suficientemente graííde para que A~ sea definido U’
positivo, es decir para que Re(u(A~ + Al)) > ji > O. Además este operador sigue siendo
sectorial al igual que AB sobre los mismos espacios de potencias fraccionarias.
Como consecuencia, la sol í.icióií <leí sistema (1, 1 .8) con dato inicial (y (to > , ti (to)
viene dada por la fórmula de variación de constantes
¡4





3.= ( e/SU —¡:2/SU .t- Al ) (2.2.2)
ir
—/t(y) +(A — b)y ) (2.2.3) u
y por simplicidad en la notación en lo sucesivo notaremos por .4 U cl operador il~ y por
& el operador Gt
Observamos que basta con probar el resultado para e siílicieíitemente peqiie~o y s
grande.
Demostración de a):
Teniendo en cueíi ta ahora la J
0 roposi cióíí 1 ‘1.3. se tiene en partic tílar que la solución
que l)arte de (yo Go). pertenece al espacio Wy~ Y para todo q ¼1 a partir de cualquier
instante de tiempo positivo U
Recordemos los espacios de potencias asociados a A~, es decir, si fl — L3.~ Y E
‘2 ~,.í.q ,q ,~i r,.2.q .i.q -1 —c — -2(1 —4q vr.i—2c,qentonces ¼= Y Lj~, % = Y l¶’~ e Y
0 l~ Y íV~~ , para e e (0,1
u
e
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De esta forma por la fórmula de variación de las constantes, junto con el Lema 0.1.1 del
apéndice, se tiene que
¡~(y,v)(o)¡¡1,t—r =¡vI ¡¡(y(r),v(r))¡¡j —b supt>r¡¡C(y,v)(t)I¡i’q 1 A’! ds(o — r)V’ q ir (t —
(2.2.4)
con O ci c =~‘ para todo t > T. Además, tenemos que Ji y como consecuencia también &
lleva acotados de Y4
2 en acotados de Y
4, tal y como se demostró en el Corolario 1.4.2 bajo
ciertas hipótesis sobre q, PV y el orden de crecimiento de Ji. En este sentido observamos
que al ir aumentando q, las restricciones del Corolario 1.4.2 se debilitan y por tanto como
son ciertas para p, en cuanto q =p también se dan. De esta forma sí
sup,=r¡¡(y.v)(o)¡¡j =c < oc (2.2.5)q
o
se tiene qute sup~>r¡¡C(y. v)(t)¡¡¼=c~ ci oc. Como consecuencia, dado r > 7 arbitrario,
existe c~ = c~(c$ r,r) > O tal que
supí>r.¡¡(so, v)(t)¡¡r-t ci c~ ci oc (2.2.6)
A continuación vamos a aplicar este argumento general para ciertas elecciones de q
y w,
aí) Supongamos que p > PV.
Aplicando (2.2.4)-(2.2.6) para q = p y T = O, se tiene que para todo Oí > O arbitrario,
obtenemos:
supr=ti¡(y, v)(t)¡¡~i—. =ci ci oc.
Tomando c > O suficientemente pequeño tal que (1 — 2c)p — PV > O, y como conse-
cuencia de las inclusiones de Sobolev, se tiene que — íc) ‘~ x t.VA—2~”’ ~. =¡VAS Y Lt para todo s, y- por tanto:
supt><, ¡¡ (y. u)(o)¡¡ ~ ci c
2.
De esta forma aplicando de nuevo (2.2.4)-(2.2.6) con q = s y ~ = Oí > O, tendríamos
supt=½¡¡(y.u) (t)¡¡1.í—~ ci c”
con 02 > 01 > O y’ con y í—c = 1/1,.2(i—c),s .,.i—
2cs ir como orobar.U Y LWU tal queríamos
A cont;intíacíon vamos a ver que en cualquier otra situación nos l)odemos remitir al
caso anterior, por un procedimiento iterativo similar al utilizado en la demostración de la
Proposiciótí 1.4.3.
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U’
ao) Supongamos que p =?V
En pn ¡ner lugar por (2.2.4) para q = p vr = 0. se tiene de ¡íuev’o para Oí > O, que
supt=t1¡¡(y, v)(t)¡¡~~t— ci c~.
u
Por las inclusiones de Sobolev se tiene que = (í¿) “’Y ‘—4 Y Lt = Y3
2IVA WA-”” 1/V1’~
para todo s ci pí(e) = —~—-—. De esta forma se tiene que:N—p(1 —2c)




21) Si ~ = \~ < 2p. e¡ítoííces coíí e c (0, 11 suficientemente pequeño tal que
PV ci 2p — 2cp, se tiene que Pi (e) > PV ir por tanto estamos en el caso at) por lo que se
tiene el resultado buscado. u.
Si N > 2p. entonces para todo e suficientemente pequeño tal que PV > 2p —
2cp. se
tiene que Pi (e) < Y Aplicando de nuevo (2.2.4 )-(2.2.6) para q pi (e) y’ r = t




A hora cíe nuevo por las inclusiones de Soboleir, se t,ieííe cpie (c) U Y
Y Lt = Y~
2 para todo s =p




a22) Si 2p =PV ci 3p, entonces con e suficientemente pequeño, se tiene que p2(e) >
PV, por lo que hemos terminado ya que estamos en el caso a1).
En caso contrario, si PV =Sp. se tiene p2(e) < A ir tendríamos que aplicar de nuevo
(2.2.4)-(2.2.6), abora con q = po(e).
De esta forma al igual que vimos en la Proposicióii 1.4.3. en un número finito Iz de
etapas llegamos al primer caso a1).
En efecto, dc forma i ¡íd í.í cti xa dados .‘V ir p existe iííi Iz , tal que
a2k) kp =PV ci (k -1- l)p.
A’yDefinimos Po = p. p~(e) = Np;...t — N—i.p(i —Úc) para z = 1, . ., Iz. Observamos
que en esta sí tuación , por ser Y > kp . para to cío E Sil ficien temen te peqííeíío se tiene que
PV > p1(e) para todo i 0, ... A: — 1 ir aclem ás por ser PV ci (Pí— 1 )p. se tiene <pie Pt (e) > 1\r,
para e sufi cicí í temen te pequeño.
Por (2.2. ‘1) se tiene que:
sup,>,, ¡ (‘y. ¿jI] ~ e;
s
u,
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y por el razonamiento anterior se tiene que
supt>t]¡(y, ti)¡¡~í— ci c~ ci oc,
>‘1(’)
y por las inclusiones de Sobolev se tiene que
cicp~1ci oc, i=1,..k.
Pk(e) > PV, lo queDe esta forma en la etapa k—ésima tenemos (2.2.5) para q =
concluye el resultado pues nos sitúa de nuevo en la etapa aí).
Demostración de h):
b) Si Ji E C~,n >2 consideramos s > 1 sin = 2, y s > _ sin> 3 arbitrario y
aplicamos el principio de inducción sobre n, al igual que hicimos en la Proposición 1.4.3,
para probar que ahora la siguiente estimación de la norma de la solución:
6
Para todos /e ci n. T > O y e con 5 E (0.1 ¡ arbitrario, existe una constante
c~. = c~{r) > 0, tal que
supt>r¡¡(y, u)(t)¡¡ ~d -r =t4. (2.2.7)
k±i—2s k—2c,s
con Y3 2 ZSVVB Y ¡VB
Observamos que por el apartado anterior, se tiene que (2.2.7) es cierto para le = 1
con e e (O, I¡. Supongamos ahora que (2.2.7) se verifica para 1 =le n y vamos a probar
que entonces (2.2.7) es cierto para le + 1, siempre que le + 1 ci n.
Observamos que ahora, para cada le, existe la solución con dato inicial en los espacios
Y VV~”~, ya que por ser Ji E Ck+í y PV ci les, si le > 1, estamos en las hipótesis
de la Proposición 1.4.1 o de la Proposición 1.4.2.
Por la hipótesis de inducción se tiene (2.2.7) en el espacio YÁ~, es decir
sup<><, ¡(so’ u) (0)1] =Ck.
con ck > O y t~ > O. Como consecuencia, por un razonamiento análogo al del Lema 1.4.2,
&
h(y) y por tanto G’(y, u) está acotado en el espacio Y3’, es decir, se tiene que:
sliPtN1¡¡C(y, u)(t)¡¡< ci
siendo c~ una constante positiva que sólo depende de ck. Por lo tanto, análogamente
a (2.2.4)-(2.2.6), trabajando ahora en los espacios de potencias fraccionarias para AL,
k k—i—2c,s k+I
0es
en = 1 —c = 11/U Y 1%, tenemos Z~ = Y
5 2 = ¡VB —- ‘ Y U
gi
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__ ¡vk±2~4cs ~ wk+ 1—4< ,~ ~ usando de nuevo el Lema 0.1.1 del apéndice,
se tiene que
so ___ =Al (t — 014~~<lkso(ti),ti(ti))I¡«~s +
~t eP(t$)
+sup<=<1]¡G(y, ti)(t)¡]k< j Al ds(o — s)
para todo t =0~, con 2E £ (O, ?ij.
De donde a
para t2 > Oí > O arbitrario, lo que concluye la dernostración.~
tDe forma inmediata se obtiene el siguiente resultado, en el que hemos de imponer a






además de las hipótesis del Cotolario 1.4.2, va que necesitamos tener asegurada la exis-
tencia de solución global con dato inicial cii 1113 Y L~.
Corolario 2.2.1 Supongamos que Ji c C~ u > 1 verifica las hipótesis del Corolario 1.4.3 ejunto con (1.5.9), entonces se tiene que:
a) Dado (yo,vo) c 1113 Y L~, la solución del sistema (1.1.8) con ese dato inicial, está
acotada en 1/V»rl 2<s Y vV»~
2”~ para todo s > N con e £ (0, I¡, en [t
1, oo) para todo
u
ti > 0.
U’En particular, esto es cierto si (yo, yo) E irA”’ Y L’~ con p > 2.
b) Si K G 1113 Y es un conjunto acotado, entonces el conjunto {S(t)K, t =tí > O}, es
acotado en tV»» —2c,s Y IV» <‘~ para todo s > con c £ (O, I¡.
En particular, esta conclusnon, es talída para 1< G ¡y»” Y L’~ acotado, con p >
U
A continuación vamos a ver un resultado sobre la íegíilaridad del atractor maximal
para el semigrupo en 1113 x LL, denotado por A si 13 = O. A,,, si 13 PV, P, cuya existencia
ha sido probada en la Proposición 2.1,1.
u
Corolario 2.2.2 Supongamos que se verifican las hipótesis del Corolario 1.4.3 junto con
(1.5.9), y sea A siR = D, A,,, siR = PV 6 P, el atractor suaximal sobre [113Y L~, dado por
u
U’
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la Proposición 2.1.1. Entonces se tiene que A G WJ~ Y L3 si 13 = O y Am C W13’~ Y
si 13 = PV ó P, para todo s > 1 y es compacto, conexo e znvarzante en él.
Además si Ji E C~ con u > 2, se tiene que A G IV3’5 Y IV3 is ~ B = D (respecti-
vamente Am C VVA’3 x Lt si B = PV ó P), y es compacto, conexo e znvari ante, para todo
N
s > 1 sin = 2, y para s > sin > 3.
Demostración:
Por simplicidad en la notación, vamos a ver el caso B = D, análogamente se prueban
los casos B = PV y 13 = P.
Sabemos que A c 11¿ Y y para todo O > O S(t)A = A. La Proposición 1.4.3
permite deducir en particular que A c WJ’~ Y s > 1, y que si Ji c C’~ n > 2 también
A C VV»’3 x W3—1’~ para todo s en las hipótesis del enunciado.
Aplicando ahora el Corolario 2.2.1. puesto que A es acotado en H¿ Y 12, se tiene que
A = S(t)A es acotado en 1/VV —2c,s Y W’3”3 para u > 1 s en las hipótesis del enuciado,
con e e (0, 1] suficientemente pequeño. Teniendo en cuenta de nuevo que
,t±i 0cs n—0c3 fls14% — - ‘ Y W~’ lV~ Y Il~3 ‘~
con inclusión continua y compacta, se tiene que A es un conjunto compacto y donexo en
VV’ Y VV3’ ‘~
Corolario 2.2.3 Consideramos Ji e C~, u =1 y p ~ 1, y 1< un conjunto acotado de
PV = VV»”’ Y W~iP, (respectivamente de PV~, = {(y, ti) E PV, ¡ f
0 v¡ =m}) donde PV y Ji,
verifican alguna de las siguientes condiciones:
i) PV = W~”’ Y L”B, conp >2, u =1 y Ji verificando las hipótesis del Corolario 1.4.2
junto con (1.5.9).
u) PV = W~?” Y i4”, con ¡o = u = 2 y Ji verificando (1.5.9) junto con (114.2) para
PV = 1,2 1 ci r ci oc, y (1.4.7) para PV > 3. 1 ci r ci N2
iii) = VV~”’ >< “‘ con PV < (u — 1)p. u > 3 y Ji verificando las Jiip.ótesis del
B
C’orolario 1.4.2 junto con (1.5.9).
Entonces:
distg(S(t)K, A) . O cuando t L oc,
si 13 = O y respectivamente
distx,0(S(t)J\, A,,) — 0 cuando 1. oc,
si B = PV ó P, es decir, A (respectivamente A,,,) atrae a los conjunto acotados de X
(respectivamente de PV,,,.)
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De mostración:
Consideraremos el caso B = O. análogamente se prueban los casos 13 = PV, P.
Nótese que en cualquiera de los tres casos se tiene que PV — 11¿ Y 12, y por tanto si
1< es acotado en PV también lo es en el espacio 11¿ Y 12. Por lo tanto por la Proposición
1.4.3, se tiene que {S(o)K, t =0} es un conjunto acotado en el espacio H¿ Y L2.
Aplicando ahora el Corolario 2.2.1, se tiene que {S(t)K, o =o~, t
1 > O} es también
Pi
un conjunto acotado en el espacio W~i -2c,s Y 1V3
2c3, n =ls > —~.. Como este espacio
está contenido en W~’3 Y l<Vft”~ , con inclu ión corupacta, y a su vez vv3’3 Y vv3”~ —~
se tiene que existe el conjunto w—límite de 1< en PV, [31¡,[61], y verifica que w(K) C PV
es compacto e invariante y
dist~(S(t)K. 4K)) 0 si O — oc.
Además, t,e1~ieI•l(lo en cuenta de nuevo que 4K) c PV ‘ 11¿ Y 12, por la maxi- u
maliciad de A, se tiene (jite n(K) c A. Observemos también que por el Corolario 2.2.2,
ACÁ’.
Como consecuencia sc obtiene en cualquier caso
dis t \(S(t)It, A) O si t e—’ ccc U’
Corolario 2.2.4 Bajo las hipótesis del Corolario 2.2.5, se tiene que:





u) Si Ji £ C~, denotando PV,, = W”’~Y lV~~iP ¡o 2N sea 1< c PVk = l~’~ Y
U U’
un conjunto acotado, con le ci a. Entonces se tiene que
e
(íiSt\,, (S()K, A) ~ O sí
respee tivasnente
dísty,(S(t)A, A,,,)) ‘—‘ O si O ~—‘ oc,
u
y el conjunto u’ ( A ) es independiente (le le ci a
Demostración:
Cotisideraremos el caso 13 = O.
Como consecuencia cíe que PV 1113 Y L j~ se tiene que el conjunto w — límite de un
acotado cii PV . es t~á coi í ten i (1<) crí el co nju u to uy 1 ini i te cíe dich o conjunto en el espacio
Y 12, es decir, u’ x(K) c u
u
u
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x
Para probar la inclusión recíproca, basta con observar que wy(B) = flt>o{S(r)B, r > t}
junto con la propiedad topológica siguiente:
Si R c X c Y, y R es relativamente compacto en PV, entonces la adherencia de R
en X y en Y, coinciden.
u) Basta observar que el conjunto {S(t)K, t =t1 > O} es relativamente compacto en
PV,, ‘— Xk.Q
Teorema 2.2.1 Supongamos que estamos bajo las notaciones e hipótesis del Corolario
2.2.3, con Ji E C” n > 1 verificando (1.5.9). Sea 8(t) el semigrupo generado por las
soluciones del sistema (1.1.8) en PV = VV»”’ Y tv»—
t”’ conp # 1 sin = 1, ¡o =~ si
n 2 y PV ci (n — 1)p paran > 3.
Entonces si 8 = 0, 8(0) posee un atractor maximal compacto y conexo que atrae a
los acotados de PV.
Además el atractor coincide con el atractor maximal. A, en H¿ Y L2 dado por el
Corolario 2.1.1, con A = W~(E), es decir es el conjunto inestable asociado a los puntos
de equilibrio del sistema (conjunto E.)
En particular si E es un conjunto finito, para toda (y(t), ti(t)) solución del sistema
(1.1.8,>, eriste un punto de equilibrio (yo, tic) E E. tal que:
(y(t), ti(O)) — (yo yo) en PV — It/~”’ Y 1V»1”’ sit—oc.
SiR N o 8 = P, dado ni > 0, 5(0), t =O posee un atractor maximal, compacto y
conexo en PVm = w»P Y {v £ IV»)”’, 1 f
0 til =m} que atrae a los acotados de Xm. Además
este atractor coincide con el atractor maxirnal. Am, en Ym H¿ Y {ti E 12,1 f0 v~ =m}
dado por la Proposición 2.1.1.
Demostración:
Por simplicidad en la notación consideraremos el caso 13 0.
Sabemos por el Corolario 2.2.2 que A es un conjunto invariante, compacto y conexo
en PV W»”’ Y VVEíP. Además por el Corolario 2.2.3, A atrae a los conjuntos acotados
de PV, por tanto si vemos que es maximal habremos terminado la demostración.
En efecto, sea A’ c PV un conjunto compacto e invariante, es decir S(o)I< = 1< en
PV, teniendo en cuenta ahora que Y — lV~’ Y ‘ Y ya que p 2N1) D H¿ 12, N+2(n—i)
con inclusión continua y compacta. se tiene que 1< = 8(0)1< c H¿ Y 12, es decir K es
también un conjunto compacto e invariante en [I¿ Y 12. y como consecuencia se tiene que
1< c A.
ql
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Como el conjunto ir — hm i te. (le cualquier solución está contenido en E, 311, ¡611, si £
es finito, entonces eh conjunto U’~ L2 ({ (y(t ), u (t) ), t =0}), es un punto de E. Aplicando
ahora el Corolario 2.2.4 apartado i), se tiene que
Wy({(y(t), ti(t)), t =O}) = w¡PXL2({(y(t), v(t)), 1 =0}),
o
se concluye la demostración del Teorema. m
A continuación vamos a estudiar el comportamiento de la solución que parte de un
dato inicial en Y — ¡VE” Y W3 “, para el caso en cl que no estamos en las hipótesis del
2N
Teorema anterior, es decir, paran = 1 y pci 2o bien n = 2,V >2 y 1 <pci N+2
Proposición 2.2.2 Considerarnos el espacio Y = I1’’~~ YE U .n = 1,2 y la aplicación
Ji £ C» verificando (1.5.9). Supongamos que se verifica además alguna de las siguientes
condzczones:
n = 1, 1 ci ¡o < 2 y Ji ver?fica las hipótesis del Corolario 1.4.2.
u) n 2, PV > 2, 1 < ¡o ci y Ji verífica las hipótesis de la Proposición 1.4.!.
Consideramos i< un conjunto acotado de Y veríq.cando algun.a de las siguientes
condzczones: t
a) Existe 11 > 0. tal que S(t~)I< C 11) Y ¡4. es acotado.
b) Existe t~ > O. tal que el conjunto
{S(o)K, 0= 0 =t4 c 1
es acotado en Y.
Entonces el atractor maxirnal en H¿ Y 12. A. si 13 = 0. o Am si 8 = PV ó P dado
por la Proposición 2.1.1 atrae al conjunto 1< en la topología de Y
Demostración: t
Consideraremos el caso 13 = O.
En primer lugar observamos que si 1< verifica b), como consecuencia de la Proposi-
cion 2.2.1, se tiene que 1< verifica a), por ta.ííto bastará con prol)ar el resultado para este
caso. u
Elegimos q y PV, tal que PV — l¶j~ Y Uj Iq verifique las condiciones (leí Corolario
2.2.3 y tal que PV — Y.
Si 1< verifica a). consideramos el coííjunto IC~ = 5(11)1< C PU Y 12 y’ (le nuevo por
la Proposición 2.2. 1, el conjunto. ~<2 = 5¼)A’ = 5 (o + E A es un conjunto acotado en
PV , para e > 0. Dc esta forma. cOhilo con secuiencia del Corolario 2.2.3. se tiene (lite
Jis/y (S’(í )K
0. A) —. O si O
e
u
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y como X ‘.~ Y, también tenemos
disty(S(o)J<, A) — O si t oc.~
Proposición 2.2.3 Supongamos que se verifican las hipótesis de la Proposición 2.2.2.
Entonces el atractor masimal sobre HA Y ¡4, A (respectivamente A».) dado po#’ el Coro-
lario 2.1.1, atrae a todos los conjuntos compactos de los espacios Y (respectivamente Y».),
definidos en la Proposición 2.2.2, en la topología de estos espacios y es el mayor conjunto
compacto, conexo e invariante con esa propiedad.
Demostración:
Consideramos B = O sin pérdida de generalidad.
Queremos probar que A atrae a los conjuntos compactos de Y, para lo cual basta
con probar que si 1< c Y, es un conjunto compacto, entonces 1< verifica la propiedad b)
de la Proposición 2.2.2. De esta forma, aplicando dicha Proposición 2.2.2, se concluye el
resultado.
Vamos a probar dicha propiedad por reducción al absurdo. Supongamos 4ue 1< no
verifica b), entonces para todo t1 > O y para todo n E IPV, existen s ci 6 y u E 1<, tal que:
Por lo tanto, podemos tomar s» —‘ O. n — oc y u,, = uÁs,., n) E 1<, tal que
¡¡S(s,1)u»¡¡1’ =n. Teniendo en cuenta ahora que 5 : 11V Y Y t Y es un semigrupo
continuo, junto con la compacidad de A’, se deduce la existencia de u E K~ tal que
u» — u y S(s,,)u» S(O)u = u, (tomando subsucesiones si fuera necesario), y entonces
= oc, lo cual es absurdo. m
Observación 2.2.1 Bajo las notaciones e hipótesis del Corolario 2.2.3 y de la Proposi-
ción 2.2.2, tenemos que A atrae a todos los acotados de PV, los compactos de Y y a todos
los acotados 1< que verifican alguna de las hipótesis de la Proposición 2.2.2. Observamos
además que si 1< GI, r W”’ Y WíP conn=l,pci2on=2,PV>2y1ci~ci 2ND N+2’
es un acotado que no verifica las hipótesis de la Proposición 2.2.2, entonces se tiene que:
i) Para todo O > O y n C ¡1V, existe u E A’. tal que ¡¡S(t)ubH~XL2 =n.
u) Para todo o > O y n c PV, existe u C 8. tal que ¡¡S(t)u¡¡y > n.










ESTABILIDAD LINEAL DE LOS
PUNTOS DE EQUILIBRIO
CAPITULO 3
ESTABILIDAD LINEAL DE LOS
PUNTOS DE EQUILIBRIO
Por la descnípeton del attactoí hecha antet ioímente el estudio de los puntos de
equilibrio ir su estabilidad es clave para comprender el comportamiento asintótico del
sistema.
Observamos de nuevo que si 8 = PV ó P y (y(o), u(t)), es la solución del sistema
(1.1.8), entonces (1.5.5) nos dice que
fu(o) = fu(o)
es decir la masa se conserva. De esta Forma, si rn0 = fn tio, el conjunto
YÓno) = {(y, u) c 1113 Y ¡4, fv=rno}
es un hiperpíano afííí invariante para 8(t), que contiene al punto de equilibrio (yo, ti0).
donde 5(t) es el semigrupo definido por el sistema (1.1.8). Por eso con estas condiciones
de frontera ningún punto de equilibrio puede ser asintóticamente estable en 1113 Y L~, pero
sí que puede serlo en Y(mo). Por esta razón los resultados sobre la estabilidad asintótica
de los puntos de equilibrio de (1.1.8) con condiciones de frontera PV o P, se referirán
sieml)re al hiperpíano añil Y (mo).
3.1 Ecuaciones linealizadas
En esta sección fijamos ¡o = 2, consideramos PV ci .3. — en 12(9) (o L~a(Q))
dependiendo, como en las secciones aííteriores. cíe la condición cíe contorno y notaremos
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u
por (yo, Go) C 1113 Y L2U un punto de equilibrio del sistema. (1.1.8), es decir, (yo, u0)
verifica las siguientes ec~iaciones:{ —ki~Byo + Ji(yo) -j- bsoo — ay0 = 0 (311)
—ko/SUyo + e/SUyo = O u’
Vamos a estudiar la estabilidad lineal de (yo’ uo), para lo cual linealizamos el sistema
de ecuaciones (1.1.8), en un entorno de dicho punto. Para ello, vamos a probar en primer
lugar el siguiente resultado:
u
Lema 3.1.1 Supongamos que Ji e C
2(ll?) y si PV > 1 verifica también las hipótesis del
Corolario 1.4.2. es decir (1.4.2), con r tal que r > 1 si PV = 2 y 1 =r ci 3 si N = 3, y
ademas
¡h”(s)¡ =C’( 1 ~j—
5¡Plr—2~I) U(3.1.2)donde [r —21 representa a la parte entera de y —2, y E’ es una const ante positiva. Entonces
la aplicación
u
es diferenciable Prechet y Dh
0(yo) e 2(1113. ¡4) viene dada por. Dhe(yo)~ = Ji’(yo»4. es
decir,
hm ]¡Ji(yo •-l- d} ) ¡‘(yo)
—
=0
Iki,,t —0 II ¡¡5
con III] = ]¡.¡¡~~ . e
Demostración
En primer lugar, la aplicación que a cada •y E 1(13 le hace corresponder Ji’(yo)y en
o
L ~ , es una aplicación lineal ir conti uit aya que por la desigualdad de l’lólder u
6para algún C > O, para todo q, q’ > 2 tal que 1- 1 si ‘V ci 2 y para q = —~‘ yq q’ 2
1q in Soboleir.
q = q—2 = 4—2r si PV = o, ya que poí tas inclusiones de tenemos que Hl ‘-. L q u’
Upara todo q tal qtíe 1 — ~ =— es decir siempre que q = 2
2V Por lo tanto si PV = 3,
- o
se ha de verificar q = r
1i =6 y q’ ½= r ~ 6. lo cual es consecuencia de r ci 3.
Ahora, si fijamos yo, di £ 1113 u £ Q. entonces
U
-1— u) — /í.(soo) h’( o)u¡(x) ¡h’(oj(x) — h’(yo)(x)]di(x)
cori •w ~ ) = •yú(.r ) 1— 0(r) y (a;) ir 0(x) e 0. 1],
u’
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Análogamente,
Ji’(4’1 )(x) — Ji’(yo)(x) = h”(02(x))[dit (x) — soo(x)¡ = Ji”(4’o(x))O(x)4 (x)
con 4’o(x) = yo(x)+6(z)V’dx) y 6(x) e ro, 1), i.e. 02(x) = (1+6(x))yo(x)+6(x)O(x)Ú~(x).
De esta forma, se obtiene
¡¡Ji~po + 4’) — Ji(yo) — Ji’(yo)4’¡¡ = ¡¡Ji”Qp2)04¡¡ =¡¡Ji”(4’04’2¡I
ya que ¡¡6¡¡~ =1. Además, si PV = 1 entonces 1113 c L~ con ¡¡4’2I¡L~ =2¡Iyo¡¡L~+¡IV’¡Ic~
y por tanto
¡¡Ji”(4’o)4’2¡¡ =¡I/~”(V2)¡ln~H4’l¡i4 =ci ¡¡h”(V’2)¡¡rAhP ¡¾
donde ci es una constante positiva. Si PV > 2, entonces por (3.1.2) existen ~ con i E {2, 3}
tales que
¡¡Ji”(-02h02H =c2¡¡ 01114 + c3¡h/3O ¡¡ Lq ¡[tp’ ¡j7>
t o
con ¡o = 6, q = 6 si PV = ¾para todo q, ¡o > 2 tal que ~ + z = ~ si PV = 2.
p -Puesto que k&21 =2¡soo¡ + ]4’ ¡ y por las inclusiones de Sobolev, en todos los casos, si
4’ e B~t(yo, U), bola en 1113 de centro soo y radio U, existe c
4 > O, constante positiva tal
que
Aplicando este resultado tenemos:
Corolario 3.1.1 Las ecuaciones (1.1.8), linealizadas en un entorno del punto (yo, yo)
vienen dadas por:
1 yí — k~/S¡y + ¡h’(yo) + b]y — ay O
¼—ko/SnO+ c/S8y o (3.1.3)
o en forma matrzczal:
(3.1.4)
con
‘4- [Ji’(yo) 1- b]I —al
= ( —k~/S~ c/S8 —ko/SU ) ~ (3.1.5)
Vamos a ver a contínuacton, algunas pt’opiedades del operador AL.
Proposición 3.1.1 AL es un operador sectorial en el espacio L~ Y H~I, con dominio
Hñ Y 1113 y con resolvente eosnpacta. En particular, o}AL) = ap(AL) = con ¡jt,,¡ j
oc.
u’
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Se tiene tu/cinas q zie dudo (q . ti
1 ) £ 1-1 Y L 2 rna ‘ sis tema Uexiste unica solución del
(2.1.2), dada por ( ) = c”~L~ ( “‘ ) donde ¿“~‘ representa el sesnigrupo analítico
generado por —AL. tal que (y(O), ti(O)) (son vi), verzficando (2.1.2,) como una igualdad
en el espacio L~ Y y tal que u’
(y, ti) c C
0(0, oc, Hf Y 11k’) para todo -y £ 11? yy,v E C~((O oc) Y O).
Demostración:
Vamos a demostrar que AL es un operador sectorial aplicando el resultado de per-
turbación dado por el Lema 0.1.3 del apéndice. Con esta finalidad descomponemos At
como suma del operador AR definido por (1.2.2), esto es:( —kl/SU —al
e/SU —/~‘~/S~~ ,) U
el erial es sectorial sobre esos espacios. segun vimos en la Proposición 1.3.1. y otro que
esta en las hipótesis del Lema 0. 1 .3, t:o mo proba tenios a co ¡itt it ííacíon.
E ti efecto, p3deíííos escribir A r A ~ + 2 con
jt) ( DH(yo)y ) = ( /í’(yo)y’f- by ) u’
y por la Proposición 1.3.1, tenemos que ;i~ es sectorial en YE = Y j.jA con dominio
YA 11~ Y 1113.
Por otra parte, 2 es un operador lineal en Y [J
5t cotí dominio
13(P) = {(y, u) c ¡4 Y 11$, Ji’(yo)y E
e Y4 = 1113 Y ¡4 c D(P).
E U ~‘ ~ es ‘t’
1’ el Lema 3
.ádemas la aplicación E : [fi Y 12 Y U aco.ac.a por .1. 1. De
esta forma por el Lema 0.1.3 (leí apéndice. AL es sectorial.
Por d lti mo 13(4 L) c L h Y 1B c<ni inclusión conip¿w ta, y por lo ta¡íto AL tiene re-
solvente compacta. En cuanto a la regularidad (le la su lii cién de (3. 1 .3), por un argrtmento
u’
usual (le bootst cap. tenemos que (y, o) £ (‘0(0, oc: ii] x í¡%-r— ) para todo y £ II?, y a
partir de aquí gracias a las inclusiones cíe Sobole\’. Letíenios (¡líe y. U E C~((O, oc) Y Q) m
Observación 3.1 .1 Pasa cada / > O. el semíy¡’u.po definido por el sís terna hnealízado
(2. 1.2) ti os p roporc¿o¡ra la dífere acial e u el partu (yo, Go) (leí Se ní¿grupo definido por el
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Por el principio de establidad linealizada recogido en el Teorema 0.4.1 del apéndice,
el estudio de la estabilidad del origen (0,0) en el sistema linealizado (3.1.3), nos informa
sobre la estabilidad del punto de equilibrio (‘yo, yo) en el sistema no lineal (1.1.8,). De
tal forma que la inestabilidad del origen se traduce en inestabilidad del punto (yo, yo)
y la estabilidad asintótica del origen nos lleva a que el punto de equilibrio (yo, ti0) sea
uniformemente asintóticamente estable. Por esta razón estudiaremos la estabilidad del
origen en el sistema linealizado (3.1.3).
Recordamos que si 13 = PV o P y por la conjición de conservacion de la masa dada
por (1.5.5), ningún punto de equilibrio puede ser asintóticamente estable en 1113 Y pero
sí que puede serlo en Y(ino). Por esta razón los resultados sobre la estabilidad asintótica
de los puntos de equilibrio de (1.1.8) con condiciones de frontera PV ó P, se referíran
siempre a la f’namsca en el hiperp lano <¡fin Y(mo)
De esta forma el semigrupo lincahzado OS(t.)(yo, yo) = eAL< deja al hiperplano
y = {(~.w) c u13 Y ¡4, 4w = o} = u13 Y ¡4
invariante. Por lo tanto bujo condiciones de frontera 13 = PV ó 13 P estudiaremos el
flujo del sistema linealizado en 1113 Y LL, es decir consideraremos las soluciones (y, ti) e
Y ¡4, del sistema linealízado (3.1.3), tales que ti(O) verifica
4 u(O) = 0. (3.1.6)
3.2 Funcional de Lyapunov linealizado 7L
Vamos a construir un funcional de Lva.punov, para el flujo del sistema linealizado,
7L, el cual determina propiedades (le estabilidad de (yo, ti
0).
Proposición 3.2.1 Suponqamnos que Ji(s) verifica las hipótesis del Corolario 1.4.3 junto
con (3.1.2), entonces elfuncional YL definido por
tlvso¡l koaYL(y o) = le1 ‘4- §—~¡u[¡2 ‘4- ¡ ~ (¡<(yo) -1- b)y2 — avy¡ (3.2.1)que se puede escribir cuino le
1 l~ b fa
FL(y. u) = —¡¡Vy -h — so)- (3.2.2)2 ~ j hwok 2
verifica las si.q u2en tes p rup¿educles:
it
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i) 74 es un funcio rial de Lyupuno 1’ paro. el jtajo <leí sistema lznealizado (3. 1.3), en el u’
espacio H¿ Y 12 si 13 = O y si 13 PV ó E> en el espacio H13 Y ¡4.
u) Además para toda solución (y(t), v(t)) del sistema (3.1.3), tal que si 13 = PV ó P
verifica Jj-~ ti(o) = 0, se tiene que
it
d .~ a
-¡jÑ¡sofL + —¡v!¡i~) + 4.Ft(y, ti) 0 (3.2.3)
e
donde ¡¡. ¡¡i representa a la norma en
Demostración: u’
i) Si (y, ti) es una solución dc (3.1.3), entonces h’(yo)y c ¡4 y y c 1113 c 14 implica que
c L1 (Q).
NI íd tiplicando la primera eciiacion de (3. í :3) por y, en 1. ~. y’ teniendo en cuenta
que (uy), = v,y -1- u y,, implica it
ju§¿=ijuso—Jso§ii
obtenemos it
ay . <ík~,, ., ~324~
a, -~ —{—hVsoJL -1- j[±(h’(soo) b)y atiy]} O.II—II- + jO t dO 2 n2
Ahora multiplicamos la segunda ecuación dc (3.1.3) por ~ (—/SU )1ti,. Observamos
e
que si 13 = O, (—/SD1’ está bien definido, pero si 13 = PV o 13 = P, entonces —/S~ no it
es un operador positivo, pero su núcleo es un espacio vectorial unidimensional generado
por las funciones constantes. Sití embargo. de (3.1.6) tenemos ~ ftv = f0 U, = O y por
lo tanto (—/SU)~’ está bieíí def’ttiido como un elemezito de [!~ con media nula, como ya
vi ¡nos en la seccio n anterioi e
len iendo en cuenta las piopí edades sobre operadores sec tori ales ir la escala de espa-
CiOS (le íotencias fraccionarias asociados. I31¡, tal y como vimos en (1.5.6). si A —/SD
en PV = 12 con dominio Xt = ~2 ~ o bien .4 —/S>q en PV = ¡4 con dominio
y
1 = 1f~ si 13 PV 6 P. sc tiene que
it
< AY,, G~ >=ci ..44Gt, A2G, >= ¡A’-~G,~¡2 = ¡[oj[~q (3.2.5)
—1con PV — = U U como conseclietícia. el í’esu 1 tado de rtu 1 tipí icar ( — /S ~)— ~ en L2U por ti,
es ¡ ¡[ú~ . De esta forma ollt.eitetuos U
0 ¿0 o f ¿G lev, 4
a1— -1- —~— ¡¡GiL =0. (3.2.6)e ¿¿ — Jeto 2e4/
U.
it
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Ahora, sumando ambas expresiones (3.2.4) ir (3.2.6). conseguimos
¡¡¡2 + a115ti110 + d u) = 0 (3.2.7)j—YL(so~
donde ‘
TL : 11¿ Y 12 ~ IR, o bien ‘TL :1113 Y 14 ~‘—~ IR si B = PV, 1< es el funcional
definido por (3.2.1) que se puede escribir como (3.2.2) por la relación entre los cóeflcientes
dada por (1.1.9). Por otro lado (3.2.7), nos dice que ¿PL es un funcional de Lyapunov para
(3.1.3).
u) Multiplicando la primera ecuación de (3.1.3) por y en L~ e integrando por partes, se
obtiene
Id¡¡¡ ~/[(Ji’() ‘4- auy~ + le
1 ¡¡Vy¡¡ = 0 (3.2.8)
2 dO ¡2+ b)y 2
Ahora, de nuevo por (3.1.6), podemos multiplicar la segunda ecuacion por





sumando ambas expresiones. (3.2.8) cotí (3.2.9), tenemos:
1<1 ¡¡2 a
0 ¡ koa + ~ 1’’
2dt + c”’>’ — ~aj yo + ‘ci¡ívyí¡ + J(n(yo -r oíy O
de esta forma se consigue (32.3)’m
Observación 3.2.1 La earpres~on (3.2.3), deja evidencia de la influencia del signo de TL
en el comportamiento asintótico de las soluciones del sistema linealizado, es decir en la
estabilidad del origen, también ligada como sabernos al espectro de AL, ojAL).
Vamos a probar a continuación que ojAL) c II?, a pesar de que no es un operador
autoadjunto.
Lema 3.2.1 Bajo las notaciones e hipótesis anteriores, se tiene que oj.4t> = UP(AL) G
IR.
Demostración:
Por la Proposición 3.1.1, o (AL) está formado únicamente por autovalores. Sea
> + ig e u(At) y (y = yí + iy
2. u = G1 + io2) e Y 12 (tespectivamente 1113 Y 14 si
B N ó E) una aí.itofíínción asociada a .X + zg. sabemos (¡110 entonces se verífica
+ i¡r); —leí/Sn; + (b’(yo) + 8); — ay{ (Á + ip)G — —leo/SflG + e/SE;
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itMultiplicando ahora la primera ecuación por ~ = soí — ¿yo en L2 (respectivamente
L~ si 8 = PV ó E>). obtenemos
(A + ip)J¡yh2 ,fj(It’(soo) + b)¡y¡2 — au~ + le-í ¡¡Vy¡¡2
eya que
—4 ki/Sy~ = le
1 ¡ VyV~ r kij¡Vyfl2
Multiplicando ahora la segunda ecuación por ~(—áv<tt en 12 (respectivamente
por Q(—/S8Y’D en 14 si 8 = PV ó 13 = E>) con ú = ti1 — ¿ti2 (ahora J-~ ti = O = f0 t~ se
obtiene:
—af yE +
122i ¡¡ob2 i(A +
e e
ir sumando ambas expresiones, tenemos




Por otra parte, teniendo en :iíeíí ta que G~ -1— y E £ II? se tiene que ¡¿ = 0, y de esta




27’L(y, u) = >(¡ks¡h + —¡Fo¡¡1i).m (3.2.10)e
En priníer lugar, vamos a probar un resultado que nos muestra, como el signo del
funcional ¿PL, rige la estabilidad del origen.
Teorema 3.2.1 Bajo las notaciones e hipótesis anteriores, se tiene que:
i) Si (yí, ti
1) es un punto de equilibrio de la aproximación lineal (3.1.3), i.e. es una
autofuncron asociada al autovalor cero, entonces ¿PL(yí, ti) = O.
u) Si 74 =O en Y L2 (respectivamente 1113 Y 14 si 13 = PV ó E>). entonces (0.0) es U
estable para (3.1.3).
iii) Si ¿PL > 0, excepto en (0,0), entonces el origen (0,0) es asintóticamente estable
para (3.1.2,).
iv) El origen. (0,0), es un punto de equilibrio inestable para (1.1.3). si y sólo si, el e
conjunto
/v! ((y, ti) £ Y L2 tal que ¿PL(y, u) < 0}
si B = O . y respectivam ente
it
A! = { (;, G) £ [/~ Y L7~. tal gire FL(;. G) ci 0}
si 13 = PV 3 2, es distinto del vacío,
U,
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Deni ost ración:
i) Ya que, por la Proposición 3.2.1, se tiene ~j¡¡so¡l2-1- ~¡¡u¡¡i1) + 47’L(y, ti) = 0, sí consi-deramos ahora un ptínto de equilibrio, (~ í , ti), entonces ¿Pt(yí ti
1) = O.
u) Si ¿Pt =0, de (3.2.10) se tiene que u(AL) > O. ir el origen (0,0) es estable.
iii) Si RL > 0, excepto en el (0,0), entonces de (3.2.10) se tiene que a(AL) > O, y como
consecuencia el origen es asintóticamente estable.
iv) Si el conjunto Al es vacio, entonces ¿P~ =O y tenemos estabilidad.
Más aun, si (yí, u1) es una función sobre la cual eh funcional RL es negativa, es decir,
¿PL(y~, ti1) ci 0, entonces de (3.2.3) se tiene que
+ O = —4¿PL(y, u)
dO c
y por (3.2.7) se tiene RL(so, ti) =RL(yí, vi) ci O. Como consecuencia la solución asociada
a ese dato inicial. (y, u) = JALI(yt, Vi) verifica
d a.
—(IlsoIL’ + —¡¡u¡¡:1) = —4R~(y, u) =—4Rt(soi, u1) > 0.dt e
Por tanto, si integramos la exh)resión anterior i’especto del tiempo t, llegamos a
a
+ ~1¡v(t)¡¡i1=¡¡y(0)¡j
2 -h —l¡v(O)¡¡z~ — 4¿PL(yi,vi )t Vt > O
e e
de forma que el segundo miembro crece con t.
Consecuentemente, el origen, (0,0), es inestable en Y y en cualquier norma
más fuerte. ~
3.3 Estabilidad e inestabilidad lineal
A continuación vamos a probar. que la estabilidad lineal depende del signo del primer
autovalor de un operador elíptico de segundo orden. De forma que la estabilidad de un
punto de equilibrio (yo, ti
0) va a depender de la primera compoliente yo y de b..
Teorema 3.3.1 Sea ¡<1 el primer autovalor de L0. donde Lo es el operador autoadjunto
en ¡4 = ¡4(Q) definido por
= —leí/Sa + Ji’(yo)l (3.3.1)
con dominto ti 7~. Frito ¡¿ces, se Licite que:
u.
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i) Si pi > 0. entonces (0. 0) es asintóticamente estable para (3.1.3) en Y 12
(respectivamente en 1113 Y t)~ sí 13 = PV 6 E>).
u) Si ¡~í O y 13 = O. entonces (0.0) es estable y no es asintóticaznente estable en
12 Y para (3.1.3).
iii) Si pi = O y 13 = ~V ó E>, entonces (0,0) es estable en ¡4 Y para (3.1.3), y u’
además si Ker(Lo) fl L~ = {O}, podernos asegurar’ que (O, O) es asintóticamente estable.
iv) Si (0,0) es inestable para (3.1.3) entonces el primer autovalor ¡u es negativo.
y) Si 13 = 0. (0.0) es inestable para (3.1.3) si y sólo si el primer autovalor es negativo,
Pi <O
vi) Si /3 PV ó E>, entonces (0,0) es inestable para (3.1.3), si y sólo si existe y E 1113(Q)
tal que
13(y) + j’~[j;lú < 0 (3.3.2)
it
con R(y) = ~ Lo;. so ~o donde < »o representa el producto escalar en Lj3 y y E 11j3.
La condí ción (3. 3. 2). e.s eq uií ole,>. te a. que el ¡o itxii e r auto> ‘alo,’ <leí opera <lo r o. utoa<lj unto
M0 definido por
AIo(y) = Lo(y) + ¿j-j so
sea negatzvo.
vii) Si 13 = ~V 6 E, el primer a utov<¡lo r’ ji < O y <¡dcii, 6.9 b ci ¡pi ¡ ento ¡¿ces (O, O) es
inestable para (3.1.3).
viii) Si 13 = PV 6 1< y existe y E [¡¡3 de ¡ned¡a nula tal que 2(y) ci 0. entonces (0,0) u.
es inestable para (3. 1.3). En partic ¡lar, se pue<le asegurar 1<¡ inestabilidad del origen en
los siguientes cas os:
a) Si existe una autofunción de L0 de media nula. asociada a un autovalor negativo.
b) Sí existen dos autoft¿nciones ortogonales de L0. ;~. i = 1,2 c 1113 asociadas a
autovalores p~, i = 1 , 2 con ¡t~ ci O y ¡<o ci O. r’espectiv<¡uírente. cori, la condición adí.c~on al
de que si P2 = O. entonces yo ti e u e títcdi a ¡¡o u <¡Itt.
D em os t raci ó n:
u.i) Si p1 > O teiíeínos
274k u) = 2(y) .¡- —HG — —$ ~ ¡oHt + a b > ~
— —soIl
b a b a
siempre que (y. u) / (0. 0). Como coiiseciiciicia del Teorema 32.1. el origen. (0,0) es it
aslnt.ot.ícanieiíte estable.
Veamnosalícía la dcínostracióií cíe íes apartados u) y iii).
U,
U,
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Sabemos que si Pi = O entonces por ser el primer autovalor, con cua Iqímier condición
de contorno se tiene que 2(y) > O para todo y £ 1113 y entomices R~ =O y por el Teorema
3.2.1 tenemos que (0,0) es estable.
Además si pi = O, ha de existir una autofunción asociada a pj, es decir, existe
soí C 1113 tal que
—k~/S~y~ + Ji’(yo)yí = O
y entonces se tiene que:
u) Si E = O la función (yí, £soí) E KerAL, como consecuencia en este caso, el cero
es un autovalor de AL, es decir, O E oJAL) y por tanto el origen, (0,0), no puede ser
asintóticamente estable.
iii) Para terminar la demostración, vamos a probar que si Ker(Lo) n L~ = {0}, entonces
no existe ninguna autofunción del operador AL asociada al valor cero.
En efecto, supongamos que existe (yí, u>) £ 1-113 Y ~L tal que AL(yi, ti1) = O,
entonces por (3.2.10), se tiene que FL(yí, vi) = O y por tanto /1(yí) = O, es decir soi E
Ker(Lo), y además ¡luí — ~soi¡¡2= 0, de donde soí = ~Ví. Como consecuencia se tieneque soí E Ker(Lo) n = (O}. i.e. (soí. Vi) = (0,0), de donde se concluye que ¿PL > O y
OJAL) > O, es decir (0,0) es asintóticamente estable.
Pasamos ahora a probar los resultados sobre la inestabilidad.
rftnemos que /1(y) =-< Loso, y s-o= le, ¡~Vy¡[2 + f0 h’(yo)y2 y entonces pot> (3.2.2)
a2 b
2RL(so, u) 2(y) ‘4- —¡¡u — —y¡L ci 0 (3.3.3)
b a
si y sólo si
b ., b
¡¡u — —soIL ci ——sR(so) (3.3.4)
a
con la condición adicional de que fe ti = O si 13 = PV ó E>.
iv) Si (0, 0) es inestable, por el Teorema 3.2.1, el conjunto
.4! = {(y, ti) E 11¿ Y 12 (1113 Y ¡4. B = PV. E) tal que RL(y, ti) ci
es distimíto del vacío, lo que implica la existencia de una fíímíción y tal que 11(y) ci 0, lo
erial a su vez, equivale a decir que el primer autovalor del operador Lo es negativo, es
decir. p, ci O, ya que por el principio del mini— maN:
Pi = rn,’n{ ¡Isol¡2 .y E 1173 con ‘y ~fO}.
y) Teniendo en cuenta el apartado anterior, bastará. coíi probar que /.t í ci O es una condi—
cíoíí suficiente cíe inestabilidad. lEn efecto. si ji., ci o existe y E íI¿ tal que 2(y) ci O, y
u.
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ub bpor (3.3.4). para todo G c 13 B(—y. e) donde 13 es la bola en 12 de centro ;so y radio
6 con c = — ~/1(y). se tiene que Rt(y, u) ci @, ir aplicando ahora el apartado iv) del
Teorema 3.2.1 se obtiene el resultado.
vi) En primer lugar observamos que el cuadrado de la distancia de ~y a ¿2 es ()2~~~¡ ~ ~l2’
En efecto, para todo w £ L2, se tiene que
(w —
con ir — ir en el subsepacio ¿2 y f0 w en el subespacio ortogonal a y en u’
~ Jo ¿2
particular se tiene que





a a Ql Jo
De esta forma existe u £ § conf0 o = O verificaiido (3.3.4) si y sólo si (~)2j~’1j f0 sol2 cih
a2 /1(y) o equivaleíítemente si se verifica (3.3.2).
Por último observamos que 9.3.2), equivale a su vez a la existencia de y tal que
b r.,
-< Afoso. so >-o= /1(y) -¡- (¡4 ci 0.
QL/o u.
por lo que de nuevo por el principio <leí ni i mí i— rnax. se com ícluye el resultado.
vii) Si 13 PV ó E> y’ /tt ci O veamos que existe y 6 [1% verificando (3.3.2), (en particular
/1(y) > 0). En efecto, considerarnos y c íf13 auitofuíícioii del operador L
0 asociada al
autovalor t~i ci 0, cíe donde /1(y) = ¡t1 ¡yJ¡2 y’ (3.3.2) es eqíiivaleíite a ci u’
~ It sol2 ¡p~¡¡¡y¡¡2,teniendo en cuenta ahora que ¡ 5 y =¡Q~ ~¡~y [¡ir b ci ¡pi¡, se concluye el resultado.
viii) Basta con observar que si ,f0 y = O ir 2(y) ci 0. emiromícesy verifica (3.3.2).
a) Sea y de mcdia iiu la. asociada a ,¿ ¿ ci o. entoí ices 2(y) ¡~ ¡ ¡y ¡¡2 ci 0, por lo que
y verifica (3.3.2).
b ) Sean y,. i = 1 2 au tofo n ciones ortogo>> ales de Lo aso ciadas a Pi < O. fin < O,
respectí x’ansente, tal <¡uie si p~ 0. en onces ~.- no tiene inedia nula. Con si (leramos ahora
la fu nción y ci; ‘1— d;2.v se tiene que
2.(y) c
2p
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Podemos suponer que y í tiene media no unía ya que de lo contrario estaríamos en
las hipótesis del apartado anterior. Por tanto eligiendo ahora c y d para qué y tenga
media nula, es decir
c = fo y2
—df yí’
se concluye la demostración.m
Corolario 3.3.1 Con las notaciones e hipótesis anteriores, se tiene que:
i) Si h’(yo) =O sobre Q, entonces (yo, tio) es asintóticamente estable.
u) Si B = PV ó E> y la funcion Ji’(yo) tiene media negativa, verificando además que
b¡Q¡ + fo Ji’(yo) ci O, entonces (yo, ti0) es inestable.
Demostración:
i) Si Ji’(yo) =0, entonces ¿PL(y, ti) > 0. Más aun, ¿PL(y, ~) O si y sólo si ¡¡VyI¡2
10 Ji’(yo)y2 = J}¿av — by)2 = O, lo cual implica que y = ti = O en cualquier situacion.
En efecto, si 13 = O, y es constante y’ por tanto nula al igual (jltC u, y’ si B = PV ó E>,
entonces y es constante y por tanto ti = ~y es constante y de media nula, por lo que ha
de ser la función constantemente nula, al igual que y.
De esta forma ¿PL(y, u) > O para todo (y, u) £ 11¿ Y L2(respectivamente 1113 Y
¿2 si 13 = PV ó E>) excepto en el (O, O). Consecuentemente OJAL) C Jfl~ y (ro, yo) es
asintóticamente estable.
u) Este resultado se obtiene fácilmente del Teciema 3.3.1,ya que si f0 Ji’(yo) ci O, entonces
podemos tomar y = 1 c 11)3. de forma que /1(y) =-< Loso, y >-o= 30 Ji’(yo) ci O, y
como consecuencia ¡¿i ci O. Para conluir la demostración basta con probar que existe
ti E BÑ~, —~/1(y) ya que entonces RL(y, ti) ci 0, y aplicar a continuación el Teorema
3.2.1.
Por otra parte vimos en la demostración del apartado vi) del Teorema 3.3 .~1, que la
existencia de ti está asegurada siempre que exista y verificando (3.3.2), tomando de nuevo
y = 1, equivale a b¡Qj + f~ h’(yo) <
Usando las técnicas de ¡401, vamos a ver que si trabajamos con condiciones de
frontera de tipo Neumann, en dominios especiales y para valores del parámetro b suficien-
temente pequenos, las únicas soluciones que hsucden ser estables para nuestro prol)lema,
son las constantes.
Teorema 3.3.2 Bajo las hipótesis anteriores supongamos que Q es un dominio convexo
Ji c C~ , teneiiros condiciones de contorno <le tipo Nemnnann, E PV , con b ci ¡ pi ¡ donde Pi
u,
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representa al primer autovalor del operado L0 —le1/S.~ + hNyo)I, y (yo 00) es un punto U
de equilibrio para (1.1.8), con y~ función ¡¿o constante. Entonces (yo, ti0) es inestable.
Demostración:
Por ser (yo, uo) un punto de equilibrio para el sistema (1.1.8), ha de verificar el
sistema (3.1.1). Teniendo en cuenta ahora que B = PV, de la segunda ecuación del sistema
se tiene que —k2ti0 + cy0 = byo — ati0 A con A c IR, lo cual implica que yo E C
3(Q)
ver í fi ca
— kí/SNyo ‘4- h(yo) 4- A = 0. (3.3.5)
lo que nos permite aplicar ¡4oflTeorema 5.1. pag 4401, para probar la existencia de un
aíítovalor negativo del operador Lo = —leí /S,v + Ji’(yo) 1, por tanto fil ci O, lo cual junto
con b ci Pi ¡ nos permite aphica.r el rl~eoreríía 3.3.1 para concluir la demostración.m
it
Observacion 3.3.1 Si PV > 1 el resultado antenor es cierto para dominios que sean












Recordarnos que (~, u) E f-!~ s< es un punto de equilibrio (solución estacionaria),
del sistema (1.1.8>, su verifica:
-f-h(y> +bp — ay O{ —k1~~ —ko~sv + CáBY = 0. (4.0.1)
Si 8 D el sistema (4.0.1) es equivalente a:
O{ —k4¡yp = by (4.0.2)
ysiB=NóPa
— kl~By + h(y) + A = 0 (4.0.3)
con A E IR tal que A = — aun
En esta sección vamos a estudiar la existencia de soluciones estacionarias no cons-
tantes respecto de la variable espacial. Para ello veremos en primer lugar condiciones
necesarias para la existencia de dichas soluciones en un dominio Y-dimensional. A con-
tinuación abordaremos el estudio del número de estas soluciones estacionarias en el caso
unidirnensional, estableciendo el correspondiente diagrama de bifurcación, respecto dcl
parámetro A. La técnica ut;ilíza.da para la obtención de este diagrama es la denominada
técnica del “disparo.
Buscamos soluciones en función dc A, de forma que no prefiJamos el valor de f0 y,
sino que “movemos’ A y buscarnos soluciones ~ y(A), u = u(A) = ~(bp(A) — A) con
Lv = hfny— ~lQI.
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lEn primer lagar varncs a ver cual es el cliarra¡iia ([lIC ¡tos representa el numero cíe
soluciones estacionarías c(>1¡staliIes.
4.1 Soluciones Estacionarias Constantes
8 tipo nga¡nos (¡Ile h \eri fica además las lii p¿tesi s del Corolario 1 .4.3, las siguientes
propiedades:
ji. (y.)
It E (‘—(II?> con Mro ini > (Y Ii(O) = 0. ¡<(0) < (5 y sgn(/<’(hí>) = sqn(n)
u.—. E’ ¡1
8ííío¡íciren~os también c~iie la fíííícié¡í It alca¡iza el máximo local 011 si
(4.1.1)
< O con
= —h(s í) < 0. y el ¡mni¡no local ~ .5n > O con </2 —h(s~) > 0. De esta forma la
gráfica de la fííííc¡oíi y = It(s) viene dlacl¿í 1)01 la figura ‘1.1.
Observemos que si U = D la é ea sol u eíé,n estacionaria constante es y 0. u = 0,
vsíl3=Nó P las soluciones esl,auioííarías constaitles solí de la forma (s. ~s — E 11$
con s y A tales quío li(s) A O.
Proposición 4.1.1 SYpou.qoraos /3 ..~ A J 9.




lígnía ~1.1: O ¡aNca de Ii
e
u’
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>‘:
A
figura 4,2: Diagrama de bifurcación de las soluciones estacionarias constantes
b) Si A = d~ 6 A = líQ. cnt o ¡íces exLst en. <Los soluciones estactonurra.s constantes (si(A). ~s~ (A) —
= 1,2 las cuales verifican lt’(st) 0 y h.’(s~) > 0.
c) Si A E (d1, d0 ) entonces existen tres so/acto a es estacionarias const cintes (s1 (A) 1 ~ (A) —
~iji—l, 2.3 con st ven¡¿fico.ndo que h’(st) > O pura ¡ E fI. .3}. It’(s~) < 0, st < 0. s~ > O
y sgn(s~) sgn(A).
Ademas se itene que sí h’(s(A)) = O entonces, la solución estacionaria asociada
(s(A), s(A) — ~), es asíntotreamente estable en el espacio !!~ 5< {v E L~, .J’0 u = m}
con rn = i~ijs(Á)b — A), y supuesto que ¡Y(O) + b < 0, si It’(s(A)) < O verificando que
b + It’( s(A)) < 0, entonces la sol ¡tetón estacto ¡¡urja osocí ct<la es inestable.
Dernostracion:
Basta observar ú~tie las solí.¡eíones estacionarias constantes están en correspondencia
biunívoca con los ceros (le y It(s) i— A y apI icar el Corolario 3.3. í para concluir que si
h’(s%) > 0. entonces la solución estacionaria asociada a s~ es asintóticamente estable (en
el espacio correspondiente). y en caso contra rio. siemp re que b j- It’ (st) < 0, la. sol ucion
asociada es inesta1jle.~
le ticmos así cl siglí i en te (Ii ag ta ma (le l. í En ¡cacié ¡ de sohí (:1oiies estacionarias cons—
tantos para B = Y o 13 = 9. represen tiaclo en la figu ra .1.2.
A continuación xaníús a ver condiciones bajo laS cuales las únicas soluciones esta-
cionarias <le nuestro pvobleiiia son las constantes. para lo (nial supondrenios (¡tic It \erifica
d1 ~2
u:
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u.
además las hipótesis del Corolario 1.4.3. es decir si AT > 2 entonces
h(s)¡ =0(1 4- ~r),ít(s) ¡ =0(1 + ¡B¡rt ), O > O
con r > 1 arbitraria si N 2 y 1 < r _ $~ si PV > 3. Observamos que estas hipótesis
sobre el crecimiento de It nos permiten afirmar que It lleva HL en LL. t
Algunos resultados similares para el caso en <¡tic It es un polinomio cúbico se puede
ver en [20¡.
Proposición 4.1.2 Sea 1< verificando las Itípótesis anteriores. u.
1.- Si B N ¿ P y se verifican además alguna de las siguientes condiciones:
i) A c LI? \ (d1, (12).
u) A E (d1 do) y k1 Mí ~- ¡Y(O) > 0. siendo í~t primer autovalor positivo del operador
—AB en (2, es decir, ¡¿¡ ruin ,ú-n’ ¡~ u¡ 2
~ — donde fu j~-j- fu.
Entonces, las untcas soluciones estaczonan¿as del sistema (1.1.8) son las constantes.
IlVulh -
2.— Si B r I~) y k1pí -t—h’(0) > 0. con I’í = ruin 11~~ E] >< ¡2 entonces las unícas soluciones
estacionarias del sistem a (1. 1.8) son las cons 1 antes.
Demostración:
1.— Supondremos <fue 13 = PV. análogamente se prueba el caso B — P.
Consideramos el caso A > d0. análogamente se prueba el caso en el que A < d1.
Razonaremos por reducción al absurdo. Sea s, la <¡ni ca solución estacionaría cons—
u.
tante, dada por la solución de A + It(s) = 0. Sca; una solución estacionaria asociada a
A. De esta forma (y, u) = (y, ~(by — A)) C flt ~ fl~ verifica (4.0.1). de donde
— kt=ÑY4- h(y) 1- A 0 (4.1.2)
y por tanto multiplicando (4 1 2) poi u (1 5 = •,r(x > — s. se tiene <jííe
k1 4 sv;vv 4 It(y)u .f- A ¡ti = 0.
teniendo cii cuenta que A = —It(s) > Vy Vn, obtenemos
k~ ¡ Vn¡2 -¡— ¡[It(u. i-s) — h(s)¡¡¡ = 0. (4.1.3)
Observando aliora la gráfica de h..v teiticí ido en citen ta cjne A — It(s) > do, se
tiene que si u > O. etúon ces It (u + s ) =It(s) y si u < 0. cii to nces It (u 4— s ) < It(s).
Como consecííeítcia. f
0[h(u 1— s) — Ir(s)]u > 0. y por (4.1:3), se tiene que ¡Vu¡ 0,
de don cje t.ei <dna mc>s (pie u cf e. lo c ti al <u 1)1 ca (¡líe y It a cíe ser también constante y
por tanto igual a s. lloica solticion cotísí tille <Mí C5til sititacton.
u.
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u) Supongamos que A E (d1 ,do) y existe y, tal (¡Ile verifica la ecuación elíptica:
—k¡áNy + b(y) + A 0.
Multiplicamos ahora dicha ecuación por u = y — 9?, donde 9? = ~ f0 y, de forma
que f0 u 0, y obtenemos que
1c1 4 ¡Vu¡2 + 4 h(y)u = O
lo cual teniendo en cuenta que u tiene media nula, es equivalente a
k
1 4 ¡Vz¡2 + ji Jh(u + 93) — 1493$ = 0.
Por otro lado fijado x E 9, existe ft(x) = 9? 1- O(x)u(x), con 0(x) c [0,1] tal que,
It(v. + 9?) — It(9?) = It’[ú(x )ju.
Además por sgn(h”(u)) = sgn(u) la función y It’(u) tiene un mínimo en el origen,
y por tanto por el Teorema del valor medio, se obtiene que
j[h(u -1—9?) — íi(9?)h¡ — 4 h’[v(x)¡vs =ji h’(0)u2.
Teniendo en cuenta ahora que u tiene media nula, por la desigualdad de Poincare
se tiene que
¡¡Vii2 =y’ ¡ &Como consecuencia se tiene que:o > (k,y¡ + íí’(0)) j u2
por lo tanto u 0, ya que k
1¡í1 + It’(0) > 0. o equivalentemente y = 93, y por tanto y es
constante.
2.- Si B = D, supongamos que existe y verificando la ecuación elíptica:
—k1A0y + It(y) = O.
Multiplicamos ahora dicha ecuación ~0 ry.v obtenemos que
k1 4 Vy~ b(y)y = 0,
Por el Teorema del valor medio se tiene que /í.(y) = ¡<(0) + It’(~,)y = h’(~)y ya que
It(o) = 0, de donde teniendo en cuenta de nuevo que It’ tiene un mínimo en el origen, se
obtiene h(y)y > It’(0)y
2. y por tanto al)licando la desigualdad de Poincare, se tiene que
o > (k,¡,.
1 + í~Á0)) j y
2
por lo tanto y O. ya que k,
1,, -j- ¡Y(O) > O. m
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Observación 4.1.1 Recordando las definíctones de Li. y It1. del prírtíer capítulo (1.1.9),
vemn os que la segundo. hipótesis se p ocde erp tesar coro o ~ — ~ . De esta forma queda de
PI
mnanzfi esto, cómo lo existencia de soluciones estacionarias no constantes para el problema
descrito por el sistema (1.1.8), está relacionada con el espesor de la región de ínterfase
e,
4.2 Soluciones Estacionarias con B = N en 9 = (O, L)
En [16j se estudia un problema análogo para B = D y en [59] se trata el caso en el
uque It es un polinomio de grado tres.





u.{ :6<17, y’(L) = O
A, A c II?
Si introduci ¡ííos el cambio cíe escala ciado por ij = tv L entonces 93(y) =
y(:r) verifica:
e
—(It(9?)-A) =0 . yE(0,L’){ 93’(O)= 9?’(L’) 0.
Renombrando y = :r , L’ = L y 9?. = y, el problema consiste en l)uscar (y, A) E y ff7
solución de 1 u
(Ps) y”(x)—hÁ(y) = O . a: E (O, L) (4.2.1){ y’(0)=y’( L) = O
con It~(y) = h(y) -1- A y L dado.
De esta forma para cada solución (y. A) de (4.2.1) tenemos (y, ~(by — A)) solución u
estacionaria del problema dado por (1.1.8),
Supondremos que 1> E ¿(II?) verifica (4.1.1). y queremos resolver (4.2.1) para lo
cual consideramos el sistema conservan xo:
{ ¿ /íW) (4.2.2)
en el que teiíenios z — It ~(y);’ = O de doí 1 <le se deduce q ile y \eri fi ca la ecuacíd ¡> cíe
conservac ¡oit cíe la eu erg ía u.
1— Us ( 5 = E eo¡ ¡sta í¡te cíe energía.
u.
VA
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con la función potencial H~(y) — f& h,~(s)ds — H(y) — Ay donde U (y) — fV It(s)ds, y
E constante (valor de energía). tal que E — 1-I~(;) =0
Observando el diagrama de fases para el sistema conservativo (4.2.2), representado
en la figura 4.4, junto con el primer apartado de la Proposición 4.1.2, se tiene el siguiente
resultado:
Lema 4.2.1 a) Una condición necesaria para la existencia de soluciones estacionarias
no constantes. c ualqu¿era q ¿e sea el talo r <le L . es que A E (d , <¡2
b) Fijado A E (d142) los valores de energía E que nos proporcionan órbitas correspon-
dientes a posibles soluciones estacionarias no constantes, son:
‘¡A(s2) =E =min{ Uá(st). UA(52)}
donde s~ son los ceros de hA tules que < O y s~ > O son ,nó¿rímos
es el mínimo relativo con sg u (st = sgn(A). m
Lerna 4.2.2 Para estudiar
fijado A E (<fi . (lo) podeio os
decir. s~ = O.
Arelativos de H~ y SQ
el n tunero de solocto nes est acto no ci os no constantes en (4.2.1),





fi cruza ‘1.3: liíncío¡í potencial I1\ para A > Oo
Demostración:
c>
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Supongamos s~ # 0. entonces si u = y — s& se tiene que u c Hl (9) verifica el
sistema: { u”(x) — gA(U) = O c(0,L) (4.2.3)u’(0) = u’(L) = O
con YA(u) = hx(u + st) = It(u + st + A. De esta forma g,, es una función que se anula en
el origen, y por tanto
CA(S) = ji —g>,(t)dt
tiene un mínimo relativo en el origen. Observamos que los ceros de gx(t) son
A A A¼ SQ i E {1, 2, 3}
donde t’ tal que i E {1,3} son máximos locales de O>, y l~ —Oes el mínimo local de O>,.
El sistema conservativo asociado a (4.2.3) es
{ It = -—‘ g>,(u)





y los posibles valores de energía son:
O = CA(O) < E < min{G>,(t , C,~(tt} Li
— E<(A). (4.2.4)
m
Para estudiar el número de soluciones estacionarias no constantes hemos de resolver
el problema de contorno (4.2.3), y para ello vamos a utilizar el méto<lo del “disparo.”
Método del “disparo”
Cada trayectoria del diagrama <le fases es solución de un problema de valor inicial
{ — ijxO< ) (5u(xo) = a. u’(xo) b x E fi?a, b E IR.
lEí método (leí disparo consiste en considerar los problemas de valor inicial
u”(x) — ÍJA(U) = O, 3; E II? (4.2.5)(F>,q { ¡¡(0) ‘5, ~~1(O)= 0. ‘5 £ II?
ti
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y determinar los valores & para los que la solución de (J)>,,~), que llamaremos ti>,5 verifica:
u>,5(L) = 0.
Las únicas soluciones que toman al menos dos veces el valor u’ O son las dadas
u.;
por trayectorias periódicas encerradas por la separatriz, lo que equivale a considerar va-
lores de energía E E (O, E1). La idea es elegir entre las trayectorias periódicas aquellas
que partiendo de (6,0) lleguen a un punto de la forma (u, O), de forma que la longitud
del intervalo recorrido por la solución mientras completa n veces la trayectoria cerrada
coincide con la longitud del intervalo, es decir L. Esta longitud va a venir dada por una
función que depende de E y <~í1e pasamos a describir.
Construcción de la función 1(E)
Dado A E (dr, d2) y E £ (0, E1), E1 = E1(A) en (4.2.4) consideramos la trayectoria
periódica asociada a ese valor de eríergia. Supongamos que dicha órbita une los puntos VA
(ín (E), O) y (rn4.( E), 0), es decir llamaníos rn..~ (E) < O y ir’1. (E) > O a la abcisa de los
dos puntos de corte de y C>,(s) con y = E.. más próximos al origen. Por construcción,
tenemos C>,(m4E)) = 0>,(m±(E))= E..
Dado E consideramos la solución de (4.2.5), que parte de (rn. (1»), 0), es decir, u(O) = u
ni — (E) < 0, <(0) = 0. y queremos <¡ue u aumelí te hasta llegar a un
E0 E (0, L ) tal que u (.r0 ) = ni + (E) > O.
u
Por tanto z(x) ¡¿‘(x) es positiva. en (O, x0). es decir,
z(x) — V’~ E — G»u(x)) cii (0%)
De donde el espacio recorrido por la. tira ectoria es e,
~ J;ÚC) du
E — Cs(u)
1)cfi ni mos í (E) = xc es decir, 1 (E’) representa la longitud recorrida hasta que la u
órbita (u ) vuelve a cortar al eje >í (z = 0).
De esta fornía tenemos las sígíl íente definición.
Definición 4.2.1 u.
11.(E) = y
12 invitÉ) E — 0>,(u 5
u
VA




figura 1.5: Gráficas de g>, y 0>,
e.
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Análogamente, consideramos la solución u de (4.2.3), que parte de (m+(E), 0). es
decir u(O) = rn±(E),ii(O) = 0, y llamamos 14E) a la longitud del intervalo recorrido
hasta que (u, z) vuelve a cortar al eje u, es decir pasa por (rn4E), 0), por tanto
u(14E)) = m4E) con :(IÁE)) = O y Gx(m4E)) = E.
Como
u(O) m±(E)> rn41) = u(l..(E))
con O < 14E), entonces u decrece en (0, L(E)) y por tanto < 0, es decir,




Por tanto tenemos definida la función:
Definición 4.2.2
(O. E1) F—’ JJ?~
E h—’ l(E)=k(E) = í..(E) = &~ ft?jt
E—C«u)
De esta forma observando las definiciones anteriores los valores de energía E E
(0 E1) buscados son aquellos tales que L = nl(E) para algún n E bV. Por esa razon
empezaremos por estudiar las propiedades de la función í(E).
Lema 4.2.3 La función 1(19) se puede escribir como:






gÁrn4Ey)) y(1 — y)
E yd y





1(E) = Ci ti
E —
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Á j,n4E) (1 ti_______ — l±(E).E — C>,(u)
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E (‘(u) ¡“u ,.(E) E i7i’>,(u) 1
Teniendo en cuenta ahora que 0~(u) = —gy1u). en la primera integral hacemos el cambio
de variable C>,(u) = Ey, u C (m4E), O), es decir






J,n4L’) E — G>,(u)
~~JI
J o Y,
—g>,(m~(Ey)) 1 — y
Eyd y
y(l — y)
Análogamente se obtiene el resultado liara 10(E) va (¡Ile si G>,~í) lEy con u E
(0, 771 .~. (ID)), entonces
E dy
= 0>,’ (1=11) ¡w~. (E y), dí¿
puesto que G~ = —y>,. De esta forma
/o(E) = ~fj yE d y
—y>,(in±(Ey)) y(l — y) Li
Ahora vamos a estudiar las propiedades (le estas ftíneiones 11(E ) 1i E { 1, 2}.
Proposición 4.2.1 Las funciones 1, y 1~ definidas por (4.2.6) y (4.2.7), verifican las
siguientes propiedades:
i) 11(E) y IQ (E) son continuas para Lodo E E (0, E’)
u) limE..o*/¿(E) ‘~ >0. con ¿ E {l2}.
— 2/u’ (si’)
iii) lim~.p1 1(1?) ~ con í(E) — ±(íí(E) + 10(L)).
iv) 11(E) es derjuable paro. todo E c (0 E ) . con í E { 1. 2
Demostración:
Probaremos las propiedades cíe lo }‘ anal ogatiien te se i~rol >itrían las de lí
Para estudiar 1 ~t fu nc idn lo ( E ) «~< . estuzdi aremos primero la fu u—
ción
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En primer lugar se tiene que f(s) es continua en (O, E] para todo E < E~. Para
estudiar el comportamiento de fis) con s O desarrollamos —y>, en un entorno del origen
y tenernos: (—g>,)~rt±(s)) (—g>,)(O) + (—g>,)’(O)rn±(s)+ o(m+(s)2) donde
g>,(O) O{ g’>,(O) It’(s~) < O
y rn~(s) — O si s — O por tanto (—g>,)(rn+(s)) “~ —It’(s~)m±(s)si s -~ 0.




s = G>,(m±(s)) Ox(O) + 0y10)rn±(s)-4- ~ (s) + o(m~(s))
2
ir —hg~O)rn~Ás) + o(mI(s))
donde g~(0) It’(s~). Por tanto si s — O. zn.~(s) -~ . y de esta forma la funcion:
____________ fi —Ií’(s~) _____________
5I 5 H-’ 0.
—g,«m±(s)) —It’(s~) VS \/~ —h’(s~)
Por tanto la función f(s) es continua en ¡0, EJ para todo E < E< y para todo & > O,
existe luí(s) > O, tal que ¡f(s)¡ =Al para todo s £ [O,E
1 — ‘5j, por lo tanto 1(s) 1
v(1—v)
M rllo que nos dice que 12(E) Jo f(Ey) —~— converge absoluta y uniformemente
gl—y)
en E E [O,E1) y es continua para todo E E ¡0, Eí).
u) Basta con observar que.
hm 12(E) ¡ Hm f(Ey) dy 1 1 1 yti — y)’Idy =
J@E0 y(1 — y) y12 h’(s~) JO
— 0(~4) — >o.
iii) Este resultado, se obtiene teniendo en cuenta que siempre se verifica una de las si-
guientes condiciones, ~ 1
1(E) = oc o bien limp..,p< lo(E) = oc, dependiendo de que
E1 = C,x(tt) ó G,xjt~) en (4.2.4).
Supongamos que E1 = min{C,«tt). G%~(i~)} — cuÁ~t) (como en la figura 4.5) y
vamos a probar que entonces lim~qp1 /0(E> = oc.
En efecto, en este caso gs(mn±(E¡)) g>,(t”’) O x por tanto desarrollando la funcion
y>, (in + (Eiy)) en un entorno (le y 1, se tiene (¡ile:
—gjtn4Eí y)) “~ Ii(s~)(1 — y) si y 1,
u’
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teniendo en cuenta ahora que para todo ‘5 > O. f11¿ ~ —v oc, se obtiene el resultado U’—u)iv) La derivabi lidací es consecuencia inmediata (le la convergencia uniforme de 101 ~ (f (E y)) ~
jtinto con el hecho <le que la función f2 (f( Ey)), sea continua en [O,Ej x JO, Ij, para todo
E < Eí.m
u-
Llegamos así al siguiente teorema sobre el número de soluciones estacionarias no
constantes.
Teorema 4.2.1 Sea A E (d1, do) y It verificando (4.1.1). Entonces fijado L E II?~, si
con s~ tal que It(s~) ~- A = O y Itjs~) < O, se tiene que el número de
soluciones estacionarias no constantes en (2 = (0, ~0 es al menos:
[tisi L > a0 Y LV u.
E cí0 y E AV
con (~¡ parte entera de ~.
no
Demostración: u-
Las soluciones estacionarías no coíístaítes estan asociadas a los valores de energía
E, tales que E = ni (E) para algii rí u E 1V. Para lo cual ~ ha (le estar en el rango de 1,
‘1
que contiene al menos a [no, oc). Además, ~ £ [no. oc) .~. > &0 esto es
2~ =u parano
algún u. a




¿(E; — tal que 1 E {l. 2.... u — l}
a
y por tanto, existen al menos u — 1 soluciones iseriódicas (ciclos) asociadas a los valoxes W
de energía E5.
Si ~ PV y [ J a tenemos al ¡cienos u soluciones periódicas asociadas a los00
valores de energía. E5, tales <~iie:
u-E1(E5) — tal <fue j E { 1.2
a
Observación 4.2.1 Si la función 1 es estrictaíu,ea,te creciente, el nitoh ero de soluciones
es exactoinente [A] y
o. — 1 respectn aíiíe¡z te. y poden¿ os o.scgíírar que no existen sí
jiL <
e
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Por tanto si con alguna hipótesis adicional podeíuos asegurar que la función 1 es
estrictamente creciente, entonces tendriantos as¿ una información sobre el número exacto
de soluciones estacionarias no constantes. Por esa razon vamos a estudiar el crecimiento
de 1, estudiando el signo de su derivada. Para lo cual vamos a expresar ‘adecuadamente”
dicha derivada.
Tenemos así el siguiente diagrama de bifurcación respecto del parámetro A.
multiformeJI? i—* II’(Q) < JJ’((2)
A — A>,= (y>,.v>,) =(y>,%>.— =)
con (y>,,v>,) solución estacionaria no constante. de (1.18), con:
card (A>,) = O si A E (—oc. díl Urd2. oc), y si A e (d1, d0) entonces
card (A>,) =+1 siao < L y ~ PV y00 00




Lema 4.2.4 Se tienen las siguientes expresiones para




u = G’Q(Ey) = m.jEy) E (in4E), 0) y mÁEi) < rn4E)
dI
0 (J>,(u) ~1 dy
u) — (r)drl10 Lib G>,(r)gdE = 2(0’->, (u)) y(l — y)
con
u — 07’(Ey) = rn±(Ey) E (O, rn~(E)) y m~(E) < m±(Eí).
Dern os t rac i6n:
Por (4.2.6) tenemos
IdE) ji’ Eyj f1 f(Ey) ¾
g>,(rn4Ey)) y(1 — y) JO y(1 — y)
con f(s) = , s ½~Por tanto
dii — ~ 7,(f(Ey)) dy
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U’y
yf’(s) = __________
( g,~ (1 ci — (s)
)
2s v§glÓn— (s))(rn .Ás<)
con
(rn...(s))’ (Cj’(s))’ 1 1
ya que mÁs) = CI’(s) = u y además t FIs — CÁtt¡E
Por tanto
Df _ y 1
DE 2x[g~(u)C~~u) [g>,(u)01(u) — 2sgl(u)] =
O>, (u)
— 2 E (~1 (<‘)Y + 2C:>,(u)GIQ)j
—~wÁn~) y G~(u.) ir —gl(u).
Por tant<>, si prol)alnos que
d
d u
26’>,(u.)Cr’«u) — (01(u))2 = 2 Cjr)g~(r)dr
habremos termí ¡ tado, poza lo ciíal basta con observar (file
—{20,du)Qu) — (C’1(v))~} = 20>07 = —20>,g
junto con el hecho de que G’>,(0) = O G’1(O) —g>,(O).
di,Análogamezíte se obtiene la expresíon para ~-rEn efecto:
d1
2(E) __ r
1 ¿9j Ey dy
dE o DE y>,(zn.4E y)) y(1 — y)
ya que por (4.2.7) = fol ~ _______






2v’§4y~(in<(s)) (g>,(~n..(s)) — 2sg~(m.
4.(s))m?Ón~(s))) u;
con
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De esta forma por ser s = Ey = 0>,(u). 0X(~) —g>,(u), se tiene que










DE — 2E(0&(u))3 [2G>,(u)6’~(u) — (CX(u))21.




—{2C>,0~ — (Gj)2} = 20’>,C.”>,’ + 20>,07 — 2G~C.~ — 2C~’>,C7
du




dE —I —(f(Ey)) dy~Jo~aE y(1—y) L’E C,>ju) ~jn( ,(u) VS C>,(r)g~(r)drj dyy(1
De esta forma se tiene el siguiente resultado sobre la monotonía de las funciones
l¿,i E {1,2}.
Proposición 4.2.2 i) Si A < O la función I~ es estrictamente creciente (~ > O).
u,) Si A =O la funczon lo es estrictamente creciente (~7. > 0).
Demostración:
En primer lugar recordamos que las Funciones It. It>,, 0’>, y g>,, verifican:
1. — sgn(It”(u)) sgn(u)
2. — C>,(u) > O, y E (O. rnjE)) UÓn+(E), O), OSO) = O{ —g>,(u) > O, u E (0, m±(E))
3. — Q(u) =
—g>,(u) < O, u E (mÁE), O)





Teniendo en cuenta estas propiedades. tenemos ([tIC
u)
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i) Si A < O y u E (m4Ey), 0) c (rn4E). O) entonces. C>,(u.) > O y <«u) < O luego por
tanto, por (4.2.8), bastará con probar que
Lo C.x(r)g~(r)dr < O
para lo cual vamos a ver que g~(r) = h”(r + s~) < O. Por otra parte observando la
función It, esta última desigualdad se obtiene como consecuencia de que r + st < O, ya
que r < O y sgn(s~ = sgn(A) es decir, s~ < O
u) Si A =O y u E (O,m~(Ey)) c (O,m+(E)) entonces C,«u) > O y C’,,ju) > O, por tanto
teniendo en cuenta (4.2.9), si probamos que
jGx(r)s~(r)dr > O
habremos terminado. Para ello al igual que en el apartado anterior estudiamos el signo
de «(u) Ahora tenemos que «(r) = It”(r -1- s~) > O por ser y -f- s~ > O, lo cual termina
la demostración.w
Corolario 4.2.1 Bajo las notaciones e hipótesis anteriores, supongamos que A E (d, d~)
con d < O, d~ > O, suficientemente pequenos y que It verifica (4.1.1). Entonces fijado L E
10+ ,~ E
’
= se tzene que el numero de soluciones estacionarias no constantes
en (2 = (O, L) es:
[Li L1—1 siL> no y — «AV
LaoJ
L L
— — 1 si L > (Yo y — e
00 (1~0
con L~] parte entera dc ~ y s~ tal que
h(st + A = O y It’(s~) < O.
Demostración:
Sabemos que si A O, entonces la Proposición 4.2.2 nos dice que > O, i =
1, 2 y por tanto la la función 1 es estrictamente creciente. Teniendo en cuenta ahora la
dependencia continua de esta función 1 y de E respecto de A, existe un entorno del origen
< A < d~, tal que 1 sigue siendo estrictamente creciente.
De esta forma aplicando ahora el Teorema 4.2.1 se tiene el resuíltado.Li
Observación 4.2.2 La. dificultad de la dei,, ostractón del resultado anterior rodica princi—
palínente en la dependencia cíe la no hneahdad del parataetro A E II?. Esta dependencia de
A, se refleja en la. función potencial, la cual cambia cualítc¡timic¡ nien te” para los distintos
valores de A (crecimiento. concavidad, puntos críticos se ven modífi cadas al cambiar
A), lo que representa una dificult 12(1 anadída o. este ¡oc todo, en co’nparo.cíon con problemas
similares como los que se pueden encontrar por ejemplo en /167. /31/ ó /59/.
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4.3 Soluciones Estacionarias con B = Den §2= (0, L)
En el caso en el que se consideran condn iones de fi ontel a de tipo D irichlet, es decir,
B = 13 se tiene que A 0, y podemos remitirííos al problema de [16[, para determinar el
número exacto de soluciones estacionarias distintas de la trivial. u.
En efecto en esta situación las soluciones estacionarias del sistema (1.1.8), (y, u)
verífican:
1 kíy”(x) — h(y) = 0, x E (O, L) b
con u —y
y(O) y(L) = O a
u;
y por tanto aplicando el cambio de variable y = jx, se obtiene el problema de [16], que
nos determina el número de soluciones respecto del parámetro ji > O del sistema
1 <‘(u) — ¡¿It(y) = 0, y E (0. w) b
con u —y
y(O) y(x) = O a
Observamos <1tie en este problema (le [16]. ji es ahora iín parametro positivo a dife-
rencia del parámetro A E II? del caso anterior /3 PV . ademas dicho parámetro p esta
multiplicando a la no línealidad x~ por la íto no ¡iiiuve sobre la misma “cualitativamente”
No obstante por c<>mpleti tzíd de la memoria va irzos a determi liar a continuacion el
numero de exacto de soluciones estacionarias no constantes respecto del paránietro U
haciendo uso de los resultados técnicos del apartado anterior, 13 Pv.
Si llamamos y = y U — ~L 1)11 seamos y £ íJ¿ ((2) solución de:vsi-
u’{ ;sYtttt2 y E (O, L’)
no obstante notaremos y ir y ¡Y B L.
l)onde It ven fica (4. 1 .1) coz




U(O) =0, íI$~) = O tal que E {12} ~. ~~“(¾) —Ií’(s~) =O) E {1,2}.
e
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Vamos a buscar posibles puntos de equilibrio no cozístantes. para lo cual estudiamos
el diagrama de fases del sistema conseívativo:{ = ¡«y)
con zz’—h(y)y’ = O, es decir 4±H(y) E cte de donde: ±V12 E — H(y) siendo







De esta forma obtenemos el diagrama de fases análogo al caso anterior, figura 4.5,
donde ahora A = O.
Buscamos soluciones y tales que
y(O) = y(L) = O
es decir, que cortan al menos dos veces al eje :, por lo que observando el diagrama de
fases vemos que:
0< E < max{H(sí).JJ(so)} = E
1 (4.3.1)
es una condición necesaria, para que exista solución estacionaria no trivial.
Al igual que en la sección anterior vamos a utilizar el método del “disparo” para
encontrar las soluciones estacionarias no constantes. Para ello dado un valor admisible
de energía. E E (O, Eí). consideramos la trayectoria asociada que corta dos veces al eje z,
en los puntos (O, +11K). Sea E0 znin{JJ(sí) , JI (st} =E1 1 consideraremos el caso en
que E0 < E1, por un procedimiento análogo se estudia el caso en que E0 E1.
Si E E (O, Eo), consideraremos los dos l)untos de corte de y = U(s) con y = E más
próximos al origen, que se corresponden con el ciclo buscado. x’ a su primera componente
la notaremos por zn4E) < O y rn±(E) > O. Si E £ (E0 E1) la trayectoria asociada
sólo corta crí un punto al eje y, cjííe notaremos por (ni — (E) O) con ni — (E) < O. Como
podemos ver en la figura 4.9.
Podemos suponer que E1 = H(s¡ ) lo (¡Ile se corresl)onde con el hecho de que la
trayectoria para E E [¡So’ E1) corte al eje y en un punto negativo m4E) < O, el caso
contrarío se estudi a cíe forma análoga.
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figura 1,8: liavectorias asociadas a viílo res de <iiet’ la admisible E
Ademas si .r0 E ¡0, L j es tal <¡ ne ;(~o) O. [cii wíz do en críen ta que EJ (.y (xo ) ) = O,
se tiene que z(xo) + 2E.
Por tanto si considerarnos la. solucié u y tal que y (O) O y <‘(O) — 2 E < O,
inícialmente y parte <le (1). es decir ; decrece (z < O) hasta que la solución alcanza
el punto (ni... (E), O) <leí plano de fases. y y crece (z > O) desde ese punto hasta que
la trayectoria llega al punto (0, ~ 2/9). cíe donde se tiene que el espacio recorrido por la
solución y < O hasta qríe la sol ríciózí xuiel le a cortar al eje z . notado por 1 (E) viene
dado por:
- (E)
/jE> = 4; 1 4
;
-~ •I- i -~
fl (.-) Jin (E> Y’~ E U (y)
de donde L (E) «~ [2..<~.> —~———S..~ ‘~ 2/~ (E). siendo 11(E) la función definida por
(4 .2.6).
A nálogarnente. crí el caso cii <[líe E E (O. E0). 1)odeíflos considerar taml)ien la soln—
clon y que parte de (2). es decir tal que:
;(O)irO y(O) 2E>O
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cortar al eje
i-(E) 1 dy 1I,fl +1l+(E) = _________ _________JO~(O) V~ E — H(y )J’n+(E) 12 E — H(~)
= v~fr~t~~ ~< = ‘1210(E), donde lo(E) es la función definida por (4.2.7). Obser-
vamos que las funciones 1+ y 1 de esta sección no coinciden con las denotadas de igual
forma en la sección anterior donde B = jV.
Por tanto razonando de forma análoga al caso anterior tenemos, las siguientes ecua-
ciones de bifurcacíon:
Proposición 4.3.1 Existe solución estacionaria no trivial. su para algun número natural
n E PV, se tiene alguna de las siguientes situaczones:
i) L n(l±(E)+ ¿«E)).
u) L = (u — 1)(l±(E) + 1(19)) + ¿«E> = ní±(E)+ (n — 1)I4E).
iii,) L = (72— 1)(l±(E)+ ¿«E)) +LÁE) n141:) -h (u — 1)14(19).
Observamos que las trayectorias asociadas a E E Eo, ISí). nos proporcionan solu-
ciones estacionarias no trivi¿des sólo si 1419) — L, lo que se corresponde con el tercer
apartado de la Proposición 4.3.1, para n — 1.
Además en el caso i) las soluciones tienen n maxímos y n mínimos, en el caso u)
tienen n maxímos y n — 1 mínimos y en el caso iii) tienen n — 1 máximos y n mínimos.
Proposición 4.3.2 Las funciones l~ y 1... verifican las siguientes propiedades:




5.- lim~- l±(E)= +oc.
~ lim¡E ~ ¿«E) +oc.
Demostración:
Basta observar que l±(19) 1212(E), 142) = 1211(E) con A = O. según vimos en
(4.2.6) y (4.2.7), y aplicar la Proposición 4.2.1
Proposición 4.3.3 Las funciones 1.,. y U son estrictamente crecientes.
Demostración: lEs consecuencia dc la Proposición 4.2.2 con A = 0.
e,
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Teorema 4.3.1 Si /3 D, It verifica (4.1.1). y ao — E’ tenemos que: U.
—¡‘(O)
a) Si L =Go, 110 existe ninguna solucion estacíonar~a no trivial.
b) Si L E ((21 — 1)oo. 21o] para j E PV. entonces eristen exactamente 3) soluciones
estacionarias distintas de la trivial, de Icis cuales j son periódicas.
c) Si L E (2joo, (21 + 1)ool para j c PV, entonces eristen exactamente ~1 + 2 soluciones t
estacionarias distintas de la trivial, de las cuales ) son periódicas.
Demostración:
Sean las funciones inyectivas:
U.
It
1(E) = n(l±(E)-f-U(E)), hT(E) — nl~(E)-j-(n-— 1 )IE) y hJ (E) = nljE)+(n—1)l±(E).
Fijado ti se tieííe que inf(h ~) 2ncx0 y inf(h~) = iiao + (ti — 1 )ao = (2n — 1)oo.
Por tanto exzste un ciclo (solución estacionaria periódica ) si existe E~, valor de
energía que xci ifica la ecuacion (le bifuicación /ií (E) = L dada por el primer apartado
u’
de la Proposición 4.3.1, lo cual equivale a L > 2nao. Además por la inyectividad de It1
es u nico, y por tanto la s<flucíón estacion arIa no trivial, también.
Para estudiar la existencia <le solííciones estacionarías distintas de la trivial que no
son ciclos, aplicaremos un razonamiento análogo anterior a las funciones Itt, asociadas a
4
las ecuaciones de bifurcaciótí de la Proposición 4.3.1. Imn L. De esta forma tenemos que
su L. =(2n — 1 )o, existen dos únicos valores de energía E;~ tales que ht(EZ) — L, y
como consecuencia dos únicas soluciones estacionarias no triviales (no son ciclos).
Como consecuencia dado L y Go. se tiene que:
a) Si L =o~, no existe ninguna solución estacionaria, no trivial,
b) Si (21 — 1)ao < L =2jo, entonces se verifica:
i) £ =2noo paran = 1,2, j y como consecuencia existen exactamente j soluciones
estacionarias que son ciclos, asociadas a los E,~ valores cte energía que verifican It1(E,~) = />.
u) L =(2n. — 1 )cxo para u = 1,2 .j y como consecuencia existen exactamente 2j
soluciones no triviales y que no soil ciclos, asociadas a los valores (le energía E~ tales que
It~(E;fl = L.
Como consecuencia el nú meío de soluciones estacionar] as no triviales es 31
e) Si 2ja~ < L =(21 + 1 )0, entonces se verifica: u-
1) L =2n0 para ti = 1, 2 . ,y y como consecuencia existen exactamente j soluciones
estacíoíí arías que son ciclos al ígzi al ([Ile en el (M50 anterior.
i) L. =(2n — 1)00 l)~lra ti = 1, 2, . 1 -1- 1 y como consecuencia existen exactamente
2(1 1— 1) solu clones no triviales y que no son ci <:los. u.
Por ta iito crí esta si [.11¿xci ozí e xis isiti ex a ctiunente 3) f- 2 sol tic iO ues es tacioxi arias dis—






5.1 Naturaleza de las soluciones metaestables









cuando ~ — O.
Pretendemos buscar soluciones (‘y(t, x), v(t, x)) de 2 que sin
sistan por un largo periodo de tiempo, (soluciones metaestables)
de ~, mediante el método de energía.
Este método consiste en la coíístrucción de un funcioíial dc energía para el sistema
con muy poco exceso cíe energía para disipar (cambiar de fase). De esta forma, como la
velocidad de variación de la solución está ligada a la disipación de energía una excasez
de energía nos lleva a una evolucióií muí’ lenta de la solución.
Consideramos el funcional de energía dado por el funcional de Lyapunov del sistema
(1.1.8) de la Proposición 15.1 definido por
ser estacionarias, per-
para valores pequeños
1V~(y, y) = j’b
1~y;;1 1(~ — l)fldx + ~ f(~0 — p)2dx
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u.
i) H7¿(y, u) > O.
i) Los mínimos absolu tos de 1 1% son los puntos donde 1 y se anula, es decir (1, ~) y
(—1, —~), para todo ~ =O y se corresponden con soluciones estacionarias estables del
problema (‘P).
iii) La región donde el funcional toma valores pequeños, para ~ << 1, es muy grande, es
decir W~ posee “un valle extenso y poco profundo de energía”. En efecto:
Sea It(~) un infinitésimo en ~, es decir ItQ~) y—’ O si ~ : 0. La región
{(y, u), W«y, ‘4 =Itk)} c U’ x U u.
con ~ << 1 contiene muchas funciones además de las constantes mínimizadores del fun-
cional. En particular incluye las transiciones. que son aquellas funciones (pv) donde
y ‘~ ±1con Vp “grande’, en una región pequeña y u ‘~ c
El ‘‘valle’’ es u cia mg ion grande de energía peqííeiia y alem as como W~ disipa energía u.
cíe (1 .1.8), es invariante, va que si 1)arti irios de ííií dato i iii ci al (1 (0, x ) , u~ (0, 3;)) E J~, la
solución de (1 . 1 .8) ven Oca
O < W~ (y~t, x)z$t,x)) =11% U (Ox), z$O,x)) =h(~) e
para todo 1 > O. De esta forma teniendo cii cuenta ([tiC líQ decrece con t, si consideramos
h(~) :. O cuando ~ —< observanios (jile el funcional de energía tiene muy poco exceso
de energía para cl isi par eíí el val le’’ . lo cual sugiere que las solucio cies evolucionan mux’
elentamente.
Buscamos piles soluciones metaestables (de evolución muy lenta) para valores pe-
queños de ~, próximas a la estructura de N-transiciones de fases, que pasamos a definir.
Definición 5.1.1 Función PV-transiciones u.
Llam ciremos función. V — e sca/era., y la rep~esentaremos por y0 : [a, b] { — 1, + 1 }
a toda función con 1V y ¡cíytos de ty-ansíc¿o it. <¡nc noÉ aren> os i e (1, 2,., PV } que tomcz
los valores +1 y —1.
L lcrmant os función de PV — tr ansi ci cines a. toda función cíe fi próu:írita, en Li a una
función. ‘V — escalera.
Ob servac ion 5.1 .1 ¿) Pura que efec [¿rau>ente ej:tstai¿ sol ucio cci.; une taestables e a I~, ~ < <
la fivn.ción It (,~ ) . no y c cc/e sev 4cmasícy do pego en u. de tal forní ci. cji¿ e si : O cuan do
—
~ O. e nt.o n ces e a 1<,. regiO a fc ,u.o hay tic, u.sic iones pa.rc¿ ra/o re.; ~ < < 1 - En este caso
e ¡íu/c¡ ui ci’ solución ( y~ . u ) e 1~ de (1 . 1 .8) c; tuu <lo ~ ~ O se a c(?I’cct neces att ameit te a uno
a
t
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1
—1
figura 5.1: función PV — escalera
de los puntos de equilibrio (±1,+~). Por tanto para incluir las transiciones es necesario
que
It (~)
hm mf — =¡<o > O
¿—.0 ~
con It0 > O y ~ -~ O.
En efecto, si (~t <A) E J~ en primer lugar, lV<yÑ tA) =It(C) w-. O cuando ~ : O
por lo tanto (y¿)
2 : 1 en y v~ ~ ~y¿ en 2, luego existe una subsucesión tal que
(y¿, v¿) — (±1,+~) en casi todo punto.
Además >d¿) ~ ~fjVyfl2+ ~ f((y~2 — 1)2 + 4~ g(cv~ — /)2 y por la desigualdad
de Young
lib
‘ 1¡[yt ¡ — _____ij[(y%2 II— 2jI(~Y— xt (set32 Ja¡YX< _____9 3
—‘ O. se tiene que ((~)3por tanto si ¿ ~y¿) = yt( (.4)2 —1) — c
0 en L’, con c0 constante,
y como (yt)
2 : 1, necesariay,teytte
yt -1-1, o yt — —1, y respectinamente vt ‘. o ‘__ 1
c e
u) En. vista cíe lo att (eríor, necesitctn, os ca n.síclecyr fa ncio :,.es (y¿. <A) tal que W~(yt, ot) =
It(fl t—~ O si ~ —‘ O pero hm izíf&...o hÁ> >
u)
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ti
C’onsícleraiu os el fun cío ¡¿cii cíe enercj/c¿ no rin a.lízcyclo I’~ ~ , que sigue siendo
positzvo y ,sú,ibíiit os
l’%(se, u) = E4y) -i- — j(cu — <dx (5.1.1)
donde Ec(y) viene dado por
Et(y) ir — 1)2jcIx.
s
Vamos a ver algunos lemas previos a la elección del conjunto de datos iniciales
verificando las propiedades anteriormente ineííczonadas, cuya solución asociada tiene la
propiedad de evolución lenta (metaestabilidací) <¡Líe buscarnos. Estos lemas son coríse-
cuencia directa de la definición del funcional. de fornm (¡líe la ecuación de evolucion no
juega ningún papel. Su clenzostración se p tiecle encontrar en [8[, [25j, pero no obstante u’>
vamos a ver a <:011 ti ciii ación qíte el limite iii len or del fu nci (>1 ial Et ac tuando sobre funciones
<le PV — transiciones es u cia caí is att te c¡ííe depeí ide del ci ú mero <le transiciones. De tal forma
n ~ el valor mliii mo de energía so Ere estas fu it ciones de N~ transiciones, va a depender de
PV y no de las posiciones de los vz citas de transición, e
Lema 5.1.1 Sí {yt} C Ut, yt —y0 en 1. (a, b), cuando ~ y-’ O, con y0 PV-escalera,
con transiciones entre —1 y 1 , entonces:
hm mf Et[yt] =iNC
0 con C0 ¡ (1 — s2)ds 25
alcanzandose la igualdad para ciertas sucesiones yk
Demostración:
Si y~ : y0 en LI (a, b) con y0 uz í a fmi ción PV — e sea/era entre 1 y — 1 por el
Lema de Egozov, para tocho ‘5 > O existe .4 c (a, b) cciii ¡c( ~) =8, tal que set —~ se0
un iformemen te en .4. Por esta razón podernos cocisi<iera r. sil íérdida de generalidad, /V-
ntervalos (a¿. ti), i E fi ‘Y } su Ecu enteinetí re pequeiios que contienen a los PV — puntos




1) —1, x 4(b1) : 7(b1) — 1.
De esta fo rina se tiene que:
e
h ~N’1 1 e> c r, ~ 1
Et(Á) — ~. 1 ](ye),]2 ¡ ](;Cj2 112> rs í IÑÁ\l—
2 — j (4)2 122 i,. ~Tj
t> — . J K>>~ +
e
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Por la desigualdad de Yoííng
ji cj(~¿)[2 + 1¡(C)2 — i¡~ ~ Jb¿(setr[y# — 11 ,f(IJ(sct)x = IJOPC(b¿)) — H(sct(aí))
s di
con H(s) = f¿ JA — 1¡dx. Como consecuencia, se obtiene que
v•fj c¡(7)]2 + 4’c <>0 112 ho — ÍJ(1) 2 _ c~.
3
La existencia de sucesiones donde se alcanza este valor mínimo de energía está
probada en [43], [44j, [60]I2~]~Li
Observación 5.1.2 Observemos que si N = oc. entonces el argumento anterior nos dice
que hm inf~...,
0 E44) +oc.
Definición 5.1.2 PV-transiciones eficientes
Diremos que sec — en L con y~ E U
t y yO función PV -escalera, tiene N -
transiciones “efic¿entes sí
hm mf E~(y~) NC
0
¿—•0
es decir si toda la energía se acuniula en los saltos.
Observación 5.1.3 La existencia de las funciones de PV-transiciones eflcient~s que está
demostrada en ¡2Sf /43JI’, ¡441 ¡6t9¡, no es nada element al.
De hecho se tiene que ni las funciones lineales a trozos, ni polinómicas de grado
mayor, a trozos, son transzczones eficientes. En efecto si consideramos 4 función que
toma los valores 1 y —1 alternativamente en todo el intervalo (a, b), salvo en intervalos
centrados en los puntos de transicion :~, 1, PV de amplitud 23, ‘5 ‘5(e) donde está
definida de la siguiente forma:
4(x) = ±1(3;—
&
eíígzendo el signo <le forma que sea continua. se tiene que:
o
hm EgÍ) — 2 ‘vii PV > PVC0(4n -h 1 )(4n.
2 — 1)
para todo n E PV.
El siguiente lema se ha píoba<lo en 25]’ y nos va a l)ermitir probar la existencia
de soluciones meraestables para el sistema (1.1.8). cuya evolución es más lenta que la
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o
consegrí ida por las técnicas (le [8j, para la soluciózí de la ecuación i¿~ 4 u~ + f(u), x E
(0, 1), cíe hecho la solución que p¿irte cíe da tios iii i ci ales prox irnos a (y.0, ‘y0) permaneceD
invariante durante un intervalo (le tiempo de longitud 7’, con T > CeT 0’, 0 > O,
mientras que en [8] el orden de evolución de la solución, itt respecto de 4 es potencial.
Para esto notaremos ~3{x) = fy(s)ds y observamos que dada se E L’(a, b) se tiene
que ~ E 1J1(a,b), verifica y(a) = O y ~(x)¡ =[¡AlL’(a.b) de donde:
IIY’IIL’(ab) =(b — a)¡[y¡i í.’(a,ñ) (5.1.2)
Lema 5.1.2 Sea y0 una función PV-escalera con :~, ¿ = 1 ‘V puntos de transición y sea
r > O. tal que los intervalos. (z~ — r, + r) son dísjuntos entre si, y están contenidos en
(a, b). Entonces para cada 0’ > O. tal que C < it existe ? > O y Q > O, que depende
sólo de y0 y de 0’, tales que:
Sí y e [1’ verífica f ]i,9 — y0¡cix =‘5% ento¡tces
c
E~[yj =PVCo — Cje Li
5.2 Movimiento lento de la transición de fase
Lema 5.1.2
(ab) y son
Varzios a ver una estimación de la norma (le la so lii cioz í , que parte de un <lato inicial
próximo a la estructura de PV-transiciones, en el espacio producto 2 x H~Q’ lo que nos va
a permitir probar el resultado de metaestabilidad.
Consideraremos a partir cíe ahora y0 una fuízícióíí 1V — escalera como en el
es decir con Z
2, = 1.... A’ prí ci tos (le transí cion y r tal que (s~ — r, :~ +r) c
disjuntos entre sí. y una colístantie positiva O < r.
Vamos a partir de datos iniciales cina primera componen te y~ verif’zca las
i) lin<,o y~(x) 7(x) en Li ((2)
u) E [sefl< PVC~ -1- ~g(4), con 4<4) 0 para. 4 ‘ O




Proposición 5.2.1 Supo ng cro, os cj tic el cinto inicial (.4 (:c ) . ¿‘~ (ir)) verifica:
i) him¿,a 4(x) ir 7(x) en Li ((2).
ti) E¿y~j ~ 1V0’o + ~g(4). con 4g(4) e— O para 4 v-~ O.iii) ~ f cu~ — tlúdx < =~(C)
Ent o uces. ex¿s te u ~‘1 C’~ cans tc,.í ¿tes pos í ti íaS. y ‘y clejo: ni/le itt es cíe 4, tales que la so
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para 4 suficientemente pequeno. y T se puede elegir tal que T =~
o c
En particular si g(4) Cge , entonces 7’ =C4eT,C~>O,i= 3,4.
Demostración:
En primer lugar consideramos 3 = > O, con ? dado por el Lema 5.1.2, de
forma que por (5.1.2), si f,~’ Jy¿ — se01 =6, entonces f jy¿ — se~[ =St A continuación
consideramos 4o tal que para todo 4 =4o
fb 1
la Á(x, 0) — se0 (<¡dx
Ahora por la continuidad del semigrupo asociado a las soluciones del sistema (1.1.8), para
cada 4 fijo existe 7’ = 7’(4) > O dependiendo del dato inicial, tal que f se~(t) — se01 =‘5
para todo O < t =T(4). Por tanto por el Lema 5.1.2. existe una constante C~ > O tal que
E¿yfl(t) > ¡«(‘0 — Ce
para todo O < t =T(4).
Como consecuencia se tiene que para todo O < t =T(4)
PVC
0 — C7eZ < Eetyfl(t) < lQ[y~ ¿Aj(t) =lQ[y~, 4.
Teniendo cii cuenta ahora que:
V~[seg, ~-:5j— E [set+ 2$- f(cuá — seh2 < NCo ‘i- 9(4),
se tiene que para todo O < t < 7’(4)
o
v~k4, u5] — IQ[yt í/j(t) =g(4) -1- CeT. (5.2.1)
Observemos que (5.2.1) nos mide la wca va.riacióíí (le la energía en O < t =T(4).
Además, de (1.5.8). probada en la Pioposición 1.5.1, tenemos
dVe(y¿, <A) ~ (r¡[y~[¡2 + d[¡ [(—~~)~‘<4¡j¡2>
cIÉ
con d = > O, por tanto integrando de O a T = 7’ (4). se tiene que:U
— 144’ vfl(T) — _ [ ¡ T(y~ +
De donde aplicando (5.2.1) obtenemos
4—1 [Lb r(yk + clI(—~)’ut =<4) + CeT
eCa pítubo ‘5. Campos de Fase
es decir: 7 jb(4)2
4- [(—A)—’ufl2S (‘(49(4) -1- 4eT),
con C
1 rnaz{Ct. (miv {r, d})—
1, (rnin{T, cI})
Observemos que (5.2.2) es válido para todo instante de tiempo t, tal que f«~ ¡4(t) —
y0(r)¡dx =6 0< < T.
Para terminar la demostración hemos de piobar que se puede tomar 7’ = T(4) >
con C~ > O e independiente del (lato inicial.
Cí(eg(t)+te 1)
Si f~ fb ¡~fl < I’5 entonces no hay nada cjzie probar, ya que para todo t se tiene que





Por tanto supon~amos que f f ¡4] > ~3, eso nos dice que existe un tiempo T(4) > O,




y por (.5.2.3) se tiene que É 7(i) 7] =4 para to cío t e [O.T(4)j lo que nos permite
usar (5.2.2). Apl icanclo ahora la desigualdad de II ¿Ider tenemos







y el segundo miembro es independiente (leí dato inicial. El resto es inmediato.Li
e
Observación 5.2.1 De es (a fo rina. te iteuí, os iíítcí co (a para 7’ (4) . independiente <leí <lato
inicial, que depezicie <le 4 . cíe for¡¡í a. que 7(4) crece <¡1 disntiní¿ír 4
c
Vamos a ver <pie en una escala cíe tieiiilM> (le louígítuid 7 con ‘1’ > A’! e~ , donde u
A’! es cualquier constante positiva, la estructura inicial <le A—transieíoíies de la solución,
permanece iiivariaíite.
Teore ni a 5.2.1 Supo ng <¡iii os que el dc¿to ínícíc,.l ( y~(x). <4 (.r ) ) erificci l<ís hipótesis <le la
aProposición 5.~. 1. ¡inI onces para todo Al > O
í) lim~........osíip
0<<< ——~
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iii) lim¿....o 5up0<,<M\
-rg~±e
[!cv~(t) — seC(tYIL2 ir O.
[v~(t) — ~Y
0¡[ L’ = O.
















i) Por la Proposición 5.2.1. sabemos en particular que podemos elegir T(4), suficientemente
c
grande, verificándose además quíe J4~) f [se%I2dxdt< C’z4(g(4) + eT). Además
¡7(t) — ~4[dx < ji6J’ =(b — aÁt4 [014(9(4) + e
de esta forma dado t < 7’(4) se tiene que
[7(t) — seM]tí =C
2[T(4)4(g(4) 4— <U )[ 2
con 02 — (Cí(b — a))4. Por tanto eligiendo T(4) tal que T(4)4(g(4) + eh) — O si 4 — O,por ejemplo A/T(4) —--—- tenemos
lini si.ip
de esta forma teniendo en cuenta que lim&o [Ise~— se[LI = O se concluye la demostración
del primer apartado.
u) Este resultado es cocisecuiencia del siguiente líeclí<>:
suíp jct~Q) — y~(t)[IL2 < 034 (q(4) -1- e
¿E 0,7(t)] —¾ (5.2.4)
con C~ constante positiva independendiente de 4 y de t.
Para probar (.5.2.4), tenemos en cuenta de nuevo la Proposición 5.2.1, én la que
probamos que
ib Iset(t) yÚ]c¡x < ‘5, V/ £ [O.‘I’(4)] cozí T(4) =
de donde para cada t £ ¡O. T(4 >1
C o
Cí4(g(4) -i-e¿)
7(1). está en las lii pútesis del Lema 5. 1 .2 según el
Ja
[¡7(t) 7w LI = O
e
cual Et(yt)(t) =¡«Co — crE—’,
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Tenieiído en cuenta ahora (5. 1. 1) = las iii pótesis sobre (4, v~ ) se tiene que
V% (yC, vt(É) = E (fl(í) b L%cút — y~(t) < V%(y~. oh =¡«0’o
por tanto u-
2$ Lb [cv~ — yC¡2 =1V0’o -~-g(4) — E¿(sett) =g(4) +
con Q constante positiva que no depende de 4 iii de t y (5.2.4) queda probado.
iii) Observamos que u-
[lcvtU) — se~[L’ =[¡(ctA 7)(t)I[L + ]LX(~) ¿¡[u
y por la desigualdad de llólder
u-
— Yy¡¡íe) =¡¡(ci — yt)(t)[]p(b -—
por tanto el apartado i ) junto con (5.2.1), concluyen la demostración del Teorema 5.2. 1 Li
A conti nuacio ii vamos a ver un restí 1 tiado q ile 1105 muestra como los pu ntos de tran— u-
sícion de j(t) se mueven lentamente.
Teniendo en cuenta que las fases están localizadas cci los valores y — 1, u = a yc
se = +1, u = ~, la evolución (le las fases está icílelada cii la evolución del número de ceros
de yt (t). U
En ¡8¡, para la ecuación Q
0~) CúAyt ~i- It.(y% = O, se estudia la evolución del
número de ceros de la solución, y se prueba que los ceros de p~ (t), o puntos de transícion.
van disminu endo progresiva mente, (colapsan do dos a (los ó uno a uno con los extremos
del intervalo), acerca ii close así la solución, a. las soluciones estacion arias estables. u.
En [8[ la evolución cid numero (le ceros (le la scil u ción es conoci<la por tratarse de
un a ecuacion parabólica sem il i neal de seguzí do orden, (le las estudiadas íor ejemplo en [3
y [41]. En estos trabajos se demuestra (1iie cl 1111 melo de celos es tui a fui ición no creciente
en . Sin embargo. estos resízí lados esta u basa<los cii el princí pio del níaximo y no son u-
aplicables a nuestro caso. l)e hecho, estos res íílta dos sobre la evolución del número de
ceros en [3[, se refieren a la solución (le it u a ccii xci ózí del tipo
— ¿vn + ¿it -r fQ. u.
DL ¿~2 Ox u-
donde es fuíndameu¡tal el hecho de que f no depecida expí ¿ci ta¡ííecite de x, por lo (1ue no
es aplicable a las soltícioííes (le (1.1.8).
u.
u
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Para estudiar la evolución de la estructura de PV — transiciones, de las soluciones del
sistema (1.1.8), vamos a aplicar las técnicas de [25J. que han sido aplicadas en el contexto
de las ecuaciones de Cahn- l-íilhiard y para sistemas de ecuaciones de Cahn-Morral, donde
el principio del máximo tampoco se verifica. En particular usaremos los resultado del
siguiente Lema técnico, basado únicamente en la expresión del funcional E¿.
Fijado p suficientemente pequeño, elegimos 1< C JR\ {—1, +1}, un conjunto cerrado
y definimos el conjunto de transición de una función u por:
Definición 5.2.1
Tr(u) = u’(K) = ~ e (a, b), u(x) E 1=4
Observamos que ~gi(j<) describe los puntos donde u no es próxima a +1 y—ly
por tanto, en cierta forma, el conjunto donde u transita entre las fases ±1.
Vamos a ver la rapidez con que se mueven las transiciones de fases, analizando la
velocidad de cambio de la Función transición.
Denotamos por dist(A, 13) la distancia de Haiisdorlf entre los conjuntos ‘A y 13, es
decir:
dist(A, 13) = ?nax{sup0CAdist(a, 13), SlIpbCBdiSt(b, A)}.
Con estas notaciones, se tiene el siguiente resultado, cuya demostracióh se puede
encontrar en [25].
Lema 5.2.1 Fijado 1<, como antes y o > O, existe ? suficientemente pequeno, tal que
para toda se e 1 verificando
o
Ja [~(x) — <,~
0(x)[dx =3’ y Edse) =¡«0o -1- keT
para algón k > 0, se tiene que
O
cízst (7.[u[, {Sj}j....z ¡y) <
2
donde z~ representa los puntos de transicion de se m
Es decir si ~ es próximo en Li a y0 y es “eficiente’ en términos de energía, entonces
su conjunto de transición es próximo el de y0 es decir {:~, 1 = 1,.., PV)>
Este resultado, junto con la Proposición 5.2.1 nos permite probar, de forma casi
inmediata. que la evolución de los puntos de transición de yt (t) es lenta en intervalos
grandes de tiempo.
U’
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Teorema 5.2.2 Para toda familia de datos iniciales {(y~(x), ~á(’))E If~ x L2, O =4 =c
4o} verificando las hipótesis de la Proposición 5.2.1 con y(4) —
corno en el Lema 5.2.1, ensten C, 4o > O tales que:
ibb ‘5*[set(s) — 7Cr)[dx =‘5 para todo 4 =4o
y se tiene que el tiempo T(o) necesario para que
dist(T4yt(., T(a))[, T,.fse~()]) > o
o
satisface la condición T(cx) > AleT
u
para todo Al > O.
Demostración:
Por las hipótesis del enunciado existe 4o tal que
—y0(x)[dx =‘5
jib [se~(x)— se0 (<[dx < ‘5 de donde
Observanzos que l’%(y~, v~) o< PVC~ + kJZ para algún k > O. y en particular,
Et(se~) =PVC~ + ~eI, y por tanto y~(.r). satisface las hipótesis del Lema 5.2.1, según el
cual se tiene que
d(7’,.[y~¡, {=j}j,zí,..,jv) < O
2
donde z~ representa los plintos de transición de 7.
Por el Teorema 5.2.1, podemos considerar 4o, suficientemente pequeño y T(4) =
o
Klee, para que
sup [7(t) — i][~’ < ‘5
0<t<T(4) y por tanto
sup [y~(t) —
O=t=T(t)
además como l/~ decrece a lo largo (le la trayectoria. se tiene que
Et(yt (1)) =lQ(y%t), vt(t)) =¡«0o 1- keW
de esta forma de nuevo por el Lema .5.2.1, se tiene que
2
y aplican<Io ahora la desigualdad triangular se tiene, que para todo instante de tiempo
o
O < t < AIc7
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EXISTENCIA Y UNICIDAD DE
SOLUCIONES
1.1 Preliminares
Consideramos el sistema (1.1.1) dado por
dv + C(v)v = f(T — 5).!, u(O) =




En este sistema x E (0, 1) es la longitud de arco y f = fJ dx, representa la integración a
lo largo de la curva cerrada, que representa” la silueta” del circuito. La función f está
asociada a la variación de altura a lo largo del circuito, y será una función conocida, al
igual que la función 7’~ que representa a la temperatura ambiente.
Las incógnitas y, T y 5 representan la velocidad, temperatura y concentración del
soluto, en el fluido.
Consideraremos O y It, funciones continuas, tales que O(o) =C~ > O, y h(v) =It0 >
0, para
0o y It
0 constantes l)ositix’as. Observamos que todas las funciones, son periódicas
respecto de la variable espacial, de período uno.
Pretendemos probar la existezícia cíe la solución <leí sistema (1.1.1) fijada úna condi-
cion inicial en un espacio de fases Y, es decir, dado (yo. ‘ib, So) E Y. Para ello vamos
a utilizar un argumento de punto fijo. Observemos que si v(t) es conocida, la segunda
ecuación de (1.1.1) se puede integrar de fornía explícita por características, obteniendo
una función Tt(t, x). Esto permite abordar las soluciones de (1.1.1) por el siguiente pro-
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cedimiento. Construi i~emos J, un operador que ac t. ¡iia sol re el espacio de las funciones U
continuas en tieml)o, co¡ í \alo¡es en un esl)acio produícto II? x Z a elegir adecuadamente,
de forma que dada una función (o. 8) C C([O. r[; II? 5< Z) vamos a definir una función
J(v, 8) 6 C([O, tj; II? x Z). Probaremos que J es contractiva y que su punto fijo (y, 5) es
la solución del sistema parabólico semilineal dado por u-
u(O) = 00
(1.1.2){ ~¿±v~< [ÑQ3T’
2 Da) 5(0, x) = So(x)
U
donde TV representa la solución (en un sentido débil que especificaremos) de la segunda
ecuación del sistema (1.1.1).
Para resolver la segunda ecuación supondremos que 74 it E A’, donde PV representa
a un “espacio adniisible’ adecuado que definiremos más adelante y que f E PV’ el espacio u-
dual de A’. Con estas lii potesis y dada u E (‘0. r , píol )d reínos que existe una un ica
T = J’~ c 0’ ([0. r[ PV) solucion integral (le la seguíida ecii¿tcion (le (1.1.1). que verificará
la ecuación en e. t. p. (t i ) , dependiendo de la regul 1 ari d ¿el ile l¡j. T0. Esta función TV se
obtiene integrando a lo largo (le caractieristi cas la ecu acion u-
OT DT
— -1- u— It(v)(’l’,, — T)
Ox
y viene dada por
TV(t.,x ) = ‘Ib(:c — j t’)e J~¿ ~~>>+ j]It(v(r))e .t ~~‘‘~‘í’(x¡ v)[dr.
Veremos en primer lugar las propiedades de la función TV. Después abordaremos la
resolución del sistema (1.1.2) en (u, 5), utilizando el semigrupo generado por el operador
sectorial A en II? x Z, definido por: U’
u.
y la fórmula (le variaciozí de constantes coriespon(iieiit.e.
Para esto cii p ri mner lugar ese ribi ms el sis leíaa (1 . 1 .2 ) coino una ecu acion de ev<)l u—
ción en u = ( > ) . de la forma. siguiente:
u.
tj, = 1’ (t. U). con U(O) = U0 = ( ~) (1.1.4)
e
U’
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donde A es el operador definido por (1.1.3) actuando sobie U(t,x) ir ( ~x)
linealidad viene dada por la aplicación E, definida por
F1(t, ‘\ ¡ u + f(7~V(t) — S)f
F(t, U) ( F2(t, ) = — o
De esta forma la solución del sistema (1.1.2) vieííe dada por la fórmula de variación
de las constantes, es decir:
) y la no
(1.1.5)
= c uo + e~~AÉtr)F(r, U(r))dr con
siendo Z un espacio adecuado que elegiremos
esto es equivalente a:
u(t) = 00 — ji C(u)u
U(t,x)= (YO ) CC([O,w],ll?XZ)
a continuación. Observemos que a
-IP-
= ec<.~±Í)So(x) + ji Os(r) — v(r)—(r) —Ox 02TVb (r)]dr..OxO
Por tanto definiendo
ji <~¼I(tt)F(rU(r))cir
buscamos un punto fijo de J en C(¡0, r[; II? x Z).
Observemos también que hemos escrito la ecuación semilineal para 5 sumando y
restando cS, de forma que el operador c(—? 1- 1) sea un operador positivo, ya que
con condiciones periódicas contiene a las funciones constantes en su nucleo, es
decir no es positivo.
Vamos a ver algunos resultados previos a la demostración de la existencia y unicidad
de soluciones del sistema (1.1.1) que nos ayuidar¿iii en la elección de los espacios PV y Z, y
por tanto en la determinación (leí espacio (le fases 3>, que constituirá el marco funcional
con el que vamos a trabajar. Siguiendo la notación de [.51[,tenemos la siguiente definucion.
Definición 1.1.1 Llamarnos espacío admisible A’ ci todo espacío
ciones ¡—periódicas. verificando las síg u ieít tes propiedades:
i) [g(. + k)[Ix = HgI[x, para todo k E IR y y E X
u) Fijada y E A’, la aplicación de II? PV. clefini¿Iu por k F—’ g(. +
de Banach PV de jan-
(1.1.6)
su vez
(1 . 1 .7)
(1.1.8)
k) E PV es continua.
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Ejemplos de espacios admisil>les.\ souí II $J(O. 1), CJ’$,}0. 1) o C~(0. 1) entre otros.
Supondremos (2 (0, 1) y en lo su cesi xo su ~ri ciii remos la referencia a (2 al hablar de los
espacios funcionales.
Lema 1.1.1 Sea r > O, fijada y C C[O, T[ considerarnos Ta, 7’,. E X siendo
admisible, entonces la función TV definida por
pl ,-c pi
Tt(t, x) Tc(x — v)e j0 h(v) ~ [It(u(r))eJr h(t)T(
- fv)]dr
es solución integral de:
BT OTV
01 ~ Ox h(o)(T,. — ‘1”) coí¿ <(Ox) T0(x)
y verifica las siguientes propiedades:
i) T” e C([0. T], X ) y z’erífica lcr ecuación (1.1.10) eít c. t.p .x E
y T,. sean diferenciables.
u) ¡Tt ( t ) ][ .~ = n¿ax { ¡] 7% ][ x . [¡7’,.]¡ ~} para todo 1 E [O.rJiii) Su.pong <irnos que las tras/aciones <le 7’,. y 7% soíí L. ípschitz
constantes positivas c¿ > O con ti a y d = O tales que:
J[Td(. .1— k) — ‘1’,J(j¡[\ < c,¡]k] para tocía k C II?.
Entonces la función TV definida por (1.1.9) verifica:
[ITt -i— k) —. 7’’(t) [kv=C.flk]
con O < k < T, 1 C [O,T — y 0’ — C(¡[u[].~. ][JÁ]]x) constante
1. En otras palabras TV es Lipschítz eít 1 coít valores en A’
iv) Supongamos qíre PV ~‘ L%,r y que ¡cts trc¡slcrcíoiíes (le ‘1o y 7% sean
lo cual equivale a que T




(0. 1), [0. r¡ siempre que




szíprrt1orj[FT”’ (r) — 7V2(r)[ S LrJ[v1 —
para cierta L > O. donde
a
Huí — uoH.~. = S?iPu:o-<.[Vi (í) —
y) Si T0, 7’,. ~ 2 dadcís ¼E (‘[O. r[ coít ¿ E { 1, 2} . se tiene que
pcr~
súProo rl] ~2 ‘/.~ ~< ‘l’’’2(r)][ — u < Al <luí —
Gr
2
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Demostración:
Las afirmaciones i), u) y iv) son consecuencia de los resultados obtenidos en [51].
Pasamos pues a ver la demostración del apartado iii), a lo largo de la cual notáremos por
la norma en el espacio admisible PV.
Vamos a probar que la función TV, que notaremos por simplicidad por T,
T(t, x) To(x — ji v)eJoh(V) + ,f [It(v)jJhW7%(x — jv)]dr
es Lipschitz en la variable t. En efecto, si suponemos k > O y t < T — le se tiene
[T(t + le) — T(t)[ =[To(x — h(v) — To(x — Lv)e~foh(t;)I1±
jt±kf:+k — jt+k — ji It(o)Cfrh<V)T,.(x — jv)fl. (1.1.11)
Llamando ~ e ‘~ a los dos sumandos de la expresión aííterior, para el primer sumando se
tiene que:




7’o(:r — ji o)efo/«v)[ =
— To(x — ji’ v)e
u)e fttk hÓ) — To(x — jC*k
< e fot h(v)[¡T( — jt±k y) — To(x — ¡ + [7b(x — jt+k v)blefoh(ví — e<fJhív)¡ =
< c
0j jt+k v[ + ¡TO¡[ ~1 It(u)[ =(co][a[I~, + ¡[7b[ ]It(v)[~,)[k[
ya que jfJ ¡dv) < ~, e,foi*k¡«~) — eufj hÓ’)¡ ~ jjt4-k húo)[.
Para el segundo sumando de (1.1.11) tenemos
io< [ji ~ji(v)e f;~t ‘~~>T<,( — — h(u )c Ir btu)7 (a: — I‘~u)¡ clr[-i-sj
-í—[] ,1ttk [It(t,)e- f: “t’>7Á(x — A 2)1 cIr[¡
De aquí obtenemos
,fÉ-.~k [íit’— .f,f k>< — .14’ u)~ dr][ <
u-
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ya que e — ft+k ¿dv) < 1 . por ser h (u) > O ~ adein as: u-
¡ It(v)e ftt h(v)T( — u) — It(u)e í: ‘tO’)7’( — ji v)][ =
Jo 5¡ h(v)eJ: )dtú¡[T (x — ib1 ~ko) — 7t(x — ji
+][T,.[] ji’ [ h(v) . ~ f<+k he’) — e fi ¿«y)
u-
lo que termina la demostracion.
y) La demostración de este resultado es consecuencia del apartado iv) y del siguiente u-
hecho. Si derivamos respecto de x la ecuación <le (1.1.10) que describe la evolución de T,
cOT __observamos z de 7% y con datoque verifica la misma ecuaeióíí (1.1.10) con en veOx
mt LI 1
inicial ~ P narte T E fU entonces
or otra •. si T
0, -Q est pcr’ —‘ E per’ y por tanto sus
traslaciones son Lipsch i tz en L
2eT l)e a forma <le iíiie\O por el a artado iv). se tiene u-
que





con cierta constante positiva, d
1, se sigue cl í esníl ado Li
1.2 Existencia y unicidad local de soluciones U’
A continuación vamos a probar ciii resultado (le existencia y unicidad de soluciones
para (1.1.1). con T0, 7% pertenecientes al espacio a<línisihle A’ ‘
tpcr Y ~o E ~
Para justificar esta elección observamos (¡LIC por los resultados anteriores si it T,. E
entonces la aplicación ~ (t. ir) E L%>,. es eoíit.iiííia. Sin embargo sólo sabemos
que la correspondencia u :
8~’ es Lipschitz cii U — doiide U —i — (U’ ) , comop<:?’ per per y
necesitamos Lipschi tizian i dad <le .J. cii ronces la segí í i<Ia ccii ación de (1 .1 .2) ha de ser
considerada en HJ%$. Por otra par te se ti ene qn e u-
¿ ¡2 b—u-
1
Dx - ¡mr ji>
ti
U,
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y en vista del térrn no u cii la segíz íída ecu aci u de (1 . 1.2), bastaría con que 8(t) esté
en 2 y por tanto podremos tomar 5o E 2 Es decir, trabajaremos en el espacio dePCI’
fasesV=1R~íI%. ~1»pa.
Pasamos a continuación a probar la existencia local de soluciones para el sistema
(1.1.1) en el espacio de fases Y.
Teorema 1.2.1 Supongamos que 11(r) = rG’(r) es localmente Lipschitz, 7’,. E Hper Y
f c L~r. Entonces dado (yo, Te~ So) E y = 11? ~ ‘íP~~ x existe una unica solución
local (v,T,S) E C([O,i[,Y), de (1.1.1).
Demostración:
Queremos usar un argumento de punto Fijo. para lo cual consideramos el espacio
tV = {(u, 5) e C([O, iJ II? 5< La,. ),v(O) = yo, 5(0) = So tal que
[vÚ) — u
0[ =~i, [5(t) — S0[IL?~, =72 para todo t c [O,r[}
siendo T, y~, i E { 1, 2}, constantes positivas Fijas a elegir. Entonces (1V, [.[~) es un espacio
de Banach con la norma
[(u, S)[L = supicjo,r1[(0(t). S(t))[ll?xger
Sea U = (u, 5) E ¡¶1 y J(U(t)) = (udt), R(t, x)) la solución del sistema{ din —C(u)u ¡(TV ni(O) = u0
a — -1- — S).f.ORO-U ¿5 O2T~= cS—u———b , 1?(0.x)=So(x)OtOx- Ox Ox2
es decir
.I(U(t)) = C41U
0 -l— j e~~«¡r>F(r. U(r))clr (1.2.1)
donde A es el operador definido por (1.1.3). la ¡ío linealidad E viene dada por (1.1.5), es
decir
F(t,U) = ( Fi (t U) \j ( —C’(u)o + f(TWt) — 5(t))fk 122(t, U) ) \~ O~ ~ T”(t) + cS(t, x)
y TV viene dada por (1.1.9).
Observamos que la dependencia del tiempo cíe la no linealidad 1’. se debe a la funcion




Ji (U(o) = u0 — ji C(u)tdr >1 [j(7’’(r ) — .8(r) )f[dr
82
.In(U(t)) = ~ -4- 82 05




Dado que 7’,., To c ~ por el Lema III la función dada por integración a lo
largo de características de la ecuación (1.110), 7”’(t, x) descrita en (1.1.9), verifica 7’V ~
C([O, T[, ~‘~er)y~ 7’V E C([O, r[, ~ De est,a fornía por la continuidad de O tenemos
J
1(U(t)) E CQO. T[; II?). Además <cl c C([O, r[; L~) x’ eS(O) — v(t)~ —ue
b f2 T”(t) E L ~(O, r, por
[50], [54], se tiene que:
lo que aplicando el l.~ema 0.2.1 de regularidad del apéndice
fi 82 05 DO
e cí~r~ I>(t—r>]q() — u(r) —
60z2
‘0 _____
T’}r) [dr E C([O, r[,
por tanto ¡(U(o)) E (‘([O. T[; II? x
Vainos a probar clii e cxis Leí í ¡ > O. ív~ si ¡tici cii leí ríe u te peqil <~ños tales (¡Ile:
.1 : (tI’, [.{[~<.) — (1V. [¡.[.>~) es una couítraccion.
i) En primer lii gar vamos a ver que .1 esta bien definida, es decir J (14’ ) c VV.
Sea (u, 5) E II’, en ion ces
ILI(vS)(t) — (uo,So)[Iff?\L2 = [.Ij(uS)(o) — Vo] 1— [].Io(u,S)(t) — 50l[L~cr
Notando por [. la norma cci [¡. [p , se tieííc
[.J~(u, S’)(o) — uot =
La función U (u ( ) ) está acotada en [O.iI , por ser coíi ti nua y además la cota es i ndepen—
dientemente <le u. va c
1iie Ju(t)[ =yi -1— [uo][ y ¡S’(t)[ < [S’&) — So[ —4— tlSo[ = 72 + [lSo[
para todo O E [O, r] y rbor el Lema 1.1.1, [T”¡¡ =inax{ ITo[¡ [¡T,.[]}. De esta forma, existe
T independiente cíe (u, 5’) síificientieme pe~iuieno tal que .I~ (u. 5) (t ) — uo[ =íi para todo
O E ¡O, r].
Veamos aLo r a ql ¡e es pos 1:i le t.o ¡tiar T 51111 ci cii te ni cii t.e p e<¡ti eño tal q uie , par a to <lo
t c [O.r¡
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Ahora por el Lema 0.1.1 del apéndice. se tiene que
(t — y) 4
con le1, & constantes positivas, y por lo tanto
lo = j~ [Ieíc<~¿~+¡>í(t~)[ccuÍÁ, L~~,Y[FÚ(r, U(r)) j[>~—’ <Ir =
[Fo(r,=le, / ett — r) II(r))[ -ídr
— r)4
Supongamos momentáneamente que existe una constant.e positiva le2 tal que
[Ft(r, U(r))[>,—¡ =len para todo U = (u. 5) e W y para todo r E [O,r] (1.2.5)
entonces, teiidríamos que
fi dr
Io< le1le01 (t —
y teniendo en cuenta que las expresiones:
— 1 )Sc.4[ y ¡ (ti <ir
tienden a cero cuando t — O. Fija<la ~ > 0, tetidriamos probado la existencia de T > O
suficientemente pequei¡o tal que sup,410 r¡[ .lo(u. S)(t) — So[I < 42, y’ concluiríamos que
J(W) c VV.
Éor tanto si probamos (1.2.5) habremos terminado. En efecto:
05(r) ¿2
pcr per ¿~ p~r Ox
2 per
Por tanto tenie¡ído en cuenta el Lema 1. 1 .1 y la existencia de le
3 > O, con la propiedad
[~[¡—i =k~[¡Sflp , [¡8[,~—í < lee,I[S[L2 para todo .8 E H’ yOX!Iper per per — per pcr —
¿2 o
[7’V[ —L < le3[~~~~TV[¿2 =ínax{[io[~,¡í . [7t[ní 1
Ox
2 ~ Dr -per pe’
concluimos (1.2.5).
u) i~ roba remos ahora que.! es un a coi itni ceió ii cii IV.
En efecto, sean U
1 = (u>. .8>) E 1~’ para í E { 1, 2} entolí ces para to<lo t e [O,T[
[J(Ui)(t) — ,J(LJo)(o)[ÍJt.L2 = [Jí(Ui)(’) — Ji(U=)(’i[ ¡- [./o(L’i)() —
u2
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Teiiiendo cii cuenta la definición de.!1. (1.2.2). es decir
.Ii(U>(o)) = 00
ji’ [J(7”Yr) — S>(r)[f dr
se tiene que
ji [II (v~ ) —1! (02) [cir+ji[ 7’VI (r) ~7’~2 (r) [4- [¡Sí(r) —82(r) ¡[] [U[dr
.11(U1)(t)—J1(Uj(t.)j =
Ahora por el Lema 1.1.1, tenemos para todo ti E [O, rJ
[7’I’i(¿) — TU2(O)[I ___ < Lr[¡v1 — voIK
con L constante positiva. l)e esta fornía ten icí ido Cii cííe¡i tia la Lipschi tzianidad local de
1! , se obtiene un a cocis tan te positiva L i tal que p~l~%~ to<io e e [O,r
— ./1(U0)(t)¡ < Líi(~ui uú[I.~.. 4— [51 — (1.2.6)
Por la definición de Jo, (1 .2.3).
= —4 ~ ‘>‘s +
— e( .~$.i’(¿.I’í’ó(r U>(r))clr u,




ji II L.~IJpe,. /2 >Hlo(r. tJ~ (r))—Eo(r, Uo(r))[]¡,—í dr.
(1.2.7)
Ademas
[Fc(s. ‘Ji(s)) — E’2(s. LÑ(s))[í¡,;¿ =c[iSi(r) — S2(r)[¡,¡—í i~P.C
¿2 ¿2
1’’’’ (y) — ~
‘teniendo en cuenta ali(ira que
[u,(r) ¿so— un(r) ¿ai [u,;
< vÁr) — u2(r)[¡[S’a(r)[,Í—’ -1— [u.=(r)l[lSi(r)—
Y (IlIC [S¡¡,~—i < le3[S [¡12 . Aplic:aíído el punto vi) del 1 ~e¡íía III’ se deduce la existenciaPC,
de luna constante positiva le4 = k~(—¡, , —¡9 tal t¡tie
[J’o(s Lí (s)) — i’ú(s. Li~(s))[ii— e: k1[jLI, —
u>
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De esta forma, llevando esto a (1.2.7) y aplicaiido (1.2.4), se tiene que
[1J2(Uí)(t)— 12(Ue)(t)[jt;.j. =L2[b’1 — tkI[~ji e(t — r)dV (1.2.8)(ti — r)4
para todo t 6 fO, T]. Por (1.2.6) y (1.2.8) es posible elegir r suficientemente pequeño, de
forma que J sea una contracción.
Sea (y, 8) e 0(10, r[; IR x L~) el punto fijo de J. Entonces 7’ = 7’V definida por
(1.1.9) verifica la segunda ecuación del sistema (1.1.1), y 7’ E C([O, TJ, H~r). La función
(u, 5) verifica la fórmula de variación de las constantes (1.1.6) y es continua con valores
en el espacio fi? x 2 luiego (u, 5) representa la solución del sistema (1.1.2) en II? 5<PC,-’ PC,-
De esta forma, se tiene (u. 5.7’) e 3> solución del sistema (1.1.1), en [O,r[. ~
A continuacióií vamos a ver un resultado de regularidad para la solución local del
sistema (1.1.1), dada por el Teorema 1.2.1.
Corolario 1.2.1 Bajo las hipótesis del Teorema 1.2.1. si (u, 715) es la solución del sis-
tema (1.1.1) en ¡O, r], se Hene que:
u E C’(O. r), 7’ e (‘([O, r[, ‘~2~~) fl 0í((0, r); ~‘,1cr)
5 E C([O. T[; L%~,-) fl C((O, r); 1!;,-) y 5< E C((O. T); jfI—C)
para todo e > O. Además que si It e Ch entonces 7’ E c.2((O T); L%4.
En particular (u, 7’, 5) verzfican las ecuaciones del sistema (1.1.1) en casi todo punto.
Demostración:
La regularidad de u se obtiene como consecuencia de (1.1.7). En cuanto a la fun-
ción 7’, la primera afirmación sobre su continuidad está recogida en el Lema 1.1.1, y la
continuidad de su derivada temporal, como una función (le U’ se ol)tiene a partir de la
expresión (1.1.10) para 7’, esto es
OT~ ¿7”
= —u——— -1 -It(u)(fl, — 7’’)
¿ti Ot
de donde observamos que ademas que si Ji E CI, entonces 7’ E C2((O, r);
A continuacion vamos a ver la regulari<la<l <le 5. Para ello c<)iisideramos la tercera
ecuación del sistema (1. 1. 1). como uín a ecu ación <le evoliícióíí en 5 de la forma siguiente:
¿5 ¿2q
— — c = 12(0,8). 5(0 .x) = So(x) (1.2.9)
Do Dx-
donde la no linealida<l F2(t, 5) = b 7’ — u , es un a función <Idi ni<la de [0, r [x L~er enOx
02II — ~\demás ‘1’ e 0’ ([0. r [, í’2QI’ ) y es Lipscl¡i ti. en t con valores en íJJ~,-’ por lo que ~r7’PC,-. -
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es Lipschitz en O con valores cii 11—1. Como consecuencia E<> es Lipschitz en la variable
temporal y localínente Lipscli i ti cii 5. Por tarito por íííí resrí lado (le regularidad recogido
en el Teorema 0.2.1 del apéndice. se tiene que:
5 E C((0, r); H~r) y S~ c C((O, y); !f~¿f) para todo e > O.
U
Escribimos ahora la ecuiación para 5 (1.29), como
¿5
—c ~,, F2(t., 5)
50
de esta forma teniendo en cuenta que la regularidad anterior de 5 y la de 7’ implican ahora
que 5(0,5) — %~ E C((O. r), L~,.,J, por uín conocido resuiltado de regularidad elíptica se
tiene que 5 E 0’ ((0, i ) 1/%,-) lo que concluye la deínostraciouí Li
U.
1.3 Existencia global de soluciones
)x coíít.i linación vamos a probar que la solución dad a por el Teorem a 1 .2. 1, está
deFinida globalrííeííte.
U
Teorema 1.3.1 Supongamos que 11(r) = rá¿(r) es localmente Lipschitz. ‘/k E 11
j e £%,,-. Entonces dado (yo,
7’o So) E 3> = 11? x H<~,I’ 5<~ pcr la solución del sistema (1.1.1)
dada por el Teorema 1.2.1 está definida globahuente. es decir (u, ‘1’. 5) E C([O. ~), Y),
verifica la regularidad del Co ro/cirio 1.2. 1 c3)L (O. ~
:
A demás íci aplícacio u:
S(t)(uo, 7’o. S’o) = (u(O), ‘¡‘(0), 5(0)). 0 > O
define un senugrupo en 3) cíe clase Co.
Demostración:
Considerarnos la soluícióii local <leí sistema (1.1.1) dada por el Teorenia 1.2.1, y l)()r
resultados estáí ¡dar de p rololí gaclo ii. sup o iicinos 1)101 ciii gada la solu e ió u líasta uíii intervalo
max i mal de dell ni ción [Fr ) con (u, ‘1’. 5) E 0 (¡0. r): 3>). Q tierernos prol)ar qure T = ~, C5
decir c
1uie la solución está globalmente (leliIiidil ~ lo liaremos en varias etapas.
En uuía priníeia etapa. vamos a píol;¡r que la iioriiia (le la soluiciótí. II (u. ?L 5)] ff?x ~
rio ex1)10 t.a en t,i cmpo fi iii to. Para ello t.ei leí1(10 cii cii en la el 1 eurua 1 . 1 . 1 seg un el enal
II 7’(t) [¡~e: inax{ I[iI’oIl y. [7,. hl~ } — A/. Vaiiios a \er cmi primer lugar que [5(0) [íío explota e’
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Pasamos a ver en primer lugar que [¡S(t)[ no explota. En efecto, 5 verifica la
ecuación: os ¿25 05 ¿27’
___ —u--— — b 5(0, x) = So(x) (t3.l)
— c0 = Ox Ox
2’
&s a2s OS 02T L2 Poren . Además por el Corolario 1.2.1 se tiene que -~-, sr~ s y Ox2 E pci’ tantoper
podemos multiplicar por 5 en L2 la ecuación (1.3.1) e integrando por partes llegamos aPCI’
+ (c — E)[ <> =C~[2dt OT~x
para todo e > O con 0’, = ~, ya que por la desigualdad de Young
í 02T 107’ 55 05 07’0x2 Ñ —b 1 ~—~— =~~—[ + C,[]—[fl
Dx Dx
y además
r 05 1 ~O(52
)
Dx =0
por ser 5 periódica.
De esta forma tomando e = ~, y teniendo en cuenta que [¡~[¡=rnax{¡[~[, I[~I[}
obtenemos
d 05<>[5[2 + cI[—[h < le
1 (1.3.2)
dt Dx —
con le1 > O.
Integrando ahora la ecuación (1.3.1) respecto de x se tiene que:
J2áir~vf=~bJtj+cJ=I=0
por ser 7’ y 5 funciones periódicas. Por lo tanto ~[fSd.x[ = O y fS es constante respecto
de 0, es decir 55 5
5o = rn
0, de donde, aplicando la desigualdad de Poincaré
[§1<2 =p~[Si[2 — tirírn~ con /<i = miii [2 >
[5 — 5 S~
2 , (1.3.3)
Llevando esto a (1.3.2), se obtiene la siguiente ínccuacióíí para [jS[j2:
+ cpu
1 [js][2 =le1 4- piin5
<It
de donde obtenemos que [5[¡2 no explota en tiempo Fiííito.
Veamos ahora que [v(t)¡ tampoco explota cii tic¡íupo finito. Teniendo en cuenta la
primera ecuación dc (1.1.1) observamos <1iíe u(O) veriFica
u(O) c0cE f0cc~> + j[J (7’(r ) — S(r ) )fdx)[e f’ ~<,>1
ti
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Como jf C(v> =1, para todo r < t e: y. por el Lema 1.1.1 [7’][=¡nax{ [‘¡‘Hl[7’0H}, y ti
[]S[ está acotada en tiempo finito, entonces [v(t )¡, taml.Áéii está acotada en tiempo finito.
A continuación vamos a probar que la solución es global por un razonamiento de
reducción al absurdo. Es decir, suponemos que r e: oc, donde [O,r) es el intervalo maximal
de definición. Vamos a probar que {(v(O), T(O), 5(0)), 0 6 [0, r)} es de Cauchy en Y, con t
ti ~—* r, por lo que existe (y,, 7’,, 5,) = lim~....,(v(O), ‘¡‘(0), 5(o)) en Y. Lo cual contradice el
hecho de que [O,w) sea el intervalo maximal.
En efecto, con U = (y, 5) se tiene que [LI(O) — LJ(s)I[¡p><L2er = [y(o)— v(s)[ + [5(t) —
S(s)¡[, y recordando la expresión de y, (1.1.7), es decir U.
v(t) = yo — C(v)vdr + j[J(T(r) — S(r))f[dr,
dado O e: to =s e: O e: r, se tiene que
U
o(O) — o(s)[ =j’ [1! (u(r))[dr -f- j J(7’(r) — S’(r))f ¡dr =C[0 — 5]
ya cine como o. ¡j T[} y [S[ están acotados cmi [0. r). los iíitegrandos están acotados. Por
tanto si (o — T e: e: 1, 0(t) es de Cau¡clíy col> ¿ — T y por tanto existe li~nt~~.,-v(O) E IR, Y’ U’
además por el Lema 1.1.1, tenemos que T(t) = TI’(O) es de Cauchy en H%r’ con O .. T.
Recordando ahora la expíesión de .5’ dada por(1.
2.3), es decir
¿0 fi ¿0
5(0) —c(—si±I)ts + } <~C(—fl+I)(tr)fljr v(r), S(r))dr
con F
2(r, U(r)) cS(r) — o(r)~(r) — b~T(r) ‘¿ teniendo cii cuenta el Lema 1.1.1 según
el cual [THH’__ < rnax{ [To[ >M~’
t1 7%[]w }, junto con el hecho de que 5 esté acotada en
[O,T), se tiene que
U.
[Fo(r. t’(r), S(r))[,~- e: le<> e: oc (1.3.4)
para todo y E [O,r).
Teniendo en cuenta la teoría cíe espacios Iracciomiarios Z0, asociados al operador
+ 1), que es sectorial sobre Z0 = L?~,,- con domiiiio Z1 ~ se tiene que
1 --1 1Z 2 ns,.,-, y Z~ Jf;¿.. espacio duial <le ~ Liítonces como consecuencia de (1.3.4),
se verifica además que
IIS’(’)I[z~ =ley (1.3.5)
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±lJ(t
+ 14 [e c( 8r2 r)[É(II~~,Z0)[¡r2(r. v(r), .8(r))[¡,¡—tdr
yporel Lema 0.1.1 del apéndice, junto con (1.3.4), se obtiene que para todo 0< to < ti < T
[S(t)[za =le4{t~[So[ + ¡(O — rY(0+)dr} =le5 (1.3.6)
de donde se sigue (1.3.5).
Además si O e: ti0 e: s e: ti e: i-
5(t) — 5(s) = (eC(~7~~±I>(<S>— 1)5(s) + ji eC(~~+I)<tI’>F2(r, U(r))dr
de donde
[¡5(t) — 5(s)[j =¡[(eC(~44)(tS) —
~f []e< ~ ±1)0<—til[ruuevL~¿¿ ¡ F2(r, v(r), 5(r)) [~—¡ dr. (1.3.7)
Entonces de nuevo por el Lema 0.1.1 junto con (1.3.4) y (1.3.5) se tiene que
[¡5(0) — 5(s) [ =le6(t — sr + le7 ji — rf4dr =le<,(O s)0
con O e: fi e: ya que por el Lema 0.1.1 del apéndice
s) 1)S(s)[ =k
9(t — s)
13[S(s)[ =leío(o — s/’ y
2 ~2 í
por (1.3.4) y por el Lema 0.1.1, según el cual
¡[e~0 ~±1)(t—r) ‘1~(~A~- , L~er) =C(t — 2
con O, le
1, i 6 tI,.., 11 } constantes positivas.
Tomando ahora lOo — r[ <e: 1 obtenemos que 5(0) es de Cauchy en Lk,. con O : T
y por tanto (y(O), T(t), 5(t)) es de Cauchy en 3>. con ti s--’ r.Li
Observación 1.3.1 El Teorema 1.5.1 se verifica también para otros espacios de datos
iniciales. Es decir, es posible demostrar la existencia y unicidad global de soluciones para
el sistema (1.1.1) trabajando en espacios de fases mas generales.
En efecto, supongamos que To, 7’,. e X, donde A’ representa un espacio admisible
arbitrario, definido al principio de este cap/ti alo por (1.1.1). Vamos a ver en que espacio
liemos de tomar
5o y f , para que cris ¿a la solución del sistema (1.1.1) con dato inicial
(yo, ‘¡‘o, Sa).
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t
Para ello consideramos la ecicacron
¿2 ¿2
S<+c(——-j-J)S~b 1 —v——d-cSOx2 Ox2 Ox
y observamos que se puede resolver adecuadamente en los espacios de potencias fracciona-
rias, Z0, asociados al operador sectorial (—~ + 1), descritos por ejemplo en la sección
sobre operadores sectoriales del apéndice. Nótese que en la práctica Za±Itambién podrá
ser un espacio admisible para 7’. La elección de X, si embargo, vendrá determinada por
los datos 7’,. y T~
82 _ 82 tLa relación entre A’ y za tiene que ser adecuada para que ~T — T(v) (O) sea un
término “bueno”. Es decir, sabernos que la aplicación ti — T(t.) es continua con valores
en A’ y a la vez necesitarnos que la aplicación ti . ~
2.T(t) tome valores en Z
0, que a
su vez equivale a ti : T(t) E Z0~1 lo cual se t’erífica automát,$camen,te si imponemos la
condición U.
C4
Por otra parte se tiene que el operador
¿ . — u
Ox
por lo tanto hace falta que 5(0) E , de donde .8~ E ~
Por lo tanto, podemos considerar (00. ‘¡‘o, So) E II? 5< X 5< zt~±4con X ~
y a elegido de tal fornía que se satisfagan las necesidades funcionales de la aplicación u
F(o, u, 5) b~2?~T — u + cS, las cuales permiten llevar a cabo la demostración basada8x2
en un resultado de punto fijo. Siguiendo la demostración del Teorema 1.2.1 se observa
que uno de los puntos claves de la misma se encuentra en la condición recogida en los
apartados iv) y y) del Lema 1.1.1, y que ahora se convierte en
51~Prcf0ri[ ¿2
____ (‘¡‘Vi (r) ‘¡‘‘2(r)) [z<>=LT[VI — uo[K
lo cual, tenie ¡ido en. cuenta, que
¿2 U
(7) 7’V2()) ¡¡za =c¡¡¡7’Lm (r) —
Da)
se verifica siempre que se tenga la propiedad
sÚPrC[Orj]T’(r) — T’’2(rfí¡
70.—m =Lr][o1 — U2[!.xt. u
Este resultado, es cierto asir vez siempre que T~, 7’,. tengan ¿rus/aciones Mps chítiz en Z’~
3para lo cual es sufí ciente qn e l<~. 7’,. E Á corno se cíedtice del p un ¿ o iv) del bern. a 1 - 1 . 1
u.
vi
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Por último, tenemos que elegir la función f en un espacio adecuado para que
— 5)1 tenga sentido. Teniendo en cuenta que ‘¡‘(ti) e A’, y que 5(t) 6 ~ basta
con tomar f e X’ n (ZQ±{)I. De esta forma siempre que X ~ ~. Z’~’d bastaría
en principio con considerar f 6 (70+1)1.
Veamos algunos casos particulares:
i) Recordando la teoría de espacios de exponente fraccionario, definidos en la Proposzczon
622.2.1 del apéndice, se tiene que ~ + 1 es sectorial en L~t,r = Z con dominio —
~, Z0 G vVg~, a =O, es el dominio del operador (—~y + Í)ú dotado de la norma de
la gráfica. De esta forma se tiene que 71/2 — lV~, y
7—ufl es el espacio dual de
con - ±1= 1.
p q
~92
Por lo tanto si consideramos el operador sectorial —~¿ -1- ¡ sobre 7 = ~ 1 e:
p e: oc, ya = —~, entonces el espacio de fases es 3> = IR 5< A’ $< ~ con A’ ‘—* PC,-,
‘¡‘a 6 VVp~%~ y 1 6 Lx,-.
Esta elección en el caso particular de p = 2, coincide con las hipótesis del Teorema
1.2.1.
u,) Si consideramos ahora a —1 entonces el espacio de fases es 3> = U? x A’ x Z5 con
= (W~fl’ con A’ espacio admisible tal que A’ 74 — lV~, con T~ E W~yf E
V/la En esta situación, si consideramos p 2, tendríamos las siguientes condiciones:PC,-
T~,f E H~,. y (voToS0) e 111 > FI
1 x FU1 bajo las cuales se tiene la existencia y
pci’ pci’’
unicidad de soluciones.
iii,) Si consideramos ahora. p 2, es decir 7 = L~,. y a = > —i i.e. m > 2, se
tiene que Z~1 = Hz,- y 70±3 H~2. Por tanto si f 6 ~ y ‘Fa E A’, con A’ espacio
admisible contenido en H%., el espacio de fases es 3> = II? 5< A’ 5< H~,r, y en particular
podemos tomar como espacio de fases Y II? x Fu;; 5<
De esta forma, razonando de fornía análoga al ‘J’eorerua 1.5.1, se tiene el siguiente
Teorema sobre la existencia de soluciones de (1.1.1).
Teorema 1.3.2 Supongamos que 11(r) rG’(r) es localmente Lipschitz y 7% EA’ siendo
A’ un espacio admisible tal que:
i)A’ G VV~yf E ~ donde 1+1 = lsil e: p e: oc. En este caso sea3>p q
II? x A’ x Lx,-.
O bien
u) A’ C pci” y 1 E ¡
1~
1q En este caso sea = 5< A’ 5<
wi’P Y 11?
iii) á Gil”’ ?fl >2.z¡ 1 E LS En este caso sea 3> =11? 5< A’ 5<11 ni—2PC,-’ — PCI’ per
u.
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Entonces, en cualquiera de esas tres situaciones, dado (u0, ‘¡‘o, S~) E 3>, existe una
unzca solución (y, 7’, 5) E C ([O, oc), 3>). Además la aplicación:
S(t)(vo, T0, So) ir (v(ti), ‘¡‘(ti), 5(0)), 0 > O
define un semigrupo en 3> de clase
Considerando el caso p 2, se tiene el siguiente resultado
Corolario 1.3.1 Supongamos que 11(r) = rC(r) es localmente Lipschitz y que las fun- <E.
czones Ta y f E H~0,-. Entonces dado (tú, To, So) 6 3> = IR 5< x H$, existe una única
solución (y, T, 5) E C([O. oc), 3>).Ademós se tiene que
vE C
1 (O.oc),T E C(0, oc;H~,,,-)flCt(0,~:L~,-)
S’ c C((O. oc): ~ .5V E C((O, ~): ugj
para todo e E (0, 1).
Demostración:
El razonamiento es análogo al desarrollado en el Corolario 1.2.1. Basta con observar
ahora que la no linealidad J’~(t, 5) b+
27’ — v~
1, de la ecuación (1.2.9) para 5, es
localmente Lipschit z en 5 Lipsch i tz en ti, colí si derada corno
IR 5< ~—‘ 1j2
con H2 espacio dual dcH2~,.~ por lo que estamos en las hipótesis del Teorema 0.2.1 del
apéndice, según el cual
e)
5 6 0(0. r); L%~,-) Y’ St E C((0, r); Jf
1;~), para todo e E (0,1).
A conti nuacion , Obscrvamos que S’ vemí fi ca la ccii ací omí
ir 1<1 5) — , U’
de esta forma teniendo en cuenta que la regíí 1 aviciad amiterior dc 5 y 7’ implica que
E2 (0, 5) — e O((O, r ) . H;) , por regmí 1 ari ciad elí~ t,ica se tíemie (jile 5 e O ((O, r ) H~,-) lo
qtíe concluye la demostración.m e)
Vamos a ver u rí resu 1 tia do sobre la existencia y el <:o m líportain iccito de soluciones
constantes respecto cíe la variable espacial.
e’
3’
Capítulo 1. Existencia y unicidad 161
Proposición 1.3.1 Bajo las hipótesis del Teorema de exitencia 1.2.1 y supuesto que 7%
es una función constante, es decir 7% 6 1/? se tiene que las ¿inicas soluciones del sistema
(1.1.1) de ternperati ura y concentración constantes respecto de la variable espacial, es decir
7’ = T(t) y 5 = 5(0), son aquellas que tienen ¿rna concentración constante en (x, O), es
decir 5o 6 U?. Además estas soluciones (y(O), T(t), So) convergen exponencialmente a
(O, ‘¡‘a, So).
Demostración:
Si ~‘¡ — — O teniendo en cuenta que U O se tiene que 5(7’ — 5)! = O. Por tantoOx
las soluciones constantes en x vienen dadas por el siguiente sistema:
di{ di + G(u)u O




es decir 5(0) = 5o E IR, u y
0<foC6’>dr y T(t) 7% -f- (‘¡‘o — ‘1’a)e fo »(V)’~I’, de donde













En esta sección vamos a probar la existencia de un atractor para el flujo dado por
(1.1.1) en el espacio Y = U? 5< !& ~ 2 Para ello, vamos a considerar el caso en el
pci’ pci’
que todas las funciones periódicas del sistema tengan media nula, es decir trabajaremos
enU?xÑ2 xiS donde
per pci”
11~a={TEH~c,- con JT O} yL%,,-={ScL~,- con
En primer lugar vamos a ver las razones que nos llevan a la búsqueda del atractor
global (maximal) en el espacio U? x J~2 x L2~,-. Sea (u, 7’, 5) la solución de (1.1.1) dada
pci’
por el Teorema 1.3.1. Observamos que integrando respecto de x la tercera ecuación
del sistema (1.1.1), como cozísecuuencia de la periodicidad de 5 y 7’, se tiene que fS es
constante respecto de O, como vimos en la sección anterior. Por tanto fi 5(0) 5 5o para
todo o > O. Como consecuiencia no existe uin ahactor global en el sentido clásico, para el
o o
flujo dado por el sistema (1.1. 1) eíu el espacio II? x II;.,- x L;~,-. Debido a esta propiedad
de conservación de la masa para 5, para cada ¿u
0 coiistante, tendríamos que estudiar la
existencia de un atractor Am,. en el espacio U? ~ < 1’o,,. donde V,,,,. = {SCL~C,- 55
mo}.
líítegrando ahora respecto de .x la segunda ecuación de (1.1.1) y teniendo en cuenta
de nuievo la periocidad de 7’.. se tiene quue
Y) = Ií}u)(f i;, — JT) (2.1.1)
1 6:3
vi
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Como consecuencia sí consideramos ahora r = ‘1’ — 4’!’ y u = .8 — 4 5o. de la segunda y
tercera ecuación del sistern a (1 . 1 .1). se tiemie (¡LIC r y q verifican las ecuaciones:
Dr DO r
— = h(v)(r
0 — r), r(O) = r0 = Y — JTo (2.1.2)
u.
——e —v----—b—-—¿o ¿ni Ox Ox
2’ j
donde T~ = 7% — 4 ‘Fa.
Por último, como coíísecuíencia de 4f = O, se tiene que 4(7’ — S)f = f(-r — u)f, es
U.
decir que la primera ecuación de (1.1.1) quedaría
— 4- C(v)v J (r — a).f, u(O) Do. (2.1.4)
De esta forma por (2.1.3), (2.1.2) y (2.1.4) temiemos que (u. r. o) verilica el sistema (1.1.1) u.
con Y,. en el lugar de 7% y ahora 4 T fo 4 y, O. Observarnos que sil’,. es constante
entonces TU ir O.
Observamos adennus:
De la ecu ación para 4 7’, (2.1 . 1), teniendo en citen ta (lite h > h
0 > O, se tiene que 4 7’
converge exponencialmemite cuando o ~ oc a 47% para cuualquier valor de 4 ‘Fo
u) El sistema de ecuaciomíes en derivadas parciales cmi (u. s, o) es el mismo (¡ue en (u, 7’, 5).
iii) Para recuperar las variables (Y’ la cliii árnica) originales hay <jíie considerar y, Y =
r + 47’, .5’ a + m0, ahora bien, por u) es decir, el hecho de que las nuevas incógnitas
verifican el mismo sistem a, i r~iplica que la clii íám ica es independiente de m0.
Notaremos de nuevo íor 7’ a la función ~ ~‘ í~r .8 a o y a partir de ahora conside-
raremos el sistema (1.1.1) con 4 To ir 0, <o = Of 7% 0 y 4 Y(O) = 45(0) = O para
todo O > O. u.
Consideramos el sernigrupo .5’ (ti) generado por las soluciones de (1 .1 .1) dado por el
Teorema 1.3.1, definido por
5(t)(vo. ‘Fo, So) = (u(O), T(t, .), 5(0..))
3
donde
u(O) = uoc fo C(~> + j .fc<>>(f(T — S)(r)f)dr (2.1.5)
‘¡‘(i, x) Jo(r — ,¡.( u)e fo h(v> J0
tií.urncf hO>’¡’,.(~ — ~f ufldr (2.1.6)
S’(t, .r) ir (..<(?5Y~)ÉS~o(l.>) 1 ¿~<:t..~9(ír>I;.~(i. o(r), S’(r))dr. (2.1.7)
u.
capítulo 3. Comp orta.nm ¡(U> <o así ¡¿Lot ico 165
Observamos que en la sección anterior stumal)a.mos eS en la tercera ecuación, para escribir
82la fórmula de variación de las constantes cii función del operador positivo — + 1 en
622 sin embargo ahora el operador ~8x2 es ya positivo en L2 por estar actuando sobrepci” pci”
funciones periódicas de media nula. Por tanto escribimos la fórmula de variacion de las
constantes en función del operador —~r, y la no linealidad E
2 viene ahora dada por
¿2 05
F2(r, v(r), 5(r)) = —b—’¡’(r) — v(r)—(r).
¿a) Dx
Vamos a probar la existencia de un atractor máxirnal para el flujo dado por 5(t) en
Y=ll?xH%,- x a pesar de tener en el sistema una ecuación de transporte (para 7’)
lo que tiene como consecuencia que el semigrupo 5(t) no es compacto. Para ello vamos
a utilizar el efecto de regularidad asintótica sobre 7’ y las técnicas desarrolladas para
ecuaciones hiperbólicas en [28[, en particular vamos a aplicar el Teorema 3.4.6 de [28],
(ver [65]), siguíienclo el procedimento utilizado en el trabajo [5l[ para el termosifón sin
efecto Soret. Coíí este propósito probaremos en primer lugar que S~ (ti) es un semigrupo
puntualmente disipativo sobre 3>, es decir (¡líe existe un conjunto acotado B c 3> que
atrae a cada punto de Y y en segundo lugar veremos que se puede descomponer como
suma de dos términos, tuno (le ellos que tiende a cero sobre acotados cuando O ~—. oc y el
otro que es completamente coiitinuo. Para probar que S(t) es uín semigrupodisipativo
necesitamos algunos lemas previos que nos prol)orcionan estimaciones de la nórma de la
solución (y. Y, S)(t) en función de las normas de Y,. y f e independientes de yo, Yo y
5o
Estas estimaciones se obtienen en tres etapas, primero para 7’ (obtenida en [51[),después
para 5 y finalmente para u.
En el siguiente lema, cuya demostraciótí se puede encontrar en [51, vamos a ver
estimaciones para la norma de 7’ en función de las normas de ‘¡‘o y Y,..
Lema 2.1.1 Dada u 6 C[O, oc), ‘Fo y 7’,. E A’ con A’ espacio admisible, entontes la fun-
ción 7’ dada por (1.1.9,). solución de la ecuaclon
¿Y 07’
+ y
7 = h(c’)(Y,. — Y). ‘¡‘(Ox) =
verifi ca:
[]Y(t. )¡jy =[¡YaHx+ ([‘FoHx — [‘¡tj¡ ~.) ,o~ > o (2.1.8)
con h(r) =ho > O. para todo r. Conio consecuencia para todo ‘¡‘o E A’ se tiene que
lina sup II’¡’&)ll.v =II’T’jLxLi
ti
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A conti mliiación vanuos a robar un a es ti m ¿ció ci pani la mío rma de 5(0) en función de
la norma de 5o
Lema 2.1.2 Sea u
0 E IR, Yo, 7% £ y f,
5o c ¿2 , Entoncespci’
hm sup ¡¡S(e)¡! ~ b
c
donde pi ir minafii
82 o
> O, es el primer autovalor de —~ en
A demás se tiene que [5(0) [ está uniforní emente acotada para todo ti > O cuando el
dato inicial (00, Y
0, So) se mueve en un conjunto acotado de IR x f~2 x ¿2pr.,- pci
Demostración:
La soluición 5(0, x ) cIada por el leomemna 1.2.1 ucrilica la
DS‘ ¿
2q ¿~
— o = —u-—-— — b
¿0 D.c2 Dx Dr2
(2.1.9)
en el espacio L;~,. y por el Corolario 1.2. 1 .. se tiene en particular que ~j 825 OS ~. 82T EOx2 ‘ Ox ~7
~ y por tanto podemos multiplicar por 5 en f~ la ecuiación (2.1 .9).6 per
De esta forma integrami<io por partes y aplican cío la desigualdad de Young para todo






Tenicí ido cii cuenta que 4 .5’ = O, por la desigualdad <le Poincare
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Es decir u(o) ¡[5(0) [¡2 xerifica:
+ le2u < Al 2 + l3e
2~~ = r(t), u(O) ir [?So¡[2
do
donde le2 cgi > O, M2 —
2b
2¿, > O y la = > O. De esta forma dado E1~ e > O existe
tio > O tal que
du
— + k2u =(Al2 + E) para todo O =todo (2.1.12)
Entonces por el Lema de Gronwall se tiene que para todo O =tio
u(O) .c u(Oo)Ck?<t to) (Al2 + e) (1 — e
_ le2
De esta forma se obtiene quie
oAl- + e
hm sup u(o) < para todo E > O
— le2
donde 4f2 e
Por tanto si probamos ahora que >41) = [5(0) ¡[2 está tínulormemerite acotada cuando
el dato inicial se mueve en un acotado habíemos concluido la demostración.
En efecto de (2.1.11) se tiene que:
u(O) < uoe k2t + j r(s)ek2(tS)ds
teniendo en cuenta ahora que f¿ r(s)ek2(ts>ds =(sup~=or(s))~h(1— ek2t), se fiene que:
Al + 13
u(O) < ~ + le2 para todo o _ O
lo que termina la demostración.Li
Por último vamos a ver como las estimaciones anteriores sobre las normas de Y y 5
nos van a permitir conseguir una estimación para [>4.
Lema 2.1.3 Sean yo E IR, Yo, Y,. E H%~,. f, ~O E y O(o) =C~j > O, entonces
I¡fI[lun suup u(o)¡ -e: (¡I’¡’,.I¡
¿—oc — dV
.4 demás ¡ t (o) ¡ está unífo inteatente acotado. imul. todo O > O. cuando el dato inicial
(2.1.11)
(y




Sabemos que u verifica
u(o) u(Oo)e —Jt 0(r) + ~ — 5).f [ef:C(V>dr
sit
0 e: o de donde:
v(O)¡ = v(Oo)[e 40(V) ~ Hf¡] jI ¡‘¡‘~-~ — S(r)I[CfrC(V>dr.
En primer lugar dado e > O, por los Lemas 2.1.1 y 2.1.2 existe to > O, tal que para
todo O =
to se tiene que
¡[7(r) — S(r)[< =HL [+ A! + e.
donde A! = bvC) ~ Por tant,o se tiene <¡ticcIW
lín~ suip v~)[ e: ¡¡f ¡kH7t¡¡ -F Al
1K
e) límsup(j e
puesto que O =oo > O.
Observamos ahora (¡ne U
I t c~ .f,t<’y~. — e -k c<~’> dr
e ‘~0 0(r)
y aplicamos la generalización (le la Regla (le L’H opi tal para Límites superiores dada por







t~—”~ 0(v) e:— 3
va que O(o) =oo > O. se obtiene qute
hm sup [o(O)~= (¡[7’,. + A! -1—e)
00
para todo e > O.
Por tanto si probarnos ahora <¡nc u(t ) está u iii fominernente acotada cuiando el dato
se mueve cii un cOnj u mito acota cío. termí u atuos la demosíraemon.
uEn efecto considerando eíi (2.1.1:3) ~o O. se tiene que:








Bm sup lun 5111)
e
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teniendo en cuenta ahora que
efs<~”Vs =LtefGod~ 1 S(~ —Co
a partir de — ~COt)junto con la estimación uniforme para [T[J dada por (2.1.8) y la estimación uniforme para[S[j¿2 btenida (2.1.11), se obtiene el resultado.LiProposició 2.1.1 Suponga os que T,.c Ñ2a, f ~ L%~,- eY = il?xH~,- xL~,.. Entonces
para todo r¡ > O, el conjunto L3,~ definido por
bv’~ 07’(—Ao — n >o + í~) 5< B112 (0, [T4[¡¡2 + i¡) ~ B~ (O, [I-----flI+ >i) (2.1.14)
pe per cVih Ox
con A~ — ~ ([T + bfl¡Ot. [), es absorbente en 3>, para el flujo del sistema (1.1.1).
_ Co U¡[ c~78x
Demostración:
Vamos a ver que atrae uniformemente a todo acotado de Y. Es decir, dado 1? > O
probaremos que existe un 00(7), 2.) > O, tal (¡nc cualquier soluición del sistema (1.1.1) que
parte de un dato inicial perteneciente a la bola del espacio 3>. de centro el origén y radio
fi, pertenece a B~ para todo 0 =0~
En efecto. sea (yo, Yo~ So) E Y, tal que ¡uo¡ + [!‘¡b%~2 -F [¡So¡¡L2 = R y sea
pcr(v(t), Y(t, x), 5(0, x)) la solución del sistema (1.1.1) asociada a ese dato inicial. En primer
lugar por el Lema 2.1.1 tenemos que
[Y(o) [~~> = (1 — ehot) [¡‘¡0 ¡¡¡¡2 + [To¡[¡,= eho<
pcr per per
de donde existe t~ > O tal que para todo O > O~
¡]Y(t)¡[¡~2 =[‘¡ÁIIñ~+ ‘1
per per
Si partimos ahora de la inecuación (2.1 . II) deduíci da en el Lema 2. 1 .2 para ¡[5 [t




e: (!¡So¡h — )J2~½>
le2
k ~ 8T”~
donde A!2 — 25 ~ Como consecuencia si ¡[%[¡ e: 1? y 6(l)) es suficientemente pe-
queno, existe 1.3 > rnax{0 í 02}, sííficienteriuente grande, tal que ¡¡5(0) ¡¡ e: ([¡ ~
Ox
para todo > 03.
Consideramos ahora la expresión para u dacia por (2. 1 .1:3), cíe donde para todo 0~ =O
u(t)¡ =uo?ec0(¡Úo> + ~f¡j 1 ¡(‘¡‘(o) — S(r))¡¡t§ 12 CO~~
Jeo
e)
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ten i en do en cuemíta q ime e 0o dr — ¡ 1 ], se tiene que
i[f [ ¡fi[v(o)¡ =[¡uo[— (sunt>,o(¡¡Y[ E [IS¡[)[erno( — ~>‘— —(sís.p,~,.(¡¡Y¡[ -F [¡S¡[)Co Oc
Por (2.1.8) dado c — e(q) > O, suficientemente pequeño, existe 04(q) > O suficiente-
u)mente grande tal que ¡¡Yj¡ =[¡Y,.j[+ e para todo O =0~, por lo tanto como consecuencia
del resultado anterior para la norma de 5, junto cotí [vol =R, se obtiene to =t~, i = 1,.., 4
tal que (v(t), Y(0, x), S(t, x)) E ¾para todo O =toLi
Teorema 2.1.1 Supongamos que ‘F,. E ~ y f ~ LA . Entonces existe un atractor u>pCi’
¡naximal A compacto y conexo ea Y = ¡a x 1./2 5< Lp~i’, para el flujo del sistema (1.1.1).¡Ml
Además se tiene que A c 13. donde
ir [ ~½.>o[ 5< BWcr (O, ¡[7%Hí




En primer lugar vamos a ver que el semigruípo generado por las soluciomues de (1. 1. 1)
S(i)(uo. ‘¡‘o, 5o) (u(/), TU, .), 3(1,.))
es puntualmente <lisipativo en 3>. Para ello basta observar <¡ríe para todo ¡j > 0, el conjunto
acotado en 3>, dado por (2.1.14>,
<E’
bV~ 07%
= (—.~o — Ti, >o +¡¡) 5< y (O, J[’¡j[fl2 +fl) 5< l3j> (O, [¡—[] +7))
cJíJ Ox
donde >o ir 1~¼i¡’¡Á¡¡i- #~¡ ~fl ¡j) es al)sorbente.
Ox
Conio el semigrupo 3 (o) no es compacto, va (¡líe temíemos umna componente de la
solución T q uie ven fica una ecuíacidí í de tra mísporte. vamos a u tili zar el efecto de regularidad
asintótica sobre Y qtío ríos va a permitir aplicar el Teo mema 3.4.6. <le [28[ . Para ello
descomponemos el sea> igru po .8’ (o.) como simm a de tíos términos, de forma que uno de
ellos ti en de a cero sob re acotados cii ¿iii do 1 E—’ ~,x el o t. ro es cci mpletamen te cci nti ¡¡tío.
En efecto, para cada O > 0. clescom pouíenios
S(o) = S~) -h St(o) comí 57(0): 3> ‘ 3> (2.1.15)
defin i dos p<>r
3i(t)(uo, ‘¡‘o. So) = (ucez f~ CH ‘J$.r — ji u»? .f¿ h(~) ec+Éso(xn (2.1 16)
u’
ti
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y
S(t)(vo, I’o, Se) ir (jI e f~ coÚ(f(Y — S)(r)f)dr
re rt rt
~f0[h(v(rfle~~ Jr í«V)7’( — ji v)]dr , j ecf](1i’>Fo(r, v(r), S(r))dr) (2.1.17)
con
¿2 os
Fo(r, v(r), 5(r)) = —b ‘l’(r) — Ox
Veamos en primer lugar que si [(yo, ‘Fo So)[?y =U, emítonces St(o) verifica:
[S(ti)(uo, Y0, So)[y =Jx’(t, U) — O si O oc.
En efecto, de la definición de S~(t), (2.1.16),x teniendo en cuenta que O =Q
O h > tuo > O y que la miorma en í!,- es i nvariaíite por traslaciones, se tiene:
[S>(t)(vo, ‘Fo So)¡¡y =j00¡<—Cut + [i’Fo¡[ñ2 e h0t +
y además por el Lema 0.1.1 del apéndice, jtinto con el hecho de que en ¿~. el operador
Ox
2 es positivo, se tiene ¡¡<e rt.8o¡¡ = N¡[So[c5’ con 3, N > O, de donde sc sigue el
resultado.
Veamos ahora que 5(t) es completamente continuo, es decir, para cada O =O y
B c Y acotado, el conjunto {S’ts)B , O e: s e: t} es acotado y 5(o)B es precompacto.
Para ello partiendo de (2.1.17) definimos
s;(t)(~~, Y
0, So) = (yo(O), ‘¡‘o(O), S~(t))
con
02(0) = ~ f 00,9 (f(7’ — 5) (r)f)dr,
= 7’ ¡h(u(r))n§ f: ~<‘>7%(~— ¡ u)[dr
y
CC;•77(ti’>Eo(r v(r), 8(r) )dr.82(0) — jt 52
Por lo tanto, dado B c Y acotado, teniendo cii (:uieiita las expresiones de Do, ‘¡‘o y
52(0) se tiene que:
Por los Lemas anteriores, 2.1.1, 2.1.2 y 2.1.3. [u(O). [¡Y(t)j¡ y [jS(t)[ están acotadas
en tiempo finito, de hecho liemos visto quíe están uniformemente acotadas cuando el dato
inicial se mueve en un acotado, lo que u.ín ido a la conti mm ida cl de las ftinciones O, h y E2,
y a la l)ropieclad <le i ii\ari an za cíe la norma <le ‘JÁ bajo trasíacíoiies. nos permite concluir
que el conjunto { S~ (s) 13,0 < s e: ti } está acotado en 3> = II? 5< 11%,. 5< tpe,-• ¡
u,
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Veamos ahora que el conjííiito St(t)I3 es piecorupacto en 3> = II? x 1< ~ /2 Para u>pci’ pci’
lo cual estudiaremos por separado cada compomiente de S~(0). La primera proyección del
conjunto S~(t)I3, que demioramos por uo(t)B, acabarnos de probar que es acotada y por
tanto precompacta en ¡a, por lo que pasarnos a esttrdiar la segunda proyección T2(t)B.
Sea 10 = 10(B) tal que para todo r E [O, t[ y para todo (yo, ‘Fo, So) E B, O = <E.
h(v(r)) =/0; de aquí se tiene que
O e: h(v)Cf:ñ(V> =4v) =10.
Consideramos ahora el conjunto £(7%) {7%(. + le), le E U?}, que es compacto en pci
por ser homeomorfo a la esfera E
1. Entonces el integrando de la expresión de ‘¡‘~(t) toma
valores en fO, hflS(T~
2), que es compacto y como comísecuencia del Teorema de Mazur, se
tiene que
~¡ E ‘dtJ’¡’,.(~ — ¡ v)]dr c ~[O , hfls(YJ]
donde ?b[ O , h • E (Ya) ¡ es la envoltura comívexa y cerrada qtíe también es corupacta en
JI,-. Por lo tanto se tiene que ‘¡Y(O) E es precompacto en pci’
o
Por fil ti mo veamos míe s2 (ti) E es precompacto en L ;«,.. l)e ííuíevo por los Lemas
2.1.1, 21.2 y 2.1.3, si consideramos En : ll?~ x II? x ~ existe una constante
positiva 1< > O tal que [Fo(r v(r) 3(r)) [IH< e: E. para todo r 6 [0,0] Y’ (00, Yo So) C E,
acotado deY. Como consecuencia segun vimos en (1.3.6), existe c c (O, ~) tal quíe S~(t)B
esta acotado en Zt espacio que representa el dominio del operador (— ~pfl’,dotado de
la norma de la gráfica. Por lo tanto, teniendo en cuenta que Z~ - cori inclusiónpci’
compacta (Proposición 0.1.1 del apéndice) tenemos <¡uíe 8~(t)B es precompacto en
Como consecuencia S~ (0)B también lo es. De esta forma, tenemos el resultado buscado sin
irías que al)l icar el Teorema 3.46. dc [:31¡ . Observanios a<iemás (lije por ser A invariante
ej
sc tiene que A c %>oLt ~ Li
A continuación vamos a considerar los <lesarrol los cíe l’ouri er asociados a ías funciones
que intervienen en el sistema (1 . 1 . 1), representando ternperatu ra y salinidad. Veremos
las ecuaciones que verifican lc)s coeficientes o moúlos cíe Fon rier, corre. a estos U
desarrollos y t ram a~ a íido COi í ellos 01) tendíre iruos es ti tui ¿teío ííes de la norma de la solución
que recuperan y mejoran, cíe forma coíísi (leral)le cii alguí nos casos, las obtenidas en la
seccion anterior por los métodos <le estimacioiíes de euíervía Estas estimaciones nos per-
mi tirán ver en prí ¡ner 1 ugar un efecto regu larizajíte sobre la solurciómí , a pesar de c¡uíe la u
segunda coin ponente Y veriL ca u cia ecu aciorí de transporte, lo cuial nos llevará a probar un
resultado sobre la regularidad del atrae tor maN i mu al <leí ‘1 corema 2. 1 .1. En una segunda
u
e
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instancia, estas estimaciones sobre los modos cíe Fotíííer. nos llevarán a probar la exis-
tencia de variedades imíerciales para el sistema. Por ultimo \‘cmemos como determinar el
comportamiento asintótico del sistema a través de ‘algunos’ modos de f y Y,., en algunos
casos.
Observemos que dada g E H~, con m > O. se Puede desarrollar en serie de Fourier
de forma que
g(x) = ake, con Z \ {O}
kCZ~
donde ák = —ak, ya que y es una función real Además los coeficientes ak verifican que
Zk<Z knm[ak[2 e: oc, de forma que
Eíí lo que sigue suipondremos quelas (k~ le2’’ ak[) f e L%,,. vienen dadasfunciones ‘F~ E U? y
por los desarrollos de l2ouíricr:
7%(x) E b~e2wkix y f(x) = E cke kix (2.1.18)
k6E kCE~
y representaremos los desarrollos de Fourier de las funciones Y(t,x) E ~ y S(ti, x) E /2
PC,-
de la forma
T(t,x) = ~ ak(l)e. y 3(0, >4 = ~ d~(t)erkix. (2.1.19)
kCZ~ kCE
Proposición 2.1.2 Supongamos que la función It está acotada inferiormente por h
0 e:
4c7r
2, 7%, Yo E Hg,,- y f, 8o C 2 con ‘Fo(x) = ZkcZ• akoe2rkx y So(x) = ZkCZ dkoe2rkx.pci’
Sea (u, Y, 5) la solución del sistema (1.1.1) dada por el Teorema 1.2.1 con, este dato
inicial. Entonces se tiene que
i) Los coeficientes ak(t) y dk(t) en (2.1.19), ver¿ft u las ecuaciones
Ok(O) -F (27rlevi 1- h(u))ak(t) h(u)b<> le e 12 (2.1.20)
~Idt) + (2¶levi + 4cvr2k%fp(t) = —4b;r2k2ak(t). le e 12 (2.1.21)
y 1(1 ecuacton para u es
¿‘(0) -í- O(v)u — E a< (0 )c..g — >1 IJ,(/ )c...k ¡ (2.1.22)
Lcr.
u) Además se verifican las desigualdades
¡Ok(t)[ e: ¡«~0¡~f0 ‘<~‘> i— b~[ (i — f~ ¡dr>) (2.1.23)
ml
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¡dk(t)[ =[d~oke 4cr2k2t h ¡apo[at(e~.hot — —4C7r2k2t)f e’
b
-1- —[b,J(1 — c~ ) (2.1.24)
c
41’~2 k2
> O.con 0k 4cr2 k2 h,.
Demostración:
i) Teniendo en cuenta que si U(t, x) = Zk’E zído)e=rk¿x,entonces
¿U
—(Ox) ¿U
>3 uk(t)e , —(ox) 2~’íi >3 kuk(t)e2rkíx u>
HEZ~ Dx kCYA
¿2 u
y (ti, x) ir 1n2 >3 let,~(t)e2rktz,k”EZ
llevando los desarrollos cíe Wourier de las fui n ciomies ‘1’, 3 y sus derivadas al sistema (1 .1. 1
respectivamente, se obtienen las ecutaciones (2.1.20) y (2.1.21) para los coeficientes de 7’
y 5.
‘[‘en ien cío cmi cuenta ahora que
¡(Y — S)f = >3 (a~.(t) —
LEY’
se obtiene la ectíación para o, (2.1.22).
u) Integrando ahora (2.1.20) y (2.1.21) se tiene la expresión de los coeficientes. dada por:
á
Ok(O) = ac.oe f¿<2~kVíth<t>í 4- b,~ ji h( u(s) )& ,Li2rkt¡4.~(l)íds. (2.1.25)
dL(O) = d Loe ~4aík>te fJ 0i’~i’ — 4/nr 2P jI ak(s)e~4a2 0 —t .1~’ 2~~Y
5. (2.1.26)
La primeía acotación (2. i .2:3) se obtiene iii rectamente de (2. 1 .25), sin más que ob-
servar <¡líe
<~O ~ — 1>~ li.(u(.sfl& fi I<~>ds = 1 — e f¿ ¡dv) (2.1.27)
Para obtener la seguincí a clesiguí alelad su¡sti t,uíi ¡nos (2. 1 .2.5) en (2.1 .26) obtenemos
(ji iC
d~(t)[ = dko¡C4Éi’
202t ~ .1b7r2le2([Ii(i)[ + I~4~)I) (2.1.28)
con
Jí (1) = a
00c ~ ~4cw2k2(t~~s)~ft’£J¶kVLd
IQ(t = bk ~/j {siCk<í~tL 2~k,i [/1h(u(r)»¿ — fL2~k~¿~¡úúi¡íí.j } us
u.
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Observamos ahora <¡tic 4ci2le2 — h0 > O para todo le / O. de esta forma se tiene que









de donde, teniendo en cuenta de nuevo quíe
I5o V)ds 1 — e: 1
se obtiene [¡o(O) ¡ = b,J fi c4a2k>(<S>ds. Por lo tanto
b
4bvT2k2[In(t)f e: —¡b~¡(l —
c
(2.1.30)
De esta forma stistitliY’endo las acotaciomíes para Ii(O) e lo(t), dadas por (2.1.29) y
(21.30), en (2.1.28) se concluye la dernostraciómí.Li
Corolario 2.1.1 Bajo las hipótesis y notaciones de la Proposición 2.1.2, para toda soin-
ción del sistema (1.1.1) (u, ‘¡‘, 5) y para todo le c 12 se tizene
i)
hm sup ¡at(t)[ =[k¡~ lun sup [dk(t)¡e: b
—¡bk¡.
U,) Si ¡ako[ e: [b~.¡y ¡tú] =~[b~[ entonces [ap(t)¡ s [b~[ ~ dk(t)[ =~[b~[para todo ti > O.
iii,) Para todo (00, ‘¡‘o, So) E A, donde A es el atractor ií,.ayuaal sobre el espacio Y¡a~f~2 5<5
pci’ pci” dado por <leí Teorema 2.1.1. con Yo(.r) = 2~g ate~~kx ~ So(x) =
Zkez dk enlrkíz, se verífica
ti
lak[ e: ¡bk[ y [d~[ e
:
c
le c 1=.. (2.1.32)
En particular si 7% E II ‘>‘ co tu in > 2. el <it ¡acto r í/>aj71m alpci’
.1
A ‘—~ IR ~ 5< Hmpci’
y es compacto en ese espacio.
Demostración:
i) Este primer apartado se obtiene (le fornía inmediata a partir de la Proposición 2.1.2.
u) Como consecuencia de (2.1.23) se tiene que
(2.1.3 1)
¡at(t)[ =[b~]d— e
176 Capítulo 3. Termosifón
de esta forma si [ako[ < [b,J, entonces [ak(l ) ¡ =bt-[ para todo 1 > O y para todo le E 12. e
Llevando ahora la condición [aL(O)¡ =[b¡J a la expresión para dk dada por (2.1.26),
se tiene que para todo le C 12
[<lk(0)[ e: ([dko[ — ~1¡bk[)e4a2kít+
e c
de esta forma si ¡dko[ =~[bk[entonces Idk(t)[ = ¡ti~.[ para todo ti > O.
iii) El conjunto B~, dado por (2.1.14), según vimos en la Proposición 2.1 .1, es un acotado
absorbente, de donde se tiene, [61]
A = w(LÑ,) = fl ¡j S(s)B,~, (2.1.33)
t>O s>t
por tanto, dado (00, Y0, So) c A de (2.1.33), se deduce la existejícia de (va, 7%, Sn) E B~
sucesión acotada (por serlo !3~) cii Y y 1,, ~— oc, tal <píe
S(o,)(u~, 7’,,, 8,) — (Co. Y~, So) si oc en 3>.
Con las notaciones de la Proposición 1 .2. 1, si
T~(ti, x) = >3 a~(t)e2~¶k¡X y S,,(t,x) = >3 d~(t)e2~~ktXLcr kcX’







0[cíe —hot,, g b ti
—[bkl —
con e: A!k e
e: oc, y ¡d%[ e: NL e: oc.
Por tanto pasando a! límite cuando n ~— oc se tiene quíe
tik’t¡ =¡ti4 y ldu[ e: —Ibk[. le £ kW.
c
y (2.1.32) quieda probado.
Como consecuiemicia de (2.1.32). si Ya E I1,%.. teníei ido en cuienta que >.jkc g~ le
2”’ [bk[2 e:
oc, se tiene que ‘¡‘~,8~ E U’ con U’ = {Y E PJ~, a
0] =d¡bp[} donde d max{ 1, ~},que es
tun conjunto <:ompacto ~ !!,%. Li
e
e
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2.2 Variedad inercial
En esta sección vamos a considerar el espacio de fases 3> = IR 5< ÍI~ x ftm—2, ni > 2pci’ pci’
y vamos a probar que existe Al variedad inercial para el semigrupo 5(o), o =O en Y, es
decir, M es una variedad topológica de 3>, (la topología de M es la inducida por 3>) tal
que:
i) S(t)M c M para todo O > O.
u) Existe A’! > O verificando que para todo 13 c 3> acotado, existe 0(B) =O tal que:
dist(5(t),M) =C(B)e~11 o > O
tal y como se puede ver en el apéndice, y en 21[, [48], [49[. [61[.
Supondremos a partir de ahora que
‘Fa E H’¿,- con 7’ (r) — >3 ti~e2~~khx, b~ # O para todo le E 1< C ~
K-EK
con O ~ 1=,ya que f 7% = O. Denotamos por 1/,,. al cierre del siubespacio vectorial de Hp,.
generado por {e2i’kix, le E 1< }, es decir
¼—1 {=~ le E J<} (2.2.1)
y por VÁ>
2 al cierre de dicho siibespacio vectorial en fi “~
2pci’
Teorema 2.2.1 Siguiendo las notaciones de la Proposición 2.1.2, supongamos que
Ya E H%. y f ~ 2 . Entonces el conjuntoPC,-
Al =IRzV,,, ~¼,, —2
es una variedad inercial para el flujo de S(t)(r’o. ‘Fo, 5%) = (u(O), Y(O), 5(0)) en el espacio
3> fi? 5< Jfm 5<pci pci’
Si 1< es finito la dimension de •A~1 es 2 ¡ K] -4- 1.
Demostración:
Siguiendo las notaciones de la Proposición 2. 1 .2. seamí
1(x) = >3 c¡e Y(x) ir >3 a~{je \ So(r) >3 dkoe2wk¿x
kEZ~
con Y(t. x) = ~ ac(t)e y S(t, i) ZkcY- dk(/ )eú%kic.
i) Vamos a ver en primer Itígar que VI es iii \-ari ante.
u)
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Basta con observar c¡ue si le ~ E. ci> t~<níces b k 0, Y por lo tanto si a LO = O, de
la acotación (le i k(t) dacia por (2.1.2:3), se sigue que aL(O) = O para todo instante de
tiempo O. Como consecuencia, si tik aj~ = dpo O de la acotación de 4(0), dada por
(2.1.24), obtenemos que dk(O) = O para todo t.. De esta forma si (yo, ‘Fo, So) E M, entonces
(y(O), ‘F(t), 5(0)) c iv para todo 0. es decir, es invariante.
u) Por el apartado anterior el flujo sobre ti viemie dado por
¿-1- C(u>v = >3 ci~(t) c4 — >3 dk(ti).c.k
kCK ICK
u)
ak(t) + (ir leui + h(v))ak(/) h(v)k, le E E (2.2.2)
d~.(o) + (2irleui + 4c7Í2k2)dk(O) = —ib¿r2k2ok(/), le E E.
ir d,< = O, le ~ A
t
Consideramos ahora la siguiente cicscomposicioii en 1I~,-, Y = ‘Fi -1- ‘Fa, donde ‘F~ es
la proyec<:íón cíe ‘F sobre 1, y ‘2 la ¡ rovecc ió mí cíe ‘1 sobre el s ti l)espa<: io gen erad o por
{ e2i’¡c~x, le E 12 \ Ji? } es decir
>jj ~Ji’~” ~. ‘¡~ >3
0,Úrk,x y, — ‘F
LeN kct\I<
Análogamente consideramos la desconiposició¡í .5’ = Sí + 8~ en ii~ donde S~ es la
proyección de 8 sol)re V o es decir $ >~~< dkC2tkir
u.
l)e esta forma dado (00, ‘Fo So) E 3> descomponemos % = ‘¡‘o~ F Y00,
3o Soí -1- Soo
y Y(O) fl (0) -E ‘¡11<), 3(0) = S~ (0) 1— 3~(t) y consideramos (o(O), ‘¡‘>(o), Sr(o)) c ti de
forma qume
(u(O). ‘F(t).S(t)) — (u(t).’F(O). Sí(o)) = (O. To(t.)
Veamos que el segtí cido miembro tiende a cero exponenci ¿ulmCm)t,e, para ello observa—
nuos en primer luga.r qtíc ‘1’,. ‘¡‘,.í -1- Y,.
2 con ‘F,.~ = Y,. y ‘¡‘~ 0v cii particular teniendo
en cuenta qume bk O para le E 12 \ E y h > ho > O. por (2.1.23), se tiene quíe
[OQQ) ¡ e: u.
cíe do mide obtenemos [¡Y (O) ~ r [‘[bu[¡~,, e — es cieci r. 1/$> (o.) — O en flrn si O ~ oc,pci’
con tasa 6-hot
Por otra lnrte se tiene (fíe S~(t) — Etc z \,< 4(1) ÚrHx cíe clonde ej
I!52%HIim— 2 (2n >20w~)) >3 le’1’”—>>ld,3t >¡2Le Y~ \)<
‘u
u.
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Teniendo en cuenta de nuevo que b~ O para le E ~ \ J’~?. por la acotación de 4(t)








0le0 — /~o)~ 6 +
+4 3b2ir 4e2>boí >3 le2”’ ¡akofr
kCE\K (4c~í2k2 — ho)2
Puesto que h
0 e: 4cn
2 existe una constante fi> > O tal que, 1 ~ ~i para todo
(4cir2k>—ho)2
le E 12 \ 1<, además por ser le # O se tiene qtíe e ~ e: e scir>t para todo le C 12. De
esta forma obtenemos:
[¡52(0) []Í~rn2 =4 [Soo[Ú,,~—ieta~ l-4~ (34ti¾í43
1(H’l’ocj[~i,,,e +07~h -F (2.2.3)
Por lo tanto. sc tiene que [82(0) [íqr:2 : O si O oc comí tasa exPonencial e hei Es decir
(o(o). Y(O), 5(t)) — (u(o), ‘¡‘í(t). S>(t)) — (O, O. O)
en Y cuando ti oc con tasa exponencial e~
1’~’Li
Observación 2.2.1 Bajo las hipótesis y notaciones del Teorema 2.2.1, supongamos además
que




con ck / O paro todo le c J c Z
J (Y — .8)1 = >3 (a,~LeE’ — dt)(t)c&¿. >3 ap(O) c...p —Leí >34(t) c.pte 1
De esta form a se tiene que el flujo (leí sísteni a (1. ¡ . 1) sotire la variedad inercial Kl , es
equivalente a




ap(O) + (271kui + Ji (u))op(i.) = h(u)b~. le E 1< (2.2.4)
4(/) + (2Tlevi + ‘lcx2le2)d~(i) = —dtiir2le2op(t). le E 1<.
En (2.2.4) renios como la evolución de la 2’elocído.d o. va a depender untcamente de
entonces
los coeficientes de ‘F y .5’ , que pe rOen. ecen al cwrj tato 1< fl J - El s tbconjunto de ecuaciones
u,
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de (2.2.4) con le e 1< fl .1, ademas de la ecuación de u. forman un subsisteina de ecuaciones u>
acopladas. Una vez resuelOo és Oc las ec rucio nes correspo ,¿dientes a le E 1< \ (1< fl .1) son
ecuaciones lineales no autónomas. Puede ocurrir que 1< y J sean conjuntos infinitos pero
su intersección sea finita. EsOe caso concreto es particularmente interesante, como vamos
a ver en el Corolario siguiente y un ejemplo en el que se tiene esta situación es el caso u)
de un circuito circular donde f(x) ‘y’ asen(x) -4- bcos(:c), es decir J = {+1}.
Observarnos también que O ~ 1< fl J y sí le E 1< fl J, también —k, está en este
conjunto, ya que 1< = —Ji? y .1 = —J, por lo que el conjunto 1< fl J tiene cardinal par,
que notaremos por 2n0. De esOn forma el conjunto (Ii? 12 .J)+ que representa los elementos ej
positivos de 1< 12 J, tiene cardinal n0.
Corolario 2.2.1 Bojo las notac¿ones e htpótesis del ‘¡‘eoreniu 2.2.1, supongamos además
que el conjunto 1< 12 J es finito y que card(IC n .1) = 2n0.
Entonces, el comporto.iníeíí.to asintót¿co del sís terna (1. 1. 1), viene dado por un sis—
tema de íV 4 no + 1 ec incio <íes acoplados. en J~N - ~ <le terminan (u a k dp) , le E 1< 12 J
y una familia de Jx? \ (1< 12 .1) ¡ cenuciones bucales no a utónom as, desacoplada con el
sistema antertor.
u..
De rn os t r a c 1 ó n:
Teniendo en ctienta c¡uíe las ecuaciones para a ~ Y ~ — ~. son conjuigadas de las que
determín an ~k y rip, resol\~ien cío el sistema que deterní iii a n~ y d~. le e (Ji? 12 .1) ±~se
conocen todos los coeficientes a¡< y rip para le E 1< 12 .1. Como consecuencia de que aL(O) =
a..p(O), 4(0) = d..p(t) y ~¶ = cp, se tiene adeniás que
>3 ap(t)c.q, >3 op(t)c.p 1- >3 <(o )c — 2/?c >3 ak(t)c.k)
PcKOJ kc(KDJ)+ k h 1 K0J)~ ej
y an álogamnen te
t<EKÑJ dp(t)c.p = 21? (z 1< (t)
Para terminar la dlemostra(:ión basta con recordar <¡tic el flujo del sistema (1 .1 - 1
sobre la variecíad i ierci al Al vicii e dado por (2.2.2 ) , lo cii al es eqi va lente a:
-« O(o) u = 21?e (L~co;<~jr r¡,<(l )0c) — 2//e (Zoc(¡<OJV d~Át)cj ‘u’{ o~(t) 1— (2¶leui + h(u))ap(t) hí(u)hp. le £ (1< 12 lk (2.2.5)
d<(t) s— (2víleui Ic+k%I<}t) —= —4h<kr¡~(O ). le £ (1< 12 .1)~;~
‘u,
e-
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que es un sistema acoplado de 2n0 -4- 1 ecuaciones cii 11? x C
2’~’, qtíe determinan y, a~ y 4
para le E Ji? 12 J, junto con la familia de ecuaciones lineales no autónomos dada por
I <4(0) + (2wlevi + h(y))a~(t) = h(v)ti~,4(t) + (2wkyi + 4c712le2)dk(ti) = —4tiur2le2ap(t),= dk = O, le ~ Ji? le E K \ (K 12 J)le E K \ (K 12 J)
Escribiendo las variables en parte real e imaginaria
aL(O) = 4(0) + ia~(t), bp = ti~ + 4W c¡~. = ct -t- ict d~(t) = 4(t) + id~(t)
el sistenía (2.2.5) es equivalente al sistema en IR”’, con PV = 4n
0 4- 1
ti y
— + C(y)v(o) 2do >3 ¡a~(t)c?-~ — at(t)ct[ — 2 >3 [tlh’t)c~ — dt(t)ct[kc(kniy.. kc(KnJ)~
¿4(o) + Ih(v(o))at (O) — 2wkv(t)a~(o)[ = ¡¿(u(O) )bt,
+ [2wlev(t)at(t) + h(u(t))o~(o)J = h(o(t ))ti$
dt(o) + [4cn
2le2dt(t) — 27rlev(t)ti~(t)j —4bn2k2at(t).
d~(t) + [4c7Í2le2d~(t) -1- 2nleu(t)dt(O)[ = —4tiR2le2a~(t),
le E (Ji? 12 J).
4~
le E (1< 12 J)±
le e (Ji? 12 J)±
le e (Ji? 12
Corolario 2.2.2 Supongamos además que 1< 12 J = ~, entonces el atractor global viene
dado por A = {(O, Y,., ~‘¡Á)}.Por tanto para todo (00. ‘¡‘oSo) E IR >< 5< ~ se tiene
que la solución correspondiente verifica:
u(O) ~—* O, Y(O) tiY,. en y 8(t) — —7%
c
Demostración:
Si Ji? 12 J O, entonces de la primera ecuacion <le (2.2.5). se tiene que la ecuación
para el flujo de u sobre la variedad inercial es:
dv
do
de donde o(o) = voe§foC<V> — O si ti — oc.
En primer lugar. tenieiido cii cuenta ¡uíe f¿X ¡vi e: Dc, va que u(O) 1. 0 exponencial-
mente con ti oc, dado e > O existe to > O stíficiemítemente grande tal que si
tc =r e
:





u) — e: —. (2.2.8)
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e-;Para =to tenemos
ju.to)c
—.12, ‘«~ú + fu (u(r )c — f~ ‘<‘‘>‘¡‘,.(x it t>) ¡dr (2.2.9)
como consecuencia de (2.2.8), vamos a probar que
T(É, x) — (1 — e — O si t ~—.. oc en Ñ2pci’.
De esta forma teniendo en cuenta que
tinto con el hecho de qute ¡[7’,. [i, e~~‘
— f¿ h(,)~
7¡1 + ¡l’¡’a¡[¡¡i 6—L1 h(V>
pr’
~—O sí 1. oc. se tiene qtíe l)robando (2.2.10)
tenemos demostrada la t:~ m verírencia tie y’ a ‘1’,. cii ¡Ji
Para probar (2.2. 10), (le (2.2.9) observa mos c~í e
Y(O, x) — (1 — e fi !t(t.’) )7%(x) T(x—j t’, toft~ — f,~ ¡«u) 4—/[h ( u(r )C i-: II.(V)(’F( v)—7%(x))[dr
de doííde
— fi bOu) )Jtj[ ~
—í— >f¡h(uÓ-)e’ 12 I(i’>~¡y’« — fi
u) — ‘Fa(’)[íi;tr dr.
Aplicando ahora (2.2.8), se tiene (¡Ile
¡[Y(t,x ) — (1 — e ¡«y)
PC’
e: Ce ~j h(r)
‘ude esta forma. tornancio O : oc u’ utilizan tío el Ii echo cíe ¡ tic e es amtitrario concluye la
prueba de (2.2.10).
Para terminar la demostración uit mimos a ver qute .5’ ~ ~Y,. enLt. Para ello ol)ser—u par
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Observamos que
ti ¡¿8 ti í~7%
—y(O) —‘F,. = ——U(O) q8 ~ O si OF-’ oc
c 3” Dx c J ¿a.’
ya que [S(ti)¡¡ =Kl para todo ti > O y u(O) ~—* O si O —. oc.
Por otro lado, aplicando la desigualdad de Youíng, tenemos que
¿ .2<~ — ti ¡[O(s — ti ti2 O —
J Ox Ox c 2 Dx c 2cOx
Por lo tanto dado c > O teniendo en cuenta que ‘I’(o) ~ 7% en Hz,,, y y(o) ~ O si
— oc, obtenemos to > O suficientemente grande. tal que para todo O > to, se tiene que
iuwJ ~Ya[ d~~2 ¿
— ‘F)¡[~ =1
de esta forma aplicando la desigualdad (le Poincare, se obtiene & > O tal que u(O)
¡[5 — 4Y,.[¡2 verifica
e
~. + c u e: — para todo O > 00.
De esta forma por el Lema cíe Cronwall se tiene qtíe
u(O) e: u(to)eC<t10) 4— 1~ —
__ 2
de donde se deduice quue
para todo E > 0Li
Como consecuencia del Corolario 2.2.2. tenemos el siguiente restultado que comple-
menta a la Proposición 1.3.1 de la sección anterior.
Corolario 2.2.3 Si en las variables originales suponemos que Y,. es constante, entonces
para todo (yo, ‘¡‘o, So) E IRx f,2 x tal que f S~ m
0. se tiene que la sotución asociadapsi’
a ese dato inicial ver¡fi ca:
u(O) ‘ O, ‘F(O) ~ Y,. en <,. y 8(0) .. ni0 en
Demostración:
Si hacemos el cambio de variable r = y’ — f’¡’ y o = 8 — m0. se tiene que T« O de
donde Ji? 12 J = . y por tanto esta<nos cii las hipotesis del Corel ario 2.2.2, según el cual
se tiene que:
ti
ti(O) — O. ¡‘(0) = y — ji H” T,. 0.o(/) — —T,. = Oa
ti
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‘u.
cuando ti ~— oc. Ten ieítdo (Mi cuenta ahoma qí íe f ‘1’ —.- f’’¡’,. ir 7% con O —~ oc, (lo cual se
obtiene como consecutencia. de la ecuacídí í para Ji dacIa p<~r (2. 1 . 1)), se tiene que:
Y(O) :. 7%, y 8(t) mo
e-
























0.1.1 Definición de operador sectorial
Diremos que un operador lineal A en un espacio de l3anach X es un operador
sectorial si es cerrado, con dominio denso y existe un 4’ en (O, ~), una constante A’! > 1
y un numero real a, tal qtie el sector
4’ =arg(A — a)¡ =n,A # a}
está contenido en la resolvente de A y se tiene que
A!
¡¡U — 4)i¡[ e
:
[A — a¡ para todo A C 8,.~, [31[.
0.1.2 Escala de espacios de interpolación
En primer lugar \‘amosaver la dcli mii ción de las po eiici as fraccionarias de ope-
radores sectoriales y a comitinuación la de los espacios de imíterpolación asociados a un
operador sectorial, [1, [2[, [31¡. [50[, [56[.
Definición 0.1.1 Darlo A operador sectorial en un espacio de Banach X con Reo(A) >
O, para todo a > O se define
¡‘(o) J al
A0 = (A’—~)1 es el operador inverso de A<’, con O(A0) = J?(A0), A0 = la identidad
:n X.
Definición 0.1.2 Dado A operador sectorial en un espacío de Banach X, para cada
a > O se define PV” = J)(.4~) con la gráfica de la norma, es decir
donde A,. = A -1-al con a > O tal que o(í1,.) > O. (0.1.1)
La familia { PV }~>o se denomína cadena <le espacios de ~O ten cias fraccionarias aso-
ciadas al operador .4.
Sc tienen los siguientes resultados, probados en [31[.
Proposición 0.1.1 Sí A es un. operador sectorial sobre un espacio de Banach PV, se tiene
que:
= {A E U,
y188 Apéndice
i) Para crida a > 0. la no ¡‘<cia definida en (0. 1 . 1). es ¿ndependíente de la elección de a. u>
A de <it ns PV es un es pu ci o de Sri aacir. co it dic/ra a o rin rí.
u) El espacio PV0 = PV, y para a > 3 > O ,X a es un. subespacio denso de PV0 con inclusión
continua.
Además si a y fi c IR’ yO e [O,l[, entonces para todo x £ >2 con y = maz {a, fi}, ‘u’
extste una constante E’ > O que depende de a . .3 y O, denominada constante de interpo-
lación, tal que:
I¡x¡¡oa+(i0)2 e: Ckx¡¡~j[x¡¡bt
iii) Si A tiene resolvente conipacta, la inclusión PV” G PV0 es compacta siempre que ‘u>
a >0 >0.
iv) El operador A e.s un operador sectortul eí¡X j)<ira / orlo a > 0’Li
Lerna 0.1.1 Supongamos que A es ini operador sectorial y que Re(u(.4)) > 6 > O. En-
tonces para todo a > O existe e
0 > O tal que:
-a —St¡ ¡ AOCuí¡p
=ej e prnrrí Oorlo e > O







0 esta rico tada si ase mueve en cualquier in. tervalo compacto de (0, oc),
iii cl uso permanece rico ¡ci da sí a : 0’ . do ¡irle e rej Tese crin el semigrupo analítico aso—
ciadao a A, /1/. /2/.¡3l/. /50/.
De in ost ración: Est,e i’esul tado está piobado en el Teomení a 1 .4.3. pag 26 de 31
Consideraremos el caso particular cii el c¡uíe PV , es ti it espacio de Sobolev, W rn’~ (Q)
con ni > 2 un núumíemo entero. p uní mit’i¡nem’o real con 1 e: p e: oc x’ Q G IJ?N. Se define e-.’
segu u podemos ver cmi [5 ¡ , ¡24
fi £ L~(Q). B91 E L~(Q) conf íj=- — ji qj. V; £ C~(Q),Vi 1.2,..., N}
(0.1.2)
se nota g¿ = y Vi: — ( ~ ~, ~ ) comí esta íiotaciomi se ticime que
{u £ 11(Q). Vi.’ E IP(Q)}





es un espacio cíe IBan ach í’ellex ivo pa ma 1 e: p =oc, y separable para 1 e: p e: oc.
Notaremos H1 (§2) — It’ 2(Q), que es un (=spaci()(le llilbert separable, con el pro-
dueto escalar:
Y ¿u Dv
(u, v)¡¡m = (u, v)Lí + Z(~—~ ~)L2.
Dxi
Dado m > 2, se define por recurrencia




tu E L~(Q), D”u E L~(Q)Va (<xi, aY), [ct¡ = >3a~ =m} (0.1.3)
i= 1
estos espacios dotados de la norma
¡¡uj[ií.rn.p = >3 ¡¡D”u¡¡ip
son espacios de Banach.
Los espacios 11”’ (§2) —— 1V ~ (§2 ) dotados <leí pío dtict.o escalar
(u. u)ií’~ = >3 (D0u, D0)
son espacios de Ililbert.
El siguiemite resultad<) basado en desigualdarles de interpolación de tipo Cagliardo-
Nirenberg, se ptiede encontrar cii [42[, nos será de utiiliclad.
Lema 0.1.2 Dados, le un numero entero positivo. p > 1 r e: oc y j = O,.., le. Defintmos
1 11 1 1
q le p r r
Sea §2 c u?~ un dominio abierto acotado y regular, si u C WkP(Q) 12 L”(Q), entonces
para todo multitndzce a. tal que ¡a¡ = 1. D%. E 12(Q). y
1>1 =C’ >3 ¡¡ 1
con C > O índepen<ííen te de 1t~Li
Vamos a ver algunos resultados sobre los espacios <le potencias asociados al operador
sectorial —Aa. donde el stíbíndicie 13 del laplaciamio repíesenta la condición de frontera
considerada. de forma que 13 = 13 h ¿ree refemen cia a un a coíí dición de tipo Di rich let, 13 = PV
a itun coíícli ció n cte tipo Neu iría mimí,v 13 — 1’ representa a bus condiciones periódicas.
u.>
A pdn dice
Proposición 0.1.2 Sil e: p e: oc, el operador —LS,~ en.PV L~ con dominio PV’
B
es ti.’. operador secto rial co it resolvente cori>pucta.
Más aUn si considerarnos it > O tal que o (—LSd + ¡nl) > 0. los espacios de poten-
cías fraccionarias X3 = W1
27’~ = D[(—LSB + ¡¿1 )0¡ dotados con la norma del grafo que
notaremos por ¡[ - ¡[1v20.p, (o simplemente ¡[ . [¡<¿para a > O y ¡¡ ‘ [~í (o ¡¡ . ¡¡), están bien
definidos verificando además que
c íV2”’~(Q) ( ív%’~(§2) si 13 = P)
u;
(0.1.4)
con inctusion continua para todo a £ [O,1[, rionde j¶~«k,p
¡56I’Li
Bajo las uot acio ííes e lii potesis de la F lOptis i cm omí
guíen tes espacios de í)otenci as fraccionarias:
i) Si 13 = P, entonces iv~’~ = lV,%~(§2).
u) Si 13 = 1). entonces
— w _ip — Ls E II’ Lr~ u O en ¿Qf lI~’P 1V2’ 12
1)
D — fln £ lI~’~~> u — LSu ... = (LSu)Á’í O en
p
iii) l’imualrneiíte. si 13 .‘\‘ defimiíníos:
¿u
— tu ~
1> — {lÍ E 1W
4>, — — O en ¿Q}
¿12.
¿(LS u.) ~




c~u c’LSii ¿(¡Sí, )k” 1
— ¿a rOen ¿§4
Observación 0.1.1 Para el caso particular p = 2. tenemos que —LS~ es
sectorial sobre Lt que es ¡tít espacio ríe Hilber’t. y como consecuencia., ahora







I¡xIK = (>3 [A ¡2o~ <2< j(—LS¡))0.r[
1(= ¡[(—LS,~ —4— Ijtr]¡0 sí /3 PV, E
‘1 =




es un espacio de Sobolev /1/, /2/,












con e,, una base hilbertiana norm alizada. de 1. ~ fo rutada por funciones propias de — AD
(respectivamente —LSd -1- 1 si 13 = PV, 1~.)
Tenemos así el operador




De esta forma tenemos la escala de espacios de intierpolación extendida a todo
a e IR, y la Proposícton 0. 1. 1 sigue siendo cierta. para todo a E U? con constante de
interpolación E’ = 1 en el apartado u). .4demós los espacios <le e~q.onentes negativos se
o bt2enen por dualidad. <le forma que si p = 2 no to¡’em 05 por 1/ g” = ([f7~”)’. a > O al
espacio dual de
11=”~.y tenemos entonces el siguiente res alt arlo:
Proposición 0.1.3 Supoí¡gaaíos que p = 2. entonces:
a) Si 13 = Ji)
i’í% = [¡2(Q) 12 [¡¿(§2), H~ = [¡¿(9). ~ = 12(Q), (0.1.11)
HL = [¡¿(§2) 1! fl~ = II ‘(Q). con ¡i~2 = (U 2(Q) 12 H¿(§2))’. (0.1.12)
Además para todo le E A’
= {u E JI2k(§2) u = ¡Su = ... = (¡S)k.i~ = O en ¿Q} (0.1.13)
con la topología de U
= ~ ¡12k”-i (§2). ci = ¡Su = ... = (LS 4ut = O en DQ} (0.1.14)
con la topología. de [12k-ni (§2)
b) Si 13 =
= {p1
2(§2) ~s = ~ ‘¼= II 1(Q) L% = 9(Q), pp1 = (I<(Q))’ (0.1.15)
¡¡“‘2 = ({ ¡¡2(p~ ¿U
=¿ci.
.4denía.s. para todo le E PV






con la topología de ¡¡2k (§2) . u.
HÑ _ ______ ¿(¡Sk u
)
Pi i = {í¡ E U 2k ~ ¿(¡Sin> — — = O en OQ} (0.1.17)
Op ¿ci
con la topologia de H~~-1 (§2)
c) Si 13~p u.
= f1~,.(Q). U
1!, = H$j§2), ¡4 = Lj>~r(§2). U» = (t~(~))’~ (0.1.18)
= (U~(§2))’ y =
u.
En el capitulo 2 dc la primera parte, sc pi’tiel)a tui resultado de existencia y unicidad
de soluciones con datos iniciales en estos espacios il~’~’~ perfectamente definidos para
<x > O Y’ 51 p = 2 para etí a It¡ tíier a £ II?. \
1eamnos ahora <¡ tic también podemos considerar
1 v~”’~ con a e: 0. en algtí míos casos para \‘aloi’es <le p ci isti mitos <le 2 Y’ dc 1, siguiendo los
resultados dc [1]. [2]. [56[. u:
En efecto si p :7 1 entomices L ,?, = 1.~ (O) o 1. ~,‘r (§2) es uín espacio reflexivo, y
gracias a los res ti í a tíos sobie iii terp ola eit) u ‘y extra p 01 ac it$ mí <le sem i gruí pos, en parLíenlar
los í’estiltados iccogitios cii el Tetn’e¡na 8.1. págimia 229 de ¡ 1 . pocienios coíisidem’ar los
espacios <le CXtraí)olaciómi 1 í~13>~1> comí a E ¡0. 1 [. de la forma siguiente. u.
Si 1 e: p e: oc~p — ~ el opera<lo r — LS u ~demás de ser sectorial en con donui nio
es tamí) i ¿mi uíu o peraclou secLori tul cii 1. ~ cou <lomii iii i o 1 I~’,
1~ definido anteriormente.
De forma que pocicinos defi ti ir espacios (le ex ponemimes fracciomiarios negativos por <lualidad.
í.c. según las miotat:ioíics aiitei’iores temíenios u.
Definición 0.1.3
— (lvAaí>)~, o e: <x e: 1 (0.1.19)
es el espacio dual (le 14’ >~“‘ o <tI to de rl noii<latí (le L x . Enco it respecO p i’oduc ‘~‘ ( §2 ) ( §2
particular se tic n.e gire: u.
¡3 — 8 “1)
do udc wftT>. es ¡I4 4’(§2) ~ 13 = 13. II’ “‘(9) si 13 = .V ~ 1 I”’P(§2) si 13 = 1~.
Cc> 1120 CO asee ticm: i a <1<: los res tiliados sol> me se miii gr ti pos cíe imiterpol at:i ¿mí y ex trapo—
e-
1 ación de [1[ mecogidos en el Teomema 8. 1 . Corola rio 8.2 y leomema 8.13 paginas 228—232.
podernos coiísidem’ai’ los espacios de iBaiííícli .\‘<‘ = 1~ para t.tído <u £ IR. vei’ificaiído las
mismas propi ccl acíes cíe los esj »u cios (le iii len> ola cid mí a > O. Rs leci r , la Proposición 0.1.1
y cl Lema 0.1.1 son válidas para los espacios <le Bamiaclí .\‘<> = ií’7$”’ con a E 12Li
u.
IZI sígííienl.e i’<:stiltiado. míos dice ~pie po<it:inos coiisideram’ ‘atl=cuíaclas pcrtiírb~tcio¡íes




Lema 0.1.3 Supongamos que ~1o es un operador sectorial en un espacio de Banach, Y,
y consideramos la escala de espacios de pote;tcias fraccionarias asociada a este operador,
{ Y’) Sea P un operador lineal en Y con dominio 13(P) tal que para algún u C [0, 1) se
tiene Y” c D(P). Supongamos además que la restricción del operador P al espacio 1’”
es acotada de Y”’ en Y.
Entonces el operador Ao +P es sectorial cii Y. D(Ao + P) = D(Ao), y los espacios
de potencias fraccionarias de .4o + P coinciden, con ¡tortitas equivalentes, con los de A
0,
para O <u< 1.
Demostración:
En primer lugar, para todo u E D(Ao) = Y ~—‘ Y”’, se tiene qume [P(u) ¡[ e
:
para alguna constante l)ositiv~t C. Por tanto, si u = O, para todo e > O
e: c[Iu¡ti —F CJ¡u.¡[
de esta forma, el resultado cíe [31] [pg 1f.ej 6[ implica qute Ao -1- E es sectorial en Y.
Si u E (0, 1), entonces tenemos que ¡l~H~ =CI[u[¡’f¡[uf¡
1” y por la desigualdad de
Young , para todo e > O, existe una constante positiva C, tal que [¡P(u) [1=e[u[ u + C~[u¡¡
y de nuevo Á1o + E es sectorial en 1’.
Ahora tomamos A suficientemente gramucle para <¡ne
Re(a(Ao -1- E + Al)) y Re(o(Ao A- Al)) > O
de esta forma, llamando A
1 = -~o + Al, .do A~ -f- 1> + >1, se tiene que (A~ — A2)AI” =
—PAr” está acotado en Y. Consecuentemente. el Teorema 1.4.8 de [31[ nos da el
resultado.Li
0.2 Ecuaciones semilineales: Existencia y unicidad
Vamos ver algunos resítí tados (le existencia, u ¡mi cidad y regularidad de soluciones,
para ecuaciones de evolucidí>, descritas por uiíi operador sectorial.
En primer Itígar vamos tun resultado sobre la regu [andad de la solución de una
ecuación de evolución lineal, cuya clemostracióií se puede encontrar en ]5O], [54].
Lema 0.2.1 Dada la ecaucion
+ 4¡~ —{ - f0) lo (0.2.1)




don de A es un operador secto rial en u a espacIo de /Janach PV PV” = J9(A~) con A,.
A + aJ a > 0. son los espacios de potencias fí’acc~.onarías asociadas al operador A y
f [to, Y) . yO
i) Supongamos que f E 9(0,7’; PV3), entonces existe una solución de (0.2.1), denominada
solución débil, que viene duda por la fórnívía de variación de las constantes, es decir: t
= eA(<~O>wo + j e~«tS>f(s)ds (0.2.2)
verificando además que ir C C([O, Y);>2) para todo y e: fi + 1.
u) Supongamos ahora que f es localmente ¡¡¿‘Ider continua en ti de exponente O y existe
p > O tal que fJ ¡lf(t)I[\.ñdt e: oc, entonces la solíncnoí¿ que viene dada por la fórmula de
variación de las constantes verífica la ecuación (0.2.1). cotí> o nra igualdad en el espacio
PV0 y en casi todo punto. adenítós Uj E PV8. u(O) E \‘ ~ c (0, 7’). verificando:
~‘ E (‘(¡0,7’); \.B) 12 u’ E (~1((O Y): PV% y u’ C (‘([0 ‘¡‘); PV0”%Li
A conti nuaciom í vamos a ver un resuí lacIo sobre la existencia. unicidad y regularidad
para una ecuación de evoltíciotí 5cm u ineal . cu un demostracion se puede encontrar en [31
[50].
Teore in a 0.2.1 Considerarnos la ecnación no lineal{ dw 1— 4v’ 1 (ti u:) O > ti
0di ‘ = ~1 — (0.2.3)
u(Oo) no, no c PV”.
donde A es un operador sectorial en un espacío <le I3aí¿achPV y PV” = D(A~) con A,.
aJ, a > O los espacios de potencias fraccionarias asociadas al operador A. Supongamos
que f lleva un conjunto abierto U de LI? x PV” cii. PV ~ para alqón O e: a — 13 e: 1, de forma
que f es localmente fi blíler continua en ti de ei»o ííeít te O y local’uen>.te Lips chitz en ir
ti
Luto rices para cada (Oo, u’0) E Li . causte t~ t~ (te. u0) > O de forní a que el problema
de Cauchy dado por la ecííacíon (0.2.3). tic tic una lírica. sol ¿cro ni. u’ en (Oo,tí). que viene
por la fórmula de variación de ca ns/antes, es <iec~r:
u(o) = c’1«’~Mwo j C”~S>f(s. w(s))ds (0.2.4)
tal que u’ [Oc.t~) : PV8 es ¿¡ira función conttírna. coir u’ (to) u;
0, u, (o) e Ji) (A), existe
dio
dI y la función O f (e. u(O)) es localní cirte II ¿1<1ev ca)2/itt ¿¡a coit valores en. PV ~
Se verifica o cíe iii. ós qn e
ti
it E Cta. Ou)..\’ 0)12 (‘(lo. ti);PV
8”’0).
.4 ríe ulas se tic it e que u’, (~o ‘i) — PV es uit a jinící ¿ir IIolder ca u.tínua ‘Li
ti
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El Teorema 3.5.2 pag 71 de ¡31 [nos dice ademas:
Teorema 0.2.2 Siguiendo las notaciones e hipótesis del Teorema 0.2.1, sif : U c IR x
t—* PV con O e: a e: 1 es localmente Lipschitz, entonces si y e: 1, la aplicaczon
dwti —~ -~ E PV~ es localmente Hólder continua para to e: t ~ 01, con
dw
=C(t — to)”~ ‘Li
Proposición 0.2.1 Bajo las notaciones e hipótesis del Teorema 0.2.1, supongamos además
que la aplicación f lleva acotados de U c IR x PV” en acotados de X. Entonces si (to, t~)
es el intervalo ri>óximal de definición de la solución u’ dada por la teorema anterior, se
tiene que tu oc, es decir la solución, es global, o bien la ironina de la solución explota
en tiempo finito, es decir existe itria. sacesto n de ttcT>ipos 1,, ~—‘ t~ . tal que ¡[ ir (ti,,) [~ —. oc,
¡31/, ¡50/. Li
0.3 Semigrupos disipativos
En primer lugar y-amos a ver algunas definiciones c1tíe están recogidas en L281, [48[,
[49].
1. Dado 5(0) o > O semigruipo cmi el espacio (le Bamíach PV. Diremos que un conjunto
A c PV es un atractor maximal (o global) bajo el semigru~)o 5(t), si es el máximo
conjunto compacto e invariante S(t)(A) = A, O > O. que atrae a los acotados de
X es decir, dist(S(t)B, A) O si O k-’ oc para todo 13 acotado de PV, donde como
es habitual
dist(x, A) — inf{d(x, .4). a E A} con x E PV. A c PV.
¿list(A, 13) sup{tlíst(a. 13), a E A} con .413 G PV.
2. Dado 8(0). 0 > O semnigrutpo en el espacio cíe IBa m iach PV con atractor max i mal A.
Dií’emos que lvi es una variedad inercial cíe clase Ck y dimeiisión N para 5(t), si
Al es una variedad topológica de dimensión PV y clase le. subvariedad de PV (j.c. la
topologia de Al es la induci cía por PV ) tal c1ue:
í) S(t)M c Al para todo t > O.




iii) Existe Al > O verificando qtíe para todo 13 c PV acotado, existe C(B) =O tal
que:
dist(8(t), M ) =C(13 )jMt O > O.
Observamos que si SI es cerrada en PV. emítonces la tercera condición implica la
segunda, por la invaríanza del atractor inaximal. Esta definición juinto con algunas
propiedades sobre las variedades inerciales. se puedeii encontrar en [48], [49].
.3. Diremos que el semigrupo 8(t) es puntualmente disipativo si existe un conjunto
u..
acotado B c PV que atrae a cada punto dePV.
4. El semigrupo 8(t) : PV — .Y es asintóticamente regular si, para todo subconjunto
/3 no vacío, acotado y’ cerrado (le PV. tal qtíe 8(0)13 c 13. existe un subeonjunto
compacto .1 cíe E <¡míe le atrae. t
.i. 1) iremos <jite el sem grupo 8(0). O > O cmi el espacio de B am mach PV es condicional-
mente com pletamente continuo para O > O~, si ¡)ara cada O =01 y para cada
acotado E dePV tal <¡nc el conjunto {S’(s)B.0 e: s e: t} es acotado. se tiene que
t
8(t) lB (=5piecompacto.
6. l)iremos que el semigruipo 8(0). 0 > O cmi el espacio de IBanaclí PV es completamente
continuo para O > t~ . sí es comí ci icio minI mcmi te completanící ite c<)ilti nuo y además
para cada acotado /3 de PV, el conjuinto {8(s)13. O =s =t} es acotado.
Vamos a y’cr algunos resultados qite melacion ami los conceptos expuestos en las def’m ni—
clones anteriores. Sti demostración se putecle encontrar en ¡281.
t
Proposición 0.3.1 [‘orlo searigrupo 8(t). o > O que es co a.dicíoíra.lmente completamente
continuo para O > O es astuto Orcotí> en te reyalo ‘“Li
Demostración: Corolario 3.2.2. pag. 37 cíe ¡28].
Proposición 0.3.2 Sí¡poí¿gaoíos que el seíííigrmtpo S’(t) Y(o) -1- Li(O). con U(O) coi.’rple-
tanr ente continuo paT<r O > 0. y tal que existe ¡ira [tít cíótt contíít ita le (o, r ) de 1R’~ x ¡/3+
en II? te rificaTr do:
i) le(t, r) k—’ O cm¡a,rdo O ¿—. oc. ij
u) ¡[Y(t)n¡¡ e: leer). para todo =0 y un’]! ~ r.
Entonces el .sen¡íyt’apo 8(1) es as¿irIot¿ca,íí ente Te(ji>itlI’.m
ti
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Demostración: Lema 3.2.3. pag. 37 de [28[.
Como consecuencia se tiene el siguiente resultado sobre el semigrupo generado por
las soluciones de una ecuación de evolución.
Proposición 0.3.3 Consideramos la ecuación de evolución
ir1 + Aw = 0(w) (0.3.1)
donde A es un operador sectorial sobre un espacio de Banach 1’ con resolvente com-
pacta y Re(o(A)) > 6 > O, y O es una aplicación locatmente Lipschitz de un abierto de
Y’, e 6 10, 1) en Y que transforma acotados en acotados. Supongamos que el semigrupo
generado por las soluciones de (0.5.1) 8(t) sobre el espacio Y’ es (a globalmente definido,
con S(t)we = w(t), donde u(O) es la solución de (0.5.1) qmte acrílica ni(O) = ir0, y que
viene (lada por la fórmula de ?‘aT’íacíó)t de coirs/<tittes (0.2.4), es decir:
t (O)n:0 = e —.3(t) ~‘0 ‘1— ¡ c~l(íS>G(n’(s))ds.
Entonces se tiene que:
i) El operador U(O) definido por
LI (t)wo = ¡~ ~~A(t~s)c. (itt(s) )ds
es condicionalmente completamente continuo en Y’.
u) Si el senrigrupo 8(0) verifica aderírás que paro. todo conjunto 1=’ C Y’ acotado, el
conjunto {S(t)K, O e: t e: 7’} está acotado en Y’ para todo 7’ e: oc. Entonces 5(0) es un
semígrupo asintóticamente regular sobre Y’ ‘Li
La demostración de este resultado es consecuencia de la Proposición 0.3.2.
El Teorema 3.4.6. dc [28] nos dice:
Teorema 0.3.1 Sí el semígr¿¿po 8(t) : PV — PV. O > O es asintóticamente regular, pun-
tuatní ente d,usípatívo y las órbitas <le con,m un/os aco (arlos son aco tttdo.s, entonces posee un
atractor global. Sí adeiirás PV es uit espacío de Banach, entonces el atractor global es
conea:o.m
Definición 0.3.1 I)odo 8(t). O > O. un seiní grupo cii un espacio tire trico completo PV y
sea E el co irjunto de puntos <le equilibrio, es tíecir .r E E si 8(0) x = x para todo O > O
diremos que tít p murto cíe cg cilíb río es hiperbólico sí el espectro de 19(8(t) (x ) ) para cada
O > O no corta <rl círculo art rlttd (le ce it Oro cero e it ~j.
u.’
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Dire nios qn e un se IIttgT’o.po rey ulaí (E’ ~) es u it síste ¡u a gradiente sí:
i) Las órbitas positivas acotadas son preco¡¿¡pac/as.
u) Existe un funcional de Lyapurrov para 8(t), es decir existe una funcion continua?
PV ~—* 11? verificando:
U1) 7(x) >—~ oc cuando ]xj H—t oc. ‘u
u2) Y(S(0)x) es no creciente en 0 para cada x E PV.
u3) Si Y(S(t)x) = 7(x) para todo ti ( donde está definida ) entonces x es un punto de
equilibrio.
‘u
Como consecuencia del Teorema 0.3.1, teniendo en cuenta que si 5(t) es un sistema
gradiente las órbitas de conjuntos acotados son acotados, y si además el conjunto de los
puntos de equilibrio es acotado, entonces 8(t) es puintualmente disipativo, se obtiene el
siguiente resuiltado.
Teorema 0.3.2 Sí 5(0), 0 ~ O. es ¡tít sís te,,, a gt’adíeir te. as~it to tícataentie regular y tal que
el congun to de los pan tos de equilibrio 1? es aco Mido. eíí./o irces cris te un atractor global A
para 5(t) que ríe nc dado por A = IV “(II’ ) . do míe u.
W”(E) {y E PV : S’(-—t)y está deflírído para O > O y 8(—O)y —~ E si O ‘—~ oc)>
Si PV es un. espacío de I3anach, entonces A es coirero. y si además los purrtios de equilibrio
son hiperbólicos. entonces E es uit conj nito finito y
A = U 11’~(x).
rE E
Demostración: Está probado cmi el Teorema 3.8.5. pag 51 cíe [28¡. ‘u
0.4 Principio de estabilidad linealizada
Sea A u u operador lineal sc:e tor 1 tI en tui c:sp a cio rl e 1½mi a cli PV , y sea f : U : PV donde U
es uín entorno cmi II? ~<PV” (para algún o < 1) de (¡ . oc) :< u’0. Comisideramos la ecuacion
<le evolución
<‘It’
— + An’ zr 1(n). 1 > O~ (0.4.1)
1 . O iremos <píe it’0 es iii í puní. <) de e ti ilíbrio <le (0.4. 1), si it’ (o) u’0 es una solución
de la ecuación (01.1) le. si u’0 £ 1)(A) y Aa’0 f(wo)[31¡
e
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2. Una solución u(’) de (O.’l.1) en [/o, oc) es estable (en PV”) si, para todo e > O,
existe 6 > O tal (¡Ile toda sol uíciólí u’ con [u’ (to) — u (te) [¡~e: 6, existe en [00, oc) y
satisface [¡ir(o) — u(t)¡[ e: e para todo ti > 0e• lEs decir la aplicación u0 i-’ w(t; to, uo)
es continua ( en PV” ) en el punto u(Oo), uniformemente en ti ~ to,[31[.
3. Una solución u(’) en [to. oc) es uniformemente estable si la aplicación u1 ~
uvQ; oi, u1) es continua (en PV”) en el punto u(oi), uniformemente en t ~ tí y t~ =tio,
donde w(t; Oi, ni) representa el valor en PV” c¡ííc toma la solución de (0.4.1) con dato
inicial ir(ou) = ni en el instante ti =tí,[31[.
4. Una solución u(’) en [te, oc) es uniformemente asintóticamente estable si es
uniformemente estable y además w(ti; t~, u1) — u(O1) —‘ O cuando ti — ti1 i. -1-oc,
uniformemente en t~ =
te y [¡ui — 1401) [ e: 6. para alguna constante 6 > 0, [31].
5. Una solución u(’) de (0.4.1) en [te, oc) es inestable (en PV”) si y sólo si no es
estable, [31[.
Vamos a ver a conti nuí ación como el esto dio de la estabilidad e inestabilidad de un
punto <le equil il)rio (le uína ecuación no lineal.
1)Ilede estar det,erm i u ada por el estudio
de la estabilidad del origen en la ecuación limícalizada en un entorno de dicho punto de
equilibrio. Su demostración se IDulede encontrar en [31 ¡
Teorema 0.4.1 Dado A y f como en la definición anterior (0.4.1) y ir0 un punto de
equilibrio. Supongamos que
f(t. u’0 + o) = f(t. u’o) + 13: + g(ti o)
donde B es una aplícacíótr lineal y acotada de PV” en PV, y f(t. u’) es localmente IJólder
continua en O y localcir cirte tipschítz en ir, sobre LI . Entonces:
§1 Si [jg(t :)[¡ o(¡[:¡¡~) si ¡z¡f~ O. íní.íformemeirte enO > r, y el espectro del operador
A — 13 está contenido en Re A > y para alguir 1 > O. o equtí’alent emente la línealízacton
<LS
— -1- A: 13: (0.4.2)
do
es urtiformenrente astuto t¿caííreit/e estable. cirtoirces el p ¿tít/o de equilibrio it0 es unifo rme—
titen/e astír/o ttc<tm ente estable ea PV” . Alás p r’ecís<tí¿rente, criste p > O, A! > 1 tal que si
to > Y y ¡[ir í — u.’0 ¡ ¡<~ = en/onces existe iva ¿tir¿c<t solución de (0.4. 1)
<1w




definida en to e: O e: oc sotísf aciendo pot’<t O > te e-’
[¡w(O;Oe~ u’
1) — u’o¡¡~ < 2)0 cY(t~tO)¡¡u~ —
donde w(O; t0, wi) representa la solución asociada a la condicion znzcíal tv(o0) = Wi en el
‘u”
instante
u) Si 9(0,0) = O y ¡¡g(t, si) —9(0, z01[ =k(p)I¡:i — o¡J~ para ¡¡z~¡¡~ =p y k(p) —~ O cuando
p — 0±,supongamos ademas que el espectro del operador A — 13 tiene algún elemento con
parte real negativa, i.e. o(A — 13) 12 {Re> e: O} es no vacio. Entonces ir0 es un punto
de equilibrio inestable para la ecuación (0.4.1). En particular, eríste c > O y {w,,, n =1}
con [ir,, — wo¡¡~ ~—. O si n — oc y arlen> 05 para todo n
su.p¿>101¡u’(O; Oo. u’,) — u’e!¡c. = E > O.
do ade eí supremo se ton> <t sobre el inte malo nr<iuínr<tl <le existencia de u’ ( Oo, ir,,). t
De ni ost ración:
i) Es consecuemí cia <leí Teorem a 5. 1. ¡ pag 98 (le f31j Y Ii) <leí del ~l’eorenía 5. 1 .3. ~ag 102
de [31] Li
0.5 Regla de L’Hopital
A continuiaciómí vamos a enunciar la generalización cíe la Regia de L’1’lopital para t
límites superiores, cuya denuostracion se puede ver eii 152!.
Lema 0.5.1 Sec¡ír l’~yl’~ fu.írcioires recríes y ¿li/ere irciabIes en (a, b ) , b =oc, tal que
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