Abstract. We consider finite time blowup solutions of the L 2 critical focusing nonlinear Schrödinger equation on R 2 . A perturbation analysis exploiting a representation forumla and asymptotic orthogonality properties obtained by Merle and Vega shows that a fixed amount of L 2 mass is parabolically concentrated at blowup.
Introduction
We study the initial value problem for the two-dimensional, cubic, focusing nonlinear Schrödinger (NLS) equation:
(1.1) iu t + ∆u + |u| 2 u = 0,
This problem is L 2 -critical in the sense that the rescaling u(t, x) → ρ[u](t, x) = ρ −1 u(ρ −2 t, ρ −1 x) maps solutions to solutions and is an isometry in L 2 x . In the setting of merely L 2 x initial data, if global well-posedness fails to hold for (1.1) then a nontrivial parabolic concentration of L 2 -mass occurs [1] as t ↑ T * : (1.2) lim sup t↑T * sup cubes I ⊂ R 2 side(I) < (T * − t)
We also recall that if global well-posedness fails to hold then there is a finite T * such that for all δ > 0 Finite time blowup solutions of (1.1) with initial data in H 1 are known [13] , [10] , [11] to satisfy (1.5) lim inf
where 1 2 − denotes 1 2 − ǫ for any fixed ǫ > 0 and where Q is the unique positive (up to translations) solution of (1.6) ∆w − w + |w| 2 w = 0.
A natural question, stated in [9] , is to determine whether small L 2 -mass concentrations take place when u 0 ∈ L 2 . The conjectured answer is no: Solutions of (1.1) with L 2 initial data and with a finite maximal (forward) existence interval are conjectured to concentrate at least the L 2 -mass of the ground state, as is known to hold for blowup solutions with H 1 initial data.
A recent result [5] established that concentration of at least the ground state mass occurs for H s blowup solutions of (1.1) for certain s < 1, although the size of the concentration window decreases as (T * − t) s/2 rather than parabolically.
The main result in this 1 paper establishes a different intermediate result.
The rest of the paper is organized as follows: Section 2 recalls the classical well-posedness theory and, in particular, that (1.1) is globally well-posed for small L 2 initial data. Section 3 recalls some of the key ideas obtained in [9] upon which our analysis is based. The last section contains a perturbation argument which shows that solutions which concentrate too little L 2 mass are in fact globally well-posed.
local-in-time theory
We recall the Strichartz estimates and the classical proof [3] of local wellposedness of (1.1).
1 S. Keraani has independently obtained [8] a similar result and the corrsponding result in one space dimension.
2 The value of µ0 is determined in terms of constants appearing in certain Strichartz inequalities. Any solutions u of (1.1) whose initial data has L 2 -mass less than µ0 is global-in-time and bounded in L 2.1. Strichartz estimates. We recall the classical Strichartz estimates [6] for the Schrödinger group e it∆ on R t × R 2
x (see also [7] ). Ordered exponent pairs (q, r) are admissible if
We will use C to denote various constants. The Strichartz estimates may be expressed as follows:
where (q, r) is any admissible exponent pair. Let us denote with C 4 , the optimal constant in the Strichartz inequality
Local well-posedness.
We revisit the proof of local well-posedness of
Proof. The initial value problem (1.1) is equivalent, by Duhamel's formula, to solving the integral equation
For a given function u, denote the right-hand side of (2.6) by
is a contraction mapping on the ball
for sufficiently small γ. In fact, we will show that
provided T is chosen small enough in terms of the initial data. We write
, observe the cancellation of the linear pieces, apply the S 0 T norm, and use (2.2) to obtain (2.8)
By Hölder's inequality and simple algebra,
This proves Φ u 0 [·] is indeed a contraction mapping on B(γ) if γ < γ 0 , where γ 0 is an explicit constant:
Thus, the sequence of Duhamel iterates {u j }, defined by the recursion
By the Strichartz inequality we know that the L 4 xt norm of the free solution e it∆ u 0 is bounded in terms of the L 2 x norm of u 0 . Thus, for small enough T depending upon the profile u 0 , (2.10) is satisfied. Let's denote the largest T such that (2.10) holds by T lwp . Similarly, for small initial data satisfying u 0 L 2 x < γ 0 /C 4 := µ 0 , we can conclude that (2.10) holds for all T . We record this fact in a lemma.
Lemma 2.2 (Small data GWP). There exists a constant
≤ µ 0 then the (1.1) evolution u 0 −→ u is globally well-posed and
Asymptotic representation and orthogonality
The following statement paraphrases Theorem 3 and facts obtained in its proof from [9] . 
with the following properties:
) is finite.
• The H jn are given as
where 3 ξ jn ∈ R 2 , ρ jn > 0, c jn ∈ R, t jn ∈ R and x jn ∈ R 2 , and the fixed profiles
• The ν n are very small
• For j = k, at least one of the following three alternatives holds true:
Asymptotic orthogonality properties among distinct pairs drawn from {H jn } N j=1 hold true:
Concentrate too little =⇒ live too long
We choose ǫ := µ 0 in Proposition 3.1.
, µ 0 ). Assume also that β j ≤ µ 0 . A perturbation analysis which exploits ideas underpinning the proof of the asymptotic orthogonality properties (3.7) establishes that the associated evolution u of (1.1) satisfies
This contradicts the hypothesis that T * is the forward endpoint of the maximal existence interval, see (1.4).
4.1.
Building a spacetime bounded approximate solution. Along the sequence t n → T * , we build a sequence of functionsũ n : [t n , T * ] × R 2 −→ C. First, for each j = 1, . . . , N 0 , we define the functionũ jn as the solution to the initial value problem (1.1) with the initial condition replaced byũ jn (t n ) = H jn (t n ). Since H jn L 2 x = β j ≤ µ 0 , we know by the small data GWP theory thatũ jn is defined for all t ≥ t n and satisfies
With these evolutions, we define the sequence of functions Using the formula (4.3) observe that e n is comprised of cubic cross terms of the schematic form (ignoring conjugate structure) O(ũ jnũk nũln ) with j = k = l failing to hold. By Hölder's inequality, the spacetime bounds (4.2) on theũ jn , and the explicit formula (4.6),
e n L uniformly in n. In fact, an even better bound holds using the asymptotic orthogonality properties among distinct pairs of the {H jn } N j=1 . A typical term appearing in the sum of terms forming e n is estimated in L 4/3 [tn,T * ],x using Hölder's inequality by
where, without loss of generality, we have assumed j = k. The asymptotic orthogonality properties of H jn and H kn , in particular (3.4), (3.5) , (3.6) , (see the proof of (3.47) on pp. 415-416 in [9] ) imply that
with J n → 0. Thus, we have the decaying error bound
for a sequence J n → 0 as n → ∞.
The following perturbation lemma, whose statement and proof adapt directly from Lemma 3.10 in [4] , provides spacetime bounds on the (1.1) evolution of initial data of the form (3.1) with 
for some M > 0. Suppose also thatũ is a near-solution to (1.1) in the sense that it solves i∂ tũ + ∆ũ = −|ũ| 2ũ + e for some e. Let t 0 ∈ I, and let u(t 0 ) be close toũ(t 0 ) in the sense that
for some E ′ > 0. Assume also that we have the smallness conditions,
e L 4/3 t∈I,x∈R 2 ≤ ǫ (4.13) for some 0 < ǫ < ǫ 1 , where ǫ 1 is some constant ǫ 1 = ǫ 1 (E ′ , M ) > 0. We conclude there exists a solution u to (1.1) on I × R 3 with the specified initial data u(t 0 ) at t 0 , and furthermore
We apply the lemma to the functionsũ n , with the choices, I = [t n , T * ], t 0 = t n , e = e n , and u(t n ) =ũ n (t n ) + ν n (t n ). In light of the last choice, (4.11) and (4.12) follow from (3.3). The estimate (4.13) is not satisfied using (4.7) but is eventually satisfied using (4.8). We define n * < ∞ so that for all n > n * , we have that the right side of (4.8) satisfies (4.14) CJ n N 3 0 µ 3 0 < ǫ 1 . For all n > n * , we then have (4.13) holding true. Using the L 4 xt control on the difference u −ũ from Lemma 4.1 and (4.4), we prove that u satisfies the L 4
x,t∈[tn,T * ] spacetime bound (4.1) which contradicts (1.4).
