The wave equation on network is defined by ∂ttu = ∆Gu+g(u), where u ∈ R n and the graph Laplacian ∆G is an operator on functions on n vertices. We suppose that g : R n → R n is an odd continuous function that satisfies g(0) = g ′ (0) = 0 and the Nagumo condition. Assuming that the graph is invariant by a subgroup of permutations Γ, using a Γ-equivariant topological invariant we prove the existence of multiple non-constant p-periodic solutions characterized by their symmetries.
Introduction
The analysis and understanding of network structures is prominent in the characterization of patterns in molecules, neural networks, and electric networking. The structure for representing a network is a graph, given by a collection of nodes connected by edges. The wave equation on a network isü = ∆ G u + g(u), u = (u 1 , u 2 , . . . , u n ) ∈ R n , g(u) = (g(u 1 ), ..., g(u n )), where −∆ G represents the graph Laplacian. The semidefinite negative matrix ∆ G has eigenvalues −ω 2 n−1 ≤ ... ≤ −ω 2 0 = 0. The eigenvector e 0 = (1, ..., 1) ∈ R n corresponding to the eigenvalue ω 0 = 0 is known as the Goldstone mode.
The wave equation on networks has symmetries that appear naturally and given by the subgroup of permutations that leave invariant graph. The wave equation on a network for the nonlinearity g(x) = −x 3 is used as model of electric networks according to [7] and [2] ; [2] analyses the existence of special nonlinear periodic solutions in network of cycles with symmetries D n , while [7] extends this result to general networks with Z 2 -symmetries. Related models with D n -symmetries are analyzed in [12] and [19] .
Let Γ denote the group of permutations that preserve the symmetries of the graph. Our purpose is to study a general autonomous second order system of ODEs u = f (u), u ∈ V := R n ,
where V is an orthogonal Γ-representation and f : V → V is a Γ-equivariant odd C 1 -function satisfying the standard Nagumo condition:
Assuming that 0 is an isolated stationary solution, we establish existence and multiplicity of various periodic solutions with a fixed period p > 0. This general result applies to wave equation on a network, where hypothesis ( 2) is satisfied, for example, by the nonlinearities g(x) = x 3 and g(x) = −x 3 + x 5 . To illustrate our result we consider examples of n -chains with Z 2 -symmetry, a n-cycle with dihedral symmetry D n and the graph of a truncated octahedron with octahedral symmetries S 4 . In these cases, we prove the existence of at least one periodic solutions for each period p > 2π/ω n−1 such that p = 2πk/ω j for j = 1, ..., n − 1, where ω 2 n−1 is the biggest eigenvalue of −∆ G . In addition, we prove the existence of other solutions with specific spatio-temporal symmetries for each period p > 2π/ω n−1 .
The existence of periodic solutions with fixed period have been obtained for asymptotically linear Hamiltonian systems in [1] , [8] , [17] . In [1] was obtained the first result by comparing a topological index at zero and infinity. In [8] the results are obtained using Morse theory, while in [17] , by the use of S 1 -gradient degree. The Nagumo condition (2) is equivalent to the condition that the Hamiltonian system is asymptotic to the identity at infinite. Then the existence of at least one periodic solution with period p > 2π/ω n−1 is similar to these results, although they do consider the symmetries of Γ that allow us to obtain more solutions with specific spatio-temporal symmetries.
It is important to mention that we prove the existence of periodic solutions in the large for non-gradient nonlinearities g, i.e. our results are conceptually different from the continuations of normal modes from the trivial solution u = 0 obtained for gradient systems in [2] , [7] , [12] and references therein. Our general result is also applicable to other models of interests such as the equations with Kuramoto coupling given bÿ
where A = (a j,k ) represents the adjacent matrix for the graph and g is a nonlinearity that satisfies g(0) = g ′ (0) = 0 and |g(u)| > 1 for |u| > M . The subgroup of permutations Γ that leaves the graph invariant determines the equivariance of the wave equations. The equivariant degree method [9] allows to detect non-constant p-periodic solutions with various types of spatio-temporal symmetries. Actually, system (1) without spacial symmetries Γ still leads to an equivariant problem in functional spaces when looking for periodic solutions with fixed period. Indeed, since system (1) is time-reversible, the related functional operator is O(2)-equivariant. The additional assumption that g is odd implies that these functional operators are also Z 2 -equivariant, where Z 2 = {1, −1} acts by multiplication. Therefore, the associated functional equation is symmetric under the action of the group
By applying a H-fixed point reduction with H a subgroup of G, we are able to exclude constant solutions of the map reduced to the fixed point space of H. We use the groups H = {(1, 1), (−1, −1)} (which gives anti-periodic solutions x(t) = −x(t + π)) and H = {(1, 1), (−1, κ)} (which gives odd solutions x(t) = −x(t)), among other groups. This allows us to obtain results even in the case that 0 is not a regular point of system (1) such as in the wave equation on networks due to the existence of the Goldstone mode. Since the reduced map admits the symmetry group W (H), we associate with the system (1) an equivariant invariant that compares the equivariant degrees near the zero solution with the equivariant degree on a large ball (which is determined using apriori bounds). The W (H)-equivariant invariant associated with the system (1) reflects the complete structure of the set of non-constant p-periodic solutions according to their symmetric properties (orbit types). G.A.P. programming, see [28] , allows to make symbolic computations of the equivariant invariants for several types of Γ-symmetric network.
The approach to finding periodic solutions with fixed period using equivariant degree has similarities with the approaches in [11, 10, 18, 22, 24, 25, 26, 27] . The equivariant degree methods were used to study the existence of solutions for BVPs in second order ODEs (see [5, 6] ) and in the case of a reversible system of FDEs. For Newtonian systems with or without symmetries, the equivariant degree methods were applied in [9, 10, 11, 22, 23, 24, 25, 26, 27] and for general Hamiltonian systems in [18, 20, 21] . We should also mention other related work, see [3, 13, 14] . We refer to [3, 4, 15, 16] for more details about various equivariant degrees and their properties.
In section 2 we set the problem of finding periodic solutions in functional space. In section 3, we present the method of reduction to the H-fixed point space and formulate the abstract existence result Theorem 3.1. In Section 4 we present three examples of networks, for which we provide a symmetric classification of periodic solutions.
Second Order Autonomous Systems
Assume that p > 0 is an arbitrary number. Let Γ be a finite group and V = R n an orthogonal representation of Γ (Γ is acting on R n by permuting the vector coordinates in R n ). We define the following second order autonomous system:
where f : V → V is a C 1 -function satisfying the following assumptions:
(A1) f is Γ-equivariant, i.e., f (γu) = γf (u) for all γ ∈ Γ and u ∈ V ;
By substituting x(t) = u(λt), the system (3) is transformed tö
Notice that p-periodic solution u(t) to system (3) corresponds to 2π-periodic solution to system (4). Therefore, we reduce the system (3) to
Clearly, the function f is a C 1 -function and satisfies conditions (A1)-(A3). We do not assume that 0 is non-degenerate equilibrium, i.e. the spectrum σ(A) of the matrix A := λ 2 Df (0) may contain −k 2 for some k = 0, 1, 2, . . . .
Sobolev Spaces of 2π-Periodic Functions
Let H denote the second Sobolev space of 2π-periodic functions from R to V , i.e.,
equipped with the inner product
It is convenient to identify a rotation with e iτ ∈ S 1 ⊂ C. Notice that κe
, then the space H is an orthogonal Hilbert representation of G. Indeed, for x ∈ H , γ ∈ Γ and e iτ ∈ S 1 , we can define the group action as
and Γ acting on V = R n by permuting the vector coordinates. In a standard way we identify a 2π-periodic function x : R → V with a function x :
Notice that for k > 0 the SO(2)-space V k can be identified with the complexification V c := V ⊕ iV of V , on which SO(2) acts by
where '·' stands for complex multiplication. Indeed, define the real isomorphism
On the other hand, the operator κ acts on the space V k by complex conjugation, i.e.
κψ(a + ib)(t) = cos(kt)a − sin(kt)b = ψ(κ(a + ib)).
In summary, the O(2)-isotypical component V 0 represents constant functions which can be identified with V , while V k , for k = 1, 2, . . . , is equivalent to the complexification V c = V ⊕ iV where SO(2) acts by k-folded rotations, i.e., γz
and '·' denotes the complex multiplication, and κ acts by complex conjugation. That means V k is modeled on the irreducible O(2)-representation V k ≃ R 2 with k-folded action of SO (2) . Then (6) is also Z 2 × O(2)-isotypical decomposition of H , where Z 2 acts by multiplication.
Setting in Functional Spaces
Define the operator:
Then the system (5) is equivalent to
Since L is an isomorphism, equation (7) can be reformulated as
Notice that x ≡ 0 is a solution to the equation F (x) = 0. Put
One can easily check that A is a Fredholm operator of index zero. Therefore, A is an isomorphism if and only if 0 / ∈ σ(A ). Since A is O(2)-equivariant, it preserves the isotypical decomposition (6) . The operator L on the isotypical components V k is given by,
which implies
Therefore, in V k we have
and we obtain the following description of the spectrum of A
Apriori Bounds
Consider the following homotopy of the operator F (cf. (7))
Notice that F := F 1 and F τ is a G-equivariant completely continuous field. Then we have
Proof. Assume the contradiction that x(t) is a solution of F τ (x) = 0 when max t∈R x(t) > M . Consider the function φ(t) :=
which is a contradiction.
Proof. By lemma 2.1, there exists a M > 0 such that any 2π-periodic solution
Then there is a constant C > 0 such that
By Lemma 2.2, there exists a constant R > 0 such that any solution to F τ = 0 must belong to the set Ω R := {x ∈ H : x < R}. In particular, {F τ } τ ∈[0,1] is an Ω R -admissible homotopy between F 1 = F and F 0 = Id.
Reduction to Fixed-Point Subspace of H
We consider the system (5) where f : V → R is differentiable at 0 satisfying the assumptions (A1)-(A3). We do not exclude the case that 0 ∈ σ(A ) (which means that zero is degenerate solution to (5)). Notice that Ker (A ) is finite dimensional because A : H → H is a Fredholm operator.
Since for any closed subgroup H ⊂ G, the nonlinear map
it is a common practice to look for the W (H)-orbits of solutions for (5) in the subspace H
H . In other words, if for some
is a solution to (5). Let us find groups
Let m be a positive integer. Notice that −1 ∈ Z 2 acts always as − Id on the representations V m . Since e iπ/m ∈ O(2) acts as − Id on the representations V m , then the element (−1, e iπ/m ) ∈ Z 2 × O(2) acts trivially on each representation V m , i.e. each isotropy group of the representation V m contains the group generated by (−1, e iπ/m ):
The action of the generator (−1, γ) on the function cos(kt)
Therefore, these functions are in the fixed point space H H if k is an odd multiple of m, and
Since the fix point space of the group H do not contain constant functions, then it is enough to consider the fix point space,
to exclude the zero eigenvalues of A . Notice that H is normal, thus N (H) = Γ × Z 2 × O(2) and 
where V H j,k is modeled on the irreducible Γ-representation V j,k .
Put Ω ε = {x ∈ H : x < ε}. Since 0 / ∈ σ(A H ), one can easily show that for sufficiently small ε > 0, the map F H is Ω H ε -admissibly G-equivariantly homotopic to A H . On the other hand, by Lemma 2.2, the map is also Ω H R -admissibly G-equivariantly homotopic to Id. Using the notation introduced in Appendix the equivariant topological invariant
where Ω := Ω R \ Ω ε is well-defined and is given by
On the other hand, we have
where m j,k − (µ) stands for the V j,k -isotypical multiplicity of the eigenvalue
.
Consequently we can formulate the following theorem for the resonance case.
If the equivariant invariant ω H is not equal to zero, then the system (5) admits a non-constant 2π-periodic solution. More precisely, if
Proof. This result is a direct consequence of the existence property (G1) for the equivariant Gdegree.
Remark 3.1. We may consider other fixed point groups H in this theorem. The subgroup [4] for more details related to the conventions used in this paper), where 
, where
Then, clearly
Nonlinear wave equations on networks
In this section we compute the invariant ω H and apply the main theorem to the nonlinear wave equation on networks, given by the function
For simplicity, we assume that g ′ (0) = 0 and |g(u)| > |u| for |u| > M . These conditions are satisfied, for example, by the nonlinearities g(x) = x 3 and g(x) = −x 3 + x 5 . By assumptions f satisfies the Nagumo condition and
Let S n be the group of permutations of the elements {1, ..., n}. The equivariance of the operator f (u) is satisfied by the subgroup Γ of S n consisting of those elements Γ < S n , with action of γ ∈ S n γu = (u γ(1) , ..., u γ(n) ), u ∈ R n , for which f (γu) = γf (u). For the nonlinearity of the form g(u) = (g(u 1 ), ..., g(u n )) the subgroup Γ can be determined by finding the elements γ ∈ S n that commutes with ∆ G , i.e.
The Γ × Z 2 -isotypical decomposition of V is
where each of the subspaces V − j is equivalent to V − j (V − j is j-th irreducible Γ-representation with antipodal Z 2 -action). Each eigenvalue µ j of Df (0) = △ G is assigned to an irreducible representation V − nj for j = 1, ..., r. Therefore, we have the following G-invariant decomposition
where V nj,k is equivalent to the k-fold irreducible representation C ⊗ V nj where △ G has eigenvalue µ j . We order the eigenvalues µ j for j = 0, .., r of ∆ G by µ r ≤ ... ≤ µ 0 = 0 .
Since µ 0 = 0, based on our earlier discussion, it is enough to consider (for the fixed-point reduction) the group
Therefore, for any interval k l /ω j l < λ < k l+1 /ω j l+1 we conclude that
Remark 4.1. Consider an element a ∈ A(G) given as a (finite) sum 
. In other words, every basic G-degree appears only once in this product. We should also point out that two basic degrees for two different G-representations can be the same (see [4] for examples).
Then (H) ∈ Φ(ab). Proof. Since the element a is invertible, we have a = ±(G) + x and b := n(G) + m(H) + y, where m = 0. Then we have
Corollary 4.1. Consider the element
Denote by Ψ(ω) the set of all maximal elements (H)
Chain of n elements with symmetries Γ = Z 2
For the chain (see Figure 2 ) the matrix ∆ G is given by
In this case the matrix ∆ G commutes with Γ = Z 2 , where the generator ξ ∈ Z 2 acts on j ∈ {1, 2, . . . , n}, ξ(j) = n + 1 − j (mod n). Then for j = 0, 1, . . . , n − 1 we have the eigenvalues µ j := −ω 2 j of ∆ G (see [7] ), where ω j = 2 sin jπ 2n , and 0 = ω 0 < ω 1 < · · · < ω n−1 .
The corresponding eigenvector to µ j is given by
The eigenspace of ∆ G corresponding to µ j is E(µ j ) = span(v j ). For the above action of Z 2 on V := R n , ξ acts on the eigenspace E(µ j ) by multiplication by −1 for j odd and trivially for j even. Therefore, for G := Z 2 × Z 2 × O(2), we have the following
Let E (ξ j,k ) be the eigenspace corresponding to the eigenvalue ξ j,k :=
of the operator A defined in H . The eigenspace E (ξ j,k ) is equivalent to the irreducible G-representation V − 0,k , for j even or V − 1,k for j odd. Then, we have the following basic degrees
where
where ϕ : V 4 → Z 2 is a homomorphism such that Ker (ϕ) = {(1, 1), (−1, −1)} =: Z − 2 and ψ :
In general, most of normal modes are non resonant, i.e. for j = k we have ω j = lω k for all l ∈ N. However, there are some special cases where resonances of this kind exist. In order to show our results in a non-resonant case, we chose the case n = 4. In this case we have
Therefore, we have the following result: The periodic solutions with the isotropy groups of this theorem have symmetries:
• For j being an even number, a non-zero function in x with the orbit type (
. These functions are 
In this case the matrix ∆ G commutes with Γ = D n = {1, ζ, . . . , ζ n−1 , ξ, ξζ, . . . , ξζ n−1 }, where ζ, ξ are the permutations of the symbols {0, 1, 2, . . . , n − 1} such that ζ(j) = j + 1 and ξ(j) = n − j (mod n), acting on V := R n by γ(x 0 , x 1 , . . . , x n−1 ) = (x ζ(0) , x ζ(1) , . . . , x ζ(n−1) ), ξ(x 0 , x 1 , . . . , x n−1 ) = (x ξ(0) , x ξ(1) , . . . , x ξ(n−1) ).
The eigenvalues of △ G can be easily found. Consider △ G : C n → C n and put
T with ζ = e 2πi , j = 0, 1, . . . , n − 1. Clearly, v j is a complex eigenvector corresponding to the eigenvalue
Therefore, the real part e j of v j is a real eigenvector of △ G , and for 0 < j < n − 1, j = n 2 , the imaginary part f j of v j is another real eigenvector of △ G . In the case j = 0 we have the eigenvector e 0 = (1, 1, 1, . . . , 1) T and if r = n 2 is an integer, we also have e r = (1, −1, 1, . . . , −1) T . Denote by V j , j = 0, n 2 , the subspace of V spanned by e j and f j . Since v j = e j + if j , V j has a natural complex structure isomorphic to C. One can easily recognize that V j is D n -invariant and equivalent to the irreducible D n -representation V j ≃ C, where ζz = ζ j · z (here '·' denotes usual complex multiplication) and ξz := z, z ∈ C. Since the D n -representations V j = V n−j , for 0 < j < n 2 , V j is the j-th isotypical component of V . It is clear that the V j -isotypical dimension of V j is 1 for 0 ≤ j ≤ r := ⌊ n 2 ⌋, so we have the isotypical multiplicities m j (µ j ) = 1.
As an example, we consider the case n = 4. The character table for the related irreducible D 4 × Z 2 -representations are listed in Table 1. (1, 1) (κ, 1) (i, 1) (−1, 1) (1, −1) (κi, 1) (κ, −1) (i, −1) (−i, −1) (κi, −1) We have the following D 4 × Z 2 × O(2)-basic degrees for k = 1, 2, 3...:
The values k/ω j for k ∈ 2N + 1 and j = 1, 2 (with ω 1 = √ 2 and ω 2 = 2) have the order
Therefore, we have the following result: 
Truncated octahedron graph with Γ = S 4 octahedral symmetries
We can index the vertices of the cut-off octahedron by the elements in (σ, τ ) ∈ S 4 × S 4 , where σ is a 2-cycle and τ is a 4-cycle. The full conversion table corresponding to the annotated above model is given below:
Therefore, we have the following isotypical decomposition
For this cube-like graph, the matrix △ G is given by 
The matrix △ G has the following eigenvalues µ j and eigenvectors v j,i ∈ V j such that V j =span {v j,i : i = 1, ..., dim V j }:
• µ 0 := 0 with eigenspace E(µ 0 ) equivalent to V − 0 spanned by the vector: (1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1 )
spanned by the vectors:
spanned by the vectors: • µ 5 = − √ 2 − 2, with eigenspace E(µ 5 ) equivalent to V − 3 spanned by the vectors: 
with eigenspace E(µ 9 ) equivalent to V − 1 spanned by the vector:
T In summary, we have the eigenvalues µ 9 < ... < µ 0 of △ G , each of them with single isotypical multiplicity (which means that the eigenspace of the eigenvalue µ j is equivalent to V − nj ). The values k/ω j for k ∈ N and j = 1, ..., 9 (with µ j = −ω 2 j ) have the order
We apply the reduction to the fixed-point space of H := D z 1 . In this case W (H) = S 4 × Z 2 and we have the following basic S 4 × Z 2 -degrees:
By applying Theorem 3.1 and Corollary 4.1, we obtain the following result: 
, then there exist four p periodic solutions u(t) such that the solutions x(t) = u(λt) to (5) have the S 4 × Z 2 -isotropy groups (S 
For a G-space X and x ∈ X, G x := {g ∈ G : gx = x} is called the isotropy of x and G(x) := {gx : g ∈ G} is called the orbit of x. One can easily verify that G(x) ≃ G/G x . Denote by X/G the the set of all orbits in X under the action of G, which is called the orbit space of X. Furthermore, we call conjugacy class (G x ) the orbit type of x in X and put Φ(G; X) := {(H) ∈ Φ(G) : H = G x for some x ∈ X}. Also, for a G-space X and a closed subgroup H of G, X H := {x ∈ X : G x ⊃ H} is called H-fixed-point subspace of X.
Let X and Y be two G-spaces. A continuous map f : X → Y is said to be equivariant if f (gx) = gf (x) for all x ∈ X and g ∈ G. If the G-action on Y is trivial, i.e., f (gx) = f (x) for all x ∈ X and g ∈ G, then f is called invariant. where |X| stands for the cardinality of X, is well defined and finite (see, for example, [19] ). For more information about the number n(L, H) and its properties, we refer to [4] .
A.1 Isotypical Decomposition of Finite-Dimensional Representations
As is well-known, any compact group admits only countably many non-equivalent real irreducible representations. Therefore, given a compact Lie group Γ, we always assume that a complete list of all real irreducible Γ-representations, denoted by V i , i = 0, 1, . . . is available. Let V (resp. U ) be a finite-dimensional real Γ-representation. Without loss of generality, V can be assumed orthogonal. Then, one can represent V as the direct sum
which is called the Γ-isotypical decomposition of V , where the isotypical component V i is modeled on the irreducible Γ-representation V i , i = 0, 1, . . . , r, i.e., V i contains all the irreducible subrepresentations of V which are equivalent to V i . Notice that for a Γ-equivariant linear map A : V → V , A(V i ) ⊂ V i , i = 0, 1, 2, . . . , r. We will denote by σ(A) the spectrum of A and for µ ∈ σ(A), E(µ) will stand for the generalized eigenspace corresponding to µ. Clearly, E(µ) is Γ-invariant. Then we can put
and will call the number m i (µ) the V i -multiplicity of the eigenvalue µ.
Given an orthogonal Γ-representation V , denote by GL Γ (V ) group of all Γ-equivariant linear invertible operators on V . Then, the isotypical decomposition (19) induces a decomposition of GL Γ (V ):
For every isotypical component V i in (19) , one has GL Γ (V i ) ≃ GL(m i , F), where m i = dim V i / dim V i and F is a finite-dimensional division algebra, i.e., F = R, C or H, depending on the type of the irreducible representation V i .
A.2 Burnside Ring A(G)
Let G be a compact Lie group. Denote by A(G) := Z[Φ 0 (G)] the free abelian group generated by (H) ∈ Φ 0 (G), i.e., an element a ∈ A(G) is a finite sum a = n 1 (H 1 ) + · · · + n m (H m ), where n i ∈ Z and (H i ) ∈ Φ 0 (G). In addition, one can define an operation of multiplication in
where the integer n L represents the number of orbits of type (L) contained in the space G/H ×G/K. In this way, A(G) becomes a ring with the unity (G). The ring A(G) is called the Burnside ring of G. By using the partial order on Φ 0 (G), the multiplication table for A(G) can be effectively computed using a simple recurrence formula:
A.3 G-Equivariant Degree: Basic Properties and Recurrence Formula
Suppose that V is an orthogonal G-representation and f : V → V a continuous G-equivariant map. Consider an open bounded G-invariant set Ω. Then the G-map f is called Ω-admissible if for all x ∈ ∂Ω, we have f (x) = 0. In such a case, the pair (f, Ω) is called a G-admissible pair (in V ). The set of all possible G-pairs will be denoted by M G .
