Unsupervised pretraining models have been shown to facilitate a wide range of downstream applications. These models, however, still encode only the distributional knowledge, incorporated through language modeling objectives. In this work, we complement the encoded distributional knowledge with external lexical knowledge. We generalize the recently proposed (state-of-the-art) unsupervised pretraining model BERT to a multi-task learning setting: we couple BERT's masked language modeling and next sentence prediction objectives with the auxiliary binary word relation classification, through which we inject clean linguistic knowledge into the model. Our initial experiments suggest that our "linguistically-informed" BERT (LIBERT) yields performance gains over the linguistically-blind "vanilla" BERT on several language understanding tasks.
Introduction
Unsupervised pretraining models, such as GPT and GPT-2 (Radford et al., 2018 (Radford et al., , 2019 , ELMo (Peters et al., 2018) , and BERT (Devlin et al., 2019) yield state-of-the-art performance on a wide range of natural language processing tasks. All these models rely on language modeling objectives that exploit the knowledge encoded in large corpora. BERT (Devlin et al., 2019) , as the current state-of-the-art model, is pretrained on a joint objective consisting of two parts: (1) masked language modeling (MLM), and (2) next sentence prediction (NSP). Through both of these objectives, BERT still consumes only the distributional knowledge.
A plethora of models have been proposed for injecting linguistic constraints (e.g., lexical knowledge) from external resources to static word embeddings (Faruqui et al., 2015; Wieting et al., 2015; Mrkšić et al., 2017; Ponti et al., 2018, inter alia) .
Linguistically-informed word vectors produced by these models produce substantial gains in a number of downstream tasks, e.g., in dialog state tracking (Mrkšić et al., 2017; Ren et al., 2018 ), text simplification Saggion, 2017) , and taxonomy induction (Nguyen et al., 2017; Nickel and Kiela, 2018) . Like static embedding models, unsupervised pretraining models also operate only on large text corpora. We hypothesize that supplementing them with clean linguistic information from structured external resources may also lead to their improved downstream performance.
We aim to inject linguistic constraints, available from lexico-semantic resources like WordNet (Miller, 1995) and BabelNet (Navigli and Ponzetto, 2012) , into unsupervised pretraining models. As a first step in this direction, we present linguisticallyinformed BERT (LIBERT), a simple and effective augmentation of BERT made aware of external linguistic knowledge. We (1) feed linguistic constraints (synonyms and direct hypernym-hyponym pairs) to BERT as additional training instances and (2) predict lexico-semantic relations from constraint embeddings produced by BERT's encoder (Vaswani et al., 2017) : we add lexical relation classification (LRC) as the third pretraining task.
For direct comparability, we train the same model from scratch -with the augmentation (LIB-ERT) and without it (BERT). We then fine-tune both models on the training portions of datasets from the GLUE benchmark (Wang et al., 2018) and report their performance on corresponding development and test portions. LIBERT yields performance gains over BERT on 8/10 GLUE tasks.
Linguistically-Informed BERT
LIBERT is illustrated in Figure 1 . LIBERT is also a pretraining model: it augments BERT's two pretraining tasks -masked language modeling (1. 
BERT: Transformer-Based Encoder
The core of the BERT model is a multi-layer bidirectional Transformer (Vaswani et al., 2017) , pretrained using two objectives: (1) masked language modeling (MLM) and (2) next sentence prediction (NSP). MLM is a token-level prediction task, also referred to as Cloze task (Taylor, 1953) : from input data, a certain percentage of tokens is masked out and needs to be predicted. NSP operates on the sentence-level and can, therefore, be seen as a higher-level language modeling task that captures information across sentences. NSP predicts if two given sentences are adjacent in text (negative examples are created by randomly pairing sentences).
Linguistically-Informed Pretraining
The base BERT model consumes only the distributional information. We aim to make the model more informed by exposing it to clean external knowledge presented as the set of linguistic con-
, i.e., pairs of words that stand in a particular relation in some external lexico-semantic resource. Following the successful work on semantic specialization of static word embeddings (Wieting et al., 2015; Mrkšić et al., 2017; , in this work we select pairs of synonyms (e.g., car and automobile) and direct hyponym-hypernym pairs (e.g., car and vehicle) as our constraints. 1 We transform the constraints from C into a BERT-compatible input format and feed them as additional training examples for the model. The encoding of a constraint is then forwarded to the relation classifier, which predicts whether the input word pair represents a valid lexical relation.
From Linguistic Constraints to Training Instances. We start from a set of linguistic con-
and an auxiliary static word embedding space X aux ∈ R d . Each constraint c = (w 1 , w 2 ) corresponds to a true lexical relation, and thus represents a positive training example for the model. For each positive example c, we create corresponding negative examples as follows. We first group positive constraints from C in mini-batches B p of size k. For each positive example c = (w 1 , w 2 ), we create two negative instanceŝ c 1 = (ŵ 1 , w 2 ) andĉ 2 = (w 1 ,ŵ 2 ) such thatŵ 1 is the word from batch B p (other than w 1 ) closest to w 2 andŵ 2 the word (other than w 2 ) closest to w 1 , respectively, in terms of the cosine similarity of their vectors in X aux . This way we create a batch B n of 2k negative training instances from a batch B p of k positive training instances.
Next, we transform each instance (i.e., a pair of words) into a "BERT-compatible" format, i.e., into a sequence of WordPiece (Wu et al., 2016) tokens. 2 We split both w 1 and w 2 into WordPiece tokens, insert the special separator token (with a randomly initialized embedding) before and after the tokens of w 2 and prepend the whole sequence with BERT's sequence start token, as shown in this example for the constraint (mended, 
with W LRC ∈ R H×2 and b LRC ∈ R 2 as the classifier's trainable parameters. Relation classification loss L LRC is then simply the negative loglikelihood over k instances in the training batch:
where y ∈ {[0, 1], [1, 0]} is the true relation label for a word-pair training instance.
Experimental Setup
To isolate the effects of injecting linguistic knowledge into BERT, we train base BERT and LIBERT in the same setting: the only difference is that we additionally update the parameters of LIBERT's Transformer encoder based on the gradients of the LRC loss L LRC from Eq. (2).
Pretraining Data. We minimize BERT's original objective L MLM +L NSP on training examples coming from English Wikipedia. 4 We obtain the set of constraints C for the L LRC term from the body of previous work on semantic specialization of static word embeddings (Zhang et al., 2014; Ponti et al., 2018) . In particular, we collect 1,023,082 synonymy pairs from WordNet (Miller, 1995) and Roget's Thesaurus (Kipfer, 2009) and 326,187 direct hyponym-hypernym pairs from WordNet. 5
Fine-Tuning (Downstream) Tasks. We evaluate BERT and LIBERT on the the following tasks from the GLUE benchmark (Wang et al., 2018) , where sizes of training, development, and test datasets for each task are given in Training and Evaluation. We train both BERT and LIBERT from scratch, with the configuration of the BERT BASE model (Devlin et al., 2019) : L = 12 transformer layers with the hidden state size of H = 768, and A = 12 self-attention heads. We train in batches of k = 16 instances; 7 input sequence length is 128. The learning rate for both models is 2e − 5 with a warm-up over the first model against its linguistically-informed augmentation. 5 Note again that similar to work of Vulić (2018) , both WordNet synonyms and direct hyponym-hypernym pairs are treated the same: as positive examples for the relation of true semantic similarity.
6 Following Devlin et al. (2019), we do not evaluate on the Winograd NLI (WNLI), given its well-known issues.
7 Due to hardware restrictions, we train in batches that are half the size of the training batches from the original work (Devlin et al., 2019) (k = 32) . This means that for the same number of update steps, our models will have seen half of the amount of the original BERT model of Devlin et al. (2019 1, 000 training steps. Other hyperparameters are set to the values reported by Devlin et al. (2019) . LIBERT combines BERT's MLM and NSP objectives with our LRC objective in a multi-task learning setup. We update its parameters in a balanced alternating regime: (1) we first minimize BERT's L MLM + L NSP objective on one batch of masked sentences pairs and then (2) minimize the LRC objective L LRC on one batch of training instances created from linguistic constraints.
During fine-tuning, for each task we independently find the optimal hyperparameter configurations of the downstream classifiers for the pretrained BERT and LIBERT: this implies that it is valid to compare their performances on the downstream dev sets. Finally, we evaluate fine-tuned BERT and LIBERT on all 10 test sets.
Results and Discussion
The main results are summarized in Table 2 . LIB-ERT outperforms BERT on 8/9 tasks (dev) and 8/10 tasks (test). While large gains are reported on CoLA, AX, and visible gains on SST-2 and MRPC, it is encouraging to see that slight and consistent gains are observed on almost all other tasks. These results suggest that available external linguistic knowledge can be used to supplement unsupervised pretraining models with useful information which cannot be fully captured solely using large text data. From another perspective, the results indicate that LIBERT, our linguistically informed multi-task method, successfully blends such curated linguistic knowledge with distributional learning signals. It also further validates intuitions from relevant work on specialising static word embeddings (Wieting et al., 2015; Mrkšić et al., 2017 ) that steering distributional models towards capturing true semantic similarity (as also done here) has a positive impact on language understanding applications.
Further, an analysis of performance over time (in terms of training steps for BERT and LIBERT) for one single-sentence task (SST-2) and one sentencepair classification task (MRPC) is reported in Figures 2a-2b . The scores clearly suggest that the impact of external knowledge does not vanish over time: the gains with the linguistically informed LIBERT persist at different time steps. This finding again hints on the complementarity of useful signals coded in large text data vs. lexical resources (Faruqui, 2016; Mrkšić et al., 2017) which should be investigated more in future work.
Conclusion
We presented LIBERT, a linguistically-informed extension of the state-of-the-art unsupervised pretraining model BERT. LIBERT (1) uses BERT's Transformer network to additionally encode clean external lexico-semantic constraints and (2) couples BERT's two pretraining tasks -masked language modeling and next sentence predictionwith a lexical relation classifier in a multi-task learning setup. LIBERT yields improvements over BERT on 8 out of 10 language understanding tasks from the GLUE benchmark, suggesting that the complementarity between distributional and clean linguistic information is beneficial for unsupervised pretraining and warrants further investigation.
