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Abstract
This article extends the method of synthetic controls to probability mea-
sures. The distribution of the synthetic control group is obtained as the op-
timally weighted barycenter in Wasserstein space of the distributions of the
control groups which minimizes the distance to the distribution of the treat-
ment group. It can be applied to settings with disaggregated- or aggregated
(functional) data. The method produces a generically unique counterfactual
distribution when the data are continuously distributed. A basic representa-
tion of the barycenter provides a computationally efficient implementation via
a straightforward tensor-variate regression approach. In addition, identification
results are provided that also shed new light on the classical synthetic controls
estimator. As an illustration the approach estimates the aggregate effect of the
legalization of cannabis on the distribution of household income in Colorado
one year after Amendment 64.
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1 Introduction
The method of synthetic controls, introduced in Abadie & Gardeazabal (2003) and
Abadie, Diamond & Hainmueller (2010), has become a main tool for estimating causal
effects in comparative case studies with aggregate interventions and a limited number
of large units. The insight is that a weighted average of the available potential control
groups, the synthetic control group, often provides a more appropriate comparison
than a single control group alone (Abadie 2019). The method has been applied in
many settings, such as the analysis of the decriminalization of indoor prostitution
(Cunningham & Shah 2017), the minimum wage debate (Allegretto, Dube, Reich
& Zipperer 2017, Jardim, Long, Plotnick, Van Inwegen, Vigdor & Wething 2017,
Neumark & Wascher 2017), and immigration (Borjas 2017, Peri & Yasenov 2019),
just to name a few.
The original method of synthetic controls is designed for settings with aggregate
scalar- or vector-valued quantities, in which linear regression approaches are not appli-
cable because of data limitations (Abadie 2019). Researchers frequently are interested
in, or have access to, functional quantities, however. The most common example are
individual-level data, for example in assessing the effects of minimum wage policies
on the overall income distribution.1 Other examples are text data, fMRI data, con-
tinuous dynamics of aggregate economic quantities, spatial data, etc. In these cases,
the idea of constructing a synthetic control unit as some form of “weighted average”
is still worthwhile. This article therefore extends the idea of constructing a synthetic
control group to the functional setting, i.e. a setting where the researcher has access
to either individual-level- or aggregate functional data.
The method proposed in this article constructs the synthetic control group as
the optimally weighted Fre´chet mean (Kendall, Barden, Carne & Le 2009, Chapter
9), i.e. the analogue to the standard linear average in general nonlinear spaces, of
the distributions of the available control groups which minimizes the distance to the
distribution of the treatment group. We choose the 2-Wasserstein space as the fun-
damental space on which all distributions are defined. In this case, the Fre´chet mean
of probability measures is the barycenter introduced in Agueh & Carlier (2011). Our
1For instance, Ropponen (2011) applied the changes-in-changes estimator by Athey & Imbens
(2006) to estimate the effect of minimum wage changes on different levels of the income distribution.
In contrast to the changes-in-changes estimator, our method is silent about individual effects, as
we do not make the assumption of rank-invariance required for the changes-in-changes estimator.
In contrast, the synthetic controls estimator focuses on causal effects in the aggregate. See the
discussion in the introduction below and in the identification section.
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choice of the 2-Wasserstein space is based on the fact that barycenters in Wasser-
stein space preserve the global nonlinear properties of the individual elements over
which they average, in contrast to reproducing kernel Hilbert space approaches or
the Euclidean setting. For instance, the Fre´chet mean of several handwritten digits
(functional data) when taken as the barycenter in 2-Wasserstein space is recognizable
as a handwritten digit, a property which most other distances do not provide. Cuturi
& Doucet (2014) provide an illustration of this fact. The main reasons for focusing on
the 2-Wasserstein distance is computational, however. In fact, our approach will rely
on a simple characterization of the barycenter mentioned in Agueh & Carlier (2011).
Our method is attractive from a theoretical and practical perspective. It generates
a generically unique (multivariate) probability distribution under weak assumptions.
The fact that all distributions can be multivariate allows for outcome variables to
be arbitrarily correlated and dependent. By relying on recent efficient approaches
to compute (regularized) optimal transport distances in practice (Altschuler, Weed
& Rigollet 2017, Cuturi 2013, Cuturi & Doucet 2014, Peyre´ & Cuturi 2019), our
approach is applicable in general multivariate settings.
This article complements recently introduced dynamic and nonlinear implementa-
tions of the synthetic controls idea, such as Abadie & L’Hour (2017), Amjad, Shah &
Shen (2018), Arkhangelsky, Athey, Hirshberg, Imbens & Wager (2019), Athey, Bayati,
Doudchenko, Imbens & Khosravi (2018), Athey & Imbens (2018), Ben-Michael, Feller
& Rothstein (2018), Chernozhukov, Wuthrich & Zhu (2018), Doudchenko & Imbens
(2016), Imai & Kim (2019), and Viviano & Bradic (2019). The main difference to
these approaches is that our method applies the idea of constructing a synthetic con-
trol group directly to probability measures. However, our method is concerned with
estimating the counterfactual distribution for one well-defined treatment intervention
and does not deal with the problem of staggered adoption, which some of the other
approaches cover.
We also introduce a new and general set of causal models for which our method
identifies the correct counterfactual law. The main assumption is that the produc-
tion functions mapping the unobservables to the observables are scaled isometries in
Wasserstein space. Kloeckner (2010) shows that isometries in Wasserstein space over
higher-dimensional Euclidean space are similar to isometries in Euclidean spaces, i.e.
maps composed of rotations, shifts, and reflections (Novikov & Taimanov 2006, chap-
ter 1). This also sheds some new light on the identification properties of the classical
synthetic control method, as standard isometries in Euclidean space are affine maps.
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Therefore, for the model we introduce for the data-generating process, a linear factor
model is (almost) necessary for the method to give the correct counterfactual distri-
bution. This is not too surprising as the general method of synthetic controls is based
on an extrapolation step over time periods, but the extension to the nonlinear case
makes this connection remarkably clear.
It is in this respect that our method complements the changes-in-changes estima-
tor from Athey & Imbens (2006). In fact, it does not require rank-invariance, as the
dimensionality of the unobservables can be multivariate. However, we want to cau-
tion applied researchers that our approach has a different focus for causal inference
than the changes-in-changes estimator. We still care about aggregate causal effects,
e.g. effects on the state level. In fact, we do not make claims about individual-level
causal effects for individuals within a state, as we do not “keep track” of the individu-
als within each unit over time. In contrast, the changes-in-changes estimator assumes
it can track individuals over time (via rank-invariance), and hence makes statements
about individual effects. To put it more bluntly in the example of minimum wage
policies in different states where the researcher has access to individual-level data:
the distributional synthetic controls approach allows to answer questions like “How
did the overall distribution of income change in state X after the policy was put into
place?” The changes-in-changes estimator allows to answer questions like “How did
the policy change affect individuals in different quantiles of the income distribution
in state X?”.
Our basic idea of finding an optimal combination of “control-distributions” which
replicate as closely as possible some target distribution has also been introduced in the
setting of color transport between pictures in Bonneel, Peyre´ & Cuturi (2016).2 Our
approach differs from that article in several dimensions. First, the focus is on the the-
oretical properties of the problem in the setting of continuous probability measures.
Second, the proposed approach to deal with the main optimization problem is differ-
ent from the gradient descent approach based on a fixed-point iteration (Benamou,
Carlier, Cuturi, Nenna & Peyre´ 2015) developed for histograms in Bonneel, Peyre´
& Cuturi (2016): instead, we pretend that our target measure lies in the geodesic
convex hull of the control measures as defined in the main text below; based on this,
we derive a simple regression approach to obtain the optimal weights, which still
makes sense to do if our measure turns out to not lie in the convex hull. Third, we
derive this type of optimization problem in a causal inference setting, and therefore
2I thank Thibaut Le Gouic for pointing out this reference to me.
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provide results for the generic uniqueness of the optimal weights λ, because we use
these weights to obtain the counterfactual distribution in the post-treatment period.
We also derive statical properties of our method when estimating the respective
probability laws from individual-level data. In particular, building on the recent
breakthrough by del Barrio & Loubes (2019) which established a central limit theorem
for the Wasserstein distance, we provide a central limit theorem for the barycenter
in the 2-Wasserstein space. We also extend this result to a central limit theorem for
barycenters with respect to the entropy regularized 2-Wasserstein distance (Cuturi
2013), based on the recently derived central limit theorem for these distances (Mena &
Weed 2019). These results are purely statistical and do not relate to inference results
on the causal effect. For these, one still has to use a placebo regression approach as
suggested in Abadie, Diamond & Hainmueller (2010), i.e. using arbitrary time periods
as treatment periods and see if the counterfactual distribution is much different from
the distribution of the treatment group.
Finally, as an illustration, we apply the method to estimate the effect of the
legalization of cannabis under Amendment 64 in Colorado, which passed on November
6 2012. In order to do so, we rely on the pre-processed data provided and analyzed
in Dube (2019), originally designed to answer questions on minimum wage. We focus
on household income scaled as multiples of the Federal poverty threshold, also one
of the main outcomes of interest of Dube (2019). The available data captures years
up to 2013, the year right after the passing of Amendment 64. Not surprisingly, we
do not find statistically significant effects on our outcome measure, as the time-frame
is not long enough to estimate long-lasting effects. It would be of much interest to
consider data a few years after the legalization. However, the applications serves as a
simple and effective illustration of our approach, also showing that it seems to work
rather well on real-world data.
The structure is as follows. In Section 2, we introduce the notation and underlying
idea of synthetic controls. We introduce our distributional method in Section 3 and
provide the novel models for identification in synthetic control settings in section
4. Section 5 contains the details for the practical implementation. We derive the
asymptotic properties of 2-Wasserstein barycenters in Section 6. Section 7 contains
the application. We conclude in Section 8.
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2 Setup
The setup for the proposed method is analogous to the classical synthetic controls ap-
proach (Abadie & Gardeazabal 2003, Abadie, Diamond & Hainmueller 2010, Abadie
2019), and the notation is chosen to reflect this fact. Suppose we have data on a set
of J + 1 units, where the first unit j = 1 is the treated unit and j = 2, . . . , J + 1
are the potential control units. These units are observed over T time periods, where
T0 < T denotes the last time period prior to the treatment intervention in unit j = 1.
We assume that we observe the probability law PYjt of the outcome of interest Yjt
for each unit j and time period t. In line with the notation in Abadie (2019), we denote
the probability law of the potential response without intervention by PYjt,N . For the
unit j = 1 affected by the treatment intervention, and some post-treatment time
t > T0, we denote the probability law of the potential response under the intervention
by PY1t,I .
The goal is to obtain the unobservable counterfactual probability law PY1t,N for
t > T0. This is unobservable, because the unit j = 1 is exposed to the treatment
after period T0, so that the observable law PY1t in the data coincides with PY1t,I for
all t > T0. In addition to the outcome of interest, we also observe K covariates for
each unit, i.e. we observe Xjk for k = 1 . . . , K with distribution PXj , where Xj is a
K-dimensional vector. In the following, we denote by X0 the K × J-matrix of the
covariates of the control groups, i.e. the matrix [X2 . . . XJ+1].
2.1 Classical setting
The classical method of synthetic controls focuses on an aggregated outcome Y1t,N ,
t > T0, and proceeds in two steps (Abadie 2019). In the first stage, one obtains the
optimal weights λ∗ := {λ∗j}j=2,...,J+1 which lie in the J − 1-dimensional probability
simplex3 ∆J−1 and are chosen such that they minimize a weighted Euclidean distance
‖x1 −X0λ‖ :=
(
K∑
k=1
vk (Xk1 − λ2Xk2 − . . .− λJ+1XkJ+1)2
)1/2
,
where X0 is the k×J- matrix of the covariates corresponding to the J control groups
and v := ∆K−1 is another set of weights which needs to be chosen by the researcher.
3The J−1-dimensional probability simplex ∆J−1 is defined as consisting of J-dimensional vectors
λ whose entries are all non-negative and sum to 1.
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Abadie & Gardeazabal (2003), Abadie, Diamond & Hainmueller (2010), and Abadie,
Diamond & Hainmueller (2015) provide possible choices for v. In the second stage,
the obtained optimal weights {λ∗j}j=2,...,J+1 from this minimization are used to create
Yˆ N1t in the post-treatment periods as
Yˆ N1t =
J+1∑
j=2
λ∗jYjt, for t > T0. (1)
The treatment effect on the treated τt can then be determined as τt = Y1t − Yˆ N1t
for all t > T0 under appropriate identification assumptions. Those include a non-
anticipated treatment and no spillover effects. We develop the required assumptions
for identification of the treatment effect on the treated in our setting below.
2.2 Distributional setting
The idea for the distributional setting considered in this article is analogous to the
classical setting, but with PYjt the quantity of interest, which can be multivariate. We
want to approximate the counterfactual law PY1t,N by an optimally weighted average
“
∑J+1
j=2 λjPYjt” of the control distributions {PYjt}j=2,...,J+1. This average is put in
quotation marks, as it is currently not well-defined mathematically. For it to be well-
defined, we need to define an appropriate space on which the probability measures
live. This space will be the 2-Wasserstein space of probability measures supported
on Rd with finite second moments. This space has several convenient properties, in
particular in terms of computational tractability and interpretability.
The 2-Wasserstein distance W2(PX , PY ) between two probability measures PX and
PY supported
4 on (Rd,Bd) for some d ≥ 1 with finite second moments is defined as
the optimal coupling5 γ of PX and PY which minimizes the average Euclidean cost
of transportation of points in the support X of PX to points in the support Y of PY
4The support X ⊂ Rd of a probability measure P : Rd → [0, 1] is a closed set which satisfies (i)
P (Rd \ X c) = 0 and (ii) for every open G ⊂ Rd with G ∩ X 6= ∅ it holds P (G ∩ X ) > 0 (Aliprantis
& Border 2006, chapter 12.3).
5A coupling γ between two probability measures PX and PY on probability spaces (X ,BX , PX)
and (Y,BY , PY ) is a measure defined on the product space (X ×Y,BX ⊗BY) such that PX and PY
are its marginals, see Villani (2008, Definition 1.1). Throughout, calligraphic letters like X denote
sets, while letters in script like B denote σ-algebras. In particular, Bd is the Borel σ-algebra of all
open subsets of Rd.
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(Santambrogio 2015, chapter 5). Formally, it is defined as
W 22 (PX , PY ) := inf
γ∈Π(PX ,PY )
{∫
X×Y
‖x− y‖22 dγ(x, y)
}
,
where ‖ · ‖2 is the Euclidean norm, Π(PX , PY ) denotes the set of all couplings of PX
and PY on X × Y , and where both PX and PY have finite second moments, i.e.∫
‖x‖22 dPX(x),
∫
‖y‖22 dPY (y) < +∞.
One crucial difference between the Wasserstein distance and other distances, like
the Lp-distance or entropy for instance, is that the Wasserstein distance is “horizontal”
in the sense that it depends on a displacement x 7→ T (x) on the underlying space on
which the probability measures are defined. In contrast, the Lp-norm over densities
f(x), g(x) is “vertical” in the sense that it depends on the distance |f(x) − g(x)|
for almost every x (Santambrogio 2015, chapter 5). One result of this is that the
Wasserstein distance does not require that the supports of the densities coincide.
Furthermore, the Wasserstein distance explicitly takes into account the geometry of
the underlying space in a uniform way, which is natural when considering Fre´chet
means of probability measures. More importantly, we focus on the 2-Wasserstein
distance over other Wasserstein distances because of computational purposes: the
Fre´chet mean in 2-Wasserstein space has a natural and simple characterization, which
we exploit for our approach in (5). The underlying principle of optimizing the weights
over a barycenter such that it is as close as possible to a given measure works for
general types of distances, however.
We denote the set of all probability measures with finite second moments as
P2(Rd). Endowed with W2, P2(Rd) becomes a complete separable metric space (Am-
brosio, Gigli & Savare´ 2008, Proposition 7.1.5). In fact, (P2(Rd),W2) is positively
curved according to the metric definition of curvature defined in Alexandrov (1951)6
and is a geodesic7 space when the supports of PX and PY are convex (Santambrogio
6For a proof of this fact, see (Ambrosio, Gigli & Savare´ 2008, Theorem 7.3.2).
7A curve w : [0, 1]→ P2 is a geodesic between P and P ′ if it minimizes the length
Length(w) := sup
{
n−1∑
k=0
W2(w(tk), w(tk+1)) : n ≥ 1, 0 = t0 < t1 < t2 < . . . < tn = 1
}
among all curves w such that w(0) = P and w(1) = P ′. A metric space is a geodesic space if the
distance between any two points on the space can be represented by a geodesic (Santambrogio 2015,
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2015, Theorem 5.27).
A linear weighted average structure “
∑J+1
j=2 λjPYjt” on a nonlinear set like (P2,W2)
does not actually define the sought-after weighted average of elements lying in that
set, so that a linear average is not helpful in a global Riemannian setting in general.
The idea therefore is to define the weighted average as the Fre´chet mean on (P2,W2)
(Kendall, Barden, Carne & Le 2009, Chapter 9): the barycenter of the probability
measures {PYjt}j=2,...,J+1 in the 2-Wasserstein space, introduced in Agueh & Carlier
(2011). This is defined as an element P , or minimizing sequence {Pn}n→∞, which
solves the following optimization problem.
inf
P∈P2(Rd)
J+1∑
j=2
λj
2
W 22 (P, PYjt), λ ∈ ∆J−1. (2)
3 Method
Based on the above concepts, the method of distributional synthetic controls proceeds
in two steps.
1. Obtain the optimal weights λ∗ := {λ∗j}j=2,...,J+1 ∈ ∆J−1 via the following opti-
mization problem for t ≤ T0
λ∗ = argmin
λ∈∆J−1
W 22 (PY1t , P
∗(λ)) where P ∗(λ) = argmin
P∈P2(Rd)
J+1∑
j=2
λj
2
W 22 (P, PYjt).
(3)
2. For t > T0, construct the counterfactual law P
N
Y1t
by solving
PY1t,N = argmin
P∈P2(Rd)
J+1∑
j=2
λ∗j
2
W 22 (P, PYjt). (4)
The idea is analogous to the classical method of synthetic controls. In the first step,
we obtain the optimal weights λ∗ such that the resulting weighted barycenter P ∗(λ∗)
is “as close as possible” to the distribution PY1t of the outcome of the intervention
group. The distance for this is again the 2-Wasserstein distance, but in principle, one
box 5.2). For a thorough introduction to the Riemannian properties of the 2-Wasserstein space, we
refer to Ambrosio, Gigli & Savare´ (2008, chapters 7 and 8) and Santambrogio (2015, chapter 5).
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could take any type of distance or divergence.8 We can also include the information of
the covariates of interest for the matching procedure in the first stage by performing
the first stage procedure for the laws PXj for every unit j = 1, . . . , J + 1. Under
the standard identification assumption in synthetic controls (Abadie, Diamond &
Hainmueller 2010), there should be one λ∗ which allows the replication of both PY1t
by PYjt and PX1 by PXj jointly. To include the covariates in practice, merge the
1 × J-vector of the outcomes Yjt with the K × J-matrix X0 row-wise to create the
(K + 1)× J-matrix X˜0 and run (3) on this joint element. Since including covariates
does not change anything in the approach, we from now denote by PYjt the distribution
of the outcomes over time and the covariates.
Furthermore, and more importantly, the method of synthetic controls requires
that there exists a λ under which {PYjt}j=2,...,J+1 replicate PY1t “closely” for all time
periods t ≤ T0. The reason is the extrapolation step to the post-period settings: if
there is not one λ for which the dynamics of the control groups are similar to those
of the treatment group, then one cannot convincingly argue that the unobservable
characteristics of the treatment- and control groups have similar dynamics, in which
case those control groups would not provide the correct counterfactual distribution.
A uniform λ will exist if there is a theoretically underlying general linear factor in
the overall linear dynamic processes of the treatment and control groups (the main
assumption made in Abadie, Diamond & Hainmueller 2010). In practice, however,
such a λ might not exist due to statistical approximation errors for instance. One
can straightforwardly check this in practice by solving (3) for every t separately. If
the obtained λt are “too different” over t, one can still apply our approach by solving
(3) by considering the joint distributions PY1(t0,...,T0) and PYj(t0,...,T0) ; that is forming
the joint distributions over all time periods and running our approach. This will
generate an “average” λ. Another approach is to obtain a λt for all t ≤ T0 and simply
averaging over those. It is an interesting problem to analyze these approach, which is
8Note how this differs from the changes-in-changes estimator of Athey & Imbens (2006). In the
case of only one pre- and one post-period, as well as only one control group, they construct the
counterfactual distribution FY11,N as FY10(F
−1
Y00
(FY01)), where the first index is with respect to the
treatment group (0 for control and 1 for treatment) and the second index is with respect to the time
period (0 is pre and 1 is post). So, intuitively, Athey & Imbens (2006) estimate the change of the
control group over time and apply this change to the treatment group. Note in this respect that the
monotone rearrangement F−1Y00(FY01) is the optimal transport map between F00 and F01 with respect
to the p-Wasserstein distance, p ∈ (1,∞), in the univariate case (Villani 2003, chapter 2). In contrast,
our estimator finds the combination of control groups which approximate the treatment group pre-
period the best, and then use this combination of control groups to extrapolate the counterfactual
measure in the post period.
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not the main focus of this article. In the following, we therefore work with a λ that
is not dependent on t.
The two-step approach we introduce requires the uniqueness of the barycenter
and the weights λ in order to obtain a unique counterfactual distribution.9 The first
main question is under which conditions a unique barycenter to the proposed method
exists. We answer it under the following regularity assumptions.
Assumption 1 (Bounded support). For some outcome of interest Y ∈ Rd and an
additional set of K covariates {Xk}k=1,...,K, let PYjt and PXj have bounded supports
Yjt ∈ Rd and Xj ∈ RK for all j = 1, . . . , J + 1 and t, respectively. Throughout, we
denote Yt :=
⋃J+1
j=1 Yjt and X :=
⋃J+1
j=1 Xj.
Bounded random variables are required for the existence of the optimal weights
λ∗. This assumption can potentially be relaxed to allow for unbounded supports
under additional formal complications.
Assumption 2 (Absolute continuity). PYjt and PXj are continuously distributed for
all j = 2, . . . , J + 1 and t > T0.
In order to obtain a unique counterfactual distribution via this approach, we need
to uphold the requirement that all laws possess a probability density function with
respect to Lebesgue measure. In fact, Agueh & Carlier (2011) show that unique
barycenter need not exist between discrete laws. For general data sets with contin-
uous and discrete variables, one can approximate the discrete distributions by con-
tinuous variables via smoothing; this introduces additional bias into the estimation,
however.10
Based on these assumptions, we have the following theoretical result.
Proposition 1. Under Assumption 1, there exists a solution λ∗ ∈ ∆J−1 solving (3).
Under Assumptions 1 and 2, if there exist λ∗ = {λ∗2, . . . , λ∗J=1} ∈ ∆J−1 such that
J+1∑
j=2
λ∗j∇ϕ∗j = Id, (5)
9An interesting extension would be to relax the uniqueness criterion which would lead to partial
identification approaches.
10Discrete variables are not just an issue for our proposed approach, but also for the classical
synthetic controls approach more generally: a convex interpolation of discrete measures in general
will not have a support that is a subset of the original measures. It is therefore an interesting open
question how to incorporate both continuous and discrete distributions into a unified approach.
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where ∇ϕj : Yjt → Y1t is the optimal transport map11 between PY1t and PYjt, t ≤ T0,
and Id : Rd → Rd is the identity mapping, then λ∗ solves (3), and λ∗ is the unique
solution to (4). In this case, the proposed method of distributional synthetic controls
obtains a unique law PY1t, t > T0.
Proposition 1 provides conditions for our method to produce a unique distribution
PY1t for t > T0. The main novelty here is providing assumptions that guarantee that
the program (3) has a unique solution.
Condition (5) is crucial for the uniqueness result. This condition is actually anal-
ogous to the characterization of the optimal barycenter P ∗(λ) for given λ ∈ ∆J−1
in the case where PYjt is absolutely continuous with respect to Lebesgue measure
(Agueh & Carlier 2011). However, in that case, ∇ϕj denotes the optimal transport
map between PYjt and the computed barycenter P
∗(λ), respectively. In contrast, in
our setting, we uphold (5) with respect to the optimal transport map ∇ϕj between
PYjt , j = 2, . . . , J + 1 and the observed PY1t for the treatment group. The assump-
tion that there exists λ∗ ∈ ∆J−1 for which (5) holds can hence be interpreted as the
assumption that PY1t can perfectly be replicated by the barycenter P (λ
∗) of PYjt for
j = 2, . . . , J + 1. Intuitively, it means that PY1t lies inside the “geodesic convex hull”
coW
({PYjt}j=2,...,J+1), which we define by
coW
({PYjt}j=2,...,J+1) :={
P ∗(λ) ∈ P2(Yt) : P ∗(λ) = argmin
P∈P2(Yt)
J+1∑
j=2
λj
2
W 22 (P, PYjt), λ ∈ ∆J−1
}
.
The geometric properties of coW have not been fully established, yet. What is known
is that the support of P ∗(λ) for every λ ∈ ∆J−1 is properly contained in the convex
combination of the supports of PYjt (Agueh & Carlier 2011). However, the support
of the barycenter itself need not be convex in all generality, as pointed out in San-
tambrogio & Wang (2016). It is an interesting open question to determine the finer
properties of the barycenter as well as the respective convex hulls.
The assumption that PY1t lies inside coW ({PYjt}j=2,...,J+1) allows us to provide a
simple approach for obtaining λ. The reason for this is that (P2(Y),W2) is positively
11ϕ∗ is the convex conjugate function of ϕ, defined by ϕ∗(y) := supx∈Rd
{
xT y − ϕ(x)}. In fact,
if both probability measures PY and PX on Rd are absolutely continuous with respect to Lebesgue
measure and ∇ϕ is the optimal transport map between PX and PY , then ∇ϕ∗ = (∇ϕ)−1 is the
optimal transport map between PY and PX , see e.g. Villani (2003, section 2.1).
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curved in dimensions 2 and higher as mentioned; in such spaces, the metric projection
of a point onto a convex set need not be unique. This is a very natural requirement,
as it entails that the control groups are “appropriate” in the sense that they can
perfectly replicate the distribution of the covariates of the treatment group.
Yet, this stands in contrast to the classical method of synthetic controls, where
Y1t is required to lie outside, but close to, the (linear) convex hull of {Yjt}j=2,...,J+1
(Abadie 2019). Y1t in this case is required to lie outside the convex hull, because the
metric projection onto a convex set in a flat (Euclidean) space is unique, whereas
the optimal lambda need not be unique when Y1t lies in side the convex hull, see
the discussion in the next paragraph. Note in this respect, however, that there is a
tradeoff in the classical setting, as one wants Y1t to be rather close to the convex hull of
{Yjt}j=2,...,J+1 in order to conclude that the synthetic control group is a “good” control
group for the treatment. Indeed, if the value of Y1t is to far from this convex hull,
then this could serve as a clear indication that the control groups are too different
from the treatment group in order to allow for the identification of the treatment
effect of interest Abadie (2019). So in principle, in the classical setting one would
also like for the treatment group to actually be perfectly replicable by the control
groups (i.e. for Y1t to lie in the convex hull), just as we require in our distributional
case. Mathematically, the classical setting cannot allow for this because λ might not
be unique.
The requirement of PY1t lying inside coW does require additional care, just as
in the classical case, however. In fact, note that even though the barycenter P (λ)
of the measures {PYjt}j=2,...,J+1 for given λ is unique, λ∗ itself need not be unique.
It can happen that there exist λ 6= λ∗ ∈ ∆J+1 such that P (λ) = P (λ∗), in which
case the closest barycenter P (λ) to PY1t is still unique, but the weights λ are not.
This is standard for barycenters in vector spaces and actually is more relevant to the
classical method of synthetic controls, which is why it is usually assumed that Y1t lies
outside the convex hull in this setting. To see this, suppose for a second that we are
in the classical setting and each Yjt is an m-dimensional vector. The barycenter for
some λ ∈ ∆J−1 is ∑Jj=2 λjYjt. In this setting, Caratheodory’s Theorem (Aliprantis
& Border 2006, Theorem 5.32) implies that if J > m + 1, then for every point
Y in the convex hull of {Yjt}j=2,...,J+1, there exist at least two λ 6= λ∗ such that
Y =
∑J+1
j=2 λjYjt =
∑J+1
j=2 λ
∗
jYjt. So λ is never unique when J > m+ 1.
Even if m > J , as in the case for the method of distributional synthetic controls
where m = ∞, do there exist cases where λ is not unique. The following proposi-
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tion shows, however, that in this case, λ is generically unique.12 Genericity means
that if we are given the respective probability measures and perform the method
of distributional synthetic controls, then λ will be unique. This is captured in the
following
Proposition 2. Let there exist some λ ∈ ∆J−1 which solves (3). Then, generically,
λ is unique.
Proposition 2 immediately implies that, generically, the method of distributional
synthetic controls produces a unique counterfactual distribution PY1t,N , t > T0 under
the assumptions of Proposition 1.
Corollary 1. Under Assumptions 1 and 2, the method of distributional synthetic
controls generically generates a unique law PY1t,N , t > T0.
4 Identification
The method of distributional synthetic controls is only a potential tool for causal
inference. In order to actually conclude that the produced PY1t,N , t > T0, coincides
with the sought-after counterfactual distribution of the treatment group under the
no-treatment regime, we need to make assumptions on the underlying data-generating
process. The data-generating process for the classical setting is a linear factor model,
in which it can be shown that the method is an asymptotically unbiased estimator of
the counterfactual distribution if the pretreatment period T0 goes to infinity (Abadie,
Diamond & Hainmueller 2010). The idea in this setting is simply that in order for the
method to provide an accurate extrapolation of the linear model, it is helpful to have
observed the linear underlying trend (captured by the latent factors). The longer the
underlying trend is observed, the better. This linear factor model can be adapted to
the more general probability-measure setting, and the assumptions would be similar.
The point of this section, however, is to introduce a new set of sufficient assump-
tions on the underlying data-generating process under which the method of distribu-
tional synthetic controls provides the correct counterfactual distribution, without the
12Genericity is a topological notion which is a topological analogue to the probabilistic notion of
“almost surely”. In particular, a property Q in a topological space T is generic if the points t ∈ T
which do not satisfy Q form a meager set in T , i.e. a set of first Baire category (Aliprantis & Border
2006, chapter 3.11). This concept has been used in identification arguments in econometrics, see for
instance Ekeland, Heckman & Nesheim (2004).
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need to allude to the length of the pre-treatment period T0 or asymptotic unbiased-
ness. This will also shed some new light on the classical method of synthetic controls
from a nonlinear perspective. In order to do so, we need to have a general model for
the underlying process. We assume that the outcome distributions (including poten-
tial covariates) are generated by the following data-generating process for the setting
where no treatment is administered:
Yjt = h(t, Uj), ∀t, j = 1, . . . , J + 1. (6)
Here, Uj denotes the unobservable random variables with supports Uj ⊂ U ⊂ Rd. h is
a standard production function. The number of time periods can be as low as 2, with
one pre-treatment period and one post-treatment period. This is the same model as
considered in Athey & Imbens (2006). Without introducing any assumptions on h,
this model is obviously too general, as there are two unobservables, Uj and h(t, ·).
We now show, however, that requiring h(t, ·) to be a surjective scaled isometry is
enough for identification of the model, i.e. for our method to produce the correct
counterfactual distribution.
Definition 1. A map f : X → Y between to metric spaces (X , dx) and (Y , dy) is
an isometry if dy(f(x), f(x
′)) = dx(x, x′) for all x, x′ ∈ X . We call f(x) a scaled
isometry if it satisfies dy(f(x), f(x
′)) = τdx(x, x′) for some τ ∈ (0,+∞).
Isometries are maps which conserve the distance between points, so by construc-
tion they are continuous and injective. Under the additional requirement that an
isometry is surjective, it becomes invertible.
Isometries seem to provide a new concept for identification in econometric models.
What do they look like in the simplest cases? In one-dimensional Euclidean space, the
Mazur-Ulam theorem (Mazur & Ulam 1932) shows that isometries are affine maps.
In Rn an isometry consists of rotations, shifts, and reflections (Novikov & Taimanov
2006, chapter 1). Isometries in Euclidean space are therefore quite restrictive. It
is here where we can make a connection to the classical method of synthetic con-
trols. In particular, the standard linear factor model is an affine model which also
contains underlying long-run factors. The restriction to “affine-like” models is not
surprising as the classical method of synthetic controls requires these restrictions for
the extrapolation step going from t ≤ T0—where both treatment and control group
are observed—to the setting t > T0. What is interesting is that an affine model is
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(almost) necessary for this extrapolation step, even in the distributional case as we
show below.
In our distributional setting, we require that h is a scaled isometry in the 2-
Wasserstein space, which we look at in more detail below. First, we give the main
theoretical identification result.
Theorem 1. Let the underlying data-generating process be defined by model (6) where
the production function h(t, ·) under the “no-treatment” regime is a scaled isometry
on the 2-Wasserstein space W2(Ut), Ut ⊂ Rd for all t. Furthermore, let Assumptions
1 and 2 hold. If there exists some λ∗ ∈ ∆J−1 such that
J+1∑
j=2
λ∗j∇ϕ∗jt = Id and
J+1∑
j=2
λ∗j∇ψ∗j = Id (7)
for all t ≤ T0, where ∇ϕ∗jt and ∇ψ∗j are the optimal transport maps for the 2-
Wasserstein metric mapping PYjt to PY1t and PXj to PX1, then the law PY1t obtained
via method of distributional synthetic controls coincides with the counterfactual law
PNY1t of the treatment group had it not received the treatment.
Note that (7) explicitly includes the covariates Xj for convenience of the reader, as
this condition allows to merge the covariates with the outcomes over time and consider
this the relevant outcome variable. This was explained in the previous section.
As mentioned, in Euclidean space, scaled isometries can be parametrized via ro-
tations, shifts, scalings, and reflections (Novikov & Taimanov 2006, chapter 1). It
would therefore be a parametric assumption on h if we worked in finite-dimensional
Euclidean space. What do (scaled) isometries look like in the 2-Wasserstein space
W2(Rd)? This has been answered in Kloeckner (2010). Let us give a brief overview of
these results. Intuitively, isometries in the 2-Wasserstein space are almost the same
as their Euclidean counterparts.13 In particular, isometries on W2(Rd), d ≥ 2, intu-
itively take the form of a composition of a rotation around the center of mass of the
distribution composed with an isometry in Rd (Kloeckner 2010, Theorem 1.2).14 In
13This should be expected by the isometric embedding x 7→ δx, where δx is the Dirac-delta
measure.
14These isometries on W2(Rd) are shape-preserving in the sense that they only rotate the proba-
bility measure around their center of mass and shift it, see Kloeckner (2010, Proposition 6.1). The
center of mass of a probability measure P on a Euclidean space X is defined as ∫X xP (dx). Interest-
ingly, the set of all isometries on W2(R) is larger and allows for more exotic isometries that cannot
be defined by standard affine maps. We refer to Kloeckner (2010, Theorem 1.1) for details, since
this is not the focus of this article.
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particular, general isometries on W2(Rd) can be defined via P 7→ φ(P − g) + g, where
φ is an isometry on Rd (i.e. a rotation, shift, or reflection) and g is the center of mass
of the measure P and its translation. Therefore, intuitively, one can consider h in
model (6) to be an isometry on Rd, i.e. similar to an affine mapping. Furthermore,
this also shows that we can only allow for a parametric h in our model.
Let us compare our model to the one of the changes-in-changes estimator by Athey
& Imbens (2006). Ignore the covariates. For identification purposes, Athey & Imbens
(2006) assume that h(t, ·) is strictly continuous and increasing in Uj. Strictly in-
creasing and continuous production functions have been a staple in the identification
literature at least since the seminal identification result in Matzkin (2003). The idea
of this mapping is that it is order-preserving, i.e. individuals of a certain unobserv-
able “rank” get mapped to the same observable “rank”. For instance, in a classroom
setting, where the unobservable is ability, this assumption implies that students with
higher ability will earn higher wages (the outcome variable). This rank-invariance as-
sumption allows to compare “individual effects” (i.e. quantile effects), as one pretends
that the overall ranking of individuals does not change over time.
In contrast, we require a distance-preserving map, because we relax the rank in-
variance. In fact, we can allow for the unobservables Uj to be of the same dimension as
the observables Yjt. This relaxation of rank invariance comes with strong restrictions
on h. Intuitively, this restriction means that we require a common trend between
the unobservables that is “mirrored” by the observables. Furthermore, since we do
not require rank-invariance, we cannot answer questions about individual effects from
aggregate data, as we do not pretend that the ranking of individuals stays constant
over time. We can answer questions about the aggregate level, i.e. the state-level.
Therefore, neither our approach nests the changes-in-changes estimator, nor does the
changes-in-changes estimator nest our approach for model (6), and it is important to
understand the different focus of both methods.15
Also note in this respect that model (6) is only a sufficient condition for identifica-
tion. In fact, it is straightforward to see that a necessary condition for identification is
that the pairwise relative distances between PU1t and PUjt are the same as the pairwise
relative distances between PY1t and PYjt and stay constant over time. The difference
to the above assumptions we introduced is that we also fix the relative distances be-
15The method of synthetic controls is applicable to other models, too, which incorporate longer-
run dynamics. The point of this section is to provide a minimal model which allows us to compare
this approach to the classical nonlinear difference-in-differences estimator, so that researchers have
a sense of when to use which approach.
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tween the control groups. This is overly restrictive, but has the practical appeal that
it is captured by the simple model. Furthermore, this assumption is in fact testable.
In particular, one can simply compute the pairwise 2-Wasserstein distances between
the control groups PYjt , j = 2, . . . , J+1 and check if those distances change too much
over time. If they do, one can reject the assumption of a common trend that keeps
all elements at the same distance. Since this is not the main focus of this article, we
leave it to future research to determine what “too much” is in this case.
5 Implementation
Proposition 1, and in particular condition (5), provide a pathway for a convenient and
efficient implementation of the method of distributional synthetic controls in practice
without the need to solve (3) directly. In the following, we ignore the covariates Xj
for ease of notation. This implementation proceeds in two distinct steps:
1. In order to obtain λ ∈ ∆J−1 in practice, solve
argmin
λ∈∆J−1
‖(∇Φ∗t )Tλ− Id‖2L2 , (8)
where ‖ ·‖L2 is a (multivariate) L2-norm with respect to Lebesgue measure16 on
the bounded (by Assumption 1) support Y1t and where ∇Φ∗t denotes the row
vector [∇ϕ∗2t . . .∇ϕ∗(J+1)t] of the optimal transport maps ∇ϕ∗jt between PYjt and
PY1t . A
′ denotes the transpose of the matrix A. We define ‖f‖L2 of a function
f : Rd → Rd, f(y) := (f1(y), . . . , fd(y)), by
‖f‖L2 :=
√√√√∫ d∑
k=1
|fk(y)|2dy.
If PYjt and PY1t are evaluated at only finitely many points n, for instance when
they are empirical measures for finite data, we denote them by PnYjt and P
n
Y1t
. In
this case, ∇ϕ∗jt are also evaluated at these n points, we denote the corresponding
optimal transport maps by ∇ϕˆ∗jt,n.
16Instead of simply using the L2-norm with respect to Lebesgue measure, one could define the
L2-norm with respect to the measure PY1t . This would relate to the tangent cone at PY1t (Ambrosio,
Gigli & Savare´ 2008, section 8.5) and could potentially lead to even more efficient implementations of
the first-step of our approach via the multi-marginal formulation of the barycenter problem (Gangbo
& S´wieˇch 1998).
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2. Obtain the estimator PˆY1t,N for the counterfactual law PY1t,N , t > T0, by com-
puting the empirical barycenter of {PˆYjt}j=2,...,J+1 for the optimal weight λ ob-
tained in the previous step. If PY1t is evaluated at only finitely many points n,
we denote it and its estimator by PnY1t and P
n
Y1t,N
, respectively.
The efficiency of the method follows form the fact that we do not need to solve the
bilevel program (3), as condition (5) already describes the solution to the optimization
problem. (8) is simply a finite sample analogue to (5). The only difference is that
we have relaxed the strict equality by the squared L2-norm. This is done purely for
finite-sample purposes, as in practice there may not exist a λ which solves (5) due
to estimation error. In the population, and under the assumptions of Proposition 1,
solving the relaxed problem is equivalent to solving the theoretical problem if PY1t lies
in the geodesic convex hull of {PYjt}j∈J . The idea here is analogous to standard linear
regression, where we minimize the squared L2-norm (i.e. find the best projection in
the respective Hilbert space) instead of solving a system of linear equations directly.
The implementation (8) seems new in econometrics, as it is based on a Bochner-
L2-norm, instead of the standard L2-norm.17 It is for this reason that one cannot use
standard linear constrained regression in this case. To make this clearer note that (8)
in our setting takes the form
∫ d∑
k=1
(
J+1∑
j=2
λj∇ϕ∗jk(y)− yk
)2
dy,
where yk denotes the k-th element of the vector y ∈ Rd. In practice, we approximate
the integral using a finite dimensional grid (or the data directly) with elements n =
1, . . . , N , in which case (8) takes the form
N∑
n=1
d∑
i=1
(
J+1∑
j=2
λj∇ϕ∗jk(yn)− ynk
)2
. (9)
Note furthermore that Φnjk :=
{∇ϕ∗jk(yn)}j=2,...,J+1;k=1,...,d;n=1,...,N is a 3-variate ten-
sor, which makes (9) a natural tensor-variate extension of the classical regression
framework.18 Extending linear regression approaches to tensors is a very active area
17If f in the definition mapped Rd → R, the problem would reduce to a standard constrained
linear regression problem where the coefficient is constrained to the unit-simplex.
18Φ is actually a 4-variate tensor if we also include the time period t. For expositional purposes,
we consider the trivariate case.
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of research in medical imaging and statistics (e.g. Zhou, Li & Zhu 2013, Lock 2018).
The derived approaches attempt to solve a more general problem that what we are
concerned with in this paper. In fact, we only provide a simple constrained regression
approach for obtaining the optimal λ, a constrained vector.
For given data, λ can be obtained by solving
min f(λ) :=
N∑
n=1
d∑
k=1
(
J+1∑
j=2
λj∇ϕ∗jk(yn)− ynk
)2
s.t. ~1′λ = 1, λ ∈ RJ+,
(10)
where RJ+ denotes the set of real vectors of dimension J with non-negative entries
and ~1 denotes the J × 1 vector consisting of all ones. A standard way to solve these
optimization problems is via projected subgradient methods onto the simplex. These
approaches proceed by iteratively computing λt+1 = projJ−1 (λt − γt∇f(λt)), where
γt is some step-size and projJ−1 denotes the projection onto ∆
J−1. In our case, the
gradient ∇f(λ) takes the form
∇f(λ) = A˜λ− y˜,
where A˜ := (a˜1, · · · , a˜J)′ is the J × J matrix defined by the vectors a˜′k := (Aj : Ak).
Here, Aj :=
{∇ϕ∗jk(yn)}k=1,...,d,n=1,...,N , is the N × d matrix for fixed j and Aj : Ak
denotes the tensor double dot product, which we define as
Aj : Ak :=
d∑
k=1
N∑
n=1
Aj ◦ Ak,
where Aj ◦ Ak denotes the Hadamard product between Aj and Ak. Similarly, y˜ is
the J × 1 vector defined via stacking the scalar values yj := Y : Aj, where Y :=
{ynk}n=1,...,N,k=1,...,d, is the N × d data matrix for j = 1. In simple low-dimensional
settings, as our application, we can rely on the Python implementation CVXPY
(Diamond & Boyd 2016, Agrawal, Verschueren, Diamond & Boyd 2018) or the R
implementation CVXR (Fu, Narasimhan & Boyd 2017) of the CVX program to solve
(10).
If we drop the requirement that λ ∈ ∆J−1, i.e. allowing for extrapolation outside
of the unit simplex in a linear way, then the problem reduces to solving λ ∈ RJ via
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the normal equations
A˜λ = y˜,
where the quantities are defined above.
Let us also address the question about what happens in the case where PY1t does
not lie in the geodesic convex hull of {PYjt}j=2,...,J+1, i.e. where there does not exist a
λ ∈ ∆J−1 such that (5) is perfectly satisfied. In this case, we already argued that the
solution need not be unique, as the metric projection of a point on a convex set need
not be unique in a positively curved space. Still, (8) will give a unique solution. This
solution can be intuitively understood as the λ ∈ ∆J−1 for which PY1t is “as close as
possible to being a barycenter” in the squared L2-norm. Since it is a projection in
the L2-space, it is unique, in contrast to a standard metric projection in Wasserstein
space. The most interesting mathematical question is to obtain the characteristics
of the geodesic convex hull in Wasserstein space as defined above and then obtain a
formal result for what this L2 projection actually achieves for elements outside this
geodesic convex hull.
Obtaining the optimal weights λ via (8) requires two steps: computing the J op-
timal transport maps ∇ϕjt between PYjt and PY1t followed by a (constrained) linear
regression (8) to find the optimal λ. The computational bottleneck is the estimation of
the optimal transport maps. For settings with small K and d, one can use standard
approaches such as Benamou & Brenier (2000) and Benamou, Froese & Oberman
(2014). Another alternative is the grid-approach from Gunsilius & Schennach (2019)
which is based on the approach in Chartrand, Wohlberg, Vixie & Bollt (2009) and
works well in up to 10 dimensions. Based on this, one can then compute the counter-
factual distribution by computing the empirical barycenter of {PnYjt}j=2,...,J+1 for the
optimal weights λ.
In settings where d or K is large, which will be the dominant setting in many ap-
plications, computational approaches for obtaining the barycenter are not applicable
anymore. Fortunately, in these cases, there have been introduced computationally ef-
ficient methods to compute the barycenter (Cuturi & Doucet 2014). These approaches
introduce an entropic regularization of the optimal transport problem which allows
to solve the resulting empirical optimal transport problem efficiently via Sinkhorn
iterations. This entropic regularization can be written as (Genevay, Cuturi, Peyre´ &
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Bach 2016, Mena & Weed 2019)
Sε(PX , PY ) := inf
γ∈Π(PX ,PY )
{∫
X×Y
‖x− y‖22 dγ(x, y) + εH(γ|P ⊗Q)
}
, (11)
where ε > 0, H(P |Q) is the relative entropy between probability measures P and Q
defined by
∫
log
(
dP
dQ
)
dP if P is absolutely continuous with respect to Q and +∞
otherwise. P ⊗Q denotes the independence coupling.
The advantage of this regularization is that it makes the method applicable in rea-
sonably high-dimensional settings. The drawback is that the transport map obtained
via Sε(P,Q) does not coincide with the optimal transport map obtained via W
2
2 (P,Q)
in general if ε is too large. Still, in the limit as ε → 0, these transport maps must
necessarily coincide. We use these efficient methods for the practical implementation.
6 Asymptotics
In this section we derive the asymptotic distribution of the method when estimating
the probability measures from individual level data; in passing, we also show when
the bootstrap is valid. As mentioned in the introduction, these results do not provide
inference results for the estimation of the causal effect. They are purely statistical
results when estimating the elements from finite data. The first thing to show in
this case is consistency of the weights λ. For this we need a slight strengthening of
Assumption 2 with respect to the measures PYjt and PXj .
Assumption 3 (Ho¨lder-continuous and bounded densities with convex support). The
probability measures PYjt and PXj , j = 1, . . . , J + 1, possess density functions that
are β-Ho¨lder continuous19 for some β > 0 and uniformly bounded above and below on
their convex support.
Assumption 3 is weak as it only requires that the respective densities are bounded
and continuous; in fact, the Ho¨lder coefficient can be made arbitrarily small. We
focus on the case where ∇Φt is computed in practice via the standard Wasserstein
distance, as the whole approach relies on the approximation (8). However, it would
also be interesting to develop an analogue to Proposition 1 for (11) directly, which is
beyond the scope of this article.
19A function f : X → R is β-Ho¨lder continuous if supx6=x′∈X |f(x)−f(x
′)|
‖x−x′‖β < +∞ (Folland 2013,
p. 138).
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Lemma 1. Under Assumptions 1 and 3, if (7) holds, then generically, the optimal
λˆn := {λˆj,n}j=2,...,J+1 obtained by solving (8) for the empirical measures PnYjt and PnY1t
converges in probability to the optimal λ∗ in (8).
The following proposition describes the large sample distribution when calculating
the barycenter via the standard optimal transport maps. For this, we rely on the
seminal results in del Barrio & Loubes (2019). `∞(P2(Y)) denotes the set of all
bounded functions on the space of probability measures with finite second moments
supported on Y := ⋃J+1j=1 Yjt, t > T0, which by Assumption 1 is compact.
Proposition 3. Under Assumptions 1 and 3, if infP ′∈P2(Y)
∑J+1
j=2
λˆj,n
2
E(Sε(PnYjt , P
′))
admits a unique solution (barycenter), where {λˆj,n}j=2,...,J+1 solve (8) for the empirical
measures PnYjt and P
n
Y1t
and λ∗ solves (8) for PYjt and PY1t, t ≤ T0, then generically
for all t > T0
√
n
(
inf
P ′∈P2(Y)
J+1∑
j=2
λˆj,n
2
W 22 (PnYjt , P
′)− inf
P ′∈P2(Y)
J+1∑
j=2
λˆj,n
2
E(W 22 (PnYjt , P
′))
)
 
J+1∑
j=2
λ∗j
2
Zjt(P
∗), (12)
where
P ∗ = argmin
P ′∈P2(Y)
J+1∑
j=2
λˆj,n
2
E(W 22 (PnYjt , P
′))
and Zjt(P
∗) are J independent mean-zero Gaussian processes on `∞(P2(Y)) with
respective covariance kernel
σ2(PYjt , P
′) :=
∫ (‖y‖2 − 2ϕj(y))2 dPYjt(y)− (∫ (‖y‖2 − 2ϕj(y)) dP ′(y))2 , (13)
where ϕj is an optimal transportation potential potential from PYjt to P
′. In this case,
the standard bootstrap is consistent.
If
∑J+1
j=2
λˆj,n
2
E(W 22 (PnYjt , P
′)) does not admit a unique solution (barycenter), then
generically for all t > T0
√
n
(
inf
P ′∈P2(Y)
J+1∑
j=2
λˆj,n
2
W 22 (PnYjt , P
′)− inf
P ′∈P2(Y)
J+1∑
j=2
λˆj,n
2
E(W 22 (PnYjt , P
′))
)
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 inf
P ′∈S(∑E(W 22 ))
J+1∑
j=2
λ∗j
2
Zjt(P
′), (14)
where S(∑E(W 22 )) is the set of all minimizers of ∑J+1j=2 λˆj,n2 E(W 22 (PnYjt , P )). In this
case, the standard bootstrap is not valid.
In the case where the bootstrap is not valid, one can use standard subsampling
approaches like the ones put forward in Du¨mbgen (1993), Hong & Li (2018), or
Fang & Santos (2018). Also, the centering constant
∑J+1
j=2
λˆj,n
2
E(W 22 (PnYjt , P
′)) is
general cannot be replaced with W 22 (PYjt , P
′), as the expression is only asymptotically
unbiased (del Barrio & Loubes 2019).
In some cases, researchers will want to compute the barycenter for the entropy-
regularized optimal transport distance. The following proposition describes a large
sample distribution for this case. It is derived for (11) using and building on the
recent result in Mena & Weed (2019).20 Since uniqueness results for the Sinkhorn
barycenter computed by (11) have not been established, we derive the large sample
distribution for the case of a unique and a non-unique barycenter in the following.
To save on notation, we follow Mena & Weed (2019) and just state the large sample
result for ε = 1. One can transform this statement for all ε by scaling the support Y
as
Sε(PY , P
′
Y ) = εS1(P
ε
Y , (P
′
Y )
ε),
where P εY and (P
′
Y )
ε are the pushforward measures of PY and P
′
Y via the transforma-
tion y 7→ ε−1/2y.
Proposition 4. Under Assumptions 1 and 3, if infP ′∈P2(Y)
∑J+1
j=2
λˆj,n
2
E(S1(PnYjt , P
′))
admits a unique solution (barycenter), where {λˆj,n}j=2,...,J+1 solve (8) for the empirical
measures PnYjt and P
n
Y1t
and λ∗ solves (8) for PYjt and PY1t, t ≤ T0, then generically
for all t > T0,
√
n
(
inf
P ′∈P2(Y)
J+1∑
j=2
λˆj,n
2
S1(PnYjt , P
′)− inf
P ′∈P2(Y)
J+1∑
j=2
λˆj,n
2
E(S1(PnYjt , P
′))
)
 
J+1∑
j=2
λ∗j
2
Zjt(P
∗), (15)
20Also see the result in Genevay, Chizat, Bach, Cuturi & Peyre´ (2019).
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where
P ∗ = argmin
P ′∈P2(Y)
J+1∑
j=2
λˆj,n
2
E(S1(PnYjt , P
′))
and Zjt(P
∗) are J independent mean-zero Gaussian processes on `∞(P2(Y)) with
respective covariance kernel Var(fjt). Here, fjt ∈ L1(PYjt) is one of the two potentials,
the other potential being gjt ∈ L1(P ′), which solve the dual problem of (11) and in
particular the equations∫
exp
(
fjt(y) + gjt(y
′)− 1
2
‖y − y′‖22
)
dP ′(y′) = 1 PYjt-almost surely,∫
exp
(
fjt(y) + gjt(y
′)− 1
2
‖y − y′‖22
)
dPYjt(y) = 1 P
′-almost surely.
In this case, the standard bootstrap is consistent.
If
∑J+1
j=2
λˆj,n
2
E(S1(PnYjt , P
′)) does not admit a unique solution (barycenter), then
generically for all t > T0
√
n
(
inf
P ′∈P2(Y)
J+1∑
j=2
λˆj,n
2
S1(PnYjt , P
′)− inf
P ′∈P2(Y)
J+1∑
j=2
λˆj,n
2
E(S1(PnYjt , P
′))
)
 inf
P ′∈S(∑E(S1))
J+1∑
j=2
λ∗j
2
Zjt(P
′), (16)
where S(∑E(S1)) is the set of all minimizers of ∑J+1j=2 λˆj,n2 E(S1(PnYjt , P )). In this
case, the standard bootstrap is not valid.
7 Illustration
We apply the method to estimate the counterfactual distribution of household income
after the passing of Amendment 64 in Colorado, using a subset of the data provided
in Dube (2019). As a pre-treatment period, we consider the years 2000 to 2011.
The data only cover the years until 2013, so our only post-treatment period is 2013.
We do not include 2012 in our estimation, since we only observe one post-treatment
period which is right after the treatment, and we want at least to have a theoretical
chance of detecting a possible effect essentially right after the treatment. It would
be more interesting to consider later years as the treatment years, as it usually takes
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several months or years until legislative changes translate into observable effects in
the population. We consider all 50 states plus the District of Columbia except the
state of Washington as donor states. We exclude Washington as it passed a law for
the legalization of cannabis at essentially the same time as Colorado.21 The outcome
of interest in all cases is univariate: equalized family wages and salary defined as
multiples of the federal poverty threshold as in Dube (2019). We focus on household
with individuals younger than 65 and where the household income is at most 10 times
higher than the federal poverty threshold. We only focus on the outcome and do not
match other covariates. We can work with around 775, 000 data points over 50 states
and 12 years, giving roughly 1, 300 observations per state and year on average.
Since our quantity of interest is univariate, we can use straightforward closed-
form solutions for the optimal transport maps and the barycenter. First, note that
the univariate case the optimal transport map ∇ϕ between two absolutely continuous
measures PA and PB is the monotone rearrangement F
−1
B (FA(a)), for each a in the
support of PA and where FA is the cumulative distribution function of PA, and F
−1
B
is the quantile function of PB. The optimal transports for condition (5) are therefore
straightforward to compute in closed-form. Furthermore, in the univariate case the
Wasserstein barycenter takes the simple form
P (λ) =
(
J+1∑
j=2
λjT
2
j
)
]P2,
where T 2j is the monotone rearrangement between P2 and Pj (Agueh & Carlier 2011,
section 6). This is based on the multimarginal formulation of the barycenter based
on Gangbo & S´wieˇch (1998).
In order to obtain an optimal λ that allows us to track the treatment group over
all time periods 2000− 2011, we employ the na¨ıve approach of computing an optimal
λt for each time period separately, and then simply averaging over all λt, where each
time period receives the same weight 1
12
. When computing the optimal λj in each
period, we find that our approach sets most donors to essentially zero (i.e. machine
precision zero), i.e. provides us with a “sparse” λ similar to the classical case. We
usually obtain 10 to 15 control states with positive weights. In the following, we only
record the control states that receive a weight of more than 0.1.
21Our approach also works for an average of Colorado and Washington, a “synthetic treatment
group”. The question here is what weighting to apply in general and could be an interesting one to
pursue.
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year highly weighted control states
2000 DE, GA, UT
2001 AK, DE, KS, VA
2002 CA, MD, NV, VA
2003 MO, NH, TX
2004 KS, VA
2005 MD, TX
2006 DE, TX
2007 GA, MN, NJ, WY
2008 AK, NJ, PA
2009 CA, CT, MD, NV, NJ
2010 CA, NH, ND, OH
2011 NH, PA, VA
Table 1: Control states which received an optimal weight of over 0.1 in each year.
Our optimal λ is the average of all 12 λt. Figure 2 shows the obtained and es-
timated cumulative distribution function of the outcome of interest in Colorado in
2013, i.e. in the post-treatment period, together with our estimator of the counter-
factual estimate of the distribution. We estimate all distribution functions using the
np-package in R (Hayfield & Racine 2008) with a standard cross-validated bandwidth.
To compute the counterfactual distribution as a pushforward we use standard linear
interpolation.
Both distributions are very similar and almost indistinguishable. What is in-
teresting is that this estimate suggests that the distribution of the actual Colorado
first-order stochastically dominates the distribution of counterfactual Colorado, which
would in principle suggest a positive effect on the whole distribution of income of
households up to 10 times the federal poverty threshold. Of course, the effects are
too small to be statistically significant. In fact, we do not even bother obtaining
confidence intervals based on the bootstrap results in section 6, as it is clear that
we would not have significant statistical effects. It would therefore be interesting to
perform the same exercise with data in 2018 or later. This would require a smaller
donor pool, as several states have since legalized or decriminalized cannabis. This
application still shows that we obtain a good synthetic control group for our treat-
ment group based on our approach. This makes us hopeful that this also holds in
much higher-dimensional settings. As another robustness check, we also performed
the same approach for the outcome being equalized household income (consisting of
27
Figure 1: Estimates of the observed (solid) and counterfactual (dashed) distribution
of equalized household wages and salary in Colorado. The x-axis is household income
scaled by the federal poverty threshold. Normalized to lie in [0, 1] by dividing all
values by 10.
wages and salary, non-cash transfers, and credit). The results are similar, although
we do not have first-order stochastic dominance anymore. Finally, when allowing for
Colorado to be its own control group, our approach gives us optimal weights putting
close to unit weight on Colorado as a control group, providing another sanity check.
8 Conclusion
This article extends the idea of constructing synthetic control groups to general prob-
ability measures in the Wasserstein space. We introduce a bi-level optimization pro-
gram for doing so and derive its properties, solution, as well as an efficient practical
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Figure 2: Estimates of the observed (solid) and counterfactual (dashed) distribution of
equalized household income (consisting of wages and salary, non-cash transfers, and
credit) in Colorado. The x-axis is household income scaled by the federal poverty
threshold. Normalized to lie in [0, 1] by dividing all values by 10.
implementation.
We show that identification of the counterfactual distribution can be built around
the concept of isometries, i.e. distance-preserving maps. The nonlinear approach
towards synthetic controls in this article also reveals the main similarities and dif-
ferences to the (nonlinear) difference-in-differences approach (Athey & Imbens 2006)
and shows under which settings one should use one or the other. Currently, we require
our model to be strict isometries, which requires the dimension of the unobservable to
be the same dimension as the observable. It would be interesting to relax the require-
ment to allow for approximate isometries, i.e. maps that preserve distances up to some
small value ε. In this case, one will not obtain point-identification of the counterfac-
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tual law PY1t anymore, but the bounds obtained could still be informative enough to
warrant this partial identification approach. This relaxation could also be interesting,
as it would allow us to have a much higher-dimensional unobservable relative to the
outcome, by using stochastic analogues of the Johnson-Lindenstrauss lemma (John-
son & Lindenstrauss 1984), which provides approximate isometries between spaces
of different dimensions. In general, the concept of (approximate) isometries could be
useful beyond he synthetic controls setting. Other extensions could be to allow for
different control groups at different subsets of the support and dealing with staggered
adoption.
The method currently requires all probability measures to be absolutely continu-
ous with respect to Lebesgue measure and to have bounded support. The continuity
requirement is restrictive in many practical settings. Many important covariates are
discrete or even binary in practice. One could still use the current estimator by
approximating the discrete distributions by continuous versions, but this introduces
additional biases. It would be much better to extend the method to allow for a mix-
ture of continuous and discrete variables. This extension has to be different than a
simple relaxation of the current approach, however, as the Wasserstein barycenter
does not even need to be unique for discrete distributions.
Finally, we currently have a na¨ıve approach for finding the optimal weights in the
first step of the method: we pretend that the target distribution lies in the geodesic
convex hull of the control distributions, which allows for a simple solution of the bilevel
program. Our practical approach then still makes sense even if the target distribution
does not lie in the geodesic convex hull. It is not clear what the computed distance
then is in this case, however; in particular, in what case the estimator is “optimal”.
This is part of a larger set of interesting mathematical questions, the most basic being
a characterization of the properties of the geodesic convex hull of the control elements.
Also, it is interesting to relax the requirement that the weights have to lie in the unit
simplex, in which case one would allow for extrapolation when approximating the
target probability measure by the control groups. In this case the first stage of the
synthetic control approach is a natural analogue of regression on 2-Wasserstein space.
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A Proofs
Before turning to the proofs, we need to introduce notation. Following Agueh &
Carlier (2011), we define the space of continuous functions with at most quadratic
growth by
Cq := (1 + ‖ · ‖22)Cb(Rd) =
{
f ∈ C(Rd) : f
1 + ‖ · ‖22
is bounded
}
,
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which will be equipped with the norm
‖f‖q := sup
y∈Rd
|f(y)|
1 + ‖y‖22
,
where ‖ · ‖2 denotes the Euclidean norm in Rd and Cb(Rd) denotes the space of all
bounded and continuous functions. Throughout, we work in the closed subspace Cq,0
of Cq given by
Cq,0 := (1 + ‖ · ‖22)C0(Rd) =
{
f ∈ C(Rd) : lim
‖y‖2→∞
f(y)
1 + ‖y‖22
= 0
}
,
where C0(Rd) is the space of all functions with vanishing tails. By a standard Riesz-
representation (Aliprantis & Border 2006, chapter 14), one can identify dual space of
Cq,0 by the space of all measures on Rd with finite second moments, which we define
byM2(Rd). P2(Rd) is then defined asM2(Rd)∩P(Rd), i.e. as the intersection of the
dual space of Cq,0 with the positive cone of all probability measures on Rd.
A.1 Proof of Proposition 1
We split the proof into two lemmas and the main proof: Lemmas 2 and 3 show the
existence of a solution of (3) and (4) and the main proof shows the uniqueness of the
counterfactual PNY1t .
Lemma 2. Under Assumptions 1 and 2, the minimum in
min
P∈P2(Rd)
J+1∑
j=2
λj
2
W 22 (P, PYjt), t ≤ T0
is attained by a unique P (λ), which is continuous in λ ∈ ∆J−1 in the weak topology
for the dual of Cq.
Proof. The following standard mathematical argument implies that P2(Y) is compact
in the weak topology (i.e. the topology with respect to the dual space of Cq(Y)). First,
the Banach-Alaoglu theorem (Aliprantis & Border 2006, Theorem 6.21) implies that
the closed unit ball in M2(Rd) is compact in the weak∗-topology, i.e. the topology
with respect to the dual space of Cq,0(Rd). Second, the cone of probability measures
inM2(Rd) is closed, so that the intersection P2(Rd) is compact in the weak∗-topology.
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Now since we consider a compact subset Yt ⊂ Rd, it follows that Cq(Y) = C0,q(Yt),
so that their topologies coincide. We can therefore say that P2(Yt) is compact in the
weak topology defined as the topology of the dual space of Cq(Yt).
The function W 22 (P, PYjt) is continuous in P in the weak topology (with respect to
Cq(Yt)) for fixed {PYjt}j=2,...,J+1. This follows from the fact that convergence in the
Wasserstein metric on compact sets is equivalent to weak convergence (Santambrogio
2015, Theorem 5.9). Continuous functions on compact sets obtain their optimum,
which shows that P (λ) exists for each λ ∈ ∆J−1. Uniqueness of P (λ) for every
λ ∈ ∆J−1 then follows from Proposition 3.5 in Agueh & Carlier (2011) under the
assumption that at PYjt is absolutely continuous with respect to Lebesgue measure
for j = 2, . . . , J + 1 and t ≤ T0.
In the following, we fix a time period t and drop t for notational convenience.
Define f : ∆J−1 × P2(Y)→ R as
f(λ, P ) :=
J+1∑
j=2
λj
2
W 22 (P, PYj).
We have already shown that f is continuous in P in the weak topology. It is also easy
to see that f is continuous in λ. Furthermore, above we have shown that P2(Y) as
the dual space of Cq(Y) equipped with the weak topology is compact. Therefore, the
Berge Maximum Theorem (Aliprantis & Border 2006, Theorem 17.31) implies that
minP∈P2(Y) f(λ, P ) is continuous in λ, and that P (λ) = argminP∈P2(Y) f(λ, P ) is an
upper hemicontinuous correspondence in λ. Since P (λ) is unique for all λ ∈ ∆J−1 by
what we have shown above, it is a function and not a correspondence; in this case
upper hemicontinuity of the correspondence reduces to continuity of the function,
i.e. P (λ) is continuous in λ.
Lemma 3. Under Assumptions 1 and 2, there exists an optimal λ∗ ∈ ∆J−1 which
solves the optimization problem (3).
Proof. By Lemma 2 P (λ) is continuous in λ. Furthermore, W 22 (PY1t , P (λ)) is contin-
uous in P (λ) in the weak topology for fixed PY1t as shown in Lemma 2. Therefore,
the objective function of the outer optimization is continuous in λ, as it is the com-
position of two continuous functions. Since the simplex ∆J−1 is compact in RJ , this
implies that there must exist an optimal λ∗ solving the outer optimization.
Proof of Proposition 1. Lemmas 2 and 3 have shown the existence of solutions to
38
(3) under Assumption 1. Furthermore, Propositions 3.5 in Agueh & Carlier (2011)
shows that a solution to (4) exists and is unique under Assumptions 1 and 2. Finally,
Remark 3.9 in Agueh & Carlier (2011) shows that if condition (5) holds for some
measure P , i.e. where ∇ϕj is the optimal transport map between PYjt and P , then
P coincides with the barycenter P (λ) for this given λ. Therefore, if there exists a
λ∗ ∈ ∆J−1 such that condition (5) holds where ∇ϕj is the optimal transport map
between PYjt and PY1t , then PY1t coincides with the unique barycenter P (λ
∗) for given
λ∗.
Note that there cannot exist λ 6= λ∗ ∈ ∆J−1 which satisfy condition (5) such
that P (λ) 6= P (λ∗). To see this, let λ∗ satisfy (5), which implies that its associated
barycenter P (λ∗) coincides with PY1t , i.e. W2(PY1t , P (λ
∗)) = 0. Now since P (λ) 6=
P (λ∗) and by the fact that W2(·, ·) is a metric on P2 it holds that W2(PY1t , P (λ)) > 0,
so that λ cannot solve (3).
Then solving (4) for this fixed λ∗, one obtains a unique law PY1t by Proposition
3.5 in Agueh & Carlier (2011).
A.2 Proof of Proposition 2
Proof. In the proof of Proposition 1, we have shown that it cannot happen that there
exist λ 6= λ∗ ∈ ∆J−1 which solve (3) such that P (λ) 6= P (λ∗). As before, drop t from
the notation. Suppose there are λ 6= λ∗ ∈ ∆J−1 such that P (λ) = P (λ∗) and both
satisfy condition (5), i.e. both solve (3). This means that
J+1∑
j=2
λj∇ϕ∗j = Id =
J+1∑
j=2
λ∗j∇ϕ∗j ,
where ∇ϕ∗j is the optimal transport map between PY1 and PYj . Since
J+1∑
j=2
λj =
J+1∑
j=2
λ∗j = 1, λj, λ
∗
j ≥ 0
we can write this as
J+1∑
j=2
(λj − λ∗j)(∇ϕ∗j − Id) = 0,
J+1∑
j=2
(λj − λ∗j) = 0,
where there is at least one j for which λj − λ∗j 6= 0 since we assumed that λ 6= λ∗.
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We can then subtract a multiple of the last equation from the first equation just
as in the proof of Caratheodory’s theorem to obtain
0 =
J+1∑
j=2
λj(∇ϕ∗j − Id)− α
J+1∑
j=2
(λj − λ∗j)(∇ϕ∗j − Id)
=
J+1∑
j=2
((1− α)λj − αλ∗j)(∇ϕ∗j − Id) for all α ∈ R.
Now again similarly to the proof of Caratheodory’s theorem we can choose
α = min
j∈{2,...,J+1}
{
λj
λj − λ∗j
: λj − λ∗j > 0
}
=
λj∗
λj∗ − λ′j∗
,
in which case it holds that α > 0, λj−α(λj−λ∗j) ≥ 0 for all j and λj∗−α(λj∗−λ′j∗) = 0
for j∗. This shows that one can write
∑
j 6=j∗∈{2,...,J+1} µj(∇ϕ∗j−Id) = 0, for µ ∈ ∆J−2,
i.e. that one only needs one fewer element from PYjt to obtain the barycenter.
To show that this setting with λ ∈ ∆J−2 is rare in the sense that its complement
is a generic condition, let us define Tj := ∇ϕ∗j − Id. This is a Lipschitz continuous
mapping Tj : Y → Y . Since Y is compact, we can equip the space of Lipschitz
continuous maps Tj, which we define by L(Y), with the norm ‖T‖ := ‖T‖∞ + L(T ),
where ‖ · ‖∞ is the standard L∞-norm with respect to Lebesgue measure on Y and
L(T ) is the minimal Lipschitz constant of T . It is a standard result that this makes
this space of Lipschitz functions a Banach space. The goal then is to show that if we
sample J + 1 functions from this Banach space such that they form a J-dimensional
subspace, then they will generically not lie on a subspace of dimension J−1 or lower.
The idea is to show that the J−1-dimensional subspace of is nowhere dense in the
J-dimensional subspace of L(Y). For this we do not even need to work in a Banach
space and can reduce the problem to considering RJ−1 as a subspace of RJ in the
standard Euclidean norm. But this is a well-known result, i.e. J + 1 vectors sampled
such that they lie on a J-dimensional subspace will generically not lie on a subspace
of lower dimension.
A.3 Proof of Theorem 1
Proof. Without loss of generality, let τf and τh, the scaling parameters of the scaled
isometries f and h, be equal to unity, so that we can work with isometries. The
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reason is that the scaling does not affect the relative distance between the respective
measures, but only changes the overall distance. The proof is then straightforward
with the definition of an isometry. In particular, as h(t, ·) is a surjective isometry in
2-Wasserstein space for all t, it holds that
W2(PUj , PUi) = W2(ht]PUj , ht]PUi) = W2(PYjt , PYit)
for j, i = 1, . . . , J + 1, where ht(·) ≡ h(t, ·), and ht]PUj denotes the pushforward
measure of PUj via ht. Now condition (7) implies that
W 22 (PY1t , P
∗(λ∗)) = 0, for P ∗(λ∗) = argmin
P∈P2(Yt)
J+1∑
j=2
λ∗j
2
W 22 (P, PYjt), t ≤ T0,
where PYjt is the law that contains both the outcome distributions as well as the
potential covariates.
Denote
J+1∑
j=2
λ∗j
2
W 22 (PY1t , PYjt) = c
for t ≤ T0. By the fact that h(t, ·) is a surjective isometry, which means that h−1(t, ·)
is a surjective isometry, it holds that
J+1∑
j=2
λ∗j
2
W 22 (PU1 , PUj) = c.
Applying h(t, ·) to this for t > T0 gives
J+1∑
j=2
λ∗j
2
W 22 (Pht]U1t , Pht]Ujt) = c
for t > T0.
Since h(t, ·) is the production function under the setting of “no-treatment”, PNY1t =
ht]PU1t for t > T0. Moreover, no distances have changed between the distributions,
so that if PY1t coincides with P
∗(λ∗) for t ≤ T0, then the same is true for t > T0. This
implies that
W 22 (P
N
Y1t
, P ∗(λ∗)) = 0,
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where
P ∗(λ∗) = argmin
P∈P2(Yt)
J+1∑
j=2
λj
2
W 22 (P, PYjt) for t > T0.
But this is what our method of distributional synthetic controls calculates.
A.4 Proof of Lemma 1
Proof. Under (7), we can fix t. Since PnY1t and P
n
Yjt
are the empirical measures cor-
responding to PY1t and PYjt , they converge weakly in probability to their popula-
tion counterparts, i.e. for every bounded continuous f ∈ Cb(Yt) on the compact
Yt =
⋃J+1
j=1 Yjt, it holds that
P
(∣∣∣∣∫ f(x)dPnYjt − ∫ f(x)dPYjt∣∣∣∣ ≥ η)→ 0 for all η > 0 as n→∞.
Under Assumptions 1 and 3, it follows by Theorem A.2 in Chernozhukov, Gali-
chon, Hallin & Henry (2017) that the empirical transport maps∇ϕˆjt,n converge locally
uniformly in probability to the theoretical transport maps ∇ϕjt as n→∞.
Locally uniform convergence in probability means that
P
(
sup
y∈K
‖∇ϕˆjt,n(y)−∇ϕjt(y)‖2 ≥ η
)
→ 0 for all η > 0 as n→∞
for any compact subset K ⊂ Y◦jt, where Y◦jt denotes the interior of the respective
support of PYjt . Here, ‖ · ‖2 denotes the Euclidean norm. Under Assumption 3,
the optimal transport maps ∇ϕjt are invertible for almost every y with inverse ∇ϕ∗jt
(Villani 2003, Theorem 2.12), so that
P
(
sup
y∈K′
‖∇ϕˆ∗jt,n(y)−∇ϕ∗jt(y)‖2 ≥ η
)
→ 0 for all η > 0 as n→∞
for any compact subset K ′ ⊂ Y◦1t.
Since ∆J−1 is compact and the function ‖λ′∇Φ∗t−Id‖2L2 is continuous and finite in
λ, it holds that the optimal λ is a well-separated minimum to the problem (8) as it is
generically unique. This implies that the corresponding functional in the population is
uniformly continuous in λ at this objective function (van der Vaart & Wellner 2013,
p. 286). Furthermore, by Ho¨lder’s inequality, it follows that uniform convergence
of ∇ϕˆ∗jt,n on compacta implies convergence in L2-norm on these compacta. By the
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reverse triangle inequality, it follows that
P
(∣∣∣‖λ′∇Φˆ∗t,n − Id‖2L2 − ‖λ′∇Φ∗t − Id‖2L2∣∣∣ ≥ η) ≤ P (‖λ′(∇Φˆ∗t,n −∇Φ∗t )‖2L2 ≥ η) ,
and the term on the right converges to zero for every η > 0 on compacta K ′ ⊂ Yt by
the consistency of ∇ϕˆ∗jt,n. This convergence is uniform for all λ ∈ ∆J−1. Therefore,
by Theorem 2.1 Newey & McFadden (1994), it holds that λˆn → λ∗ in probability. By
the fact that the compact Yt can be covered by open subsets, it must hold that the
optimal λˆn over each of the compact subsets K
′ ⊂ Yt must converge to the same λ∗
in the population by the uniqueness of the latter.
A.5 Proof of Proposition 3
Proof. Under Assumptions 1 and 3, it follows from Theorem 4.1 in del Barrio &
Loubes (2019) that
√
n
(
W 22 (PnYjt , P
′)− E(W 22 (PnYjt , P ′))
)
 N (0, σ2(PYjt , P ′)) (17)
for all t > T0 and fixed P
′ ∈ P2(Rd) with compact support.
Since all measures PYjt are sampled independently from each other, it follows from
the continuous mapping theorem (van der Vaart & Wellner 2013, Theorem 1.11.1)
that
√
n
J+1∑
j=2
λj
2
(
W 22 (PnYjt , P
′)− E(W 22 (PnYjt , P ′))
)
 
J+1∑
j=2
λj
2
Zj
for every {λj}j=2,...,J+1 ∈ ∆J−1, where Zj ∼ N (0, σ2(PYjt , P ′)). By the consistency of
λ shown in Lemma 1 and Slutsky’s theorem it follows that
√
n
J+1∑
j=2
λˆj,n
2
(
W 22 (PnYjt , P
′)− E(W 22 (PnYjt , P ′))
)
 
J+1∑
j=2
λ∗j
2
Zj,
where λˆj,n is the optimal weight for (8) for {PnXj}j=2,...,J+1.
(17) only holds pointwise for every P ′. The next step is to prove uniform con-
vergence of the above expression for all P ′ ∈ P2(Y). In order to obtain a weak limit
theorem over `∞(P2(Y)), the space of all bounded functions on P2(Y), we need to
show convergence of the marginal distributions and stochastic equicontinuity of the
stochastic process defined for the pointwise central limit theorem. From now on, we
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make the dependence of Zj on P
′ explicit by writing Zj(P ′). The convergence of the
marginals follows directly from the central limit theorem (17). So let us focus on
asymptotic equicontinuity.
Uniform asymptotic equicontinuity follows if we can show
sup
P ′∈P2(Y)
∣∣∣∣∣
J+1∑
j=2
λˆj,n
2
(
W 22 (PnYjt , P
′)− E(W 22 (PnYjt , P ′))
)∣∣∣∣∣→ 0
in probability (Newey 1991).
For this, the first thing to show is equicontinuity of
∑J+1
j=2
λj
2
E(W 22 (PnYjt , P
′)) in
P ′ in the weak topology. But this follows from the fact that W 22 metrizes weak
convergence on compact supports (Santambrogio 2015, Theorem 5.10) and the reverse
triangle inequality. In particular, for any sequence {P ′k}k∈N∣∣W 22 (PYjt , P ′k)−W 22 (PYjt , P ′)∣∣ ≤ W 22 (P ′k, P ′)
since W 22 satisfies the triangle inequality (Santambrogio 2015, chapter 5). Now denote
by D the diameter of the joint support of PYjt for all j and P
′. Since
W 22 (PYjt , P
′) ≤ D · TV (PYjt , P ′) ≤ D,
where TV (PYjt , P
′) is the total variation distance between probability measures,
W 22 (PYjt , P
′
k) is bounded for all k ∈ N, as D < +∞ under Assumption 1. Therefore,
W 22 (PYjt , P
′
k) is bounded above by a finite constant for all P
′
k. Since this constant is
integrable, we can apply the dominated convergence theorem to conclude that
lim
k→∞
E(W 22 (PnYjt , P
′
k)) = E
(
lim
k→∞
W 22 (PnYjt , P
′
k)
)
= E
(
W 22 (PnYjt , P
′)
)
.
This shows that E(W 22 (PnYjt , P
′)) is equicontinuous in P ′. The continuity of the
weighted average then implies continuity of the whole expression.
But now notice that∣∣∣∣∣
J+1∑
j=2
λˆj,n
2
(
W 22 (PnYjt , P
′)− E(W 22 (PnYjt , P ′))−W 22 (PnYjt , P ′′) + E(W 22 (PnYjt , P ′′)
)∣∣∣∣∣
≤
J+1∑
j=2
λˆj,n
2
(∣∣∣W 22 (PnYjt , P ′)−W 22 (PnYjt , P ′′)∣∣∣+ ∣∣∣E(W 22 (PnYjt , P ′))− E(W 22 (PnYjt , P ′′))∣∣∣)
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=
J+1∑
j=2
λˆj,n
2
(∣∣∣W 22 (PnYjt , P ′)−W 22 (PnYjt , P ′′)∣∣∣+ ∣∣∣E(W 22 (PnYjt , P ′)−W 22 (PnYjt , P ′′))∣∣∣)
≤
J+1∑
j=2
λˆj,n
2
(∣∣W 22 (P ′, P ′′)∣∣+ ∣∣E(W 22 (P ′, P ′′))∣∣)
=
J+1∑
j=2
λˆj,n
2
(∣∣W 22 (P ′, P ′′)∣∣+ ∣∣W 22 (P ′, P ′′)∣∣)
=
J+1∑
j=2
λˆj,n
∣∣W 22 (P ′, P ′′)∣∣ ,
where the second to last line follows from the fact that the expectation is with respect
to the random variables.
Since W 22 metrizes weak convergence on compact supports (Santambrogio 2015,
Theorem 5.10), by Corollary 2.2 in Newey (1991) it follows from this and the equicon-
tinuity of
∑J+1
j=2
λj
2
E(W 22 (PnYjt , P
′)) that
sup
P ′∈P2(Y)
∣∣∣∣∣
J+1∑
j=2
λˆj,n
2
(
W 22 (PnYjt , P
′)− E(W 22 (PnYjt , P ′))
)∣∣∣∣∣→ 0
in probability. This shows stochastic equicontinuity.
Furthermore, P2(Y) is compact and hence totally bounded in the weak topology.
Therefore, the marginal central limit theorem (17), the asymptotic uniform equicon-
tinuity, and the compactness of P2(Y) in the weak topology imply that
√
n
J+1∑
j=2
λˆj,n
2
(
W 22 (PnYjt , P
′)− E(W 22 (PnYjt , P ′))
)
 
J+1∑
j=2
λ∗j
2
Zj(P
′) on `∞(P2(Y)),
(18)
where
∑J+1
j=2
λ∗j
2
Zj(P
′) has uniformly continuous sample paths almost everywhere by
Theorem 1.5.7 and Addendum 1.5.8 in van der Vaart & Wellner (2013).
Now we want to apply the delta method (van der Vaart & Wellner 2013, chapter
3.9). For this, we need to show Hadamard differentiability of
inf
P∈P2(Rd)
J+1∑
j=2
λj
2
E(W 22 (PnYjt , P
′))
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for {λj}j=2,...,J+1 ∈ ∆J−1. We do this by employing the recently introduced results
for (directional) Hadamard differentiability of supremum functionals in Ca´rcamo,
Rodr´ıguez & Cuevas (2019). In the following, we denote the Hadamard deriva-
tive of infP ′∈P2(Y)
∑J+1
j=2
λˆj,n
2
E(W 22 (PnYjt , P
′)) in the direction of g ∈ C(P2(Y), w) by
i′∑
E(W 22 )
(g). Here, C(P2(Y), w) denotes the set of all continuous functions on P2(Y)
with respect to the weak topology.
Now, if
∑J+1
j=2
λˆj,n
2
E(W 22 (PnYjt , P
′)) admits a unique solution on P2(Y), the Corol-
lary 2.3 in Ca´rcamo, Rodr´ıguez & Cuevas (2019) implies that
inf
P∈P2(Y)
J+1∑
j=2
λˆj,n
2
E(W 22 (PnYjt , P
′))
is fully Hadamard differentiable at E(W 22 (PnYjt , P
′)) tangentially to C(P2(Y), w) with
Hadamard derivative
i′∑E(W 22 )(h) = h(P ∗), P ∗ = argmin
P ′∈P2(Y)
J+1∑
j=2
λˆj,n
2
E(W 22 (PnYjt , P
′)).
This follows from the continuity of
∑J+1
j=2
λj
2
E(W 22 (PnYjt , P
′)) as shown above.
Therefore, by the standard delta method (van der Vaart & Wellner 2013, Theorem
3.9.4) it holds in this case that
√
n
(
inf
P ′∈P2(Y)
J+1∑
j=2
λˆj,n
2
W 22 (PnYjt , P
′)− inf
P ′∈P2(Y)
J+1∑
j=2
λˆj,n
2
E(W 22 (PnYjt , P
′))
)
 
J+1∑
j=2
λ∗j
2
Zj(P
∗),
where P ∗ is as above. Furthermore, in this case it follows immediately from Theorem
3.9.11 in van der Vaart & Wellner (2013) that the bootstrap is valid.
If
∑J+1
j=2
λˆj,n
2
E(W 22 (PnYjt , P
′)) does not admit a unique solution on P2(Y), then by
Corollary 2.2 in Ca´rcamo, Rodr´ıguez & Cuevas (2019) it follows that
inf
P ′∈P2(Y)
J+1∑
j=2
λˆj,n
2
E(W 22 (PnYjt , P
′))
is only directionally Hadamard differentiable at E(W 22 (PnYjt , P
′)) tangentially to C(P2(Y), w)
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with Hadamard derivative
i′∑E(W 22 )(h) = infP ′∈S(∑E(W 22 ))h(P
′),
where S(∑E(W 22 )) is the set of all minimizers of ∑J+1j=2 λˆj,n2 E(W 22 (PnYjt , P ′)). In this
case, it follows from the delta method for directional derivatives (Shapiro 1991) that
√
n
(
inf
P ′∈P2(Y)
J+1∑
j=2
λˆj,n
2
W 22 (PnYjt , P
′)− inf
P ′∈P2(Y)
J+1∑
j=2
λˆj,n
2
E(W 22 (PnYjt , P
′))
)
 inf
P ′∈S(∑E(W 22 ))
J+1∑
j=2
λ∗j
2
Zj(P
′).
In this case, the bootstrap is not consistent, but certain subsampling approaches are,
see for instance Du¨mbgen (1993), Hong & Li (2018), or Fang & Santos (2018).
A.6 Proof of Proposition 4
Proof. The proof is analogous to the proof of Proposition 3. Drop the subscript t.
Under Assumptions 1 and 3, it follows from Theorem 3 in Mena & Weed (2019) that
√
n
(
S1(PnYj , P
′)− E(S1(PnYj , P ′))
)
 N (0,Var(fj)) (19)
for fixed P ′ ∈ P2(Rd) with compact support. Here, fj ∈ L1(PYj) is the potential
corresponding to PYj of the dual problem of (11) for PX replaced by PYj and PY
replaced by P ′. In particular, fj and the other potential gj ∈ L1(P ′) solve the
equations∫
exp
(
fj(y) + gj(y
′)− 1
2
‖y − y′‖22
)
dP ′(y′) = 1 PYj -almost surely,∫
exp
(
fj(y) + gj(y
′)− 1
2
‖y − y′‖22
)
dPYj(y) = 1 P
′-almost surely.
(20)
Since all measures PYj are sampled independently from each other, it follows from
the continuous mapping theorem (van der Vaart & Wellner 2013, Theorem 1.11.1)
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that
√
n
J+1∑
j=2
λj
2
(
S1(PnYj , P
′)− E(S1(PnYj , P ′))
)
 
J+1∑
j=2
λj
2
Zj
for every {λj}j=2,...,J+1 ∈ ∆J−1, where Zj ∼ N (0,Var(fj)). By the consistency of λ
shown in Lemma 1 and Slutsky’s theorem it follows that
√
n
J+1∑
j=2
λˆj,n
2
(
S1(PnYj , P
′)− E(S1(PnYj , P ′))
)
 
J+1∑
j=2
λ∗j
2
Zj,
where λˆj,n is the optimal weight for (8) for {PnXj}j=2,...,J+1.
(19) only holds pointwise for every P ′. The next step is to prove uniform con-
vergence of the above expression for all P ′ ∈ P2(Y). In order to obtain a weak limit
theorem over `∞(P2(Y)), the space of all bounded functions on P2(Y), we need to
show convergence of the marginal distributions and stochastic equicontinuity of the
stochastic process defined for the pointwise central limit theorem. From now on, we
make the dependence of Zj on P
′ explicit by writing Zj(P ′). The convergence of the
marginals follows directly from the central limit theorem (19). So let us focus on
asymptotic equicontinuity.
Uniform asymptotic equicontinuity follows if we can show
sup
P ′∈P2(Y)
∣∣∣∣∣
J+1∑
j=2
λˆj,n
2
(
S1(PnYj , P
′)− E(S1(PnYj , P ′))
)∣∣∣∣∣→ 0
in probability (Newey 1991).
For this, the first thing to show is equicontinuity of
∑J+1
j=2
λj
2
E(S1(PnYj , P
′)) in P ′
in the weak topology. But this follows from the fact that S1 metrizes weak con-
vergence on compact supports (Feydy, Se´journe´, Vialard, Amari, Trouve & Peyre´
2019, Theorem 1) and the reverse triangle inequality. In particular, for any sequence
{P ′k}k∈N ∣∣S1(PYjt , P ′k)− S1(PYjt , P ′)∣∣ ≤ S1(P ′k, P ′)
since S1 satisfies the triangle inequality Cuturi (2013). Now by Theorem 1 in Genevay,
Chizat, Bach, Cuturi & Peyre´ (2019), it holds for any measure PYjt on Yjt that
S1(PYj , P
′) ≤ 2d log
(
e2 ·D√
d
)
+W 22 (PYj , P
′),
48
where D is the diameter of Y . Under Assumption 1 D < +∞. The same bound holds
for P ′ replaced by {P ′k}k∈N. Now since
W 22 (PYj , P
′) ≤ D · TV (PYj , P ′) ≤ D,
where TV (PYj , P
′) is the total variation distance between probability measures, W 22 (PYj , P
′
k)
is bounded for all k ∈ N. Therefore, S1(PYj , P ′k) is bounded above by a finite constant
for all P ′k. Since this constant is integrable, we can apply the dominated convergence
theorem to conclude that
lim
k→∞
E(S1(PnYj , P
′
k)) = E
(
lim
k→∞
S1(PnYj , P
′
k)
)
= E
(
S1(PnYj , P
′)
)
.
This shows that E(S1(PnYj , P
′)) is equicontinuous in P ′. The continuity of the weighted
average then implies continuity of the whole expression.
But now notice that∣∣∣∣∣
J+1∑
j=2
λˆj,n
2
(
S1(PnYj , P
′)− E(S1(PnYj , P ′))− S1(PnYj , P ′′) + E(S1(PnYj , P ′′)
)∣∣∣∣∣
≤
J+1∑
j=2
λˆj,n
2
(∣∣∣S1(PnYj , P ′)− S1(PnYj , P ′′)∣∣∣+ ∣∣∣E(S1(PnYj , P ′))− E(S1(PnYj , P ′′))∣∣∣)
=
J+1∑
j=2
λˆj,n
2
(∣∣∣S1(PnYj , P ′)− S1(PnYj , P ′′)∣∣∣+ ∣∣∣E(S1(PnYj , P ′)− S1(PnYj , P ′′))∣∣∣)
≤
J+1∑
j=2
λˆj,n
2
(|S1(P ′, P ′′)|+ |E(S1(P ′, P ′′))|)
=
J+1∑
j=2
λˆj,n
2
(|S1(P ′, P ′′)|+ |S1(P ′, P ′′)|)
=
J+1∑
j=2
λˆj,n |S1(P ′, P ′′)| ,
where the second to last line follows from the fact that the expectation is with respect
to the random variables.
Since S1 metrizes weak convergence on compact supports (Feydy, Se´journe´, Vialard,
Amari, Trouve & Peyre´ 2019, Theorem 1), by Corollary 2.2 in Newey (1991) it follows
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from this and the equicontinuity of
∑J+1
j=2
λj
2
E(S1(PnYjt , P
′)) that
sup
P ′∈P2(Y)
∣∣∣∣∣
J+1∑
j=2
λˆj,n
2
(
S1(PnYj , P
′)− E(S1(PnYj , P ′))
)∣∣∣∣∣→ 0
in probability. This shows stochastic equicontinuity.
Furthermore, P2(Y) is compact and hence totally bounded in the weak topology.
Therefore, the marginal central limit theorem (19), the asymptotic uniform equicon-
tinuity, and the compactness of P2(Y) in the weak topology imply that
√
n
J+1∑
j=2
λˆj,n
2
(
S1(PnYj , P
′)− E(S1(PnYj , P ′))
)
 
J+1∑
j=2
λ∗j
2
Zj(P
′) on `∞(P2(Y)),
(21)
where
∑J+1
j=2
λ∗j
2
Zj(P
′) has uniformly continuous sample paths almost everywhere by
Theorem 1.5.7 and Addendum 1.5.8 in van der Vaart & Wellner (2013).
Now we want to apply the delta method (van der Vaart & Wellner 2013, chapter
3.9). For this, we need to show Hadamard differentiability of
inf
P∈P2(Rd)
J+1∑
j=2
λj
2
E(S1(PnYj , P
′))
for {λj}j=2,...,J+1 ∈ ∆J−1. We do this by employing the recently introduced results
for (directional) Hadamard differentiability of supremum functionals in Ca´rcamo,
Rodr´ıguez & Cuevas (2019). In the following, we denote the Hadamard derivative of
infP ′∈P2(Y)
∑J+1
j=2
λˆj,n
2
E(S1(PnYj , P
′)) in the direction of g ∈ C(P2(Y), w) by i′∑E(S1)(g).
Here, C(P2(Y), w) denotes the set of all continuous functions on P2(Y) with respect
to the weak topology.
Now, if
∑J+1
j=2
λˆj,n
2
E(S1(PnYj , P
′)) admits a unique solution on P2(Y), the Corollary
2.3 in Ca´rcamo, Rodr´ıguez & Cuevas (2019) implies that
inf
P∈P2(Y)
J+1∑
j=2
λˆj,n
2
E(S1(PnYj , P
′))
is fully Hadamard differentiable at E(S1(PnYj , P
′)) tangentially to C(P2(Y), w) with
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Hadamard derivative
i′∑E(S1)(h) = h(P ∗), P ∗ = argmin
P ′∈P2(Y)
J+1∑
j=2
λˆj,n
2
E(S1(PnYj , P
′)).
This follows from the continuity of
∑J+1
j=2
λj
2
E(S1(PnYj , P
′)) as shown above.
Therefore, by the standard delta method (van der Vaart & Wellner 2013, Theorem
3.9.4) it holds in this case that
√
n
(
inf
P ′∈P2(Y)
J+1∑
j=2
λˆj,n
2
S1(PnYj , P
′)− inf
P ′∈P2(Y)
J+1∑
j=2
λˆj,n
2
E(S1(PnYj , P
′))
)
 
J+1∑
j=2
λ∗j
2
Zj(P
∗),
where P ∗ is as above. Furthermore, in this case it follows immediately from Theorem
3.9.11 in van der Vaart & Wellner (2013) that the bootstrap is valid.
If
∑J+1
j=2
λˆj,n
2
E(S1(PnYj , P
′)) does not admit a unique solution on P2(Y), then by
Corollary 2.2 in Ca´rcamo, Rodr´ıguez & Cuevas (2019) it follows that
inf
P ′∈P2(Y)
J+1∑
j=2
λˆj,n
2
E(S1(PnYj , P
′))
is only directionally Hadamard differentiable at E(S1(PnYj , P
′)) tangentially to C(P2(Y), w)
with Hadamard derivative
i′∑E(S1)(h) = infP ′∈S(∑E(S1))h(P ′),
where S(∑E(S1)) is the set of all minimizers of ∑J+1j=2 λˆj,n2 E(S1(PnYj , P ′)). In this
case, it follows from the delta method for directional derivatives (Shapiro 1991) that
√
n
(
inf
P ′∈P2(Y)
J+1∑
j=2
λˆj,n
2
S1(PnYj , P
′)− inf
P ′∈P2(Y)
J+1∑
j=2
λˆj,n
2
E(S1(PnYj , P
′))
)
 inf
P ′∈S(∑E(W 22 ))
J+1∑
j=2
λ∗j
2
Zj(P
′).
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In this case, the bootstrap is not consistent, but certain subsampling approaches are,
see for instance Du¨mbgen (1993), Hong & Li (2018), or Fang & Santos (2018).
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