Abstract. An initial-boundary value problem with a Caputo time derivative of fractional order α ∈ (0, 1) is considered, solutions of which typically exhibit a singular behaviour at an initial time. An L2-type discrete fractional-derivative operator of order 3 − α is considered on nonuniform temporal meshes. Sufficient conditions for the inverse-monotonicity of this operator are established, which yields sharp pointwise-in-time error bounds on quasi-graded temporal meshes with arbitrary degree of grading. In particular, those results imply that milder (compared to the optimal) grading yields optimal convergence rates in positive time. Semi-discretizations in time and full discretizations are addressed. The theoretical findings are illustrated by numerical experiments.
where Γ(·) is the Gamma function, and ∂ s denotes the partial derivative in s. The paper is devoted to the analysis of an L2-type discrete fractional-derivative operator for D α t from [10] , based on piecewise-quadratic Lagrange interpolants. In [10] , this operator is analysed on uniform temporal meshes, and the optimal convergence order 3 − α in time is established under strong regularity assumptions on the exact solution. (Similar L2-type discretizations of order 3 − α on uniform temporal meshes were considered, e.g., in articles [4, 13] , the latter giving optimal error bounds in positive time taking into account more realistic low regularity of the exact solution.)
The purpose of this paper is consider this discrete fractional-derivative operator on more general quasi-graded temporal meshes. For this, we employ the framework from the recent paper [9] (which builds on the analysis of [8] , and, to some degree, [2] ). This approach is based on barrier functions for derivation of subtle stability properties, and allows, in a relatively simple way, to get sharp pointwise-in-time error bounds on quasi-graded temporal meshes with arbitrary degree of grading.
• However, compared to the two methods considered in [9] , the L1 scheme and the Alikhanov L2-1 σ scheme, now we have a significantly more challenging case, as the considered discrete fractional-derivative operator is not associated with an M-matrix. So our main challenge in this paper will be to establish the inversemonotonicity of the discrete operator on nonuniform meshes.
• For the same reason, the generalization of our error analysis to the parabolic case also becomes substantially more challenging. Note that the inverse-monotonicity on uniform temporal meshes was established in [10] . However, the evaluations in the latter article are quite intricate, so it is not clear whether they can be generalized to more general meshes. We take a very different route and employ a non-standard set of basis functions (see Fig. 2 .1), which very naturally leads to a representation of the discrete operator as a product of two matrices. Then relatively simple sufficient inverse-monotoncity conditions are formulated and the required stability properties of the discrete fractional-derivative operator are established, which enables us to employ the error analysis framework from [9] .
This error analysis will be applied for the fractional-order parabolic problem D α t u + Lu = f (x, t) for (x, t) ∈ Ω × (0, T ], u(x, t) = 0 for (x, t) ∈ ∂Ω × (0, T ], u(x, 0) = u 0 (x) for x ∈ Ω. (1.2) This problem is posed in a bounded Lipschitz domain Ω ⊂ R d (where d ∈ {1, 2, 3}). The spatial operator L here is a linear second-order elliptic operator defined by
with sufficiently smooth coefficients {a k } and c in C(Ω), for which we assume that a k > 0 and c ≥ 0 inΩ. The L2-type fractional-derivative operator that we consider, denoted δ α t , is defined as follows. On the temporal mesh 0 = t 0 < t 1 < . . . < t M = T , ∀ m = 1, . . . , M let on (t j−1 , t j ) for 1 ≤ j < m, Π 2,j−1 on (t j−1 , t j ) for j = m > 1, (1.4a) where Π 1,j and Π 2,j are the standard linear and quadratic Lagrange interpolation operators with the following interpolation points: Π 1,j : {t j−1 , t j }, Π 2,j : {t j−1 , t j , t j+1 }.
(1.4b)
Similarly to [12, 8, 2] , our main interest will be in graded temporal meshes as they offer an efficient way of computing reliable numerical approximations of solutions singular at t = 0, which is typical for (1.2). It should be noted that these three papers are concerned with global-in-time error bounds on graded meshes. There is also a lot of interest in the literature in optimal error bounds in positive time on uniform meshes; see, e.g. [5, 7, 8] . By contrast, here, following the recent paper [9] , pointwisein-time error bounds will be obtained, while an arbitrary degree of mesh grading (with uniform meshes included as a particular case) is allowed. In particular, our results imply that milder (compared to the optimal) grading yields optimal convergence rates in positive time; see Remarks 4.2 and 4.3.
Throughout the paper, it is assumed that there exists a unique solution of this problem such that ∂ l t u(·, t) L2(Ω) 1 + t α−l for l ≤ 3. This is a realistic assumption, satisfied by typical solutions of problem (1.2), in contrast to stronger assumptions of type ∂ l u(·, t) L2(Ω) 1 frequently made in the literature (see, e.g., references in [6, Table 1 .1]). Indeed, [11, Theorem 2.1] shows that if a solution u of (1.2) is less singular than we assume, then the initial condition u 0 is uniquely defined by the other data of the problem, which is clearly too restrictive. At the same time, our results can be easily applied to the case of u having no singularities or exhibiting a somewhat different singular behaviour at t = 0.
Outline. Sufficient conditions for inverse-monotonicity of the discrete fractionalderivative operator are established in §2, which enables us to establish its stability properties on quasi-graded meshes in §3. Error analysis for a simplest example without spatial derivatives is given in §4, while semi-discretizations in time and full discretizations for the parabolic case are addressed in §5. Finally, our theoretical findings are illustrated by numerical experiments in §6.
Notation. We write a b when a b and a b, and a b when a ≤ Cb with a generic positive constant C depending on Ω, T , u 0 and f , but not on the total numbers of degrees of freedom in space or time. Also, for k ≥ 0, we shall use the standard norms in the space L 2 (Ω) and the related Sobolev spaces W 2. Inverse-monotonicity of the discrete fractional-derivative operator. In this section we shall establish sufficient conditions on the temporal mesh {t j } M j=0 for the inverse-monotonicity of the discrete fractional-derivative operator δ α t . The latter is understood in the sense that the matrix associated with δ α t is inverse-monotone, i.e. all elements of the inverse of this matrix are non-negative.
The following notation for the temporal mesh will be used throughout the paper:
2.1. Matrix product representation for the discrete fractional-derivative operator. Given a set of real numbers {β j } M j=0 such that β j ∈ [0, 1) and β 0 = 0, our first task will be to find a representation for δ α t in the form 
. . , M and augment these equations by F 0 = U 0 . Now (2.2) yields the representation F = A 1 V with V = A 2 U , or simply F = A 1 A 2 U , where A 1 and A 2 are (M + 1) × (M + 1) matrices, and the notation of type U := {U j } M j=0 is used for the corresponding column vectors. Being M-matrices (i.e. diagonally dominant, with non-positive off-diagonal elements), both A 1 and A 2 are inverse-monotone, hence the product A 1 A 2 is also inverse-monotone (i.e. the elements of its inverse are non-negative). Thus (2.2) implies that the operator δ α t is associated with an inverse-monotone matrix.
To describe a representation of type (2.2a) in a simple way on an arbitrary temporary mesh, we shall employ a non-standard basis
associated with the mesh {t k } M k=0 , which is defined by
with β j ∈ [0, 1) and the basis (2.3), the coefficients κ m,j in (2.2a) are described by
Proof. The definition of {V j } in (2.2a) is equivalent to the following basis expansion of {U j }:
where
which, compared with (2.2a), immediately yields (2.4).
It will be convenient to formulate sufficient conditions for (2.2b) in terms of the standard hat-function basis {φ
for functions in R M +1 associated with the mesh {t k } M k=0 , i.e. φ j (t k ) equals 1 if k = j and 0 otherwise (see Fig. 2 .1 (right)).
Under the above conditions we also have
Proof. First, by (2.2a), note that V j = 1 ∀ j implies that U j = 1 ∀ j, which then, by (1.4), implies that δ α t U m = 0 ∀ m ≥ 1, so one gets 0 = m j=0 κ m,j · 1 ∀ m ≥ 1, which immediately yields the second relation in (2.2b).
Next, by (2.4) combined with 1 − β j > 0 ∀ j, we conclude that
To find sufficient conditions for the latter, note that (2.3) implies that
, so conditions (2.6a) and (2.6b) are respectively equiv-
Once the latter two inequalities hold true, an argument by induction shows that for
The latter is true under the condition ρ j ≥ ρ j+1 ≥ 1 ∀ j ≥ 2, by [2, Lemma 4] (see also Remark 2.4).
To complete the proof of (2.2b), note that one can replace κ m,m > 0 in (2.2b) by κ m,m−1 < 0, the latter being satisfied due to the strict inequality in (2.6a).
For (2.7), let m ≥ 3 and note that the above argument, in particular the second relation in (2.8) with j = 0, implies that δ
m , which can be shown on an arbitrary mesh from (1.4)). Combining this bound with (2.4) immediately yields (2.7).
Remark 2.4. In the statement of Lemma 2.3, the assumption that ρ j ≥ ρ j+1 ≥ 1 ∀ j ≥ 2 is only required for δ . Note also that the above assumption on {ρ j } may be replaced by a weaker assumption; see [2, (12) , (16) and Remark 3] .
It is convenient to rewrite conditions (2.6) using the notation
9c)
Remark 2.6. Combining (2.4) with (2.8) and (2.9), from the proof of Lemma 2.3 one gets
2.2. Uniform temporal mesh. We shall first estimate the quantities in (2.9) and check the inverse-monotonicity conditions (2.10) for the case of uniform temporal meshes.
Lemma 2.7 (Uniform temporal mesh). Let τ j = τ = T M −1 ∀j ≥ 1. Then for the quantities in (2.9) one has 
12) where
Here we used the observations that Π m φ m (ŝ) is (ŝ + 1)(ŝ + 2) < 0 on (−2, −1), so, using integration by parts on this interval, we arrive at 
For m > 3, we also need to estimate F m , which involves Π m χ m−2 (ŝ) = Recall that β = θ 2 νB /A, so multiplying the above inequality by 4ν −2 A/B 2 , one gets
The latter, and hence (2.10b), is satisfied if
Here θ 0 (α) < 1 2 follows from α + 2 < 3 ν 2 ∀ α ∈ (0, 1).
2.3. General temporal meshes. Now we shall estimate the quantities in (2.9) and check the inverse-monotonicity conditions (2.10) for more general meshes.
Lemma 2.9 (General temporal mesh). Suppose that τ j ≤ τ j+1 ∀j ≥ 1. Then for the quantities in (2.9) one has
16) where we use the notation (2.13) and σ m ∈ [0, 1) from (2.1).
Proof. We shall imitate the proof of Lemma 2.7 making appropriate changes for m ≥ 2. Rewrite all integrals in terms of the variableŝ :
The evaluation of A m is similar to (2.14a), but now (to ensure Π m φ m = 0 at
, which yields the desired assertion for A m .
Next, similarly to (2.14b), split
, so we get a version of (2.14b) with B replaced by B m = B /(1 − σ 2 m ). As to B m for m > 2, it is estimated exactly as in (2.14c), only now the support of Corollary 2.10 (General temporal mesh). Let the temporal mesh satisfy σ j ≥ σ j+1 ≥ 0 ∀ j ≥ 2, and for any θ ∈ [
where we use the notation (2.13) and
Next, note that, by (2.1), σ j ≥ σ j+1 ≥ 0 implies ρ j ≥ ρ j+1 ≥ 1 ∀ j ≥ 2. So, by Corollary 2.5, for (2.2) it suffices to check conditions (2.10). For m ≥ 1 condition (2.10a) is straightforward in view of A 1 = B 1 > 0 (provided that β 1 = β 2 < 1, which will be shown below). For m ≥ 2, (2.16) yields A m = η(σ m )
Dividing this by
and multiplying by 4η(σ m ) ν −2 , and also using
Comparing this to (2.15) and also noting that η(0) = A/B , we see that if σ m = 0, then a strict version of (2.18) becomes (2.15), so, as was shown in the proof of Corollary 2.8, it is satisfied ∀ θ ∈ [ 
where we used which is equivalent to
Importantly, this also ensures that β m < (2η m ) −1 < 1. Note that the remaining solutions of the quadratic inequality in (2.19) are described by
, c :=
Note that g L (σ) is a parabola with zeros at 1 and −1 − 1 c−1 , so it is decreasing for positive σ while g R (σ) is also decreasing, so for each fixed α and θ, starting with
) will generate an increasing sequenceσ
[q] ∈ (0, 1) converging toσ. Finally, note that θ = 1 will produce the least restrictiveσ.
3. Stability properties for the discrete fractional-derivative operator. In this section we shall combine the inverse-monotonicity of the operator δ α t established in §2 with the barrier-function stability analysis developed in [9] for quasigraded temporal meshes. 
Proof. Letσ be from Corollary 2.10 (for any θ ∈ [ 1 2 , 1], e.g., θ = 1). Then the operator δ α t enjoys the inverse-monotone representation (2.2), which will play the crucial role in our proof.
(
, from which we then conclude that U j ≥ 0 for ∀ j ≥ 0. (Alternatively, the proof may directly employ the inverse monotonicity of the matrix associated with δ α t ; see Remark 2.1.)
(ii) As the operator δ α t is linear, the result follows from part (i). n , in view of (2.7), so again
Next, a similar argument shows that if max j≤m
Theorem 3.2 (Quasi-graded temporal grid).
Given γ ∈ R, let the temporal mesh satisfy
for some 1 ≤ r ≤ (3 − α)/α if γ > α − 1 or for some r ≥ 1 if γ ≤ α − 1. Additionally, let the temporal mesh satisfy σ j ≥ σ j+1 ≥ 0 ∀ j ≥ 2 and σ j ∈ [0,σ] ∀j ≥ K + 1, whereσ ∈ (0, 1) is from Theorem 3.1, and 1 ≤ K 1 (i.e. K is sufficiently large, but independent of M ). Then for {U j } M j=0 one has (ii) Next, consider the case K > 1. As K 1, by (3.1), one has τ j τ 1 ∀j ≤ K.
follows from (2.11), (2.16)). As |δ for the case K = 1, applies toδ α t . In the latter bound, j ≥ K and t j is replaced by t j − t K−1 t j . In particular, we conclude that if γ ≤ α, then
γ). Combining our findings, one gets
, and hence (3.2) ∀ j ≥ 1. Proof. Clearly, the mesh satisfies (3.1), as well as σ j ≥ σ j+1 ≥ 0 ∀ j ≥ 2. So it remains to find K 1 such that σ j ∈ [0,σ] ∀j ≥ K + 1. For the latter, in view of (2.1), the sequence {σ j }, as well as the related sequence {ρ j }, is decreasing, so it suffices to satisfy
Asσ is independent of M , clearly, one can always choose such sufficiently large K = K(r,σ) independently of M . Remark 3.4 (Modified graded mesh). Although, as shown by Corollary 3.3, the result of Theorem 3.2 applies to the standard graded mesh, but it may still be desirable for the operator δ α t to enjoy the inverse-monotonicity property of type (2.2) ∀ j ≥ 1 (rather than ∀ j ≥ K + 1). This can be easily ensured by a simple modification of the graded scheme as follows. Let
with K from (3.3). To compute K = K(r,σ), note thatσ can be computed, as described in Remark 2.12. Note also that if K = 1, one gets the standard graded mesh, while 
e. the inverse-monotone L1 discretization is used for m ≤ K). With this modification, also reset β j := β K+1 ∀ j = 1, . . . , K in (2.17). Then all results of this paper, that are valid for the graded mesh, also hold true for the modified discrete fractional-derivative operator (as can be shown by only minor modifications in the relevant proofs).
We finish this section with a more subtle version of Theorem 3.2, which will be useful when considering the fractional-derivative parabolic case in §5. with U 0 = W 0 = 0 the following is true:
where U j is defined in (3.2).
Proof. Note that the choice ofσ and {β j } 
Error estimation for a simplest example (without spatial derivatives).
Consider a fractional-derivative problem without spatial derivatives together with its discretization of type (1.4):
Throughout this subsection, with slight abuse of notation, ∂ t will be used for d dt . The main result of this section is the following theorem, to the proof of which we shall devote the remainder of the section.
Theorem 4.1. Let the temporal mesh satisfy (3.1) for some r ≥ 1, and also σ j ≥ σ j+1 ≥ 0 ∀ j ≥ 2 and σ j ∈ [0,σ] ∀j ≥ K + 1, whereσ ∈ (0, 1) is from Theorem 3.1, and 1 ≤ K 1. Suppose that u and {U m } satisfy (4.1), and |∂ for any r ≥ 1 (in view of Corollary 3.3), as well as to the modified graded mesh (3.4). Furthermore, the proof of this theorem can be easily extended to the case of the modified discrete fractional-derivative operator described in Remark 3.5.
To prove Theorem 4.1, we first get an auxiliary result. 
3a)
Then, under conditions (3.1) on the temporal mesh, one has
Proof. We closely imitate the proof of [9, Lemma 4.7] , so some details will be skipped here. From (1.4), recall that δ 
Split the above integral to intervals (0, t 1 ) and (t 1 , t m ). On (0, t 1 ) note that χ(
, so a calculation yields |χ(s)| s α−1 (t 1 −s)ψ 1 . Next, on any (t j−1 , t j ) for 1 < j < m one has |χ| τ 
Note that in various places here we also used t j−1 t j s for s ∈ (t j−1 , t j ), j > 1. The notation in (4.5) is as follows:
Here the bound on ν m,j follows from τ j /τ m (t j /t m ) 1−1/r (in view of (3.1)). For the estimation of quantities of typeJ m and J m , we refer the reader to [8] . In particular, forJ m , we first use the observation that (t 1 − s)/(t m − s) ≤ t 1 /t m for s ∈ (0, t 1 ). Then forJ m and J m , it is helpful to respectively use the substitutionsŝ = s/t 1 and s = s/t m , while for J m we also employ (t 1 /t m ) −α/r (τ m /t m ) −α (also in view of (3.1)).
Combining the above observations with (4.5) yields
where we also used τ j /t j (τ 1 /t j ) 1/r (in view of (3.1)). The desired bound (4.4) follows as τ 1 ≤ t j ≤ t m .
Proof of Theorem 4. 5. Error analysis for the parabolic case. In this section, we shall generalize the analysis of §4 to problems with variable coefficients and spatial derivatives. Both semidiscretizations in time and fully discrete methods will be addressed.
Error analysis for semidiscretizations in time.
Consider the semidiscretization of our problem (1.2) in time using the discrete fractional-derivative operator δ α t from (1.4):
Lemma 5.1 (Stability for parabolic case). Given γ ∈ R, let the temporal mesh satisfy (3.1) for some 1 ≤ r ≤ (3 − α)/α if γ > α − 1 or for some r ≥ 1 if γ ≤ α − 1. There existsσ * =σ * (α) ∈ (0, 1) such that if, additionally, the temporal mesh satisfies
Proof. Fix any θ ∈ [ 
where the implication follows from Remark 2.11. The sequence {σ j } is decreasing, and hence, in view of (2.1), the related sequence {ρ j } is also decreasing, so it suffices to check that
From this,σ * := min σ, 1 + Consider the inner product of the above and V m using the notation
.
Here A 1 ); see also (2.9a) and (3.1).) Now dividing by w m and recalling that, by (2.2b), κ m,j ≤ 0 ∀ j < m, we get
Set W 1 :=Cw 1 and W j := w j otherwise. Then, in view ofC ≥ 1 and κ m,1 ≤ 1 ∀m ≥ 3, we arrive at
Thus we conclude that the assumptions in (3.5) are satisfied with |U j | replaced by U j L2(Ω) . So an application of Theorem 3.2 * yields the desired assertion U j L2(Ω)
iii) It remains to consider the case K > 1, which will be reduced to the case K = 1 by imitating part (ii) in the proof of Theorem 3.2. In particular, for m ≤ K we now get U for any r ≥ 1 (in view of Corollary 3.3), as well as to the modified graded mesh (3.4). for the case of non-homogeneous boundary conditions) using lumped-mass linear finite elements on quasiuniform Delaunay triangulations of Ω (with DOF denoting the number of degrees of freedom in space).
The errors in the maximum L 2 (Ω) norm are shown in Fig. 6 .1 (right) and Table 6 .1 for, respectively, a large fixed M and DOF. In the latter case, we also give computational rates of convergence. The errors were computed as max m=1,...,M u h −u I L2(Ω) , where u I ∈ S h is the piecewise-linear interpolant in Ω. (Fig. 6 .1 (right) also shows the errors in the maximum L ∞ (Ω) norm.) The graded temporal mesh
was used with the optimal r = (3−α)/α; see Remark 4.3. In view of the latter remark, by Corollary 5.6, the errors are expected to be M −(3−α) + h 2 , where h 2 DOF −1 . Our numerical results clearly confirm the sharpness of this corollary for the considered case.
6.1. Pointwise sharpness of error estimate for the initial-value problem. Here, to demonstrate the sharpness of the error estimate (4.2) given by Theorem 4.1, we consider the simplest initial-value fractional-derivative test problem (4.1) with the simplest typical exact solution u(t) := t α . Table 6 .2 shows the errors and the corresponding convergence rates at t = 1, which agree with (4.2), in view of Remark 4.2. In particular, the latter implies that the errors are M − min{r,3−α} for r = 3 − α. The maximum errors and corresponding convergence rates given in Table 6 .3 clearly confirm the conclusions of Remark 4.3, which predicts from the pointwise bound (4.2) that the global errors are M − min{αr,3−α} . Furthermore, in Fig. 6 .2, the pointwise errors for various r are compared with the pointwise theoretical error bound (4.2), and again, with the exception of a few initial mesh nodes, we observe remarkably good agreement. Note that Fig. 6 .2 only addresses the case α = 0.5, but for other values of α we observed similar consistency of (4.2) with the actual pointwise errors. Table 6 .3 Initial-value test problem: maximum nodal errors (odd rows) and computational rates q in M −q (even rows) for r = 1, r = 3 − α and r = (3 − α)/α M = 2 3.142e-3 9.820e-5 3.069e-6 9.590e-8 2.997e-9 9.365e-11 2.500 2.500 2.500 2.500 2.500 α = 0.7
1.273e-3 5.247e-5 2.164e-6 8.922e-8 3.679e-9 1.517e-10 2.300 2.300 2.300 2.300 2.300 
