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1. Einleitung
Die Theorie der kondensierten Materie, in deren Umfeld die vorliegende Arbeit verwur-
zelt ist, verfolgt das Ziel, die Eigenschaften von Festkörpern auf mikroskopischer Ebene
zu verstehen und zu beschreiben. Die größte Herausforderung liegt dabei in der Tatsa-
che, dass auch für vergleichsweise kleine Systeme eine sehr große Anzahl von miteinander
wechselwirkenden Konstituenten berücksichtigt werden muss. Bedenken wir, dass schon das
Drei-Körper-Problem in der klassischen Mechanik nicht mehr exakt lösbar ist, so verwun-
dert es nicht, dass die quantenmechanische Wechselwirkung einer Vielzahl von Teilchen
im Allgemeinen einer exakten Lösung entbehrt. Möchte man trotzdem das Verhalten von
Vielteilchen-Systemen untersuchen, ist man gezwungen, Näherungsverfahren zu benutzen,
welche die Komplexität des Problems soweit reduzieren, dass eine Lösung des vereinfach-
ten Systems möglich wird. Eine gängige Methode ist beispielsweise, die Wechselwirkung
der Teilchen näherungsweise mit Hilfe eines effektiven Potentials darzustellen und zu be-
obachten, wie sich ein einzelnes Teilchen in diesem effektiven Potential verhält. Damit
hat man das Vielteilchen-Problem auf ein Ein-Teilchen-Problem reduziert. Einen genauso
bekannten wie erfolgreichen Zugang dieser Art stellt das Bänder-Modell dar [4]. Zur Erlan-
gung verlässlicher numerischer Ergebnisse werden die Resultate dieser Theorien oft noch
weiterführend mit störungstheoretischen Methoden verbessert.
Festkörper zeigen jedoch auch kollektive Phänomene, die sich nur aus ihrem Charakter
als Vielteilchen-Systeme erklären lassen. Bekannte Vertreter dieser Erscheinungen sind zum
Beispiel die Supraleitung, das Verhalten bei Phasenübergängen oder auch der Antiferro-
magnetismus. Es ist einleuchtend, dass diese Phänomene mit Ein-Teilchen-Methoden nur
unzureichend beschrieben werden können. Daher mussten und müssen weitere Zugänge zur
Beschreibung von Vielteilchen-Systemen gefunden werden.
1.1. Integrable Gittermodelle
Eine Möglichkeit, etwas über Vielteilchen-Systeme und ihre kollektiven Zustände zu lernen,
liegt in der Konstruktion von geeigneten Modellen, die bestimmte Aspekte der Wirklichkeit
nachbilden und zugänglich machen. Betrachten wir in einem Festkörper nur die niedrig lie-
genden Anregungen mit Wechselwirkung zwischen den Spins, so gelangen wir auf natürliche
Weise zu Spin-Modellen wie dem Hubbard-Modell bzw. dem Heisenberg-Modell (welches
sich als Hubbard-Modell im Limes starker Kopplung verstehen läßt) [17]. Diese Modelle be-
schreiben einen Festkörper in drei Dimensionen immer noch in so hoher Komplexität, dass
exakte Lösungen im Allgemeinen nicht möglich sind. Die Beschränkung auf eine Raumdi-
mension allerdings erlaubt die exakte Lösung derartiger Modelle in einigen Spezialfällen,
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ohne die Benutzung von effektiven Ein-Teilchen-Näherungen. Die so erhaltenen Resultate
sind wichtig, da mit Hilfe dieser Modelle die theoretischen Mechanismen von Vielteilchen-
Systemen untersucht werden können. Außerdem erlauben Universalitätseigenschaften auf
der Grundlage von exakten Ergebnissen auch Aussagen über nicht exakt lösbare Model-
le in der Nähe von kritischen Punkten bzw. Phasenübergängen [2, 9, 11]. Weiterhin wur-
den im Laufe der Zeit Substanzen gefunden, die quasi-eindimensionales Verhalten zeigen.
Neutronen-Streuexperimente an solchen Substanzen liefern die Fourier-Transformierten der
Zwei-Punkt-Korrelationsfunktionen der entsprechenden eindimensionalen Modelle (vgl. [49]
und Zitate darin). Da einige dieser Substanzen hinreichend genau durch eindimensionale
Modelle beschrieben werden, bildet sich eine Verbindung zwischen Theorie und Experiment.
Somit lassen sich theoretische Vorhersagen und numerische Verfahren oder Näherungen am
Experiment überprüfen und Theorie und Experiment können sich gegenseitig stützen und
vorantreiben.
In der vorliegenden Arbeit benutzen wir eine eindimensionale Variante des Heisenberg-
Modells [28]. Es beschreibt einen Isolator in einer Dimension mit Hilfe einer Kette von Teil-
chen, die nur über die Austauschwechselwirkung der Spins interagieren. Alle anderen Wech-
selwirkungen wie z.B. das (für das Hubbard-Modell entscheidende) Hüpfen von Spins oder
Gitteroszillationen werden vernachlässigt. Außerdem wird angenommen, dass die Wechsel-
wirkung nur für die jeweils nächsten Nachbarn spürbar ist. Ist diese Wechselwirkung in
allen drei Richtung des Spinraums unterschiedlich, so spricht man vom XYZ-Modell [7,19].
Wenn die Wechselwirkung in x- und y-Richtung gleich ist, wird hingegen vom XXZ-Modell
gesprochen. Diese Modelle lassen sich auf klassische zweidimensionale Vertex-Modelle ab-
bilden [8]. So entspricht das XYZ-Modell dem 8-Vertex-Modell, während die XXZ-Kette
äquivalent zum 6-Vertex-Modell ist. Die XXZ-Kette enthält außerdem interessante Grenz-
fälle wie den Ising-Limes oder den XX-Limes, in denen sie sich weiter vereinfacht und zu
einem eindimensionalen klassischen Modell [30,45] bzw. zu einem Modell für freie Fermio-
nen wird [47].
1.2. Einbettung, Aufbau und Ergebnisse dieser Arbeit
Ziel dieser Arbeit ist die Untersuchung statischer Korrelationen zwischen Spins auf eindi-
mensionalen Heisenberg-Ketten. Wir haben uns dabei auf die XXZ-Kette und ihre Spe-
zialfälle, den isotropen Limes (d.h. die Wechselwirkung ist in allen Raumrichtung gleich)
sowie den XX-Limes, konzentriert, da diese noch in vielen Bereichen exakte Berechnungen
erlauben. Die Grundlage für die analytische Bearbeitung der Heisenberg-Kette liefert der
Koordinaten-Bethe-Ansatz [10], mit dem Bethe den Grundzustand der eindimensionalen
Heisenberg-Kette mit Hilfe von Parametern darstellen konnte, die bestimmte Gleichun-
gen erfüllen mussten. Die entscheidende Verbesserung lag dabei darin, dass Bethe durch
diese Ansatz-Gleichungen das Problem von exponentieller Komplexität bezüglich der Ket-
tenlänge auf lineare Komplexität reduzieren konnte. Es folgte die Weiterentwicklung die-
ses Ansatzes [52, 63, 66–68], die in die Algebraisierung des Koordinaten-Bethe-Ansatzes
2
1.2. Einbettung, Aufbau und Ergebnisse dieser Arbeit
durch Baxter mündete [6]. So gelang durch Einführung von sogenannten R-Matrizen die
Verbindung mit der Yang-Baxter-Algebra und der zugehörigen Yang-Baxter-Gleichung.
Dies ebnete den Weg zum algebraischen Bethe-Ansatz [20]. Dabei betrachtet man Model-
le, deren Hamilton-Operatoren sich durch die obigen R-Matrizen darstellen lassen. Die-
se Modelle sind in dem Sinne integrabel, dass das Eigenwertspektrum der zugehörigen
Hamilton-Operatoren durch den Bethe-Ansatz bestimmt ist, und ihr Grundzustand ange-
geben werden kann. Ein großer Vorteil des algebraischen Bethe-Ansatzes ist weiterhin, dass
er vergleichsweise einfache Ausdrücke für die Eigenzustände liefert. Dies ermöglicht die Be-
rechnung von Übergangsmatrixelementen, was die Berechnung von Korrelationsfunktionen
zugänglich macht.
Auch die XXZ-Kette ist ein mit Hilfe des algebraischen Bethe-Ansatzes lösbares Mo-
dell. Dazu wird ihr Hamilton-Operator mit Hilfe der R-Matrizen formuliert, die ihrerseits
die Konstruktion von Transfer- bzw. Quanten-Transfermatrizen erlauben. Nach Einfüh-
rung eines geeigneten Bethe-Vakuums ermöglichen die Kommutator-Relationen aus der
Yang-Baxter-Algebra die Diagonalisierung dieser Transfermatrizen. Die Eigenwerte und
Eigenvektoren werden dabei durch die so genannten Bethe-Ansatz-Zahlen parametrisiert,
die als Lösungen der Bethe-Ansatz-Gleichungen gegeben sind. Transfermatrixzugang und
Quanten-Transfermatrixzugang unterscheiden sich in der Hauptsache dadurch, dass die Ei-
genzustände der Transfermatrix direkt zu den Eigenzuständen der Heisenberg-Kette kor-
respondieren und die zugehörigen Eigenwerte das Energiespektrum festlegen, während die
Eigenwerte der Quanten-Transfermatrix (QTM) die Zustandssumme des Systems über den
statistischen Operator sowie die Korrelationslängen beschreiben und die zugehörigen Ei-
genzustände alle Informationen über die Korrelationen enthalten [23,53].
Dichtematrixelemente
Ein wichtiger Schritt in der Berechnung von Korrelationsfunktionen wurde in [31] gelei-
stet, wo der Blickwinkel von der direkten Berechnung der Zwei-Punkt-Funktion auf die
Dichtematrix-Elemente verschoben wurde (vgl. auch [32]). Ausgehend von Ecken-Transfer-
matrizen [8] wird dort eine Integraldarstellung für die Dichtematrixelemente der XXZ-
Kette bei T = 0 mit Hilfe von Vertex-Operatoren [21] im so genannten nicht-kritischen Fall
bestimmt. Für den kritischen Fall konnte dort eine Vermutung unter Benutzung der qKZ-
Gleichungen [21, 41, 56, 57] angegeben werden. Die Anwendung des algebraischen Bethe-
Ansatzes auf dieses Problem erfolgte erstmals in [36] und ermöglichte den endgültigen Be-
weis der Integraldarstellung im kritischen Bereich, wobei ein endliches Magnetfeld berück-
sichtigt werden konnte. Dies wurde in [33] benutzt, um Spin-Spin-Korrelationsfunktionen
bei T = 0 durch Dichtematrixelemente darzustellen. Später gelang in [34] die Aufsummati-
on von Dichtematrixelementen, was die Berechnung von Zwei-Punkt-Funktionen erlaubte.
Die Verallgemeinerung auf den Fall endlicher Temperatur gelang in [23], wo eine handhab-
bare Integraldarstellung für die erzeugende Funktion der Spin-Spin-Korrelationsfunktion
hergeleitet wurde. Ausgehend davon konnte in [24] eine Integraldarstellung für die Dichte-
matrixelemente der XXZ-Kette bei endlicher Temperatur angegeben werden, die in [22,27]
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schließlich bewiesen werden konnte. In [22] konnte auch die Aufsummationstechnik aus [34]
benutzt werden, um im Fall endlicher Temperatur Integraldarstellungen für Zwei-Punkt-
Funktionen zu berechnen.
Im ersten Hauptteil dieser Arbeit konnte eine neue Integraldarstellung der Dichtema-
trixelemente für Ketten endlicher Länge bei T = 0 hergeleitet werden. Dabei konnten
Methoden aus [22,24] angewendet werden. Dies wurde dadurch ermöglicht, dass integrable
Modelle endlicher Länge für T = 0 formal sehr ähnlich zu Modellen im thermodynamischen
Limes bei T > 0 sind, was sich durch die in beiden Fällen vorhandenen Anregungslücken in
den Spektren erklärt. Es war weiterhin möglich, im isotropen Limes die Faktorisierungsme-
thode aus [13] auf diesen Fall anzuwenden. Dies erlaubt die Berechnung von Zwei-Punkt-
Korrelationen nahe benachbarter Spins auf Ketten endlicher Länge als Korrektur zu den
asymptotischen Werten [29, 60]. In [48] konnten die im Rahmen dieser Arbeit erzeugten
Daten benutzt werden, um dort erzeugte Quantum Monte Carlo Daten zu überprüfen.
Die Faktorisierung der Integraldarstellung der Dichtematrixelemente ist mittlerweile auch
im allgemeinen XXZ-Fall für endliche Temperatur im thermodynamischen Limes gelei-
stet [12, 14], und es scheint möglich zu sein, auch diese Ergebnisse durch die Analogie
T = 0, L <∞ ↔ 1/L = 0, 1/T <∞ auf Ketten endlicher Länge bei T = 0 zu übertragen.
Die Integraldarstellung für den Fall endlicher Temperatur aus [22] wurde außerdem noch
[25] folgend in den XX-Limes transformiert, was prinzipiell auch für T = 0 und L < ∞
möglich ist und ebenso analoge Ergebnisse hervorbringen sollte. Es konnte so eine kompakte
Integraldarstellung für die Dichtematrixelemente bei endlicher Temperatur im XX-Limes
erzeugt werden, die verwendet wurde, um Zwei-Punkt-Korrelationen für kleine Abstände
numerisch zu berechnen. Diese Ergebnisse wurden später auch dazu benutzt, die Ergebnisse
bzgl. des asymptotischen Verhaltens von 〈σ−σ+〉-Korrelationen zu testen.
Asymptotik von Korrelationsfunktionen
Eine weitere interessante Fragestellung beschäftigt sich mit der Asymptotik von Korre-
lationsfunktionen. Ein wichtiges offenes Problem ist dabei das asymptotische Verhalten
von Spin-Spin-Korrelationsfunktionen bei endlichen Temperaturen im allgemeinen XXZ-
Fall [42]. Wir haben hier Vorarbeiten für die Betrachtung des allgemeinen Falls geleistet,
und den XX-Limes bei T > 0 mit Hilfe des algebraischen Bethe-Ansatzes untersucht.
Die Anfänge der Beschäftigung mit den Korrelationsfunktionen derXX-Kette sind in [46]
und dortigen Referenzen dargestellt. Aufbauend auf diese Grundlagen berechneten Wu et
al. mit Hilfe von Toeplitz-Determinanten die Asymptotik der Korrelationsfunktionen des
zweidimensionalen Ising-Modells [65] unter Benutzung eines Theorems von Szegö [26]. Die-
se Ergebnisse wurden in [5,50] auf die XY -Kette angewandt und es konnten Ergebnisse für
T = 0 und T > 0 berechnet werden. In [59] wurde die XX-Kette mit Hilfe von speziellen
Transfermatrizen (virtual-space transfer matrix) bzw. Pfaffschen Determinanten [51] unter-
sucht. Dabei konnten die Freie Energie, Anregungslücken und Korrelationslängen bestimmt
und die Ergebnisse aus [5,50] bestätigt werden. Die Ergebnisse für die Eigenwerte und Kor-
relationslängen konnten in [61] als Grenzfall der XXZ-Kette mit Hilfe des Bethe-Ansatzes
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ebenfalls verifiziert werden. Auch [44] erzielte wieder die bekannten Ergebnisse für die XX-
Kette, jedoch unter Benutzung der Quanten-Transfermatrix. Eine erneute Untersuchung
der Asymptotik wurde in [54] durchgeführt, wo die Emptiness Formation Probability (EFP)
untersucht wurde. Dort wurde die EFP ebenfalls durch Toeplitz-Determinanten dargestellt,
woraufhin die Asymptotik wieder durch das Theorem von Szegö [26] zugänglich wurde.
Es folgt aus dem Quanten-Transfermatrixformalismus, dass die Korrelationsfunktionen
eindimensionaler integrabler Systeme bei endlicher Temperatur die Form
〈. . .〉 =
∑
n
exp{−m/ξn}An (1.1)
haben. Für den führenden Term der asymptotischen Entwicklung und insbesondere für die
Korrelationslängen ξn konnten in [37,38,40] Ergebnisse erzielt werden, während handhab-
bare Ergebnisse für die Amplituden An dieser Entwicklung weiter unbekannt blieben.
Die vorliegende Arbeit ging noch einmal zurück zur XX-Kette und wendete den al-
gebraischen Bethe-Ansatz direkt auf dieses Modell an. So konnten die bekannten Aus-
drücke für die Korrelationslängen und Eigenwerte ein weiteres Mal bestätigt werden. Es
war jedoch zusätzlich möglich, die Phasen der Korrelationslängen, die für Oszillationen in
der Korrelation sorgen, explizit zu bestimmen. Zudem konnte für die Amplituden An der
Formfaktorentwicklung der 〈σzσz〉-Korrelationen im XX-Limes erstmals ein geschlossener
Ausdruck angegeben und somit das asymptotische Verhalten der Korrelationen exakt be-
rechnet werden. Für die 〈σ−σ+〉-Korrelationen konnte für die Amplituden ein noch von den
Bethe-Ansatz-Zahlen abhängender Ausdruck hergeleitet werden, der zumindest numerische
Untersuchungen erlaubte.
Aufbau
In Kapitel 2 werden die technischen Grundlagen für die weitere Arbeit kurz dargestellt.
Darauf folgt der erste Hauptteil, der sich mit der Berechnung von Korrelationsfunktionen
mit Hilfe von Dichtematrixelementen beschäftigt. So wird in Kapitel 3 die Integraldarstel-
lung für die Dichtematrixelemente bei T = 0 und endlicher Kettenlänge L hergeleitet. Das
Ergebnis wird anschließend in den isotropen Limes überführt, wo eine Faktorisierung die nu-
merische Untersuchung mit hoher Genauigkeit erlaubt. Außerdem wird in Kapitel 4 die In-
tegraldarstellung bei endlicher Temperatur im thermodynamischen Limes für dieXX-Kette
betrachtet. Der sich anschließende zweite Hauptteil dieser Arbeit beschäftigt sich mit der
asymptotischen Entwicklung von Korrelationsfunktionen mit Hilfe der Formfaktorentwick-
lung imXX-Limes. Diese Arbeiten dienen als Vorstudien für die noch ausstehende Formfak-
torentwicklung im allgemeinen XXZ-Fall. Kapitel 5 legt die Grundlagen dazu, indem dort
detailliert auf den Bethe-Ansatz im XX-Limes sowie auf die der QTM zugehörigen Eigen-
werte und die entsprechenden Korrelationslängen eingegangen wird. In Kapitel 6 wird dann
die asymptotische Entwicklung von 〈σzσz〉-Korrelationen im XX-Limes durchgeführt. Die
exakten Ergebnisse werden abschließend auch numerisch untersucht. Schließlich bringt Ka-
pitel 7 die Grundlagen für die Formfaktorentwicklung von 〈σ−σ+〉-Korrelationsfunktionen.
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1. Einleitung
Hier erfolgt eine numerische Untersuchung der Amplituden und Korrelationslängen. Zu-
letzt werden die Ergebnisse dieser Arbeit in Kapitel 8 zusammengefasst und ausstehende
Probleme aufgezeigt.
Publikationen in Verbindung mit dieser Arbeit
Die in Kapitel 3 dargestellten Ergebnisse wurden in [16] veröffentlicht.
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Im folgenden Kapitel werden die technischen Grundlagen für die weitere Arbeit kurz dar-
gestellt.
2.1. Die Spin-1/2-XXZ-Heisenberg-Kette
Das dieser Arbeit zugrunde liegende Modell ist die eindimensionale Spin-1/2-XXZ-Heisen-
berg-Kette. Sie wird durch den Hamilton-Operator
HXXZ = J
L∑
j=1
(
σxj−1σ
x
j + σ
y
j−1σ
y
j + ∆(σzj−1σzj − 1)
)
(2.1)
beschrieben. Dieser ist auf einer Kette mit L Plätzen definiert, die für Spin-1/2-Zustände
durch das L-fache Tensorprodukt (C2)⊗L dargestellt wird. In der Summe über direkt be-
nachbarte Gitterplätze parametrisiert J > 0 die globale Kopplung der jeweiligen Spinkom-
ponenten. Diese ist durch Produkte von Pauli-Matrizen σαk , α = x, y, z, die nur auf dem
k-ten Kettenplatz nichttrivial wirken, implementiert. Periodische Randbedingungen sind
durch σα0 = σαL gegeben. Der Anisotropieparameter ∆ ermöglicht es, die Kopplung für die
z-Komponente unabhängig einzustellen. So folgen beispielsweise für ∆ = 0 das XX-Modell,
für ∆ = 1 das XXX-Modell und für ∆→∞, J→ 0, J · ∆ = const. das Ising-Modell. Der
Bereich mit |∆| < 1 ist der kritische Bereich, während für ∆ > 1 das nicht-kritische Regime
vorliegt [3].
2.2. Yang-Baxter-Algebra und Yang-Baxter-Gleichung
Im weiteren Verlauf der Arbeit untersuchen wir die Spinkette sowohl für endliche Länge
bei T = 0, als auch bei endlicher Temperatur im thermodynamischen Limes L→∞. Beide
Betrachtungsweisen erfordern einen eigenen Zugang, nämlich den gewöhnlichen Transfer-
matrixzugang einerseits und den Quanten-Transfermatrixzugang andererseits. Grundlage
für beide Zugänge sind die Yang-Baxter-Algebra und die Yang-Baxter-Gleichung, die in
diesem Abschnitt allgemein eingeführt werden.
Wir betrachten dazu ein quantenmechanisches System mitN Freiheitsgraden, für welches
ein entsprechender Satz von Bewegungsintegralen {Yj}mitH ∈ {Yj} und der Kommutator-
relation [Yj , Yk] = 0 vorliege. Da das betrachtete System quantenmechnische Eigenschaften
haben soll, ist zur Erlangung von Integrabilität noch weitere Information notwendig. Zu
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diesem Zweck betrachten wir die assoziative quadratische Yang-Baxter-Algebra TR. Ihre
Generatoren Tαβ (λ) mit α, β = 1, . . . , d , λ ∈ C erfüllen mit
T (λ) =
 T
1
1 (λ) · · · T 1d (λ)
... . . .
...
T d1 (λ) · · · T dd (λ)
 , (2.2)
T1(λ) = T (λ)⊗ Id, (2.3)
T2(λ) = Id ⊗ T (λ) (2.4)
die Yang-Baxter-Algebra
R12(λ, µ)T1(λ)T2(µ) = T2(µ)T1(λ)R12(λ, µ). (2.5)
Id ist dabei die d × d-Einheitsmatrix und R(λ, µ) ∈ End(Cd × Cd) die R-Matrix, die die
Strukturkonstanten der Algebra definiert und gleichzeitig in der fundamentalen Darstel-
lung direkt mit dem Hamilton-Operator des zugrundeliegenden Systems verbunden ist.
T (λ) wird im weiteren Monodromiematrix genannt. Die YBA ist konsistent und besitzt
nichttriviale Darstellungen, wenn die R-Matrizen die Yang-Baxter-Gleichung (YBE)
R12(λ, µ)R13(λ, ν)R23(µ, ν) = R23(µ, ν)R13(λ, ν)R12(λ, µ) (2.6)
mit der durch
R12(λ, µ) = R(λ, µ)⊗ Id, (2.7)
R23(λ, µ) = Id ⊗R(λ, µ), (2.8)
R13
αβγ
δφ = R
αγ
δφ δ
β
 (2.9)
gegeben Einbettung in Cd ⊗ Cd ⊗ Cd erfüllen.
2.3. Transfermatrix und Quanten-Transfermatrix
Modelle, deren Hamilton-Operatoren direkt mit bestimmten, die YBE erfüllenden R-Matri-
zen zusammenhängen, heißen fundamentale Modelle. Wir betrachten zunächst den gewöhn-
lichen Transfermatrixformalismus und zeigen, wie sich der Hamilton-Operator der XXZ-
Kette aus der R-Matrix ergibt, um diese dann nachfolgend auf den Quanten-Transferma-
trixformalismus umzuformulieren.
2.3.1. Transfermatrixformalismus
Ausgehend von der expliziten R-Matrix
R(λ, µ) =

1 0 0 0
0 b(λ, µ) c(λ, µ) 0
0 c(λ, µ) b(λ, µ) 0
0 0 0 1
 ,
b(λ, µ) = sh(λ−µ)sh(λ−µ+η)
c(λ, µ) = sh(η)sh(λ−µ+η)
(2.10)
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und der gl(d)-Standardbasis eβα ∈ End(Cd) mit
(eβα)α
′
β′ = δα
′
α δ
β
β′ , e
β
αe
δ
γ = δβγ eδα (2.11)
unter der kanonischen Einbettung in den End(Cd)⊗L definieren wir eine L-Matrix der Form
Lj
α
β(λ, µ) = R
αγ
βδ (λ, µ)ej
δ
γ ∈ End(Cd)⊗L. (2.12)
Die Koordinatendarstellung der Yang-Baxter-Gleichung (2.6) lautet
Rαβα′β′(λ, µ)R
α′γ
α′′γ′(λ, ν)R
β′γ′
β′′γ′′(µ, ν) = R
βγ
β′γ′(µ, ν)R
αγ′
α′γ′′(λ, ν)R
α′β′
α′′β′′(λ, µ). (2.13)
Mit (2.12) und Rˇαγβδ = R
γα
βδ folgt aus (2.13) durch Multiplikation mit ejγ
′′
γ
Rˇ(λ, µ) [Lj(λ, ν)⊗ Lj(µ, ν)] = [Lj(µ, ν)⊗ Lj(λ, ν)] Rˇ(λ, µ). (2.14)
Damit ist Lj(λ, µ) eine Darstellung der Yang-Baxter-Algebra und wird fundamentale Dar-
stellung genannt. Zur Konstruktion der Monodromiematrix benötigen wir noch die Eigen-
schaft der Co-Multiplikation, die besagt, dass das Produkt von zwei Darstellungen der
YBA wieder eine Darstellung der YBA ist. Dies folgt mit
[Lj+1αβ(λ, νj+1), Lj
γ
δ (λ, νj)] = 0 (2.15)
aus
(Lj+1(λ, νj+1)⊗ Lj+1(µ, νj+1)) (Lj(λ, νj)⊗ Lj(µ, νj))
= Lj+1(λ, νj+1)Lj(λ, νj)⊗ Lj+1(µ, νj+1)Lj(µ, νj), (2.16)
da (2.16) impliziert, dass auch Lj+1(λ, νj+1)Lj(λ, νj) wieder eine Darstellung der YBA ist.
Nach diesen Vorarbeiten können wir die Monodromiematrix definieren als
T (λ) = LL(λ, νL) · . . . · L1(λ, ν1), (2.17)
und erhalten unmittelbar wieder eine Darstellung der YBA zur ursprünglichen R-Matrix.
Mittels t(λ) = T γγ (λ) = tr(T (λ)) folgt aus der Monodromiematrix eine kommutierende
Familie von Transfermatrizen mit [t(λ), t(µ)] = 0.
Da R regulär ist und damit Rαγβδ (λ0, ν0) = δαδ δ
γ
β für ein bestimmtes Parameterpaar
λ0, ν0 ∈ C gilt, folgt Ljαβ(λ0, ν0) = ejαβ . Im homogenen Fall νj = ν0 für j = 1, . . . , L
lässt sich t(λ) um λ0 entwickeln. Mit dem Permutationsoperator Pjk = ejβαekαβ und dem
damit verbundenen Rechtsschiebeoperator Uˆ = t(λ0) = P12P23 . . . PL−1,L folgt
t(λ) = Uˆ exp{(λ− λ0)HL +O(λ− λ0)2}. (2.18)
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Dabei ist auf der durch Rˇ01 = RˇL1 periodisch geschlossenen Kette per Definition der
Hamilton-Operator der fundamentalen Darstellung
HL := Uˆ−1t′(λ0) =
L∑
j=1
∂λRˇj−1,j(λ0, ν0) (2.19)
definiert. Mit der expliziten R-Matrix (2.10) führt (2.19) auf
HL =
1
2sh(η)
L∑
j=1
[
σxj−1σ
x
j + σ
y
j−1σ
y
j + ch(η)(σzj−1σzj − 1)
]
, (2.20)
so dass mit ∆ = ch(η) die Beziehung HXXZ = 2Jsh(η)HL gilt.
Modifikation zur Anwendung auf die XXZ-Kette endlicher Länge
In Kapitel 3 werden wir den Transfermatrixzugang nutzen, um die XXZ-Kette endlicher
Länge L bei T = 0 zu betrachten. Dabei wollen wir der Notation aus [39] folgen, was eine
Modifikation der obigen Rechnung erforderlich macht.
Um zu erreichen, dass die Transfermatrix später eine ganze Funktion des Spektralparame-
ters wird, definieren wir eine neue L-Matrix in Differenzenform über
L(λ) = sh(λ+ η2 )L(λ− η2 ) =
(
sh(λ+ η2 )e11 + sh(λ− η2 )e22 sh(η)e12
sh(η)e21 sh(λ− η2 )e11 + sh(λ+ η2 )e22
)
.
(2.21)
Dann folgt für die Monodromiematrix
T (λ) = ΘLL(λ) . . .L1(λ), (2.22)
wobei Θ = diag(eiφ, e−iφ) die getwisteten Randbedingungen definiert. Wir erhalten so über
τ(λ) = tr T (λ) die getwistete Transfermatrix τ(λ).
Diese Transfermatrix ist mit der ursprünglichen Transfermatrix t(λ) über
τ(λ) = shL(λ+ η2 )t(λ− η2 ) (2.23)
verbunden. Wir definieren nun die Größe
Γ(λ) = ln(τ−1(η2 )τ(λ)) (2.24)
und erhalten Γ(η2 ) = 0, so dass mit τ−1(
η
2 ) = sh
−L(η)Uˆ−1 aus Γ′(η2 ) der Hamilton-Operator
folgt:
Γ′(η2 ) = ∂λ ln
(
Uˆ−1
shL(λ+ η2 )
shL(η)
τ(λ− η2 )
) ∣∣∣∣
λ=η2
= L tanh(η) + Uˆ−1τ ′(0) = L tanh(η) +HL =: H
= 12sh(η)
L∑
j=1
{
σxj−1σ
x
j + σ
y
j−1σ
y
j + ∆(σzj−1σzj + 1)
}
. (2.25)
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2.3.2. Quanten-Transfermatrixformalismus
Wir wenden uns nun dem Fall endlicher Temperatur bei unendlicher Kettenlänge zu. Unser
Ziel ist dabei die Berechnung der Zustandssumme Z = tr e−βH mit der inversen Temperatur
β. Dazu betrachten wir eine alternative Definition der L-Matrix
Lj
α
β(λ, νj) = R
γα
δβ (νj , λ)ej
δ
γ ∈ End(Cd)⊗L (2.26)
mit T (λ) = L1(λ, ν1)L2(λ, ν2) . . . LL(λ, νL). Aus dieser konstruieren wir in Analogie zum
vorhergehenden Abschnitt die entsprechende Monodromiematrix und die daraus folgende
Transfermatrix, die im homogenen Fall mit νj = λ0, j = 1, . . . , L der Entwicklung
t(λ) = exp
[
−(λ− ν0)HL +O(λ− ν0)2
]
Uˆ−1 (2.27)
um λ = ν0 genügt.
Als weiteres technisches Hilfsmittel benötigen wir die Trotter-Suzuki-Formel [58]
lim
M→∞
(
1 + XM
M
)M
= eX . (2.28)
Dieser Grenzwert gilt nicht nur für eine gegen X konvergierende Folge komplexer Zahlen
(XM )M∈N, sondern auch für quadratische Matrizen. Aus (2.18) folgt dann mit (2.28)
lim
N→∞
[
Uˆ−1t(λ0 − βN )
]N
= lim
N→∞
[
1 + 1
N
(
−βHL +O
( 1
N
))]N
= e−βHL . (2.29)
N heißt hier Trotter-Zahl. Die Verwendung von Uˆ−1 lässt sich durch Benutzung beider
Transfermatrizen t(λ) und t(λ) mittels der Beziehung
t(−λ+ ν0)t(λ+ λ0) = 1 + 2λHL +O(λ2) = 1 + 2λX(λ) (2.30)
vermeiden. Für die approximierende Darstellung endlicher Trotter-Zahl N des Dichteope-
rators ρN,L folgt dann
ρN,L =
[
t
(
β
N
+ ν0
)
t
(
− β
N
+ λ0
)]N
2
=
[
1 + 2
N
(
−βHL +O
( 1
N
))]N
2
(2.31)
mit λ = −β/N, N/2 ∈ N und limλ→0X(λ) = HL. Um nun
ZL = tr(e−βHL) = lim
N→∞
tr1,...,LZN,L (2.32)
mit ZN,L = tr1,...,LρN,L und ρL = e−βHL zu bestimmen, definieren wir zuerst Monodromie-
matrizen unter Zuhilfenahme von N Hilfsräumen 1, . . . , N :
Tj(λ) = RjL(λ, µ) . . . Rj1(λ, µ) , T j(λ) = R1j(µ, λ) . . . RLj(µ, λ). (2.33)
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Wenn R unitär ist, also R12(λ, µ)R21(µ, λ) = id gilt, folgt T j(λ) = T
−1
j
und für die Trans-
fermatrizen ergibt sich analog zu Kapitel 2.3.1:
t(λ) = trj Tj(λ) , (2.34)
t(λ) = trj T j(λ). (2.35)
Um ρN,L umzuformulieren benutzen wir beide Monodromiematrizen und erhalten
ρN,L = tr1,...,N
[
TN
(
β
N
+ ν0
)
TN−1
(
− β
N
+ λ0
)
. . . T 2
(
β
N
+ ν0
)
T1
(
− β
N
+ λ0
)]
.
(2.36)
Durch geschickte Umsortierung der in T und T enthaltenen R-Matrizen unter der Spur
lässt sich dies schreiben als
ρN,L = tr1,...,N
[
TQTM1 (λ0) . . . T
QTM
L (λ0)
]
, (2.37)
wobei Rt1αγβδ = R
βγ
αδ (Transposition des Hilfsraumes) benutzt wurde, und die Quanten-
Monodromiematrix TQTMj (λ) über
TQTMj (λ) = RjN
(
λ,
β
N
+ ν0
)
Rt1
N−1j
(
− β
N
+ λ0, λ
)
. . . Rt11j
(
− β
N
+ λ0, λ
)
(2.38)
definiert ist. Aus dieser folgt dann durch Spurbildung direkt die Quanten-Transfermatrix
tQTM (λ) = trjTQTMj (λ). (2.39)
Mit (2.37–2.39) lässt sich die Zustandssumme durch die Eigenwerte der Quanten-Transfer-
matrix ausdrücken,
ZL = lim
N→∞
tr1,...,N
[
tQTM (λ0)
]L
=
∞∑
n=0
ΛLn(λ0), (2.40)
wobei die Λn(0) ihre Eigenwerte im Trotterlimes (N →∞) beim Spektralparameter λ0 = 0
sind. Unter den Annahmen, dass sich
1. die Limites L→∞ und N →∞ vertauschen lassen, und dass
2. der führende Eigenwert im Trotterlimes vom nächstführenden durch eine endliche
Lücke getrennt ist [58,59],
lässt sich die Freie Energie pro Gitterplatz durch den führenden Eigenwert der Quanten-
Transfermatrix ausdrücken:
f = − lim
N→∞
lim
L→∞
lnZN,L
βL
= − ln Λ0(λ0)
β
. (2.41)
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Dabei ist ZN,L = tr1...LρN,L die approximierte Zustandssumme bei endlicher Trotter-Zahl
N .
Die Spektren der Quanten-Transfermatrix und der gewöhnlichen Transfermatrix lassen
sich nun mit Hilfe des algebraischen Bethe-Ansatzes bestimmen. Um diesen anzuwenden
ist es noch notwendig zu zeigen, dass auch die Quantentransfermatrix eine Darstellung der
YBA ist. Wir betrachten dazu die Yang-Baxter-Gleichung (2.6) sowie die Transponierte
bezüglich des Hilfsraumes 1 in (2.6) und erhalten dann mit (2.38) direkt die Gleichung
Rjk(λ, µ)TQTMj (λ)T
QTM
k (µ) = T
QTM
k (µ)T
QTM
j (λ)Rjk(λ, µ). (2.42)
2.4. Algebraischer Bethe-Ansatz
Um die Transfermatrix zu diagonalisieren, benutzen wir den algebraischen Bethe-Ansatz.
Grundlage dafür sind die quadratischen Vertauschungsregeln aus der Yang-Baxter-Algebra.
Der erste Teil des Bethe-Ansatzes lässt sich darstellungsfrei formulieren. Daran anschlie-
ßend werden die Anwendungen auf die endliche Heisenberg-Kette bei T = 0 und auf die
unendlich lange Heisenberg-Kette bei T > 0 diskutiert, und die enge Verwandschaft der
beiden Zugänge aufgezeigt.
2.4.1. Darstellungsfreie Formulierung
Die quadratischen Vertauschungsregeln für die Monodromiematrixelemente ergeben sich
direkt aus der Yang-Baxter-Gleichung, wenn wir T =
(
A B
C D
)
einsetzen:
Rˇ(λ, µ)
[(
A(λ) B(λ)
C(λ) D(λ)
)
⊗
(
A(µ) B(µ)
C(µ) D(µ)
)]
=
[(
A(µ) B(µ)
C(µ) D(µ)
)
⊗
(
A(λ) B(λ)
C(λ) D(λ)
)]
Rˇ(λ, µ). (2.43)
Weiterhin muß die Existenz eines Pseudovakuums |0〉 gegeben sein, auf welches die Mono-
dromiematrix als obere Dreiecksmatrix wirkt:
A(λ)|0〉 = a(λ)|0〉, B(λ)|0〉 6= 0, C(λ)|0〉 = 0, D(λ)|0〉 = d(λ)|0〉. (2.44)
Die Eigenwerte a(λ) und d(λ) der Diagonaleinträge der Monodromiematrix hängen von der
expliziten Darstellung ab und bestimmen die endgültige Lösung des Bethe-Ansatzes.
Die zugehörigen Eigenzustände werden durch Anwendung des Operators B(λ) auf das
Pseudovakuum erzeugt,
|{λ}〉 = |{λj}Mj=1〉 = B(λ1) . . . B(λM )|0〉, (2.45)
wenn die Bethe-Ansatz-Zahlen λj das Gleichungssystem
a(λj)
d(λj)
=
M∏
k=1
k 6=j
sh(λj − λk + η)
sh(λj − λk − η) (2.46)
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erfüllen. Für den Eigenwert zum Eigenzustand |{λ}〉 gilt dann
Λ(λ) = a(λ)
M∏
j=1
sh(λ− λj − η)
sh(λ− λj) + d(λ)
M∏
j=1
sh(λ− λj + η)
sh(λ− λj) . (2.47)
2.4.2. Anwendung auf den Fall endlicher Kettenlänge
Wir betrachten hier eine Heisenberg-Kette der Länge L im kritischen antiferromagnetischen
Regime J > 0 mit −1 < ∆ ≤ 1 und definieren die Randbedingungen mit dem Twist-Winkel
φ über (
e011 e0
1
2
e021 e0
2
2
)
= Θ
(
eL
1
1 eL
1
2
eL
2
1 eL
2
2
)
Θ−1, (2.48)
wobei Θ = diag(eiφ, e−iφ), φ ∈ [0, 2pi]. Die Eigenzustände zu den Eigenwerten von τ(λ)
werden durch die Wirkung der Operatoren B(λ) auf das zugehörige Vakuum
|0〉 =
(
1
0
)⊗L
(2.49)
gebildet:
|{λ}〉 = B(λ1) . . . B(λM )|0〉. (2.50)
Wir benutzen nun die in Kapitel 2.3.1 eingeführten Modifikationen und erhalten für die
Erwartungswerte der Diagonalelemente der Monodromiematrix
a(λ) = ω shL(λ+ η2 ) , d(λ) =
1
ω
shL(λ− η2 ), (2.51)
wobei ω := eiφ. Die Bethe-Ansatz-Gleichungen haben dann die Form
1
ω2
(
sh(λj − η2 )
sh(λj + η2 )
)L M∏
k=1
sh(λj − λk + η)
sh(λj − λk − η) = −1, (2.52)
und für die Eigenwerte der Transfermatrix folgt
Λ(λ) = ω shL(λ+ η2 )
M∏
j=1
sh(λ− λj − η)
sh(λ− λj) +
1
ω
shL(λ− η2 )
M∏
j=1
sh(λ− λj + η)
sh(λ− λj) . (2.53)
2.4.3. Anwendung auf den Fall endlicher Temperatur
Im Fall endlicher Temperatur betrachten wir eine unendlich lange Heisenberg-Kette mit pe-
riodischen Randbedingungen. Zur Anwendung des algebraischen Bethe-Ansatzes definieren
wir das Pseudovakuum
|0〉 =
[(
0
1
)
⊗
(
1
0
)]⊗N2
(2.54)
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mit den Zuständen ( 10 ) auf den geraden und ( 01 ) auf den ungeraden Plätzen. Die analog
zu Kapitel 2.3.2 konstruierten L-Matrizen
Lj(λ, ν) =
(
e 1
j1 + b(λ, ν)e
2
j2 c(λ, ν)e
1
j2
c(λ, ν)e 2
j1 b(λ, ν)e
1
j1 + e
2
j2
)
, (2.55)
L˜j(−ν, λ) =
(
e 1
j1 + b(−ν, λ)e 2j2 c(−ν, λ)e 2j1
c(−ν, λ)e 1
j2 b(−ν, λ)e 1j1 + e 2j2
)
, (2.56)
wirken dann an den entsprechenden Plätzen als obere Dreiecksmatrizen auf das Vakuum.
Damit folgt die Quanten-Monodromiematrix
TQTM (λ) = LN (λ,
β
N
)L˜N−1(− β
N
, λ) . . . L˜1(− β
N
, λ), (2.57)
und die expliziten Darstellungen von a(λ) und d(λ) lauten
a(λ) = b
(
− β
N
, λ
)N
2
=
(
sh(λ+ βN )
sh(λ+ βN − η)
)N
2
, (2.58)
d(λ) = b
(
λ,
β
N
)N
2
=
(
sh(λ− βN )
sh(λ− βN + η)
)N
2
. (2.59)
Die Eigenzustände werden durch
|{λ}〉 = |{λj}Mj=1〉 = B(λ1) . . . B(λM )|0〉 (2.60)
gebildet und die explizite Form der Bethe-Ansatz-Gleichungen, die hier wieder die Menge
{λj}Mj=1 festlegen, erhält man durch Einsetzen von (2.58, 2.59) in (2.46), während der
Ausdruck für die Eigenwerte durch das Einsetzen von (2.58, 2.59) in (2.47) folgt.
Weiterhin erfordert die Beziehung HXXZ = 2Jsh(η)HL die Umskalierung T = 2Jsh(η)β der
physikalischen Temperatur T .
2.4.4. Gemeinsamkeiten und Unterschiede der beiden Zugänge
Im Vergleich der beiden Zugänge (endliche Temperatur im Quanten-Transfermatrixzugang
vs. endliche Länge im gewöhnlichen Transfermatrixzugang) wird deutlich, dass beide stark
verwandt sind und sich nur durch die Wahl des Vakuums und der damit verbundenen
Konstruktion der L- und Monodromiematrizen unterscheiden. Dies wirkt sich in relevanter
Form nur auf die explizite Darstellung der Grundzustandseigenwerte a(λ) und d(λ) der
Diagonalelemente der Monodromiematrizen aus. Der algebraische Teil ist identisch, was es
ermöglicht, Rechnungen die z.B. für endliche Temperatur auf unendlichen Ketten durchge-
führt wurden, mit geringem Aufwand auf eine Heisenberg-Kette endlicher Länge bei T = 0
zu übertragen.
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Physikalisch gesehen bestimmen die Eigenwerte der gewöhnlichen Transfermatrix das
Energiespektrum der Kette. Ihre Eigenvektoren sind die Eigenzustände der Kette, während
andererseits der führende Eigenwert der Quanten-Transfermatrix im thermodynamischen
Limes die Zustandssumme generiert und die entsprechenden Eigenvektoren des führenden
Eigenwertes die statischen Korrelationen zugänglich machen, wie in Kapitel 2.5.1 skizziert
wird.
Es ist außerdem zu beachten, dass im Fall endlicher Länge eine Verschiebung der Bethe-
Ansatz-Zahlen um iγ2 eingeführt wurde. Sie erlaubt den Anschluß an die Notation von [39]
und sorgt dafür, dass die Bethe-Ansatz-Zahlen auf der reellen Achse liegen. Im weiteren
Verlauf der Rechnung von Kapitel 3 wird diese Verschiebung durch ebenfalls verschobene
Inhomogenitäten berücksichtigt.
2.5. Korrelationen
Im Zentrum dieser Arbeit steht die Berechnung von Korrelationsfunktionen derXXZ-Kette
mit verschiedenen Methoden und in verschiedenen Grenzfällen.
In Teil I wird die Darstellbarkeit von Korrelationsfunktionen mit Hilfe von Dichtematrix-
elementen ausgenutzt, während in Teil II dieser Arbeit die Asymptotik von Korrelations-
funktionen direkt in der Darstellung durch Monodromiematrixelemente untersucht wird.
2.5.1. Quanten-Transfermatrixformalismus
Korrelationsfunktionen beliebiger lokaler Operatoren X(1)j , . . . , X
(k−j+1)
k lassen sich mit
Hilfe von Monodromiematrixelementen ausdrücken. Wir betrachten bei endlicher Tempe-
ratur Korrelationsfunktionen der Form
〈X(1)j . . . X(k−j+1)k 〉T = limL→∞
tr1,...,Le−βHLX(1)j . . . X
(k−j+1)
k
tr1,...,Le−βHL
. (2.61)
Aus dem Quanten-Transfermatrixformalismus (vgl. Glgn. (2.37) und (2.40)) folgt für die
XXZ-Kette mit j, k ∈ {1, . . . , L}, j ≤ k aus der Tatsache, dass die Quanten-Transfermatrix
diagonalisierbar ist im thermodynamischen Limes unter Einführung von Inhomogenitäten
ξj , j = 1 . . . ,m als Ergebnis gemäß [23] (mit ab hier unterdrücktem oberen Index QTM):
〈X(1)j . . . X(m)k 〉T = limN→∞ limξ1,...,ξm→0
〈{λ}|(trT (ξ1)X(1)) . . . (trT (ξm)X(m))|{λ}〉
〈{λ}|{λ}〉∏mj=1 Λ0(ξj) . (2.62)
2.5.2. Dichtematrix
Die Dichtematrix wird benutzt, um ein Untersystem als Teil des übergeordneten Systems
zu beschreiben. Dies erreicht man prinzipiell, indem man aus dem normierten statistischen
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Operator die unerwünschten Freiheitsgrade des übergeordneten Systems herausspurt. Sei
nun
ρL =
e−H/T
tr e−H/T
(2.63)
der statistische Operator einer Heisenberg-Kette der Länge L > m. Die Dichtematrix eines
Untersystems der Länge m ist dann definert über
DL(T,H) = trm+1...L ρL. (2.64)
Endliche Temperatur im thermodynamischen Limes
Der Erwartungswert eines Operators, welcher nur im Untersystem nichttrivial wirkt, lässt
sich dann als
〈A〉T,h = tr1...LAρl = tr1...mA1...mtrm+1...Lρl = tr1...mA1...mDL(T, h) (2.65)
schreiben, wobei A1...m die Einschränkung des Operators A auf die Gitterplätze 1 bis m
ist. Unter Benutzung der kanonischen gl(2)-Standardbasis folgt dann für die Dichtematri-
xelemente
Dα1...αmβ1...βm (T, h) = tr1...me1
α1
β1
. . . em
αm
βm
D(T, h) = 〈e1α1β1 . . . emαmβm 〉T,h. (2.66)
Mit den Überlegungen aus Abschnitt 2.5.1 ergibt sich unter Einführung von regularisieren-
den Inhomogenitäten ξj , j = 1, . . . ,m im thermodynamischen Limes
〈e1α1β1 . . . emαmβm 〉T,h = limN→∞ limξ1,...,ξm→0D
(N)α1...αm
β1...βm (ξ1, . . . , ξm). (2.67)
Dabei ist
D(N)
α1...αm
β1,...,βm =
〈{λ}|Tα1β1 (ξ1) . . . Tαmβm (ξm)|{λ}〉
〈{λ}|∏mj=1 t(ξj)|{λ}〉 (2.68)
der inhomogene, approximierende Ausdruck für die Dichtematrixelemente bei endlicher
Trotter-Zahl.
Endliche Kettenlänge bei T = 0
Auf endlichen Ketten bei T = 0 lässt sich die Dichtematrix bis auf eine Verschiebung in den
Inhomogenitäten ξ ganz analog definieren. Sei |ψ0〉 der Grundzustand, so folgt ausgehend
von
DL
α1...αm
β1...βm
= lim
T→0+
DL
α1...αm
β1...βm
(T ) = 〈ψ0|e1α1β1 . . . emαmβm |ψ0〉 (2.69)
mit λ = η2 in (2.22) unter Benutzung von Lj(
η
2 ) = R0j(0) = P0j gemäß [18] und [35]
ej
α
β = t
j−1(η2 )T
α
β (η2 )t
−j(η2 ). (2.70)
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Damit lässt sich die Dichtematrix auf Ketten endlicher Länge schreiben als
DL
α1...αm
β1...βm
= lim
ξ1,...,ξm→0
DL
α1...αm
β1...βm
(ξ1, . . . , ξm) (2.71)
=
〈{λ}|T α1β1 (η2 ) . . . T αmβm (η2 )|{λ}〉
〈{λ}|{λ}〉∏mj=1 Λ0(−η2 ) . (2.72)
Die Verschiebung in den Inhomogenitäten begründet sich in den Modifikationen der
Transfermatrix in Abschnitt 2.3.1 (vgl. auch Abschnitt 2.4.4).
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Teil I.
Bestimmung von
Korrelationsfunktionen mit Hilfe von
Dichtematrixelementen
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3. Korrelationsfunktionen auf Ketten
endlicher Länge
In diesem Abschnitt wollen wir analog zu [22] eine Integraldarstellung für die Dichtema-
trixelemente der endlich langen XXZ-Kette herleiten. Dazu sind einige Vorarbeiten nötig,
die es erlauben, die Rechnung aus [27] direkt auf diesen Fall anzuwenden. Die so erreichte
Integraldarstellung wird anschließend im XXX-Limes betrachtet. Dieser ermöglicht eine
Faktorisierung der Vielfachintegrale, die numerische Untersuchungen möglich macht.
3.1. Hilfsfunktionen und nichtlineare Integralgleichungen
Die Eigenwerte der Transfer- bzw. Quanten-Transfermatrix werden durch die Bethe-Ansatz-
Zahlen bestimmt, die ihrerseits durch die Bethe-Ansatz-Gleichungen festgelegt sind. Im
allgemeinen Fall für beliebige Anisotropie ∆ beschreiben diese ein nichtlineares Gleichungs-
system, das nur numerisch für kleine Systemgrößen L lösbar ist.
In diesem Kapitel werden wir mit Hilfe der analytischen Eigenschaften der Bethe-Ansatz-
Gleichungen im gewöhnlichen Transfermatrixzugang Hilfsfunktionen herleiten, die es ei-
nerseits ermöglichen, die explizit auftauchenden Bethe-Ansatz-Zahlen zu eliminieren und
andererseits durch Integralgleichungen darzustellen. Diese Integraldarstellungen lassen sich
wieder auf unterschiedliche Weisen formulieren, je nach dem ob man daran interessiert ist,
diese numerisch zu lösen oder für weitere theoretische Rechnungen zu gebrauchen.
Im folgenden Kapitel werden wir zunächst in Anlehnung an [39] für die endliche XXZ-
Kette bei T = 0 numerisch handhabbare Integralgleichungen herleiten (die Formulierung
in b, b¯) und daraufhin die für theoretische Rechnungen nützlichere Formulierung in den
Hilfsfunktionen a und a¯ einführen.
3.1.1. XXZ-Kette bei endlicher Länge und T = 0
Ausgehend von den Bethe-Ansatz-Gleichungen (2.52) nehmen wir L/2 als gerade an und
beschränken uns mit η = iγ , γ ∈ [0, pi2 ] auf das kritische antiferromagnetische Regime
J > 0, −1 < ∆ ≤ 1. Dann hat der antiferromagnetische Grundzustand gerade M = L/2
viele Bethe-Ansatz-Zahlen. Für diese festgelegte Menge definieren wir
q(λ) :=
L/2∏
j=1
sh(λ− λj), (3.1)
Φ(λ) := shL(λ). (3.2)
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Damit können wir die Bethe-Ansatz-Gleichungen schreiben als a(λ) = −1 mit
a(λ) := 1
ω2
Φ(λ− η2 )q(λ+ η)
Φ(λ+ η2 )q(λ− η)
, (3.3)
und der Eigenwert ist
Λ(λ) = ωΦ(λ+ η2 )q(λ− η)
1 + a(λ)
q(λ) . (3.4)
Aus den obigen Definitionen folgt, dass Φ(λ) und q(λ) in bestimmten Streifen der komple-
xen Ebene analytisch und ungleich Null (ANZ, analytic, non-zero) sind. Es gilt
Φ ANZ in 0 < Imλ < pi, (3.5)
q ANZ in − pi < Imλ < 0. (3.6)
Wir definieren nun die Funktionen
f(x) := cothL
(
pix
2γ
)
, (3.7)
b(λ) :=
cothL(piλ2γ )
a(λ− iγ2 )
=
ω2cothL(piλ2γ )Φ(λ)q(λ− 3iγ2 )
Φ(λ− iγ + ipi)q(λ+ iγ2 − ipi)
, (3.8)
b¯(λ) := cothL
(
piλ
2γ
)
a
(
λ+ iγ2
)
, (3.9)
für die
b(λ) ANZ in 0 < Imλ < γ (0 < γ < pi2 ), (3.10)
b¯(λ) ANZ in − γ < Imλ < 0 (3.11)
gilt. Für diese Funktionen existieren in den angegebenen ANZ-Streifen, bzw. im Streifen
0 < Imλ < γ für f(x), die Fourier-Transformierten der zweiten logarithmischen Ableitun-
gen. Wir schreiben die Fourier-Transformierte der zweiten logarithmischen Ableitung einer
Funktion g(x) als F′′k[ln g(x)] und erhalten für die obigen drei Gleichungen
F′′k[ln f ] =
1
2pi
∫ ∞
−∞
dx e−i(x+iε)∂2xf(x+ iε) = −
kL
1 + e−γk , (3.12)
F′′k[ln b] = F′′k[ln f ] + (1− e(γ−pi)k)F′′k[ln Φ] + (e
3γ
2 k − e(pi− γ2 )k)F′′k[ln q], (3.13)
F′′k[ln b¯] = e−2γkF′′k[ln f ] + (e−pik − e−γk)F′′k[ln Φ] + (e(pi−
3
2γk) − e γ2 k)F′′k[ln q]. (3.14)
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Ziel ist jetzt, F′′k[ln q] aus (3.13, 3.14) zu eliminieren und nur durch von b und b¯ abhängige
Größen zu ersetzen. Dazu definieren wir neue Hilfsfunktionen b, b¯ und h(λ) über
b(λ) = b(λ) tanhL
(
piλ
2γ
)
(3.15)
b¯(λ) = b¯(λ) tanhL
(
piλ
2γ
)
(3.16)
h(λ) = Λ(λ)
ωΦ(λ+ iγ2 )q(λ− iγ)
= 1 + a(λ)
q(λ) . (3.17)
Zwischen den Hilfsfunktionen a, a¯ und b, b¯ gelten dann die folgenden Beziehungen:
b(λ) = 1
a(λ− iγ2 )
= a¯(λ− iγ2 ) (3.18)
b¯(λ) = a(λ+ iγ2 ) =
1
a¯(λ+ iγ2 )
. (3.19)
Unter der Annahme, dass Λ(λ) ANZ im Streifen −γ2 < Imλ ≤ γ2 ist, ist auch h(λ) ANZ in
diesem Streifen. Für die Funktionen b und b¯ gelten die folgenen ANZ-Bereiche (die reelle
Achse teilweise eingeschlossen):
1 + b¯(λ) = 1 + a(λ+ iγ2 ) = q(λ+
iγ
2 − ipi)h(λ+ iγ2 ), ANZ in −
γ
2 < Imλ ≤ 0, (3.20)
1 + 1
b(λ) = 1 + a(λ−
iγ
2 ) = q(λ− iγ2 )h(λ+ iγ2 ), ANZ in 0 < Imλ <
γ
2 , (3.21)
1 + b(λ) = tanhL
(
piλ
2γ
)
b(λ)q(λ− iγ2 )h(λ− iγ2 ), ANZ in 0 < Imλ <
γ
2 , (3.22)
1 + 1
b¯(λ)
= cothL
(
piλ
2γ
)
q(λ+ iγ2 − ipi)h(λ+ iγ2 )
b¯(λ)
, ANZ in − γ2 < Imλ ≤ 0. (3.23)
Dabei wurde benutzt, dass q(λ− ipi) = q(λ) für L/2 gerade gilt. Da a(λ) für Reλ → ±∞
eine konstante Asymptotik mit exponentiell abfallenden Korrekturen aufweist, kann man
aus den obigen ANZ-Relationen schließen, dass die Fourier-Transformierten der zweiten
logarithmischen Ableitung der Funktionen 1+1/b, 1+1/b¯, 1+b und 1+ b¯ existieren. Man
erhält damit in den entsprechenden ANZ-Bereichen die folgenden Fourier-Transformierten:
F′′k[ln(1 + b¯)] = e(pi−
γ
2 )kF′′k[ln q] + e−
γ
2 kF′′k[ln h], (3.24)
F′′k[ln(1 +
1
b
)] = e
γ
2kF′′k[ln q] + e
γ
2 kF′′k[ln h], (3.25)
F′′k[ln(1 + b)] = −F′′k[ln f ] + F′′k[ln b] + e
γ
2 kF′′k[ln q] + e
γ
2 kF′′k[ln h], (3.26)
F′′k[ln 1 +
1
b¯
] = e2γkF′′k[ln f ]− F′′k[ln b¯] + e(pi−
γ
2 )kF′′k[ln q] + e−
γ
2 kF′′k[ln h]. (3.27)
Mit diesen Gleichungen ist nun der Grundstein für die weiteren Herleitungen der Integral-
gleichungen für a, a¯, b und b¯ gelegt.
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Die Formulierung in b und b¯
Zur Herleitung der Integralgleichungen in b und b¯ eliminieren wir F′′k[ln h] mit Hilfe von
(3.24) aus (3.26) und lösen nach F′′k[ln q] auf. Es folgt
F′′k[ln q] =
e−
γ
2 k
1− epik
{
F′′k[ln f ]− F′′k[ln b] + F′′k[ln(1 + b)]− eγkF′′k[ln(1 + b¯)]
}
. (3.28)
Wenn man dies in die RHS von (3.13) einsetzt, die Fourier-Transformationen mit den
Verschiebungen durch die Exponentialfunktionen geschickt zusammenfasst und die inverse
Fourier-Transformation unter Beachtung des Faltungssatzes anwendet, erhält man
ln(b(x+ i2 )) =
ipiΦ
pi − γ + L ln
[
tanh
(
pi(x+ i2 )
2γ
)]
+
∫ ∞
−∞
dy F (x− y) ln(1 + b(y + i2 ))
−
∫ ∞
−∞
dy F (x+ i2 − iγ − (y − i2 ) ln(1 + b¯(y − i2 )), (3.29)
ln(b¯(x− i2 )) =−
ipiΦ
pi − γ + L ln
[
tanh
(
pi(x− i2 )
2γ
)]
+
∫ ∞
−∞
dy F (x− y) ln(1 + b¯(y − i2 ))
−
∫ ∞
−∞
dy F (x− i2 + iγ − (y + i2 ) ln(1 + b(y + i2 )). (3.30)
Dabei ist F (x) über
∫ ∞
−∞
dy e−ikyF (y) = 2piF˜ (k) =
sh((pi2 − γ)k)
2ch(γ2k)sh(
1
2(pi − γ)k)
(3.31)
definiert. Für eine detailliertere Darstellung der Rechnung sei auf [39] verwiesen. Im Limes
ε→ 0+ gehen die Gleichungen (3.29) und (3.30) in die dort bestimmten Gleichungen über.
Die Formulierung in a und a¯
Setzt man andererseits (3.24) in (3.25) ein, um F′′k[ln h] zu eliminieren, so ergibt sich
F′′k[ln q] =
e−
γ
2 k
1− e−pik
{
F′′k[ln(1 +
1
b
)]− eγkF′′k[ln(1 + b¯)]
}
. (3.32)
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λ
Re
γi
2−
γi
2
C (+)
C(−)
22
iγ + εi−
γi
2
Im
iε
2−
Abbildung 3.1.: Die Integrationskonturen im kritischen Regime |∆| < 1.
Mit den gleichen Techniken wie im vorhergehenden Abschnitt erhält man hier eine Integ-
ralgleichung in a mit Integrationswegen, die ebenfalls über die relle Achse laufen
ln(a(x− iγ2 + i
ε
2)) = −2iΦ + iLγ − L ln
(
sh(x− i2 )
sh(x+ i2 − iγ)
)
−
∫ ∞
−∞
dy
2piKiγ(x−
iγ
2 +
i
2 − (y − iγ2 + i2 )) ln(1 + a(y − iγ2 + i2 ))
+
∫ ∞
−∞
dy
2piKiγ(x−
iγ
2 + i
ε
2 − (y +
iγ
2 − i2 )) ln(1 + a(y + iγ2 − i2 )). (3.33)
Dabei ist
Kiγ(λ) =
sh(2iγ)
i sh(λ− iγ)sh(λ+ iγ) . (3.34)
Es ist nun zweckmäßig eine Kontur C = C(+) + C(−) mit
C(−) : R→ C, ω(y) = y − iγ2 + i2 ,
C(+) : R→ C, ω(y) = −y + iγ2 − i2 (3.35)
zu definieren. Dann lässt sich (3.33) für alle λ ∈ C(−) umschreiben in
ln(a(λ)) =− 2iΦ + iLγ + L ln
(
sh(λ− iγ2 )
sh(λ+ iγ2 )
)
−
∫
C
dω
2piKiγ(λ− ω) ln(1 + a(ω)). (3.36)
Indem man obige Rechnung ausgehend von (3.32) und (3.14) wiederholt, kann man einfach
zeigen, dass (3.36) für alle λ ∈ C gilt. Daraus folgt, dass (3.36) die Funktion a(λ) mittels
analytischer Fortsetzung im ganzen Streifen −γ2 < Imλ < γ2 bestimmt. Der Limes L→∞
dieser Integralgleichung ist in Anhang A.1 dargestellt.
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3.2. Integraldarstellung der Eigenwerte
In diesem Kapitel werden wir zeigen, wie sich die Eigenwerte der Transfermatrix durch die
oben eingeführten Hilfsfunktionen ausdrücken lassen.
Ausgangspunkt ist Gleichung (2.53), die wir mit a¯ = 1/a schreiben können als
Λ(λ) = 1
ω
Φ(λ− iγ2 )q(λ+ iγ)
q(λ) (1 + a¯(λ)). (3.37)
Wir definieren nun
r(λ) :=
q(λ+ iγ2 − ipi)
q(λ− iγ2 )
, r(λ) ANZ in 0 < Imλ < γ2 , (3.38)
und beachten außerdem, dass b(λ) = a¯(λ− iγ2 ) gilt. Es folgt
ln
Λ(λ− iγ2 )
Φ(λ− iγ) = − lnω + ln(1 + b(λ)) + ln r(λ). (3.39)
Um die Eigenschaften der komplexen Fourier-Transformation ausnutzen zu können, be-
trachten wir jetzt F′′k[ln r(λ)] =
(
e(pi−
γ
2 )k − e γ2 k
)
F′′k[ln q]. Für F′′k[ln q] setzen wir (3.28) ein
und erhalten nach Vereinfachung des enstehenden Ausdruckes und der Anwendung der
inversen Fourier-Transformation
∂2x ln r(x+ iδ) =∫ +∞
−∞
dkeik(x+iδ)
{∫ +∞
−∞
dy
2pi e
−ik(y− iγ2 +iε)e
γk
2 K iγ
2
(y − iγ2 + iε)F′′k[ln(1 +
1
b¯
)]
−
∫ +∞
−∞
dy
2pi e
−ik(y+ iγ2 −iε)e−
γk
2 K iγ
2
(y + iγ2 − iε)F′′k[ln(1 + b)]
}
. (3.40)
Dabei wurde die Verschiebung um iδ eingeführt, um r(x) abseits der reellen Achse zu
behandeln. Nun wird die Fourier-Transformation um ±iε verschoben ausgeführt, um in
den ANZ-Bereichen von ln(1 + b) und ln(1 + b¯) zu bleiben. Nach zweimaliger Integration
über x folgt unter Anwendung des Faltungssatzes
ln r(x+ iδ) =
iL2 (γ − pi) +
∫ +∞
−∞
dy
2piK iγ2
(x+ iδ − (y + iγ2 − iε+ iδ)) ln(1 + a¯(y − iε+ iγ2 + iδ))
−
∫ +∞
−∞
dy
2piK iγ2
(x+ iδ − (y − iγ2 + iε+ iδ)) ln(1 + a¯(y + iε− iγ2 + iδ))
+
∫ +∞
−∞
dy
2piK iγ2
(x+ iδ − (y − iγ2 + iε+ iδ)) ln(a¯(y + iε− iγ2 + iδ))
−
∫ +∞
−∞
dy
2piK iγ2
(x+ iδ − (y + iγ2 − iε+ iδ)) ln(a¯(y − iε+ iγ2 + iδ)). (3.41)
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Die Integrationskonstanten wurden hier aus der Asymptotik von ln r(x + iδ) für große x
bestimmt. Außerdem wurden wieder die Beziehungen zwischen den Hilfsfunktionen a und
b nach (3.19) ausgenutzt.
Wir wollen diese Integrale wie in Kapitel 3.1.1 auf die geschlossene Kontur C zurückfüh-
ren. Dazu müssen zuerst Konturen C˜± definiert werden:
C˜+ : R→ C ω(t) = −t+ iγ2 − i(ε− δ),
C˜− : R→ C ω(t) = t− iγ2 + i(ε+ δ). (3.42)
Wenn nun die Konturen C˜± auf die Konturen C± verschoben werden sollen, ist zu beachten,
dass K iγ
2
(λ− ω) als Funktion von ω Pole bei ω = λ± iγ2 = x+ iδ ± iγ2 aufweist. Unter der
Annahme, dass ε2 < δ < ε gelte, folgt mit
res
(
K iγ
2
(λ− ω)
)∣∣∣∣
ω=λ± iγ2
= ∓i (3.43)
für den eingangs betrachteten Ausdruck (3.39)
ln
Λ(λ− iγ2 )
q(λ− iγ) =− lnω + i
L
2 (γ − pi) + ln a¯(λ−
iγ
2 )
−
∫
C
dω
2piK iγ2
(λ− ω) ln(1 + a¯(ω))
+
∫
C
dω
2piK iγ2
(λ− ω) ln(a¯(ω)). (3.44)
Für den Term ln a¯(λ− iγ2 ) setzen wir die nichtlineare Integralgleichung ein und berechnen
die zusätzlich entstehenden Integrale mit Hilfe des Residuensatzes. Als Endergebnis folgt
ln
Λ(λ− iγ2 )
Φ(λ− iγ) = −iφ+ i
L
2 (γ − pi)−
∫
C
dω
2piK iγ2
(λ− ω) ln(1 + a¯(ω)). (3.45)
Dies gilt wegen der ANZ-Eigenschaften von Λ(λ) für ε2 < Imλ <
γ
2 . Analog lässt sich der
Eigenwert für −γ2 ≤ Imλ ≤ ε2 durch a(λ) ausdrücken,
ln
Λ(λ+ iγ2 )
Φ(λ+ iγ) = iφ+ i
L
2 (pi − γ) +
∫
C
dω
2piK iγ2
(λ− ω) ln(1 + a(ω)). (3.46)
Außerdem gilt analog zu [39] für Imλ < 0
ln
Λ(λ+ iγ2 )
Φ(λ+ iγ) =i
L
2
∫ +∞
−∞
dk
k
sh(12(pi − γ)k) sin(kλ)
ch(γk2 )sh(
pik
2 )
+
∫
C+
dω
2γi
ln[(1 + b(ω))(1 + b¯(ω))]
sh(piγ (λ− ω))
. (3.47)
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3.3. Skalarprodukte und die Dichte-Funktion G
Das übergeordnete Ziel ist immer noch die Herleitung einer Integraldarstellung von Dich-
tematrixelementen der Form (2.72). Zur Bestimmung der Skalarprodukte benötigen wir
zuerst die Skalarproduktformel nach [55]. Auf diese aufbauend können wir dann analog
zu [23] für Ketten endlicher Länge eine Dichte-Funktion einführen, die die Behandlung der
auftauchenden Determinanten maßgeblich vereinfacht.
3.3.1. Slavnov-Formel
Ausgangspunkt für die Herleitung der Dichte-Funktion ist
Lemma 1. [55] Sei {λj}Mj=1 eine Lösung der Bethe-Ansatz-Gleichungen und sei {µk}Mk=1
eine beliebige Menge paarweise verschiedener komplexer Zahlen. Dann gilt
〈0|C(µ1) . . . C(µM )B(λ1) . . . B(λM )|0〉 =[∏M
j=1 d(λj)a(µj)
]∏M
j,k=1 sh(λj − µk + η)∏
1≤j<k≤M sh(λj − λk)sh(µk − µj)
det Nˆ(λj , µk) (3.48)
mit
Nˆ(λj , µk) = t(λj , µk)− t(µk, λj)d(µk)
a(µk)
M∏
`=1
f(µk, λ`)
f(λ`, µk)
, (3.49)
wobei
t(λ, µ) = sh(η)sh(λ− µ)sh(λ− µ+ η) , f(λ, µ) =
1
b(λ, µ) =
sh(λ− µ+ η)
sh(λ− µ) (3.50)
gelten.
Da die Determinantenformel und die Kombination mit der Hilfsfunktion [23] unabhängig
von der Darstellung sind, gilt auch hier
lim
µk→λk
Nˆ(λj , µk) = δjk
a′(λk)
a(λk)
+ sh(2η)sh(λj − λk + η)sh(λj − λk − η) . (3.51)
3.3.2. Die Dichte-Funktion G
Die Menge {µ} der Argumente der linksseitigen Bethe-Vektoren ist im folgenden
{µj}Mj=1 = {ξ+j + iγ2 } ∪ {λ−j }. (3.52)
wenn die Bethe-Wurzeln bzw. Inhomogenitäten die disjunkten Vereinigungen von Partitio-
nen {λ} = {λ+} ∪ {λ−} bzw. {ξ} = {ξ+} ∪ {ξ−} mit Kardinalzahlen |α±|, |ξ±| sind.
Wir führen dann die folgende Notation ein:
λ˜j =
{
λ+j j = 1, . . . , |α+| = n
λ−j−|ξ+| j = |α+|+ 1, . . . ,M
(3.53)
˜˜ξj + iγ2 = ξ
+
j +
iγ
2 , j = 1, . . . , |ξ+| = n. (3.54)
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In voller Analogie zu [23] folgt
Nn
j
k =
 t(λ˜j ,
˜˜ξk)− t( ˜˜ξk, λ˜j)a( ˜˜ξk) k = 1, . . . , n
δjk
a′(λ˜k)
a(λ˜k)
+ sh(2η)sh(λ˜j−λ˜k+η)sh(λ˜j−λ˜k−η) k = n+ 1, . . . , N/2
(3.55)
und somit
Lemma 2. [23] Der Quotient zweier Determinanten detNn und detN0 ist proportional
zur Determinante einer n× n-Matrix
detNn
detN0
=
[
n∏
`=1
1 + a(ξ+` +
iγ
2 )
a′(λ+` )
] [
detG(λ+j , ξ+k +
iγ
2 )
]
j,k=1...n
. (3.56)
Die Funktion G(λ, ξ) ist dabei über die lineare Integralgleichung
G(λ, ξ + iγ2 ) = t(ξ +
iγ
2 , λ) +
∫
C
dω
2pii
sh(2iγ)
sh(λ− ω − iγ)sh(λ− ω + iγ)
G(ω, ξ + iγ2 )
1 + a(ω) (3.57)
auf der Kontur C definiert, und sowohl ξ als auch ξ + iγ2 liegen innerhalb dieser Kontur.
Für Skalarprodukte der Form, wie sie bei den Dichtematrixelementen auftreten, erhalten
wir auf dieser Grundlage
〈{ξ+ + iγ2 } ∪ {λ−}|{λ}〉
〈{λ}|{λ}〉 =
×
|ξ+|∏
j=1
a(ξ+j +
iγ
2 )
a(λ+j )
1 + a(ξ+j +
iγ
2 )
a′(λ+j )
 ∏
1≤j<k≤|ξ+|
sh(λ+k − λ+j )
sh(ξ+k − ξ+j )

×
|λ−|∏
j=1
|ξ+|∏
k=1
b(λ−j , λ+k )
b(λ−j , ξ+k +
iγ
2 )
|λ+|∏
j=1
|ξ+|∏
k=1
sh(λ+j − ξ+k + iγ2 )
sh(λ+j − λ+k + iγ)
 detG(λ+j , ξ+k + iγ2 ). (3.58)
Diese Gleichung ist somit einer der Ausgangspunkte zur Herleitung der Integraldarstellung
der Dichtematrixelemente.
Darstellung von G durch a¯
Mit der Relation
1
1 + a(ω) = 1−
1
1 + a¯(ω) (3.59)
lässt sich unter Anwendung des Residuensatzes G(λ, ξ + iγ2 ) auch durch a¯ ausdrücken. Es
ist
G(λ, ξ + iγ2 ) = −iK iγ
2
(λ− ξ)−
∫
C
dω
2piiKiγ(λ− ω)
G(ω, ξ + iγ2 )
1 + a¯(ω) . (3.60)
Dabei ist zu beachten, dass die Gleichungen (3.57) und (3.60) dieselbe Struktur haben,
wie die in [23] hergeleiteten Ausdrücke. Unterschiede bestehen lediglich in der vorher nicht
29
3. Korrelationsfunktionen auf Ketten endlicher Länge
notwendigen Verschiebung der Inhomogenitäten um + iγ2 . Es dabei wichtig zu beachten,
dass auch die verschobenen Inhomogenitäten noch innerhalb der Kontur liegen. Nur dann
gilt diese Rechnung.
Darstellung von G in b und b¯
Die Funktion G(λ, ξ + iγ2 ) lässt sich auch durch die Hilfsfunktionen b und b¯ darstellen. Zu
diesem Zweck zerlegt man die Kontur C wieder in Teilkonturen, die parallel zur reellen
Achse verlaufen. Diese Konturen werden dann auf die relle Achse verschoben, und mit
Hilfe der Relationen zwischen den Hilfsfunktionen a, a¯, b und b¯ nach (3.19) erhält man mit
ξ˜ = ξ + iγ2 zwei definierende Gleichungen. Zum einen ergibt sich eine Integralgleichung für
g
(+)
ξ (x) := G(x+
iγ
2 , ξ) :
g
(+)
ξ (x) = iK iγ
2
(ξ˜ − x)−
∫ +∞
−∞
dω
2piKiγ(x− ω +
i
2 )g
(+)
ξ (ω − i2 )
+
∫ +∞
−∞
dω
2piKiγ(x− ω +
i
2 )
g
(+)
ξ (ω − i2 )
1 + b¯−1(ω − i2 )
−
∫ +∞
−∞
dω
2piKiγ(x− ω + iγ −
i
2 )
g
(−)
ξ (ω + i2 )
1 + b−1(ω + i2 )
.
(3.61)
Zum anderen folgt eine Integralgleichung für g(−)ξ (x) := −G(x− iγ2 , ξ) :
−g(−)ξ (x) = −iK iγ
2
(ξ˜ − x) +
∫ +∞
−∞
dω
2piKiγ(x− ω +
i
2 )g
(−)
ξ (ω − i2 )
−
∫ +∞
−∞
dω
2piKiγ(x− ω +
i
2 )
g
(−)
ξ (ω − i2 )
1 + b−1(ω − i2 )
+
∫ +∞
−∞
dω
2piKiγ(x− ω − iγ −
i
2 )
g
(+)
ξ (ω + i2 )
1 + b¯−1(ω + i2 )
.
(3.62)
Dabei liegt x im Streifen −iγ < x < 0. Die Vereinfachung der letzten beiden Gleichungen
durch Fourier-Transformation und Ausnutzung des Faltungssatzes wurde in [15] geleistet
(vgl. dort Glgn. (14a),(14b),(21),(22)). Die Verbindung zwischen der Dichtefunktion G und
den Eigenwerten wird in Anhang A.2 kurz diskutiert.
3.4. Integraldarstellung der Dichtematrixelemente
In diesem Kapitel werden wir mit der allgemeinen Linkswirkung von Monodromiematrix-
elementen auf Bethe-Zustände die letzte Vorbereitung zur Formulierung der Integraldar-
stellung der Dichtematrixelemente angeben. Daran anschließend beginnt die Betrachtung
dieser Integraldarstellung.
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3.4.1. Allgemeine Linkswirkung
Um Dichtematrixelemente der Form (2.72)
DL
α1...αm
β1...βm
(ξ1, . . . , ξm) =
〈{λ}|T α1β1 (ξ˜1) . . . T αmβm (ξ˜m)|{λ}〉
〈{λ}|{λ}〉∏mj=1 Λ0(ξ˜j − iγ) (3.63)
zu bestimmen, ist es notwendig zu wissen, wie beliebige Einträge der Monodromiematrix
auf Bethe-Zustände wirken. Dies wurde bereits in [24] und [27] untersucht und wir zitieren
das folgende
Lemma 3. [27] Für die Linkswirkung von Monodromiematrixelementen auf einen allge-
meinen Zustand gilt für paarweise verschiedene λ1, . . . , λM ∈ C:
〈0|
[
M∏
k=1
C(λk)
]
Tα1β1 (λM+1) . . . T
αm
βm
(λM+m) =
M+m∑
`1,...,`m=1
`j 6=`k∀j 6=k
(− sh(η))|`+|[ m∏
j=|α+|+1
a(λ`j )
][ m∏
j=1
a(λ`j )
M∏
k=1
k 6=`j
1
b(λk, λ`j )
]
×
[ m∏
j=1
m∏
k=1
k+M 6=`j
1
sh(λ`j − ξ˜k)
][ ∏
1≤j<k≤m
b(λ`k , λ`j )
]
×
[ |α+|∏
j=1
α˜+j −1∏
k=1
sh(λ`j − ξ˜k − η)
m∏
k=α˜+j +1
sh(λ`j − ξ˜k)
]
×
[ m∏
j=1+|α+|
β˜−j −1∏
k=1
sh(λ`j − ξ˜k + η)
m∏
k=β˜−j +1
sh(λ`j − ξ˜k)
]
〈0|
M+m∏
k=1
k 6=`1,...,`m
C(λk).
(3.64)
Hier wird die Konvention genutzt, dass die λj mit j = 1, . . . ,M die Bethe-Ansatzzahlen
sind und weiterhin die λj mit j = M + 1, . . . ,M +m den Inhomogenitäten ξ˜j entsprechen,
sodass λM+k = ξ˜k gilt. Zudem wurde |`+| = card({λj}Mj=1 ∩ {λ`j}Mj=1) benutzt.
Im obigen Lemma werden die Indexmengen {α±}, {α˜±} sowie {β±}, {β˜±} benutzt. Die-
se werden gemäß [27] definiert: Die αj , die den Wert 1 einnehmen, werden mit α+1 , . . . , α+|α+|
durchnumeriert. Genauso werden die βj mit Wert 2 durch β−1 , . . . , β−|β−| gezählt. Die Er-
haltung des Gesamtspins |α+| + |β−| = m gilt1 und bedingt |β−| = m − |α+|. Weiterhin
1Es muss genauso viele Operatoren C wie B geben, d.h.
∑m
j=1 αj =
∑m
j=1 βj ⇔ |α+|+2|α−| = |β+|+2|β−|
und außerdem |α+| + |α−| = |β+| + |β−| = m und damit |α+| + |β−| = m. |α−| bezeichnet dabei die
Anzahl der Zweien in {αj} und analog dazu |β+| die Anzahl der Einsen in {βj}.
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zählen die α˜+j für j = 1, . . . , |α+| die α+j in absteigender Reihenfolge durch, und die β˜−j
zählen für j = |α+|+ 1, . . . ,m die β−j−|α+| ansteigend durch:
α˜+j =α+|α+|−j+1 , j = 1, . . . , |α+|, (3.65)
β˜−j =β−j−|α+| , j = |α+|+ 1, . . . ,m . (3.66)
Ein Beispiel für die Notation liefert [24].
3.4.2. Integraldarstellung
Wir haben nun alle Grundlagen geschaffen, um für (3.63) eine Vielfachintegraldarstellung
anzugeben. Die eigentliche Rechnung verläuft analog zu [27], da der algebraische Teil iden-
tisch ist. Lediglich die Hilsfunktionen und die zugehörigen Konturen sind anders definiert
(vgl. Kapitel 3.1.1), da die Grundzustandserwartungswerte a(λ) und d(λ) und das zuge-
hörige Vakuum anders gewählt wurden. Außerdem muss die Verschiebung um + iγ2 in den
Inhomogenitäten, die aus den Modifikationen in Kapitel 2.3.1 folgen, beachtet werden.
Ansonsten lassen sich analog zu [27] und [22] die Dichtematrixelemente mit Hilfe der all-
gemeinen Linkswirkung (3.64) der Monodromiematrixelemente ausrechnen. Anschließend
werden die Skalarprodukte mit Hilfe der Slavnov-Formel (3.48) bestimmt. Die entstehen-
den Ausdrücke können dann, wie in [27] ausführlich beschrieben, aufsummiert werden und
wir erhalten das folgende
Theorem 1. [16] Für die Dichtematrixelemente der Spin-12 -XXZ-Heisenbergkette der Län-
ge L bei T = 0 gilt die Integraldarstellung
DL
α1...αm
β1...βm
(ξ1, . . . , ξm) =DLα1...αmβ1...βm (ξ˜1 − iγ2 , . . . , ξ˜m − iγ2 )
=
|α+|∏
j=1
∫
C
dωj
2pii
1
1 + a(ωj)
 m∏
j=|α+|−1
∫
C
dωj
2pii
1
1 + a¯(ωj)

×
|α+|∏
j=1
α˜+j +1∏
k=1
sh(ωj − ξk − 3iγ2 )
m∏
k=α˜+j +1
sh(ωj − ξk − iγ2 )

×
 m∏
j=|α+|+1
β˜−j +1∏
k=1
sh(ωj − ξk + iγ2 )
m∏
k=β˜−j +1
sh(ωj − ξk − iγ2 )

× det[−G(ωj , ξ˜k)]j,k=1,...,n∏
1≤j<k≤m sh(ξk − ξj)sh(ωj − ωk − iγ)
. (3.67)
mit den Hilfsfunktion a und a¯ = 1/a nach (3.36), der Dichtefunktion G(ω, ξ˜) nach (3.57)
und den Inhomogenitäten ξ = ξ˜ − iγ2 innerhalb C.
Wir wollen nun diesen Ausdruck nutzen, um Korrelationsfunktionen zu bestimmen.
32
3.5. Der isotrope Limes
λ
Re
C (+)
C(−)
Im
iε
2−
− 2
− 2 +
εi
2
22
i
i
i
i
Abbildung 3.2.: Die Integrationskontur im isotropen Limes.
3.5. Der isotrope Limes
Um mit Hilfe des Integralausdruckes für die Dichtematrixelemente Korrelationsfunktionen
explizit auszurechnen, betrachten wir (3.67) im XXX-Limes (d.h. ∆ = 1), da wir dort den
Faktorisierungsalgorithmus aus [13] anwenden können.
Lassen wir ∆→ 1 gehen, ist es sinnvoll, alle freien Parameter mit γ zu skalieren und dann
den Limes γ → 0 durchzuführen. Dies hat zur Folge, dass die hyperbolischen Funktionen
verschwinden und stattdessen rationale Ausdrücke auftauchen. Damit dies funktioniert,
müssen die Integrationsvariablen ω bzw. ihre Differentiale durch γω bzw. γdω substituiert
werden. Außerdem ergeben sich die Umdefinitionen
a(γω) → a(ω) , a¯(γω) → a¯(ω) ,
b(γω) → b(ω) , b¯(γω) → b¯(ω) ,
iγG(γλ, γξ) → G(λ, ξ).
(3.68)
Die verschobene Inhomogenität ξ˜ wird durch ξ˜ := ξ + i2 neu definiert. Auch die Kontur C
ändert sich, wie in Abb. 3.2 dargestellt. Zudem gelte im Weiteren ε→ 0+.
3.5.1. Die Hilfsfunktionen, der führende Eigenwert und die G-Funktion
Wir müssen also die Hilfsfunktionen, den führenden Eigenwert und auch die G-Funktion im
XXX-Limes darstellen. Die entsprechenden Rechnungen sind nach obigem Schema einfach
durchzuführen. Wir beschränken uns hier auf die Auflistung der Ergebnisse.
Nichtlineare Integralgleichungen (NLIE) für die Hilfsfunktionen
Für die Hilfsfunktionen folgt :
• NLIE für ln a(λ):
ln a(λ) = −2iφ+ L ln
(
λ− i2
λ+ i2
)
−
∫
C
dω
pi
ln(1 + a(ω))
1 + (λ− ω)2 . (3.69)
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• NLIE für ln a¯(λ):
ln a¯(λ) = 2iφ− L ln
(
λ− i2
λ+ i2
)
+
∫
C
dω
pi
ln(1 + a¯(ω))
1 + (λ− ω)2 . (3.70)
• NLIE für ln b(λ):
ln b(λ) =iφ+ L ln
(
tanh
(
pi
2λ
))
+
∫ +∞
−∞
dy
2piK(λ− y) ln(1 + b(y))
−
∫ +∞
−∞
dy
2piK(λ− y − i) ln(1 + b¯(y)).
(3.71)
• NLIE für ln b¯(λ):
ln b¯(λ) =− iφ+ L ln
(
tanh
(
pi
2λ
))
+
∫ +∞
−∞
dy
2piK(λ− y) ln(1 + b¯(y))
−
∫ +∞
−∞
dy
2piK(λ− y + i) ln(1 + b(y)).
(3.72)
Obige Ergebnisse wurden mit Hilfe der Relationen
lim
γ→0 γKiγ(γ(λ− ω)) =
2
1 + (λ− ω)2 , (3.73)
lim
γ→0 2γF (γy) =
∫ +∞
−∞
dqeiqy e
− |q|2
ch( q2)
= K(y), (3.74)
K(x) := i∂x ln
[
Γ(1− ix2 )Γ(12 + ix2 )
Γ(1 + ix2 )Γ(
1
2 − ix2 )
]
(3.75)
bestimmt. Beachte, dass K(x) gerade die Zwei-Spinon-Streuphase beschreibt, und als solche
auch in späteren Ergebnissen eine zentrale Rolle spielt.
Der Eigenwert der Transfermatrix
Für den Eigenwert gilt im isotropen Limes:
lim
γ→0 Λ(γλ) = γ
LΛ˜(λ) (3.76)
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mit
Λ˜(λ) = ω · (λ+ i2)L
L/2∏
j=1
λ− λj − i
λ− λj
+ 1
ω
(λ− i2)L
L/2∏
j=1
λ− λj + i
λ− λj
 . (3.77)
Wir erhalten dann die folgenden Integraldarstellungen:
• Der Eigenwert in Abhängigkeit von a:
ln
(
Λ˜(λ+ i2)
(λ+ i)L
)
= iφ+ ipi2L+
∫
C
dω
2pii
ln(1 + a(ω))
1
4 + (λ− ω)2
. (3.78)
• Der Eigenwert in Abhängigkeit von a¯:
ln
(
Λ˜(λ− i2)
(λ− i)L
)
= −iφ− ipi2L−
∫
C
dω
2pii
ln(1 + a¯(ω))
1
4 + (λ− ω)2
. (3.79)
• Der Eigenwert in Abhängigkeit von b und b¯:
ln
(
Λ˜(λ+ i2)
(λ+ i)L
)
= iL2
∫ +∞
−∞
dq
q
e−q sin(qλ)ch( q2)
+
∫
C(+)
dω
2i
ln[(1 + b(ω))(1 + b¯(ω))]
sh(pi(λ− ω)) .
(3.80)
Die G-Funktion
Wir benötigen auch die verschiedenen Darstellungen der G-Funktion im isotropen Limes.
Die Anwendung der obigen Manipulation liefert hier:
• Integralgleichung in Abhängigkeit von a:
G(λ, ξ + i2) = −
1
(ξ − λ+ 3i2 )(ξ − λ+ i2)
+
∫
C
dω
pi
1
1 + (λ− ω)2
G(ω, ξ + i2)
1 + a(ω) . (3.81)
• Integralgleichung in Abhängigkeit von a¯:
G(λ, ξ + i2) =
1
(λ− ξ + i2)(λ− ξ − i2)
−
∫
C
dω
pi
1
1 + (λ− ω)2
G(ω, ξ + i2)
1 + a¯(ω) . (3.82)
• Integralgleichung für g(+)ξ (x) in Abhängigkeit von b und b¯:
1
i g
(+)
ξ (x) =−
pi
sh(pi(x− ξ)) +
∫ +∞
−∞
dν
2piK(x− ν)
1
i g
(+)
ξ (ν)
1 + b¯−1(ν)
−
∫ +∞
−∞
dν
2piK(x− ν + i− i0)
1
i g
(−)
ξ (ν)
1 + b−1(ν) .
(3.83)
35
3. Korrelationsfunktionen auf Ketten endlicher Länge
• Integralgleichung für g(−)ξ (x) in Abhängigkeit von b und b¯:
1
i g
(−)
ξ (x) =−
pi
sh(pi(x− ξ)) +
∫ +∞
−∞
dν
2piK(x− ν)
1
i g
(−)
ξ (ν)
1 + b−1(ν)
−
∫ +∞
−∞
dν
2piK(x− ν − i + i0)
1
i g
(+)
ξ (ν)
1 + b¯−1(ν)
.
(3.84)
3.5.2. Integraldarstellung der Dichtematrixelemente im isotropen Limes
Für die Dichtematrixelemente führen wir den isotropen Limes mit Hilfe der Ersetzung
DL
α1...αm
β1...βm
(γξ1, . . . , γξm)→ DLα1...αmβ1...βm (ξ1, . . . , ξm) (3.85)
durch. Aus Theorem 3.4.2 folgt direkt
Korrolar 1.Für die Dichtematrixelemente der Spin-1/2-XXX-Heisenberg-Kette der Länge
L bei T = 0 gilt die Integraldarstellung
DL
α1...αm
β1...βm
(ξ˜1 − i2 , . . . , ξ˜m − i2) =
[ |α+|∏
j=1
∫
C
dωj
2pi(1 + a(ωj))
][ m∏
j=|α+|+1
∫
C
dωj
2pi(1 + a¯(ωj))
]
×
[ |α+|∏
j=1
α˜+j −1∏
k=1
(ωj − ξ˜k − i)
m∏
k=α˜+j +1
(ωj − ξ˜k)
][
m∏
j=|α+|+1
β˜−j −1∏
k=1
(ωj − ξ˜k + i)
m∏
k=β˜−j +1
(ωj − ξ˜k)
]
× det[G(ωj , ξ˜k)]j,k=1,...,n∏
1≤j<k≤m(ξ˜k − ξ˜j)(ωj − ωk − i)
. (3.86)
3.6. Separation der Integrale für kleine Abstände
In diesem Abschnitt werden wir die Integraldarstellung für kleine m mit den Techniken
aus [13] faktorisieren und so für exakte numerische Berechnungen zugänglich machen. Ei-
ne numerische Untersuchung der nicht-faktorisierten Dichtematrixelemente wurde in [15]
durchgeführt.
3.6.1. Die Emptiness Formation Probability
Die Faktorisierung lässt sich gut an der Emptiness Formation Probability (EFP) für m = 2
darstellen. Die EFP ist durch die Indizes α1 = α2 = β1 = β2 = 1 definiert, und so folgt aus
(3.86)
DL
11
11(ξ˜1 − i2 , ξ˜2 − i2)(ξ˜2 − ξ˜1) =∫
C
dω1
2pi(1 + a(ω1))
∫
C
dω2
2pi(1 + a(ω2))
(ω1 − ξ˜1 − i)(ω2 − ξ˜2)
ω1 − ω2 − i︸ ︷︷ ︸
=:r(ω1,ω2)
det
[
G(ωj , ξ˜k)
]
j,k=1,...,n
. (3.87)
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Da der Integrationsbereich des Doppelintegrals symmetrisch in den Integrationsvariablen
ist, können wir r(ω1, ω2) durch [r(ω1, ω2)− r(ω2, ω1)]/2 ersetzen. Dies hat zur Folge, dass
wir
r(ω1, ω2)− r(ω2, ω1) =
(ω1 − ξ˜1 − i)(ω2 − ξ˜2)
ω1 − ω2 − i +
(ω2 − ξ˜1 − i)(ω1 − ξ˜2)
ω1 − ω2 + i =
P (ω1, ω2)
1 + (ω1 − ω2)2 (3.88)
mit der Zerlegung von P (ω1, ω2) durch
P (ω1, ω2)
1 + (ω1 − ω2)2 =
p(ω1)− p(ω2)
1 + (ω1 − ω2)2 −
2
3(ω1 − ω2) (3.89)
und
p(ω) = 23ω
3 − (ξ˜1 + ξ˜2 + i)ω2 + [i(ξ˜1 + ξ˜2 + i/3) + 2ξ˜1ξ˜2]ω (3.90)
in (3.87) einsetzen können. Wir erhalten dann
DL
11
11(ξ˜1 − i2 , ξ˜2 − i2)(ξ˜2 − ξ˜1) =
1
4
∑
P∈S2
∫
C
dω1G(ω1, ξ˜P1)
pi(1 + a(ω1))
∫
C
dω2G(ω2, ξ˜P2)
pi(1 + a(ω2))
[
p(ω1)
1 + (ω2 − ω1)2 −
2
3ω1
]
. (3.91)
Der zweite Term in der eckigen Klammer liegt nun schon in faktorisierter Form vor. Um
auch den ersten Term zu faktorisieren, benutzen wir Gleichung (3.81), die wir umstellen zu
G(λ, ξ˜) + 1
(λ− ξ˜)(λ− ξ˜ − i) =
∫
C
dω
pi(1 + a(ω))
G(ω, ξ˜)
1 + (λ− ω)2 (3.92)
und von rechts nach links gelesen in (3.91) einsetzen. So folgt
DL
11
11(ξ˜1 − i2 , ξ˜2 − i2)(ξ˜2 − ξ˜1) =∑
P∈S2
sign(P )
[ 1
12(3ξ˜P1 − ξ˜P2 + i)Φ1(ξ˜P1) +
1
6Φ2(ξ˜P2)−
1
6Φ1(ξ˜P1)Φ2(ξ˜P2)
1
24(ξ˜P1 − ξ˜P2)(1 + (ξ˜P1 − ξ˜P2)
2)Ψ(ξ˜P1, ξ˜P2)
]
. (3.93)
Dabei wurden die Funktion
Ψ(ξ˜1, ξ˜2) =
∫
C
dω
pi(1 + a(ω))
G(ω, ξ˜1)
(ω − ξ˜2)(ω − ξ˜2 − i)
(3.94)
sowie eine Familie von so genannten Momenten
Φj(ξ˜) =
∫
C
dω
pi
ωj−1G(ω, ξ˜)
1 + a(ω) , j ∈ N (3.95)
eingeführt.
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Eigenschaften von Ψ(ξ˜1, ξ˜2)
Mit Hilfe von (3.81) kann man zeigen, dass Ψ(ξ˜1, ξ˜2) symmetrisch ist. Im Limes L → ∞,
φ→ 0 wird die physikalische Bedeutung von Ψ(ξ˜1, ξ˜2) klar:
lim
L→∞
lim
φ→0
Ψ(ξ˜1, ξ˜2) = 2K(x) |x=ξ˜1−ξ˜2 . (3.96)
Die in (3.75) eingeführte Größe K(x) beschreibt gerade die Zwei-Spinon-Streuphase [20,43].
Wir geben nun noch die Formulierung von Ψ(ξ˜1, ξ˜2) in den verschiedenen Hilfsfunktionen
an. Neben der oben gegeben Definition in a lässt sich Ψ(ξ˜1, ξ˜2) auch durch a¯ ausdrücken:
Ψ(ξ˜1, ξ˜2) =
∫
C
dω
pi(1 + a¯(ω))
G(ω, ξ˜1 − i2)
(ω − ξ˜2)(ω − ξ˜2 + i)
. (3.97)
Unter Ausnutzung der bekannten Relationen zwischen den Hilfsfunktionen lässt sich Ψ(ξ˜1, ξ˜2)
zusätzlich auch in b und b¯ schreiben. Dies ist sinnvoll, da dabei die Integrationskonturen
über die reelle Achse laufen und so numerischen Berechnung zugänglicher sind. Unter Be-
nutzung der Funktionen g(±) folgt mit ξ˜jk = ξ˜j − ξ˜k:
Ψ(ξ˜1, ξ˜2) =2K(ξ˜12) +
∫ +∞
−∞
dν
ch(pi(ξ˜2 − ν))

g
(+)
ξ˜1− i2
(ν)
1 + b¯−1(ν)
+
g
(−)
ξ˜1− i2
(ν)
1 + b−1(ν)
 . (3.98)
Um nachfolgende Ergebnisse strukturell zu vereinfachen, führen wir zusätzlich noch eine
Funktion γ(ξ˜1, ξ˜2) ein, die über
γ(ξ˜1, ξ˜2) = [1 + (ξ˜1 − ξ˜2)2]Ψ(ξ˜1, ξ˜2)− 1 (3.99)
definiert ist. Außerdem sei
lim
φ→0
γ(ξ˜1, ξ˜2) =: γ0(ξ˜1, ξ˜2). (3.100)
Eigenschaften der Momente Φj(ξ˜)
Betrachten wir nun die Momente im Limes L → ∞, φ → 0, so finden wir Polynome in ξ˜
der Ordnung j − 1,
lim
L→∞
lim
φ→0
Φj(ξ˜) = φ(0)j (ξ˜) = (−i∂k)j−1
2eikξ˜
1 + ek
∣∣∣∣∣
k=0
, (3.101)
und insbesondere Φ(0)j (ξ˜) = 1.
Diese Polynome erfüllen die Differenzengleichung
Φ(0)j (ξ˜) + Φ
(0)
j (ξ˜ − i) = 2ξ˜j−1, (3.102)
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sodass wir normierte Momente
ϕj(ξ˜) = Φj(ξ˜)− Φ(0)j (ξ˜) (3.103)
definieren können, die für L→∞, φ→ 0 verschwinden. Im Weiteren ist zu beachten, dass
insbesondere
lim
φ→0
ϕ1(ξ˜) = 0 (3.104)
gilt. Außerdem definieren wir für den späteren Gebrauch noch eine Determinante ∆n über
∆n(ξ˜1, . . . , ξ˜n) =
det[ϕj(ξ˜k)]j,k=1,...,n∏
1≤j<k≤n ξ˜kj
. (3.105)
Wir können auch die Momente durch die anderen Hilfsfunktionen ausdrücken. Dann erhal-
ten wir in Abhängigkeit von a¯
ϕj(ξ˜) = −
[∫
C
dω ωj−1G(ω, ξ˜ − i2)
pi(1 + a¯(ω)) − Φ
(0)
j (ξ˜ − i)
]
. (3.106)
Die Formulierung durch die Hilfsfunktionen b und b¯ erfolgt hier wieder in g(±):
ϕ1(ξ˜) =
∫ +∞
−∞
dν
2pi

g
(+)
ξ˜1− i2
(ν)
1 + b¯−1(ν)
−
g
(−)
ξ˜1− i2
(ν)
1 + b−1(ν)
 , (3.107)
ϕ2(ξ˜) =
∫ +∞
−∞
dν
2pi

(ν + i2)g
(+)
ξ˜1− i2
(ν)
1 + b¯−1(ν)
+
(ν − i2)g
(−)
ξ˜1− i2
(ν)
1 + b−1(ν)
 . (3.108)
Ergebnisse für die EFP und die Zweipunktfunktionen bei m = 2
Benutzen wir die eingeführte Notation und formulieren die EFP für m = 2 in den Funk-
tionen ∆ und γ, so erhalten wir
DL
11
11(ξ˜1 − i2 , ξ˜2 − i2) =
1
4 −
1
12γ(ξ˜1, ξ˜2) +
1
4(∆1(ξ˜1) + ∆2(ξ˜2)) +
1
6∆2(ξ˜1, ξ˜2). (3.109)
Aus (3.104) folgt sofort, dass
lim
φ→0
∆j(ξ˜) = 0 , für alle j ∈ N, (3.110)
womit für verschwindenden Twist-Winkel φ→ 0
DL
11
11(ξ˜1 − i2 , ξ˜2 − i2) =
1
4 −
1
12γ(ξ˜1, ξ˜2) (3.111)
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folgt.
Die Berechnung der Zwei-Punkt-Funktion 〈σz1σz2〉 erfolgt nun über
〈σz1σz2〉L,φ = DL1111(ξ˜1 − i2 , ξ˜2 − i2) +DL2222(ξ˜1 − i2 , ξ˜2 − i2)
−DL1212(ξ˜1 − i2 , ξ˜2 − i2)−DL2121(ξ˜1 − i2 , ξ˜2 − i2). (3.112)
Unter Ausnutzung der Relationen
DL
22
22(ξ˜1 − i2 , ξ˜2 − i2) =DL1111(ξ˜1 − i2 , ξ˜2 − i2)−DL11(ξ˜1 − i2)−DL11(ξ˜2 − i2) + 1 , (3.113)
DL
11
11(ξ˜1 − i2 , ξ˜2 − i2) =DL11(ξ˜1 − i2)−DL1111(ξ˜1 − i2 , ξ˜2 − i2) , (3.114)
DL
11
11(ξ˜1 − i2 , ξ˜2 − i2) =DL11(ξ˜2 − i2)−DL1111(ξ˜1 − i2 , ξ˜2 − i2) (3.115)
folgt
〈σz1σz2〉L,φ = 4DL1111(ξ˜1 − i2 , ξ˜2 − i2)− 2DL11(ξ˜1 − i2)− 2DL11(ξ˜2 − i2) + 1. (3.116)
Dies geht im homogenen Limes (ξ → 0 bzw. ξ˜ → iγ2 ) über in den faktorisierten Ausdruck
〈σz1σz2〉L,φ =
2
3∆2(
i
2 ,
i
2)−
1
3γ(
i
2 ,
i
2). (3.117)
Ergebnisse für die EFP und die Zweipunktfunktionen bei m = 3
Mit den gleichen Techniken wie oben und weiterhin analog zu [13] lassen sich auch für
m = 3 die EFP und die zz-Korrelationsfunktion bestimmen. Wir erhalten für die EFP
ausgedrückt durch ∆n und γ
DL
111
111(ξ˜1 − i2 , ξ˜2 − i2 , ξ˜3 − i2) =
1
24 +
1 + 5ξ˜12ξ˜13
40ξ˜12ξ˜13
∆1(ξ˜1) +
1 + 2ξ˜13ξ˜23
24ξ˜13ξ˜23
+ 160∆3(ξ˜1, ξ˜2, ξ˜3) +
3 + 2ξ˜212 + 5ξ˜13ξ˜23
120ξ˜13ξ˜23
γ(ξ˜1, ξ˜2)∆1(ξ˜3)
+ 1− ξ˜13ξ˜23
24ξ˜13ξ˜23
γ(ξ˜12, ξ˜12) + zykl. Permutationen . (3.118)
Für φ→ 0 geht dies in
DL
111
111(ξ˜1 − i2 , ξ˜2 − i2 , ξ˜3 − i2) =
1
24 +
1− ξ˜13ξ˜23
24ξ˜13ξ˜23
γ0(ξ˜1, ξ˜2) + zykl. Permutationen (3.119)
über. Auch für m = 3 lässt sich die Zweipunktfunktion 〈σz1σzm〉 durch die Funktionen ∆n
und γ ausdrücken [13]. Man erhält die faktorisierte Form
〈σz1σz3〉L,φ =
2
3∆2(
i
2 ,
i
2)−
1
3γ(
i
2 ,
i
2)−
1
6(∆2)xx(
i
2 ,
i
2) +
1
3(∆2)xy(
i
2 ,
i
2)
− 16γxx(
i
2 ,
i
2) +
1
3γxy(0, 0). (3.120)
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Die Indizes x und y bezeichnen hier Ableitungen nach dem ersten bzw. zweiten Argument.
Für φ→ 0 erhalten wir im homogenen Limes den faktorisierten Ausdruck
〈σz1σz3〉L = −
1
3γ(
i
2 ,
i
2)−
1
6γxx(
i
2 ,
i
2) +
1
3γxy(
i
2 ,
i
2). (3.121)
Der thermodynamische Limes
Der thermodynamische Limes L → ∞ lässt sich in obigen Ausdrücken für φ = 0 einfach
durchführen. Die einzige von L abhängende Funktion ist γ0. Diese zeigt im Limes das
folgende Verhalten:
lim
L→∞
γ0(ξ˜1, ξ˜2) = 2[1 + ξ˜212]K(ξ˜12)− 1. (3.122)
3.7. Numerische Ergebnisse
In diesem Kapitel werden wir zeigen, wie sich die Zweipunkt-Korrelationen im XXX-Limes
für φ = 0 numerisch bestimmen lassen und die Ergebnisse diskutieren.
3.7.1. Der Algorithmus
Ziel ist die numerische Berechnung von (3.117) und (3.121). Um dies zu erreichen, be-
trachten wir die NLIE für die Hilfsfunktionen b und b¯. In dieser Formulierung laufen die
Integrationswege über die reelle Achse. Die NLIE werden dann im Fourier-Raum numerisch
gelöst. Dies wird zusätzlich vereinfacht, da die auftauchenden Integrale vom Faltungstyp
sind. Wenn die Lösungen für die Hilfsfunktionen vorliegen, kann die FunktionG(λ, ξ˜), eben-
falls durch b und b¯ ausgedrückt und mit Integrationswegen auf der rellen Achse, berechnet
werden. Auf dieser Grundlage kann die Funktion γ gemeinsam mit ihren Ableitungen be-
rechnet werden. Sobald γ, γxx und γxy bekannt sind, sind die Erwartungswerte 〈σz1σz2〉L und
〈σz1σz3〉L direkt für beliebige L berechenbar2. Die benutzten Gleichungen sind in Anhang B
explizit aufgeführt.
3.7.2. Ergebnisse
In Tabelle 3.1 sind die Zahlenwerte für verschiedene Kettenlängen der zz-Korrelationsfunk-
tionen aufgeführt. Die Abbildungen 3.3 und 3.4 stellen die Zahlenwerte aus Tabelle 3.1
graphisch dar.
2An dieser Stelle ein besonderer Dank an Herrn Dr. Jens Damerau, der seine vorhandenen Programme
zur Lösung nichtlinearer Integralgleichungen auf das vorliegende Problem umschrieb und so die schnelle
Implementierung ermöglichte.
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L 〈σz1σz2〉 〈σz1σz3〉
2 −1.00000000000000 —
4 −0.66666666666667 0.33333333333333
8 −0.60851556815620 0.26103720534839
16 −0.59519136338473 0.24696584167998
32 −0.59193864328956 0.24374937989865
64 −0.59113127886152 0.24297329183505
128 −0.59092994011745 0.24278223127753
256 −0.59087965782193 0.24273481483257
512 −0.59086709385781 0.24272300601642
1024 −0.59086395383499 0.24272006021644
∞ −0.59086290741326 0.24271907982574
Tabelle 3.1.: zz-Korrelationsfunktionen als Funktion der Systemgröße.
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Abbildung 3.3.: 〈σz1σzm+1〉 für m = 1.
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Abbildung 3.4.: 〈σz1σzm+1〉 für m = 2.
Diskussion der Ergebnisse
Für L = 2, 4, 8 ist es möglich exakte Ergebnisse auszurechnen. Diese Ergebnisse kön-
nen genutzt werden, um die Genauigkeit der numerischen Berechnung zu testen. Es ist
zu beachten, dass diese mit einer Genauigkeit von 13 Stellen reproduziert werden konn-
ten (Tabelle 3.1). Die hier benutzte Methode erlaubt somit erstmals die Berechnung der
Korrelationsfunktionen mit sehr hoher Genauigkeit. Bei der Betrachtung der Abbildungen
3.3 und 3.4 wird das antiferromagnetische Verhalten des betrachteten Modells sichtbar. Es
sorgt dafür, dass die Nächste-Nachbar-Korrelation negativ ist, während die Übernächste-
Nachbar-Korrelation positiv ist. Der monotone Abfall des Betrages der Korrelationen lässt
sich durch den in der Festkörper-Physik ’quantum frustration’ genannten Effekt erklären.
Zur Veranschaulichung betrachten wir zwei XXX-Ketten der Längen 2 und 4. Die unnor-
mierten Grundzustände lassen sich dann schreiben als
|gs〉2 = |↓↑〉 − |↑↓〉︸ ︷︷ ︸
Ne´el
, (3.123)
|gs〉4 = 2|↑↓↑↓〉+ 2|↓↑↓↑〉︸ ︷︷ ︸
Ne´el
− |↓↓↑↑〉 − |↑↓↓↑〉 − |↑↑↓↓〉 − |↑↓↓↑〉︸ ︷︷ ︸
quantum frustration
. (3.124)
Zustände mit abwechselnden Spins auf benachbarten Plätzen werden Ne´el-Zustände ge-
nannt und bilden ein Analogon zum klassischen Antiferromagneten, der eine ungestörte
antiferromagnetische Ordnung der Form 〈σz1σzn+1〉 = (−1)n zeigt. Für die XXX-Kette wird
diese Ordnung nur für L = 2 erreicht: Hier zeigt die Nächste-Nachbar-Korrelationsfunktion
43
3. Korrelationsfunktionen auf Ketten endlicher Länge
(3.123) das gleiche Verhalten, wie im klassischen Fall. Für L = 4 zeigt sich in (3.124), dass es
eine bestimmte Wahrscheinlichkeit für zwei parallele Spins auf benachbarten Plätzen gibt.
Dies vermindert die Korrelation. Für anwachsende Kettenlängen wird die Ne´el-Ordnung
mehr und mehr frustriert, womit sich das monotone Verhalten der dargestellten Korrela-
tionen erklärt.
Thermodynamischer Limes
Aus den Gleichungen für b und b¯ (vgl. (3.71) und (3.72)) ist ersichtlich, dass b(x) und b¯(x)
für L → ∞ verschwinden. Damit werden die Integrale in den Gleichungen für γ, γxx und
γxy zu Null, und wir erhalten (vgl. explizite Gleichungen im Anhang B)
lim
L→∞
〈σz1σz2〉 =
1
3 −
4
3 ln 2 , limL→∞〈σ
z
1σ
z
3〉 =
1
3 −
16
3 ln 2 + 3ζ(3). (3.125)
Die erste Gleichung folgt sofort aus dem klassischen Resultat von Hulthe´en nach [29],
während die zweite Gleichung dem bekannten Resultat von Takahashi [60] entspricht.
Die Korrelationsfunktionen für endliche Kettenlängen wurden also hier als Korrekturen
der asymptotischen Werte mit hoher Genauigkeit berechnet.
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In diesem Kapitel werden wir Integraldarstellungen für die Dichtematrixelemente derXXZ-
Heisenberg-Kette bei endlicher Temperatur im Limes ∆→ 0, dem Limes freier Fermionen,
auch XX-Limes genannt, betrachten.
Wir werden zuerst kurz zeigen, wie dieser Limes mit der Beschreibung freier Fermionen
verbunden ist. Anschließend werden wir Integraldarstellungen der Dichtematrixelemente
im XX-Limes für verschiedene Fälle untersuchen.
Freie Fermionen
Wir schreiben den Hamilton-Operator der XXZ-Kette bei ∆ = 0 in den Auf- und Abstei-
geoperatoren S± = Sx ± iSy und erhalten
HXX = 2J
L−1∑
j=1
(S+j S−j+1 + S−j S+j+1) + 2J(S+LS
−
1 + S−LS
+
1 )− h
L∑
j=1
Szj . (4.1)
Nach Anwendung der Jordan-Wigner-Transformation
S+j = cj
j−1∏
k=1
(1− 2c†kck)
 , S−j = c†j
j−1∏
k=1
(1− 2c†kck)
 , (4.2)
cj =S+j
j−1∏
k=1
(2S+k S
−
k − 1)
 , c†j = S−j
j−1∏
k=1
(2S+k S
−
k − 1)
 , (4.3)
σzj = 2Szj = [S+j , S−j ] = 1− 2c†jcj (4.4)
folgt daraus
HXX = 2J
L−1∑
j=1
(c†j+1cj + c
†
jcj+1)− 2J(c†1cL + c†Lc1)
L∏
j=1
(1− 2c†jcj)−
h
2
L∑
j=1
(1− 2c†jcj). (4.5)
Dabei gehorchen die Fermi-Operatoren den kanonischen Anti-Vertauschungsrelationen.
Betrachten wir andererseits freie Elektronen in tight-binding-Näherung auf einer peri-
odisch geschlossen Kette der Länge L in zweiter Quantisierung, so lautet der entsprechende
Hamilton-Operator
HFF = 2J
L∑
j=1
(c†j+1cj + c
†
jcj+1)−
h
2
L∑
j=1
(1− 2c†jcj). (4.6)
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Um die Gleichheit von HXX und HFF im thermodynamischen Limes zu zeigen, betrachten
wir beide Operatoren in diagonalisierter Form. HFF wird mit der Ein-Teilchen-Dispersion
εn = h+4J cos(nϕ) und n = 0, . . . , L−1, ϕ = 2pi/L über eine diskrete Fourier-Transformati-
on diagonalisiert. Es folgt
HFF,diag =
L−1∑
n=0
(c˜†nc˜n)εn −
hL
2 (4.7)
mit
c†j =
1√
L
L−1∑
n=0
e−iϕjnc˜†n , c˜
†
j =
1√
L
L∑
n=1
e+iϕjnc†n. (4.8)
Da die z-KomponenteM des Gesamtspins eine Erhaltungsgröße ist, kann in (4.5) der Term∏L
j=1(1− 2c†jcj) durch (−1)M ersetzt werden. Damit ergibt die Diagonalisierung von HXX
einen zu (4.7) äquivalenten Ausdruck mit der Dispersion
εn =
{
h+ 4J cos((n+ 12)ϕ) , M gerade
h+ 4J cos(nϕ) , M ungerade , n = 0, . . . , L− 1. (4.9)
Da im thermodynamischen Limes L → ∞ die Argumente in den Kosinus-Termen kon-
tinuierlich werden, beschreiben HFF und HXX gleicherweise die Thermodynamik freier
Fermionen.
4.1. Dichtematrix im homogenen Fall
Wir betrachten hier die Integraldarstellung für die Dichtematrixelemente im XX-Limes im
homogenen Fall (alle Inhomogenitäten ξj sind Null). Danach geben wir eine Darstellung
im inhomogenen Fall an und betrachten abschließend einige Grenzfälle.
Ausgangspunkt ist die Integraldarstellung der Dichtematrixelememente gemäß [22]. Im
XX-Limes gilt:
∆ = ch(η) = 0⇒ η = ipi2 ⇒ sh(λ± η) = ±i ch(η). (4.10)
Im homogenen Fall lässt sich die Darstellung der Dichtematrixelemente imXX-Limes durch
Anwendung von (4.10) schreiben als
DN
XX
hom =(−i)
m(m−1)
2
 m∏
j=1
∫
C
dωj
2pii
|α+|∏
j=1
(−i ch(ωj))α˜
+
j −1(sh(ωj))m−α˜
+
j
1 + a(ωj)

×
 m∏
j=|α+|+1
(−i ch(ωj))β˜
−
j −1(sh(ωj))m−β˜
−
j
1 + a¯(ωj)
 ∏1≤j<k≤m sh(ωk − ωj)∏m
j=1 shm(ωj)chm(ωj)
. (4.11)
Die Notation in den α˜j und β˜j ist in Kapitel 3.4.1 erklärt.
Die Kontur C besteht aus zwei Teilkonturen C± die parallel zur reellen Achse durch
Imλ = ±pi4 verlaufen. Die Stücke der Integrationspfade, die parallel zur imaginären Achse
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Abbildung 4.1.: Die Integrationskonturen C± verlaufen entlang der Linien Imλ = ±pi/4.
verlaufen, werden nach ±∞ verschoben, wo sie durch verschwindende Asymptotik des
Integranden nicht mehr beitragen.
Wir werden nun in (4.11) eine Transformation auf die erste Brillouin-Zone gemäß [25]
vornehmen. Dazu werden die beiden Teilkonturen wie folgt parametrisiert:
C(+) : [pi/2, pi] ∪ [−pi,−pi/2] → C , ω = 12arth(sin(p)) +
ipi
4 ,
C(−) : [−pi/2, pi/2] → C , ω = 12arth(sin(p))−
ipi
4 . (4.12)
Damit folgt
sh(2ω) = 1i cos(p) , coth(2ω) = sin(p) , −
dω
sh(2ω) =
i
2dp, (4.13)
und für die Hilfsfunktion gilt
a(λ) = e−
h
T
(
1 + sin( 4JNT ) cos(p)
1− sin( 4JNT ) cos(p)
)N/2
⇒ lim
N→∞
a(λ) = exp
{
− 1
T
(h− 4J cos(p))
}
. (4.14)
Dies entspricht gerade dem Boltzmann-Gewicht eines freien Fermions im eindimensionalen
Gitter mit chemischem Potential h. Um diese Transformation nun auf (4.11) anzuwenden,
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schreiben wir diesen Ausdruck etwas um,
DN
XX
hom =(−i)
m(m−1)
2
 m∏
j=1
∫
C
dωj
2pii
|α+|∏
j=1
(−i)α˜+j −12[sh(2ωj)]α˜
+
j
[ch(2ωj) + 1][ch(2ωj)− 1]α˜
+
j (1 + a(ωj))

×
 m∏
j=|α+|+1
(i)β˜
−
j −12[sh(2ωj)]β˜
−
j
[ch(2ωj) + 1][ch(2ωj)− 1]β˜
−
j (1 + a¯(ωj))

×
 ∏
1≤j<k≤m
(ch(2ωk)− 1
sh(2ωk)
− ch(2ωj)− 1sh(2ωj)
) , (4.15)
führen die Transformation (4.12) unter Anwendung der Relationen (4.13) durch und erhal-
ten
DN
XX
hom =(−1)
m(m−1)
2
 m∏
j=1
∫ pi
−pi
dpj
2pi
 ∏
1≤j<k≤m
(
eipk − eipj)

×
|α+|∏
j=1
e−i(α˜
+
j −1)pj
1 + a(pj)
 m∏
j=|α+|+1
(−1)β˜−j −1 e
−i(β˜−j −1)pj
1 + a¯(pj)
 . (4.16)
Wir schreiben nun das Vandermonde-artige Produkt ∏1≤j<k≤m (eipk − eipj) als Summe
über Permutationen und vereinfachen den Ausdruck. Es folgt
DN
XX
hom =(−1)
m(m−1)
2
 m∏
j=|α+|−1
(−1)β˜−j −1
 ∑
v∈Sm
sgn(v)
×
|α+|∏
j=1
∫ pi
−pi
dp
2pi
e−(α˜
+
j −v(j))p
1 + a(p)
 m∏
j=|α+|+1
∫ pi
−pi
dp
2pi
e−(β˜
+
j −v(j))p
1 + a¯(p)
 . (4.17)
Die Summen über Permutationen schreiben wir jetzt wieder als Determinanten und erhal-
ten
Theorem 2.Die homogene Form der Integraldarstellung der Dichtematrixelemente im
XX-Limes lautet
DN
XX
hom =
|α+|∏
j=1
(−1)β+j +j
det [Bjk(p)]j,k=1,...,m (4.18)
mit
Bjk(p) =

∫ pi
−pi
dp
2pi
exp{−i(α+j −k)p}
1+a(p) für j = 1, . . . , |α+|∫ pi
−pi
dp
2pi
exp{−i(β−
j−|α+|−k)p}
1+a¯(p) für j = |α+|+ 1, . . . ,m.
(4.19)
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4.2. Dichtematrix im inhomogenen Fall
Auch im inhomogenen Fall ist die Integraldarstellung aus [22] der Ausgangspunkt. Führen
wir dort den XX-Limes durch, ohne die Inhomogenitäten gegen Null gehen zu lassen,
erhalten wir
DXXN =(−i)
m(m−1)
2
 m∏
j=1
∫
C
dω
2pii

|α
+|∏
j=1
∏α˜+j −1
k=1 −i ch(ωj − ξk)
∏m
k=α˜+j +1
sh(ωj − ξk)
1 + a(ωj)

×
 m∏
j=|α+|+1
∏β˜−j −1
k=1 i ch(ωj − ξk)
∏m
k=β˜−j +1
sh(ωj − ξk)
1 + a¯(ωj)

×
[∏
1≤j<k≤m sh(ωk − ωj)sh(ξj − ξk)∏m
j,k=1 sh(ωj − ξk)ch(ωj − ξk)
]
. (4.20)
Diesen Ausdruck transformieren wir mit (4.12) unter Benutzung von (4.13) auf die erste
Brillouin-Zone
DXXN =(−1)
m(m−1)
2
 m∏
j=1
∫ pi
−pi
dpj
2pii
|α+|∏
j=1
1
1 + a(pj)
 m∏
j=|α+|+1
1
1 + a¯(pj)

×
|α
+|∏
j=1
(−i)α˜+j −1
1
cos(q
α˜+
j
) − tan(qα˜+j ) sin(pj)

 m∏
j=|α+|+1
(i)β˜
−
j −1
1
cos(q
β˜−
j
) − tan(qβ˜−j ) sin(pj)

×
|α+|∏
j=1
( α˜+j −1∏
k=1
1
(−i)eipj − tan(qk)
)( m∏
k=α˜+j +1
1
1− (−i)eipj tan(qk)
)
×
 m∏
j=|α+|−1
( β˜−j −1∏
k=1
1
(−i)eipj − tan(qk)
)( m∏
k=β˜−j +1
1
1− (−i)eipj tan(qk)
)
×
 ∏
1≤j<k≤m
(
eipk − eipj)( tan(qk/2)− tan(qj/2)) cos(qk + qj) + 1sin(qk)− sin(qj)
 . (4.21)
Dabei sind die qj die ebenfalls gemäß (4.12) transformierten Inhomogenitäten. Dieser Aus-
druck lässt sich wieder mit Hilfe der Vandermonde-Determinante etwas kompakter schrei-
ben. Wir erhalten als Ergebnis das
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Theorem 3.Die Dichtematrixelemente der XX-Kette lauten im inhomogenen Fall
DXXN = (−1)
m(m−1)
2
 m∏
j=1
∫ pi
−pi
dpj
2pi
 ∏
1≤j<k≤m
cos( qk−qj2 )
cos(qk/2) cos(qj/2)
 det [P (pj)]j,k=1,...,n
×
|α+|∏
j=1
cos(qα˜+j )
1− sin(qα˜+j ) sin(pj)
( α˜+j −1∏
k=1
1
1− ie−ipj tan(qk)
)( m∏
k=α˜+j +1
1
1 + ieipj tan(qk)
)
×
 m∏
j=|α+|+1
(−1)β˜−j −1 cos(qβ˜−j )
1− sin(qβ˜−j ) sin(pj)
( β˜−j −1∏
k=1
1
1− ie−ipj tan(qk)
)( m∏
k=β˜−j +1
1
1 + ieipj tan(qk)
)
(4.22)
mit
[P (pj)]jk =

e−i(α˜
+
j
−k)pj
1+a(pj) j = 1, . . . , |α+|
e−i(β˜
−
j
−k)pj
1+a¯(pj) j = |α+|+ 1, . . . ,m
. (4.23)
4.3. Spezialfälle
Wir werden die obigen Ergebnisse für die Dichtematrixelemente der XX-Kette noch in
einigen Spezialfällen betrachten.
4.3.1. Die inhomogene Emptiness Formation Probability
Zuerst betrachten wir die Emptiness Formation Probability im inhomogenen Fall. Es sind
zwei Typen zu unterscheiden:
1. m benachbarte Spins zeigen nach unten. Φ− : αj = βj = 2 ∀j ⇒ β˜j = j
2. m benachbarte Spins zeigen nach oben. Φ+ : αj = βj = 1 ∀j ⇒ α˜j = m− j+ 1 ⇒
αj = j
Beide Typen unterscheiden sich lediglich im Vorzeichen und in der verwendeten Hilfsfunk-
tion. Wir geben daher hier nur Φ− an:
Φ− =
 m∏
j=1
∫ pi
−pi
dpj
2pi
 ∏
1≤j<k≤m
cos( qk−qj2 )
cos(qk/2) cos(qj/2)
 det [e−i(j−k)pj1 + a¯(pj)
]
×
 m∏
j=1
cos(qj)
1− sin(qj) sin(pj)
( j−1∏
k=1
1
1− ie−ipj tan(qk)
)( m∏
k=j+1
1
1 + ieipj tan(qk)
) .
(4.24)
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4.3.2. Tieftemperaturlimes
Wir betrachten den Limes T → 0 im homogenen Ausdruck des Trotter-Limes. Dort gilt
a(p) = exp
[4J cos(p)− h
T
]
. (4.25)
Wir müssen nun Fallunterscheidungen treffen, da 1 + a für T → 0 je nach Vorzeichen im
Exponenten der e-Funktion gegen Null oder Eins geht.
1. h > 0 , |h| ≤ 4J : Hier ist
lim
T→0+
a(p) = 0 , lim
T→0+
a¯(p) =∞. (4.26)
Es folgt so
DN
XX
hom =
|α+|∏
j=1
(−1)β+j −j

∫ pi
−pi
dp
2pi e
−i(α+j −k)p = δα+j k für j = 1, . . . , |α
+|
0 für j = |α+|+ 1, . . . ,m
.
(4.27)
2. h < 0 , |h| ≤ 4J : Hier folgt analog
DN
XX
hom =
|α+|∏
j=1
(−1)β+j −j
 0 für j = 0, . . . , |α
+|∫ pi
−pi
dp
2pi e
−i(β−j −k)p = δβ−j k für j = |α
+|+ 1, . . . ,m .
(4.28)
3. h < 4J : Hier gibt es einen Vorzeichenwechsel in der Hilfsfunktion in Abhängigkeit
von p. Wir definieren p0 := arccos( h4J ). Damit folgt
|p| > |p0| : h− 4J cos(p) > 0 , 4J cos(p)− h < 0
|p| < |p0| : h− 4J cos(p) < 0 , 4J cos(p)− h > 0, (4.29)
und wir erhalten als Ergebnis
DN
XX
hom =
|α+|∏
j=1
(−1)β+j −j


sin((α+j −k)p0)
(k−α+j )pi
− δα+j k für j = 1, . . . , |α
+|
sin((β−j −k)p0)
(β−j −k)pi
für j = |α+|+ 1, . . . ,m
.
(4.30)
4.4. Verbindung zu Korrelationsfunktionen
In diesem Abschnitt werden wir kurz zeigen, wie die Integraldarstellungen der Dichtema-
trixelemente benutzt werden können, um Korrelationsfunktionen explizit auszurechnen.
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Abbildung 4.2.: 〈σ−1 σ+m+1〉 für m = 1.
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Abbildung 4.3.: 〈σ−1 σ+m+1〉 für m = 2.
Dazu betrachten wir das einfache Beispiel 〈σ−1 σ+2 〉. Im homogenen Fall gilt für endliche
Trotter-Zahl
〈σ−1 σ+2 〉N =
〈Ψ0|B(0)C(0)|Ψ0〉
Λ20〈Ψ0|Ψ0〉
= DN 1221. (4.31)
Die Anwendung von Theorem 4.1 liefert dann im Trotterlimes N →∞
〈σ−1 σ+2 〉 =
∫ pi
−pi
dp1
2pi
∫ pi
−pi
dp2
2pi
eip1 − eip2
(1 + a(p1))(1 + a¯(p2))
. (4.32)
Der Trotter-Limes ist hier lediglich in der Hilfsfunktion zu berücksichtigen, für die das
Ergebnis (4.25) eingesetzt wird. Gleichung (4.32) lässt sich nun numerisch lösen; dieses
Ergebnis sowie das numerische Ergebnis für m = 2 sind in den Abbildungen 4.2 und 4.3
dargestellt. Es ist deutlich sichtbar, dass die Korrelationen für größere Abstände schwächer
werden und mit ansteigender Temperatur weiter abnehmen.
In Kapitel 7 werden wir dieses exakte Ergebnis mit der asymptotischen Entwicklung
vergleichen.
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5. Bethe-Ansatz
In diesem Teil der Arbeit beschäftigen wir uns mit der Asymptotik der Korrelationsfunk-
tionen im XX-Limes. Dazu benutzen wir die so genannte Formfaktorentwicklung, die wir
für 〈σzσz〉- und 〈σ−σ+〉-Korrelationsfunktionen durchführen werden.
Als Vorarbeit müssen wir uns zuerst detailliert mit dem Bethe-Ansatz im XX-Limes
beschäftigen und die Lage der Bethe-Ansatz-Zahlen sowie die Eigenschaften der Eigenwerte
der Quanten-Transfermatrix und die davon abhängenden Korrelationslängen untersuchen.
Dies geschieht in diesem Kapitel.
5.1. Lösung der Bethe-Ansatz-Gleichungen
Für die XXZ-Kette werden die Bethe-Ansatz-Zahlen durch das gekoppelte Gleichungssys-
tem
a(λj)
d(λj)
=
 M∏
k=1
k 6=j
sh(λj − λk + η)
sh(λj − λk − η)
 , j = 1, . . . ,M (5.1)
bestimmt. Wenden wir η = ipi/2 mit ∆ = ch(η) = 0 auf (5.1) an, so erhalten wir die
Bethe-Ansatz-Gleichungen im XX-Limes für endliche Trotter-Zahl:
a(λ) =[i tanh(λ+ β/N)]N/2e
h
2T , d(λ) = [−i tanh(λ− β/N)]N/2e− h2T (5.2)
⇒
[
−tanh(λ−
β
N )
tanh(λ+ βN )
]N
2
e−
h
T = (−1)M−1. (5.3)
An dieser Stelle ist anzumerken, dass die Bethe-Ansatz-Gleichungen entkoppeln und sich
somit für jede Bethe-Ansatz-Zahl einzeln lösen lassen. Um dies auszunutzen definieren wir
zuerst zwei Hilfsfunktionen:
a(λ) ≡ a0(λ) = (−1)N2 d(λ)
a(λ) =
(
tanh(λ− βN )
tanh(λ+ βN )
)N
2
e−
h
T , für N/2−M gerade, (5.4)
a1(λ) = −a0(λ) , für N/2−M ungerade, (5.5)
womit sich die Bethe-Ansatz-Gleichungen ergeben als
a0(λ) = −1 für N/2−M gerade, (5.6)
a0(λ) = +1 für N/2−M ungerade. (5.7)
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Mit sh(2βN ) =: i sh(2λ) tan(k) lässt sich a(λ) ausdrücken durch
a(λ) = e−ik(λ)N−
h
T . (5.8)
Wir wollen nun die Gleichungen (5.6), (5.7) lösen, um über die Parametrisierung von k in
n Lösungen für die Bethe-Ansatz-Zahlen λ zu bestimmen. Wir unterscheiden dabei zwei
Fälle:
1. N/2−M gerade:
a(λ) = −1⇐ −ikN − h
T
= −i(2n− 1)pi
⇔ k = (2n+ 1) pi
N
+ ih
NT
, n = 0, 1, . . . , N2 − 1 (5.9)
2. N/2−M ungerade:
a(λ) = 1⇐ −ikN − h
T
= −2npii
⇔ k = 2n pi
N
+ ih
NT
, n = 0, 1, . . . , N2 − 1 (5.10)
Die Nummerierung n = 0, 1, . . . , N/2 entspricht den üblichen Konventionen und erzeugt
alle möglichen N/2-vielen Werte für λ mit
sh(2λ) = −i sh(2βN ) cot(k). (5.11)
Mit der eingangs eingeführten Skalierung β = 2Jsh(η)T und η =
ipi
2 folgt schließlich
sh(2λ) = sin( 4JNT ) cot(k). (5.12)
Diese Gleichung bestimmt die einzelnen Bethe-Ansatz-Zahlen im XX-Limes in Abhängig-
keit von k, wobei k gemäß (5.9, 5.10) definiert ist.
5.2. Eigenschaften der Bethe-Ansatz-Zahlen
Um in den Kapiteln 6 und 7 die Formfaktorentwicklung bestimmter Korrelationsfunktionen
betrachten zu können, ist es zunächst nötig, Anregungen der XX-Kette zu analysieren.
Diese Anregungen hängen in expliziter Form von speziellen Bethe-Ansatz-Zahlen ab, die
so genannte Teilchen- bzw. Lochlösungen bilden.
Wir werden im Folgenden detailliert auf die Eigenschaften der Bethe-Ansatz-Zahlen und
insbesondere auf ihre Lage in der komplexen Ebene eingehen.
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Grundsätzliches zur Symmetrie
Wir wollen zunächst zeigen, welchen Symmetrieeigenschaften die Bethe-Ansatz-Zahlen ge-
nügen. Dazu betrachten wir die LHS von (5.12). Da sh(2λ) periodisch mit Periode ipi ist,
beschränken wir uns auf den Streifen S = {λ ∈ C| − pi2 ≤ Imλ < pi2 }. Die Abbildung
S → C , λ→ sh(2λ) ist eine 1-zu-2-Abbildung, da jeder Punkt aus C wegen
sh(2( ipi2 − λ)) = sh(ipi − 2λ) = −sh(−2λ) = sh(2λ) (5.13)
zwei Urbilder hat. Geometrisch beschreibt dies eine Punktspiegelung in ± ipi4 . Diese Punkte
sind somit Verzweigungspunkte der Inversen von sh(2λ). Daher können wir uns im Wei-
teren auf den Streifen −pi4 < Imλ < pi4 beschränken. Bei der späteren Betrachtung der
Nullstellen von 1 + a(λ), werden wir zusätzlich die Linien Imλ = ±pi4 hinzunehmen sowie
Reλ > 0 annehmen.
5.2.1. Zerlegung in Real- und Imaginärteil
Um in Abschnitt 5.3 die Korrelationslängen, die das asymptotische Verhalten der Korrela-
tionsfunktionen bestimmen, nach Betrag und Phase berechnen zu können, muss zuerst der
Ausdruck für die Bethe-Ansatz-Zahlen in Real- und Imaginärteil zerlegt werden.
Betrachten wir zunächst wieder die LHS von (5.12). Mit u = Reλ und v = Imλ folgt:
sh(2λ) = sh(2u) cos(2v) + ich(2u) sin(2v). (5.14)
Dies führt auf elliptische Koordinaten, die eine Ellipse mit Brennpunkten bei ±i beschrei-
ben. Es gilt
|sh(2λ)− i| ± |sh(2λ) + i| = ch(2u)− sin(2v)± (ch(2u) + sin(2v))
=
{
2ch(2u) für +
−2 sin(2v) für − . (5.15)
Der obere Term bezieht sich auf das positive Vorzeichen, während der untere Term das
negative Vorzeichen berücksichtigt. Diese Beziehung nutzen wir nun aus, indem wir die
RHS von (5.12) betrachten. Wir schreiben
cot(x+ iy) = sin(2x)− ish(2y)ch(2y)− cos(2x) (5.16)
und zerlegen k durch k = q + ip mit
p = h
NT
, q =
{
(2n+ 1) piN , N/2−M gerade
2n piN , N/2−M ungerade
. (5.17)
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Mit κ = 4JNT folgt dann
sh(2u) cos(2v) = sin(κ) sin(2q)ch(2p)− cos(2q) , (5.18)
ch(2u) sin(2v) =− sin(κ)sh(2p)ch(2p)− cos(2q) . (5.19)
Dies setzen wir in (5.15) ein und erhalten für den Imaginär- und Realteil von λ = u+ iv
sin(2v)
ch(2u)
}
= 12
{[
α2 + β−
x
]1/2
∓
[
α2 + β+
x
]1/2}
︸ ︷︷ ︸
=:f∓(x)
, (5.20)
mit
α := cos(κ) , β± := 2 sin(κ)[sin(κ)ch(2p)± sh(2p)] , x := ch(2p)− cos(2q). (5.21)
Wir haben damit λ = u + iv explizit in Real- und Imaginärteil aufgespalten und in der
komplexen Variablen k = q + ip dargestellt.
5.2.2. Die Trajektorie der Bethe-Ansatz-Zahlen
Wir wollen nun die durch (5.20) und (5.21) bestimmte Trajektorie, auf der sich die Bethe-
Ansatz-Zahlen aufhalten können, näher diskutieren. Dazu werden wir zuerst die Monotonie
des Realteils untersuchen und anschließend den Start- und Endpunkt der Trajektorie be-
trachten. Dann stehen genug Informationen zur Verfügung, um die Kurven, auf denen die
Bethe-Ansatz-Zahlen liegen, zu skizzieren.
Monotonie
In diesem Abschnitt wollen wir zeigen, dass der Realteil der Bethe-Ansatz-Zahlen als kon-
tinuierliche Funktion von q ein Extremum besitzt. Dazu werden wir die Ausdrücke (5.20)
kurz diskutieren.
Da cos(2q) in [0, pi/2] monoton fällt, ist x eine monoton wachsende Funktion von q für
q ∈ [0, pi/2]. Da auch sin(2v) monoton in v für v ∈ [−pi/4, pi/4] ist, sind die Monotonieei-
genschaften von v als Funktion von q die gleichen wie die von sin(2v) als Funktion von x.
Es genügt daher, nur f−(x) aus (5.20) genauer zu betrachten:
Zunächst gilt
β+ − β− = 4 sin(κ)sh(2p) ≥ 0 für 0 ≤ κ ≤ pi
κ = 4J
NT
≤ pi ⇔ N ≥ 4J
piT
. (5.22)
Daraus folgt, dass
f−(x) ≤ 0 ⇒ −pi4 ≤ v ≤ 0. (5.23)
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Es lässt sich nun zeigen, dass
f ′−(x) > 0 für N >
4J
piT
, ∀x > 0. (5.24)
Ist N also groß genug (N > 4JpiT ), so ist der Imaginärteil v eine monotone Funktion von
q ∈ [0, pi2 ].
Analog gilt, dass f+(x) > 0 für alle x > 0. Um die Extremaleigenschaften von f+(x) zu
untersuchen, betrachten wir nun
f ′+(x) = −
1
2x3/2
{
β+
(α2x+ β+)1/2
+ β−
(α2x+ β−)1/2
}
, (5.25)
und nehmen an, dass es ein x0 > 0 mit f ′+(x0) = 0 gäbe. Dann folgt für N > 4JpiT , dass
f ′+(x) höchstens eine Nullstelle für x0 > 0 hat. Setzen wir die Definition ein, so folgt aus
x0 = ch(2p)− cos(2q0), dass u als Funktion von q genau dann ein Extremum hat, wenn
1
cos2(κ)ch(2p) < 1 (5.26)
gilt. Aus den Definitionen von p und q ist schließlich ersichtlich, dass es für hinreichend
große Werte von h immer ein solches Extremum in u geben muß.
Betrachtung von Start- und Endpunkt der Trajektorie
Wir betrachten unter der Annahme, dass N > 4JpiT gilt, die Funktionen u(q) und v(q) mit
zunächst kontinuierlichem q ∈ [0, pi2 ].
Am Start-Punkt gilt q = 0. Aus (5.20) folgt dann:
v =
{
−pi4 für sin(κ) coth(p) > 1
−12 arcsin(sin(κ) coth(p)) > −pi4 für sin(κ) coth(p) < 1
, (5.27)
u =
{1
2arch(sin(κ) coth(p)) > 0 für sin(κ) coth(p) > 1
0 für sin(κ) coth(p) < 1
. (5.28)
Der Fall sin(κ) coth(p) = 1 definiert ein kritisches Magnetfeld hc, welches gerade die beiden
zu unterscheidenden Fälle trennt:
pc =
hc
NT
= arth(sin(κ)) ⇔ hc = NTarth
(
sin
( 4J
NT
))
∼ 4J. (5.29)
Dies ist das bekannte kritische Feld der XX-Kette.
Für den End-Punkt mit q = pi2 folgt
v = −12 arcsin(sin(κ) tanh(p)) > −
pi
4
u = 0. (5.30)
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Abbildung 5.1.: Skizze der Trajektorie der Bethe-Ansatz-Zahlen. Beachte die unterschied-
lichen Startpunkte für h < hc und h > hc sowie die Ausprägung des
Maximums in u für 1/(cos2(κ)ch(2p)) < 1.
Dies liefert genug Informationen über die Kurven, auf denen die Bethe-Ansatz-Zahlen lie-
gen. Aufgrund der Symmetrie ist es ausreichend, den Bereich −pi4 ≤ v < 0 , u > 0 zu
zeichnen (vgl. Abb. 5.1).
Diese Informationen helfen uns dabei, die Teilchen-Loch-Paare, welche die führenden
Anregungen charakterisieren, in den Kapiteln 6 und 7 zu identifizieren. Wir erinnern uns
daran, dass q wie folgt quantisiert ist:
q =
{
(2n+ 1) piN , n = 0, 1, . . . ,
N
2 − 1 , N/2−M gerade
2n piN , n = 0, 1, . . . ,
N
2 − 1 , N/2−M ungerade.
(5.31)
Im zweiten Fall ist q = 0 eine Bethe-Ansatz-Zahl. Wir zeigen nun, dass nur diese Bethe-
Ansatz-Zahl für h ≤ hc auf der Linie Imλ = −ipi/4 liegen kann und somit alle anderen
Bethe-Ansatz-Zahlen getrennt von dieser Linie auftreten. Dies ist wichtig, da später Inte-
grationskonturen über diese Linie laufen sollen. Da v(q) monoton ist, genügt es q = piN für
N/2−M gerade bzw. q = 2piN für N/2−M ungerade zu betrachten. Mit q = apiN , a = 1, 2
und va = v(q) folgt unter Benutzung von
lim
N→∞
β±
x
= 8J(2J ± h)
h2 + (apiT )2 (5.32)
und r := h2J , s :=
apiT
2J der Ausdruck
sin(2v∞a ) = lim
N→∞
sin(2va) =
1
2
{[
1 + 4(1− r)
r2 + s2
]1/2
−
[
1 + 4(1 + r)
r2 + s2
]1/2}
(5.33)
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Abbildung 5.2.: Skizze zweier exemplarischer Bethe-Ansatz-Zahl-Verteilungen für N/2−M
gerade bzw. ungerade bei h < hc. Beachte, dass nur für N/2−M ungerade
genau eine Bethe-Ansatz-Zahl auf der Linie Imλ = −ipi/4 liegt.
mit r , s ∈ R. Wir betrachten nun obigen Ausdruck in Polarkoordinaten
r = r0 cosϕ , s = r0 sinϕ , r0 ∈ [0,∞) , ϕ ∈ [0, pi2 ], (5.34)
2 sin(2v∞a ) =
(
1 + 4(1− r0 cosϕ)
r20
)1/2
−
(
1 + 4(1 + r0 cosϕ)
r20
)1/2
=: f(r0, ϕ). (5.35)
Daraus folgt direkt, dass ∂ϕf(r0, ϕ) > 0 , ∀ϕ ∈ (0, pi2 ) gilt. f(r0, ϕ) wächst also monoton als
Funktion von ϕ, und es genügt, die Funktion an den Rändern zu betrachten:
f(r0,
pi
2 ) =0
f(r0, 0) =
{
−2 für h < hc
−4r für h > hc
⇒ v∞a =
{
−pi4 für h < hc
− arcsin(4Jh ) für h > hc
. (5.36)
Wegen ϕ = 0 , r0 6= 0 folgt, dass für alle h > hc die Bethe-Ansatz-Zahlen mit q 6= 0 von
der Linie Imλ = −pi4 getrennt liegen. Es ist dabei anzumerken, dass dies nicht für h < hc
und T = 0 gilt. Vielmehr sammeln sich für T = 0 unendlich viele Bethe-Ansatz-Zahlen an
dieser Linie. Für h < hc und T > 0 liegen die Bethe-Ansatz-Zahlen jedoch wieder getrennt
von der Linie Imλ = −pi4 .
Wir konnten also zeigen, dass nur im Fall N/2−M ungerade Bethe-Ansatz-Zahlen auf
Imλ = −pi/4 liegen. Wir konnten weiterhin zeigen, dass dies nur auf eine Bethe-Ansatz-
Zahl und nur im Fall h ≤ hc zutrifft und dass alle weiteren Bethe-Ansatz-Zahlen abseits
dieser Linie auftreten (vgl. Skizze in Abb. 5.2).
5.3. Eigenwerte und Korrelationslängen
Wir möchten nun die Eigenwerte der QTM und die zugehörigen Korrelationslängen be-
trachten, um die Grundlage für die später erfolgende Identifizierung der führenden Kor-
relationslängen zu schaffen. Dazu betrachten wir zuerst eine geeignete Produktdarstellung
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von Λ(λ), aus der wir Integraldarstellungen für ln Λ(λ) herleiten können, die dann die
Korrelationslängen und auch die Freie Energie direkt zugänglich machen.
5.3.1. Produktdarstellung
Ausgangspunkt für die Herleitung der Produktdarstellung der Eigenwerte ist Gl. (2.47).
Wenn wir dort η = ipi2 setzen, erhalten wir unter Benutzung der Hilfsfunktion a0 den
Ausdruck
Λ(λ) = a(λ)
 M∏
j=1
−i coth(λ− λj)
 (1± a0(λ)) , (5.37)
wobei das positive Vorzeichen für N/2 −M gerade zu wählen ist, während das negative
Vorzeichen für N/2−M ungerade gilt. Wir definieren nun die Polynome
P±(w, h) :=
e h2T [(wq − 1)(w + q)]N/2 ± e− h2T [(wq + 1)(w − q)]N/2
[(wq + 1)(w + q)]N/2
, (5.38)
und erhalten mit w = e2λ und q = e2
β
N
Λ(λ) = i
N
2 −M
 M∏
j=1
coth(λ− λj)
 P±(w, h)
[(wq + 1)(w + q)]N/2
. (5.39)
Die P± haben als Polynome vom Grad N für h > 0 die folgenden nützlichen Symmetrieei-
genschaften:
P±(− 1
w
, h) = (−1)
N/2
wN
P±(w, h)
⇒: P±(wj , h) = 0⇔ P±(− 1wj , h) = 0 ∀ h > 0. (5.40)
Außerdem verhält sich P± asymptotisch wie P±(w, h) ∼ (e h2T ± e− h2T )wNqN2 . Aus den
Symmetrieeigenschaften und dem asymptotischen Verhalten folgt für N > 4JpiT
P±(w, h) = (e
h
2T ± e− h2T )qN2
N/2∏
j=1
(w − w±j )(w + 1w±j ), (5.41)
wobei w±j = e
2λ±j . Wir betrachten nun die Bethe-Ansatz-Zahlen im Streifen −pi4 < Imλ < 0
bzw. auf dem Rand Imλ = −pi4 , Reλ > 0 und bezeichnen diese mit λ±j , j = 1, . . . , N2 .
Damit lässt sich die Hilfsfunktion schreiben als
1± a(λ) =(1± e− hT )
N/2∏
j=1
q(w − w±j )(w + 1/w±j )
(wq − 1)(w + q)
=(1± e− hT ))
N/2∏
j=1
sh(λ− λ±j )ch(λ+ λ±j )
sh(λ+ βN )ch(λ− βN )
. (5.42)
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Abbildung 5.3.: Die Integrationskonturen C und C˜. Die Teilkonturen schließen sich im Un-
endlichen. Die verschiedenen Möglichkeiten die Konturen zu schließen sind
oben links angedeutet.
Wenn wir nun einen gegebenen Eigenwert betrachten, so ist dieser durch eine Menge von
Bethe-Ansatz-Zahlen {λj}Mj=1 := BR bestimmt. Sei außerdem PR definiert durch PR :=
{λj ∈ BR|λj 6∈ {λ±j }} und analog HR := {λj ∈ {λ±j }|λj 6∈ BR}. Die Elemente von PR
nennen wir Teilchen, ihre Anzahl seiMp, während wir die Elemente von HR Löcher nennen
und ihre AnzahlMh := N/2−M+Mp betrage. Es seien nun λhj ∈ HR verschiedene Löcher
und λpj ∈ PR verschiedene Teilchen. Dann folgt das
Lemma 4.Für den Eigenwert der QTM gilt die folgende Produktdarstellung:
Λ(λ) = (e
h
2T ± e− h2T )

∏Mh
j=1 i tanh(λ− λhj )∏Mp
j=1 i tanh(λ− λpj )

N/2∏
j=1
ch(λ− λ±j )ch(λ+ λ±j )
ch(λ− βN )ch(λ+ βN )
 . (5.43)
5.3.2. Integraldarstellung für den Logarithmus des Eigenwertes
Wir benutzen nun die Produktdarstellung (5.43) um Integraldarstellungen von ln Λ(λ)
herzuleiten. Dabei ist es wieder nötig, die Fälle N/2−M gerade bzw. ungerade zu unter-
scheiden.
N/2−M gerade
In diesem Fall ist das positive Vorzeichen in (5.42) und (5.43) zu wählen. Weiterhin ist
Mh − Mp = N/2 − M gerade und die Nullstellen λ+j von 1 + a(λ) liegen im Streifen
−pi4 < Imλ < 0 (da (5.22) gelten soll). Mit β = 2iJpi und i ch(λ) = sh(λ+ ipi2 ) folgt dann aus
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(5.42):
1 + a(λ) = (1 + e−
h
T )
N/2∏
j=1
sh(λ− λ+j )sh(λ+ ipi2 + λ+j )
sh(λ+ 2iJNT )sh(λ+
ipi
2 − 2iJNT )
. (5.44)
Wir benutzen nun die analytischen Eigenschaften der Hilfsfunktion, um eine Integraldar-
stellung für den Eigenwert herzuleiten. Es seien J, T, h > 0 und N > 4JpiT . Dann liegen keine
Null- oder Polstellen auf der Linie Imλ = −pi4 . Vielmehr liegen die Nullstellen λ = λ+j
und die Polstelle λ = − 2iJNT im Streifen 0 > Imλ > −pi4 , während sich die Nullstellen bei
λ = − ipi2 − λ+j und die Polstelle bei λ = − ipi2 + 2iJNT im Streifen −pi4 > Imλ > −pi2 befinden.
Für die logarithmische Ableitung von 1 + a0 folgt dann
a′0(λ)
1 + a0(λ)
=
N/2∑
j=1
{
1
λ− λ+j
+ 1
λ+ ipi2 + λ
+
j
}
− N2
1
λ+ βN
− N2
1
λ+ ipi2 − βN
+ f(λ), (5.45)
wobei f(λ) holomorph im Streifen S := {λ ∈ C|0 ≥ Imλ ≥ −pi2 } ist.
Den Logarithmus des Eigenwertes kann man nun schreiben als
ln Λ(λ) = ln(e
h
2T + e−
h
2T ) +
Mh∑
j=1
ln(i tanh(λ− λhj ))−
Mp∑
j=1
ln(i tanh(λ− λpj ))
+
N/2∑
j=1
{
ln(sh(λ+ ipi2 + λ
+
j )) + ln(sh(λ− ipi2 − λ+j ))
}
− N2 ln(sh(λ+
ipi
2 − βN ))−
N
2 ln(sh(λ−
ipi
2 +
β
N )). (5.46)
Wir definieren zwei Konturen C und C˜. Die Kontur C umschließt in der komplexen Ebene
den Streifen −pi4 < Imλ < pi4 , während die Kontur C˜ aus zwei Teilkonturen besteht, die die
Streifen −pi2 < Imλ < −pi4 bzw. +pi4 < Imλ < pi2 umschließen (Abb. 5.3). Damit liegen alle
N/2-vielen Nullstellen λ+j von 1+a0(λ) innerhalb von C bzw. außerhalb von C˜. Andererseits
liegen alle weiteren Nullstellen innerhalb von C˜ bzw. außerhalb von C.
Für λ ∈ C , λ− ipi2 6∈ C definieren wir zwei Funktionen g(λ) und g˜(λ) über
∫
C
dω
2pii ln(sh(λ−
ipi
2 − ω))
a′(ω)
1 + a(ω) =
N/2∑
j=1
ln(sh(λ− ipi2 − λ+j ))−
N
2 ln(sh(λ−
ipi
2 +
β
N ))
=: g(λ) (5.47)
∫
C˜
dω
2pii ln(sh(λ− ω))
a′(ω)
1 + a(ω) =
N/2∑
j=1
ln(sh(λ+ ipi2 + λ
+
j ))− N2 ln(sh(λ+ ipi2 − βN ))
=: g˜(λ). (5.48)
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Damit folgt aus (5.43)
ln Λ(λ) = ln(e
h
2T −e− h2T )+
Mh∑
j=1
ln(i tanh(λ−λhj ))−
Mp∑
j=1
ln(i tanh(λ−λpj ))+g(λ)+g˜(λ). (5.49)
Unter Beachtung der Tatsache, dass die Anzahl der Nullstellen in den Konturen gleich der
Anzahl der Polstellen ist, können wir nun mit Hilfe partieller Integration die Funktionen
g(λ) und g˜(λ) vereinfachen. Außerdem kann man die Funktion g˜(λ) durch Deformation der
Integrationswege (angedeutet in Abb. 5.3) durch eine Integration über C ausdrücken, bei
der zusätzliche konstante Terme entstehen:
g(λ) =
∫
C
dω
2pii coth(λ−
ipi
2 − ω) ln(1 + a(ω)) (5.50)
g˜(λ) = −
∫
C
dω
2pii coth(λ− ω) ln(1 + a(ω))− ln(1 + e
− h
T ). (5.51)
Setzen wir nun (5.50) und (5.51) in (5.49) ein, so erhalten wir das Ergebnis
ln Λ(λ) = h2T +
Mh∑
j=1
ln(i tanh(λ− λhj ))
−
Mp∑
j=1
ln(i tanh(λ− λpj ))−
∫
C
dω
pii
ln(1 + a(ω))
sh(2(λ− ω)) . (5.52)
N/2−M ungerade
Im Fall N/2 −M ungerade gilt das negative Vorzeichen in (5.42) und (5.43) und es ist
Mh − Mp = N/2 − M ungerade. Wir betrachten den Fall h < hc und bedenken, dass
eine der Bethe-Ansatz-Zahlen (wir nennen sie λ−1 ) in diesem Fall, genauso wie ihr in − ipi4
gespiegeltes Gegenstück, auf der Linie Imλ = −pi4 liegt. Daher müssen die Konturen so
modifiziert werden, dass die Bethe-Ansatz-Zahl λ−1 in der Kontur C liegt, während ihr
punktgespiegeltes Gegenstück in der Kontur C˜ unterkommen muss. Wir nennen die so
gebogenen Konturen Cx und C˜x (Abb. 5.4). Dann lässt sich die Rechnung wie im Fall
N/2−M gerade durchführen, und man erhält
ln Λ(λ) = h2T +
Mh∑
j=1
ln(i tanh(λ−λhj ))−
Mp∑
j=1
ln(i tanh(λ−λpj ))−
∫
Cx
dω
pii
ln(1− a(ω))
sh(2(λ− ω)) . (5.53)
Das Integral über die Kontur Cx lässt sich unter Beachtung der bei der Integration
aufgesammelten Phase wie folgt umschreiben:∫
Cx
dω
pii
ln(1− a(ω))
sh(2(λ− ω)) = p.v.
∫
C
dω
pii
ln(1− a(ω))
sh(2(λ− ω)) −
∫
CF
dω
sh(2(λ− ω)) . (5.54)
Dabei beschreibt p.v. den Hauptwert, während die Kontur CF die auf Imλ = −pi/4 liegen-
den Punkte −λ−1 und λ−1 in gerader Linie miteinander verbindet.
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Abbildung 5.4.: Die gebogene Teilkontur Cx. Die Bethe-Ansatz-Zahl λ−1 liegt innerhalb der
Kontur, −λ−1 liegt außerhalb.
5.3.3. Freie Energie und Korrelationslängen
Wir wollen nun die Gleichungen (5.52) und (5.54) benutzen, um physikalische Eigenschaften
aus den Ergebnissen für die Eigenwerte zu berechnen. Dazu setzen wir λ = 0. Der Eigenwert
für Mh = Mp = 0 hat den größten Betrag (vgl. Anhang C.1). Wir nennen ihn Λ0. Für den
größten Eigenwert gilt
ln Λ0 =
h
2T +
∫
C
dω
pii
ln(1 + a(ω))
sh(2ω) . (5.55)
Alle weiteren Eigenwerte mit λ = 0 nennen wir schlicht Λ.
Quotienten von Eigenwerten
Im Sektor N/2−M gerade gilt:
ln
(Λ0
Λ
)
=
Mh∑
j=1
ln(i coth(λhj ))−
Mp∑
j=1
ln(i coth(λpj )). (5.56)
Für den Sektor N/2−M ungerade folgt analog:
ln
(Λ0
Λ
)
=
Mh∑
j=1
ln(i coth(λhj ))−
Mp∑
j=1
ln(i coth(λpj )) +
∫
CF
dω
sh(2ω)
+ p.v.
∫
C
dω
pii
ln
∣∣∣1+a(ω)1−a(ω) ∣∣∣
sh(2ω) . (5.57)
Um die Integrale in (5.57) weiter zu vereinfachen, folgen wir [25] und transformieren gemäß
(4.12) und (4.13) die Konturintegrale in Integrale über die erste Brillouin-Zone. Für den
66
5.3. Eigenwerte und Korrelationslängen
Eigenwert Λ0 folgt mit λ = 0
ln Λ0 =
h
2T +
∫ pi
−pi
dp
2pi ln
1 + [1 + sin( 4JNT ) cos(p)
1− sin( 4JNT ) cos(p)
]N/2
e−
h
T

⇒ lim
N→∞
ln Λ0 =
h
2T +
∫ pi
−pi
dp
2pi ln
(
1 + exp
[
− 12T (h− 4J cos(p))
])
. (5.58)
Um auch den Quotienten der Eigenwerte (5.57) in eine handhabbare Form bringen zu
können, muss zunächst das Hauptwertintegral betrachtet werden. Wird dies gemäß (4.12)
transformiert, so ist der Trotter-Limes problemlos durchführbar. Für N →∞ folgt
p.v.
∫
C
dω
pii
ln
∣∣∣1+a(ω)1−a(ω) ∣∣∣
sh(2ω) → p.v.
∫ pi
−pi
dp
2pi ln
∣∣∣∣coth( 12T (h− 4J cos(p))
)∣∣∣∣
=
∫ pi
−pi
dp
2pi ln
∣∣∣∣coth( 12T (h− 4J cos(p))
)∣∣∣∣ . (5.59)
Im nächsten Schritt muss das Integral über CF bestimmt werden. Die Kontur liegt auf
Imλ = −ipi/4, beginnt bei −λ−1 = −λ−1 − ipi2 und endet bei λ−1 . Zunächst folgt mit (4.13)
und (5.12) bei q = 0
i sh(2λ−1 ) =
1
cos(pF )
= sin
( 4J
NT
)
coth
(
h
NT
)
, (5.60)
⇒ pF = arccos
(
tanh( hNT )
tanh( 4JNT )
,
)
= arccos
(
tanh( hNT )
sin( hcNT )
)
(5.61)
⇒ lim
N→∞
pF = arccos
(
h
4J
)
= arccos
(
h
hc
)
. (5.62)
Es ist nun zu bedenken, dass es für h > hc kein Integral über CF gibt, da auf C in diesem
Fall 1− a(ω) > 0 gilt. Als Ergebnis folgt für h < hc im Limes N →∞ aus der Integration
über CF mit λ = 0
ln
(Λ0
Λ
)
=i pF +
Mh∑
j=1
ln(icoth(λhj ))−
Mp∑
j=1
ln(icoth(λpj ))
+
∫ pi
−pi
dp
2pi ln
∣∣∣∣coth( 12T (h− 4J cos(p)))
∣∣∣∣ . (5.63)
Für h > hc ist pF = 0 und die Betragsstriche sind zu vernachlässigen.
Freie Energie
Aus der Integraldarstellung (5.55) für ln Λ0 folgt mit der Transformation auf die erste
Brillouin-Zone (4.12) direkt die Freie Energie:
f = −T
∫ pi
−pi
dp
2pi ln
(
2ch
(
h− 4J cos(p)
2T
))
. (5.64)
Dieser Ausdruck entspricht dem bekannten Ergebnis nach [62].
67
5. Bethe-Ansatz
Korrelationslängen
Wir betrachten nun die Korrelationslängen ξ, für die ln(Λ0/Λ) = 1/ξ gilt. Dazu muss die
RHS von (5.63) komplett in Real- und Imaginärteil aufgespalten werden, um Informationen
über den Betrag und die Phase der Korrelationslängen zu erhalten. Wir definieren
ϕ := arg(sin(2v) + i sh(2u)). (5.65)
Für die Festlegung des Zweiges des Logarithmus schreiben wir
i coth(u+ iv) =
sh(u+ i(v + pi2 ))
sh(u+ iv) , (5.66)
und unterscheiden die zwei Fälle u > 0 bzw. u < 0:
u > 0 : − sh(2u)sin(2v) = tan(pi − ϕ)⇔ ϕ =pi + arctan
( sh(2u)
sin(2v)
)
,
u < 0 : sh(2u)sin(2v) = tan(pi + ϕ)⇔ ϕ =− pi + arctan
( sh(2u)
sin(2v)
)
. (5.67)
Wir erhalten damit für die Phase
ϕ = pi sgn(u) + arctan
( sh(2u)
sin(2v)
)
. (5.68)
So folgt
Im

Mh∑
j=1
ln(i coth(λhj ))−
Mp∑
j=1
ln(i coth(λpj ))

=
Mh∑
j=1
{
pi sgn(uhj ) + arctan
(
sh(2uhj )
sin(2vhj )
)}
−
Mp∑
j=1
{
pi sgn(upj ) + arctan
(
sh(2upj )
sin(2vpj )
)}
.
(5.69)
Im Fall N/2−M gerade erhalten wir für die Quotienten der Eigenwerte:
ln
(Λ0
Λ
)
=
Mh∑
j=1
{
1
2 ln
(
ch(2uhj ) + cos(2vhj )
ch(2uhj )− cos(2vhj )
)
+ i arctan
(
sh(2uhj )
sin(2vhj )
)
+ ipi sgn(uhj )
}
−
Mp∑
j=1
{
1
2 ln
(
ch(2upj ) + cos(2v
p
j )
ch(2upj )− cos(2vpj )
)
+ i arctan
(
sh(2upj )
sin(2vpj )
)
+ ipi sgn(upj )
}
. (5.70)
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Diese Gleichung gilt für endliche Trotterzahl genauso wie im Trotterlimes.
Für N/2−M ungerade folgt im Trotterlimes
ln
(Λ0
Λ
)
= ipF+
Mh∑
j=1
{
1
2 ln
(
ch(2uhj ) + cos(2vhj )
ch(2uhj )− cos(2vhj )
)
+ i arctan
(
sh(2uhj )
sin(2vhj )
)
+ ipi sgn(uhj )
}
−
Mp∑
j=1
{
1
2 ln
(
ch(2upj ) + cos(2v
p
j )
ch(2upj )− cos(2vpj )
)
+ i arctan
(
sh(2upj )
sin(2vpj )
)
+ ipi sgn(upj )
}
+
∫ pi
−pi
dp
2pi ln
∣∣∣∣coth( 12T (h− 4J cos(p))
)∣∣∣∣ . (5.71)
Die Größen ln
(
Λ0
Λ
)
=: 1ξ beschreiben die inversen Korrelationslängen, welche die Langabstands-
Asymptotik verschiedener Korrelationsfunktionen bestimmen.
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In diesem Kapitel wird das asymptotische Verhalten der 〈σz1σzm+1〉-Korrelationsfunktion im
XX-Limes bei endlicher Temperatur T und endlichem Magnetfeld h < 2J betrachtet. Diese
Einschränkung im Magnetfeld vereinfacht die weitere Rechnung, da der Realteil der Bethe-
Ansatz-Zahlen in diesem Bereich sein Maximum immer auf dem Rand bei Imλ = −ipi/4
erreicht (vgl. Abb. 5.1). Es seien |Ψn〉 die unnormierten aber orthogonalen Eigenvektoren
der Quanten-Transfermatrix zum Eigenwert Λn(λ). Dann lässt sich die Korrelationsfunk-
tion durch Einschieben eines vollständigen Satzes von normierten Zuständen
∑
n
|Ψn〉〈Ψn|
〈Ψn|Ψn〉 = 1 (6.1)
wie folgt entwickeln:
〈σz1σzm+1〉T,h =
〈Ψ0|(A(0)−D(0))tm−1(0)(A(0)−D(0))|Ψ0〉
〈Ψ0|Ψ0〉Λm+10
(6.2)
=
2N−1∑
n=0
〈Ψ0|(A(0)−D(0))tm−1(0)|Ψn〉〈Ψn|(A(0)−D(0))|Ψ0〉
〈Ψ0|Ψ0〉Λm+10 〈Ψn|Ψn〉
=
2N−1∑
n=0
(Λn
Λ0
)m 〈Ψ0|(A(0)−D(0))|Ψn〉
〈Ψn|Ψn〉Λn
〈Ψn|(A(0)−D(0))|Ψ0〉
〈Ψ0|Ψ0〉Λ0
=〈σz1〉T,h〈σzm+1〉T,h (6.3)
+
2N−1∑
n=1
(Λn
Λ0
)m 〈Ψ0|(2A(0)− t(0))|Ψn〉
〈Ψn|Ψn〉Λn
〈Ψn|(2A(0)− t(0))|Ψ0〉
〈Ψ0|Ψ0〉Λ0︸ ︷︷ ︸
=4 〈Ψ0|A(0)|Ψn〉〈Ψn|Ψn〉Λn
〈Ψn|A(0)|Ψ0〉
〈Ψ0|Ψ0〉Λ0
. (6.4)
In dieser Formfaktorentwicklung interessieren wir uns im Weiteren für den um die Magne-
tisierung bereinigten Anteil und betrachten daher den Ausdruck
〈σz1σzm+1〉T,h − 〈σz1〉T,h〈σzm+1〉T,h = 4
2N−1∑
n=1
(Λn
Λ0
)m 〈Ψ0|A(0)|Ψn〉
〈Ψn|Ψn〉Λn
〈Ψn|A(0)|Ψ0〉
〈Ψ0|Ψ0〉Λ0︸ ︷︷ ︸
=:An(T,h)
=: 4
2N−1∑
n=1
e−m/ξn ·An(T, h). (6.5)
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Hier gilt 〈σz1〉 = 〈σzm+1〉 wegen Translationsinvarianz.
In obiger Summe beschränken wir uns jetzt auf die Betrachtung der führenden Terme.
Um diese zu identifizieren, müssen wir mit den Ergebnissen aus den Kapiteln 5.2 und 5.3
die Anregungen mit den führenden Korrelationslängen ξn identifizieren.
6.1. Zustände und Entartung
Wir werden nun die angeregten Zustände betrachten, deren Korrelationslängen das asym-
ptotische Verhalten der Korrelationsfunktion dominieren.
Die Matrixelemente in der Formfaktorentwicklung, die nicht Null sind, stammen wegen
der Gesamtspin-Erhaltung aus Übergängen, bei denen die Anzahl der Bethe-Ansatz-Zahlen
gleich bleibt. Es müssen in der Menge der Bethe-Ansatz-Zahlen also Teilchen-Loch-Paare,
für die Mh = Mp gilt, betrachtet werden. Da dann N2 − M gerade ist, müssen wir zur
Betrachtung der Korrelationslänge die Gleichung (5.70) heranziehen. Dabei wird klar, dass
die größte Korrelationslänge erreicht wird, wenn der Realteil von ln(Λ0/Λ) minimal wird.
Dann ist exp{−m/ξn} maximal. Da jedes Teilchen-Loch-Paar diesen Realteil vergrößert
(5.56), dominieren die Zustände mit der kleinstmöglichen Anregung Mh = Mp = 1 die
Korrelation. Es ist nun zu untersuchen, welches dieser Paare den Realteil von ln(Λ0/Λ)
minimiert. Dazu muss gemäß (5.56) das Minimum von
Re {ln(i coth(λ))} =: A(u, v) = ln
(ch(2u) + cos(2v)
ch(2v)− cos(2v)
)
(6.6)
bestimmt werden, wobei das Loch durch λ = u + iv, u, v ∈ R beschrieben wird. Aus der
symmetrischen Anordnung der Bethe-Ansatz-Zahlen um die Linie Imλ = −pi/4 folgt, dass
auch λ = −u+ i(−pi/2− v) ein Minimum von (6.6) liefert. Da A(u, v) zudem gerade in u
ist, gibt es genau vier Teilchen-Loch-Paare, die den Realteil von ln(Λ0/Λ) minimieren:{
u+ iv , u+ i(−pi2 − v)
}
,
{− u+ iv , −u+ i(−pi2 − v)}{
u+ iv , −u+ i(−pi2 − v)
}
,
{− u+ iv, u+ i(−pi2 − v)}. (6.7)
Der nächstführende Eigenwert ist also vierfach entartet. Für feste T und h hängt λ nur
von q ab (vgl. (5.17)), und wir können uns auf q ∈ [0, pi/2] beschränken. Man kann zeigen,
dass
dA(u, v)
dq > 0 , fürβ− > 0. (6.8)
Die Bedingung β− > 0 (vgl. (5.21)) ist für große Trotterzahlen und h < 2J immer erfüllt.
Es folgt, dass A(u, v) im Fall gerader N/2 − M für q = pi/N minimal wird. Für das
ausschlaggebende Loch λ = u+ iv gilt:
ch(2u)
sin(2v)
}
= 12
{[
1 + 4(1− x)
x2 + y2
]1/2
±
[
1 + 4(1 + x)
x2 + y2
]1/2}
(6.9)
mit x := h/2J und y := piT/2J .
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6.2. Korrelationslängen
Wir betrachten nun den Logarithmus des Quotienten der Eigenwerte zerlegt in Real- und
Imaginärteil. Der Realteil gibt uns dabei die Information über den Betrag der Korrelati-
onslänge, während aus dem Imaginärteil die Phase bestimmt wird.
Für den Realteil erhalten wir für alle Teilchen-Loch-Paare
Re
[
ln
(Λ0
Λ
)]
= ln
(ch(2u) + cos(2v)
ch(2u)− cos(2v)
)
, (6.10)
und es folgt so ∣∣∣∣Λ0Λ
∣∣∣∣ = ch(2u) + cos(2v)ch(2u)− cos(2v) = e− 1ξ . (6.11)
Für den Imaginärteil von ln(Λ0/Λ) erhalten wir unterschiedliche Ergebnisse für verschie-
dene Teilchen-Loch-Paare.
Für {u+ iv , u+ i(−pi/2− v)} und {−u+ iv , −u+ i(−pi/2− v)} folgt wegen
sin(2(v − pi2 )) = − sin(2v + pi) = sin(2v), (6.12)
dass
Im
[
ln
(Λ0
Λ
)]
= 0. (6.13)
Andererseits erhalten wir für {u+ iv , −u+ i(−pi/2− v)} und {−u+ iv , u+ i(−pi/2− v)}
für den Imaginärteil (modulo 2pi):
Im
[
ln
(Λ0
Λ
)]
= ±2 arctan
( sh(2u)
sin(2v)
)
. (6.14)
Um diesen Imaginärteil etwas besser zu verstehen, betrachten wir zwei Grenzfälle in (6.9):
1. h→ 0: ⇒ x = h2J → 0
⇒ ch(2u)→
[
1 + 4
y2
]1/2
> 1 ⇒ sh(2u) > 0
⇒ sin(2v)→ 0− ⇒ sh(2u)sin(2v) → −∞
⇒ Im ln
(Λ0
Λ
)
⇒ ±pi (6.15)
Dies entspricht einer gitterkommensurablen Oszillation ∝ (−1)m.
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2. T → 0: ⇒ y = piT2J → 0
⇒ ch(2u)sin(2v)
}
=12
{∣∣∣∣1− 2x
∣∣∣∣± ∣∣∣∣1 + 2x
∣∣∣∣}
=12
(2
x
− 1±
(
1 + 2
x
))
=
{
2
x =
4J
h
−1 für x < 2
⇒ Im ln
(Λ0
Λ
)
=∓ 2pF . (6.16)
Hier sieht man deutlich 2pF -Oszillationen.
Für endliche Temperatur und endliches Magnetfeld überlagern sich beide Effekte.
6.3. Amplituden
Nach der Diskussion der Korrelationslängen für die 〈σz1σzm+1〉T,h-Korrelationsfunktion wol-
len wir uns nun den Amplituden der Formfaktor-Entwicklung zuwenden. Aus (6.5) wird
deutlich, dass zwei Bestandteile der Amplituden bestimmt werden müssen
Fph =
〈Ψph|A(ζ)|Ψ0〉
〈Ψ0|Ψ0〉Λ0(ζ) ,
F ph =
〈Ψ0|A(ζ)|Ψph〉
〈Ψph|Ψph〉Λph(ζ) . (6.17)
Hierbei bezeichnen |Ψph〉 die Zustände, die durch ein Teilchen-Loch-Paar bestimmt sind,
und Λph ist der entsprechende Eigenwert. Aus N/2 − M gerade folgt, dass die Bethe-
Ansatz-Zahlen in |Ψph〉, die gleichen sind wie diejenigen, die den Grundzustand bestimmen.
Lediglich eine Bethe-Ansatz-Zahl fehlt (das Loch) und ist durch das Teilchen, welches
außerhalb der kanonischen Kontur liegt, ersetzt. O.B.d.A. können wir dieses Teilchen-Loch-
Paar an den letzten Platz in der Menge der Bethe-Ansatz-Zahlen setzen, so dass λN/2 = λh
durch λp ausgetauscht wird. Somit folgt
〈Ψph|A(ζ)|Ψ0〉
〈Ψ0|Ψ0〉 =
〈0|C(λ1) . . . C(λN/2−1)C(λp)A(ζ)|Ψ0〉
〈Ψ0|Ψ0〉 . (6.18)
Mit Hilfe der Slavnov-Formel lässt sich dieses Skalarprodukt einfach bestimmen. Im XX-
Limes ergibt sich mit 〈Ψph|Ψ0〉 = 0 in Analogie zu [23]
〈Ψph|A(ζ)|Ψ0〉
〈Ψ0|Ψ0〉 =a(λp)
c(ζ, λp)
b(ζ, λp)
N/2−1∏
k=1
1
b(λk, λp)
 a(ζ)(1 + a(ζ))
a(λh)a′(λh)
×
N/2−1∏
j=1
b(λj , λh)
b(λj , ζ)
 1
b(λh, ζ)
b(λh, ζ)
c(λh, ζ)
G(λh, ζ). (6.19)
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Dabei ist a(λ) = [i tanh(λ + β/N)]N/2 exp(h/2T ) und b(λ, ζ), c(λ, ζ) beschreiben die Ein-
träge der R-Matrix im XX-Limes
b(λ, ζ) = −i tanh(λ− ζ) , c(λ, ζ) = 1ch(λ− ζ) . (6.20)
Weiterhin beschreibt G(λ, ζ) den XX-Limes der bekannten Dichtefunktion mit
G(λ, ζ) = − 2sh(2(λ− ζ)) . (6.21)
Für den Eigenwert gilt
Λ0(λ) = a(λ)
N/2∏
j=1
1
b(λj , λ)
 (1 + a(λ)). (6.22)
Damit folgt als Ergebnis für die Amplitude Fph
Fph =
a(λp)
a(λh)
G(λh, ζ)
a′(λh)
c(ζ, λp)
b(ζ, λp)
b(λh, ζ)
c(λh, ζ)
N/2−1∏
j=1
b(λj , λh)
b(λj , λp)
. (6.23)
Für den Eigenwert des Teilchen-Loch-Zustands gilt
Λph = a(λ)
N/2∏
j=1
1
b(λj , λ)
 b(λh, λ)
b(λp, λ)
(1 + a(λ)). (6.24)
Damit ergibt sich ganz analog für F ph nach (6.17)
F ph =
a(λh)
a(λp)
G(λp, ζ)
a′(λp)
c(ζ, λh)
b(ζ, λh)
b(λp, ζ)
c(λp, ζ)
N/2−1∏
j=1
b(λj , λp)
b(λj , λh)
= Fph(λp ↔ λh) (6.25)
und für das Produkt der beiden Skalarprodukte folgt der einfache Ausdruck
FphF ph =
G(λh, ζ)
a′(λh)
G(λp, ζ)
a′(λp)
. (6.26)
6.4. Asymptotisches Ergebnis
Wir kehren nun zur Betrachtung des asymptotischen Verhaltens der Korrelationsfunktion
〈σz1σzm+1〉T,h − 〈σz1〉T,h〈σzm+1〉T,h zurück. Aus Gleichung (6.5) folgt für m→∞:
〈σz1σzm+1〉T,h − 〈σz1〉T,h〈σzm+1〉T,h ∼ 4
4∑
`=1
〈Ψ0|A(0)|Ψ`〉
〈Ψ`|Ψ`〉Λ`
〈Ψ`|A(0)|Ψ0〉
〈Ψ0|Ψ0〉Λ0︸ ︷︷ ︸
=:A`(T,h)
(Λ`
Λ0
)m
. (6.27)
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Dabei wird über die vier oben diskutierten Teilchen-Loch-Paare summiert, die das asympto-
tische Verhalten der Korrelationsfunktion bestimmen. In Abschnitt 6.3 haben wir gezeigt,
dass bei ζ = 0
A`(T, h) =
G(λh` , 0)
a′(λh` )
G(λp` , 0)
a′(λp` )
mit ` = 1, . . . , 4 (6.28)
gilt.
Wir werden diese vier Amplituden nun auswerten, um das asymptotische Verhalten der
Korrelationsfunktionen explizit zu beschreiben. Zuerst erinnern wir uns daran, dass im
XX-Limes G(λ, 0) = − 2sh(2λ) gilt. Die Ableitung der Hilfsfunktion schreiben wir als
−a
′(λ)
a(λ) = −∂λ ln(a(λ)) = iN∂λk(λ) mit k(λ) = arctan
(
sin( 4JNT )
sh(2λ)
)
⇒ −a
′(λ)
a(λ) ∼ i
4J
T
∂λ
1
sh(2λ) . (6.29)
Damit folgt
− G(λ, 0)a(λ)
a′(λ) = −
iT
4J tanh(2λ). (6.30)
Mit a(λh) = a(λp) = −1 gilt dann
A`(T, h) = −
(
T
4J
)2
tanh(2λh` ) tanh(2λ
p
` ). (6.31)
Wir fixieren die Nummerierung der Amplituden wie folgt:
A` λh λp
A1 u+ iv u+ i(−pi/2− v)
A2 −u+ iv −u+ i(−pi/2− v)
A3 u+ iv −u+ i(−pi/2− v)
A4 −u+ iv u+ i(−pi/2− v)
Mit tanh(x± ipi) = tanh(x) folgt dann
A1(T, h) = −
(
T
4J
)2
| tanh(2u+ 2iv)|2 = A2(T, h) , (6.32)
A3(T, h) =
(
T
4J
)2
tanh2(2u+ 2iv) = A4(T, h). (6.33)
Wir diskutieren nun den Ausdruck tanh(2u+ 2iv) in Abhängigkeit von T, h:
tanh2(2u+ 2iv) = sh
2(2λh)
1 + sh2(2λh)
=
[
1 + tan
2(kh)
sin2( 4JNT )
]−1
mit kh =
pi
N
+ ih
NT
(6.34)
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Für große N folgt
tanh2(2λh) ∼
[
1 + (piT4J +
ih
4J )
2
]−1
=
[
1 + t2 − b2 + 2itb
]−1
mit t := piT4J und b :=
h
4J . (6.35)
Damit ergibt sich für die Amplituden
A1(T, h) = A2(T, h) = −
(
t
pi
)2 1
[(1 + t2 − b2)2 + 4t2b2]1/2 , (6.36)
und für A3 und A4 ist noch die Phase festzulegen:
e−2iϕ0 =A3
A4
= exp
{
−2i arctan
( 2bt
1 + t2 − b2
)}
(6.37)
⇒ ϕ0 = arctan
( 2bt
1 + t2 − b2
)
. (6.38)
Damit ist
A3(T, h) = A4(T, h) =
t2
pi2
exp{−i arctan( 2bt1+t2−b2 )}
[(1 + t2 − b2)2 + 4t2b2]1/2 . (6.39)
Setzen wir diese Ergebnisse nun in (6.27) ein, so erhalten wir als Ergebnis das
Theorem 4.Für die 〈σz1σzm+1〉-Korrelationen der XX-Kette gilt im Trotter-Limes asym-
ptotisch für große Abstände m der Ausdruck
〈σz1σzm+1〉T,h − 〈σz1〉T,h〈σzm+1〉T,h ∼
− 16t
2
pi2
sin2((mϕ+ ϕ0)/2)
[(1 + t2 − b2)2 + 4t2b2]1/2
ch(2u)−
√
1− sin2(2v)
ch(2u) +
√
1− sin2(2v)
m (6.40)
mit
ch(2u)
sin(2v)
}
=12
{[
1 + 1− 2b
b2 + t2
]1/2
±
[
1 + 1 + 2b
b2 + t2
]1/2}
(6.41)
ϕ =2 arctan

√
ch2(2u)− 1
sin(2v)
 , ϕ0 = arctan( 2bt1 + t2 − b2
)
. (6.42)
6.5. Numerische Ergebnisse und Vergleich mit exakten
Resultaten
Wir wollen nun das asymptotische Ergebnis (6.40) mit exakten Resultaten vergleichen.
In [25] wird
〈σz1σzm+1〉T,h − 〈σz1〉T,h〈σzm+1〉T,h = −
[∫ pi
−pi
dp
2pi
cos(mp)
1 + exp{h−4J cos(p)T }
]2
(6.43)
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Abbildung 6.1.: 〈σz1σzm+1〉-Korrelation fürm = 5 und J = h = 1. Exakte und asymptotische
Werte stimmen oberhalb von ca. T = 1.5J gut überein.
gezeigt. Bei der Erzeugung der numerischen Ergebnisse wurden neben den obigen, nur im
Trotter-Limes gültigen Ausdrücken auch Kurven für endliche Trotter-Zahl generiert. Da-
zu wurden die Bethe-Ansatz-Zahlen für bestimmte Parametersätze ausgerechnet, so dass
auf dieser Grundlage die Amplituden und Korrelationslängen bestimmt werden konnten.
Die Abbildungen 6.1 bis 6.2 zeigen die 〈σz1σzm+1〉-Korrelationsfunktion für m = 5, 10 in
Abhängigkeit von der Temperatur. Es sind sowohl die exakten Korrelationen dargestellt,
als auch die asymptotischen Kurven im Trotter-Limes bzw. für endliche Trotter-Zahl. Es
wird deutlich, dass die Konvergenz der asymptotischen Kurven gegen die exakte Kurve
für längere Abstände (m = 10) schon bei wesentlich tieferen Temperaturen einsetzt als
auf kürzeren Distanzen (m = 5). Außerdem ist an dem divergenten Verhalten der asym-
ptotischen Kurven endlicher Trotter-Zahl für tiefe Temperaturen deutlich zu sehen, dass
nur bis zu einem Temperaturbereich von ca. T = 0.2J für endliche Trotterzahl N = 20
noch sinnvolle Resultate erzielt werden. Abbildung 6.3 zeigt den prozentualen Fehler der
asymptotischen Kurve bezogen auf die exakte Kurve für m = 2, 5, 10. Es wird deutlich,
dass die asymptotische Kurve für kurze Abstände (m = 2) schlecht konvergiert, während
der Fehler für m = 10 schon für tiefe Temperaturen (T = 0.5J) auf nahezu Null absinkt.
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Abbildung 6.2.: 〈σz1σzm+1〉-Korrelation für m = 10 und J = h = 1. Exakte und asymptoti-
sche Werte stimmen oberhalb von ca. T = 0.5J sehr gut überein.
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Abbildung 6.3.: Prozentualer Fehler der asymptotischen Kurve für m = 2, 5, 10. Für wach-
sende Abstände und höhere Temperaturen werden sehr gute Ergebnisse
erreicht.
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7. Die Korrelationsfunktion 〈σ−1 σ+m+1〉
In diesem Kapitel betrachten wir die asymptotische Entwicklung der Korrelationsfunkti-
on 〈σ−1 σ+m+1〉. Wenn wir hier wie in Kapitel 6 einen vollständigen Satz von normierten
Eigenzuständen einschieben, ergibt sich
〈σ−1 σ+m+1〉 = lim
N→∞
2N−1∑
n=0
(Λn
Λ0
)m 〈Ψ0|B(0)|Ψn〉
Λn〈Ψn|Ψn〉
〈Ψn|C(0)|Ψ0〉
Λ0〈Ψ0|Ψ0〉 . (7.1)
Der Vektor |Ψ0〉 beschreibt den Grundzustand mit N/2 vielen Bethe-Ansatz-Zahlen; die
Vektoren |Ψn〉 beschreiben die Eigenvektoren der angeregten Zustände. Die Matrixelemente
in obiger Entwicklung sind nur dann ungleich Null, wenn die |Ψn〉 durch N/2 − 1 viele
Bethe-Ansatz-Zahlen bestimmt sind, also Mh −Mp = 1 gilt. Damit folgt
〈Ψ0| = 〈0|C(λ1) . . . C(λN/2) , (7.2)
〈Ψn| = 〈0|C(µ1) . . . C(µN/2−1) , (7.3)
|Ψn〉 = B(µ1) . . . B(µN/2−1)|0〉, (7.4)
wobei die λj Lösungen der Bethe-Ansatz-Gleichungen für M = N/2 gerade sind, während
die µj Lösungen der Bethe-Ansatz-Gleichungen für M = N/2− 1 ungerade beschreiben.
Wir definieren nun die Amplituden der Formfaktorentwicklung als
An({λj}N/2j=1 |{µj}N/2−1j=1 ) :=
〈Ψ0|B(0)|Ψn〉
Λn〈Ψn|Ψn〉
〈Ψn|C(0)|Ψ0〉
Λ0〈Ψ0|Ψ0〉 =: An. (7.5)
7.1. Berechnung der Amplituden
In diesem Kapitel werden wir die Amplituden An der Formfaktorentwicklung zuerst für
die XXZ-Kette bei endlicher Temperatur untersuchen und danach in einem kompakten
Ausdruck für den XX-Limes angeben.
Wir nutzen die Ergebnisse aus [23], um die Skalarprodukte, aus denen die An bestehen,
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zu bestimmen. Sei {µ+j }N/2j=1 = {µ1, . . . , µN/2−1, 0}, so folgt
〈Ψn|C(0)|Ψ0〉
Λ0〈Ψ0|Ψ0〉 =
1
a(0)(1 + a(0))
N/2∏
j=1
sh(λj)
sh(λj + η)
N/2∏
j=1
a(µ+j )(1 + a(µ+j ))
a(λj)a′(λj)
(N/2∏
k=1
sh(λj − µ+k − η)
sh(λj − λk + η)
)
×
 ∏
1≤j<k≤N/2
sh(λj − λk)
sh(µ+j − µ+k )
 det[G(λj , µ+k )]j,k=1,...,N/2. (7.6)
Hier ist G(λ, µ) die in [23] definierte Dichtefunktion für die XXZ-Kette bei endlicher
Temperatur.
Für den zweiten Teil der Amplitude gilt
〈Ψ0|B(0)|Ψn〉 =
[∏N/2
j=1 d(λj)a(µ+j )
] [∏N/2
j,k=1 sh(λj − µ+k + η)
]
[∏
1≤j<k≤N/2 sh(µ+k − µ+j )sh(λj − λk)
]
×det[Nˆ0(λj , µ+k )]j,k=1,...,N/2 , (7.7)
〈Ψn|Ψn〉 =
[∏N/2−1
j=1 d(µj)a(µj)
] [∏N/2−1
j,k=1 sh(µj − µk + η)
]
[∏
1≤j<k≤N/2−1 sh(µk − µj)sh(µj − µk)
]
×det[Nˆ1(µj , µk)]j,k=1,...,N/2−1 (7.8)
mit
N0(λj , µk) = t(λj , µk)− t(µk, λj)a(µk) , (7.9)
N1(µj , µk) = δkj
a′1(µj)
a1(µj)
+ sh(2η)sh(µj − µk + η)sh(µj − µk − η) . (7.10)
Dabei ist t(λ, µ) = sh(η)sh(λ−µ)sh(λ−µ+η) und die Hilfsfunktion a1 wird im XXZ-Fall durch
a1(λ) =
d(λ)
a(λ)
N/2−1∏
j=1
sh(λ− µj + η)
sh(λ− µj − η)
 (7.11)
gebildet. Für den Eigenwert der angeregten Zustände gilt
Λn = a(λ)
N/2−1∏
j=1
sh(λ− µj − η)
sh(λ− λj)
 (1 + a1(λ)). (7.12)
Fügen wir diese Ergebnisse zusammen, so erhalten wir für die Amplitude das
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Lemma 5.Für die Amplituden der Formfaktorentwicklung der 〈σ−1 σ+m+1〉-Korrelationen
gilt im allgemeinen XXZ-Fall der Ausdruck
An =
[∏N/2
j=1
∏N/2−1
k=1 sh2(λj − µk + η)
]
[∏N/2−1
j,k=1 sh(µj − µk + η)
] [∏N/2
j,k=1 sh(λj − λk + η)
]
×
N/2−1∏
j=1
−1
sh(µj)sh(µj + η)
N/2∏
j=1
sh(λj)sh(λj + η)

[∏N/2−1
j=1
(
1 + a(µj)
)]
1 + a1(0)
×
N/2∏
j=1
1
a′(λj)
 det[G(λj , µ+k )]j,k=1,...,N/2 det[N0(λj , µ+k )]j,k=1,...,N/2
det[N1(µj , µk)]j,k=1,...,N/2−1
. (7.13)
7.1.1. Der XX-Limes
Wir führen nun in (7.13) den XX-Limes durch, indem wir ∆ gegen Null gehen lassen.
Unter Benutzung von (4.10) folgt nach einfacher Rechnung der kompakte Ausdruck gemäß
Korrolar 2.Für die Amplituden der Formfaktorentwicklung der 〈σ−1 σ+m+1〉-Korrelationen
gilt im XX-Fall der Ausdruck
An =
1
4
N/2∏
j=1
tanh(λj)
a′(λj)
N/2−1∏
j=1
−coth(µj)
a′1(µj)
 1 + a0(0)
1 + a1(0)
{
det
[ 2
sh(λj − µ+k )
]
j,k=1,...,N/2
}2
,
(7.14)
mit a1 nach (7.11) und a = a0 = −a1.
Es ist zu beachten, dass in diesem Ausdruck noch die expliziten Bethe-Ansatz-Zahlen
stehen. Die Eliminierung dieser Bethe-Ansatz-Zahlen, beispielsweise durch geeignete Inte-
gralausdrücke wie es in anderen Fällen möglich ist, ist selbst im XX-Limes immer noch
ein offenes Problem.
7.2. Korrelationslängen
Wir wollen nun die Korrelationslänge bestimmen, welche die Asymptotik von 〈σ−1 σ+m+1〉 für
lange Abstände dominiert. Es muss also wieder das Minimum von Re [ln(Λ0/Λ)] berechnet
werden. Dabei ist zu beachten, dass Mh −Mp = 1 gilt. Wir haben schon bei der Diskussi-
on der Korrelationslängen in Kapitel 6 gesehen, dass jedes Teilchen-Loch-Paar positiv zu
Re [ln(Λ0/Λ)] beiträgt. Damit ist klar, dass eine Anregung mit Mh = 1, Mp = 0 im hier
betrachteten Fall den Betrag von Re ln(Λ0/Λ) minimiert.
Für Mh = 1, Mp = 0 gilt
Re
[
ln
(Λ0
Λ
)]
= ln
(ch(2uh) + cos(2vh)
ch(2uh)− cos(2vh)
)
+
∫ pi
−pi
dp
2pi ln
∣∣∣∣coth( 12T (h− 4J cos(p))
)∣∣∣∣ . (7.15)
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Man sieht leicht, dass dieser Term für vh = −pi/4 Null ist (uh > 0). Damit ist das eindeutige
Minimum des Realteils bei q = 0 gefunden und es gilt
ch(2uh) = sin(κ)coth(p). (7.16)
Aus den allgemeinen Betrachtungen der Korrelationslänge in Kapitel 5.3.3 folgt dann
ln
(Λ0
Λ
)
= ipi +
∫ pi
−pi
dp
2pi ln
∣∣∣∣coth(h− 4J cos(p)2T
)∣∣∣∣ =: 1ξ± , (7.17)
analog zu [61], wobei zu beachten ist, dass sich die pF -Anteile hier nicht-trivial gegenseitig
aufheben.
7.3. Formfaktorentwicklung
Wir betrachten nun die Formfaktorentwicklung und erhalten aus (7.17) als asymptotisches
Ergebnis für große Abstände m→∞
〈σ−1 σ+m+1〉 = e
− m
ξ±A1 (7.18)
Dabei wird ξ± durch (7.17) definiert. Die Amplitude A1 enstpricht (7.14), wobei die λj
weiterhin die Bethe-Ansatz-Zahlen des Grundzustands für N/2 −M gerade beschreiben,
während die µj die Bethe-Ansatz-Zahlen für N/2 −M ungerade mit herausgenommener
Lochlösung (q = 0) sind.
7.4. Numerische Ergebnisse und Vergleich mit exakten
Resultaten
Die Abbildungen 7.1-7.3 zeigen die asymptotischen Kurven aus der Formfaktorentwicklung
gemeinsam mit den exakten Ergebnissen aus der Integraldarstellung gemäß Kapitel 4 für
m = 1, 2, 3 bei J = h = 1.
Es wird deutlich, dass die Übereinstimmung schlechter ist, als bei den zz-Korrelationen
in Kapitel 6. Dies scheint darin begründet zu sein, dass nur für kurze Abstände (bis m = 3)
exakte Resultate zum Testen der Langabstands-Asymptotik erzeugt werden konnten, da
die Vielzahl von Integralen sowie die großen Determinanten für große Abstände nur mit
einigem numerischen Aufwand zu bestimmen wären.
Wir geben im Folgenden die Argumente an, welche die Korrektheit der Implementierung
stützen.
1. Die numerisch aus den Bethe-Ansatz-Zahlen erzeugten Korrelationslängen stimmen
mit den exakten Korrelationslängen gemäß (7.17) überein (vgl. Abb. 7.4). Dies veri-
fiziert die Berechnung und Auswahl der Bethe-Ansatz-Zahlen und damit die numeri-
sche Bestimmung des Vorfaktors exp (−m/ξ) = [ln(Λn/Λ0)]m.
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2. Das analytische Ergebnis für m = 1 wurde mit den entsprechenden Ergebissen aus
[27] verglichen und zeigt hier Übereinstimmung. Dies bestärkt das Vertrauen in die
Determinantendarstellung gemäß Kapitel 4.
3. Für N = 2 kann man analytisch zeigen, dass die Amplituden An für große T gegen
1/2 laufen. Dieses Verhalten zeigen auch die numerischen Ergebnisse für An, und
zwar erwartungsgemäß universell auch für große N . Dies deutet auf die Korrektheit
der numerischen Berechnung der Amplituden hin.
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Abbildung 7.1.: 〈σ−1 σ+m+1〉 für m = 1.
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Abbildung 7.2.: 〈σ−1 σ+m+1〉 für m = 2.
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Abbildung 7.3.: 〈σ−1 σ+m+1〉 für m = 3.
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Abbildung 7.4.: exp{−m/ξ} für m = 3.
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8. Zusammenfassung und Ausblick
In dieser Arbeit wurden statische Korrelationen eindimensionaler Heisenberg-Ketten un-
tersucht. Dabei wurden zwei Hauptziele verfolgt. Zum einen wurde die Integraldarstellung
der Dichtematrixelemente, die für endliche Temperatur im thermodynamischen Limes ge-
mäß [22] bereits bekannt war, auf Heisenberg-Ketten endlicher Länge bei T = 0 übertragen.
Außerdem stand noch die Transformation der Integraldarstellung der Dichtematrixelemen-
te für endliche Temperatur in den XX-Limes aus. Zum anderen wurde das asymptotische
Verhalten von Korrelationsfunktionen bei endlicher Temperatur für große Abstände un-
tersucht. Dazu wurde die Formfaktorentwicklung der 〈σzσz〉- und 〈σ−σ+〉-Korrelationen
betrachtet.
Die technische Basis zum Erreichen der obigen Ziele bildet der algebraische Bethe-Ansatz.
Er ermöglicht es, den Hamilton-Operator der XXZ-Kette und ihrer Grenzfälle zu diago-
nalisieren. Dabei sind zwei Zugänge zu unterscheiden. So ist es einerseits möglich, den
Hamilton-Operator durch eine Transfermatrix auszudrücken und diese zu diagonalisieren.
Die Eigenzustände der Transfermatrix entsprechen dann direkt den Eigenzuständen der
Kette und die Eigenwerte sind unmittelbar mit deren Energiespektrum verbunden. An-
derseits ist es möglich, den Hamilton-Operator mit Hilfe der Quanten-Transfermatrix zu
formulieren und diese im Bethe-Ansatz zu diagonalisieren. Hier sind die Eigenwerte mit
der Zustandsumme des Systems bzw. mit den Korrelationslängen verknüpft, während der
führende Eigenvektor alle Informationen über die Korrelationen enthält [53] und die wei-
teren Eigenvektoren die konstanten Terme in der Asymptotik der Korrelationsfunktionen
bestimmen. In der vorliegenden Arbeit wurden beide Zugänge benutzt und in Kapitel 2
eingeführt.
Der erste Hauptteil dieser Arbeit beschäftigt sich mit dem erstgenannten Ziel, der Be-
stimmung von Korrelationsfunktionen auf Grundlage von Integraldarstellungen für Dich-
tematrixelemente. So wurde in Kapitel 3 dieser Arbeit eine Integraldarstellung für Dichte-
matrixelemente der endlich langen XXZ-Kette bei T = 0 mit Hilfe des Transfermatrixfor-
malismus bestimmt. Hintergrund dabei war die Beobachtung, dass sich integrable Systeme
endlicher Kettenlänge auf ähnliche Weise beschreiben lassen, wie entsprechende Systeme
bei endlicher Temperatur im thermodynamischen Limes. Diese Integraldarstellung konnte
im isotropen Limes faktorisiert werden und ermöglichte die numerische Untersuchung von
Nächste-Nachbar- und Übernächste-Nachbar-Korrelationsfunktionen mit sehr hoher Prä-
zision. Der Einfluss der endlichen Kettenlänge konnte als Korrektur der asymptotischen
Werte dargestellt werden. Die Bestimmung dieser finite-size-Korrekturen wurde in der No-
tation von [39] durchgeführt, während der Faktorisierungsalgorithmus aus [13] auf das hier
vorliegende Problem umformuliert werden konnte. Die Faktorisierung für den allgemei-
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nen Fall (d.h. die allg. XXZ-Kette) ist mittlerweile geleistet [12, 14] und sollte auch für
T = 0, L < ∞ möglich sein. Um 〈σ−σ+〉-Korrelationen im XX-Limes exakt berechnen
zu können, war die Transformation der Integraldarstellung für die Dichtematrixelemen-
te aus [22] in den XX-Limes notwendig. Die hier erzielten Ergebnisse ermöglichten eine
Kontrolle des im zweiten Hauptteil untersuchten asymptotischen Verhaltens.
Die Untersuchung der Asymptotik von Korrelationsfunktionen für endliche Temperatur,
das zweite Hauptziel dieser Arbeit, wurde in Teil II angegangen. Grundlegend für die Un-
tersuchung der Asymptotik war die detaillierte Analyse des Bethe-Ansatzes im XX-Limes
in Kapitel 5. Sie beinhaltete eine genaue Untersuchung der Lage der Bethe-Ansatz-Zahlen.
Es konnte gezeigt werden, dass diese sich im XX-Limes auf klar definierten Trajektorien
bewegen. Diese Trajektorien konnten explizit bestimmt werden. Zudem war die genaue
Untersuchung der Eigenwerte der QTM nach Betrag und Phase notwendig, um die in der
jeweiligen Formfaktorentwicklung dominierenden Korrelationslängen zu identifizieren. Es
konnten explizite Ergebnisse für die Korrelationslängen beliebiger Anregungen der XX-
Kette hergeleitet werden. Aufbauend auf diesen Vorarbeiten wurden zwei Beispiele für
Korrelationen näher untersucht. Einerseits wurde in Kapitel 6 die Asymptotik der 〈σzσz〉-
Korrelationsfunktion im XX-Limes bestimmt. Hier war es möglich, einen einfachen Aus-
druck für die Amplituden der Formfaktorentwicklung anzugeben. Zusätzlich ist es gelungen,
eine exakte asymptotische Formel für den Trotterlimes zu bestimmen. Die gewonnenen Er-
gebnisse wurden numerisch untersucht. Es zeigte sich, dass die asymptotische Formel schon
für Abstände m = 10 bei recht tiefen Temperaturen (T = 0.5J) eine sehr gute Approxima-
tion der vollen Korrelation darstellt. Andererseits wurde die 〈σ−σ+〉-Korrelationsfunktion
in Kapitel 7 untersucht. Hier war es möglich, für die Amplituden im XXZ- und XX-Fall
Ausdrücke anzugeben, die noch die expliziten Bethe-Ansatz-Zahlen enthalten. Der Aus-
druck für den XX-Limes wurde numerisch ausgewertet. Dies wurde dadurch vereinfacht,
dass die Bethe-Ansatz-Gleichungen im XX-Limes entkoppeln. Es war jedoch nicht mög-
lich, ein überzeugendes asymptotisches Verhalten – verglichen mit den exakten Kurven aus
Kapitel 4 – zu erhalten. Dies wurde auch dadurch erschwert, dass die Vielzahl von Inte-
gralen im exakten Ausdruck aus Kapitel 4 nur für kleine m mit angemessenem Aufwand
zu bestimmen sind.
Als zentrales offenes Problem bleibt die weitere Vereinfachung der Amplituden der Form-
faktorentwicklung für die 〈σ−σ+〉-Korrelationsfunktion bestehen. So wäre die Herleitung
einer Integraldarstellung für die Amplituden erstrebenswert, welche die Bethe-Ansatz-
Zahlen nur noch implizit in der Hilfsfunktion a(λ) enthält. Es ist wahrscheinlich, dass
eine Lösung dieser Aufgabe für das XX-Modell wertvolle Hinweise für die Bearbeitung
der allgemeinen XXZ-Kette liefert. Auch die Betrachtung der Formfaktorentwicklung der
〈σzσz〉-Korrelationen für die XXZ-Kette steht noch aus. Dort ist zu erwarten, dass die
Herleitung eines kompakten Ausdrucks für die Amplituden einfacher ist als für die 〈σ−σ+〉-
Korrelationen.
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A. Nebenbemerkungen zu Kapitel 3
A.1. Der Limes L→∞
Wir betrachten hier den Limes L→∞ der Integralgleichung
ln a(λ) = iγL+ L ln
(
sh(λ− iγ2 )
sh(λ+ iγ2 )
)
−
∫
C
dω
2piiKiγ(λ− ω) ln(1 + a(ω)) (A.1)
mit Twist-Winkel φ = 0. Für L→∞ dominiert die Inhomogenität L ln
(
sh(λ− iγ2 )
sh(λ+ iγ2 )
)
. Dabei
muß beachtet werden, ob der Imaginärteil von λ kleiner oder größer Null ist:
1. Imλ > 0 : a(λ) geht exponentiell gegen Null.
2. Imλ < 0 : a(λ) geht exponentiell gegen Unendlich.
Somit trägt nur noch der untere Teil der Kontur C bei, und mit 1/L ln a(λ) =: ε(λ) folgt
ε(λ) = iγ + ln
(
sh(λ− iγ2 )
sh(λ+ iγ2 )
)
− 1
L
∫ ∞− iγ2 + i2
−∞− iγ2 +
i
2
dω
2piiKiγ(λ− ω) ln(1 + a(ω)). (A.2)
Da
∂λε(λ) =
sh(iγ)
sh(λ+ iγ2 )sh(λ− iγ2 )
(A.3)
gilt, folgt aus (A.2) nach Differentiation bezüglich λ und mit −2piiρ(λ) = ∂λε(λ) die be-
kannte Gleichung [33]
− 2piiρ(λ) = sh(iγ)
sh(λ+ iγ2 )sh(λ− iγ2 )
+
∫ ∞
−∞
dx iKiγ(λ− x)ρ(x). (A.4)
A.2. Verbindung zwischen der Dichtefunktion G und dem
Eigenwert
Wir wollen hier zeigen, wie die Funktion G(λ, ξ) mit dem Eigenwert der Transfermatrix
zusammenhängt.
Dazu betrachten wir Λ(λ) in Abhängigkeit von a¯ an der Stelle λ = iγ2 − iδ:
ln Λ( iγ2 − iδ) = −iφ+ i
L
2 (γ − pi) + ln Φ(iδ)−
∫
C
dω
2piK iγ2
(iγ − ω − iδ) ln(1− a¯(ω)). (A.5)
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Wir bilden nun die Ableitung nach φ und lassen dann δ → 0 gehen. Mit m˜0(φ) := ∂φ ln Λ( iγ2 )
und −σ(ω) := −∂φ ln a(ω) folgt dann
m˜0(φ) = −i +
∫
C
dω
2pii iK iγ2
(iγ − ω) σ(ω)1 + a(ω) . (A.6)
Wir betrachten nun die Integralgleichungen für a¯ und G(λ, ξ):
∂φ ln a¯(λ) = 2i +
∫
C
dω
2piKiγ(λ− ω)∂φ ln(1 + a¯(ω)) ,
⇔ σ(λ) = −2i +
∫
C
dω
2pii iKiγ(λ− ω)
σ(ω)
1 + a(ω) , (A.7)
G(λ, 0) = iK iγ
2
(iγ − λ) +
∫
C
dω
2pii iKiγ(λ− ω)
G(ω, 0)
1 + a(ω) . (A.8)
Zudem definieren wir e(λ) := −2i sowie g(λ) := iK iγ
2
(λ) und den Integraloperator für eine
Testfunktion ϕ
(Kˆϕ)(λ) =
∫
C
dω
2pii iKiγ(λ− ω)
ϕ(ω)
1 + a(ω) . (A.9)
Von diesem Integraloperator existiere die Resolvente (1− Kˆ)−1 und ihre Neumann-Reihe.
Dann folgt (vgl Gl. (73) aus [23]) mit σ(λ) = [(1−Kˆ)−1e(λ)] und G(λ, 0) = [(1−Kˆ)−1g(λ)]
für beliebige g(λ) und e(λ) unter Benutzung der Neumann-Reihe∫
C
dω
2pii
g(ω)σ(ω)
1 + a(ω) = −
∫
C
dω
pi
G(ω, 0)
1 + a(ω) . (A.10)
Dies setzen wir in (A.6) ein, und erhalten mit m0 = 12im˜0 =
1
2i∂φ ln Λ(
iγ
2 )
m0(φ) = −12 −
∫
C
dω
2pii
G(ω, 0)
1 + a(ω) =
1
2 +
∫
C
dω
2pii
G(ω, 0)
1 + a¯(ω) . (A.11)
90
B. Formelsammlung zur Numerik in Kapitel
3.7
B.1. Die Funktionen γ, γxx und γxy im homogenen Limes
• Die Funktion γ( i2 , i2):
γ( i2 ,
i
2) = Ψ(
i
2 ,
i
2)− 1 , (B.1)
Ψ( i2 ,
i
2) = 2K(0)−
∫ +∞
−∞
dν
sh(piν)
[ 1
i g
+
0 (ν)
1 + b¯−1(ν)
+
1
i g
−
0 (ν)
1 + b−1(ν)
]
, (B.2)
K(0) = ψ(1)− ψ(12) = 2 ln 2 mit ψ(x) : Digamma-Funktion. (B.3)
• Die Funktion γxx( i2 , i2):
γxx( i2 ,
i
2) = ζ(3,
1
2)− ζ(3, 1)
−
∫ +∞
−∞
dν
sh(piν)
[ 1
i j
+
0 (ν)
1 + b¯−1(ν)
+
1
i j
−
0 (ν)
1 + b−1(ν)
]
+ 2Ψ( i2 ,
i
2).
(B.4)
• Die Funktion γxy( i2 , i2):
γxy( i2 ,
i
2) = ζ(3, 1)− ζ(3, 12)
− pi
∫ +∞
−∞
dν ch(piν)
sh2(piν)
[ 1
i h
+
0 (ν)
1 + b¯−1(ν)
+
1
i h
−
0 (ν)
1 + b−1(ν)
]
− 2Ψ( i2 , i2).
(B.5)
• ζ(s, a) ist die Hurwitz-Zeta-Funktion [64]:
ζ(s, a) =
∞∑
k=0
1
(k + a)s für Re s > 1. (B.6)
91
B. Formelsammlung zur Numerik in Kapitel 3.7
B.2. Die Funktionen g(+)0 und g
(−)
0 auf der reellen Achse
• Integralgleichung für g(+)0 (x) in Abhängigkeit von b und b¯:
1
i g
(+)
0 (x) = −
pi
sh(pix) +
∫ +∞
−∞
dν
2piK(x− ν)
1
i g
(+)
0 (ν)
1 + b¯−1(ν)
−
∫ +∞
−∞
dν
2piK(x− ν + i− i0)
1
i g
(−)
0 (ν)
1 + b−1(ν) .
(B.7)
• Integralgleichung für g(−)0 (x) in Abhängigkeit von b und b¯:
1
i g
(−)
0 (x) = −
pi
sh(pix) +
∫ +∞
−∞
dν
2piK(x− ν)
1
i g
(−)
0 (ν)
1 + b−1(ν)
−
∫ +∞
−∞
dν
2piK(x− ν − i + i0)
1
i g
(+)
0 (ν)
1 + b¯−1(ν)
.
(B.8)
• Die erste Ableitung der Funktionen g(±)0 mit h(±)0 (x) := ∂ξ g(±)ξ (x)|ξ=0:
1
i h
+
0 (x) = −pi2
ch(pix)
sh2(pix)
+
∫ +∞
−∞
dν
2piK(x− ν)
1
i h
+
0 (ν)
1 + b¯−1(ν)
−
∫ +∞
−∞
dν
2piK(x− ν + i− i0)
1
i h
−
0 (ν)
1 + b−1(ν) , (B.9)
1
i h
−
0 (x) = −pi2
ch(pix)
sh2(pix)
+
∫ +∞
−∞
dν
2piK(x− ν)
1
i h
−
0 (ν)
1 + b−1(ν)
−
∫ +∞
−∞
dν
2piK(x− ν − i + i0)
1
i h
+
0 (ν)
1 + b¯−1(ν)
. (B.10)
• Die zweite Ableitung der Funktionen g±0 mit j(±)0 (x) := ∂2ξ g(±)ξ (x)|ξ=0:
1
i j
+
0 (x) = −
ch2(pix) + 1
ch2(pix)− 1
pi3
sh(pix) +
∫ +∞
−∞
dν
2piK(x− ν)
1
i j
+
0 (ν)
1 + b¯−1(ν)
−
∫ +∞
−∞
dν
2piK(x− ν + i− i0)
1
i j
−
0 (ν)
1 + b−1(ν) , (B.11)
1
i j
−
0 (x) = −
ch2(pix) + 1
ch2(pix)− 1
pi3
sh(pix) +
∫ +∞
−∞
dν
2piK(x− ν)
1
i j
−
0 (ν)
1 + b−1(ν)
−
∫ +∞
−∞
dν
2piK(x− ν − i + i0)
1
i j
+
0 (ν)
1 + b¯−1(ν)
. (B.12)
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B.2. Die Funktionen g(+)0 und g
(−)
0 auf der reellen Achse
• Die Funktion K(x):
K(x) = i∂x ln
[
Γ(1− ix2 )Γ(12 + ix2 )
Γ(1 + ix2 )Γ(
1
2 − ix2 )
]
. (B.13)
• Für die Implementierung des Kerns nutzen wir die Entwicklung
K(x) = 2
∞∑
k=0
(−1)kζa(2k + 1)x2k. (B.14)
Dabei ist ζa(x) =
∑∞
k=1(−1)k+1/kx die alternierende Zeta-Reihe. Für Re x > 1 ist
die Zeta-Funktion ζ(x) mit ζa(x) durch ζa(x) = (1− 21−x)ζ(x) verbunden [1].
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C. Nebenbemerkungen zu Kapitel 5
C.1. Eigenschaften des größten Eigenwertes der QTM
In diesem Anhang wollen wir in Kürze zeigen, dass der Eigenwert Λ0 der Quanten-Trans-
fermatrix mit Mh = Mp = 0 im XX-Limes betragsmäßig größer ist als alle anderen Eigen-
werte.
Zuerst muss ln(i coth(z)) diskutiert werden. Sei z = u+ iv , u, v ∈ R, so folgt
i coth(z) =|i coth(z)|eiϕ , (C.1)
|i coth(z)|2 =ch(2u) + cos(2v)ch(2u)− cos(2v) , e
2iϕ = sin(2v) + i sh(2u)sin(2v)− i sh(2u) . (C.2)
Daraus folgt
Re

Mh∑
j=1
ln(coth(λhj ))−
Mp∑
j=1
ln(coth(λpj ))

= 12

Mh∑
j=1
ln
(
ch(2uhj ) + cos(2vhj )
ch(2uhj )− cos(2vhj )
)
−
Mp∑
j=1
ln
(
ch(2upj ) + cos(2v
p
j )
ch(2upj )− cos(2vpj )
) (C.3)
mit λhj = uhj + ivhj , λ
p
j = u
p
j + iv
p
j . Man erhält
• für N/2−M gerade:
Re

Mh∑
j=1
ln(coth(λhj ))−
Mp∑
j=1
ln(coth(λpj ))
 > 0. (C.4)
• für N/2−M ungerade:
Re

Mh∑
j=1
ln(coth(λhj ))−
Mp∑
j=1
ln(coth(λpj ))
 ≤ 0. (C.5)
Für N/2−M ungerade gilt außerdem, dass∫ pi
−pi
dp
2pi ln
∣∣∣∣coth((h− 4J cos(p))2T )
∣∣∣∣ > 0. (C.6)
Damit folgt für alle Eigenwerte Λ 6= Λ0
ln
∣∣∣∣Λ0Λ
∣∣∣∣ = Re (ln Λ0Λ
)
> 0⇔ |Λ0| > |Λ|. (C.7)
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