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Les circuits supraconducteurs quantiques constituent une plateforme de pointe pour le
traitement de l’information quantique. L’utilisation de ce type de circuits en tant que qubits
est en partie motivée par la grande flexibilité avec laquelle ces dispositifs peuvent être fab-
riqués. Cette flexibilité fait en sorte que les circuits supraconducteurs sont attractifs comme
une architecture pour le design des qubits, des amplificateurs, des détecteurs de photons
et d’autres dispositifs quantiques.
Le domaine des qubits supraconducteurs est en rapide évolution depuis quelques an-
nées, ce qui a conduit à un certain nombre d’avancées majeures, dont la récente démon-
stration de la suprématie computationnelle quantique. Cela a été possible en partie grâce
à l’introduction de l’architecture de l’électrodynamique quantique des circuits, et du qubit
transmon. Le qubit transmon est protégé contre la source de bruit la plus nuisible dans les
dispositifs mésoscopiques (bruit de charge), tout en possédant un design simple permet-
tant sa mise en l’échelle.
Cependant, malgré le succès retentissant du qubit transmon, d’autres qubits supracon-
ducteurs, tels que le fluxonium et les circuits 0− π, ont en principe le potentiel d’être plus
performants. En particulier, le qubit 0− π utilise des modes de circuit à haute impédance
qui sont réalisés en utilisant de grandes inductances (ou superinductances) afin de rendre
le système insensible au bruit de flux. Les superinductances, ainsi que les dispositifs de
fluxonium et de 0− π qubit, sont le principal objet de cette thèse.
Dans cette thèse, je présente un nombre de résultats qui sont liés aux propriétés de
cohérence, au contrôle quantique et à la description théorique du fluxonium et des qubits
0− π. Chapter 1 présente les concepts théoriques généraux, nécessaires à la compréhen-
sion desmes travaux de recherche. Chapter 2 examine de plus près le qubit 0−π et pose les
bases de chapters 3 to 5, qui décrivent trois articles de recherche concernant les propriétés
de cohérence, le contrôle quantique et la première réalisation expérimentale du qubit 0−π.
Chapter 6 aborde plusieurs aspects liés à la cohérence quantique, au contrôle et à la struc-
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ture multimode du qubit de fluxonium, contenus dans deux articles de recherche. L’un de
ces articles fait état de la première réalisation d’un qubit de fluxonium intégrant une su-
perinductance de nanofil. Le second article étudie l’application de techniques de réseaux
de tenseurs au qubit de fluxonium. Enfin, appendices A and B sont consacrés à deux ar-
ticles de recherche qui ne sont pas abordés en profondeur dans cette thèse. Appendix A
rapporte la réalisation d’un qubit supraconducteur protégé contre le flux et le bruit inspiré
du qubit 0− π, tandis que appendix B présente une approche quantique variationnelle de
la simulation du couplage ultra-fort entre la lumière et la matière.
Nous notons que les résultats présentés dans cette thèse ont été obtenus en collabo-
ration avec un nombre de groupes académiques et de l’industrie quantique. Les travaux
dans chapter 3 et chapter 4 font partie d’une collaboration avec le groupe de recherche
de Jens Koch de l’Université Northwestern. Le travail sur chapter 5 est le résultat d’une
collaboration entre les groupes de recherche d’Andrew Houck de l’Université de Prince-
ton, de Jens Koch et de David Schuster (Université de Chicago). Le travail sur le qubit de
fluxonium de supraconductivité des nanofils, présenté dans chapter 6, est réalisé en col-
laboration avec le groupe de recherche d’Andrew Houck. Les travaux sur les techniques
de réseaux de tenseurs sont réalisés en collaboration avec le groupe de recherche de David
Sénénchal et Thomas E. Baker, tous deux des chercheurs de l’Institut quantique de Sher-
brooke. L’article dans appendix A est le résultat d’une collaboration avec les groupes de
recherche deMichaelGershenson à l’Université Rutgers et deMathieuT. Bell de l’Université
de Boston. Enfin, le travail dans appendix B est le fruit d’une collaboration avec le groupe
de recherche d’Ivano Tavernelli d’IBM Q Zürich.
Summary
Superconducting quantum circuits are a leading platform for quantum-information pro-
cessing. Part of the motivation behind using superconducting circuits as qubits lies in the
fact that these devices can be engineered with great flexibility. This also makes supercon-
ducting quantum circuits attractive as an architecture for building devices that go beyond
qubits, such as amplifiers, photon detectors, among others, and for the exploration of the
rich physics of quantum optics in new parameter regimes.
The field of superconducting qubits has gone through a rapid development in the last
few years, leading to a number of major breakthroughs including the recent quantum com-
putational supremacy demonstration. This has been possible thanks in part to the intro-
duction of the circuit quantum electrodynamics architecture and the transmon qubit. This
qubit combines insensitivity to the most detrimental source of noise in mesoscopic devices
(charge noise), with a simple design and scalable fabrication.
However, despite the overwhelming success of the transmon qubit, other implemen-
tations of superconducting qubits, such as the fluxonium and the 0− π circuits, have the
potential to perform better. In particular, the 0 − π qubit makes use of high-impedance
circuit modes, which are realized using large inductances (or superinductances), in order
to render the system insensitive to flux noise. Superinductances, along with the fluxonium
and 0− π qubit devices are the main focus of this thesis.
In this thesis, I present a number of results that are related to the coherence properties,
quantum control and theoretical description of the fluxonium and 0− π qubits. Chapter 1
introduces the theoretical concepts that are required to understand the research papers
and develops the concept of noise protection in the context of superconducting quantum
circuits. Chapter 2 takes a closer look at the 0−π qubit and lays the basis for chapters 3 to 5,
which describe three research papers studying the coherence properties, quantum control
and the first experimental realization of the 0− π qubit. Chapter 6 addresses several as-
pects related to the quantum coherence, control and multimode structure of the fluxonium
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qubit, including two research papers. One of these papers reports the first realization of a
fluxonium qubit integrating a nanowire superinductance. The second paper in chapter 6
studies the application of tensor network techniques to the fluxoniumqubit. Finally, appen-
dices A and B are dedicated to two research papers that are not discussed in depth in this
thesis. Appendix A reports the realization of a flux-noise-protected superconducting qubit
inspired by the 0− π qubit, while appendix B presents a variational quantum approach to
the simulation of ultrastrong-light matter coupling.
We note that the results presented in this thesis have been done in collaboration with
a number of academic and industrial groups. The work in chapter 3 and chapter 4 is part
of a collaboration with Jens Koch’s research group at Northwestern University. Work in
chapter 5 is the result of a collaboration involving the research groups of Andrew Houck
from Princeton University, Jens Koch and David Schuster from University of Chicago. The
work on the nanowire-superinductance fluxoniumqubit reported in chapter 6 is done again
in collaboration with Andrew Houck’s research group. The work on tensor network tech-
niques reported in the same chapter is done in collaborationwithDavid Sénéchal’s research
group and Thomas E. Baker, both from the Institut quantique, Sherbrooke. The paper in
appendix A is the result of a collaboration with the research groups of Michael Gershen-
son’s at Rutgers University and Mathieu T. Bell’s at Boston University. Finally, the work in
appendix B is a collaboration with the research group of Ivano Tavernelli at IBMQZürich.
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Chapter 1
Superconducting Quantum Circuits
1.1 Introduction to superconducting circuits
Quantummechanics is traditionally portrayed as a theory describing physical phenomena
at the atomic scales of matter. The hallmark of quantum behavior is the existence of quan-
tized observables such as the energy of a particle. Althoughmacroscopic objects are formed
by a collection of atoms, quantization effects are not necessarily guaranteed to emerge at
this scale. Superconducting qubits exploit a remarkable fact that applies to certain super-
conducting electrical circuits: macroscopic degrees of freedom, such as the electric charge
stored in a capacitor or themagnetic flux through a superconducting loop, can exhibit a dis-
crete energy-level structure analogous to that of a natural atom [1, 2]. Provided a method
for controlling such degrees of freedom, superconducting systems in the quantum regime
can be used as a solid-state architecture for quantum information processing.
1.1.1 The benefits of superconductivity
Superconducting circuits are fabricated from standard Bardeen-Cooper-Schrieffer (BCS)
superconductors, such asAluminumorNiobium. At temperatures belowa critical value Tc,
typically in the range of 1− 10 K, the superconducting state of thesematerials emerges from
an effective electron-electron attractive interaction due to the exchange of virtual phonons
[3]. Because of this, electrons with opposite spin and momentum that are close in energy
to the Fermi level are bound to form the so-called Cooper pairs. Since each Copper pair
is composed by two fermions, the Cooper-pair ensemble obeys bosonic statistics and can
condensate to a unique ground state that is separated from quasiparticle excitations by a
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large energy gap [4]. The Cooper pair condensate can then be described by a macroscopic
wavefunction Ψ(r, t) known as the order parameter, where r is a position vector and t is the
time.
Superconductivity allows for the dynamics of a macroscopic number of electrons to be
described by a single collective degree of freedom. Thus, the superconducting state repre-
sents a dramatic reduction of complexity in the system. Macroscopic quantum effects come
into play when excitations of this collective degree of freedom are considered. This is what
makes the engineering of artificial atoms from such systems possible. More importantly,
superconductivity allows for a dissipationless flow of electrical current (or supercurrent)
which corresponds to the transport of Cooper-pairs. The absence of dissipation is a first
requirement for demonstrating coherent quantum behavior.
1.1.2 The Josephson junction
Let us now consider a superconducting electrode insulated from the environment and
defining a circuit ‘island’, i.e. a portion of a superconductor that is not galvanically con-
nected to any other part of the circuit. A state |N〉 of this system is simply specified by the
number of Cooper pairs (N) that are contained on the island [4].
By itself, an island is not a very interesting system because the number of Cooper pairs
is fixed by the boundary conditions defined by the superconductor. However, by placing
two of such electrodes nearby and separating these by a thin layer of insulator, Cooper
pairs can coherently tunnel through the insulating barrier, thusmodifying the Cooper-pair-
number difference between these islands. This system forms what is known as a Josephson
junction.




|n〉〈n + 1|+ |n + 1〉〈n|, (1.1)
where EJ is the Josephson coupling energy and |n〉, for n ∈ (−∞, ∞), labels the Cooper-
pair-number difference between the electrodes. Importantly, Eq. (1.1) couples states of
different Cooper-pair number and thus allows for the control of such a degree of freedom.
Introducing the phase states |θ〉 = (2π)−1/2 ∑n e−iθn|n〉, where θ ∈ [−π, π), the Eq. (1.1)
takes the form
H = −EJ cos θ. (1.2)
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The Josephson junction thus implements a nonlinear inductive potential in terms of the
phase difference between the two superconducting electrodes that define the junction. The
Josephson junction is, in fact, the only known nonlinear and nondissipative circuit element
and sits at the core of all superconducting qubit designs.
1.2 Circuit Quantum Electrodynamics
Circuit quantum electrodynamics (circuit QED) is the combination of superconducting
qubits and resonators in a single architecture for quantum control and quantum informa-
tion. This section introduces the circuit QED theory that is used in the research papers that
are part of this thesis. Since our work has been done at a single-qubit level, for both 0− π
and fluxonium devices, we limit the description of the circuit-QED theory to readout and
single-qubit manipulation. These concepts are also used in the next section to describe the
0− π qubit in more details.
1.2.1 The invention of circuit QED
About fifteen years ago, a team led by professors Robert Schoelkopf and Steven Girvin
at Yale University introduced the Circuit Quantum Electrodynamics architecture (circuit
QED). Loosely speaking, circuit QED emerges from the recognition of a natural mapping
between quantum optics, describing the interaction between Nature’s atoms and photons,
and superconducting quantum circuits. Conceived as a flexible test-bed for quantum op-
tics on a chip, as well as a solid-state quantum-computing architecture, this platform has
enabled spectacular progress both in the fundamental understanding of light-matter inter-
action at the quantum level and in quantum information processing. Through the years,
circuit QED has served as a powerful toolbox for quantum engineering, with an impact on
the development of novel quantum devices and protocols for the generation, filtering, am-
plification, routing and readout of microwave quantum signals. Circuit QED is now a very
active field of research, and one of the leading quantum-computing hardware architectures
developed in universities and companies worldwide.
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The emergence of a new technology
Circuit QED is the study of cm-wavelength microwave photons interacting with meso-
scopic superconducting quantum circuits at dilution-refrigerator temperatures [6, 7]. With
dimensions approximately between 1 µm and 1 cm, and operating at frequencies in the
microwave-frequency range of 1-20 GHz, these devices are fabricated by depositing alu-
minum (or niobium) on a low-loss dielectric substrate such as sapphire or silicon, by a
process similar to that in the microelectronics industry. As argued above, superconduc-
tivity allows for dissipation-free current flow and enables a simple quantum-mechanical
description of such circuits as artificial atoms. The existence of atom-like energy levels was
predicted by the Nobel Prize winner Anthony J. Leggett and demonstrated in 1985 by the
group of John Clark at UC Berkeley, in an experiment conducted by John Martinis and
Michel Devoret [8].
The simplest example of a quantum superconducting circuit is a wire of inductance
L shunted by a capacitance C, realizing an LC harmonic oscillator. By choosing L and C
such that the resonance frequency 1/
√
LC is in the microwave domain, LC circuits play the
role of cavities in which microwave photons can be stored. However, in order to realize an
artificial atom, some anharmonicity (equivalently, a nonlinearity) is needed. This, again,
is provided by superconductivity and more precisely by Josephson junctions.
In the late ’90s, Josephson-junction-based artificial atoms were suggested as candidates
to realize a quantum bit [9, 10, 11]. In these proposals, the qubit subspace is composed of
the ground and first excited states of the artificial atom. Moreover, the anharmonicity of
the atom’s energy spectrum prevents leakage of the encoded information out of the qubit
subspace and facilitates qubit control. These ideas were soon followed by the experimental
demonstration of quantum coherence in a superconducting qubit in 1999 by Y. Nakamura
and collaborators, then at NEC in Japan [12]. With this milestone achievement, it did not
take much longer for the field of superconducting qubits to gain greater popularity.
Josephson junctions were rapidly incorporated in many other qubit designs, including
the flux qubit introduced in 1999 at Delft [13], the phase qubit in 2002 at NIST-Boulder
[14], and the quantronium, also in 2002, at CEA-Saclay [15]. However, during this time
significant challenges remained to be overcome. In particular, superconducting qubitswere
being measured using non-optimal readout schemes that introduced noise. The search for
better strategies powered the next breakthrough.
Circuit QED emerged at Yale in 2003-2004 as an architecture integrating supercon-
ductingmicrowave resonators (cavities) and Josephson quantum circuits (artificial atoms).




Figure 1.1 The original circuit QED concept showing a superconducting qubit (light green)
placed inside a cm-long superconducting coplanar waveguide resonator (light
blue), which confines a microwave photon. The electric field associated to this
photon is represented by a standing wave (light orange). Qubit control and read-
out is achieved by voltage driving the resonator through one of its ports. Adapted
from [6].
perconducting quantum-information-processing devices [6, 16]. Furthermore, circuit QED
realized a mesoscopic analogy to cavity QED (Nobel Prize-winning cavity QED work by
Serge Haroche), where optical or microwave photons interact with single atoms in a three-
dimensional cavity [17, 18]. Inspired by this correspondence, the work at Yale introduced
solid-state analogues to the methods developed in quantum optics. In particular, these
techniques included the formalism of master equations (presented below) for the treat-
ment of dissipation and decoherence, this time applied to mesoscopic devices.
A centerpiece of the circuit-QED architecture are the superconducting coplanar waveg-
uide resonators [19] (see Fig. 1.1). Qubits are fabricated in proximity to such resonators,
which allow for qubit control and readout. Moreover, the resonators filter the qubits’ elec-
tromagnetic environment thereby increasing the qubits’ coherence times. In 2004, a break-
through experiment at Yale employed a single qubit in a resonator to demonstrate the co-
herent exchange of microwave photons between these two systems [7]. This experiment
served as a clear evidence of the quantum optical nature of superconducting quantum cir-
cuits, opening avenues for new applications bridging the two respective research fields.
As a direct consequence, superconducting quantum devices reemerged as amicrowave
quantum-optics platform, where the Josephson junction provides the necessary nonlinear-
ity to make microwave photons interact. Furthermore, the two-dimensional confinement
of the electromagnetic field in a superconducting chip has allowed circuit-QED setups to
display an extraordinarily strong light-matter coupling in flexible geometries. Importantly,
these strong, nonlinear engineered interactions have enabled quantumoptics to be explored
in previously inaccessible regimes by natural atoms.
6
From a historical point of view, circuit QEDwas, perhaps, the result of the right combi-
nation of an interdisciplinary team and opportune timing. Indeed, while similar ideaswere
being discussed in a handful of groups, it is worth mentioning that at the time the concept
of microwave photons stored in superconducting circuits was not unanimously accepted
by the experts [20, 21, 22, 23, 24, 25, 26]. The work at Yale helped to formalize this concept
and demonstrate it unambiguously.
Circuit QED strategies for quantum information processing
Circuit QED was recognized early on as a promising platform for quantum information
processing. In particular, the work at Yale focused first on implementing the gate-based
model for universal quantum computation. The implementation of universal gates in the
circuit-QED architecture was originally examined in a setup consisting of two supercon-
ducting qubits coupled to a common resonator [6, 16], and is discussed conceptually be-
low.
Single qubits are manipulated by irradiating the resonator with a microwave voltage
pulse tuned to the qubit frequency–analogous to shining a laser on an atom. Using this
concept, state-of-the-art single-qubit-gate fidelities are now above 99.9% [27]. Regarding
two-qubit gates, the resonator plays the role of a communication channel or "quantumbus".
As S. Girvin explains, the transmon, which is the simplest of the superconducting qubits
(see Sect. 1.5.4), can be thought of as a small antenna with two superconducting halves
connected by a Josephson junction [4]. When the qubit is in the excited state, Cooper pairs
tunnel back and forth between the two antennae halves. The frequency of this tunneling is
in the GHz range and the qubit, which looks like a classical dipole, can radiate (emit) a mi-
crowave photon through the resonator. Now in the resonator, the photon can reach a second
qubit and be absorbed by it. Thus, this mechanism represents a resonator-mediated two-
qubit interaction which forms the basis of quantum two-qubit operations between qubits
separated by as much as a centimeter. State-of- the-art two-qubit gate fidelities are now
above 99% [27].
Due to a noninvasive scheme known as dispersive readout (described in Sect. 1.2.3)
resonator-based qubit measurement is also possible. With state-of-the-art fidelities exceed-
ing 99% [28], this technique is one of the most important achievements of the circuit-QED
architecture. Indeed, recall that the low performance of early readout protocols was one of
themainmotivations that led to the development of circuit QED. As a result, the dispersive
readout has offered a fast, high-fidelity and relatively simple alternative, where the qubit
state is revealed by detecting a shift of the resonator frequency.
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The availability and experimental demonstration of a complete set of high-fidelity uni-
versal quantum operations have enabled circuit QED to become one of the leading and
most developed quantum-information-processing (QIP) platforms at the moment. Fur-
thermore, the generality of such control and readout protocols has gathered attention from
developers of solid-state architectures beyond superconducting qubits. For example, cir-
cuit QED is now used with spin qubits in semiconductors [29], andmight potentially serve
to manipulate and readout Majorana-qubit devices [30]. In the context of superconducting
qubits, the circuit QED architecture has recently enabled the demonstration of quantum
computational supremacy [31], likely one of the most quantum-computing breakthroughs
so far. However, important challenges remain to be solved in order to realize a truly fault-
tolerant QIP architecture, some of these being the focus of this thesis.
1.2.2 Circuit QED: Superconducting qubits coupled to LC resonators
As illustrated in Fig. 1.1, a typical circuit QED setup requires a qubit to be fabricated in
proximity of a transmission-line [6, 7] (or 3D [32, 33]) superconducting resonator. Close
to the its resonance frequency ωr = 1/
√
LC, which lies typically in the range ωr/2π ∈
[4, 12]GHz, the resonator can be described as a quantum harmonic oscillator with Hamil-
tonian
Hr = h̄ωra†a, (1.3)
where a† and a are photon creation and annihilation operators, respectively.
The resonator can be coupled to the qubit capacitively, inductively, or by means of a
nonlinear circuit element such as a Josephson junction. Here we focus on the case of capac-
itive coupling, which is also the most common scenario in circuit-QED setups. In this case,
the qubit couples to the resonator voltage operator Vr = Vzpf(a + a†), where Vzpf ∝ ωr
√
Zr
denotes the amplitude of the zero-point fluctuations of the resonator voltage and Zr is the
resonator impedance. An important advantage of the two-dimensional circuit QED setup
is that the vacuum energy of the resonator is stored in a small volume, leading to large
zero-point fluctuations of the electric field that result in a large qubit-resonator coupling
[6].
The qubit-resonator interaction Hamiltonian can generally be written as
Hint = 2eβ n Vr, (1.4)
where β 1 is a capacitive coupling coefficient and n is the (dimensionless) charge oper-
ator of the qubit. As we discuss below, readout, single- and two-qubit gates can be enabled
8
by the resonator by driving this device appropriately. A microwave tone applied to the
resonator can be described by the drive Hamiltonian
Hdrive = E ∗(t) a + E(t) a†, (1.5)
where E(t) = A(t) exp(−iωdt) is a drive pulse of amplitude A(t) (with units of energy)
and frequency ωd.
1.2.3 Dispersive control and readout of multilevel artificial atoms
The dispersive limit of circuit QED is a regime of operation where the qubit-resonator cou-
pling Hamiltonian of Eq. (1.4) can be perturbatively diagonalized, provided that the effec-
tive coupling strength is significantly smaller than the frequency detuning between such
systems [6, 34]. For the devices considered in this thesis, the multilevel structure of the
artificial atom plays an important role in the parameters that define the dispersive Hamil-
tonian. For this reason, this section follows closely the formulation of the dispersive theory
of Ref. [35].
Since the coupling constant between qubit and resonator is assumed to be small com-
pared to the system frequencies, we start by diagonalizing the qubit in absence of coupling
to the resonator. We denote the qubit eigenstates by |ψk〉 with frequencies ωk. Introducing









gkk′ σkk′ (a + a†), (1.6)
where gkk′ = 2eβ〈ψk|n|ψk′〉Vzpf/h̄. We moreover assume that the number of levels M con-
sidered in Eq. (1.6) is enough to accurately describe the low-frequency physics of the qubit-
resonator system. The basic idea behind a dispersive theory is to introduce a canonical
transformation, known as Schrieffer-Wolff transformation, that diagonalizes Eq. (1.6) up
to a sufficient order in the coupling strength. Equivalently, this is done by transforming the
qubit and resonator states and operators to a dressed basis. The Schrieffer-Wolff transfor-
mation is defined by an anti-hermitian generator S, such that the transformedHamiltonian
takes the form [36]







where [H, S]j = [[H, S]j−1, S] and [H, S]0 = H. S can now be expanded as a power series in
gkk′ , allowing us to diagonalize H up to a desired order in the interaction. Since here we are
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interested in the result up to second order in the coupling strength, we now assume that S
is linear in gkk′ . Splitting Eq. (1.6) as H = H0 + Hint, where Hint = ∑Mk,k′=0 gkk′ σkk′ (a + a†),
and retaining terms in Eq. (1.7) that are of order |gkk′ |2 at most, we arrive at
H′/h̄ ' H0 + Hint + [H0, S] +
1
2
[[H0, S], S]. (1.8)
By choosing S such that Hint + [H0, S] = 0 to remove all first-order terms in Eq. (1.8), one












After this, Eq. (1.8) takes the form





(vkk′ − vk′k)a†a + vkk′
]
σkk, (1.10)
where vkk′ = |gkk′ |2/[(ωk−ωk′)−ωr]. Note that, as desired, this approximateHamiltonian









χk a†a σkk, (1.11)
where we have defined the constants Λk = ∑Mk′=0 vkk′ and χk = ∑
M
k′=0(vkk′ − vk′k) [35].
The coefficients Λk are called Lamb shifts while χk are the dispersive shifts. The latter
can be seen as a frequency shift of the cavity mode that depends on the state of the qubit,
ωr → ωr + χk σkk for the qubit being in the state |ψk〉, or as a frequency shift of the qubit
states that depends on the number of photons in the resonator ωk → ωk + χk a†a. The
former interpretation is the basis for performing the readout of a superconducting qubit
coupled to a LC resonator: by detecting a change in the frequency of the LC resonator as
a consequence of the qubit-state-dependent dispersive shift, one can thus infer the state of
the qubit.
Fig. 1.2 provides an interpretation of Eq. (1.11) in terms of the level structure of the
qubit-resonator system, which are labeled according to the resonator’s photon number
(horizontal axis) and the qubit state (vertical axis). Solid (horizontal) lines correspond to
the bare energy levels of the system without interaction. Diagonal dashed lines represent
the coupling between the bare energy levels corresponding to states with different photon
numbers. A priori, level coupling does not obey any particular selection rulewith respect to
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Figure 1.2 Schematic illustration of the dispersive Hamiltonian. Solid (dashed) horizontal
lines correspond to the bare (dressed) qubit levels. Diagonal dashed lines repre-
sent coupling between bare states with different photon number. Adapted from
Ref. [35].
the qubit transitions. Dashed (horizontal) lines are obtained after the qubit-resonator cou-
pling is included to second order, resulting in a dispersive shift of the qubit energy levels
that grows linearly with photon number.
1.2.4 Qubit readout
Qubit readout is done by driving the resonator close to its resonance frequency while mon-
itoring the amplitude and phase of the reflected signal [6]. Denoting the complex reflection
amplitude of a microwave tone of frequency ωd by Γ(ωd), it can be shown that the phase





where Qext is the external quality factor of the resonator due to coupling to the measure-
ment circuitry [37]. Assuming that the qubit state at the time of the measurement is |ψk〉,
one has ωr → ωr + χk, resulting in a qubit-state dependence of the phase of the reflected
signal as ϕ(ωd)→ ϕk(ωd), where
ϕk(ωd) ' 2 arctan
[
2Qext




to leading order in χk. Setting ωd ' ωr  χk, and assuming a low Qext for fast readout, one
has ϕk(ωr) ∝ χk, implying that the phase of the reflected signal is a direct measurement of
the dispersive shift. The total phase difference ϕ0(ωr)− ϕ1(ωr) ∝ (χ0− χ1) is what allows
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us to distinguish between the two qubit states. The optimal choice of Qext for maximal
discrimination (best signal-to-noise ratio) is found to be ωr/2|χ0 − χ1| [38, 28].
1.2.5 Two-tone spectroscopy
A qubit dispersively coupled to a resonator can be probed by a technique called two-tone
spectroscopy [39, 40]. In this case, the reflection (or transmission) of the readout resonator,
which is driven at the frequency ωd ' ωr is monitored while a second microwave tone of
frequency ωs is swept. Importantly, ωs is largely detuned from the resonator frequency. In
such conditions, this additional drive can simply be seen as a voltage-drive applied on the






This expression follows from the action of the dispersive transformation on the driveHamil-
tonian E(t)(a + a†).
The purpose of the additional pump tone is to drive a transition between two qubit
levels k and k′ as ωs approaches the transition frequency ωkk′ . In that case, the phase of
the reflected microwave tone of frequency ωr oscillates between ϕk(ωr) and ϕl(ωr), corre-
sponding to an average value of [ϕk(ωr) + ϕl(ωr)]/2, which is (in principle) different for
each qubit transition. The phase shift of the reflected probe tone with respect to a reference
indicates when the pump tone has hit a qubit transition. This allows us to map the qubit
energy spectrum [35].
1.3 Superconducting circuit quantization
Superconducting quantum circuits integrate circuit elements such as capacitors and induc-
tors, and Josephson junctions. This section provides a systematic formalism to treat the
unitary dynamics of such devices.
The theoretical tools developed to describe superconducting quantum circuits have
been perfected over many years, up to the point where the underlying superconductiv-
ity does not need to be taken into account explicitly. The result is a field theory describing
interacting bosonic degrees of freedom associated with the phase of the superconducting
order parameter in different (independent) portions of a circuit.
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Although there exist a number of methods to derive the Hamiltonian of a supercon-
ducting circuit [5, 42, 43, 44], here we follow the most widespread approach due to Michel
Devoret [5]. In particular, we describe what is known as the ‘method of nodes’. To this
end, let us consider an arbitrary superconducting circuit. One first needs to define a span-
ning tree ST for the circuit, which consist of a reference node (or ground) and a set of
circuit branches that connect the ground to every other circuit node. Moreover, a node flux





is defined for the ith circuit node, where Vi(t) is the node voltage with respect to ground
at the time t. Note that ST is not unique, and different choices for the spanning tree are
related by gauge transformations.
The energy of a circuit element with two terminals can be expressed in terms of the
voltage-difference across its terminals or the current flowing through this circuit compo-
nent. For this reason, it is convenient to introduce the branch fluxes
Φb∈ST = Φi −Φj
Φb∈ST = Φi −Φj + Φbext,
(1.15)
where the subindex b denotes a particular circuit branch defined by the node fluxes Φi and
Φj, ST is the complement of ST , and Φbext is an external magnetic flux that is added if the
flux branch b does not belong to the spanning tree.
Let T(Φ̇, Φ̇ext) and U(Φ, Φext) denote, respectively, the kinetic- and potential-energy
terms, where Φ and Φext is a vector notation for the node flux operators and external
magnetic-flux biases. Then, the Lagrangian of the circuit can be written as
L(Φ̇, Φ) = T(Φ̇, Φ̇ext)−U(Φ, Φext), (1.16)
where T(Φ̇, Φ̇ext) and U(Φ, Φext) follow straightforwardly from the addition of the contri-
butions from all circuit elements: if Φb is a branch operator, the contribution to the kinetic
or potential energies in Eq. (1.16) is given by CbΦ̇2b/2, Φ
2
b/2Lb or −EJb cos(2πΦb/Φ0), de-
pending on whether the circuit element on this branch is a capacitor (of capacitance Cb),
an inductor (of inductance Lb) or a Josephson junction (of Josephson energy EJb), respec-
tively. In practice, it is also useful to consider the effect of external voltage sources coupled
capacitively to the circuit. A voltage source of strength Vi connected to the ith node of the
circuit by a gate capacitance Cg is modeled by the kinetic-energy term Cg(Φ̇i −Vi)2/2 that
needs to be added to Eq. (1.16).
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The Hamiltonian of the circuit is then obtained by performing a Legendre transforma-
tion on Eq. (1.16). Defining the conjugate charge operators qi = ∂L(Φ̇, Φ)/Φ̇i, the circuit
Hamiltonian takes the form
H(q, Φ) = q · Φ̇− L(Φ, Φext), (1.17)
where q · Φ̇ is understood as a scalar product between two vector variables. A quantum
theory for the circuit is then defined by promoting flux and charge variables to quantum
operators satisfying the commutation relations [Φi, qj] = ih̄δij.
1.4 Accounting for dissipation
The previous section provided a method to derive the Hamiltonian of a circuit, describing
the unitary dynamics of this system. However, a superconducting circuit is always sur-
rounded by an environment. From the point of view of the system, the interaction with
this environment leads to incoherent dynamics. The Hamiltonian formulation of the pre-
vious section is not enough to describe this situation, and needs to be complemented by
the techniques described in this section.
Notably, most of the experiments performed with superconducting quantum devices
admit a relatively simple description of dissipation, specified by a Lindblad-form master
equation [6, 7]. For this reason, here we provide a derivation of a general Lindblad master
equation. The procedure reveals the assumptions which are implicit in this formulation
and allows us to introduce the concepts related to the various decoherence mechanisms
that are present in superconducting devices. These concepts are analyzed in more detail in
the papers presented in this thesis.
We are particularly interested in describing decoherence effects which are not related
to the quality factors of the circuit components of a given superconducting circuit. In
other words, we do not consider effects such as dielectric losses which can be modeled
phenomenologically with a similar formalism (see, for instance, Ref. [45]). We thus con-
sider that the environment couples to the system via a parameter λ that enters in the cir-
cuit Hamiltonian, such as an externally applied magnetic flux. More precisely, the en-
vironment can be thought as contributing to the external bias with a noise operator δλ,
i.e. λ = λ0 + δλ, where λ0 is a controlled parameter defining the circuit’s operating point.
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Under the assumption of weak system-bath coupling, the circuit Hamiltonian can be ap-
proximated by [46]
H(λ) ' H(λ0) + ∂λH|λ0 × δλ, (1.18)
to first order in the noise operator.
While the first term in the r.h.s of Eq. (1.18) corresponds to the (noiseless) circuit
Hamiltonian, the second term is a perturbation that represents the system-bath coupling.
The term ∂λH|λ0 in Eq. (1.18) can be seen as a measure of the sensitivity of the system to
fluctuations of λ.
1.4.1 Quantum noise
We now proceed with the derivation of the Lindblad master equation in the interaction







dτ trB[Hint(t), [Hint(t− τ), ρ(t− τ)⊗ ρB]], (1.19)
where ρ(t) and ρB are, respectively, the (reduced) systemandbathdensitymatrices, Hint(t) =
∂λH|λ0(t)× δλ(t) is the system-bath interaction and trB is a trace operation over the bath
degrees of freedom. Note that Eq. (1.19) assumes that the system-bath density matrix is
separable at all times, preventing any entanglement between these systems.
Assuming that the bath correlation function trB[ρBδλ(t)δλ(t′)] is peaked at t− t′ = 0
and decays very rapidly with τ = |t− t′|, then ρ(t− τ) in Eq. (1.19) can be approximated
by ρ(t) with negligible error. This step is known as the Markov approximation, and it is
highly convenient because it leads to a first-order differential equation for ρ(t). Because of
this, knowing the initial condition ρ(0) = ρ0 is enough to calculate the state of the system
at t > 0. Moreover, the assumption of short bath correlation times allows us to extend the
time integral in Eq. (1.19) to infinitely negative times with also small error. Taking this into






dτ trB[Hint(t), [Hint(t− τ), ρ(t)⊗ ρB]], (1.20)
where the upper limit of the integral may be extended as t→ ∞ (see below).
Implicit in this treatment is the assumption of weak system-bath coupling. This also
means that dissipation occurs in the eigenbasis of the system. This is a valid assump-
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tion in most cases although it can break down if the system is strongly driven [48, 49]
or strongly coupled to other systems [50]. For weak system-bath coupling, it is useful to

















× trB[|ψl〉〈ψl′ |δλ(t), [|ψk〉〈ψk′ |δλ(t− τ), ρ(t)⊗ ρB]],
(1.21)
where we have defined the matrix elements ∂λH|kk′λ0 = 〈ψk|∂λH|λ0 |ψk′〉 and the transition
frequencies ωkk′ = ωk′ −ωk with H(λ0)|ψk〉 = h̄ωk|ψk〉.
Tracing out the bath degrees of freedom leads to the so-called Bloch-Redfield master
equation [51]. This formulation has, however, a number of disadvantages that can poten-
tially result in unphysical dissipation channels. Thus, for practical purposes, here we per-
forma secular (or rotating-wave) approximation that discards terms forwhichωll′ +ωkk′ 6=
0. As shown below, this approximation reduces Eq. (1.21) to a Lindblad-formmaster equa-
tion that is accurate enough to describe most superconducting-qubit systems.
Assuming that the qubit has a set of nondegenerate energy transitions, this approxima-
tion is equivalent to the conditions l = k′ and l′ = k for ωkk′ 6= 0, and l = l′ for ωkk′ = 0,





































trB[|ψl〉〈ψl |δλ(t), [|ψk〉〈ψk|δλ(t− τ), ρ⊗ ρB]],
(1.22)
where we have rearranged terms such that ωkk′ > 0 and defined ρ ≡ ρ(t).
Introducing the noise spectral density Sλ[ω] for the quantum noise δλ, the bath corre-








It then follows that
∫ ∞
0 dτe
±iωkk′τtrB[ρB δλ(t)δλ(t − τ)] = Sλ[±ωkk′ ]/2 and, analogously,∫ ∞
0 dτe
±iωkk′τtrB[ρB δλ(t− τ)δλ(t)] = Sλ[∓ωkk′ ]/2, where we have taken the limit t → ∞
in the integral. Here, we have used the relation
∫ ∞
0 dτe
iωτ = πδ(ω)−P(1/iω) and omitted
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the principal value that does not contribute to the decoherence rates. We have moreover
assumed that Sλ[ω] is bounded. This hypothesis will be revised below in the context of
1/ f classical noise.
Making use of the above integrals and the projector operators σkk′ = |ψk〉〈ψk′ |, we arrive






































along with the standard (D[x]ρ = xρx† − {x†x, ρ}) and generalized (D̃[x, y]ρ = xρy† −
{y†x, ρ}) dissipator superoperators. Note that the latter can be put in terms of the former by





↑ are, respectively, the rates for incoherent relaxation (k
′ → k) and excitation
(k→ k′) processes, while Γkkϕ , Γllϕ and Γklϕ contribute to decay of the densitymatrix coherence
ρkl .
Having derived Eq. (1.24), we now present a qualitative analysis of the decoherence
rates in Eq. (1.25). In particular, we consider dissipation due to coupling to an electromag-
netic environment modeled as a resistive load connected to the circuit of interest. Notably,
a dissipative load admits a conservative representation as an infinite collection of harmonic
oscillators [5]. In this representation, known as the Caldeira-Leggettmodel, dissipation is a
consequence of an energy exchange from the system to the load, which cannot be reversed
due to the infinite extension of the load that can be modeled as a semi-infinite transmission
line.
From an electrical point of view, the load is represented by a circuit component with
impedance Z[ω] or admittance Y[ω] = (Z[ω])−1, where Re[Z[ω]] > 0. The system can
be connected to the load by a coupling capacitor or a coupling (or mutual) inductance.
In the first case, δλ ∝ V where V is an environment voltage operator with noise spectral
density SV [ω] and thus Sλ[ω] ∝ SV [ω]. For instance, this situation arises when analyzing




R−1 × SV [ω], R× SI [ω]
Figure 1.3 Asymptotic behavior of the (quantum) voltage and current noise spectral densi-
ties for a frequency-independent resistive load R = Re[Z[ω]].
the environment with noise spectral density SI [ω] and thus Sλ[ω] ∝ SI [ω]. Flux noise is
modeled by the latter. Assuming that the load is at thermal equilibrium at temperature T,
one finds [5]


























In these expressions, the structure of the environment is contained in the impedance func-
tion. For this reason, Eq. (1.26) can be used to describe several sources of dissipation in the
system, including, for instance, quasiparticle losses [45].
Fig. 1.3 shows the noise spectral densities of Eq. (1.26) assuming a frequency-independent
load resistance R = Re[Z[ω]]. According to Eq. (1.25), we observe that the rate of relax-
ation processes of the form k′ → k < k′ (∝ Sλ[ωkk′ ]) scales linearlywith the frequency of the
k → k′ qubit transition, while excitation processes k → k′ > k (∝ Sλ[−ωkk′ ]) are exponen-
tially reduced with ωkk′ . Moreover, the rate of dephasing processes is purely determined
by the temperature of the bath. This information will be used below to justify the intrinsic
noise protection of certain superconducting qubits.
1.4.2 1/ f noise
It follows from the previous section that electromagnetic noise can have a significant contri-
bution to the rate of incoherent relaxation processes of a circuit. In comparison, excitation
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and pure dephasing rates are small at milliKelvin temperatures due to the negligible ampli-
tude of Sλ[−ωkk′ ] for ωkk′ ≥ 0. Indeed, pure-dephasing rates of superconducting qubits are
usually dominated by other sources of noise. The dominant example of a noise source with
large spectral weight at low frequencies is known as 1/ f noise [52, 53, 54]. While it is typi-
cally regarded as a pure-dephasing mechanism, there exist some experimental evidence of
the impact of 1/ f on the relaxation rates of low-frequency devices [55].
The treatment of 1/ f noise differs from the one of the previous section because the
noise spectral density, which has the form
S1/ fλ [ω] =
A2λ
|ω|/2π , (1.27)
is not bounded for ω → 0. Here, Aλ is the 1/ f noise amplitude, which depends on the
noise source (charge or flux) [56]. In contrast to Eq. (1.26), the even symmetry of Eq. (1.27)
reveals that 1/ f is a classical source of noise, and thus δλ in Eq. (1.18) should be treated as
a classical random process. It must be stressed that Eq. (1.27) is an approximation to the
spectral densities measured in the laboratory, which can scale as |ω|−µ with µ ∈ [0.6, 1.3]
[55, 56, 57].
We note that the rates Γkk′↓ and Γ
kk′
↑ in Eq. (1.25) are still well defined for 1/ f noise
because the divergent behavior of Eq. (1.27) occurs only at zero frequency. For this reason,
here we present a new theory for estimating the pure-dephasing rates due to 1/ f noise.
Because pure dephasing probes the noise spectrum at low frequencies, we present here
an approach to estimate the rate of this process in the presence of 1/ f noise. This orig-
inal derivation exploits a simple, yet interesting mathematical fact. Using Eq. (1.23) and
Eq. (1.27), we find that
∫ t
0








where Ci(y) = −
∫ ∞
y dx x
−1 cos x is the so-called cosine integral. Here, ωir is an infrared
frequency cutoff typically in the order of 2π × 1 Hz that is introduced to regularize the
cosine integral and is also motivated by physical reasons. Note that the upper integration
limit in the l.h.s of Eq. (1.28) has not been extended to infinity. This is done in order to
capture the nonexponential decay of the density matrix coherences that is typical for 1/ f
noise.
We now assume that the time t in which one is interested in computing the time-
evolution of the density matrix is small compared to the timescale set by ω−1ir . This is a
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reasonable assumption based on the pure-dephasing coherence times measured for super-
conducting devices. Under these conditions, we can make use of a series expansion for the
cosine integral











dτ trB[ρB δλ(t)δλ(t− τ)]
1/ f noise' 2A2λ × t× [(1− γ)− log(ωirt)]. (1.30)
Taking Eq. (1.30) into consideration, Eq. (1.22) results in a master equation formally












|2 S1/ fλ [−ωkk′ ]/h̄2
Γklϕ = ∂λH|kkλ0 ∂λH|
ll
λ0
× 4A2λ × t× [(1− γ)− log(ωirt)]/h̄2.
(1.31)
Note that, due to the even symmetry of Eq. (1.27), one has Γkk′↓ = Γ
kk′
↑ . Moreover, the
pure-dephasing rates Γklϕ are now time-dependent and lead to a Gaussian decay up to a
logarithmic correction (see Sect. 1.4.3). Despite Eq. (1.31) being a relatively simple result
and a direct consequence of the relation in Eq. (1.28), to the best of our knowledge the
expression for Γklϕ has not been reported in the literature.
1.4.3 Coherence times
We now use the results of the previous sections to obtain expressions for the relaxation
(T1) and pure-dephasing (T2) coherence times of a qubit wavefunction. Restricting the
master equation of Eq. (1.24) to only two qubit levels {|ψ0〉, |ψ1〉}, one can show that the
populations of the qubit density matrix evolve in time as ρii ∝ exp(−Γ1t), where
Γ1 = Γ01↓ + Γ
01
↑ . (1.32)
This rate gives the characteristic coherence time T1 = 1/Γ1. Note that Eq. (1.32) implies
that T1 is maximized byminimizing the transitionmatrix element ∂λH|01λ0 . This observation
will be useful below.
On the other hand, the pure-dephasing coherence time follows from the terms in the
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master equation which are of the form
∂tρ = ∑
k




D̃[σkk, σll ] ρ + D̃[σll , σkk] ρ
}
. (1.33)





















= [∂λ(h̄ωkl)|λ0 ]2, (1.35)
implying that the pure-dephasing rate of the density matrix coherence ρkl is proportional
to the dispersion of the k↔ l device transition with respect to λ, as expected for first-order
dephasing processes. To estimate the pure-dephasing coherence time, we now integrate
Eq. (1.34) using the relations of Eq. (1.31), arriving at
ρkl(t) = ρkl(0) exp
{








for 1/ f noise. We then define the coherence time Tϕ for the qubit 0− 1 transition as the
solution of the implicit equation ρ01(Tϕ)/ρ01(0) = 1/e. Note that Tϕ is maximized by
reducing the λ-dispersion ∂λω01|λ0 of the qubit transition. For this reason, operating points
for which ∂λω01|λ0 = 0 are called ‘sweet spots’.
Since incoherent qubit transitions unavoidably destroy phase information, the total co-
herence time can be limited by relaxation and excitation processes (or T1-limited). In order










Note that, as second-order corrections to the pure-dephasing rate at sweet spots are of order
A4λ, the coherence time T2 is simply T1-limited at such operating points for most devices.
Finally, a device is said to be protected against noise, or noise-protected, if both T1 and
T2 can be made exponentially large as a function of a parameter that defines the device’s
operation regime. If the device operates at a sweet spot, instead, then it is said to be noise-














































Figure 1.4 Coherence times of superconducting circuits including (2D and 3D) transmon,
fluxonium, flux-qubit and cat-qubit devices. Note that the data are displayed for
more than one qubit for some of the years, and that only T1 (or T2) is reported for
some of the devices. The data shows an approximate exponential improvement of
both T1 and T2 over two decades. Adapted from Ref. [27].
1.5 High-coherence state-of-the-art superconducting qubits
Having introduced metrics for quantifying the quantum coherence of superconducting
qubits, this section aims at defining optimal operating points for these devices. In the last
two decades, the coherence times of superconducting qubits have been improved by as
much as five orders of magnitude [58, 59, 27]. Fig. 1.4 shows the evolution of T1 and T2 of
selected devices as a function of year of fabrication, displaying a roughly exponential behav-
ior. This extraordinary progress has beenmade possible thanks in part to advances in areas
such as materials and fabrication [60], microwave engineering [61], shielding [62, 63], and
the introduction of three-dimensional architectures [32, 33, 64]. In addition to this, qubit
design has played an important role by proposing new and more robust ways of encoding
quantum information in protected (or quasiprotected) subspaces.
This section is dedicated to the qubit designs that are closely related to the system ana-
lyzed in this thesis. First, we describe the two superconducting-qubit architectureswith the
highest demonstrated (uncorrected) coherence times: the transmon [56] and fluxonium
[65] qubits. We show how these two qubits have similar characteristics and we establish a
finite theoretical limit for the coherence times of these qubits. Aswe showbelow, the reason
for this fundamental limit can be traced back to the lack of symmetries in the transmon and
the fluxonium qubit Hamiltonians. This leads to a compromise between T1 and T2 when
optimizing coherence.






















Figure 1.5 Geometries of a superconducting circuit defining charge and flux quantum de-
grees of freedom. (a) Circuit island. (b) Superconducting loop. (c) Spectrum of
a ‘quantum box’. (d) Transmon (charge) qubit. (e) Fluxonium (flux) qubit. ( f )
Spectrum of devices in (d) and (e).
[66], combines the noise insensitivity of both the transmon and fluxonium devices while
introducing an additional symmetry that makes the 0−π circuit fully noise-protected. Un-
like the transmon and fluxonium qubits, the 0− π qubit allows for the optimization of T1
and T2 times independently, enabling exponentially large coherence and relaxation times.
1.5.1 Quantum control of charge and flux degrees of freedom in a circuit
An interesting aspect of about superconducting qubits is that, from an elementary per-
spective, these devices are defined by the geometrical properties of an underlying super-
conducting circuit. More precisely, there exist two geometries at play in superconducting
circuits: islands [Fig. 1.5 (a)] and loops [Fig. 1.5 (b)].
While the quantization of the electrical charge is a familiar concept, flux quantization
in a closed loop is a strict consequence of superconductivity. According to the Ginzburg-
Landau theory, theCooper-pair supercurrent density of a superconductor is given by Js(r, t) =
Λ−1[ϕ0∇θ(r, t)− A(r, t)], where Λ is the London parameter, ϕ0 = h̄/2e,∇θ(r, t) is the su-
perconducting phase gradient and A(r, t) is the vector potential corresponding to the mag-
netic field B(r, t). By integrating this expression along a contour C around an opening of
the superconductor defining a surface S , one arrives at the condition [67]
∮
C
ΛJs(r, t) · dl +
∫
S
B(r, t) · ds = m×Φ0, (1.38)
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where dl and ds are differential elements that correspond to the contour and to the surface,
respectively, m is an integer and Φ0 = h/2e is the quantum of magnetic flux. Eq. (1.38)
is known as the fluxoid quantization condition. Now, by performing the contour integral
in the bulk of the superconductor, where Js(r, t) = 0, we arrive at the flux quantization
condition
∫
S B(r, t) · ds = m×Φ0. This shows that the magnetic flux through an opening
of a superconductor can only amount to an integer number of quanta of magnetic flux.
Therefore, in the same way that a superconducting island intuitively plays the role of a
box where electrical charges (Cooper pairs) can be stored, a superconducting loop acts as
a box for fictitious particles of magnetic flux (flux quanta). This fact is the basis for a direct
analogy between such systems, which are described by a Hamiltonian with the general
form
Hstorage = Estorage (x− xext)2. (1.39)
Here, Estorage is the energy cost of adding a particle to the box, x = ∑x′ x′|x′〉〈x′| is a particle
number operator (where x′ ∈ Z and |x′〉 corresponds to a state with x′ particles) and
xext is an external bias parameter equivalent to an offset charge for the island and to an
external magnetic flux for the loop. On the one hand, for a superconducting island of
capacitance C, Eq. (1.39) takes the form Hisland = 4EC(n− ng)2, where EC = e2/2C is the
island’s capacitive energy. On the other hand, for a superconducting loop of inductance L,
Eq. (1.39) becomes Hloop = EL(2πm− ϕext)2/2, where EL = ϕ20/L is the loop’s inductive
energy and ϕext = Φext/ϕ0 is the external flux in units of the reduced flux quantum [68, 69].
Figure 1.5 (c) shows the energy spectrum of the Hamiltonian given in Eq. (1.39) as a
function of the external bias parameter xext. Note that the energy of the ground state has
been shifted to zero for all bias conditions for clarity. This also makes the spectrum appear
as composed by a set of V-shaped energy transitions that intersect each other, instead of the
more typical intersecting parabolas. Each of these V-shaped transitions corresponds to the
system having a fixed number x of Cooper pairs in the island or flux quanta in the loop.
The level crossings are a consequence of the fact that the transitions x → x± 1 cannot occur
in this system. In other words, the box is closed and particles cannot be added or removed.
Superconducting qubits use the charge and flux quantum degrees of freedom of a cir-
cuit to encode quantum information. Manipulating the quantum information requires to
be able to modify the state of the system. Because of this, it is clear that a box Hamilto-
nian of the form Eq. (1.39) is not enough and needs to be complemented by an additional
term enabling the coherent transition x → x ± 1. The Josephson Hamiltonian Eq. (1.1)
provides a possible solution. By adding a Josephson junction to the island [Fig. 1.5 (d)],
Cooper pairs can tunnel in and out of the box, thus making it possible to control the charge
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degree of freedom. Analogously, interrupting the superconducting loop with a Josephson
junction [Fig. 1.5 (e)], allows a flux quantum to tunnel through the opening defined by the
insulator of the junction, enabling quantum control of the flux degree of freedom.
In both cases, the Josephson junction acts as a weak link that couples charge and flux
states differing by one quantum of charge or flux, respectively. This can be qualitatively
described by the tunneling Hamiltonian
Htunneling = −Etunneling (x− + x+), (1.40)
where Etunneling is a tunneling amplitude assumed to be real, for simplicity, and x− =
∑x |x − 1〉〈x| (x+ = ∑x |x + 1〉〈x|) is an operator that removes (adds) a particle to the
box. We stress that, while Eq. (1.40) is exact for the case of the superconducting island, this
model is only an approximation for the Hamiltonian loop in Fig. 1.5 (e). In Sect. 1.5.5, we
present a complete theoretical model for the later device which is known as the fluxonium
qubit.
Fig. 1.5 ( f ) shows the energy spectrum of the full Hamiltonian
Hqubit = Hstorage + Htunneling, (1.41)
for the case Etunneling/Estorage = 0.25. The parameter regime of Eq. (1.41) is, however, not
relevant for the present discussion and will be addressed in Sects. 1.5.2, 1.5.4 and 1.5.5. In
contrast to the case of the box Hamiltonian alone [Fig. 1.5 (c)], the spectrum of Eq. (1.41)
displays anticrossings, indicating that a pairs of states characterized by different quantum
numbers (charge or flux) are now coherently coupled. Note that anticrossings between the
excited states of Eq. (1.41) cannot be seen only because of the scale of Fig. 1.5 ( f ).
As it follows from the symmetry x → x− 1 of the qubit Hamiltonian in Eq. (1.41), the
energy spectrum is periodic in the external bias parameter xext with period 1. Moreover,
Hqubit has the inversion symmetry xext → −xext. These symmetries allow restricting the
analysis to half a period, xext ∈ [0, 0.5] for instance. A superconducting charge (flux) qubit
is obtained by considering the subspace of the two lowest-energy coherently coupled charge
(flux) states of the circuit [see dashed box in Fig. 1.5 ( f )].
For typical circuit-element parameters, the 0 → 1 transition frequency ω01 of such a
two-level system lies in the GHz range. Importantly, the transition frequency 1 → 2 is
chosen to be fairly different form ω01 (anharmonic spectrum), allowing for fast quantum
control of the qubit wavefunctionwhileminimizing leakage outside of the logicalmanifold.
Regardless of the inherent simplicity of the devices in Fig. 1.5 (d− e), these circuits form
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Figure 1.6 Illustration of the system-bath coupling. The environment couples to the particle
number operator and is able to distinguish between states of different number of
Cooper pairs (a) or flux quanta (b).
the basis for the design of the transmon and fluxonium qubits, which are nowadays the two
superconducting architectures with the highest demonstrated coherence times.
1.5.2 Optimal parameter regimes for charge and flux qubits
We are now interested in finding the optimal parameter regime to operate the qubits pre-
sented in the previous section. To this end, we need to define how these devices couple
to their environment. The system-bath coupling Hamiltonian is defined by the character
of the device (charge or flux). While the superconducting island is coupled to the en-
vironment via a capacitance, the superconducting loop couples to the environment via a
mutual inductance. In both cases, the system-bath coupling can be modeled by letting
xext → x0ext + δxext, where x0ext is a controlled bias [analogous λ0 in Eq. (1.18)] and δxext
represents fluctuations of the external parameter due to the environment [playing the role
of δλ in Eq. (1.18)].
Following Eq. (1.18), the system-bath Hamiltonian takes the form
Hint = −2Estorage x δxext, (1.42)
which implies that the bath couples to the system through the number operator x. In other
words, the environment can ‘count’ the number of particles that exist in the box, and thus
distinguish between states that have a different number of Cooper pairs or flux quanta
[see Fig. 1.6]. As shown below, this interaction Hamiltonian is responsible for both pure-
dephasing and incoherent transition processes.
The problem of optimizing coherence in these devices is simple, due to the fact that the
qubitHamiltonian of Eq. (1.41) is characterized by a single parameter: the ratio Etunneling/Estorage.
Let us first consider the situation of Fig. 1.7 (a), where the qubit energy is dominated by



























































Figure 1.7 Optimizing the pure-dephasing coherence time of a superconducting (charge or
flux) qubit. (a) Spectrum for Etunneling/Estorage = 0.25. (b) Qubit wavefunc-
tions for parameters in (a) away from the sweet spot. (c) Qubit wavefunctions
for parameters in (a) at the sweet spot. (d) Spectrum for Etunneling/Estorage = 12.5
(sweet-spot everywhere regime). (e) Qubit wavefunctions for parameters in (d)
for the bias condition xext = 0.1. ( f ) Qubit wavefunctions for parameters in (d)
for the bias condition xext = 0.5.
sweet spots where ∂ω01/∂xext = 0 such that the system becomes noise-insensitive to first
order [15]. The variation of the qubit transition frequency with respect to xext is known as
(charge or flux) dispersion. Away from the sweet spot, the qubit wavefunctions are close to
the original charge or flux states |x〉, and now overlap slightly with each other [see Fig. 1.7
(b)]. This leads to a relatively small transition matrix element 〈ψ0|x|ψ1〉 and, therefore, to
a larger T1 as we show below. However, at the sweet spot xext = 0.5, the logical wavefunc-
tions are close to |ψ0,1〉 ' (|x〉 ± |x + 1〉)/
√
2 [Fig. 1.7 (c)], resulting in an increase of the
matrix element 〈ψ0|x|ψ1〉 ' 0.5.
Next, we consider the case of Fig. 1.7 (d), where the qubit energy is largely dominated
by the tunneling Hamiltonian. Here, the dispersion of the qubit transition frequency with
xext has been reduced. This operation regime is often referred to as ‘transmon’ or ‘sweet-
spot everywhere’ regime [56]. Since the tunneling Hamiltonian is not diagonal in the num-
ber basis {|x〉}, the qubit eigenstates are now extended over many charge or flux states. As
a consequence of the large overlap between these eigenstates, the transition matrix element
[see Fig. 1.7 (e) and Fig. 1.7 ( f )] increases and, as expected, is approximately independent
of xext.
Although operating the qubit at the sweet spot in a regime close to that of Fig. 1.7
(a) might appear to be enough to reach high coherence, years of experience with charge
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qubits have demonstrated the opposite [54, 70]. Indeed, for charge-like qubits, it is known
that the offset charge can drift and experience jumps of the order of e in the timescale of
an experiment (see Ref. [71] for a recent experiment). It follows that the sweet-spot bias
condition cannot be guaranteed over the timescales relevant for quantum computation, and
thus the sweet-spot everywhere regime is a much better option. Section 1.5.3 considers in
more details the important differences between charge and flux noise.
In the sweet-spot everywhere regime, the logical eigenstates are maximally delocalized
over many charge or flux states. This is a general characteristic of systems that are robust
against dephasing, where the tunneling Hamiltonian contributes to the enhancement of
the zero-point fluctuations xzpf =
√
〈x2〉 − 〈x〉2 of the qubit degree of freedom. For a
charge-like qubit, xzpf corresponds to the zero-point fluctuations of the charge operator,
while for a flux-like qubit, xzpf is related to the zero-point fluctuations of the supercon-
ducting phase (or flux) operator. Since the charge (flux) degrees of freedom is allowed
to fluctuate strongly, the system is also rendered insensitive to charge (flux) fluctuations
due to the environment. Since the environment ‘counts’ the number of particles in the box,
working on a delocalized logical basis makes it harder for the environment to access to
which-state information about the system, reducing the impact of dephasing.
From a point of view of the electrical circuits that define these qubits, it is interesting to
reinterpret the parameter regime Etunneling/Estorage  1 that corresponds to the sweet-spot
everywhere condition. To make this ratio as large as possible we both need to maximize
the tunneling rate and minimize the energy cost of adding an extra (charge of flux) parti-
cle to the box. Maximizing the tunneling rate can be done by maximizing the zero-point
fluctuations of the respective charge or flux operators. The zero-point fluctuations of the
charge operator scale as qzpf ∝ 1/
√
ZJ , while those of the flux operator scale as Φzpf ∝
√
ZJ .
Therefore, low-impedance junctions favor charge-noise insensitivitywhile high-impedance
junctions can lead to flux-noise insensitivity. Furthermore, in order to reduce the energy
cost of adding a particle to the box, a charge-like qubit needs to include a large capaci-
tance (Estorage ∝ 1/C) and a flux-like qubit a large inductance (Estorage ∝ 1/L). Note
that, while reaching the charge-insensitive limit for a charge qubit is relatively easy and
has led to the transmon qubit becoming one of the most robust and adopted platforms for
superconducting quantum-information processing, achieving flux-noise insensitivity with
a flux-like qubit represents a daunting challenge. We discuss this fundamental difference
in more detail below.
This takes us to themain point of this section. We have found that, in order tomaximize
pure-dephasing coherence in a charge- or flux-like qubit we need to build a device in a
regime where it becomes charge- or flux-insensitive, respectively. In that regime, however,
28
the transition matrix element 〈ψ0|x|ψ1〉 is large. As 1/T1 ∝ |〈ψ0|x|ψ1〉|2, it becomes clear
that, there exists a trade-off between the pure-dephasing and relaxation/excitation rates.
Moreover, since T2 ≤ 2T1, this trade-off leads to a fundamental limit for the coherence of
these simple devices.
This compromise is a consequence of the limited number of symmetries of the qubit
Hamiltonian of Eq. (1.41). In other words, the simplicity of this system limits how coherent
it can be. One possible solution to this problem is to engineer the environment of the qubit,
such that Sx[ω01] is as small as possible, thus increasing T1, see Eq. (1.25). An example of
this strategy is the work on 3D transmon qubits [32, 33], where electromagnetic losses are
minimized by reducing the amount of electric field inside lossy dielectrics. This strategy
has a limit, however, given by the fact it is not possible to completely get rid of the qubit
environment.
A complementary approach to overcome limitations on quantum coherence is to en-
gineer devices with additional symmetries in the qubit Hamiltonian, allowing to encode
quantum information in noise-protected subspaces. As it will be shown below, this is strat-
egy is exploited by the 0−π qubit. Importantly, this qubit makes use of two dispersionless
charge- and flux-like circuit modes. The fact that charge- and flux-like modes are required
to have very different effective impedances to be noise insensitive makes the task of com-
bining such modes in a single circuit a major challenge. As it will become clear below, this
is the main difficulty behind the experimental realization of the 0− π qubit.
1.5.3 Comparing flux and charge noise in electrical circuits
A fundamental asymmetry
Previous sections have focused on the similarities between the simplest charge and flux
qubits that can be fabricated. We now comment on a fundamental asymmetry between flux
and charge noise in superconducting quantum circuits, whichmightmake one of these two
superconducting-qubit architectures the best suited for applications in quantum informa-
tion processing. Our discussion follows closely that by V. E. Manucharyan in Ref. [69].




RQ = h/(2e)2 ' 6.5 kΩ being the superconducting quantum of resistance. Let Φ denote
the flux degree of freedom of this oscillator and q the conjugate charge operator. In terms
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of the usual harmonic-oscillator ladder operators a and a†, the flux and charge operators
can be written as Φ/Φ0 =
√
zLC/4π(a + a†) and q/2e = −i
√
1/4πzLC(a − a†) [see also
Eq. (1.55)].
Qualitatively, this indicates that the strength of the quantum fluctuations of flux and




Thus, a symmetric situation for which flux and charge fluctuations are of the same relative
strength corresponds to zLC = 1. If, instead, zLC < 1, then the relative amplitude of charge
fluctuations surpasses that of flux fluctuations. The opposite is true for zLC > 1.
Which of these situations corresponds to the LC circuits that can be built with realis-
tic circuit parameters? The electromagnetic environment of an electrical circuit has a low
impedance value, typically in the order of Re[Z[ω]] ' 50 Ω. Therefore, considering the
electromagnetic environment as a source of noise, Eq. (1.44) indicates that the resulting
flux-noise amplitude is expected to be weaker than the charge-noise amplitude by almost
two orders of magnitude. Interestingly, this is also the case for other sources of noise, such
as 1/ f noise, which do not have an electromagnetic origin. Indeed, the 1/ f flux-noise
amplitude is reported in the range AΦ ∈ [10−6, 10−5]Φ0, which is about two orders of
magnitude smaller than that for 1/ f charge-noise Ae ∈ [10−4, 10−3] e [56].
The fundamental asymmetry between flux and charge noise suggests that flux-like su-
perconducting qubits can behave more coherently than charge-like qubits. Indeed, since
decoherence rates scale quadratically with the noise amplitude, this asymmetry can result
in a significant difference between the flux and charge decoherence rates for a given ratio
of Etunneling/Estorage in Eq. (1.41). Does this imply that flux-like devices are better qubits
than charge-like devices?
The flip side of this question resides in the fact that the small value of zLC also prevent
us from realizing large inductors and, thus, from building a flux-like qubit that operates
in the flux-insensitive regime (Estorage ∝ 1/L). In contrast, realizing a large capacitor is
easier due to the fact that charge fluctuations are much larger in comparison. This evident
trade-off can eventually equalize the performance of realistic charge- and flux-like devices
andmakes it hard to tell whether or not there exists an actual performance winner between
these two architectures. Moreover, as it will become clear in Sect. 1.5.5, the frequency of a
flux-like qubit depends exponentially on the junction energy. As the latter can vary in a
few percent from device to device, targeting specific qubit frequencies can be difficult. This
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leads to additional challenges regarding scaling up the flux-qubit technology tomulti-qubit
devices.
Leveraging the kinetic inductance of Cooper pairs to build superinductances
Fortunately, superconductivity provide us with an additional ingredient that is useful to
realize large inductances: the kinetic inductance of Cooper pairs. In both conducting and
superconducting wires, the kinetic inductance arises from the inertia of the charge carriers
and is inversely proportional to the carrier density [72, 73]. In conductors, however, the
contribution of the kinetic inductance to the wire inductance is unfortunately greatly sur-
passed by the wire’s resistance [69]. In a superconducting wire the absence of dissipation
makes the kinetic inductance the largest contribution to the wire’s impedance.
In order to increase the kinetic inductance of a wire, the carrier density needs to be
reduced. For instance, in a Josephson junction, the Cooper-pair density can be greatly re-
duced within the insulator layer. Thus, the junction responds inductively with an effective
inductance LJ = ϕ20/EJ . An array of NJ Josephson junctions connected in series forms a
wire of inductance L = NJ LJ , which can be much greater than its geometrical inductance
[65, 74].
In order to understand how to properly design such a device, let us first consider a
periodic chain of NJ Josephson junctions connected in series. Importantly, these junctions
are assumed to be of low impedance, such that at low-frequencies, the junctions behave as
linear inductances. In absence of an externally applied magnetic field and circuit-element













(φi − φi+1)2, (1.45)
where CJ (LJ) is the junction capacitance (inductance), C0 represents a spurious ground
capacitance associated with each of the circuit islands, andwe take periodic boundary con-
ditions φ0 = φNJ (or φi = φNJ+i). In order to diagonalize Eq. (1.45) we introduce the




where {ukj = ei2πkj/NJ /
√
NJ} is a set of NJ independent basis functions forwhich the values
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[−nJ + 1, . . . , nJ ] if NJ = 2nJ
[−nJ , . . . , nJ ] if NJ = 2nJ + 1,
(1.47)
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where Ck = 4CJ sin2(πk/NJ) + C0 and Lk = LJ/[4 sin2(πk/NJ)] are effective capacitances
and inductances that depend on the mode number k. In order to decouple the Fourier
modes, we define real and imaginary components as
f Rk =
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2 if NJ = 2nJ + 1,
(1.50)
which is now diagonal. Note that we have removed the superindex {R, I} for the modes
that satisfy f In = 0. As a consequence of Eq. (1.50), a periodic chain with an even (odd)
number of junctions NJ = 2nJ (NJ = 2nJ + 1) has nJ − 1 (nJ) degenerate modes.
In practice, such Josephson-junction arrays are part of a larger circuit and thus not nec-
essarily subject to periodic boundary conditions. In particular, the case of an array with
NJ junctions subject to open boundary conditions can be treated in the same way, by per-
forming a periodic extension to an array twice as large (NJ → 2NJ). The effective mode
frequencies ωk = 1/
√








where ωp = 1/
√
LJCJ is the plasma frequency of the array junctions and k ∈ [0, NJ ] [74].
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We note that, in the limit of large NJ , the frequency of the first mode (k = 1) is ω1 '
ωp × π
√
CJ/C0 × N−1J . Since one desires the device to feature an ideal inductive response
for frequencies ω  ω1, it is important to ensure the condition ω1/2π > 10 GHz, as
ω/2π ∈ [0, 10]GHz defines the frequency range of operation for most superconducting-
qubit devices. Thus, the quantity π
√
CJ/C0 provides a length scale for the array: if NJ 
π
√
CJ/C0, then the array modes can dangerously lie at low frequencies [74]. Thus, maxi-
mizing the array inductance by increasing NJ is a viable option only if the sources of stray ca-
pacitances are mitigated simultaneously. So far, inductances in the range L ' 2.5− 3.0 µH
are among the largest values reported [76, 77].
An alternative implementation of large inductances is based on thin-film supercon-
ducting nanowires made of materials such as NbN, TiN, NbTiN and granular Aluminum
(grAl), which are generally known as ‘disordered’ superconductors [72, 73, 78, 79, 80, 81].
In these materials, the Cooper pair density is reduced by introducing impurities, leading
to an increased sheet kinetic inductance with respect to a conventional superconductor. In








where m is the free electron mass, ns is the density of Cooper pairs, and l/wd is a geomet-
rical factor that includes the length l, width w and thickness d of the nanowire. The latter
is assumed to be small compared to the coherence length of the superconductor, such that
the sample is effectively two-dimensional [72]. Nanowire inductances can easily surpass
L ' 0.1 µH and behave more linearly than junction arrays. We return to nanowire induc-
tances in chapter 6.
We conclude this section by introducing the term ’superinductance’which is used in the
literature to refer to a circuit element with effective impedance greater than the quantum
of resistance RQ = h/(2e)2 ' 6.5 kΩ and self-resonance frequencies above 10 GHz [82, 66,
74]. As it will become clear below, superinductances are crucial to many noise-protected
qubit designs, including the 0− π qubit.
1.5.4 The transmon qubit
We have so far discussed the intuition behind noise-insensitive regimes of single-mode su-
perconducting circuits and qualitative differences between such devices and their sensi-
tivity to noise. We now present some of the technical details that are required to put the

































Figure 1.8 The transmon qubit [56]. (a) Schematic of the circuit. (b) Charge dispersion as
a function of the reduced impedance z. (c) Spectrum anharmonicity as a func-
tion of z. Full lines correspond to numerics whereas dotted lines are based on the
asymptotic expressions of Eq. (1.54) and Eq. (1.57) for (b) and (c), respectively.
We first consider the case of the transmon qubit [56]. This qubit is formed by a single
Josephson junction of energy EJ and capacitance CJ , shunted by a large capacitance Cs as
shown in Fig. 1.8 (a). A small gate capacitance Cg is used to couple the circuit to a voltage
source that sets the offset charge ng and can drive the qubit with an AC microwave tone.
The Hamiltonian of the transmon qubit is simply given by [56]
H = 4EC(n− ng)2 − EJ cos θ, (1.53)
where EC = e2/2C is the capacitive energy associated with the total capacitance C = CJ +
Cs +Cg, and θ is the superconducting phase difference across the junction. In the transmon
regime, defined as EJ/EC  1 (typically in the order of 30− 80 [56, 54]), the low-frequency
spectrum of Eq. (1.53) becomes exponentially insensitive to charge noise. Introducing the
effective impedance parameter z =
√
LJ/C/RQ, the transmon regime corresponds to z
1. Note that this agrees with the reasoning presented in Sect. 1.5.2, as the charge-insensitive
regime for a charge qubit is reachedwhen both the junction impedance and the energy cost
of adding a Cooper pair to the island (∝ 1/C) are small.
Interestingly, Eq. (1.53) admits an exact solution in terms of Mathieu functions [83].
Thismakes it possible to find asymptotic expressions for the charge dispersion εl = ωl(ng =


















8ECEJ/h̄ is referred to as the plasma frequency [56]. Fig. 1.8 (b) shows the
charge dispersion of the qubit transition as a function of z compared to an estimation based
on Eq. (1.54). This confirms the exponential reduction of the offset-charge sensitivity with
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1/z.
In the limit z  1, Eq. (1.53) is dominated by the potential energy term −EJ cos θ.
As a result, quantum fluctuations of the phase around θ = 0 are expected to be small,
allowing us to describe the dynamics by means of a harmonic approximation. To do this,
we introduce the harmonic-oscillator creation (b†) and annihilation (b) operators, in terms
of which the superconducting phase and (dimensionless) charge operators read
θ =
√






satisfying [θ, n] = i. Eq. (1.53) can then be put in the form







(b + b†)2k. (1.56)
Here, the quadratic part of the Josephson potential has been used to define the harmonic-
oscillator Hamiltonian 4ECn2 + EJθ2/2 = h̄ωpb†b, while terms of higher order correspond
to the remaining of the series expansion. For z 1, the strength of the higher order terms
decays rapidly with k and the first nonlinear correction (k = 2) is enough to describe the
system accurately. In this condition, Eq. (1.56) can be simplified to H ' h̄ωp b†b− EC(b +
b†)4/12, where we have used the relation EC = π2z2EJ/2. By performing a rotating wave
approximation, we arrive at the Hamiltonian of a weakly anharmonic oscillator [56]




where ωq = ωp − EC/h̄ is the qubit frequency and α = −EC/h̄ is the transmon anhar-
monicity.
The price to pay for an exponential reduction of the offset-charge sensitivity of the trans-
mon qubit is a polynomial decrease of the qubit anharmonicity that reaches the asymptotic
value −EC for z→ 0. Decreasing the qubit anharmonicity can in principle result in slower
gate operations given that, ideally, the spectral components of a drive pulse at the qubit
frequency ω01 should not overlap with ω12 = α + ω01 to avoid leakage. In practice, how-
ever, leakage can be avoided using optimal control techniques such as Derivative Removal
by Adiabatic Gate (DRAG) [84, 85, 86] or GRAPE [87], reaching gate fidelities as large as
& 99.9% [27].
Due to the simplicity of fabrication of transmon qubits, reliability and relatively easy
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readout and control, this device is the workhorse of superconducting qubits. Moreover,
all efforts devoted to scaling up the superconducting-qubit architecture, rely on different
variants of the transmon qubit [31].
1.5.5 The fluxonium qubit
From heavy- to light-fluxonium regimes
Charge noise is ubiquitous in mesoscopic devices and can rapidly deteriorate quantum
coherence. The transmon regime, presented in Sect. 1.5.4, is a possible solution to this
problem, enabling an exponential reduction of the charge-noise sensitivity of a charge-like
qubit by design.
An alternative approach to realize a device that is insensitive to charge noise is to shunt
a charge-like qubit with an inductor. From an electrical-engineering point of view, an in-
ductor with impedance ZL = −iωL acts as a short-circuit (ZL → 0) to ground for the
low-frequency 1/ f noise, thus making this noise irrelevant to the system. From a different
point of view, an inductively shunted charge-like qubit is nothing else than the device in
Fig. 1.5 (e), and can thus be regarded as a flux-like qubit.
Indeed, mitigating the effects of charge noise was the original motivation behind the pi-
oneering work that introduced the fluxonium qubit about 10 years ago [65]. More recently,
this system has been of interest due to its demonstrated long coherence times [88, 89, 90]
and potential for quantum information processing [91]. In this section, we explore the
structure of the fluxonium device, focusing on aspects that are relevant to the 0− π qubit.
As shown in Fig. 1.9 (left panel), the fluxonium circuit consists of a small Josephson
junction, referred to as ‘black-sheep’ junction, shunted by a superinductance and, possibly,
a capacitance. The black-sheep junction receives that name because this junction is dif-
ferent from those that form the superinductance. While a superinductance is in principle
a multimode device, it can behave as a single-mode linear inductance under appropriate
design conditions [74, 92, 93]. The multimode structure of such a device has, however, im-
portant consequences [74, 73], some of which are investigated below. Under a single-mode
approximation, this device can be described by the effective circuit in Fig. 1.9 (right panel).
There, the junction array has been replaced by a large inductance L = ∑NJi=1 LJi , where LJi is
the Josephson inductance of the ith array junction and NJ is the number of junctions. The
relevant degree of freedom to describe this effective circuit is the phase variable φ = ∑NJi=1 θi
which accounts for the total phase drop across the black-sheep junction, and where θi is the
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Figure 1.9 Schematic of the fluxonium circuit. (Left panel) Full circuit model of the fluxo-
niumdevice including a Josephson-junction-array superinductance. (Right panel)
Effective single-mode model of the fluxonium circuit.
phase difference across the ith Josephson junction of the array. The variable φ is known as
the fluxonium or superinductance mode.
Following the usual circuit quantization approach, the effective Hamiltonian of the
fluxonium qubit can be written as
H = 4ECn2 +
EL
2
φ2 − EJ cos(φ + ϕext), (1.58)
where EC = e2/2C is the capacitive energy associated with the total capacitance C (includ-
ing shunt and stray capacitances) of the fluxonium mode, EL = ϕ20/L is the total inductive
energy, EJ is the Josephson energy of the black-sheep junction and ϕext = Φext/ϕ0 the ex-
ternal flux in units of the reduced flux quantum [65]. Note that Eq. (1.58) does not include
a DC offset-charge parameter (ng) since it can be gauged away [68].
Despite the apparent simplicity of the fluxoniumHamiltonian Eq. (1.58), its eigenstates
can display a rich structure that depends on the parameter regime. For a systematic anal-
ysis, it is useful to redefine the parameters in Eq. (1.58) in terms of the effective black-
sheep junction plasma frequency ωp =
√
8EJEC/h̄ and the effective (reduced) impedance
z = π−1
√
2EC/EJ . The potential energy of Eq. (1.58) is composed of a quadratic potential
ELφ2/2 with amodulation given by the cosine potential of the black-sheep junction and the
external flux. Qualitatively, h̄ωp defines the characteristic energy of intra-well excitations,
while z is a measure of the tunneling amplitude between such wells. This statement will
appear clearer below.
Figure 1.10 shows the eigenfunctions of the fluxonium qubit for different values of z,
taking ωp/2π = 10 GHz and EL/h = 0.2 GHz. Panel (a) corresponds to the case of small z,
i.e. large EJ compared to EC, for which tunneling between states localized in different po-
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Figure 1.10 Wavefunctions of the fluxonium qubit for a varying black-sheep junction
impedance z ∈ [0.1, 0.3, 0.7], EL/h = 0.2 GHz and Φext/Φ0 = 0.35. In the low-
impedance regime (a), one can distinguish two type of qubit transitions, includ-
ing fluxon (or inter-well) and plasmon (or intra-well) transitions. These transi-
tions hybridize slightly for moderate black-sheep junction impedances (b) and
strongly for larger z (c).
tential wells is exponentially suppressed in z−1. Excitationswithin a singlewell are approx-
imately separated by the energy difference h̄ωp and, for this reason, transitions between two
of such states are called plasmon (or intra-well) transitions. Transitions between states that
are localized in two different potential wells are called fluxon (or inter-well) transitions.
Since the relative position between the potential wells shifts significantly with Φext, fluxon
transitions are highly sensitive to the external flux. In contrast, plasmon transitions display
a very weak flux sensitivity. Since the low-impedance limit requires the fluxonium mode
φ to have a large effective capacitance (or ‘mass’), this regime is called ‘heavy-fluxonium’
[89, 88, 73].
Fig. 1.10 (b) corresponds to an intermediate value of z where the energy barrier (∝ EJ)
between potential wells has been lowered with respect to the case in (a). Moreover, the ca-
pacitive energy EC is now larger, such that tunneling between states localized in neighbor-
ing potentialwells is non-negligible, favoring states that are delocalized overmultiplewells.
Thus, the low-frequency spectrum of the device has well defined plasmon and fluxon tran-
sitions, while such excitations undergo strong hybridization at higher frequencies. Since
this intermediate-z regime corresponds to that of the original fluxonium-qubit paper [65],
we simply refer to it as the fluxonium regime.
If the impedance of the black-sheep junction is increased further [see Fig. 1.10 (c)], the
fluxoniumwavefunctions can spread over many potential wells thanks to a lower EJ and to
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a larger EC. In this case, plasmon and fluxon transitions hybridize strongly, such that the
distinction between these is no longer useful. The spectrum may instead be regarded as
excitations of the harmonic Hamiltonian Eq. (1.58) for which the cosine potential acts as a
perturbation leading to a very weak flux sensitivity. This behavior is expected, as a larger
z leads to an increase of the ratio Etunneling/Estorage for this qubit, taking it closer to the
sweet-spot everywhere regime. Since this also means that the capacitance associated with
the black-sheep junction is relatively small, we refer to this regime as the ‘light-fluxonium’
regime.
Energy spectrum: from heavy- to light-fluxonium regimes
We now analyze the energy spectrum of the fluxonium qubit from the heavy- to the light-
fluxonium regimes. This discussion builds on the intuition developed in the previous sec-
tion. Fig. 1.11 shows the result of the diagonalization of Eq. (1.58) (solid light-blue lines) for
z ∈ [0.05, 0.3], EL/h ∈ [0.1, 0.4]GHz as a function of Φext and assuming ωp/2π = 10 GHz.
Let us first consider the case of z = 0.05 and EL/h = 0.1 GHz in Fig. 1.11. In this
case, the low-frequency spectrum is highly sensitive to the external flux, corresponding
to a set of inter-well or fluxon transitions [see also Fig. 1.10 (a)]. For a small value of z,
tunneling between the wells of the fluxonium potential is suppressed exponentially in 1/z.
The low-frequency spectrum around Φext/Φ0 = 0.5 can thus be modeled by the weak cou-
pling of two (fluxon) states {|m〉, |m+ 1〉} of the form 〈φ|m〉 ∝ z−1/4 exp[−(φ− φm)2/4πz]
and localized around the flux-dependent positions {φm} of two nearly degenerate poten-
tial wells. Assuming EL  EJ , the fluxonium Hamiltonian once restricted to the subspace
{|m〉, |m + 1〉} subspace, can be approximated by the spin Hamiltonian [94]
H = − ε̄
2
(











Here, the effective inductive energy ĒL = EL(1 − b−1) incorporates a first-order correc-




z is the tunneling matrix
element between the two fluxon states where the effective parameters ω̄p = (8ĒJ ĒC)1/2
and z̄ = π−1(2ĒC/ĒJ)1/2 are defined in terms of ĒJ = EJ [1− π2(1− b−1)/4b] and ĒC =
EC/(1− b−1)2 [94].
The two-level model in Eq. (1.59) predicts a linear dispersion ∝ 1/L of the first fluxon
transition with the external flux and an exponentially small gap opening at Φext/Φ0 = 0.5
due to fluxon tunneling. Black dashed lines in the panels of Fig. 1.11 for which z . 0.1
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Figure 1.11 Low-lying excitations of the fluxonium qubit with a low-impedance black-sheep
junction. Rows correspond to different values of EL/h ∈ [0.1, 0.4]GHz, while
columns are obtained for different values of the black-sheep junction impedance
z. Black dashed lines correspond to a two-level approximation valid for z  1.
Black dotted lines correspond tomultiples of the bare plasma frequencyωp/2π =
10 GHz.
ters. Moreover, for z constant, the flux dispersion of the fluxon transition increases as EL
is made larger (see Fig. 1.11). For EL constant, the gap opening at Φext/Φ0 ' 0.5 becomes
more noticiable as z increases. This simple model shows the fluxon-tunneling physics that
takes place in the fluxonium architecture. The extension of this model to a multilevel the-
ory, that is needed when considering a broader parameter regime, involves a number of
technical details that are addressed in Refs. [44, 68]. These details make the fluxonium
qubit much more complex than the phase-slip picture discussed in Sect. 1.5.1. Neverthe-
less, the simplified model in Eq. (1.59) conveys the right intuition and is useful to interpret
the results.
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Plasmon transitions are not captured by Eq. (1.59) because these involve excitations
within a given potential well. For relatively small z, the first plasmon transition appears
as a flux-insensitive transition close to the bare plasma frequency ωp/2π. Multiples of
ωp/2π are shown as black dotted lines in all panels of Fig. 1.11. Note that for z . 0.1,
the first plasmon transition is slightly shifted below ωp/2π due to the nonlinearity of the
black-sheep junction. Depending on Φext, a plasmon transition can be degenerate with
a fluxon transition, leading to hybridization between these excitations. This appears as
an anticrossing between plasmon and fluxon transitions in the energy spectrum. While
this is barely noticeable for the cases z . 0.1 in Fig. 1.11, the anticrossing becomes more
appreciable when the black-sheep junction impedance is increased. Note that for z & 0.1
the frequency of the plasmon transition is pushed further below ωp/2π as the nonlinearity
of the black-sheep junction increases.
The previous paragraphs lay the basis for understanding the structure of the spectrum
of the fluxonium qubit. However, as the impedance of the black-sheep junction reaches
high values (light-fluxonium regime), the distinction between plasmon and fluxon exci-
tations becomes meaningless. This can be appreciated in Fig. 1.12 [see also Fig. 1.10 (c)],
where strong hybridization between plasmon and fluxon excitations characterizes the en-
ergy spectrum. In this limit, the system approaches the flux-insensitive regime, as can be
anticipated from the reduced flux dispersion of the low-frequency transitions for z & 0.6
with respect to the case for smaller z values. The light-fluxonium spectrum thus resem-
bles that of a transmon qubit, where the external flux plays the role of the offset-charge
parameter for the transmon [76].
Finally, we note that the qualitative behavior described in this section generalizes to
other parameter regimes for ωp and EL. In practice, the value of these parameters may be
found typically in the range ωp/2π ∈ [5, 40]GHz and EL/h ∈ [0.05, 1.0]GHz. This com-
pletes the qualitative description of possible solutions of the fluxonium-qubit Hamiltonian.
While fluxonium devices are developed in a handful of research groups around the world,
this technology is not as mature as the transmon qubit. Moreover, the field has not yet
demonstrated coherent operation two coupled fluxonia, despite the existence of theoretical
proposals for two-qubit gates [91, 95]. Quite recently, however, the coherence times of flux-
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Figure 1.12 Low-lying excitations of the fluxonium qubit with a high-impedance black-sheep
junction. Rows correspond to different values of EL/h ∈ [0.1, 0.4]GHz, while
columns are obtained for different values of the black-sheep junction impedance
z. Black dashed lines correspond to a two-level approximation valid for z  1.
Black dotted lines correspond tomultiples of the bare plasma frequencyωp/2π =
10 GHz.
1.5.6 Two different generations of superconducting-qubit technology
We have so far presented the transmon and fluxonium architectures in detail. The purpose
of this section is to make explicit, from a practical perspective, the comparison between
these two superconducting qubits. As argued above, these devices share a number of sim-
ilarities although exploiting two fundamentally different degrees of freedom of a circuit.
From a technological point of view, this makes device fabrication largely different for these
two cases.
The transmon qubit was proposed in 2007 [56] and demonstrated in the same year [96,
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Figure 1.13 Two different generations of superconducting-qubit technology. (a) One of the
first reported implementations of a transmon qubit, made of a low-impedance
Josephson junction shunted by a large interdigitated capacitor. Adapted from
Ref. [97]. (b) First reported implementation of a light-fluxonium qubit, made of a
loopwhere a high-impedance Josephson junction is shunted by a high-impedance
superinductance with 400 Josephson junctions. (c) Low-frequency spectrum of
the device in (b) as a function of the external flux through the superconducting
loop. Black circles correspond to experimental data while color dashed lines are
obtained from a theory fit. (b− c) are adapted from Ref. [76].
97]. The transmon qubit used in the experiment of Ref. [97], shown in Fig. 1.13 (a), consist
of a low-impedance Josephson junction shunted by a large capacitance and is one of the
first reported realizations of a transmon qubit. In this implementation, the required shunt
capacitance is realized using an interdigitated capacitor. This geometry has the purpose of
maximizing the area between the two capacitor plates, and thus the effective capacitance.
On the other hand, the realization of a light-fluxonium device was reported for the first
time this year [76]. The device, shown in Fig. 1.13 (b), uses a Josephson-junction array
superinductance made of 400 junctions, shunting a high-impedance black-sheep junction.
Importantly, the junction chain is lifted off from the substrate such that stray capacitances,
which can dress the capacitance of the black-sheep junction, are minimized. Note that this
complex technique is not scalable. Fig. 1.13 (c) shows the low-frequency spectrum of the
device in (b). Black circles correspond to the experimental data, which is very well ex-
plained by the model of Eq. (1.58). The effective energy parameters extracted from the fit
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are EL/h = 0.0665 GHz, EC/h = 7.07 GHz and EJ/h = 4.7 GHz for Eq. (1.58) [76], or
equivalently, z ' 0.55 and ωp/2π ' 16.30 GHz (see also Fig. 1.12 for comparison).
Figure 1.13 (a − b) show how two devices, which are described by a similar effective
model, are realized very differently in practice. This difference also highlights the inde-
pendent challenges that need to be overcome to make these architectures scalable. In the
case of the transmon qubit, it is known that dielectric losses due to the large capacitors can
limit T1. In the case of the light-fluxonium qubit, minimizing stray capacitances in a two-
dimensional circuit is one of the main difficulties. Additional challenges are discussed in
chapter 5 which describes the first experimental realization of the 0− π qubit.
1.5.7 The 0− π qubit in a nutshell
We are now in a position to introduce the 0− π circuit, starting in this section with a con-
ceptual discussion.
Conceptual description of the 0− π circuit
We begin the discussion with a simple fact: at a basic level, the 0 − π circuit is made
of a charge-like and a flux-like circuit modes, which are both operated in their sweet-
spot-everywhere regime. Almost by definition, this makes the device insensitive to low-
frequency charge and flux noise. The nontrivial 0− π circuit design, shown in Fig. 1.14
(right) allows these two modes to be integrated in the same circuit and operated at their
respective noise-insensitive regimes simultaneously.
More precisely, the 0−π circuit includes two Josephson junctions and two superinduc-
tances forming a superconducting loop. Moreover, the device has two cross-capacitances
that connect the top (bottom) terminal of the leftmost (rightmost) junction to the bottom
(top) terminal of the rightmost (leftmost) junction. Therefore, the circuit contains two su-
perconducting regions that are galvanically disconnected from one another (top and bot-
tom), defining two circuit islands. Thus, the 0− π circuit is in part described by a charge
degree of freedom that represents the charge difference between such islands.
As originally introduced by Brooks, Kitaev and Preskill [66], the 0− π circuit requires
very large superinductances and cross-capacitances in order to achieve noise protection.
As argued above, increasing both L and C can be interpreted as reducing the energy cost
of adding a flux quantum or a Cooper pair to the loop and the circuit islands, respectively.
Fig. 1.15 shows a schematic decomposition of the 0−π device into twomodes, θ and φ. The
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Figure 1.14 Conceptual illustration of the 0− π qubit. The 0− π device (right) is made of
a transmon- and fluxonium-like modes (left) operating in the charge- and flux-
insensitive regimes, respectively.
Figure 1.15 The two modes of the 0− π qubit. θ (φ) is a transmon-like (light-fluxonium-
like) circuit mode that does not couple to the large superinductances (cross-
capacitances) of the 0−π circuit. The large cross-capacitances of the circuit make
the effective impedance of the Josephson junction appear different for the θ and
φ modes, allowing a large tunneling amplitude for both Cooper pairs and flux
quanta through the Josephson junctions. This picture omits two other circuit
modes that are analyzed below.
θ mode is a transmon-like degree of freedom that does not couple to the superinductances
of the circuit, while the φ mode is a light-fluxonium-like variable that does not couple to
the cross-capacitances. The impedance of the Josephson junctions is assumed to be large
enough such that the tunneling amplitude for flux quanta in and out of the loop is large.
This makes the circuit insensitive to flux noise (light-fluxonium response). As regards the
θ mode, the large capacitances of the circuit ‘renormalizes’ the impedance of the Josephson
junctions to an effective lower value, making the Cooper pair tunneling amplitude between
the circuit islands also large. Charge- and a flux-insensitive modes are thus combined in
the same device thanks to the special design of the 0− π circuit.
It follows that the 0− π device is protected against dephasing due to charge and flux
noise simply by the regime of parameters in which it operates. For this reason, it remains
to show how the 0−π overcomes the T1 limitations discussed in Sect. 1.5.2 for the simplest
charge- and flux-like qubits. In order words, how does the 0− π qubit implements logical
wavefunctions that are both delocalized over charge and flux states (exponentially small
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dephasing) and at the same time disjoint (exponentially small relaxation or excitation)?
The answer to this question is the existence of an extra symmetry in the 0−π qubit Hamil-
tonian, which splits the Hilbert space of the qubit into two disjoint Cooper-pair-number
parity subspaces.
To see this, Fig. 1.16 shows an approximate equivalence between the 0−π circuit (left)
and a charge-like qubit where a nonlinear element allows the transfer of pairs of Cooper
pairs to a circuit island (right). The co-tunneling of Cooper pairs is a consequence of the
particular circuit layout of the 0−π qubit, which combines high- and low-impedance links,
corresponding to the superinductors and cross-capacitances, respectively. Fig. 1.16 (left)
shows how a Cooper-pair tunneling event across one of the Josephson junctions is ‘mir-
rored’ by a simultaneous Cooper-pair tunneling event across the other Josephson junction.
More precisely, a Cooper-pair tunneling event across the leftmost Josephson junction leads
to the build up of a charge −2e on one side of the leftmost cross-capacitance, but then this
leaves an excess of +2e charges on the lower plate of the rightmost capacitor, hence the ap-
pearance also of a−2e charge on the upper plate of the rightmost capacitor (this come from
the cross-capacitor coupling). In the ZL → ∞ limit (open circuit), this is compensated by a
second tunneling event across the rightmost junction. This results in the exchange of a pair
of Cooper pairs between the circuit islands, or exciton [82].













|n + 1〉〈n|+ H.c.
)
, (1.60)
where |n〉 are charge states corresponding to the relative charge difference between the
circuit islands, ng is an offset-charge parameter, and E2 is the tunneling amplitude for the
exchange of a pair of Cooper pairs between these islands. We have moreover included a
single-Cooper-pair tunneling Hamiltonian with amplitude E1 that arises as a perturbation
for any finite ZL. Note that E2 and E1 will, in general, be functions of the external flux [98].
This detail is however not relevant to the present discussion.
Let us first consider the case E1 = 0. Defining the Cooper-pair-parity operator P =
exp(iπn), where n is the (dimensionless) charge operator, one can see that [H, P] = 0.
This implies that the eigenstates of the Hamiltonian H have a definite Cooper-pair-number
parity. Moreover, one can see that the energy spectrum in Eq. (1.60) is periodic in ng with
period 1, and doubly degenerate at ng = 0.5 mod 1. Similarly to the case of the transmon
qubit, we expect the low-energy wavefunctions to spread over multiple charge states for
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Figure 1.16 Exciton tunneling picture for the 0−π qubit. Left panel: exciton tunneling event.
Right panel: equivalent circuit. The 0− π circuit can be seen as a charge qubit
(right panel) where aweak link transfers pairs of Cooper pairs (charge−4e)with
a tunneling amplitude that is controlled by the external flux.
E2  EC, making the system insensitive to charge noise. In addition to this, the presence
of flat energy bands and an exact degeneracy at ng = 0.5 indicates that, in such a limit, the
system has a ground state doublet.
The observations of the previous paragraph become clearer if the tunneling Hamilto-
nian is written in terms of the superconducting phase θ, which coincides with the θ mode
of the 0− π circuit. For the case E1 = 0, one has
H = 4EC(n− ng)2 − E2 cos 2θ, (1.61)
where we have used the definition of the charge states in terms of the superconducting
phase θ provided in Sect. 1.1.2. Importantly, while the potential energy −E2 cos 2θ is π-
periodic from a mathematical point of view, it is inscribed in the 2π-periodicity of the su-
perconducting phase, leading to two physically distinct energy minima located at θ = 0
mod 2π and θ = π mod 2π.
Let us consider now the case of ng = 0 mod 1 for this model. Classically (EC = 0),
there exist two degenerate ground states, each of them located in one of the two minima
of the potential. Any finite EC leads to hybridization between these ground states, forming
a pair of bonding |ψe〉 and antibonding |ψo〉 states. Since the bonding state is invariant
under θ → θ + π, while the antibonding state changes sign, one has P|ψe〉 = |ψe〉 and
P|ψo〉 = −|ψo〉, where the parity operator P = exp(iπn) causes a displacement of the θ
coordinate by π. Thus, |ψe〉 (|ψo〉) belongs to the even (odd) charge subspace, where e (o)
indicates even (odd) Cooper-pair-number parity. In the limit E2  EC, the energy splitting




































Figure 1.17 Concept for a noise-protected superconducting qubit. (a) Energy spectrum of
the Hamiltonian in Eq. (1.61) as a function of ng, displaying the ground state
manifold (color) separated from the excited states (black) by a large energy gap.
(b) Logical wavefunctions at ng = 0 mod 1 in charge space. The ground states
have a well defined Cooper-pair-number parity. (c) Eigenstates of the Hamil-
tonian of Eq. (1.61) for ng = 0 mod 1 inscribed in the potential energy. The
ground state with even (odd) charge components corresponds to the bonding





2EC/EJ play the role of an effective plasma frequency and impedance,
respectively. Note that the asymptotic expression of Eq. (1.62) is found numerically. For
ng 6= 0, the energy splitting acquires an offset-charge dependence of the form ε→ ε(ng) =
ε cos πng, showing that charge dispersion of the ground state doublet is exponentially small
for large 2E2/EC. Furthermore, by considering a single potential well and following the
treatment of Sect. 1.5.4 for the transmon qubit, we find that the energy gap between the
two lowest energy intra-well states is given by
√
32ECE2− 4EC. Therefore, the gap between




According to the discussion of Sect. 1.5.2, a qubit described by Eq. (1.61) couples to the
environment via the charge operator n. Since |ψe〉 and |ψo〉 have disjoint support in charge
space, it follows that 〈ψe|n|ψo〉 = 0, implying that the ground state manifold is composed
of two equally metastable states with infinite T1 and exponentially large T2. In practice,
however, T1 would be dominated by upwards transition processes, which are exponentially
attenuated with the size of the energy gap ∼ √32ECE2, since the spectral density Sn[ω] ∝
−ω exp(h̄ω/kBT) for charge noise is exponentially small for excitation processes for which
ω < 0 [see Fig. 1.3].
The model in Eq. (1.61) is an idealization since, in the 0− π qubit, E1 cannot be made
exactly 0 for finite ZL. This is also true for any other superconducting-qubit implementa-
tions of Eq. (1.60). However, it is important to note that this does not represent a major
drawback if the single-Cooper-pair tunneling energy remains bounded such that E1  E2.
As we show below, the exponentially small charge dispersion is preserved (or improved)
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and T1 can be made exponentially large (instead of infinite) in this limit.
Indeed, thanks to the large E2, the subspace spanned by {|ψe〉, |ψo〉} contains all pos-
sible logical qubit states |ψ0〉 and |ψ1〉 that result from the coupling of the charge-parity
subspaces due to E1  E2. For any finite E1, the uniform superpositions |ψ0〉 = (|ψe〉 +
|ψo〉)/
√
2 and |ψ1〉 = (|ψe〉 − |ψo〉)/
√
2 occur at the degeneracy point ng = 0.5. Away from
the charge-degeneracy points, the degree of mixing between the parity subspaces is deter-
mined by the interplay between the tunneling energy in Eq. (1.62) and E1. While the the
tunneling energy favors bonding and antibonding states, E1 favors states that are localized
in a given potential well by lifting the degeneracy between the two classical ground states
at θ = 0 and θ = π.
Let us assume that, for a finite (although small) E1, the logical states are of the form
|ψ0〉 = re0|ψe〉+ ro0|ψo〉 and |ψ1〉 = re1|ψe〉+ ro1|ψo〉, where re0re1 = −ro0ro1 such that 〈ψ0|ψ1〉 = 0.
Then, one has
|〈ψ0|n|ψ1〉|2 = |re0re1|2|〈ψe|n|ψe〉 − 〈ψo|n|ψo〉|2. (1.63)
This condition reveals a connection between the transitionmatrix element of the qubit with
E1 6= 0 and the charge dispersion ∂ng H ∝ n of the unperturbed qubit (E1 = 0) with eigen-
states |ψe〉 and |ψo〉 (see also Sect. 1.4.3). Sincewe have shown that the charge dispersion for
the unperturbed qubit is exponentially attenuated in the large tunneling regime E2  EC,
it follows that the T1 times of the new qubit (E1 6= 0) can also be made arbitrarily large.
Therefore, Eq. (1.60) for E2  EC and E1  E2 realizes a ground state doublet with expo-
nentially large T1 and T2.
There is, however, an additional aspect that needs to be discussed. In the implementa-
tion of Eq. (1.61) by the 0− π qubit, flux noise leads to perturbations of the form cos θ and
which do not preserve the symmetry of the qubit Hamiltonian. This motivates the search
for a regime of operation that is also robust to these perturbations. In particular, any finite
E1 leads to a maximal transition matrix element 〈ψ0| cos θ|ψ1〉 at the charge degeneracy
points, thus compromising the qubit’s T1.
We can think of the imperfections of the qubit Hamiltonian as a feature rather than
as a bug. Indeed, as illustrated in Fig. 1.18, biasing the qubit with a finite E1  E2 has
two important advantages. Panel (a) shows that by increasing the ratio E1/ε the charge
dispersion of the ground state doublet is reduced. Importantly, panel (b) shows that the
bias also leads to a dramatic reduction of the transitionmatrix element 〈ψ0| cos θ|ψ1〉, while
〈ψ0|n|ψ1〉 remains bounded by an exponentially small value. The value of 〈ψ0| cos θ|ψ1〉 is
highly dependent on ng. Close to the degeneracy points ng = 0.5 mod 1, any finite E1








































































Figure 1.18 From the cos 2θ potential to the 0− π qubit. (a) Qubit frequency ω01 and total
charge dispersion ∆ω01 in units of the tunneling amplitude ε as a function of
E1/ε (and E1/E2). (b) Transition matrix element of the cos θ and n operators for
different values of the offset charge ng as a function of E1/ε (and E1/E2). (c− e)
Energy spectrumas a function of ng (left panels) and logicalwavefunctions (right
panel) for the configurations indicated as (c− e) in (a), with respective values of
E1/ε ∈ [0.1, 1.0, 10.0]. All plots correspond to the ratio E2/EC = 80 in Eq. (1.60).
reducing 〈ψ0| cos θ|ψ1〉 thanks to the disjoint support of the qubit wavefunctions. Away
form the charge degeneracy points, the competition between E1 and ε is stronger, leading
to logical states that have spectralweight in bothwells. Thus, for a given E1/ε, 〈ψ0| cos θ|ψ1〉
is larger away from ng = 0.5 mod 1. Note, however, that themaximumvalue of thismatrix
element, which occurs for ng = 0 mod 1, can be made small by increasing the bias (E1).
According to panel (b), the maximum of 〈ψ0|n|ψ1〉 is reached at the charge degeneracy
point. This is a consequence of the symmetric combination of |ψe〉 and |ψo〉 in the logical
state wavefunctions for any finite E1 at such operating points, which maximizes the value
of |re0re1| in Eq. (1.63). Away from the charge degeneracy points, the Cooper-pair-number
parity of the qubit eigenstates is better preserved, leading to a reduced 〈ψ0|n|ψ1〉.
Figure 1.18 (c− e), shows the qubit spectrum as a function of ng and the logical wave-
functions in phase space. As anticipated, the spectrum becomes flatter with ng as E1/ε
increases, while the qubit wavefunctions become more localized in the θ = 0 and θ = π
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Figure 1.19 Summary of the strategies exploited to reach full noise protection in the 0− π
qubit.
wells of the potential. This is the regime of operation of the 0−π qubit [66]. In this regime,
the qubit features exponentially small charge and flux dispersion and exponentially large
T1 times for all noise processes.
The price to pay for a reduced charge sensitivity and negligible transition matrix ele-
ments is a linear dispersion of the qubit transition energy with E1/ε for E1/ε  1, which
can enhance the pure-dephasing rates. Moreover, an increase of the qubit frequency ω01
can in principle lead to larger relaxation rates, as Sn[ω] ∝ ω for ω > 0. However, these
effects are very small in practice, as E1 is an exponentially small quantity in the 0−π qubit
regime [98] (although sufficiently larger than ε). Furthermore, since E1 depends on the
external flux, it is possible to find flux-bias points for which E1/ε  1 but ∂E1/∂Φext = 0,
i.e. a sweet spot, removing any first-order dephasing processes due to flux noise.
Figure 1.19 summarizes the strategies exploited in the 0 − π qubit for achieving full
noise protection. Transitions to the excited manifold are prevented by a large energy gap
h̄∆, with ∆/2π ∼ GHz. T1 is made arbitrarily large by engineering two metastable states
with disjoint support, such that the matrix element of any local operator (loc. op.) is expo-
nentially small. T2 is made arbitrarily large by working simultaneously at the charge- and
flux- insensitive regimes of the device, and operating at a flux sweet spot.
Chapter 2
A closer look at the 0− π qubit
Having discussed the basic elements regarding the transmon, fluxonium and circuit QED
architectures, we are now in a position to describe the 0−π qubit inmore details. The infor-
mation provided here is in principle enough to understand the research papers following
chapters of this thesis.
2.0.1 Introduction
As mentioned previously, the basic idea behind the 0− π qubit [66] is to encode quantum
information in a noise-protected subspace of a superconducting circuit. Noise protection
arises in this system because the circuit includes two degrees of freedom that have large
zero-point fluctuations (preventing pure-dephasing) while the logical states have disjoint
support (preventing relaxation). We now focus on the Hamiltonian description of the de-
vice, robustness to noise (see also chapter 3), control strategies and challenges that need
to be overcome in order to make this system scalable (see also chapter 4). We furthermore
motivate the first experimental realization that is presented in more details in chapter 5.
2.0.2 The 0− π circuit Hamiltonian
Modeling the 0 − π circuit requires us to introduce the flux (phase) node operators Φi
(ϕi = Φi/ϕ0) for i ∈ [1, 4], which are shown in Fig. 2.1 (leftmost panel). These node
operators can be rearranged to define the normal modes: θ, φ, ζ and Σ [see Fig. 2.1]. The θ
and φ modes are crucial to the 0− π qubit Hamiltonian, and have been discussed before.
The ζ and Σ modes are spurious modes. In particular, ζ is a harmonic mode that couples to
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Figure 2.1 The full 0− π circuit including 4 circuit modes θ, φ, ζ and Σ. The +/− symbol
on the ith circuit node corresponds to the phase of ϕi in the definition of the θ, φ,
ζ or Σ, according to the panel.
the large cross-capacitances and superinductances of the circuit, while Σ is a cyclic mode
that couples to the ground and gate capacitances of the circuit (if any).
In order to address control and readout of the 0 − π qubit, we also assume the cir-
cuit being coupled to external voltage sources Vi via gate capacitances Cgi , one for every
circuit node i ∈ [1, 4]. These voltage operators can be rearranged in a vector of the form
VΦ = (V1, . . . , V4)T, where the subindex Φ denotes the flux node basis {Φi}. The circuit
Lagrangian then takes the form
LΦ = Φ̇T ·
CΦ
2
· Φ̇− Φ̇T · Cg · VΦ −U(Φ, Φext), (2.1)
where Φ = (Φ1, . . . , Φ4)T, CΦ is the capacitance matrix of the circuit with components
[CΦ]ij = ∂LΦ/∂Φ̇i∂Φ̇j, Cg = diag(Cg1 , . . . , Cg4) is the capacitance matrix corresponding to
the gate capacitances that connect the 0−π circuit to the voltage sources, and U(Φ, Φext) is
the potential energy due to the Josephson junctions and superinductances. More precisely,




C1 −C′J −C′ 0
−C′J C2 0 −C′′
−C′ 0 C3 −C′′J




where C1 = C′J + C′ + Cg1 + C01 , C2 = C′J + C′′ + Cg2 + C02 , C3 = C′′J + C′ + Cg3 + C03 and
C4 = C′′J + C
′′ + Cg4 + C04 . Here we also assume a ground capacitance C0i for every circuit
node, and possible disorder in the junction (C′J 6= C′′J ) and cross-capacitances (C′ 6= C′′) of
the circuit. Note that Eq. (2.1) also describes the 0− π qubit coupled to a resonator if Vi is
replaced by the resonator’s voltage operator.
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We now move to the 0− π mode basis defined by Θ = (φ, θ, ζ, Σ)T, by the change of






−1 1 −1 1
−1 1 1 −1
1 1 −1 −1




Under this transformation, Eq. (2.1) reads
LΘ = Θ̇T ·
CΘ
2
· Θ̇− Θ̇T · C̃g · VΘ −U(Θ, Φext), (2.4)
where CΘ = (R−1)T ·CΦ · R−1 and C̃g = (R−1)T ·Cg · R−1 are the transformed capacitance
matrices, and VΘ = R ·VΦ is the original voltage-drive vector expressed in the 0− π mode
basis. Performing a Legendre transformation, we obtain the circuit Hamiltonian as
H = (qΘ + C̃g · VΘ)T ·
C−1Θ
2
· (qΘ + C̃g · VΘ) + U(Θ, Φext), (2.5)
where qΘ = ∂LΘ/∂Θ̇ is a vector notation for the conjugate charge operators. Note that
Eq. (2.5) can be split as
H = H0−π + Hdrive, (2.6)
where
H0−π = qTΘ ·
C−1Θ
2
· qΘ + U(Θ, Φext), (2.7)
is the undriven 0− π qubit Hamiltonian and
Hdrive = qTΘ · (C−1Θ · C̃g) · VΘ, (2.8)
is a voltage-drive term.
We now simplify the description provided by Eq. (2.6). Omitting the cyclic variable Σ,
Equation (2.7) can then be written as
H0−π ' 4ECθ (nθ − ng)2 + 4ECφ n2φ + h̄gφθnφnθ + 4ECζ n2ζ + h̄gθζnθnζ + U(Θ, Φext), (2.9)
where we have introduced the capacitive energies ECθ = e2/2Cθ , ECφ = e2/2Cφ and ECη =
e2/2Cη , defined in terms of the mode capacitances Cθ ∝ 2(CJ + C), Cφ ∝ 2CJ and Cζ ∝
2C, with CJ = (C′J + C′′J )/2 and C = (C′ + C′′)/2 being the mean values for the junction
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and cross capacitances of the circuit [98]. We have moreover introduced an offset-charge
parameter ng for the θ mode, given that this degree of freedom is compact. Additionally,
the spurious capacitive coupling coefficients gφθ ∝ dCJ = (C′J − C′′J )/CJ and gθζ ∝ dC =
(C′ − C′′)/C are only nonzero in the presence of circuit-element disorder.
In absence of circuit-element disorder, the driveHamiltonian Eq. (2.8) can also be recast
into a simpler form
Hdrive ' 2eβθnθVθ + 2eβφnφVφ + 2eβηnηVη , (2.10)
where βθ ∝ Cg/Cθ , βφ ∝ Cg/Cφ and βζ ∝ Cg/Cζ are capacitive coupling ratios for the θ, φ
and ζ modes, respectively, Vµ is the corresponding voltage-drive for µ ∈ {θ, φ, ζ}, and Cg
is a mean value for the coupling capacitances. Circuit-element disorder can unfortunately
introduce spurious drive terms bywhich a voltage-drive intended to drive the φ coordinate,
for instance, can also drive the θ degree of freedom. These spurious drive terms are not
relevant for the present discussion and are provided in Ref. [98].
It remains to specify the potential energy as





+ EL(φ2 + ζ2) + dU(Θ, Φext), (2.11)
where EJ = (E′J + E′′J )/2 and EL = (E′L + E′′L)/2 are the mean values for the junction and
inductive energies. Moreover,






where dEJ = (E′J − E′′J )/EJ and dEL = (E′L − E′′L)/EL is a spurious potential energy that
arises in the presence of circuit element disorder. This completes the derivation of the most
general 0− π circuit Hamiltonian.
2.0.3 The 0− π qubit parameter regime
In order to specify the device’s parameter regime for which a ground state doublet is real-
ized, we now consider the 0− π circuit in absence of all circuit-element disorder. In this
limit, the θ and φ modes decouple from the ζ mode, and the (undriven) circuit Hamiltonian
takes the form







Here, we recover the intuition developed in the previous sections. The 0− π qubit is made
of a transmon-like mode θ and a fluxonium-like mode φ. Both of these modes should op-
erate in the charge- and flux-noise sweet-spot everywhere regimes, respectively, for which
the eigenvalues of the Hamiltonian of Eq. (2.13) behave robustly against external perturba-
tions. In this regime, the energy cost of adding a Cooper pair ECθ ∝ 1/Cθ or a quantum of
flux EL ∝ 1/L is small. Furthermore, the Josephson junctions of the circuit should behave
as small (large) impedance circuit elements when regarding the θ (φ) mode. Combined,
these conditions require EL to be reduced as much as possible, while ensuring the condi-
tion that EJ/ECθ  EJ/ECφ . Since the mode impedance is a measurement of the tunneling
amplitude between two degenerate potential wells, the latter condition implies that tunnel-
ing in the θ direction is strongly suppressed in comparison to tunneling in the φ direction.
Thus, this regime favors logical wavefunctions that are strongly localized in θ while being
delocalized over φ.
The parameter regime of the 0 − π qubit can be better understood by analyzing the
potential energy landscape corresponding to Eq. (2.11) for no circuit-element disorder.
Fig. 2.2 (a) shows a density plot of the potential energy, where φ corresponds to the x
axis, and θ to the y axis. Let us first consider the cases where θ is fixed to 0 or π, which
we call the 0 and π valleys. The potential energy associated with these two valleys is
U(φ, θ = {0, π}) = ∓2EJ cos(φ− ϕext/2) + ELφ2. These two potentials are similar to two
fluxonium-qubit potentials that are displaced with respect to each other by an effective flux
bias such that, at Φext = 0, the θ = 0 valley has its minima at φ ' 2kπ, whereas the θ = π
valley has its minima at φ ' (2k + 1)π for k ∈ Z [99]. These values are only approximate
and are valid for relatively small k, as the effect of the quadratic potential ELφ2 becomes
more important as φ increases. A relatively large value of ECφ /EJ (and junction plasma fre-
quency) results in a large tunneling amplitude between these potential wells and thus in
wavefunctions that spread over several minima along the φ direction. This is illustrated in
Fig. 2.2 (b) and (c), which show the first two eigenstates of the 0− π qubit being strongly
delocalized over φ, for a particular parameter set. Furthermore, due to a very low ratio
ECθ /EJ , tunneling in the θ direction is exponentially suppressed compared to EL, leading
to a very weak coupling of states belonging to different wells. Therefore, these conditions
naturally lead to a doublet structure of the low-frequency eigenstates of the 0− π qubit.
This is illustrated in Fig. 2.2 (d), but given the small size of the doublet splittings, some
of the doublets look like single energy levels (including the ground-state doublet). The
transmon- and light-fluxonium-like regimes of operation of θ and φ, respectively, make
these low-frequency excitations exponentially insensitive to both charge and flux noise.








































Figure 2.2 The structure of the 0− π qubit spectrum and eigenstates. (a) Potential energy
landscape for Φext = 0. A thick orange arrow indicates a large tunneling proba-
bility along the φ direction, while a dashed orange arrow indicates a strongly sup-
pressed tunneling probability along the θ direction. (b) ground state wavefunc-
tion. (c) First-excited state wavefunction. (d) Energy spectrum as a function of the
external flux. (e) Effective one-dimensional model at zero applied flux, featuring
the cos 2θ structure of the 0− π Hamiltonian. Parameters: ECθ /h = 0.026 GHz,
ECφ /h = 56.7 GHz, EJ/h = 24.75 GHz, EL/h = 0.15 GHz, corresponding to a very
deep 0− π regime [99].
summarized by the condition
EL, ECθ  EJ , ECφ . (2.14)
Although useful, this condition only serves as a starting point for engineering such a de-
vice. Indeed, themultilevel structure of the qubit can display qualitatively different regimes
depending on the exact ratio between the energy parameters in Eq. (2.14), while still satis-
fying this condition. We say that a device is in the ’soft’, ’moderate,’ or ’deep/hard’ 0− π
regime, depending on the degree to which Eq. (2.14) is satisfied.
To complement our analysis, Fig. 2.2 (e) shows an effective one-dimensional model
for the device, which is derived by eliminating the light degree of freedom (φ) by means
of the Born-Oppenheimer approximation [98]. While we defer the details of such model
to chapter 4, the purpose of panel (e) is to show that there exists a formal procedure to
derive the cos 2θ potential of the 0 − π qubit, as explained in previous sections. In this
effective picture, the external flux introduces a finite bias between the twonearly degenerate
potential minima, leading to the localization of the logical wavefunctions in the θ = 0 or
θ = π potential wells away from Φext = Φ0/2. A zero applied external flux corresponds to
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a sweet spot of the system for which the bias between the potential wells is maximal.
2.0.4 Challenges associated with the 0− π circuit
As defined in the previous section, the 0− π qubit involves a number of conceptual and
fabrication challenges. We now outline some of these challenges and motivate some of the
results that are presented in this thesis.
Stray capacitances
One of the main difficulties in realizing the 0− π qubit is the large anisotropy between the
capacitive energies ECθ and ECφ that is required. Conceptually, this anisotropy can simply be
realized by increasing the cross-capacitances of the circuit asmuch as possible. However, in
practice these large cross-capacitances also result in large stray capacitances between nodes
1 and 2, and nodes 3 and 4 [see Fig. 2.3 (a)]. These stray capacitances can substantially dress
Cφ, making the φ mode much more massive and lowering ECφ . Furthermore, any other
stray capacitances arising, for instance, from the ground capacitance of the superinductors,
would also contribute to the dressing of Cφ.
Michel Devoret has pointed out to this unfortunate situation in a very succinct way:
The 0− π circuit is a device that can be drawn on a blackboard but that cannot be built in
real life [100]. As shown by the first experimental realization of the 0− π (in a soft regime
where the device is protected only to first order against flux-noise) the dressing of Cφ can
be overcome to some extent by careful electromagnetic engineering of the circuit. However,
complementary solutions are still needed to reach the fully noise-protected regime of this
device.
Circuit-element disorder and coupling to the ζ mode
As specified in Sect. 2.0.2, circuit-element disorder can lead to spurious coupling between
the qubit modes, θ and φ, and the ζ mode. Assuming that the latter mode is off-resonant
with the qubit transitions, we can model this spurious coupling by means of a dispersive
theory (see Sect. 1.2.3). Restricting the analysis to the qubit manifold, the coupling Hamil-




σz a†ζ aζ , (2.15)
where χ01 = χ1 − χ0 is the dispersive shift corresponding to the qubit 0 − 1 transition,
σz = |ψ1〉〈ψ1| − |ψ0〉〈ψ0| is the qubit logical Z operator, and a†ζ (aζ) is the photon creation
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Figure 2.3 Practical challenges associated to the 0− π circuit. (a) Effect of spurious capaci-
tances (lighter shade of blue) arising from the large cross-capacitances of the cir-
cuit and ground capacitances. (b) Coupling the 0 − π qubit to a measurement
apparatus. The small circuit components (half black, half blue) represent arbi-
trary coupling elements. (c) Conceptual level structure and dispersive shifts of
the 0− π qubit.
(annihilation) operator for the ζ mode. Since the frequency ωζ of the ζ mode is ∝ 1/
√
LC,
themean photon-number population of thismode can be large for typical 0−π parameters.
According to Eq. (2.15), large thermal fluctuations of the photon number lead to dephasing
of the qubit wavefunction, known as photon shot-noise dephasing [102, 32].
The effect of photon shot-noise dephasing on the 0−π qubit has been studied inRef. [101]
that is presented in chapter 3. Importantly, this noise channel is found to be themain limita-
tion to the coherence times of 0−π devices in a realistic regime of parameters. There exists,
however, ways of alleviating this effect. In particular, in chapter 4, we propose to engineer
a cooling mechanism for the ζ mode, by coupling the 0− π qubit to a low-Q resonator. We
show that this scheme has the potential to enhance the coherence times by several orders
of magnitude.
Coupling to a measurement apparatus
A more fundamental challenge arises if we now consider coupling the 0 − π qubit to a
measurement apparatus, as shown in Fig. 2.3 (b). There, the black-blue circuit components
represent arbitrary coupling elements, such as capacitors, inductors or Josephson junctions.
The coupling layout is chosen to address the θ mode, which can potentially differentiate
between the states of the ground state manifold corresponding to θ = {0, π}.
Importantly, the coupling geometry imposes an effective shunt of the superinductances
of the 0− π circuit, leading to a combined impedance Zg between the terminals of each
superinductors. Since, according to the discussion in Sect. 1.5.7, the large impedance of the
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superinductors is crucial to realize an effective cos 2θ potential, the effective shunt due to
the coupling circuitry can severely compromise the device operation.
In order to overcome this issue, the impedance of the coupling elements needs to be
made as large as the impedance of the superinductors. However, the coupling elements
cannot be superinductors themselves, as this would lead to an inductive shunt of the circuit
islands through the measurement apparatus. As we have pointed out in [98], this rules
out several possibilities for effective coupling elements. We address these issues in further
details in chapter 4.
Vanishing small dispersive shifts
As argued above, the spectrum of the 0−π qubit is composed by doublets. In other words,
the spectrum looks like two superimposed copies of the spectrum corresponding to a sin-
gle potential well. Since tunneling between wells is exponentially suppressed, these two
copies are only weakly coupled, and one can in principle neglect such a coupling. As a
consequence, the dispersive shift of states in a given doublet is expected to be nearly iden-
tical [see Eq. (1.11)], as illustrated in Fig. 2.3 (c). Evidently, this situation poses a challenge
to the dispersive readout techniques described in Sect. 1.2.4. We consider this problem in
more details in chapter 4.
On the flip side, according to Eq. (2.15), a vanishing dispersive shift of the qubit tran-
sition can potentially reduce the impact photon-shot noise arising from coupling to the ζ
mode. Note that this is not guaranteed as the frequency of the ζ mode tends to zero as the
circuit enters in the deep regime, leading to a diverging photon population of ζ. We expand
on this in chapter 3.
Chapter 3
Coherence properties of the 0− π
qubit
3.1 Motivation
In this section, we present the paper titled “Coherence properties of the 0− π qubit”. This
work demonstrates the noise protection of the 0− π qubit by means of a rigorous theory
and full numerics.
The 0−π qubit is a device that exploits a great deal of intuition about noise protection.
However, the pioneering work by Brooks et al. [66] did not provide a detailed treatment
of decoherence. Because of this, the extent to which the device is protected against noise,
and the optimal parameter regime for operation, which is also compatible with fabrication,
remained unclear. Here we go beyond the treatment of Ref. [66] conducting an in-depth
analysis of decoherence using rigorous theoretical techniques that complement intuition.
The objective of the paper is to quantify the device sensitivity to various noise chan-
nels, including charge, flux and critical-current noise. Moreover, we evaluate the coherence
times in the presence of circuit-element disorder. As anticipated, disorder leads to coupling
of the qubit degrees of freedom to the low-frequency ζ mode. This opens up new channels
for relaxation (Purcell) and dephasing (photon shot noise). An objective of this work is
to quantify the impact of these additional decoherence processes and in particular, decide
whether or not the device preserves its noise protection.
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The study is done in three regimes of parameters that each have different dominant
decoherence processes. Our results suggest favorable design configurations dependent on
the available experimental capabilities.
3.2 Main results of the paper
We analyze of decoherence processes with and without circuit-element disorder for 3 pa-
rameter sets labeled PS1, PS2 and PS3. The value of EL/h in these parameter sets increases
from 8MHz in PS1, to 40MHz in PS2 and 130MHz in PS3. We note that, in general, these
are small values for the inductive energy, although EL/h ' 66.5MHz has been recently
realized in a light-fluxonium device [76]. Other parameters in the 0− π qubit Hamilto-
nian also vary between these parameter sets, but these differences are not relevant for the
purpose of this introductory discussion.
In absence of circuit-element disorder, we first demonstrate that it is highly advanta-
geous to operate the system at the flux sweet spot Φext = 0 (instead of Φext = Φ0/2) for
all parameter sets. As justified in the previous sections, operating at Φext = 0 introduces
a finite energy difference between the two valleys of the effective cos 2θ potential, favor-
ing logical wavefunctions that are localized in θ = 0 or θ = π. The disjoint support of
these wavefunctions in phase space significantly reduces the rate of incoherent transitions
between the qubit states which contributes to T1. Indeed, we observe that the T1 times for
Φext = 0 or Φext = Φ0/2 can differ by several orders of magnitude for the 3 parameter sets.
Moreover, this difference remains unaffected if the rate of upwards transitions (out of the
qubit manifold) is taken into account in the definition of T1.
We also verify that operating a symmetric 0− π qubit at the Φext = 0 sweet spot leads,
as expected, to very large coherence times. More precisely, we find that critical-current
noise can eventually limit the pure-dephasing coherence times, as this operating point does
not necessarily corresponds to a sweet spotwith respect to the junction energy EJ . However,
the estimated pure-dephasing coherence times still remain large, ranging from hundreds
of seconds for PS1, to tens and a few milliseconds for PS2 and PS3, respectively. We note
that, as EL is increased, the flux sensitivity also increases. Thus, operating away from the
sweet spot makes flux noise the dominant contribution to dephasing, instead of critical-
current noise. Furthermore, considering upwards transitions, we find that T1 can go from
thousands of seconds for PS1, to hundreds and tens of seconds in PS2 and PS3. These
numbers demonstrate that, even in the less favorable situation of PS3, a symmetric 0− π is
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expected to have very long T1 times in comparison to other devices such as the transmon
or fluxonium qubits.
The situation is different if circuit-element disorder is taken into account. In particular,
we consider disorder that couples the qubit modes, θ and φ, to the ζ mode. This coupling
contributes to T1 (Purcell) and Tϕ (photon shot noise). While the absolute value of this con-
tribution depends strongly on the quality factor of the ζ mode, which is difficult to estimate,
we find that these decoherence channels dominate the coherence times for a conservative
value of the ζ-mode linewidth, taken as κζ = 1/100 µs. While the Purcell contribution to
the T1 times is significant, T1 remains above 10 s for the less favorable case of PS3. However,
the photon shot noise contribution to the pure-dephasing rates is quite severe as compared
to other sources of noise, as we discuss below.
In our paper, we use a result that is derived for a qubit dispersively coupled to a cavity
whose role here is played by the ζ mode. In these conditions, the effective pure-dephasing




















0)/2 is the dispersive shift of the qubit transition due to coupling
to the ζ mode, and nth(ωζ) = 1/[exp(h̄ωζ/kBT) − 1] is the thermal photon population
of this mode. Importantly, if χζ01  κζ , then ΓSNϕ ' κζnth(ωζ) decreases by increasing
the quality factor of the ζ mode. In the opposite limit where χζ01  κζ , one has ΓSNϕ '
4(χζ01)
2nth(ωζ)[nth(ωζ) + 1]/κζ , which decreases as κζ increases.
Figure 3.1 shows the main result of the paper. There, we consider the parameter set
PS2 of intermediate fabrication difficulty for all circuit parameters with the exception of EL,
which is varied between the values of PS1 (hardest regime) and PS3 (accessible regime).
Disorder in the cross-capacitances of the circuit and EL is assumed to be at the 5% level.
The solid line shows the coherence time estimated using Eq. (3.1), while the dashed and
dotted lines show the result of the asymptotic expressions for the coherence time in the
limits χζ01  κζ and χ
ζ
01  κζ , respectively. Note that we have changed the definition of
the x-axis of Fig. 3.1 with respect to Figure 10 in our paper (Ref. [101]), in order to employ
the parameter definitions adopted in this thesis.
The results of Fig. 3.1 are not completely intuitive. Indeed, let us consider first the
case of small EL (deep 0 − π regime). In this limit, the frequency of the ζ mode is also
small and nth(ωζ) grows very rapidly as EL decreases. Thus, one might naively expect
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Figure 3.1 Photon shot noise induced dephasing due to coupling to the ζ mode. Adapted
from [101].
Eq. (3.1) to diverge such that TSNϕ → 0 in this limit. However, the opposite occurs, and the
explanation for this behavior is subtle. As EL is decreased, the 0− π qubit enters in the
deep regime, for which the dispersive shift of the qubit manifold is expected to vanish [see
Sect. 2.0.4]. Thus, according to the asymptotic expression ΓSNϕ ∼ 4(χζ01)2n2th(ωζ)/κζ , the
dispersive shift χζ01 should decrease exponentially fast with EL → 0, in order to compensate
for the exponential divergence of nth. This remarkable fact demonstrates that the 0 − π
qubit is protected against any possible noise mechanism, including those that arise in the
presence of circuit-element disorder. This was an unanticipated result.
On the other hand, as EL is increased, χζ01 increases and the qubit becomes more sen-
sitive to photon fluctuations in the ζ mode. This is reflected by the rapid drop of TSNϕ for
EL/ECφ . 0.003. However, as χ
ζ
01 increases to a value comparable to κζ the tendency of
Eq. (3.1) changes, eventually leading to a saturation value that is independent of χζ01 for
χ
ζ
01  κζ . Moreover, this is complemented by a favorable increase of ωζ which leads to a
smaller nth(ωζ) as EL is made larger. Therefore, decreasing the size of the superinductance
can to some extent be beneficial. This comes at a cost of increasing the sensitivity to flux
noise, which can be compromised up to the point where photon-shot-noise and flux-noise
dephasing are of the same order.
As a result of the competition between different effects, Fig. 3.1 is not monotonic and
features a clear absolute minimum. To the left of this minimum, χζ01 is already small and
mitigating disorder can help to reduce ΓSNϕ and therefore increase the coherence time even
further. To the right of this minimum, smaller values of ΓSNϕ can be achieved by increas-
ing the quality factor of the ζ mode or decreasing nth(ωζ) by means of cooling. This last
observation motivated part of the research work that is presented in chapter 4.
64
3.3 Conclusion and outlook
In thiswork, we studied the coherence of 0−π devices from experimentally hard to achieve
regimes. We demonstrated that the 0− π qubit is indeed a noise-protected device, even in
the presence of circuit-element disorder. However, we noticed that full noise protection
might be out of reach of current- and near-future-term generations of superconducting-
qubit technology.
This study revealed two counterintuitive results in the presence of circuit-element dis-
order, that would not have been obtained without a rigorous treatment of decoherence.
First, the qubit can effectively decouple from the ζ mode in the deep 0− π regime. Sec-
ond, devices working in a softer regime of parameters might benefit from superinductance
values smaller than those originally required.
Overall, we demonstrated that the 0 − π qubit has potential for high-coherence in a
realistic regime of parameters, thus motivating the experimental realization of this circuit
that is presented in chapter 5.
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Abstract
Superconducting circuits rank among some of themost interesting architectures for the implementa-
tion of quantum information processing devices. The recently proposed 0-π qubit (Brooks et al 2013
Phys. Rev.A 87 52306) promises increased protection from spontaneous relaxation and dephasing. In
this paperwe present a detailed theoretical study of the coherence properties of the 0-π device,
investigate relevant decoherence channels, and show estimates for achievable coherence times in
multiple parameter regimes. In our analysis, we include disorder in circuit parameters, which results
in the coupling of the qubit to a low-energy, spurious harmonicmode.We analyze the effects of such
coupling on decoherence, in particular dephasing due to photon shot noise, and outline how such a
noise channel can bemitigated by appropriate parameter choices. In the endwefind that the 0-π qubit
performswell andmay become an attractive candidate for the implementation of the next-generation
superconducting devices for uses in quantum computing and information.
1. Introduction
Research towards realizing a quantum computer poses a formidable challenge due to the need for a subtle
compromise between two conflicting requirements:maximizing coherence by isolating qubits from
environmental noise on one hand, and coupling qubits strongly for fast qubit control and readout, on the other
hand.Over the last two decades substantial progress has beenmade in the field of superconducting circuits,
where coherence times have increased by nearly 6 orders ofmagnitude tomilliseconds [1], while gate times
stayed in the range of tens of nanoseconds. This impressive improvement is largely due tomore advanced qubit
designs whichminimize the qubitʼs coupling to unwanted environmental noise sources, such as flux noise [2] or
charge noise [3], all while keeping the qubit susceptible to control pulses essential for performing gate operations
aswell as readout.
Recently, there have been several proposals for a new generation of protected qubits [4–7], projected to be
especially well isolated from relevant sources of noise responsible for decoherence. This protection is typically a
result of an exponential suppression in the unwanted interactions between the qubit and its environment. The
expected long coherence times often result from a combination of factors: near-degeneracy of the qubitʼs
ground andfirst excited states, a large energy gap between the two lowest energy levels and the higher energy
landscape, and finally, strongly localized noise effects, which can onlyweakly affect the qubitʼs eigenstates. In the
field of superconducting circuits, existing proposals for implementations typically involve arrays of Josephson
junctions arranged in specific geometries to achieve some, or all of the characteristics outlined above. For a
detailed review of the possible realizations that have been studied, a summary of recent progress, as well as a
discussion of the connection between the protected qubits and topological error correcting codes [8–11], we
point the reader to [12] and the references therein.
In this work, we concentrate on a particular, recently proposed superconducting circuit referred to as the 0-π
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Conceptually, the 0-π circuit exhibits a rudimentary formof topological protection that combines exponential
suppression of noise-induced transitions (dissipation)with exponential suppression of dephasing, seefigure 1.
The former is achieved by engineering qubit states with disjoint support, the latter by rendering qubit states
(nearly) degenerate and exponentially suppressing the sensitivity of the corresponding energies to low-
frequency environmental noise.
The circuit underlying the 0-π qubit consists of four nodes connected by a pair of linear inductors, a pair of
capacitors, and a pair of Josephson junctions as shown infigure 2. Two issues pose challenges to the
implementation of the 0-π design: first, to achieve the desired regime it is necessary to simultaneously realize
large superinductances, large shunting capacitors, and high junction charging energies (very low stray
capacitances); second, circuit elements should ideally be pairwise identical (no disorder in circuit element
parameters) in order to prevent coupling of the qubit to a spurious circuitmode [14], whichwewill refer to as the
ζ-mode6.
While notable increases in accessible inductance values bymeans of junction-array based superinductances
may partially address thefirst issue [15–19], some amount of circuit parameter disorder and hence residual
coupling to the ζ-mode is unavoidable. In the present work, we theoretically assess the coherence properties of
0-π devices, ones that are possible to realize with todayʼs state-of-the art fabrication techniques, as well as those
thatwill require technological advances. Specifically, we present calculations of relevant decoherence rates
resulting from the qubitʼs coupling to knownnoise sources, including both intrinsic sources, such as flux, charge
and critical current noise, which couple directly to the qubitʼs degree of freedom, as well as noisemediated by the
coupling to the spurious ζ-mode.We concentrate our study on three representative parameter sets, which
primarily differ in themagnitude of the inductance and aremotivated by both current, as well as future
experimental capabilities.
Figure 1.Protection offered by the 0-π qubit.T1 processes are exponentially suppressed due to nearly disjoint support of the qubit
wave functions, i.e., wave functions ‘live’ in nearly separate regions of the generalized-variable space; pure-dephasing rates,
proportional to the qubit-energy susceptibility l¶ ¶E10 with respect to the noise variableλ, are exponentially suppressedwhen
nearly degenerate eigenstates of the 0-π device are used as qubit states.
Figure 2. (a) 0-π circuit diagram, consisting of two Josephson junctions, two large inductors and two large capacitors. (b) Schematic
representation of the normalmodes of the linearized circuit (no parameter disorder), which define the new circuit variablesf, θ, ζ and
Σ. (c)Potential energy of the disorderless 0-π qubit.
6
This low-energymodewas originally calledχ-mode [14], but is here renamed to avoid confusionwith dispersive shifts commonly denoted
by ‘χ’.
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This paper is organized as follows. In the subsequent section, we briefly review the quantization of the 0-π
circuit, properly accounting for parameter disorder, and the coupling of the qubit degree of freedom to the
ζ-mode [14]. In section 3we then present 0-π eigenspectra for the parameter sets considered, and discuss the
dependence of spectral properties on the different energy scales. In section 4we describe relevant noise processes
affecting the 0-π qubit, and discuss the calculation of decoherence rates. In section 5, we present the resulting
decoherence rates and identify the processes likely to limit coherence. Finally, we summarize and conclude in
section 6.
2.Hamiltonian of the 0-πqubit
Webegin by briefly reviewing the circuit of the 0-π qubit as well as the correspondingHamiltonian. As shown in
figure 2(a), the 0-π circuit consists of two Josephson junctions (Josephson energies EJ1,2, junction capacitances
CJ1,2) and two large (super-)inductors (inductances L1,2), linked to form a loop. The opposing nodes =j 1, 3
and =j 2, 4 are connected by two large capacitors C1,2. As usual [20, 21], we initially employ generalized flux
variablesjj for each circuit node = ¼j 1, , 4.We then switch to physicallymoremeaningful variablesf, θ, ζ,
andΣ [14] associatedwith the normalmodes of the linearized, non-disordered circuit (see figure 2(b)):
å
f j j j j z j j j j
q j j j j j
= - + - = - - -
= - - - S =
( ) ( ) ( ) ( )
( ) ( ) ( )
2 , 2 ,
2 , 2 . 1
j
j
2 3 4 1 2 3 4 1
2 1 4 3
Both thef-mode and θ-mode involve phase differences across the Josephson junctions and are coupled by the
junction nonlinearity, as wewill seemomentarily. The ζ-mode does not bias the junctions and is therefore, a
fully harmonicmode. Finally, the variableΣ is cyclic, remains decoupled from the other variables, and can thus
be omitted. (Alternatively, one can reach this conclusion by invoking gauge freedomand setting one of the nodes
to ground.)

















z= - ¶ +z z ( )H E E2 , 3C 2 L 2
is theHamiltonian for theharmonic ζ-mode.Thevarious parameters are defined as follows: p= F( )/ /E 2 2LL 0 2 is
the inductive energy scale, and =E e C2C 2 , =E e C2CJ 2 J, = + =-( )E E E e C1 1 2Cs C CJ 1 2 s, are the relevant
charging energies,where in the last expressionwehave taken7 = +C C Cs J. Finally,j p= F F2ext ext 0 is the external
magneticflux through the loopwritten in termsof themagneticfluxquantumF = h e20 . Evidently, themode
decouples in thedisorderless case, leaving only thef andθdegrees of freedomto form the effective qubitHilbert
space. (For adetaileddiscussionof the resultingqubitwave functions and theorigin of protection fromnoise,we refer
the reader to [14].)figure 2(c) shows thepotential energy of theHamiltonian fromequation (2).
Once imperfections in fabrication are taken into account, nominally identical circuit elements will acquire
slight parameter deviations. It is therefore convenient to introduce the parameter averages = +( )X X X1
2 1 2
and
relative deviations = -( )X X X Xd 1 2 , where Î { }X E E C C, , ,L J J . Using this notation and employing a
leading-order expansion in the capacitive disorder, one can cast theHamiltonian into the form
= + +p z-H H H H0 int, where
'q f
j








captures the primary 0-π qubit degrees of freedom, including effects of disorder in junction parameters, and
'f z= ¶ ¶ + +q z ( ) ( )H E C E E C C2 d d d , d , 5int Cs L L 2 J2
describes the coupling between 0-π and the ζ-mode. As discussed in detail in [14], disorder in junction
parameters gives rise tominor corrections to the 0-π qubit spectrum, but leave the ζ-mode decoupled. Such
coupling does arise fromdisorder inC andEL, and can have important consequences on the coherence of the 0-π
qubit, as wewill see in the following sections. For this analysis, it will be helpful towrite theHamiltonian in the
product basis comprised of the eigenstates of p-H0 and the ζ-mode:
7
Wehave changed the subscript label in the definition of Cs from the one used in [14].
3
New J. Phys. 20 (2018) 043053 PGroszkowski et al
å å= ñá + W + ñá ¢ +z
¢







where †a (a) are the creation (annihilation) operators for the ζ-mode, W =z E E8 L C is its angular frequency,
El
q the energy of the lth primary 0-π eigenstate, and
































the strength of the coupling thatmediates transitions among p-H0 eigenstates ñ∣l , ¢ñ∣l via emission/absorption
of ζ-mode excitations.
In the dispersive limit, where the detunings D = - - Wz¢ ¢E Ell l
q
l
q are large compared to the coupling,
D¢ ¢ ∣ ∣g 1ll ll , a Schrieffer–Wolff transformation yields the effectiveHamiltonian [14, 22]
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So far, we have neglected capacitances between each node and ground. The effect of such ground
capacitances depends on their uniformity. If all ground capacitances are identical and the circuit is symmetric,
then the effect isminimal:Σ remains decoupled and the charging energies EC, ECs and ECJ aremerely
renormalized. Node-to-node variations in ground capacitances complicate the situation slightly by inducing
coupling between the primary degrees of freedom to the charge operator ofΣ. In the present work, wewill focus
on the case of small ground capacitances where corrections of this type are negligible.
3. Eigenspectrumof the 0-πqubit
Our goal is to understand the key coherence properties of the 0-π qubit. Since these properties have significant
dependence on various circuit parameters, we choose three specific parameter sets that explore the balance
between coherence times and current fabrication capabilities. Table 1 details our choices for inductive,
Josephson, and charging energies for parameter sets 1, 2 and 3 (PS1, PS2, PS3). In all cases, we take the relative
parameter deviations of nominally identical circuit elements to be at the 5% level (which can be considered
pessimistic).While we introduce some variations in all energies, the central scheme behind the parameter
choices, is the increasing size of the inductive energy EL as we go fromPS1, through PS2, to PS3.
Figure 3 shows the PS1 energy spectra plotted as a function offlux, as well as a few selectedwave functions.
Since in this parameter set both EL, and EC are smallest of all we consider, the spectrum is densely populated
with levels thatmainly correspond to ζ-mode excitations, and hence, only a few of those are explicitly drawn.
The plots of wave functions assume a special case where only nonzero disorder in EJ and CJ is included, (with
ζ-mode decoupled), and hence their dependence only in terms of θ andf is presented. Similarity,figure 4 shows
the energy spectra and eigenfunctions for both PS2 and PS3, againwith a subset of eigenfunctions. The panels (a)
and (c) infigure 4 present the pure 0-π spectra obtainedwhen the ζ-mode remains decoupled from the θ andf
degrees of freedom, as realizedwhen setting = =E Cd d 0L , such that ¢gll in equation (6) vanishes. In the (b) and
(d) panels, disorder in EL andC is taken into account, and the spectra showdressed-state excitations of both the
0-π and the ζ-mode.
Table 1.Table of circuit parameters for parameter sets 1, 2 and3 (PS1, PS2, PS3).
Josephson, inductive and capacitive energies are given inunits ofh×GHzaswell as in
units of theplasma energyof the Josephson junctions, w = E E8p CJ J , with w p =2p
40 GHz forPS1 andPS2, and w p =2 20p GHz forPS3.Disorder in energies and
capacitances is assumed tobe at the 5% level, i.e., = - + =( ) ( )X X X X Xd 2 5%1 2 1 2
for Î { }X E E C C, , ,L J J .
Parameter set 1 Parameter set 2 Parameter set 3
[h·GHz] [wp] [h·GHz] w[ ]p [h·GHz] w[ ]p
EC 0.02 0.0005 0.04 0.001 0.15 0.008
ECJ 20.0 0.5 20.0 0.5 10.0 0.5
EJ 10.0 0.25 10.0 0.25 5.0 0.25
EL 0.008 0.0002 0.04 0.001 0.13 0.007
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Todiscuss the generic aspects of parameter choices and 0-π qubit spectra, we first consider the specific case
of PS2 (figures 4(a) and (b)), and comment on the impact of parameter changes leading to PS1 and PS3
subsequently. Figure 4(a) shows that the low-lying eigenstates of p-H0 are localized close to q = 0 or q p=
(hence the name ‘0-π qubit’), while spreading overmultiple wells inf direction. As intended, qubit ground and
first excited states are close to being degenerate and arewell-separated fromhigher excitation levels over the
entireflux range.We note that the distinct insensitivity of the qubit energy with respect toflux is a crucial feature
that distinguishes the 0-π-qubit physics from that of the effectively 1Ddouble-well physics prevalent forflux
qubits [23].
Choosing favorable parameters for 0-π devices is, in part, driven by three central criteria. First, wewish to
maximize the state-localization on the θ axis to realize disjoint-support wave functions, in order to exponentially
suppresses all transitionmatrix elements that enter qubit relaxation/depolarization rates. Such localization can
be achieved by rendering the effectivemass in θ direction heavy, C CJ , andmaking the local potential wells
deep enough to hold localized states, E EJ L and E ECs J. Second, we aim formaximal delocalization along
thef axis, which suppresses susceptibility toflux variations by the samemechanism responsible forflux
insensitivity ofmetaplasmon energies influxonium [24]. As a result, ground and excited states become near-
degenerate, and sensitivity to f1 flux noise is suppressed. This regime requires parameters to obey
 E E EL CJ J. Third, charge-noise sensitivity of the device isminimized by ensuring E ECs J, in analogy to
themechanismharnessed for the transmon qubit [3]. Decreasing EL even further, as done in PS1, pushes the
system closer towards ground-state degeneracy [13, 14]. However, unless EL decreases past a certain threshold,
one can run into a coherence bottleneck arising from coupling to the ζ-mode (see sections 4 and 5).
Still concentrating our discussion on PS2, we note that once parameter deviations inC and EL are taken into
account, the ζ-modeweakly couples to the primary qubit degrees of freedom. The resulting energy spectrum
shown infigure 4(b), then includes levels that reflect excitations of the ζ degree of freedom.However, since this
Figure 3.Energy spectrumof parameter set 1 (see table 1), plotted as a function offlux, alongwith a few selected 0-πwave functions
calculated at F = F0.8ext 0. (Only a limited number of ζ-mode excitations is shown.)
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coupling is weak, and 0-π and ζ-mode excitations are generally off resonance, eigenstates are only weakly
dressed and can usually safely be labeled by ñ∣l n, with l n, denoting the excitation numbers of the 0-π and the
ζ-mode, respectively. One consequence easily spotted in the spectrum—especially for frequencies below
~1.1 GHz in parameter set 2—is that each 0-π energy level =El n, 0 appears ‘copied’ at regular intervals set by
the ζ-mode frequency, » + WzE E nl n l, ,0 . This physics is also evident in the shapes of the correspondingwave
function orbitals presented infigure 4(b), which clearly shows the proliferation of nodes along the ζ axis as the
excitation number of the ζ-mode is increased one by one.
Relative to parameter set 2, parameter set 1 contains a lower inductive and charging energies EL and EC. This
leads to almostflat spectrum as a function offlux, and hence, this choice of energies represents a ‘deep’ 0-π
Figure 4.Energy spectrum calculated for parameter sets 2 and 3 (see table 1), and selectedwave functions calculated at F = F0.8ext 0
(PS2) and F0.9 0 (PS3). (a)PS2 spectrumof p-H0 for vanishing coupling to the ζ-mode, calculated by setting = =E Cd d 0L and
retaining θ andf degrees of freedomonly. (b) Spectrum for PS2 in the presence of disorder in the parameters E C,L where thef, θ and
ζ-mode couple. On the far right: select wave function orbitals, obtained as contour surfaces obeying q f zY =( ), , const with
orange/blue color indicating positive/negative wave function amplitude. (c) and (d) show the analogous results for parameter set 3.
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regime, envisioned in [13].When = =E Cd d 0L , at F = 0ext , the energy splitting is - »( )E E h 24q q1 0 kHz,
while - »( )E E h 792q q2 0 MHz.Using such parameters helps in limiting both dephasing due to 1/fnoise, but
also various relaxationmechanisms. Another feature of this low-EL regime is that the dispersive coupling to the
stray ζ-mode is highly suppressed. Aswe discuss in section 5, this limits the dephasing due to thermal shot noise
which is relevant, or even dominant, in the other parameter sets we study. The central difficulty of
experimentally realizing a circuit using PS1, however, is the ability to build large enough linear superinductance,
hence, its near-future prospectsmay be limited.
Finally, the parameter choices in PS3 closelymatch current fabrication capabilities. In particular, the
inductive energy scale is increased fromPS2 by a factor ofmore than 3,mitigating the challenge of superinductor
fabrication. At the same time, EC is increased relative to PS2, thus giving rise to an overall upwards shift of the
ζ-mode frequency to pW = »z E E h2 8 395C L MHz. The resulting decrease in thermal ζ-mode excitations
will play role in our discussion of coherence properties below. As seen infigures 4(c) and (d), the change in
parameters comes at the cost of increasedflux susceptibility and loss of near-degeneracy.Moreover, eigenstates
beyond the lowest four are seen to break localization at q = 0 and q p= . Infigure 4(d), where coupling to the
ζ-mode is included, the spectrum again shows ‘copies’ of energy levels which arise from the addition of ζ-mode
excitations.
4.Noise channels affecting the 0-πqubit
To characterize the coherence properties of the 0-π qubit, we need to identify itsmost damaging noise channels.
We thus calculate and compare various depolarization and dephasing rates that originate from coupling to
different known noise sources. In our analysis wemake the common assumption [2, 3, 25–29] that noise in
different channels is uncorrelated and individual rates can, hence, be calculated separately and then added up to
give cumulative rates for depolarization and pure dephasing, similar to the treatment in [25, 30].We further
assume that the interactionwith the environment to be sufficiently weak, so that the corresponding couplingVλ
to the full 0-π circuit Hamiltonian can be treated perturbatively. In that case, decoherence rates can be calculated
either using Fermiʼs Golden Rule (for relaxation/depolarization), or by studying the effects ofVλ on
eigenenergies and, in turn, on the time evolution of the off-diagonal elements of the densitymatrix (for pure
dephasing).
As schematically illustrated infigure 5, we distinguish between two different pathways for decoherence of the
0-π qubit. First, the primary 0-π qubit degrees of freedom, θ andf, can directly interact with a noisy
environment. In this case, we generallyfind that disorder-induced coupling to the ζ-mode only leads to
subdominant corrections to decoherence rates. Second, baths coupled to the ζ-mode can also influence the
primary 0-π qubit degrees of freedom and lead to indirect decoherence processes. Despite the fact that the
interaction Hint (equation (5)) is expected to beweak, wewill discover that such indirect decoherence processes
can play a crucial role in the performance of the 0-π qubit in some parameter regimes.
4.1. Pure dephasing ( jT )
Wefirst consider pure dephasing, the dissipationless loss of phase information. Pure dephasing is quantified by
the time scaleTj needed for a quantum superposition to turn into a classicallymixed state, observed as the decay
time for off-diagonal elements of the qubitʼs densitymatrix, when expressed in the eigenenergy basis.Within






where Gl1 is the depolarization rate (combining relaxation and thermal excitation of the qubit, see section 4.2)
and Gj
l the pure dephasing rate. As usual, we define corresponding decoherence time scales via = Gl lT 12 2 ,




Figure 5.Twonoisemechanisms contributing to decoherence of the 0-π qubit. (a)The primary 0-π qubit degrees of freedom, θ andf,
can couple directly to a noisy environment. (b)The 0-π qubitmay couple to environmental noise indirectly via the ζ-modewhich has
an intrinsic lifetimeκζ.
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Following [3, 25, 29], wemay consider dephasing due to classical noise entering the circuit Hamiltonian in
the formof an external parameter l l dl= +( ) ( )t t0 . Here, dl ( )t is a noise signal assumed to arise from a
stationary, Gaussian process with zeromean, dlá ñ =( )t 0, and spectral density
òw dl dl= á ñl w-¥
¥
-( ) ( ) ( ) ( )S t td e 0 . 10ti


















where l= ( )H H0 0 , and all derivatives are evaluated at l l= 0. Empirical evidence shows that superconducting











where lA is the noise amplitude for channelλ (flux, charge, or critical current) [33–39]. Such noise ismost
detrimental at low frequencies and thus important for qubit dephasing. The calculation of the corresponding
pure-dephasing rates Gj
l has been developed in [25, 26, 40], and a brief outline is also presented in appendix A.
The resulting pure-dephasing time, asmeasured in a Ramsey experiment, is given by
w w w w w w= ¶ + ¶ +j
l
l l l l
-{ ( ) ∣ ∣ ( ) [ ( ) ( )]} ( )T A t A t2 ln 2 ln 2 ln , 132 ge 2 ir 4 2 ge 2 2 uv ir 2 ir 1 2
where wge is the angular frequency difference between the excited and ground states of the qubit, wir and wuv
correspond to the low and high-frequency cutoffs of the noise, and t defines themeasurement time scale under
consideration. The above expression is valid in the generic case where noise affects the qubit energy to linear
order, as well as in the vicinity of ‘sweet spots’ [41]where the linear noise susceptibility vanishes, w¶ =l 0ge . In
linewith [27, 39, 42], we assume that w p =2 1ir Hz, w p =2 3.0uv GHz, and use a conservative value of
m=t 10 s in our calculations. Next, we consider specific f1 noise channels known to be important, namely f1
charge [34, 37],flux [33, 36, 38], and critical-current noise [35].
Charge noise—Charge noise can bemodeled as a set of noisy voltage sources capacitively coupled to the
nodes of the circuit, see figure 6.We assume that the noise signalsVj on different circuit nodes are independent.
Repeating the steps of circuit quantization in the presence of these additional capacitive couplings yields a
Hamiltonian ¢ = +H T U with the same potential energy as previously inH,
q f
j
f z q f
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and amodified expression for the kinetic energy,
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Here, primes denote small corrections to charging energies due to the presence of the coupling capacitancesCg.
The effective offset charges fng ,
qng , and
zng are f1 noise signals, obtained from linear superpositions of the
fluctuating voltage signals ( )V tj (for details, see appendix B). Thefirst group of terms inT comprises of the
Figure 6. 0-π circuit coupled capacitively to voltage sources ( )V tj , as used in themodeling of charge noise.
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kinetic energies of the symmetric 0-π qubit and of the ζ-mode, the second group collects coupling terms
originating from capacitive disorder, and the third group shows new terms describing the coupling to charge
noise. Each offset chargemay, in principle, consist of an intentional dc bias and f1 fluctuations from the
environment: d= +( ) ( )n t n n tgx x gx0 . Employing theHamiltonian ¢H , the dephasing due to qng charge noise can
nowbe calculated directly by extracting the qng dependence of wge, and employing equation (13).We assume a
charge-noise amplitude of = -qA e10n
4
g
[34]. Furthermore, we absorb any renormalization of charging energies
due to gate capacitance into a redefinition of the parameter values given in table 1.
While wave functions of the 0-π qubit are 2π-periodic in θ, they are extended along thef and ζ axis. As a
consequence, low-frequency charge fluctuations inf and ζ are not expected to give rise to significant dephasing
[24, 43]. To see this explicitly, wewrite the kinetic energy in the form E DF F= +ˆ ˆ ˆT n n n ng , where
F = - ¶ ¶ ¶f q zˆ ( )n i , , , F = f q z( )n n nn , ,g g g g , andE (D) is a symmetric (diagonal) 3×3matrix of energy
coefficients to be read off of equation (15).Wemay complete the square,
E D E E D
F = + + -- -( )ˆ ( ˆ ) ( )T cn n n n 16g g12 1 12 1
and drop the irrelevant c-number term, and finally perform a unitary transformation using =R exp
E Df q z- -⎡⎣ ⎤⎦( ) ni , , g12 1 , which produces amomentum shift E D- -ˆ ˆn n ng12 1 .We find the resulting
Hamiltonian
E E DF f q z= ¢ + = - +-˙ ˆ ˆ ( ) ˙ ( )† †H R H R R R Un n ni , , 17g12 1
and note that the transformation does not affect the boundary conditions for the extended variablesf and ζ
(L2-integrability). Hence, the transformation reveals thatfluctuations in fng and
zng only enter in terms of the
time derivative of the noise. As discussed previously in [24], the f1 charge-noise spectrum thereby transforms
into anOhmic spectral density, w w w w= ~( ) ( )˙S Sn n f2 1g g . The effect of suchfluctuations is insignificant for
dephasing, since ~j ( )T S 0 for non-singular noise spectral densities.
Critical-current noise—Next, we consider f1 noise in the critical current p= FI E2c J 0 characterizing the
two Josephson junctions in the 0-π circuit.Microscopically, fluctuations in the critical current are suspected to
be due to trapping/de-trapping of charges at defect sites in the tunneling barrier of junctions [29, 35, 44]. The
trapped, charges block tunneling through a given region of the junction, thus reducing the effective junction
area. Under suitable conditions, the ensemble dynamics ofmany trapping centers can give rise to f1 noise
[45, 46]. In this case, the Josephson energy is theHamiltonian parameter that acquires a fluctuating component,
d= + ( )E E E tJ,tot J J . Critical-current noise is thus amenable to the same treatment as charge noise. In our
calculations, we use a typical noise amplitude for the critical current of = -A I10I c7c [3, 35].
We note that critical-current noisemay, in principle, also affect the large inductors, if realized as a Josephson
junction array. However, for uncorrelated noise affecting each of the arrayʼs N 1J junctions independently,
onefinds an overall suppression of the noise amplitude by a factor of N1 J [16].Wewill see that critical-
current noise is a subdominant noise channel evenwithout this suppression, and hence, neglect the effect of such
fluctuations on superinductances.
Flux noise—The third canonical f1 noise source known to affect superconducting qubits is f1 flux noise.
Wemodel thefluctuations of themagnetic flux through the loop enclosed by the two junctions and inductors by
treating Fext as the noisy parameterλ. Flux noise is ubiquitous in current superconducting circuit devices. There
is growing evidence thatfluctuating spins on thin-film surfaces [38, 39, 47]may be themicroscopic origin of this
noise. In our calculations of pure dephasing times due toflux noise, wemake again use of equation (13)with a
typical noise amplitude of m= FFA 1 0ext [39].
Shot-noise dephasing due to thermal excitations of the ζ-mode—Thedephasing channels discussed so far are of
the direct kind, shown infigure 5(a).Wenext analyze an indirect source associatedwith thedisorder-induced
coupling to the ζ-mode. Since the0-πqubit is operated in the regimeof small EL and EC, the ζ-modewith frequency
W =z E E8 C L is generally a low-frequencymode, and canbe subject to significant thermal excitations.
Specifically, for the three parameter sets, the ζ-mode frequencies are givenby pW =z 2 36, 113, 395 MHz, leading
to average thermal occupationnumbers of =n 8.25, 2.29, 0.39th , respectively (with assumed temperature of
=T 15 mK).Dephasingof theprimary 0-πdegrees of freedom fromthermalfluctuations canbe significantwhen
operating in the strongdispersive limit,where the qubit-state dependent shift of the ζ-mode frequency is large
compared to thewidthof the ζ-mode resonance. In that limit, the addition/loss of a single ζ-mode excitationnumber
essentiallymeasures the qubit state, leading topotentially strongdephasing. This noisemechanism, referred to as
shot-noise dephasing, canbemodeledwithin themaster equation formalismandproduces puredephasing at the rate
[48, 49]
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Here, kz is the intrinsic lifetimeof theharmonic ζ-mode, w w= -( ) [ ( ) ]n k T1 exp 1th B the averagenumberof
thermal photonswith (angular) frequencyω in thermal equilibriumat temperatureT, and c c c= -( ) 201 1 0 the
qubitʼs ac Stark shift due to a single excitation. (See equation (9) for thedefinitionof cl .)Equation (18) applies
whenever the 0-πqubit and ζ-mode are coupleddispersively. It canbe further simplified in the strongdispersive limit
where k cz  01, andwritten as
k
cG » W W +j
z
z z( )( ( ) ) ( )n n1 4 1 , 19SN 012 th th
while in the opposite limit c kz01 , as
kG » Wj z z( ) ( )n . 20SN th
From the above equations, we see that both c01, as well as the thermal occupation Wz( )nth can play a crucial role
in determining the strength of the resulting dephasing rate.
4.2.Depolarization (T1)
Decoherence due to depolarization comprises of processes associatedwith spontaneous transitions between
energy eigenstates. Such transitionsmay occurwithin the two-level subspace of the 0-π qubit, or lead to leakage
to states outside of this subspace. The characteristic time scale for depolarization is theT1 time [25].We define
the operator coupling the 0-π circuit degrees of freedom to noise channel labeled l as dl=l lV G , where lG is
an operator on theHilbert space spanned by θ,f and ζ. dl refers to the bath degrees of freedomandmay be an
operator acting on theHilbert space of the bath, or a classical, stochastic variable with appropriately chosen
statistics. Using Fermiʼs GoldenRule, one obtains the rate for transitions from the initial state y ñ∣ i to afinal state
y ñ∣ f [25, 30, 50] as

g y y w= á ñl l l B∣ ∣ ∣ ∣ ( ∣ ∣) ( )G S1 . 21i f f i fi, 2 2
Here, initial andfinal states are eigenstates of the full 0-πHamiltonian, equation (6), with eigenenergy difference
w = -E Efi f i, and wl ( )S is the noise spectral density, see equation (10). The coupling operator lG and spectral
density wl ( )S depend on the specific noise channel and its statistical properties. Furthermore, the±notation
describes whether the rate is upwards (gl +i f
, ), where >E Ef i, or downwards (gl -i f
, ), where <E Ef i.
We expect to operate the 0-π qubit in the dispersive regimewith respect to the ζ-mode (see equation (8)). In
such case, dressed states can be suitably labeled by excitation numbers n and l referring to ζ-mode and primary
0-π subspace, respectively: y yñ = ñ∣ ∣j l n, . In practice, we base the assignment of labels l n, on themaximum
overlap between exact eigenstates of the fullHamiltonian (6) and bare product states ñ Ä ñp z∣ ∣l n0 . (Alternatively,
perturbation theory can be used, see appendix C.)Wemay thuswrite the above transition rates in the
form g g=l l¢ ¢l n l n i f, ,
, , .
Sincewe aim to evaluate the depolarization of the primary 0-π degrees of freedom, i.e., transitions which
change the state index l, we define the composite transition rate
å gG =l z l¢
¢
¢ ¢( ) ( )P n , 22l l
n n




which includes a summation over all the ζ-mode states n and ¢n , where each initial ζ-mode state is weighted by
the thermal occupation probability  = - - W - Wz z z( ) [ ( )] ( )P n k T n k T1 exp expB B , with kB denoting
Boltzmannʼs constant. Finally, we define an effective depolarization rate Gl1 and corresponding time = G
l lT 11 1
for noise channelλ as8
G = G + G + Gl l l l ( ). 231 1 0 0 up 1 up




1 up are the excitation rates fromground and first
excited state to all higher levels. For the 0-π qubit, we find that upward transitions to states outside the two-level
subspace typically dominate over the downward rate Gl1 0, even at low temperatures. This is precisely due to the
disjoint-support of the eigenstates with =l 0, 1and the resulting exponential suppression of the corresponding
matrix elements in equation (21).We elaborate on this further in section 5.
Depolarization from critical-current noise—Based on these considerations, we can assess the effects of critical-
current noise on qubit depolarization. Similar to section 4.1, we expand the critical current into a static and a
8
Often, depolarization rates are exclusively based on transitionswithin the two-level subspace [25]. In the 0-π qubit, transitions to states
outside this subspace can be dominant and, hence, are included.
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Employing equations (12), (22) and (23), this enables us to calculate the depolarization rate GI1c due to f1
critical-current noise.
Depolarization from flux noise—In analogous fashion, we characterize depolarization due toflux noise.

















































Forflux nose, two different noise channelsmay be considered: flux noise due to current-fluctuations in theflux-
bias line, as well as f1 noise. For the former, we consider fluctuations inmagnetic flux due toOhmic current
noise in theflux-bias linewhich couples to the 0-π circuit via amutual inductanceM [3]. The spectral density for



















whereR is taken as W50 . This leads to the flux noise spectral density of w w=F ( ) ( )S M SI2 Ohmext .Wewill assume a
mutual inductance between the qubit loop and the biasing line to be = F -M 2500 A0 1, a value substantially
larger than the one used in [3], andmotivated by the fact that larger inductors will likely require a bigger effective
circuit. Together, this allows us to calculate the flux-noise depolarization rate GF1
,Ohmext . The analysis of f1
intrinsicflux noise proceeds in a straightforwardway from equations (12) and (25), leading to a depolarization
rate GF1 ext.
Purcell depolarization via ζ-mode—Depolarization of the qubitmay also occur due to processes analogous to
Purcell decay, since the 0-π qubitʼs θ andf degrees of freedom are coupled to the harmonic ζ-modewhich, itself,
is subject to intrinsic decaywith rate kz . The resulting relaxation and excitation rates are enhanced or suppressed
depending howdispersive the coupling to the ζ-mode is.We show in appendix C that the resulting rates for
upward and downward transitions can bewritten as




( ) ( ) ∣ ∣ ∣ ∣ ( ) ∣ ∣∣ ∣ ( )
†n P n a n
g
E E
27l l l l
q
n n






















[ ( ) ] ( ) ∣ ∣ ∣ ∣ [ ( )] ∣ ∣∣ ∣ ( )n P n a n
g
E E
1 1 28l l ll
q
n n














in the case of <¢E El
q
l
q. In the above expressions, we use w = - ¢¢ ( )/E Ellq lq ql , and sumover ζ-mode occupation
numbers with the appropriate thermal weights, analogous to our previous treatment in equation (22). The
approximations given in equations (27) and (28) can be obtainedwith perturbation theory (see appendix C).
Summation as indicated in equation (23) then allows us to obtain the effective depolarization rate due to the ζ-
modemediated Purcell effect, G1
Purcell.
5. Calculated coherence times
The coherence times calculated using expressions from section 4, for parameter sets 1, 2 and 3 (see section 3) are
shown infigures 7–9 respectively. Panels (a)present pure dephasing times versus flux, namely: j
FT ext due to f1
flux noise (orange curve), jT
Ic due to f1 critical-current noise (green curve), as well as jT
SN due to shot noise
from the ζ-mode coupling (blue curve). The approximate expressions for jT
SN, from equation (19) in the case of
PS1, and from equation (20) in the case of PS2 and PS3 (dashed red line) are also presented for comparison.
Panels (b) show the pure dephasing time j
q
T
ng due to f1 charge noise as a function of offset charge qng . The three
curves correspond to three different values of externalflux: F = 0.0ext (blue curve), F = F0.25ext 0 (orange
curve), and F = F0.50ext 0 (green curve). Panels in (c)–(f) outline the relevantT1 depolarization times:
(c) depolarization from f1 critical current noise; (d) depolarization due to f1 flux noise; (e) depolarization
9
In the regime of weak parameter disorder considered here, wemay neglect the fact that the 0-π circuit has two independent junctions, and
instead associate a single randomnoise process with themean critical current.
10
We stress that there is an ambiguity in expression (25) that arises from the choice offlux groupingwith different terms of theHamiltonian.
The details related to suchflux groupingmay be covered in a future publication.
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due toOhmic noise in theflux-bias line; (f) depolarization due to ζ-modemediated Purcell processes. All plots
in (c)–(f) show inverse rates for transitions between states 1 to 0 (blue curves), 0 upwards (orange curves),
1 upwards (green curves), and finally effective (combined) times (dashed black curves).
Figure 7 shows that the PS1, which corresponds to the ‘deep 0-π limit’ is the best performing of the
parameter sets that we study.However, as was discussed in section 3, itmay not be easily experimentally
realizable,mainly due to difficulties in building large linear inductors. Hence, below, besides discussing the
numerical results in detail for all three parameter sets, we outline howunder some circumstances actually
Figure 7.Calculated coherence times forparameter set 1. (a)Puredephasing times due to f1 fluxnoise j
FT ext (orangecurve), f1 critical
currentnoise jT
Ic (green curve) aswell as shot noise jT
SN (blue curve), with its approximation k c W W +z z z -[ ( )( ( ) )]n n4 1012 th th 1 from
equation (19) (dashed red line), validwhen c kz01 . (b)Puredephasing timedue to f1 , charge noise j
q
T
ng along the θdirection, plotted
as a functionof qng and calculated at F = F0.0ext 0 (blue curve), F = F0.25ext 0 (orange curve), and F = F0.50ext 0 (green curve). (c)T1
due to f1 critical current noise. (d)T1 due to f1 fluxnoise. (e)T1 due to biasingflux linenoise. (f)Purcell depolarization time. Plots in
(c)–(f), show transition timesof states 1 to0 (blue curves), 0 upwards (orange curves),1 upwards (green curves), andfinally effective
(combined) times (dashedblack curves). Seemain text for analysis.
Figure 8.Calculated coherence times for parameter set 2. (a)Pure dephasing times due to f1 flux noise j
FT ext (orange curve), f1
critical current noise jT
Ic (green curve) aswell as shot noise jT
SN (blue curve), with its approximation k Wz z( )n1 th (dashed red line),
valid when c kz01 . (b)Pure dephasing time due to f1 , charge noise j
q
T
ng along the θ direction, plotted as a function of qng and
calculated at F = F0.0ext 0 (blue curve), F = F0.25ext 0 (orange curve), and F = F0.50ext 0 (green curve). (c)T1 due to f1 critical
current noise. (d)T1 due to f1 flux noise. (e)T1 due to biasing flux line noise. (f)Purcell depolarization time. Plots in (c)–(f), show
transition times of states 1 to 0 (blue curves), 0 upwards (orange curves), 1 upwards (green curves), and finally effective
(combined) times (dashed black curves). Seemain text for analysis.
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decreasing the circuit inductance (increasing EL), and therefore going away from the ‘deep 0-π limit’, may be
also beneficial to the overall coherence properties of the 0-π qubit.
In both PS1 and PS2, the pure dephasing is dominated by ζ-mode shot noise. Even the relatively small
amount of disorder (5% in EL and/or EC) causes the primary qubit degrees of freedom to couple to the ζ-mode,
which for PS1 and PS2 has a low frequency of pW »z 2 36 MHz and pW »z 2 113 MHz respectively. At a
temperature of =T 15 mK, this corresponds to a thermal occupations of W »z( )n 8.25th and W »z( )n 2.29th
photons. In PS1, the dispersive shift c01 is, however,much smaller than kz , and a small c01dominates jT
SN (see
equation (19)), which is not particularily damaging, as even inworst case, at F = 0ext , »jT 20
SN ms. In PS2, on
the other hand, overmost of theflux range, the c01 is larger than the ζ-mode decay rate—taken here as
k m=z 1 100 s. There, we observe that jT
SN is well approximated by the asymptotic expression
k mW »z z( )n1 43 sth overmost of the flux range, inwhich case the shot noise rate is dominated by the thermal
photon count occupying the ζ-mode (we discuss the interplay between c01 and Wz( )nth inmore detail below).
For PS3, as shown infigure 9(a), jT
SN is no longer the bottleneck across the fullflux range. Here jT
SN, as in
PS2 away from F = F0.50ext 0, is still well approximated using equation (20), but both EL and EC are over 3
times larger than in PS2, leading to an increased ζ-mode frequency pW »z 2 395 MHz and therefore decreased
corresponding thermal occupation of W »z( )n 0.39th photons. This results in an approximate m»jT 254 sSN ,
but comes at the cost of increasedflux-noise sensitivity (as well as charge-noise sensitivity, see below). Away
from the flux sweet spot, this can produce a j
FT ext as low as m20 s. This unfavorable behavior is a consequence of
the large energy-flux dispersion, easily observed infigures 4(c) and (d). Near the sweet spot, however, the flux
noise is subdominant and shot-noise dephasing quantified by jT
SN remains the limiting factor. Therefore,
perhaps somewhat surprisingly, as long as qubit operation is performed in the vicinity of zeroflux, actually
increasing EL and EC (from that of PS2 to PS3) can be beneficial to the qubitʼs effective pure dephasing time.
While decreasing disorder ultimately alsomitigates shot-noise sensitivity, wefind that disorder levels as small as
~2% and k m=z1 100 s still lead to significant dispersive shifts c kz01 (for EL and EC of PS2 and PS3) away
from F = F0.5ext 0. If EL cannot be decreased as done in PS1, the resolution to this challenge is to either further
decrease the thermal population of the ζ-mode, or to decrease kz itself.
Indeed, one key result of our calculations is the non-trivial dependence of shot-noise sensitivity on EL. In
PS1, both EL and EC are decreased relative to their values in PS2, by factors of 5 and 2 respectively, which leads to
a substantialmitigation of shot noise. The origin of the observed improvement is subtle, as decreasing EC and EL
also decreases Wz , which actually increases the thermal population of the ζ-mode and couldmake shot noise
evenmore damaging. However, while Wz( )nth gets larger, beyond a certain threshold, the dispersive shift c01
decreases very rapidly. Specifically, the dispersive shifts c0 and c1 for the two qubit states become essentially
identical, thus rendering ζ-mode shot noise ineffective for dephasing.
Figure 9.Calculated coherence times for parameter set 3. (a)Pure dephasing times due to f1 flux noise j
FT ext (orange curve), f1
critical current noise jT
Ic (green curve) aswell as shot noise jT
SN (blue curve), with its approximation k Wz z( )n1 th (dashed red line),
valid when c kz01 . (b)Pure dephasing time due to f1 , charge noise j
q
T
ng along the θ direction, plotted as a function of qng and
calculated at F = F0.0ext 0 (blue curve), F = F0.25ext 0 (orange curve), and F = F0.50ext 0 (green curve). (c)T1 due to f1 critical
current noise. (d)T1 due to f1 flux noise. (e)T1 due to biasing flux line noise. (f)Purcell depolarization time. Plots in (c)–(f), show
transition times of states 1 to 0 (blue curves), 0 upwards (orange curves), 1 upwards (green curves), and finally effective
(combined) times (dashed black curves). Seemain text for analysis.
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To illustrate this effect inmore detail, figure 10 presents jT
SN as a function of EL while keeping all other
parameters fixed to the values of PS2. The plot shows that jT
SN goes through aminimumat »E E 0.0021L CJ (or
equivalently =E 0.042L GHz). For E EL CJwell above theminimumat =E E 0.0021L CJ , jT
SN can be
approximated by k Wz z( )n1 th , and increasing EL is beneficial because it decreases the thermal population of the
ζ-mode. This is consistent with the benefit we observewhen increasing EL (and EC) from the values of PS2 to
PS3. In the opposite limit, E E 0.0021L CJ , jT SN can be approximated using equation (19). Since the dispersive
shift decreases at a faster rate than Wz( )nth increases, the sensitivity to ζ-mode shot noise is actually reduced and
jT
SN gets larger,matching the observationsmade for PS1.Hence, this leads us to believe, that itmay be beneficial
to keep decreasing EL, but onlywhen beyond the threshold corresponding the to theminimumof jT
SN.
As can be expected from the energy-flux dependence (see figures 3 and 4(a) and (b)), in both PS1 andPS2, the
qubit is well-protected from f1 flux noise near the sweet spots at F = 0ext . This ismainly due to the EL being
small enough, which contributes to the localization of the 0-π qubit wave functions in the q = 0 and q p=
potential energy wells, and lead to near-degeneracy aswell as suppressed flux dispersion. Pure dephasing due to
critical currentfluctuations, by contrast, has itsflux sweet spot close to half-integer flux, and constitutes the
secondmost dominant pure dephasingmechanism at F = 0ext , the natural operating point for the 0-π qubit.
Panels (b) offigures 7–9 show the effects of charge noise. For PS1 and PS2, dephasing due to charge noise is weak,







ng respectively. For PS3, charge noise can become a limiting factor away from charge sweet spots, as seen
infigure 9(b) if the qubit is biased near F = F0.5ext 0. Here, the charge-noise sensitivity is increased by the larger
charging energy EC aswell as the decreased Josephson energy EJ which in total reduce the ratio ~E E E EJ Cs J C.
Altogether, this increases the energy-charge dispersion (not explicitly shown) and leads to the reduction in
dephasing time. Since in practice itmay be difficult to limit stray charge offsets, in PS3, onemight need to
operate the qubit as close to F = 0ext as possible, where .j -
q
T 10
n 4g s. Alternatively, amore detail optimization




ng , while stillminimizing the impact of shot noise (over PS2).
Depolarization timesT1 from critical-current and flux noise are shown in panels (c)–(e), while fromPurcell
effect, in panels (f) offigures 7–9. For all three parameter sets, the effective (combined) results (black, dashed
lines) are large, with values exceeding 10 s (PS1), 10 s (PS2), 600 ms (PS3) at F = 0ext .We note that the
relaxation rates from the first excited to the ground state (blue curves) are typically substantially smaller when
compared to excitation rates towards higher states (orange and green curves). This, ‘by-design’ behavior is a
result of the significant suppression of allmatrix elements between ground and first excited states of the qubit.
Figures 3 and 4 show that for all parameters sets we study, the two lowest eigenfunctions exhibit strong
localization along the θ direction—even for PS3 away from F = F0.5ext 0, where the near-degeneracy of the
states is lost. As a result, upwards transitions leaking out of the two-level qubit subspace aremuchmore likely
than ordinary relaxation/excitation processes within it.We also see that theT1 results for PS1 and PS2 are
generallyflat, while in the case of PS3, we observe not justmore variation as a function offlux, but also abrupt
dips, especially near F » F0.29ext 0. The increased flux variation has to dowith amuch larger dependence of the
wave functions on changes influx, which ismainly a result of an increased EL. The dips correspond to
anticrossings between the states of the qubit and the ζ-mode. In the case ofT1
Purcell, for example, right at, or very
Figure 10.Plot of dephasing time jT
SN due to z -mode shot noise as a function of E EL CJ (blue curve) for PS2. EL is variedwhile
keeping all other energies fixed. At »E E 0.0021L CJ (i.e. =E 0.042L GHz), the dephasing time jT
SN reaches aminimum. For
E E 0.0021L CJ , jT SN can be approximated by k Wz z( )n1 th (orange curve), and increasing EL is beneficial because it (slowly)
decreases the thermal population of the ζ-mode. For E E 0.0021L CJ , jT SN can be approximated using equation (19) (green curve).
In that case, the dispersive shift decreases at a faster rate than Wz( )nth increases, leading to an overall increase in jT SN. The lifetime kz1
is shown for comparison (black dashed line).
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near such dips, we expect the dispersive approximation to break down. There, the qubit is no loner protected by
its detuning from the ζ-mode, which results in rates that increase the effective depolarization [51].
Figure 11 summarizes our results with a plot of the total coherence times for PS1 (blue), PS2 (orange), and
PS3 (green). The displayed pure-dephasing times11 jT , and depolarization timesT1 are obtained from the
cumulative rates combinining all noise processes described in section 4. At the zero-fluxworking point, wefind:
»jT 20 ms and »T 10 s1 for PS1, m»jT 50 s and »T 10 s1 for PS2, and m»jT 200 s and »T 6001 ms for
PS3. These rates confirm that the 0-π qubit is a promising device benefitting from intrinsic protection. This
applies especially to the ‘deep 0-π limit’ exemplified by PS1 and envisioned byBKP [13]. Futurework on
superinductors based on Josephson junction arrays and high-inductancematerials will have to explore ways to
reach the needed high inductance values. In themeantime, PS2 and PS3 show that the effect of intrinsic
protection can already be reapedwith intermediate parameter choices accessible with current capabilities in
superinductor fabrication.
6. Conclusions
Wehave studied the coherence properties of the 0-π qubit and presented calculations of coherence times for
three representative sets of circuit parameters.We find that the inductive energy EL has a key impact on the
coherence properties: despite spurious coupling to the low-frequency ζ-mode, very large inductances currently
beyond experimental capabilities could indeed realize the promise of an intrinsically protected superconducting
qubit.
In the absence of disorder in circuit parameters, the ζ-mode remains decoupled and the 0-π qubit is expected
to bewell-protected against noise-induced transitions leading to depolarization, and againstfluctuations in
qubit energies leading to pure dephasing. Once disorder in the inductive or charging energies (EL, EC) is present,
the coupling of the primary qubit degree of freedom to the low-energy, harmonic ζ-mode introduces additional
decoherence channels that can change the optimal parameter landscape of the qubit. Evenwith amoderate
amount of disorder of a few percent, the thermal population of the ζ-mode can lead to significant shot-noise
dephasing of the qubit. In particular, we found that in the case of parameter set 2, jT
SN has aminimumaround
»E 0.042L
min GHz. for >E EL L
min , the shot-noise rate is dominated by the thermal occupation of the ζ-mode,
and hence can beminimized bymaking Wz larger. This comes at a cost of larger flux dispersion and, hence,
enhanced sensitivity to f1 flux noise which can become the limiting factor. In the opposite regime of
<E EL L
min (large inductance limit), the rise of the ζ-mode thermal occupation wz( )nth is compensated by a
dramatic decrease in the qubitʼs dispersive shift c10, leading in fact to an overall reduction in the shot-noise
dephasing rate—see equation (19). The 0-π qubit is generally found to behavewell with respect to depolarization
processes across the parameter sets we considered.
The effective (combined) pure dephasing and depolarization rates at F = 0ext were found to be »jT 20 ms
and »T 10 s1 for PS1, m»jT 50 s and »T 10 s1 for PS2, and m»jT 200 s and »T 6001 ms for PS3.We
believe that further optimizationmight lead to evenmore favorable results,motivating future research into
experimentally realizing even larger superinductances. In summary, we conclude that the coupling to the
spurious ζ-mode does not invalidate the prospects of intrinsic noise protection in 0-π qubits.We predict that
noise protection is at work even in the regime ofmodest, currently accessible superinductances, rendering the
0-π qubit an attractive candidate for next-generation superconducting devices.
Figure 11.Effective coherence times for PS1 (blue), PS2 (orange), and PS3 (green). The displayed pure-dephasing times jT , and
depolarization timesT1 are obtained from the cumulative rates combining all processes described in section 4.
11
In the case of the combined jT , the charge noise rate j
q
T1
ng is not includeded in the calculations. Its inclusion, however, would have
minimal (i.e. visually indistinghishable) impact on the the result, except in PS3, at F = F0.50 0 and the near charge bias of =qn 0.5g .
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AppendixA. Pure dephasing due to classical noise
In this appendix, we review the derivation of pure dephasing rates.We retain terms up to second order in the
noise coupling, so that the full crossover from linear noise susceptibility to second-order susceptibility at sweet
spots [41] can be evaluated. Our treatment here is in part based on previouswork published in [25, 40].
We consider an external parameter l l dl= +( ) ( )t t0 subject to a classical noise signal dl ( )t arising from
a stationary, Gaussian process with amean dlá ñ =( )t 0 and given noise power spectrum
òw dl dl= á ñw-¥
¥ -( ) ( ) ( )S t td e 0ti . The systemHamiltonian depends parametrically on the external



















where l= ( )H H0 0 , and the derivatives are evaluated at l l= 0. To analyze how the noise terms l ( )V t affect the
phase coherence of the system, it is convenient to switch to the interaction picture, inwhich states and operators
take the usual form y yñ = ñ∣ ¯ ( ) ∣ ( )t te H ti 0 and = -¯ ( )X t Xe eH t H ti i0 0 .We further employ the eigenbasis ñ{∣ }n ofH0
to express the state y ñ∣ ¯ ( )t in terms of the probability amplitudes y= á ñ( ) ∣ ¯ ( )c t n tn . In the interaction picture, the
time-dependent Schrödinger equation thus takes the form y= á ñ = å á ¢ñl l¢ ¢( ) ∣ ¯ ( )∣ ¯ ( ) ∣ ¯ ( )∣ ( )c t n V t t n V t n c ti t n n ndd .
In general, the noise operator l̄ ( )V t incorporates both longitudinal and transverse terms
å å= ñá + ñál
¹





where the former is responsible for pure dephasing, while the latter introduces transitions among different
states. In the following discussionwe concentrate on pure dephasing, and, hence ignore the transverse portion of
theHamiltonian. In such case, the systemof differential equations for ( )c tn decouples, andwe find
 òy = -
¢ ¢⎜ ⎟⎛⎝
⎞






for the time evolution of the initial state ñ∣n . As expected, the longitudinal coupling only affects the phase of the
state. Next, wemake use of the decomposition of the noise into contributions offirst and second order,
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(Again, derivatives are evaluated at l l= 0.)Thefirst-order coefficient dn can bewritten as




⎠⎟∣ ( ) ∣ ( ) ( ) ∣ ∣ ( )( ∣ ∣ ( ) ) ( )d n E m m n E E n n Ec.c. , A.5n m m n n n0
where all derivatives are evaluated at l l= 0, and the termproportional to l( )En 0 on the right-hand side is zero,
since l ñ∣ ( )n is normalized. The second order coefficient is
= ¶ á ¶ ñ = ¶l l l∣ ∣ ( )D n H n E , A.6n n2
evaluated at l l= 0.
To extract the pure dephasing times, we consider a Ramsey-type experiment, starting in an initial
superposition y ñ = ñ + ñ∣ ¯ ( ) (∣ ∣ )0 0 1 2 . The pure dephasing time is related to the decay of off-diagonal




































where w = -( )E E01 0 1 , and its derivatives are evaluated at l l= 0. Upon averaging over noise realizations
dl ( )t , the phase factor r01 approaches zero at long times, rá ñ =¥ ( )tlim 0t 01 .Wewill see that the details of this
16
New J. Phys. 20 (2018) 043053 PGroszkowski et al
decay depend on the noise power spectrum wl ( )S . However, in common cases the decay occurs on some
characteristic time scaleTj, the pure dephasing time. To proceed, we note that the exponent of r01 is aGaussian
randomvariable, such that á ñ = -á ñe eY Yi 22 , which lets us write the noise average as
ò ò
ò ò
r w dl dl
w dl dl
á ñ = - ¶ á - ñ
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Here, we have used dl dlá - ñ =( ) ( )t t 0 02 1 2 . Next, we treat the integrals from first and second order
contributions:
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For the second-order expression, we applyWickʼs theorem to obtain dl dl dlá - ñ = á ñ +( ) ( ) ( )t t 0 02 2 1 2 2 2
dl dlá - ñ( ) ( )t t2 02 1 2. Also noting that dl dlá - ñ = á ñ( ) ( )t t 02 2 1 2 2 2, wefind
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where òs dl w= á ñ =l
w
p l-¥




For f1 noise, wl ( )S is singular for w 0, and the noise variance diverges logarithmically. As a result, infrared
and ultraviolet regularizations are needed, and are commonly introduced by appropriate cutoffs at wir and wuv.
(Note that certain quantitiesmay depend on the type of cutoff chosen, i.e., abrupt or ‘soft’ [25].)Returning to
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wherewe have extracted the leading log-divergent term for w 0ir and assumed w-t ir1. For the second-
order contribution, taking the upper frequency limit as wuv, the leading log-divergent contribution is
w w w= +l( ) ( ) ( ) ( )I t A t A t t4 ln 8 ln . A.122 4 2 uv ir 2 4 2 ir 2
Equations (A.11) and (A.12) imply that the decay of the off-diagonal elements of the densitymatrix follows a
Gaussian (up to logarithmic corrections):
r w w w w w wá ñ ~ - ¶ - ¶ +l l l l( ) { ( ) ∣ ∣ ( ) [ ( ) ( )] } ( )t A t t A t texp ln ln 2 ln . A.1301 2 01 2 ir 2 4 2 01 2 2 uv ir 2 ir 2
Therefore, using the standard variation of theGaussian as ameasure of the dephasing time, we obtain
w w w w w w= ¶ + ¶ +j l l l l -{ ( ) ∣ ∣ ( ) [ ( ) ( )]} ( )T A t A t2 ln 2 ln 2 ln , A.142 01 2 ir 4 2 01 2 2 uv ir 2 ir 1 2
which is equation (13) shown in themain text.
Appendix B. Capacitive coupling to circuit nodes
The analysis of capacitive coupling to the 0-πnodes, shown infigure 6, proceeds by including the gate
capacitancesCg and external voltage signals ( )V tj ( = ¼j 1, , 4) in the circuit Lagrangian. The transformation of
variablesj f q z S, , ,j , is accompanied by defining analogous superpositions of external voltage signals
f q z SV V V V V, , ,j , namely = - + -f ( ) ( )V V V V V2 2 3 4 1 etc, see equation (1). After Legendre transformof
the circuit Lagrangian, onefinds that the charging energies are renormalized due to the presence of gate
capacitances. Denoting the renormalized capacitances ¢ = +( )C C C 2gJ J , ¢ = +( )C C C 2g and
¢ = +( )C C C 2gs s , we canwrite the renormalized charging energies (see equation (15)) as ¢ = ¢E e C2CJ 2 J ,
¢ = ¢E e C2C 2 , and ¢ = ¢E e C2Cs 2 s respectively. In the final expression of the kinetic energy, equation (15), the
fluctuating voltages are compactly written in terms of effective offset charges. If we define the offset charges
associatedwith each linearized-mode variable by =n̄g
x C V
e2
g x , with q f zÎ { }x , , , then the effective offset charges
used in equation (15) are given by
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These expressions show that disorder in the capacitancesC andCJ leads to non-trivial ‘mixing’ between the
circuit degrees of freedom θ,f and ζ and the corresponding voltages—a fact thatmay be of importancewhen
performing 0-π qubit gates by driving capacitively coupled resonators12.
AppendixC. Purcell depolarization via the ζ-mode
In this appendixwe review the derivation of relaxation and excitation rates associatedwith the Purcell effect. In
the context of the 0-π qubit, Purcell depolarizationmay occur due to the coupling of the primary 0-π degrees of
freedom (variablesf and θ) to the lossy ζ-mode. TheHamiltonian for 0-π circuit interacting with a bath can be
written as = + +H H H Hsys int bath where the individual contributions are:









Here, Hsys is the full 0-π circuit Hamiltonian, including the ζ-mode. The latter couples linearly to a bath via Hint,
where a and bk correspond to the lowering operators of the ζ-mode and bathmodes, respectively. Using Fermiʼs




d y y= - á ñ( ) ∣ ∣ ∣ ∣ ( )E E H2 . C.2i f i f f iint 2
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are the initial andfinal eigenstates of +H Hsys bath, andEi andEf are the corresponding eigenenergies.
Substituting these expressions into equation (C.2) and simplifying leads to
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where { }mk and ¢{ }mk denote the initial and final configuration of the bathmodes. Next, we note that the bare
energies of y ñ∣ i and y ñ∣ f can bewritten as
 å åw w= + = + ¢
¢
( )E E m E E mand . C.5i i
m





To obtain the effective rate for the transition i f , we sumover all initial and final states of the bath, weighting
initial states by their probability of occurrence ({ })P mk , as appopriate for a bath in a thermal state at temperature
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where w( )n kth represents themean thermal occupation number for bathmode k (mode energy wk). Finally, we
take the continuum limit, define k p r w l= ( )∣ ∣2 k k 2with r w( ) denoting the bath density of states, and
introduce w = -¢ ¢( )E Ejj j jsys sys sys , to obtain
k w y yG = á ñz+ ( ) ∣ ∣ ∣ ∣ ( )†n a , C.7i f fi f iPurcell, th sys sys sys 2
when >E Ef i
sys sys, as well as a downward one
k w y yG = + á ñz- ( ( )) ∣ ∣ ∣ ∣ ( )n a1 , C.8i f fi f iPurcell, th sys sys sys 2
when <E Ef i
sys sys. Thefinal step is to note that overmost of the relevant parameters discussed here, the qubit is
in the dispersive regimewith respect to the ζ-mode. One can use this fact to label the eigenstates y ñ∣ jsys with
quantumnumbers l and n corresponding to the number of qubit and ζ-mode excitations respectively. As
discussed in section 4.2, oneway to do this is to look at amaximumoverlap between the exact (numerically
calculated) eigenstates and bare states where the coupling between the q f{ }, and ζ is set to zero. Another way is
to approximate the eigenstates by treating the coupling å ñá ¢ +¢ ¢( ∣ ∣ )g l l a h.c.l l ll, from equation (6) as a
perturbation. In that case, we can express the dressed states ñ∣l n, in terms of bare eigenstates ñ∣l n, as
12
To be discussed in a future publication.
18
New J. Phys. 20 (2018) 043053 PGroszkowski et al





















l n k n
k
l n kl











with bare energies = + WzE E nl n l
q
,
sys . Defining y ñ = ñ∣ ∣l n,isys , y ñ = ¢ ¢ñ∣ ∣l n,fsys , we thusfind for thematrix
element the leading-order expression
*
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y y b d a d
a d b d
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wherewe neglect terms beyond second order inα andβ from equation (C.10). Substituting equation (C.11) and
an analogous expression for y yá ñ∣ ∣ ∣ ∣†af isys sys 2 into (C.6), leads to the expressions (27) and (28). In the last two
stepswe summed over the final ζ-mode states ¢n , which conveniently resulted in the expression that is
independent of n. Infigure C1we show a comparison between the depolarization rates due to Purcell effect for
PS1 (a), PS2 (b), and PS3 (c), calculated using bothmethods: the solid colored lines use numericalmaximum-
state-overlapmethod, while the black lines are fromperturbation theory.
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Chapter 4
Control and coherence-time
enhancement of the 0− π qubit
4.1 Motivation
In this section, we present the paper titled “Control and coherence-time enhancement of
the 0− π qubit”. Controlling a noise-protected device is a hard task since noise protection
results in a decoupling of the qubit degrees of freedom from any external noise or control
operator. Very early on, we noticed that the original proposal for the 0−π qubit [66] lacked
some important details in the description of the suggested control and readout techniques.
For this reason, in this paper, we address these aspects in greater detail.
More precisely, we introduce control and readout strategies for the 0− π qubit which
are of reduced complexity compared to the original proposal. Moreover, this is done using
a rigorous and realistic model of the device. This work is also a continuation of the study
presented in chapter 3, as we discuss amethod to increase the coherence times of the device
by actively cooling the ζ mode.
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4.2 Main results of the paper
The paper introduces a intuitive interpretation of the 0−π device in terms of co-tunneling
of Cooper pairs. This intuition was in part used in Sect. 1.5.7 to motivate the 0 − π de-
vice. Moreover, we formalize the intuitive picture by deriving an effective one-dimensional
Hamiltonian for the 0− π qubit, where the cos 2θ structure of the device is made explicit.
This is done employing a semi-analytical formalism based on the Born-Oppenheimer ap-
proximation, by means of which we can eliminate the ‘light’ degree of freedom φ from the
circuit Hamiltonian.
Moreover, we study coupling strategies to perform control and readout operations on
the 0− π qubit. We find that the only viable coupling strategy that preserves the symme-
tries of the 0− π qubit Hamiltonian involves the use of small gate capacitances. Coupling
elements including superinductances, Josephson junctions, or even the use of mutual in-
ductances, are excluded because of symmetry arguments or poor performance. This find-
ing renders some of the ideas discussed in Ref. [66] impractical.
We explore dispersive readout by capacitive coupling of the 0− π qubit to a resonator.
As pointed out in Sect. 2.0.4, intuition indicates that the dispersive shift associated with
the qubit manifold should be negligible. This is indeed the case when we consider the dis-
persive shift associated with capacitive coupling to the θ degree of freedom, using the full
circuit model of the device. However, we notice something counterintuitive: by coupling
the 0−π circuit to an external resonator using nφ (the conjugate charge operator associated
with φ) instead, we can find qubit parameters and resonator frequencies for which the dis-
persive shift associated with the qubit transition is several orders of magnitude larger than
that associated with θ. This is similar to what is known as straddling regime in the trans-
mon qubit [56]. Importantly, in the 0−π qubit, the existence of a large dispersive shift can
be useful for readout, control, but also to resolve the groundstate doublet and characterize
the device.
We also propose an alternative method to perform a single-qubit gate, which we now
discuss. Since the qubit manifold consist of two metastable states with exponentially small
overlap, performing a nontrivial operation within the qubit subspace requires to make use
of the multilevel structure of the device. The natural way to take advantage of the multi-
level structure is to drive the system in such a way as to cause a Raman transition between
the logical states through virtual excitations of the higher energy states. However, we en-
counter the difficulty that the amplitude of Raman processes is exponentially small in a































































Figure 4.1 Scheme for a single-qubit gate on the 0− π qubit. Ground (light blue) and first-
excited (light red) wavefunctions are displayed on the top- and bottom-left corner
of each panel, respectively. To the right of the panels, we show the effect of a π-
shift on such wavefunctions, which demonstrates the gate operation. The gate
implements a Pauli X operation in (a), a Hadamard in (b), and a Pauli Z in (c).
Adapted from [98].
paper we are interested in the applicability of the control strategies in a general context.
This forces us to consider strategies where higher energy levels are explicitly rather than
only virtually populated during the gate operation.
At first, populating high-energy levels appears to be dangerous, as the noise protection
is only guaranteed for the eigenstates in the groundstate manifold. However, if excited
states are populated for a very short amount of time, errors arising from the finite coherence
time of these states can be largely reduced. We thus propose a way to implement a X, Z
or Hadamard gate by exploiting the multilevel structure of the qubit1. More precisely, the
gate can smoothly interpolate between a logical X and a logical Z as a function of the qubit
parameters or the external flux. Our proposal is based on the fact that the states in the
groundstate manifold of the 0− π qubit can be approximately mapped to each other by
the displacement transformation θ → θ + π.
Figure 4.1 shows a schematic of the gate operation within the one-dimensional model
for different parameter regimes of the 0− π qubit. From (a) to (c) the potential bias be-
tween the two valleys is reduced, either by applying an external flux or by increasing the
tunneling energy in the θ direction with respect to EL. For the case in (a) corresponding
to the standard operation regime of the 0− π qubit, displacing the logical wavefunctions
1We employ the definitions X = |0〉〈1|+ |1〉〈0|, Z = |1〉〈1| − |0〉〈0| and H = (X + Z)/
√
2, where H is the
Hadamard gate.
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leads to a logical X operation. In (b), we show a configuration in which the same displace-
ment leads to a Hadamard operation, while in (c), which corresponds to a vanishing small
bias between the wells, θ → θ + π leads to a logical Z operation.
As the operation θ → θ + π corresponds to the action of the operator exp(−iπnθ), we
can envision implementing this gate by voltage driving the qubit through the θ degree of
freedom. We thus consider a driven 0− π Hamiltonian of the form
H = H0−π + 2eβ Vθ(t) nθ , (4.1)
where β  1 is a capacitive coupling ratio and Vθ is a microwave voltage drive. We then
optimize numerically the parameters that define Vθ , integrating the full master equation
of the device that includes all circuit modes and (multilevel) decoherence rates, such that
the gate fidelity is maximized. It is remarkable that the intuition presented in Fig. 4.1 still
works when all the degrees of freedom of the 0− π device, including θ, φ and the ζ mode
are taken into account. For the case of a symmetric 0− π qubit, we find single-qubit gate
fidelities in the order of 99.9% and 99.99% in a broad range of parameters. We moreover
consider the effect of circuit element disorder [which also leads to spurious drive terms
in Eq. (4.1)] and deviations in Vθ(t) from its optimal pulse shape. In all cases, we find
that the single-qubit gate behaves very robustly against such deviations, leading to minor
corrections to the gate fidelity.
Finally, as shown in chapter 3, photon shot noise dephasing due to coupling to the ζ
mode is the dominant decoherence mechanism for realistic 0− π devices. One possible
solution to this problem is to reduce the effective temperature of the ζ mode. To this end,
we develop a scheme to actively cool the ζ mode, by coupling this mode to a frequency-
tunable heavily damped (and high-frequency) resonator. This is inspired by previouswork
on nanomechanical resonators [104]. By modulating the frequency of the external low-Q
mode at the frequency detuning between this mode and the ζ mode, we activate a process
that enables ζ-mode photons to be transferred to the external resonator and then lost to
the environment at a high rate. The inverse process, where photons are transfered from
low-Q mode to the ζ mode is strongly suppressed since the external resonator is lossy and
remains close to vacuum at all times.
Figure 4.2 illustrates the improvement on TSNϕ that can be achieved in this way, using
realistic parameters for both the 0− π circuit and the low-Q resonator. Note that we use
the same parameters as for Fig. 3.1, but this time we keep the quality factor of the ζ mode
constant instead of κζ . This difference does not change the qualitative behavior. The cooling
protocol has the most impact as one approaches the deep 0− π regime (low values of EL).
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Figure 4.2 Improving the coherence times of the 0 − π qubit by cooling the ζ mode. The
device parameters are the same as in Fig. 3.1, although the quality factor of the ζ
mode is kept constant, instead of κζ . The density plot (background) corresponds
to the steady-state photon number of the ζ mode under the cooling protocol. Light
red dots correspond to the ratio between the coherence time due to photon shot
noise with and without cooling. Adapted from [98].
Indeed, in this regime, the photon shot noise dephasing rate scales quadratically with the
number of thermal photons in the ζ mode [see Eq. (3.1)], and reducing this number can
have a large impact. Away from the deep 0− π regime, the photon shot noise dephasing
rate scales only linearly with the number of photons in the ζ mode and, consequently, the
improvement is only modest.
4.3 Conclusion and outlook
In this work, we review control and readout strategies for the 0− π qubit using a complete
and rigorous model of the device. We argue that the control ideas introduced in Ref. [66]
cannot work in practice. For this reason, we consider alternative approaches to control and
readout. We find that dispersive readout by coupling to the φ mode is possible in certain
parameter regimes. We also propose a single-qubit gate that can attain fidelities as large
as 99.99%, and can be implemented simply by a voltage drive through θ. Furthermore, we
develop a cooling scheme to enhance the device coherence times, in cases inwhich the latter
is dominated by spurious coupling to the ζ mode. We estimate that the cooling protocol
can improve the device coherence times by three orders of magnitude.
Some open questions remain about how to best use the ingredients presented in this
paper to realize a universal set of gates for the 0−π qubit that canwork including all circuit
details. In particular, we believe that optimal-control techniques are among the best options
to achieve universal control on 0− π devices in the near term [41].
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Abstract
Kitaev’s 0–π qubit encodes quantum information in two protected, near-degenerate states of a
superconducting quantum circuit. In a recent work, we have shown that the coherence times of a
realistic 0–π device can surpass that of today’s best superconducting qubits (Groszkowski et al 2018
New J. Phys. 20 043053). Herewe address controllability of the 0–π qubit. Specifically, we investigate
the potential for dispersive control and readout, and introduce a new, fast and high-fidelity single-
qubit gate that can interpolate smoothly between logicalX andZ.We characterize the action of this
gate using amulti-level treatment of the device, and analyze the impact of circuit-element disorder
and deviations in control and circuit parameters from their optimal values. Furthermore, we propose
a cooling scheme to decrease the photon shot-noise dephasing rate, whichwe previously found to
limit the coherence times of 0–π devices within reach of current experiments. Using this approach, we
predict coherence time enhancements between one and three orders ofmagnitude, depending on
parameter regime.
1. Introduction
Fault-tolerant quantum computation is likely to require daunting hardware resources [1, 2]. This factmotivates
the search for strategies to reduce the qubit overhead needed for quantum error correction, and drives the
development of newquantum error correcting codes [3–7]. Furthermore, the reduction of gate errors for
physical qubits offers a direct and impactful way of reducing qubit overhead [2, 8]. The latter can be achieved
both through longer qubit coherence times and better quantum control for gates.
For superconducting circuits, coherence time improvements by asmuch as five orders ofmagnitude have
been demonstrated [9, 10]. This has been possible thanks to advances in several areas, includingmaterials [11],
microwave engineering [12], shielding [13, 14], and the use of 3D architectures [15–17]. Crucially, order-of-
magnitude leaps in coherence have also been the result of newqubit designs, such as the transmon and the
fluxoniumqubits [18, 19].
In this paper, we consider the superconducting circuit introduced in [20], commonly referred to as the 0–
π qubit, and closely related toKitaev’s currentmirror proposal [21].With a set of non-overlapping logical wave
functions and very lowflux and charge dispersion, the 0–π qubit displays exponential suppression of relaxation
and dephasing. It has been shown that the 0–π qubit can be used to encode quantum information in a protected
subspace [20–23], but in a regime of parameters that is challenging to realize with current superconducting
quantum circuits. In fact, the fully protected regime of this device exploits a degree of freedomwith large
quantumfluctuations, somethingwhich requires an effective impedance surpassing the quantumof resistance
by orders ofmagnitude. Achieving this regime requires the use of superinductors, which are circuit elements
with inductance greater than∼100 nH andwith very little stray or ground capacitances [19, 24–26].We have
recently shown that for circuit parameters attainable with current superconducting technology, the 0–π qubit
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ζ-mode) [22]. Nevertheless, we found that the 0–π qubit still has the potential to outperform state-of-the-art
superconducting devices. Below, we propose amethod to further enhance the coherence time by orders of
magnitude by cooling the ζ-mode.
However, as can be expected, the price of intrinsic noise protection in the 0–π qubit is that it is difficult to
perform logical operations on this device. In particular, protection fromnoise comes in part from the
exponentially small overlap of its logical wave functions. As a result,matrix elements of local operators between
the two logical states will also be small, thus resulting in extremely slow gates. In [20], Brooks et al proposed a
universal set of protected logical operations based on coupling to an ultra-high impedance LCoscillator.
However, these operationswere based on an idealizedmodel of the qubit andwith parameters that are difficult
to realize in practice. Further work is required to determine the potential of this approach in amore realistic
setting.
Motivated by the prospect of realizing 0–π qubits in the near term,we investigate alternative approaches to
measurement and control with lower experimental complexity. The operationswe propose are not protected in
the same sense as those proposed in [20], because they rely either on operating the device in a regimewhere the
qubit is not fully isolated from the environment, or theymake use of excited states outside the qubitmanifold. In
particular, we develop a single-qubit gate based on amulti-level excursion through higher energy levels.
Nevertheless, we hope that these schemeswill be useful for both characterization and control of 0–π qubits in
near-to-medium-term experiments.
This work is organized as follows. In section 2, we introduce the 0–π qubit and provide a simplified effective
model for the 0–π circuit with only a single degree of freedom. In section 3, we discuss general coupling
strategies for qubit control and readout, and derive the 0–π circuitHamiltonian accounting for stray and
parasitic capacitances, disorder in circuit-element parameters, as well as coupling tomicrowave voltage sources
and a readout resonator. In section 4, we analyze dispersive coupling to a resonator, andfind that there are
regimes of dispersive shift akin to the straddling regime of the transmon qubit [18]. In section 5, we introduce a
single-qubit gate that achieves population inversion of the 0–π qubit and can interpolate between logicalX andZ
by varying the qubit operation point. Furthermore, we characterize the gate operation as a function of circuit
design parameters and analyze its robustness. In section 6, we propose amethod tofight themain qubit
dephasingmechanism, analyze its performance as a function of circuit parameters, and discuss its
implementation.We conclude in section 7.
2. The 0–π qubit in a nutshell
In this sectionwe introduce the 0–π qubit in the ideal case of no circuit-element disorder and briefly discuss its
properties. In particular, we give an intuitive picture in terms of co-tunneling of Cooper pairs leading to an
approximatelyπ-periodic qubit potential, which is further verified by an effectivemodel accurately describing
the low-energy physics of the system.
2.1. The circuitHamiltonian
Wefirst consider the symmetric 0–π circuit, as illustrated infigure 1(a), consisting of two Josephson junctions
with energyEJ, capacitanceCJ and plasma frequency w = E E8p CJ J , two superinductors with inductance L,
and two large capacitors with capacitanceC. The normalmodes of this circuit are
Figure 1.The 0–π qubit in a nutshell. (a)Circuit diagram for the symmetric 0–π qubit, with pairwise identical circuit elements. (b)
Pictorial illustration of co-tunneling of pairs of Cooper pairs across the two junctions, explaining the approximateπ-periodic
potential energy, and an equivalent circuit-elementwith only a single degree of freedom θ.
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whereji is the superconducting phase operator at node i of the circuit. Using these definitions, the symmetric 0–
π qubitHamiltonian reads [23]

















where qf=2enf and qθ=2enθ are the conjugate charge operators associatedwithf and θ (i.e. [f, nf]=i and
[nθ, eiθ]=eiθ) respectively, andjext=Φext/j0 is the externalmagnetic flux in units of the reduced flux
quantumj0=ÿ/2e.Moreover, we have introduced capacitances for the two qubitmodesf and θ given by
Cf=2CJ andCθ=2(C+CJ), respectively, and the inductive energy j=E LL 0
2 .
In the 0–π qubit, quantum information is stored in the {f, θ} degrees of freedom,while ζ is a spurious low-
frequency harmonicmode andΣ is a cyclic coordinate. In absence of circuit-element disorder, the ζ andΣ
modes do not couple tof and θ, and are therefore excluded fromequation (2).
Introducing the effective impedances =f f( )Z L C2 and =q q( )Z L C2J , where j=L E ,J 02 J the 0–
π regime is defined by
q f  ( )Z R Z , 3Q
whereRQ=h/(2e)2;6.5 kΩ is the superconducting quantumof resistance.We say that a device is in the
‘moderate,’ or ‘deep’ 0–π regime, depending on the degree towhich the impedance relations are satisfied. The
problemof fabricating a qubit in the deep 0–π regime, includes that of realizing a high-impedance superinductor
[27–29].
2.2. Exciton tunneling picture
Figure 1(b) shows an approximate equivalence between the 0–π circuit (to the left) and a circuit-element
describing tunneling of pairs of Cooper pairs (to the right). The co-tunneling of Cooper pairs or ‘exciton’ in the
0–π circuit can be understood as a consequence of a circuit layout combining branches of superinductors (high
impedance) and large capacitances (low impedance). Here, we schematically illustrate how tunneling of a
Cooper-pair across the left junction of the 0–π circuit is ‘mirrored’ by the simultaneous tunneling of a Cooper-
pair across the right junction: a Cooper-pair tunneling event across the left junction leads to a build up of−2e
negative charge on one side of one of the large capacitors, whichmust be compensated for by a positive charge on
the other side. This can happen through a simultaneous−2eCooper-pair tunneling event across the right
junction in the same direction. The co-tunneling of Cooper pairs through the left and right junctions form
together an effective exciton tunneling event [21].
Note that no currentflows through the superinductors in the limit of ¥L ( ¥fZ RQ ).
Superinductors are, however, crucial in defining the non-trivial topology of the circuit, as in their presencewe
can identify two distinct circuit islands shown as blue (bottom) and pink (top) infigure 1(b). Due to the
simultaneous co-tunneling of Cooper pairs across the two junctions, we expect the potential energy to beπ-
periodic rather than 2π-periodic in the superconducting phase difference across the two islands, in the limit
¥L . This expectation can be verified by an effectivemodel for the θ degree of freedom alone, derived in
appendix B following a Born–Oppenheimer approach and resulting in the effectiveHamiltonian
j q j q= - - -p q
q
- q ( ) ( ) ( ) ( )H E n n E E4 cos 2 cos , 4C g0eff 2 2 ext 1 ext
where = qqE e C2C
2 and qng are, respectively, the charging energy and the offset charge corresponding to the θ
coordinate. Theflux-dependence of the potential energy is given by the coefficients
j j= -a b( ) ( )E E E cos2 ext ext and j j= g( ) ( )E E cos 21 ext ext , where Eα,Eβ andEγ are constants dependent on
the qubit design parameters and studied below.
In themoderate-to-deep 0–π regime, the relations a qE EC and a b gE E E, are satisfied. The effective
one-dimensional potential in equation (4) is shown infigure 2(a) for a set of 0–π circuit parameters. As a
function offlux, the twonearly degenerateminima are detuned onewith respect to the other, except atjext=π,
where the potential becomes perfectlyπ-periodic.With qE EC2 , tunneling between the twowells is highly
suppressed. In the presence of a small, positive E1 (−π<jext<π), the lowest-energy state is localized in θ=0
and a nearly degenerate first excited state is localized in θ=π. Atjext=π, the twominima at θ=0 and θ=π
are exactly degenerate and the logical wave functions become hybridized independently of the circuit design
parameters. For E1 smaller than or comparable to the tunneling rate between the potential wells, hybridization
can also occur atj ¹ 0ext .
Figure 2(b) shows the values of {Eα,Eβ, Eγ} obtained froma numerical calculation of the coefficients in
equation (4) as a function ofZf/RQ forfixedZθ (see appendix B for details).We observe an exponential
suppression of the qcos potential term relative to the qcos 2 term, justifying theπ-periodicity suggested by the
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intuitive picture of co-tunneling of Cooper pairs.We note that the effectiveHamiltonian equation (4) in the
limitE1=0 resembles that of a transmon qubit, with the crucial distinction that the twominima at θ=0 and
θ=π are physically distinct.We also note, as shown in the inset infigure 2(b), that E2; Eα∼EJ. The condition
qE EC2 thus translates to qE EJ C , or equivalently q Z RQ.
Based on this simple picture, the 0–π qubit approximately reduces to a device with one effective degree of
freedom, θ, whose conjugate charge operator, nθ, determines theCooper-pair number difference between the
two circuit islands identified infigure 1(b). Since nθ changes in units of two, Cooper-pair parity is a conserved
quantity and an approximate symmetry of the circuitHamiltonian.We emphasize that the symmetry is
approximate, since forfiniteZf, the qcos term inequation (4) breaks the symmetry.
2.3.Qualitative explanation of robustness to noise
Cooper-pair parity conservation partitions the qubit spectrum into doublets with exponentially small charge
sensitivity in the ‘transmon limit’ qE EJ C [18, 30]. Theπ-periodicity of theHamiltonianmoreover allows us
to draw several qualitative conclusions about the qubit’s generic properties. Formally, we define a symmetry
operator p= - q( )U nexp i which displaces θ byπ, and note that
= +p p- - ( )†UH U H ..., 50ideal 0ideal
where the ellipses refer to exponentially small corrections in the deep 0–π regime, as we have verified above.
Denoting the ground state of theHamiltonian by ñ∣0 with energyE0, it follows that a second eigenstate with
energy exponentially close toE0 is given approximately by ñ∣U 0 . This follows from
ñ = ñ + = ñ +p p- -( ∣ ) ( )( ∣ ) ( ∣ )†H U UH U U E U0 0 ... 0 ...0ideal 0ideal 0 Wecan denote this eigenstate by ñ∣1 .Moreover, the
argument continues to hold in the presence of any perturbation to theHamiltonian that respects the
(approximate) symmetryequation (5), i.e.
á ñ = á ñ+∣ ∣ ∣ ∣ ( )V V0 0 1 1 ..., 6
whereV satisfies = +†UVU V ... It follows that dephasing noise is expected to be exponentially suppressed for
symmetry-preserving noise processes. In particular, equation (4) shows that external flux noise does not break the
π-periodicity [recall thatE1(jext) is exponentially suppressed in the deep 0–π regime].
The condition qE ECJ (or equivalently q Z RQ)moreover leads to exponential suppression of tunneling
between the two potential wells located at θ=0 and θ=π, as already discussed.When the two nearly
degenerate ground states are localized in the two different wells, this thus leads to an exponential suppression of
bit-flips6
á ñ = +∣ ∣ ( )V0 1 0 ..., 7
forV anyweak perturbation to theHamiltonian that is local in phase space, i.e. any low-degree polynomials in
{f, θ, qf, qθ}. Equations (6), (7) lead together to the remarkably long coherence times expected for the qubit in
the deep 0–π regime, as recently confirmed quantitatively in [22].
Figure 2. (a)Effective one-dimensional potential (black) andwave functions for the two lowest lying energy states (color), extracted
using a Born–Oppenheimer approach (see appendix B). To the right of the effective potential we show a schematic of the energy
diagram (not to scale). In themoderate-to-deep 0–π regime, the low-energy spectrum consists of nearly degenerate doublets in a
weakly anharmonic ladder, closely resembling a transmon qubit spectrumwith each transmon level replaced by a doublet. The two
lowest doublets are split by approximately aqE E32 C , corresponding to the plasma frequency of theπ-periodic Josephson element.
(b)Energy parameters of the one-dimensional Hamiltonian equation (4) as a function ofZf for fixedZθ.We observe an exponential
suppression of bothEβ andEγ, indicating that the qubit becomes a flux-insensitive π-periodic Josephson element in the deep 0–
π regime. Eα remains almost unchanged in comparison. Circuit parameters: EL/ÿωp ä [1.25×10−4, 5×10−3] and
  w w w = ´ -f q( ) ( )E E E, , 0.25, 0.5 10 , 0.25C p C p pJ 3 .
6
Depending on the circuit parameters and externalflux, the two ground states can be localized in the two different wells, or in some cases
symmetric and anti-symmetric superpositions of such localized states [23]. In the latter case, theZ andX basis are exchanged.
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3. Coupling to external circuitry
3.1. General remarks about coupling strategies
With the goal of controlling andmeasuring the 0–π qubit, we nowoutline different strategies to couple the qubit
to external degrees of freedom.Noise protection in the 0–π qubit is achieved at a high price: the protection from
bit-flips implies negligiblematrix elements for qubit transitionsmakingmany coupling schemes inefficient.
Moreover, great care has to be taken to not introduce coupling circuitry explicitly breaking theπ-periodicity,
opening the qubit to dephasing noise. Some general remarks about coupling strategies can bemade based on the
qualitative discussion of the 0–π qubit in the previous section.
3.1.1. Direct inductive coupling
Any galvanic linear inductive coupling to the four circuit nodes leads to contributions of the generic form
q~ qEL, 2 to theHamiltonian, explicitly breaking the 0–π periodicity and lifting the groundspace degeneracy. It
might be possible to approximately restore the 0–π periodicity by using superinductors such thatEL,θ→0.
However, this in turn leads to negligible coupling to any external circuitry, rendering such an approach
ineffective.
3.1.2.Mutual inductive coupling
Asmentioned above, in the limit ¥L , moderate variations of the external flux through the qubit loop do not
break the 0–π symmetry, such thatmutual inductive coupling can potentially be a symmetry-preserving
couplingmechanism.However, for precisely the same reason that the qubit is highly insensitive toflux noise
[22], control and readout strategies based onmutual inductive coupling are ineffective. Large external flux
excursions, in contrast, can be used tomove between regimeswhere the logical states are localized in different
potential wells, to a regimewhere they are in a superposition of bothwells.We discuss exploiting this in a control
strategy insection 5.
3.1.3. Capacitive coupling
Capacitive coupling to the circuit nodes has the advantage that it only couples directly to the charge degrees of
freedom, leaving the 0–π periodicity and the two-island topology infigure 1(b) intact.Moreover, as long as the
coupling capacitances are kept small, they should not compromise the inequalityequation (3). In general, the
extremely smallmatrix elements coupling the logical qubit statesmakemany conventional control and readout
strategies inefficient. Nevertheless, we showbelow that capacitive coupling can be used to performdevice
spectroscopy in amoderate-to-deep regime of parameters, enable single-qubit control bymeans of fast voltage
drives, and cool the parasitic ζ-mode to improve the qubit coherence times.
3.1.4. Nonlinear symmetry-preserving inductive coupling
Althoughwe have argued that any straightforward coupling strategy based on inductive elements is either
ineffective or breaks the qubit’s protection fromnoise, itmight still be possible to engineer nonlinear inductive
couplers that respects the 0–π symmetry. Thismeans that the inductive contribution to the energy has to satisfy
Ecoupler(θ)=Ecoupler(θ+π)+..., where the ellipses again refer to terms that vanish in the deep 0–π regime. In
[20], it was proposed that such a couplingmechanism can be achieved by using a tunable Josephson coupler
(SQUID loop) connecting the 0–π qubit to an LCoscillator. For the qubit to remain protected, the LC oscillator
with impedanceZr is required to satisfy Z Rr Q, much like the internalfmode of the 0–π circuit.Moreover, it
was shown that such a coupling could be used to enact one- and two-qubit phase gates.We briefly return to this
scheme below, and point out some additional challenges which have previously been overlooked.
3.2. Addressing the 0–π qubit degree of freedom
Coupling to the qubitmode θ in the 0–π circuit has an additional challenge, beyond the general points already
made above. Because the coordinate θ is a combination of phase operators of all nodes of the circuit [see
equation (1)], addressing only this coordinate requires a coupling element acting symmetrically on both ports of
each superinductor. As illustrated schematically infigure 3(a), where the boxes represent unspecified coupling
elements and could be capacitive or inductive in general, this coupling circuitry necessarily shunts the 0–π qubit
superinductors. According to the discussion in section 2.2, if the impedance of the coupler is not greater than or
comparable to that of the qubit superinductors, this effect can potentially compromise regime of operation of
the device. Atfirst glance, a possible solution to this problem appears to be the use of additional superinductors
replacing each of the box-shaped couplers infigure 3(a). However, this would lead to an inductive shunt of the
0–π circuit islands identified infigure 1(b) through the readout or control circuit [represented by ameter in
figure 3(a)], breaking theCooper-pair parity symmetry.
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An alternative coupling scheme considered in [20] is illustrated infigure 3(b). In this scheme, the coupling
element (i.e. the box in the figure) is a SQUID loop giving a tunable Josephson element between the 0–π circuit
and the LCoscillator. This coupling layout overcomes the difficulty described at the beginning of this section by
relaxing the symmetry requirements of the coupling circuitry.However, this leads to an interactionHamiltonian
that involves both θ and the spurious ζ-mode
q z f= - + -( ) ( ) ( )U J t cos , 8J r
where J(t) is the tunable Josephson-energy of the coupling element, andfr the resonator phase operator.We
have previously shown that the ζ-mode frequency goes to zero in the deep 0–π regime leading to diverging
thermal occupation of thismode [22], somethingwhichwas not taken into account in [20]. The impact of
thermalfluctuations due to the 0–π circuit internalmodes thus requires further study andwe propose in
section 6 a cooling scheme that can help approximate the ideal behavior considered in [20].
Based on this discussion, themost viable option for near-term experiments appears to be the use of
capacitive coupling. Thismeans replacing the box-shaped couplers infigure 3(a) by capacitors. Formally, small
coupling capacitors operate as high-impedance links while preserving the circuit islands. The coupling
capacitancesmust be kept small to ensure f Z R 1Q since these add toCf [see equation (A.1)]. Therefore, a
downside of this approach resides in the fact that the capacitive couplings cannot be very large. Nevertheless, we
find that capacitive coupling allows for significant dispersive shifts (section 4), and a fast, single-qubit gate
(section 5).
We emphasize that the control strategies we consider in the following are not fault-tolerant in the sense of
[20, 21]. They either rely on operating the qubit in a regime that is not fully protected, or involve populating
higher and less robust excited states. Nevertheless, these operations can be performedwith high-fidelity and are
thus suitable for implementation in realistic devices in the near future.
3.3. Capacitive coupling to voltage sources
Wenow consider the 0–π circuit in the presence of voltage sourcesVi connected to the nodes i=1,K, 4 of the
circuit, as shown infigure 4(a). Sincewe have found that circuit-element disorder is a limiting factor for the
qubit coherence for parameters within reach of current experiments [22], we include such effects here. In
particular, we account for any superinductance and Josephson-energy asymmetries, denoted by dEL and dEJ,
respectively, as well as capacitance asymmetries, denoted by dCJ and dC. Additionally, there can be disorder in
the gate capacitances ( Cd gi ), as well as in the parasitic capacitances to ground ( Cd 0i), such that the node gate and
ground capacitances for node i are = +( )C C C1 dg g gi i and = +( )C C C1 d ,0 0 0i i respectively.We note that, in
practice, the stray capacitancesmay arise from the superinductances and the large capacitors of the 0–π circuit
[28]. Following the standard approach to circuit quantization [31, 32]we find theHamiltonian
= + +p- ( )H H H H , 90 drivesymm driveasymm
where = +p p p- - -H H H0 0
symm
0
asymm describes the un-driven qubit. The first contribution














with qμ/2e=−i∂μ forμ=(f, θ, ζ,Σ) is the ideal 0–πHamiltonian, wherewe now explicitly include the ζ and
Σ degrees of freedomand themode capacitancesCμ defined explicitly inappendix A.On the other hand,
Figure 3. (a)Addressing the qubitmain degree of freedom θ. The small box-shaped couplers are used to represent arbitrary coupling
circuit elements, and themeter represents a readout or control circuit. As illustrated by a dashed frame, the required coupling circuitry
(in red)necessarily shunts the device superinductors, leading to a combined link impedanceZ(ω) that can compromise the qubit
operation. (b)Coupling layout originally considered in [20]. The interaction strength J(t) stands for the potential energy of a flux-
tunable device.
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describe unwanted spurious couplings between the circuitmodes to leading order in circuit-element disorder.
The last term H C Cd ,dg 0 is a purely capacitive term accounting for disorder of the gate and ground capacitances,
and its full expression can be found in appendix A. Since these capacitances are expected to bemuch smaller than
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describe voltage drives of the four normalmodeswhereVμ is defined in terms of the node voltagesViwith i=1,
K, 4 according to the transformation rule inequation (1). Circuit-element disorder furthermore introduces
additional drive terms. This is accounted for by theHamiltonian Hdrive
asymm, given explicitly inappendix A.
As can be seen fromequation (11) the coupling between the qubit degrees of freedom {f, θ} and the
spurious ζ-mode appears when the large circuit capacitors or the superinductors are not symmetrical: ¹Cd 0
or ¹Ed 0,L respectively. Aswe have shown recently [22], this leads to the limiting contribution to the qubit’s
coherence time for realistic parameters due to photon shot noise for the ζ-mode.We return to how to alleviate
this issue insection 6.
3.4. Capacitive coupling the 0–π qubit to amicrowave resonator
With the goal of controlling and reading out the 0–π qubit, we consider its capacitive coupling to amicrowave
resonator as illustrated infigure 4(b). TheHamiltonian of the combined qubit-resonator system can be
obtained from equation (9), by adding the free resonatorHamiltonian, w= †H a ar r r r , and lettingVμ
correspond to the resonator voltage7. Table 1 specifies the replacement rules for the voltagesVμ in equation (9)
that produce the qubit-resonator interactionHamiltonian. Three possible coupling layouts addressing the 0–
Figure 4. (a) Lumped-elementmodel for the 0–π circuit coupled tomicrowave voltage sources, including gate and ground
capacitances for each circuit node. (b) 0–π circuit connected to a resonatorwith nodes p1 and p2. The shown coupling layout couples
the resonator charge operator to qθ, and corresponds to the second row in table 1.
Table 1.Capacitively coupling the 0–π qubit to an external resonator. The
second and third columns specify which 0–π nodes are connected to the
resonator nodes p1 and p2, respectively, thus determining the replacement
rule forVμ in equation (9), as indicated in the fourth column (δμ, ν is here
the Kronecker delta). The resonator voltage is given by
= = -( )†V q C V a ai 2r r r r rrms , whereVrms is the resonator root-mean-











f 1, 3 2, 4 dm m fV Vr,
θ 1, 4 2, 3 dm m qV Vr,
ζ 3, 4 1, 2 dm m zV Vr,
7
Although applicable inmost circuit QED setups, a cautionary remark is that this procedure is only valid in theweak capacitive coupling
regime, where the capacitances of coupled qubit and resonatormodes are large compared to the coupling capacitance.
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π degrees of freedom θ [shown infigure 4(b)],f and ζ are considered. These capacitive coupling schemes are
employed insection 4 for dispersive readout strategies, in section 5 to drive qubit transitions viamultiple excited
levels, and in section 6 to cool the low-frequency ζ-mode as a strategy to enhance the qubit coherence times.
4.Dispersive readout
The transmon-like structure of the 0–π energy spectrum illustrated infigure 1(d) suggests that wemight exploit
known techniques for dispersive readout and control for transmon qubits [18]. The strong symmetry between
the two potential wells at θ=0 and θ=π, however,means that each ‘transmon level’ is split into a doublet,
leading to important differences in dispersive coupling for a 0–π qubit as compared to a conventional transmon.
Dispersive coupling to a resonator relies on having unequal qubit-dependent dispersive shifts of the
resonator frequency for the two logical states ñ∣0 and ñ∣1 .We compute the dispersive shifts numerically,
assuming capacitive coupling between either of the two 0–πmodes {θ,f} and a readout resonator of frequency
ωr/2π (see table 1). Denoting by ar the annihilation operator of the readout resonator and includingM qubit
levels, the qubit-resonatorHamiltonian can bewritten as
 å åw s w s= + + +m
= =
( ) ( )† †H a a g a a , 13
i
M
i ii r r r
i j
M
ij ij r r
0 , 0
where s = ñá∣ ∣i jij , = á ñm m
m
( ) ∣ ∣g eV i n jij CC rmsg andμ={θ,f}. Note that the resonator drive has not been explicitly
included in equation (13). In the dispersive regime defined by D +∣ ∣ ∣ ∣ ¯g n 1ij ij , whereΔij=(ωi−ωj)−ωr
and n̄ is themean number of photons in the resonator, the aboveHamiltonian takes the form [33]
  

 å åw s w c s
w





i i ii r r r
i
M
i ii r r
q
z r r r z r r
where the dispersive shift of the ith qubit level is given by c c c= å -m m m( )i jM ij ji , with c = Dm m∣ ∣gij ij ij2 , and
cL = åm mi j
M
ij is the corresponding Lamb-shift. The second line inequation (14) is a two-level truncationwhere
we have defined s = ñá - ñá∣ ∣ ∣ ∣1 1 0 0z , w w w= + L - - Lm m˜q 1 1 0 0 , w w c c= + +m m˜ 2 2r r 0 1
and c c c= -m m m( ) 21 0 .
We investigate the dispersive couplingχμ as a function of the 0–π design parameters.We choose the
resonator frequency such thatχμ ismaximizedwhile ensuring the validity of the dispersive approximation. For
the case of coupling to θ, we observe thatχθ is heavily attenuated in the parameter space corresponding to a
moderate-to-deep 0–π qubit regime. This is due to the fact that, in contrast to a transmon qubit, the strong
symmetry between the left and right potential wells of the 0–π qubit leads to vanishing dispersive coupling to the
resonator formost parameters.Moreover, since the external flux does not break this symmetry [see
equation (4)],χθ can only slightly change by flux excursions.
Quite surprisingly, however, we find a significant dispersive shift for the coupling operator nf, as shown in
figure 5. This behavior is qualitatively reminiscent towhat is known as the straddling regime for the transmon
qubit, inwhich the dispersive shift can increase by orders ofmagnitude [18]. Note, however, that the narrow
straddling-like regime indicated infigure 5 is related to the splitting of doublets rather than the plasma-
frequency separation between two sets of doublets, and the large number of qubit levels involvedmakes the
situationmore complex than in a transmon. Interestingly, the value ofχf adds a significant contribution from
qubit levels generated by excitations of thef degree of freedom,which are not captured by the effectivemodel in
section 2.2.
In practice, wefind that the absolute value ofχf/2π does not increase beyond a fewhundred kHz in a
moderate-to-deep 0–π parameter regime. This would lead to rather slow readout and resonator-mediated gates
as compared to those for the transmon qubit [34, 35]. However, an appreciableχf could be useful to resolve the
qubit nearly degenerate doublet bymeans of spectroscopy, and thus play an important role for device
characterization.Moreover, we emphasize that the example parameter set infigure 5 is rather deep in the 0–
π regime, where qubit lifetimes are predicted to be extremely long [22]. Reduced gate and and readout times
might therefore be an acceptable compromise.
5. Single-qubit control throughmultilevel excursions
5.1.Qualitative picture
In this section, we study a process achieving population inversion between the logical qubit states. Such an
operation seems challenging atfirst, given that, by design, the off-diagonalmatrix elements of charge and phase
operators in the qubit subspace are exponentially small in the deep 0–π regime [22, 23]. In particular, transition
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matrix elements for the charge operator can easily be 10−8 times smaller than those for the transmon qubit.We
overcome this situation by exploiting themultilevel structure of the device for gate operations.
Afirst possible approach to circumvent the small overlap between logical states relies onRaman transitions,
with the advantage of only virtually populating states outside of the protected subspace. However, in appendix C,
we show that due to destructive interference the amplitudes of Raman processes in general vanish as the system
approaches the deep 0–π limit. For this reason, we consider instead a gate scheme that temporarily populates
excited states during the gate [36]. The gate lifts some of the qubit’s protection fromnoise, as it populates higher
energy levels. Nevertheless, the proposed strategy requires leaving the qubit subspace only for very short times,
andwe consequently find highfidelities for a broad range of parameters.
An intuitive understanding of the proposed gate can be gained by returning to the effective one-dimensional
model for the 0–π qubit presented insection 2.2. In this simplified scenario, we have already suggested that
logical ñ∣1 can approximately be obtained from ñ∣0 using a displacement byπ along θ. Such an operation
corresponds to the unitary p- q( )nexp i , which can be generated by voltage driving the qubit. The precise logical
action of such a displacement, however, depends on circuit and external parameters, as this determines the
structure of the logical wave functions in the twowells. Figure 6 shows the logical wave functions corresponding
to three different points in parameter space that will be studied in detail below. Thefigure shows the logical wave
functions before and after a shift of θ→θ+π that represents the gate operation.When ground and excited
states are respectively localized in the θ=0 and θ=πwells of the 0–π qubit potential (figure 6(a)), aπ-shift
Figure 5.Dispersive shift for the ground state doublet of the 0–π qubit as a function of the readout resonator frequencyωr/2π. The
qubit spectrum is shown in black dashed lines. Note thatmany of such lines are superimposed due to the doublet structure of the qubit
spectrum, and in particular for the ground state doublet around 0 GHz. Forf coupling, we observe a remarkable increase of the
dispersive shift in the highlighted region, reminiscent of the straddling regime of a transmon qubit. Here the qubit design parameters
correspond to amoderate-to-deep 0–π regime atjext=0, with (  w wfE E,L p C p, wqEC p, wE pJ )= ( ´ -1.25 10 , 0.3743 ,
´ -1.25 10 , 0.1674 ). Furthermore, we assumeCg/Cμ=0.2.
Figure 6. Single-qubit gate operationwithin the effective 0–π model for three chosen configurations: (a)–(c) correspond (respectively
from top to bottom) to the qubit parameters highlightedwith light-blue dots in figure 7(b). Ground (in blue) and excited (in orange)
wave functions are displayed on the top- and bottom-left corner of each panel, respectively. To the right of the panels, we show the
effect of aπ-shift on suchwave functions, demonstrating the gate operation. Note that because of the 2π-periodicity of the 0–
π potential (in black), aπ-shift to the left is equivalent to a aπ-shift to the right. The gate implements a PauliX operation for the case
(a), aHadamard for (b), and a PauliZ for (c).
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corresponds to a PauliX operation. If qE ECJ is lowered, the hybridization of the qubit logical states increases. In
the situation illustrated infigure 6(b), the logical wave functions are no longer perfectly localized and the gate
implements aHadamard operation. If, instead, the logical wave functions are completely hybridized
(figure 6(c)), aπ-shift corresponds to a PauliZ gate.We can alternatively achieve the samewave function control
by varying the externalfluxwherejext=0 corresponds to localizedwave functions (for large qE ECJ ) and
jext=π to completely hybridizedwave functions. In the following sections we study this qualitative picture in
detail.
5.2. Gatefidelity with respect to circuit parameters
When the full 0–πHamiltonian is considered, the asymmetry of the two-dimensional logical wave functions
along thef-direction (see figure B1(c))make clear that ñ∣1 and ñ∣0 cannot be simply exchanged bymeans of a θ-
translation alone. Taking this into consideration, this section studies the gate employing the full circuit
Hamiltonian equation (9).We characterize the gatefidelity as a function of the 0–π design parameters, and
analyze the effect of circuit-element disorder and pulse shaping in the following sections.
Wefirst consider a squaremicrowave voltage pulse applied to the qubit and driving the θ coordinate, in
absence of circuit-element disorder. In equation (9), this situation corresponds to setting allVμ to zerowith the
exception ofVθ, such that the circuit Hamiltonian reads
= +p
q
q q- ( ) ( )H H
C
C




In this section, we assume that themicrowave drive is turned on at t=0, reaching an amplitudeVsq for a period
of time tg. The effect of pulse shaping is analyzed below. To determine the optimal drive strength given the 0–
π design parameters, we compute themultilevel evolution operator as a function of the pulse parameters (Vsq,
tg), andminimize its distance to a unitary acting only on the qubit subspace8. This procedure ensures that leakage
errors are kept as small as possible at the end of the gate. For the optimal drive configuration, we determine the
closest qubit unitary to themultilevel propagator, and compute the average gatefidelity of the latter with respect
to the former, including leakage errors [39].
Figure 7. Single-qubit gate infidelity and logical action on the Bloch sphere. (a)Gate infidelity for a device with no disorder, computed
from the unitary (non-dissipative) dynamics of the system. As wqEC p andEJ/ÿωp increase, we observe a decrease in gatefidelity.
This is qualitatively understood as the effect of increasingly longermultilevel excursions during the gate time. (b) Induced rotation on
the Bloch sphere. Herewe show the polar anglejXZ for theXZ plane, while the azimuthal anglejXY remains bounded below 10−5.We
note that asEJ/ÿωp is reduced, the qubit rotation smoothly interpolates between a PauliX and PauliZ. The light-blue dots are used as a
reference for figure 6. Panels (c) and (d) show the relative change in the gatefidelity for the configurations A–C in panel (a), when
dissipation and disorder in EL andC are included. The gate fidelity proves to be robust to parasitic coupling to the ζ-mode for
moderate amounts of circuit-element disorder, and it is not significantly affected by dissipation. The latter is a consequence of the fast
gate time compared to the expected decoherence rates. For numerical reasons, simulations in panel (c) and (d) assume a cooled ζ-
mode (see section 6). For themost demandingmaster equation simulations in (c) and (d)wehave includedM=40 qubit levels,
prudently exceeding the number required for convergence.
8
Denoting ured as the reduced propagator, we define its distance to a unitary as = -( ) ∣ ∣d u smax 1 ,sred where {s} are the singular values
obtained from the singular value decomposition = †u W SW .red pre post The closest unitary is defined as = †u W W ,closest pre post and identifies the
qubit rotation that the voltage drive implements on the logical subspace [37, 38].
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Setting w = -E 10L p 3, we compute the gate infidelity as a function ofEJ and = qqE e C2C 2 , see figure 7(a).
Note that the chosen range of parameters and the value ofEL corresponds to amoderate-to-deep 0–π regime.
With these choices, wefind gatefidelities between 99.99% and 99.9% for a broad range of systemparameters,
with decreasing values for increasing EJ and qEC . This effect can be understood by contrasting the results of
figure 7(a)with the qubit energy level structure. In fact, wefind that the gate performs better for circuit design
parameters leading to increased ground state degeneracy andmoderate effective potential barriers.We give an
explanation for this in section 5.4, wherewe show that these conditions results inmultilevel excursions limited
to very few excited doublets.
The logical action of theπ translation is shown infigure 7(b), where the anglejXZ characterizes the qubit
rotation performed on the Bloch sphere in theXZ plane. Note that the azimuthal anglejXY is not shown, as it
remains approximately zerowith deviations smaller than 10−5.We observe that, as a function of the qubit design
parameters, the gate interpolates continuously fromPauliX for large qE ECJ to PauliZ for smaller qE ECJ . This
feature is the result of hybridization between the ground statewave functions, as discussed above and illustrated
infigure 6.
5.3. Gatefidelity with respect to circuit-element disorder in C and EL
Wenext study the gate behavior in presence of realistic circuit-element disorder leading to coupling of the 0–
π qubit to the ζ-mode. Circuit disorder also prevents independent control of the circuit degrees of freedom, and
implies a parasitic drive acting on ζwhen θ is driven for ¹Cd 0. Given that the ζ-mode is themain qubit-
decoherence channel, in this sectionwe compute the gate fidelity including dissipation. Recall that Purcell
relaxation and dephasing by photon shot noise arise as a consequence of the parasitic coupling of {f, θ} to ζ [22].
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which is integrated in superoperator form for the configurations identified as A–C infigure 7(a). Here,H is the
0–π circuitHamiltonian in equation (9), a ( †a ) corresponds to the ζ-mode annihilation (creation) operator, and




is the usual dissipative superoperator. The results of themaster equation
integration are shown infigure 7(c) for disorder inEL and infigure 7(d) for disorder inC. In these simulations,
qubit dephasing gj({ })i and transition g({ })ij rates are computed numerically, using the theory developed in
[22].We consider aworst-case scenario by using themaximumof the dephasing, relaxation and excitation rates
obtained in fulljextä[0, 2π] and Î -q [ ]n 1 2, 1 2g excursions. The photon-loss rate,κζ, of the ζ-mode is
evaluated as a function of themode’s frequency, assuming a quality factor ofQζ=30 000 [12].Moreover, we
assume a temperature of 15 mK.Wenote that taking into account the ζ-mode thermal population nth(ωζ) at
dilution refrigerator temperatures would lead to photon numbers prohibitively large for numerical simulations.
Therefore, we assume thismode being cooled using the strategy proposed in section 6. As discussed below, the
coolingmechanism leads to the rates G and G in equation (16), reducing the effective temperature of the ζ-
mode. The gatefidelity in (c) and (d) is computedwith respect to the closest qubit unitary determined in
section 5.2 in absence of circuit-element disorder and dissipation.We have verified that the result does not
changewhen the cooling power is continuously varied, and thus with the ζ-mode effective thermal population
up to an average offive photons.
Wefind that, as a consequence of a fastHamiltonian dynamics, the gatefidelity is almost unaffected by the
relatively slow dephasing and relaxation rates and that circuit-element disorder is the limiting factor.We note
that, despite a small-to-moderate degradation of the gate fidelity for disorder below 10%, leakage errors are
appreciable for higher disorder values.Moreover, the fast unitary dynamics of the gate poses a control challenge.
As the gate operates at a frequency which is roughly one order ofmagnitude smaller than the plasma frequency,
the necessary time-resolutionmustmatch such a time-scale within the capability of commercially available
arbitrary-waveform generators [40, 41]. Optimal control techniques such asGRAPE could be useful to further
improve the gatefidelity, but thismay require even finer time-resolution and thus be rather challenging [42–44].
The single-qubit gatefidelity is also found to be remarkably robust to the detailed formof the voltage pulse,
moderate deviations in the externalflux, and disorder inEJ andCJ. A study of these effects is provided
inappendixD.
5.4.Multilevel excursion during gate time
As stated above, the proposed gate exploits themultilevel structure of the 0–π qubit. In this section, we
qualitatively discuss how thismultilevel excursion takes place and the effect of leakage errors on the gate fidelity.
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Considering the initial state ñ∣0 ,figure 8(a) shows the eigenstates population as a function of time as obtained by
numerical integration under theHamiltonian equation (15). There, we observe how the initial ñ∣0 population is
transferred bymeans of the voltage drive to higher energy doublets that bridge the two 0–π potential wells.We
note that the qubit population is almost completely restored to the qubit subspace at time t=tg, leaving the
qubit in the state ñ∣1 .
Themultilevel excursion infigure 8(a) can be partially anticipated by considering thematrix elements of the
0–π charge operator qθ, as shown infigure 8(b). There, we observe a clear path leaving the ground state through
levels 2 and 4, and arriving to the excited state through levels 3 and 5 after going through higher excited states.
During the gate time, levels which are part of doublets with higherwave function hybridizationmake it possible
to transfer the population between the two potential wells. Numerical experiments have shown that the number
of doublets involved in the transition from ñ∣0 to ñ∣1 gives a qualitative estimate of the gate fidelity: because it
leads to reduced leakage, qubit design parameters leading to excursions involving fewer levels exhibit larger
fidelities. Since the number of occupied doublets growswith the height of the double-well energy barrier (∝EJ),
longermultilevel excursions also explain the decrease in gatefidelity observed infigure 7(b).
5.5. Tuning the gate from X to Z for greater qubit control
The continuity of the gate rotation angle as a function of the systemparameters could be used to obtain a larger
set of single-qubit gates. In principle, this could be achieved by adiabatically sweeping EJ (e.g., replacing single
junctions by tunable SQUID loops) or varyingjext from0 toπ. However, the adiabatic condition is difficult to
satisfy in the qubit subspace, requiring sweep times as large as a fewmilliseconds for a device in the deep 0–
π regime. Pulse shaping and optimal control techniques [45, 46]might offer an alternative to adiabatic sweeps
and need to be explored further.
6. Fighting photon shot noise by cooling the ζ-mode
For realistic circuit parameters in near-term experiments, a limiting factor for the qubit coherence times, and
thus also gate and readoutfidelities, is spurious coupling to the low-frequency ζ-mode [22].We nowdiscuss a
method to enhance the coherence times of the 0–π qubit by cooling thismode.
In [22], we have shown that thermal-photon population in the low-frequency ζ-mode limits the coherence
time of 0–π qubits with realistic circuit parameters. To reduce the impact of this type of noise, it is essential to
minimize the circuit-element disorder leading to parasitic coupling of the qubit degrees of freedom to the ζ-
mode.Moreover, if a device can be built in the deep 0–π regime, we have shown that there exists a threshold
Figure 8.Multilevel excursion during the gate time. (a) State population as a function ofωpt, with initial condition ñ∣0 . Level
transparency weighted by the state population has been introduced to facilitate viewing. The insets shows the correspondingwave
functions within the effective 1Dmodel. There, black arrows illustrate how the qubit population (initially in the ground state) is
transferred to higher energy doublets bridging the two potential wells, and finally transferred back to the excited state. (b)Matrix
elements proportional to the charge operator qθ. There exist two disjoint paths connecting the ground and excited states to the higher
energy doublets.We observe that the state population closely follows such paths for the fewfirst excited levels, both at the beginning
and at the end of the gate. Doublets with a higher degree of hybridization, such as (4, 5) and (6, 7), make it possible to transition
between these two paths and fromone potential well to the other. Qubit parameters (  w wfE E,L p C p, wqEC p,
wE pJ )= ( ´- -10 , 0.378, 1.75 10 , 0.1653 4 .).
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valueZf>Zthreshold, such that the qubit will be protected fromphoton shot noise, evenwith circuit disorder
[22]. Here, however, we consider an active approach tomitigate this problem.We engineer a protocol to boost
the coherence time by cooling the ζ-mode using an additional frequency-tunable resonator. Importantly, this
scheme should be applicable to near-term,more realistic parameter regimes.
6.1. 0–π qubit dephasing timewith a cooled ζ-mode
Cooling of an oscillator by periodicallymodulating its linear coupling to a second heavily dampedmode has
been studied in the context of nanomechanical resonators [47]. There, the periodicalmodulation of the coupling
leads to sideband transitions between the twomodes, allowing for excitation of thefirstmode to be damped by
the second. This approach is not directly applicable to our system since, as discussed in section 3.2, we restrict
ourselves to the use of capacitors as coupling elements.We therefore propose amodification of the protocol of
[47]which relies, instead, on frequencymodulation of the heavily dampedmode. In practice,modulating this
mode frequency also leads to amodulation of the coupling strength. Below,we develop a theory accounting for
bothmodulated quantities, andwe find that efficient cooling of the ζ-mode is possible with realistic circuit
parameters.
We consider an additional frequency-tunable resonator capacitively coupled to the 0–π circuit and
addressing the ζ-mode as specified in table 1. TheHamiltonian for the coupled oscillators is
  w w= + - - -z ( ) ( )( )( ) ( )† † † †H a a t b b g t a a b b , 17bcooling
where a and b are, respectively, the ζ- and external-mode annihilation operators. The omission of the qubit
degrees of freedom {f, θ} in equation (17) is justified below. The time-varying coupling constant,
=
z z
( ) ( ) ( )g t
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takes into account the coupling capacitanceCg between the twomodes as well as the capacitancesCζ,Cb, and the
impedancesZζ,Zb, of the ζ- and b-modes. The time dependence of the resonator frequency and the coupling
strength in equations (17), (18) is assumed to arise from thefluxmodulation of a tunable inductance Lb[Φ(t)]
forming the b-mode. In particular, we assume w w e w= +( ) ¯ ( )t tcos ,b b m where w̄b, ε andωm are, respectively,
themean value,modulation amplitude andmodulation frequency of the b-mode frequency. Accordingly, the
time dependence of the coupling strength takes the form w= + e
w
( ) ¯ [ ( )]¯g t g t1 cos ,m2 b up tofirst order in
deviations of Lb from itsmean value.
We derive an effectivemaster equation for the ζ-mode by imposing the constraint w wzḡ , b, which
allows to treat the twomodes as independently coupled to their respective baths. Themean frequency of the b-
mode is chosen such that thermal excitation can safely be ignored (w ¯ k Tb B ).Moreover, the strength of the
coupling between the b-mode and its reservoir is assumed to be frequency-independent in the range covered by
the frequencymodulation. Under these assumptions, themaster equation of the system reads

  r r k w r k w r k r= - + + + +z z z z˙ [ ] [ ( ) ] [ ] ( ) [ ] [ ] ( )†H n a n a bi , 1 , 19bcooling th th
whereκζ andκb are the respective photon-loss rates of the ζ- and the b-mode, while w = -z wz( ) ( )n 1 e 1k Tth B
is the number of thermal photons in the ζ-mode. To activate sideband transitions between the two systems, we
choose themodulation frequency to be w w w= - z¯m b . This choice allows for the up-conversionmechanism
where photons, initially populating the ζ-mode, are transferred to the external resonator and then lost to the
environment at a rateκb. Because the external-mode remains approximately in the vacuum state at all times, the
inverse process is highly suppressed [47].
Assuming the b-mode to be low-Q, we employ the technique of adiabatic elimination to remove thismode
from the abovemaster equation. As discussed inmore details in appendix E, this leads to the reducedmaster
equation
 r k w r k w r= + + G + + Gz z z z z z z˙ ( ) [ ( ( ) ) ] [ ] ( ) [ ( ) ] [ ] ( ) ( )†t n a t n a t1 , 20I I Ith th






















¢ = - +¯ ( ) ¯ [ ( ) ( )] ( )g gJ J J4 , 21m b m m1 0 2
where Jk(x) is a Bessel function of the first kind. In accordance with our assumptions, the validity of equation (20)
is subject to the condition k ¢ gb . Assuming the ζ-mode to be in a thermal state, the steady-state photon
population under equation (20) is given by
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g k= + G - Gz ( )23cooling
is the cooling rate of our scheme [48]. Thermal equilibrium is therefore reached in a time tcooling=1/γcooling.
In order to show the impact of this protocol on the coherence time of the 0–π qubit, we follow [15] to obtain
the photon-shot noise dephasing rate for themaster equation of equation (20). In the limit c gz 01 cooling, this










wherewe note that gG µj
-SN
cooling
2 for z n̄ 1.ss Wedo notfind improvements on Gj
SN in the inverse limit
c gz 01 cooling. Consequently, we observe that our cooling scheme significantly enhances the device’s coherence
times as long as the dispersive coupling to the ζ-mode is not too large.
The cooling protocol is therefore applicable in amoderate-to-deep 0–π regime, wherewefind
improvements on the dephasing rate of the qubit by up to three orders ofmagnitude. The coherence time
improvement due to cooling is shown infigure 9 as function ofZf/RQ.We note that the circuit parameters are
the same as those infigure 2(b), and correspond to the set defined as PS2 (moderate 0–π regime) in [22], varying
the superinductance value between those in the sets PS1 (deep 0–π regime) and PS3 (near-term regime) of the
same paper. As anticipated, the relative gain becomes significant as onemoves towards the deep 0–π regime
(largeZf/RQ), before reaching saturation. The saturation value can be understood from equation (24) in the
limit of w ¥z( )nth , where it is only a function of ḡ and e w̄b.
The interactionwith the b-mode further broadens the ζ-mode, resulting in larger 0–π-qubit Purcell
relaxation and excitation rates. Given that such rates have been found not to limit the qubit coherence, we do not
expect this effect to be a limiting factor in practice [22]. In fact, we predict the increase of the Purcell rates to be
one order ofmagnitude, which is still far from compromising the device.
6.2. Effect of parasitic coupling and implementation details
Circuit-element disorder responsible for the coupling between the qubit degrees of freedom and the ζ-mode also
introduces a parasitic coupling between {f, θ} and the b-mode. As a result, the fact thatωm is specially chosen to
activate a resonant interaction between the ζ-mode and the frequency-tunable device, implies that any qubit
transitionmatchingωζwill also be resonant. Given that, by design, the 0–π qubit transition should not be
resonant with the ζ-mode, accidental resonancesmight arise within themultilevel structure of the device. This
possibility, however, can beminimized by circuit design. Additionally, resonances between the 0–π circuit
transitions and themean frequency of the b-mode should be avoided by properly choosing w̄b.
Figure 9.Photon-shot noise coherence time ( = Gj jT 1
SN SN)with andwithout cooling of the ζ-mode. The inset displays the respective
absolute values. Devices that can be fabricatedwith today’s superconducting technologywould be situated at the left side of this plot.
Next-generation devices are expected to range between the left and themiddle of the plot, where improvements on the coherence time
vary between one and two orders ofmagnitude. In the deep 0–π regime (to the right), major improvements will result in other noise
mechanism (potentially flux noise) to be dominant. The inset displays the coherence timewith andwithout cooling. The background
density plot shows the steady-state population of the ζ-mode, zn̄
s.We note that the increase in this quantity as onemoves to the deep
0–π regime is due to the decrease of the ζ-mode frequency and effective coupling to the b-mode, thus compromising ground state
cooling. The cooling power, however, is enough to considerably reduce the dephasing rate. Circuit parameters:
EL/ÿωp ä [1.25×10−4, 5×10−3] and   w w w = ´ -f q( ) ( )E E E, , 0.25, 0.5 10 , 0.25C p C p pJ 3 , ε/2π=200 MHz (compatible
with a SQUID-array frequency-tunable resonator [49, 50]),ωb/2π=5 GHz,Qζ=30 000, andT=15 mK.
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Finally, we discuss some of the implementation details leading to a correction of themodulation frequency.
Wefirst address the effect the dispersive interaction between the qubit degrees of freedom and the ζ-mode
[22, 23]. In the limit c gz  ,01 cooling the frequency of the ζ-mode is approximately independent of the qubit state.
Therefore, we account for themean ζ-mode frequency shift due to the dispersive interaction by redefining the b-
modemodulation frequency as
w w c c- +z z( ) ( )2, 25m m 0 1
where cz0 (c
z
1) is the dispersive shift for the qubit being in the ground (excited) state [22] [see also equation (14)].
A similar effect is expected to arise fromnonlinear terms in the b-modeHamiltonian. In fact, it is worthwhile to
note that current implementations of frequency-tunable resonators rely on Josephson junctions which
introduce a small Kerr nonlinearity,K, and comparable shift toωb [49–53]. Given that, by design, the b-mode is
kept in a nearly vacuum state at all times during the cooling protocol, the effect of the nonlinearity is limited to a
frequency shift. The latter can again be compensated by changing themodulation frequency according to
ωm→ωm−K/2.Wenote that the results of this section, including the reducedmaster equation equation (20)
and the effect of nonlinearities, were validated against the integration of the full time-dependentmaster equation
of equation (19).
7. Conclusion
The 0–π circuit is a promising candidate for the realization of a protected superconducting qubit.However, both
fabrication and control challenges need to be overcome. In this paper, we considered control strategies
exploiting themultilevel structure of this device, within a realistic circuitmodel.
We explored the possibility of dispersively coupling the 0–π qubit to a resonator, which can be used for
standard dispersive readout and resonator-mediated gates. In general, dispersive coupling is extremely small in
themoderate-to-deep 0–π regime due to the highly symmetric double-well structure of the qubit potential.
Nevertheless, we found a remarkably large dispersive shift by coupling to thefmode of the 0–π qubit, and
operating in a regime reminiscent of the straddling regime of a transmon qubit. Dispersive shifts around a
hundred kHz could be achievable, even rather deep in the 0–π regime. This is promising for qubit
characterization through spectroscopy, andmight also be promising for readout and gates due to the extremely
long qubit lifetimes that are possible in this regime.
Wemoreover proposed a new, fast and high-fidelity single-qubit gate that can smoothly interpolate between
logicalX andZ by varying the qubit operation point.We studied the gatefidelity as a function of the 0–π circuit
and control parameters, and the amount of circuit-element disorder.We found that the gatefidelity is not
significantly affected for small deviations fromoptimal parameters andmoderate disorder. Futureworkwill
concentrate on extending the gate operation to a universal set of single-qubit gates. Finally, we note that qubits
with a similar level structure to that of the 0–π qubitmight leverage related ideas [36, 54–59].
In addition, we have designed a protocol to enhance the qubit coherence time due to photon shot noise from
the ζ-mode. Our scheme couples thismode to a frequency-modulated and highly damped resonator, which is
used as a zero temperature-bath for the ζ-mode.We characterized the improvement in the qubit photon-shot-
noise dephasing time as a function of the circuit design parameters.While the coherence time enhancement for
near-termdevices is expected to provide a 2–10 times gain on coherence, we predict improvements of one and
two orders ofmagnitude for the future generations.We also envision that this active cooling protocol could be
useful in amore general context of superconducting devices with low-frequencymodes orwith residual thermal
population.
Several open questions remain about how to best use the ingredients presented in this paper for a universal
set of logical operations. A quantitative analysis is needed to determine the potential use of dispersive coupling
for readout and gates, taking into account any possible degradation of qubit coherence due to coupling to the
resonator, andwhether gate times can be sufficiently fast compared to the coherence times to achieve high-
fidelity gates. It would also be interesting to exploit the tunability of the gate introduced insection 5 to achieve a
larger set of single qubit gates. Finally, the original proposal for protected phase gates from [20] should be
investigated in amore realistic setting, to determine the potential use of this approach for near-to-medium term
experiments.
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AppendixA. CircuitHamiltonian in presence of gate- and ground-capacitance disorder
The effective capacitancesCμ of the 0–π circuitmodes (f, θ, ζ,Σ) introduced inequation (10) are given by
= + +
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C Cd , d 0,g 0 is assumed to be small compared to all other capacitances in the circuit,
and H C Cd ,dg 0 is therefore neglected in this work. The expression for Hdrive
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In these two expressions,Vμ, mCd g and mCd 0 are given in terms ofV ,i Cd gi and Cd 0i, respectively, according to the
transformation rule specified inequation (1) (whereGreek indices denote the normal-mode variables and Latin
indices indicate node variables).
Appendix B.One-dimensional effectivemodel
The reduction from the 0–πHamiltonian to a 1D effectivemodel was firstmotivated in [20] and analytically
studied in [60] in the context of the Born–Oppenheimer approximation. In section 2.2,moreover, we have
provided an intuitive justification for such amodel. Here, we perform a numerical calculationwhich, in contrast
to analytical approaches, does not require additional approximations.
Starting with the 0–π circuit Hamiltonian in absence of disorder, i.e. equation (2), we define
q f j f= - - +f
f
f








where q p pÎ -˜ [ )2, 3 2 acts here as a parameter. This corresponds to the first step of the Born–Oppenheimer
approximation, where only the lessmassive degrees of freedom (f in our case) are considered.We thenfind the
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where q q(˜ )E0 is used as an effective potential and θ is now the qubit phase operator. Note that, in contrast to
equation (B.1),Hθ governs themotion of themassive degrees of freedom (θ in our case).
Equation (B.2) represents the one-dimensional effectiveHamiltonian for the 0–π qubit. The corresponding
eigenvalues and eigenstates are shown in figure B1 as a function of the external flux. Remarkably, we find
excellent agreement with the complete two-dimensional circuitHamiltonian equation (2) for several excited
doublets. Byfitting the effective potential, wefind that equation (B.2) can very accurately bewritten as
j q j q= - - -q qq ( ) ( ) ( ) ( )H E n n E E4 cos 2 cos , B.3C geff 2 2 ext 1 ext
wherewe incorporate the offset charge qng . In the above expression, the potential energy coefficients read
j j= -a b( ) ( )E E E cos2 ext ext and j j= g( ) ( )E E cos 21 ext ext regardless of the qubit design parameters. The
relations a gE E and a qE EC , satisfied in the deep 0–π limit, ensure exponential suppression of relaxation
and dephasing rates [30]. For the set of parameters infigure B1, wefindEα/ÿωp=1.8608×10−2,
Eβ/ÿωp=1.0073×10−8,Eγ/ÿωp=2.6625×10−5. Finally, we note that an expression similar to
equation (B.3) has been theoretically proposed in [60].We have found, however, necessary to incorporate
additionalflux-dependence to the potential energy coefficients.
AppendixC. Ramanprocesses for qubit control
Wenow consider enabling a Raman-type gate operation by virtually populating the excited states of the qubit. In
particular, we study the effective dynamics in the ground statemanifold ñ ñ{∣ ∣ }0 , 1 by performing adiabatic
elimination of the first few qubit excited level. As only virtual transitions to high-energy levels are involved,
Raman-type gates could, in principle, preserve the device’s noise protection to some degree. However, as shown
below, the transition amplitude ñ « ñ∣ ∣0 1 vanishes in a large parameter range because of an approximate
Figure B1. 1D effectivemodel for the 0–π qubit. (a) 1D effective potential (black) and 1Dwave functions (color) offset by their
respective energy. Thewave functions corresponding to theHθ eigenstates are displayed in panel (a) forjext=0, alongwith the
resulting 1D effective potential. Panel (b) shows the respective eigenvalues (solid colored lines), alongwith the spectrumof the full 0–
π Hamiltonian equation (2) (black dashed lines). In (c), we show the two-dimensional eigenfunctions corresponding to equation (2)
(forjext=0), which should be contrastedwith those of the 1Dmodel in (a). The effective 1Dpotential has an exact 2π- and
approximatelyπ-periodic structure. Qubit parameters    w w w w = ´- -f q( ) ( )E E E E, , , 10 , 0.378, 1.75 10 , 0.165L p C p C p pJ 3 4
andωp/2π=40 GHz.
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selection rule. To arrive at this result, wemake use of the adiabatic elimination procedure developed in [61],
which applies toweakly and off-resonantly drivenmultilevel systems.
C.1. Single-tone driving
Weconsider the 0–π circuit capacitively coupled tomicrowave voltage sources addressing θ, as described in the
second rowof table 1. Including a total ofM qubit levels, the driven 0–π qubitHamiltonian can bewritten as
 å å åw s s= + W +w
= = =











Here,ωi is the frequency of the ith eigenstate,ω the frequency of the drive and W = á ñb q-
q
( ) ∣ ∣eV j n ieij CC ig is the
coupling strength between levels (i, j) for a voltage pulse of the from w b= +q ( ) ( )V t V tcos .We note that
rapidly rotating terms have been dropped in equation (C.1) under the assumption of a weak drive ( wW  1ij ).
Moreover, we neglect the effect ofΩ01, which is exponentially small for typical qubit design parameters.
By numerically solving the Schrödinger equation, wefind that equation (C.1) hardly generates qubit
population inversion. In fact, we observe that states from the few excited doublets destructively interfere with
each other, thus leading to a negligible transition amplitude. This cancellation is preserved in a broad range of
qubit design parameters, includingflux excursions from the standard operating pointjext=0.
To understand this effect, we reduce themultilevel dynamics to the qubit subspace. Following [61] and
modeling dissipation by the set of collapse operators g s g s= = = ¼{ }L L j M, ; 2, ,j j j j j j0 0 0 1 1 1 , wefind
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where γj=γj0+γj1 is the total decay rate from the jth level to the ground statemanifold and
Δji(ω)=(ωj−ωi)−ω is the detuning of the drivewith respect to the transition frequencyωj−ωi. The validity
of this effectivemodel is subject to the off-resonant driving condition wW D ∣ ( )∣ 1ij ji . By taking into account
the phase of the drive, the effectiveHamiltonian can bewritten as






fromwhichwe expect to see Rabi oscillations for w wD D ( ) ( ) 1x z (Raman gate). Figure C1 shows this ratio
as a function of the 0–π-circuit design parameters and optimizedwith respect to the drive frequencyω under the
off-resonant-drive condition.We observe thatΔx(ω)/Δz(ω) remains small throughout the analyzed range of
parameters. Furthermore, this ratio is smaller than 10−4 when considering the 0–π parameters offigure C1with
vanishing overlap between logical wave functions. Additionally, we show the result of the optimization for a full
flux excursion (figure inset). Despite an appreciable increase ofΔx(ω)/Δz(ω)withΦext/Φ0, we find this
improvement not enough to allow for qubit control.
Considering instead a drive addressingf, we perform the optimization ofΔx(ω)/Δz(ω) to again find, in the
majority of cases, only a negligibleσx component in the effectiveHamiltonian equation (C.3). Interestingly, we
have also identified some qubit design parameters for whichHeff∝ σx. However, such configurations are
sparsely distributed over the range numerically explored, and the results are sensitive to small parameter
deviations. Therefore, drivingf does not appear to be a practical solution.
FigureC1.RatioΔx(ω)/Δz(ω) optimized over the drive frequencyω under the off-resonant drive condition, as a function of the 0–
π circuit design parameters. Inset: optimal w wD Dw[ ( ) ( )]max x z as a function of the external flux for the parameters
   w w w w = ´- -f q( ) ( )E E E E, , , 10 , 0.378, 1.75 10 , 0.165L p C p C p pJ 3 4 . The simulations included 30 qubit levels.
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C.2. Two-tone driving
Wenow investigate if the presence ofmultiple drives could help to overcome the off-diagonal component
cancellation found above, in particular by optimizing on the relative phase of these drives. In the presence of two
microwave voltage pulses (labeled as d1 and d2), the qubitHamiltonian reads
 å å å åw s s= + W +w
= = = =










0 0,1 2 1,2
i dk
Following again the procedure in [61], we find
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where w w w= -d d dkl k l is the difference between twodrive frequencies.We note that, if the two drives have the
same frequency, their relative phase is factored out of the transition amplitude, thus reducing equation (C.5) to
equation (C.2). Themost general situation, however, was investigated by numerical simulation of equation (C.4)
and equation (C.5). None of the explored qubit design parameters and drive frequencies have shown a significant
changewith respect towhat was found in the single-drive case.
AppendixD.Gatefidelity as a function of control parameters and circuit-element
disorder in EJ andCJ
In this section, we study the gatefidelity accounting for the effect of pulse shaping andmoderate deviations in the
externalflux that sets the qubit operating point.Moreover, we investigate the gatefidelity in the presence of
circuit-element disorder introducing additional f q« coupling and a spurious drive onf, without involving
the ζ-mode.
D.1. Gatefidelity as a function of drive strength andduration
Tounderstand howpulse shaping affects the gate performance, we first analyze the effect of the drive strength
and duration. InfigureD1(a), we show the gate infidelity considering a square voltage pulse of amplitudeVsq and
duration tg. There, the diagonal features are high-fidelity regions.While thefirst of these (starting from the left)
corresponds to aσx gate operation, the second corresponds to an identity operation or sx
2 . This pattern repeats
itself for the subsequent pairs of features as tg increases, butwith decreasing gatefidelity due to leakage errors.
The nonregular spacing of the high-fidelity regions indicates that, in contrast tomore standard gate schemes, the
proposed single-qubit gate has a nonlinear dependence on the drive strength and the evolution time. In fact, the
first high-fidelity feature has a hyperbolic shape (visible on a larger scale) defined by the relation
 p´q ( )C C eV t2 ,g gsq which is derived from a short-time approximation of the gate propagator. The
fidelity along such hyperbola is not constant, and there exist an optimal drive strength and gate time aboutwhich
the gatefidelity ismaximal and, tofirst order, insensitive to deviations. Such an optimal point, computed as a
function of the qubit design parameters, has been used to produce the results infigure 7. Away from the optimal
point, however, the slow decrease of the gatefidelity along thementioned hyperbola could be leveraged to extend
the gate time if necessary for control purposes.
FigureD1.Variation in the gate fidelity for the 0–π qubit design parameters
   w w w w = ´- -f q( ) ( )E E E E, , , 10 , 0.378, 1.75 10 , 0.165 .L p C p C p pJ 3 4 (a)Gate infidelity in the (Vθ, tg) plane. Brighter regions
correspond to high-fidelity qubit operations fromwhere the optimal drive amplitude and duration is determined (see appendixD.1).
(b)Relative change in gatefidelity as a function of the voltage-drive turn-on and -off timeσ (in red), and the phase associated to the
externalmagnetic fluxΦext (in violet). (c)Effect of disorder inEJ (in red) andCJ (in violet) on the gatefidelity.
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D.2. Variations in gatefidelity for a shaped pulse
Wenow consider the effect of a hyperbolic-tangent pulse shapewith a finite turn on and shutdown timeσ. In
this section, the pulse area andmaximumdrive strength are kept constant and equal to those of the optimal
square pulse. The latter is also used as a standard to obtain the relative change of the gatefidelity shown in red in
figureD1(b). As can be seen, the gatefidelity remains almost unchanged in awide range ofσ, including turn-on
and -off times that are comparable to the total optimal square-pulse length. The same conclusion applies to all
the qubit design parameters considered in this work.
D.3. Gatefidelity as a function offlux
Wehave so far discussed the gatefidelity for a qubit operating atΦext/Φ0=0 (jext=0). In this section,
however, we investigate the effect of external flux variations. FigureD1(b) shows the relative change of the gate
fidelity as a function ofΦext/Φ0 (in violet). Here, thefidelity is computedwith respect to afixed gate unitary
determined atΦext/Φ0=0, while the voltage-drive parameters are kept to the optimal values determined for
such a configuration. These conditions ensure thatwe only observe the effect of varying the externalflux.We
note that gatefidelity remains essentially unchanged for small-to-moderate flux excursions from the qubit
operating point. This behavior, which is in part a consequence of the small flux dispersion of the 0–π qubit,
shows that the proposed gate will tolerate the smallfluxfluctuations that could arise in practice.
Since the externalflux affects the hybridization of the 0–π logical wave functions, the former could be used to
tune the gate operation similarly towhat was shown infigure 7(b). Choosing the qubit design parameters such
that the gate implements aσx operation atΦext/Φ0=0, a slowly varying externalfluxwould smoothly rotate the
gate operation implementing aσz gate forΦext/Φ0=0.5 (jext=π). However and as discussed above, because
of the near degeneracy of the qubit states a device in the deep 0–π regime implies adiabatic sweep times in the
millisecond range, thus limiting the applicability of the gate flux tunability.
D.4. Gatefidelity in presence of EJ and CJ disorder
Having previously considered the effect of circuit-element disorder that leads to coupling of the qubit degrees of
freedom to the ζ-mode, we now consider disorder leading to additional parasitic coupling betweenf and θ.
FigureD1(c) shows the relative change of the gatefidelity due to disorder inEJ (in red) andCJ (in violet).We
observe that the gate performance is only slightly affected in a realistic range of asymmetries, expected to be
between 1%and 10%.Anon-zero dCJ results in a parasitic drive on thef coordinate which has also been
included in the simulations. For this same reason, we expect the gate fidelity to be robust to similar spurious-
drive terms that could arise from slight differences in the response functions of the control circuitry. Because EJ
disorder does not lead to such an unwanted drive, its effect on the gatefidelity is negligible in comparison.
Appendix E.Master equation for a cooled ζ-mode
In this section, we derive the effective ζ-modemaster equation of equation (20). This is done using an adiabatic
elimination of the external resonator under the assumption k¢ g b. Recall that ¢g is the effective interaction
strength between the b and the ζmodes in the interaction frame. Following [48], we treat the heavily damped
external resonator as a bath for the ζ-mode. To this end, we specify the system and bathHamiltonians, as wz †a a
and w ( ) †t b b,b respectively. Going to a frame rotating atωζ for the ζ-mode and at themodulated frequencyωb(t)
for the b-mode, the interactionHamiltonian reads
*= - - -( ) ¯ ( ( ) ( ))( ( ) ( )) ( )† †H t g a f t af t b t b t , E.1I I Iint
where = + +w e
w
w w w w- - - +( ) [ ]¯ ( ) ( )f t e e e ,t t ti 4 i ia b a m a m = w w- +
e
w( ) [ ¯ ( )]b t beI t ti sinb m m . Here, the subindex I denotes
the change of frame. Treating the bath in theMarkov approximation, we compute the evolution of the ζ-mode
densitymatrix as
òr r= - ¢ ¢z
¥˙ [ ( ) [ ( ) ( )]] ( )H t t H t ttr , d , . E.2I I I Ibath int
0
int
Factorizing r r rÄz( ) ( )t t ,I I Ibath we expand the double commutator in equation (E.2) as a function of the b-
mode correlation functions, which are computed neglecting backaction from the ζ-mode.More precisely, we
employ the quantum regression formula [62] to obtain
òt w
k








Assuming that the external resonator is in a state very close to vacuum at all times, we approximate
á ñ ( ) ( )†b t b t 1I I , while the other three possible correlation functions being taken equal to zero. The validity of
these various assumptionswas verifiedwith numerical simulations by plotting the corresponding expectation
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values obtained from the full time-dependentmaster equations. Next, we use the Jacobi–Anger expansion to
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Maximizing each of the summands in equations (E.5) and (E.6), and discarding all butmost significant terms,












⎦⎥( ) 1g4 2 2 2b b2 quoted in themain text of the
article.We note that the interaction of the ζ-modewith the b-mode also leads to a frequency shift which can be
taken into account by a slight renormalization of themodulation frequencyωm. This effect is negligible for the
parameter regime considered here.
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Chapter 5




In this section, we present the paper titled “Experimental realization of an intrinsically
error-protected superconducting qubit”. This work, done in collaboration with the group
of Andrew Houck at Princeton, is the first experimental demonstration of a 0− π qubit.
As argued in previous sections, realizing the 0− π qubit requires to overcome several
challenges. Firstly, one needs to be able to build large superinductors with greatly reduced
stray capacitances. Secondly, the device layout needs to be optimized such that the large
cross-capacitances of the circuit dress the capacitance of the φ mode (Cφ) as little as possi-
ble. Achieving these conditions is part of an engineering and fabrication problem.
In this experiment, the large cross-capacitances are realized by two tightly interdigi-
tated (niobium) capacitors placed at a large distance from each other. Interdigitated ca-
pacitors are known to cause dielectric losses due to the small gap between the capacitor
fingers and the large electric fields at the edges of such features. For this reason, while
the first implementations of the transmon qubit employed this type of design [96, 97] , the
field has moved away from it in more recent years. However, the small gap between the
capacitor fingers condenses a large portion of the electric field within the capacitor fingers,
resulting in a large capacitance between the electrodes. Furthermore, since the electric field
112
113
is heavily localized to this part of the circuit, the formation of spurious stray capacitances
with other parts of the circuit is reduced. Due to the extremely small overlap of the logical
wavefunctions of the 0− π qubit, dielectric losses are not as detrimental as in the case of
the transmon qubit. Thus, the 0− π qubit can afford relatively lossy capacitors in order
to realize a sufficiently light φ mode. In some sense, the realization of this qubit has been
made possible by unlearning the lessons learned working for many years on the transmon
qubit.
This work introduces the soft 0− π regime. In this regime, the sensitivity to charge
noise is exponentially reduced and flux-noise insensitivity is realized at first order. More-
over, relaxation due to charge, flux and other sources of noise is exponentially reduced by
engineering two logical states with exponentially small overlap. We find that a detailed
theoretical model based on the circuit Hamiltonian introduced in chapter 2 captures very
accurately the device transitions as a function of both the offset charge and the external
flux. This confirmation is of great value for the design of the next generation of devices
towards the noise-protected regime.
5.2 Main results of the paper
The main results of this paper is the realization of the 0 − π qubit in a ‘soft’ parameter
regime [see Fig. 5.1 (a)]. In particular, the energy parameters for the device are EL/h '
0.38 GHz, ECθ /h ' 0.092 GHz, EJ/h ' 6.0 GHz and ECφ /h ' 1.14 GHz. In order to achieve
the soft 0− π regime, the experimental setup includes two superinductors realized by 200
junctions each [Fig. 5.1 (b)], and two large interdigitated capacitances [Fig. 5.1 (c)]. The
qubit is also capacitively coupled to a coplanar-waveguide resonator operated in transmis-
sion mode, with a coupling geometry that minimizes stray capacitances. As discussed in
chapter 4, coupling to the φ degree of freedom is in general more advantageous than cou-
pling to the θ mode. For this reason, while the resonator couples to both φ and θ in the
experiment, the coupling capacitance matrix is engineered such that βφ ' 0.27  βθ '
6.6× 10−3.
In the soft 0 − π regime, the ground state is localized within the θ = 0 valley, due
to the exponentially suppressed tunneling amplitude in the θ direction. However, due to
the relatively large (low) value of EL (EJ) compared to what is needed to reach the deep
0− π regime, the first excited state is also localized in the θ = 0 valley. The ground state
of the θ = π valley appears at a higher energy and corresponds to the second excited
state of the circuit for zero flux bias. Since the potential energy of the π valley has two
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Figure 5.1 Experimental realization of the 0− π qubit. The color code for capacitors, junc-
tions and inductors is provided by the accompanying schematic. The label JJ indi-
cates the two ‘black-sheep’ Josephson junctions of the circuit, while ‘JJA’ indicates
the array junctions. (a) Full 0− π circuit. (b) Zoom in on the ‘black-sheep’ junc-
tions and superinductors. (c) Zoom in on the cross-capacitances. Adapted from
[105].
degeneratewells corresponding to φ ' ±π, the second excited state of the circuit is given by
the symmetric (bonding) combination of two fluxon-like states, one of which being located
at (θ, φ) = (π, π) and the other at (θ, φ) = (π,−π). The third excited state corresponds to
the antisymmetric (antibonding) combination of the same fluxon-like states and, therefore,
the third excitation is also located in the θ = π valley. The energy splitting between these
bonding and antibonding states is given by the tunneling energy along the φ direction,
leading to a gap ∆/h ' 20 MHz between these states. This gap is large enough to selectively
address the second excited level and use it as a logical |1〉. As a result, that state and the
groundstate of the θ = 0 valley realize two qubit states with disjoint support.
Since the logical states have exponentially small overlap, the only option to control the
qubit is to exploit the multilevel structure of the device. This is done by using an inter-
mediary level that has support in both θ = 0 and θ = π potential wells. This way, the
intermediary level can connect the two logical states by a virtual transition. Importantly,
the intermediary state needs to be carefully selected to avoid the effect of charge dispersion.
Indeed, since states with support in both potential wells appear at high energies, the charge
dispersion for such levels is expected to be generally large. Quite interestingly, however, the
existence of symmetry rules leads to some of the high-frequency levels to displaying a very
weak charge dispersion, and thus to become ideal ancillary states. This is one of the impor-
tant findings of this work.
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Figure 5.2 Two-tone spectroscopy results for the soft 0 − π device and spectrum fit as a
function of flux for the offset-charge biases ng = 0 (a) and ng = 0.25 (b). Col-
ored circles correspond to the experimental data while the theory fit is shown as
black dashed lines. The agreement on a large frequency range is remarkable. Note
that some of the qubit transitions are invisible in the experiment due to exponen-
tially small matrix elements or vanishing dispersive shifts. The transition around
7.35GHz corresponds to the readout resonator. Adapted from [105].
In the experiment, the ancillary level corresponds to the 9th excited state of the circuit.
In order to characterize the energy spectrum, we use two-tone spectroscopy and Autler-
Townes spectroscopy [106] (see also Sect. 6.2.2). Autler-Townes spectroscopy is key to the
experiment, as it allows us to determine an optimal offset-charge bias point for the qubit
which we find to be ng = 0.25. Operating at this bias point renders the transition matrix
element between the logical and ancillary states insensitive to quasiparticle poisoning. This
allows us to tune Raman-type gates to achieve universal single-qubit control of the qubit
manifold. This is used to determine T1 ' 1.6 ms and T2,echo ' 25 µs at the flux sweet spot.
The remarkably large value of T1 demonstrates themetastable character of the logical states,
while a measurement of T2,echo as a function of the external flux demonstrates first order
insensitivity for Φext = 0 (not shown).
From a theoretical point of view, the main result of this paper is the confirmation of
the 0− π qubit Hamiltonian in Eq. (2.13). Fig. 5.2 shows a theory fit of the experimental
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data using this Hamiltonian and incorporating the readout resonator into the model. The
fit explains very well the experimental data in a very large frequency range (∼ 12 GHz),
both as a function of the external flux and the offset-charge bias. Moreover, the theoretical
model also describes some of the transition matrix elements that can be measured [105].
We provide more details on this in the paper attached below.
5.3 Conclusion and outlook
This work demonstrates the first experimental realization of the 0 − π qubit. It more-
over demonstrates exponential noise protection against relaxation and first-order protec-
tion against dephasing due to flux noise.
This experimental realization also confirms the theoretical model used for many years
to study the 0− π qubit. This is a remarkable finding, where a two-mode Hamiltonian is
able to capture at least 17 transitions of a complex artificial atom that involves more than
400 Josephson junctions. This is an excellent example of the agreement between experi-
ments and theory that is possible in the field of superconducting circuits. The modeling,
however, includes many details that are necessary to describe the experimental setup accu-
rately. These theoretical details were addressed for the first time in this work.
Finally, we hope that the quality of the experimental results, and the simplicity of the
theoretical model, will motivate future work on the 0−π qubit and suggest that this device
can be the building block of a scalable quantum-information processing architecture.
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Encoding a qubit in logical quantum states with wavefunctions characterized by
disjoint support and robust energies can offer simultaneous protection against re-
laxation and pure dephasing. Using a circuit-quantum-electrodynamics architec-
ture, we experimentally realize a superconducting 0− π qubit, which hosts pro-
tected states suitable for quantum-information processing. Multi-tone spectroscopy
measurements reveal the energy level structure of the system, which can be precisely
described by a simple two-mode Hamiltonian. We find that the parity symmetry of
the qubit results in charge-insensitive levels connecting the protected states, allow-
ing for logical operations. The measured relaxation (1.6 ms) and dephasing times
(25 µs) demonstrate that our implementation of the 0− π circuit not only broadens
the family of superconducting qubits, but also represents a promising candidate for
























Preserving the coherence of a quantum superposition over prolonged times is key for large-scale
quantum-information processing (1–3). For example, quantum error correction protects states by
using a large number of physical qubits to encode a single logical qubit (4–7). A complementary
approach to maintain coherence over long timescales is to develop qubits which are intrinsically
protected against decoherence (8–19). Such protection arises because quantum information in these
circuits is encoded in delocalized collective states capable of withstanding errors originating from
local noise. One of the most promising candidates for a fully-protected qubit is the 0 − π circuit
(Fig. 1A) proposed by Kitaev, Brooks and Preskill (11, 12). However, protected circuits generally
impose taxing requirements on the parameters of the physical device that are beyond the feasibility
of current technologies. In this work, we realize a slightly modified version of the 0 − π qubit by
reducing the energy scales of its parameters to an experimentally obtainable regime. We demonstrate
exponential protection against relaxation for the offset-charge-insensitive logical states, and show
that dephasing due to flux noise is first-order suppressed. This manifests in significantly enhanced
relaxation and coherence times and makes the 0−π circuit a leading contender for a superconducting
quantum computer.
Because the coherence of a qubit is affected by energy relaxation and pure-dephasing processes,
protected qubits must be robust against both of these mechanisms. According to Fermi’s golden rule,
the decay rate of an excited state is proportional to the square of the matrix element that connects it to
other states via a noise operator. Thus, a circuit with a Hamiltonian that has eigenstates with disjoint
support can prevent rapid loss of information (20, 21). Such protection against relaxation, however,
is insufficient to stabilize the phase of a superposition of logical states. The key idea of our work
is to engineer a superconducting circuit where the energies of disjoint states are also robust against
environmental noises. As we show here, this can be achieved in certain parameter regimes of the 0−π
circuit.
The 0 − π qubit consists of identical pairs of small Josephson junctions, large shunting capac-
itors and superinductors, which are all organized in a single closed loop geometry with four nodes
(Fig. 1A). The circuit has four degrees of freedom (13), which we refer to as the φ, θ, ζ and Σ modes,
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and correspond to the linear combinations of the phase difference of the superconducting order pa-
rameter across the various elements in the circuit (Fig. 1C). Among them, the Σ mode is cyclic, while
the ζ mode represents a harmonic mode that decouples from the other modes in the absence of circuit-
element disorder. The remaining φ and θ modes describe the qubit degrees of freedom of the circuit
with the following two-mode Hamiltonian
H0−π = 4E
θ
C(nθ − nθg)2 + 4EφCn2φ − 2EJ cos θ cos(φ− πΦext/Φ0) + ELφ2. (1)
Here, Eθ(φ)C = e
2/2Cθ(φ) denotes the charging energy corresponding to the θ (φ) mode with total
capacitance of Cθ(φ), EJ is the Josephson energy, EL = Φ20/4π
2L is the inductive energy of the
superinductor with inductance L, Φ0 = h/2e is the magnetic flux quantum (with e the electron charge
and h the Planck’s constant), Φext is the external magnetic flux threaded through the loop of the device,
nθg is the offset-charge bias due to the electrostatic environment, whereas nθ and nφ are the canonical
charge operators corresponding to the phase operators (in units of 2e). In the phase representation
of quantum electromagnetic circuits (22), the capacitive energies of the device determine the kinetic
energies of the modes, while the staggered double well potential of the 0− π qubit is realized by the
inductors and Josephson junctions (Fig. 1B).
Remarkably, the three physical modes of the 0− π circuit are analogous to the three fundamental
representatives of superconducting qubits: the transmon (23), the fluxonium (24) and the cavity (25).
Indeed, as Fig. 1C shows, the θ mode describes the superconducting phase difference across the
large shunting capacitors and the Josephson junctions, leading to a transmon-like behavior (23). On
the other hand, the φ mode corresponds to the phase drop across the Josephson junctions and the
superinductors, which features a fluxonium-type response (24). Finally, the ζ mode arises from the
phase difference across the superinductances and the shunting capacitors, resulting in a low-energy
harmonic mode.
As the intrinsic protection of the 0 − π qubit emerges from the interplay of its effective double-
well potential and the anisotropic kinetic energy of the modes (11–15), engineering the proper energy
scales in the 0− π qubit is crucial. We first consider the case of protection against energy relaxation,
which is provided by localizing the qubit wavefunctions in either the θ = 0 or in the θ = π valley
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(Fig. 1B). The circuit realizes a double-well potential with two fluxonium-like potentials, V (φ, θ =
0, π) = ∓2EJ cos(φ) + ELφ2, along the 0 and π valleys. The two potentials are displaced with
respect to each other such that the θ = 0 valley has a single minimum at φ = 0, whereas the θ = π
valley features two minima around φ ' ±π. Importantly, the potential energy difference between
the valleys (ELπ2) due to the quadratic inductive term corresponds approximately to the transition
frequency between the ground states of the two valleys, i.e., the logical qubit energy. To ensure that
the logical excited state is localized along the θ direction, first, the effective barrier height separating
the valleys (∼ 4EJ ) is required to be much larger than the qubit transition energy, which we realize
with EJ/EL ≈ 16. Second, as the tunneling amplitude between the valleys is exponentially reduced
with the ratio of barrier height and kinetic energy (23), we choose EJ/EθC ≈ 65.
As the 0 − π qubit couples to charge and flux degrees of freedom through the θ and φ modes,
we achieve protection from dephasing by taking advantage of the two-dimensional nature of the po-
tential to combine the beneficial parameter regimes of the transmon and fluxonium qubits. First, to
exponentially suppress the charge sensitivity of the qubit, we simply operate the compact θ mode in
the transmon regime with EJ/EθC ≈ 65 (23). Second, to overcome the flux sensitivity, we exploit the
avoided crossing of the two lowest-lying levels of θ = π valley to engineer a first-order-insensitive
magnetic sweet spot (Fig. 1D). Indeed, the presence of the φ → −φ symmetry at Φext = 0 accom-
panied by two local minima in the potential of the π valley leads to degenerate doublets, which are
hybridized due to the finite kinetic energy along the φ direction. Such hybridized (symmetric and
antisymmetric) states show a hyperbolic dispersion as a function of external flux and a first-order-
insensitive sweet spot at zero field (Fig. 1D). The gap size of the avoided crossing and consequently
the protection against flux noise, is proportional to the tunneling rate between the two local minima of
the π valley, therefore requiring a sufficiently large EφC . Ultimately, the θ and φ modes are rendered
heavy and light, respectively, by an anisotropic kinetic-energy ratio of EφC/E
θ
C ≈ 12.
Figure 1E shows the energy spectrum and wavefunctions of our 0 − π circuit in the absence of
external magnetic fields. In the 0 valley, the excitations are plasmon-like with wavefunctions similar
to those of an anisotropic, two-dimensional harmonic oscillator. The nodes of the wavefunctions
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appear first along the θ direction as the kinetic energy of the θ mode is much lower than that of
the φ mode. In the π valley, the states appear in symmetric-antisymmetric pairs, with nodes again
developing first along the θ direction. Inspired by the quantum numbers of natural atoms, we denote
low-lying energy levels as |njlm〉, where the first quantum number n = 0, π refers to the valley index,
l = s, p, d, f . . . specifies the number of the nodes of the wavefunction, and m = θ, φ determines the
orientation of the nodes. Finally, for the states in the π valley, the superscript j = +,−, refers to the
φ-parity of the state. In this work, we use the ground states of the two valleys, |0s〉 and |π+s 〉, as the
logical qubit states.
We fabricated the 0 − π device using conventional lithographic techniques in a two-dimensional
circuit-QED architecture (Fig. 2A and B). To probe the qubit using dispersive readout (26, 27), we
capacitively coupled it to a coplanar-waveguide cavity with resonant frequency ωc/2π = 7.328 GHz
and photon decay rate κ/2π = 1.6 MHz. As Fig. 2B shows, our primary goal for the circuit layout is to
implement the highly anisotropic nature of the kinetic energies of the θ and φ modes with two tightly
interdigitated niobium capacitors placed at a large distance from each other. Although this design
increases the susceptibility of the device to dielectric losses due to the extremely small gap between
the capacitor fingers (600 nm), it reduces the cross capacitances contributing to the light φ mode while
maintaining a large enough capacitance (C = 101 fF) for the heavy θ mode, yielding EθC/h = 92
MHz and EφC/h = 1.14 GHz. The two small Josephson junctions are double-angle evaporated Al-
AlOx-Al Dolan-type junctions with EJ/h = 6.0 GHz, and each superinductor is realized by an array
of 200 large Josephson junctions resulting in EL/h = 0.38 GHz. We choose a hybrid resonator-
coupling scheme where all four nodes of the qubit have considerable coupling capacitance to both
the centerpin of the resonator and the ground plane, which allows us to address both the φ and θ
modes in our measurements (28). The value of these coupling capacitances are carefully chosen to
realize sufficiently large coupling rates for the qubit operation while minimizing stray capacitances
associated with the light φ mode. Additionally, DC voltage-biasing the centerpin of the resonator
allows us to tune the offset charges on the islands of the device.
To map out the energy spectrum of the 0 − π qubit, we perform standard two-tone spectroscopy
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as a function of external magnetic flux and offset-charge bias. In the dispersive limit of circuit
QED (26,27), we can probe the excitation of various transitions by monitoring the transmission at the
cavity frequency while sweeping the frequency of a second spectroscopic tone. At low frequencies
(Fig. 2C), we detect the response of the harmonic ζ mode (29), while at higher frequencies the exci-
tations of the anharmonic qubit modes are probed (Fig. 2D to F). As expected, the spectroscopic data
obtained as a function of flux (Fig. 2D and E) reveal two types of transitions: intra-valley plasmon
transitions in the 0 valley, which are characterized by flat almost flux-independent dispersions, and
inter-valley fluxon excitations between the 0 and π wells, which have strong flux dependence. At
offset charge nθg = 0 (Fig. 2D), we observe two distinct sets of transitions corresponding to the odd
and even charge parity of the islands, which is the signature of the intermittent tunneling of unpaired
quasiparticles across the junctions (30–34). By contrast, at nθg = 0.25 (Fig. 2E), we observe only one
set of transitions, which indicates the insensitivity of the qubit to individual quasiparticle tunneling
events. The dependence of the transition frequency on the charge parity is more apparent when we
measure the qubit spectrum as a function of nθg (Fig. 2F). At low energies, the transmon-like exci-
tations have exponentially suppressed charge dispersions (23, 31), where we are unable to resolve
the different charge-parity states. At higher frequencies, however, eye-like patterns appear with dis-
persions up to ∼ 1 GHz due to the strong charge-sensitivity of the higher-lying levels. The spectral
weight of the transitions with opposite parity is equal, which implies that both parities occur during
the integration time of the spectroscopic measurements.
It is worth emphasizing that we find remarkable agreement between the simple two-mode Hamil-
tonian in Eq. (1) of the 0 − π qubit and the experimental data over the entire range of both offset
charge and external flux (solid dashed lines in Fig. 2D to F). The relatively simple theoretical model
not only captures accurately the energy level structure with at least 17 transitions and over a 12 GHz
frequency range, but also predicts the cavity-assisted sideband transitions and qubit transitions due
to thermal occupation of low-lying levels (28). This excellent agreement highlights that although the
0 − π artificial atom is constructed from the combination of 400 Josephson junctions and large ca-
pacitors, its effective dynamics is fairly simple, which is an inevitable requirement for a qubit to be
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implemented in a large scale quantum processor.
Owing to the exponentially small dipole matrix element between the ground states of the valleys
(|0s〉 and |π+s 〉), direct transitions between these protected states are strongly suppressed. To control
the qubit, we therefore take advantage of higher energy states with support in both valleys. These
levels, however, are more sensitive to offset charge: both the excitation energies and the transition
dipole elements are dependent on nθg.
We stress that higher-lying levels must have small charge dispersion and non-vanishing coupling
to both logical states to serve as ancillary states for qubit operation. To shed light on how to simulta-
neously satisfy these two requirements, we adopt a simple band-structure picture based on the analogy
between the periodic Coulomb potential of a solid crystal and the periodic potential of the compact θ
mode of the 0−π circuit (Fig. 3). By extending the 0−π potential beyond the θ ∈ [0, 2π) region, the θ
phase can be understood as describing the position along a fictitious one-dimensional crystal in phase
space (Fig. 3A), and the eigenfunctions are quasi-periodic Bloch states Ψng(θ, φ) (Fig. 3B and C).
In a tight-binding approximation, the charge dispersion takes the usual form ∆ε(nθg) ≈ 2t cos(2πnθg)
where t is the hopping matrix element between localized atomic (Wannier) states. Similarly, drive-
assisted transitions between qubit states can be expressed by transitions between neighboring Wannier
states (28).
We first focus on the charge dispersion of the higher-lying levels and establish that states located
mostly in the θ = π valley that are antisymmetric in φ are suitable intermediate levels for popula-
tion transfer between the logical states. To show this symmetry-protected charge insensitivity, we
carry out spectroscopic measurements as a function of nθg on the members of the |π±dθ〉 symmetric-
antisymmetric states (Fig. 3D). We find that while the symmetric state |π+dθ〉 exhibits a strong charge
dispersion, its antisymmetric partner |π−dθ〉 is almost offset-charge insensitive. This behavior is in
complete agreement with the tight-binding picture where the strongly localized |π−dθ〉 state (Fig. 3E)
results in a small hopping integral t− and a heavy flat band, in contrast to the light band associated
with the more delocalzied |π+dθ〉 state (Fig. 3F). We note that the different degrees of localization of
the atomic states with opposite φ parity can be attributed to the anisotropic kinetic energies of the
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modes. This important observation is the foundation of our protocol for coherent control of the 0− π
qubit where we use the charge-insensitive state |π−dθ〉 as the ancillary level.
Unitary control relying on higher energy states imposes a second demand on the ancillary level:
the transition matrix elements connecting the intermediate state to both logical states must be finite.
Intriguingly, in the 0− π circuit these matrix elements have an anomalous offset-charge dependence
with 4e periodicity, which is a manifestation of the Aharonov-Casher interference effect (28, 35–
38). To understand this feature of the inter-valley transitions, we again harness the tight-binding
approximation. In this picture (Fig. 3G and H), there are two paths for the coherent drive to excite
a fluxon transition: an initial Wannier state located in the 0 valley can be excited to a final Wannier
state in the π valley or in the −π valley (28), while transitions to more distant valleys are strongly
suppressed. The geometric phase (39) difference between the states in the ±π valleys leads to the
offset-charge dependent interference pattern of the matrix element related to the double-Cooper-pair
tunneling events.
We experimentally measure the drive-assisted interference effect on the charge matrix element to
find the optimal charge bias point of the 0 − π qubit. In our scheme (Fig. 3I inset), we monitor a
plasmon transition (|0s〉 → |0pθ〉) with a weak probe tone, while irradiating the qubit with a strong
coupler drive that addresses a fluxon transition (|0pθ〉 → |π−pθ〉). The purpose of the probe tone is to
map out the dressed states formed by driving the fluxon transition with the coupler tone. As Fig. 3I
shows, when the coupler drive is on resonance with the fluxon frequency, the transition is split into two
levels, known as the Autler-Townes doublet (40–42). The doublet is separated by the Rabi splitting
Ωc, which is proportional to the voltage amplitude of the drive and the dipole matrix element of the
transition. In fact, we observe a pair of Autler-Townes doublets for each offset-charge bias point (28),
corresponding to the even or odd charge states due to the aforementioned quasiparticle poisoning. By
keeping the drive strength constant and changing the induced bias nθg, we monitor the Rabi splitting of
the fluxon state to determine the behavior of the charge matrix element. This reveals an interference
pattern in excellent agreement with the theoretical calculations (Fig. 3J) and shows that the optimal
point for qubit operations is nθg = 1/4 where the Rabi frequency associated to both even and charge
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charge states coincide.
Having established the charge-dependent nature of the excited levels of the circuit and the optimal
charge operation point of the qubit, we now turn to the population transfer between the protected
ground states using the charge-insensitive |π−dθ〉 ancillary state. First, to unambiguously demonstrate
the existence of protected states, we again perform multi-tone spectroscopy between the lowest-lying
states of the valleys (|0s〉, |π+s 〉, |π−s 〉) and the ancillary level, which form a double Λ-configuration
(Fig. 4A inset). By strongly driving the system near the |π−dθ〉 ↔ |π±s 〉 transitions and probing
|0s〉 ↔ |π−dθ〉, we resolve two Autler-Townes doublets (Fig. 4A). These correspond to the dressed
states associated with the fluxon transitions of the lowest-lying symmetric |π+s 〉 and antisymmetric
|π−s 〉 states. This scheme enables us to map the excitations of the protected states without excessive
drive amplitudes. At finite detunings from the ancillary level, we observe the signature of stimu-
lated Raman transitions as a pair of lines with the slope of +1 when the frequency difference of the
probe and coupler tones is on resonance with the transitions of |0s〉 ↔ |π−s 〉 or |0s〉 ↔ |π+s 〉. In
the vicinity of Φext = 0 (Fig. 4B), the Raman transitions allow us to map out the hybridization gap
formed between the lowest-lying states |π±s 〉 of the θ = π valley . The spectroscopy data showcase a
magnetic-flux sweet spot and a hybridization gap of ∆H/2π ≈ 20 MHz for the disjoint levels. This
demonstrates that the 0−π circuit harbors protected qubit states, which can easily be coupled to each
other by an ancillary higher energy level.
We achieve coherent control of the qubit states using Raman gates via |π−dθ〉. To coherently trans-
fer the population between the |0s〉 and |π+s 〉 ground states, we use two simultaneous Gaussian-shaped
pulses with amplitudes Ωα and Ωβ . The frequencies of the pulses are chosen to link the two protected
ground states via the ancillary level, and have a detuning of ∆/2π from |π−dθ〉 (Fig. 4C inset). In this
Raman scheme, the two pulses and the truncated three-level system effectively exhibit two-level dy-
namics with only negligible occupation of the intermediate state (28,43). In this way, we demonstrate
Rabi oscillations between the protected ground states by first fixing the detuning of the pulses and
independently varying the amplitudes of the two drives (Fig. 4C). In this protocol (44), the largest
population transfer can be realized when the two amplitudes are equal (Ωα = Ωβ). In Fig. 4D, we
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show coherent manipulation by keeping equal drive amplitudes (Ωα = Ωβ = Ω) and varying the de-
tuning ∆ from the intermediate level, which results in oscillations in good agreement with an effective
Rabi amplitude of ΩR ∝ Ω2/∆ (28,43).
These time-domain measurements allow us to find the amplitudes for π and π/2 pulses between the
protected states to characterize the lifetime and coherence of the protected states. Energy relaxation
measurements yield T1 = 1.56 ± 0.1 ms, which is an order of magnitude improvement over current
state-of-the-art transmons (45) and comparable to the results reported on highly flux-sensitive heavy
fluxonium (20, 21). Moreover, Ramsey interferometry yields T2R = 8.5 ± 0.6 µs and Hahn echo
measurement results in T2E = 25.8 ± 1.4 µs at Φext = 0, which demonstrates first-order protection
against flux noise and an order of magnitude improvement for the coherence times of qubits with
disjoint suppport (20, 21). We anticipate that the coherence times and gate operations can be further
improved with future designs by increasing the kinetic energy anisotropy (for instance by moving
to a layered three-dimensional capacitor structure), reducing the susceptibility of the junctions to
quasiparticle poisoning, and taking advantage of optimal control techniques (46).
Our work demonstrates the experimental realization of an intrinsically error-protected 0 − π su-
perconducting qubit, opening new avenues for robust encoding of quantum information in artifi-
cial atoms. The ability to engineer eigenstates of a qubit Hamiltonian with disjoint support yields
prospects not only for the exploration of protected devices with superior coherence times, but also for
simulation of solid state systems and the exploration of fundamental physical phenomena.
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Fig. 1. The 0− π superconducting qubit and its energy level structure. (A) The circuit diagram
of the 0 − π qubit (11, 12). The circuit has one closed loop with four nodes connected by a pair
of Josephson junctions (EJ , CJ ), large capacitors (C) and superinductors (L). (B) Left panel: the
V (θ, φ) double-well potential landscape of the circuit in the absence of magnetic fields. The ground
state of the 0 valley is localized along θ = 0 (middle panel), while the lowest-lying state of the π
valley along θ = π (right panel). The line cuts along the two valleys in the φ direction show that the
potential resembles a fluxonium potential. (C) The four modes of the 0− π circuit with colors of the
nodes indicating the sign of normal-mode amplitudes. (D) Left panel: schematic of the symmetric
and antisymmetric ground states of the π valley. The hybridization of these states leads to a magnetic
sweet spot (right panel). (E) The two-dimensional wavefunctions of the eigenstates, which are located
mostly in the 0 (left) or in the π (right) valleys. Middle panel: linecuts of the potential along φ = 0







































































































































Fig. 2. Circuit QED with the 0− π qubit. (A) Schematic of the capacitive coupling scheme between
the qubit and the transmission-line resonator. The capacitances between the four nodes of the circuit
and the resonator determine the effective coupling capacitances for the modes. (B) False-color optical
image of the 0− π device with colors referring to the four nodes of the circuit. GND: ground plane
of the resonator; V0: centerpin of the resonator; JJ: Josephson junction; JJA: Josephson junction
array. (C) The spectroscopic response of the harmonic ζ mode. Solid line shows the fit (29) with
quality factors of Qζext = 41, 600 and Q
ζ
int = 42, 500. (D to F) Transmission and spectroscopy
measurements (background subtracted) of the 0− π qubit as a function of external magnetic field
(D) at nθg = 0.0/0.5 and (E) at nθg = 0.25, and as a function of offset-charge bias (F) at Φext = 0.
The transmission measurements around 7.3 GHz (yellow-pink) show negligible dependence of the
cavity resonance on external parameters. The spectroscopic data (green-blue) demonstrate the energy
level structure of the 0− π qubit, which is in excellent agreement with a coupled resonator-qubit
theoretical fit (dashed lines). The result of the fit is plotted over only the positive side of the data for
clarity. The low-energy fluxon transitions are not visible in the spectroscopy data due to the small
dipole elements.
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Fig. 3. Symmetry-induced offset-charge insensitivity and drive-assisted Aharonov-Casher ef-
fect. (A) The extended potential of the 0− π circuit with red dashed lines indicating the border of
the phase unit cells. (B and C) The eigenstates are Bloch-waves Ψ(θ, φ), which are shown for the
|π±dθ〉 pair at nθg = 0.5. (E and F) The antisymmetric Wannier wavefunction Φ−(θ, φ) is significantly
more localized than the symmetric state Φ+(θ, φ), leading to a decreased hopping rate between adja-
cent unit cells: t−  t+. (D) Spectroscopic measurement of the charge dispersion of the |π±dθ〉 pair
(dashed lines show the same theoretical fit as in Fig. 2D to F). The antisymmetric state has suppressed
charge sensitivity compared to the symmetric state in agreement with the different hopping rates. (G)
Fluxon transition in the extended picture showing that a state located in the 0 valley can be excited
to the valleys at ±π. (H) Wannier function of the initial state |0pθ〉 located in the 0 valley and the
final state |π−pθ〉 located in the π valley or in the −π valley. The state in the −π valley has a non-zero
geometric phase due to the quasiperiodic boundary conditions (28). (I) Autler-Townes spectroscopy
between |0s〉, |0pθ〉 and |π−pθ〉 at ng = 0.1 [dashed lines show the fit based on Rabi splitting of lev-
els (28)]. (J) The extracted Rabi splitting as a function of charge bias and the theoretically expected
coupling rate g/2π between the levels, which demonstrates the interference pattern with | cos πnθg|
























































T1 = 1.56 ms ± 0.1 ms









T2R = 8.5 µs ± 0.6 µs









































Fig. 4. Mapping and coherent control of protected quantum states. (A) Autler-Townes spec-
troscopy (background subtracted) between the ground states of the 0 − π qubit using the ancillary
|π−dθ〉 level. Inset shows the continuous drive scheme. (B) Raman spectroscopy at the detuning of
∆/2π = -30 MHz from the ancillary level [red dashed line in (A)] as a function of external magnetic
field, which demonstrates a magnetic sweet spot for the disjoint ground states. (C and D) Coherent
Rabi oscillations between the protected ground states |0s〉 and |π+s 〉 obtained by using two, overlap-
ping Gaussian pulses with width of 4σ. (C) The measured homodyne voltage VH as a function of
drive amplitudes at a fixed detuning (∆/2π = -3 MHz, σ = 1 µs), and (D) VH as a function of detun-
ing at equal drive amplitudes (Ω1 = Ω2, σ = 0.8 µs). The maximum population transfer occurs when
the two drive amplitudes are equal. The dashed lines in (D) show a fit according to the effective Rabi
rate of the Raman pulses. (E to G) Relaxation, Ramsey and spin-echo measurements of the protected
|π+s 〉 state, with insets showing the pulse scheme (∆/2π = -4 MHz and σ = 200 ns). All data were
taken at nθg = 0.25 charge bias point.
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1 Materials and Methods
1.1 Sample fabrication
The device was fabricated on a 530 µm thick, polished c-plane sapphire substrate, on which 200
nm thick niobium was sputtered using an AJA superconducting deposition system. We used optical
lithography to define the resonators and shunting capacitances. AZ1505 positive photoresist was
spun on the chip, baked at 95◦C for 1 min and patterned using the 2 mm write-head of a Heidelberg
DWL66+ tool. After developing the chip in AZ300MIF for 1 min and rinsed in running DI water
for ∼1 min, the sample was dry-etched in PlasmaTherm APEX SLR using the mixture of CHF3, O2,
SF6, Ar gases (with 40:1:15:10 ratios). The photoresist was stripped by Microposit Remover 1165
and solvent-cleaned by toluene, acetone, methanol, isopropanol involving sonication and a nitrogen
blow-dry. For electron-beam lithography, we span MMA/PMMA bilayer on the chip (baked for 2 +
30 min at 175◦C), evaporated 40 nm thick anticharging aluminum layer, and diced the sample into
single chips. We exposed the Josephson junctions in a 125 keV Elionix e-beam system (at beam
current of 1 nA and aperture of 60 µm). The anticharging layer was removed by soaking the chip in
MF319 for 3 min and the e-beam resists were developed in the 1:3 mixture of methyl isobutyl ketone
(MIBK) to isopropanol for 50 sec and pure isopropanol for 10 sec. The Josephson junctions were
double-angle-evaporated in a Plassys e-beam-evaporator system with base pressure less than 10−7
mbar. Before the evaporation, an in-situ argon ion beam etch was used to clean the surface of the
sample. We evaporated 20 nm + 50 nm thick Al layers at a rate of 0.4 nm/s and oxidized the first layer
for 10 min at 200 mbar in a 15% oxygen-in-argon environment to realize the tunnel junction. The Al
layer was lift-off in PG Remover at ∼70◦C and cleaned with isopropanol.
The device was placed in a copper PCB and wirebonded (Fig. S1). An off-chip copper coil was
attached to the PCB. The sample holder had an aluminum shield (covered with Eccosorb CR-124 and
wrapped with thin Mylar layers) and an outer mu-metal shield. The sample holder was attached to



























1 mm1 mm 10 μm
Fig. S1: (A) Optical image of a wire-bonded 0 − π device mounted into the sample holder. (B)
Image of the 7 mm x 7 mm chip showing the resonator with its coupling capacitors and the qubit. (C)
Enlarged image of the middle region of the 0 − π device, which displays the pairs of superinductors
and Josephson junctions.
1.2 Finite-element simulation of the capacitances
As mentioned in the main text, realizing the proper capacitance values in the 0 − π circuit is a key
requirement to achieve the protected regime. The large shunting capacitance in the circuit is denoted
by C, while the cross capacitance between the nodes enclosing the superinductances (Josephson junc-
tions) is CxL (C
x
J ). In our design, all four nodes are coupled to both the centerpin (C
i
r) and the ground
plane (Ci0) of the resonator (Fig. S3). We used ANSYS Maxwell electromagnetic field simulation
software to determine the capacitance values in the circuit, which are summarized in Table S1. These
parameters (with the assumptions of dielectric constant εr = 10.7 for sapphire, CJ = 2 fF and EL =
0.38 GHz) results in energy scales of EθC/h = 88 MHz, E
φ
C/h = 1.02 GHz and ωζ/2π = 742 MHz,
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Fig. S2: Wiring diagram of the cryogenic- and room-temperature measurement setup.
3
1.3 Spectrum fit
Here we describe the multivariate fit to the experimental data based on a detailed theoretical model


















Fig. S3: Full capacitance network of the 0 − π device. Red (blue) colors indicate coupling to the
centerpin (ground plane) of the resonator.
gate (Cir) and ground (C
i
0) capacitances for nodes i ∈ [1, 4]. In the flux node basis {Φi}, the circuit
Lagrangian takes the form
LΦ = Φ̇T ·
CΦ
2
· Φ̇− Φ̇T ·Cr ·VΦ − U(Φ,Φext), (1)
where Φ = (Φ1, . . . ,Φ4)T , CΦ is the capacitance matrix of the circuit (including gate and ground
capacitances), VΦ = Vr(1, 1, 1, 1)T is a voltage-drive vector defined in terms of the resonator voltage,
Vr, Cr = diag(C1r , . . . , C
4
r ) is the gate capacitance matrix, and U(Φ,Φext) is the potential energy
corresponding to the Josephson junctions and inductances of the circuit. More precisely, the circuit




C1 −CJ −C 0
−CJ C2 0 −C
−C 0 C3 −CJ




where Ci = CJ + C + Cir + C
i
0 for i ∈ [1, 4]. We now move to the 0 − π mode basis defined by






−1 1 −1 1
−1 1 1 −1
1 1 −1 −1
1 1 1 1

 . (3)
Under such a transformation, Eq. (1) becomes
LΘ = Θ̇T ·
CΘ
2
· Θ̇− Θ̇T · C̃r ·VΘ − U(Θ,Φext), (4)
where CΘ = (R−1)T ·CΦ ·R−1 and C̃r = (R−1)T ·Cr ·R−1 are the transformed capacitance matrices,
and VΘ = R · VΦ is the voltage-drive vector expressed in the 0 − π mode basis. By performing a
Legendre transformation, we arrive at the circuit Hamiltonian
H = (qΘ + C̃r ·VΘ)T ·
C−1Θ
2
· (qΘ + C̃r ·VΘ) + U(Θ,Φext), (5)
where qΘ = ∂LΘ/∂Θ̇ is the conjugate charge vector operator. Note that Eq. (5) can be split as







· qΘ + U(Θ,Φext), (7)
is the undriven 0− π qubit Hamiltonian and
Hdrive = q
T
Θ · (C−1Θ · C̃r) ·VΘ, (8)
is the drive term.
While all circuit details are taken into account in Eq. (6), the spectrum fit that is presented in the
main text aims to provide the simplest possible accurate description of the device Hamiltonian. Thus,
in order to simplify our treatment, we implement a few approximations. In particular, we omit any
coupling to the ζ and Σ modes, neglecting a potential capacitive interaction between these and the
qubit modes and reducing the qubit Hamiltonian to
H0−π ' 4EφCn2φ + 4EθC(nθ − ng)2 + h̄gφθnφnθ + U(Θ,Φext). (9)
Here, EφC = e
2/2Cφ and EθC = e
2/2Cθ are the charging energies of the φ and θ modes and h̄gφθ
is the strength of a capacitive interaction between these modes due to the asymmetry of the circuit
capacitance matrix. Accordingly, we also approximate Eq. (8) by
Hdrive ' (βφnφ + βθnθ)× 2eVr, (10)
5
where βφ and βθ are capacitive coupling ratios for the φ and θ modes. We moreover set gφθ → 0 in
Eq. (10), eliminating one fit parameter. We observed, however, that deviations from gφθ ' 0 within
bounds given by finite-element estimations of the coupling capacitance do not significantly modify
the quality of the fit.
For the multivariate fit, we treat all energy and coupling variables as fit parameters, includingECφ ,
ECθ , βφ, βθ and those in the potential energy
U(Θ,Φext) = −2EJ cos θ cos(φ− πΦext/Φ0) + ELφ2 + EJdEJ sin θ sin(φ− πΦext/Φ0), (11)
defined in terms of the junction energy EJ , the superinductance energy EL and the relative junction-
energy asymmetry dEJ . The fit also incorporates the resonator mode with nominal impedance Zr =
50 Ω and frequency fr ' 7.35 GHz parameters, for which the voltage operator reads




2hf 2rZr for a λ/2 resonator, and a and a
† are the respective harmonic-oscillator
ladder operators. The fit takes into account two sets of data corresponding to a sweep of the magnetic
flux for the offset charges ng = 0.0 and ng = 0.25. A single error metric measures the distance
between the result of the exact diagonalization of the qubit-resonator Hamiltonian and both data sets.
The result of the fit is shown in Fig. S4A and B (in addition to the figures in the main manuscript) and
the fit parameters are provided in Table S2. These parameters are in excellent agreement with those
expected from a finite-element simulation of the device.
EφC/h E
θ
C/h EJ/h EL/h dEJ βφ βθ
1.142 0.092 6.013 0.377 0.1 0.27 6.6× 10−3
Table S2: Result of the multivariate fit to the experimental data. All energy parameters are given in
GHz units.
We find an excellent agreement between the theoretical model and the experimental data, both for
ng = 0 and ng = 0.25. As Fig. 2 of the main text shows, the obtained parameters also describe the
transitions at ng = 0.5, and generally, the entire charge dependence of the levels. In Fig. S4C, we also
show that additional features in the spectroscopy data can be explained by transitions between the
thermally occupied fluxon states to higher levels. Furthermore, the theoretical model not only cap-
tures accurately the qubit transitions, but also the cavity-assited sideband transitions. Since the latter
transitions were not originally taken into account for the fit, this fact provides further confirmation of
the validity of the theoretical model.
2 Supplementary text
2.1 Tight-binding approximation
In the main text, we introduced a tight-binding model to explain the charge dependence of the fluxon










































































Fig. S4: Spectrum fit of the 0 − π device. (A) and (B) correspond to the cases of ng = 0 and
ng = 0.25, respectively. The experimental data used for the fit are displayed by colored circles while
the theory results are given by the black dashed lines. Note that some of the qubit transitions are
invisible in the experiment due to exponentially small matrix elements or vanishing dispersive shifts.
The transition around 7.35 GHz corresponds to the readout resonator. (C) Overlay of the transitions
predicted by our model on the experimental data by assuming thermal population of the lowest two
levels in the π valley, which explains the origin of the bright transitions in the spectrum (ng = 0.25).
(D) A set of cavity-assited sideband transtions that are also captured by the theory model (ng = 0.25).
We present a bottom-up approach considering first the case of a charge-sensitive transmon, after which
we focus on the case of the 0− π qubit.
To make the connection between a charge-sensitive qubit and a periodic lattice, we briefly review
the definitions of Bloch states and Wannier states in solid-state physics. The single-particle Hamilto-




∂2x + V (x), (13)
where m is the mass of the electron and h̄ is the reduced Planck constant. The eigenstates belonging
to a single band are quasi-periodic Bloch states Ψk(x) = eikxuk(x), where uk(x) is a lattice periodic
function and k is the crystal-momentum.








where N is the number of sites in the lattice. An advantage of using Wannier functions is that they
provide a natural choice for localized, orthonormal atomic states. The Wannier functions are non-
unique due to the unconstrained phase degree of freedom of the Bloch electrons. However, there
exists only one maximally localized Wannier wavefunction that is real, exponentially localized and
symmetric or antisymmetric (48).
We can express the Bloch states as a function of the Wannier states corresponding to different







The energy of the eigenstates as a function of momentum can be approximated by the well-known
tight-binding dispersion relation of εk = ε0 + 2t cos ka, where the energy scales are related to the
localized Wannier functions as ε0 =
∫
dxΦ∗(x)HΦ(x) and t =
∫
dxΦ∗(x− a)HΦ(x).
Charge-sensitive transmon We now consider the case of the offset-charge sensitive transmon qubit
H = 4EC(i∂θ − ng)2 − EJ cos θ, (16)
where EC is the charging energy and EJ is the Josephson energy. The pth eigenstate of this Hamilto-










ng(θ + 2π). (18)
Next, we perform a gauge transformation defined by the unitary U = eingθ, in order to eliminate the
offset-charge dependence of the transmon Hamiltonian which becomes




We note that, in this gauge, the transmon Hamiltonian [Eq. (19)] is identical to the Hamiltonian of
a one-dimensional crystal [Eq. (13)]. Therefore, the eigenstates of Eq. (19) are also quasi-periodic
Bloch waves.
In analogy to the solid state case, we introduce the Wannier functions for the transmon qubit by
Fourier transforming the Bloch states in ng







where l is an integer that corresponds to the number of the unit cell where the Wannier function is






ei2πl·ngΦp(θ − 2πl). (22)
The ng dispersion of the low-lying transmon energy levels is determined by the hopping matrix
element: εpng = ε
p
0 + 2t




dθΦp∗(θ)HΦp(θ) and tp =
∫
dθΦp∗(θ− 2π)HΦp(θ).
Next, we consider the charge matrix element npq = 〈up|i∂θ|uq〉 in the tight-binding approxima-
tion. Since the states are assumed to be localized, we only consider the contribution of two states





Φq(θ) + Φq(θ + 2π)e






Φq(θ) + Φq(θ + 2π)e
−i2πng + Φq(θ − 2π)ei2πng
)
, (23)




















The matrix element can be written as
〈up|i∂θ|uq〉 = (ηC1 + ηL1e−i2πng + ηR1 ei2πng) + ng(ηC0 + ηL0e−i2πng + ηR0 ei2πng). (24)
We now consider the case where Φp and Φq have the same parity. It follows then, that ηC0 = η
C
1 = 0,
ηL1 = −ηR1 , and ηL0 = ηR0 . The matrix element thus simplifies to
|〈up|i∂θ|uq〉| = | − 2iηL1 sin 2πng + 2ngηL0 cos 2πng|. (25)
Since the states are all localized in the corresponding wells, the part that contributes to the integral is
the tail of the wavefunction. Assuming the tail is of Gaussian type exp(−θ2), we have |ηL1 |  |ηL0 |,
and the matrix element is further simplified
|〈up|i∂θ|uq〉| = |2ηL1 sin 2πng|. (26)




1 , and η
L
0 = −ηR0 . The
matrix element is then
|〈up|i∂θ|uq〉| = |ηC1 + 2ηL1 cos 2πng − 2ingηL0 sin 2πng|. (27)
Taking into account |ηC1 |  |ηL1 |  |ηL0 |, we have
|〈up|i∂θ|uq〉| = |ηC1 + 2ηL1 cos 2πng|. (28)
9




C(nθ − nθg)2 + 4EφCn2φ + V (θ, φ). (29)
The up(θ, φ) eigenstates of the 0−π Hamiltonian are 2π-periodic in θ as up(θ, φ) = up(θ+2π, φ). We
define the Bloch states again as Ψpng(θ, φ) = e





e−i2πl·ngΨpng(θ, φ), where l is an integer.
The low-energy levels are either localized in the 0 or in the π-valley, which we here explicitly
note by a superscript: u0p(θ, φ) and u
π
p (θ, φ). We also distinguish between Wannier wavefunctions
localized in the two different valleys by introducing
Φ0p(θ, φ) = Φp(θ, φ), (30)
Φπp (θ, φ) = Φp(θ + π, φ), (31)
which are centered around the center of the 0 and π valley, respectively.
Next we consider the charge matrix elements 〈u0p|i∂θ|uπq 〉 and 〈u0p|i∂φ|uπq 〉. Since the states are
assumed to be localized either in the θ = 0 or θ = π well, we only consider the contribution of two
states being the nearest neighbours, i.e. for l component of u0p, we only keep l, l + 1 components of
uπq . The matrix elements are then










Φπq (θ − π, φ) + Φπq (θ + π, φ)e−i2πng
)
, (32)




Φπq (θ − π, φ) + Φπq (θ + π, φ)e−i2πng
)
. (33)
































q (θ − π, φ).
The matrix element thus can be written as
〈u0p|i∂θ|uπq 〉 = (ηL1e−i2πng + ηR1 ) + ng(ηL0e−i2πng + ηR0 ), (34)
〈u0p|i∂φ|uπq 〉 = ηLe−i2πng + ηR. (35)
The dipole matrix elements can be further simplified depending on the parities along the θ and
φ directions, which eventually leads to the charge dependence of the fluxon dipole matrix elements
summarized in Table S3. The plasmon transition in the 0 − π qubit is similar to the case of the
















Πθi = −Πθj ,
Πφi = −Πφj
|〈i|i∂θ|j〉| | sin πng| | cos πng| 0 0
|〈i|i∂φ|j〉| 0 0 | cos πng| | sin πng|















Πθi = −Πθj ,
Πφi = −Πφj
|〈i|i∂θ|j〉| | sin 2πng| |1 + ε cos 2πng| 0 0
|〈i|i∂φ|j〉| 0 0 |1 + ε cos 2πng| | sin 2πng|
Table S4: Matrix elements for plasmon transition.
2.2 Population transfer in the two-tone Raman pulse scheme
We model the Raman pulse scheme in the 0 − π qubit by truncating the energy level structure to the
ground states of the valleys |0s〉, |π+s 〉 and the intermediate level |π−dθ〉. For simplicity, we relabel
these levels by |0s〉 → |0〉, |π+s 〉 → |2〉 and |π−dθ〉 → |1〉 (see Fig. S5A). We first consider the unitary
evolution of this Λ-system driven by two classical fields (44)
H/h̄ = ω1σ11 + ω2σ22 + [Ωα cos (ωαt)σ01 + Ωβ cos (ωβt)σ12 + h.c.] , (36)
where ω0 = 0 < ω2 < ω1 are the eigenfrequencies of |0〉, |2〉 and |1〉, respectively, ωα and ωβ are
the frequencies of the drive tones with amplitudes Ωα and Ωβ , respectively, while σij = |i〉〈j| for
i, j ∈ [1, 2, 3]. We moreover assume that the α (β) drive addresses only the |0〉 ↔ |1〉 (|1〉 ↔ |2〉)
transition.
Moving to a rotating frame where the drives are equally detuned from the ancillary level |1〉, i.e.
ωα = ω1 − ∆, ωβ = ω1 − ω2 − ∆, and performing the RWA approximation, Eq. (36) takes the
time-independent form of












∆2 + Ω2α + Ω
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and correspond to the dressed states
|Ψ0〉 = −Ωβ|0〉+ Ωα|2〉,
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Fig. S5: (A) Schematic representation of three 0 − π qubit levels coupled to two microwave drives
forming a Λ-system. (B to D) Level population as a function of the drive amplitudes based on the
analytical results of the time-evolution of the system (t = 6.7 µs, ∆/2π = 20 MHz). (E) Level
population as a function of time based on the exact results for the effective two level system (Ωα/2π =
Ωβ/2π = 5 MHz, ∆/2π = 20 MHz). (F to H) Results of the numerical simulation for two Gaussian
pulses with σ = 1 µs, ∆/2π = 3 MHz, relaxation rates of Γ10/2π = Γ12/2π = 100 kHz and dephasing
rate of Γφ1/2π = 500 kHz.
respectively.
We assume that the system at t = 0 is initialized in the |0〉 state when the drives are instantaneously
turned on (square pulse). The time-evolution of the system can be obtained by using a basis transfor-






















































Fig. S5E shows the level populations as a function of time for Ω1 = Ω2. We observe Rabi oscilla-
tions between the two ground states |0〉 and |2〉 with only a negligible population in the intermediate
level |1〉. Interestingly, the Rabi oscillation features a superimposed low amplitude, high frequency
12
modulation (44). We note that adiabatic elimination of the intermediate level in the vicinity of equal
drives Ω1 ≈ Ω2 leads to an effective two-level system (43) with Rabi rate of ΩR = Ω1Ω2/2∆. This
effective model is in good agreement with the exact analytical solution (dashed and dotted lines in
Fig. S5E).
Fig. S5B to D show the level population at a given time as function of the drive amplitude and
detuning, similar to the pulsed measurements carried out in our experiment. The results show that
maximal population transfer between |0〉 and |2〉 is possible when the drives are equal.
Additionally to the exact solutions, we carried out numerical simulations using the QuTiP software
package (47) to solve the time evolution of the system involving Gaussian-shaped pulses and decay
mechanisms using a Lindblad Master-equation solver. The result of the numerical simulation is in
very good agreement with our experimental findings, see Fig. 4C and Fig. S5F to H.
2.3 Coherence times as a function of external flux
We mapped out the flux-dependence of the coherence times of the logical qubit states in the close
vicinity of Φext = 0 (Fig. S6). The data demonstrate that the Ramsey coherence times have strong











Fig. S6: Measured T2R and T2E values around the magnetic sweet spot. Dashed lines are a guide to
the eye.
2.4 Autler-Townes spectroscopy as a function of the offset charge
For completeness, we report all measured Autler-Townes spectroscopy maps obtained at different
offset-charge bias, in addition to the one presented in Fig. 3I. As discussed in the main text, we use
a strong drive to dress the |0pθ〉 ↔ |π−pθ〉 transition. Denoting the qubit transition by ωq, the coupling
rate by Ωc and the coupler drive frequency by ωc, the dispersion of the dressed states takes the form
of ε± = (ωq − ωc)±
√













































































































Fig. S7: Raw data of the Autler-Townes spectroscopy as a function of the offset-charge. Black and
red dashed lines show the least-squares fit to the data in case of odd and even charge parity.
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Chapter 6
Probing superinductances via the
fluxonium qubit architecture
6.1 Multimode theories for nonlinear high-impedance modes
Strictly speaking, superconducting quantum circuits are described by an infinite number of
electromagnetic modes. However, physical reasons often allow us to reduce the number of
modes that need to be taken into account to model such devices, for instance by introduc-
ing frequency cutoffs [6]. A general method for deriving multimode circuit Hamiltonians
is to split the energy contribution of the circuit elements into a linear and a nonlinear part
[43, 107]. The linear part defines the normal modes of the circuit that can be determined
without the need of a quantum theory. In most cases, the normal modes are a good start-
ing point to quantize the problem. By promoting the normal-mode variables to quantum
operators, the nonlinear part of the circuit Hamiltonian can be expanded in this basis. This
general procedure can be used to treatweakly anharmonic devices embedded in 3D cavities
[43, 108] or arbitrary microwave environments [109, 110], in addition to strongly nonlinear
multimode circuits [73, 107, 111, 112, 113, 114]. As shown below, the resulting multimode
theory can be truncated to a finite number of modes that describe efficiently the effect of
the nonlinearities in the circuit.
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Figure 6.1 Nanowire-superinductance fluxonium qubit coupled to a lumped-element res-
onator. We include the complete capacitance network that is relevant for the ex-
perimental setup in Ref. [73]. The nanowire is illustrated as a transmission line
where ψ(x, t) is a field operator corresponding to the flux.
6.1.1 Hamiltonian of the nanowire-superinductance fluxonium qubit
Wenow illustrate the application of the normal-mode framework to the case of a fluxonium
qubit composed of a nanowire superinductance. The essential ingredients in the deriva-
tion that follows have been key to explain the experiment of Ref. [73], that we present in
Sect. 6.2. Let us consider the circuit in Fig. 6.1, which shows a fluxonium qubit (bottom)
capacitively coupled to a lumped-element LC resonator (top). The circuit also includes
spurious ground and stray capacitances that are important to describe the experimental
setup accurately. The black-sheep junction of the fluxonium qubit has energy (inductance)
EJ (LJ) and capacitance CJ , and it is shunted by a capacitance C. The nanowire superin-
ductance is treated as a high-impedance transmission-line of length 2l (light blue), which
extends from x = −1 to x = +1, where x = x/l ∈ [−1, 1] is a dimensionless coordinate
along the nanowire. Moreover, the nanowire is assumed to be homogeneous, with plasma
frequency ωp and distributed capacitance Cs/2l and inductance Ls/2l, where Cs and Ls
are the total ground capacitance and inductance of this device. As pointed out below, this
theory can also describe nanowires with disorder if a simple modification is made. The in-
trinsic nonlinearity of the nanowire is however neglected, as it can bemade small by design
[78].
Let us first analyze the subsystem defined by the fluxonium circuit. Under the above














where ψ(x, t) is a (continuous) flux degree of freedom (see Fig. 6.1). Introducing the dif-
ferential operator
C[ f (x, t)] = (Cs/2) f (x, t)−
1
ω2p(Ls/2)
∂2x f (x, t), (6.2)
the Euler-Lagrange equation for Eq. (6.1) is the generalized wave equation
Cψ̈(x, t) = 1
(Ls/2)
∂2xψ(x, t), (6.3)






where kω is a dimensionless wave vector, ωs = 1/
√
(Cs/2)(Ls/2) is a characteristic fre-
quency, and ω < ωp. We note that disorder in the nanowire simply leads to a different
dispersion relation.
While Eq. (6.3) holds in the bulk of the nanowire, the field operator is subject to the
boundary conditions that are imposed by the rest of the circuit. To determine these bound-
ary conditions, it is useful to write a lattice (or lumped-element) model for the nanowire,
which consists of an array of small LC circuits and ground capacitances as illustrated in
Fig. 6.1. By writing the equations of motion for the node operators of the lattice that cor-
respond to the boundaries of the nanowire and taking the continuous limit, one finds the
effective boundary conditions for the field
(C + ∂C) · φ̈ + (L−1 + ∂L−1) ·φ = 0, (6.5)
where φ = (φ−1, φ+1) ≡ (ψ(−1, t), ψ(+1, t))T is the field amplitude at the boundaries.
Here, C = diagx=∓1
(
∑α=a,b Cg,xα + C0,x + CJ + C
)
− (CJ + C)σx and L−1 = (1− σx)/LJ
are, respectively, the capacitance and (inverse) inductance matrices of the fluxonium cir-
cuit, and ∂C = diag(x ∂x)|x=∓1/[ω2p(Ls/2)] and ∂L−1 = diag(x ∂x)|x=∓1/(Ls/2) are diago-
nal matrices that enforce the boundary conditions.
Wenowconsider a normal-mode solution to Eq. (6.5) of the formψm(x, t) = ξm(t)um(x),
where ξm(t) ∼ e−iωmt is a time-dependent amplitude and
um(x) = Am cos(kmx) + Bm sin(kmxm), (6.6)
is the spatial profile of the normal-mode function along the nanowire. Note that Eq. (6.6)
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incorporates both right- and left-propagating waves for km > 0. Inserting this Ansatz in
Eq. (6.5) leads to the condition
[−ω2m(C + ∂C) + (L−1 + ∂L−1)] · um(x) = 0, (6.7)
where um(x) = (um(x = −1), um(x = +1))T is a vector composed by the normal mode
function Eq. (6.6) evaluated at the boundaries x = ±1. Equation (6.7) determines the
normal modes of the circuit. Indeed, by expressing km in terms of ωm using the disper-
sion relation Eq. (6.4), Eq. (6.7) can be put in the form M(ωm) · (Am, Bm)T = 0, where
M(ωm) is a 2 × 2 matrix. The normal-mode frequencies are determined by the condi-
tion det[M(ωm)] = 0 ensuring nontrivial solutions to the this system of equations, while
(Am, Bm)T follows from the null space of M(ωm). Finally, it can be shown that the mode
functions {um(x)} obey the orthogonality conditions [112]
















n(x)/(Ls/2) ≡ L−1m δmn, (6.9)
where (CmLm)−1 = ω2m. Equations (6.8) and (6.9) can be used to normalize the coefficients
{Am, Bm}.
We have now completed the first part of the derivation, which requires to find the circuit
normal modes. Next, we aim to write the circuit Hamiltonian in this useful basis. To this
end, we first consider the Lagrangian of the circuit. Expanding the nanowire field operator
in the normal mode basis as
ψ(x, t) = ∑
m
ξm(t)um(x), (6.10)
inserting this definition in Eq. (6.1) and incorporating the readout resonator to the model,






























where ∆ψ = ψ(−1, t)− ψ(1, t), δψ = ∆ψ + Φext, and Cα = ∑x=∓1 Cg,xα + C0,α are effective
capacitances for α = {a, b}. Here, Cr and Lr are the inductance and capacitance of the
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lumped-element resonator. Assuming that there exists some circuit-element disorder, all
nanowire modes have a nonzero phase drop ∆um = um(−1) − um(1) across the black-
sheep Josephson junction. We can thus rewrite Eq. (6.11) in terms of the new flux operators

































wherewe have introduced the resonatormodes φ± = φa±φb, eliminated the cyclic variable















for the normal modes, C̃r = (Ca + Cb)/4 + Cr for the resonator, and ∆Cg,x = (Cg,xa −
Cg,xb)/2 for the coupling capacitances.
Having obtained Eq. (6.12), it is now straightforward to derive the circuit Hamiltonian.




















and need to be inverted to find φ̇m = φ̇m({qm}, q−) and φ̇− = φ̇−({qm}, q−). Doing this,













































where we have defined the effective capacitance









Equation (6.15) is a complete multimode model for the device in Fig. 6.1. The first
line of this full circuit Hamiltonian includes the multimode fluxonium Hamiltonian and
the readout resonator. The second line contains a multimode qubit-resonator capacitive
interaction. The third line represents a capacitive coupling between the fluxonium modes,
which is due to the resonator and only second order in the coupling capacitances. We ob-
serve that we have been able to extend this formalism to a general superconducting circuit
including distributed circuit elements, such as the nanowire in Fig. 6.1, and any number
of Josephson junctions with arbitrary connectivity. For reasons of brevity, however, these
results will be reported elsewhere. The next section suggests a proper truncation of the
multimode Hamiltonian.
6.1.2 Truncating the multimode Hamiltonian to a finite number of modes
So far, the model in Eq. (6.15) considers an infinite number of degrees of freedom. To ob-
tain a tractable description, we now truncate the number of modes that are kept in this
theory. The reasons for the existence of a proper truncation can be made clear with the
help of Fig. 6.2. There, we consider the mode structure of a granular Aluminum device
fabricated in the group of Andrew Houck at Princeton University. This fluxonium device
is coupled to a lumped-element readout resonator as in Fig. 6.1. Figure 6.2 (a) shows the
normal-mode frequency as a function of the mode number. As a result of the large plasma
frequency of granular Aluminum nanowires [78], the frequency scale is also large. Note
that there are only about three modes below the experimentally relevant frequency range
ω/2π . 12GHz. Physical intuition suggests that higher frequency modes would not sig-
nificantly affect the low-frequency spectrum. More importantly, Fig. 6.2 (b) shows the ef-
fective mode impedance z̃m =
√
L̃m/C̃m/RQ as a function of the mode number. Since the
mode operator scale as φm ∼
√
z̃m, the rapid decay of z̃m indicates that the multimode cou-
pling in Eq. (6.15), due to the black-sheep junction, becomes negligible as themode number
increases. Thus, high-frequency modes are more linear and effectively decouple from the
low-frequency (and high-impedance) modes.
To see this more clearly, Fig. 6.2 (c) shows the low-frequency energy spectrum of the
device, which is computed considering the first three normal modes. The highly anhar-
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monic fluxonium transitions are due to the first (highest impedance)mode, which is greatly
affected by the nonlinearity of the black-sheep junction. The transitions due to this first
mode hybridize with the almost flux-insensitive transitions corresponding to the next two
nanowire modes (at frequencies∼ 6GHz and∼ 10.3GHz). We also indicate the resonator
transition with frequency ωr/2π. We verify that taking the fourth mode into consideration
does not significantly affect the spectrum. Thus, for the purpose of an experiment, retain-
ing only the first three nanowire modes is enough to describe the device very accurately
in the frequency range of interest. This is a consequence of the rapid decay of the mode
impedances.
Additionally, Fig. 6.2 (d) illustrates the mode functions corresponding to the four low-
est frequency circuit modes. Note that the first mode [with mode function u0(x)] cannot
be recognized in the spectrum due to the strong renormalization effect of the black-sheep
junction potential on this mode. The next twomodes, withmode functions u1(x) and u2(x),
can be clearly identified. Finally, the frequency of the fourth mode, with mode function
u3(x), lies beyond the frequency range of Fig. 6.2 (b). Note that the modes are not perfectly
symmetric or antisymmetric due to the presence of (large) circuit-element disorder.
The ingredients presented in this section lay the basis for the content of the research pa-
pers included in this chapter. The mode structure of devices with high-impedance modes
is crucial to model these systems accurately. This is particularly true in cases where mul-
tilevel transitions are exploited to perform gate operations. Moreover, being able to derive
effective circuit Hamiltonians from a multimode theory has the potential to improve cir-
cuit design and enhance our predictive power. We address other interesting aspects of the
multimode structure of the fluxonium qubit below.
6.2 Nanowire-superinductance fluxonium qubit





























































Figure 6.2 Properties of a nanowire-superinductance fluxonium qubit capacitively coupled
to a readout resonator. (a) Mode frequency as a function of the mode number
(light blue). The dotted black line indicates the plasma frequency of the nanowire
[see Eq. (6.4)]. (b) Reduced mode impedance as a function of the mode num-
ber. (c) Device spectrum as a function of the external flux, including the readout
resonator and nanowire modes. (d) First four nanowire mode functions as a func-
tion of the reduced coordinate x. The vertical axes display the (dimensionless)
mode function um(x), where m is the mode number. Parameters: CJ = 3.5 fF,
LJ = 35.16nH, C = 20.5 fF, Ls = 139.84nH, Cs = 73.62 fF, ωp/2π = 70.0GHz,
ωr/2π = 7.34GHz, Zr = 78 Ω (resonator impedance), Cg,−1a = 36.7 fF, Cg,−1b =
1.82 fF, Cg,+1a = 41.83 fF, Cg,+1b = 37.8 fF, C0,−1 = 0.0 fF and C0,+1 = 1.56 fF, cor-
responding to a granular Aluminum device at HouckLab (Princeton University).
6.2.1 Motivation
Fluxonium qubit devices have mostly been built using Josephson-junction-array superin-
ductances. Junction-array superinductances are attractive because of design flexibility and
very low losses [74, 90]. Moreover, these devices leverage the fabrication techniques devel-
oped for high-quality Josephson junctions.
A thin-filmnanowire built fromadisordered superconductor is an alternative approach
to obtain large inductances. Although it is difficult to provide a quantitative comparison
between junction arrays and nanowires, the latter are particularly attractive because of their
very little stray capacitances, large plasma frequencies and reduced Kerr nonlinearities
[78]. Moreover, high-kinetic inductance superconducting materials, such as NbTiN, TiN
and grAl have already been used in the context of microwave detectors [116, 72, 117], para-
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metric amplifiers [118, 119, 120], and rf-SQUID qubits [121].
In this paper in collaboration with the group of AndrewHouck at Princeton, we report
the first realization of a fluxoniumqubit with a nanowire superinductance based onNbTiN.
Moreover, we develop a new theory to study the multimode structure of these devices,
modeling the nanowire as a high-impedance transmission line.
6.2.2 Main results of the paper
The main result of this paper is the demonstration of coherent control of a nanowire-based
fluxonium qubit in the heavy-fluxonium regime. We report the fabrication of 3 devices
with nanowire thickness, widths and lengths that are in the range 10− 15nm, 40− 100nm
and 630− 730 µm, respectively. The reported nanowire-superinductance values range from
∼ 120nH to ∼ 310nH, with impedances in the range of ∼ 2− 12 kΩ (determined from a
theory fit).
Since, in the heavy-fluxonium regime, tunneling between the two logical states (flux-
ons) is exponentially small, direct driving of the qubit transition as away of realizing logical
operations is not possible with high fidelity. Thus, in order to achieve coherent control of
this device, one has to rely on the multilevel structure of the qubit [88, 89]. However, char-
acterizing completely the low-frequency spectrum of the device is challenging. Indeed, as
the matrix element corresponding to fluxon transitions is exponentially small, these transi-
tions cannot be probed by two-tone spectroscopy.
To overcome this issue, in our work, the low-frequency spectrum is determined exper-
imentally by a technique known as Autler-Townes spectroscopy [106]. With knowledge of
the level structure, three intermediate levels are used to transfer population between the
two logical qubit levels by means of fast (∼ 15ns) sequential π-pulses between the inter-
mediary states. This allow us to perform the measurement of T1 for two heavy fluxonium
devices. The largest T1 is found to be in the order of 20 µs and is limited by inductive losses
in the nanowire.
This T1 measurement protocol is however not useful for demonstrating the coherent
control of a nanowire fluxonium. In order to do so, a third device was built in a still lighter
fluxonium regime, which is thus amenable to control by direct driving of the qubit transi-
tion. With this device, it is possible to measure both T1 and T2 as a function of the qubit
frequency (external flux), and characterize capacitive and inductive losses in the nanowire.
The main theoretical result of this work is the derivation of a multimode theory for the
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Figure 6.3 Two-tone spectroscopy results for nanowire-superinductance fluxonium devices
as a function of the external flux. Light-blue markers correspond to the experi-
mental data. Red dashed lines represent the result of the fit using the two-mode
Hamiltonian. Dashed purple lines indicate sideband transitions. Adapted from
[73].
device, similar to the treatment presented in Sect. 6.1.1. This multimode theory retains two
modes that couple strongly to the black-sheep Josephson junction of the fluxonium, and an
additionalmode corresponding to the readout resonator to fit the experimentallymeasured
spectra. As illustrated in Fig. 6.3, we find a remarkable agreement between tour theory and
the experimental data for two devices and in a very large frequency range. We can more-
over describe the anticrossings between the second nanowire mode for Device 1 in Fig. 6.3
(flux-insensitive transition around 16.3GHz) and fluxon transitions that originate from the
first mode. This theory goes significantly beyond previous works on the fluxonium qubit
where the effect of additional circuit modes was described phenomenologically [65]. Our
multimode theory was also verified using a newly developed DMRG algorithm that we
describe in Sect. 6.3.
6.2.3 Conclusion and outlook
Our work demonstrates the first realization and coherent control of a fluxonium qubit with
a nanowire superinductance. This shows that this architecture can indeed compete with
junction-array realizations of the fluxonium qubit.
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We also provide, for the first time, a complete multimode theory for the device that
does significantly beyond previous work in the fluxonium architecture and fits the experi-
mental data with very good accuracy in a large frequency range. Our theory represents an
important step towards understanding the multimode structure of other superconducting
circuits based on high-impedance modes, with applications to the 0− π qubit.
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We characterize a fluxonium qubit consisting of a Josephson junction inductively shunted with a NbTiN
nanowire superinductance. We explain the measured energy spectrum by means of a multimode theory
accounting for the distributed nature of the superinductance and the effect of the circuit nonlinearity to all
orders in the Josephson potential. Using multiphoton Raman spectroscopy, we address multiple fluxonium
transitions, observe multilevel Autler-Townes splitting and measure an excited state lifetime of T1 ¼ 20 μs.
By measuring T1 at different magnetic flux values, we find a crossover in the lifetime limiting mechanism
from capacitive to inductive losses.
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The development of superinductors [1–5] has received
significant interest due to their potential to provide noise
protection in superconducting qubits [6–8]. Moreover,
inductively shunted Josephson junction based supercon-
ducting circuits are known to be immune to charge noise
[1], and to flux noise in the limit of large inductances
[9–12]. Despite remarkable progress, the superinductances
that have been so far reported in the literature are still small
compared to those needed for qubit protection [7,8,11,12].
A thin-film nanowire built from a disordered super-
conductor constitutes an alternative approach to reach the
required superinductance regime. High-kinetic inductance
superconducting materials, such as NbTiN and TiN, have
been studied in the context of microwave detectors [13–15],
parametric amplifiers [16–18], and rfSQUID qubits [19,20].
In a nanowire, the inertia of the Cooper pair condensate is
manifested as the kinetic inductance of the superconducting










where m is the free electron mass, e is the electron charge,
and ns is the density of Cooper pairs [14,21]. The second
bracketed term in Eq. (1) is a geometric factor dependent on
the length l, width w, and thickness d of the nanowire. By
choosing a disordered superconductor with a low ns and
fabricating a sufficiently long and thin wire, the kinetic
inductance can be made large enough to reach the super-
inductance regime. In this regime, the presence of stray
ground capacitance and the large kinetic inductance lower
the frequencies of the self-resonant modes of the device. As
is the case of long junction arrays [2], the multimode
structure of the device needs to be taken into account to
produce an accurate theoretical description [22,23].
In this Letter, we demonstrate a fluxonium circuit
integrating a NbTiN nanowire superinductance. We char-
acterize the effect of the nanowire modes on the qubit
spectrum with a multimode circuit theory accounting for
the distributed nature of the superinductance. Importantly,
and in contrast to previous approaches tailored to weakly
anharmonic qubits [24,25], our theory incorporates the
circuit nonlinearity to all orders in the Josephson potential.
Such difference allows us to treat the strong anharmonicity
of the fluxonium qubit efficiently, and to retain the effect of
charge dispersion in the multimode Hamiltonian.
A simplified circuit schematic of the nanowire super-
inductance fluxonium is shown in Fig. 1(a). In contrast to
standard fluxonium devices, where a lumped element
inductor shunts the Josephson junction [1,3,4,26–28],
our circuit model takes into account the fact that the
nanowire superinductor is a high-impedance transmission
line. We present data from measurements of three devices
fabricated on two different films. The nanowires in devices
1 and 2 have widths of 110 and 40 nm, respectively, equal
lengths of 730 μm, and a film thickness of 15 nm. The
nanowire in device 3 is fabricated on a 10 nm thick film, has
a width of 100 nm, and length of 630 μm. All the nanowires
are fabricated by etching a wire pattern into the NbTiN film,
with a single Al=AlOx=Al junction connecting the two ends
of the superinductor together. The qubit on devices 1 and 2
is capacitively coupled to a lumped element Nb resonator,
with resonance frequency ωr=2π ¼ 6.08 GHz and a loaded
quality factor of Q ¼ 8; 400. The qubit on device 3 is
coupled to a half-wavelength coplanar waveguide resonator
withQ ¼ 14 800 andωr=2π ¼ 7.50 GHz. An optical image
of device 1 is shown in Fig. 1(c).
The fluxonium energy spectrum is obtained by perform-
ing two-tone spectroscopy measurements as a function
of the external magnetic flux, Φext. The amplitude of the
PHYSICAL REVIEW LETTERS 122, 010504 (2019)
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transmitted power is monitored at the dressed cavity
frequency while sweeping a second spectroscopic tone
of frequency ωspec=2π. The measurement results are shown
in Fig. 2. Labeling the energy eigenstates within a single
potential well as jgii; jeii; jfii;…, where the index i
indicates the potential well to which these belong [see
Fig. 1(b)], the fluxonium transitions are classified in two
types: intrawell plasmons, such as jg0i → je0i, and inter-
well fluxons, such as jg0i → jg−1i. Parity selection rules of
the fluxonium circuit allow for transitions between adjacent
plasmon states by absorption of a single photon. However,
the direct transition jg0i → jf0i can only be completed via
a two-photon process in which je0i serves as an intermediate
virtual state. We note that devices 1 and 2 operate in a similar
parameter regime to “heavy fluxonium” [9,29], where the
ratio between the Josephson (EJ) and charging (EC) energies
is large. As a consequence, transitions between the fluxo-
nium potential wells are exponentially attenuated. Therefore,
such excitations are most clearly visible in the regions where
they hybridize with the plasmon energy levels.
Figure 2(a) shows the presence of a second fluxonium
mode for device 1 at 16.3 GHz. While similar character-
istics have been observed in previous fluxonium devices,
high-frequency modes have been so far phenomenologi-
cally modeled as harmonic oscillators linearly coupled to
the qubit degree of freedom [1]. Here we go beyond such
an approximation and derive a multimode Hamiltonian
considering the complete device Lagrangian, which
accounts for the distributed nature of the superinductance.
Importantly, we find that the qubit spectrum is determined
by the nonlinear interaction of the circuit modes which
are antisymmetric at the Josephson junction ports [see
Fig. 1(a)]. The agreement with the measured data is
excellent over a very large frequency range.
The nanowire is described as a homogeneous trans-
mission line with distributed capacitance c ¼ Cnw=2l and
inductance l ¼ Lnw=2l, where Cnw, Lnw, and 2l are,
respectively, the total ground capacitance, inductance,
and length of the nanowire. Defining the flux operator
ψðx; tÞ in terms of the dimensionless coordinate x ¼ x=l,








_ψðx; tÞ2 − 1
2ðLnw=2Þ
ψðx; tÞ2: ð2Þ
Additionally, we consider gate capacitances (Cg) placed
at the two ports of the device (xp ¼ 1) with respective
driving voltages fVxpg, as well as ground capacitances (C0).
(a) (b)
FIG. 2. Two-tone spectroscopy of device 1 (a) and device
2 (b) as a function of Φext. The experimentally measured
transition frequencies are indicated with blue markers. The
result of a fit to the two-mode Hamiltonian in Eq. (5) and
detailed in Ref. [30] is shown with red dashed lines corre-
sponding to the fluxonium spectrum and with purple dashed
lines indicating sideband transitions [31]. In (a), the inscription





FIG. 1. (a) The circuit diagram for the qubit, with the first
antisymmetric standing wave nanowire mode in blue. ψðx; tÞ
denotes the flux operator as a function of the dimensionless
coordinate x ¼ x=l. An off-chip coil generates the magnetic flux
(Φext) that is threaded through the loop formed by the nanowire
and the junction. Cg and C0 are the coupling capacitances to the
readout resonator and to ground, respectively. (b) The first few
fluxonium eigenstates plotted for Φext=φ0 ¼ −0.38π, and the
respective qubit potential with wells around ϕ=φ0 ¼ −2π and
ϕ=φ0 ¼ 0, where φ0 ¼ ℏ=2e. (c) False colored image of the
device with the NbTiN nanowire shown in blue, the single
Josephson junction and gate capacitors in red, the readout
resonator in purple, and the input transmission line in green.
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_δψðtÞ2 þ EJ cosðδψðtÞ=φ0Þ; ð3Þ
where
δψðtÞ=φ0 ¼ ðΔψðtÞ þΦextÞ=φ0 ð4Þ
is the gauge-invariant superconducting phase difference
across the junction, ΔψðtÞ ¼ ψð1; tÞ − ψð−1; tÞ is the flux
operator difference at the boundaries of the superinductor,
and EJ is the Josephson energy [32,33].
To obtain a tractable theoretical description of our
device, we map Eq. (3) into the Lagrangian of an infinite
number of nonlinearly interacting normal modes [30]. We
observe that modes which are symmetric at the junction
ports are not coupled to the Josephson nonlinearity, and
thus do not contribute to the qubit Hamiltonian. We
therefore derive a multimode Hamiltonian for the antisym-
metric normal modes, which is later truncated to a finite
number of modes. The truncation is possible due to the fact
that only few antisymmetric modes lie in the frequency
range of interest. Furthermore, the effective normal mode
impedance decreases quickly with the mode number such
that high-frequency modes are only weakly anharmonic.
We find that the spectra of our devices can be accurately


























where C̃i, L̃i, and qgi are, respectively, the effective
capacitance, inductance, and offset charge corresponding
to the first two antisymmetric modes labeled by i ¼ f0; 1g
and LJ ¼ EJ=φ20. The definitions of the various parameters
in Eq. (5) is provided in Ref. [30]. The results in Fig. 2
are obtained by numerical diagonalization of the com-
plete Hamiltonian of the device, including Eq. (5), the
resonator Hamiltonian, and the interaction between such
systems [30].
From our two-mode fit to the qubit spectrum, we find
nanowire inductances of 121, 314, and 309 nH for devices





) of about 1.85, 7.38, and
12.43 kΩ. The inductance values from the fit are within
7% of the theoretical prediction given by Eq. (1) [30].
Table I provides the Hamiltonian parameters extracted
from a single-mode fit allowing direct comparison to
previous implementations of JJ array based fluxonium
devices [1,3,9,10,29].
In devices 1 and 2, the small dipole element between
the fluxon states makes it experimentally challenging to
directly drive the jg−1i → jg0i transition. By using multiple
drives, we are able to transfer the ground state population
between the neighboring wells using the intermediate jh0i
state, which is located close to the top of the barrier and has
spectral weight in both wells. We apply three coherent and
simultaneous drives of frequencies ωα=2π, ωβ=2π, and
ωγ=2π, respectively, targeting the jg0i→ jf0i (two-photon),
the jf0i → jh0i (one-photon), and the jh0i → je−1i (one-
photon) transitions [see Fig. 3(a)].
TABLE I. Device parameter table obtained from a single-mode
fit to the fluxonium qubit spectrum, for devices 1, 2, and 3.
Device EC [GHz] EL [GHz] EJ [GHz]
1 0.89 1.37 10.95
2 0.56 0.52 16.16
3 1.90 0.53 5.90
(a) (b)
(c) (d)
FIG. 3. The multitone spectroscopy data, taken at Φext=φ0 ¼
−0.46π, demonstrating population transfer between jg0i and jh0i
(a) with Ωγ ¼ 0, and jh0i to je−1i (b) with fixed ωα=2π ¼
7.78 GHz. The white dashed lines indicate the maximum
population from a multilevel master equation simulation [30].
(c) A schematic diagram of the device 2 level structure in the
presence of coherent external drives. The drives, with frequencies
ωi=2π and amplitudes Ωi are detuned from the levels by Δi=2π.
(d) Three sequential π pulses (σ ¼ 15 ns) are applied at the
transition frequencies to perform T1 measurements of the jg−1i
state. The demodulated homodyne voltage from the readout
resonator is measured as a function of twait.
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AtΦext=φ0 ¼ −0.46π, we setΩγ ¼ 0 and simultaneously
vary ωα=2π and ωβ=2π around the jg0i → jf0i and jf0i →
jh0i transitions. We observe a vertical band corresponding to
the jg0i → jf0i transition at 7.8 GHz, and a diagonal band
with a slope ofωα=ωβ ¼ −1=2, corresponding to the Raman
transition between the jg0i and jh0i states [Fig. 3(a)].
Around the resonance condition (2ℏωα≈Ef0 −Eg0 and
ℏωβ ≈ Eh0 − Ef0), the two bands exhibit an avoided cross-
ing, which is the hallmark of the Autler-Townes doublet
previously observed in other superconducting qubits
[34–37]. Next, we fix the frequency of the α tone at
Δα=2π ¼ 20 MHz, turn on the γ drive, and simultaneously
scan the frequencies ωβ=2π and ωγ=2π. Figure 3(b) displays
the resulting Autler-Townes splitting, where the Raman
transition manifests itself here with a slope of ωγ=ωβ ¼
þ1, corresponding to the three-drive Raman condition. This
method allows us to experimentally determine the energy
levels of the fluxonium qubit using population transfer.
With complete information regarding the energy of the
fluxonium excited states, we determine the relaxation rate
of the jg−1i state by performing time-resolved measure-
ments [38]. We use the frequency values obtained from
the Raman spectroscopy and perform a pulse sequence
which consists of three sequential π pulses at the
transition frequencies ðEf0 − Eg0Þ=h, ðEh0 − Ef0Þ=h and
ðEh0 − Ee−1Þ=h to prepare the system in the je−1i state. At
the end of this procedure, the system relaxes into the jg−1i
state, on the timescale of the plasmon T1 (∼600 ns). On a
longer timescale, the system relaxes back to jg0i. For
twait ≫ T1e0 , the reduction in jg−1i population follows an
exponential decay with T1g−1 ¼ 20 μs.
Because of the highEJ=EC ratio, devices 1 and 2 lack flux
insensitive sweet spots at zero and half flux. In order to
fully characterize the coherence properties of the qubit and
demonstrate coherent control between the fluxon states, we
reduced theEJ=EC ratio in device 3. The overlap between the
fluxon wave functions is made sufficiently large to directly
observe the transition with a one-photon drive, which comes
at the cost of increased sensitivity to different relaxation
mechanisms. The low frequency, two-tone spectroscopy data
for device 3 are shown in Fig. 4. At Φext=φ0 ¼ −π, the
spectrum shows a flux-insensitive fluxon transition, where
we perform coherence measurements and find T1 ¼ 220 ns,
T2Ramsey ¼ 380 ns, andT2Echo ≈ 2T1 indicating that thequbit
dephasing is dominated by qubit relaxation.
By changingΦext, we measure T1 of the fluxon transition
as a function of qubit frequency. The data show an increase
in T1 as the qubit frequency is increased to a maximal value
of 7 μs for frequencies between 2–3 GHz. Upon further
increasing the qubit frequency, T1 decreases by an order of
magnitude [Fig. 4(c)].
To understand the T1 frequency dependence, we take
into account inductive and capacitive loss mechanisms,

























where jhg−1jφ̂jg0ij2 is the transition matrix element
between the fluxon states, QL and QC are the inductive
and capacitive quality factors, respectively, kB is the
Boltzmann constant, T is the temperature, and ωq is the
fluxon transition frequency [39]. Based on previously
reported measurements [3], the lifetime limitation from
nonequilibrium quasiparticles is at least an order of
magnitude larger than the observed relaxation times at
all frequencies and is therefore not considered. Radiative
loss due to the Purcell effect [40] is only significant when
the qubit frequency is within ∼50 MHz of ωr=2π ¼
7.5 GHz [30]. Figure 4(c) shows the measured T1 (blue
markers) values along with the fitted T1 ¼ ðΓ−1cap þ Γ−1indÞ−1
(red line). The fit of T1 vs ωq in Fig. 4, givesQL ¼ 39; 000
and QC ¼ 15; 100, where the lifetime at low ωq is
dominated by inductive loss and at high ωq by capacitive
loss. The inductor can be modeled as a lossless inductor
in series with a frequency dependent resistor, where R ¼
ωL=Qind corresponds to R ¼ 27 mΩ at ω=2π ¼ 550 MHz.
The possible sources of the inductive loss can arise from a
finite contact resistance between the NbTiN wire and the Al




FIG. 4. (a) Low frequency spectroscopy data from device 3.
(b) T1 (red) and T2Ramsey (blue) data taken at Φext=φ0 ¼ −π.
(c) T1 as a function of qubit frequency. The lines represent the
theory fits for total (red), inductive (blue), and capacitive (green)
T1. The T1 values were obtained with both pulsed and mixed state
driving. Measurements using both types of excited state prepa-
ration at the same flux gave the same value of T1.
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the surface of the wire, or some intrinsic loss from the
bulk NbTiN material. In future devices, the geometry of the
Al/NbTiN contact and nanowire dimensions could be
modified to better determine what limits the inductive
quality factor. Improvements to QC could be made by
moving to a 3D architecture, where the electric field
participation at lossy interfaces is reduced [41].
In conclusion, we have fabricated and measured a
nanowire superinductance fluxonium qubit. We find that
the transition energy levels are modified due to the
distributed nature of the nanowire, which is well explained
in the framework of a multimode theory. As the modes of
the nanowire strongly depend on the parasitic and stray
capacitances of the wire, using a shorter wire with higher
sheet inductance (for example high quality granular alu-
minum films with one hundred times larger Lk ¼ 2 nH=□
[42–44]), or integrating the fluxonium into a 3D cavity or
waveguide [45], could reduce unwanted capacitances and
help to push the nanowire self-resonant modes to higher
frequencies. The multimode theory developed here is an
important step towards understanding large circuits beyond
the lumped element approximation, such as the 0 − π qubit
[7,8], where the distributed nature of the circuit elements is
critical to device design.
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Device fabrication begins with sputtering 15 nm of NbTiN onto a 500 µm thick C-plane sapphire substrate. A small
patch of NbTiN, where the nanowire will be fabricated later in the process, is protected with MicropositTM S1811
photoresist and the remaining NbTiN is removed with an SF6/Ar dry etch. For the lumped element readout resonator
and transmission line, 200 nm of Nb is sputtered over the areas of the chip which had no NbTiN and subsequently
patterned and etched with another SF6/Ar dry etch. Next, a layer of ZEP520A (1:1 dilution in anisole) e-beam resist
is spun on the chip and the nanowire pattern is exposed and developed with standard e-beam lithography techniques.
Finally, an MMA/PMMA bilayer e-beam resist is placed on the chip and the Josephson junction layer is patterned
with e-beam lithography. To ensure metallic contact between the junction and the NbTiN nanowire, a high-voltage
Ar ion beam milling process is used to remove the native oxid layer formed on the surface of the NbTiN film. The
JJ layer is fabricated with a double angle evaporation of 30 nm and 60 nm of Al, with a 15 minute oxidation step
in between the first and second evaporation angles to form the oxide layer of the junction. For measurement, the
samples are attached to the base plate of a dilution refrigerator with a mixing chamber temperature of 12 mK.
B. Properties of NbTiN film
Room temperature resistance measurements are performed on 7 different nanowires with l = 100 µm and varying
widths, ranging from 50 to 900 nm. From these measurements, we extract a sheet resistivity of R = 97 ± 5 Ω/.
Temperature dependent resistivity measurements on the film used in devices 1 and 2 show a superconducting critical
temperature of Tc = 9.5 K. The resistance increases by ∼20 % as the film is cooled from room temperature to right
above Tc. From scanning electron microscope images and the resistance measurements of the test structures, we infer
nanowire widths of 110 ± 5 nm and 40 ± 5 nm for the two devices. Based on the resistivity, Tc, and the geometry
of the nanowires, we estimate an ns = 7.0 × 1025 m−3. The predicted inductances based on Eq. (1) are Lk = 112
and Lk = 309 nH for devices 1 and 2, respectively. This is within 7% and 2% of the two-mode fit values in Eq. 5 of
the main text. Similar resistance and Tc measurements on the 10 nm thick NbTiN film used for device 3 predict an
Lk = 307 nH, which is < 1% from the measured value of 308 nH.
C. Modeling of the Autler-Townes splitting
We model the system with a four-level Hamiltonian which, in the (|g0〉 , |f0〉 , |h0〉 , |e−1〉) energy eigenbasis and in
the absence of external drives, reads
H0 =Eg0 |g0〉 〈g0|+ Ef0 |f0〉 〈f0|+
Eh0 |h0〉 〈h0|+ Ee−1 |e−1〉 〈e−1| , (1)
where the groundstate energy is chosen to be Eg0 = 0, and the energies of excited levels satisfy the relations Eg0 < Ef0 ,
Ee−1 < Eh0 (see figure 3 (a) of the main text). We work in a semiclassical picture where the external drives ωα/2π,
ωβ/2π, ωγ/2π with respective Rabi frequencies Ωα, Ωβ , Ωγ introduce coupling exclusively between neighboring energy




















|e−1〉 〈h0| eiωγt + |h0〉 〈e−1| e−iωγt
)
. (2)
Since Eh0 > Ee−1 , the time-dependent phase corresponding to the third term in Eq. (2) has the opposite sign.

























We now move to the rotating frame of the drives by applying the unitary U = |g0〉 〈g0| + ei2ωαt |f0〉 〈f0| +









0 12~Ωβ ~ (∆α + ∆β)
1
2~Ωγ
0 0 12~Ωγ ~ (∆α + ∆β −∆γ)

 . (4)
Here, the detunings are ~∆α = Ef0 − 2~ωα, ~∆β = Eh0 − Ef0 − ~ωβ and ~∆γ = Eh0 − Ee−1 − ~ωγ . We account for
dissipation in the system with a Lindblad master equation of the form


















Γijσij , for given energy states |i〉 and |j〉, where Γij is
the decay rate between them and σij = |i〉 〈j|. The steady-state solution of Eq. (5) is numerically obtained and the
maximal excited state population, max
(
ρf0f0 + ρh0h0 + ρe−1e−1
)
, is shown with dashed lines in figure 3 (b) and (c)
of the main text.
D. Pulse calibration for population transfer
The amplitude of the π pulses is found by measuring Rabi-oscillations between consecutive levels in device 2 at
Φext/φ0 = −0.46π. The amplitude of each pulse is chosen based on the value for which the oscillation between adjacent
levels reaches its first extrema. First, we determine the amplitude of the g0 → f0 pulse. Second, after applying a π
pulse between states g0 and f0, we apply a second pulse of varying amplitude corresponding to the h0 → f0 transition
frequency to observe Rabi oscillations between h0 and f0. Finally, we apply these two π pulses (g0 → f0, f0 → h0),
and then a third pulse of varying amplitude to perform Rabi oscillation between h0 and e−1. The measured T1 of e−1
state is ∼ 600 ns.





































FIG. 1. The amplitude response of the cavity transmission when applying a second spectroscopic tone (ωspec/2π) taken at
different Φext for devices 1 and 2. The data points in Fig. 2 of the main text were obtained by finding the peak positions of
the spectroscopic data. The upper panels correspond to the two-photon peaks and the lower panels correspond to the single
photon data. The satellite peaks on the raw data is a result of the presence of thermal cavity photons.
F. Spectrum Characterization
1. Multimode Hamiltonian
In this section, we outline the theory developed to treat the multimode structure of the device in figure 1 (a) of
the main text. Our derivation is inspired by ideas introduced in Refs. [1–3]. For simplicity, we assume the absence of
disorder in gate and ground capacitances, although the effect of a small amount of disorder is discussed below.
Considering the fluxonium Lagrangian of main text Eq. 3, we first introduce approximations to reduce the problem
to that of two nonlinearly interacting bosonic modes, which is then numerically diagonalized to fit the experimentally
measured spectrum of Fig. 2 in the main text.
The circuit normal modes are a convenient basis where the fluxonium Hamiltonian is diagonal to second order in
the Josephson nonlinearity. In addition, the symmetry of such modes unequivocally identifies the degrees of freedom
that are effectively coupled to the JJ. For these modes only does the Josephson non-linearity needs to be taken







(Cnw/2)(Lnw/2), we look for normal modes of the form
ψm(x, t) = um(x)ξm(t), (6)
satisfying u′′m(x) = −k2mum(x) and ξ̈m(t) = −ω2mξm(t). Here, km is a dimensionless wave vector and ωm = ωnwkm
(linear dispersion). The mode frequencies are determined by the boundary conditions that we derive taking the
continuous limit of the equations of motion for the discretized field ψ(x, t) → {φ(xn)}, where φ(xn) is defined in a
lattice with 2N + 1 points in the range [−1, 1]. To this end, we consider the lattice Lagrangian linearized in absence
of the external voltage drives and flux (V±1, ϕext → 0), for which the equations of motion simply read
Cφ̈+L−1φ = 0. (7)
Here, C and L−1 are, respectively, the capacitance and (inverse) inductance matrices for the lattice model, while φ
is the corresponding 2N + 1-dimensional node-flux vector. As illustrated in Fig. 2, the transmission line is modeled
as a chain of 2N LC resonators, with single nodes connected to ground by a capacitance ∆xCnw/2 and neighboring
nodes coupled by an inductance ∆xLnw/2. Taking the continuous limit of Eq. (7) by letting ∆x → 0 and N → ∞
with N∆x = 1, we find the field boundary conditions
Cbcψ̈bc +L
−1
bc ψbc = 0, (8)








1 − 1LJ σx. Here, we have defined
the identity (1) and Pauli-X (σx) matrices, the capacitances CΣ = Cp + CJ and Cp = Cg + C0, and the operators
(x, ∂x), which are evaluated at the boundaries xp = ±1. We note that our formalism can be also applied to more
general superconducting circuits including distributed elements.
FIG. 2. Discretized model for the nanowire including 2N +1 nodes with ground capacitance ∆xCnw/2 and couping inductance
∆xLnw/2. The field operator ψ(x, t) is replaced by the node flux operators {φ(xn)} defined in the lattice.
We now consider ψ(x, t) to be the normal mode solution in Eq. (6), and parametrize the mode function as
um(x) = Am cos(kmx) +Bm sin(kmx), (9)
where Am, Bm are constants to be determined. With this choice, Eq. (8) can be rewritten in the form M(Am, Bm)
T =
0, where M is a coefficient matrix (omitted for brevity). Nontrivial solutions to this homogeneous system of equations





















tan km = 0. (11)
Eq. (10) and Eq. (11) allow us to find the modes frequencies {ωm}, which are then plugged back into Eq. (8) to
determine the mode function Eq. (9). We stress that Eq. (10) does not includes any of the Josephson junction
parameters. In fact, this equation determines the frequency of symmetric nanowire modes, which have zero voltage
difference across the Josephson junction: ∆um = um(1)− um(−1) = 0. In contrast, Eq. (11) depends on CJ and LJ ,
and determines the frequency of antisymmetric modes which do couple to the junction (∆um 6= 0). This fundamental
difference is discussed in more detail below.





























where L−1m = Cmω
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where explicit time dependence has been omitted and δψ/ϕ0 is defined in Eq. 4 of the main text. We note that






we verify that symmetric modes do not couple to the Josephson nonlinearity, thus behaving as a collection of non-
interacting harmonic oscillators. Accordingly, we disregard symmetric modes in our treatment and consider the set





















φm̊φn̊ + EJ cos(δψ/ϕ0),
(17)





















































Eq. (19) is approximated into a tractable Hamiltonian making use of a frequency and effective impedance hierarchy
of the normal modes. Indeed, if these are sorted in frequency as ω0 < ω1 < ... < ωn, it is possible to see that
Z0  Z1  ... Zn. Therefore, as the frequency range of interest is bounded, a good approximation for Eq. (19) can
be obtained taking into account a finite number of modes covering such a spectral range, and considering the rest of
the modes in a vacuum state. We note that vacuum fluctuations are strongly suppressed for high-frequency modes,
thanks to their vanishing effective impedance. In our particular case, the experiment probes frequencies in [0, ωmax],
with ω0 < ωmax < ω1, ωmax  ω2. Therefore, we approximate the device’s Hamiltonian by the two-mode Hamiltonian
in main text Eq. 5, which includes the two first antisymmetric modes. As shown in Fig. 2 of the main text, we find
excellent agreement between the main text Eq. 5 diagonalization and the measured fluxonium spectrum. Moreover,
we verify that the inclusion of the third antisymmetric normal mode in the fluxonium Hamiltonian does not modify
appreciably the qubit spectrum. Regarding device 1, an estimation of a dispersive-like coupling strength for the first
order mode-mode interaction gives g2/∆ < 100 kHz between the first and third JJ modes, and g2/∆ < 1 kHz between
the second and third JJ modes, while the same quantities are negligible for device 2.
We note that the symmetry of the self-resonant nanowire modes is lost in the presence of circuit disorder. However,
if disorder is small (< 10%), one can still work in the symmetric-antisymmetric normal mode basis, deriving a
capacitive coupling between the two sets of modes proportional to the amount of disorder. Therefore, the effect of
symmetric modes could be taken into account within a dispersive (thus perturbative) theory, as it was previously
done in the literature [5, 6]. However, due to the generality of our fit routine (see Sect. I F 2), we do not find necessary
to consider such a dispersive shift (which adds a fit parameter) to obtain a high-accuracy agreement between theory
and experiment.
Finally, we highlight some important differences of our formalism to previous approaches. We note that the
full cosine potential of the Josephson junction has been exactly resummed in Eq. (17), before proceeding to the
quantization in Eq. (19). Importantly, this step allows us to treat the strong nonlinearity of the fluxonium qubit
efficiently by exact diagonalization of Eq. (19) in the phase basis, and to recover the effect of charge dispersion.
Other approaches including Black-Box quantization [7, 8], rely on a series expansion of the cosine potential in terms
of bosonic creation and annihilation operators for the normal modes. While this method has been proved to be
convenient for the study of weakly anharmonic devices, it is not straightforward to capture the physics of strongly
nonlinear devices for which a potentially infinite number of terms in the series expansion of the cosine potential needs
to be considered.
The problem of characterizing the multimode structure of the fluxonium qubit has also been addressed for the
case of Josephson junction array based devices by considering the normal modes of the superinductor [2, 3]. While
this approach was successfully used to understand the overall complexity of these devices and study the effect of the
multimode structure on the coherence times of the qubit, it is not of direct applicability to our experimental setup
and to our experimental results.
To conclude, we note that our theory admits a purely discrete formulation where the nanowire is modeled as chain
of LC oscillators (see Fig. 2) and the normal modes of the fluxonium device are computed by means of Eq. (7). For
N > 100, the normal mode structure of such a system converges quickly to the result in the continuous limit and
reproduces the results in Fig. 2 of the main text.
2. Fluxonium Spectrum
As the two-tone spectroscopy experiment probes the qubit spectrum in presence of the resonator, our data includes
the Lamb shift contribution arising as a consequence of the dispersive coupling between the fluxonium and the
resonator.
Lamb and dispersive shifts can be computed by means of the bare qubit level structure using the framework
developed in [6], for any qubit-resonator system in the dispersive regime. Equivalently, such quantities can be obtained
from full diagonalization of the transversally coupled qubit-resonator Hamiltonian. In this work, we use the second
approach to compute the qubit spectrum.
We assume a readout resonator of nominal frequency (ωr) and impedance (Zr), according to the measured resonator
mode frequency and specifications. Considering first, a single mode m̊ in Eq. (20), and making use of the antisymmetry
of the mode function, the corresponding voltage coupling operator, as derived from the offset charge term, takes the
form −qm̊(Cg/C̃m̊)(V1−V−1)/2. In the present case, the weak fluxonium-resonator coupling Hamiltonian is obtained
by replacing the voltage difference (V1 − V−1) by the resonator voltage operator Vr =
√
~Zr/2(a+ a†), where a (a†)
is the photon annihilation (creation) operator. Therefore, in a two-mode approximation for the fluxonium qubit, we
consider the complete Hamiltonian
H = Hr +Htwo-mode +Hr0 +Hr1, (22)
where Hr = ωra




is the coupling Hamiltonian between the resonator and the m̊th fluxonium mode.
The Lamb-shifted ith qubit energy-level is identified by the energy eigenstate of Eq. (22) exhibiting maximum
overlap with |0, i〉 (0 resonator excitations, i fluxonium excitations). The fluxonium parameters Cp, CJ , LJ , Cnw, Lnw,
and the fluxonium-resonator coupling capacitance Cc, are considered input variables for the qubit spectrum fit in Fig.
2 of the main text. The results of the fit are listed in Table I.
Device Cg [fF] Cp [fF] CJ [fF] LJ [nH] Cnw [fF] Lnw [nH]
1 14.33 30.20 3.52 14.33 35.49 121.38
2 15.89 60.89 4.67 9.82 5.79 314.75
TABLE I. Circuit element parameters as obtained from the two-mode fit to the fluxonium qubit spectra presented in Fig. 2
of the main text.
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6.3 Efficient modeling of superconducting quantum circuits with
tensor networks
In this section, we introduce the paper “Efficient modeling of superconducting quantum
circuits with tensor networks”. This work demonstrates a new numerical method for find-
ing the low-lying eigenvalues and eigenstates of large-scale superconducting quantum cir-
cuits. We first provide a brief motivation for this newmethod before highlighting the main
results of the paper.
6.3.1 Going beyond exact diagonalization
The current generation of superconducting quantum circuits can incorporate from 10s [65]
to 100s [89], 1,000s [122] and even 10,000s [123] Josephson junctions in a single device.
For these systems, the circuit Hamiltonian describes a complex theory with nonlinear in-
teractions between many bosonic modes. Treating the problem by exact diagonalization
is not possible as soon as the number of modes in a circuit becomes large. This situation
adds to the urgent need to develop tools capable of handling circuits of growing size and
complexity [31].
In many cases, these devices operate in regimes where effective models with a reduced
number of degrees of freedom, such as the multimode theories presented above, are ac-
curate enough to describe the physics of interest. However, such effective models are in-
evitably based on approximations that allow extracting only limited information about the
system. Furthermore, there are cases in which effective models with only a few degrees of
freedom do not exist or are simply too difficult to derive [124].
The reason for the breakdown of exact-diagonalization techniques is the exponential
increase of the Hilbert-space dimension of a many-body superconducting circuit with the
size of the system. An strategy to avoid the manipulation of an exponentially large wave-
function is to work with a compressed representation of this object. From a physical point
of view, we can certainly motivate the existence of compressed representations of the state
of a system in a physically relevant regime. Part of the motivation comes from the fact that
in most cases, low-energy eigenstates of models with local interactions involve strong cor-
relations between subsystems on a local scale. Thus, the portion of the Hilbert space that
is in practice accessible can be very small compared to the full Hilbert space [125].
Quite notably, the compression of a quantum state can be done by means of linear-
algebra techniques that are also used for compressing other types of data, including images.
173
To illustrate this, we follow part of the discussion of Ref. [126]. Let us consider a bipartite
quantum system, that we call the supersystem. One of the two parts of the supersystem
is referred to as the system, while the other part is referred to as the environment. A pure
state of the supersystem can be written as
|ψ〉 = ∑
ij
cij|i〉 ⊗ |j〉, (6.17)
where {|i〉} and {|j〉} are complete bases for the system and the environment, respectively.
From Eq. (6.17), the reduced density matrix of the system is ρS = Tr E[|ψ〉〈ψ|], with com-
ponents [ρS]ii′ = ∑j cijc∗i′ j, where Tr E indicates the trace operator over the environment.
Let us imagine now that we wish to compute the expectation value of an observable O
that belongs to the system. If {να, |vα〉} is a basis of eigenvalues να > 0 and eigenvectors |vα〉
for the density matrix ρS, then we have 〈O〉 = ∑α να〈vα|O|vα〉. Naively, this indicates that
the eigenvectors that contribute the most to 〈O〉 are those that have the largest eigenvalues.
Note that the number of elements in {να, |vα〉} grows exponentially with the size of the
system. Thus, if we want to approximate the expectation value of an observable using only
a small number of states, the eigenvalues {να} are useful to decide which states in {|vα〉}
should be kept.
Indeed, it is possible to rigorously show that the eigenvectors of ρS with the largest
eigenvalues provide an efficient representation of the state in Eq. (6.17), which can bemade
more accurate by increasing the number of states that are kept [126]. To see this, let us
consider a change of basis of the form |vα〉 = ∑i viα|i〉, where viα are complex coefficients,
and construct the representation |ψ̃〉 of |ψ〉, using a relatively small number of states ms < ls
in {|vα〉} where ls is dimension of the basis set {|i〉}. |ψ̃〉 is an accurate representation of
the original state if the functional S = ||ψ〉 − |ψ̃〉|2 is minimized. Let us now explore the
conditions for this to happen by expressing |ψ̃〉 as
|ψ̃〉 = ∑
αj
aαj|vα〉 ⊗ |j〉 ≡∑
α
aα|vα〉 ⊗ |wα〉, (6.18)
where α ranges from 1 to ms, and we have defined the new environment states {|wα〉}
satisfying 〈j|wα〉 = Nαaαj ≡ wjα, with Nα a normalization constant. The functional S can













In this way, S becomes a function of the variables aα, viα, w
j
α, for a given value of ms. The
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functional optimizationproblemhas beenmapped to a linear algebra problemwith a known
solution [127]. If the coefficients of |ψ〉 are arranged into a matrix form ψ = [cij], the opti-
mal solution is found from a singular value decomposition (SVD) of the form ψ = VDW†1,
where V and D have dimensions ls × ls and W† is a ls × le matrix with le the dimension of
the environment assumed to be greater than ls. The first ms elements of the diagonal ma-
trix D, sorted in decreasing order, correspond to the coefficients aα in Eq. (6.18). Moreover,
the eigenvectors |vα〉 and |wα〉 are defined by the columns of V and W. By recalling that
[ρS]ii′ = ∑j cijc∗i′ j, we have ρS = VD
2V†, demonstrating that |vα〉 are also eigenvectors of ρS
with eigenvalues να = a2α. These eigenvectors are the most efficient basis to represent the
state of the system |ψ〉, with an accuracy that increases with ms.
For a lattice of multiple sites, the modern formulation of these ideas decompose the
quantum state |ψ〉 into a series of tensors, each representing a single site. The form of the
localized wavefunction is known as a matrix product state (MPS). The exact many-body
wavefunction of the lattice can be written as
|ψ〉 = ∑
{σi}
cσ1σ2 ...σNJ |σ1σ2 . . . σNJ 〉, (6.20)
where σi indexes orbitals of the ith site. The amplitude cσ1σ2...σNJ is interpreted as a tensor
with NJ indices, NJ being the number of sites. The MPS representation of |ψ〉, is obtained
by performing successive SVDs on the full original tensor, leading to a representation of











|σ1σ2 . . . σNJ 〉, (6.21)
where Aσiai−1ai is the tensor of the MPS corresponding to the ith site. Here, an extra index
ai appears corresponding to a link index that connects to an adjacent site. The dimension
of this additional index is known as the bond dimension and is controlled by truncating
the number of nonzero singular values that are kept in the diagonal matrix D. Physical
systems that have short-range interactions in one dimension can be modeled efficiently by
an MPS with much smaller bond dimension than the full wavefunction [129]. Other cases
can also work, but at the price of using a larger bond dimension.
In practice, the MPS is obtained by first constructing the Hamiltonian as a tensor net-
work or matrix product operator (MPO). Once the MPO is known, an algorithm can be
designed to converge a starting initial state to the correct ground state. One of the most
1Note that the standard convention in the literature is to write this equation as ψ = UDV†. In this thesis,
we avoid this notation in order to prevent labeling different variables by the same name.
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well-known tensor network methods for this task is the density matrix renormalization
group (DMRG) algorithm [130, 131]. This approach is known to be very efficient for solv-
ing systems that are well captured by an MPS and can converge to the ground state in only
a few variational iterations [132, 129, 133]. More importantly, the complexity of this al-
gorithm scales linearly with the number of sites allowing us to treat systems that are far
beyond what is possible with exact diagonalization.
In the context of superconducting qubits, we require the ground state but also some of
low-energy excited states. The conventional approach to compute excitations with DMRG
is to add to the system Hamiltonian an energy penalty of the form ∑i∈ex. Λ|i〉〈i|, with
Λ > 0. This forces previously determined low-energy excitations above the next excited
state, which becomes the ground state of themodifiedHamiltonian and for which standard
DMRG can be ran [128]. However, we notice that this technique canmiss excited states and
suffers from convergence issues.
To remedy this problem, we employ an extension of theDMRG algorithm that can com-
pute a number of desired excitations simultaneously and will be published elsewhere, see
Ref. [134]. We have used this method to obtain tens or hundreds of excitations simultane-
ously in a single run of the algorithm. We have been able to address several types of circuit
Hamiltonians using this method, and we describe some of the results below.
6.3.2 Motivation
Part of themotivation behind ourwork on novel numerical techniques for superconducting
circuits is the observation that certain aspects of the physics of large-scale devices cannot be
captured with multimode series expansions. One of these aspects is the charge dispersion,
something that is particularly interesting in the case of the fluxonium qubit. Moreover,
while truncating the multimode theories to a few modes is often justified, one can imagine
cases in which the number of modes that needs to be retained is simply too large. An exam-
ple of this is provided by the current-mirror qubit [82, 124]. However, powerful numerical
techniques can be useful to investigate multi-qubit devices, something that is very much
needed for the development of the field [31]
In this work, we apply DMRG techniques to the case of the fluxonium qubit. From a
numerical point of view, the fluxonium qubit is interesting because it displays short- and
long-range linear and nonlinear interactions that are subject to periodic boundary condi-
tions. As discussed above, this sets a challenging scenario for the DMRG algorithm. On
the other hand, the fluxonium device is to some extent a simple device, and we can derive
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Figure 6.4 Coherent quantum phase slips in a fluxonium qubit. The arrows are propor-
tional to the flux-tunneling amplitude for each junction. ESei2πngi is the total flux-
tunneling amplitude through the ith junction of the superinductance.
effectivemodels that are used to assert the validity of the DMRG approximation. Moreover,
we use the DMRG technique to investigate quantities that are not possible to extract from
the effective model, such as the charge dispersion. This allow us to compute the coherence
time of a realistic fluxonium device.
6.3.3 Main results of the paper
In this paper, we demonstrate the successful DMRG implementation of the fluxonium cir-
cuit Hamiltonian for devices that integrate up to 180 array Josephson junctions. Since each
of these junctions is represented as a site with 15 states, which are properly chosen from a
convenient basis, the many-body wavefunction is defined in a Hilbert space of dimension
15180. We moreover argue that the ingredients needed for the implementation of the flux-
onium circuit Hamiltonian are applicable to many other superconducting circuits beyond
the fluxonium qubit.
A complementary result to the DMRG implementation is the development of a single-
mode theory for the fluxonium qubit that captures all circuit details. This new model is
crucial to our paper, as it provides us with an independent model to validate the results
fromDMRG in certain limits. We show that the single-mode theory and DMRG agree with
each other in a broad regime of parameters and for system sizes that go from a few to 100s
of Josephson junctions. Moreover, we can benchmark the results of both of these models
against exact diagonalization for circuit with less than 6 array Josephson junctions, also
finding a perfect agreement.
The DMRGmethod gives us access to new insights about the physics of the fluxonium
qubit. In particular, this technique allows us to evaluate the charge dispersion of this qubit,
which arises from interference of flux-tunneling processes in the array junctions. As ex-
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plained in Sect. 1.5.5, the role of the black-sheep Josephson junction of the fluxonium qubit
is to couple flux states of the loop that have a different number of flux quanta. The ef-
fective strength of the coupling is proportional to the impedance of the black-sheep junc-
tion. In this picture, however, we omit the fact that the superinductance is made itself from
Josephson junctions. Thus, if the impedance of an array junction is large enough, the flux-
tunneling amplitude through that junction can be non-negligible. Since each junction of the
superinductance defines an opening where a quantum of flux can tunnel in and out of the
loop, the added flux-tunneling amplitude across the superinductance scales as the num-
ber of junctions. Thus, for large arrays made of high-impedance junctions, the tunneling
amplitude can be significant, and even larger than that of the black-sheep junction.
The absolute magnitude of the flux-tunneling amplitude is by itself not specially rel-
evant. The problem is, however, that the phase of the tunneling amplitude across one of
the array junctions depends on the offset-charge distribution associatedwith this particular
junction. Figure 6.4 illustrates this effect, where the tunneling amplitude through the ith
circuit junction is ESei2πngi , with ES an energy constant and ngi the offset-charge parameter
associated with this junction. The tunneling amplitude adds coherently across the array,
leading to interference between flux-tunneling events on different junctions. We stress that
ES grows exponentially with the impedance of the array junctions, and thus this effect is
more importantly relevant for high-impedance junctions.
As we have described in Sect. 1.5.5, the flux-tunneling amplitude determines the fre-
quency of the fluxonium qubit at the sweet spot Φext = Φ0/2. Thus, if the total flux-
tunneling amplitude through the superinductance is comparable to that of the black-sheep
junction, the qubit frequency around Φext = Φ0/2 features an offset-charge dependence
(charge dispersion). This is illustrated in Fig. 6.5, where the top panel shows the fluxon
transition for different values of the offset charge ngi, which is assumed to be the same for
all junctions. Each panel corresponds to a different value of the array junction impedance z.
As expected, we observe that the charge dispersion grows rapidlywith z. The bottom panel
of the figure shows the total charge dispersion as a function of the impedance of the array
junction. Light-blue circles correspond to the estimation from DRMG, while black dashed
lines are obtained from a phenomenological theory introduced in Ref. [37]. This theory
is valid only in the limit of small impedance. We find a very good agreement between
these two models, providing strong supporting evidence for the validity of the theoretical
model. The confirmation of this theory is our main result with respect to the physics of the
fluxonium qubit.
Finally, it is important to note that charge dispersion, combined with charge noise, lead
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Figure 6.5 Charge dispersion of a 40-junction superinductance fluxonium qubit as a func-
tion of the reduced impedance of the array junctions. Top panel: Broadening of
the fluxon transition around Φext = Φ0/2 for ng ∈ [0, 0.5]. Bottom panel: Total
charge dispersion of the fluxon transition at Φext = Φ0/2 according to the DMRG
calculation (circles) against the prediction of the theory in Ref. [37] (black dashed
lines).
Our estimation agrees with the experimental observation of Ref. [37].
6.3.4 Conclusion and outlook
We have developed a novel DMRG algorithm allowing us to simulate large-scale super-
conducting quantum devices. We applied this technique to the fluxonium qubit, and we
asserted the validity of the DMRG implementation by developing a new single-mode the-
ory for the device. Moreover, we used the DMRG technique to estimate the effects of charge
dispersion in the fluxonium-qubit architecture.
We believe that these numerical techniques represent an important advancement. In
particular, we envision applying thesemethods to explore new approaches to encode quan-
tum information nonlocaly motivated by the distribution of many-body entanglement in a
circuit. We also believe that these techniques can be useful to advance our understanding of
dissipation and decoherence mechanisms and for the design of scalable superconducting-
qubit architectures.
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We introduce an efficient tensor network toolbox to compute the low-energy excitations of large-
scale superconducting quantum circuits up to a desired accuracy. We benchmark this algorithm on
the fluxonium qubit, a superconducting quantum circuit based on a Josephson junction array with
over a hundred junctions. As an example of the possibilities offered by this tool, we compute the
pure-dephasing coherence time of the fluxonium qubit due to charge noise and coherent quantum
phase slips taking into account the array degrees of freedom corresponding to a Hilbert space as
large as 15120. Our algorithm is applicable to the wide variety of circuit-QED systems and may be
auseful tool in scaling-up superconducting-qubit technologies.
I. INTRODUCTION
Superconducting qubits are a leading platform for
quantum information processing [1, 2]. These qubits are
built from superconducting quantum circuits integrating
linear elements, such as capacitors and inductors, to-
gether with the only known nonlinear and nondissipative
circuit component: the Josephson junction. These cir-
cuits operate at milliKelvin temperatures where macro-
scopic electromagnetic degrees of freedom associated to
currents and voltages in the circuit are described quan-
tum mechanically [3, 4]. In this regime, nodes (or
branches) of the circuit are represented by bosonic fields
with, in principle, infinite Hilbert-space dimension. The
circuit topology defines the linear and nonlinear interac-
tions between these bosonic modes, and finding the cir-
cuit excitations requires the diagonalization of the full
circuit Hamiltonian. However, for circuits with more
than a few nodes, this task rapidly becomes intractable
by exact diagonalization. With current devices integrat-
ing 10s [5] to 100s [6], 1,000s [7] and even 10,000s [8]
Josephson junctions, this is a real challenge that the field
is facing.
Fortunately, in many cases these devices operate in
regimes where effective models with a reduced number of
degrees of freedom are accurate enough to describe the
physics of interest. These effective models, however, are
based on approximations that allow extracting only lim-
ited information about the system. Moreover, it is often
not possible to trace back the original circuit parameters
from the effective model and, when it is possible, these
parameters often have to be inferred indirectly from com-
plex multivariate fits to the experimental data. This loss
of information can be detrimental to circuit design.
In this work, we adapt to many-body superconduct-
ing quantum circuits a numerical tensor network method
that we have introduced in Ref. [9]. We use this numer-
ical toolbox to compute the relevant low-energy excita-
tions of a large-scale superconducting circuit taking into
consideration all of its degrees of freedom of a lumped-
element model of the device. We show how this gives
access to information about the system that can be used,
for instance, to make predictions about the system such
as estimating its coherence time from first principles.
As an example of application of this method, we con-
sider the fluxonium qubit [5]. This superconducting
quantum circuit is made of a small Josephson junction
fabricated in parallel with an array of ∼ 100 Josephson
junctions. Because of the large number of elements it
contains, it is an ideal test bed for our numerical ap-
proach. To help in benchmarking our tensor network
implementation, we develop an effective model for the
fluxonium qubit that captures the essential circuit details
and which can easily be solved by exact diagonalization.
To assert the validity of the tensor network method, we
first compare results obtained with the tensor network
method to the those obtained with the approximate ef-
fective model in regimes where the latter approach is ex-
pected to faithfully describe the device. We then push the
tensor network method to regimes where deriving an ac-
curate effective theory is challenging. The effective model
and the tensor network toolbox are used to investigate
the charge dispersion of the fluxonium qubit in a broad
range of parameters, confirming an existing theory [10]
and clarifying its regime of validity. Finally, we use the
tensor network method to estimate the pure-dephasing
time of a realistic fluxonium device. We provide direct
numerical evidence of the potentially harmful effects of
charge noise in this system for certain circuit parameters.
This paper is organized as follows. In Sect. II, we
first summarize the tensor network method introduced in
Ref. [9]. In Sect. III, we provide a tensor network imple-
mentation of the complete fluxonium-qubit Hamiltonian,
describe an effective model for this qubit and compare re-
sults obtained with both approaches. Sect. IV discusses
the interplay between charge noise and coherent quantum
phase slips in this system. The main result of this section
is the direct numerical evidence of the charge dispersion
in fluxonium devices supporting a previously developed
theory [10]. Sect. V is dedicated to the conclusions and
to an outlook of the results of this work.
II. THE MULTI-TARGETED DMRG
ALGORITHM
To obtain the low-energy excitations of a quantum sys-
tem, a strategy that scales better than exact diagonaliza-
tion is to decompose the quantum problem into a network
of tensors. This approach can scale far better than exact
diagonalization by treating the problem locally. Indeed,
for a lattice of multiple sites, instead of handling the com-
plete wavefunction of the many-body system at once, the
quantum state is decomposed into a series of tensors, each
representing a single site. The form of the localized wave-
function is known as a matrix product state (MPS) and
has been known for some time [11].





cσ1σ2...σNJ |σ1σ2 . . . σNJ 〉, (1)
where σi indexes orbitals (or levels) of the ith site. The
amplitude cσ1σ2...σNJ is interpreted as a tensor with NJ
indices, NJ being the number of sites. In order to obtain
a MPS representation of |ψ〉, a series of tensor decom-
positions can be performed using the singular value de-
composition (SVD). The SVD decomposes a tensor into
two unitary tensors, U and V , and a diagonal matrix
D such that the original tensor may be reconstructed as
UDV †. By performing successive SVDs on the full orig-
inal tensor, one obtains a site-by-site representation of











× |σ1σ2 . . . σNJ 〉,
(2)
where Aσiai−1ai is the tensor of the MPS corresponding
to the ith site. Here, an extra index ai appears corre-
sponding to a link index that connects to an adjacent
site. The dimension of this additional index is known as
the bond dimension and is controlled by truncating the
number of nonzero singular values that are kept in the
diagonal matrix D, effectively leaving out small entries
of this density matrix. For short-range interactions and
low dimensions, the physical system can be modeled ef-
ficiently by an MPS with much smaller bond dimension
than the full wavefunction [13]. Other cases can also be
captured by the MPS at the price of using a larger bond
dimension [12, 14].
Eq. (2) is represented in the left-normalized basis
where the tensor A is determined from the U tensor of the
SVD. The MPS can also be written with right-normalized
tensors (creating tensors from V †). The most common
gauge to choose is the mixed-canonical representation.
In the mixed gauge, left- and right-normalized tensors
are separated by one site where the D matrix has been
contracted on to the site. This site is known as the or-
thogonality center, and represents the information passed
between left and right parts of the system.
In practice, the MPS is obtained by first construct-
ing the Hamiltonian written as a tensor network, known
as matrix product operator (MPO). Once the MPO is
known, an algorithm can be designed to converge a start-
ing initial state to the correct ground state. One of the
most well-known tensor network methods for this task is
the density matrix renormalization group (DMRG) algo-
rithm [15, 16]. This approach is known to be very efficient
for solving systems that are well captured by the MPS
and can converge to the ground state in only a few iter-
ations of the algorithm [13, 17, 18]. More importantly,
the complexity of this algorithm scales linearly with the
number of sites, making it possible to treat systems of
sizes beyond what is possible with exact diagonalization.
While DMRG is most commonly used to study ground-
states, the analysis of superconducting quantum circuits
requires to correctly capture several excitations. For ex-
ample, for the case of a single superconducting qubit built
out of a large superconducting circuit, the ground state
and the two first lowest-energy excitations are needed
to estimate the qubit frequency ω01 and anharmonicity
ω12 − ω01, where ~ωi is the energy of the ith eigenstate
of the circuit and ωij = ωj − ωi. If nq such qubits are
integrated on a chip, the number of excitations required
to characterize the device typically scales as n2q.
The conventional approach to compute excitations
with DMRG is to add to the system Hamiltonian an
energy penalty of the form
∑
i∈ex. λ|i〉〈i|, with λ > 0.
This forces previously determined low-energy excitations
above the next excited state, which becomes the ground
state of the modified Hamiltonian and for which stan-
dard DMRG can be run [12]. However, we noticed that
this technique can miss excited states and suffers from
convergence issues.
To remedy this problem, we have derived an exten-
sion of the DMRG algorithm that includes the excita-
tions computed directly in the Lanczos step of the algo-
rithm [9]. We extended the original MPS to a bundled
MPS, where the orthogonality center has been given an
additional index that identifies excitations in the system.
By attaching the additional index to the state, we can
derive an efficient tensor network update at each step
of the DMRG algorithm that modifies the wavefunction
until each excitation is variationally minimized to the
correct eigenvalue. This procedure is numerically sta-
ble and agrees with exact diagonalization in all tested
situations. This multi-targeted DMRG technique does
not miss excitations or introduce numerical degeneracies.
We have used this method to obtain tens or hundreds of
excitations simultaneously in a single run of the multi-
targeted DMRG algorithm. This is where our multi-
targeted DMRG algorithm differs significantly from the
traditional DMRG approach for computing excitations,
which needs to be run sequentially, once per required ex-
citation. Furthermore, an important benefit of our multi-
targeted DMRG algorithm is that the orthogonality of
the computed excited states is guaranteed up to numer-
ical precision. In contrast, in the traditional DMRG ap-
FIG. 1. Lumped-element model of the fluxonium qubit. (a)
Detailed circuit scheme including a “black-sheep” junction
(center) shunted by a capacitance (top) and a junction-array
superinductance with NJ junctions (bottom). Stray capaci-
tances to ground are depicted in a lighter shade of blue. (b)
Effective circuit in which the junction-array is modeled as a
linear inductance. φi for i ∈ [0, NJ ] denotes the superconduct-
ing phase at every circuit node, while θi for i ∈ [1, NJ ] is the
phase difference at every junction of the array. The superin-
ductance (or fluxonium) mode is defined as the phase differ-
ence across the black-sheep junction: φ = φ0−φNJ =
∑NJ
i=1 θi.
proach, the orthogonality of an excitation with respect
to previously determined eigenstates is controlled by the
accuracy of the associated eigenvalues. More information
on the multi-targeted DMRG algorithm can be found in
Ref. [9].
III. DMRG IMPLEMENTATION OF THE
FLUXONIUM-QUBIT HAMILTONIAN
We choose the fluxonium qubit [5] as a testbed for the
multi-targeted DMRG approach. Because of its relatively
complex structure, with an Hamiltonian that includes
periodic boundary conditions as well as short- and long-
range linear and nonlinear interactions (see appendix A),
this is an ideal test circuit for this numerical method.
The fluxonium qubit is a variation on the transmon
qubit [19] in which a large shunt inductor is added to pro-
tect the device against low frequency charge noise [20].
Recent experiments have demonstrated long coherence
times with this qubit [6, 21, 22]. The fluxonium cir-
cuit (see Fig. 1) consists of a small Josephson junction,
referred to as the “black-sheep” junction, shunted by
a superinductance, i.e. a circuit element with effective
impedance greater than the quantum of resistance RQ =
h/(2e)2 ' 6.5 kΩ and self-resonance frequencies above
10 GHz [23–27]. Superinductances have been made using
Josephson junction arrays [26], high-kinetic-inductance
superconductors [28, 29] and granular aluminium [30].
Superinductances are also crucial to other qubit designs
such as the noise-protected 0− π qubit [24, 31]. While a
superinductance is in principle a multimode device, it can
behave as a single-mode linear inductance under appro-
priate conditions [26, 32, 33]. The multimode structure
of such a device has, however, important consequences
[26, 29], some of which are investigated below.
A. Setting-up the DMRG algorithm
With the objective of determining the low-energy ex-
citations of the full fluxonium device shown in Fig. 1 (a)
using our DMRG algorithm, we first describe the associ-
ated circuit Hamiltonian. In this circuit, the black-sheep
junction is described by its Josephson energy EJb and its
capacitance CJb which may include a shunt capacitance.
We take the superinductance to be realized by an array
of Josephson junctions, with LJi and CJi the ith junction
inductance and capacitance. Moreover, a capacitance to
ground C0i is associated to the ith circuit node. In ab-
sence of circuit element disorder, these parameters take
the constant values LJ , CJ and C0, respectively. We also
define the junction plasma frequency ωp = 1/
√
LJCJ and
reduced impedance z =
√
LJ/CJ/RQ. Following the
standard circuit-quantization procedure [3], the Hamil-


















In this expression, H0i = 4ECi(ni − ngi)2 − EJi cos θi is
a noninteracting (or site) Hamiltonian for the ith array
junction with θi is the phase difference across thatjunc-
tion and ni the conjugate charge. Moreover, ngi is an
offset-charge parameter, ECi the effective charging en-
ergy and EJi = ϕ
2
0/LJi the effective Josephson energy
with ϕ0 = Φ0/2π where Φ0 = h/2e is the flux quan-
tum. In addition to the on-site energies, Eq. (3) includes
a bilinear interaction ∝ ninj arising from the ground,
black-sheep and array-junction capacitances and which
couples the sites with comparable strength and all-to-
all connectivity (see appendix A). Furthermore, the last
term of Eq. (3) is a nonlocal interaction that depends on
the external flux Φext and which results from the strongly
nonlinear Josephson potential of the black-sheep junc-
tion. Because Eq. (3) includes a very large numbers of
degrees of freedom and is therefore difficult to work with,
this Hamiltonian is typically not directly employed in the
literature to describe the fluxonium qubit. Instead, flux-
onium devices are usually modeled by a phenomenologi-
cal Hamiltonian that incorporates a single bosonic degree
of freedom, φ =
∑NJ
i=1 θi, known as superinductance or
fluxonium mode.
To obtain the low-energy excitations of Eq. (3) by
means of a tensor network and in this way go beyond the
effective model, the Hamiltonian must first be converted
to its matrix product operator form. Crucially, the long-
range cosine interaction is ideally suited to matrix prod-
uct states and operators, preventing an increase of the
bond dimension with the number of sites. This remark-
able observation is one of the key findings of our work and
extends to all circuit-QED Hamiltonians, from lumped-
element models to black-box-quantization [34, 35] and
energy-participation-ratio [36] formalisms. Indeed, we
have successfully implemented a wide variety of such
models and circuit Hamiltonians, results that will be
reported elsewhere. On the other hand, the all-to-all
capacitive interaction in Eq. (3) does not have an effi-
cient matrix-product-operator representation. However,
this unfavorable interaction does not prevent a efficient
implementation of the multi-targeted DMRG algorithm
and the results presented below have a relatively small
bond dimension thanks to matrix-product-operator com-
pression techniques [37]. The efficient matrix-product-
operator representation of the black-sheep Josephson po-
tential in Eq. (3), and the possibility of handling an ar-
bitrary capacitive coupling Hamiltonian by compression
techniques, makes our DMRG implementation readily
applicable to many other circuit-QED setups.
B. Effective single-mode theory
To assert the validity of our DMRG method, we de-
rive in Appendix B an effective single-mode theory from
Eq. (3) that can be solved by exact diagonalization and
which goes beyond the standard treatment found in the
litterature. Under approximations controlled by the pa-
rameter regime of the device, we arrive at the Hamilto-
nian
H ′ = 4ECn








where the mode described by φ′ is closely related to
the superinductance (or fluxonium) mode φ, and n′ the
conjugate charge. Here, EC , EL and EJ are effec-
tive capacitive, inductive and Josephson energies, respec-
tively, obtained from the classical normal-mode struc-
ture of the circuit. If the capacitances to ground C0i
for i ∈ [1, NJ ] can be neglected, then φ′ = φ and
n′ = n = N−1J
∑NJ
i=1 ni, where n is the conjugate charge
operator to φ. Otherwise, the φ′ mode includes correc-
tions to φ that are linear in C0.
Although in the limit of large NJ Eq. (4) reduces to
the original fluxonium-qubit Hamiltonian [see Fig. 1 (b)]
[5], the parameters of Eq. (4) capture all details of the
circuit’s capacitance network and contain important cor-
rections which are due to the nonlinearity of the array
junctions. To the best of our knowledge, these correc-
tions have not been discussed before and can lead to
significant frequency shifts of the qubit transitions (see
appendix B 3). Crucially, because of its single-mode na-
ture, Eq. (4) can easily be diagonalized numerically by
truncating the Hilbert space of the φ′ mode to finite di-
mension.
C. Comparison
Having derived the effective model of Eq. (4) which
will be use as a benchmark, we are now in a position
to demonstrate the results of our DMRG approach and
to explore the capabilities of this method. To this end,
we consider a device in the “heavy fluxonium” regime
[6, 21, 29] with a large shunt capacitance and a superin-
ductance made of NJ = 120 identical junctions where
ωp/2π = 25 GHz and z = 0.03 [26]. See appendix B 2
for a qualitative description of the different regimes of
the fluxonium qubit Hamiltonian. Each junction is mod-
eled as a multilevel system using the 15 lowest energy
eigenstates of the site Hamiltonian H0i . We find that
for low-impedance junctions, the site eigenbasis requires
a smaller number of states to avoid truncation errors as
compared to other local basis such as charge basis. The
DMRG implementation is thus defined in a product ba-
sis of local wavefunctions spanning a many-body Hilbert
space as large as 15120 and that has, a priori, no built-in
information about collective modes of the system. Im-
portantly, this choice of basis also makes our treatment
readily extensible to other superconducting quantum cir-
cuits.
Figure 2 (a) shows the energy spectrum of the flux-
onium device of Fig. 1 for both DMRG (Eq. (3), light-
blue circles) and exact diagonalization of the effective
single-mode theory (Eq. (4), black dashed lines) as a
function of the external flux Φext. We find excellent
agreement between these two independent models. Im-
portantly, this observation extends to all systems sizes
and parameter sets that we have tested, from a few-sites
fluxonium-like device to circuits with more than 200 junc-
tions. These results provide supporting evidence that the
DMRG method can be applied in regimes where deriv-
ing an effective model is not possible. Further numerical
evidences are presented in appendix B.
In addition to computing global properties of the cir-
cuit, such as its energy spectrum, the multi-targeted
DMRG algorithm also gives access to local site proper-
ties which we now explore. These operators can give
insights into the many-body structure of the fluxonium
eigenstates. Fig. 2 (b) shows the mean photon-number
population 〈pi〉 = 〈ψk|H0i |ψk〉/~ωp of the ith site, for
all sites (i ∈ [1, NJ ], vertical axis of each of the 6 den-
sity plots) as a function of Φext. These expectation val-
ues are computed for a given eigenstate |ψk〉 of the full
fluxonium circuit, from the groundstate (k = 0, bottom
density plot) to the 5th excited state (k = 5, top density
plot). Because of the absence of circuit-element disorder
in these simulations, the result do not show any vari-
ations with site number. We observe that flux-sensitive
(fluxon) transitions have the lowest values of photon pop-
ulation, while the flux-insensitive (plasmon) transitions
involve nonzero population of the sites’ excited states.
We interpret Fig. 2 (b) with the help of Fig. 2 (c),
which illustrates a portion of the local Josephson poten-
tial of an array junction and its single-site wavefunctions.
From the point of view of this site (left panel), a fluxon
state |ψk〉 at Φext 6= 0,Φ0/2 involves a small displacement
by αk/NJ of the site’s wavefunction (red) away from
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FIG. 2. A 120-junction superinductance heavy fluxonium
as a function of Φext. (a) Energy spectrum of the Hamil-
tonians in Eq. (3) (DMRG) and Eq. (4) (single mode). (b)
Mean photon-number population of the array Josephson junc-
tions (sites) for every eigenstate |ψk〉 of the fluxonium cir-
cuit. (c) Single-junction picture of fluxon- and plasmon-like
excitations. (d) Effective potential energy and wavefuctions
of the single-mode Hamiltonian for Φext ∈ {0,Φ0/4,Φ0/2}.
(e) Expectation value of the phase operator at every circuit
node of the superinductance for the fluxonium eigenstates la-
beled by |ψ0〉 and |ψ2〉. Circuit parameters: CJb = 40 fF,
EJb/h = 7.5 GHz, CJ ' 32.9 fF and LJ ' 1.23 nH (from
ωp/2π = 25 GHz and z = 0.03 [26]) and C0 = 0. Single-mode
model parameters: EC/h ' 0.48 GHz, EL/h ' 1.27 GHz (i.e.,
L ' 129.1 nH) and EJ = EJb .
current operator associated to the ith junction given by
Ii = Ic sin θi where Ic is critical current, this displace-
ment results in a circulating current. Collectively, since
φ =
∑NJ
i=1 θi, these displacements add to a mean value
〈ψk|φ|ψk〉 ≡ αk which coincide with a local minimum
of the effective fluxonium potential [see also Fig. 2 (d)].
A similar mean-field displacement is found for the plas-
mon states (right panel), although these involve impor-
tant contributions from the site’s excited states.
The above interpretation becomes clearer by consider-
ing the effective potential and wavefunctions obtained
from the single-mode Hamiltonian Eq. (4) shown in
Fig. 2 (d) for Φext ∈ {0,Φ0/4,Φ0/2}. The shape of
the effective potential is determined by the cosine po-
tential of the black-sheep junction and the inductive en-
ergy −N2JEL cos(φ′/NJ) ' ELφ′2/2 of the array. While
fluxon states are the lowest energy eigenstates associated
to the local minima of this effective potential, the plas-
mon states correspond to intra-well excitations. Since
the positions of the potential wells shift significantly with
Φext, the energy of fluxon-like excitations is highly sensi-
tive to the external flux [see also Fig. 2 (a)]. In contrast,
plasmon excitations have a very weak flux sensitivity in
comparison, corresponding to the flux-insensitive transi-
tions in Fig. 2 (a). For some flux biases, these two types
of excitations hybridize, leading to anticrossings in the
spectrum of Fig. 2 (a). A more in-depth description of
fluxon and plasmon excitations of the fluxonium can be
found in appendix B 2.
Fig. 2 (e) combines insights from both panels (c) and
(d), It shows the expectation value of the phase drop
φ0 − φi ≡
∑i
j=1 θj obtained from DMRG and plotted as
a function of the site number for the fluxon states |ψ0〉
and |ψ2〉 at Φext = Φ0/4. These expectations values are
illustrated by the direction of a vector with respect to
the vertical direction. The angle of this vector between
the first and last sites is in perfect agreement with the
positions of the local minima α0 and α2 of the effective
potential of Eq. (4) [see (d), middle panel].
Overall, Fig. 2 shows that the multi-targeted DMRG
algorithm correctly reproduces the results of the effective
single-mode theory. It can also provide information that
is not accessible from this theory. This comparison pro-
vides solid evidence of a correct DMRG implementation
of the full circuit Hamiltonian of the fluxonium qubit. It
also suggests that other circuit Hamiltonians can benefit
from this numerical method. Moreover, the local physical
quantities such as those illustrated in Fig. 2 (b), contain
information about the energy-participation ratio of all
circuit components for a given collective excitation. This
information could be used to identify dissipation channels
and to understand the effect of circuit-element disorder.
We return to these aspects in Sect. V.
IV. CHARGE DISPERSION AND COHERENCE
TIME
We now proceed with a concrete application that shows
how our DMRG implementation can be leveraged to pro-
duce coherence-time estimates from first principles. In
particular, we are interested in quantifying the coher-
ence time of the fluxonium due to the combined effect of
charge noise and coherent quantum phase slips [10, 27].
A. Charge dispersion
In the fluxonium qubit, the black-sheep junction acts
as a weak link that couples flux states of the supercon-
ducting loop. This makes quantum control of the flux
degree of freedom possible but can also be a source of
errors. In a semiclassical picture, the rate at which a
quantum of flux can tunnel in and out of the loop through
the black-sheep junction is proportional to the junction
impedance, while the energy cost associated to the ad-
dition of a quantum of flux to the loop scales as 1/L.
Since the tunneling of a flux quantum corresponds to
a change of 2π in the phase of the superconducting or-
der parameter, this phenomenon is known as coherent
quantum phase slip (CQPS) [10, 38–43]. In experiments,
fluxonium devices exploit a wide range of black-sheep
junction impedances, ranging from relatively small in the
heavy-fluxonium [6, 21, 29], to moderate in the fluxonium
[5, 10] and to large values for the light-fluxonium [44].
See appendix B 2 for a qualitative discussion of these pa-
rameter regimes. Ideally, the total amplitude for CQPS
events is largely dominated by the contribution from the
black-sheep junction. However, if the impedance of the
array junctions is large enough, the added CQPS ampli-
tude due to the superinductance can be non-negligible.
In this limit, the junction array may be regarded as a
“slippery” superinductance [27].
Ref. [10] introduced an effective model describing the
effect of CQPS occurring in the superinductance of a flux-
onium qubit. In this model, CQPS due to the black-sheep
junction are captured by a phenomenological single-mode
fluxonium qubit Hamiltonian similar in spirit to Eq. (4).
On the other hand, CQPS due to the superinductance
enter in the effective Hamiltonian via the external flux.
More precisely, the parameter Φext in Eq. (4) is replaced
by Φext +mΦ0, where m is an integer-valued number op-
erator that counts the number of CQPS in the superin-
ductance. Since a CQPS event at any junction of the
superinductance leads to a jump m → m ± 1, it can be
interpreted as a 2π phase bias on φ.
To quantify the total CQPS amplitude resulting from
the superinductance, we consider a realistic model of
this composite circuit element with its NJ islands and
their independent offset charges [see Fig. 1 (a)]. As
a consequence of the Aharonov-Casher effect, the flux-
tunneling amplitude at a given array junction has a well-
defined phase given by the offset-charge ngi associated
to that junction [10, 38, 43, 45–47]. By adding coher-
ently the contributions from the NJ array junctions, the
total CQPS amplitude (excluding the black-sheep junc-









determines the charge dispersion of the groundstate en-
ergy of the transmon Hamiltonian H0i in terms of the
reduced impedance zi and plasma frequency ωpi of the
ith array junction [19, 27, 38, 48]. Importantly, this re-
sult only holds in the low-impedance limit (zi  1).
CQPS events in the superinductance can then be de-
scribed by a phenomenological flux-tunneling Hamilto-
nian of the form HCQPS = (ESm
− + E∗Sm
+)/2, where
the operator m− [m+ = (m−)†] removes (adds) a sin-
gle flux quantum from the loop through any of the array
junctions. In the limit of rare CQPS, |ES |  EL, HCQPS
can be regarded as a small perturbation to the fluxonium
Hamiltonian. In this situation, first-order perturbation
theory predicts a shift δωij = Re[ES ](〈T 〉j − 〈T 〉i)/~
of the qubit’s i → j transition frequency, where T =
exp(−i2πn) is a 2π-displacement operator whose expec-
tation values are computed using the unperturbed eigen-
states {|ψi〉} with m = 0 [10]. For a homogeneous array
(ε0i ≡ ε0 for i ∈ [1, NJ ]), one has −NJε0 ≤ Re[ES ] ≤
NJε0, and the total charge dispersion of the qubit tran-
sition frequency is
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Eq. (6) (Single mode)
FIG. 3. Charge dispersion of a 40-junction superinductance
fluxonium qubit as a function of the reduced impedance of the
array junctions. Top panel: Broadening of the fluxon tran-
sition around Φext = Φ0/2 for ng ∈ [0, 0.5]. Color lines are
obtained from DMRG while dashed black lines correspond to
estimations using Eq. (4). Bottom panel: Total charge dis-
persion of the fluxon transition at Φext = Φ0/2 according to
the DMRG calculation (circles) contrasted to the prediction
of Eq. (6) with matrix elements evaluated by means of DMRG
(triangles) or the single-mode model (dashed lines). Param-
eters: CJb = 7.5 fF, EJb/h = 8.9 GHz, ωp/2π = 12.5 and
C0 = 0, according to Ref. [10].
As the classical flux states of the loop are degenerate at
Φext = Φ0/2, the effect of a nonzero ES is stronger close
this flux.
Fig. 3 shows the charge dispersion of the fluxon transi-
tion of a fluxonium device with parameter values cho-
sen to be as close as possible to those of the experi-
ment of Ref. [10]. The top panel shows the qubit tran-
sition frequency as a function of the external flux close
to Φext = Φ0/2 for different values of the offset charge
ngi ≡ ng, assumed to be the same on every junction of
the array. Each sub-panel shows the DMRG results for a
given value of the array-junction impedance. The light-
est (darkest) transition in purple corresponds to ng = 0
(ng = 0.5). Dashed black lines show the qubit transition
according to Eq. (4) which does not have an offset-charge
parameter. Note that the offset-charge dependence of the
CQPS tunneling energy leads to constructive (|ES | > 0)
and destructive (ES → 0) interference of CQPS events.
Qualitatively, charge dispersion increases rapidly with
z due to the exponential scaling of Eq. (5). This is best
illustrated by the bottom panel of Fig. 3, which shows
the charge dispersion for Φext = Φ0/2 as a function of z.
Light-blue circles (Full DMRG) correspond to a fully nu-
merical estimation using DMRG for which the charge dis-
persion is computed by taking the difference between the
energy of the fluxon transition for ng = 0 and ng = 0.5.
Black triangle markers [Eq. (6) (DMRG)] are the result
of Eq. (6) for which the matrix elements are evaluated
using the eigenstates obtained from DMRG for ng = 0.
The black dashed line [Eq. (6) (Single mode)], in contrast,
is obtained by evaluating the matrix elements using the
single-mode Hamiltonian Eq. (4). We find no significant
difference between the DMRG [Eq. (6) (DMRG)] and the
single-mode [Eq. (6) (Single mode)] implementations of
Eq. (6), with both approaches showing a small but clearly
visible deviations from the results obtain from fully nu-
merical DMRG estimation (Full DMRG) at large z.
Indeed, up to array-junction impedances as high as
z ' 0.1 we observe a remarkable agreement between the
estimation of the total charge dispersion from fully nu-
merical DMRG and that predicted by Eq. (6). This pro-
vides evidence in support of the theoretical model intro-
duced in Ref. [27]. Although not visible in Fig. 3, small
deviations between the fully numerical DMRG estima-
tion and those based on Eq. (6) are present for z . 0.06.
The largest truncation error for all simulations in Fig. 3
is of order 10−11, and the error tolerance on the eigen-
values is set to 10−12, guaranteeing the convergence of
the fully numerical DMRG results to the same accuracy.
DMRG being a variational method, we have verified that
the convergence to the reported accuracy is also well be-
haved. We also note that we have observed deviations
with the same order between the fully numerical DMRG
estimation and the prediction of Eq. (6) for devices with
different sets of circuit parameters. However, in all of
these cases, the deviations are too small to be relevant
when computing coherence times (see below).
On the other hand the larger relative difference be-
tween the full numerical DMRG estimation and those
based on Eq. (6) in the range of z & 0.1 is expected.
Indeed, in this regime Eq. (5) which neglects the contri-
bution of all but the one array junction that undergoes
the CQPS and the assumption that |ES |  EL are both
no longer valid [27]. Therefore, z & 0.1 is a regime in
which the DMRG method is at a clear advantage over
effective theories.
B. Coherence-time estimations
Because of unavoidable charge noise, the value of δωij
fluctuates in time leading to broadening of the qubit
transition. For large charge dispersion, this effect can
severely compromise qubit coherence. This observation
is the basis of the experimental study of Ref. [10], where
the degradation of the qubit coherence time around the
flux sweet spot is taken as indirect evidence of CQPS
events in the “slippery” superinductance. In support of
the experimental observation and as a further example
of the power multi-targeted DMRG, we show here that
full DMRG simulations of a device with similar circuit
parameters to those reported in Ref. [10] predicts the
pure-dephasing coherence times around Φext = Φ0/2 to
be dominated by the combined effect of charge noise and
CQPS.
To estimate the coherence time, we follow closely
Ref. [10] which assumes that the variables ngi are in-
dependent and randomly distributed. The probability
density function of Re[ES ] can then be approximated
by a Gaussian distribution with zero mean and stan-
dard deviation
√
NJ/2 ε0 [10]. Following this expression,
the effective broadening of the qubit transition scales as√
NJ , something which translates to the pure-dephasing
coherence time 1/Tϕ,CQPS = |∆ω01|/4
√
NJ [10, 27]. To
identify the domimant dephasing mechanism, we com-
pare this timescale to that expected for 1/f flux noise
by deriving in appendix C a multilevel pure-dephasing














where Γklϕ are time-dependent pure-dephasing rates pro-
portional to the 1/f flux noise amplitude, σkl = |ψk〉〈ψl|,
and D[x, y] ρ = xρy† − {y†x, ρ}/2 is a generalized dissi-
pator operator. By integrating Eq. (7) in the qubit sub-
space, we define the flux-noise coherence time Tϕ,Flux by
the implicit equation ρ01(Tϕ,Flux)/ρ01(0) = 1/e that we
solve numerically (see appendix C).
First, Fig. 4 (a) shows the energy spectrum versus the
external flux, results that should be compared to those
of Ref. [10]. In contrast to the results in Fig. 2 (a), the
DMRG and single-mode simulations for the parameters
of Ref. [10] differ more noticeably due to the low plasma
frequency of the array junctions (ωp/2π = 12.5 GHz)
around which ∼ 40 other additional circuit modes lie [29]
(see also appendix B 3). This makes any single-mode ap-
proximation invalid, except at low frequencies. Fig. 4
(b) shows the estimation of the device’s coherence times
using only the results from DMRG as a function of the
external flux and close to the bias point Φext = Φ0/2. We
find values similar to the experimental observation (see
Fig. 4 in Ref. [10]), thus providing further numerical evi-
dence of the combined effects of charge noise and CQPS.
In the flux range that is presented, this mechanism domi-
nates over flux noise and result in sub-µs coherence times
for the device parameters of Ref. [10].
Combined, the results in Fig. 3 and Fig. 4 illustrate the
rich interplay between charge noise and CQPS in the flux-
onium architecture. Added to the improved simulation
capabilities provided by DMRG, these findings motivate
a systematic experimental study to understand these ef-
fects to a greater extent.
V. CONCLUSIONS AND OUTLOOK
We have developed a multi-targeted DMRG algorithm
allowing us to simulate large-scale superconducting quan-
tum devices. As an example, we have applied this nu-
merical technique to the fluxonium qubit. To assert the































FIG. 4. Coherence time of a 40-junction superinductance
fluxonium qubit. (a) Energy spectrum according to DMRG
and single-mode estimations as a function of Φext. The black
dotted line is the plasma frequency. (b) Pure-dephasing co-
herence times for flux and charge (CQPS) noise as obtained
from DMRG. Parameters: CJb = 7.5 fF, EJb/h = 8.9 GHz,
z = 0.09, ωp/2π = 12.5 and C0 = 0, extracted from Ref. [10].
validity of the DMRG simulations and to help in the in-
terpretation of the numerical results, we have developed
a detailed single-mode theory for this qubit. Finally, we
employed DMRG to investigate the combined effect of
charge noise and coherent quantum phase slips in the
fluxonium qubit, confirming the theoretical model intro-
duced in Ref. [10] and reproducing some of the experi-
mental findings of that work.
Having access to the expectation values of local and
of n-body operators makes it possible to investigate the
many-body properties of superconducting quantum cir-
cuits. This could help, for instance, in finding new ap-
proaches to encode quantum information nonlocaly in
protected subspaces by exploiting entanglement in these
systems. Moreover, local information of large-scale su-
perconducting quantum circuits may be used to evaluate
the impact of dissipation channels and circuit-element
disorder. This might also lead to a more detailed un-
derstanding of dissipation and decoherence mechanisms.
Our numerical approach also has the potential to enable
advancements in several areas of superconducting-qubit
research. In particular, we envision future applications
to the analysis of multi-qubit devices and the design of
scalable superconducting-qubit architectures.
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Appendix A: Fluxonium Circuit Hamiltonian
1. Hamiltonian without gate voltages
We derive the circuit Hamiltonian used in the DMRG
calculations presented in the main text. We consider a
fluxonium device where a black-sheep Josephson junction
with capacitance CJb (including both shunt and junction
capacitances) and Josephson energy EJb is shunted by a
superinductance made of NJ junctions, each of capaci-
tance CJi and energy EJi with i ∈ [1, NJ ]. We moreover
assume that each circuit node of the superinductance is
connected to ground by a stray capacitance C0i . The
NJ + 1 node flux (phase) variables of the circuit are de-
noted by Φi (φi = Φi/ϕ0), where ϕ0 = ~/2e is the re-
duced quantum of magnetic flux and i ∈ [0, NJ ]. The


















EJi cos(φi − φi−1)
+ EJb cos
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where Φext is the flux through the circuit loop. A more
convenient basis is defined by the phase variables θi =
φi−1−φi for i ∈ [1, NJ ] and the cyclic mode σ =
∑NJ
i=0 φi.
The relation between the new modes and the original
node variables can be expressed concisely by θ = R · φ,
where θ = (θ1, . . . , θNJ , σ)
T , φ = (φ0, . . . , φNJ )
T and R
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Under this change of coordinates, Eq. (A1) becomes
















where CΘ = (R
−1)T · CΦ · R−1 is defined in terms of
the capacitance matrix [CΦ]ij = ∂
2L(Φ, Φ̇)/∂Φ̇i∂Φ̇j , for
i, j ∈ [0, NJ + 1]. Note that the σ mode does not enter
in the potential energy.
After a Legendre transformation, we arrive at the
Hamiltonian

















where qΘ ≡ ∂L(Θ, Θ̇)/∂Θ̇ = CΘ ·Θ̇ is a vector of conju-
gate charge operators. In the absence of circuit-element
disorder, the σ mode decouples from the θi modes. In the
presence of disorder, these modes are coupled by capac-
itive terms which, for small disorder, can in principle be
treated as a perturbation. Here, since for small disorder
the frequency of the mode associated to σ is very large,
we simply neglect this contribution. The inverse capaci-
tance matrix can thus be truncated to include only the θi
modes, i.e. C−1Θ → C−1Θ [0 : NJ − 1, 0 : NJ − 1], reducing
Eq. (A4) to an Hamiltonian of NJ interacting degrees of
freedom. Note that the resulting pairwise θi-θj capaci-
tive coupling has all-to-all connectivity and exhibits no
particular structure in the θi basis.
2. Accounting for charge dispersion
To model charge dispersion, we assume that each of
the NJ + 1 circuit islands is coupled to a local ficti-
tious voltage source Vi for i ∈ [0, NJ ]. The associated
terms in the Lagrangian can generically be written asb∑NJ
i=0(Cgi/2)(Φ̇i − Vi)2, where Cgi is a gate capacitance
for the ith circuit node. Equivalently, this can be ex-
pressed as
Lg(Φ, Φ̇) = −Φ̇T ·Cg · V , (A5)
where Cg = diag(Cg0 , Cg1 , . . . , CgNJ+1) and V =
(V0, V1, . . . , VNJ+1)
T . In addition to Eq. (A5), the ca-
pacitance matrix of the circuit is modified to account for
the gate capacitances as CΦ → C̃Φ = CΦ +Cg.
Defining dΦ = Cg · V , the conjugate charge operators
are given by
qΘ = C̃Θ · Θ̇− dΘ, (A6)
where C̃Θ = (R
−1)T · C̃Φ · R−1 and dΘ = (R−1)T ·
dΦ. Note that due to charge conservation [dΘ]NJ+1 =∑NJ
i=0[dΦ]i/(NJ + 1) is a constant of motion, and only
NJ of the NJ + 1 offset charges are strictly independent.
Using these expressions, the Hamiltonian finally takes
the form



















Omitting irrelevant constants ands the cyclic mode σ























where qgi = [C̃
−1
Θ · dΘ]i/2[C̃−1Θ ]ii for i ∈ [1, NJ ] are ef-
fective offset charges in the θi basis and qi = [qΘ]i. This
Hamiltonian is equivalent to Eq. (3). Each of the brack-
eted terms in Eq. (A8) define a site Hamiltonian, while
the remaining terms correspond to both linear and non-
linear all-to-all interactions between the sites. Since the
sites’ noninteracting eigenstates form a complete basis
and are 2e-periodic in the offset charge and invariant un-
der qgi → −qgi , it is enough to restrict the offset charges
to the range qgi ∈ [0, e].
Appendix B: Effective models for the fluxonium
qubit
1. Effective single-mode Hamiltonian
We derive an effective single-mode Hamiltonian for the
fluxonium qubit that captures all circuit details. Because
it is simple yet accurate, this model is used in the main
text to assert the validity of the DMRG simulations in
appropriate parameter ranges.
To obtain this effective model, we first consider a
change of coordinates in which adiabatically eliminating
the circuit modes other than the superinductance mode
φ =
∑NJ
i=1 θi is simple. To find this appropriate change
of coordinates, we reverse engineer the following Ansatz
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i,j=0 (NJ [CΘ]ikδjk − [CΘ]ij)∑NJ−1
i,j=0 [CΘ]ij
, (B2)
for k ∈ [1, NJ − 1]. Note that Eq. (B1) acts as identity
in the subspace of the σ mode and none of the σ-mode
components of the capacitance matrix CΘ are included
in Eq. (B2). The role of R(1) is to capacitively decouple






k (θk − θ1), (B3)
from all other circuit modes while leaving the σ mode




(1))−1]T ·C(0)X · (R(1))−1, (B4)
with C
(0)
X = CΘ is block-diagonal in the absence of dis-
order. The first block has dimension 1 × 1 and corre-
sponds to the φ(1) mode; the second block has dimension
(NJ −1)× (NJ −1) and involves all circuit modes except
φ(1) and σ; the last 1×1 block corresponds to the σ mode.
By design, the first and second blocks of Eq. (B4) are ex-
actly decoupled from each other, even in the presence of
circuit-element disorder. In this case the first two blocks
can be weakly coupled to the third block. Because the σ
as a very high frequency for standard fluxonium circuit
parameters, we neglect this coupling.
While the transformation Eq. (B1) isolates the most
relevant circuit mode, we iterate recursively this transfor-
mation to decouple all remaining circuit modes in the ca-
pacitive interaction. Doing this will allow us to trace out
such degrees of freedom. We proceed by defining an addi-
tional set of rotation matrices {R(n)}, for n ∈ [2, NJ−1],
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Similarly to R(1), the matrix R(n) is composed by a n×n
identity block for the modes labeled by k < n; a (NJ−n+
1)×(NJ−n+1) block for modes labeled by k ∈ [n,NJ−1];
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(n−1)








which is a direct generalization of Eq. (B2).
The transformations R(n<NJ−1) are designed to each
decouple a single mode, while R(NJ−1) decouples the last
two modes, n = NJ − 1 and n = NJ . Therefore, these
NJ−1 successive transformations exactly diagonalize the
upper NJ ×NJ block of the capacitance matrix CΘ that
does not include the σ mode. We can then invert these









where the coefficient vni quantifies how much the φ
(n)
mode couples to the ith Josephson junction of the ar-











i=1 vni. If C0 = 0, it follows that Vn = 0
for n ∈ [2, NJ ], and φ(1) ≡ φ is the only mode that cou-
ples to the black-sheep junction. In other case, all modes
are weakly coupled to the black-sheep junction, but this
undesired coupling can be easily taken into account as
we show in the following.
The relations Eq. (B7) and Eq. (B8) are now in-
corporated back to the potential energy of Eq. (A4).
In order to trace out the unwanted degrees of free-
dom, we write the operator φ(n) for n > 1 in terms
of the harmonic-oscillator ladder operators as φ(n) =√
πzn(an + a
†
n). Here, zn =
√
Ln/Cn/RQ is the effec-
tive reduced impedance of the nth mode, given in terms
of the effective inductance Ln and capacitance Cn. While
Cn can be readout directly from the block-diagonal ca-
pacitance matrix, the reduced inductance is determined
by the product L−1n = X
T
n · (M−1)T · L−1 ·M−1 ·Xn,




(n))T · R is a matrix that reverses the
multiple changes of basis. The trace can then be per-













2zn/2 where we assume that
the nth mode remains in its noninteracting vacuum state.
Following to Eq. (B7) and Eq. (B8), we approximate









−πV2n zn/2. Thus, by renaming φ(1) →















where EC is taken to be the charging energy EC =
e2/2[C
(1)
X ]00 of the φ
′ mode and [φ′, n′] = i. Note that
Eq. (B12) is equivalent to Eq. (4) of the main text. Up
















J and EJ = xbEJb are
the effective inductive and Josephson-junction energies.
Eq. (B13) corresponds to the original fluxonium-qubit
model in Ref. [5]. Here, however, all energies enter-
ing Eq. (B13) are specified by a function of the circuit-
element parameters.
2. Qualitative regimes of the fluxonium qubit
Despite the apparent simplicity of the effective fluxo-
nium Hamiltonian Eq. (B13), its eigenstates can display a
rich structure that depends on the parameter regime. For
a systematic analysis, it is useful to redefine the param-
eters in Eq. (B13) in terms of the effective black-sheep
junction plasma frequency ωbp =
√
8EJEC/~ and the ef-
fective (reduced) impedance zb = π
−1√2EC/EJ . The
potential energy of Eq. (B13) has a quadratic compo-
nent given by the inductive term ELφ
2′/2 modulated by
the cosine potential of the black-sheep junction and the
external flux. Qualitatively, ~ωbp defines the character-
istic energy of intra-well excitations within a given well
defined by the Josephson potential, while zb is a measure
of the tunneling energy between such wells.
Figure 5 (a-c) shows the wavefunctions of the fluxo-
nium qubit for different values of zb, taking ω
b
p/2π =
10 GHz and EL/h = 0.2 GHz constants and for
Φext/Φ0 = 0.35. Panel (a) corresponds to the case of
a small effective impedance with zb = 0.1, in which
tunneling between states localized in different wells is
exponentially suppressed in 1/zb (see below). In this
regime, the eigenstates of the fluxonium Hamiltonian
are therefore localized within the deep potential wells of
the potential-energy landscape. Excitations localized in
a given potential well are approximately separated by
the energy difference ~ωbp . For this reason, a transition
between two of such states is called plasmon (or intra-
well) transition. Indistinctly, the excited states belong-
ing to a given potential well are simply called plasmon
states. On the other hand, a transition between two
states that belong to different potential wells is called
fluxon (or inter-well) transition, while the lowest energy
state of a given potential well is called fluxon state. Since
the relative position between potential wells shifts signif-
icantly with Φext, fluxon transitions are highly sensitive
to the external flux. In contrast, plasmon transitions are
flux-insensitive. Since the low-impedance limit requires
the fluxonium mode φ′ to have a large effective capaci-
tance (or “mass”), this regime is referred to as “heavy-
fluxonium” regime [6, 21, 29].
Figure 5 (b) shows an intermediate value of zb = 0.3,
where the energy barrier (∝ EJ) between the potential
wells due to the black-sheep junction has been reduced
with respect to panel (a). Moreover, the effective capac-
itive energy EC has been increased, such that quantum
tunneling between states localized in two neighboring po-
tential wells is now non-negligible. This favors states that
are delocalized across multiple potential wells and are the
result of significant hybridization between plasmon and
fluxon excitations. This intermediate regime for zb cor-
responds to the original fluxonium-qubit regime [5, 27].
If the impedance of the black-sheep junction zb is in-
creased further, the fluxonium wavefunctions can spread
over many potential wells thanks to a lower EJ and a
larger EC . This situation is illustrated in Fig. 5 (c) where
the distinction between plasmon and fluxon transitions is
no longer useful and the spectrum is mostly determined
by the harmonic part of Eq. (B13). The Josephson po-
tential acts as a perturbation leading to a weak flux sensi-
tivity of the qubit transitions. Since the effective capaci-
tance of the fluxonium mode needs to be lowered in order
to make zb larger, this is known as the “light-fluxonium”
regime [44].
With the purpose of making the comparison above
more precise, we now analyze the energy spectrum of
fluxonium devices from the heavy- to the light-fluxonium
regimes. The present discussion is straightforward if the
intuition developed in the previous paragraphs is lever-
aged. Fig. 5 (d) shows the result of the diagonalization of
Eq. (B13) (light-blue lines) for the configuration of Fig. 5
(a). In this case, the low-frequency spectrum is highly
sensitive to the external flux, corresponding to a set of
fluxon transitions. For a small zb, the low-frequency
spectrum around Φext/Φ0 = 0.5 can be modeled by the
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FIG. 5. Qualitative behavior of the eigenstates of the fluxonium qubit Hamiltonian Eq. (B13). (a − c) display the qubit
wavefunctions (light-blue lines) within the effective potential (thick black line) for zb ∈ [0.1, 0.3, 0.7], respectively. (d − f)
show the low-frequency spectrum as a function of Φext (light-blue lines) for zb ∈ [0.1, 0.3, 0.7], respectively. Black dotted lines
correspond to the bare black-sheep junction plasma frequency ωbp . Additional parameters: ω
b
p/2π = 10 GHz and EL/h =
0.2 GHz.
weak coupling of two fluxon-like states {|m〉, |m+ 1〉} of
the form 〈φ′|m〉 ∝ z−1/4b exp[−(φ′−φm)2/4πzb], localized
around the flux-dependent positions {φm} of two nearly
degenerate potential wells [48]. Indeed, assuming that
EL  EJ , the fluxonium Hamiltonian restricted to the



















Here, the effective inductive energy ĒL = EL(1−d−1) in-
corporates a first-order correction in d−1 = EL/EJ  1,




z̄b is a tunneling
matrix element between the two fluxon states where
the effective parameters ω̄bp = (8ĒJ ĒC)
1/2 and z̄b =
π−1(2ĒC/ĒJ)1/2 are defined in terms of ĒJ = EJ [1 −
π2(1− d−1)/4d] and ĒC = EC/(1− d−1)2 [48].
The two-level model in Eq. (B14) predicts a linear dis-
persion ∝ 1/L of the first fluxon transition with the ex-
ternal flux and an gap opening at Φext/Φ0 = 0.5 due
to fluxon tunneling, that is exponentially small in z̄b.
The result of the diagonalization of Eq. (B14) for the
device in Fig. 5 (a) is show as black dashed lines in
Fig. 5 (d). We note that Eq. (B14) can be extended to a
multilevel Hamiltonian valid beyond the low-impedance
regime [49, 50].
In addition to the fluxon transitions, Fig. 5 (d) re-
veals the first plasmon transition of the device in Fig. 5
(a). The plasmon transition corresponds to the flux-
insensitive eigenvalue around ωbp/2π = 10 GHz. For small
zb, the plasmon transitions result slightly shifted with
respect to the bare plasma frequency ωbp due to the non-
linearity of the black-sheep junction. For particular val-
ues of Φext, the frequency of a plasmon excitation co-
incides with that of a fluxon transitions. In that case,
plasmon and fluxon states hybridize leading an exponen-
tially small anticrossing for the current parameters.
As zb increases, hybridization between plasmon and
fluxon states becomes more noticeable. Fig. 5 (e) shows
the result for moderate values of zb corresponding to the
case of Fig. 5 (b). Coupling between plasmon a fluxon
states is now stronger, as it can be seen from the size
of the plasmon-fluxon anticrossing. However, for these
parameters, the character of the plasmon and fluxon ex-
citations are preserved, except at accidental degeneracy
points. This is no longer true if zb is made too large, as
shown in Fig. 5 (f) for the case in Fig. 5 (c). In this case,
plasmon and fluxon state undergo strong hybridization
and the distinction between such excitations becomes
meaningless. In contrast, the circuit eigenstate are closer
to excitations of the harmonic part of Eq. (B13), bounded
by the quadratic potential ELφ
2′/2. In this limit, the
fluxonium eigenstates become insensitive to the external
magnetic flux, leading to a very small flux dispersion of
the qubit transition. The low-energy spectrum of the de-
vice resembles that of a transmon qubit, where the now
external flux plays the role of the offset-charge parameter
for the transmon [44].
























































FIG. 6. Comparison of results from Eq. (A4) (DMRG, cir-
cles) and Eq. (B12) (Single-mode, black dashed lines) circuit
Hamiltonians as a function of Φext. Top left panel: Energy
spectrum. Top right panel: Matrix elements of the charge
n operator for the superinductance mode. Bottom panels:
Matrix elements of periodic functions of the phase φ oper-
ators for the superinductance mode. DMRG parameters:
NJ = 180, CJb = 40 fF, EJb/h = 7.5 GHz, CJ ' 32.9 fF,
LJ ' 1.23 nH (from ωp/2π = 25 GHz, and z = 0.03) and
C0 = 0. Single-mode model parameters: EC/h ' 0.48 GHz,
EL/h ' 1.27 GHz (L ' 129.1 nH) and EJ = EJb .
in this section generalizes to other parameter regimes for
ωbp and EL if the flux-tunneling energy is measured rel-
ative to the inductive energy. In practice, the value of
these parameters may be found typically in the range
ωbp/2π ∈ [5, 40] GHz and EL/h ∈ [0.05, 1.0] GHz. This
completes the qualitative description of possible solutions
of the fluxonium-qubit Hamiltonian.
3. Exploration of various parameter regimes
In this section, we provide further numerical evidence
of the exceptional agreement between the DMRG simu-
lations and the single-mode theory of appendix B 1. For
this purpose, Fig. 6 shows an extension of the results in
the main text, including the spectrum of a fluxonium de-
vice with NJ = 180 array junctions and matrix elements
of the phase and charge operators corresponding to the
superinductance mode. As in the main body of the paper,
the array junctions are modeled as multilevel systems in-
cluding the first 15 eigenstates of the site Hamiltonian.
The remarkable agreement between the DMRG simula-
tion of the full model Eq. (A4) [symbols] and the effective
single-mode Hamiltonian Eq. (B12) [dashed lines] serves
as a further validation of the DMRG results.
To demonstrate that the agreement between these two
approaches extends to all parameter sets for which the
array junctions behave as weakly anharmonic oscillators,
we compare Eq. (A4) and Eq. (B12) for various circuit
design parameters. We stress the accuracy of our single-
mode theory by contrasting the result to a purely linear
approximation for the junction array. The linear theory is
adapted from Ref. [29] where a nanowire superinductance
takes the place of the junction array. More precisely, we
employ a single-mode approximation of the multimode
Hamiltonian of Ref. [29]. The objective of this additional
comparison is to highlight the effect of the array-junction
nonlinearity which, as shown below, renormalizes the ef-
fective superinductance.
In particular, we test circuit Hamiltonians for vari-
ous black-sheep junction capacitances (Fig. 7) and array-
junction impedances (Fig. 8). In both cases, we observe
very good agreement between the DMRG calculations
and the single-mode theory of appendix B 1. By com-
paring the results to a single-mode approximation for a
purely linear superinductance [29], it becomes clear that
the nonlinearilty of the array junctions provides a sig-
nificant renormalization to the frequency of the fluxon
transitions. In fact, since the renormalization of the effec-
tive superinductance scales exponentially with the array-
junction impedance [see Eq. (B10)], the frequency correc-
tion from the junction nonlinearity is more noticeable for
larger z.
While, in most cases the single-mode theory of ap-
pendix B 1 provides an excellent estimation of the fre-
quency of all fluxonium transitions, its predictive power
weakens as z becomes larger (see Fig. 8 for z & 0.08). We
attribute this discrepancy to the unfavorable scaling of
the multimode coupling in Eq. (A4) with z. This makes
the approximation used to take the trace in Eq. (B10)
and Eq. (B11) not completely justified. Although further
refinement of the theory of appendix B 1 might be possi-
ble, the breakdown of the noninteracting approximation
defines a parameter regime where the DMRG estimations
are in principle out of reach of a simple theory.
Finally, we point out that our effective single-mode
theory works well for systems with any number of junc-
tions. Since all numerical evidence has been so far pro-
vided for devices with 10s to 100s of Josephson junc-
tions, Fig. 9 shows an extension of the results, now for
fluxonium-like circuits with NJ < 10. Some of these sys-
tems (NJ ∈ [2, 5]) are small enough to be handled by
exact diagonalization of the full model Eq. (A4) that is
otherwise diagonalized by the multi-targeted DMRG al-
gorithm for larger systems sizes.
We show that the single-mode approximation
Eq. (B12) describes the frequency transitions of these
small-scale systems with high accuracy in all cases. We
moreover find perfect agreement between the DMRG
and exact-diagonalization implementations of Eq. (A4),
strengthening the validity of our DMRG algorithm.
Note that for these smaller devices the first few excita-
tions already include those from high-frequency modes
(around ωp/2π = 25 GHz) which are not described by
the single-mode approximation.
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FIG. 7. Comparison of results from Eq. (A4) (DMRG, circles), Eq. (B12) (Single-mode, black dashed lines) and single-mode
approximation based on Ref. [29] (Linear theory) Hamiltonians for an 80-junction superinductance fluxonium device with a
varying black-sheep capacitance in the range of CJb ∈ [1, 55] fF, as a function of Φext. Additional parameters: EJb/h = 7.5 GHz,
CJ ' 32.9 fF and LJ ' 1.23 nH (from ωp/2π = 25 GHz and z = 0.03) and C0 = 0.
cessful DMRG implementation of the full fluxonium
Hamiltonian, thus complementing the results provided
in the main text.
Appendix C: Multilevel pure-dephasing master
equation for flux noise
In this section, we derive a master equation describ-
ing pure dephasing due to 1/f flux noise in the fluxo-
nium qubit. Assuming weak system-bath coupling, the







dτ trB [Hint(t), [Hint(t−τ), ρ(t−τ)⊗ρB ]],
(C1)
where ρ(t) ⊗ ρB is the system-bath density matrix, as-
sumed to be separable at all times [51]. Assuming that
the bath correlation functions are sharp around τ = 0,
ρ(t−τ) in Eq. (C1) can be approximated by ρ(t) with neg-
ligible error. This standard approximation conveniently
leads to a Markovian master equation and allows us to ex-
tend the integral in Eq. (C1) to infinitely negative times.
To capture the Gaussian decay of the density matrix co-
herences in the presence of 1/f noise, this last step is not
done here in order.
The system-bath interaction Hamiltonian can be ob-
tained from the fluxonium circuit Hamiltonian assuming
that Φext = Φ
0
ext +δΦ, where Φ
0
ext is the applied flux bias
and δΦ represents fluctuations. To first order in δΦ, the





where H is the Hamiltonian of the fluxonium qubit and
the derivative is evaluated at Φext = Φ
0
ext. Expanding











s(k, k′)s(l, l′)e−i(ωll′+ωkk′ )t+iωkk′τ
× trB [|ψl〉〈ψl′ |δΦ(t), [|ψk〉〈ψk′ |δΦ(t− τ), ρ⊗ ρB ]],
(C3)
where we have introduced the matrix elements s(k, k′) =
〈k| sin(φ + Φext/ϕ0)|k′〉, and omitted the explicit time
dependence of ρ(t) → ρ. Note that we have rearranged
terms in Eq. (C3) such that ωkk′ > 0.
Tracing out the bath degrees of freedom leads to the so-
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FIG. 8. Comparison of results from Eq. (A4) (DMRG, circles), Eq. (B12) (Single-mode, black dashed lines) and single-mode
approximation based on Ref. [29] (Linear theory) Hamiltonians for an 80-junction superinductance fluxonium device with
a varying array-junction reduced impedance in the range of z ∈ [0.03, 0.10], as a function of Φext. Additional parameters:
CJb = 40 fF, EJb/h = 7.5 GHz, ωp/2π = 25 GHz and C0 = 0.
however, a number of disadvantages that can potentially
lead to unphysical dissipation results. Thus, for prac-
tical purposes we use the rotating-wave approximation,
discarding terms for which ωll′ +ωkk′ 6= 0. As shown be-
low, this approximation reduces Eq. (C3) to a Lindblad-
form master equation. Assuming that the qubit has a
set of nondegenerate energy transitions, this approxima-
tion is equivalent to the conditions l = k′ and l′ = k for





























dτsϕ(k, l)trB [|ψl〉〈ψl|δΦ(t), [|ψk〉〈ψk|δΦ(t− τ), ρ⊗ ρB ]],
(C4)
where s↑↓(k, k′) = |〈k| sin(φ + Φext/ϕ0)|k′〉|2 and
sϕ(k, l) = 〈k| sin(φ+ Φext/ϕ0)|k〉〈l| sin(φ+ Φext/ϕ0)|l〉.
We now assume that δΦ(t) can be modeled as a (real)
stationary random process. This assumption is moti-
vated by physical models of bistable two-level-system de-
fects that are known to produce noise of type 1/f . Fur-
thermore, we make the usual assumption that the weight
of the 1/f noise spectral density is negligible at the qubit
transition frequencies such that it does not significantly
contribute to the device’s T1 time. The pure-dephasing
master equation is therefore derived from the third line
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FIG. 9. Test small size on systems (NJ < 10). Comparison of results from Eq. (A4): DMRG and exact diagonalization (when
possible), Eq. (B12) (Single-mode, black dashed lines) and single-mode approximation based on Ref. [29] (Linear theory).
Parameters: CJb = 40 fF, EJb/h = 7.5 GHz, CJ ' 32.9 fF, LJ ' 1.23 nH (from ωp/2π = 25 GHz, and z = 0.03) and C0 = 0.
Since we are dealing with a classical random process,
we expand Eq. (C5) noticing that
∫ t
0
dτ trB [ρBδΦ(t)δΦ(t− τ)]
∫ t
0



















iωτ 〈δΦ(τ)δΦ(0)〉 is the noise
spectral density defined in terms of the noise correlation






where AΦ is the 1/f flux-noise amplitude, typically re-
ported to be in the range 1− 10µΦ0 [19].
With this form of spectral density, the integral in the















where Ci(w) = −
∫∞
w
dxx−1 cosx is the cosine integral.
Here, an infrared frequency cutoff ωir/2π ∼ 1 Hz is in-
troduced to regularize the integral in Eq. (C9) and is
physically motivated [53].
Since the time t over which we are interested in calcu-
lating the time evolution of the density matrix is small
compared to the time scale set by ω−1ir , we make use of
the series expansion
















Replacing Eq. (C11) in Eq. (C5) and expanding the dou-
ble commutators, we arrive at a pure-dephasing master





















sϕ(k, l) × t[(1− γ)− log(ωirt)], (C13)
σkl = |ψk〉〈ψl|, and D[x, y] ρ = xρy† − {y†x, ρ}/2 is
a generalized dissipator superoperator. Equivalently,














where D[x] ρ = xρx† − {x†x, ρ}/2 is the standard dis-











we verify that, since [Γkkϕ + Γ
ll
ϕ − 2Γklϕ ] ∝ (∂ωkl/∂Φext)2,
the decay of the coherences of the density matrix is pro-
portional to the flux dispersion of the k ↔ l qubit tran-
sition, as expected for first-order dephasing processes.
Since second-order corrections to the pure-dephasing rate
at sweet spots are of order A4Φ and thus vanishing small,
most devices are T1-limited at such operating points.
In order to produce an estimate of the pure-dephasing
coherence time due to 1/f flux noise, we simply integrate
Eq. (C15) for (k, l) = (0, 1), arriving at the expression



















[sϕ(0, 0) + sϕ(1, 1)− 2sϕ(0, 1)]. (C17)
We then define the coherence time Tϕ as the solution of
the implicit equation ρ01(Tϕ)/ρ01(0) = 1/e.
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Conclusion
This document summarizes my work on the development of novel qubits such as the flux-
onium and the 0− π qubits. In chapter 3, we studied the coherence properties of the 0− π
qubit using a detailed theoretical model of this device. We theoretically demonstrated the
noise protection of the 0− π qubit in useful regimes of parameters, and investigated the
sources of noise that can compromise the qubit coherence in realistic scenarios. The main
result of this chapter is the estimation of the coherence times of the 0−π device in presence
of circuit-element disorder leading to coupling to the ζ mode. In chapter 4, we addressed
control and readout strategies for the 0 − π qubit. Importantly, we first made clear that
the original proposal for gates and measurement in Ref. [66] cannot work in practice. We
moreover developed new intuition for the 0− π that was formalized by a semi-analytical
effective model for the device. We suggested regimes of parameters and coupling schemes
that can make dispersive readout of the 0− π possible. We moreover introduced a novel
high-fidelity single-qubit gate that can interpolate between logical X and logical Z depend-
ing on the circuit parameters and flux bias. We also proposed a method to fight the main
decoherence channel of a realistic device by active cooling of the ζ mode.
Chapter 5 described the first experimental realization of the 0−π qubit. This workwas
made possible by careful engineering and theoretical modeling of the device. In addition
to the large relaxation and coherence times that were measured, and the demonstration of
coherent control of a 0− π qubit, this work provides physical insights on the 0− π device
that will be certainly useful to other groups pursuing this path. This work also shows that
the detailed theoretical model introduced in chapter 2 provides a very accurate description
of the experimental data. This is a crucial finding that enables us to reliably engineer the
next generation of 0− π devices with better noise protection.
Having presented a number of results regarding the 0−π qubit, we turned to the flux-
onium qubit in chapter 6. There, we explored the intrinsic multimode structure of such a
device, that is inherited from the superinductance. Following a general discussion about
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our newly developed theories for describing the multimode structure of superinductance-
based devices, we presented two research articles. The first of these articles, presented in
Sect. 6.2, described the first experimental realization of a nanowire-superinductance flux-
onium qubit. The main theoretical result there is a very accurate description of the multi-
mode spectrum up to frequencies at high as ∼ 17 GHz for three devices. This is an impor-
tant step towards accurate modeling of strongly nonlinear high-impedance modes, which
is of fundamental relevance to many other devices and also applies to junction-array real-
izations of superinductances. Following this work, we presented in Sect. 6.3 a new tensor
network method (DMRG) to numerically solve for the low-lying excitations of many-body
superconducting circuits. We demonstrated the applicability of this tool in the context of
superconducting quantum circuits treating the fluxonium qubit Hamiltonian. Given that
the fluxonium includes all the basic elements of superconducting quantum circuits, this
suggests that our method is generally applicable to other circuit QED setups. For the case
of the fluxonium qubit, we demonstrated the validity of the DMRG results by developing
a new single-mode theory that takes into account all circuit details, including the nonlin-
earity of the array junctions. We have also verified a long-standing theory describing the
combined effect of coherent quantum phase slips and charge noise in the fluxonium-qubit
architecture. This is the first time that these effects can be computed from first principles
without the need of additional approximations. Moreover, we used DMRG to estimate the
coherence times of a realistic device, finding values that are in good agreement with those
experimentally reported. Finally, in appendices A and Bwe presented other researchworks
related to noise-protected devices and quantum simulation, respectively.
Several research avenues follow from the results reported in this thesis. With respect
to the 0−π qubit, new strategies to realize a universal gate set are still required. As shown
by recent work [41], optimal control techniques can be very useful for this task. The ap-
plicability of these methods to two-qubit gates remains an open question. In this context,
exploiting optimal control and enhanced dispersive shifts resulting from straddling-like
regimes of operation (see chapter 4) could enable high-fidelity dispersive two-qubit gates.
As devices are built with a lighter φ mode but still far from the deep 0 − π regime, AC
flux-driving and mutual-inductance coupling should also be considered as a way of per-
forming single- and two-qubit control. Studying these strategies in parameter regimes of
current experimental reach is now crucial, as the first realization of the 0− π qubit is out.
Moreover, methods for cooling of the ζ modewith less complexity that the one suggested in
chapter 4 could also be useful in the near-future as experimental efforts advance. In terms
of the experimental realization, there exist an urgent need for scalable design with a lighter
φ mode. Lifting off superinductances from the ground plane [76] is unlikely to help in the
long run and significant effort is required to overcome stray capacitances using a strictly
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two-dimensional architecture.
With respect to the multimode theories of chapter 6, further work is needed to take
advantage of these new methods which are now confirmed by several independent tech-
niques. As devices exploiting strongly nonlinear high-impedance modes grow in com-
plexity, theoretical work should ideally account for the multimode structure and derive
more accurate effective Hamiltonians. This would result in more reliable circuit designs
and greater predictive power. From a theoretical point of view, a very promising avenue
is to extend the use of tensor network techniques. We have now demonstrated the use of
these techniques to the case of a many-body superconducting qubit (the fluxonium qubit).
Beyond the fluxonium circuit, we have already applied these techniques to many other sys-
tems (not reported here), including weakly nonlinear multimode cavities [43, 108] and
concept designs for multi-qubit chips. From these preliminary studies, we believe that we
can compute up to 100s of excitations of (in principle) any superconducting circuit. With
the demonstration of quantum computational supremacy [31], it is now the right time for
theorists to start modeling these large devices in greater detail. In particular, studying
crosstalk and spurious interactions is an important avenue, as this has been crucial for the
supremacy and many other experiments. Our tensor network technique is a powerful new
resource to tackle this problem. In addition, exploring the many-body structure of super-
conducting devices bymeans of tensor networks is also an interesting avenue. In particular,
a starting point could be to evaluate the effects of dissipation and circuit-element disorder
by examining the expectation values of local operators in a circuit. Finally, as the structure
of many-body entanglement in these systems can also be examined using this numerical
method, new ways to encode quantum information nonlocally exploiting noise-protected
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We have developed and characterized a symmetry-protected superconducting qubit that offers
simultaneous exponential suppression of energy decay from charge and flux noise, and dephasing
from flux noise. The qubit consists of a Cooper-pair box (CPB) shunted by a superinductor, thus
forming a superconducting loop. Provided the offset charge on the CPB island is an odd number
of electrons, the qubit potential corresponds to that of a cos (φ/2) Josephson element, preserving
the parity of fluxons in the loop via Aharonov-Casher interference. In this regime, the logical-state
wavefunctions reside in disjoint regions of phase space, thereby ensuring the protection against
energy decay. By switching the protection on, we observed a ten-fold increase of the decay time,
reaching up to 100µs. Though the qubit is sensitive to charge noise, the sensitivity is much reduced
in comparison with the charge qubit, and the charge-noise-induced dephasing time of the current
device exceeds 1µs. Implementation of the full dephasing protection can be achieved in the next-
generation devices by combining several cos (φ/2) Josephson elements in a small array.
I. INTRODUCTION
Superconducting qubits have emerged as one of the
most promising platforms for quantum computing [1].
Over the past two decades, the coherence of these qubits
has been improved by five orders of magnitude [2]. Even
with this spectacular progress, implementation of error
correction codes remains very challenging [3]. Further
improvement in coherence will require the development
of new approaches for mitigating harmful effects due to
uncontrollable microscopic degrees of freedom, such as
two-level systems (TLS) in the qubit environment [4].
This route is provided by the improvement of materials
involved in fabrication of superconducting qubits, which
can lead to the reduction of the TLS density. A comple-
mentary approach, which we consider below, is based on
the reduction of the qubit-TLS coupling by qubit design.
Qubit coherence is characterized by the energy relax-
ation (decay) time T1 and the dephasing time Tϕ. The
decay rate Γ1 ≡ 1/T1 due to coupling to a fluctuating
quantity λ is proportional to the transition amplitude
|〈g|Hλ|e〉|2, where Hλ is the coupling Hamiltonian and
{|g〉, |e〉} are the qubit’s logical states. Since the exter-
nal noise couples to local operators, decreasing of the
overlap of |g〉 and |e〉 wavefunctions can significantly re-
duce Γ1. This strategy is exploited by several qubit de-
signs in which localization of the logical-state wavefunc-
tions occurs within distinct and well-separated minima of
the qubit potential, such as the “heavy fluxonium” qubit
[5, 6].
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FIG. 1. The trade-off between the decay and dephasing pro-
tection in superconducting qubits with a single charge or flux
degree of freedom. The band structure (top panels) and wave-
functions (bottom panels) of a particle in quasiperiodic po-
tentials: (a) the free-particle regime and (b) the tight-binding
regime. The wavefunction overlap and the energy sensitivity
∂E
(i)
eg /∂λ do not simultaneously vanish for any point (i). Flux
(charge) qubits correspond to the case of the control param-
eter λ = Φext (qg), kinetic energy K = EL (EC), tunneling
energy t = Esps (EJ), and |k〉 as a fluxon (charge) basis.
requires the qubit transition frequency ωge to be insen-
sitive to fluctuations of λ. The first-order decoupling of
a qubit from noise has been achieved at the so-called
“sweet spot” λ0, where ∂ωge/∂λ|λ0 = 0 [7]. However,
the coherence times achieved with this approach are in-
sufficient for the implementation of the error correction
codes, even if the drifts of the qubit operating point are



























this, a “sweet-spot-everywhere” approach has been re-
alized in the transmon qubit [8, 9]: an exponentially
strong suppression of the qubit sensitivity to noise has
been achieved by delocalization of the qubit wavefunc-
tions in charge space.
It is, however, worth noticing that the two approaches
of T1 and Tϕ protection by qubit design come into con-
flict in the case of devices with a single degree of freedom
in the qubit Hamiltonian (which we will refer to as 1D
qubits). For instance, at the dephasing sweep spot of
the “heavy fluxonium” [5, 6] wavefunctions become delo-
calized due to its hybridization, which limits decay time
[Fig. 1(a), i = 1], whereas T1 protection can be realized
only at the slope of dispersion curve where Tϕ is small.
[Fig. 1(a), i = 2]. In turn, the charge insensitivity of
the transmon qubit is accompanied with strong dipole
matrix elements that limit T1 [Fig. 1(b), i = 3, 4]. Addi-
tionally, the flatness of the transmon-qubit bands results
in a strong reduction of the spectrum anharmonicity, po-
tentially leading to a leakage of information outside of
the computational subspace [10].
These examples suggest that a qubit Hamiltonian with
full noise protection against relaxation and dephasing,
i.e. exponentially large T1 and Tϕ, cannot be imple-
mented in a single-mode superconducting quantum de-
vice. This conflict, however, can be reconciled by the
so-called “few-body” qubits [11], that incorporate more
than one degree of freedom in the qubit Hamiltonian (the
dimentionality D > 1) [12–15].
An example of simultaneous decay and dephasing pro-
tection in circuits with D > 1 is given by the 0-π qubit
[16]. Its D = 2 Hamiltonian combines one “light” φ and
one “heavy” θ variable. The logical wavefunctions are
delocalized along the φ direction, while being localized
in two disconnected potential wells labeled by θ = [0, π].
These properties lead to exponentially reduced sensitiv-
ity to flux-noise fluctuations, i.e. negligible dephasing,
and exponentially small matrix elements, i.e. long decay
time [17]. Noise protection in this device is hard-wired
by circuit design, making the qubit robust against exter-
nal perturbations. Fabricating such a circuit, however,
entails several serious challenges, among which are very
strict requirements on the parameters of all circuit el-
ements and symmetry constraints. Moreover, since the
built-in protection permanently decouples the qubit from
the environment, new approaches to state preparation,
qubit manipulation, and readout are required [18].
Another concept of qubit protection exploits symme-
tries of Hamiltonians with D > 1 [19], an example be-
ing the qubit based on Josephson rhombi arrays [20], ex-
perimentally realized in Ref. [13]. In a single rhombus
threaded by half of the magnetic flux quantum, the trans-
port of individual Cooper pairs (CP) is suppressed due to
destructive Aharonov-Bohm interference, such that the
rhombi chain supports correlated transport of CP pairs
[i.e., acts as a cos(2φ) Josephson element]. The dephas-
ing time of the qubit can be enhanced by delocalization
of wavefunctions over the states with the same CP par-
ity, which does not compromise T1. Importantly, this
qubit design enables on-demand tuning the qubit cou-
pling to the environment (including the read-out) on and
offs, which facilitates qubit manipulations. This also pro-
vides a route to fault-tolerant gates immune to noises in
the control lines [21]. An improved version of the rhom-
bus qubit can be built by parallel connection of several
rhombi chains [22].
Here we focus on the implementation of a complemen-
tary circuit preserving the parity of fluxons in a super-
conducting loop, which consists of a split Cooper-pair
box (CPB) and a superinductor (SI), and is depicted
in Fig. 2(a). The probability of single fluxon tunnel-
ing in and out of the loop can be tuned by the CPB
charge qg of the CPB island (hereafter we refer to CPB
charge modulo 2 due to periodicity). At qg = 1e (where
e is the electron charge) Aharonov-Casher interference
results in a 4π-periodic potential [i.e. cos(φ/2) Joseph-
son element], which preserves the fluxon parity in the
loop [23–25]. In the case of perfectly symmetric CPB
junctions, the two degenerate logical states with differ-
ent fluxon-number parity reside in disjoint regions of the
Hilbert space, forbidding qubit decay. It is moreover pos-
sible to delocalize the wavefunction within each parity
state via double fluxon tunneling in order to provide pro-
tection against pure dephasing by flux noise. Below we
refer to such an element as a “Bifluxon” qubit.
In this paper, we have designed and characterized a
prototype of the bifluxon qubit and demonstrated the
decay protection by setting the CPB charge to the value
of 1e. By turning protection on, we observe a ten-fold
increase of the decay time, up to 100 µs. We also report
the measurement of the qubit phase-coherence time Tϕ,
exceeding 1µs.
The paper is organized as follows. In Sect. II we elab-
orate on the coherence properties of the bifluxon qubit
by analyzing the symmetries of the logical wavefunc-
tions and the resulting selection rules, as well as pos-
sible ways to realize dephasing protection. In Sect. III
we present experimental implementation of the bifluxon
qubit and discuss coherence-time measurement protocols.
In Sect. IV we analyse the coherence limitations of the
bifluxon qubit, and discuss a number of possibilities for
further coherence-time improvements.
II. THEORY
This section outlines the theory of the bifluxon qubit
and the origin of its noise protection. We assume for
simplicity that the Josephson junctions (JJs) forming
the CPB are identical with Josephson energy EJ and
charging energy EC . The charging and inductive ener-
gies of the superinductance L are denoted by ECL and
EL = (Φ0/2π)
2/L, respectively, where Φ0 = h/2e is the
quantum of magnetic flux.
The behavior of the system is determined by two con-
trollable parameters: the offset charge qg of the CPB
island and the external flux Φext through the device’s
loop. In this section we will use the dimensionless quan-
FIG. 2. (a) Simplified circuit scheme of the bifluxon qubit,
described by Eq. (1). Charging energies of the superinductor
and CPB are ECL and EC , respectively. The qubit is con-
trolled by the CPB charge qg and the magnetic flux Φext. (b)
Optical image of the bifluxon qubit, readout resonator, and
the microwave (MW) transmission line. The inset shows the
SEM image of its central part: two JJs form CPB island, the
long array of larger JJs acts as a superinductor.
tities ϕext = 2πΦext/Φ0 and ng = qg/2e, and restore
the dimensionful values in the experimental section. The
circuit Hamiltonian has three degrees of freedom (see ap-
pendix A): the superconducting phase of the CPB island,
ϕ, and the sum and difference of the phases at the ends
of the superinductor, respectively denoted by φ+ and φ.
For simplicity, we assume that the high-frequency cir-
cuit mode φ+ is not excited. Under this approximation,
the qubit Hamiltonian is two-dimensional. In the charge
basis for the CPB degree of freedom, the circuit Hamil-












where n represents the number of Cooper pairs in the





To illustrate the working principles of the bifluxon
qubit, here we examine the limiting case EC  EJ ,
although full numerical diagonalization is used to ana-
lyze the data from devices with EJ & EC below. Let
us consider two cases for the offset charge ng. If ng is
set near an integer number N , the CPB degree of free-
dom can be thought as “frozen” close to the charge state
that minimizes the kinetic-energy term in Eq. (1). In
this case, the circuit Hamiltonian is reduced to a 1D
fluxonium-like Hamiltonian with a renormalized Joseph-
son energy E2J/4EC (see appendix B). To operate the
bifluxon qubit in the protected regime, the offset charge
instead should be set close to half-integer, i.e. ng ≈ 1/2.
With EC  EJ , it is sufficient to consider only two nearly
degenerate CPB states |0〉 and |1〉. Projecting the circuit













where σz = |1〉〈1| − |0〉〈0| and σx = σ+ + σ−. Eq. (2)
is diagonal in the σx basis for ng = 1/2. Therefore, the
lowest-energy eigenstates can be factorized as |ψn〉⊗|ψφ〉,
where the superscripts n and φ denote the charge- and
flux-like components of the wavefunctions, respectively.
In particular, the charge-like component results in either
the symmetric or anti-symmetric combinations |±n〉 =
(|0〉 ± |1〉) /
√
2. The flux-like component is an eigenstate
of the one-dimensional Hamiltonian H± = −4ECL∂2φ +
V±, with a potential energy that depends on the charge
state




The local minima of the fluxonium-like potential V+ (V−)
are positioned near φm = 2πm, where m is an even (odd)
integer. An harmonic-oscillator wavefunction of the form
ψm(φ) ∼ exp(−
√
EJ/ECL (φ− φm)2/4), localized at m-
th minimum, can be associated with a fluxon excitation
|m〉. Using the fluxon representation, the eigenstates of
Eq. (2) can be expressed as |m〉 = {|2k〉} ∪ {|2k + 1〉},
where |2k〉 = |+n, ψφ2k〉 and |2k + 1〉 = |−n, ψ
φ
2k+1〉 have
an even and odd number of fluxons in the loop, respec-
tively [see Fig. 3(a)].
Figure 3(b) presents the spectrum of the qubit for ng =
1/2 as a function of ϕext. Since the single phase-slip
(SPS) processes connecting |m〉 ↔ |m+ 1〉 are forbidden
due to the symmetry of the wavefunctions
Esps = 〈m|Hr|m+ 1〉 ∝ 〈+n|−n〉 = 0, (4)
the two neighboring parabolas cross at half-integer
ϕext/2π. This can be interpreted as a fluxon-parity con-
servation rule due to the Aharonov-Casher effect [23],
which has been experimentally observed in Refs. [24–26].
Therefore, at a half-integer ng, the considered system
resembles a fluxonium qubit made up of a 4π-periodic
Josephson element, justifying the name “bifluxon”.








































FIG. 3. (a) The ground and first excited states of the bifluxon qubit shown as products of the fluxon wavefunctions in the
V± potentials and CPB state, for ϕext = π, ng = 0.5. The parity of the cos (φ/2) term is controlled by the CPB state |±n〉.
(b) Bifluxon energy bands as a function of ϕext at ng = 0.5. Color gradient represents the hybridization of the states with
different fluxon numbers. Note the crossing of the parabolas at half-integer ϕext/2π due to Esps = 0 and the avoided crossing
between the next-to-neighbor parabolas Edps > 0. (c) Dependence of the flux and charge matrix elements on the CPB charge.
The decay protection is realized at ng = 0.5, where dφ is zero and dn is significantly suppressed. (d) Delocalization of the even
(odd) fluxon states in the regime Edps  2π2EL leads to suppression of dephasing due to the flux noise.
Double phase-slip (DPS) processes mix fluxon states
with the same parity (m and m + 2), opening energy
gaps in the spectrum. The DPS amplitude is given by





8EJECL is a plasma frequency for the V±
potentials and β =
√
2EJ/ECL.
The symmetry of states with distinct fluxon parity
makes the qubit immune to energy decay due to both
flux and charge noises. Indeed, the phase dipole-moment
matrix element is identically zero
dφ ∼ 〈m|φ̂|m+ 1〉 ∝ 〈+n|−n〉 = 0, (6)
while, provided EJ  ECL, the matrix element of the
charge-noise operator is exponentially suppressed in com-
parison with the charge qubit [27]
dn ∼ 〈m|σz|m+ 1〉 = 〈ψφm|ψφm+1〉 = exp(−π2β/4). (7)
Figure 3(c) shows the charge and phase dipole-moment
matrix elements obtained by numerical diagonalization
of the full Hamiltonian Eq. (1). The weak sensitivity
to charge noise is comparable to the flux sensitivity of a
heavy fluxonium [5, 6], and can be suppressed by stronger
localization of the single-well excitations within the V±
potential minima by increasing the EJ/ECL ratio.
The decay protection due to symmetries of the
bifluxon-circuit wavefunctions can also be understood in
the following way. Consider a logical qubit made of two
faulty qubits labelled σ and τ , with the two lowest-energy
states |g〉 = | ↑σ↓τ 〉 and |e〉 = | ↓σ↑τ 〉 separated from the
others by a sizeable energy gap ∆E. Since uncorrelated
fluctuations of σ and τ cannot induce g ↔ e transition
and the leakage out of computation space is penalized
by ∆E, the qubit is protected against local noise in the
σ and τ subsystems. Accordingly, the bifluxon qubit is
protected against decay due to uncorrelated charge and
flux noises.
In addition to the decay protection, the bifluxon qubit
can also be robust to flux-noise dephasing. Indeed, sim-
ilarly to the case of the fluxonium qubit, the flux dis-
persion of the qubit can be reduced by increasing the su-
perinductance value. This enables wider delocalization of
the qubit wavefunctions in disjoint subspaces with differ-
ent fluxon parities, as shown in Fig. 3(d). Quantitatively,
the wavefunctions spread out over G ≈
√
Edps/EL po-
tential wells. The flux dispersion is then suppressed by
a factor of exp(−G) for G  1. Therefore, the bifluxon
qubit becomes exponentially insensitive to flux-noise de-
phasing under the condition Edps  2π2EL. Although
this requirement is a challenge for the current fabrication
capabilities, the implementation of ultrahigh-impedance
superinductors has already been demonstrated [28, 29].
Finally, it should be noted that, since the bifluxon is
inherently a charge-sensitive device, a single qubit does
not offer a protection against the charge-noise-induced
dephasing. As we will discuss in Sect. IV, small array
of such elements can in principle provide a polynomial
increase of the dephasing time and help to overcome this
limitation.
III. EXPERIMENT
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|0〉 − |1〉, qg = 1e
|0〉 − |2〉, qg = 0e

























FIG. 4. Spectra of the bifluxon qubit: experimental data
for the |0〉 − |1〉 and |0〉 − |2〉 transitions (symbols) and the
result of exact diagonalization of the circuit Hamiltonian in
Eq. (1) (solid lines). (a) Flux dispersion of the transition
frequencies f0i for two values of the CPB charge qg = 0, 1 e.
The inset is a zoom in of the qubit spectrum near Φext = 0,
displaying the avoided crossing that characterizes the rate of
double phase slips Edps. (b) Charge dispersion of the f0i
transition frequency for Φext = 0.
In this work, the bifluxon qubit is realized as a split-
junction CPB [a superconducting island flanked by two
small nominally identical JJs with Josephson and charg-
ing energies EJ and ECJ , respectively; see Fig. 2(b)]
shunted by a superinductor (SI), which is implemented as
an array of NA = 122 larger JJs with corresponding ener-
gies EJA and ECA. The sizes of small (0.11µm×0.16µm)
and large (0.21µm×0.30µm) junctions are chosen in or-
der to allow phase-slip events across the CPB junctions
(EJ/ECJ ∼ 1), but suppress the phase slips in the ar-
ray (EJA/ECA  1). As long as the inductive energy
of the SI chain EL = EJA/NA is much smaller than
EJ , the phase across the SI is close to integer number
of 2π. The stray capacitance of the superconducting is-
lands to the ground in combination with the junction
capacitances results in charging energies EC and ECL
of the CPB and the SI, respectively (see appendix A
for details). The self-resonant mode of the SI with the
frequency ∼ √ELECL/h should remain well above the
qubit transition frequency (usually ∼ few GHz) in order
to avoid qubit coupling to this mode.
The bifluxon qubit is controlled by the magnetic flux
in the loop Φext and the offset charge qg, induced by ap-
plying the dc bias voltage to the coupling capacitor Cg
between the microstrip line and the CPB island. In order
to perform the dispersive measurements of the bifluxon
qubit, the device is inductively coupled to a lumped-
element readout resonator with capacitance CR = 120 fF
and inductance LR = 4 nH. For the coupling, a portion
of the bifluxon superconducting loop with kinetic induc-
tance Lsh = 0.4 nH is shared with the readout resonator.
The qubit-resonator coupling constant for the device de-
scribed in this paper is found to be g/2π = 52 MHz.
In the transmission measurements, the microwave sig-
nals travel along the microstrip line which is coupled to
the readout resonators of up to 5 different bifluxon qubits
measured in the same cooldown. The qubits could be
individually addressed due to different resonant frequen-
cies of the read-out resonators. The bifluxon qubit, read-
out resonator, and microstrip transmission lines are fab-
ricated in a single multi-angle electron-beam deposition
of aluminum through a lift-off mask (for fabrication and
measurement details, see Refs. [13, 24]).
The pump tone fp induces the |0〉 − |i〉 transitions at
the resonance frequencies f0i = (Ei − E0)/h. The mea-
surement tone fm probes the dispersive shift of the cou-
pled read-out resonator. Although the dispersive mea-
surements in the protected regime are complicated by
significantly reduced qubit-readout coupling, the signal-
to-noise ratio in the spectroscopic measurements was
sufficiently high to identify the resonances even in the
protected regime. The flux dependences of the reso-
nance frequences f01 and f02 at qg = 0, 1e are shown
in Fig. 4(a). The obtained spectra are in a good agree-
ment with the results of diagonalization of the circuit
Hamiltonian [Eq. (1), solid lines in Fig. 4(a)], with the
fitting parameters EJ/h = 27.2 GHz, EC/h = 7.7 GHz,
EL/h = 0.94 GHz, ECL/h = 10 GHz, and asymmetry
between the CPB junctions ∆EJ/h = 6 GHz.
The extracted values are consistent with the expected
JJ parameters. The normal-state resistance of the CPB
junctions extracted from EJ using the Ambegaokar-
Baratoff relation agrees within 20% with the resistance
of test junctions fabricated on the same chip. Both
CPB and SI charging energies agree well with the typi-
cal aluminum-based junction capacitance 50 fF/µm2 and
specific capacitance of micron-size islands on silicon sub-
strates 0.04 fF/µm [30].
We also observed an additional resonance at 13.9 GHz,
whose position did not depend on Φext and qg. We at-
tribute this resonance to the lowest-frequency mode of
the superinductor, which corresponds to characteristic
impedance of the SI Z = 14 kΩ.


































FIG. 5. (a) Measurements of the bifluxon energy relaxation
in the protected state (red circles) and unprotected state (blue
squares). The sequence of pulses is shown in the inset. The
exponential fits are shown by solid and dashed lines, respec-
tively. (b) Demonstration of an absence of qubit excitation
by the gate voltage pulses.
tio, reduced by weak qubit-readout coupling, is too low to
employ conventional pulse protocols (decay, Rabi oscilla-
tions and Ramsey fringes). For this reason we designed
special pulse sequences for T1 and T2 measurements in
the protected regime. The pulse sequence used for prob-
ing the decay is show in Fig. 5(a). Initially the qubit
is prepared in the ground unprotected state (qg = 0e).
A microwave π-pulse at the resonant frequency f
(0e)
01 ex-
cited the qubit, and then the protection is turned on by
applying a pulse of the gate voltage Vg corresponding to
the offset charge qg = 1e. We have used Vg pulses with
the rise/drop time ∼ 30 ns, which is sufficiently long to
ensure adiabatic evolution of the qubit between protected
and unprotected states. After time ∆t, the protection is
removed by setting qg = 0 and the qubit state is mea-
sured. As a control experiment, we apply the gate voltage
pulses alone, without a π-pulse; the absence of qubit ex-
citation proved the adiabaticity of gate manipulations,
see Fig. 5(b).
The main result of this paper - the dependence of
T1 on the qubit control parameters Φext and qg - is
presented in Fig. 6. Dashed lines represent fits to the
model that takes into account resistive losses in the ca-
pacitevely coupled environment and readout resonator
(Purcell effect). The details of the T1 calculations are
provided in appendix C. An increase of T1 in the pro-
tected regime by an order of magnitude provides evidence
for the qubit’s dipole moment suppression. The longest
decay time > 100µs is measured at full flux frustration
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FIG. 6. Energy relaxation time T1 as a function of the flux
frustration Φext/Φ0 (a) and the CPB charge qg (b). The pale
dots represent all the measured data, the bright dots show
the longest T1 measured for a given operation point. The
dashed lines correspond to fitting to the resistive noise theory
(appendix C).
Φext = Φ0/2, which corresponds to a minimum qubit en-
ergy f
(1e)
01 = 0.4 GHz. The routs to further increase of T1
are discussed in Sect. IV.
Direct measurements of the decoherence time Tφ in the
protected regime, by either Rabi or Ramsey techniques,
are not feasible because of vanishing coupling of the qubit
to microwave pulses. For this reason we have modified
the measurements of Ramsey fringes by analogy with the
aforementioned T1 measurements. The pulse sequence is
shown in Fig. 7(a). Both 30 ns long π/2 microwave pulses
detuned from the qubit transition frequency by 4 MHz
are applied in the unprotected state (qg = 0), and the
qubit is measured after the end of the second pulse. Be-
tween the π/2 pulses, while the qubit underwent free pre-
cession, the qubit’s protected state is restored by apply-
ing a gate voltage pulse (qg = 1e). After averaging over
1000 cycles, the Ramsey fringes are recorded by vary-
ing the delay between the end of the gate pulse and the
second π/2 pulse.
Ramsey fringes measured according to this procedure
for one of the flux ”sweet spots” at Φext = 0 are shown in
Fig. 7(b); the Vg pulse for these measurements is 0.27µs

























FIG. 7. The Ramsey fringes measurement. (a) The pulse
protocol for T2 evaluation in the protected state. The pro-
tection is turned on for a fixed time of 270 ns; the time delay
between two π/2 pulses is varied in order to record Ramsey
fringes. (b) The experimental data (dots) and the damped-
oscillation fitting (the solid line). Note that the value of
T2 = 0.7µs describes the fringe damping in the unprotected
state. Damping of Ramsey fringes in the protected state
(0 < ∆t < 270 ns) is caused by the Vg pulse jitter rather
than dephasing (see the text).
fringes at moments ∆t = 0, 0.27µs may provide infor-
mation on dephasing in the protected state if this is the
only source of dephasing. However, the accuracy of this
technique is limited by the Vg pulse jitter. Indeed, in the
rotating frame of the unprotected state, the qubit’s state
vector rotates in the equatorial plane of the Bloch sphere
as soon as the protection is turned on. The angular ve-









(ω > 2π ·1GHz) at both flux sweet spots Φext = 0, Φ0/2,
and even a small jitter can result in a significant error in
the position of the qubit’s state vector at the end of the
Vg pulse. According to the specification, the jitter time
of the pulse generator used in our experiments could be
as large as 0.3 ns. This jitter-induced phase uncertainty
alone, without invoking any dephasing in the protected
state, is sufficient to explain the reduced amplitude of
Ramsey fringes at ∆t = 0.28µs. Thus, these measure-
ments can impose only the lower limit on Tφ, which is
close to 1µs for the data in Fig. 7(b). Future experiments
with better-controlled Vg pulses of different lengths may
provide a more detailed information on Tφ at both sweet
spots.
It should be noticed that, since the state of the bi-
fluxon qubit is governed by the CPB charge qg, the device











































FIG. 8. (a) Two first energy levels of the bifluxon qubit as
a function of detuning from degeneracy point. Energy dis-
persion, which leads to decoherence, can be characterized by
amplitudes εΦ and εq [see Eq. (8), note that E01(Φ0/2, 1e) = 0
for a symmetric device]. (b) Calculated amplitudes of the flux
(solid lines) and charge (dashed lines) energy dispersion as a
function of qubit parameters.
poisoning of the CPB island. In order to eliminate the
effect of these fluctuations, qg is measured and, if neces-
sary, re-adjusted to the desired value before each T1 and
T2 measurement. For calibration, we tracked one period
of the readout dispersive shift oscillations δfr(Vg), with
minima and maxima corresponding to integer values of
the CPB charge. This measurement allows us to estimate
the qg drift rate to be less than 10
−2e/min, the quasipar-
ticle tunneling is as rare as 1 event per 30 min due to the
engineered difference between the superconducting gaps
in the CPB island and its surroundings (see appendix D).
IV. DISCUSSION
In this section we discuss possible modifications to the
bifluxon design that could enable further improvement of
the qubit coherence beyond the readily available energy
decay protection.
First, let us consider the fully symmetric bifluxon qubit
with CPB junctions of identical Josephson energy, where
charge noise can still potentially flip the fluxon parity
and induce energy relaxation. As we have pointed out
earlier, the absolute value of the charge dipole moment
FIG. 9. Possible ways towards further coherence improvements for the bifluxon qubit. (a) Present design: The asymmetry
in the JJs of the circuit leads to distinct complex tunneling amplitudes ti, represented by the vectors at the bottom. As a
result, the single phase-slip rate cannot be completely suppressed for any AC phase αq = πqg/e. (b) Device with controllable
tunneling probability: disorder of the effective Josephson energies can now be mitigated by the local SQUID frustrations Φ1
and Φ2. (c) Adding a second circuit island. The SPS rate can be completely suppressed even for asymmetric junctions as a
zero sum of three vectors with comparable lengths. (d) Stacking of the islands into an array: gate charge qi = 1e on any CPB
protects the fluxon parity in the loop, which can be used for expanding the charge sweet spot, similar to Ref. [22].
[Eq. (7)] is strongly suppressed in comparison to that
of a conventional charge qubit. Thus, we find that the
condition EJ/ECL > 10, similar to the parameter regime
of a heavy fluxonium qubit [5, 6], is in principle enough
to achieve T1 times in excess of 10 ms.
Although the lowest-energy states of the fully symmet-
ric device are exactly degenerate at Φext/Φ0 = qg/2e =
0.5, deviations from this point open a gap in the spec-
trum, which leads to decoherence Fig. 8(a). A good mea-
sure of the qubit sensitivity to pure-dephasing processes
is the amplitude of the charge and flux dispersion of the
0− 1 transition energy E01(Φext, qg), defined as
εΦ = E01(0, 1e)− E01(Φ0/2, 1e),
εq = E01(Φ0/2, 0)− E01(Φ0/2, 1e).
(8)
As it follows from Fig. 8(b), in order to mitigate de-
phasing due to both charge and flux noises, the opti-
mal strategy is to combine an increase of EJ/ECL with
strong reduction of the inductive energy EL. As it was
mentioned above, an exponentially small flux dispersion
can be achieved in the regime Edps  2π2EL. Fulfilling
this condition requires the implementation of a ultrahigh-
impedance superinductor with L > 30 µH and self-
resonance frequencies > 1 GHz. Such an element with
a characteristic impedance Z > 200 kΩ could be realized
by using strongly disordered superconductor nanowires
[31–35] or suspended chains of JJs [29].
If asymmetry between the CPB junctions is present,
the SPS amplitude remains non-zero for any charge on
the CPB island [Fig. 9(a)]. This leads to mixing of the
bifluxon states with different parity and increased sus-
ceptibility to flux noise. One of the ways to recover
the symmetry is to replace the junctions with SQUIDs
of a size much smaller than the bifluxon loop area [see
Fig. 9(b)]. This would allow for changing the SQUID’s
Josephson energy without affecting the optimal flux in
the device loop. Alternatively, the SPS can be completely
suppressed by introducing a third Josephson junction and
an additional gate control line. Indeed, by independently
controlling charges on two CPB islands, the SPS ampli-
tude can be tuned to zero [Fig. 9(c)].
The sensitivity of a tunable qubit to fluctuations of
a control parameter – the offset charge in our particular
case – is the price to pay for the ability to turn on and off
the qubit protection and thus facilitate the gate opera-
tions. This sensitivity could be suppressed by combining
several qubits in a small array [19], as it has been demon-
strated for the rhombi qubit in Ref. [22]. In a chain
of symmetric Josephson rhombi qubits, the transport of
single Cooper pairs is forbidden when Φext = Φ0/2 for
any rhombus in the chain. Accordingly, the range of val-
ues of Φext where the qubit is protected (i.e. the size of
the sweet spot) increases polynomially with the number
of rhombi elements in the chain. Similarly, a bifluxon
qubit made of a small parallel array of CPBs, as shown
in Fig. 9(d), is expected to demonstrate a wider range of
qg tunability for which the |g〉 and |e〉 states remain gen-
erate. Realization of such an array would lead to further
increase of both the decay and dephasing times beyond
the coherence times measured for our proof-of-principle
bifluxon-qubit design.
V. CONCLUSION
In this work we have developed and characterized a
quantum superconducting circuit which serves as a plat-
form for the realization of protected qubits with simul-
taneous exponential suppression of energy decay from
charge and flux noise, and dephasing from flux noise.
The circuit is realized as a superconducting loop contain-
ing a charge-sensitive Josephson element (a.k.a. Cooper-
pair box) and a superinductor. This circuit with two
control parameters - the charge on the CPB island and
the magnetic flux in the loop - is described by a ”two-
dimensional” Hamiltonian. Its dimensionality D > 1 is
critical to simultaneous suppression of decay and dephas-
ing via localization of the qubit’s wavefunctions in dis-
parate regions of the phase space. The ability to turn
the protection on and off by controlling the charge on
the CPB island facilitates gate operations with protected
qubits. By switching the protection on, we observed a
ten-fold increase of the decay time, up to 100 µs. The
studied circuit was not expected to demonstrate a long
dephasing time because of its sensitivity to fluctuations
of charge on the CPB island. However, the bifluxon sensi-
tivity to charge noise is much reduced in comparison with
the charge qubit, and the charge-noise-induced dephas-
ing time in the protected state exceeded 1 µs. Further
improvement of the coherence times can be achieved in
the next-generation devices by the optimization of their
parameters and combining several cos (φ/2) elements in
a small array.
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Appendix A: Derivation of the circuit Hamiltonian
In this section, we derive a Hamiltonian for the circuit
that includes both the bifluxon qubit and the readout
resonator of capacitance CR and inductance LR (Fig. 10).
Assuming that the phase difference across the inductor
shared by the readout resonator and the bifluxon Lsh 
L is negligible with respect to the total phase drop across
the superinductor (see below), we can write an effective
















[(Φ̇− Φ̇a)2 + (Φ̇− Φ̇b)2]−
1
2L


























where Φ, Φa and Φb are the circuit flux node variables, Φr
and ∆Φ are flux branch variables, Φext is the external flux
through the bifluxon-qubit loop, Vg is the gate voltage,
FIG. 10. Schematic diagram of the bifluxon device including
the readout resonator, and the gate and stray ground capaci-
tances (C0, C0g , Cgnd). Vg denotes the gate voltage that con-
trols the offset charge nϕg . ∆Φ/ϕ0 is the phase drop across
the inductance Lsh, which is shared between the qubit and
the resonator.
and C∆Φ is an effective capacitance for the ∆Φ mode. A
more convenient basis to treat the qubit Hamiltonian is
given by the modes Φ− = Φb − Φa and Φ+ = Φb + Φa,
in terms of which Eq. (A1) reads
L =






































Since ∆Φ is a high-frequency and low-impedance mode,
it is assumed to be locked to the semiclassical value
∆Φ → LshΦ−/(L + Lsh) ' LshΦ−/L. Substituting this
in Eq. (A2), and performing a Legendre transformation,
we arrive at the effective circuit Hamiltonian
H = 4ECϕ(nϕ − nϕg )2 + 4ECφn2φ + 4ECφ+n
2
φ+




+ ~gϕφ+nϕnφ+ + ~ωRa†a+ ηshELφrφ
(A3)
where we have defined the phase variables ϕ = Φ/ϕ0,
φ = Φ−/ϕ0 and φ+ = Φ+/ϕ0, the respective conjugate
charge operators nϕ, nφ and nφ+ , and the charging en-
ergies ECµ = e




Cφ = (C0 + CJ)/2
Cφ+ = C
2/2(C0g + Cg + 2CJ),
(A4)
with C2 = (C0g +Cg)CJ+C0(C0g +Cg+2CJ). Note that
we neglect a small renormalization of the capacitance of
the φ mode due to C∆Φ. We also introduce an effec-
tive coupling constant ~gϕφ+ = e2/2Cϕφ+ where Cϕφ+ =
C2/(16CJ), and the offset charge n
ϕ
g = −βϕ 2eVg8ECϕ with
βϕ = Cg/Cϕ. The resonator Hamiltonian is written in
terms of its resonance frequency ωR and the ladder op-
erators (a, a†), and we define the inductive participation
ratio ηsh = Lsh/LR that quantifies the coupling between
the bifluxon qubit and the resonator.
We assume that φ+ is a high-frequency mode detuned
away from the qubit transitions of interest [36]. Under
this approximation, the coupling gϕφ+ leads to a small
dispersive shift which, however, is not needed to describe
the experimental data of the device studied in this work.
Under these assumptions, Eq. (A3) reduces to a model
of a two-dimensional (ϕ, φ) qubit Hamiltonian coupled to
the resonator mode φr, which we use in the main text.
Finally, in order to account for the effect of circuit-
element disorder on the circuit junctions, we derive a
perturbative correction to Eq. (A3) of the form
δH = ∆EJ sin(φ/2) sin(ϕ− φ+/2) (A5)
where ∆EJ = EJa − EJb is the junction asymmetry,
defined in terms of the junction energies EJa and EJb,
and ĒJ = (EJa + EJb)/2. Note that the replacement
EJ → ĒJ in Eq. (A3) should also be made.
Appendix B: Integer charge on the island ng = N
Let us consider the reduced Hamiltonian Eq. (2) for the
case of an integer charge ng on the CPB island. In the
limit EC  EJ , we can restrict the analysis to two charge













B = EJ cos(φ/2),
C = 2EC .
(B2)
If C is the dominant term in Eq. (B1), the charge com-








for α 1. The eigenvalue
E = A−
√




corresponds to a fluxonium-like Hamiltonian of the form
H = −4ECL∂2φ +
1
2
EL(φ− ϕext)2 − E∗J cosφ, (B5)
where E∗J = E
2
J/4EC is a renormalized Josephson energy.
Appendix C: Coupling to the environment and
decoherence
In this section, we consider the coupling of the qubit
modes to environmental sources of noise, and derive the
relaxation rates that are used in the main text to fit T1.
Figure 11 illustrates the coupling of the bifluxon qubit to
external (noisy) degrees of freedom.
FIG. 11. Bifluxon device coupled to environmental degrees
of freedom leading to decoherence. The resistors model dis-
sipative circuit elements coupled capacitively to the qubit.
δΦext(t) represents the magnetic flux fluctuations.
Charge-induced decay occurs due to coupling of the
Cooper-pair-box variable (ϕ) to the environment, mainly
via the voltage line that is used to control nϕg . The cou-
pling Hamiltonian is of the form δH = 2enϕβϕ∆V , where
∆V is a voltage-noise operator leading to fluctuations of
the offset charge. Using the Fermi’s golden rule, we de-
rive the transition rate Γ = |〈0|2enϕβϕ|1〉|2SV (ω01)/~2 ≡
1/T1, where SV (ω01) is the noise spectral density eval-
uated at the qubit transition frequency. Denoting the
impedance of the environment coupled to the qubit port
as Z(ω) and assuming an Ohmic spectral density of the


















where renv = Re[Z(ω01)]/RK is the effective resistance of
the electromagnetic environment in units of the reduced
superconducting quantum of resistance, RK = ~/(2e)2 '
1 kΩ.
Coupling of noise to the fluxonium-like degree of free-
dom (φ) can be treated similarly. Instead of rewrit-
ing Eq. (C1) for nφ, however, we derive an expression
that involves the transition matrix elements of the phase
operator. This is useful for the discussion of results
in the main text. As a consequence of the commuta-
tion relation [φ, nφ] = i, [φ,H] = i8ECφnφ and thus
~ω01〈0|φ|1〉 = i8ECφ〈0|nφ|1〉 [38]. This relation allows















In order to fit T1, we require the two parameters βϕ,φ
and renv to be small compared to unity. Moreover,
the parameter renv could in principle have different val-
ues in Eq. (C1) and Eq. (C2), because the environment
impedance can be different as measured from the multi-
ple qubit ports.
Finally, we discuss Purcell decay due to coupling of
the qubit to the readout resonator. We account for this
effect by using a simple model that takes Eq. (A3) into




†), where zr = Zr/RK is the












where Qr is the quality factor of the readout resonator.
As expected, the Purcell rate has a significant contribu-
tion to T1 only close to the readout resonance frequency
(see Fig. 6). Away from this very narrow frequency range,
we find that the qubit relaxation time is very well de-
scribed by the sum of the two contributions in Eq. (C1)
and Eq. (C2).
Appendix D: Gap engineering for mitigation of
quasiparticle poisoning
Quasiparticle poisoning (QP) presents a problem for
charge-sensitive quantum superconducting devices [39,
40]. In particular, for a bifluxon qubit in a pro-
tected state, tunneling of a non-equilibrium quasiparti-
cle into/out of the CPB island would remove protection.
To minimize QP, we used the so-called gap engineering
[41, 42]. Figure 12(a) shows the superconducting gap in
the CPB island and the outer electrodes that form the
CPB Josephson junctions. Because of the dependence of
the critical temperature of Al films on their thickness, the
gap in the thin (20 nm) CPB island is greater than that
in thicker (60 nm) outer electrodes. This difference δ∆,
which we estimate to be ∼ (0.3 − 0.4)K, is sufficiently
large to block tunneling of non-equilibrium quasiparti-
cles with energies greater than δ∆ onto the CPB island
at sufficiently low temperatures.
The efficiency of this technique is demonstrated in
Figs. 12(b)-(d). If both the CPB island and outer elec-
trodes are thick (δ∆ ' 0), we observe a characteristic
”eye” pattern [41] in the spectroscopic measurements,
which reflects rapid ±e jumps of the CPB charge on the
timescale of a single scan of the resonance of the read-
out resonator, see Fig. 12(b). This pattern vanishes if
the gap engineering is employed and re-appears only at
higher temperatures, where the quasiparticles are ther-
mally excited in the CPB island [compare panels (c) and
(d) of Fig. 12]. Gap engineering and careful infrared and
magnetic shielding of the device allowed us to increase
the time intervals between the QP events up to 30 mins.






















































FIG. 12. Suppression of quasiparticle poisoning by gap en-
gineering. (a) Profile of the superconducting gap across the
CPB island. The critical temperature of the thin CPB island
is by 0.2 − 0.3 K higher than that in the thicker electrodes.
(b)-(d) Spectroscopy of the read-out resonator as a function
of qg for bifluxon qubits: without gap modulation at 20 mK
(b), and with gap modulation at (c) 20 mK and 200 mK (d).
(e) The dispersive shift δfr of the readout resonator (color-
coded), measured at a fixed gate voltage Vg over 9 hours.
The shift δfr is converted into δqg using the data of panel
(c). Abrupt jumps reflect the QP events (δqg = ±e), grad-
ual shift corresponds to a monotonic drift of qg with the rate
< 10−2e/min.
we observed slow monotonic drift of qg whose origin re-
mains unclear. Because of this drift, we had to measure
(and, if necessary, re-adjust) qg before each time-domain
measurement.
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[20] B. Douçot and J. Vidal, “Pairing of Cooper pairs in a
fully frustrated Josephson-junction chain,” Phys. Rev.
Lett 88, 227005 (2002).
[21] A. R. Klots and L. B. Ioffe, “Set of holonomic and pro-
tected gates on topological qubits for realistic quantum
computer,” arXiv:1907.04379 (2019).
[22] S. Gladchenko, D. Olaya, E. Dupont-Ferrier, B. Douçot,
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We propose the simulation of quantum-optical systems in the ultrastrong-coupling regime using
a variational quantum algorithm. More precisely, we introduce a short-depth variational form to
prepare the groundstate of the multimode Dicke model on a quantum processor and present proof-
of-principle results obtained via cloud access to an IBM device. We moreover provide an algorithm
for characterizing the groundstate by Wigner state tomography. Our work is a first step towards
digital quantum simulation of quantum-optical systems with potential applications to the spin-
boson, Kondo and Jahn-Teller models.
Quantum simulation is one of the most prominent ap-
plications of quantum processors for solving problems
in quantum physics and chemistry. Importantly, quan-
tum simulation aims to circumvent the limited capabil-
ities of classical computers to represent quantum states
in exponentially large Hilbert spaces. Recently, a hy-
brid, quantum-classical simulation paradigm exploiting
quantum variational principles has been introduced [1].
Following this pioneering work, many other realizations
of what is known as Variational Quantum Algorithm
(VQA) have appeared in the literature [2–5].
VQAs have been shown to have some robustness
against noise and thus appear appropriate for the current
generation of Noise-Intermediate-Scale-Quantum (NISQ)
processors [4, 6, 7]. Although considerable effort has been
devoted to solving proof-of-principle instances of prob-
lems in quantum chemistry [2–5] and optimization [8],
the general applicability of this approach to other do-
mains in physics is still a subject of debate and interest
[9, 10]. Here, we use a VQA to simulate strongly in-
teracting light-matter models. In particular, we focus on
obtaining the groundstate of a set of two-level atoms cou-
pled to electromagnetic modes, which is of fundamental
interest and has practical applications for example for
quantum-information processing and sensing [11–15].
The simplest case corresponds to that of a two-level






†a+ gσx(a+ a†). (1)
Here, ωq and ωc are the atomic and the electromagnetic-
mode frequencies, σµ (µ = x, y, z) the Pauli matrices and
a (a†) the annihilation (creation) operator for the oscil-
lator, respectively. If the light-matter coupling constant,
g, is small compared to the systems’ frequencies, Eq. (1)
reduces to the Jaynes-Cummings Hamiltonian [16]. Un-
der these conditions, the terms σ+a and σ−a†, where
σ± = (σx±iσy)/2, lead to an exchange of a single excita-
tion between the atom and the oscillator mode. Provided
that g is greater than the decoherence rates of the atom
and the cavity, this regime of light-matter interaction is
referred to as strong coupling, and it is widely exploited
for quantum-information processing purposes [17].
As g approaches a significant fraction of the bare
atom and cavity frequencies, or becomes the largest en-
ergy scale in Eq. (1), the atom-cavity system enters
the ultrastrong- (USC) and deep-strong-coupling (DSC)
regimes, respectively [11, 14, 15, 18, 19]. In these cases,
the presence of the counter-rotating terms (σ+a† and
σ−a) in Eq. (1) needs to be taken into account. Pertur-
bation theory provides an accurate description for cou-
pling strengths in the range of 10% − 30% of the sys-
tem’s frequencies, but has limited applicability beyond
that regime [14]. While an exact analytical solution in
principle exists for Eq. (1) [20], larger systems involving
multiple atoms and/or electromagnetic modes can only
be handled numerically.
In the large-g limit, however, the mean cavity-mode oc-
cupation number and its quantum fluctuations are large
and a sizable Fock space is required for numerical simula-
tions. The total Hilbert-space dimension can thus quickly
become unpractical for many-particle systems. This fact
motivates the search for powerful analytical and numer-
ical methods [11–13, 21–24] and quantum-simulation al-
gorithms [14, 15, 19, 25–27] for this problem.
We consider the generalization of Eq. (1) to N atoms






















where the constants {gik} quantify the coupling strength
between the ith atom (of frequency ωqi) and the k
th
cavity mode (of frequency ωk) referred below to as k-
mode. For M = 1, Eq. (2) reduces to the Dicke model,
while the special case N = 1 corresponds to the mul-
timode quantum Rabi model. Digital quantum simula-
tion of such models requires the encoding of the bosonic






















Excitation-Subspace (SES) encoding, in which the Fock
space of a given k-mode is truncated to a maximum
photon number nmaxk , and represented by a qubit reg-
ister of size nmaxk + 1 [28–31]. A mapping from the
k-mode Fock space to the single-excitation subspace of
the qubit register is then defined as |nk〉 → |ñk〉 =
|00 . . . 0nk−11nk0nk+1 . . . 0nmaxk 〉 for nk ∈ [0, nmaxk ], where
the tilde is used hereafter to indicate encoded states and
operators. Importantly, under SES encoding, quadratic
bosonic Hamiltonians lead to next-neighbor interactions
at most [28]. Indeed, the k-mode annihilation operator








σ±nk acts on the nkth qubit of the k-mode register. The 2-
local form of ãk relaxes connectivity requirements on the
k-mode qubit register and thus leads to a reduced gate
count. Other encodings can be found in Refs. [27, 32, 33].
Finding the groundstate |G〉 of Eq. (2) by means of
a VQA requires first to construct a proper variational
form [1, 6]. That is, a unitary U(θ) parametrized by a
real-valued vector θ, such that
|G̃〉 ' U(θ∗)|ṽac〉, (3)
where |ṽac〉 = |0q〉 ⊗Mk=1 |0̃k〉 is the (encoded) noninter-
acting vacuum state, and θ∗ is obtained by classical min-
imization of the energy E(θ) = 〈ṽac|U †(θ)H̃U(θ)|ṽac〉.
Some intuition about a convenient choice of U(θ) can be
gained from approximate disentangling transformations
for Eq. (2) [22, 23]. We refer to such transformations
indistinctly as polaron Ansätze. The simplest transfor-
mation is obtained for the case of N = 1, where it is
useful to rotate H → H ′ = P †HP by means of a qubit-










where ω′q is a renormalized frequency for the atom. As
illustrated in Sect. IA of the Supplemental Material, the
groundstate of H ′ approaches the noninteracting ground-
state of the atom-cavities system, |vac〉, in most coupling
regimes. Therefore, the state P |vac〉 approximates the
groundstate |G〉 in the laboratory frame.
Exploiting this fact to prepare |G̃〉 on a quantum com-
puter requires compiling P̃ from single- and two-qubit
gates, for instance, using a Trotter decomposition. The
need for reducing the Trotter error, however, can lead
to quantum circuits of large depth. Moreover, this ap-
proach is sensitive to errors arising from imperfect qubit
control and noise. As a way around this problem, we
propose to leverage the structure of the polaron transfor-
mation to obtain a short-depth variational from. We do
this by parameterizing the Trotter decomposition of P̃
and letting the variational algorithm adjust the unitary
such that the groundstate-Ansatz energy is minimized.
The variational form has not only the purpose of discov-
ering short-depth quantum circuits for synthesizing the
USC groundstate, but also to potentially improving on
the disentangling capabilities of Eq. (4).
We construct the variational form by choosing a con-
venient Trotter decomposition of P̃ , first for the case of
N = 1. We introduce two k-mode operators, X̃ek and X̃
o
k ,




X̃ok)], where {fk = gk/(ωk + ω′q)} is a set of constants
that will latter play the role of variational parameters.
Although [X̃ek, X̃
o
k ] 6= 0, X̃ek and X̃ok are respectively com-
posed of commuting terms that act on even and odd
sites of the k-mode qubit register (see the Supplemen-
tal Material, Sect. IB). The 2-local form of the encoded


















where dk is the number of Trotter steps, that may vary
with the k-mode index. As shown in Sect. IB of the
Supplemental Material, the exponentials in this equa-
tion factorize exactly into a product of nmaxk controlled-
exchange gates acting on next-neighbor qubits of the
k-mode register with the atom register being the con-
trol qubit. The implementation of Eq. (5) requires thus





k dk before quantum-circuit compila-
tion. This number grows linearly with the number of k-
modes, their Fock-space dimension and the order of the
Trotter expansion (Trotter depth). Interestingly, since
Eq. (5) parallelizes over the k-modes, its quantum-circuit
depth does not scale with M .
For N > 1, the resulting variational form incorporates
blocks of the form of Eq. (5) where the two-level-atom
operator σx → σxi is now labeled by i ∈ [1, N ] and alter-
nated among the respective qubit registers (see the Sup-
plemental Material, Sect. IC). This observation leads to
























where the coefficients fk → fsik are variational param-
eters that depend on the Trotter step s ∈ [1, . . . , dik].
Additionally, fsik can also be made a function of the k-
mode photon number, such that fsik → fsik(nk). As ar-
gued below, this trades shorter circuit depths for longer
optimization runtime.
Important additional details apply, however, between
the cases of N = 1 and N > 1. In particular, the case
N > 1 requires Eq. (6) to be complemented by single-
layer short-depth variational form that acts on the atoms’
registers. This extra step initializes the polaron varia-
tional circuit to the state |ṽac′〉 = ∏Mk=1 |ψa〉|0̃k〉, where





















































FIG. 1. Groundstate-energy estimation for the single- and
two-mode version of the Rabi and Dicke models in resonance
conditions. Fock-space truncation in panels (a)-(d) is set to
nmaxk = 3, 3, 5 and 4 corresponding to 5, 9, 8 and 12 qubits, re-
spectively. The legend is shared between all panels, although
(a) and (d) display results only for di < 4 and dik < 5, respec-
tively. We show the error metrics ∆en (left scale) and ∆ex
(light-blue dashed line and right scale) defined in the main
text, along with 〈H ′〉vac|nmax
k
(triangular markers). The inset
in panel (b) shows 〈H ′〉vac|nmax
k
converging to a 4% in the limit
of large nmaxk (pink baseline) for g/ω = 0.8. This indicates
that the minimum value of ∆en is reduced exponentially with
nmaxk , reaching an absolute lower bound determined by the
entanglement capabilities of the polaron Ansatz. Simulations
do not include noise and are done using Qiskit [34].
is determined by an auxiliary optimization loop specified
in Sect. IC of the Supplemental Material.
Fig. 1 shows the results for the (a) single- and (b) two-
mode Rabi Hamiltonian, and (c) single- and (d) two-
mode Dicke model for N = 2. The simulations assume
the resonant case where atom and k-mode frequencies
are set to ωqi = ωk ≡ ω and gik ≡ g is swept in [0, ω].
The resonance condition leads to strong entanglement
between the atoms and cavity modes due to the energet-
ically favorable exchange of excitations. To quantify the
performance of the variational form, we define the error
metric ∆en = |(Evqe−Een)/Een|, accounting for the rela-
tive difference between the groundstate energy found by
the VQA, Evqe, and the energy of the encoded ground-
state, Een. An additional metric ∆ex = |(Een−Eex)/Eex|
quantifies the difference between Een and the numeri-
cally exact groundstate energy. We evaluate ∆en and
∆ex as a function of g/ω for circuits with Trotter depth
dik = d. The chosen Fock space truncation (see figure
caption) leads to a small number of qubits while ensur-
ing a relatively small ∆ex. This choice seeks to reduce
the quantum-hardware resources needed for simulation.
Results in panel (a) show that relative errors ∆en below
1% are achieved by state-preparation circuits containing
only 3 variational parameters (d = 3). A similar accu-
racy is obtained for circuits with d = 2 if additional pa-
rameters dependent on the k-mode photon-number are
incorporated (not shown). Remarkably, for d > 1, the
energy of the variational Ansatz is significantly lower
than 〈H ′〉vac|nmaxk . The latter is the expectation value of
Eq. (2) on the state P |vac〉|nmaxk within a truncated Fock
space. This indicates that the variational algorithm can
leverage the Trotter error to outperform the full polaron
Ansatz under the same Fock-space restrictions and with
very low circuit depth. Interestingly, we also find that the
energy of the variational state falls below 〈H ′〉vac|nmaxk →∞
in the full range of g/ω ∈ [0, 1] (not shown). The error
metric ∆ex remains below ∼ 2% in all the cases.
We observe a similar qualitative behavior for the two-
mode simulations in panel (b), although ∆en increases
to ∼ 2.5% for d = 4. The same accuracy is reached for
circuits with d = 2 when variational parameters for each
k-mode photon number are introduced (not shown). We
find that the accuracy limit is both due to finite Fock-
space truncation errors and the disentangling capabilities
of the polaron Ansatz. Increasing the number of two-level
atoms in the model, while keeping the number of qubits
of the order of 10, leads to the results in panels (c)-(d) for
which we find a maximum error of ∆en ' 5% for d = 5
in the first case, and of ∆en ' 8% for d = 4 in the second
case. These results, however, are limited by Fock space
truncation errors and can be improved by increasing the
number of qubits in the simulations. It is worth noticing
that, similarly to the case of N = 1, these variational
circuits outperform the polaron Ansatz significantly for
the same conditions.
The performance of the variational form may be im-
proved further by means of simple modifications. For
instance, a layer of a hardware-efficient (HE) gates [3]
could be appended after each Trotter step, providing
greater entangling capabilities for state preparation. Ide-
ally, gates on such HE layers should conserve the number
of excitations in the k-mode registers [30]. Generaliza-
tions of Eq. (4) incorporating additional parameters are
also a possibility [35].
As the number of qubits scales with ∼ (nmax + 1)M ,
simulating the performance of the proposed VQA on a
classical computer becomes quickly expensive. Moreover,
circuits of larger depth and number of qubits could likely
benefit from quantum devices tailored to compile the po-
laron Ansatz in fewer gates. An option is to engineer the
required controlled-two-qubit gates directly on the quan-
tum hardware. Sect. V of the Supplemental Material
illustrates such special-purpose devices in the context of
circuit QED.
The results of Fig. 1 suggest that the polaron varia-
tional form is a promising tool for investigating the USC
groundstate in near-term quantum devices. For this rea-
son, we implement the aforementioned strategy in cur-
rently available quantum hardware. Here, we use the
IBM Q Poughkeepsie chip via the open-source frame-
work Qiskit, taking advantage of the built-in SPSA opti-
mizer [3, 36] and the readout error mitigation techniques
of Qiskit-Ignis [34]. We use three qubits for the quan-
tum simulation, two of them encoding the bosonic mode.
The groundstate energies found this way, shown in Fig. 2
(star-shaped data points), are in good qualitative agree-
ment with the theoretical estimations.
We find that the main limitations on the accuracy of
the VQA are due to the level of noise in the quantum
processor and to the capabilities of the SPSA optimizer
given a finite number of optimization steps. To investi-
gate the effect of the latter against the former, we perform
the VQA with a desktop computer, assuming a larger
number of optimization steps and the calibrated noise
model of the quantum hardware. This produces a set of
variational states with optimal parametrization accord-
ing to the classical simulation. We then evaluate the
energy expectation value of such states on the quantum
processor, performing mitigation of readout errors. The
result of this experiment (triangular-shaped data points)
reach better accuracies than those obtained by means of
the hybrid quantum-classical VQA. This suggests that
noise processes on the quantum hardware prevent high-
accuracy solutions to be reached in a reasonable number
of optimization steps via cloud access, in the order of 150
SPSA trials. By controlling the level of noise in classi-
cal simulation, we also find that hybrid quantum-classical
VQA solutions with ∆en ∼ 1−2% for 150 SPSA trials are
expected for noise levels one order of magnitude smaller
than the present value. Note that in absence of noise,
the number of optimizer steps required to reach numer-
ical accuracy with respect to the reference value is very
small in comparison, below 30 in the entire g/ω ∈ [0, 1]
range. This allow us to conclude that the discrepancies
encountered in the quantum-hardware runs are due the
effect of noise and the limited optimizer calls rather than
limitations of the proposed Ansatz.
Following this proof-of-principle demonstration, we
present an alternative method for characterizing the pre-
pared groundstate. This technique could be useful to
probe entanglement metrics and to distinguish between
nearly degenerate states. The latter situation occurs, for
instance, within the groundstate manifold of the quan-
tum Rabi model approaching the DSC regime. To this
end, we introduce the joint Wigner function for a set of
N qubits and M bosonic modes as
Wl(α) = Tr[ρσ
l1




generalizing the definition given in Ref. [37] for the
case of N = M = 1. Here, {σlii , li ∈ [0, x, y, z]}
are the Pauli matrices for the ith atom with σ0i = 1.
Π(α) = D(α)ΠD†(α), where α = (α1, . . . , αM ), is a dis-
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FIG. 2. Variational quantum-optics simulation of the
Rabi model in resonance conditions on a quantum processor.
Shown is the groundstate energy as a function of the coupling
strength, both in units of ω. The cavity mode is encoded in a
two-qubit register (nmaxk = 1). The light-blue bands enclose
the range of results that are expected for 150 SPSA trials with
levels of noise in the order of 0.1 and 1.0, relative to calibrated
values (dotted lines). The black-dashed line is the encoded-
groundstate energy. The star-shaped markers are the result of
VQA runs for up to 150 SPSA trials on the quantum device.
The pointing-up (pointing-down) triangular markers are the
minimum (average) expectation value on quantum hardware
of states that have been entirely optimized in the classical pro-
cessor. The dispersion of such values is due to fluctuations in
the level of noise of the quantum device between runs. Further
details are provided in Sect. II of the Supplemental Material.
tegral is performed over d2α =
∏M
k=1 d
2αk and the sum
is extended to the 4N possible values of l = (l1, . . . , lN ).
This relation can be used for state reconstruction [37].
Expanding Eq. (7) in the Fock-state basis within the














where Trq is the trace operator over the atom registers
and Ωñ = 〈ñ1 . . . ñM |D̃†(α)ρ̃D̃(α)|ñ1 . . . ñM 〉. W̃l(α)
can be sampled by executing a quantum circuit that per-
forms the necessary state-tomography gates. While these
gates are simply single-qubit rotations for the atom reg-
isters, tomography gates correspond to the application of
D̃(α) for the k-mode registers. Fortunately, the displace-
ment operators can be easily implemented by a sequence
of one- and two-qubit gates derived from a Trotter de-
composition similar to that of the polaron transforma-
tion. Sect. III of the Supplemental Material includes
further details.
We demonstrate this approach numerically for the case
of a single atom and a cavity mode in resonance with
g/ω = 1. Fig. 3 shows the reconstructed joint Wigner
function W̃σz (α) for an 8-qubit k-mode register. The re-
sult is compared to the numerically exact distribution,






























FIG. 3. Reconstruction of the joint Wigner function of the
Rabi model in resonance conditions and with g/ω = 1. (a)
(Left) Sampled distribution, W̃σz (α), for an 8-qubit k-mode
register and 2 Trotter steps per imaginary and real compo-
nents of D̃(α). (Right) Numerically exact result Wσz (α).
(b) Effect of the Trotter order of D(α) on the reconstructed
distribution. The error metric is defined as ∆Wσz (|α|) =√∫ |α′|=|α|
|α′|=0 [W̃σz (α
′)−Wσz (α′)]2d2α′/N|α|, where 1/N|α| is a
normalization factor. The scaling of this metric with |α| fol-
lows the Trotter error, which scales as |α|2/d with d being
the Trotter depth. For |α| fixed, the discrepancy between the
two distributions saturates to a nonzero lower bound due to
Fock-space truncation errors. The effect of noise has not been
taken into account.
errors. We observe a good qualitative agreement between
the two distributions even for a few as 2 Trotter steps.
This agreement improves as the number of Trotter steps
used to implement D(α) is increased, although the dis-
crepancy between the two distributions remains bounded
from below due to finite-dimensional encoding errors.
Finally, we discuss briefly the effect of common quan-
tum error channels on the performance of the proposed
VQA. It is worth highlighting that a SES encoding al-
lows for damping errors of the form |ñk〉 → |0̃k〉 to be de-
tectable by joint-parity measurements of the k-mode reg-
ister. This enables postselection of uncorrupted states,
which can significantly reduce the impact of noise on the
proposed variational algorithm. However, the downsides
of using a SES encoding reside in two main points. First,
this encoding trades shorter quantum-circuit depths for
a relatively large qubit overhead compared to other pos-
sible encodings [32, 33]. On the flip side, this compro-
mise might be leveraged by current quantum processors,
which are mostly limited by decoherence rather than by
the number of qubits [38]. Second, noise channels that
do not conserve the number of excitations in the k-mode
qubit registers can become dominant for large qubit ar-
rays (see Supplemental Material). This is a direct conse-
quence of an exponential growth of the size of the comple-
ment of SES with the number of qubits in the simulation.
We also note that the observations above are generic to
other proposals using SES encodings [28–31].
In conclusion, we introduced a short-depth and few-
parameter variational form to study the interacting light-
matter groundstate of N atoms and M electromagnetic
modes. We found that such a variational circuit can
approximate the ultrastrong-coupling groundstate with
very good accuracy. We implemented a proof-of-principle
example on an IBM quantum processor, performing the
mitigation of readout errors. Finally, we demonstrated
the use of Wigner state-tomography to characterize the
groundstate, and discussed the impact of noise on the
variational algorithm. As the light-matter interaction
Hamiltonian considered in this work is formally identical
to the few-impurity spin-boson model, we envision ap-
plications to problems in condensed-matter physics for
which the polaron transformation was originally intro-
duced. The demonstration of quantum advantage by
the variational approach introduced here is likely to re-
quire quantum-hardware of size and noise-resilience sig-
nificantly beyond what is currently available. Our work
is, however, a first step towards digital simulation of
strongly interacting light-matter models with a quantum
processor.
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I. POLARON TRANSFORMATION AND
QUANTUM-CIRCUIT COMPILATION OF THE
POLARON VARIATIONAL FORM
A. Polaron transformation for the multimode
quantum Rabi Hamiltonian
In this section, we study the effect of the polaron trans-
formation [Eq. (4) of the main text] on the multimode
Rabi Hamiltonian [N = 1 in Eq. (2) of the main text].










where {fk} are real parameters to be determined be-
low. By transforming H → H ′f = P †fHPf , where

















Here, ω′q = ωqe
−2f ·f is a renormalized frequency for the
two-level atom, g′k = gk−ωkfk are new light-matter cou-
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The parameters fk in Eq. (2) can reduce the effec-
tive light-matter coupling strength g′k and thus make
the groundstate of such a Hamiltonian closer to that
of the noninteracting case. This, however, holds if the
higher-order corrections to σz from the operator q†−fqf ,
which mixes the k-modes, can be made small at the same
time. This leads to a compromise for the best value of f
that can be resolved by optimization of such a parameter
[1, 2]. More precisely, assuming that the groundstate of
Eq. (2) results close to vacuum, minimizing the ground-
state energy Ef − ω′q/2 leads to the optimal condition
fk = gk/(ωk + ω
′
q) and to the implicit equation
ω′q = ωqe
−2∑Mk=1[gk/(ωk+ω′q)]2 , (3)
for the renormalized frequency of the atom. We note
that the difficulty of solving the scalar equation Eq. (3)
does not scale with the number of bosonic modes under
consideration. This fact deserves to be highlighted as
the optimal value of f is used to initialize the optimizer
before executing the variational quantum algorithm pre-
sented in the main text and in more details in Sect. I B.
As discussed in Sect. I C, this is no longer true in the gen-
eral case of N > 1, where the complexity of initialization
scales exponentially with N .
We can gain an understanding of how the polaron
transformation works by analyzing the behavior of ap-
proximate solutions to Eq. (3) at the boundaries of the
range 1 ≥ ω′q/ωq ≥ 0. Indeed, for small coupling
strengths gk, we expect ω
′
q to differ only slightly from
ωq and thus to be able to approximate ω
′
q/ωq ' 1 − ε,
where ε  1. In contrast, for large coupling strengths
compared to the system frequencies, we expect ω′q to
vanish exponentially and thus ω′q/ωq ' ε to hold. In
the latter situation, the parameters of the polaron trans-
formation approach the asymptotic scaling fk ' gk/ωk
leading to g′k → 0 (along with ω′q → 0). This analysis in-
dicates that the light-matter system effectively decouples
in the polaron frame [see Eq. (2)], both in the strong and
deep-strong coupling regimes. As demonstrated below,
the disentangling capabilities of this transformation and
the solution of Eq. (3) interpolate smoothly in the in-
termediate ultrastrong coupling regime, making this tool
suitable for investigating the light-matter groundstate in
a very broad range of parameters.
We confirm the intuition developed in the above para-
graph by analyzing both the single- and two-mode quan-
tum Rabi Hamiltonians in resonance conditions ωq =
ωk ≡ ω, for gk ≡ g ∈ [0, ω]. This is also the regime
of parameters considered in the main text. Here, how-
ever, we are also interested in quantifying how well the
state P |vac〉 approximates the groundstate of the multi-
mode Rabi Hamiltonian in all coupling regimes. Fig. 1
(a) compares the expectation value 〈H ′〉vac to the ex-
act groundstate energy of the single-mode (left) and two-
mode configurations (right). We observe that 〈H ′〉vac fol-
lows closely the exact solution in the range g/ω ∈ [0, 2].
This agreement is even improved for larger coupling
strengths. Panels (b)-(d) show the effective atom fre-
quency ω′q and coupling strengths g
′
k along with the fk
parameters of the polaron transformation. Solid lines
correspond to the numerical optimization of ω′q, while
dashed lines are obtained analytically from a series ex-
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FIG. 1. Performance of polaron transformation in the strong-
, ultrastrong- and deep-strong-coupling regimes for the single-
and two-mode quantum Rabi models in resonance conditions.
(a) Comparison between 〈H ′〉vac and the exact groundstate
energy. The present scale emphasizes the qualitative agree-
ment between these two quantities, although it does not cap-
ture relatively small deviations which can be appreciated in
the main text. Panels (b)-(d) show the polaron transfor-
mation parameters (black solid lines) obtained by numerical
optimization. Dashed lines are analytical approximations of
Eq. (3) at the boundaries of 1 ≥ ω′q/ωq ≥ 0. The asymptotic
regime of fk ' gk/ωk is indicated in panel (c) (gray dashed
lines). A similar line style in (d) indicates the coupling in the
bare frame, gk. We observe that g
′
k becomes exponentially
small compared to gk as the bare coupling strength increases.
This fact highlights the advantages of working in the polaron
frame.
in the small parameter ε for both ω′q/ωq ' 1 − ε and
ω′q/ωq ' ε regimes. As anticipated, we observe an ex-
ponential reduction of the ratio ω′q/ωq along with the
asymptotic tendency fk ' gk/ωk and g′k → 0 as g in-
creases. Although the energy of the state P |vac〉 follows
closely that of the groundstate in the laboratory frame in
the DSC regime, we note that fk grows linearly with gk in
such conditions. This unfavorable scaling would make the
Trotter-decomposition-based approach employed in the
main text rather inefficient, requiring quantum-circuits
of larger depth to reach convergence.
The advantages of investigating the groundstate prop-
erties in the polaron frame are also emphasized by notic-
























+ . . . ,
(4)
assuming g′k/(ωk + ω
′
q)  1 and expanding qf to first
order. Eq. (4) is reminiscent of the multimode Jaynes-
Cummings model, with an additional term ∝ σza†kak′ ,
that can either shift the frequency of the atom as a func-
tion of the number of photons in the k-modes (k = k′)
or allow for the exchange of an excitation between two
k-modes through the atom (k 6= k′). Provided that the
effect of the latter interaction is only perturbative, the
groundstate of Eq. (4) is the vacuum state. As shown
in the main text, these conditions also lead to relatively
small fk parameters, making it possible to construct a
short-depth variational form by Trotter decomposition
of the polaron transformation.
B. Quantum-circuit compilation of the polaron
variational form
We now provide further details on the quantum circuit
compilation of the polaron variational form designed for
the multimode quantum Rabi model. Specifically, we

















as a sequence of single- and two-qubit gates available on
IBM’s on-line quantum platform. The operator X̃ek in













X̃ok is defined analogously, with nk running over odds
numbers in [0, nmaxk − 1]. Since the Pauli products in
Eq. (6) commute with each other, unitaries of the form
exp(fskσ
xX̃e,ok /dk) factorize into a sequence of controlled
two-qubit gates that can be parallelized over the k-mode
qubit registers. As shown in Fig. 2 (a), these two-qubit
gates operate on pairs of next-neighbor qubits of the k-
mode registers and are controlled by the atom qubit.
Panel (b) provides the compilation of the controlled two-
qubit gates in elementary single- and two-qubit gates [3].
The atom and the k-mode registers are initialized to
the states |0〉 and |0̃k〉 = |10 . . . 0〉, respectively, which











FIG. 2. Quantum-circuit compilation of the polaron vari-
ational form [Eq. (5)] for one of the k-mode registers. (a)
Schematic representation of the variational form as a sequence






at each Trotter step labeled by s. (b) Compilation of the
controlled two-qubit gate in one- and two-qubit gates avail-
able on the IBM quantum hardware [3]. Here, H denotes
the Hadamard gate, Y = Rx(π/2), and Rz, R
′
z are rota-
tions around the Z axis using the conventional notation in
which Rµ(θ) = exp(−iθσµ/2) for µ = x, y, z. If the pa-
rameters fsk are taken to be independent of the k-mode pho-









where nk labels the sites within the k-mode register. If,
in contrast, fsk → fsk(nk) is allowed to vary from site to














nk + 1/dk] if one wishes to introduce an ex-
tra degree of freedom, fsk
′(nk), per controlled two-qubit gate.
Importantly, the parameters of the variational form are ini-
tialized to the value specified by the polaron transformation
in Eq. (4) of the main text.
is followed by dk sets of gates, where dk is the Trotter
depth used to decompose the polaron unitary for mode
k. In its simplest form, the polaron variational form has
a single parameter per Trotter step. For a given s, the
two-qubit-gate rotation angle is determined by such a
parameter and the site index nk which introduces an ad-
ditional scaling factor ∝ √nk to this angle. The latter
factor arises from the
√
nk scaling of the matrix elements
of the harmonic-oscillator ladder operators (ak and a
†
k)
in the photon-number basis. A version of the variational
form with a larger number of parameters can easily be
crafted by letting the two-qubit-gate rotation angle vary
and potentially depart from the
√
nk scaling. Moreover,
an additional parameter can be introduced if the con-
trolled two-qubit gates are implemented as in Fig. 2 (b),
as this gate compilation uses two Rz rotations that could
be made independent from each other. In all cases, the
initial value of the variational-form parameters must be
set to that of the polaron transformation in Eq. (4) of
the main text.
An alternative option to the gate in Fig. 2 (b) is the
implementation a three-qubit gate at a hardware level
without the need of gate compilation. This possibility,
investigated in depth in Sect. V, has a number of ad-
vantages with respect to the compiled version of such
gate. In fact, a hardware-level implementation of the
controlled two-qubit gates would lead to a reduction of
the gate count, potentially enabling the simulation of sys-
tems of larger size. Moreover, the gate generator can be
engineered to conserve the number of excitations in the
k-mode registers and thus the SES encoding. Since this
criteria is not guaranteed by the complied version of the
gate in Fig. 2 (b), an error occurring half-way in such a
sequence could severely impact the state fidelity.
C. Polaron transformation and variational form for
the multimode Dicke Hamiltonian
In this section, we extend our approach to treat the
multimode Dicke Hamiltonian [Eq. (2) of the main text].
To this end, the polaron transformation needs to be mod-






σxi fik(ak − a†k)
]
, (7)
where the real parameters fik, organized in the vectors
fi = (fi1, . . . , fiM ), for i = 1, . . . , N , now depend on both
the atom and the k-mode indices [4]. By transforming the
Hamiltonian in Eq. (2) of the main text as H → H ′{fi} =

































which generalizes Eq. (2). Here, we derive param-
eters analogous to those introduced for the quantum
Rabi model, including renormalized atom frequencies
ω′qi = ωqie
−2fi·fi and light-matter coupling constants





k=1 fikak) for i = 1, . . . , N . Unlike the
N = 1 case, Eq. (8) also includes an effective two-body
coupling Jii′ =
∑M
k=1(ωkfikfi′k − 2gikfi′k) between two
atoms i and i′, which is mediated by the k-modes.
Due to the latter interaction, the groundstate of Eq. (8)
is not necessarily close to that of the noninteracting case.
Instead, we assume a groundstate Ansatz of the form
∏M















By minimizing the energy of Ha, one finds a parameteri-
zation {fi} of the polaron transformation, that approxi-
mately decouples the atoms from the k-modes in Eq. (8)
[4]. In contrast to the case of the quantum Rabi model,
the cost of finding a proper disentangling transformation
now scales exponentially with system size.
Focusing on the limit of small N , Eq. (9) can still be
handled on a classical processor which is used for diag-
onalizing Ha and optimizing its groundstate energy as a
function of {fi}. It is worth mentioning that quantum
routines, such as variational eigensolvers and quantum
annealing, might also be useful for this task. In par-
ticular, the latter method is attractive for large N due
to the possibility of embedding Ising-type Hamiltonians
with long-range interactions into physical models with
bounded connectivity.
Regardless of how the above optimization is performed,
a quantum circuit is needed to prepare the state |ψa〉 on
the atom registers. This initialization step is followed by
























where σxi is the Pauli-X operator for the i
th atom, and
dik is the Trotter order of the polaron unitary involving
this qubit and the k-mode labeled by k. Furthermore,
fsik are the parameters of the polaron variational form,




k=1 dik parameters, which
scales linearly with the number of atoms. Additional
parameters can be introduced by allowing fsik → fsik(nk)
to depend on the k-mode photon-number index.
Fig. 3 shows a schematic of the variational form in-
cluding the initialization step. We assume that |ψa〉 can
be synthesized by a set of da hardware-efficient layers
acting on the atom registers [5]. Although this is not
scalable to large N , the choice of a hardware-efficient ap-
proach is motivated by the lack of structure in Eq. (9).
As previously shown in Fig. 2, the polaron variational
form contains sets of controlled two-qubit gates acting
on the k-mode registers. In the present case, the con-
trol qubit is swept across the atom registers, while the
number of Trotter steps dik may vary form one set to
the other. Finally, we note that the compilation of the
controlled two-qubit gates in one- and two-qubit gates is
















FIG. 3. Quantum circuit compilation of the variational form
for the multimode Dicke problem for 3 atoms and a single k-
mode register. The variational form is initialized on the state∏M
k=1 |ψa〉|0̃k〉 by means of hardware-efficient layers acting on
the atom registers. The hardware-efficient variational form
is followed by layer of controlled two-qubit gates identical to
those in Fig. 2 (b). Here, the control qubit is swept over the
atom registers, and the number of Trotter steps may vary
with the atom and k-mode indices.
II. PERFORMANCE OF THE VQA ON A
QUANTUM PROCESSOR
A. VQA simulations with different hardware-noise
levels
Mitigating the effect of noise is one of the greatest chal-
lenges for near term quantum computers. In order to first
quantify this effect, it is useful to investigate the perfor-
mance of the VQA for a variable noise strength. One
way to modify the effective level of noise that a quan-
tum algorithm is subject to, is to perform the quantum
gates necessary for the computation having made these
artificially slower. This enhances the effect of any de-
coherence channel and thus leads to an increased noise
strength. Although we do not have low-level access to the
pulses applied on the quantum hardware, like in Ref. [6],
we can simulate the effect of a variable noise strength on
the VQA by modifying the error model accordingly. This
strategy also allow us to simulate a noise level below the
calibrated values for the quantum device in use, which
are provided by Qiskit [7].
We modify the noise level in simulation defining a noise







r1q−g = ηnoise r
device
1q−g
r2q−g = ηnoise r
device
2q−g




where T1 and T2 are single-qubit relaxation and dephas-
ing times, r1q−g and r2q−g are single- and two-qubit gate















FIG. 4. Simulation of the VQA performance under variable
noise strength. ηnoise = 1 corresponds to the realistic noise
model provided by Qiskit for the IBM Q Poughkeepsie de-
vice. The shared area indicates the range of results which are
possible with levels of noise ηnoise = 0.1−2. Extrapolation to
zero-noise indicates that results with acceptable accuracy are
only attainable with levels of noise one order of magnitude
smaller than those in the current generation of devices.
error probabilities and rreadout is the readout error prob-
ability, respectively. The quantities in Eq. (11) which
are labeled as “device” correspond to calibrated values
for the day that the runs were executed.
Fig. 4 shows the result of the simulations with variable
noise strength. We use the Simultaneous-Perturbation-
Stochastic-Approximation (SPSA) method as classical
optimizer, with parameters α = 0.602 and γ = 0.101
defined in Ref. [5]. We perform 25 calibration steps to
compute the parameters a and c and another 100 SPSA
trials for the actual optimization procedure. From the
simulations, we conclude that VQA results with accept-
able accuracy with respect to the exact groundstate en-
ergy would be attainable with noise levels that are one
order of magnitude smaller than the actual ones. We note
that extrapolation schemes to the zero-noise regime, like
the ones discussed in Refs. [6, 8], can potentially help to
further mitigate the effects of noise.
B. Simulations on the quantum processor
For the quantum-hardware runs we use three qubits
out of the twenty available on the IBM Q Poughkeep-
sie chip. The connectivity map of the device is shown
in Fig. 5. The average error rates recorded through-
out our experiments were (5.25 ± 0.212) × 10−3 and
(3.75± 0.364) × 10−2 for single-quit gates and CNOT
gates, respectively. These error rates are highly depended
on the actual date on which the experiment took place.
Mitigation of readout errors is done with the standard-
ized methods provided by Qiskit-Ignis. There, a mea-
surement calibration matrix is used to identify readout
errors by preparing 2N basis states and estimating the
probability distribution of such state, with N the num-
FIG. 5. Connectivity map of IBM Q Poughkeepsie quantum
processor. Qubits 14, 18 and 19 (highlighted) were used for
our experiment. The choice of qubits was depended on the
respective single and two quit gate errors.
ber of qubits in simulation. The probability distribution
of an unknown state can then be corrected based on these
estimates. The calibration matrix was updated after ev-
ery run or every 120 minutes of wall-clock time for the
VQA runs.
Beyond coherent and incoherent errors on quantum
hardware, the main limitation to greater accuracy has
been found to be the classical optimizer. Indeed, the
SPSA method fails to acquire the expected solution in
several cases, potentially getting stuck into local minima.
We confirm this hypothesis indirectly by performing the
optimization of the variational Ansatz in simulation as-
suming the calibrated noise model for the device. We
then compute the expectation value of such variational
states on quantum hardware. This additional experi-
ment can reach significantly better accuracy than those
obtained by running the optimization over quantum-
hardware energy estimations, as shown in Fig. 2 of the
main text. We therefore expect new and more powerful
optimization algorithms to enable higher accuracy VQA
results.
III. SAMPLING THE JOINT WIGNER
FUNCTION
We now provide details about the sampling of the joint
Wigner distribution in Eq. (8) of the main text. We be-
gin by noticing that measurements of the Pauli products
σl11 . . . σ
lN
N can be done in the computational basis, pro-
vided that a set of single-qubit gates {Rli} are executed
on the atom register prior to qubit readout. Taking this
into consideration, we now focus on the case where the
Pauli string σl11 . . . σ
lN
N contains only σ
z and/or identity
operators and no prior rotation of ρ is needed.
Eq. (8) of the main text makes use of the prob-
ability distribution of the displaced density matrix
D̃†(α)ρ̃D̃(α). In order to sample such a distribution,
D̃†(α) needs first to be compiled into single- and two-
qubit gates. Since this joint-displacement operator is
a product of single-mode displacements of the form
D̃†(αk), we only provide the quantum-circuit compila-
tion for the latter unitary. To this end, it is conve-
nient to introduce the real (αRk ) and imaginary (α
I
k)





and to expand the displacement operator as D̃†(αk) '
exp[αRk (ãk−ã†k)] exp[−iαIk(ãk+ã
†
k)], where “'” indicates
an equivalence up to a global phase. Making use of the
site operators of the k-mode registers, we find

























Splitting the k-mode registers into even- and odd-index
qubit subsets, the exponentiation of the operators in
Eq. (12) can be implemented by a Trotter expansion,
as it was done for the polaron variational form.
Fig. 6 summarizes the procedure for sampling the joint
Wigner function with a set of tomography gates applied
on the ultrastrong-coupling groundstate synthesized by
the polaron variational form in panel (a). A first set
of two-qubit gates, compiled in panel (b), implements a
displacement operator along the imaginary-αk axis with
a Trotter order dI . This is followed by a similar set of
gates, compiled in panel (c), implementing a displace-
ment along the real-αk axis with Trotter depth d
R. Ad-
ditionally, single-qubit tomography gates are applied on
the atom registers. The circuit is terminated by readout
of both the atom and k-mode registers. An histogram of
counts (d) is constructed by repeating this procedure for
a fixed (l,α) pair. The joint Wigner function can then be
computed from this histogram approximating the trace
operator in Eq. (8) of the main text by







i=1 βqi c(q1, . . . , qN ; ñ1, . . . , ñM ),
(13)
where c(q1, . . . , qN ; ñ1, . . . , ñM ) are the normalized
counts for the basis vector |q1, . . . , qN ; ñ1, . . . , ñM 〉 in
which qi ∈ [0, 1] is the state of the ith atom, and
βqi ∈ [0, 1] accounts for the presence of a σzi operator
before qubit readout. More precisely, such a parameter
is set according to the rules βqi = 1 − qi if li = z, and
βqi = 0 if li = 0. We note that the approximate relation
in Eq. (13) can be replaced by an exact equivalence in
the limit of large counts.
The reconstruction error scales with the amplitude of
the displacement parameters |αk|2, although it can be
reduced by increasing the Trotter order in the imple-
mentation of the unitaries D̃†(αk). The finite Fock-state
truncation of the encoded bosonic modes sets an upper
bound to the accuracy of the reconstructed joint Wigner
distribution, as demonstrated in Fig. 3 of the main text.

























FIG. 6. Sampling the joint Wigner distribution corre-
sponding to the atom and k-mode registers. (a) Quantum-
circuit compilation of the displacement operators applied on
the k-mode registers (here shown for a single mode), along
with the single-qubit gates needed for tomography of the
atom registers. These gates are executed on the ultrastrong-
coupling groundstate synthesized by the polaron variational
form. The k-mode displacement unitary is split in real and
imaginary components, implemented by gate sequences with
Trotter depth dR and dI , respectively, which may in gen-
eral be different. The imaginary component is depicted






I) and R′z = R
†
z. What follows is the
implementation of the real component of the displacement






R) and R′z = R
†
z. Qubit readout is
performed at the end of the quantum circuit in (a), leading
to the histogram of counts in (d) after several repetitions of
the experiment. This allows for reconstruction of the joint
Wigner function as described in the main text.
operators is appended to that of the polaron variational
form, this procedure would ultimately be limited by the
strength of the noise in the quantum processor. However,
we find that Trotter depths as small as 2 are enough to
demonstrate the qualitative features of the joint Wigner
distribution.
IV. EFFECT OF PHASE- AND BIT-FLIP NOISE
CHANNELS UNDER A SES ENCODING
This section discuses the so-called memory error of
a small qubit register encoding a bosonic mode. We
consider both phase- and bit-flip error channels act-
ing on a copy of the maximally entangled state |ψ〉 ∼∑nmaxk
nk=0
|nk〉, in absence of logical gates. Specifically, we










EC(|nk〉〈n′k|). Here, EC are multiqubit error channels ob-
tained by composition of single-qubit ones, Eq,C. The





where {Ei} are the Kraus operator for the channel C.
Denoting the error probability with r, we define the
phase-flip channel by E0 =
√





1− r1, E1 =
√
rσx correspond to the bit-flip
channel.
Fig. 7 shows the result for the state fidelity assum-
ing a k-mode register containing up to a maximum of 7
qubits. As anticipated in the main text, we find that bit-
flip errors are the most relevant as the size of the k-mode
register is increased. This can be understood intuitively
by looking at the complement SES of the SES subspace
used for the encoding. Since the number of basis vec-
tors in SES, and thus the dimension of this subspace,
grows exponentially with nmaxk , a noise operator break-
ing the SES symmetry could significantly affect the state
fidelity in the limit of large nmaxk . On the other hand,
it is worth noticing that this might not necessarily limit
the performance of near-term algorithms requiring only
a small number of qubits. Alternatives for scaling-up to
larger devices include the use of qubits with naturally
long T1 times, or a different encoding for the bosonic
modes [10, 11]. Future work will investigate the perfor-
mance crossover of the various possible encodings as the
variational circuit is scaled up. Finally, we note that state
fidelity, although standard, is a strong metric to evaluate
the performance of our variational algorithm, and pro-
vides only a qualitative estimation of the impact on the
energy of the variational ansatz.
V. CIRCUIT-QED IMPLEMENTATION OF THE
CONTROLLED-EXCHANGE GATES
With the purpose of reducing the gate count of
the polaron variational form, we now present a
superconducting-qubit implementation of a controlled-
exchange gate. We stress, however, that the proposed
approach could be leveraged by any other quantum-
hardware platform with native interactions similar to
those found in a standard circuit-QED setup. Below,
we provide an ideal implementation of the gate inter-
action and then suggest a superconducting circuit that
approaches the ideal scheme.
We first consider the case of a single atom and k-mode
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FIG. 7. Effect of phase-flip (a) and bit-flip (b) error channels
on the fidelity of a maximally entangled state as a function
of the total error probability. We consider a k-mode qubit
register of size nmaxk + 1 ≤ 7. The legend applies for both
left and right plots. We observe a significant decrease of the
state fidelity as the size of the qubit register is increased. As
discussed in the main text, bit-flip errors are expected to be
dominant as the register size is scaled up to simulate a larger
number of modes with also greater Fock-state truncation. The
inset shows the state fidelity as a function of nmaxk for an error
probability of 10−1.
registers. The frequency of the physical qubit corre-
sponding to the atom is denoted by ων , while the fre-
quencies of the qubits belonging to the k-mode register
are denoted by ωnk , with nk ∈ [0, 1, . . . , nmaxk ]. Note
that these frequencies are not related to the parameters
of the problem that one wishes to simulate. With the
purpose of engineering a controlled two-qubit gate, we
assume the two qubits of the k-mode register–labeled by
µ ∈ [nk, nk+1]–to be independently coupled to the atom
qubit with a time-dependent interaction strength. This


























µ is an always-on interaction strength,
2εµ is the modulation amplitude, δµ is a frequency detun-
ing with respect to the µ-ν transition and φµ is a relative
phase. Counter-rotating terms of the form σ+µ σ
+
ν and its
Hermitian conjugate have been omitted after a RWA.
To make the three-qubit-gate interaction explicit, we

















conceived to remove first-order interaction terms by




















ν ). Assuming Ω
0
µ/(ωµ − ων) 1 (dispersive regime)
and εµ/[2(ωµ − ων) + δµ]  1, we expand the trans-
formed Hamiltonian up to second order in the interaction
strength, and move to a frame rotating at frequencies ων
for the atom qubit and ωµ + δµ for the k-mode qubits,
where the modulated interaction is resonant. Setting the
phase of the drives as φnk = 0 and φnk+1 = −π/2, and















where drive parameters have been chosen to satisfy −δµ+
(Ω0µ)
2/(ωµ−ων) + ε2µ/δ′µ = 0, with δ′µ = 2(ωµ−ων) + δµ.
The drive condition removes terms ∝ σzµ from Eq. (16)
and makes the three-qubit interaction resonant in the
current frame. Moreover, ξnk has been defined as an ef-
fective exchange-interaction rate between the two neigh-
boring qubits of the k-mode register, that is mediated by












Additionally, we derive a shift to the frequency of the
atom qubit given by δων = −(Ω0µ)2/(ωµ − ων) − ε2µ/δ′µ,
due to the interaction with the two other qubits and the
presence of the drive.
Evolution under the Hamiltonian in Eq. (16) gen-




−σynkσxnk+1)] which is key to
the polaron variational form. Due to the presence of the
term ∝ δων in Eq. (16), an unintentional Rz rotation
on the atom qubit needs to be corrected for by applying
an additional single-qubit gate. Modulation amplitudes
εµ/2π of the order of 10 MHz and typical values of δ
′
µ/2π
of the order of the GHz lead to controlled-exchange rates
ξnk/2π in the range 0.1 − 0.5 MHz. Despite this num-
ber being small compared to standard rates of one- and
two-qubit gates in superconducting-qubit architectures,
counting with a direct implementation of the three-qubit
gate still provides a significant advantage with respect to
its compiled counterpart in Fig. 2. In fact, the proposed
gate is designed to conserve the excitation number of the
k-mode registers and thus the SES encoding. Further-
more, while the gate time of the direct implementation
is proportional to the desired rotation angle, the com-
piled version of the gate has an approximately fixed gate
time determined by the number of CNOT gates in the
circuit. This important difference would be leveraged
further as the Trotter order of the polaron variational
form is increased, making the controlled rotations closer
to the identity.
Having presented an ideal model for the controlled-
exchange gate, we now elaborate on a possible
superconducting-circuit implementation of the Hamilto-
nian in Eq. (14). In particular, we consider an archi-
tecture made of transmon qubits and tunable couplers
(see Fig. 8), similar to that studied in Ref. [12]. Us-
ing couplers to mediate parametric interactions allows us
FIG. 8. Variational quantum-optics (VQO) superconduct-
ing processor. (a) Schematic of a controlled-exchange gate
between three transmon qubits. The qubit in red plays the
role of the atom register, controlling the switch on and off of
an exchange interaction between two neighboring transmons
belonging to the k-mode register. (b) Superconducting-qubit
implementation of the concept in (a). A tunable-coupler (light
green) is introduced to mediate the interaction between the
atom and k-mode registers. (c) Device for the VQO simula-
tion of the ultrastrong interaction between N atoms (in red)
and two bosonic modes (light blue, left and right). A su-
perconducting resonator acting as a quantum bus is require
to enable long-range interactions between the atoms and the
coupler modes. Moreover, the bus mode enables dispersive
two-qubit gates between the atom qubits if made frequency-
tunable [13], which are required for state preparation in the
case of N > 1.
to remove the need for frequency tunability of the qubit
modes resulting in greater coherence times. Standard
circuit quantization of the unit-cell device in Fig. 8 (b),
followed by a two-level and rotating-wave approximations


































where ωbc [Φext] denotes the bare frequency of the tun-
able coupler, ωbν is the bare frequency of the atom qubit,
{ωbµ} are the bare frequencies of two neighboring qubits
in the k-mode register and {gν , gµ} are the respective
coupling strengths between such qubits and the coupler.
We assume that the coupler frequency can be tuned and
modulated by a external magnetic flux Φext through the
coupler’s SQUID loop.
Following [12], we perform the adiabatic elimination of
the coupler mode by means of a Schrieffer-Wolff trans-
formation in the dispersive regime gν  ∆bν [Φext], gµ 
∆bµ[Φext], where ∆
b
β [Φext] = ω
b
β − ωbc [Φext]. Assuming
that the coupler mode remains in its groundstate at all
times, we derive an effective Hamiltonian of the form
Heff = Hideal + Herr, where Hideal is the ideal interac-

























Herr is a spurious off-resonant term coupling directly the
two qubits of the k-mode register. Implementation of the
interaction model in Eq. (16) from Heff requires a two-
tone modulation of Φext(t) at frequencies ωµ−ων+δµ for
µ ∈ [nk, nk+1]. We observe that the effect of Herr can be
exactly canceled by tuning the qubits to the destructive-
interference condition ∆bnk [Φext] = −∆bnk+1[Φext]. How-
ever, this also leads to a small interaction strength for
the controlled-exchange operation. A better alternative
is to consider the two k-mode qubits being coupled to an
additional ancillary mode whose frequency is chosen to
counteract the effect of Herr. Moreover, if the k-mode
qubits are properly detuned the residual interaction only
leads to a frequency renormalization of the drive con-
dition above and to an off-resonant controlled-exchange
interaction between ν and nk (nk + 1) via nk + 1 (nk)
which can be dropped by means of a RWA. As antic-
ipated, we find that for typical circuit parameters and
without optimization, the gate-interaction rate ξnk can
reach values in the range of 0.1 − 0.5 MHz, assuming a
modulation amplitude between 25−50% of Ω0µ [12]. Fur-
ther improvements on the speed of the gate might be en-
abled by optimization of the proposed circuit, the use of
other possible coupling schemes implementing Eq. (16),
or optimal control techniques [14].
The proposed implementation may be scaled-up to a
larger number qubits, as shown schematically in Fig. 8
(c) for the case of N atoms and two k-modes. A cavity
bus mode is used to enable long-range interactions be-
tween the tunable couplers and the qubits playing the
role of atoms registers. Moreover, the bus mode allows
for the implementation of two-qubit gates between the
atom qubits, which are necessary to initialize the po-
laron variational form for N > 1. We note that the
controlled-exchange gates can be parallelized over even
and odd qubits of the k-mode registers. Finally, we stress
that scaling-up to a larger number of qubits entails is-
sues that are beyond the scope of the present work and
require to be examined in greater detail. The analysis of
this section, however, provides a path forward towards
the implementation of variational-quantum optics algo-
rithms on special-purpose hardware.
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