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Popular science summary
The golden ratio can be found nearly wherever you look, in art and in nature.
It is known for its beauty and for lending a sense of harmony to paintings and
photographs. Many photographers know of the rule of thirds – that the object
should be placed at the two-thirds position of the image. It may not come as
a surprise that 3/2 is an approximation of the golden ratio, and much easier
to remember than say 34/21, which is a slightly better approximation. This is
an approximation because the golden ratio is what is known as an irrational
number. It begins with 1.618 . . . and continues with an infinite string of never
repeating decimals.
It is perhaps a philosophical question whether nature cares about beauty. Per-
fection does not exist in nature, yet it works perfectly. A beautiful example of
the golden ratio is the arrangements of the petals in a flower. To make sure that
the petals don’t overlap and shade each other from the sun, they are distributed
according to the golden ratio, or more specifically, the golden angle. This way,
no matter how many petals there are in the flower, the golden ratio will ensure
that each petal gets the most sunlight.
So what does all this have to do with magnetic resonance imaging? As with
most things today, it is a matter of efficiency. The scanner creates images based
on the properties of hydrogen in the body. By making use of some interesting
magnetic properties of the hydrogen nuclei together with strong magnetic fields,
one can create a signal that can be picked up by sensitive antennas. To create
an image, one wants to encode spatial information into this signal, and this can
be done in an infinite number of ways. By learning from nature, and using the
golden ratio, one can optimize the collection of signal, similar to how the flower
optimizes the collection of the sunlight. This work is focused on using these
concepts and applying them to problems in cardiovascular magnetic resonance
imaging, such as finding clots in the vessels of the lungs, how to diagnose heart
failure, or how to acquire three-dimensional images of the beating heart.

Populärvetenskaplig sammanfatting
Det gyllene snittet finns nästan överallt en letar, både inom konsten och naturen.
Det är känt för att inge en känsla av harmoni i målningar och fotografier. Många
fotografer har hört talas om tredjedelsregeln – att objektet ska placeras två
tredjedelar från bildens kant. Det är därför föga överaskande att 3/2 är en
uppskattning av det gyllene snittet, och något enklare att minnas än 34/21 som
är en något bättre uppskattning. Det är endast en uppskattning eftersom att
det gyllene snittet är ett irrational tal. Det börjar med 1.618 . . . och fortsätter
sedan med en oändligt antal decimaler utan upprepning.
Det må vara en filosofisk fråga hurvida naturen bryr sig om skönhet. Perfektion
existerar inte i naturen, ändå fungerar den perfekt. Ett vackert exempel på det
gyllene snittet är spridningen av kronbladen på en blomma. För att kronbladen
inte ska skugga solen för varandra så sprider de ut sig enligt det gyllene snittet,
eller mer specifikt, den gyllene vinkeln. På så sätt spelar det ingen roll hur
många kronblad blomman har, det gyllene snittet ser till att varje kronblad får
så mycket sol som möjligt.
Så vad har allt detta att göra med magnetresonanstomografi? Precis som med
så mycket idag, är det en fråga om effektivitet. Magnetkameran skapar en bild
baserat på magnetiska egenskaper hos väte i kroppen. Genom att använda nå-
gra mycket intressanta magnetiska egenskaper hos vätekärnan, tillsammans med
starka magnetfält kan en skapa en signal som kan fångas in av känsliga anten-
ner. För att skapa en bild måste en bädda in spatial information i denna signal,
vilket kan göras på ett nära oändligt antal sätt. Genom att lära från naturen,
och använda det gyllene snittet, kan en samla in signalen på ett sätt som lik-
nar hur blommorna maximerar sin insamling av solljus. Den här avhandlingen
fokuserar på hur en kan använda dessa koncept och applicera dem på magnetres-
onanstomografi av hjärtat, för att exempelvis finna blodproppar i lungkärlen,
diagnosticera hjärtsvikt, eller för att samla in tredimensionella bilder av hjärtat
medan det slår.

Abstract
The use of radial trajectories has been seen as a potential solution to highly ef-
ficient cardiovascular magnetic resonance imaging (MRI). By acquiring a broad
range of spatial frequencies per repetition time, the acquisition is time-efficient
and robust against motion. Of particular interest is the golden angle profile
order, which promises a near-uniform k-space coverage for an arbitrary num-
ber of readouts, enabling flexible data resorting, which is critical for efficient
cardiovascular MRI.
In Study I the use of 2D golden angle profile ordering is explored for imaging
pulmonary embolisms. The insensitivity to motion and flow is used to reduce
the artifacts that otherwise degrade images of the pulmonary vasculature when
imaging with thin slices. It was found that the proposed technique could im-
prove the image quality. Another source of artifacts arises when gradients are
rapidly switched, and local induction of eddy currents may perturb spin equi-
librium. In Study II, we propose a generalized golden angle profile orderings
in 3D which reduces eddy-current artifacts. We demonstrate the efficacy of our
generalization through numerical simulations, phantom imaging and imaging of
a healthy volunteer. In Study III an improved 2D golden angle profile order-
ing was explored which resulted in a higher degree of k-space uniformity after
physiological binning. This novel profile ordering was used in combination with
a phase-contrast readout to enable quantification of myocardial tissue velocity
and transmitral blood flow velocity, which are essential parameters for diastolic
function assessment. When compared to echocardiography, it was found that
MRI could accurately quantify myocardial tissue velocity, whereas transmitral
blood flow velocity was underestimated. Study IV explored a further develop-
ment of Study III by proposing a 3D version of the improved profile ordering.
This novel ordering was used to acquire whole-heart functional images during
free-breathing in less than one minute.
Together, these results indicate that golden-angle-based imaging has the poten-
tial to improve cardiovascular MRI in several areas.
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1D One-Dimensional
2D Two-Dimensional
3D Three-Dimensional
ACS Auto-calibrating signal
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BSA Body surface area
CVD Cardiovascular disease
CMR Cardiovascular magnetic resonance
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CTA Computed tomography angiography
CT Computed tomography
DVT Deep vein thrombosis
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FFE Fast field echo
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FLASH Fast low angle shot
FOV Field of view
FID Free induction decay
GRASP Golden Angle Radial Sparse Parallel MRI
HFmrEF Heart failure with mid-range ejection fraction
HFpEF Heart failure with preserved ejection fraction
HFrEF Heart failure with reduced ejection fraction
HF Heart failure
LAVI Left atrial volume index
LPA Left pulmonary artery
MRI Magnetic Resonance Imaging
NMR Nuclear Magnetic Resonance
PSF Point spread function
PET Positron emission tomography
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SPECT Single photon emission tomography
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Introduction
Non-communicable diseases kill 41 million people annually [1]. The biggest
contributor is cardiovascular disease (CVD), which kills 17.9 million people every
year, accounting for more deaths than cancer and diabetes together. Early and
accurate diagnosis of CVD is paramount for reducing mortality, and magnetic
resonance imaging (MRI) is a powerful diagnostic tool. However, compared
to other modalities such as computed tomography (CT) or echocardiography,
MRI is still considered an inefficient method. With increasing demand and
decreasing reimbursements in non-socialized healthcare systems, the need for
highly efficient MRI is greater than ever before.
In contrast to other imaging modalities, MRI is characterized by excellent soft-
tissue contrast, the absence of ionizing radiation, complete freedom in slice or
volume placement. Furthermore, the signal in MRI is simultaneously depen-
dent on multiple intrinsic properties of matter, providing endless variations for
contrast manipulations.
Two major problems with MRI have yet to be solved. The first is the relatively
long acquisition time compared to similar modalities such as computed tomog-
raphy (CT), single photon emission tomography (SPECT) or positron emission
tomography (PET) . The second is the inherent sensitivity to motion [2]. Radial
imaging has been seen as a solution to both these problems, as it is inherently
robust against motion [3]. Moreover, undersampling of a radial acquisition re-
sults in benign “streak artifacts” that are easily read through, meaning that
the underlying structure is visible through the streaks. Moreover, radial imag-
ing lends itself well to advanced reconstruction techniques, such as compressed
sensing [4]. All these properties make radial imaging a promising solution for
highly efficient and robust imaging [5].
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Disposition
The “Physiology” chapter will offer a brief introduction to the field of cardio-
vascular physiology and introduce some concepts that will be necessary for the
methodological discussion. The “Magnetic Resonance” chapter begins with an
overview of the phenomenon of magnetic resonance and its applications in mag-
netic resonance imaging, followed by a brief introduction to some of the key
methods used in this thesis. The “Cardiovascular Magnetic Resonance Imag-
ing” chapter introduces some concepts of magnetic resonance imaging in the
context of cardiovascular imaging. The “Golden Angle” chapter begins with
a review of the math behind the golden angle and offers a review of methods
using the golden angle, including the novel methods introduced in the thesis.
The “Materials and methods” and “Results” chapters give an overview of the
methods used in Studies I-IV that make up this thesis, and the main findings
from each study. Finally, the “Discussion” and “Conclusions” chapters discuss
the results in a broader context.
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Cardiovascular Physiology
This chapter is intended to give a brief introduction to cardiovascular physiology
and an overview of a few key anatomical and pathophysiological concepts, such
as heart failure and pulmonary embolism, which will be necessary for the context
of the continued discussion.
Circulation
The purpose of the circulatory system is to transport the blood around the
body. The blood supplies the metabolism of the cells and transports waste
products such as carbon dioxide (CO2) away from the cells [6]. The plumbing
of this system consists of arteries and veins. In the tissues, the arteries and
the veins meet in the capillary bed, where oxygen (O2) is transported from red
blood cells to tissue. At the center of this system is the heart, which under
normal conditions, pumps blood at a given rate to meet the metabolic demands
of all tissues. The veins from the systemic circulation eventually drain into
the superior and inferior vena cava, which enters the heart through the right
atrium. The blood is then ejected into the pulmonary circulation through the
truncus pulmonalis or the main pulmonary artery, which bifurcates into the right
pulmonary artery (RPA) and the left pulmonary artery (LPA). Note that in the
pulmonary circulation, the roles of the arteries and the veins are reversed. The
pulmonary arteries carry deoxygenated blood from the right side of the heart
to the lungs to become oxygenated in the alveoli, where the blood releases CO2
and absorbs O2 through the process of diffusion. The pulmonary veins carry
oxygenated blood back to the left side of the heart, where it is ejected back into
the systemic circulation through the aorta, see Figure 1.
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Left atrium
Left ventricle
Right atrium
Right ventricle
Vena cava
Figure 1: A schematic overview of the circulatory system. (Licensed under Adobe
Stock Standard license)
The heart
Both anatomically and functionally, the heart is divided into a left and a right
side. Both sides have an atrium and a ventricle. The two ventricles are separated
by the interventricular septum, see figure 2. Venous blood is carried in the vena
cava to the right side of the heart where it enters the right ventricle through the
tricuspid valve, sometimes known as the right atrioventricular valve. From there,
the blood is ejected through the pulmonary valve into the pulmonary circulation.
Oxygenated blood then returns to the left atrium and enters the left ventricle
through the mitral valve, sometimes known as the left atrioventricular valve.
From the left ventricle, the blood then gets ejected back out into the systemic
circulation through the aortic valve.
Systolic function
Systolic function refers to the heart’s ability to pump forcefully enough to eject
a sufficient amount of blood into the systemic circulation, to meet the oxygen
4
Figure 2: A schematic overview of the human heart viewed from the front. (Licensed
under Adobe Stock Standard license)
Figure 3: A schematic overview of the valves of the heart viewed from above. (Licensed
under Adobe Stock Standard license)
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and metabolic demand. The systolic function of the heart can be asserted by
measuring a few key parameters, namely the end-diastolic volume (EDV) and
the end-systolic volume (ESV). These measurements refer to the volume of blood
in the left ventricle at the end of ventricular filling (end-diastole) and the end
of ventricular contraction (end-systole), measured in ml. Using MRI, these
measurements are acquired through manual and/or automatic segmentation of
the left ventricle. From the ESV and the EDV, a few further parameters can be
derived, namely the stroke volume (SV), defined as SV = EDV−ESV, and the
ejection fraction (EF), defined as EF = SV/EDV, measured in percent.
Diastolic function
Assessment of diastolic dysfunction using MRI remains challenging [7]. Whereas
some progress has been made in recent years [8; 9], the current non-invasive ref-
erence standard for assessing diastolic function is echocardiography [10]. The
diagnosis encompasses both functional and structural parameters such as the
peak in-flow velocity over the mitral valve during early filling (E) and late filling
(A), and the peak velocity of the mitral annulus during early filling (e’). The
E/A ratio is associated with the pressure gradient between the atrium and the
ventricle, where an E/A ratio > 1 is considered normal. The e’ velocity reflects
the velocity at which the myocardial muscle fibers lengthen in early diastole,
and a reduced e’ velocity may indicate diastolic dysfunction. The ratio E/e’ is
also important as it is associated with the left ventricular filling pressure [11].
See Figure 4 for an example of E, A and e’ measurements using Doppler echocar-
diography. The remaining parameters used in echocardiographic assessment of
diastolic dysfunction are the left atrial volume index (LAVI), indexed to the
body surface area (BSA), [12] and the tricuspid regurgitant jet velocity. LAVI
is an independent predictor of death and is associated with chronically elevated
filling pressures [13]. The tricuspid regurgitant jet velocity, which through the
simplified Bernoulli equation can be used to estimate the pressure gradient [14],
which in turn can be related to pulmonary artery pressure as the sum of the
pressure gradient and the right atrial pressure [15]. Left atrial volume can easily
be derived by CMR, and recent developments have suggested non-invasive mea-
surements of pulmonary artery pressure derived by phase-contrast CMR [16; 17].
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Figure 4: Example of key diastolic dysfunction parameters, such as trans-mitral inflow
during early- and late filling (E & A), and tissue velocity during early-filling
(e’) using Doppler echocardiography.
Heart failure
Heart failure (HF) is defined as the condition when the heart cannot sufficiently
pump blood to meet the oxygen demand under normal filling pressures [6]. De-
pending on the EF of the patient, heart failure can either be labeled heart failure
with reduced ejection fraction, or heart failure with preserved ejection fraction
(HFpEF) . Recent guidelines also specify a condition labeled heart failure with
mid-range ejection fraction (HFmrEF) [18].
The cutoff values for the three types of heart failure are defined as
• HFrEF: EF < 40%
• HFmrEF: 40% ≤ EF < 50%
• HFpEF: EF ≥ 50%
The pathophysiological mechanisms of HFpEF are somewhat contentious [19],
yet most evidence points towards an impaired diastolic function [20].
Pulmonary embolism
Acute pulmonary embolism (PE) is a medical condition characterized by acute
obstruction of the pulmonary arteries by a solid, liquid, or gaseous mass that
originated somewhere else in the body. The most common cause is a thrombus
formed in the deep veins, so-called deep vein thrombosis (DVT) [21]. A throm-
bus can break loose and follow the veins back into the vena cava, where it may
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enter the right side of the heart and be ejected out into the arterial side of the
pulmonary circulation, where it may cause a blockage of the blood flow as the
vessels narrow. Whereas acute PE is a serious condition, the clinical presenta-
tion can be rather non-specific, with symptoms such as chest pain or shortness
of breath [22]. Therefore, imaging is an integral component in the diagnosis
of pulmonary embolism [23]. Typically, this is done with contrast-enhanced
computed tomography angiography (CTA) . There are many comorbidities for
PE that may contraindicate CTA, thus making MRI an attractive alternative
method for diagnosis of pulmonary embolism [24].
Figure 5: A schematic illustration of a thrombus originating in the deep veins entering
the right side of the heart and ending up on the arterial side of the pulmonary
circulation. (Licensed under Adobe Stock Standard license)
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Magnetic Resonance
This chapter is intended to give the reader a brief overview of the overwhelmingly
large field that is nuclear magnetic resonance (NMR). The chapter introduces the
quantum mechanical concept of spin but quickly moves on to describe magnetic
resonance in terms of classical mechanics. Whereas it can be shown that many
concepts touched upon in this thesis can equally well be described in terms
of quantum phenomena, a measurement of the magnetic resonance signal does
not make the spin ensemble collapse into a single particle eigenstate, hence
motivating the adoption of a purely classical mechanical point of view [25].
Spin
Spin is an intrinsic angular momentum present in all elementary particles. El-
ementary particles can be classified as either fermions or bosons. Fermions
include quarks, leptons, and subatomic particles and nuclei composed of an odd
number of quarks and leptons, such as protons and electrons. A common ex-
ample of a boson would be the photon. All fermions have half-integer spin, i.e.,
the spin quantum number is an odd multiple of 1/2 and are constrained by the
Pauli exclusion principle that states that “no two fermions can exist in identical
quantum states” [26]. Spin gives rise to a magnetic dipole moment µ which is
related to net spin angular momentum S as
µ = γS (1)
where γ is known as the gyromagnetic ratio. In the presence of an external
static magnetic field, let us call it B, the magnetic dipoles will align themselves
with the field in a precessing motion with the frequency
ω = γB (2)
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In magnetic resonance it often useful to consider a harmonic motion rather than
an angular frequency, so the notation γ = γ2pi is sometimes used. For a hydrogen
nuclei, γ− = 42.57 MHz/T. The static field is often denoted B0 and measured in
Tesla, thus Eq. 2 is often written as
ω0 = γB0 or f0 = γB0 (3)
to denote the precession frequency when only a static magnetic field is present.
Typical field strengths are B0 = 1.5 T (f0 = 64 MHz) and B0 = 3 T (f0 =
128 MHz).
In the quantum mechanical interpretation, alignment of the spins can be seen as
a superposition of spin states. However, in the scope of this thesis, it is useful to
consider the entire spin ensemble and its net magnetization, with corresponding
net magnetization vector M = (Mx,My,Mz) [27]. Due to thermal agitation
and spin interactions the angular distribution of dipoles, the magnitude ofM at
thermal equilibrium, denoted M0 will be governed by a Boltzmann distribution,
which predicts that
M0 = B0ρ
γ2ℏ2
4kBT
(4)
where ρ is the spin density, ℏ is the reduced Planck constant, kB is Boltzmann’s
constant and T is the temperature in Kelvin.
Bloch equations
The interaction between the net magnetization vector M and a magnetic field
B can be described by the Bloch equation, which on a simplified form can be
expressed as
dM
dt
= γ(M×B) (5)
The simplification assumes that the orientation ofM is only due to the presence
of an external magnetic field [28]. At thermal equilibrium, the net magnetization
only has a longitudinal component, i.e. M =M0(0, 0, 1). However, to be able to
detect a signal, the net magnetization must be brought away from equilibrium,
i.e. the spins need to be excited. This can be achieved by applying a time-
varying magnetic field, let us call it B1(t), perpendicular to the static magnetic
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field B0. The RF-field can be described as a linearly polarized field
B1(t) = 2Be1(t)cos(ωrf t+ ψ)xˆ (6)
where Be1(t) is the pulse envelope function, e.g., a windowed sinc function, ωrf is
the carrier frequency and ψ is the initial phase. In addition to the free precession
about B0, this will cause a forced precession of M about B1(t). If the carrier
frequency of B1(t) matches the Larmor precession frequency of the spins, know
as the resonance condition, it will cause the net magnetization vector to move
in a spiral motion towards the transversal plane.
The linearly polarized field can be divided into two circularly polarized fields
B1(t) = Be1(t)
(cos(ωrf t+ ψ)xˆ− sin(ωrf t+ ψ)yˆ)+
Be1(t)
(cos(ωrf t+ ψ)xˆ+ sin(ωrf t+ ψ)yˆ) (7)
where the first term is the resonant term which forces the precession, and the
second term is an non-resonant term that only contributes to energy deposition.
By using quadrature transmit coils, we can produce a circularly polarized field
that only contains the resonant term
B1(t) = Be1(t)
(cos(ωrf t+ ψ)xˆ− sin(ωrf t+ ψ)yˆ) . (8)
As the frequency of the time-varying field typically resides in the radio frequency
range, we refer to it as an RF-pulse. The angle between M and the z-axis is
characterized as the flip angle, and can be described as
α = γ
∫ τ
0
Be1(t) dt (9)
where Be1(t) is the envelope function of effective field and τ is its duration [29].
Directly after the end of the RF-pulse, assuming the RF-pulse is applied along
the positive xˆ direction, the state of the system is as follows
B =
 00
B0
 and M(0) =M0
 0sin(α)
cos(α)
 , (10)
i.e. the only magnetic field present is the B0 field along the z-axis and at time
t = 0 the net magnetization has the magnitude which is equal to the magnitude
of the equilibrium magnetization, denoted M0, and forms an angle α to the
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transversal plane. The solution to Eq. (5) is then
M(t) =M0
 cos(ω0 t+ ψ) sin(α)− sin(ω0 t+ ψ) sin(α)
cos(α)
 (11)
which describes a precessing motion with the Larmor frequency. The transverse
component, Mxy can also be written in complex notation as
Mxy(0) =M0 sin(α)
(
cos(ω0 t+ ψ)− i sin(ω0 t+ ψ)
)
=M0 sin(α) e−iω0 te−iψ
(12)
To simplify the notation, a rotating frame of reference is often adopted, where
the coordinate system rotates with the Larmor frequency. Figure 6 describes
the process of excitation in both the static (laboratory) frame of reference and
the rotating frame of reference.
Y
Z
X
Y'
Z
X'
Figure 6: The process of excitation can be visualized in both the laboratory frame of
reference and the rotating frame of reference. The black arrow denotes the
magnetization vector, and α denotes the flip angle.
Relaxation
In the previous section, we assumed that the orientation of M was solely due
to the presence of an external magnetic field B1. However, there is also an
interaction between the individual spins and the surrounding lattice, so-called
spin-lattice interactions, and interactions between spins with other spins, so-
called spin-spin interactions. These processes’ will cause a loss of spin coherence
in the transversal plane and regrowth of magnetization in the longitudinal plane
in a process known as relaxation. The time constant that govern these two time
courses are known as the spin-lattice relaxation time, denoted T1 and the spin-
spin relaxation time, denoted T2. From Eq. 2, we can deduce that the precession
frequency is dependent on the experienced magnetic field strength. This means
that local variations in the magnetic field strength will cause spins to precess at
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slightly different frequencies, leading to a loss of coherence, and thus a loss of
transverse net magnetization, which is different from the T2-time. Therefore it
is useful to define an “apparent” relaxation time, denoted T ∗2 defined as
1
T ∗2
= 1
T2
+ 1
T ′2
(13)
where T ′2 is the time constant that describes the loss of coherence that is at-
tributed to local magnetic field variations. Depending on the type of pulse
sequence used, the T ′2 effect may be negated, leaving the contrast to be affected
only by T2-relaxation. For the rest of this section, we will assume that the static
magnetic field is homogeneous and that all loss of coherence can be attributed
to T2-relaxation.
As T1 and T2 relaxation are orthogonal processes (transversal and longitudinal)
it is possible to decouple eq. 5 into two ordinary differential equations. Under
the initial condition B = (0, 0, B0)
dMz
dt
= 0 (14)
dMxy
dt = γ(Mxy ×B) (15)
It’s was previously stated in Eq. 5 that M was only affected by the presence
of an external magnetic field, but from the previous discussion it’s clear that
this assumption does not hold, and subsequently Eq. 5 must be modified ac-
cordingly. As already described, the longitudinal growth rate is proportional to
the difference between M0 and Mz by the proportionality constant T1, meaning
that Eq. 14 can be restated as
dMz
dt =
1
T1
(M0 −Mz) (16)
which has the solution
Mz(t) =Mz(0)e−t/T1 +M0(1− e−t/T1) (17)
The transversal decay can be described by saying that Mxy decreases by the
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time constant T2, i.e. Eq. 15 is restated as
dMxy
dt = γ(Mxy ×B)−
1
T2
Mxy. (18)
Assuming that B is not time-dependent, i.e. that no RF-pulse is present, the
solution can be written as
Mxy(t) =Mxy(0)e−t/T2 . (19)
Finally, we arrive at an expression for the magnetization after an RF-pulse with
flip angle α, considering relaxation, which can be described as
Mz(t) =M0 cos(α)e−t/T1 +M0(1− e−t/T1) (20)
Mxy(t) =M0 sin(α)e−t/T2 e−iω0 te−iψ (21)
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Figure 7: Bloch equation simulations of T1 decay (left) and T2 decay (right). The
time constant T1 is defined as the time at which 63% of the longitudinal
magnetization is recovered (1 − e−1 = 0.6321) and T2 is defined as the
time when 37% of the transversal magnetization remains (e−1 = 0.3679).
The simulation parameters were as follows: T1 = 500 ms, T2 = 250 ms,
Mz(0) = 0, and Mxy(0) =M0
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Signal reception
To receive a signal, we use sensitive receiver coils. The transverse magnetization
will create a voltage in the receiver coils, in accordance with Faraday’s law of
induction
V (t) = −∂Φ
∂t
= − ∂
∂t
∫
object
B(r) ·M(r, t) dr (22)
where Φ is the magnetic flux, B is the receiver coil sensitivity and r is the
location in space. By assuming a uniform sensitivity, calculating the partial
derivative, and performing some simplifications we arrive at
V (t) = −
∫
object
ω(r)Mxy(r, 0)e−t/T2 · sin(−ω(r)t+ ψ(r)) dr (23)
The MR scanner uses what is know as phase sensitive detection. The voltage
measured by the coil is demodulated by a sine and a cosine function which is
on-resonance with the Larmor frequency, then low-pass filtered to obtain what
is essentially the rotating frame of reference signal. In complex notation, the
measured, demodulated, signal can be expressed as
S(t) = ω0eipi/2
∫
object
Mxy(r, 0)e−t/T2(r)e−i∆ω(r)t dr (24)
Free Induction Decay
If a signal is acquired from the moment the excitation pulse was turned off,
and until the signal had naturally decayed, one would obtain what is known as
a free induction decay (FID) [30]. The FID would contain all signals in the
imaging volume superimposed on each other. Using the FID, one could apply
the inverse Fourier transform to obtain a frequency spectrum, representing the
molecular content of the sample volume. Depending on the molecular makeup
of the sample, several peaks might be visible, as the resonant frequency depends
on the molecular environment of the protons, and in particular, the number of
electrons shielding the nucleus. The Larmor frequency is sometimes expressed
as
ω0 = γB0(1− σ) (25)
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where σ is the shielding constant. The difference is resonant frequency is called
chemical shift, denoted δ, and is measured in parts per million (ppm). The
difference between water and fat, for instance, is about 3.5 ppm [31].
Gradients and spatial encoding
To create an image from the acquired signal, the MR signal must be spatially
encoded. This is achieved by superimposing spatially variant gradient field over
the static magnetic field B0, such that B = B0 +G, where the gradient field
G = (Gx, Gy, Gz) can be described as
Gx =
dB
dx , Gy =
dB
dy , Gz =
dB
dz . (26)
The last exponential term in Eq. 24 represents the spatial variation precession
frequency. This can be defined as
∆ω(r) t = γG · r = 2pik · r. (27)
Instead of angular frequencies ω, we introduce k as a representation spatial
frequencies, where
k(t) = γ
∫ t
0
G(τ) dτ (28)
This formalism is the foundation of what is known as the k-space [32; 33]. The
k-space can be seen as the Fourier transform of the image. The k-space has an
inverse relationship with the image, e.g., the sampling distance in k-space (∆k)
is proportional to the field of view (FOV)
∆k = 1FOV (29)
and the extent of the k-space is related to the resolution in image space,
∆w = 12 kmax
(30)
where ∆w is the voxel size in k-space, assuming a k-space extent of ±kmax, see
Figure 8.
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Figure 8: The magnitude of the k-space, in logarithmic scale (left) and the magnitude
of the corresponding image (right). The inverse Fourier transform is used
to transform between the k-space and the image space. Note: The size of
∆k and ∆w are exaggerated for clarity.
Three types of spatial encoding are commonly used
• Slice selection
• Phase encoding
• Frequency encoding
For the sake of this discussion, we assume that slice selection is made along the
z-direction, phase encoding along the y-direction, and frequency encoding along
the x-direction.
Slice selection
Only spins with a precession frequency ω that matches the carrier frequency ωrf
of B1 will be excited. By applying a gradient along the z-axis, the selected slice
will be at the position
z = ω − γB0
γGz
(31)
in relation to the isocenter.
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Phase encoding
The phase encoding gradient is switched on for a time τ along the phase encoding
direction. During this time, spins will precess with different frequencies, result-
ing in a linear phase difference at the time when the phase encoding gradient is
turned off. This phase difference can be described as
ϕ(x, y) = γGyτy (32)
Frequency encoding
During the signal acquisition, a gradient will be switched on creating a linear
difference in precession frequency, which can be described as
ω(x, y) = γGxx (33)
Pulse sequences
The order and timing in which the RF-pulses and gradients are played out is
referred to as a pulse sequence. The pulse sequences can roughly be divided
into two families; spin echo and gradient echo. The difference is how the echo
is formed. In a spin echo sequence, the echo is formed by applying a refocusing
180◦ RF-pulse at TE/2, whereas gradient echo relies on the gradients alone to
form the echo. A major difference between the two is that in a gradient echo
pulse sequence, the transversal magnetization will experience T ∗2 decay, where
the refocusing pulse of a spin echo pulse sequence would cancel out the T ′2 effects,
leaving the transversal magnetization affected by T2 alone.
For the rest of this thesis, only gradient echo pulse sequences will be considered.
A common example of a gradient echo pulse sequence is Fast Low Angle Shot
(FLASH) . The sequence is executed with a low flip angle, and a short TR which
is finished by a spoiler to dephase any residual magnetization before the next
excitation. The signal equation for a FLASH sequence is given by
S ∝ sin(α)(1− e
−TR/T1)
1− cos(α) e−TR/T1 e
−TE/T ∗2 (34)
By taking the partial derivative of S with respect to α, the optimal flip angle
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for a FLASH sequence, sometimes known as the Ernst angle [34], is found to be
α = acos
(
e−TR/T1
)
. (35)
A schematic example of a gradient echo pulse sequence can be seen in Figure 9.
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Figure 9: A schematic diagram of a gradient echo pulse sequence (left). The shaded
box indicates one repetition. The RF pulse envelope in this example is a
Hamming windowed sinc function, designed using John Pauly’s RF design
toolbox [35]. In this figure, the gradient spoilers are omitted for brevity. A
representation the k-space trajectory (right). The gray dotted line denotes
the effect of the phase encoding gradient and the readout prewinder. The
black dotted line denotes the readout of one k-space line.
bSSFP
The concept of Steady State Free Precession (SSFP, also known as FISP or
FFE) predates magnetic resonance imaging. The concept was introduced as
method to improve signal-to-noise ratio (SNR) of NMR-measurements [36]. In
the seminal paper, it’s noted to have properties similar to that of a spin echo [37].
In imaging, the SSFP method is often used with balanced gradients over one
TR, i.e. the TE = 2 TR, and the gradient moment is nulled over one TR. In
these cases, the sequence is referred to as balanced SSFP (bSSFP), TrueFISP,
FIESTA or balanced-FFE. The bSSFP signal comprises both gradient echos,
spin echoes and stimulated echos [38; 39]. Compared to the FLASH method,
bSSFP uses much higher flip angles, which may lead to more patient heating [40].
19
RF
Gx
Gy
Gz
ADC
TE
TR
Figure 10: The gradient echo pulse sequence diagram from Figure 9 is here modified
to describe a balanced steady state free precession pulse sequence. Note
the addition of the balancing gradients that nulls the gradient moment
on each axis over the repetition time, indicated by the shaded box. Note:
This is a schematic representation of the pulse sequence diagram, and some
gradients may not be to scale.
The signal equation for bSSFP can be expressed as
S ∝ sin(α)(1− e
−TR/T1)e−TE/T2
1− (e−TR/T1 − e−TR/T2) cos(α)− (e−TR/T1)(e−TR/T2) (36)
In bSSFP, TE = 2TR, so it’s usually safe to assume that TR ≪ T1. This
means that we can disregard any TR-dependence, and subsequently simplify
the equation to
S ∝ sin(α)e
−TE/T2
1 + cos(α) + (1− cos(α))(T1/T2) (37)
From Eq. 37 it is apparent that the contrast is dependent on the ratio T2/T1 [41].
This contrast weighting have been proven useful in cardiovascular imaging,
where it provides a strong contrast between myocardium and blood [7; 42].
Similar to the gradient echo method previously discussed, bSSFP is a steady-
state method. To establish steady state as rapidly as possible, a preparatory
“α/2−TR/2”-module is often used where only half of the flip-angle and half the
repetition time is used in the first repetition [43]. Figure 11 shows the transient
steady-state when an “α/2−TR/2”-module is properly executed, and what hap-
pens when the magnetization is not properly prepared. An alternative approach
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Figure 11: Bloch-simulated time evolution during transient steady-state. The read-
out is initiated using an α/2−TR/2 magnetization preparation (left) and
without a shortened repetition time (right). The dashed line denotes the
signal evolution off resonance (30◦/ TR) and the solid line the signal evo-
lution on resonance (0◦/ TR). The simulation parameters were as follows:
TE/TR = 1.75/3.5 ms, T1 = 140 ms, T2 = 70 ms, α = 70◦. The right
image is adapted from [48].
is to use a ramp of linearly increasing RF-pulses [44; 45] or a Kaiser-windowed
ramp [46].
Eddy currents in bSSFP
Any imaging sequence will be affected by eddy currents, however in bSSFP,
these effects take on a particular appearance. In the bSSFP method the RF-
pulse phase is incremented by 180◦ prior to each excitation. Assuming that the
phase accrual is constant from TR to TR, a transversal steady state can be
established over a 2TR phase cycle, in addition to the longitudinal steady-state
that is common to other gradient echo based methods. If this phase cycle is per-
turbed it may induce long-lived oscillations in the steady state signal. Figure 12
demonstrates what happens when a small phase perturbation is introduced into
the bSSFP signal. Such phase perturbations can also come from other sources,
such as flow [47], with similar effects on the steady state signal.
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Figure 12: Bloch-simulated time evolution at a stable steady-state (left), and with an
initial phase perturbation of 1◦ at time = 0 TR (right). The dashed line
denotes the signal evolution off resonance (30◦/ TR) and the solid line the
signal evolution on resonance (0◦/ TR). The simulation parameters were
the same as in Figure 11. Images are adapted from [48].
Radial imaging
Conventionally, k-space is sampled on a Cartesian grid. However, the very first
MR imaging method was based on projection imaging, similar to computed to-
mography [49]. By rotating the readout gradient in the physical coordinate
system, a projection of the object was obtained. In the trajectory formalism,
this can be likened to reading radial lines through the center of k-space. These
radial lines are often referred to as spokes. The reconstruction of radial images
generally requires an extra step compared to Cartesian image reconstructions.
The non-Cartesian k-space cannot readily be transformed to image space using
the fast Fourier transform algorithm (FFT), which requires uniformly spaced
sampling points. A common solution is to “regrid” the data onto a uniform
grid, either through linear interpolation, or using a convolution kernel [50], see
Figure 13. Two alternative methods are to calculate a non-uniform Fourier
transform [51], or to use GRAPPA weights for the interpolation of the sam-
pling points [52]. Using radial sampling, the density of the sampling points
will be highest in the middle and decrease as a function of distance. A com-
mon approach is to use a linear ramp, or a Ramachandran-Lakshminarayanan
(Ram-Lak) filter [53], to make the k-space density more uniform. However, for
high undersampling factors, or for highly non-uniform k-space distributions, lin-
ear methods may not be sufficient. As an alternative, iterative methods based
on gridding the trajectory have been proposed [54], see Figure 14. Analytical
approximations have also been proposed [55].
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Figure 13: A schematic overview of grid-driven (left) and data-driven (right) inter-
polation of sampling points onto a rectilinear grid. In the grid-driven
approach, the value at each grid point (crosses) is found using bi-linear
interpolation of the adjacent radial sample points (solid circles). In the
data-driven approach, each radial sampling point is distributed onto the
grid using kernel interpolation (dashed circle).
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Figure 14: Optimized k-space density weighting filters, for a range of undersampling
factors, calculated using iterative gridding of the sampling trajectory.
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Image reconstruction
To go from k-space to image space, the Fourier transform is used. However,
direct reconstruction of images requires that the sample points are equidistant
and that the Nyquist-Shannon sampling theorem is fulfilled in every part of
k-space. Violating the Nyquist-Shannon will result in aliasing artifacts. In
Cartesian imaging, the aliasing artifacts manifest as “fold-over” artifacts where
parts of the images is folded back onto itself. The sampling theorem can also
be violated on purpose in order to acquire the image faster. By exploiting the
variation in spatial sensitivity, parallel imaging methods can be used to undo
the aliasing, either directly in k-space using GRAPPA [56] and SPIRiT [57],
or in the image using SENSE [58]. Many of these methods can be applied
to non-Cartesian sampling as well [59], such as Radial-GRAPPA [60; 61] and
CG-SENSE [62].
Phase contrast MRI
Phase contrast MRI can be seen as an extension of flow compensation. In MRI,
motion is related to phase. Phase contrast MRI [63; 64] measures the velocity of
moving spins by making use of the fact that MRI is an inherently phase-sensitive
measurement method. The acquired phase due to a static spin with a gradient
G(t) is linearly dependent to the 0th gradient moment
M0 = γ
∫ τ
0
G(t) dt (38)
whereas the phase acquired by spin moving with a constant velocity is dependent
on both the 0th the 1st gradient moment,
M1 = γ
∫ τ
0
G(t)t dt. (39)
A spin moving with a velocity v will therefore acquire the phase ϕ =M0+vM1.
A phase contrast image is created by acquiring images encoded with two different
M1 values at the echo, encoding A and encoding B [65; 66]. By subtracting
encoding A and B, only the phase due to moving spins is left. In analogy to
how the frequency encoding was described in k-space, we can also speak of a
velocity k-space value
kv = γM1 (40)
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An important parameter in phase contrast MRI is the velocity encoding strength,
VENC, which is defined as
VENC = pi
kv
(41)
Flow with velocity ±VENC will acquire a phase of ±pi, whereas higher velocities
will experience aliasing, see Figure 16.
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Figure 15: The gradient echo pulse sequence diagram from Figure 9 has been modi-
fied into a phase contrast pulse sequence with through-slice velocity encod-
ing. Note the addition of flow compensation and bipolar velocity encoding
gradients. The solid bipolar gradient pair indicates encoding A, and the
dashed gradients indicate encoding B. Note: This is a schematic represen-
tation of the pulse sequence diagram, some gradients may not be to scale.
Gradient spoilers were omitted for brevity.
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Figure 16: Illustrative examples of velocity encoded images with VENC = 30 cm/s.
Note the aliasing in the left ventricle which is visible as a distinct border
between black and white.
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Cardiovascular Magnetic Resonance
Imaging
The intent of this chapter is to give a brief overview of the history of cardiovas-
cular magnetic resonance (CMR) imaging and to discuss emerging methods, in
particular with respect to self-gated and non-Cartesian methods.
A brief overview
The earliest recorded use of magnetic resonance for probing the function of the
heart was Phosphorus-31 NMR spectroscopy of tissue metabolites in ischemic
rat hearts [67; 68; 69]. Functional imaging of the heart was introduced with
the advent of so-called cine imaging [70; 71; 72; 73] where the image acquisition
was gated using an external electrocardiogram (ECG) signal. The development
of cine methods has enabled accurate measurements of ventricular volumes [74]
and ejection fractions [75], which are essential functional parameters for deter-
mining and diagnosing heart failure. Initial developments in cine imaging used
prospective gating and continuous acquisition of one k-space line per heartbeat.
This allowed for a very high temporal resolution, but it meant that the acqui-
sition time had to be adapted to the shortest RR-interval. In order not to run
into the next heartbeat, the last part of diastole was discarded. With the intro-
duction of the FASTCARD method [76], several lines were acquired repeatedly
during the same heartbeat. Using retrospective sorting of the images, it was then
possible to cover the entire cardiac cycle, even though there were variations in
RR-intervals [77]. To further improve the precision, non-linear stretching of the
cardiac cycle has been proposed based on empirical observations of the duration
of systole and diastole, respectively [78]. The continued improvement of the
cine imaging techniques means that CMR has developed into a highly accurate
method for quantification of cardiac function [79], and is now considered the
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non-invasive reference standard [80] for quantifying ventricular volumes, ejec-
tion fraction and myocardial mass [81].
Free breathing
The inherent motion sensitivity of cardiac MRI will often require the patient
to hold their breath. The heart is resting directly on top of the diaphragm,
meaning that breathing motion will change the position of the heart, resulting
in motion artifacts. A clinical CMR exam will typically require the patient to
hold their breath repeatedly and for extended periods. This precludes the very
sickest populations, as cardiovascular disease is often associated with dyspnea.
Because of this, it is desirable to acquire images during free breathing.
The earliest example of free-breathing cardiac MRI in the literature refers to
measurements of cardiac output in mice, where free-breathing imaging was com-
pared to controlled mechanical ventilation [82]. Prospective navigator gating has
been suggested as a viable method for free-breathing coronary angiography [83].
By placing exciting a spatially-selective excitation [84] over the liver dome [85],
the acquisition could be triggered or gated according to the respiratory position.
An alternative method is to use an external pressure-sensing bellow that can be
strapped to the chest or abdomen of the patient to detect respiration, that then
can be used similar to a navigator [86]. A potential drawback of using a res-
piratory bellow is the inherent phase shift between the diaphragmatic position
and the abdominal height [87]. An example of this phase shift can be observed
in Figure 17.
Self-gating
Conventionally, cine imaging will require an external signal, such as an ECG-
signal from the patient ECG to gate or trigger the signal. By a broader defini-
tion, a navigator could also be considered an external signal, as it requires setup
and planning separate from the imaging sequence. The purpose of self-gating is
to derive one or several of these external signals from the data itself [88]. As the
ECG is typically required for many of the imaging sequences, the most common
method has been to use respiratory self-gating to enable free-breathing [89],
but methods combining cardiac and respiratory self-gating have also been sug-
gested [90; 91].
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Figure 17: An example of respiratory motion as detected by a respiratory bellow
strapped the patient’s abdomen, to record pressure changes due to respira-
tion (solid line). Overlaid is a self-gating signal calculated using principal
component analysis of the k-space center (dashed line).
Figure 18: An example of respiratory motion as detected by a projection navigator.
Methods for self-gating can mostly be divided into methods based on image
metrics [92; 93], or methods deriving the motion signal from the raw k-space.
Methods that derive motion from k-space usually consider the k-space center
signal [94], but it is also common to use a single k-space line as an image pro-
jection from which motion can be derived [95]. Image-based self-gating is often
based on reconstructing a real-time image series[96; 97], from which motion can
be estimated, either by simply registering images together [98; 99; 100], or by
placing an ROI where respiratory or cardiac motion can be observed, such as
on the interface between the liver dome and the lung, or in the myocardium of
the heart [101].
An example of projection-based self-gating has been combined with the golden-
angle by interleaving the readout with a spoke measured in the same direction,
with a suitable frequency. This can be done both in 2D [102] and 3D [95].
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The Golden Angle
This chapter is intended to give the reader a brief introduction to the golden
ratio and its related mathematical concepts, followed by a brief overview of
previous research in MRI with the golden-angle. Finally, a description of the
novel methods developed as part of this thesis is presented.
The golden ratio
If the ratio between two numbers, a > b, is equal to the ratio between the largest
of the two and the sum of both, the ratio is called the golden ratio. This can be
described as
a
b
= a+ b
a
= φ (42)
and
a+ b
a
= 1 + b
a
= 1 + 1
a/b
(43)
Combining Eq. 42 and 43 yields
φ = 1 + 1
φ
(44)
The golden ratio φ has a few interesting properties. We sometime want to
consider its conjugate
ϕ = 1
φ
= 1− φ (45)
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This kind of recursive formula is know as a continued fraction. On a general
form, a continued fraction can be written as
a+ 1
b+ 1c+...
(46)
where a, b, c, ... are known as partial quotients. An infinite continued fraction
can be approximated by its convergents, i.e. what is left i the the recursion
is stopped at any given point. If we write the 4 first convergent fractions on
simplified form, we end up with
a,
1 + ab
b
,
a+ (1 + ab)c
1 + bc ,
1 + ab+ (a+ (1 + ab)c)d
b+ (1 + bc)d (47)
From Eq.44 it’s clear that a = b = c = d = ... = 1. Substitution yields
1
1 ,
2
1 ,
3
2 ,
5
3 (48)
Keeping on in a similar fashion will yield
5
3 ,
8
5 ,
13
8 (49)
from Eq. 48 and 49 we can see that the rational estimation of the golden ratio
is in fact the fraction of two successive Fibonacci numbers. By taking the limit
of the ratio of successive Fibonacci numbers at infinity we arrive at the golden
ratio
lim
n→∞ =
Fn
Fn+1
= ϕ (50)
where Fn denotes the nth Fibonacci number.
The golden angles
There exist several ways to calculate an angle based on the golden ratio. Perhaps
the most straight-forward would be to calculate the angle which divides the circle
in two parts, where the ratio of the two central angles is the golden ratio
360◦ · ϕ = 222.49◦ (51)
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360◦ · (1− ϕ) = 137.51◦ (52)
However, it could be useful to only divide the half-circle, resulting in
180◦ · ϕ = 111.25◦ (53)
180◦ · (1− ϕ) = 68.754◦ (54)
Out of these four angles, Eq. 53 is the golden angle commonly used in MRI [103],
whereas the angle defined by Eq. 54 is sometimes referred to as the small golden
angle.
Multidimensional golden means
The concept of the golden ratio can also be extended to higher dimensions [104].
Two so called multidimensional golden means ϕ1 = 0.4656 and ϕ2 = 0.6823 are
commonly used. The inverse 1/ϕ2 = 1.4656 is the fourth smallest of the Pisot-
numbers [105], and is sometimes known as the “super-golden ratio”. It’s has been
proposed to enable three-dimensional golden-angle imaging [106; 107; 108; 109]
by mapping the two golden-angles to a two-dimensional unit square
x = mod(mψ1, 1), y = mod(mψ2, 1) (55)
followed by a equal-area mapping of the unit square to a hemisphere
α = 2pi · x, β = cos−1(y) (56)
where α is the azimuthal angle and β the the polar angle [106].
Generalized golden angles
Pseudo-golden angles
The golden-angle is approximately optimal for an arbitrary number of angles, as
each succeeding angle of the series divides one of the largest gaps by the golden
ratio. However, the number of readout lines are not always unknown at the
beginning of the acquisition. Therefore, it would sometimes be useful to adapt
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the angle to be optimal for a specific number of spokes. This can be achieved
in one of two ways. Either, the interval to be measured (pi or 2pi) is divided
by a given number of lines, resulting in a so-called linear radial ordering, or by
calculating the “pseudo golden angle” for the given number of lines [110].
An existing generalization in 2D
By restating eq. 44
ϕ = 1
1− 1 + 1φ
(57)
together with eq. 45 we note that
1− ϕ = 1
2− 1 + 1φ
(58)
It turns out that there exists an infinite series of ratios that have approximately
golden properties [111]. The Nth generalized conjugate golden ratio can be
derived through a simple geometric construction
ϕN = 1
N − 1 + 1φ
(59)
This can be seen as a generalized Fibonacci series, GN (n + 2) = GN (n + 1) +
GN (n), for n ≤ 0 with initial conditions GN (0) = 0, GN (1) = 1, GN (2). By
taking the limit of the ratio of the series as n approaches infinity
lim
n→∞ =
G1n
GNn+1
= ϕN (60)
By combining Eq. 44 and Eq. 59 it is evident that this is a continued fraction
where all partial quotients except the first is one, meaning that regardless of N,
all of these generalized golden means will be approximately as hard to estimate
as a fraction of rational numbers as the original golden ratio.
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A novel generalization in 3D
In this thesis, a novel generalization of the double golden angles was proposed,
based on a similar construction as in the two-dimensional case.
It is based on the observation that, similar to Eq. 60, the double golden angles
can be constructed through a similar generalized Fibonacci series, HN (n+3) =
HN (n + 2) + HN (n) for n ≤ 0 with initial conditions HN (0) = 0,HN (1) =
1,HN (2) = N at the limit
lim
n→∞ =
H1n
HNn+1
= ϕN1 and limn→∞ =
H1n
HNn+2
= ϕN2 (61)
will yield the original multidimensional golden means for N = 1, and for N ≥ 2
will generate golden means with similar properties to the original golden means.
A geometric construction, similar to Eq. 59 is also possible in 3D, and can be
describes as
ψN2 =
1
N − 1 + 1ψ2
and ψN1 =
ψN2
1 + ψ1
(62)
where ψ1 and ψ2 are the two original golden means. This is further discussed
in Study II.
Golden angle in the literature
The golden angle have found many uses within the field of MRI since the semi-
nal paper was published in 2007 [103]. Many early adaptations were focused on
dynamic contrast-enhanced (DCE) of chest and abdominal lesions [112], breast
MRI [106] and angiography [113]. However, the golden-angle has found uses in
many diverse areas, such as T1-mapping [114; 115] and diffusion weighted imag-
ing [116]. In the field of cardiac MRI, the golden angle has been used for tissue
phase mapping [117; 118], imaging of arrhythmia [119], determining pressure-
volume loops [120], myocardial perfusion imaging [121], and measurement of
respiratory induced variations in left-ventricular volumes [108; 122; 123].
Arguably, the most successful method is Golden Angle Radial Sparse Paral-
lel MRI (GRASP) . It is a framework for dynamic contrast enhanced liver
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imaging [124], which has been expanded with self-gating capabilities to the
extra-dimensional GRASP (XD-GRASP) framework [125] for resolving mul-
tiple, and arbitrary temporal dimensions at once, such cardiac time and res-
piratory time [126]. The XD-GRASP formulation is based on the idea of a
Sparse-SENSE [127], which is based on an iterative SENSE reconstruction [62]
that is regularized by multiple sparse constraints [4]. The general formulation
can be described as a minimization problem on the form
xˆ = argmin
x
∥y−Ex∥22 + λ1∥Ψ1x∥1 + λ2∥Ψ2x∥1 + · · ·+ λN∥ΨNx∥1 (63)
where x is the image, y is the measured data, E is the SENSE operator which
includes the gridding step, Fourier transform and the coil sensitivities [62], ΨN is
the sparsifying transform in the Nth dimension [4] and λN controls the amount
of regularization in the Nth dimension.
Another recent development making use of the golden-angle is the so-called MR
multitasking method [128; 129], which uses a golden-angle readout with an inte-
grated one-dimensional projection navigator and low-rank tensor decomposition
to enable multiple simultaneous parameter mapping.
Other golden angle based methods may use the golden angle indirectly, e.g., for
rotating spiral interleaves by the golden angles, often Eq. 52 to cover a full 360◦
is commonly used [130], or the “spiral phyllotaxis” method [131; 132; 133], which
is a 3D-radial method based which traces Fibonacci spirals on the surface of the
trajectory sphere, and where each interleave is rotated by the golden angle. The
spiral phyllotaxis method has been used to enable fully respiratory and cardiac
self-gated acquisitions [91].
SWIG-PC
In Study III, a novel phase-contrast pulse sequence was developed using a sector-
wise golden-angle profile ordering [134], symmetric velocity encoding [135], and
a shared velocity encoding reconstruction [136; 137], to effectively double the
number of reconstructed image frames. We decided to name this particular
sequence “Sector-wise golden-angle phase contrast” or SWIG-PC for short.
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Each radial sector is acquired in a separate heartbeat
Symmetric encoding combined with sliding window reconstruction
Temporal
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Temporal 
increment
Figure 19: Schematic description of the SWIG-method. The k-space is sampled
sector-wise with golden-section division within a sector of k-space (A). On
each heartbeat, the acquisition moves to a new sector (B). Upon recon-
struction, shared velocity encoding is used to double the reconstruction
frames by performing phase subtraction between alternating positively-
and negatively velocity encoded images. Reproduced with permission
from [138]. (Licensed under CC BY 4.0)
The golden-section division is performed according to the formula
ϕn+1 = mod
(ϕn + pi
N
·
√
5− 1
2
)
,
pi
N
+ s · pi
N
(64)
adapted from [134], where s = 0, 1, 2, . . . , N denotes the current heartbeat, N is
the total heartbeats to acquire and ϕn the nth angle, see Figure 19.
The sector-wise golden angle profile ordering was combined with a TR-interleaved
symmetric velocity encoding, to enable high temporal resolution phase contrast.
This was applied to measuring diastolic dysfunction parameters in Study II.
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3D-SWIG
In Study IV, further development of the SWIG-PC method proposed in Study
III was proposed. Instead of using phase contrast, we opted for functional
imaging using bSSFP contrast. We decided to call the novel development “3D
Sector-wise golden angle” or 3D-SWIG, for short.
Instead of mapping angles to a circle sector, as in SWIG-PC, polar coordinates
were mapped to solid angles on a hemisphere. To enable a low distorting,
uniform mapping, a method for constructing spherical grids [139], adapted to
map coordinates from a cube to a sphere, see Figure 20. The resultant transform
can be described as
X ′ = x ·
√
1− y
2
2 −
z2
2 −
y2z2
2 (65)
Y ′ = y ·
√
1− z
2
2 −
x2
2 −
z2x2
2 (66)
Z ′ = z ·
√
1− x
2
2 −
y2
2 −
x2y2
2 (67)
Using this proposed mapping, combined with the golden means division of unit
squares described in Eq. 55, but applied for each grid cell, and acquiring one
grid cell per heartbeat, as described in the SWIG method, a very uniform k-
space uniformity can be achieved after physiological binning. This method was
implemented and tested both using numerical simulations, phantom images, and
in vivo in Study IV.
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Figure 20: A schematic description of the mapping from a rectilinear patch to a patch
on the sphere surface (top). The entire mapping from a half-cube to a
hemisphere (bottom).
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Aims
The overall aim of this thesis was to explore, evaluate, and develop potential
methods using radial imaging. In particular, the golden angle and golden-angle-
based sampling were evaluated for increasing the effectiveness of cardiovascular
magnetic resonance imaging.
The specific aims for Study I-IV were
I. To develop a methodology for golden angle radial imaging of pulmonary
arteries, without breath-holding or intravenous contrast agents, and eval-
uate the potential improvement in image quality in healthy volunteers and
patients with pulmonary embolism.
II. To design a generalization of the three-dimensional golden angle radial
profile ordering to reduce the eddy current induce image artifacts in bSSFP
MRI.
III. To improve temporal resolution in golden angle radial phase-contrast CMR
to enable diastolic dysfunction assessment.
IV. To design a three-dimensional sector-wise golden angle radial profile order-
ing that enables improved k-space uniformity after ECG binning.
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Materials and methods
This chapter gives a brief overview of the methods used in the four studies that
make up this thesis. Many of the novel concepts have been discussed in previous
chapter. The purpose of this chapter is to provide complementary information
on how the methods were evaluated. For a complete description, see Studies
I-IV.
Study populations
In Study I the method was therefore first tested on 10 healthy volunteers
(age 44 ± 11 years, 50% female), and on two patients (age 27 and 38, both fe-
male) which had a confirmed and clinically established diagnosis of pulmonary
embolism. Out of the 10 volunteers, 9 were given the same protocol as the pa-
tients. However, the last volunteer in the volunteer cohort was given an extended
protocol, where the reference method was tested under several conditions other
than the normal acquisitions, to isolate respiratory and cardiac motion. This re-
quired a motivated volunteer, and would not be feasible in a patient population.
Study II was entirely focused on the methodology, and most work was made
using numerical simulations and phantom images. One healthy volunteer was
recruited (female, 27 years) to evaluate the method in vivo. In addition, ECG
and respiratory motion signals that were recorded in 8 healthy volunteers to be
used in the numerical simulations. Study III was the most clinically oriented
study. The purpose of the study was to study functional parameters, so patients
from the clinical workflow were included on a consecutive basis. Whereas there
was no stratification or other type of attempt to steer the inclusion, the final
population comprised a range of different pathologies representative of what can
be expected in the clinic. The population was divided into two groups chrono-
logically. The first, smaller group was used to determine suitable parameters for
the image acquisition and reconstruction, whereas the second larger group was
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Table 1: Characteristics of the study population from Study III.
Pilot study, N = 10 Main population, N = 35
Age 64± 10 years 56± 16 years
Male 4 (40%) 24 (69%)
Female 6 (60%) 11 (31%)
Pathology by CMR
Myocarditis 1 (10%) 2 (6%)
Pericarditis 0 (0%) 3 (9%)
Cardiomyopathy 2 (20%) 4 (11%)
Acute myocardial ischemia 2 (20%) 9 (26%)
Ischemic heart disease 5 (50%) 11 (31%)
Valvular pathology 0 (0%) 2 (6%)
Normal findings 0 (0%) 4 (11%)
Note: Continuous variables are given as mean ± SD.
used to evaluate the method with parameters determined from the first group.
The characteristics of the groups are outlined in Table 1.
Study IV was also focused on method development rather than clinical diag-
nosis. Three subjects who gave informed consent were included from the clinical
workflow, without any particular regard towards clinical referral.
Ethical approval was obtained for all studies, and all participants gave their
written, informed consent to participate in the studies.
Numerical simulations
Study I
In Study I, numerical simulations were used to estimate the sensitivity of ran-
dom phase perturbations for Cartesian and radial trajectories, respectively. A
numerical phantom was constructed in MATLAB (Mathworks, Natick, MA),
depicting a transversal slice of the upper thoracic cavity. Complex noise was
added at every time step of the simulation, as well as a random through-plane
contribution and intensity modulation in the ascending and descending aorta,
to simulate effects due to through-plane flow, see Figure 21.
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Figure 21: A numerical simulation of the effects of sampling an image with through-
plane phase modulation when using a Cartesian (middle) and radial (left)
readout trajectory. Reproduced with permission from [140]. Copyright
© 2018 International Society for Magnetic Resonance in Medicine. Pub-
lished by John Wiley & Sons Inc.
Study II
In Study II, a mathematical theory was proposed as a generalization for three-
dimensional golden angles; see previous chapters. To evaluate the proposed
generalization, numerical simulations were performed to calculate a clustered-
regular-random (CRR) value for the generalized profile orderings. CRR was
defined as
CRR = 2 ·
∑P
i ̸=j min(ui,j)√
P
(68)
where P was the total number of sampling points and ui,j was the distance
between sampling points i and j. The mean angle between successive readout
spokes was calculated as a measure of the gradient switching.
Study III
In Study III, numerical simulations of the point-spread function (PSF) was
performed. The PSF can be defined as the effect from voxel i on all other
voxels. The PSF due to voxel i in voxel j can be calculated as
PSF(i, j) = e∗jF ∗ei (69)
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where ei is a zero-vector with a single unitary value on the ith position and F is
the encoding matrix, which in this case was the non-uniform Fourier operator.
The PSF was calculated for all voxels in an image frame, using the conventional
golden-angle profile ordering and the proposed SWIG profile ordering. The
maximum value and the sum-of-squares value of the PSF was calculated at
concentric distances from the k-space center to classify the PSF at a distance
from the k-space center.
Study IV
In Study IV, an extension of the profile ordering from Study III was proposed in
3D. The profile ordering was calculated for 12, 48 and 192 sectors, and the PSF
was classified for each profile ordering, as described in Eq. 69. Physiological
binning was calculated for the 3 subjects, for both the conventional golden-
angle profile ordering and the 3D-SWIG profile ordering, where 20 cardiac bins
were calculated for each subject. Spherical Voronoi diagrams were calculated
for each of the bins, and the mean Voronoi area was used as a metric of k-space
uniformity.
Image acquisition and analysis
All images were acquired on two clinical MRI systems from the vendor Siemens.
One system had a field strength of 1.5 Tesla (Aera, Siemens Healthcare, Erlan-
gen, Germany) and the other had a field strength of 3 Tesla (Skyra, Siemens
Healthcare, Erlangen, Germany). The scanner software version on all scanners
were the same for all studies included in this thesis (syngo MR E11A, Siemens
Healthcare, Erlangen, Germany). The signal reception was performed with
nearly identical surface coil arrays for both field strengths. One 18 channel gen-
eral purpose “body” receive-only coil (Body 18, Siemens Healthcare, Erlangen,
Germany) comprised of 3 rows with 6 coil elements on each row, giving a total of
18 coil array elements and a “spine” receive-only coil integrated into the patient
table (Spine 32, Siemens Healthcare, Erlangen, Germany) comprising 8 rows
with 4 coil elements on each row, giving a total of 32 coil array elements. Both
systems were equipped with the same gradient specifications. The maximum
gradient amplitude was 45 mT/m and the maximum slew rate was 200 T/m/s.
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Study I
The protocol in Study I was designed to compare the novel proposed method
to a previously proposed Cartesian protocol, using non-enhanced bSSFP and
multiple repetitions of each slice position [141]. Two image series were acquired,
one golden-angle radial image series and one Cartesian image series. Both series
comprised 70 contiguous slices with 3 mm slice thickness and no slice gap to
cover the entire thorax. The sequences were matched as closely as possible, but
due to technical limitations, some adjustment had to be made. All sequence
parameters are outlined in Table 2. From the golden-angle acquisitions, there
Table 2: Sequence parameters from Study I.
Parameter Cartesian Golden-Angle
TE (ms) 1.6 1.8
TR (ms) 1.8 3.6
Readout lines (N) 163 1345
Parallel imaging method GRAPPA SPIRiT
ACS lines (N) 38 ––
Flip angle (deg) 60 60
Bandwidth (Hz/px) 1008 1008
FOV (mm2) 420 420
Matrix size (px) 288 288
Acquired voxel size (mm2) 2× 2 2× 2
Reconstructed voxel size (mm2) 2× 2 2× 2
Slice thickness (mm) 3 3
Number of slices (N) 70 70
Acq. time per slice (ms) 522 4842
Total acq. time (s) 40 340
Note: ACS = Auto-calibrating signal .
where two additional data sets created by truncating the long acquisition. These
corresponded to an oversampled set, an approximately fully sampled set and one
undersampled set. The number of spokes in the oversampled set was chosen as
all acquired spokes, the number of spokes in the fully sampled set was chosen as
the Fibonacci number closest to a fully sampled acquisition according to the ra-
dial Nyquist criterion (i.e. the Nyquist criterion fulfilled at all parts of k-space)
and the undersampled set was chosen such that the acquisition time matched
that of the Cartesian acquisition. See Table 3 for a complete description of the
three data sets used for further analysis. The previously described protocol was
performed in 10 healthy volunteers, and in 2 patients. In one healthy volunteer,
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Table 3: Description of the subgroups from Study I.
Parameter Oversampled Fully sampled Undersampled
Spokes 1345 610 144
Cartesian undersampling (R) 0.2 0.5 2
Radial undersampling 0.33 0.74 3.1
Acq. time per slice (ms) 4842 2196 518
Total acq. time (s) 340 150 40
Note: Cartesian undersampling is the matrix size divided by the number of spokes. Ra-
dial undersampling is calculated relative to the Nyquist criterion at the edge of k-space.
an additional acquisition was performed. In 20 slices covering the right pul-
monary artery (RPA) and the left pulmonary artery (LPA). The acquisitions
were performed during free-breathing, breath hold (end-expiratory), with ECG-
triggering, and with a combination of breath hold and ECG-triggering. In the
patients, the blood-to-blood-clot contrast was measured by delineating blood
clots and measuring the signal intensity within the clot. The blood-to-blood-
clot-contrast was then calculated as
Cblood,clot =
Sblood − Sclot
Sblood + Sclot
. (70)
The sharpness of pulmonary vessels was calculated using the Deriche algo-
rithm [142] by computing an edge image using a recursive Gaussian filter al-
gorithm, then calculating a line-profile perpendicular to the vessels. The am-
plitude of the vessel wall in the edge image was used as a metric of the vessel
sharpness.
Qualitative analysis of the images was performed using observer scoring, where
two experienced radiologists were asked to score the images on a scale from 1
to 5, where a higher score signified better quality than a lower score.
Study II
A prototype 3D-radial bSSFP pulse sequence was modified to allow for sampling
with 3D golden-angles. A user-selectable parameter was added to the sequence
that allowed the operator to freely select a parameter that controlled the de-
gree of the generalized profile ordering. By increasing the parameter, the mean
angle between successive readouts was decreased. For further details on the
implementation, see Study II.
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Pre-recorded physiological signals (respiration and ECG) from 8 healthy volun-
teers were used to simulate physiological binning [108] and spherical Voronoi
diagrams were calculated on the surface of the trajectory sphere. The stan-
dard deviation of the Voronoi cell area was used as a measure of the resultant
sampling uniformity after the physiological binning was performed.
Study III
In Study III, a novel phase-contrast pulse sequence was proposed to enable high
temporal resolution measurements of blood flow and tissue velocities.
In all subjects, a short-axis slice was planned by placing the imaging slice plane
at the tip of the mitral valves in systole. Two images were acquired using this
planning. One image with VENC = 30 cm/s for myocardial tissue velocities,
and one image with VENC = 150 cm/s for transmitral blood flow velocities, see
Figure 22.
The image analysis was performed in Segment v2.1 R6069 (Medviso AB, Lund,
Sweden) [143] using an in-house developed plugin to enable velocity measure-
ments in a single voxel at the time, see Figure 23. Prior to analysis, quadratic
static tissue compensation was performed, as well as semi-automatic phase un-
wrapping in the few cases where this was necessary.
The peak transmitral blood flow velocity was measured in the early filling (E)
and late filling (A) phases, as well as the tissue velocity during systole (s’), dur-
ing early filling (e’) and during late filling (a’). The tissue velocities were mea-
sured in the lateral wall of the left ventricle and in the septum. Corresponding
echocardiographic pulsed-wave Doppler and pulsed-wave tissue Doppler velocity
measurements were measured using ViewPoint (GE Healthcare, Chicago, IL).
Study IV
A prototype 3D radial bSSFP pulse sequence was modified to allow for sampling
with the 3D-SWIG profile ordering. For further details on the implementation,
see Study II. Phantom acquisitions were performed using the conventional dou-
ble golden-angle profile ordering and one acquisition using the 3D-SWIG profile
ordering, using 12, 48 and 192 sectors. For the patients, one acquisition using
the conventional double golden-angle profile ordering and one acquisition using
the 3D-SWIG profile ordering, using 48 sectors, were acquired in all three sub-
jects. Relevant sequence parameters were TE = 1.7 ms, TR = 3.4 ms, flip angle
= 50◦, voxel size 1.2 mm isotropic, for both acquisitions.
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Figure 22: Planning was performed by planning a short-axis slice, indicated by the
dashed white line, at the tip of the mitral leaflets in end-systole. The
planning is displayed in a 2-chamber orientation (A) and a 4-chamber
orientation (B). The resulting images from SWIG pulse sequences are dis-
played as a magnitude (C) and phase (D) image pair using VENC = 150
cm/s for transmitral blood flow measurements.
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Figure 23: The measurement graphical user interface (GUI) was implemented as a
plugin to the freely available image analysis software, Segment [143]. The
image in the top left corner shows a cine loop of the phase image. The blue
ROI indicates the manual identification of the mitral valve orifice, and the
red square indicates the currently selected measurement voxel. The veloc-
ity in the selected measurement voxel is displayed as a red time-velocity
curve in the main window. The average velocity within the blue ROI is
displayed as a blue time-velocity curve in the inset window in the bottom
right corner. The time-velocity curves in the adjacent (8-connected) voxels
are displayed as light gray curves in the background.
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Results
In this chapter, the most important findings from the four studies will be high-
lighted. For the full results, see the individual studies.
Study I
Study I was a proof-of-concept study to determine if a golden-angle based imag-
ing approach could improve imaging of the pulmonary vasculature, in the con-
text of imaging diagnosis of pulmonary embolism. Diagnosis using MRI had pre-
viously been suggested [144; 145; 146], and in this study, the novel method was
compared to a Cartesian free-breathing protocol with multiple repetitions [141].
A number of encoding ordering strategies were tested, i.e. linear ordering, cen-
tric ordering, and golden-angle ordering. It was shown that the linear ordering
caused the highest degree of image artifacts. The centric ordering scheme some-
what reduced the artifacts, but there was still a severe artifact obscuring the
anatomy. Using the golden-angle profile ordering, the artifacts disappeared al-
most entirely. See figure 24. The golden-angle approach was evaluated using a
sliding-window approach in two patients. A large thrombus was visible in the
left pulmonary artery in both subjects. However, there is a clear difference in
image quality between the Cartesian and golden-angle acquisitions. To quantify
the difference in visibility, the blood-to-blood-clot-contrast was calculated and
found to be 23% higher for the golden-angle acquisition in both cases. Two
experienced observers were asked to score the image quality for the Cartesian
and the golden-angle acquisition using three different temporal footprints. The
results of the scoring are presented in Table 4.
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Figure 24: Different k-space orderings and corresponding image quality. Conventional
linear ordering shows the highest amount of image artifacts (left), whereas
the artifacts are slightly reduced with a centric ordering (middle). Using a
golden-angle ordering, there are very little image artifacts present (right).
Reproduced with permission from [140]. Copyright © 2018 International
Society for Magnetic Resonance in Medicine. Published by John Wiley &
Sons Inc.
Table 4: Summary of observer scores for both Cartesian and golden-angle radial, with
144, 610 and 1345 spokes.
Cartesian Golden Angle
144 spokes 610 spokes 1345 spokes
Diagnostic quality 2.2± 0.6 2.3± 0.7 2.8± 0.8 3.5± 0.9
Vessel sharpness 2.1± 0.5 2.2± 0.8 2.6± 0.9 3.4± 0.9
Artifacts 3.0± 1.0 3.0± 0.9 3.4± 0.8 3.9± 0.7
Note: Continuous values are presented as mean ± SD. Higher scores means
better images.
54
Figure 25: Representative examples in two different patients with confirmed pul-
monary embolism. Cartesian images show a moderate amount of artifacts
(left), whereas the golden-angle radial acquisition has less image artifacts
(right). The white arrows indicate a thrombus. Reproduced with per-
mission from [140]. Copyright © 2018 International Society for Magnetic
Resonance in Medicine. Published by John Wiley & Sons Inc.
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Study II
In study II, a modified 3D-radial double golden angle profile ordering was pro-
posed to reduce eddy current artifacts. The proposed profile orderings showed
a uniform behavior, in comparison to a completely random profile ordering,
see Figure 26, which was also confirmed by numerical calculations of the CCR-
continuum. One profile ordering, Tiny-13, was chosen for further testing. It
Figure 26: A completely random profile ordering (black box) compared to the orig-
inal double golden angle profile ordering as well as Tiny 5, 8, 13, 21, 34
and 55. There is an apparent uniformity to the golden, and tiny profile
orderings, which is not present in the random distribution. This finding is
corroborated by the CRR measure.
was compared to the original double golden angle profile ordering [106], by
performing a simulated physiological binning based on pre-recorded ECG and
respiratory signals. Binning was performed into 20 and 25 cardiac phases as
well as 2, 4 and 6 respiratory bins. The profile ordering was calculated for all
time frames for both profile orderings. Tiny-13 showed a higher degree of k-
space uniformity in all cases except for 25 cardiac phases and 6 respiratory bins,
where differences did not reach statistical significance.
Study III
In Study III, a modified golden-angle phase contrast pulse sequence was pro-
posed and evaluated for measurements of transmitral blood-flow and tissue ve-
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Figure 27: Phantom acquisitions of the original double golden angle profile ordering
and Tiny 5, 8, 13, 21, 34 and 55 (from left to right). There is a grad-
ual decrease in image artifacts with a decreasing angle between successive
readouts.
Figure 28: In vivo measurements in a healthy volunteer with the original double
golden angle profile ordering (left) and the proposed Tiny-13 profile or-
dering (right) show a maintained ability to perform physiological binning,
and an improvement in the image homogeneity with the reduced angular
step.
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locities in patients. The PSF-analysis showed a higher sampling uniformity, and
subsequently a lower peak PSF as a function of radius for the SWIG method
compared to conventional golden-angle, see Figure 29.
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Figure 29: Examples of the k-space sampling distribution and the corresponding PSF
for both SWIG and the conventional golden-angle profile ordering (A).
The peak PSF and PSF energy as a function of radius (B). Reproduced
from [138]. (Licensed under CC-BY-4.0)
The pilot study showed that depending on the temporal footprint selected, CMR
could either underestimate or overestimate the velocities compared to tissue
Doppler echocardiography, see Figure 30. It was clear that a smaller temporal
footprint produced a sharper velocity peak, however, at the expense of increased
noise, see Figure 31. For a summary of the results from the pilot study, see
Table 5.
The patient study showed a high degree of correlation for measurement of tissue
velocities but a systematic underestimation of transmitral blood flow velocities,
see Figure 32. For a summary of all results from the patient study, see Table 6.
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Figure 30: Results from the pilot study. The correlation is shown for a temporal
footprint for CMR of 34 ms (left) with corresponding Bland-Altman plot
(middle). A temporal footprint between 27.2 ms and 40.8 ms did not differ
when compared between CMR and tissue Doppler. Using larger footprints
for CMR resulted in an apparent underestimation, whereas using a smaller
temporal footprint resulted in an apparent overestimation of the tissues
velocities compared to tissue Doppler (right). Reproduced from [147].
Table 5: Comparison between CMR-derived and Doppler-derived myocardial veloci-
ties in early filling (e’) with a variable temporal footprint and a fixed temporal
increment.
Temporal footprint Correlation Mean difference 95% LoA P
(TR) (ms) (R2) (cm/s) (cm/s)
4 27.2 0.46 1.0 4.3 0.03
6 40.8 0.63 0.9 3.4 0.13
8 54.5 0.72 0.4 3.0 0.41
10 68.0 0.69 -0.2 3.3 0.71
12 81.6 0.65 -0.9 3.5 0.14
Note: P-values denote outcome of Mann-Whitney U-test with the null hypothesis
that the CMR and Doppler velocities did not differ. LoA – Limits of Agreement.
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Figure 31: Representative phase contrast images in systole, early filling and late filling
(A). Time velocity curves measured in a single voxel in the lateral wall.
Different colors represents different temporal footprints. The black box
indicates the early filling velocity peak (B). A magnified view of the early
filling peak (C). Reproduced from [138]. (Licensed under CC-BY-4.0)
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Figure 32: Scatter plot (A) and the corresponding Bland-Altman plot (B) for my-
ocardial tissue velocities (s’, e’, a’) measured separately in the septal and
lateral wall with both tissue Doppler echocardiography and phase contrast
CMR. Scatter plot (C) and the corresponding Bland-Altman plot (D) for
peak transmitral velocities (E, A) measured with both Doppler echocar-
diography and phase contrast CMR. Reproduced from [138]. (Licensed
under CC-BY-4.0)
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Table 6: Comparison between CMR-derived and Doppler-derived myocardial veloci-
ties in early filling (e’) with a variable temporal footprint and a fixed temporal
increment.
Myocardial velocity
Doppler CMR P Correlation Mean diff. 95% LoA
(cm/s) (cm/s) (R2) (cm/s) (cm/s)
All 8.2± 3.0 9.0± 3.0 < 0.005 0.63 0.9 ±3.7
s’ 7.1± 1.8 8.1± 2.1 < 0.005 0.34 1.0 ±3.4
e’ 8.1± 2.7 9.1± 3.1 < 0.005 0.74 0.8 ±3.5
a’ 9.4± 3.5 10.2± 3.3 < 0.005 0.54 1.0 ±4.2
Transmitral blood flow velocity
Doppler CMR P Correlation Mean diff. 95% LoA
(cm/s) (cm/s) (R2) (cm/s) (cm/s)
All 67± 18 56± 16 < 0.005 0.45 −11 ±28
E 74± 17 60± 15 < 0.005 0.27 −14 ±31
A 60± 17 51± 17 < 0.005 0.53 −8 ±25
Derived parameters
Doppler CMR P Correlation Mean diff. 95% LoA
(a.u) (a.u) (R2) (a.u.) (a.u.)
E/e’ 8.58± 3.28 6.25± 2.28 < 0.005 0.34 −2.3 ±5.3
E/A 1.34± 0.50 1.31± 0.55 0.295 0.66 0.03 ±0.6
Note: Continuous values are presented as mean ± SD. P-values denote outcome of Mann-
Whitney U-test with the null hypothesis that the CMR and Doppler velocities did not
differ. LoA – Limits of Agreement.
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Study IV
The result from the PSF-analysis showed that for high undersampling factors,
i.e., 12 patches, there was a clear difference in the PSF between the double
golden-angle profile ordering and the 3D-SWIG profile ordering. For 48 patches
and 192 patches (R=1), the difference was less prominent, albeit with a slight
edge to the 3D-SWIG profile ordering, see Figure 33. For the three subjects,
the k-space uniformity was significantly higher for SWIG-3D compared to the
double golden-angle profile ordering, see Figure 34.
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Figure 33: Examples of the PSF for both 3D-SWIG and the conventional double
golden-angle profile ordering for 12, 48 and 192 sectors (left). The alias-
ing a function of radius show a difference for 12 sectors, but a decreasing
difference as the number of sectors is increased.
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Figure 34: The standard deviation of Voronoi cell areas was used to assess k-space
uniformity after binning. The data from the three subjects were recon-
structed into 20 cardiac bins and 3 respiratory bins, resulting in a total of
180 bins, and all Voronoi cell areas were calculated for each bin. A lower
value indicates a more uniform k-space.
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Discussion
The purpose of this chapter is to provide some additional considerations and
the author’s own reflections on the methods and their limitations, which has
not already been covered in the previous sections.
Physiological binning when using the golden angle
The golden angle provides an approximately uniform distribution of k-space
readouts for an arbitrary number of readouts. This means that an arbitrary
number of readouts will provide a good k-space coverage, as opposed to linear
radial methods, which would require an a priori decision regarding the number
of readouts. The idea is that every new line will provide additional k-space
coverage where it is most needed, i.e. each succeeding readout will fill one of the
largest gaps in k-space. This has sometimes been interpreted to mean that an
arbitrary non-continuous subset of readouts will constitute a uniform k-space
coverage. If the number of readouts is large, it could be expected that a random
subset is near uniform if readouts are chosen with equal probability. However,
in real applications, we are rarely interested in random subsets. Rather, we
use some physiological motion signal, such as an ECG or respiratory signal to
select readouts. Such functions are often periodic to some degree, meaning that
we periodically discard and reject readouts. This tends to create gaps in the
sampling pattern, resulting in severe image artifacts, see Figure 35. Using the
SWIG method, we can adapt the sampling to a physiological signal, such as
the ECG, as described in this thesis, but in theory, it should be possible to
adapt the acquisition to any motion signal that we can acquire at imaging time.
Recent research has lead to the development of the Doppler ultrasound (DUS)
gating device for fetal cardiac gating [148]. Such a device could potentially also
be used to prospectively measure respiratory motion, enabling multidimensional
SWIG-imaging.
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Figure 35: Examples of ECG-binning of the conventional golden-angle profile ordering
(left) and the 2D-SWIG profile ordering (right).
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Underestimation of transmitral blood flow using SWIG-PC
One of the findings in Study III was that SWIG agrees with Doppler echocar-
diography for myocardial tissue velocity measurements, but that the transmitral
blood flow velocity were underestimated. This finding is surprising, as the my-
ocardial tissue velocities were expected to be a more challenging target with
regards to accuracy. The myocardial velocity peak in the early filling (e’) is
very narrow, so a low temporal footprint is expected to be needed in order to
capture the peak velocity accurately. The velocity peaks in the transmitral
blood flow are much broader, so such a high temporal resolution should not
be needed. Yet the results clearly show a systematic underestimation of the
transmitral blood flow. While more work is warranted, a possible explanation
for this is that the slice planning was sub-optimal. Recent work has proposed
slice tracking for phase contrast imaging of the valves [149], which is a method
that could potentially be adopted into the SWIG-PC method. Another possi-
ble solution would be to, instead of planning in a short-axis orientation, use a
long-axis image with in-plane velocity encoding, where the active measurement
volume could be placed in an optimal position to capture the transmitral inflow.
Limitations
This thesis would not be complete without a reflection on its limitations.
In Study I, the sample size was limited and comprised mainly health volunteers.
A more systematic evaluation would be necessary to determine the clinical util-
ity of the method. Preferably with paired evaluations between CTA and MRI,
to be able to estimate the sensitivity and specificity of each method. Another
important methodological limitation is the blinding of the observers who were
asked to score the images. When comparing a Cartesian and radial method, it is
hard to blind the observer to the method, as radial images often has a very char-
acteristic look. A possible solution could have been to calculate a mask outside
of the body to hide the streaks in the air, which may be the biggest giveaway and,
at the same time, contributing little to the utility of the images. In Study II, a
major limitation was the lack of systematic evaluation of the method in vivo, as
only a single subject was imaged. Another important limitation that should be
mention is that k-space uniformity could have been a confounding factor. The
hypothesis was that the improved image quality was due to reduced angular
differences within a 2-TR phase cycle. However, as the sampling trajectory was
changed, this could also have affected the sampling uniformity and thereby the
image quality. It may have been useful to use an external measure, such as a field
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camera, in an attempt to quantify how much of the improvement came from the
reduced angular switching. In Study III, tissue velocity measurements were
compared between CMR and Doppler echocardiography. Initial results from the
pilot study suggested that the CMR overestimated tissue velocities compared
to Doppler echocardiography. However, no comparisons were made to a gold
standard. A suitable gold standard for simultaneous evaluation of both mea-
surements could have been ultrasonic micrometry [150]. In Study IV, a major
limitation was the lack of systematic evaluation in vivo. As the images were re-
constructed using a compressed sensing algorithm with temporal regularization,
it is important to verify that temporal smoothing did not affect the measurement
of ventricular volumes. This could have been verified against measurements of
the ventricular volumes using breath-held two-dimensional cine.
A limitation for all studies involving healthy volunteers was that volunteer re-
cruitment was made mostly through the author’s own network of contacts, and
many volunteers were either researchers or medical professionals. This may
have contributed to some systematic bias, as most volunteers were young and
of above-average fitness, as opposed to the typical patient referred for cardiac
MRI.
Ethical considerations
Most of the thesis involved some degree of development of novel clinical meth-
ods. As such, they have to ultimately be evaluated in human subjects, both
healthy volunteers and patients. All studies which involved human subject were
performed in accordance with the Declaration of Helsinki [151].
Healthy volunteers
Ethical permits were in place for evaluating the methods, both for healthy vol-
unteers and patients. It is important to note that there existed dedicated ethical
approval to test all methods in both healthy volunteers and patients, as there
may exist situations where it may be ethical to evaluate a method in a patient
but not a healthy volunteer. All volunteers gave informed, written consent to
participate. Their personal information was treated confidentially as required
by both ethical guidelines and the law. Most of the research in these studies were
performed on raw k-space data. Consequently, the data could be anonymized,
i.e., irreversibly separated from any identifying information.
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Patients
In the studies which involved patients, all necessary steps were taken to ensure
their privacy and integrity. The patients involved in Study I were prospectively
included based on their clinical referral. In Study II, no patients were involved.
In Study III and Study IV, patients were retrospectively included from the
body of patients that had agreed to have their data used for clinical research.
In the case of the prospectively included patients, their decision to participate
meant that they were subject to an additional MRI scan. Importantly, this did
not delay the care they would have received had they not chosen to participate.
In the case of retrospectively included patient, their participation did not alter
the clinical care they received in the healthcare system.
Safety
MRI is a non-invasive method of imaging that does not expose the subject to
ionizing radiation. As such, MRI should be considered a safe imaging modal-
ity. No long-term biological effects have been associated with MRI. The short-
term effects experienced by some patients may include claustrophobia, magne-
tophosphenes (an optical illusion where the subject experiences light flashes),
peripheral nervous stimulation, and heating. None of the research protocols
included contrast agents or other drugs. In cases where patients received a con-
trast agent, this was part of the clinical routine and administered by a trained
professional. None of the scanner’s safety features were disengaged during the
scanning of patients and healthy volunteers, and the most recent safety guide-
lines were followed at all times [152; 153].
Future perspectives
Although golden-angle based methods have been around since 2007, they have
yet to find mainstream adoption. There is still a strong bias towards conven-
tional Cartesian methods. Many sequence development environments, and im-
age reconstruction tools have not yet adapted to advanced sampling techniques,
and the vendors have not always caught up with the latest research. However,
the research community have taken it upon themselves to develop sequence
programming environments [154; 155], and open-source image reconstruction
toolboxes such as BART [156] and Gadgetron [157], which can be integrated
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into the scanner workflow and even enable online image reconstruction in the
cloud [158].
An elusive target has for long been the “five minute MRI”, i.e., to perform a
comprehensive cardiac MRI examination in five minutes, as opposed to 45 min-
utes or even an hour, which is the norm today. Professor Daniel K. Sodickson,
at NYU Langone Health, has spoken about a future where the patient goes in
the scanner, and data is continuously acquired. When the patient has left, pow-
erful computational computers are put to work, or leveraging the power of the
cloud, to process the data and create the imaging slices and contrasts needed for
the clinical diagnosis. Further along, machine learning might directly analyze
the images in some other feature space, and not necessarily as images. Ma-
jor advances in machine learning are already underway with the advent of the
AutoMAP-method [159], which learns domain transfer from the k-space to the
image domain using neural networks and can in the process learn to compen-
sate for image artifacts. Both the AutoSEQ [160] and MRZero [161] methods
have taken things a step further. Both are using Bayesian reinforcement learn-
ing to learn pulse sequences generation without user interaction. Golden-angle
based methods may very well play a part in these developments, as they are
particularly suited for volumetric imaging, and their golden nature lends itself
to continuous sampling where each new readout will provide unique informa-
tion. With the aforementioned developments in terms of sequence development
environments, reconstruction algorithms, and more readily available compute
power, it is likely that non-Cartesian methods will have an essential place in the
future for cardiovascular MRI.
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Conclusions
In addition to utilizing golden-angle in novel applications, the thesis also ex-
plored methods for remedying problems that are usually associated with golden-
angle radial sampling, such as eddy-current induced image artifacts and sam-
pling non-uniformity when combined with physiological binning. The studies
conducted as part of this thesis suggest that these problems can be overcome,
making golden-angle imaging an attractive solution for cardiovascular MRI, es-
pecially for highly efficient high-temporal resolution imaging. This may push
the boundary for the capabilities of cardiovascular MRI, or robust free-breathing
applications, which can be of great benefit for under-served patient groups.
The specific conclusions for Studies I-IV were:
I. The golden-angle radial trajectory can provide robustness to motion and
flow when compared to a conventional Cartesian imaging method. The
proposed method allowed for imaging the pulmonary vasculature with thin
slices free from artifacts.
II. Generalization of the generating function for the three-dimensional golden-
angle profile ordering can be used to create golden-angle-like profile or-
derings with reduced angular steps between readouts, which leads to less
eddy-current induced image artifacts and less sensitivity to off-resonance.
III. The modified two-dimensional golden-angle method, SWIG, can be used
in combination with a phase-contrast readout to enable high temporal res-
olution imaging of the diastolic function of the heart, with good agreement
when compared to Doppler echocardiography.
IV. The modified, three-dimensional golden-angle method, 3D-SWIG, can im-
prove sampling uniformity at high undersampling factors, which was demon-
strated by performing three-dimensional free-breathing whole heart cine
imaging in less than a minute.
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