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Abstract
Here, we give an upper bound for the number of connected components of the real locus of
several smooth complex compact elliptic surfaces de4ned over R in terms of the type of the
singular 4bers of their elliptic 4bration.
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1. Introduction
Let (X;OX ) be a smooth complex analytic manifold. Here, X or X (C) will denote
its points with the usual euclidean topology and OX the sheaf of germs of holomorphic
functions on X . A real structure on X is an anti-holomorphic involution  :X (C) →
X (C). Set X (R) := {P ∈X (C): (P) = P}. X (R) is called the real locus of (X;OX ).
If X (C) has pure dimension n, then X (R) is a real analytic n-dimensional smooth
manifold [7, 1.14]. X (R) may be disconnected even if X (C) is connected. For instance,
if X (C):={(x0; x1; x2; x3)∈P3(C): x20 + x21 + x22 = x23}, then the compact real quadric
X (C) ∩ P3(R) has two connected components: X (C) ∩ P3(R) ∩ {x3¿ 0} and X (C) ∩
P3(R) ∩ {x3¡ 0}. We will say that (X;OX ) (or just X or X (C)) is real if it has
a real structure. Let (X;OX ; ) and (Y;OY ; ′) be real complex manifolds with real
structures  and ′. A holomorphic map f :X → Y is said to be real if ′ ◦f=f ◦.
The aim of this paper is to show the existence of very strong restrictions for the real
locus X (R) of an elliptic surface, i.e. of a smooth complex analytic surface such that
there is a holomorphic map h :X → U whose general 4bers are smooth elliptic curves
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Table 1
Kodaira’s table of singular elliptic 4bres
and with U a smooth complex curve. We need to assume that the elliptic 4bration h
is compatible with , i.e. that U has a real structure  and that  ◦ h = h ◦ . This
condition is almost always satis4ed when X is algebraic (see Remark 1.3). We prove
the following result. In its statement we use Kodaira’s classi4cation of singular 4bers
of minimal elliptic 4bration (see [5, Section 6] or [1, pp. 150–151]). To make the paper
more self-contained we will review some parts of Kodaira’s classi4cation in Remark
2.1 and Table 1.
Theorem 1.1. Let (X;OX ; ) be a compact complex surface equipped with a real
structure. Assume the existence of an elliptic 6bration h :X → U and of a real
structure  on the smooth curve U such that  ◦ h = h ◦ . Let f :Y → U be the
associated minimal elliptic 6bration and assume that f has no multiple 6ber. Call z
the number of singular 6bers of type III(A˜I ) whose real locus is a unique point and
w the number of singular 6bers of type I1 whose real locus is a unique point. Let
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x be the number of connected components of U (R) which intersect f(X (R)). Then
X (R) has at most 2x + z=2 connected components.
Remark 1.2. Let g be the genus of U . The real locus U (R) is the disjoint union of at
most g+ 1 circles [4, Proposition 3.1]. Thus x6 g+ 1. By [2, Example 1 of p. 150]
we have g6 h1(X;OX )6 g+ 1.
Remark 1.3. We claim that if X is algebraic and X has a unique elliptic 4bration
h :X → U , then the real structure  on X allows one to de4ne a real structure 
on U such that  ◦ h = h ◦ . U is always algebraic. Hence, by GAGA theorems the
holomorphic map h is algebraic. Since X is algebraic, the existence of the real structure
on X is equivalent to the fact that X is de4ned over Spec(R). In this case,  comes
from the Galois group of the extension C=R and hence the elliptic 4bration h induces
an elliptic 4bration ∗(h) on X . Thus uniqueness of h implies ∗(h) = h, i.e. that 
sends 4bers of h into 4bers of h and hence it induces an anti-holomorphic involution
 on U . Since X is elliptic, X has at most Kodaira dimension one. If X has Kodaira
dimension one, then the elliptic 4bration h :X → U of X is unique and obtained in the
following way (see [2, Proposition IX.3(c)], or [3, Theorems 4.2 and 4.3, of p. 371]).
Let  :X → X ′ be a minimal model of X . All curves contracted by  are contained in
4bers of h and hence h induces an elliptic 4bration h′ :X ′ → U . Since every elliptic
4bration on X ′ induces an elliptic 4bration on X , to show the uniqueness of h it is
suJcient to prove the uniqueness of h′. The elliptic 4bration on X ′ is unique because
it is induced by a pluricanonical map, i.e. there is an integer t ¿ 0 such that h′ is the
morphism associated to the linear system H 0(X ′; !X ′ ⊗ t) [2, Propostition IX.3(c)].
Hence, we see that if X is algebraic the existence of a real structure  on U such that
 ◦ h= h ◦  is almost always satis4ed. If X is algebraic and with Kodaira dimension
6 0, then there are many known results on then topology of X (R) (see [7,6] and
references therein).
Question 1.4. Assume that X has a unique elliptic 4bration, but that X is not algebraic.
Is there an anti-holomorphic involution  on U such that ◦h=h◦? A non-algebraic
surface X has an elliptic 4bration if and only if it has a non-constant meromorphic
function [3, Theorem 3.3, p. 369] or [1, Proposition VI.4.1]. If X has an elliptic
4bration, then it is unique and coincides with the algebraic reduction of X [3, Theorem
3.3, p. 369] or [1, pp. 194–196].
An interesting feature of this paper is that it contains more or less explicit examples
of the diLerent situations that can occur (see 2.6).
2. Proof
Let U be a smooth connected one-dimensional complex manifold, P ∈U; X a smooth
connected complex surface and f :X → U a proper holomorphic map such that there is
a 4nite set S ⊂ U with P ∈ S, and f−1(Q) a smooth elliptic curve for every Q∈U \S.
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This means that f is an elliptic 4bration over U and that S contains the set of its
singular 4bers. Assume also that f is relatively minimal, i.e. assume that no 4ber of
f contains an exceptional curve of the 4rst kind, i.e. a smooth rational curve with
self-intersection −1. Kodaira classi4ed the possible 4bers f−1(P) [5, Theorem 6.2] or
[1, pp. 150–151]. We will heavily use Kodaira’s classi4cation. To help the reader we
collect in Remark 2.1 what we need about Kodaira’s classi4cation and the notation
which we will use in the proof of Theorem 1.1. The node with the integer i as label
in Table 1 corresponds to the curve Ci of Remark 2.1.
Remark 2.1. Let Ci; 16 i6 s, be the irreducible components of a singular 4ber E of
a relatively minimal elliptic 4bration f :X → U . First assume that E is not a multiple
4ber, i.e. that there is no integer m¿ 2 such that E = mF with F a union of curves
contained in X . By Kodaira’s classi4cation [1, p. 150] this implies that E is reduced
and that one of the following 12 cases occurs:
(1) Type I0; here s=1 and C1 is a smooth elliptic curve; f−1(A˜1)(P) is not a singular
4ber.
(2) Type I1; here s= 1 and C1 is a rational curve with an ordinary node as its only
singularity.
(3) Type II; here s = 1 and C1 is a rational curve with an ordinary cusp as its only
singularity.
(4) Type III(A˜1); here s=2; C1 and C2 are smooth rational curves, card(C1∩C2)=1 C1
and C2 are tangent at their common point.
(5) Type I2(A˜1); here s=2; C1 and C2 are smooth rational curves, card(C1 ∩C2)=2
and C1 and C2 are transversal at their common points.
(6) Type IV(A˜2); here s= 3 and C1; C2 and C3 are 3 smooth rational curves with a
common point and pairwise intersecting transversally.
In all other cases all curves Ci; 16 i6 s, are smooth and rational; no point is
contained in 3 components and for every pair (i; j) with i = j either Ci ∩ Cj = ∅
or Ci and Cj intersects transversally and exactly at one point.
(7) Type Ib(A˜b−1) b¿ 3; here s= b and Ci ∩Cj = ∅ if and only if either |i− j|6 1
or {i; j}= {1; s}, i.e. E is just a ring of smooth rational curves.
(8) I∗0 (D˜4); here s= 5; Ci ∩ C3 = ∅ for every i; Ci ∩ Cj = ∅ if i = j and 3 ∈ {i; j}.
(9) I∗b (D˜4+b); here s = b + 5; C1 ∩ C2 = ∅; C1 ∩ C3 = ∅; C2 ∩ C3 = ∅; Ci ∩ Cj = ∅
for 36 i¡ j6 b + 3 if and only if j = i + 1; Cb+3 ∩ Cb+4 = ∅; Cb+3 ∩ Cb+5 =
∅; Cb+4 ∩ Cb+5 = ∅.
(10) II∗b(E˜8); here s=9; Ci∩Cj = ∅ for 16 i¡ j6 8 if and only if j=i+1; Ci∩C9 = ∅
if and only if i= 6; its graph is the graph called E8 in the theory of Lie groups.
(11) II∗b(E˜7); here s=8; Ci∩Cj = ∅ for 16 i¡ j6 7 if and only if j=i+1; Ci∩C8 = ∅
if and only if i= 4; its graph is the graph called E7 in the theory of Lie groups.
(12) II∗b(E˜6); here s=7; Ci∩Cj = ∅ for 16 i¡ j6 6 if and only if j=i+1; Ci∩C7 = ∅
if and only if i= 3; its graph is the graph called E6 in the theory of Lie groups.
Now assume that E is a multiple 4ber, say E = mF with m¿ 2. By [1], 4rst 5 lines
in p. 151, F is one of the 4bers occurring in case (1) (E is called of Type mI0)
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or (2) (E is called of Type mI1) or (5) or (7) (E is called of Type mIb(A˜b−1);
b¿ 2).
Now assume that X and U have a real structure and call  (resp. ) the corresponding
anti-holomorphic involution on X (resp. U ). Assume that f is real with respect to these
real structures of X and U , i.e. assume ◦f=f ◦. We also assume that S is exactly
the set of all singular 4bers of f. Since S is the set of all singular 4bers of f and f
is real, we have (S) = S. We distinguish two cases: (P) = P (i.e. P ∈ U (R)) and
(P) = P.
2.2. Here, we assume (P) = P. Since f−1(P) ∩ f−1((P)) = ∅ and  ◦ f = f ◦ ,
we have (f−1(P)) ∩ f−1(P) = ∅, i.e. X (R) ∩ f−1(P) = ∅.
2.3. Here, we assume (P) = P. Thus,  acts on f−1(P), i.e. f−1(P) has a real
structure. Abusing notation, call  also the restriction to f−1(P) of the corresponding
anti-holomorphic involution. We have X (R)∩f−1(P)=f−1(P)(R). For the case of a
multiple 4ber, see 2.5 below. If the 4ber is of type I1; II; III(A˜1); IV(A˜2) or mI1; m¿ 2,
then there is a particular singular point of f−1(P)red which must be 4xed by  and
hence f−1(P)(R) = ∅. Thus in this case we have X (R) = ∅.
2.3.1. In case I1 the normalization of f−1(P) is a smooth rational curve D and
f−1(P) is obtained from D gluing together two points. Hence in cases I1 and mI1
either f−1(P)(R) is a unique point (the singular point of the reduction of the 4ber) or
topologically it is an eight-4gure, i.e. the union of two circles with a common point.
2.3.2. Now assume that the 4ber f−1(P) is of type II, i.e. it is a cuspidal curve
of arithmetic genus 1. In this case f−1(P)(R) contains the singular point, A, of the
4ber. The normalization, Z , of f−1(P) is a real form of P1 with at least one real
point: the counterimage of A. Thus, Z(R) is a circle. Since the normalization map
Z(C)→ f−1(P)(C) is a homeomorphism, f−1(P)(R) is a circle.
2.3.3. Now assume that the 4ber f−1(P) is of type III(A˜1). Thus it has two irre-
ducible components. If the two irreducible components are exchanged by , then the
set f−1(P)(R) is just a point (the singular point of the 4ber). If each of the two
irreducible components is mapped onto itself by , then  induces a real structure with
non-empty real locus on each irreducible component. Thus in this case f−1(P)(R) is
an eight-4gure, i.e. the union of two circles with a common point (the singular point
of the 4ber).
2.3.4. Now assume that f−1(P) is of type IV(A˜2). Thus f−1(P) has 3 irreducible
components, all of them smooth and rational, passing through a point, A. We have
A∈f−1(P)(R) and hence if an irreducible component, D, of f−1(P) is such that
(D)=D, then D(R) is a circle. Notice that  induces a permutation of the 3 compo-
nents and that 2 induces the identity permutation. Thus either exactly one irreducible
component of f−1(P) is mapped onto itself by  or each irreducible component of
f−1(P) is mapped onto itself by . In the former case f−1(P)(R) is topologically
a circle. In the latter case f−1(P)(R) is topologically the union of 3 circles with a
common point, A.
2.3.5. Now assume that f−1(P) has type II∗(E˜8). We use the notation of Remark 2.1,
case 10. Look at the associated graph (see Table 1). Since this graph has no symmetry
of order two, the involution  maps every irreducible component of the 4ber f−1(P)
onto itself. The irreducible component C9 has a unique point of intersection with the
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other components and hence this point must be real. Thus, C9(R) = ∅. Since C9 ∼=
P1; C9(R) is a circle. Hence, the unique component, C6, of f−1(P) with Ci ∩ C9 = ∅
and i6 8 is 4xed by  and it has a real point. Thus C6(R) is a circle. Then we do the
same for the other components of f−1(P) intersecting C6. And so on. At the end we
obtain that f−1(P)(R) is connected and that topologically it is the union of 9 circles,
each of them corresponding to a node of the graph, while two circles of f−1(P)(R)
intersect if and only if the corresponding nodes are adjacent in the graph; if two circles
of f−1(P)(R) are not disjoint, then they have only one common point.
2.3.6. Now assume that f−1(P) has type III∗(E˜7). Look at case (11) of Remark
2.1. The irreducible component C8 of f−1(P) has a unique point of intersection with
the other components and hence this point (i.e. C4∩C8) must be real. Thus C8(R) = ∅
and C4(R) = ∅. Since C8 ∼= C4 ∼= P1; C8(R) (resp. C4(R)) is a circle. The graph of
the 4ber f−1(P) has an extra symmetry of order 2 (see Table 1). First assume that 
maps onto itself every irreducible component of f−1(P). We may apply the discussion
just made in 2.3.5 for case II∗(E˜8) and obtain in this case that f−1(P)(R) is connected
and that topologically it is the union of 8 circles, each of them corresponding to a node
of the graph, while two circles of f−1(P)(R) intersect if and only if the corresponding
nodes are adjacent in the graph; if two circles of f−1(P)(R) are not disjoint, then they
have only one common point. Now assume that  induces a non-trivial permutation
of the irreducible components of f−1(P). By the form of the graph we obtain that 
maps onto itself exactly two irreducible components of f−1(P): C8 and C4. No real
point of f−1(P) may be contained in Ci for i ∈ {4; 8}. The point C8 ∩C4 is uniquely
determined and hence -invariant. Thus, C8(R) and C4(R) are circles with a common
point, C8 ∩C4. In this case f−1(P)(R) is an eight-4gure, i.e. the union of two circles
with a common point.
2.3.7. Now assume that f−1(P) has type IV∗(E˜6). Look at Table 1 and case 12
of Remark 2.1. First assume that  maps every irreducible component of f−1(P)
onto itself. We may apply the discussion just made in 2.3.5 and 2.3.6 for the cases
II∗(E˜8) and III∗(E˜7) and obtain in this case that f−1(P)(R) is connected and that
topologically it is the union of 7 circles, each of them corresponding to a node of the
graph, while two circles of f−1(P)(R) intersect if and only if the corresponding nodes
are adjacent in the graph; if two circles of f−1(P)(R) are not disjoint, then they have
only one common point. Now assume that  induces a non-trivial permutation # of the
irreducible components of f−1(P). The permutation # induces an order two permutation
$ of {1; 5; 7} and an order two permutation % of {2; 4; 6}, while #(3)=3. Both $ and %
have a 4xed point. Just to 4x the notation we assume $(1) = 1, i.e. (C1) =C1. Since
C2 ∩ C1 = ∅, we obtain %(2) = 2. Hence, $(7) = 5; $(5) = 7; %(4) = 6 and %(6) = 4.
Thus,  maps onto itself exactly 3 irreducible components of f−1(P): C3; C1 and C2.
Furthermore,  induces a permutation of the 3 points C3 ∩ C2; C3 ∩ C4 and C3 ∩ C6.
We have (C3∩C2)=C3∩C2; (C3∩C4)=C3∩C6 and (C3∩C6)=C3∩C6. Hence,
C3∩C2 ∈f−1(P)(R). Hence, f−1(P)(R) is connected and topologically it is the union
of 3 circles, C1(R); C2(R) and C3(R), with card(C1(R) ∩ C2(R)) = card(C2(R) ∩
C3(R)) = 1 and C1(R) ∩ C3(R) = ∅.
2.3.8. Now we assume that f−1(P) is of type I∗0 (D˜4) (case 8) of Remark 2.1. The
curve C3 is -invariant and hence  induces a real structure on C3 ∼= P1. For this real
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structure on C3 either C3(R)= ∅ or C3(R) is a circle. The anti-holomorphic involution
 induces a real structure on Ci if and only if (Ci)=Ci. If (Ci)=Ci for some integer
i = 3 then the point Ci ∩C3 is -invariant and hence Ci ∩C3 ∈Ci(R)∩C3(R). Thus if
(Ci) = Ci for some integer i = 3, then Ci(R) = ∅ and C3(R) = ∅. Furthermore, the
number of indices i∈{1; 2; 4; 5} such that (Ci) = Ci is even. In summary we have
the following possibilities for f−1(P)(R):
(a) ∅;
(b) one circle, C3(R);
(c) union of 3 circles, say C3(R); C1(R) and C2(R), with card(C3(R) ∩ C1(R)) =
card(C3(R) ∩ C2(R)) = 1 and C1(R) ∩ C2(R) = ∅;
(d) union of 5 circles C3(R) and Ci(R); i∈{1; 2; 4; 5}, with card(C3(R)∩Ci(R)) = 1
for every i∈{1; 2; 4; 5} and Ci(R) ∩ Cj(R) = ∅ if {i; j} ⊂ {1; 2; 4; 5} and i = j.
Notice that either f−1(P)(R) = ∅ or f−1(P)(R) is connected.
2.3.9. Now we assume that f−1(P) is of type I∗b (D˜b+4) for some integer b¿ 1 (case
9) of Remark 2.1. Either (Ci) =Cb+6−i for every i with 36 i6 b+ 3 or (Ci) =Ci
for every i with 36 i6 b+3. First assume (Ci)=Ci for every i with 36 i6 b+3.
Thus,  induces a real structure on each curve Ci ∼= P1; 36 i6 b + 3. The point
Cj∩Cj+1; 36 j6 b+2, is -invariant. Thus Ci(R) = ∅ for every i with 36 i6 b+3
and (C3 ∪ · · · ∪Cb+3)(R) is the union of a chain of b+1 circles Ci(R); 36 i6 b+3,
with Ci(R)∩Cj(R) = ∅ if and only if |i−j|6 1 and card(Cj(R)∩Cj+1(R))=1 for every
j with 36 j6 b+2. The involution  induces a permutation of C1∪C2∪Cb+4∪Cb+5
and  induces a real structure on Ci if and only if (Ci)=Ci. We have either (C1)=C1
and (C2) = C2 or (C1) = C2 and (C2) = C1. We have either (Cb+4) = Cb+4 and
(Cb+5) = Cb+5 or (Cb+4) = Cb+5 and (Cb+5) = Cb+4. Hence, an even number of
curves Ci; i∈{1; 2; b + 3; b + 4}, is -invariants. The points C1 ∩ C3 = C2 ∩ C3 and
Cb+4 ∩ Cb+3 = Cb+5 ∩ Cb+3 are -invariant. Thus, if C1 and C2 (resp. Cb+4 and Cb+5)
are -invariant, then C1(R) = ∅ and C2(R) = ∅ (resp. Cb+4(R) = ∅ and Cb+5(R) = ∅).
Thus, f−1(P)(R) is connected and it is the union of b+ 1 or b+ 3 or b+ 5 circles.
Now assume (Ci)=Cb+6−i for every i with 36 i6 b+3. We always have (Ci) = i
for every i∈{1; 2; b + 4; b + 5}. If b is odd we have (Ci) = Ci for every i and
f−1(P)(R) = ∅. If b is even we have (Ci) = Ci if and only if i = (b + 6)=2. Thus
f−1(P)(R) = C(b+6)=2(R) and either f−1(P)(R) = ∅ or f−1(P)(R) is a circle. Notice
that f−1(P)(R) is always connected in this case.
2.3.10. Now we assume that f−1(P) is of type Ib(A˜b−1); b¿ 2 (cases (5) and (7)
of Remark 2.1. The involution  induces a permutation  of {1; : : : ; b + 1} such that
(Ci)=C(i) for every i. For any integer x, set (x)= (i), where i is the only integer
with 16 i6 b+1 and x ≡ imod (b+1). If (i) = i for every i, then f−1(P)(R)= ∅;
this case may occur. Assume the existence of j∈{1; : : : ; b + 1} with  (j) = j. Since
the graph of f−1(P) is a cycle, either (j − 1) ≡ j − 1mod (b + 1) and (j + 1) ≡
j + 1mod (b + 1) or (j − 1) ≡ j + 1mod (b + 1) and (j + 1) ≡ j − 1mod (b + 1).
In the latter case (i) = i if and only if i = j; we have f−1(P)(R) = Cj(R) and
hence either f−1(P)(R) = ∅ or f−1(P)(R) is a circle. In the former case (i) = i for
every i∈{1; : : : ; b} and all points Cu ∩Cu+1; u∈{0; : : : ; b}, are -invariant; thus either
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f−1(P)(R)=∅ of f−1(P)(R) is connected and the union of b circles Ci(R); 16 i6 b,
with card(Ci(R) ∩ Cj(R))6 1 for all pairs i; j with i = j and Ci(R) ∩ Cj(R) = ∅ if
and only if either |i − j|6 1 or {i; j}= {1; b}.
2.4. Here, we consider the case of a real smooth 4ber of f, say f−1(Q) with
Q∈ (U\S)(R). Thus, f−1(Q) is a smooth curve of genus one whose equation has
real coeJcients. Either f−1(Q)(R)= ∅ or f−1(Q)(R) is a circle or f−1(Q)(R) is the
disjoint union of two circles.
2.5. Here, we consider the case of a multiple 4ber f−1(Q). If (Q) = Q, then
obviously f−1(Q) ∩ X (R) = ∅. If (Q) = Q, then f−1(Q)(R) = f−1(Q)red(R). If
f−1(Q) is of type mI0, then f−1(Q)red is a smooth curve of genus one and hence
either f−1(Q)red(R) = ∅ or f−1(Q)red(R) is a circle or f−1(Q)red(R) is the disjoint
union of two circles. If f−1(Q) is of type mI1, then f−1(Q)red(R) is a eight-4gure
(see (2.3.1)). If f−1(Q) is of type mIb(A˜b−1); b¿ 2, see (2.3.10).
2.6. Following and/or modifying the constructions of [5, Section 8; 1, pp. 151], we
will show that all con4gurations described in (2.2)–(2.5) do occur:
2.6.1. Here, we consider the case of a smooth real 4ber f−1(Q). In [1, p. 151], there
is a construction of a minimal elliptic 4bration with a section with variable j-invariant;
on each 4ber take the value of the section as origin and use this choice of the origin
to de4ne the j-invariant. In particular, for in4nitely many real values of j we obtain
real 4bers whose real locus has one connected component and for in4nitely many real
values of j we obtain real 4bers whose real locus has two connected components. The
same construction gives a pair of 4bers exchanged by the anti-holomorphic involution.
To obtain smooth real 4bers without real points we use the following construction.
Take homogeneous coordinates x0; x1 and x2 on P2 and 4x a real number a = 0.
Set Y := {((x0; x1; x2); t)∈P2 × (C \ {−a; a; 0}): x22x20 =−(x21 + a2x20)(x21 + t2x20)} and
let u :Y → C \ {−a; a; 0} be the proper holomorphic map induced by the projection
P2×C\{−a; a; 0} → C\{−a; a; 0}. For every t ∈C\{−a; a; 0} the curve Y (t) := u−1(t)
is a singular plane quartic with the point (0;0;1) as only singular point (an ordinary
tacnode). Call X (t) the normalization of Y (t). X (t) is a smooth elliptic curve because
the projection of P2 from the point (0;0;1) onto the line {x2 = 0} induces a degree 2
morphism X (t)→ P1 rami4ed exactly over the 4 points x1 = iax0; x1 =−iax0; x1 = itx0
and x1 = −itx0. Hence, calling X the normalization of Y ∩ (P2 × (C \ {−a; a; 0})),
the map u induces a degree 2 morphism f :X → C \ {−a; a; 0} whose 4bers are
smooth elliptic curves. If t ∈R \ {0], then f−1(t) is de4ned over R and it has no real
point because f−1(t) has the point (0;0;1) as only real point. Alternatively, an open
-invariant subset U (t) of X (t) with X (t) \ U (t) 4nite is given by the aJne plane
curve U (t) := {(x; y)∈C2: y2 =−(x2 + a2)(x2 + t2)} and the involution  on U (t) is
induced by the usual complex structure on C2 with R2 as real part.
2.6.2. Take homogeneous coordinates x0; x1 and x2 on P2. Set X := {((x0; x1; x2); t)∈
P2×C: x0x22 = x31 + tx30} and Y := {((x0; x1; x2); t)∈P2×C: x0x22 = x31 + x0x21 + tx30}. Let
f :X → C and h :Y → C be the proper holomorphic maps induced by the projection
P2 × C → C. For t = 0 the real elliptic 4bration f has a 4ber of type II, while the
real elliptic 4bration h has a 4ber of type I1.




III∗(E˜7) or IV∗(E˜6) with any real structure. We do not know how to obtain explicitely
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all real forms described in (2.3). Take a curve D isomorphic to the real 4ber we are
looking for. The versal deformation space of D as complex curve is smooth and de4ned
over R. Take a slice of the versal deformation space to obtain a germ of real elliptic
4bration de4ned over R.
2.7. Let f :X → U be a relatively minimal elliptic 4bration de4ned over R. Fix
P ∈U (R) and assume that f−1(P) is not a multiple 4ber. Here we will describe the
points of f−1(P)(R) at which the diLerential of f vanishes.
2.7.1. If f−1(P) is a smooth 4ber (type I0), then there is no such real critical point.
2.7.2. If f−1(P) has type I1; II; III(A˜1) or IV(A˜2) there is exactly one such real
critical point, A; if f−1(P) has III(A˜1), then either f−1(P)(R) = {A} or the two
circles of f−1(P)(R) have A as their intersection; if f−1(P) has type IV(A˜2), then
every circle of f−1(P)(R) contains A.
2.7.3. If f−1(P) has type I∗0 (D˜4); I
∗
b (D˜b+4); II
∗(E˜8); III∗(E˜7) or IV∗(E˜6) the real crit-
ical points of the 4ber are exactly the points of f−1(P)(R) contained in at least two
circles of f−1(P)(R).
Notice that, except in the subcase of type III(A˜1) in which f−1(P)(R) is a unique
point, each point of f contained in f−1(P)(R) is the limit of non-critical points of f
contained in f−1(P)(R).
Proof of Theorem 1.1. First, assume that f is relatively minimal (i.e. X = Y ) and
z = 0. Every connected component of X (R) (resp. U (R)) is a two-dimensional (resp.
one-dimensional) diLerential manifold. Fix P ∈U (R) such that the 4ber f−1(P) is sin-
gular but not a multiple 4ber; if f−1(P) has type III(A˜1) assume also that f−1(P)(R)
is not a unique point. Take A∈f−1(P)(R) such that A is a critical point of f and let
T be the connected component of X (R) with A∈T . By the last part of (2.7) f(T )
contains a neighborhood of P in U (R). Since T is compact, f(T ) is an open and
closed subset of U (R), i.e. one of the x connected components of U (R) which inter-
sect f(X (R)). Since the real locus of a smooth 4ber of f has at most two connected
components, we conclude in this case. Now assume X =Y and z¿ 0. Every connected
component of U (R) is topologically a circle. Hence for every connected component
T of X (R), either f(T ) is a connected component of U (R) or it has two boundary
points. Each such boundary point must correspond to a 4ber of type III(A˜1) whose
real locus is a unique point, A. Since X (R) is smooth, each such point A belongs
to a unique connected component of X (R). Thus we conclude in this case. Now as-
sume X = Y . Since X (R) and Y (R) have the same number of connected components
[6, Theorem 1.5 and part (B) of Theorem 1.8] or [7, Proposition 6.4], the proof is
over.
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