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NOMBRES DE BERNOULLI ET UNE FORMULE DE RAMANUJAN
Oleg Ogievetsky1 et Vadim Schechtman2
Re´sume´
Dans la premie`re partie de cet article, on e´tablit une liaison e´troite entre la
formule de Euler - Maclaurin et l’e´quation fonctionelle de Rota - Baxter ; ces deux
choses e´tant plus ou moins e´quivalentes.
Dans la deuxie`me partie, on pre´sente une simple de´monstration d’une formule de
Ramanujan sur la sommation de certaines se´ries exponentielles. Ceci a fait l’objet
d’un expose´ a` Toulouse, en mai 2007.
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2Premie`re Partie
E´QUATION DE ROTA - BAXTER
ET FORMULE SOMMATOIRE D’EULER - MACLAURIN
§1. De´finition de Jacob Bernoulli
1.1. Les nombres qu’A. de Moivre, puis Euler, ont appele´s nombres de Bernoulli,
ont e´te´s introduits par Jacob I Bernoulli (1655 - 1705), dans son livre Ars Con-
jectandi sur les probabilite´s, cf. [B], Pars secunda, Caput III, pp. 97 - 98. Ce livre
a e´te´ publie´ en 1713, quand Euler avait 6 ans (Euler fut un e´le`ve du fre`re de Jacob,
Johann, et un ami de ses deux fils, Nicolas et Daniel).
Bernoulli commence par un calcul de polynoˆmes qu’il de´signe par
∫
nr ; nous
convenons de la notation
Sr(n) = 1
r + 2r + . . .+ nr
La me´thode de calcul est base´e sur le triangle de Pascal (qui a` l’e´poque a servi
pour la de´finition des numerorum figuratorum, alias coefficients binomiaux). Cette
me´thode e´tait de´ja` connue de Pierre de Fermat.
Voici ce qu’e´crit Bernoulli :
”... Atque si porro` ad altiores gradatim potestates pergere, levique negotio
sequentem adornare laterculum licet :
Summae Potestatum∫
n = 12nn+
1
2n∫
nn = 13n
3 + 12nn+
1
6n∫
n3 = 14n
4 + 12n
3 + 14nn∫
n4 = 15n
5 + 12n
4 + 13n
3 − 130n∫
n5 = 16n
6 + 12n
5 + 512n
4 − 112nn∫
n6 = 17n
7 + 12n
6 + 12n
5 − 16n3 + 142n∫
n7 = 18n
8 + 12n
7 + 712n
6 − 724n4 + 112nn∫
n8 = 19n
9 + 12n
8 + 23n
7 − 715n5 + 29n3 − 130n
3∫
n9 = 110n
10 + 12n
9 + 34n
8 − 710n6 + 12n4 − 112nn∫
n10 = 111n
11 + 12n
10 + 56n
9 − 1 n7 + 1 n5 − 12n3 + 566n
Quin imo` qui legem progressionis inibi attentuis ensperexit, eundem etiam con-
tinuare poterit absque his ratiociniorum ambabimus : Sumtaˆ enim c pro potestatis
cujuslibet exponente, fit summa omnium nc seu
∫
nc =
1
c+ 1
nc+1 +
1
2
nc +
c
2
Anc−1 +
c · c− 1 · c− 2
2 · 3 · 4 Bn
c−3
+
c · c− 1 · c− 2 · c− 3 · c− 4
2 · 3 · 4 · 5 · 6 Cn
c−5
+
c · c− 1 · c− 2 · c− 3 · c− 4 · c− 5 · c− 6
2 · 3 · 4 · 5 · 6 · 7 · 8 Dn
c−7 . . .& ita deinceps,
exponentem potestatis ipsius n continue´ minuendo binario, quosque perveniatur ad
n vel nn. Literae capitales A,B,C,D & c. ordine denotant coe¨fficientes ultimorum
terminorum pro
∫
nn,
∫
n4,
∫
n6,
∫
n8, & c. nempe
A =
1
6
, B = − 1
30
, C =
1
42
, D = − 1
30
.
Sunt autem hi coefficientes ita comparati, ut singuli cum caeteris sui ordinis coe¨ffi-
cientibus complere debeant unitatem ; sic D valere diximus −1/30,
quia
1
9
+
1
2
+
2
3
− 7
15
+
2
9
(+D)− 1
30
= 1.
Huius laterculi beneficio intra semi-quadrantem horae reperi, quo`d potestates dec-
ime sive quadrato-sursolida mille primorum numerorum ab unitate in summam
collecta efficiunt
91 409 924 241 424 243 424 241 924 242 500.”
1.2. De´finissons les nombres bn par la se´rie ge´ne´ratrice
S
1− e−S =
∞∑
n=0
bn
n!
Sn = 1 +
S
2
+
∞∑
p=1
b2p
(2p)!
S2p .
On remarque que
S
eS − 1 = 1−
S
2
+
∞∑
p=1
b2p
(2p)!
S2p .
Voici les premiers valeurs :
b2 =
1
6
, b4 = − 1
30
, b6 =
1
42
, b8 = − 1
30
,
b10 =
5
66
, b12 = − 691
2730
, b14 =
7
6
.
41.3. On verra plus bas que Sr(n) est la valeur en x = n du polynoˆme
Sr(x) =
xr+1
r + 1
+
xr
2
+
∑
1≤p<(r+1)/2
(
r
2p− 1
)
b2p
2p
xr−2p+1 .
Autrement dit,
S′r(x) = Br(x) =
r∑
p=0
(
r
p
)
bpx
r−p, Sr(0) = 0 .
§2. Une primitive et l’e´quation de Rota-Baxter homoge`ne
2.1. Soit A une alge`bre de fonctions f(x) ”raisonnables”, par exemple l’alge`bre
des polynoˆmes R[x] ou l’alge`bre des fonctions de´rivables. On de´signe par D l’ope´-
rateur de de´rivation sur A, et par I l’ope´rateur
I(f)(x) =
∫ x
0
f(t)dt .
Il est clair que DI = id. En revanche,
ID(f)(x) = f(x)− f(0) .
2.2. Lemme. L’ope´rateur I satisfait l’e´quation
I(f)I(g) = I(I(f)g + fI(g)) . (RBH)
Premie`re preuve. Les de´rive´es des deux coˆte´s coˆıncident puisque DI = id. De
plus, les valeurs des deux coˆte´s en 0 sont 0, d’ou` l’assertion.
Seconde preuve. Conside´rez l’inte´grale de la fonction de deux variables f(t)g(u)
sur le carre´ [0, x]2 ; puis coupez ce carre´ en deux triangles.
L’e´quation (RBH) sera appele´e e´quation de Rota-Baxter homoge`ne, cf. [Ro].
5§3. Une primitive discre`te et l’e´quation de Rota - Baxter non-homoge`ne
3.1. E´tant donne´e une fonction f : N −→ R de´finissons sa ”primitive discre`te”
B(f) : N −→ R par
B(f)(n) =
n∑
i=1
f(i) .
3.2. Lemme. L’ope´rateur B satisfait l’e´quation
B(fg) +B(f)B(g) = B(B(f)g + fB(g)) . (RB)
En effet, la valeur du premier membre de (RB) en n est
n∑
i=1
f(i)g(i) +
n∑
i=1
f(i) ·
n∑
j=1
g(j) .
Donc c’est un carre´ n × n, avec la diagonale double´e. D’autre part, le deuxie`me
membre est
n∑
i=1
{ i∑
j=1
f(j)g(i) +
i∑
j=1
f(i)g(j)
}
.
Il est aise´ de voir que les deux expressions sont e´gales, en interpretant chaque terme∑i
j=1 f(j)g(i)+
∑i
j=1 f(i)g(j) comme un chemin (de forme Γ) dans le meˆme carre´.
3.3. Il est clair qu’on peut conside´rer l’anneau de polynoˆmes R[x] comme un
sous-anneau de l’anneau NR des applications f : N −→ R.
Lemme (Bernoulli). B(R[x]) ⊂ R[x].
En effet, on peut calculer les polynoˆmes Sr(x) := B(x
r) par re´currence, en
utilisant (RB) :
On a B(1)(n) = n, donc B(1) = x. Ensuite,
B(1 · 1) +B(1)B(1) = B(B(1)1 + 1B(1)),
i.e.
x+ x2 = 2B(x),
d’ou` B(x) = (x2 + x)/2.
Ensuite,
B(1 · x) +B(1)B(x) = B(B(1)x + 1B(x)),
i.e.
x2 + x
2
+
x3 + x2
2
= B(x2 +
x2 + x
2
) =
1
2
B(3x2 + x) =
3
2
B(x2) +
x2 + x
4
,
d’ou`
B(x2) =
x3
3
+
x2
2
+
x
6
,
6cf. 1.1. Ainsi, les B(xi) pour i ≤ r e´tant connus, on obtient B(xr+1) en appliquant
(RB) avec f = 1, g = xr , ce qui prouve le lemme.
3.4. Soit A une alge`bre associative munie d’un ope´rateur line´aire B : A −→ A
ve´rifiant
µB(fg) +B(f)B(g) = B(B(f)g + fB(g)) (RB)
(µ est un nombre). On introduit sur B une autre multiplication
f ∗ g = B(f)g + fB(g)− µfg .
En l’utilisant, on peut re´ecrire (RB) sous la forme e´quivalente
B(f ∗ g) = B(f)B(g) . (RB)′
Autrement dit, B est un ope´rateur entrelac¸ant deux multiplications.
3.5. Lemme. La multiplication ∗ est associative.
Se ve´rifie aisement a` l’aide de (RB)′.
3.6. Lemme. L’ope´rateur B satisfiait a` (RB) pour ∗ :
µB(f ∗ g) +B(f) ∗B(g) = B(B(f) ∗ g + f ∗B(g)) .
En effet,
B(f ∗ g) +B(f) ∗B(g) = B2(f)B(g) +B(f)B2(g) .
D’un autre coˆte´, d’apre`s (RB)′, on a B(B(f) ∗ g)) = B2(f)B(g) et B(f ∗ B(g)) =
B(f)B2(g), d’ou` l’assertion.
7§4. Formule sommatoire d’Euler - Maclaurin
4.1. Soit A une alge`bre commutative munie d’une de´rivationD et d’un ope´rateur
I : A −→ A (”une primitive”) tel que DI = idA et satisfaisant
I(f)I(g) = I(I(f)g + fI(g)) . (RBH)
On veut construire un ope´rateur B : A −→ A (”une primitive discre`te”) de la
forme
B = I(1 + β1D + β2D
2 + . . . ), βi ∈ R , (4.1.1)
qui satisfait
B(fg) +B(f)B(g) = B(B(f)g + fB(g)) . (RB)
Essayons de trouver un par un les coefficients inconnus βi, de l’e´quation (RB).
4.2. On a a` gauche :
B(fg) = I(fg) + β1ID(fg) + β2ID
2(fg) + . . .
= I(fg) + β1I(Df · g + f ·Dg) + β2I(D2f · g + 2Df ·Dg + f ·D2g) + . . .
Ensuite,
B(f)B(g) = (I(f)+β1ID(f)+β2ID
2(f)+ . . . ) · (I(g)+β1ID(g)+β2ID2(g)+ . . . )
= I(f)I(g) + β1(ID(f)I(g) + I(f)ID(g))
+β2(ID
2(f)I(g) + I(f)ID2(g)) + β21ID(f)ID(g) + . . .
= I{I(f)g + fI(g)}
+β1I
{
ID(f)g +DfI(g) + I(f)Dg + fID(g)
}
+β2I
{
ID2(f)g +D2(f)I(g) + I(f)D2g + fID2(g)}
+β21I
{
ID(f)D(g) +D(f)ID(g)}+ . . .
4.3. A` droite :
B(B(f)g + fB(g))
= I
{
I(f)g + fI(g) + β1(ID(f)g + f · ID(g)) + β2(ID2(f)g + f · ID2(g)) + . . .
}
+β1ID
{
I(f)g + fI(g) + β1(ID(f)g + f · ID(g)) + . . .
}
+β2ID
2
{
I(f)g + fI(g) + . . .
}
+ . . .
= I
{
I(f)g + fI(g) + β1(ID(f)g + f · ID(g)) + β2(ID2(f)g + f · ID2(g)) + . . .
}
8+β1I
{
fg + I(f)D(g) +D(f)I(g) + fg
}
+β21I
{
D(f)g + ID(f)D(g) +D(f)ID(g) + fD(g)
}
+β2I
{
D(f)g + 2fD(g) + I(f)D2(g) +D2(f)I(g) + 2D(f)g + fD(g)
}
+ . . .
(on a garde´ les termes d’ordre ≤ 2 en D).
4.4. En re´alisant l’e´quation, les seuls termes qui surviennent sont : I(fg), ce
qui donne
1 = 2β1, (4.4.1)
i.e. β1 = 1/2 = −b1 ; puis,
I(D(f)g + fD(g)), qui donne
β1 = 3β2 + β
2
1 , (4.4.2)
d’ou`
β2 =
1
12
=
1
2 · 6 .
De la meˆme manie`re, les calculs a` l’ordre 3 fournissent la valeur β3 = 0. Ils donnent
a` l’ordre 4, en regardant les termes I(D3(f)g + fD3(g)) (et aussi I(2D2(f)D(g) +
2D(f)D2(g))), la re´lation
0 = 5β4 + β
2
2 , (4.4.3)
d’ou`
β4 = −β
2
2
5
= − 1
5 · 144 = −
1
4! · 30 .
Ceci nous ame`ne a` l’ide´e que
βn =
bn
n!
, n ≥ 2.
Autrement dit, on attend que la se´rie ge´ne´ratrice des nombres βn soit
S
1− e−S =
∞∑
n=0
βnS
n .
4.5. E´crivons la se´rie (4.1.1) comme
B = Iµ,
ou` µ = µ(D) ∈ R[[D]], µ(0) = 1. L’e´quation (RB) s’e´crit alors :
Iµ(f)Iµ(g) + Iµ(fg) = Iµ(Iµ(f) · g + f · Iµ(g)) .
On pose : µ(f) = a, µ(g) = b, ν = µ−1, donc f = ν(a), g = ν(b). On obtient :
Ia · Ib+ Iµ(ν(a)ν(b)) = Iµ(Ia · ν(b) + ν(a)Ib) .
9On multiplie les deux coˆte´s par νD (en prenant en compte le fait que DI = id) :
ν(aIb+ Ia · b) + ν(a)ν(b) = Ia · ν(b) + ν(a)Ib .
Ensuite, on pose Ia = α, Ib = β, donc a = Dα, b = Dβ :
νD(αβ) + νD(α)νD(β) = ανD(β) + νD(α)β .
Il s’en suit que si l’on pose κ = 1− νD, alors
κ(αβ) = κ(α)κ(β) . (4.5.1)
Il est clair que κ(1) = 1.
4.6. Maintenant supposons que notre alge`bre A est l’anneau de polynoˆmes
A = R[x]. L’identite´ (4.5.1) implique que κ est un automorphisme de A, donc il est
de la forme κ(x) = Ex+ F .
De plus, on impose une condition de normalisation
B(1) = x, (4.6.1)
d’ou` Iµ(1) = x, donc µ(1) = 1, donc ν(1) = 1, d’ou`
κ(x) = (1 − νD)(x) = x− 1 .
Il vient que κ = e−D, d’ou` νD = 1− e−D, ν = (1− e−D)D−1, donc
µ(D) =
D
1− e−D ,
comme attendue. Donc
B =
ID
1− e−D . (4.6.2)
4.7. Explicitement, on a :
ID
1− e−D = I +
ID
2
+
∞∑
p=1
b2p
(2p)!
ID2p .
Maintenant, pour f(x) ∈ R[x] on a
ID(f)(x) = f(x)− f(0),
donc
ID
1− e−D (f)(x) =
∫ n
0
f(t)dt+
1
2
(f(x)−f(0))+
∞∑
p=1
b2p
(2p)!
(f (2p−1)(x)−f (2p−1)(0)) .
On a montre´ que cet ope´rateur ve´rifie (RB) et (4.6.1), or, il n’existe qu’un seul
ope´rateur de la sorte (l’unicite´ se voit tout de suite par re´currence), celui qui a`
f ∈ R[x] fait correspondre B(f) ∈ R[x] tel que B(f)(n) =∑ni=1 f(i).
10
Il vient le
4.8. The´ore`me (Euler - Maclaurin). Pour tout f ∈ R[x] et n ∈ N on a
f(1) + f(2) + . . .+ f(n)
=
∫ n
0
f(t)dt+
1
2
(f(n)− f(0)) +
∞∑
p=1
b2p
(2p)!
(f (2p−1)(n)− f (2p−1)(0)) .
En l’appliquant a` f(x) = xr, on obtient
1r + 2r + . . .+ nr = Sr(n),
ou` le polynoˆme Sr(x) est de´fini par
Sr(x) =
xr+1
r + 1
+
xr
2
+
∑
1≤p<(r+1)/2
(
r
2p− 1
)
b2p
2p
xr−2p+1 .
4.9. Appliquons (RB) a` f = 1, g = xr :
B(xr) + xB(xr) = B(xr+1 +B(xr)),
i.e.
B(xr+1) = (x + 1)B(xr)−B(B(xr)) .
Cette identite´ est e´quivalente a` une identite´ classique pour les nombres de Bernoulli :
(2n+ 1)b2n = −
n−1∑
p=1
(
2n
2p
)
b2pb2n−2p,
cf. [Bo], Ch. VI, §2, Exercice 2) ; [R] (c’est le premier article publie´ de Ramanujan).
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Deuxie`me Partie
UNE FORMULE DE RAMANUJAN
§1. Fonction η de Dedekind
1.1. Il semble que Riemann ait lu assez attentivement les Fundamenta de Ja-
cobi. Dans les papiers de Riemann, on a trouve´ un Additamentum ad §um 40 de
”Fundamenta”, [R]. Richard Dedekind a e´crit un commentaire sur ces fragments,
[D], ou` il introduit la fonction η(τ) :
η(τ) = q1/24
∞∏
n=1
(1− qn), q = e2πiτ , (1.1.1)
ou` |q| < 1, i.e. ℑτ > 0, et e´tudie sa loi de transformation par rapport aux trans-
formations de Moebius τ 7→ (aτ + b)/(cτ + d). Le the´ore`me suivant en est un cas
particulier.
1.2. The´ore`me. La fonction η(τ) satisfait l’e´quation
η(−1/τ) =
√
τ/iη(τ) . (1.2.1)
De´monstration, d’apre`s Carl Ludwig Siegel, [S]. En prenant le logarithme naturel,
πiτ
12
− log η(τ) = −
∞∑
n=1
log(1− qn) =
∞∑
n,m=1
qnm
m
=
∞∑
m=1
1
m(q−m − 1) .
Prenons le logarithme de (1.2.1) :
log η(−1/τ) = 1
2
log(τ/i) + log η(τ),
ou
πiτ
12
− log η(τ) = −πiτ
−1
12
− log η(−1/τ) + 1
2
log(τ/i) +
πi(τ + τ−1)
12
.
Donc (1.2.1) est e´quivalente a` :
1
2
log(τ/i) +
πi(τ + τ−1)
12
=
∞∑
m=1
1
m
(
1
e−2πimτ − 1 −
1
e2πim/τ − 1
)
. (1.2.2)
12
1.3. Une fonction inte´ressante : cot z. On pose y = eiz . Alors :
cot z =
cos z
sin z
= − (y
−1 + y)/2
(y−1 − y)/2i = −i ·
y−1 + y
y−1 − y = i ·
y + y−1
y − y−1
= −i ·
(
1 +
2
y−2 − 1
)
= i ·
(
1 +
2
y2 − 1
)
. (1.3.1)
Donc limy→0 cot z = −i et limy→∞ cot z = i. De la` :
lim
n→∞
cot((n+ 1/2)z) = −i si ℑz > 0 (1.3.2a)
et
lim
n→∞
cot((n+ 1/2)z) = i si ℑz < 0 . (1.3.2b)
1.4. On pose f(z) = cot z cot z/τ et on conside`re la fonction gn(z) = z
−1f(νz)
ou` ν = (n+ 1/2)π, n = 0, 1, . . . Soit C le contour du parallelogramme de sommets
1, τ,−1,−τ .
Quels sont les poˆles de gn(z)? On a :
gn(z) =
cos νz
z sin νz
· cos νz/τ
sin νz/τ
.
Donc on a :
(a) des poˆles simples en z = ±πm/ν, m = 1, 2, . . . , avec les re´sidus
resz=±πm/ν gn(z) =
cot(πm/τ)
πm
;
(b) des poˆles simples en z = ±πmτ/ν, m = 1, 2, . . . , avec les re´sidus
resz=±πmτ/ν gn(z) =
cot(πmτ)
πm
.
(c) Enfin, en z = 0 on a :
gn(z) =
1
z
· 1
νz
· τ
νz
· 1− ν
2z2/2 + . . .
1− ν2z2/6 + . . . ·
1− ν2z2/2τ2 + . . .
1− ν2z2/6τ2 + . . .
=
τ
ν2z3
·
(
1− ν
2z2
3
+ . . .
)
·
(
1− ν
2z2
3τ2
+ . . .
)
=
τ
ν2z3
·
(
1− ν
2z2
3
· (1 + τ−2) + . . .
)
,
d’ou`
resz=0 gn(z) = −τ + τ
−1
3
.
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Par la formule des re´sidus de Cauchy,
1
2πi
∫
C
f(νz)
dz
z
= −τ + τ
−1
3
+
2
π
n∑
m=1
1
m
(cotπmτ + cotπm/τ) .
On remarque que
cotπmτ + cotπm/τ = −2i
(
1
e−2πimτ − 1 −
1
e2πim/τ − 1
)
,
cf. (1.3.1), d’ou`
∫
C
f(νz)
dz
z
= −2πi(τ + τ
−1)
3
+8
n∑
m=1
1
m
(
1
e−2πimτ − 1 −
1
e2πim/τ − 1
)
. (1.4.1)
1.5. Maintenant faisons tendre n a` l’infini dans (1.4.1). Soit ℓ1 = {ℑz = 0} et
ℓ2 la droite qui passe par 0 et τ . D’apre`s (1.3.2a,b),
limn→∞ cot νz = −i si z est au-dessus de ℓ1 ; limn→∞ cot νz = i si z est au-
dessous de ℓ1 et
limn→∞ cot νz/τ = i si z est a` droite de ℓ2 ; limn→∞ cot νz/τ = −i si z est a`
gauche de ℓ2.
Il s’en suit que sur le coˆte´ (1, τ) de C (sans les sommets) la valeur limite
limn→∞ cot νz cot νz/τ = −i · i = 1.
De meˆme, sur les coˆte´s (τ,−1), (−1,−τ) et (−τ, 1) les valeurs limites sont
−1, 1,−1.
De la`,
lim
n→∞
∫
C
f(νz)
dz
z
=
(∫ τ
1
−
∫ −1
τ
+
∫ −τ
−1
−
∫ 1
−τ
)
dz
z
= log τ−π+log τ+log(−τ)−π−2π+log(−τ) = 4 log τ−2π = 4 log(τ/i) . (1.5.1)
Donc en passant a` la limite n→∞ dans (1.4.1), on obtient :
4 log(τ/i) +
2πi(τ + τ−1)
3
= 8
n∑
m=1
1
m
(
1
e−2πimτ − 1 −
1
e2πim/τ − 1
)
.
En divisant par 8, on obtient la formule cherche´e (1.2.2), QED.
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§2. Une formule de Schlo¨milch
2.1. The´ore`me, [Sch], [Ram].
∞∑
n=1
n
e2πn − 1 =
1
24
− 1
8π
. (2.1.1)
2.2. De´monstration de Srinivasa Ramanujan, [Ram], (18), p. 32. On prend
τ = ia dans (1.2.1), ou` a est un nombre re´el, a > 0 :
e−π/12a
∞∏
n=1
(1− e−2πn/a) = √a · e−πa/12
∞∏
n=1
(1 − e−2πna) .
En prenant le logarithme,
− π
12a
+
∞∑
n=1
log(1− e−2πn/a) = log a
2
− πa
12
+
∞∑
n=1
log(1− e−2πna) .
En prenant la de´rive´e,
π
12a2
−
∞∑
n=1
(2πn/a2) · e−2πn/a
1− e−2πn/a =
1
2a
− π
12
+
∞∑
n=1
2πne−2πn/a
1− e−2πna ,
ou bien
π
12
(a−2 + 1)− 1
2a
= 2π
∞∑
n=1
n ·
(
a−2
e2πn/a − 1 +
1
e2πna − 1
)
. (2.2.1)
Sous une forme plus syme´trique,
π(a−1 + a)
12
− 1
2
= 2π
∞∑
n=1
(
n/a
e2πn/a − 1 +
na
e2πna − 1
)
. (2.2.2)
En posant a = 1, on arrive a` (2.1.1).
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§3. De´veloppements eule´riens de sin et de cot
3.1. On suit Bourbaki, [B], Chapitre VI, §2.
Lemme. On a pour n ∈ Z, n > 0 :
sinnz = 2n−1
n−1∏
k=0
sin(z + kπ/n) .
En effet,
sinnz =
1
2i
(einz − e−inz) = e
−inz
2i
(e2inz − 1)
=
e−inz
2i
n−1∏
p=0
(e2iz − e−2πip/n) = 1
2i
n−1∏
p=0
(eiz − e−iz−2πip/n)
= (2i)n−1
n−1∏
p=0
e−πip/n
n−1∏
p=0
eiz+πip/n − e−iz−πip/n
2i
.
Or,
(2i)n−1
n−1∏
p=0
e−πip/n = (2i)n−1e−πi/n·
Pn−1
p=0 p = (2i)n−1e−πi(n−1)/2 = 2n−1,
d’ou` l’assertion.
3.2. En divisant par sin z et en faisant tendre z vers 0, on obtient
n−1∏
p=0
sin(pπ/n) = n21−n .
3.3. Soit n = 2m+ 1 impair. On a : sin(n(z + π/2)) = sin(nz + π/2 +mπ) =
(−1)m cosnz, d’ou`, en remplac¸ant z par z + π/2 dans 3.1,
cosnz = (−1)m2n−1
n−1∏
p=0
cos(z + pπ/n),
donc
cotnz = (−1)m2n−1
n−1∏
p=0
cot(z + pπ/n),
que l’on peut re´e´crire comme
cotnz = (−1)m2n−1
m∏
p=−m
cot(z − pπ/n) . (3.3.1)
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3.4. On a :
cot(a+ b) =
cos(a+ b)
sin(a+ b)
=
cos a cos b− sin a sin b
sina cos b+ cos a sin b
=
1− tan a tan b
tana+ tan b
.
Donc
cotnz = (−1)m2n−1
m∏
p=−m
1 + tan z tan(pπ/n)
tan z − tan(pπ/n) .
Ceci est une fraction rationelle dont le nume´rateur est de degre´ n− 1 en u = tan z
et le de´nominateur est de degre´ n, ayant les racines simples. Il s’en suit qu’on peut
e´crire une de´composition en e´le´ments simples :
cotnz =
m∑
p=−m
ap
u− tan(pπ/n)
avec
ap = lim
z→pπ/n
cotnz · (tan z − tan(pπ/n))
= lim
z→pπ/n
cosnz
sinnz
· sin(z − pπ/n)
cos z cos(pπ/n)
=
1
cos2(pπ/n)
lim
h→0
cos(nh+ pπ) sinh
sin(nh+ pπ)
=
1
cos2(pπ/n)
lim
h→0
(−1)p sinh
(−1)p sinnh
=
1
n cos2(pπ/n)
.
Donc
cotnz =
m∑
p=−m
1
n cos2(pπ/n)(tan z − tan(pπ/n)) .
En remplac¸ant z par z/n,
cot z =
m∑
p=−m
1
n cos2(pπ/n)(tan(z/n)− tan(pπ/n))
=
1
n tan(z/n)
+
m∑
p=1
1
n cos2(pπ/n)
· 2 tan(z/n)
tan2(z/n)− tan2(pπ/n)
=
1
n tan(z/n)
+
m∑
p=1
· 2n tan(z/n)
cos2(pπ/n)(n tan(z/n))2 − (n sin(pπ/n))2 .
On a donc de´montre´ le
3.5. The´ore`me. Pour tout n = 2m+ 1 impair
cot z =
1
n tan(z/n)
+
m∑
p=1
· 2n tan(z/n)
cos2(pπ/n)(n tan(z/n))2 − (n sin(pπ/n))2 .
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En faisant m→∞, on arrive a` :
3.6. The´ore`me.
cot z =
1
z
+
∞∑
p=1
2z
z2 − p2π2 .
3.7. Revenons au de´veloppement de sinus 3.1. Supposons toujours que n =
2m+ 1 est impair. Alors 3.1 peut s’e´crire
sinnz = (−1)m2n−1
m∏
p=−m
sin(z − pπ/n)
= (−1)m2n−1 sin z
m∏
p=1
sin(z − pπ/n) sin(z + pπ/n) .
On ve´rifie aise´ment la formule suivante :
sin2(a+ b)− sin2(a− b) = sin 2a sin 2b,
d’ou`
sin a sin b = sin2((a+ b)/2)− sin2((a− b)/2) .
Il s’en suit,
sin(z − pπ/n) sin(z + pπ/n) = sin2 z − sin2(pπ/n),
d’ou`
sinnz = 2n−1 sin z
m∏
p=1
(sin2(pπ/n)− sin2 z) .
Or, d’apre`s 3.2,
m∏
p=1
sin2(pπ/n) =
n
2n−1
,
d’ou`
sinnz = n sin z
m∏
p=1
(1− (sin2 z/ sin2(pπ/n))) .
En remplac¸ant z par z/n, on arrive au
3.8 The´ore`me. Si n = 2m+ 1 est impair alors
sin z = n sin(z/n)
m∏
k=1
(
1− sin
2(z/n)
sin2(kπ/n)
)
.
Maintenant si l’on fait tendre m vers l’infini, on obtient le
3.9. The´ore`me.
sin z = z ·
∞∏
p=1
(
1− z
2
p2π2
)
.
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(Convergence uniforme dans des sous-ensembles compacts.)
Application aux nombres de Bernoulli
3.10. On a :
cot(iz/2) = i · e
−z + ez
e−z − ez = −i ·
ez + 1
ez − 1 ,
d’ou` :
z
ez − 1 =
z
2
·
(
−1 + e
z + 1
ez − 1
)
= −z
2
+
iz
2
cot(iz/2) .
On rappelle que les nombres de Bernoulli sont de´finis par :
z
ez − 1 = 1−
z
2
+
∞∑
n=1
b2n
z2n
(2n)!
.
3.11. Le de´veloppement de cot nous dit :
cot z − 1
z
=
∞∑
n=1
2z
z2 − n2π2 .
Maintenant :
2z
z2 − n2π2 = −
2z
n2π2
· 1
1− z2/n2π2 = −
2z
n2π2
·
∞∑
k=0
z2k
n2kπ2k
= −2
∞∑
k=1
z2k−1
n2kπ2k
(|z| < π). En e´changeant l’ordre de sommations, il s’en suit :
cot z =
1
z
− 2
∞∑
k=1
S2k
π2k
z2k−1,
ou`
Sk =
∞∑
n=1
1
nk
.
Donc
z
ez − 1 = −
z
2
+
iz
2
·
(
2
iz
+ 2
∞∑
k=1
S2k
π2k
(−1)ki z
2k−1
22k−1
)
= 1− z
2
+
∞∑
k=1
(−1)k−1 S2k
22k−1π2k
z2k .
3.12. En comparant avec 3.10,
b2n = (−1)n−1(2n)! 2S2n
(2π)2n
,
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ou
S2n = (−1)n−1 (2π)
2n
2(2n)!
b2n,
n ≥ 1.
§4. Une formule de Ramanujan
4.1. On agit a` la Eisenstein. On suit [A], Chapitre II, no. 10. Commenc¸ons par
le de´veloppement de cot :
π cotπu =
1
u
+
∑
m∈Z,m 6=0
(
1
u+m
− 1
m
)
=
1
u
+
∞∑
m=1
(
1
u+m
+
1
u−m
)
.
On pose w = e2πiu ; alors
cotπu = i
w + 1
w − 1 = i ·
(
1 +
2
w − 1
)
= −i+ 2i
∞∑
n=1
wn,
si |w| < 1, i.e. ℑu > 0. Il s’en suit,
1
u
+
∞∑
m=1
(
1
u+m
+
1
u−m
)
= −πi− 2πi
∞∑
n=1
wn .
4.2. On de´rive p fois par rapport a` u ; puisque (d/du)p(w) = (2πi)pw, on a :
(−1)pp!
∞∑
m=−∞
1
(u +m)p+1
= −(2πi)p+1
∞∑
k=1
kpwk .
On pose u = nτ , n > 0, ℑτ > 0,
(−1)pp!
∞∑
m=−∞
1
(m+ nτ)p+1
= −(2πi)p+1
∞∑
k=1
kpe2knπiτ
et l’on re´alise la somme sur n :
(−1)pp!
∞∑
n=1
∞∑
m=−∞
1
(m+ nτ)p+1
= −(2πi)p+1
∞∑
k=1
kp
e2kπiτ
1− e2kπiτ (4.2.1)
(attention : on a change´ l’ordre des sommations a` droite.)
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4.3. Maintenant supposons que p = 2l − 1 est impair et p ≥ 2 (i.e. l ≥ 2). On
peut alors re´e´crire (4.2.1) :
1
2
∑
m,n
′ 1
(m+ nτ)2l
−
∞∑
m=1
1
m2l
=
(2πi)2l
(2l − 1)!
∞∑
k=1
k2l−1e2kπiτ
1− e2kπiτ .
On utilise la notation
Ek(τ) =
∑
m,n
′ 1
(m+ nτ)k
pour les se´ries d’Eisenstein.
4.4. Conside´rons le cas spe´cial τ = i :
1
2
E2l(i)− ζ(2l) = (−1)
l(2π)2l
(2l− 1)!
∞∑
k=1
k2l−1e−2kπ
1− e−2kπ
=
(−1)l(2π)2l
(2l − 1)!
∞∑
k=1
k2l−1
e2kπ − 1 .
On rappelle en revanche que
ζ(2l) = (−1)l−1 (2π)
2l
2(2l)!
b2l,
cf. 3.12. Il s’en suit :
∞∑
k=1
k2l−1
e2kπ − 1 = (−1)
l (2l − 1)!
2(2π)2l
E2l(i) +
b2l
4l
.
4.5. Supposons que l = 2j + 1 est impair. Alors
E2l(i) =
∑
m,n
′ 1
(m+ ni)2l
= (−i)2l
∑
m,n
′ 1
(−mi+ n)2l = −E2l(i),
donc E2l(i) = 0. Il de´coule que
∞∑
k=1
k2l−1
e2kπ − 1 =
b2l
4l
dans ce cas. Ceci est une formule de Ramanujan.
4.6. En ge´ne´ral, on de´finit les fonctions de Weierstrass :
σ(u) = σ(ω1, ω2;u) = u
∏
′
(
1− u
ω
)
eu/ω+u
2/(2ω2) ,
ou` ω = mω1 + nω2 et ∏
′ =
∏
(m,n)∈Z2−{(0,0)}
.
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Cette fonction est analogue de sinu. Ensuite,
ζ(u) =
σ′(u)
σ(u)
=
∑
′
{
1
u− ω +
1
ω
+
u
ω2
}
,
analogue de cotu ; et
P(u) = −ζ′(u) =
∑
′
{
1
(u− ω)2 −
1
ω2
}
,
analogue de −cosec2u. On a alors le de´veloppement de Laurent en 0 :
ζ(u) =
1
u
− E4u3 − E6u5 − E8u7 − . . . ,
ou`
En = En(ω1, ω2) =
∑
′ 1
ωn
.
Donc
P(u) = 1
u2
+ 3E4u
2 + 5E6u
4 + 7E8u
6 + . . .
La fonction P(u) satisfait les e´quations diffe´rentielles
P ′2(u) = 4P3(u)− g2P(u)− g3 ,
P ′′(u) = 6P3(u)− g3/2 ,
ou`
g2 = 60E4, g3 = 140E6 .
4.7. Le cas du re´seau Gaussien (ω1, ω2) = (1, i) a e´te´ traite´ par Hurwitz, [H].
On conside`re la fonction de Weierstrass qui satisfait l’e´quation diffe´rentielle
P ′2(u) = 4P3(u)− 4P(u),
donc g2 = 1, g3 = 0. On introduit la pe´riode correspondante :
ω = 2
∫ 1
0
dx√
1− x4 ,
cf. une de´finition de π :
π = 2
∫ 1
0
dx√
1− x2 .
On de´finit alors les nombres rationels En par
P(u) = 1
u2
+
24E1
4
· u
2
2!
+
28E2
8
· u
6
6!
+ . . .+
24nEn
4n
· u
4n−2
(4n− 2)! + . . .
On a E1 = 1/10 et En satisfait une relation de recurrence
En =
3
(2n− 3)(16n2 − 1)
n−1∑
k=1
(4k − 1)(4n− 4k − 1)
(
4n
4k
)
EkEn−k .
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Alors ∑
′ 1
(r + is)4n
=
(2ω)4n
(4n)!
En .
§5. Une inte´grale de Legendre
5.1. On rappelle que
t
et − 1 =
t
2i
cot
t
2i
− t
2
= 1− t
2
+
∞∑
n=1
b2nt
2n
(2n)!
.
On peut donc poser b1 = −1/2.
5.2. The´ore`me (Legendre).
∫ ∞
0
sin ax
e2πx − 1dx =
1
4
ea + 1
ea − 1 −
1
2a
.
On donne deux de´monstrations.
5.3. La premie`re de´monstration utilise le developpement de cotangent.
On a :
1
e2πx − 1 = e
−2πx
∞∑
n=0
e−2πnx =
∞∑
n=1
e−2πnx
(x > 0), d’ou`
I :=
∫ ∞
0
sin ax
e2πx − 1dx =
∞∑
n=1
∫ ∞
0
sinax e−2πnxdx .
Or, ∫ ∞
0
sin ax e−2πnxdx =
1
2i
∫ ∞
0
(eiax − e−iax)e−2πnxdx ,
ou`
∫ ∞
0
eiax−2πnxdx =
1
ia− 2πne
iax−2πnx
∣∣∣∣
∞
0
=
1
2πn− ia =
2πn+ ia
a2 + 4π2n2
.
Donc ∫ ∞
0
sin ax e−2πnxdx =
a
a2 + 4π2n2
,
d’ou`
I =
∞∑
n=1
a
a2 + 4π2n2
.
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Rappelons :
∞∑
n=1
2a
a2 − π2n2 = cot a−
1
a
.
De la` :
∞∑
n=1
a
a2 + 4π2n2
=
∞∑
n=1
a/4
a2/4 + π2n2
=
1
4i
∞∑
n=1
ia
−(ia/2)2 + π2n2
= − 1
4i
(
cot(ia/2)− 2
ia
)
= − 1
4i
cot(ia/2)− 1
2a
.
Or,
cot(ia/2) =
cos(ia/2)
sin(ia/2)
=
i(e−a/2 + ea/2)
e−a/2 − ea/2 =
i(1 + ea)
1− ea ,
donc
− 1
4i
cot(ia/2) =
1
4
ea + 1
ea − 1 ,
quod erat demonstrandum.
5.4. La deuxie`me de´monstration utilise la formule de Cauchy ; elle a e´te´ propose´e
comme un exercice dans [WW], Ch. 6, 6.4, Example 2. Le calcul a e´te´ fait par
Nabil Rachdi.
On de´finit :
Ia(ǫ, R) =
∫ R
ǫ
eiax
e2πx − 1dx ; Ia(ǫ) := Ia(ǫ,∞) .
Alors
I = lim
ǫ→0
Ia(ǫ)− I−a(ǫ)
2i
.
Conside´rons le contour ”rectangulaire” Γ = Γ(ǫ, R) suivant :
Γ =
6⋃
i=1
Γi = {ǫ ≤ z ≤ R} ∪ {z = R+ it| 0 ≤ t ≤ 1} ∪ {z = t+ i| R ≥ t ≥ ǫ}∪
∪{z = i+ ǫeiθ|0 ≥ θ ≥ −π/2} ∪ {z = it| 1− ǫ ≥ t ≥ ǫ} ∪ {z = ǫeiθ| π/2 ≥ θ ≥ 0} .
On pose :
f(z) =
eiaz
e2πz − 1 .
Puisque e2πz = 1 ssi z = ni, n ∈ Z, cette fonction n’a pas de singularite´s a`
l’inte´rieur de Γ, donc
0 =
∫
Γ
f(z)dz =
6∑
i=1
∫
Γi
f(z)dz .
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Calculons les inte´grales
∫
Γi
f(z)dz se´pare´ment. On a :
∫
Γ1
f(z)dz = I(ǫ, R) .
De meˆme,
∫
Γ3
f(z)dz = −
∫ R
ǫ
eia(x+i)
e2π(x+i) − 1dx = −e
−aIa(ǫ, R) .
Ensuite,
∫
Γ2(R)
f(z)dz =
∫ 1
0
eia(R+it)
e2π(R+it) − 1dt −→ 0 quand R→∞ .
Les inte´grales sur les quarts de cercles :
∫
Γ4(ǫ)
f(z)dz =
∫ −π/2
0
eia(i+ǫe
iθ)
e2π(i+ǫeiθ) − 1 iǫe
iθdθ
= ie−a
∫ −π/2
0
eiaǫe
iθ
ǫeiθ
e2πǫeiθ − 1dθ .
Or, la fonction sous l’inte´grale
eiaǫe
iθ
ǫeiθ
e2πǫeiθ − 1 ∼
ǫeiθ
2πǫeiθ
=
1
2π
quand ǫ→ 0,
d’ou` ∫
Γ4(ǫ)
f(z)dz −→ − i
4
e−a quand ǫ→ 0 .
De meˆme, pour
∫
Γ6
on trouve :
∫
Γ6(ǫ)
f(z)dz −→ − i
4
quand ǫ→ 0 .
5.5. Finalement, il reste a` traiter l’inte´grale
∫
Γ5
. On a :
∫
Γ5(ǫ)
f(z)dz = −
∫ 1−ǫ
ǫ
eia·it
e2πit − 1 idt = −i
∫ 1−ǫ
ǫ
e−at
e2πit − 1dt := Ja(ǫ) .
Par la formule de Cauchy,
0 = (1− e−a)Ia(ǫ)− i
4
(1 + e−a) + Ja(ǫ) + o(ǫ),
d’ou`, en posant y = ea,
Ia(ǫ) =
i
4
· 1 + y
−1
1− y−1 −
1
1− y−1 Ja(ǫ) + o(ǫ) .
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Il s’en suit :
I−a(ǫ) =
i
4
· 1 + y
1− y −
1
1− y J−a(ǫ) + o(ǫ) .
Or,
J−a(ǫ) = −i
∫ 1−ǫ
ǫ
eat
e2πit − 1dt
(x = −t+ 1)
= −i
∫ ǫ
1−ǫ
eae−ax
e−2πix − 1 · (−dx) = −iy
∫ 1−ǫ
ǫ
e2πix · e−ax
1− e2πix dx
= −iy
∫ 1−ǫ
ǫ
e−ax ·
(
−1 + 1
1− e2πix
)
dx = yJa(ǫ) + iy
∫ 1−ǫ
ǫ
e−axdx .
La dernie`re inte´grale
∫ 1−ǫ
ǫ
e−axdx =
∫ 1
0
e−axdx+ o(ǫ) = −e
−ax
a
∣∣∣∣
1
0
+ o(ǫ) =
1− y−1
a
+ o(ǫ) .
Ainsi,
J−a(ǫ) = −yJa(ǫ) + i(y − 1)
a
+ o(ǫ) . (5.5.1)
On obtient :
Ia(ǫ)− I−a(ǫ) = i
4
·
[
1 + y−1
1− y−1 −
1 + y
1− y
]
+
J−a(ǫ)
1− y −
Ja(ǫ)
1− y−1 + o(ǫ) .
Ici :
1 + y−1
1− y−1 −
1 + y
1− y = 2 ·
y + 1
y − 1
et
J−a(ǫ)
1− y −
Ja(ǫ)
1− y−1 = −
yJa(ǫ)
1− y −
i
a
− yJa(ǫ)
y − 1 + o(ǫ) = −
i
a
+ o(ǫ) . (5.5.2)
On peut voir en (5.5.1), ou en la formule e´quivalente (5.5.2), une e´quation fonc-
tionelle pour la fonction Ja(ǫ) ; remarquons que l’inte´grale Ja(ǫ) diverge quand
ǫ→ 0. En revenant a` Ia, on obtient :
Ia(ǫ)− I−a(ǫ) = i
2
· y + 1
y − 1 −
i
a
+ o(ǫ),
d’ou`
Ia(ǫ)− I−a(ǫ)
2i
=
1
4
· y + 1
y − 1 −
1
2a
+ o(ǫ) .
En faisant tendre ǫ vers ze´ro, on obtient la valeur de l’inte´grale de Legendre.
5.6. The´ore`me. Pour n ≥ 1,
(−1)n−1b2n = 4n
∫ ∞
0
t2n−1
e2πt − 1dt . (5.6.1)
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On peut conside´rer cela comme une deuxie`me de´finition des nombres de Bernoulli
(Jacob Bernoulli, Ars conjectandi, 1713, p. 97).
On en donne deux de´monstrations.
La premie`re de´monstration utilise les valeurs de ζ(s) en points positifs pairs
(donc le de´veloppement de cot) :
∫ ∞
0
t2n−1
e2πt − 1dt =
∫ ∞
0
t2n−1e−2πt
∞∑
k=0
e−2πktdt
=
∫ ∞
0
t2n−1
∞∑
k=1
e−2πktdt =
∞∑
k=1
∫ ∞
0
t2n−1e−2πktdt
(x = 2πkt)
=
∞∑
k=1
∫ ∞
0
(x/(2πk))2n−1e−xdx/(2πk)
= (2π)−nΓ(2n)
∞∑
k=1
1
k2n
= (2π)−n(2n− 1)!S2n
(voir 3.12)
= (−1)n−1 b2n
4n
.
5.7. La deuxie`me de´monstration utilise l’inte´grale de Legendre (avec la preuve
par la formule de Cauchy), cf. [WW], 7.2 :
∫ ∞
0
sin ax
eπx − 1dx = −
1
2a
+
i
2
cot ia =
1
2a
∞∑
n=1
b2n
(2a)2n
(2n)!
.
En de´rivant 2n fois et en posant a = 0 et x = 2t, on en de´duit (5.6.1).
En particulier, si n est impair,
b2n
4n
=
∫ ∞
0
t2n−1
e2πt − 1dt,
cf. 4.5. On arrive´ ainsi a` l’assertion :
5.8. Theorema pulcherissimum. Si n > 1 est un entier impair, alors
∫ ∞
0
t2n−1
e2πt − 1dt =
∞∑
k=1
k2n−1
e2πk − 1 =
b2n
4n
.
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