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Abstract. In this monograph our main goal is to study the well-posedness
of boundary value problems of Dirichlet and Neumann type for elliptic sys-
tems divA∇u = 0 on the upper half-space with coefficients independent of
the transversal variable, and with boundary data in fractional Hardy–Sobolev
and Besov spaces. Our approach uses minimal assumptions on the coeffi-
cients A, and in particular does not require De Giorgi–Nash–Moser estimates.
Our results are completely new for the Hardy–Sobolev case, and in the Besov
case they extend corresponding results recently obtained by Barton and May-
boroda.
First we develop a theory of Besov–Hardy–Sobolev spaces adapted to
operators which are bisectorial on L2, with bounded H∞ functional calculus
on their ranges, and which satisfy L2 off-diagonal estimates. In particular,
this theory applies to perturbed Dirac operators DB. We then prove that for
a nontrivial range of exponents (the identification region) the Besov–Hardy–
Sobolev spaces adapted to DB are equal to those adapted to the unperturbed
Dirac operator D (which correspond to classical Besov–Hardy–Sobolev spaces).
Our main result is the classification of solutions to the elliptic system
divA∇u = 0 within a certain classification region of exponents, defined in
terms of the identification regions for certain perturbed Dirac operators as-
sociated with A. More precisely, we show that if the conormal gradient of a
solution belongs to a weighted tent space (or one of their real interpolants)
with exponent in the classification region, and in addition vanishes at infinity
in a certain sense, then it has a trace in a Hardy–Sobolev (or Besov) space,
and can be represented as a semigroup evolution of this trace in the transversal
direction. As a particular corollary, any such solution can be represented in
terms of an abstract layer potential operator.
Within the classification region, we show that well-posedness of one of the
boundary value problems under consideration is equivalent to a certain bound-
ary projection being an isomorphism. We derive various consequences of this
characterisation, including interpolation, extrapolation, and duality properties
of well-posedness, as well as some results on stability of well-posedness under
coefficient perturbation. These consequences are illustrated in various situa-
tions, including in particular that of the Regularity problem for real equations.
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CHAPTER 1
Introduction
1.1. Introduction and context
In this monograph we investigate well-posedness of boundary value problems
associated with divergence-form elliptic equations
(1.1) LAu := divA∇u = 0,
where the unknown u is a Cm-valued function on the upper half-space
R1+n+ := {(t, x) ∈ R1+n : t > 0}.
We work in ambient dimension 1 + n ≥ 2, with m ≥ 1. The equation (1.1) may be
considered as system of m scalar equations. The value of m is quite irrelevant to
everything that we do, so for simplicity the reader may assume m = 1 throughout.
We use the so-called ‘first order approach’, following previous work by the sec-
ond author with Hofmann, McIntosh, Mourgoglou, Rose´n (Axelsson), and Stahlhut
[6, 8, 7, 5, 17, 13, 15, 16, 19]. In these articles, boundary value problems are con-
sidered with (boundary) data of regularity 0 (i.e. data in Lebesgue spaces Lp and
Hardy spaces Hp) or of regularity −1 (i.e. in Sobolev spaces W p−1, Ho¨lder spaces
Λ˙α−1, or in ˙BMO−1). Here we address problems with fractional regularity data:
that is, data in Hardy–Sobolev spaces H˙pθ or Besov spaces B˙
p,p
θ with θ ∈ (−1, 0).
These were considered in the previous articles only when p = 2.
Boundary value problems for the equation LAu = 0 with data in Besov spaces
have recently been studied by Barton and Mayboroda [22]. Under the additional
assumptions that m = 1 and that solutions to (1.1) satisfy De Giorgi–Nash–Moser
estimates (see (7.2)), they establish various well-posedness results via the method
of layer potentials. One novelty of their approach is that they can also consider
inhomogeneous problems LAu = f , which we do not address. For homogeneous
problems, however, our results are more general. The first order approach requires
neither the existence of fundamental solutions (which is implied by De Giorgi–
Nash–Moser estimates when m = 1, and which is crucial in setting up the method
of layer potentials) nor the validity of trace theorems (which hold for Besov spaces,
but not for Hardy–Sobolev spaces).
Our approach is based on an abstract framework of adapted Besov–Hardy–
Sobolev spaces. For applications to boundary value problems with data of regularity
0 and −1, a theory of adapted Hardy spaces had been sufficiently developed by the
second author and Stahlhut [19]. We extend this theory by exploiting properties of
weighted tent spaces T pθ and their real interpolants, the Z-spaces Z
p
θ .
1.1.1. The elliptic equation. Consider again the elliptic equation (1.1). The
gradient operator ∇ maps Cm-valued functions in 1 + n variables f to Cm(1+n)-
valued functions ∇f by writing f = (f j)mj=1 as an m-tuple of C-valued functions
1
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and acting as the usual gradient operator on each component f j. The divergence
operator div is similarly defined in terms of the usual divergence operator, sending
Cm(1+n)-valued functions to Cm-valued functions. These differential operators are
interpreted in the distributional sense. Vectors v ∈ Cm(1+n) are split into transver-
sal and tangential parts v = (v⊥, v‖) according to the decomposition
(1.2) Cm(1+n) = Cm ⊕ Cmn,
and likewise Cm(1+n)-valued functions f can be split into transversal and tangential
parts f = (f⊥, f‖), valued in C
m and Cmn respectively. We write ∇‖ and div‖ for
the corresponding tangential restrictions of ∇ and div.
Throughout the monograph we assume that the coefficient matrix
A ∈ L∞(Rn+1+ : L(Cm(1+n)))
is bounded, measurable, and t-independent, meaning that A(t, x) = A(x) for al-
most every (t, x) ∈ R1+n+ . Thus we may consider A as an element of L∞(Rn :
L(Cm(1+n))). We also assume that A is strictly accretive on curl-free vector fields,
meaning that there exists κ > 0 such that
(1.3) Re
∫
Rn
(A(x)f(x), f(x)) dx ≥ κ‖f‖22
for all f ∈ L2(Rn : Cm(1+n)) such that curl‖(f‖) = 0. The round bracket in the
integrand above is the usual Hermitean inner product on Cm(1+n). By curl‖(f‖) = 0
we mean that
∂jfk = ∂kfj (1 ≤ j, k ≤ n, j 6= k),
where ∂j is the distributional partial derivative in the j-th coordinate direction of
Rn, acting componentwise on Cm-valued functions. The strict accretivity condition
(1.3) is weaker than the usual notion of pointwise strict accretivity
Re(A(x)v, v) ≥ κ|v|2 (v ∈ Cm(1+n), x ∈ Rn)
unless m = 1 and A is real, in which case these two notions are equivalent [8, §2].
As we have not assumed any regularity of A, we must consider weak solutions
to (1.1): we say that a function u ∈ W 21,loc(Rn : Cm) solves (1.1) if for all ϕ ∈
C∞0 (R
1+n
+ : C
m) we have∫∫
R1+n+
(A(x)∇u(t, x),∇ϕ(t, x)) dx dt = 0.
1.1.2. Formulation of boundary value problems. Various boundary value
problems for the equation LAu = 0 have been studied. Here we reformulate some of
these problems, and introduce some new ones. In Definition 7.1 we concisely syn-
thesise these problems into two categories, each parametrised by a set of exponents
and two (related) families of spaces of boundary data.
First, for 1 < p < ∞, following the groundbreaking work of Dahlberg on the
Laplace equation on Lipschitz domains [29], we formulate the Lp-Dirichlet problem
for LA, denoted by (DH)
p
0,A:
(DH)
p
0,A :
 LAu = 0 in R
1+n
+ ,
‖N∗u‖Lp . ‖f‖Lp,
limt→0 u(t, ·) = f ∈ Lp(Rn : Cm).
This should be read:
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for all f ∈ Lp(Rn : Cm),
there exists u ∈ W 21,loc(R1+n+ : Cm) solving LAu = 0,
with ‖N∗u‖p . ‖f‖p (the interior estimate),
and u(t, ·)→ f in Lp as t→ 0 (the boundary condition).
Here N∗ is the non-tangential maximal function
N∗u(x) := sup
(t,y)∈R1+n+
y∈B(x,t)
|u(t, y)|.
We say that the problem (DH)
p
0,A is well-posed if for all f ∈ Lp(Rn : Cm) there
exists a unique u satisfying these conditions.1
Well-posedness is defined analogously for all boundary value problems that we
consider: for all boundary data in the specified function space, there must exist a
unique solution to (1.1)—up to an additive constant, for Regularity and Neumann
problems—which satisfies the conditions of the boundary value problem. Of course,
a boundary value problem may or may not be well-posed.
For n/(n+ 1) < p <∞, we formulate the Hp-Regularity problem for LA:
(RH)
p
0,A :

LAu = 0 in R
1+n
+ ,
‖N˜∗(∇u)‖Lp . ‖∇‖f‖Hp ,
limt→0∇‖u(t, ·) = ∇‖f ∈ Hp(Rn : Cmn),
where N˜∗u is the modified non-tangential maximal function
(1.4) N˜∗u(x) := sup
(t,y)∈R1+n+
y∈B(x,t)
(∫∫
t/2<τ<2t
ξ∈B(y,t)
|u(τ, ξ)|2 dτ dξ
)1/2
(x ∈ Rn),
and where Hp(Rn : Cmn) is the (Cmn-valued) real Hardy space, which may be
identified with Lp(Rn : Cmn) when p > 1. The restriction on p arises because a
gradient ∇‖f need not be in Hp for p ≤ n/(n+1), as it will only have one vanishing
moment.
Remark 1.1. If f is a distribution with ∇‖f ∈ Hp(Rn : Cmn), then f may be
identified with an element of H˙p1 (R
n : Cm)—the Cm-valued homogeneous Hardy–
Sobolev space of order 1, defined in Section 2.5—and the boundary condition
limt→0∇‖u(t, ·) = ∇‖f ∈ Hp(Rn : Cmn) is equivalent to the condition
lim
t→0
u(t, ·) = f ∈ H˙p1 (Rn : Cm).
Therefore, by considering functions u rather than tangential gradients ∇‖u, the
Hp-Regularity problem can be seen as a kind of H˙p1 -Dirichlet problem. Conversely,
by considering tangential gradients ∇‖u, the Lp-Dirichlet problem (DH)p0,A can
be seen as a kind of H˙p−1-Regularity problem. For technical reasons we generally
consider Regularity problems rather than Dirichlet problems.
1Use of the non-tangential maximal function N∗ is appropriate for (DH )
p
0,A
provided that
solutions to LAu = 0 have pointwise values. Otherwise, it is better to use the modified non-
tangential maximal function N˜∗ defined in (1.4). Also, the boundary condition limt→0 u(t, ·) = f
is traditionally imposed as non-tangential convergence almost everywhere rather than Lp conver-
gence; we shall return to this point later. For now, observe that there is a priori no relation
between the interior estimate and the boundary condition, as there are no trace theorems for the
space {u : ‖N∗u‖p <∞}.
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For n/(n+ 1) < p <∞, we also formulate the Hp-Neumann problem for LA:
(NH)
p
0,A :

LAu = 0 in R
1+n
+ ,
‖N˜∗(∇u)‖Lp . ‖∂νAf‖Hp ,
limt→0 ∂νAu(t, ·) = ∂νAf ∈ Hp(Rn : Cm).
The A-conormal derivative ∂νA of u is defined by
(1.5) ∂νAu(t, ·) = e0 ·A∇u(·, t),
where e0 = (1, 0, . . . , 0) is the normal vector to ∂R
1+n
+ ‘pointing in the t-direction’.
2
The boundary value problems (DH)
p
0,A, (RH)
p
0,A, and (NH)
p
0,A are all problems
of order zero: in each of these problems boundary data are assumed to be in the
Lebesgue space Lp or the Hardy space Hp. One can also formulate Regularity and
Neumann problems of order −1. For 1 < p < ∞, the H˙p−1-Regularity problem,
which is similar to the Lp-Dirichlet problem but with a different interior estimate3
and a decay condition at infinity (see Remark 1.1), is
(RH)
p
−1,A :

LAu = 0 in R
1+n
+ ,
‖∇u‖Tp
−1
. ‖∇‖f‖H˙p
−1
,
limt→∞∇‖u(t, ·) = 0 in Z ′(Rn : Cmn),
limt→0∇‖u(t, ·) = ∇‖f ∈ H˙p−1(Rn : Cmn).
Here Z ′(Rn : Cmn) is the space of Cmn-valued tempered distributions modulo poly-
nomials, in which all homogeneous Hardy–Sobolev and Besov spaces are embedded.
The space T p−1 is a particular instance of a weighted tent space: for 0 < p < ∞,
θ ∈ R, and f : R1+n+ → CN measurable with N ∈ N+ fixed, we have
‖f‖Tpθ :=
(∫
Rn
(∫ ∞
0
∫
B(x,t)
|t−θf(t, y)|2 dy dt
tn+1
)p/2
dx
)1/p
.
We can also formulate boundary value problems with data in BMO-type spaces
and homogeneous Ho¨lder spaces Λ˙α, thus increase the range of exponents to ‘p ≥
∞’. For 0 < α < 1 we define
(RH)
(∞,α)
−1,A :

LAu = 0 in R
1+n
+ ,
‖∇u‖T∞
−1;α
. ‖∇‖f‖Λ˙α−1 ,
limt→∞∇‖u(t, ·) = 0 in Z ′(Rn : Cmn),
limt→0∇‖u(t, ·) = ∇‖f ∈ Λ˙α−1(Rn : Cmn)
and furthermore, with α = 0,
(RH)
(∞,0)
−1,A :

LAu = 0 in R
1+n
+ ,
‖∇u‖T∞
−1;0
. ‖∇‖f‖ ˙BMO−1 ,
limt→∞∇‖u(t, ·) = 0 in Z ′(Rn : Cmn),
limt→0∇‖u(t, ·) = ∇‖f ∈ ˙BMO−1(Rn : Cmn).
2The Regularity and Neumann problems for Laplace’s equation on domains do not require
use of N˜∗; in this case N∗ works fine (see Dahlberg and Kenig [30] and Brown [24]). The modified
non-tangential maximal function N˜∗ is needed for more general operators LA. This modification
was introduced by Kenig and Pipher [60], who obtained the first results in this direction.
3It is known that ‖N˜∗u‖Lp . ‖∇u‖Tp
−1
in the range of p that we shall deal with (see [19]),
so the two problems are related. The converse inequality is not known except for the case of real
equations [42, Theorem 1.7].
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The spaces ˙BMO−1 and Λ˙α−1 are most conveniently represented as the ho-
mogeneous Triebel–Lizorkin space F˙∞,2−1 and Besov spaces B˙
∞,∞
α−1 respectively, as
their negative orders prevent traditional characterisations in terms of smoothness.
In these problems the limit in the boundary condition is imposed in the weak-
star topology, which is possible since Λ˙α−1 and ˙BMO−1 are the Banach duals of
H˙
n/(n+α)
1 and H˙
1
1 respectively. The spaces T
∞
−1;α are again instances of weighted
tent spaces: for θ ∈ R and α ≥ 0, and for measurable f : R1+n+ → CN , we have the
Carleson-type norm
(1.6) ‖f‖T∞
θ;α
:= sup
B⊂Rn
1
rαB
(
1
rnB
∫ rB
0
∫
B(cB ,rB−t)
|t−θf(t, y)|2 dy dt
t
)1/2
where the supremum is taken over all open balls B = B(cB , rB) ⊂ Rn.
For p and α as above, we can define order −1 Neumann problems (NH)p−1,A,
(NH)
(∞,α)
−1,A , and (NH)
(∞,0)
−1,A in the same way, with tangential gradients ∇‖ replaced
by A-conormal derivatives ∂νA in the boundary condition (keeping ∇‖ in the decay
condition at infinity).
Note that in the ‘order −1’ problems above, we impose a tent space estimate
on ∇u rather than a nontangential maximal function estimate. We also impose a
decay condition on the tangential gradient ∇‖u at infinity. For p sufficiently small
the decay condition is implied by the other conditions, and if LA satisfies a De
Giorgi–Nash–Moser condition (see (7.2)) then it is implied for all p <∞, and also
for some range of α ≥ 0. (see Lemma 6.4).
Remark 1.2. We have not imposed any non-tangential convergence of solu-
tions in the problems above. This is because the classification theorems of the
second author and Mourgoglou, in particular [16, Corollaries 1.2 and 1.4], auto-
matically yield almost everywhere (a.e.) non-tangential convergence of Whitney
averages (of either the solution or its conormal gradient, whichever is relevant).
When LA satisfies a De Giorgi–Nash–Moser condition this can be improved to a.e.
non-tangential convergence without Whitney averages.
Let us summarise the problems we have introduced so far. There are Dirichlet
problems of order 0 and 1 (interpreting theHp-Regularity problem as a H˙p1 -Dirichlet
problem), Regularity problems of order 0 and −1, and Neumann problems of order
0 and −1.
In their recent memoir [22], Barton and Mayboroda consider problems of inter-
mediate order. They formulate Dirichlet problems of order θ ∈ (0, 1) and Neumann
problems of order θ ∈ (−1, 0) as follows. For 0 < θ < 1 and n/(n+ θ) < p ≤ ∞,
(DB)
p
θ,A :

LAu = 0 in R
1+n
+ ,
‖∇u‖L(p,θ,2) . ‖f‖B˙p,p
θ
,
Tr u = f ∈ B˙p,pθ (Rn : Cm)
and
(NB)
p
θ−1,A :

LAu = 0 in R
1+n
+ ,
‖∇u‖L(p,θ,2) . ‖∂νAf‖B˙p,p
θ−1
,
∂νAu|∂R1+n+ = ∂νAf ∈ B˙
p,p
θ−1(R
n : Cm).
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The spaces L(p, θ, 2) are defined by the norms
‖F‖L(p,θ,2) :=
(∫∫
R1+n+
(∫∫
t/2<τ<2t
ξ∈B(x,t)
|τ1−θF (τ, ξ)|2 dξ dτ
)p/2
dx
dt
t
)1/p
with the usual modification when p = ∞. We refer to these spaces as Z-spaces
starting from Section 2.3 (the letter L already being overused), with an indexing
convention such that Zpθ = L(p, θ + 1, 2). The boundary condition for (DB)
p
θ,A is
phrased in terms of the trace operator, which Barton and Mayboroda show to be
bounded from {u : ∇u ∈ L(p, θ, 2)} to B˙p,pθ when p > n/(n+ θ) [22, Theorem 3.9].
A similar argument is used to define the boundary conormal derivative ∂νAu|∂R1+n+ .
Remark 1.3. We warn the reader that our indexing convention for boundary
value problems is different to that in [22]: we index our problems by the order of
the function space in which the boundary data is assumed to lie. Thus Barton and
Mayboroda refer to (NB)
p
θ−1,A as (N)
p
θ,A.
As we stated earlier, for technical reasons we consider Regularity problems
rather than Dirichlet problems. Thus for −1 < θ < 0 and n/(n+ θ + 1) < p ≤ ∞
we define
(RB)
p
θ,A :

LAu = 0 in R
1+n
+ ,
‖∇u‖Zp
θ
. ‖∇‖f‖B˙p,pθ ,
limt→∞∇‖u(t, ·) = 0 in Z ′(Rn : Cmn),
limt→0∇‖u(t, ·) = ∇‖f ∈ B˙p,pθ (Rn : Cmn)
and
(NB)
p
θ,A :

LAu = 0 in R
1+n
+ ,
‖∇u‖Zpθ . ‖∂νAf‖B˙p,pθ ,
limt→∞∇‖u(t, ·) = 0 in Z ′(Rn : Cmn),
limt→0 ∂νAu(t, ·) = ∂νAf ∈ B˙p,pθ (Rn : Cm),
replacing the trace conditions with limiting conditions for consistency with the
‘endpoint order’ problems that we have already defined, writing Zpθ instead of
L(p, θ + 1, 2), and including a decay condition at infinity. As before, when p = ∞
we impose the boundary condition in the weak-star topology, using that B˙∞,∞θ is
the dual of B˙1,1−θ .
Remark 1.4. If we omit the decay condition, the Regularity problem (RB)
p
θ,A
is equivalent to the Dirichlet problem (DB)
p
θ+1,A defined above by an argument sim-
ilar to that of Remark 1.1, and the Neumann problem (NB)
p
θ,A is simply a rewriting
of the previously-defined Neumann problem. As stated earlier, the decay condition
is often redundant. Furthermore, the trace theorem of Barton and Mayboroda [22,
Theorem 3.9] implies that the boundary limiting condition and the trace condition
are equivalent given that ∇u ∈ Zpθ .
The Besov spaces B˙p,pθ with θ ∈ (−1, 0) are not the only function spaces situated
between Hp0 and H˙
p
−1. One of our new contributions to this problem is that we
also consider the Hardy–Sobolev spaces H˙pθ with θ ∈ (−1, 0). These are defined in
Section 2.5; they may be identified with the homogeneous Triebel–Lizorkin spaces
F˙ p,2θ , whereas the Besov spaces B˙
p,p
θ may be identified with F˙
p,p
θ when p < ∞.
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We use Hardy–Sobolev spaces to formulate the following Regularity and Neumann
problems, with −1 < θ < 0 and n/(n+ θ + 1) < p <∞:
(RH)
p
θ,A :

LAu = 0 in R
1+n
+ ,
‖∇u‖Tpθ . ‖∇‖f‖H˙pθ ,
limt→∞∇‖u(t, ·) = 0 in Z ′(Rn : Cmn),
limt→0∇‖u(t, ·) = ∇‖f ∈ H˙pθ (Rn : Cmn)
and
(NH)
p
θ,A :

LAu = 0 in R
1+n
+ ,
‖∇u‖Tpθ . ‖∂νAf‖H˙pθ ,
limt→∞∇‖u(t, ·) = 0 in Z ′(Rn : Cmn),
limt→0 ∂νAu(t, ·) = ∂νAf ∈ H˙pθ (Rn : Cm).
Recall that the T pθ (quasi-)norm is defined in (1.1.2). Furthermore, for −1 < θ <
0 we formulate ‘endpoint’ problems (RH)
∞
θ,A and (NH)
∞
θ,A by replacing H˙
p
θ with
the homogeneous BMO-Sobolev space ˙BMOθ, which may be identified with the
homogeneous Triebel–Lizorkin space F˙∞,2θ , and replacing T
p
θ with the weighted tent
space T∞θ;0 (defined in (1.6)). In this case the boundary condition is imposed in the
weak-star topology, using that ˙BMOθ is the dual of H˙
1
−θ. Unlike the function space
{u : ∇u ∈ Zpθ}, there is no trace theorem for the function space {u : ∇u ∈ T pθ }.
Let us briefly summarise the Regularity and Neumann problems that we have
introduced.
• At order 0 we have problems (RH)p0,A and (NH)p0,A for n/(n + 1) < p <
∞, with boundary data in Hp and a modified non-tangential maximal
estimate on the interior.
• At order −1 we have (RH)p−1,A and (NH)p−1,A for 1 < p < ∞, with
boundary data in H˙p−1 and a T
p
−1 interior estimate. Furthermore, for
0 ≤ α < 1, we have (RH)(∞,α)−1,A and (NH)(∞,α)−1,A with boundary data in
Λ˙α−1 (or ˙BMO−1 when α = 0) and a T
∞
−1;α interior estimate.
• In between, i.e. for order θ ∈ (−1, 0), and with n/(n+ θ + 1) < p ≤ ∞,
we have (RB)
p
θ,A and (NB)
p
θ,A with boundary data in B˙
p,p
θ , and (RH)
p
θ,A
and (NH)
p
θ,A with boundary data in H˙
p
θ (
˙BMOθ when p = ∞). Here the
interior estimates are in Zpθ and T
p
θ (T
∞
θ;0 when p =∞) respectively.
For all problems of negative order we also impose a decay condition on ∇‖u(t, ·)
as t→ ∞ in the space Z ′ of tempered distributions modulo polynomials, which is
redundant in many cases (see Lemma 6.4). Note that for θ ∈ (−1, 0), the problems
(RH)
2
θ,A and (RB)
2
θ,A (and likewise for Neumann problems) coincide, since H˙
2
θ =
B˙2,2θ and Z
2
θ = T
2
θ .
Since we assume no regularity of our coefficients, and since we consider weak
solutions without further regularity properties, the only Regularity and Neumann
problems which are meaningful are those of order between −1 and 0. Thus, within
this context, this list of boundary value problems is essentially complete.
1.1.3. Perturbed Dirac operators and Cauchy–Riemann systems. Let
D denote the differential operator on Cm(1+n)-valued functions given by
D :=
[
0 div‖
−∇‖ 0
]
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with respect to the transversal/tangential splitting (1.2) of Cm(1+n). We refer to D
as a Dirac operator , because D2 acts as the Laplacian ∆ on the range of D. When
B ∈ L∞(Rn : L(Cm(1+n))) is a coefficient matrix satisfying the same assumptions
as A, we refer to the composition DB as a perturbed Dirac operator.
The Cauchy–Riemann system associated with DB is the first-order partial
differential system
(CR)DB :
{
∂tF +DBF = 0
curl‖ F‖ = 0
in R1+n+
interpreted in the weak (L2loc) sense: that is, we say that F ∈ L2loc(R1+n+ : Cm(1+n))
solves (CR)DB if for all test functions ϕ ∈ C∞c (R1+n+ : Cm(1+n))∫∫
R1+n+
(F (t, x), ∂tϕ(t, x)) dx dt =
∫∫
R1+n+
(F (t, x), B∗(x)Dϕ(t, x)) dx dt,
and for all ψ ∈ C∞c (R1+n+ : Cm) and 1 ≤ j, k ≤ n, j 6= k,∫∫
R1+n+
(Fk(t, x), ∂jψ(t, x)) dx dt = −
∫∫
R1+n+
(Fj(t, x), ∂kψ(t, x)) dx dt.
The condition curl‖ F‖ = 0 in (CR)DB is preserved for all limits, so the Cauchy–
Riemann system may be considered as an evolution equation in a restricted space
involving a differential structure.
The first-order approach to boundary value problems for elliptic equations
LAu = 0 exploits a correspondence between these elliptic equations and Cauchy–
Riemann systems (CR)DB. Recall that A ∈ L∞(Rn : L(Cm(1+n))). Write A in
matrix form with respect to the transversal/tangential splitting (1.2) of Cm(1+n) as
(1.7) A =
[
A⊥⊥ A⊥‖
A‖⊥ A‖‖
]
,
and using this representation of A define auxiliary matrices
A :=
[
A⊥⊥ A⊥‖
0 I
]
and A :=
[
I 0
A‖⊥ A‖‖
]
in L∞(Rn : L(Cm(1+n))). Strict accretivity of A implies that A⊥⊥ is invertible in
L∞(Rn : L(Cm)), and so A is invertible in L∞(Rn : L(Cm(1+n))). Thus we may
define
Aˆ := AA
−1
.
The transformed coefficient matrix Aˆ satisfies the same assumptions as A, and
ˆˆ
A = A [8, Proposition 3.2].
The correspondence between elliptic equations LAu = 0 and Cauchy–Riemann
systems (CR)DB is given by the following theorem. See [8, §3], [5, Proposition 4.1],
[68, §2], and [16, Lemma 7.1] for proofs and discussions.
Theorem 1.5 (Auscher–Axelsson–McIntosh). Let A be as above, and let
B = Aˆ. If u solves LAu = 0, then the A-conormal gradient ∇Au solves the Cauchy–
Riemann system (CR)DB . Conversely, if F solves (CR)DB, then there exists a
function u, unique up to an additive constant, such that LAu = 0 and F = ∇Au.
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The A-conormal gradient ∇Au of a function u : R1+n+ → Cm is defined by
(1.8) ∇Au =
[
∂νAu
∇‖u
]
,
where the A-conormal derivative ∂νA is defined in (1.5). The components of ∇Au
appear in the boundary conditions of the Regularity and Neumann problems; hence
our preference for Regularity problems over Dirichlet problems.
Thus in our consideration of elliptic equations we may focus instead on Cauchy–
Riemann systems. The principal advantage of Cauchy–Riemann systems over el-
liptic equations is that the Cauchy equation ∂tF + DBF = 0 can be solved by
semigroup methods. We sketch how this is done, following [8] and [5].
Consider D as an unbounded operator on L2 := L2(Rn : Cm(1+n)) with natural
domain, and consider B as a multiplication operator on L2. Then we have the
following theorem [8, Proposition 3.3 and Theorem 3.4]. This is a very deep result:
it is part of the framework developed by Axelsson, Keith, and McIntosh [21], which
encompasses the solution of the Kato square root problem [10].
Theorem 1.6 (Axelsson–Keith–McIntosh). The perturbed Dirac operator
DB is bisectorial and has bounded H∞ functional calculus on the closure R(D) =
R(DB) of its range.
These notions are properly discussed in Section 3.1. Using the direct sum
decomposition
L2 = N (DB) ⊕R(DB)
(which follows from bisectoriality of DB) and the bounded H∞ functional calculus
of DB on R(DB), we obtain a decomposition
(1.9) L2 = N (DB) ⊕R(DB)+ ⊕R(DB)−.
The positive and negative spectral subspaces R(DB)± are the images of R(DB)
under the projections χ±(DB), which are defined via the functions χ± : C \ iR →
{0, 1} given by
χ±(z) := 1z:±Re(z)>0.
These are the characteristic functions of the right and left half-plane, restricted to
C \ iR. They are bounded and holomorphic on every bisector, so they fall within
the scope of the H∞ functional calculus.
By way of the H∞ functional calculus, we may define a generalised Cauchy
operator C+DB : R(DB)→ L∞(R+ : R(DB)) by
(C+DBf)(t) = e
−tDBχ+(DB)f,
corresponding to the family of functions (z 7→ e−tzχ+(z)), which are bounded and
holomorphic on every bisector. When restricted to the positive spectral subspace
R(DB)+, the Cauchy operator C+DB acts as a strongly continuous semigroup. The
Cauchy operator is used in the following classification theorem, which is a combi-
nation of parts of [8, Theorem 2.3] and [5, Corollary 8.4].
Theorem 1.7 (Auscher–Axelsson–McIntosh). If f ∈ R(DB)+, then the
Cauchy extension C+DBf solves (CR)DB, with
‖N˜∗(C+DBf)‖2 ≃ ‖f‖2 and limt→0(C
+
DBf)(t, ·) = f in L2.
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Conversely, if F solves (CR)DB and N˜∗(F ) ∈ L2, then F = C+DBf for a unique
f ∈ R(DB)+.
Combining this with Theorem 1.5 yields a characterisation of well-posedness of
the boundary value problems (RH)
2
0,A and (NH)
2
0,A. Consider the L
2-Regularity
problem (RH)
2
0,A and let B = Aˆ. A function u solves LAu = 0 with N˜∗(∇u) ∈ L2
(∇u and ∇Au are interchangeable in this assumption) if and only if ∇Au = C+DBg
for some g ∈ R(DB)+, hence ∇‖u(t, ·) = (C+DBg)(t)‖ and limt→0∇‖u(t, ·) = g‖.
Therefore (RH)
2
0,A is well-posed if and only if g 7→ g‖ is an isomorphism from
R(DB)+ to L2(Rn : Cmn) ∩ N (curl‖). By the same argument, (NH)20,A is well-
posed if and only if g 7→ g⊥ is an isomorphism from R(DB)+ to L2(Rn : Cm).
By characterising solutions to (CR)DB within various function spaces, we show
that well-posedness of corresponding Regularity and Neumann problems is equiv-
alent to the transversal and tangential projections being isomorphisms between
certain ‘boundary function spaces’. In this section we only described how to handle
boundary value problems of order 0 with L2 boundary data. We need to extend
this technique to boundary value problems of more general order, and beyond L2.
In the argument we just described, abstract semigroup theory (accessed via holo-
morphic functional calculus) did a lot of the work for us. However, once we go
beyond L2, we cannot rely on abstract semigroup theory on general Banach spaces.
This would only classify solutions F to (CR)DB such that F (t) is in a fixed function
space for all t > 0, ruling out consideration of many tent spaces and Z-spaces. Fur-
thermore, abstract semigroup methods do not always allow us to move from initial
value problems for (CR)DB to boundary value problems for LAu = 0. On top of
these defects we also need to consider quasi-Banach spaces, for which no semigroup
theory seems to be available. This makes things difficult.
1.1.4. Adapted function spaces. ‘Adapted’ Hardy spaces HpL, with respect
to which some operator L has good properties (such as bounded H∞ functional
calculus), have been developed in various contexts. For example, Hardy spaces of
differential forms on Riemannian manifolds were constructed by the second author
with McIntosh and Russ [14] (these are adapted to the Hodge-Dirac operator d+d∗
on the de Rham complex); Hardy spaces adapted to non-negative self-adjoint op-
erators satisfying Davies–Gaffney estimates on spaces of homogeneous type were
studied by Hofmann, Lu, Mitrea, Mitrea, and Yan [44] (generalising the aforemen-
tioned example); Hardy spaces adapted to divergence-form elliptic operators on Rn
were developed by Hofmann and Mayboroda [45] and also McIntosh [46]. Some
further developments can be found, for example, in the work of Hyto¨nen, van Neer-
ven, and Portal [51], Jiang and Yang [52], Anh and Li [4], and Duong and Li [32].
This is a very small sample of the work that has been done.
Hardy spaces HpDB and Sobolev spaces W
p
−1,DB adapted to perturbed Dirac
operators DB were introduced by the second author and Stahlhut [19] (See also
Stahlhut’s thesis [71], and for a different approach see Frey, McIntosh, and Portal
[35]). These spaces (defined along with more general spaces in Chapter 4) consist
of Cm(1+n)-valued functions (at least formally); the simplest case is
H2D = H
2
DB = R(DB) = R(D) ⊂ L2(Rn : Cm(1+n)).
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The boundedH∞ functional calculus ofDB onH2DB extends toH
p
DB andW
p
−1,DB,
yielding spectral decompositions
HpDB = H
p,+
DB ⊕Hp,−DB, Wp−1,DB =Wp,+−1,DB ⊕Wp,−−1,DB
analogous to (1.9). Furthermore, the Cauchy operator C+DB on R(DB) extends to
operators on HpDB and W
p
−1,DB, both of which we denote by C
+
DB.
The main application of these spaces, which incorporates results from work of
the second author with both Stahlhut [19] and Mourgoglou [16], is a classification of
solutions to the Cauchy–Riemann system (CR)DB with L
p-type interior estimates,
for p such that certainDB-adapted spaces may be identified withD-adapted spaces.
For simplicity we only state results for 1 < p <∞ in this introduction; correspond-
ing results for p ≤ 1 and ‘p ≥ ∞’ (i.e. for boundary data in BMO-type and Ho¨lder
spaces) are also available, but these may not be stated so simply in terms of Ho¨lder
conjugate exponents.
Theorem 1.8 (Auscher–Mourgoglou–Stahlhut). Let 1 < p <∞.
(i) Assume HpDB ≃ HpD. If f ∈ Hp,+DB, then C+DBf solves (CR)DB, with
‖N˜∗(C+DBf)‖p ≃ ‖f‖Hp and limt→0C
+
DBf(t) = f in H
p.
Conversely, if F solves (CR)DB and N˜∗F ∈ Lp, then F = C+DBf for a unique
f ∈ Hp,+DB.
(ii) Assume Hp
′
DB∗ ≃ Hp
′
D. If f ∈Wp,+−1,DB, then C+DBf solves (CR)DB, with
‖C+DBf‖Tp−1 ≃ ‖f‖W˙p−1 and limt→0C
+
DBf(t) = f in W˙
p
−1.
Conversely, if F ∈ T p−1 solves (CR)DB and limt→∞ F (t)‖ = 0 in Z ′(Rn), then
F = C+DBf for a unique f ∈Wp,+−1,DB.
Furthermore, it is shown that for every B there exists an open interval contain-
ing 2, which we denote I0(H, DB), such that H
p
DB ≃ HpD for all p ∈ I0(H, DB)
[19, Theorem 5.1]. Thus there is a nontrivial range of exponents for which Theorem
1.8 applies.
Remark 1.9. The assumption in part (ii) of the theorem is given in terms of
the conjugate exponent p′ and the adjoint coefficients B∗. As part of our theory
we show—as a corollary of what will eventually be termed ‘♥-duality’—that this
is equivalent to Wp−1,DB ≃Wp−1,D, thus unifying the assumptions of parts (i) and
(ii).
As we described in the case where p = 2, Theorem 1.8 implies a characterisa-
tion of well-posedness of various Regularity and Neumann problems, both of order
0 and order −1, in terms of certain transversal and tangential projections being
isomorphisms. We will not explicitly state this characterisation now; instead, we
state our extension of this result in Theorem 1.11.
The technical heart of this monograph is an extension of Theorem 1.8 to frac-
tional order θ ∈ (−1, 0), incorporating both Hardy–Sobolev spaces and Besov
spaces. To this end, we introduce Hardy–Sobolev spaces Hpθ,L and Besov spaces
Bpθ,L adapted to operators L satisfying ‘Standard Assumptions’, which are satisfied
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in particular by the perturbed Dirac operators DB and BD. We define extension
operators
(Qϕ,Lf)(t) = ϕ(tL)f (t > 0, f ∈ R(L))
for appropriate holomorphic functions ϕ, and the adapted Hardy–Sobolev and
Besov norms are then, roughly speaking, defined by
‖f‖Hpθ,L := ‖Qϕ,Lf‖Tpθ , ‖f‖Bpθ,L := ‖Qϕ,Lf‖Zpθ .
These definitions are reminiscent of the ϕ-transform characterisations of Triebel–
Lizorkin and Besov spaces due to Frazier and Jawerth [34] (the letter ϕ has a
different meaning there), with functional calculus and tent/Z-spaces replacing dis-
cretised Littlewood–Paley decompositions and sequence spaces respectively.
Chapters 3 to 5 are occupied with the construction of a sufficiently rich general
theory of adapted Besov–Hardy–Sobolev spaces. The theory is relatively straight-
forward once enough preliminaries have been collected, but getting to this stage
takes some time. We emphasise in particular the amount of work needed to quan-
tify independence on ϕ of the spaces Hpθ,L and B
p
θ,L (essentially all of Sections 3.3
and 3.4) and the care which must be taken in discussing completions (Section 4.3),
which is necessary to discuss and fully exploit interpolation.
1.1.5. Classification of solutions to CR systems, and applications to
well-posedness. Our main theorem is the following classification of solutions to
the Cauchy–Riemann system (CR)DB . In this statement we restrict ourselves to
1 < p < ∞. As with our statement of Theorem 1.8, this is a simplification of the
full result (Theorems 6.8 and 6.9): our theorem also allows for p ≤ 1 and ‘p ≥ ∞’,
but the corresponding results are better stated in terms of the ‘exponent notation’
that we introduce in Section 2.1.
Theorem 1.10. Let −1 < θ < 0 and 1 < p <∞.
(i) Suppose that Hpθ,DB ≃ Hpθ,D. If f ∈ Hp,+θ,DB, then C+DBf solves (CR)DB , with
‖C+DBf‖Tpθ ≃ ‖f‖H˙pθ and limt→0C
+
DBf(t) = f in H˙
p
θ ,
and furthermore limt→∞C
+
DBf(t)‖ = 0 in Z ′(Rn). Conversely, if F ∈ T pθ
solves (CR)DB and limt→∞ F (t)‖ = 0 in Z ′(Rn), then F = C+DBf for a
unique f ∈ Hp,+θ,DB.
(ii) Suppose that Bpθ,DB ≃ Bpθ,D. If f ∈ Bp,+θ,DB, then C+DBf solves (CR)DB , with
‖C+DBf‖Zpθ ≃ ‖f‖B˙p,pθ and limt→0C
+
DBf(t) = f in B˙
p,p
θ ,
and furthermore limt→∞C
+
DBf(t)‖ = 0 in Z ′(Rn). Conversely, if F ∈ Zpθ
solves (CR)DB and limt→∞ F (t)‖ = 0 in Z ′(Rn), then F = C+DBf for a
unique f ∈ Bp,+θ,DB.
Parts (i) and (ii) of this theorem are essentially identical, the only modifications
being the replacement of (adapted) Hardy–Sobolev spaces with (adapted) Besov
spaces, and of tent spaces with Z-spaces. In fact, our arguments apply equally
well to both parts, so we prove them simultaneously. Although the theorem can be
thought of as ‘intermediate to’ Theorem 1.8, it does not follow by any interpolation
argument. It is proven similarly, but the underlying techniques must be gener-
alised, and this takes a considerable amount of work. Neither direction is easy, but
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the ‘converse’ direction—finding a ‘trace’ f given a solution F—is certainly more
difficult.
A consequence of this theorem (and of the abstract theory that we construct)
is that certain solution spaces for the equation LAu = 0 form interpolation scales
(Section 6.5). This provides another viewpoint on the structure of the solution
spaces, although it is weaker than the explicit description that we obtain. Another
consequence is a representation theorem for solutions u of LAu = 0, rather than for
their conormal gradients ∇Au (which solve the Cauchy-Riemann system (CR)DB).
This result is much more complicated to state; we refer the reader to Theorem 6.13.
Identifying regions of exponents where Theorem 1.10 applies is important.
These are regions in which we can identify DB-adapted spaces with D-adapted
spaces, so we call them identification regions. Starting from information on the
intervals I0(H, DB), I0(H, DB
∗) ∋ 2 (as given by the second author and Stahlhut),
a procedure of ‘♥-duality’ and interpolation yields non-trivial regions of exponents
(p, θ) for which Theorem 1.10 applies (Section 5.3).
With Theorem 1.10 as a springboard, we extend the characterisation of well-
posedness of Regularity and Neumann problems—described for p = 2 after the
statement of Theorem 1.5 and then extended to p 6= 2 and θ ∈ {−1, 0} by the second
author with Mourgoglou and Stahlhut—as follows. For all exponents (p, θ), we show
that Hpθ,D is equal to the set of those f ∈ H˙pθ (Rn : Cm(1+n)) with curl‖ f‖ = 0.
Let N⊥ and N‖ denote the projections from H
p
θ,D onto H
p
θ,⊥ := H˙
p
θ (R
n : Cm) and
Hpθ,‖ := H˙
p
θ (R
n : Cmn) ∩ N (curl‖) respectively. For (p, θ) as in Theorem 1.10 we
have an identification of Hp,+θ,DB as a subset of H
p
θ,D, and so we can use N⊥ and N‖
to define
N
(p,θ)
H,DB,‖ : H
p,+
θ,DB → Hpθ,‖ and N (p,θ)H,DB,⊥ : Hp,+θ,DB → Hpθ,⊥.
Corresponding definitions of N
(p,θ)
B,DB,‖ and N
(p,θ)
B,DB,⊥ are also made for Besov spaces.
It is important to understand that we can define these restrictions on DB-adapted
spaces only after we have identified them with D-adapted spaces, on which the
projections are initially defined (the only exception to this is when B has a block
structure). These operators carry the well-posedness of Regularity and Neumann
problems, as shown by the following theorem. Again, this is a simplication of the
full result (Theorem 7.5). The θ ∈ {−1, 0} endpoints follow from Theorem 1.8.
Theorem 1.11. Let B = Aˆ, −1 ≤ θ ≤ 0, and 1 < p < ∞. Suppose that
Hpθ,DB ≃ Hpθ,D. Then (RH)pθ,A (resp. (NH)pθ,A) is well-posed if and only if N (p,θ)H,DB,‖
(resp. N
(p,θ)
H,DB,⊥) is an isomorphism. The same results hold mutatis mutandis for
problems with Besov boundary data.
The notion of well-posedness can be refined when considering boundary value
problems with different exponents. Consider −1 ≤ θ0, θ1 ≤ 0 and 1 < p0, p1 < ∞.
We say that the problems (RH)
p0
θ0,A
and (RH)
p1
θ1,A
are mutually well-posed if they
are both well-posed, and if for all∇‖f ∈ H˙p0θ0 ∩H˙
p1
θ1
the unique solutions to (RH)
p0
θ0,A
and (RH)
p1
θ1,A
with boundary data ∇‖f are equal. This definition simply extends to
all the boundary value problems that we consider. Two well-posed boundary value
problems need not be mutually well-posed: this phenomenon was first observed by
Axelsson [20]. The concept of mutual well-posedness extends the notion of compat-
ible well-posedness introduced by Barton and Mayboroda [22, §2.4]. More precisely,
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mutual well-posedness defines an equivalence relation on the set of exponents (p, θ)
for which a problem (e.g. (RH)
p
θ,A) is well-posed, and compatible well-posedness
corresponds to the equivalence class of the ‘energy exponent’ (2,−1/2). The prob-
lems (RH)
2
−1/2,A and (NH)
2
−1/2,A are always well-posed [13, Theorems 3.2 and 3.3].
By Theorem 1.11, (RH)
p0
θ0,A
and (RH)
p1
θ1,A
are mutually well-posed if and only if
N
(p0,θ0)
H,DB,‖ andN
(p1,θ1)
H,DB,‖ are isomorphisms whose inverses are equal on the intersection
Hp0θ0,‖∩H
p1
θ1,‖
(and likewise for Neumann problems, and with Besov boundary data).
This allows us to interpolate mutual well-posedness as a straightforward corollary
of Theorem 1.11. Furthermore, by using real interpolation instead of complex
interpolation, we can deduce mutual well-posedness of boundary value problems
with Besov boundary data from that of those with Hardy–Sobolev boundary data.
The following theorem makes this precise. The full result is Theorem 7.7.
Theorem 1.12. Suppose −1 ≤ θ0, θ1 ≤ 0, 1 < p0, p1 <∞, and α ∈ (0, 1), and
let
1
p
=
1− α
p0
+
α
p1
and θ = (1 − α)θ0 + αθ1.
(i) If H
pj
θj ,DB
≃ Hpjθj,D for j ∈ {0, 1}, and if (RH)
p0
θ0,A
and (RH)
p1
θ1,A
are mutu-
ally well-posed, then (RH)
p
θ,A is mutually well-posed with both (RH)
p0
θ0,A
and
(RH)
p1
θ1,A
, and furthermore if θ0 6= θ1 then (RB)pθ,A is mutually well-posed
with both (RH)
p0
θ0,A
and (RH)
p1
θ1,A
.
(ii) If B
pj
θj,DB
≃ Bpjθj ,D for j ∈ {0, 1}, and if (RB)p0θ0,A and (RB)p1θ1,A are mutu-
ally well-posed, then (RB)
p
θ,A is mutually well-posed with both (RB)
p0
θ0,A
and
(RB)
p1
θ1,A
.
Corresponding results are also true for Neumann problems.
Since invertibility is stable in complex interpolation scales, well-posedness of
our boundary value problems is also stable in a way that preserves mutuality. This
is made precise in the following simplification of Theorem 7.8.
Theorem 1.13. Let −1 < θ < 0 and 1 < p < ∞, and suppose that Hpθ,DB =
Hpθ,D. Suppose also that (RH)
p
θ,A is well-posed. Then (RH)
p1
θ1,A
and (RH)
p
θ,A are
mutually well-posed for all (p1, θ1) in some neighbourhood of (p, θ). Similar results
hold for Neumann problems, and for problems with Besov boundary data.
This theorem does not apply when θ ∈ {−1, 0}. However, the result is true
if θ ∈ {−1, 0} and θ1 = θ, with p1 in a neighbourhood of p. This is implicit in
the work of the second author with Mourgoglou and Stahlhut, and the proof of
Theorem 1.13 still applies in this case.
Finally, we have a duality result for well-posedness (this is a simplification of
Theorem 7.11).
Theorem 1.14. Let −1 ≤ θ0, θ1 ≤ 0 and 1 < p0, p1 < ∞, and suppose that
Hp0θ0,DB ≃ H
p0
θ0,D
and Hp1θ1,DB ≃ H
p1
θ1,D
. Then (RH)
p0
θ0,A
and (RH)
p1
θ1,A
are mutually
well-posed if and only if (RH)
p′0
−θ0−1,A∗
and (RH)
p′1
−θ1−1,A∗
are mutually well-posed.
Similar results hold for Neumann problems and with Besov spaces.
We may take (p0, θ0) = (p1, θ1) in this result. The mapping (p, θ) 7→ (p′,−θ−1)
is the reflection about the point (1/2,−1/2) in the (1/p, θ)-plane, which corresponds
1.2. SUMMARY OF THE MONOGRAPH 15
to the aforementioned ‘energy exponent’. This reflection describes what we call ‘♥-
duality of exponents’.
These theorems can be used to derive new well-posedness results for Regularity
problems (RH)
p
θ,A with fractional order θ ∈ (−1, 0), and also to derive known
results for (RB)
p
θ,A which were recently obtained by different methods by Barton
and Mayboroda [22] under the De Giorgi-Nash-Moser assumption. For details see
Section 7.2.
Remark 1.15. All of our results can be reformulated with the lower half-space
replacing the upper half-space. The main difference is that in this case positive
spectral subspaces must be replaced with negative spectral subspaces.
1.2. Summary of the monograph
In Chapter 2 we discuss two types of function spaces. First, the ‘ambient
spaces’: tent spaces, Z-spaces, and slice spaces. Many of the results here are new,
or have not been used in this context. We then consider the ‘smoothness spaces’:
Hardy–Sobolev spaces, Besov spaces, and so on. After a quick review of these
spaces, we characterise them in terms of tent spaces and Z-spaces (Theorem 2.57).
We also introduce a new system of notation for exponents: these are written as
boldface letters, typically p and q, and encode both integrability and regularity
information. This is not strictly necessary, but it truly cleans up the exposition of
later parts of the monograph and makes the flow of ideas more transparent.
In Chapter 3 we discuss basic operator theoretic notions. The operators that
we use in applications (i.e. the perturbed Dirac operators DB and BD) are bi-
sectorial, with bounded H∞ functional calculi on their ranges, and satisfy certain
off-diagonal estimates. Most of our abstract theory applies to any operator A sat-
isfying these ‘Standard Assumptions’, so we work with such operators until we are
forced to use more specific properties of perturbed Dirac operators. We establish
the boundedness of certain integral operators between tent spaces and Z-spaces.
Particular examples of these operators are given in terms of ‘extension’ and ‘con-
traction’ operators Qϕ,A and Sψ,A, which we discuss. This chapter culminates
in Theorem 3.19, which quantifies when operators of the form Qψ,Aη(A)Sϕ,A are
bounded between different tent/Z-spaces, where η is a holomorphic function (not
necessarily bounded) on an appropriate bisector.
In Chapter 4 we consider Besov–Hardy–Sobolev spaces adapted to an operator
A satisfying the aforementioned Standard Assumptions. In Section 4.1 we introduce
‘pre’-Besov–Hardy–Sobolev spaces HpA and B
p
A and establish their basic properties.
Mapping properties of the holomorphic functional calculus between these spaces,
including boundedness for H∞ functions of A and ‘regularity shifting’ estimates for
operators such as powers of A, are collected in Section 4.2. These all follow from
Theorem 3.19. In Section 4.3 we discuss completions. This issue is more subtle
than it initially seems. We define ‘canonical completions’ ψHpA and ψB
p
A in terms
of auxiliary functions ψ, and show how these can be used to formulate satisfactory
duality and interpolation results (Proposition 4.23 and Theorem 4.28). We also
introduce ‘inclusion regions’ of exponents p such that HpA0 →֒ HpA1 (likewise for
Besov spaces) for two operators A0, A1 satisfying the Standard Assumptions with
R(A0) = R(A1). An interpolation result for these regions (Theorem 4.32) is proven.
Finally, in Section 4.4 we show that the extended Cauchy operator CA produces
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strong solutions of the Cauchy problem for A with initial data in any completion
of any adapted pre-Besov–Hardy–Sobolev space, and we also show the quasinorm
equivalence
(1.10) ‖f‖HpA ≃ ‖CAf‖Tp (f ∈ H
p,±
A )
when p = (p, s) with p ≤ 2 and s < 0, and likewise for Besov spaces and Z-spaces
(Corollary 4.36).
Up until this point, we work with CN -valued functions for an arbitrary N ∈ N,
as in this abstract setting we gain nothing from the transversal/tangential structure
of Cm(1+n).
In Chapter 5 we consider the case when A is a perturbed Dirac operator of
the form DB or BD (and so we finally specialise to Cm(1+n)-valued functions).
We show that for all exponents p the spaces HpD and B
p
D are equal to projections
of classical smoothness spaces intersected with L2 (Theorem 5.3), and so we may
take projections of these classical smoothness spaces (without intersecting with L2)
as completions. We denote the resulting spaces by HpD and B
p
D. Then we define
‘identification regions’ I(H, DB) and I(B, DB), consisting of exponents p for which
we can identify HpD and B
p
D as completions of H
p
DB and B
p
DB respectively. These
regions turn out to be open (with some minor restrictions; see Theorem 5.18) and
stable under interpolation and ♥-duality (in a sense which interchanges B and B∗;
Corollary 5.14). Finally, in Theorem 5.26 we show that for p = (p, s) ∈ I(H, DB)
with p > 2 and s < 0 we have boundedness of the Cauchy operator C+DB from H
p
DB
to Tp, extending the ‘abstract’ estimate (1.10) (and likewise for Besov spaces and
Z-spaces). This is a long argument which requires various ad-hoc estimates. The
result is known to fail for s = 0, so it does not follow by interpolation.
In Chapter 6 we turn our attention to differential equations. After presenting
some basic properties of gradients of solutions to LAu = 0 (or equivalently solutions
of (CR)DB) we prove Theorems 6.8 and 6.9, which classify solutions to (CR)DB in
tent/Z-spaces with a decay condition at infinity (the decay condition is removed
for certain exponents in Section 6.2). This leads us to a range of exponents, related
to the identification region, called the classification region. The argument is quite
long, particularly for exponents p = (p, s) with p > 2, and uses all of the preceding
material. We have been (perhaps excessively) pedantic in citing dependence on
previous results, so it should be possible to treat certain technical lemmas as ‘black
boxes’ in initial readings. Although these results are ‘intermediate to’ Theorem 1.8
and proven by similar arguments, they do not follow by any interpolation procedure.
The results must be reproven manually. As a corollary of Theorems 6.8 and 6.9
we prove that certain solution spaces for the equation LAu = 0 are interpolation
scales (Theorem 6.41), and that the Whitney averages of such solutions have non-
tangential boundary limits (Theorem 6.42).
In Chapter 7 we present applications to boundary value problems. Most of these
have already been summarised in the introduction (Subsection 1.1.5). In particular,
we derive ranges of well-posedness for Regularity and Neumann problems for various
classes of coefficients in Section 7.2. Our results for real coefficient scalar equations
with boundary data in Hardy–Sobolev spaces are new. In Section 7.3 we show that
well-posedness of a boundary value problem is stable under perturbation of the
coefficients, given certain a priori assumptions which are known to hold in some
cases. Finally, we show the relationship between our approach and the method
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of layer potentials in Section 7.4. For exponents in the classification region, all
solutions to boundary value problems with gradients in the corresponding tent/Z-
space and with the appropriate decay condition are given by (generalised) layer
potentials.
1.3. Notation
The following notation will be used throughout the monograph.
We let N := {0, 1, 2, . . .} denote the natural numbers (including 0), and N+ :=
{1, 2, . . .} denote the positive natural numbers.
For a, b ∈ R and t > 0 we write
mba(t) :=
{
ta (t ≤ 1)
t−b (t ≥ 1).
For 0 < p, q ≤ ∞, we define the number
δp,q :=
1
q
− 1
p
,
with the interpretation 1/∞ = 0.
We write the Euclidean distance on Rn as d(x, y) = d(y, x) := |x− y|, the open
ball with centre x ∈ Rn and radius r > 0 by B(x, r) := {y ∈ Rn : d(x, y) < r}, and
the (half closed, half open) annulus with centre x ∈ Rn, inner radius r0 > 0, and
outer radius r1 > r0 by
A(x, r0, r1) := B(x, r1) \B(x, r0) = {y ∈ Rn : r0 ≤ d(x, y) < r1}.
For subsets E,F ⊂ Rn we write
d(E,F ) := dist(E,F ) = inf{d(x, y) : x ∈ E, y ∈ F}.
We let L0(Ω : E) denote the set of strongly measurable functions from a mea-
sure space Ω to a Banach space E. As usual, we identify two functions if they agree
almost everywhere.
We write quasinorms as either ‖f‖X or ‖f | X‖ according to typographical
need. For two quasinormed spaces X and Y , we write X →֒ Y to mean that
X ⊂ Y (possibly after some identification has been made) and that the identity
map is bounded. We write X ≃ Y to mean that X →֒ Y and Y →֒ X , i.e. to mean
that X and Y are isomorphic, and X = Y to mean that the sets X and Y are
equal and that the associated quasinorms are equivalent. Often we refer to norms
as ‘quasinorms’ even though they are actually norms; for example, we refer to the
Lp quasinorm when p ∈ (0,∞], even though this is a norm when p ≥ 1. For a quick
introduction to quasi-Banach spaces the reader can consult the early sections of
[54]. When necessary, we label dual pairings by the space on the left: for example,
by 〈f, g〉Lp , we mean the usual duality pairing between Lp and Lp′ , with f ∈ Lp
and g ∈ Lp′ .
When a and b are real numbers, we write a . b to mean that a ≤ Cb for some
C > 0 which is independent of a and b, and which may vary from line to line. If C
depends on some other quantities c1, c2, . . ., we write a .c1,c2,... b. We write a ≃ b to
mean that a . b and b . a. Context prevents us from confusing this meaning of the
symbol ≃ and that introduced in the previous paragraph (representing isomorphism
of quasinormed spaces).
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We use a new and extensive notation for exponents, which appear in boldface
p. This is described in Section 2.1.
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CHAPTER 2
Function Space Preliminaries
Throughout this chapter we consider CN -valued functions for some fixed N ∈
N, but since nothing really changes whether we choose N = 1 or N 6= 1 (this
is justified in Remark 2.14) we do not refer to CN in the notation. So we write
L2(Rn) = L2(Rn : CN ), Tp(Rn) = Tp(Rn : CN ), and so on. For z ∈ CN we write
|z| in place of ‖z‖CN .
2.1. Exponents
Our theory makes heavy use of relationships between different function spaces,
which may be seen as relationships between the exponents used in their parametrisa-
tion. The most efficient way to keep track of these relationships, balancing economy
of notation and clarity of ideas, is to introduce an enriched notation for exponents
right at the beginning, and to work with it consistently.
Our exponent notation depends implicitly on a fixed dimension n ∈ N+. The
set of exponents is defined to be the disjoint union
E := Efin ⊔E∞,
where Efin := {(p, s) : p ∈ (0,∞), s ∈ R} and E∞ := {(∞, s;α) : s ∈ R, α ≥ 0}. We
say that an exponent is finite if it is in Efin, and infinite if it is in E∞.
We define two functions i : E → (0,∞], r : E → R, representing integrability
and a kind of regularity, by
i(p, s) := p, i(∞, s;α) :=∞,
r(p, s) := s, r(∞, s;α) := s+ α.
We also define functions j, θ : E→ R by
j(p, s) := 1/p, j(∞, s;α) := −α/n
θ(p, s) := s, θ(∞, s;α) := s.
Note that p is finite if and only if j(p) is positive, and furthermore every
exponent p is uniquely determined by the pair (j(p), θ(p)). Thus we may consider
the set of exponents as being parametrised by the points in the (j, θ)-plane, as
pictured in Figure 1.
For r ∈ R and p ∈ E, define p+ r ∈ E to be the unique exponent satisfying
j(p+ r) = j(p) and θ(p+ r) = θ(p) + r.
We similarly define p− r.
For every exponent p, we define the dual exponent p′ ∈ E to be the unique
exponent satisfying j(p′) + j(p) = 1 and θ(p′) + θ(p) = 0. For finite exponents we
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have
(p, s)′ :=
{
(p′,−s) (p > 1)(∞,−s;n( 1p − 1)) (p ≤ 1),
where p′ is the usual Ho¨lder conjugate of p. Clearly p′′ = p. We also define the
♥-dual exponent
p♥ := p′ − 1,
and a quick computation shows that p♥♥ = p.
For two exponents p,q ∈ E, we write p →֒ q to mean that
θ(p) ≥ θ(q) and θ(q) − θ(p) = n(j(q)− j(p)).
We always have p →֒ p. Observe that p →֒ q and q →֒ r implies p →֒ r, and
p →֒ q if and only if q′ →֒ p′. This notation reflects embedding properties of
function spaces.
For η ∈ R, define [p,q]η ∈ E to be the unique exponent satisfying
j([p,q]η) = (1− η)j(p) + ηj(q),
θ([p,q]η) = (1− η)θ(p) + ηθ(q).
Note that [p,q]0 = p and [p,q]1 = q. This notation is particularly useful for
interpolation results.
Lemma 2.1. Suppose p and q are exponents with p →֒ q. Then [p,q]η0 →֒
[p,q]η1 whenever η0 ≤ η1.
Proof. Write
θ([p,q]η1 )− θ([p,q]η0) = ((1− η1)θ(p) + η1θ(q)) − ((1− η0)θ(p) + η0θ(q))
= (η1 − η0)(θ(q) − θ(p))(2.1)
= n(η1 − η0)(j(q) − j(p))(2.2)
= n (((1− η1)j(p) + η1j(q)) − ((1− η0)j(p) + η0j(q)))
= n(j([p,q]η1 )− j([p,q]η0)).
Line (2.2) follows from p →֒ q. Furthermore, line (2.1), η1−η0 ≥ 0, and θ(p) ≥ θ(q)
imply that θ([p,q]η0 ) ≥ θ([p,q]η1 ). Thus [p,q]η0 →֒ [p,q]η1 . 
A straightforward computation shows the following lemma.
Lemma 2.2. Suppose p,q ∈ E and η0, η1, λ ∈ R. Then
[[p,q]η0 , [p,q]η1 ]λ = [p,q](1−λ)η0+λη1 .
In particular this implies
p = [[p,q]−1,q]1/2
q = [p, [p,q]2]1/2.
The most convenient way of visualising exponents is by identifying them with
points in the (j, θ) plane. In Figure 1 we show two exponents p and q with p →֒ q,
their dual exponents, their ♥-duals, and various other exponents which may be
constructed from them. The operations p 7→ p′ and p 7→ p♥ are given by reflection
about the marked points at (1/2, 0) and (1/2,−1/2) respectively. The exponent
(1/2,−1/2) is special: in Section 7.1 we introduce it as the ‘energy exponent’.
Certain boundary value problems associated with this exponent are automatically
well-posed. Observe that p →֒ q if and only if the line segment from (j(p), θ(p))
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Figure 1. Various exponents in the (j, θ) plane.
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to (j(q), θ(q)) is parallel to that from ((n + 1)/n, 0) to (1,−1), with the same
orientation.
In Subsection 2.7 we provide a convenient table detailing the function spaces
associated with different exponents.
2.2. Tent spaces
The most fundamental function spaces in this monograph are the tent spaces.
These were first introduced by Coifman, Meyer, and Stein [26, 27], and they have
since proven their worth in harmonic analysis and PDE. The other ‘ambient spaces’
that we use—Z-spaces and slice spaces—are closely related to tent spaces, so a solid
knowledge of tent spaces will be useful.
For x ∈ Rn we define the cone with vertex x by
Γ(x) := {(t, y) ∈ R1+n+ : y ∈ B(x, t)},
and for each open ball B ⊂ X we define the tent with base B by
T (B) := R1+n+ \
(⋃
x/∈B
Γ(x)
)
.
Equivalently, T (B) is the set of points (y, t) ∈ R1+n+ such that B(y, t) ⊂ B.
The tent space quasinorms are defined in terms of the Lusin operator A and
Carleson operators Cα, which are defined as follows: for all α ≥ 0 and f ∈ L0(R1+n+ ),
(2.3) Af(x) :=
(∫∫
Γ(x)
|f(t, y)|2 dy dt
tn+1
)1/2
(x ∈ Rn)
22 2. FUNCTION SPACE PRELIMINARIES
and
Cαf(x) := sup
B∋x
1
rαB
(
1
rnB
∫∫
T (B)
|f(t, y)|2 dy dt
t
)1/2
(x ∈ Rn).
For each s ∈ R we define an operator κs on L0(R1+n+ ) by
(κsf)(t, x) := tsf(t, x) ((t, x) ∈ R1+n+ ).
This operator is used to define ‘weighted’ spaces.
In the following definition, and indeed throughout the whole monograph from
this point, we use the exponent notation from Section 2.1.
Definition 2.3. For a finite exponent p = (p, s), the tent space T p = Tp(Rn)
is the set
Tp = T ps := {f ∈ L0(R1+n+ ) : A(κ−sf) ∈ Lp(Rn)}
equipped with the quasinorm
‖f‖Tps := ‖A(κ−sf)‖Lp(Rn).
For an infinite exponent p = (∞, s;α) we define Tp by
Tp = T∞s;α := {f ∈ L0(R1+n+ ) : Cα(κ−sf) ∈ L∞(Rn)}
with its natural norm.
Remark 2.4. The spaces T ps agree with those defined by Hofmann, May-
boroda, and McIntosh [46, §8.3], and with the spaces T p,22,s of Huang [47]. Our
spaces T∞s;0 agree with Huang’s spaces T
∞,2
2,s .
All tent spaces are quasi-Banach spaces (Banach when i(p) ≥ 1). For all finite
exponents p, the subspace Tp;c ⊂ Tp of compactly supported functions is dense in
Tp, and L2c(R
1+n
+ ) is densely contained in T
p.
Definition 2.5. Let p be an exponent with i(p) ≤ 1, and suppose B ⊂ Rn is
a ball. We say that a function a ∈ L0(R1+n+ ) is a Tp-atom (associated with B) if a
is essentially supported in T (B) and if
‖a‖T 2s ≤ |B|δp,2 ,
where δp,2 =
1
2 − 1p (as defined in Section 1.3).
An atomic decomposition for our tent spaces follows immediately from the
original tent space atomic decomposition theorem [27, Theorem 1c].
Theorem 2.6 (Atomic decomposition). Let p be an exponent with i(p) ≤
1. Then a function f ∈ L0(R1+n+ ) is in Tp if and only if there exists a sequence
(ak)k∈N of T
p-atoms and a sequence λ ∈ ℓp(N) such that
(2.4) f =
∑
k∈N
λkak
with convergence in Tp. Furthermore we have
‖f‖Tp ≃ inf ‖λ‖ℓp(N),
where the infimum is taken over all such decompositions.
The following duality theorem includes all finite exponents; our exponent no-
tation allows us to state the result without needing to separate the cases i(p) ≤ 1
and i(p) > 1.
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Theorem 2.7 (Duality). Suppose that p is a finite exponent. Then for all
f, g ∈ L0(R1+n+ ) we have
(2.5)
∫∫
R1+n+
|(f(t, x), g(t, x))| dx dt
t
. ‖f‖Tp‖g‖Tp′ ,
and the pairing
(2.6) 〈f, g〉 :=
∫∫
R1+n+
(f(t, x), g(t, x)) dx
dt
t
identifies the Banach space dual of Tp with Tp
′
.
Note in particular that the integral in (2.5) converges absolutely.
Remark 2.8. Throughout this monograph we refer to the pairing in (2.6) as
the L2 duality pairing.
When p is finite and i(p) ≥ 2, Tp may also be characterised in terms of the
Carleson operator C0. This is a straightforward extension of [27, Theorem 3].
Theorem 2.9 (Carleson characterisation of Tp). Suppose p is a finite
exponent with i(p) > 2. Then for all f ∈ L0(R1+n+ ) we have
‖f‖Tp ≃ ‖C0(κ−θ(p)f)‖Lp(Rn).
The following ‘change of aperture’ theorem was proven by Coifman, Meyer, and
Stein for T p0 [27, Proposition 4], and the extension to the more general tent spaces
here is immediate.
Theorem 2.10 (Change of aperture). For β ∈ (0,∞) and x ∈ Rn define
Γβ(x) := {(t, y) ∈ R1+n+ : y ∈ B(x, βt)},
and for f ∈ L0(R1+n+ ) define Aβf(x) as in (2.3), with Γβ(x) in place of Γ(x). Then
for β ∈ (0,∞) and each finite exponent p we have an equivalence of quasinorms
‖f‖Tp ≃ ‖Aβ(κ−θ(p)f)‖Li(p)(Rn).
The following embedding theorem, which can be seen as a tent space analogue of
the Hardy–Littlewood–Sobolev embedding theorem, was proven by the first author
[3, Theorem 2.19]. The case where p and q are both infinite is not explicitly shown
there, but it follows by the same argument.
Theorem 2.11 (Embeddings). Let p and q be exponents with p →֒ q. Then
we have the embedding Tp →֒ T q.
The following complex interpolation theorem was proven by Hofmann, May-
boroda, and McIntosh for finite exponents [46, Lemma 8.23], and the extension to
one infinite exponent follows by duality [3, Theorem 2.1].
Theorem 2.12 (Complex interpolation). Suppose p and q are exponents
with j(p), j(q) ≥ 0 (with equality for at most one exponent), and let 0 < η < 1.
Then
[Tp, T q]η = T
[p,q]η .
Remark 2.13. Here, and throughout the monograph, by ‘complex interpo-
lation’ we mean the Kalton–Mitrea complex interpolation method, introduced in
[56, §3]. This agrees with the usual (Caldero´n) complex interpolation method on
couples of Banach spaces, and is well-defined for all quasi-Banach couples.
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Remark 2.14. In contrast with the earlier work of the first author [3], we
define the operator κs in terms of powers of t rather than powers of volumes of
balls, so our tent spaces T ps (R
n) correspond to his tent spaces T p,2s/n(R
n). We also
use CN -valued functions instead of C-valued functions. This does not change the
validity of previous results, as one can always split T ps (R
n : CN ) ≃ ⊕Nj=1T ps (Rn : C)
and apply the results to each summand individually. This reduction would fail if
we were to replace CN with a general Banach space, but thankfully we have no
need for such generality.
2.3. Z-spaces
We now introduce a class of function spaces, called Z-spaces, which are related
to tent spaces by real interpolation. The Z-spaces play the role for Besov spaces
B˙p,ps that the tent spaces play for Hardy–Sobolev spaces H˙
p
s .
Definition 2.15. We refer to a pair
c = (c0, c1) ∈ (0,∞)× (3/2,∞)
as a Whitney parameter. To each Whitney parameter c and each (t, x) ∈ R1+n+ we
associate the Whitney region
Ωc(t, x) := (c
−1
1 t, c1t)×B(x, c0t) ⊂ R1+n+ ,
and for f ∈ L0(R1+n+ ) we define the L2-Whitney averages
Wcf(t, x) :=
(∫∫
Ωc(t,x)
|f(τ, ξ)|2 dξ dτ
)1/2
((t, x) ∈ R1+n+ ).
For an exponent p and a Whitney parameter c, and for all f ∈ L0(R1+n+ ), we define
the quasinorm
(2.7) ‖f‖Zpc := ‖Wc(κ−r(p)f)‖Li(p)(R1+n+ )
and a corresponding function space
Zpc = Z
p
c (R
n) := {f ∈ L0(R1+n+ ) : ‖f‖Zpc <∞}.
We write Ω(t, x) := Ω(1,2)(t, x) when a particular Whitney parameter is not
needed.
Remark 2.16. The spaces Zpc coincide with the spaces L(i(p), r(p) + 1, 2)
introduced by Barton and Mayboroda [22]. We use these spaces for the same
purpose: as an ambient space for the gradient of a solution to an elliptic BVP with
boundary data in a Besov space. The connection with tent spaces presented here
extends that established by the first author [3].
Remark 2.17. The restriction c1 > 3/2 is for technical reasons. The first time
that it is actually needed is in our proof of the atomic decomposition theorem. It is
possible to allow for c1 > 1 by a straightforward covering argument, but this would
take extra work, and c1 > 3/2 is sufficient for our applications.
The following real interpolation theorem appears in [3, Theorem 2.9]. In The-
orem 2.30 we extend it to infinite exponents.
2.3. Z-SPACES 25
Theorem 2.18 (Real interpolation for tent spaces with finite expo-
nents). Suppose that p and q are finite exponents with θ(p) 6= θ(q), and suppose
0 < η < 1. Then for all Whitney parameters c we have
(Tp, T q)η,pη = Z
[p,q]η
c ,
where pη = i([p,q]η).
Thus for finite p the Z-spaces Zpc are complete and independent of c (up to
equivalence of quasinorms); we extend this to infinite exponents later. Hence we
write Zp in place of Zpc .
We establish further properties of the Z-spaces ‘by hand’ rather than arguing by
interpolation, because this yields stronger results. In particular, it yields absolute
convergence of L2 duality pairings, while interpolation would only prove this on
dense subspaces. This is important in applications. Our main tool is a dyadic
characterisation of the Zp-quasinorm, as stated and used by Barton and Mayboroda
[22, Proof of Theorem 4.13] but without proof. To establish this characterisation
we need some notation and a preliminary counting lemma.
LetQ(Rn) be a system of (open) dyadic cubes in Rn. For every cube Q ∈ Q(Rn)
and for k ∈ Z, define the Whitney cube
Q
k
:= (2kℓ(Q), 2k+1ℓ(Q))×Q,
and the Whitney grid
Gk := {Qk : Q ∈ Q(Rn)}.
For each k ∈ Z, Gk is a partition of R1+n+ up to a set of measure zero.
For each Whitney parameter c, each k ∈ Z, and each Whitney cube Qk ∈ Gk,
we define
Gc(Qk) := {Rk ∈ Gk : Rk ∩ Ωc(t, x) 6= ∅ for some (t, x) ∈ Qk}.
Lemma 2.19. Let c be a Whitney parameter and k ∈ N. Then for all Qk ∈ Gk
we have
|Gc(Qk)| .c,k,n 1
(where | · | denotes cardinality).
Proof. The condition R
k ∩ Ωc(t, x) 6= ∅ may be rewritten as
ℓ(R) ∈ [t/2k+1c1, 2−kc1t] and dist(R, x) < c0t.
By rescaling and translating, the number of R ∈ Q(Rn) such that this condition is
satisfied is equal to the number of R ∈ Q(Rn) such that
ℓ(R) ∈ (1/2k+1c1, 2−kc1) and dist(R, 0) < c0,
which is finite and depends only on c, k, and n. 
Proposition 2.20 (Dyadic characterisation). Let p be a finite exponent, c
a Whitney parameter, and k ∈ Z. Then
‖f‖Zpc ≃c,k,p
∥∥∥ℓ(Q)−r(p)[|f |2]1/2
Q
k
∥∥∥
ℓp(Gk,ℓ(Q)n)
,
where [|f |2]1/2
Q
k = ‖f | L2(Qk, dτdξ/τ1+n)‖.
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Proof. Write p = (p, s) and estimate
‖f‖p
Zpc
=
∑
Q
k
∈Gk
∫∫
Q
k
Wc(κ−sf)(t, x)p dt
t
dx
≃
∑
Q
k
∈Gk
(2kℓ(Q))−ps
∫∫
Q
k
‖f | L2(Ωc(t, x), dτdξ/τ1+n)‖p dt
t
dx(2.8)
.
∑
Q
k
∈Gk
(2kℓ(Q))−ps
∫∫
Q
k
∑
R
k
∈Gc(Q
k
)
‖f | L2(Rk, dτdξ/τ1+n)‖p dt
t
dx(2.9)
≃k,p,s
∑
Q
k
∈Gk
R
k
∈Gc(Q
k
)
ℓ(R)n−ps‖f | L2(Rk, dτdξ/τ1+n)‖p(2.10)
≃
∑
R
k
∈Gk
ℓ(R)n
(
ℓ(R)−s‖f | L2(Rk, dτdξ/τ1+n)‖
)p
.(2.11)
The equivalence (2.8) comes from the fact that τ ≃ 2kℓ(Q) when (τ, ξ) ∈ Ωc(t, x)
and (t, x) ∈ Qk. The upper bound (2.9) comes from covering Ωc(t, x) with the
Whitney cubes R
k ∈ Gc(Q), of which there are boundedly many by Lemma 2.19.
The equivalence (2.10) comes from noting that ℓ(R) ≃ ℓ(Q) when Rk ∈ Gc(Qk).
Finally, (2.11) follows from the fact that every cube R
k ∈ Gk appears at least once,
and at most a bounded number of times, in the multiset {Rk ∈ Gc(Qk) : Qk ∈ G}.
To prove the converse statement, we need only prove the converse direction of
(2.9). This follows from the existence of a Whitney parameter c˜ such that whenever
R
k ∈ Gc(Qk) and (t, x) ∈ Qk, we have Rk ⊂ Ωc˜(t, x). To this end one can take
c˜0 = 2(c0+2
−k
√
n(c1+1)) and c˜1 = 4c1. This, along with the independence of Z
p
c
on c, completes the proof. 
Remark 2.21. The same proof works for infinite exponents once we show that
the corresponding Z-space norms are independent of c.
The dyadic characterisation of the Z-space quasinorm can be used to prove a
duality theorem when i(p) > 1. As with the corresponding result for tent spaces,
this is not just an abstract identification of dual spaces (which could be deduced by
real interpolation), but also includes absolute convergence of the L2 duality pairing.
Proposition 2.22 (Duality: reflexive range). Suppose i(p) ∈ (1,∞). Then
for all f, g ∈ L0(R1+n+ ) we have
(2.12)
∫∫
R1+n+
|(f(t, x), g(t, x))| dx dt
t
. ‖f‖Zp‖g‖Zp′ ,
and the L2 duality pairing identifies the Banach space dual of Zp with Zp
′
.
Proof. Let Q0 = (1, 2) × (0, 1)n be equipped with the measure dx dt/t1+n,
and for each function f ∈ L0(R1+n+ ) and each cube Q ∈ G, let fQ be the function
on Q0 which is the affine reparametrisation of 1Qf , so that [|f |2]1/2Q = ‖fQ‖L2(Q0).
Then by Proposition 2.20, writing p = (p, s), we have
‖f‖Zp ≃ ‖ℓ(Q)−s[|f |2]1/2Q ‖ℓp(G,ℓ(Q)n)
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≃ ‖ℓ(Q)−sfQ‖ℓp(G,ℓ(Q)n:L2(Q0))
=: ‖fQ‖ℓps(G,ℓ(Q)n:L2(Q0)).
Evidently the map f 7→ (fQ)Q∈G is an isomorphism between Zp and ℓps(G, ℓ(Q)n :
L2(Q0)). Furthermore, for all f, g ∈ L0(R1+n+ ) we have∫
R1+n+
|(f(t, x), g(t, x))| dx dt
t
≃
∑
Q∈G
ℓ(Q)n
∫∫
Q0
|(fQ(t, x), gQ(t, x))|
dx dt
t1+n
,
so f 7→ (fQ)Q∈G identifies the L2(R1+n+ ) and ℓ2(G, ℓ(Q)n : L2(Q0)) duality pairings
(up to a constant).
Since we have∑
Q∈G
ℓ(Q)n|(fQ, gQ)L2(Q0)| . ‖fQ‖ℓps(G,ℓ(Q)n:L2(Q0))‖gQ‖ℓp′−s(G,ℓ(Q)n:L2(Q0))
and since the ℓ2(G, ℓ(Q)n : L2(Q0)) duality pairing identifies ℓp′s (G, ℓ(Q)n : L2(Q0))
as the dual of ℓp−s(G, ℓ(Q)n : L2(Q0)), the corresponding results for Zp follow. 
The dyadic characterisation may also be used to prove an atomic decomposition
theorem for Z-spaces.
Definition 2.23. Let p = (p, s) be a finite exponent and c a Whitney param-
eter. We say that a function a ∈ L0(R1+n+ ) is a Zpc -atom associated with the point
(t, x) ∈ R1+n+ if a is essentially supported in Ωc(t, x) and if
‖κ−sa‖L2(Ωc(t,x),dx dt/t) ≤ tnδp,2 .
(recall that δp,2 =
1
2 − 1p is defined in Section 1.3).
Lemma 2.24. Let p be a finite exponent and suppose a is a Zpc -atom associated
with (t0, x0) ∈ R1+n+ . Then
‖a‖Zp .c,p 1.
Proof. A reasonably quick computation shows that
{(t, x) ∈ R1+n+ : Ωc(t, x) ∩ Ωc(t0, x0) 6= ∅} ⊂ Ωc˜(t0, x0)
where c˜0 = c0(1 + c
2
1) and c˜1 = c
2
1. Hence we can estimate, using the support and
size conditions for a and writing p = (p, s),
‖a‖Zpc ≤
(∫∫
Ωc˜(t0,x0)
(
1
t1+n
∫∫
Ωc(t0,x0)
τ |τ−sa(τ, ξ)|2 dξ dτ
τ
)p/2
dx
dt
t
)1/p
.c t
nδp,2
0
(∫∫
Ωc˜(t0,x0)
t
−np/2
0 dx
dt
t
)1/p
≃c,p tnδp,2−
n
2 +
n
p
0 = 1
as required. 
Theorem 2.25 (Atomic decomposition of Z-spaces). Suppose p = (p, s)
with p ≤ 1, and let c be a Whitney parameter. Then a function f ∈ L0(R1+n+ ) is
in Zp if and only if there exists a sequence (ak)k ∈ N of Zpc -atoms and a sequence
λ ∈ ℓp(N) such that ∑
k∈N
λkak = f
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with convergence in Zp. Furthermore we have
‖f‖Zp ≃ inf ‖λ‖ℓp(N),
where the infimum is taken over all such decompositions.
Proof. Given such a decomposition of f , we have
‖f‖pZp =
∥∥∥∥∑
k∈N
λkak
∥∥∥∥p
Zp
. ‖λ‖pℓp(N)
by Lemma 2.24, and so ‖f‖Zp . inf ‖λ‖ℓp(N). It remains to prove the reverse esti-
mate. For each k ∈ Z we can write
(2.13) f =
∑
Q
k
∈Gk
f
Q
k
where f
Q
k = 1
Q
kf (note that this notation differs from that in the proof of Propo-
sition 2.22). By Proposition 2.20, and using dominated convergence, this sum
converges in Zp. If k ≥ log2(c−10
√
n/3) + 1 and if c1 > 3/2 (this is the first place
where we actually use this assumption), then
Q
k ⊂ Ωc(cQ, tQ)
for all Q ∈ Q(Rn), where cQ is the center of Q and tQ is the midpoint of 2kℓ(Q)
and 2k+1ℓ(Q). Therefore, under this condition on k, each f
Q
k satisfies the support
condition required of a Zpc -atom. By Proposition 2.20 the norms
‖κ−sf
Q
k‖L2(Ωc(cQ,tQ),dx dt/t)
are all finite, so we can define
λ
Q
k := t
−nδp,2
Q
k ‖κ−sfQk‖L2(Ωc(cQ,tQ),dx dt/t)
and
a
Q
k :=
{
λ−1
Q
kfQk (fQk 6= 0)
0 (f
Q
k = 0).
Each a
Q
k is a Zpc -atom and
f =
∑
Q
k
∈Gk
λ
Q
ka
Q
k
with convergence in Zp, and furthermore
‖(λ
Q
k)‖ℓp(Gk) =
∥∥∥t−nδp,2
Q
k ‖κ−sfkQ‖L2(Ωc(cQk ,tQk ),dx dt/t)
∥∥∥
ℓp(Gk)
≃
∥∥∥(2kℓ(Q))−nδp,2−s|Q|1/2[|f |2]1/2
Q
k
∥∥∥
ℓp(Gk)
≃
∥∥∥ℓ(Q)(n/p)−s[|f |2]1/2
Q
k
∥∥∥
ℓp(Gk)
≃ ‖f‖Zp
again using Proposition 2.20. 
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In contrast with tent spaces, it is very easy to construct atomic decompositions
of functions f ∈ Zp: as in the proof of the theorem, simply decompose f via the
Whitney grid Gk for sufficiently large k. This works for all finite p, even if i(p) > 1.
Abstract decompositions are useful in the proof of Zp-Zp
′
duality when i(p) ≤ 1,
which we now build towards.
Lemma 2.26. For all Whitney parameters c and all f ∈ L0(R1+n+ ), the func-
tion Wcf is lower semicontinuous.
Proof. Fix M > 0 and suppose that Wcf(t, x) > M . Then there exists a
small ε > 0 such that W(c0−ε,c1−ε)f(t, x) > M also. A short computation shows
that if x˜ ∈ B(x, εt/2) and if |t˜ − t| < (c1/(c1 − ε) − 1)t, then Ωc(t˜, x˜) contains
Ω(c0−ε,c1−ε)(t, x), so for all such (t˜, x˜) we have
Wcf(t˜, x˜) ≥ W(c0−ε,c1−ε)f(t, x) > M.
Therefore the set {(t, x) ∈ R1+n+ :Wcf(t, x) > M} is open. 
Corollary 2.27. Let p be an infinite exponent. Then
‖f‖Zpc = sup
(t,x)∈R1+n+
Wc(κ−r(p)f)(t, x),
i.e. the essential supremum in the definition of the Zpc -norm can be replaced with
a supremum.
Proof. Lower semicontinuity of Wc(κ−r(p)f) implies that if
Wc(κ−r(p)f)(t, x) > M
for some M < ∞ at one point (t, x), then it continues to hold in an open neigh-
bourhood of (t, x), and in particular on a set of positive measure. 
We can finally prove the duality theorem for Zp with i(p) ≤ 1. As with the
other duality results so far, this includes absolute convergence of the L2 duality
pairing.
Theorem 2.28 (Duality: non-reflexive range). Suppose i(p) ≤ 1 and let
c be a Whitney parameter. Then for all f, g ∈ L0(R1+n+ ) we have
(2.14)
∫∫
R1+n+
|(f(t, x), g(t, x))| dx dt
t
. ‖f‖Zpc ‖g‖Zp′c ,
and the L2 duality pairing identifies the Banach space dual of Zpc with Z
p′
c .
Proof. Write p = (p, s), so that p′ = (∞,−s, nδp,1). First suppose a is a
Zpc -atom associated with a point (t0, x0) ∈ R1+n+ . Then we have∫∫
R1+n+
|(a(t, x), g(t, x))| dx dt
t
≤ ‖κ−sa‖L2(R1+n+ ,dx dt/t)‖κ
sg‖L2(Ωc(t0,x0),dx dt/t)
. t
nδp,2+nδ1,p+(n/2)
0 ‖κs−nδ1,pg‖L2(Ωc(t0,x0),dx dt/t1+n)
≤ ‖g‖Zpc
by Corollary 2.27. For general f ∈ Zp, write f as a sum of Zpc -atoms as in Theorem
2.25, so that∫∫
R1+n+
|(f(t, x), g(t, x))| dx dt
t
≤
∑
k∈N
|λk|
∫∫
R1+n+
|(ak(t, x), g(t, x))| dx dt
t
30 2. FUNCTION SPACE PRELIMINARIES
. ‖g‖
Zp
′
c
‖λ‖ℓp(N)
since p ≤ 1. Taking the infimum over all atomic decompositions of f proves (2.14).
Now suppose that φ ∈ (Zpc )′. By the same technique as in the proof of Propo-
sition 2.22, we find that there exists a sequence (gQ) ∈ ℓ∞−s(G : L2(Q0)) correspond-
ing to the induced action of φ on ℓps(G, ℓ(Q)n : L2(Q0)) (since ℓp(N)′ = ℓ∞(N) for
p ≤ 1). Hence there exists a function Gφ ∈ L0(R1+n+ ) corresponding to the action
of φ on Zpc . We need to show that Gφ is in Z
p
′
c .
Suppose (t, x) ∈ R1+n+ . Then we can estimate
Wc(κs−nδ1,pGφ)(t, x) ≃ t−nδ1,p‖Gφ‖L2
−s(Ωc(t,x),dξ dτ/τ
1+n)
= t−nδ1,p sup
F∈L2s(Ωc(t,x),dξ dτ/τ
1+n)
‖F‖≤1
|(F,Gφ)|
. t−nδ1,p−(n/2)−nδp,2‖φ‖(Zps )′ sup
F∈L2s(Ωc(t,x),dξ dτ/τ)
‖F‖≤tnδp,2
‖F‖Zps
≤ ‖φ‖(Zp)′ ,
using nδ1,p + (n/2) + nδp,2 = 0, the fact that the condition in the final supremum
implies that F is a Zpc -atom, and Lemma 2.24. Therefore we have
‖Gφ‖Zp′c = sup
(t,x)∈R1+n+
Wc(κs−nδ1,pGφ)(t, x) . ‖φ‖(Zpc )′
as desired. 
Corollary 2.29. For all infinite exponents p and all Whitney parameters c,
the Zpc norms are mutually equivalent. Hence for all exponents p we write Z
p in
place of Zpc .
Having identified the duals of all Zp spaces for finite p, we can give a full
interpolation theorem.
Theorem 2.30 (Real interpolation of tent spaces: full range). Suppose
that p and q are exponents with θ(p) 6= θ(q), and 0 < η < 1. Then
(Tp, T q)η,pη = Z
[p,q]η ,
where pη = i([p,q]η).
Proof. For finite exponents this is Theorem 2.18. If 1 < i(p), i(q) ≤ ∞, this
follows by writing
(Tp, T q)η,pη = ((T
p′)′, (T q
′
)′)η,pη = (T
p′, T q
′
)′η,p′η
via the duality theorem for real interpolation [23, Theorem 3.7.1], using that Tp
′ ∩
T q
′
is dense in both Tp
′
and T q
′
, and then noting that
p′η = i([p,q]η)
′ = i([p′,q′]η).
The full result follows by Wolff reiteration [80, Theorem 1]. 
As an immediate consequence we can prove a real interpolation theorem for
Z-spaces. This follows from Theorem 2.30 along with the reiteration theorem for
real interpolation [23, Theorem 5.2.4].
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Proposition 2.31 (Real interpolation of Z-spaces). Let p and q be expo-
nents which are not both infinite and with θ(p) 6= θ(q), and let η ∈ (0, 1). Then
(Zp, Zq)η,pη = Z
[p,q]η ,
where pη = i([p,q]η).
We can also establish a complex interpolation theorem for Z-spaces. Within the
Banach range, this has already been done by Barton and Mayboroda [22, Theorem
4.13]. However, in the quasi-Banach range—that is, for exponents p with i(p) <
1—one must argue differently. We remind the reader that we perform complex
interpolation using the Kalton–Mitrea method from [56, §3], which is well-defined
for all quasi-Banach couples.
Proposition 2.32 (Complex interpolation of Z-spaces). Let p and q be
exponents which are not both infinite, and let η ∈ (0, 1). Then
[Zp, Zq]η = Z
[p,q]η .
We defer the proof to Section 2.6, as it requires the introduction of spaces Zp,qs
with q 6= 2.
Remark 2.33. The Z-spaces can be seen as Wiener amalgam spaces associated
with the semidirect product R+ ⋉ Rn corresponding to the dilation action of the
multiplicative group R+ on Rn. Topologically R+ ⋉ Rn = R
1+n
+ , and the group
operation is given by (t, x) ·(s, y) := (ts, x+ ty). Thus many of the properties above
can be deduced from properties of abstract Wiener amalgam spaces. For a review of
these spaces, see [39] and the references therein. However, if we were to use Wiener
amalgam space arguments, we would not obtain absolute convergence of L2 duality
pairings (only abstract duality pairings). Furthermore, these arguments would not
show the connection with tent spaces. On the other hand, this observation shows
a previously unrecognised link between tent spaces and certain Wiener amalgam
spaces, which is interesting in its own right, and which merits further investigation.
2.4. Unification: tent spaces, Z-spaces, and slice spaces
Tent spaces and Z-spaces share the same fundamental properties. To make
this explicit, we write X as a placeholder for either T or Z when a statement holds
for both tent spaces and Z-spaces. When considering two different spaces, either
of which can be a tent space or a Z-space independently, we use subscripts X0,
X1. For example, one can concisely write the conclusions of Theorem 2.30 and
Proposition 2.31 as
(Xp, Xq)η,pη = Z
[p,q]η ,
and the tent space and Z-space duality results can be written extremely concisely
as
(Xp)′ ≃ Xp′ (p finite).
In this section we establish further properties of tent spaces and Z-spaces, including
some relations between the two.
First, we point out that for all s ∈ R we have X2s = L2s(R1+n+ ), where
(2.15) ‖f‖L2s := ‖κ−sf‖L2(R1+n+ ).
The following embedding theorem extends Theorem 2.11 not only to Z-spaces,
but also to combinations of tent and Z-spaces.
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Theorem 2.34 (Mixed embeddings). Let X0, X1 ∈ {T, Z} and let p →֒ q
with p 6= q. Then we have the embedding
(X0)
p →֒ (X1)q.
Proof. When X0 = X1 = T , this is Theorem 2.11.
Let r = [p,q]2, so that p →֒ r and [p, r]1/2 = q (by Lemmas 2.1 and 2.2). Then
we have embeddings Tp →֒ Tp (trivially) and Tp →֒ T r (Theorem 2.11). Hence
Tp →֒ (Tp, T r)1/2,i([p,r]1/2) = Z [p,r]1/2 = Zq
by Theorem 2.30, using that p 6= q and p →֒ q imply θ(p) 6= θ(q). Similarly,
putting s = [p,q]−1, we have T
s →֒ T q and T q →֒ T q, so
Zp = (T s, T q)1/2,i([s,q]1/2) →֒ T q.
Finally, putting t = [p,q]1/2 and using the previous results, we have
Zp →֒ T t →֒ Zq,
which completes the proof. 
We also have convenient mixed embeddings for fixed exponents.
Lemma 2.35. If i(p) ≤ 2 then
Zp →֒ Tp,
and if i(p) ≥ 2 (and in particular if p is infinite) then
Tp →֒ Zp
Proof. The first embedding is proven in [3, Corollary 2.16]. The second then
follows by duality. 
Proposition 2.36 (Density of intersections). Let p and q be exponents.
If p is finite then (X0)
p ∩ (X1)q is dense in (X0)p. Otherwise, (X0)p ∩ (X1)q is
weak-star dense in (X0)
p.
Proof. This follows immediately from the fact that L2c(R
1+n
+ ) is (weak-star)
dense in T r for (infinite) exponents r, and likewise in Zr (this can be proven directly,
or by real interpolation, or by the embeddings of Theorem 2.34). 
For all r ∈ R+, define a ‘downward shift’ operator Sr on L0(R1+n+ ) by
(Srf)(t, y) := f(t+ r, y)
for all f ∈ L0(R1+n+ ). These operators are well-behaved on certain tent spaces and
Z-spaces, as shown in the following proposition.
Proposition 2.37 (Uniform boundedness of downward shifts). Let p
be an exponent.
(i) If i(p) ≤ 2 and θ(p) < −1/2, then the operators (Sr)r∈R+ are uniformly
bounded on Xp.
(ii) If i(p) ∈ (2,∞] and r(p) < −(n + 1)/2, then the operators (Sr)r∈R+ are
uniformly bounded on Xp.
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Remark 2.38. Note that the assumptions for i(p) ≤ 2 and i(p) > 2 are quite
different: there is a sudden jump in dimensional dependence at i(p) > 2. We do not
have a good explanation for this behaviour, and there is no interpolation procedure
to obtain stronger results when 2 < i(p) <∞. Note that we can include endpoints
when considering tent spaces (i.e. we can include θ(p) = −1/2 or r(p) = −(n+1)/2
respectively). However, to realise the spaces Zp as interpolants of tent spaces, we
need to interpolate between tent spaces Tp0 and Tp1 with θ(p0) 6= θ(p1), and so
the endpoint Z-space results cannot be proven by this argument.
Proof of Proposition 2.37. It suffices to prove the tent space results, as
the Z-space results follow by real interpolation.
First we prove boundedness on tent spaces for i(p) ≤ 1 and for i(p) = 2; the
rest of part (i) follows by complex interpolation. Suppose p = (p, s) with p ≤ 1 and
let a be a Tp-atom associated with a ball B of radius rB. Then Sra is supported
on T (B), and we have
‖Sra‖T 2s ≃
(∫ rB−r
0
∫
Rn
t−2s−1|a(t+ r, x)|2 dx dt
)1/2
≤
(∫ rB−r
0
∫
Rn
(t+ r)−2s−1|a(t+ r, x)|2 dx dt
)1/2
=
(∫ rB
r
∫
Rn
|τ−sa(τ, x)|2 dx dτ
τ
)1/2
≤ ‖a‖T 2s
≤ |B|δp,2
using that −2s − 1 > 0. Therefore Sra is, up to a uniform constant, a Tp-atom
associated with B. Hence if f =
∑
k∈N λkak is an atomic decomposition of f in
Tp, then Srf =
∑
k∈N λk(Srak) is an atomic decomposition of Srf in T
p up to
a uniform constant. Therefore the operators (Sr)r∈R+ are uniformly bounded on
Tp. A similar argument (without need of atoms) works for p = (2, s) provided
s < −1/2.
Now let p = (p, s) with p ∈ (2,∞) and s < −(n+ 1)/2, and fix f ∈ L0(R1+n+ ).
First we estimate Srf in T
p:
‖Srf‖Tp =
(∫
Rn
(∫∫
Γ(x)
t−2s−n−1|f(t+ r, y)|2 dy dt
)p/2
dx
)1/p
≤
(∫
Rn
(∫∫
Γ(x)
(t+ r)−2s−n−1|f(t+ r, y)|2 dy dt
)p/2
dx
)1/p
=
(∫
Rn
(∫∫
Γ(x)+r
τ−2s−n−1|f(τ, y)|2 dy dτ
)p/2
dx
)1/p
≤ ‖f‖Tp
using that −2s− n− 1 > 0 and Γ(x) + r ⊂ Γ(x), where Γ(x) + r is the ‘vertically
translated cone’
Γ(x) + r := {(t, y) ∈ R1+n+ : (t− r, y) ∈ Γ(x)}.
This proves part (ii) in the case where p is finite.
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Now suppose p = (∞, s;α) with s+α < −(n+1)/2, and let B = B(c, R) ⊂ Rn
be a ball. If r ≤ R, then we can write
R−α−n/2
(∫∫
T (B)
t−2s−1|f(t+ r, y)|2 dy dt
)1/2
≤ R−α−n/2
(∫∫
T (B)
(t+ r)−2s−1|f(t+ r, y)|2 dy dt
)1/2
. (R+ r)−α−n/2
(∫∫
T (B(c,R+r))
τ−2s−1|f(τ, y)|2 dy dτ
)1/2
. ‖f‖T∞s
using that −2s− 1 > 0. If r > R then instead we write
R−α−n/2
(∫∫
T (B)
t−2s−1|f(t+ r, y)|2 dy dt
)1/2
= R−α−n/2
(∫∫
T (B)+r
τ−2s−1
(
τ − r
τ
)−2s−1
|f(τ, y)|2 dy dτ
)1/2
≤ R−α−n/2
(
R
r
)−s−1/2(∫∫
T (B)+r
τ−2s−1|f(τ, y)|2 dy dτ
)1/2
≤
(
R+ r
R
)α+n/2(
R
r
)−s−1/2
‖f‖T∞α
. ‖f‖T∞α
using that s+α ≤ −(n+1)/2 in the last line, where T (B)+r is defined analogously
to Γ(x) + r. These estimates imply that ‖Srf‖T∞α . ‖f‖T∞α as desired, completing
the proof. 
Now we define the slice spaces. These were introduced in connection with
tent spaces and boundary value problems by the second author and Mourgoglou
[16]. The name comes from the fact that functions in slice spaces are, roughly
speaking, horizontal ‘slices’ of functions in tent or Z-spaces (this is made precise in
Proposition 2.40).
Definition 2.39. Suppose p is an exponent and t > 0. For f ∈ L0(Rn) we
define
‖f‖Ep(t) := t−r(p)‖x 7→ ‖f‖L2(B(x,t),dy/tn)‖Li(p)(Rn).
These quasinorms define the slice spaces
E
i(p)
r(p)(t) = E
p(t) = Ep(t)(Rn) := {f ∈ L0(Rn) : ‖f‖Ep(t) <∞}.
For f ∈ L0(Rn), t > 0, and h > 3/2 (this restriction corresponds to that in the
definition of Whitney parameter), define ιt,h(f) ∈ L0(R1+n+ ) by setting
ιt,h(f)(s, x) := f(x)1[t,ht](s)
for all (s, x) ∈ R1+n+ , and for g ∈ L0(R1+n+ ) define πt(g) ∈ L0(Rn) by
πt,h(g)(x) :=
∫ ht
t
g(s, x)
ds
s
.
for all x ∈ Rn.
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Proposition 2.40. For all exponents p, the operators
Ep(t)
ιt,h−→ Xp πt,h−→ Ep(t),
are bounded uniformly in t. Furthermore, the compositions of these operators are
identity maps.
Proof. The tent space results with θ(p) = 0 are already stated in [16, §3]; the
extension to all tent spaces is simple. Likewise, the composition statement is clear.
The proof for Z-spaces is a straightforward (one page) argument that we omit. 
Therefore we can view the spaces Ep(t) as retracts of Xp. Consequently,
properties of tent spaces and Z-spaces descend to slice spaces.
Proposition 2.41. If 0 < t0, t1 <∞ and p, q are exponents with i(p) = i(q),
then Ep(t0) = E
q(t1) with equivalent quasinorms.
This follows from change of aperture for tent spaces [16, Lemma 3.5]. For
p ∈ (0,∞] we write Ep := Ep(1) for any p with i(p) = p; all Ep(t) quasinorms are
equivalent to the Ep quasinorm (but not uniformly in t or p).
We have a duality theorem for slice spaces, and of course this includes absolute
convergence of the L2 duality pairing (now on Rn rather than R1+n+ ). This is proven
in [16, Lemma 3.2].
Proposition 2.42 (Duality). Fix t > 0 and let p be a finite exponent. Then
we have
(2.16)
∫
Rn
|(f(x), g(x))| dx . ‖f‖Ep‖g‖Ep′ ,
and the L2(Rn) duality pairing identifies the Banach space dual of Ep with Ep
′
.
The tent space and Z-space embedding results also descend to slice spaces,
though for slice spaces the ‘regularity’ parameters are not important.
Proposition 2.43 (Embeddings). Suppose 0 < p0 ≤ p1 ≤ ∞. Then Ep0 →֒
Ep1 .
Proof. Fix p0 and p1 with i(p0) = p0, i(p1) = p1, and p0 →֒ p1. Then we
have bounded operators
Ep0
ι1,2−→ Xp0 →֒ Xp1 π1,2−→ Ep1
whose composition is the identity map, with the inclusion following from Theorem
2.34. 
Slice spaces contain the Schwartz functions, and are contained in the space of
tempered distributions. This is contained in [16, Lemma 3.6] (only the case p <∞
is included there, but the argument extends to p =∞).
Proposition 2.44. For all p ∈ (0,∞] we have S ⊂ Ep ⊂ S ′.
We also have a straightforward integration by parts formula for functions in
slice spaces. This is part of [16, Lemma 3.8].
Proposition 2.45 (Integration by parts in slice spaces). Let p be a
finite exponent and suppose that ∂ is a first-order differential operator with constant
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coefficients, and let ∂∗ be the adjoint operator for the L2 duality pairing on Rn. If
f, ∂f ∈ Ep and g, ∂∗g ∈ Ep′ , then∫
Rn
(∂f(x), g(x)) dx =
∫
Rn
(f(x), ∂∗g(x)) dx.
Finally, we have an equivalent dyadic quasinorm for the slice spaces. This fol-
lows from the dyadic characterisation of Z-spaces (Proposition 2.20 and the remark
following it) and Proposition 2.40.
Proposition 2.46 (Dyadic characterisation). For all p ∈ (0,∞] and k ∈ Z
we have
‖f‖Ep ≃ ‖(‖f‖L2(Q))Q∈Dk‖ℓp(Dk)
where Dk is any grid of dyadic cubes in Rn with sidelength 2k.
Remark 2.47. The slice spaces Ep are equal to the Wiener amalgam spaces
W (L2, Lp)(Rn) when p ≥ 1 (see [39] and the references therein). Therefore, as
with Z-spaces, many properties of slice spaces can be deduced from properties of
Wiener amalgam spaces, but this would not emphasise the connection with tent-
and Z-spaces.
2.5. Homogeneous smoothness spaces
We only give a quick definition of these, and state specific properties that we
will need. These definitions are special cases of the Littlewood–Paley definitions of
Triebel–Lizorkin and Besov spaces, which we do not need in full generality. For a
quick introduction the reader can consult Grafakos [37, Chapter 6]; the less time-
pressed reader may consult Triebel’s oeuvre (for example [76, §5]).
Let Z(Rn) ⊂ S(Rn) be the set of Schwartz functions f such that Dαf(0) = 0
for every multi-index α, and let Z ′(Rn) be the topological dual of Z(Rn). The space
Z ′(Rn) can be identified with the quotient space S ′(Rn)/P(Rn), where P(Rn) is
the space of polynomials on Rn. In this section all our spaces will be of objects
defined on Rn, so we omit this from our notation, writing Z, Z ′, and so on. We
denote the Fourier transform and inverse Fourier transform of a function ϕ by ϕˆ
and ϕˇ respectively.
Definition 2.48. Let Ψ ∈ S be a radial bump function with
Ψˆ ≥ 0, supp Ψˆ ⊂ A(0, 6/7, 2), and Ψˆ|A(0,1,12/7) = 1
(of course these precise parameters are not so important), and for j ∈ Z let ∆j
denote the associated Littlewood–Paley operators ∆j(f) := f ∗ (2jnΨ(2j ·)).
For f ∈ Z ′, α ∈ R, and 0 < p <∞ define
‖f‖H˙pα := ‖‖j 7→ 2jα(∆jf)(·)‖ℓ2(Z)‖Lp ,
and for 0 < p ≤ ∞ define
‖f‖B˙p,pα := ‖j 7→ 2jα‖∆j(f)‖Lp‖ℓp(Z).
The homogeneous Hardy–Sobolev spaces H˙pα = F˙
p,2
α and Besov spaces B˙
p,p
α are then
the sets of those f ∈ Z ′ for which the corresponding quasinorms are finite.
These quasinorms are independent of the choice of Ψ (up to equivalence), and
H˙pα and B˙
p.p
α are Banach spaces (quasi-Banach when p < 1).
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The Hardy–Sobolev spaces H˙pα may be characterised by Fourier multipliers in
tent spaces: this characterisation can be found in [77, page 180].
Theorem 2.49. Suppose p ∈ (0,∞) and α ∈ R. Fix a > n/min(p, 2) and
s0, s1 ∈ R with s0 + a < s < s1. Fix also two Schwartz functions h,H ∈ S with
supph ⊂ {x ∈ Rn : |x| ≤ 2}, h(x) = 1 if |x| ≤ 1,
suppH ⊂ {x ∈ Rn : 1/4 ≤ |x| ≤ 4}, H(x) = 1 if 1/2 ≤ |x| ≤ 2.
Let ψ : Rn \ {0} → C be a measurable function satisfying the conditions
|ψ(x)| > 0 if 1/2 ≤ |x| ≤ 2,(2.17) ∫
Rn
∣∣∣∣∣
(
ψ(·)h(·)
| · |s1
)∨
(y)
∣∣∣∣∣ (1 + |y|)a dy <∞,(2.18)
sup
m=1,2,...
2−ms0
∫
Rn
|(ψ(2m·)H(·))∨(y)| (1 + |y|)a dy <∞.(2.19)
Then for all f ∈ Z ′,
‖t 7→ (ψ(t·)fˆ)∨‖Tpα ≃ ‖f‖H˙pα .
Conditions (2.18) and (2.19) are a bit complicated, but if ψˇ ∈ Z then they
are automatically satisfied for any choice of a, s0, s1, h, and H . In the following
corollary we rephrase Theorem 2.49 in convolution form with this simplification.
This is a consequence of the identity ϕ ∗ f = (ϕˆfˆ)∨.
Corollary 2.50. Suppose p ∈ (0,∞) and α ∈ R. Let ϕ ∈ Z(Rn) be such that
ϕˆ(ξ) > 0 if 1/2 ≤ |ξ| ≤ 2. Then for all f ∈ Z ′,
‖t 7→ t−nϕ(t−1·) ∗ f‖Tpα ≃ ‖f‖H˙pα .
We extend this to more general smoothness spaces in Theorem 2.57. Before
that, we will go through some other equivalent norms.
For f ∈ Z ′ and α ∈ R, the Riesz potential Iαf ∈ Z ′, given by
Iαf(x) := (| · |−αfˆ(·))∨(x) (x ∈ Rn),
is well-defined. These can be used to characterise Hardy–Sobolev spaces.
Theorem 2.51. Suppose p ∈ (0,∞), α ∈ R, and f ∈ Z ′. Then f ∈ H˙pα if and
only if I−αf ∈ Lp, and f 7→ ‖I−αf‖Lp is an equivalent norm on H˙pα. Furthermore,
for all s ∈ R, Iα is an isomorphism from H˙ps to H˙ps+α.
We can also characterise Hardy–Sobolev and Besov spaces by integrals of dif-
ferences. For all p ∈ [1,∞], g ∈ L0, and s ∈ R, define
Dpsg(x) :=
(∫
Rn
|g(x+ y)− g(x)|p
|y|n+ps dy
)1/p
(x ∈ Rn).
Theorem 2.52. Suppose α ∈ (0, 1) and p ∈ (2n/(n + α),∞). Then for all
f ∈ L2,
(2.20) ‖f‖H˙pα ≃ ‖D2αf‖Lp .
Proof. Whenever f = Iαϕ for some ϕ ∈ C∞c , the estimate (2.20) follows from
a lemma of Stein [72, Lemma 1] combined with the Riesz potential characterisation
of H˙pα (Theorem 2.51). A density argument, using the fact that elements of H˙
p
α
may be represented as L2loc functions when α ∈ (0, 1), completes the proof. 
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The corresponding characterisation for Besov spaces is in [76, Theorem 5.2.3.2].
Theorem 2.53. Suppose α ∈ (0, 1) and p ∈ [1,∞). Then for all f ∈ L2,
‖f‖B˙p,pα ≃ ‖Dpαf‖Lp.
For α ∈ (0, 1), the Besov space B˙∞,∞α may be identified with the more familiar
homogeneous Ho¨lder–Lipschitz space Λ˙α: this is the space of functions f on Rn
such that
‖f‖Λ˙α := sup
x,y∈Rn
|f(x)− f(y)|
|x− y|α <∞,
modulo constants. Such functions are continuous.
Remark 2.54. We do not obtain any well-posedness results for Besov spaces
B˙∞,∞α with α /∈ (0, 1), but nonetheless these spaces fit into our abstract framework.
We must also consider the Triebel–Lizorkin spaces F˙∞,2α for α ∈ R, which are
the subspaces of Z ′ determined by the quasinorms
‖f‖F˙∞,2α := inf ‖‖j 7→ 2jα|fj(·)|‖ℓ2(Z)‖L∞ ,
where the infima are taken over all decompositions
f =
∑
j∈Z
∆jfj in Z ′
with each fj ∈ L∞, where ∆j are Littlewood–Paley operators as in Definition
2.48. For all α ∈ R we refer to these spaces as homogeneous BMO-Sobolev spaces
˙BMOα := F˙
∞,2
α . When α ≥ 0, ˙BMOα is usually defined as the image of BMO under
the Riesz potential Iα defined above, as a subspace of Z ′, with a corresponding
norm; this definition agrees with the Triebel–Lizorkin definition that we just made.
Of course ˙BMO0 = BMO. See Strichartz [73] and Triebel [76, §5.1.4] for further
information. In particular, we have the following characterisation of ˙BMOα for
α ∈ (0, 1) [73, Theorem 3.3].
Theorem 2.55. Suppose α ∈ (0, 1). Then for all f ∈ L2 we have
‖f‖ ˙BMOα ≃ sup
Q
(
1
|Q|
∫
Q
∫
Q
|f(x)− f(y)|2
|x− y|n+2α dy dx
)1/2
,
where the supremum may be taken over all cubes or all balls.
We introduce some unconventional but useful notation for these spaces. For a
finite exponent p = (p, s), define
Hp := H˙ps = F˙
p,2
s and B
p := B˙p,ps .
For p = (∞, s; 0), define
Hp := F˙∞,2s =
˙BMOs and B
p := B˙∞,∞s .
recalling that B˙∞,∞s = Λ˙s when s ∈ (0, 1). Finally, for p = (∞, s;α) with α > 0,
define
Hp := Bp := B˙∞,∞s+α .
As a consequence of these definitions and the various duality identifications for
classical smoothness spaces, for all finite exponents p we have
(Xp)′ ≃ Xp′
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whenever X denotes either H or B.
We also have the following interpolation theorem. This is a combination of
standard results (see for example Mendez and Mitrea [65, Theorem 11], Triebel
[74, Theorems 8.1.3 and 8.3.3a]), and Bergh and Lo¨fstro¨m [23, Theorem 6.4.5]).1
Theorem 2.56. Let p and q be finite exponents, and suppose η ∈ (0, 1) and
pη := i([p,q]η). Then we have
[Hp,Hq]η = H
[p,q]η
and (also allowing infinite exponents)
[Bp,Bq]η = B
[p,q]η and (Bp,Bq)η,pη = B
[p,q]η .
Furthermore if θ(p) 6= θ(q), then we have
(Hp,Hq)η,pη = B
[p,q]η .
Combining these duality and interpolation results with Corollary 2.50, and
using our unconventional notation, we obtain a typographically slick characterisa-
tion of all the smoothness spaces that we consider. This theorem and its proof
foreshadow our approach to adapted Besov–Hardy–Sobolev spaces.
Theorem 2.57. Let p be an exponent, and let ϕ ∈ Z be such that ϕˆ(ξ) > 0 if
1/2 ≤ |ξ| ≤ 2. Then for all f ∈ Z ′,
‖t 7→ t−nϕ(t−1·) ∗ f‖Xp ≃ ‖f‖Xp ,
where X = T if X = H, and X = Z if X = B.
Proof. Let Qϕ be the operator Qϕf(t) := t
−nϕ(t−1·) ∗ f . Corollary 2.50 says
that
(2.21) ‖Qϕf‖Tp ≃ ‖f‖Hp
when p is finite, so in this case Qϕ is bounded fromH
p to Tp. A quick computation
shows that the adjoint (Qϕ)
∗ : Tp
′ → Hp′ with respect to the L2(R1+n+ ) and L2(Rn)
duality pairings is given by
((Qϕ)
∗G)(x) = Sϕ˜G(x) =
∫ ∞
0
(t−nϕ˜(t−1·) ∗G(t, ·))(x) dt
t
(G ∈ Tp′)
where ϕ˜(y) := ϕ(−y), and where the integral converges in the weak-star topology
onHp
′
. Since Qϕ˜ : H
p → Tp is bounded for all finite p, we find that Sϕ : T q → Hq
is bounded for all q with i(q) > 1. One can extend this to all finite q: this is done
by Coifman, Meyer, and Stein for θ(q) = 0 [27, Theorem 6],2 and the reduction to
this case for general q is done by writing
(−∆)−sSϕG = t−2sSψG
with ψ = (−∆)−sϕ.
1The results cited in [74] and [23] are for inhomogeneous spaces. As always, the same tech-
nique proves the result for homogeneous spaces. To obtain the stated results for Besov spaces
with θ(p) = θ(q), write B˙p,p
θ
= F˙ p,p
θ
and use the interpolation results for Triebel-Lizorkin spaces.
2This is stated for compactly supported ϕ there, but the argument extends to ϕ ∈ Z.
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By interpolation, for all p, Qϕ is bounded from B
p to Zp and Sϕ is bounded
from Zp to Bp. The Caldero´n reproducing formula says that there exists a function
ψ ∈ Z, also with ψˆ(ξ) > 0 when 1/2 ≤ |ξ| ≤ 2, such that
SψQϕf = f
for all f ∈ Z ′, and hence also for all f ∈ Hp or f ∈ Bp. It follows that Xp may be
identified with QϕSψX
p for all p, and by the retraction/coretraction interpolation
theorem [75, §1.2.4] we get
‖Qϕf‖Xp ≃ ‖f‖Xp
for all p and all f ∈ Z ′, which completes the proof. 
Remark 2.58. We were a bit sketchy in the above proof, as we will carry out
the argument in much greater detail, and in an abstract setting, in the following
chapters. See in particular Section 3.4 and Chapter 4.
2.6. Factorisation and interpolation of Z-spaces
In this section we prove the complex interpolation result for Z-spaces, including
the quasi-Banach range (Proposition 2.32). We argue by factorisation, exploiting
the following ‘Caldero´n product formula’, which is a special case of [56, Theorem
3.4].
Theorem 2.59 (Kalton–Mitrea). Let X0, X1 be a pair of quasi-Banach
function spaces on R1+n+ . Suppose that both X0 and X1 are A-convex and separable.
Then
[X0, X1]θ = X
1−θ
0 X
θ
1 ,
where X1−θ0 X
θ
1 is the quasi-Banach function space consisting of those h ∈ L0(R1+n+ )
such that the quasinorm
‖h‖X1−θ0 Xθ1 := inf{‖f‖
1−θ
X0
‖g‖θX1 : |h| ≤ |f |1−θ|g|θ, f ∈ X0, g ∈ X1}
is finite, with the usual convention that the infimum of an empty set is +∞.
A quasi-Banach function space X is A-convex if and only if it is lattice r-convex
for some r > 0 (see [57, Theorem 2.2] and [58, Theorem 4.4]), which means that
for all finite collections f1, . . . , fk ∈ X∥∥∥∥( k∑
i=1
|fi|r
)1/r∥∥∥∥
X
.
( k∑
i=1
‖fi‖rX
)1/r
.
See [56] for further discussion of A-convexity.
We will use the following extension of the Z-space scale.
Definition 2.60. For p, q ∈ (0,∞] and s ∈ R, we define Zp,qs to be the set of
all f ∈ L0(R1+n+ ) such that the quasinorm
‖f‖Zp,qs :=
∥∥∥∥ℓ(Q)−s[|f |q]1/qQ
∥∥∥∥
ℓp(G,ℓ(Q)n)
=
(∑
Q∈G
ℓ(Q)n
∣∣ℓ(Q)−s[|f |q]1/q
Q
∣∣p)1/p
is finite, with the usual modifications when p or q is infinite.
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When q = 2, Zp,qs is just the Z-space Z
p seen through the dyadic characterisa-
tion (Proposition 2.20), with p = (p, s) when p <∞ and p = (∞, s; 0) when p =∞.
It is straightforward to prove that Zp,qs is a quasi-Banach function space (Banach
when p, q ≥ 1), and that Zp,qs is min(p, q)-convex, hence A-convex. Furthermore,
Zp,qs is separable when p, q <∞.
We will prove the following interpolation theorem, from which Proposition 2.32
follows by taking q0 = q1 = 2.
Theorem 2.61. Suppose s0, s1 ∈ R, p0, p1, q0, q1 ∈ (0,∞), and θ ∈ (0, 1).
Then
[Zp0,q0s0 , Z
p1,q1
s1 ]θ = Z
pθ,qθ
sθ ,
where 1/pθ = (1− θ)/p0+ θ/p1, 1/qθ = (1− θ)/q0+ θ/q1, and sθ = (1− θ)s0+ θs1.
This was conjectured by Barton and Mayboroda, who proved the result when
p0, p1 ≥ 1 and q0 = q1 ≥ 1 [22, Theorem 4.13]. To deduce this from Theorem 2.59
we need to establish multiplication and factorisation results.
Definition 2.62. Let s0, s1 ∈ R and p0, p1, q0, q1 ∈ (0,∞]. We write
Zp,qs ↔ Zp0,q0s0 · Zp1,q1s1
to mean that the following multiplication and factorisation properties hold:
• if f ∈ Zp0,q0s0 and g ∈ Zp1,q1s1 , then fg ∈ Zp,qs with
(2.22) ‖fg‖Zp,qs . ‖f‖Zp0,q0s0 ‖g‖Zp1,q1s1 ,
• if h ∈ Zp,qs then there exist F ∈ Zp0,q0s0 and G ∈ Zp1,q1s1 such that h = FG
and
(2.23) ‖F‖Zp0,q0s0 ‖G‖Zp1,q1s1 . ‖h‖Zp,qs .
We abbreviate the multiplication and factorisation properties as
Zp,qs ← Zp0,q0s0 · Zp1,q1s1 and Zp,qs → Zp0,q0s0 · Zp1,q1s1
respectively. This notation is easily extended to more than two factors, and for-
mal computations involving commutativity and associativity (as in the proof of
Proposition 2.66) are valid.
Remark 2.63. In all the cases that we cover here, the implicit constants in
(2.22) and (2.23) can be taken to be 1. This is because we use the dyadic definition
of the Zp,qs -quasinorm, and it need not be true for other equivalent quasinorms.
Proposition 2.64 (Multiplication). Suppose s0, s1 ∈ R and p0, p1, q0, q1 ∈
(0,∞], and let
1
p
:=
1
p0
+
1
p1
,
1
q
:=
1
q0
+
1
q1
, s := s0 + s1.
Then Zp,qs ← Zp0,q0s0 · Zp1,q1s1 .
Proof. Let f ∈ Zp0,q0s0 and g ∈ Zp1,q1s1 . Using Ho¨lder’s inequality twice and
the assumptions on the exponents we have
‖ℓ(Q)−s[|fg|q]1/q
Q
‖ℓp(G,ℓ(Q)n)
≤ ‖ℓ(Q)−s0 [|f |q0 ]1/q0
Q
ℓ(Q)−s1 [|g|q1 ]1/q1
Q
‖ℓp(G,ℓ(Q)n)
≤ ‖ℓ(Q)−s0 [|f |q0 |1/q0
Q
‖ℓp0(G,ℓ(Q)n)‖ℓ(Q)−s1 [|f |q1 |1/q1Q ‖ℓp1(G,ℓ(Q)n)
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= ‖f‖Zp0,q0s0 ‖g‖Zp1,q1s1 ,
proving the multiplication property. 
Lemma 2.65 (Single-exponent factorisation). Suppose p0, p1 ∈ (0,∞] and
s0, s1 ∈ R, and let
1
p
:=
1
p0
+
1
p1
and s := s0 + s1.
Then
Zp,∞s → Zp0,∞s0 · Zp1,∞s1 and Z∞,ps → Z∞,p0s0 · Z∞,p1s1 .
Proof. First suppose f ∈ Zp,∞s ; we may assume without loss of generality
that f is nonnegative. Let
(2.24) F :=
∑
Q∈G
1Qℓ(Q)
−s pp0
+s0fp/p0 and G :=
∑
Q∈G
1Qℓ(Q)
s pp0
−s0f1−p/p0 ,
so that FG = f . A straightforward estimate gives
‖F‖Zp0,∞s0 ≤ ‖f‖
p/p0
Zp,∞s
and ‖G‖Zp1,∞s1 ≤ ‖f‖
p/p1
Zp,∞s
,
and so
‖F‖Zp0,∞s0 ‖G‖Zp1,∞s1 ≤ ‖f‖Zp,∞s .
Now assume g ∈ Z∞,ps is nonnegative and define F ′ and G′ as in (2.24), but with
f replaced by g. The same argument as before yields
‖F ′‖Z∞,p0s0 ‖G
′‖Z∞,p1s1 ≤ ‖g‖Z∞,ps ,
completing the proof. 
Proposition 2.66 (Factorisation). Suppose s0, s1 ∈ R and p0, p1, q0, q1 ∈
(0,∞], and let
1
p
:=
1
p0
+
1
p1
,
1
q
:=
1
q0
+
1
q1
, s := s0 + s1.
Then
Zp,qs → Zp0,q0s0 · Zp1,q1s1 .
Proof. It suffices to show that
(2.25) Zp,qs → Z∞,qs0 · Zp,∞s1 ,
because by Proposition 2.64 and Lemma 2.65 along with (2.25) we have
Zp,qs → Zp,∞s/2 · Z∞,qs/2
→ Zp0,∞s0/2 · Z
p1,∞
s1/2
· Z∞,q0s0/2 · Z
∞,q1
s0/2
= Zp0,∞s0/2 · Z
∞,q0
s0/2
· Zp1,∞s1/2 · Z
∞,q1
s1/2
→ Zp0,q0s0 · Zp1,q1s1 .
We now prove (2.25). Given h ∈ Zp,qs , let
F :=
∑
Q∈G
1Qℓ(Q)
s0h/[|h|q]1/q
Q
and G :=
∑
Q∈G
1Qℓ(Q)
−s0 [|h|q]1/q
Q
,
so that FG = h. We immediately have
‖F‖Z∞,qs0 = sup
Q∈G
ℓ(Q)−s0ℓ(Q)s0 = 1
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and
‖G‖Zp,∞s1 = ‖ℓ(Q)
−s1ℓ(Q)−s0 [|h|q]1/q
Q
‖ℓp(G,ℓ(Q)n)
= ‖ℓ(Q)−s[|h|q]1/q
Q
‖ℓp(G,ℓ(Q)n)
= ‖h‖Zp,qs ,
proving (2.25). 
Now we can prove Theorem 2.61.
Proof of Theorem 2.61. Since Zp0,q0s0 and Z
p1,q1
s1 are A-convex and separa-
ble, by Theorem 2.59 we have
[Zp0,q0s0 , Z
p1,q1
s1 ]θ = (Z
p0,q0
s0 )
1−θ(Zp1,q1s1 )
θ.
We will show that
(2.26) (Zp0,q0s0 )
1−θ(Zp1,q1s1 )
θ = Zpθ,qθsθ .
This follows from Propositions 2.64 and 2.66 in a standard way, but we include the
argument for completeness. Suppose that h ∈ L0(R1+n+ ) with |h| ≤ |f |1−θ|g|θ for
some f ∈ Zp0,q0s0 , g ∈ Zp1,q1s1 . Then by Proposition 2.64 we have
‖h‖Zpθ,qθsθ ≤ ‖|f |
1−θ|g|θ‖Zpθ,qθsθ
≤ ‖|f |1−θ‖
Z
p0/(1−θ),q0/(1−θ)
s0(1−θ)
‖|g|θ‖
Z
p1/θ,q1/θ
s1θ
= ‖f‖1−θ
Z
p0,q0
s0
‖g‖θZp1,q1s1 ,
so by taking the infimum over all such f and g we get
‖h‖Zpθ,qθsθ ≤ ‖h‖(Zp0,q0s0 )1−θ(Zp1,q1s1 )θ .
Conversely, suppose that h ∈ Zpθ,qθsθ . Then by Proposition 2.66 there exist F ∈
Z
p0/(1−θ),q0/(1−θ)
s0(1−θ)
and G ∈ Zp1/θ,q1/θs1θ such that h = FG with
‖h‖Zpθ,qθsθ ≥ ‖F‖Zp0/(1−θ),q0/(1−θ)s0(1−θ) ‖G‖Zp1/θ,q1/θs1θ
= ‖|F |1/(1−θ)‖1−θ
Z
p0,q0
s0
‖|G|1/θ‖θZp1,q1s1 .
Setting f = |F |1/(1−θ) and g = |G|1/θ we see that f1−θgθ = |h|, f ∈ Zp0,q0s0 , and
g ∈ Zp1,q1s1 , so we find that
‖h‖Zpθ,qθsθ ≥ ‖h‖(Zp0,q0s0 )1−θ(Zp1,q1s1 )θ .
This completes the proof of (2.26), and hence also that of Theorem 2.61. 
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2.7. Table of exponents and function spaces
Here we provide a small ‘dictionary’ detailing precisely what is meant by the
data (Xp,Xp). Here p is an exponent, and (X,X) is either (T,H) or (Z,B). The
definition of the spaces Tp, Zp, Hp, and Bp change depending on whether p is
finite or infinite, with a special case when j(p) = 0 (i.e. p = (∞, s; 0)). We advise
the reader to keep a copy of this table at hand while reading the monograph. In
the table we assume that α > 0.
p
(X,X)
(T,H) (Z,B)
(p, s) (T ps , H˙
p
s ) (Z
p
s , B˙
p,p
s )
(∞, s; 0) (T∞s;0, ˙BMOs) (Z∞s , B˙∞,∞s )
(∞, s;α) (T∞s;α, B˙∞,∞s+α ) (Z∞s+α, B˙∞,∞s+α )
In Section 5 we will define XpD to be the image of X
p under the projection
PD onto the closure of the range of the Dirac operator D, R(D), which may be
characterised by a tangential curl-free condition. Thus XpD may be thought of as
the set of tangential curl-free functions in Xp.
CHAPTER 3
Operator Theoretic Preliminaries
3.1. Bisectorial operators and holomorphic functional calculus
The material of this section is not new, but we present it here to fix notation.
Useful standard references are [63, 64, 1, 38], and a particularly nice recent exposi-
tion which focuses on bisectorial operators on reflexive Banach spaces is contained
in Egert’s thesis [33, Chapter 3].
Let 0 < ω < π/2. The open bisector of angle ω is the set
Sω := {z ∈ C \ {0} : | arg(z)| < ω or | arg(−z)| < ω} ⊂ C,
where the argument arg(z) takes values in (−π, π]. The closed bisector of angle ω
is the topological closure Sω of Sω in C.
Throughout this section we write L2 = L2(Rn).
Definition 3.1. Let 0 ≤ ω < π/2. A closed linear operator A on L2 is called
bisectorial of angle ω if σ(A) ⊂ Sω, and if for all µ ∈ (ω, π/2) and all z ∈ C \Sµ we
have the resolvent bound
(3.1) ‖(z −A)−1‖L(L2) .µ |z|−1.
Closedness of A is included in this definition; this is not standard, but it is
convenient. Generally the precise angle ω is not important, so we may simply refer
to A as bisectorial.
The following proposition is proven in [33, Proposition 3.2.2] (except for the
adjoint statement, which is a simple computation).
Proposition 3.2. Let A be a bisectorial operator on L2. Then A is densely-
defined, and we have a topological (not necessarily orthogonal) splitting
(3.2) L2 = N (A)⊕R(A).
Furthermore, A∗ is also bisectorial.
We let PA denote the projection onto R(A) along N (A).
The procedure of constructing an operator ϕ(A) from a given bisectorial opera-
torA and holomorphic function ϕ on an appropriate bisector, known as holomorphic
functional calculus, plays a central role in our theory. In order to introduce holomor-
phic functional calculus properly, we must first define some classes of holomorphic
functions.
For an angle µ ∈ (0, π/2), the set of holomorphic functions ϕ : Sµ → C is
denoted by H(Sµ). For σ, τ ∈ R and ϕ ∈ H(Sµ) we define
‖ϕ‖Ψτσ(Sµ) = ‖z 7→ ϕ(z)/mτσ(|z|)‖L∞(Sµ)
(the function mτσ is defined in Section 1.3) and
Ψτσ(Sµ) := {ϕ ∈ H(Sµ) : ‖ϕ‖Ψτσ(Sµ) <∞}.
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Each Ψτσ(Sµ) is a Banach space when normed by ‖·‖Ψτσ(Sµ), consisting of all holomor-
phic functions on Sµ which decay of order σ at 0 and of order τ at ∞, interpreting
growth as decay of negative order. An important special case is Ψ00(Sµ) = H
∞(Sµ),
the set of bounded holomorphic functions on Sµ. We surpress reference to Sµ in
this notation when the relevant bisector is clear from context.
The spaces Ψτσ are decreasing in σ and τ , in the sense that if σ < σ
′ and τ < τ ′,
then Ψτ
′
σ′ →֒ Ψτσ. For σ, τ ∈ R we define the set
Ψτ+σ :=
⋃
τ ′>τ
Ψτ
′
σ ,
and we define the sets Ψτσ+ and Ψ
τ+
σ+ analogously. The set Ψ
+
+ := Ψ
0+
0+ is particularly
important: it is the set of holomorphic functions (on the relevant bisector) with
polynomial decay of some positive order at 0 and ∞. We also define
Ψ∞σ :=
⋂
τ
Ψτσ,
the set of functions with polynomial decay of arbitrarily large order at∞. Similarly
we define Ψτ∞, Ψ
∞
∞, Ψ
∞
σ+, and so on.
There are a few holomorphic functions which we use extensively. First define
χ+, χ− ∈ H∞(Sµ) by
(3.3) χ+(z) := 1z:Re(z)>0(z) and χ
−(z) := 1z:Re(z)<0(z) (z ∈ Sµ).
These are the indicator functions of the two halves of the bisector Sµ. Define also
[z] :=
{
z (Re(z) > 0)
−z (Re(z) < 0) = (χ
+(z)− χ−(z))z.
This lets us define a bounded version of the exponential map,
(3.4) sgp := [z 7→ e−[z]] ∈ Ψ∞0 .
For λ ∈ R \ {0} we define the power function
[z 7→ zλ] ∈ Ψ−λλ
via a branch cut on the half-line i(−∞, 0] ⊂ C.
We say that a function ϕ ∈ H(Sµ) is nondegenerate if it does not vanish on any
open subset of Sµ. All the holomorphic functions defined above are nondegenerate
except for χ+ and χ−.
Let us introduce some useful operations on holomorphic functions. Let ϕ ∈
H(Sµ). There is a natural involution ϕ 7→ ϕ˜ on H(Sµ) defined by
ϕ˜(z) := ϕ(z) (z ∈ Sµ).
This involution is isometric on Ψτσ for all σ, τ ∈ R. For t > 0 we define the dilation
ϕt ∈ H(Sµ) by
ϕt(z) := ϕ(tz).
The following lemma is a simple consequence of the above definitions.
Lemma 3.3. Let σ ∈ R. Then for all t > 0 we have
‖ϕt‖Ψ−σσ = tσ‖ϕ‖Ψ−σσ .
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Fix an angle ω ∈ [0, π/2) and let A be an ω-bisectorial operator on L2. If
µ ∈ (ω, π/2) and ϕ ∈ Ψ++(Sµ), then we can define an operator ϕ(A) on L2 by
(3.5) ϕ(A)f :=
1
2πi
∫
∂Sν
ϕ(z)(z −A)−1f dz (f ∈ L2)
for any choice of ν ∈ (ω, µ), where ∂Sν is oriented counterclockwise. The integral
(3.5) is well-defined and independent of the choice of ν, and we have
‖ϕ(A)‖L(L2) .A,σ,τ,µ ‖ϕ‖Ψτσ(Sµ).
The proof is straightforward. The following ∗-homomorphism property holds:
for all ϕ, ψ ∈ Ψ++, we have (ϕψ)(A) = ϕ(A)ψ(A), and ψ(A)∗ = ψ˜(A∗).
Often it is convenient to assume that the operator A is injective and has dense
range. In our applications this does not hold, but the splitting L2 = N (A)⊕R(A)
from Proposition 3.2 shows that the restriction A|R(A), acting on the Hilbert space
R(A) (with inner product induced by that of L2), is injective and has dense range.
One can also show that A|R(A) is bisectorial. Thus we bypass the problem by
working on R(A) instead of the whole space L2.
The integral in (3.5) converges whenever ϕ ∈ Ψ++, but if ϕ ∈ H∞ is merely
bounded, convergence is not guaranteed. Nevertheless, we are able to construct
operators ϕ(A) when ϕ ∈ H∞ for certain A.
Definition 3.4. Let A be a bisectorial operator on L2. We say that A has
bounded H∞ functional calculus on R(A) if for all ϕ ∈ Ψ++ and all f ∈ R(A),
‖ϕ(A)f‖2 . ‖ϕ‖∞‖f‖2.
The property of having bounded H∞ functional calculus on R(A) is equivalent
to certain quadratic estimates: this is an important theorem due to McIntosh (see
[63, §7 and §8] and the other references at the start of this section).
Theorem 3.5 (McIntosh). Let A be a bisectorial operator on L2. Then A
has bounded H∞ functional calculus on R(A) if and only if the quadratic estimate
(3.6) ‖f‖2 ≃ϕ
(∫ ∞
0
‖ϕt(A)f‖22
dt
t
)1/2
holds for all f ∈ R(A) and some (equivalently, all) nondegenerate ϕ ∈ Ψ++.
Note that the quadratic estimate (3.6) need not hold for ϕ ∈ H∞.
If A has bounded H∞ functional calculus on R(A), then for all ϕ ∈ H∞ we
can define a bounded operator ϕ(A) on R(A) by
(3.7) ϕ(A)f := lim
α
ϕα(A)f (f ∈ R(A)),
where (ϕα) is a net in Ψ
+
+ which converges to ϕ in H
∞. We then have
‖ϕ(A)‖L(R(A)) . ‖ϕ‖H∞ ,
and for ϕ, ψ ∈ H∞ we have the homomorphism property ϕ(A)ψ(A) = (ϕψ)(A).
For further details see [63, 64]. Thus we may define bounded operators χ±(A) and
e−t[A] = sgpt(A) (for all t > 0) on R(A), using the corresponding H∞ functions
defined in (3.3) and (3.4).
48 3. OPERATOR THEORETIC PRELIMINARIES
If ϕ ∈ Ψ0+, then we can extend ϕ(A) from R(A) to all of L2 by
ϕ(A)f := ϕ(A)PAf.
The operator ϕ(A) then maps L2 into R(A). We have
‖ϕ(A)‖L(L2) . ‖PA‖L(L2)‖ϕ(A)‖L(R(A)),
and the homomorphism property ψ(A)ϕ(A) = (ψϕ)(A) persists for all ψ ∈ H∞.
We refer to the operators χ+(A) and χ−(A) on R(A) as the positive and nega-
tive spectral projections associated with A. These are complementary projections.
We define the positive and negative spectral subspaces as their images
R(A)± := χ±(A)R(A),
and we have a topological direct sum decomposition
R(A) = R(A)+ ⊕R(A)−.
We define the Cauchy operators CA : R(A)→ L∞(R \ {0} : R(A)) by
(3.8) CAf(t) := e
−tAχsgn(t)(A)f = e−|t|[A]χsgn(t)(A)f = sgp|t|(A)χ
sgn(t)(A)f,
where we write χ±1(A) = χ±(A). Write C+A and C
−
A for the restrictions of CA to
R+ and R− respectively. These are solution operators for the Cauchy problems
associated with A on the upper and lower half-spaces [8].
Proposition 3.6. Suppose that A has bounded H∞ functional calculus on
R(A). If f ∈ R(A), then
F := CAf ∈ C∞(R \ {0} : R(A))
solves the Cauchy problem
∂tF (t) +AF (t) = 0, lim
t→0±
F (t) = χ±(A)f, lim
t→±∞
F (t) = 0
with limits taken in R(A).
Finally we discuss unbounded operators arising from holomorphic functional
calculus, and some situations in which their compositions are bounded. Suppose
that ϕ ∈ Ψτσ with min(σ, τ) ≤ 0, so that the integral (3.5) need not be absolutely
convergent. We can define an unbounded operator ϕ(A) on R(A) as follows. Fix
δ > max(−σ,−τ) ≥ 0 and define ηδ ∈ Ψδδ by
ηδ(z) :=
(
z
(i+ z)2
)δ
.
Then ηδϕ ∈ Ψ++, so (ηδϕ)(A) is defined by (3.5). We also have ηδ ∈ Ψ++, so ηδ(A)
is also defined by (3.5), and since A is injective with dense range on R(A), so is
ηδ(A). Therefore the unbounded operator ηδ(A)−1 is defined, with D(ηδ(A)−1) :=
R(ηδ(A)). We then define the unbounded operator
(3.9) ϕ(A) := ηδ(A)−1(ηδϕ)(A)
with domain
D(ϕ(A)) := {f ∈ R(A) : (ηδϕ)(A)f ∈ D(ηδ(A)−1)}.
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The operator ϕ(A) is closed, densely-defined, and independent of the choice of δ.
Of course, if min(σ, τ) > 0, then we can take δ = 0 in the definition (3.9) and
recover the original definition of ϕ(A) by the Cauchy integral (3.5).
Now suppose ψ ∈ Ψτ1σ1 and ϕ ∈ Ψτ2σ2 . Then a quick computation shows that
ϕ(A)ψ(A) ⊆ (ϕψ)(A). If σ1 + σ2 > 0 and τ1 + τ2 > 0, then the operator (ϕψ)(A)
is bounded and given by (3.5), while the operator ϕ(A)ψ(A) is not a priori given
by such a representation. This observation is convenient in what follows.
3.2. Off-diagonal estimates and the Standard Assumptions
For x ∈ R, write 〈x〉 := max{1, |x|}. We continue to write L2 = L2(Rn).
Definition 3.7. Suppose Ω ⊂ C\{0}, and let (Sz)z∈Ω be a family of operators
in L(L2). Let M ≥ 0. We say that (Sz) satisfies off-diagonal estimates of order M
if for all Borel subsets E,F ⊂ Rn, all z ∈ Ω, and all f ∈ L2,
(3.10) ‖1FSz(1Ef)‖2 .
〈
d(E,F )
|z|
〉−M
‖1Ef‖2.
Many families of operators constructed from first-order differential operators
(in particular, certain families of resolvents) satisfy off-diagonal estimates of some
order. The following theorem shows that certain families constructed via holomor-
phic functional calculus of a bisectorial operator A satisfy off-diagonal estimates,
under the assumption that a certain resolvent family satisfies off-diagonal estimates.
This is a slight extension of [71, Proposition 2.7.1]
Theorem 3.8 (Off-diagonal estimates for families constructed by func-
tional calculus). Fix 0 ≤ ω < ν < µ < π/2, M ≥ 0, and σ, τ > 0. Let A be
an ω-bisectorial operator on L2 with bounded H∞ functional calculus on R(A),
such that ((I + λA)−1)λ∈C\Sν satisfies off-diagonal estimates of order M . Suppose
that (η(t))t>0 is a continuous family of functions in H
∞(Sµ) which is uniformly
bounded.1 If ψ ∈ Ψτσ(Sµ), then the family of operators (η(t)(A)ψt(A))t>0 satisfies
off-diagonal estimates of order min{σ,M}, with constants depending linearly on
‖ψ‖Ψτσ‖η‖, where ‖η‖ := supt>0 ‖η(t)‖∞, and also depending on A, M , σ, and τ .
Proof. Fix Borel sets E,F ⊂ Rn. Because ψt(A) maps into R(A) for each t,
we can apply η(t)(A) to ψt(A)(1Ef) for each t > 0. We must prove the estimate
‖1Fη(t)(A)ψt(A)(1Ef)‖2 .A,M,σ,τ ‖η‖‖ψ‖Ψτσ(Sµ)
〈
d(E,F )
t
〉−min{σ,M}
‖1Ef‖2
for all f ∈ L2. Fix ν′ ∈ (ν, µ) throughout the proof.
If d(E,F ) ≤ t, then 〈d(E,F )/t〉 ≃ 1, and so we have
‖1Fη(t)(A)ψt(A)(1Ef)‖2 ≤
∫
∂Sν′
|η(t)(z)||ψ(tz)|‖1F (z −A)−1(1Ef)‖2 |dz|
(3.11)
.A ‖η‖‖ψ‖Ψτσ‖1Ef‖2
∫
∂Sν′
mτσ(|z|)
|dz|
|z|(3.12)
≃σ,τ,M ‖η‖‖ψ‖Ψτσ
〈
d(E,F )
t
〉−min{σ,M}
‖1Ef‖2,
1Continuity isn’t really needed here. We only assume it to avoid thinking about measurability.
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using the resolvent bound coming from bisectoriality of A in (3.12).
Now suppose that d(E,F ) > t. Rearranging (3.11) and using the assumed
off-diagonal estimates for ((I + λA)−1)λ∈C\Sν , we have
‖1Fη(t)(A)ψt(A)(1Ef)‖2
.A ‖η‖‖ψ‖Ψτσ‖1Ef‖2
∫
∂Sν′
mτσ(|z|)
〈
d(E,F )
t/|z|
〉−M |dz|
|z|
. ‖η‖‖ψ‖Ψτσ‖1Ef‖2(I0 + I∞),(3.13)
where
I0 :=
∫ t/d(E,F )
0
mτσ(λ)
dλ
λ
and
I∞ :=
∫ ∞
t/d(E,F )
mτσ(λ)
(
λ
t
d(E,F )
)−M
dλ
λ
.
The integral I0 is estimated by
(3.14) I0 ≤
∫ t/d(E,F )
0
λσ
dλ
λ
≃σ
(
t
d(E,F )
)σ
.M
〈
d(E,F )
t
〉−min(σ,M)
.
To estimate I∞, we use that t/d(E,F ) ≤ 1 to write
I∞ ≃M
〈
d(E,F )
t
〉−M(∫ 1
t/d(E,F )
λσ−M
dλ
λ
+ C(τ,M)
)
where
C(τ,M) =
∫ ∞
1
λ−τ−M
dλ
λ
.
If σ ≤M , then we have∫ 1
t/d(E,F )
λσ−M
dλ
λ
.σ,M
(
t
d(E,F )
)σ−M
,
and in this case
I∞ .σ,M
〈
d(E,F )
t
〉−M(〈
d(E,F )
t
〉M−σ
+ C(τ,M)
)
.τ,M
〈
d(E,F )
t
〉−min{σ,M}
.(3.15)
Otherwise, we have ∫ 1
t/d(E,F )
λσ−M
dλ
λ
.σ,M 1,
and this also yields (3.15). Putting the estimates (3.14) and (3.15) into (3.13)
completes the proof. 
Off-diagonal estimates can also be used to deduce uniform boundedness and
convergence results for families of operators on slice spaces. These propositions
were proven by the second author and Mourgoglou [16, §4].
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Proposition 3.9 (Uniform boundedness of families on slice spaces).
Let p ∈ (0,∞]. If (Ts)s>0 is a family of operators on L2 satisfying off-diagonal
estimates of order greater than nmax(|δp,2|, 1/2), then Ts extends to a bounded
operator on Ep0 (t) uniformly in 0 < s ≤ t.
Proposition 3.10 (Strong convergence in slice spaces). Let p ∈ (0,∞).
Suppose (Ts)s>0 is a family of operators on L
2 satisfying off-diagonal estimates of
order greater than nmax(1/p, 1/2), and such that lims→0 Ts = I strongly in L
2.
Then lims→0 Ts = I strongly in E
p.
Throughout the ‘abstract’ part of this work, the following assumptions will be
sufficient. They can be a bit of a mouthful if stated in full, so we give them a name.
Definition 3.11. We say that an operator A satisfies the Standard Assump-
tions if
• A is a ω-bisectorial operator on L2 for some ω ∈ [0, π/2),
• A has bounded H∞ functional calculus on R(A), and
• for all ν ∈ (ω, π/2) the family ((I + λA)−1)λ∈C\Sν satisfies off-diagonal
estimates of arbitrarily large order.
The main examples we have in mind are perturbed Dirac operators.
Theorem 3.12. Suppose D and B are as in Subsection 1.1.3 of the intro-
duction. Then the perturbed Dirac operators DB and BD satisfy the Standard
Assumptions (see Definition 3.11).
This was proven by the second author and Stahlhut ([18, Proposition 2.1] and
[19, Lemma 2.3, Propositions 3.1 and 3.2]). The off-diagonal estimates stated there
are in a different but equivalent form. We mention once more that establishing
bounded H∞ functional calculus is a deep result due to Axelsson, Keith, and McIn-
tosh [21].
3.3. Integral operators on tent spaces
Let (St,τ )t,τ>0 be a continuous two-parameter family of bounded operators on
L2 = L2(Rn), and for all f ∈ L2c(R+ : L2) define Sf ∈ L0(R+ : L2) by
(3.16) Sf(t) :=
∫ ∞
0
St,τf(τ)
dτ
τ
.
Since f is compactly supported in R+, the Cauchy–Schwarz inequality shows that
this integral is absolutely convergent. We write S ∼ (St,τ )t,τ>0 to say that S is
given by the kernel (St,τ )t,τ>0.
We would like to know when S can be extended from L2c(R+ : L
2) to an operator
between various tent spaces and Z-spaces. A first step is given by the following
Schur-type lemma. Recall that L2s is defined in (2.15) and coincides with X
2
s .
Lemma 3.13. Let s, δ ∈ R, and consider S ∼ (St,τ )t,τ>0 on L2 as above.
Suppose that there exists γ ∈ L1(R+ : R) (where R+ is equipped with the Haar
measure dt/t) such that for all t, τ > 0,
‖τ−δSt,τ‖L(L2) ≤ γ(t/τ)(t/τ)s+δ .
Then for all f ∈ L2c(R+ : L2),
(3.17) ‖Sf‖L2s+δ . ‖γ‖L1(R+)‖f‖L2s.
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Proof. We argue by duality. For all g ∈ L2−(s+δ), using the assumed estimate
on the operators τ−δSt,τ , we can estimate
|〈Sf, g〉| ≤
∫ ∞
0
∫ ∞
0
‖St,τf(τ)‖2‖g(t)‖2 dτ
τ
dt
t
≤
∫ ∞
0
∫ ∞
0
γ(t/τ)‖τ−sf(τ)‖2‖ts+δg(t)‖2 dτ
τ
dt
t
≤
(∫ ∞
0
∫ ∞
0
γ(t/τ)
dt
t
‖τ−sf(τ)‖22
dτ
τ
)1/2
·
(∫ ∞
0
∫ ∞
0
γ(t/τ)
dτ
τ
‖ts+δg(t)‖22
dt
t
)1/2
≤ ‖γ‖L1(R+)‖f‖L2s‖g‖L2−s−δ,
which implies (3.17). 
For certain kernels (St,τ ), assuming an L
2
s → L2s+δ estimate such as (3.17) and
some off-diagonal estimates, we can prove boundedness of S from Tp to Tp+δ for
some exponents p with i(p) ∈ (0, 1]. This is a generalisation of an argument of the
second author, McIntosh, and Russ [14] (see also [46]).
Theorem 3.14 (Extrapolation of L2 boundedness to tent spaces). Let
p = (p, s) be an exponent with p ≤ 1, let δ ∈ R, and let (St,τ )t,τ>0 be a continuous
two-parameter family of bounded operators on L2 such that for all t0, τ0 > 0 the
one-parameter families (t−δSt,τ0)t∈(τ0,∞) and (τ
−δSt0,τ )τ∈(t0,∞) both satisfy off-
diagonal estimates of order M , with implicit constant K uniform in τ0 and t0
respectively. Suppose a, b ∈ R, and let S ∼ (mba(t/τ)St,τ )t,τ>0.
If
(3.18) ‖Sf‖L2s+δ . ‖f‖L2s
holds for all f ∈ L2c(R+ : L2), with
(3.19) − nδp,2 < b+ s < M and a > s+ δ,
then
‖Sf‖Tp+δ . ‖f‖Tp
for all f ∈ L2c(R+ : L2), and the implicit constant is a linear combination of K and
‖S‖ := ‖S‖L2s→L2s+δ .
Proof. Step 1: an estimate for compactly supported atoms. Suppose
that f is a compactly supported Tp-atom associated with a ball B = B(c, r) ⊂ Rn
(see Definition 2.5). Then f ∈ L2c, and so Sf is defined. We will show that Sf is
in Tp+δ = T ps+δ with quasinorm bounded independently of f . To do this we will
exhibit an atomic decomposition of Sf , and we will estimate ‖Sf‖Tp+δ using the
coefficients of this decomposition.
Let T1 := T (4B) and Tk := T (2
k+1B) \ T (2kB) for all integers k ≥ 2. Then
define Fk := 1TkSf for all k ∈ N, so that Sf =
∑∞
k=1 Fk almost everywhere. For
each k ∈ N the function Fk is supported in a tent, so we can renormalise by writing
Fk = λkfk for some λk ∈ C and some Tp+δ-atom fk. We need only estimate the
coefficients λk.
3.3. INTEGRAL OPERATORS ON TENT SPACES 53
Estimate for the local part. For k = 1, since F1 is supported in T (4B),
we must estimate ‖F1‖L2s+δ in terms of |4B|δp,2 . It follows from (3.18) and the fact
that f is a Tp-atom that
‖F1‖L2s+δ ≤ ‖S‖|B|δp,2 ≃n,p ‖S‖|4B|δp,2 ,
and so we can set λ1 ≃n,p ‖S‖.
Estimate for the global parts. Suppose k ≥ 2. Since Fk is supported in
the tent T (2k+1B), we must estimate ‖Fk‖L2
s+δ
in terms of |2k+1B|δp,2 . We use
Minkowski’s integral inequality to estimate
‖Fk‖L2s+δ
=
(∫ 2k+1r
0
∥∥∥∥t−(s+δ)1B(c,2k+1r−t) ∫ r
0
mba(t/τ)St,τf(τ)
dτ
τ
∥∥∥∥2
2
dt
t
)1/2
≤
(∫ 2k+1r
0
(∫ r
0
t−(s+δ)mba(t/τ)‖1A(c,2kr−t,2k+1r−t)St,τf(τ)‖2
dτ
τ
)2
dt
t
)1/2
≤
∫ r
0
(∫ 2k+1r
0
t−2(s+δ)mba(t/τ)
2‖1A(c,2kr−t,2k+1r−t)St,τf(τ)‖22
dt
t
)1/2
dτ
τ
,
where
A(c, 2kr − t, 2k−1r − t) = B(c, 2k−1r − t) \B(c, 2kr − t)
as defined in Section 1.3. Note that f(τ) is supported in B(c, r − τ). We have
d(supp f(τ), A(c, 2kr − t, 2k+1r − t)) ≥ d(B(c, r),Rn \B(c, 2kr − t))
= ((2k − 1)r − t)+,
so we split the region of integration (0, 2k+1r)× (0, r) into three subregions,
R1 := {(t, τ) : t < τ < r}
R2 :=
{
(t, τ) : τ < t <
2k − 1
2
r
}
R3 :=
{
(t, τ) : t >
2k − 1
2
r
}
,
and denote the corresponding integrals by I1, I2, and I3.
On R3, where t > τ and where there is no spatial separation, we have
I3 . K
∫ r
0
(∫ 2k+1r
2k−1
2 r
t−2(s+δ)(t/τ)−2bt2δ‖f(τ)‖22
dt
t
)1/2
dτ
τ
.b,s K
∫ r
0
‖τ−sf(τ)‖2τb+s(2kr)−(b+s) dτ
τ
≤ K2−k(b+s)
(∫ r
0
‖τ−sf(τ)‖22
dτ
τ
)1/2(∫ r
0
(τ/r)2(b+s)
dτ
τ
)1/2
≃b,s K2−k(b+s)‖f‖L2s(3.20)
≤ K2−k(b+s)|B|δp,2
= K2−k(b+s)|2k+1B|δp,2
( |2k+1B|
|B|
)−δp,2
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≃ K2−k(b+s+nδp,2)|2k+1B|δp,2 ,
where we used b + s > −nδp,2 > 0 in (3.20).
On R1, where t < τ and where the off-diagonal estimates for (τ
−δSt,τ )τ∈(t,∞)
involve spatial separation,
I1 . K
∫ r
0
(∫ τ
0
t−2(s+δ)(t/τ)2a
((
(2k − 1)r − t
τ
)−M
‖f(τ)‖2
)2
dt
t
)1/2
τδ
dτ
τ
≃a,s,δ K2−kM
∫ r
0
(τ
r
)M
‖τ−sf(τ)‖2 dτ
τ
≤ K2−kM‖f‖L2s
(∫ r
0
(τ
r
)2M dτ
τ
)1/2
.M K2
−k(M+nδp,2)|2k+1B|δp,2
using that a > s+ δ in the second line, and then arguing as for I3.
On R2, we have t > τ and the off-diagonal estimates for (t
−δSt,τ )t∈(τ,∞) again
involve spatial separation, and the restrictions on t imply (2k − 1)r − t > 2k−12 r &
2kr. Therefore
I2 . K
∫ r
0
(∫ 2k−1
2 r
τ
t−2s(t/τ)−2b
(
(2k − 1)r − t
t
)−2M
‖f(τ)‖22
dt
t
)1/2
dτ
τ
. K
∫ r
0
‖τ−sf(τ)‖2τb+s
(∫ 2k−1
2 r
τ
t−2(b+s)
(
2kr
t
)−2M
dt
t
)1/2
dτ
τ
.b,s,M K2
−kM
∫ r
0
‖τ−sf(τ)‖2τb+sr−M (2kr)−(b+s−M) dτ
τ
.b,s K2
−k(b+s+nδp,2)|2k+1B|δp,2
using that M > s+ b and arguing as before.
Summing up, we have
‖Fk‖L2
s+δ
≤ I1 + I2 + I3
.a,b,M,p,s,δ K
(
2−k(M+nδp,2) + 2−k(b+s+nδp,2)
)|2k+1B|δp,2 ,
so for k ≥ 2 we can set
λk ≃ K
(
2−k(M+nδp,2) + 2−k(b+s+nδp,2)
)
.
This yields
‖(λk)‖pℓp(N) ≃ ‖S‖p +Kp
∞∑
k=2
(
2−k(M+nδp,2) + 2−k(b+s+nδp,2)
)p
≤ ‖S‖p +Kp
∞∑
k=2
2−kp(M+nδp,2) + 2−kp(b+s+nδp,2),
which is finite because of the assumption (3.19). The implicit constants do not
depend on the atom f . Therefore Sf is in T ps+δ, with quasinorm bounded indepen-
dently of f and controlled by a linear combination of ‖S‖ and K.
Step 2: from compactly supported atoms to T ps ∩ L2c(R+ : L2). This
final part of the argument exactly follows [14, Proof of Theorem 4.9, Step 3]. One
must show that every function in T ps ∩L2c(R+ : L2) may be decomposed into a sum
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of compactly supported atoms, and that such decompositions converge in both T ps
(which is automatic) and in L2s. We omit further details. 
3.4. Extension and contraction operators
Throughout this section we assume that A satisfies the Standard Assumptions
(see Definition 3.11).
Definition 3.15. For all ψ ∈ H∞ define the extension operator
Qψ,A : R(A)→ L∞(R+ : L2)
by (Qψ,Af)(t) := ψt(A)f for f ∈ R(A) and t ∈ R+. If in addition ψ ∈ Ψ++, then
Qψ,A is defined on all of L2, and by Theorem 3.5 we have boundedness Qψ,A : L2 →
L2(R1+n+ ) = L
2(R+ : L2) (recall that the measure dt/t is always used on R+). For
ϕ ∈ Ψ++, this allows us to define the contraction operator
Sϕ,A := (Qϕ˜,A∗)
∗ : L2(R1+n+ )→R(A).
Note that Qψ,A = (Sψ˜,A∗)
∗ when ψ ∈ Ψ++.
A quick computation yields an integral representation of Sϕ,A.
Proposition 3.16. Suppose ϕ ∈ Ψ++. Then for all f ∈ L2c(R+ : L2) we have
(3.21) Sϕ,Af :=
∫ ∞
0
ϕt(A)f(t)
dt
t
.
The integral in (3.21) converges absolutely since f ∈ L1(R+ : L2). However, if
one only assumes f ∈ L2(R+ : L2) (dropping the requirement of compact support
in R+), then the integral converges weakly in L2.
Compositions of the form Qψ,Aη(A)Sϕ,A, with η a (possibly unbounded) holo-
morphic function, are important in what follows, so we begin investigation of their
properties. Fix δ ∈ R, and suppose η ∈ Ψδ−δ, ψ ∈ H∞, and ϕ ∈ Ψ−δδ ∩ Ψ++. Then
for all f ∈ L2c(R+ : L2) we have Sϕ,Af ∈ D(η(A)) and the integral representation
(3.22) (Qψ,Aη(A)Sϕ,Af)(t) =
∫ ∞
0
(ψt(A)η(A)ϕτ (A))f(τ)
dτ
τ
.
Therefore we can write
Qψ,Aη(A)Sϕ,A ∼ ((ψtηϕτ )(A))t,τ>0.
Our task now is to show when the results of Section 3.3 apply to these operators.
We draw some conclusions even when η is not bounded, provided that ψtηϕτ ∈ Ψ++.
This will ultimately lead to Theorem 4.14.
Lemma 3.17. Suppose σ + τ ≥ 0 and δ ∈ R. Let ψ ∈ Ψτσ, ϕ ∈ Ψσ−δτ+δ , and
η ∈ Ψδ−δ, and define the operator
(3.23) S˜t,r := m
τ+δ
σ (t/r)
−1(ψtηϕr)(A).
Then for all t0, r0 > 0 the operator families (t
−δS˜t,r0)t∈(r0,∞) and (r
−δS˜t0,r)r∈(t0,∞)
satisfy off-diagonal estimates of order σ + τ , uniformly in r0 and t0 respectively.
The implicit constants in these off-diagonal estimates depend linearly on ‖η‖Ψδ
−δ
.
The proof is a variation of [14, Lemma 3.7].
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Proof. If t0 ≤ r we can write
r−δS˜t0,r = r
−δ(t0/r)
−σ[ψt0(z)η(z)ϕr(z)](A)
= [(t0z)
−σψt0(z)η
δ(z)(rz)σ−δϕτ (z)](A)
where ηδ ∈ H∞ is defined by ηδ(z) := zδη(z). Note that ‖ηδ‖∞ = ‖η‖Ψδ
−δ
. Since
ψ ∈ Ψτσ and σ + τ ≥ 0, the function
γ(t0) : z 7→ (t0z)−σψt0(z)ηδ(z)
is in H∞ with bound uniform in t0, linear in ‖η‖Ψδ
−δ
, and clearly independent of r.
Furthermore, the function θ : z 7→ zσ−δϕ(z) is in Ψ0σ+τ , and so we can write
r−δS˜t0,r = γ(t0)(A)θτ (A)
where γ(t) is uniformly in H∞ and θ ∈ Ψ0σ+τ . Theorem 3.8 then implies that the
family (S˜t0,r)r∈(t0,∞) satisfies off-diagonal estimates of order σ + τ uniformly in
t0 > 0, with implicit constants linear in ‖η‖∞.
Likewise, if r0 ≤ t we can write
t−δS˜t,r0 = t
−δ(t/r0)
τ+δ[ψt(z)η(z)ϕr0(z)](A)
= [(r0z)
−(τ+δ)ϕr0(z)η
δ(z)(tz)τψt(z)](A)
and proceed in the same way, the consequence being that (t−δS˜t,r0)t∈(r0,∞) satisfies
off-diagonal estimates of order σ + τ uniformly in τ0 > 0, with implicit constants
linear in ‖η‖Ψδ
−δ
. 
Lemma 3.18. Fix s, δ ∈ R. Suppose ψ ∈ Ψ−(s+δ)+(s+δ)+ , ϕ ∈ Ψs+−s+, and η ∈ Ψδ−δ.
Then the operator S ∼ ((ψtηϕr)(A))t,r>0 extends to a bounded operator L2s → L2s+δ.
Moreover, this extension is the weak limit (in L2s+δ) of the integral (3.22).
Proof. Fix ε > 0 such that ψ ∈ Ψε−(s+δ)ε+s+δ and ϕ ∈ Ψε+sε−s. First note that
ψtηϕr ∈ Ψ++, so the operators St,r := (ψtηϕr)(A) are all bounded and defined by
the integral (3.5) on L2. We will make use of Lemma 3.13, so we write r = κt and
begin by estimating
‖r−δSt,r‖L(L2(Rn)) .ψ,ϕ (κt)−δ‖η1/t‖Ψδ
−δ
∫ ∞
0
mε−sε+s(tλ)m
ε+s
ε−s(κtλ)
dλ
λ
≤ κ−δ‖η‖Ψδ
−δ
∫ ∞
0
mε−sε+s(λ)m
ε+s
ε−s(κλ)
dλ
λ
(3.24)
using Lemma 3.3 to eliminate the powers of t in (3.24). If κ ≤ 1, we have
κ−δ
∫ ∞
0
mε−sε+s(λ)m
ε+s
ε−s(κλ)
dλ
λ
= κ−δ
(
κε−s
∫ 1
0
λ2ε
dλ
λ
+ κε−s
∫ 1/κ
1
dλ
λ
+ κ−ε−s
∫ ∞
1/κ
λ−2ε
dλ
λ
)
. κε−s−δ(2 + log(1/κ)).
If κ ≥ 1, then by the same argument we have
κ−δ
∫ ∞
0
mε−sε+s(λ)m
ε+s
ε−s(κλ)
dλ
λ
. κ−ε−s−δ(2 + log(κ)).
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Since the function
γ(κ) :=
{
κε(2 + log(1/κ)) (κ ≤ 1)
κ−ε(2 + log(κ)) (κ ≥ 1)
is in L1(R+), Lemma 3.13 completes the proof of boundedness on the dense subspace
L2c(R+ : L
2). The extension to all of L2s as a weak integral follows by the comment
after Proposition 3.16. 
The following theorem is the basis of Chapter 4. From the viewpoint of ap-
plications, the most important part is the decay condition on ψ at 0. We would
particularly like to take ψ = sgp ∈ Ψ∞0 and δ = 0, which is possible provided that
i(p) ≤ 2 and θ(p) < 0.
Theorem 3.19 (Boundedness of contraction/extension compositions).
Suppose p is an exponent, δ ∈ R and η ∈ Ψδ−δ. Suppose that either
• i(p) ≤ 2 and
(3.25) ψ ∈ Ψ(−(θ(p)+δ)+n|12−j(p)|)+(θ(p)+δ)+ ∩H∞ and ϕ ∈ Ψθ(p)+(−θ(p)+n|12−j(p)|)+ ∩Ψ
+
+,
or
• i(p) ≥ 2 and
ψ ∈ Ψ(−θ(p))+
(θ(p)+n|12−j(p)|)+
∩Ψ++ and ϕ ∈ Ψ(θ(p)−δ+n|
1
2−j(p)|)+
(−θ(p)+δ)+ ∩Ψ++.
then Qψ,Aη(A)Sϕ,A extends to a bounded operator Xp → Xp+δ (by density when
i(p) ≤ 2 and by duality when i(p) > 2), with bounds linear in ‖η‖Ψδ
−δ
.
Proof. We only prove the result for tent spaces. The Z-space result can
be deduced by real interpolation, or alternatively by the dyadic characterisation
of Proposition 2.20. Furthermore, the result for i(p) ≥ 2 follows from that for
i(p) ≤ 2 by duality, so we need only consider i(p) ≤ 2. Note that (3.22) and the
assumptions on ψ and ϕ imply that Qψ,Aη(A)Sϕ,A contains the integral operator
with kernel ((ψtηϕτ )(A))t,τ>0, so it suffices to work with this operator. Further-
more, the assumptions (3.25) and Lemma 3.18 imply that this operator (extended
as a weak limit) is bounded from T 2θ(p) to T
2
θ(p)+δ, which yields the result when
i(p) = 2.
Step 1: i(p) ≤ 1. The assumptions (3.25) imply that there exists ε > 0 such
that
ψ ∈ Ψτ+εσ+ε and ϕ ∈ Ψ(σ+ε)−δ(τ+ε)+δ ,
where σ := θ(p)+δ and τ := −θ(p+δ)+n|(1/2)−j(p)|. Therefore by Lemma 3.17,
the operator families (t−δS˜t,r0)t∈(r0,∞) and (r
−δS˜t0,r)r∈(t0,∞), where S˜t,r is defined
as in (3.23), satisfy off-diagonal estimates of order n|(1/2)− j(p)| + 2ε. Theorem
3.14 then applies with a = σ+ ε, b = τ + ε+ δ, and M = 2ε+ n|(1/2)− j(p)|, and
we can conclude that Qψ,Aη(A)Sϕ,A is bounded from Tp to Tp+δ.
Step 2: i(p) ∈ (1, 2). The following argument originates from Stahlhut’s thesis
[71, Proof of Lemma 3.2.6, Step 4]. For λ ∈ C, define functions ψλ and ϕλ by
ψλ(z) :=
(
[z]
1 + [z]
)λ
ψ(z), ϕλ(z) :=
(
1
1 + [z]
)λ
ϕ(z).
If Reλ ≥ n(1 − j(p)), then Step 1 applies with exponent (1, θ(p)), and we find
that Qψλ,Aη(A)Sϕλ,A is bounded from T
1
θ(p) to T
1
θ(p)+δ. Furthermore, if Reλ ≥
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−n|(1/2) − j(p)|, then the discussion of the first paragraph of the proof applies,
and we find that Qψλ,Aη(A)Sϕλ,A is bounded from T
2
θ(p) to T
2
θ(p)+δ. By Stein
interpolation in tent spaces (see [11, Proof of Lemma 3.4]), when Reλ = 0, we
have that Qψλ,Aη(A)Sϕλ,A is bounded from T
p
θ(p) to T
p
θ(p)+δ when p ∈ (1, 2) and
θ ∈ (0, 1) satisfy
1
p
= (1− θ) + θ
2
, 0 = (1− θ)(1 − j(p)) + θ
(
1
2
− j(p)
)
.
This occurs when p = i(p). Applying this with λ = 0 yields boundedness of
Qψ,Aη(A)Sϕ,A from Tp to Tp+δ. 
Finally, we present an abstract Caldero´n reproducing formula, which is ubiq-
uitous in the study of abstract Hardy spaces. Whenever ψ ∈ Ψ++ and ϕ ∈ H∞, we
can define a bounded holomorphic function
Φψ,ϕ(z) :=
∫ ∞
0
ψt(z)ϕt(z)
dt
t
, z ∈ Sµ.
The integral converges absolutely because ψϕ ∈ Ψ++. It is not hard to show that
Sψ,AQϕ,A ⊆ Φψ,ϕ(A)
as operators on R(A), with equality when ϕ ∈ Ψ++.
In [19, Proposition 4.2] it is shown that if ϕ ∈ H∞ is nondegenerate, then there
exists ψ ∈ Ψ∞∞ such that Φϕ,ψ ≡ 1. This implies the following abstract Caldero´n
reproducing formula.
Theorem 3.20. Suppose ϕ ∈ H∞ is nondegenerate. Then there exists ψ ∈ Ψ∞∞
such that
(3.26) Sψ,AQϕ,A ⊆ IR(A)
as operators on R(A), with equality when ϕ ∈ Ψ++. Furthermore, if ϕ ∈ Ψ++, then
the operator Qψ,ASϕ,A is a projection from L2(R
1+n
+ ) onto Qψ,AR(A).
We refer to a pair (ϕ, ψ), with ϕ ∈ H∞, ψ ∈ Ψ++ and satisfying (3.26), as
Caldero´n siblings. Here is a simple example of the use of the abstract Caldero´n
reproducing formula.
Corollary 3.21. Suppose ϕ ∈ H∞ is nondegenerate. Then the extension
operator Qϕ,A : R(A)→ L∞(R+ : R(A)) is injective.
Proof. Let ψ ∈ Ψ++ be a Caldero´n sibling of ϕ, and suppose f ∈ R(A) with
Qϕ,Af = 0. Then Qϕ,Af ∈ L2(R+ : R(A)), so Sψ,AQϕ,Af is defined, and by (3.26)
we have
f = Sψ,AQϕ,Af = 0,
proving injectivity of Qϕ,A. 
CHAPTER 4
Adapted Besov–Hardy–Sobolev Spaces
Throughout this chapter we fix an operator A satisfying the Standard As-
sumptions (see Definition 3.11). As in the previous chapter, we implicitly work
with CN -valued functions without referencing this in the notation.
4.1. Initial definitions, equivalent norms, and duality
The adapted Hardy–Sobolev and Besov spaces are defined, roughly speaking,
by measuring extensions by Qψ,A in tent spaces and Z-spaces respectively. This
mimics the characterisation of classical Hardy–Sobolev and Besov spaces given in
Theorem 2.57. We will soon show that the resulting function spaces are independent
of ψ, provided that ψ has sufficient decay at 0 and ∞.
Definition 4.1. Let ψ ∈ H∞ and let p be an exponent. We define the sets
Hpψ,A := {f ∈ R(A) : Qψ,Af ∈ Tp ∩ L2(R1+n+ )},
Bpψ,A := {f ∈ R(A) : Qψ,Af ∈ Zp ∩ L2(R1+n+ )},
equipped with what we will show to be quasinorms (Proposition 4.3)
‖f | Hpψ,A‖ := ‖Qψ,Af‖Tp , ‖f | Bpψ,A‖ := ‖Qψ,Af‖Zp .
We call these spaces pre-Hardy–Sobolev and pre-Besov spaces adapted to A (respec-
tively), and we call ψ an auxiliary function.
Generally we want to refer to the pre-Hardy–Sobolev and pre-Besov spaces
simultaneously. Thus we write
Xpψ,A := {f ∈ R(A) : Qψ,Af ∈ Xp ∩ L2(R1+n+ )},
where the pair (X,X) is either (T,H) or (Z,B), following the convention initiated
in Section 2.4, and speak of pre-Besov–Hardy–Sobolev spaces,
Remark 4.2. The condition Qψ,Af ∈ L2(R1+n+ ) is automatically satisfied
when ψ ∈ Ψ++. We impose it so that Sϕ,AQψ,Af is defined for all f in Xpψ,A
when ψ ∈ H∞ \Ψ++.
Proposition 4.3. Let ψ ∈ H∞ and let p be an exponent. Then ‖· | Xpψ,A‖ is
a quasinorm on Xpψ,A.
Proof. The only quasinorm property which does not follow directly from lin-
earity of Qψ,A and the corresponding quasinorm properties of Xp is positive defi-
niteness. To show this, suppose f ∈ Xpψ,A and ‖f | Xpψ,A‖ = 0. Then Qψ,Af = 0 in
Xp, and hence also in L∞(R+ : R(A)). By injectivity of Qψ,A : R(A) → L∞(R+ :
R(A)) (Corollary 3.21), we conclude that f = 0. 
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The following proposition quantifies the amount of decay needed on the aux-
iliary function ψ in order to ensure that the Xpψ,A quasinorm is equivalent to the
Xpϕ,A quasinorm whenever ϕ has decay of arbitrarily high order at 0 and ∞.
Proposition 4.4 (Independence on auxiliary function). Let ϕ ∈ Ψ∞∞ and
ψ ∈ H∞ be nondegenerate, let p be an exponent, and suppose that either
• i(p) ≤ 2 and ψ ∈ Ψ(−θ(p)+n|12−j(p)|)+θ(p)+ , or
• i(p) ≥ 2 and ψ ∈ Ψ−θ(p)+
(θ(p)+n|12−j(p)|)+
∩Ψ++.
Then Xpψ,A = X
p
ϕ,A with equivalent quasinorms.
Observe that if ψ ∈ Ψ∞∞ then the requirements above are satisfied for all p.
Proof. First let ν ∈ Ψ∞∞ be a Caldero´n sibling of ψ. Then for f ∈ Xpψ,A we
have
‖f | Xpϕ,A‖ = ‖Qϕ,Af‖Xp = ‖Qϕ,ASν,AQψ,Af‖Xp . ‖Qψ,Af‖Xp = ‖f | Xpψ,A‖.
In the second equality we use the Caldero´n reproducing formula (3.26) along with
the fact that Sν,AQψ,Af is defined for f ∈ Xpψ,A (see Remark 4.2). The quasinorm
estimate follows from Theorem 3.19, by the Standard Assumptions along with ϕ, ν ∈
Ψ∞∞.
Now let ν ∈ Ψ∞∞ be a Caldero´n sibling of ϕ and repeat the previous argument
with the roles of ϕ and ψ reversed, using the additional assumptions on ψ to apply
Theorem 3.19. This leads to the reverse estimate
‖f | Xpψ,A‖ . ‖f | Xpϕ,A‖,
which completes the proof. 
Definition 4.5. For all exponents p we define
XpA := X
p
ψ,A,
where any auxiliary function ψ ∈ Ψ∞∞ may be used to define the space and its
corresponding quasinorm. We also define Ψ(XpA) to be the set of all nondegenerate
ϕ ∈ H∞ such that Xpϕ,A = XpA with equivalent quasinorms. With this notation at
hand, Proposition 4.4 tells us that
Ψ
(−θ(p)+n|12−j(p)|)+
θ(p)+ ∩H∞ ⊂ Ψ(XpA) (i(p) ≤ 2),
Ψ
−θ(p)+
(θ(p)+n|12−j(p)|)+
∩Ψ++ ⊂ Ψ(XpA) (i(p) > 2).
In Section 3.1 we considered the positive and negative spectral subspaces
R(A)± := χ±(A)R(A).
These may be used to define corresponding positive and negative spectral subspaces
of XpA.
Definition 4.6. Let p be an exponent. We define the positive and negative
pre-Besov–Hardy–Sobolev spaces by
Xp,±A := X
p
A ∩R(A)
±
,
equipped with any of the equivalent XpA quasinorms. Often we just refer to these
as spectral subspaces. In Corollary 4.16 we characterise the spectral subspaces as
images of the spectral projections χ±(A).
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The spaces XpA may also be characterised in terms of the contraction maps Sψ,A
for any ψ ∈ Ψ++. Recall that X2 = T 2 = Z2 = L2(R1+n+ ).
Proposition 4.7 (Characterisation by contraction maps). Let p be an
exponent and let ψ ∈ Ψ++ be nondegenerate. Suppose furthermore that
ψ ∈
 Ψ
θ(p)+
(−θ(p)+n|12−j(p)|)+
(i(p) ≤ 2)
Ψ
(θ(p)+n|12−j(p)|)+
(−θ(p))+ (i(p) ≥ 2)
(note that ψ ∈ Ψ∞∞ always satisfies this assumption). Then we have
(4.1) XpA = Sψ,A(X
2 ∩Xp),
and the mapping
f 7→ inf{‖F‖Xp : F ∈ X2 ∩Xp, Sψ,AF = f}
is an equivalent quasinorm on XpA.
Proof. Fix a Caldero´n sibling ϕ ∈ Ψ∞∞ of ψ. First we show the equality (4.1).
Suppose f ∈ XpA. Then Qϕ,Af ∈ X2 ∩ Xp, and by Theorem 3.26 we have f =
Sψ,A(Qϕ,Af). Conversely, suppose that f = Sψ,AF for some F ∈ X2 ∩Xp. Then
f ∈ R(A), and Qϕ,Af = Qϕ,ASψ,AF . Theorem 3.19 then implies that Qϕ,Af ∈ Xp,
which shows that f ∈ XpA. This proves (4.1).
Now for the quasinorm equivalence. Suppose f ∈ XpA. Then f = Sψ,AQϕ,Af
with Qϕ,Af ∈ X2 ∩Xp, and so
inf{‖F‖Xp : F ∈ X2 ∩Xp, Sψ,AF = f} ≤ ‖Qϕ,Af‖Xp ≃ ‖f‖XpA .
Conversely, suppose F ∈ X2 ∩Xp and Sψ,AF = f . Then
‖F‖Xp & ‖Qϕ,ASψ,AF‖Xp = ‖Qϕ,Af‖Xp ≃ ‖f‖XpA
using Theorem 3.19 again in the first line, and thus completing the proof. 
Remark 4.8. In Propositions 4.4 and 4.7 we quantify precisely how much
decay (depending on p) is sufficient for an auxiliary function ϕ to characterise XpA
(either via Qϕ,A or Sϕ,A). In both cases having ϕ ∈ Ψ∞∞ is sufficient, so in deducing
abstract properties of the spaces XpA we need only consider such functions. However,
for applications to boundary value problems we must consider specific auxiliary
functions without such decay, so this degree of precision is necessary.
Corollary 4.9 (Density of intersections). Let p and q be exponents, and
suppose X1,X2 ∈ {H,B}. If p is finite then (X1)pA ∩ (X2)qA is dense in (X1)pA.
Otherwise, (X1)
p
A ∩ (X2)qA is weak-star dense in (X1)pA.
Proof. We suppose that p is finite; the same argument works for infinite p,
replacing limits with weak-star limits and norms with appropriate duality pairings.
Suppose f ∈ (X1)pA, and fix ψ ∈ Ψ∞∞. By Proposition 4.7 we have f = Sψ,AF
for some F ∈ T 2 ∩ (X1)p, and by Proposition 2.36 we have F = limk→∞ Fk (limit
in (X1)
p) for some sequence (Fk)k∈N in T
2 ∩ (X1)p ∩ (X2)q. For all k ∈ N define
fk := Sψ,AFk ∈ (X1)pA ∩ (X2)qA.
Then we have, again using Proposition 4.7,
lim
k→∞
‖f − fk‖(X1)pA . limk→∞ ‖F − Fk‖(X1)p = 0.
This proves the claimed density. 
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The pre-Besov–Hardy–Sobolev spaces inherit a duality pairing from R(A) ⊂
L2(Rn). However, we cannot identify Xp
′
A∗ with the dual of X
p
A, because in gen-
eral these spaces are incomplete, while the dual of a quasinormed space is always
complete. We deal with completions in Section 4.3.
Proposition 4.10 (Duality estimate). Let p be an exponent. Then for all
f ∈ XpA and g ∈ Xp
′
A∗ we have
(4.2) |〈f, g〉| . ‖f‖XpA‖g‖Xp′A∗ ,
where 〈·, ·〉 is the inner product on L2(Rn).
Proof. Let ϕ, ψ ∈ Ψ∞∞ be nondegenerate and suppose ε > 0. By Proposition
4.7 there exist F ∈ X2∩Xp andG ∈ X2∩Xp′ such that Sϕ,AF = f and Sψ,A∗G = g,
with
‖F‖Xp . (1 + ε)‖f‖XpA and ‖G‖Xp′ . (1 + ε)‖g‖Xp′A∗ .
Since S∗ϕ,A = Qϕ˜,A∗ , and using that the L
2(R1+n+ ) inner product is a duality pairing
for tent and Z-spaces, we thus have
|〈f, g〉| = |〈F,Qϕ˜,A∗Sψ,A∗G〉L2(R1+n+ )|
. ‖F‖Xp‖Qϕ˜,A∗Sψ,A∗G‖Xp′
. ‖F‖Xp‖G‖Xp′(4.3)
. (1 + ε)2‖f‖XpA‖g‖Xp′A∗ ,
where (4.3) follows from Theorem 3.19. Since ε > 0 was arbitrary we obtain
(4.2). 
The tent space and Z-space embeddings of Chapter 2 immediately yield corre-
sponding embeddings of pre-Besov–Hardy–Sobolev spaces.
Proposition 4.11 (Mixed embeddings). Let p and q be exponents with
p 6= q and p →֒ q. Then we have the embedding
(X0)
p
A →֒ (X1)qA,
where X0,X1 ∈ {H,B}, and the corresponding embedding holds for spectral sub-
spaces.
Proof. This follows directly from the definition of the spaces XpA and from
Theorem 2.34. Spectral subspace versions follow by intersecting with R(A)±. 
Remark 4.12. For p = (p, s) we sometimes write XpA = X
p
s,A, and for p =
(∞, s;α) we may write XpA = X∞s;α,A. This notation is a bit heavy, so we avoid it
whenever possible, except in the case of X20,A, which we abbreviate as X
2
A (as is
standard).
Remark 4.13. There are other ways to define adapted Hardy–Sobolev (or
more generally, Triebel–Lizorkin) and Besov spaces. See in particular the work of
Kunstmann and Ullmann [62] and Ullmann’s thesis [78], in which Triebel–Lizorkin
spaces adapted to ‘Rs-sectorial’ operators are constructed via a vertical s-power
function norm (a vertical square function when s = 2). We have not investigated
possible links between our adapted function spaces and theirs.
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4.2. Mapping properties of the holomorphic functional calculus
Just as we proved independence on auxiliary functions in the previous section,
we can prove various mapping properties (including boundedness) of the holomor-
phic functional calculus between pre-Besov–Hardy–Sobolev spaces. The first result
says heuristically that an operator of homogeneity δ decreases regularity by δ.
Theorem 4.14. Let p be an exponent and δ ∈ R. Suppose η ∈ Ψδ−δ. Then for
all f ∈ D(η(A)) ∩ XpA,
‖η(A)f‖Xp+δA . ‖η‖Ψδ−δ‖f‖XpA ,
and likewise for spectral subspaces.
Proof. Let ϕ, ψ ∈ Ψ∞∞ and let ν ∈ Ψ∞∞ be a Caldero´n sibling of ψ. Then for
all f ∈ D(η(A)) ∩ XpA we have
‖η(A)f‖Xp+δA ≃ ‖Qϕ,Aη(A)Sν,AQψ,Af‖Xp+δ . ‖η‖Ψδ−δ‖Qψf‖Xp ≃ ‖η‖Ψδ−δ‖f‖XpA
where the quasinorm estimate follows from Theorem 3.19. To incorporate spectral
subspaces in this argument, write f ∈ D(η(A)) ∩ Xp,±A as f = χ±(A)f and
η(A)f = η(A)χ±(A)f = χ±(A)η(A)f,
and note that this shows that η(A) maps D(η(A)) ∩R(A)± into R(A)±. 
Because the spaces XpA may be incomplete, we cannot extend the operators
η(A) by boundedness without introducing completions. This is done in Section 4.3.
Of course, when η ∈ H∞ we have D(η(A)) = R(A), and so we obtain bounded
holomorphic functional calculus in the following sense.
Corollary 4.15. Let p be an exponent and η ∈ H∞. Then for all f ∈ XpA,
‖η(A)f‖XpA . ‖η‖∞‖f‖XpA ,
and likewise for spectral subspaces.
This allows us to characterise the spectral subspaces Xp,±A as images of spectral
projections.
Corollary 4.16. Let p be an exponent. Then we have
Xp,±A = χ
±(A)XpA.
Proof. If f ∈ Xp,±A then by definition we have f = χ±(A)f ∈ χ±(A)XpA.
Conversely, if f ∈ χ±(A)XpA, then f is in R(A)
±
, and by Corollary 4.15 we have
f ∈ XpA. Therefore f ∈ R(A)
± ∩ XpA = Xp,±A . 
The power functions Aλ := [z 7→ zλ](A) for λ ∈ R \ {0} (see Section 3.1) are
generally unbounded on R(A), but they do map between our adapted spaces with
a shift in regularity (when we intersect with the domain). This is a direct conse-
quence of Theorem 4.14 since [z 7→ zλ] ∈ Ψ−λλ ; the norm equivalence is obtained
by applying Theorem 4.14 with both λ and −λ.
Corollary 4.17. Let p be an exponent and λ ∈ R \ {0}. Then for all f ∈
D(Aλ) ∩ XpA,
‖Aλf‖Xp−λA ≃ ‖f‖XpA.
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Since the operators Aλ are all densely defined in R(A), and since Aλ0Aλ1 =
Aλ0+λ1 whenever this is meaningful, we have almost proven that Aλ is an isomor-
phism from XpA to X
p−λ
A . We must extend everything by boundedness to make this
rigorous. As previously mentioned, this requires the introduction of completions.
4.3. Completions, interpolation, and inclusions
The spaces XpA defined in the previous section are called pre-Besov–Hardy–
Sobolev spaces because, with the exception of X2A = R(A), they need not be com-
plete. One could try to solve this problem by taking arbitrary completions (XpA)
c
of XpA and declaring these to be the Besov–Hardy–Sobolev spaces adapted to A.
However, if we take this approach, then for different exponents p1 and p2, there
may not exist a natural topological vector space in which the completions (XpiA )
c
both embed. This presents difficulties when discussing interpolants of these com-
pletions. The impact of this problem on abstract Hardy space theory seems to have
first been discussed by the second author, McIntosh, and Morris [12]. We avoid this
issue by introducing certain canonical completions within tent and Z-spaces (and
hence within L0(R1+n+ )). If another completion is possible—for example, within the
space Z ′(Rn) of distributions modulo polynomials, in which the classical smooth-
ness spaces are embedded—then we are free to identify this with our canonical
completion.
By a completion of a quasinormed space Q we mean a continuous injective map
ι : Q→ Q˜, where Q˜ is a complete quasinormed space and ι(Q) is dense in Q˜. By a
weak-star completion of Q, we mean ι : Q → Q˜ as above, where Q˜ is a dual space
and where ι(Q) is weak-star dense in Q˜. We may refer to Q˜ as the completion, with
the inclusion ι being implicit.
In this section, whenever p is infinite, we interpret ‘completion’ to mean ‘weak-
star completion’.
Definition 4.18. For an exponent p and an auxiliary function ψ ∈ Ψ(XpA),
define the canonical completion
ψXpA := Qψ,AX
p
A ⊂ Xp
and likewise
ψXp,±A := Qψ,AX
p,±
A ⊂ ψXpA
where the closures are taken in the Xp quasinorm when p is finite, and in the
weak-star topology on Xp when p is infinite. We equip ψXpA and ψX
p,±
A with the
Xp quasinorm, so that ψXpA and ψX
p,±
A are quasi-Banach spaces.
Remark 4.19. Heuristically, what we are doing here is shifting viewpoint from
functions to A-adapted ψ-expansions of functions, with each choice of ψ giving a
different image of the space XpA. This is like considering Fourier transforms of
functions instead of functions themselves, except in this case we do not have a fixed
‘Fourier transform’; we only have a collection of ‘expanded Fourier multipliers’ (the
operators Qψ,A). This corresponds to the redundancy in the choice of auxiliary
function used to define XpA. The advantage of this approach is that the space
Qψ,AX
p
A of A-adapted ψ-expansions of X
p
A-functions has a natural completion, while
(at least it seems that) the space XpA does not.
Proposition 4.20. Fix p and ψ as in Definition 4.18. Then Qψ,A : X
p
A →
ψXpA and Qψ,A : X
p,±
A → ψXp,±A are completions of XpA and Xp,±A .
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Proof. By construction the spaces ψXps,A and ψX
p,±
s,A are complete and con-
tain Qψ,AX
p
A and Qψ,AX
p,±
A respectively as dense subspaces (in the weak-star topol-
ogy when p is infinite). The map Qψ,A : X
p
A → ψXpA is continuous since ψ ∈ Ψ(XpA),
and injective by Corollary 3.21. These properties automatically continue to hold
for the restrictions of Qψ,A to the spectral subspaces X
p,±
A . 
Completions are unique up to isomorphism, so any completion may be identified
with any canonical completion. It is useful to make this identification precise.
Proposition 4.21 (Identification of completions). Fix p and ψ as in
Definition 4.18 and suppose that ι : XpA → X is a completion of XpA. Then there
exists a unique map Qιψ,A : X→ Xp such that the triangle
X
Q
ι
ψ,A
!!
❈
❈
❈
❈
❈
❈
❈
❈
XpA
ι
OO
Qψ,A
// Xp
commutes, and this map is an isomorphism between X and ψXpA. Its inverse is
the map Sιψ,A : X
p → X which is the unique continuous extension of the map
ι ◦ Sν,A : X2 ∩Xp → X (using the weak-star topology on Xp when p is infinite) for
any ν ∈ Ψ∞∞ which is a Caldero´n sibling of ψ. The same results hold if we replace
all spaces with corresponding spectral subspaces.
Proof. Since Qψ,A : X
p
A → ψXpA is a completion of XpA, by the universal
property of completions there exists a unique map Q˜ιψ,A : X→ ψXpA such that the
triangle
X
Q˜ιψ,A
""
❊
❊
❊
❊
❊
❊
❊
❊
XpA
ι
OO
Qψ,A
// ψXpA
commutes. Hence we have a commutative diagram
X
Q˜
ι
ψ,A
""
❋
❋
❋
❋
❋
❋
❋
❋
❋
Qιψ,A
// Xp
XpA
ι
OO
Qψ,A
// ψXpA.
id
OO
Since
(id ◦Q˜ιψ,A) ◦ ι = Qψ,A = Qιψ,A ◦ ι,
by uniqueness we must have Qιψ,A = id ◦ Q˜ιψ,A = Q˜ιψ,A. Therefore it suffices to
show that Q˜ιψ,A satisfies the desired properties.
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To show that Sιψ,AQ˜
ι
ψ,A = idX, observe that we have a commutative diagram
(4.4) X
Q˜
ι
ψ,A
// ψXpA
  // Xp
Sιψ,A
// X
Q˜
ι
ψ,A
// ψXpA
XpA
ι
OO
Qψ,A
//
id
77ψ(X
p
A)
?
OO
  //
id
66
X2 ∩Xp?

OO
Sν,A
// XpA
ι
OO
Qψ,A
// ψ(XpA).
?
OO
Thus we have
Sιψ,AQ˜
ι
ψ,Aι = ι ◦ id = ι
and
Q˜ιψ,AS
ι
ψ,A|ψ(XpA) = id,
so by uniqueness of extensions we must have that Q˜ιψ,A and S
ι
ψ,A are mutual in-
verses. The proof for spectral subspaces is identical. 
As a corollary of this argument we can show that ψXpA is a retract of X
p. This
is crucial in identifying interpolants.
Corollary 4.22. Fix p, ψ, and ν as in Proposition 4.21, and let ι : XpA → X
be a completion of XpA. Then the map Q
ι
ψ,AS
ι
ν,A : X
p → ψXpA is the extension of
the projection Qψ,ASν,A : X2 ∩ Xp → Qψ,AXpA in the appropriate topology (hence
independent of ι), and it is a projection onto ψXpA. The same statements hold for
spectral subspaces.
We write Qψ,ASν,A := Q
ι
ψ,AS
ι
ν,A to denote the extension considered above.
Now that we have thought hard enough about completions, we can extend the
duality and boundedness results of the previous sections.
Proposition 4.23 (Duality). Let p be a finite exponent, and let ψ, ν ∈ Ψ∞∞
be Caldero´n siblings. Then the L2 duality pairing identifies ν˜Xp
′
A∗ as the Banach
space dual of ψXpA, and also identifies ν˜X
p
′,±
A∗ as the Banach space dual of ψX
p,±
A .
Proof. If f ∈ ψXpA and g ∈ ν˜Xp
′
A∗ , then we immediately have
|〈f, g〉| ≤ ‖f‖Xp‖g‖Xp′ = ‖f‖ψXpA‖g‖ν˜Xp′A∗ ,
so every g ∈ ν˜Xp′A∗ induces a bounded linear functional on XpA. Conversely, suppose
ϕ ∈ (ψXpA)′. Then we can define a bounded linear functional Φ ∈ (Xp)′ by
Φ(F ) := ϕ(Qψ,ASν,AF )
for all F ∈ Xp. By X-space duality, there exists a function GΦ ∈ Xp′ such that
〈F,GΦ〉 = Φ(F )
for all F ∈ Xp, satisfying
‖GΦ‖Xp′ ≃ ‖Φ‖(Xp)′ . ‖ϕ‖(ψXpA)′ .
Hence for all f ∈ ψXpA we have
〈f, (Qψ,ASν,A)∗GΦ〉 = 〈f,GΦ〉 = Φ(f) = ϕ(f)
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since f = Qψ,ASν,Af . Since Qψ,ASν,A is the continuous extension of Qψ,ASν,A
from X2 ∩ Xp to Xp, and since (Qψ,ASν,A)∗ = Qν˜,A∗Sψ˜,A∗ on X2, we find that
(Qψ,ASν,A)
∗ = Qν˜,A∗Sψ˜,A∗ . Therefore
ϕ(f) = 〈f,Gϕ〉
for all f ∈ ψXpA, where Gϕ = Qν˜,A∗Sψ˜,A∗GΦ ∈ ν˜Xp
′
A∗ . Furthermore we have
‖Gϕ‖ν˜Xp′
A∗
= ‖Qν˜,A∗Sψ˜,A∗GΦ‖Xp′ . ‖ϕ‖(ψXpA)′ .
As with every other result in this section, the same proof works for spectral sub-
spaces. 
Proposition 4.24 (Boundedness of functional calculus). Let p be an
exponent, δ ∈ R, and η ∈ Ψδ−δ. Suppose ι1 : XpA → X and ι2 : Xp+δA → Y are
completions. Then η(A) extends to a bounded operator η˜(A) : X→ Y, in the sense
that the diagram
D(η(A)) ∩XpA
ι1

η(A)
// Xp+δA
ι2

X
η˜(A)
// Y
commutes, and that
(4.5) ‖η˜(A)f‖Y . ‖η‖Ψδ
−δ
‖f‖X.
for all f ∈ X. Similar results hold for spectral subspaces.
Proof. Since D(η(A)) is dense in X2A = R(A) and since X2A ∩ XpA is dense
in XpA (Corollary 4.9 for finite exponents, duality for infinite exponents using the
weak-star topology), we have that D(η(A)) ∩ XpA is dense in XpA. The result then
follows from Theorem 4.14 and the universal property of completions. 
Remark 4.25. Evidently ‘completed’ versions of Corollaries 4.15, 4.16, and
4.17 can be formulated.
Remark 4.26. In the situation of Proposition 4.24 we will write η(A) to denote
both the original operator D(η(A)) ∩XpA → Xp+δA and its extension to completions
X→ Y. This will not cause any ambiguity, but one should be careful.
Remark 4.27. IfX is a completion of XpA, then the spectral projections χ
±(A)
extend to projections on X by Proposition 4.24, so we get a spectral decomposition
X = X+ ⊕X−.
It is immediate that X+ and X− are completions of Xp,+A and X
p,−
A respectively.
That is, every completion of XpA induces natural completions of the spectral sub-
spaces Xp,±A .
Finally we can present the interpolation theorem for canonical completions
of pre-Besov–Hardy–Sobolev spaces. Having established so much abstract theory,
this is now a simple consequence of the interpolation results for tent spaces and
Z-spaces.
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Theorem 4.28 (Interpolation of completions). Fix 0 < η < 1 and ψ ∈
Ψ∞∞. Let p0 and p1 be exponents, and set pη := [p0,p1]η.
(i) Suppose j(p0), j(p1) ≥ 0, with equality for at most one exponent. Then we
have the identification
[ψHp0A , ψH
p1
A ]η = ψH
pη
A .
(ii) Suppose at least one of p0 and p1 is finite. Then we have the identification
[ψBp0A , ψB
p1
A ]η = ψB
pη
A .
(iii) Suppose θ(p0) 6= θ(p1). Then we have the identification
(ψXp0A , ψX
p1
A )η,i(pη) = ψB
pη
A .
All of these statements have analogues for spectral subspaces.
Proof. Fix a Caldero´n sibling ν ∈ Ψ∞∞ of ψ. By Corollary 4.22 the map
Qψ,ASν,A extends to a map Qψ,ASν,A : Xp0 + Xp1 → ψXp0A + ψXp1A which re-
stricts to projections Xp0 → ψXp0A and Xp1 → ψXp1A . Therefore by the retrac-
tion/coretraction interpolation theorem (see [75, §1.2.4]),1 for all interpolation func-
tors F we have
F(Xp0A ,Xp1A ) = Qψ,ASν,AF(Xp0, Xp1).
The results then follow from Corollary 4.22 and the interpolation theorems for tent-
and Z-spaces (Theorems 2.12 and 2.30, and Propositions 2.31 and 2.32). 
Remark 4.29. The assumption ψ ∈ Ψ∞∞ is only for convenience. The argument
still holds provided that ψ ∈ Ψ(XpA) for all the spaces XpA involved. Furthermore,
when interpolating between (e.g. positive) spectral subspaces, it suffices to have
‖f‖Xp,+A ≃ ‖Qψ,Af‖Xp for all f ∈ X
p,+
A . We will use this observation in Section 6.5.
We now present an application of this interpolation theorem. For applications
to boundary value problems, it will be absolutely crucial to know when we have
XpDB = X
p
D, where D is the Dirac operator and B is a multiplier as in Subsection
1.1.3. As a preliminary step, we consider inclusions of the form XpA0 →֒ XpA1 for
operators A0 and A1 satisfying the Standard Assumptions and with equal range
closures (as is the case with D and DB).
Definition 4.30. Suppose A0 and A1 are operators satisfying the Standard
Assumptions, and additionally assume that R(A0) = R(A1) =: R. Define the
inclusion region
i(X, A0, A1) := {p ∈ Efin : ‖f‖XpA1 . ‖f‖XpA0 for all f ∈ R}.
It is technically simpler for us to restrict to finite exponents in this definition,
and this is good enough for our applications, but it is not essential.
Lemma 4.31. Suppose that p is a finite exponent, and let A0 and A1 be as
in Definition 4.30. Then p ∈ i(X, A0, A1) if and only if for all Caldero´n siblings
ϕ, ψ ∈ Ψ∞∞ the composition
Qϕ,A0X
p
A0
Sψ,A0−→ R Qϕ,A1−→ L2(R+ : L2)
is bounded from Qϕ,A0X
p
A0
to Qϕ,A1X
p
A1
.
1This is only stated for Banach spaces in the given reference. The only property specific to
Banach spaces which is needed is the validity of the closed graph theorem, which also holds for
quasi-Banach spaces [54, §2].
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Proof. For any pair of Caldero´n siblings ϕ, ψ ∈ Ψ∞∞, we have
‖f‖XpA1 . ‖f‖XpA0 for all f ∈ R
if and only if
(4.6) ‖Qϕ,A1f‖Xp . ‖Qϕ,A0f‖Xp for all f ∈ R
if and only if
‖Qϕ,A1Sϕ,A0F‖Xp . ‖F‖Xp for all F ∈ Qϕ,A0XpA0 ,
using that the right hand side of (4.6) is finite if and only if f = Sψ,A0F for some
F ∈ Qϕ,A0XpA0 , and the Caldero´n reproducing formula (combining Proposition 4.7
and Theorem 3.20). 
Theorem 4.32 (Interpolation of inclusions of adapted spaces). Let A0
and A1 be as in Definition 4.30. Let p0 and p1 be finite exponents, let η ∈ (0, 1),
and set pη := [p0,p1]η.
(i) If p0,p1 ∈ i(H, A0, A1), then pη ∈ i(H, A0, A1).
(ii) If p0,p1 ∈ i(B, A0, A1), then pη ∈ i(B, A0, A1).
(iii) If θ(p0) 6= θ(p1) and p0,p1 ∈ i(X, A0, A1), then pη ∈ i(B, A0, A1).
Proof. Fix Caldero´n siblings ϕ, ψ ∈ Ψ∞∞. By Lemma 4.31, we have p0,p1 ∈
i(X;A0, A1) if and only if Qϕ,A1Sψ,A0 is bounded from Qϕ,A0X
pi
A0
to Qϕ,A1X
pi
A1
for
i ∈ {1, 2}, in which case Qϕ,A1Sψ,A0 extends to a bounded operator ϕXpiA0 → ϕXpiA1
for i ∈ {1, 2}. The theorem then follows from the identification of interpolation
spaces from Theorem 4.28 and a second application of Lemma 4.31. 
4.4. The Cauchy operator on general adapted spaces
Recall the Cauchy extension operator, defined in (3.8) by
CAf(t) := e
−tAχsgn(t)(A)f = e−|t|[A]χsgn(t)(A)f = sgp|t|(A)χ
sgn(t)(A)f.
By Proposition 4.24, for any ϕ ∈ H∞, the operator ϕ(A) : XpA → XpA extends to
a bounded map on any completion X of XpA. Thus we can extend the Cauchy
operator to a map CA : X→ L∞(R \ {0} : X).
Proposition 4.33 (Properties of Cauchy extensions). Let p be an expo-
nent, and fix a completion X of XpA.
2 Then for all f ∈ X the Cauchy extension
CAf is in C
∞(R \ {0} : X), and solves the Cauchy equation
∂tCAf +ACAf = 0
strongly in C∞(R \ {0} : X). Furthermore we have the limits
(4.7) lim
t→0±
CAf(t) = χ
±(A)f and lim
t→±∞
CAf(t) = 0
in X.
2Recall that we mean a weak-star completion when p is infinite, and in this case we use the
weak-star topology on X.
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Proof. First we prove the limit results, for which it suffices to consider t > 0
and the semigroup extension e−|t|[A] in place of CA. Furthermore, it suffices to
consider finite exponents p, as otherwise we can deduce the limits (4.7) by testing
against Xp
′
A∗ . By density, it suffices to prove the limits
lim
t→0
e−t[A]f = f and lim
t→∞
e−t[A]f = 0
for f ∈ XpA.
For f ∈ HpA, these follow from arguments almost identical to those of [19,
Propositions 4.5 and 4.6], the only difference being the presence of the weight
κ−θ(p), which does not fundamentally change the argument. Now fix an exponent
q 6= p such that q →֒ p, so that HqA →֒ BpA (Proposition 4.11). For f ∈ HqA we then
have
lim
t→0
‖e−t[A]f − f‖BpA . limt→0 ‖e
−t[A]f − f‖HqA = 0
and
lim
t→∞
‖e−t[A]f‖BpA . limt→∞ ‖e
−t[A]f‖HqA = 0.
Since HqA is dense in B
p
A (Corollary 4.9), these limits hold for all f ∈ BpA.
Now we prove the smoothness result, and establish the Cauchy equation. Again
it suffices to consider t > 0, as the result for t < 0 uses the same argument. First ob-
serve that the function Φ: R+ → H∞ defined by Φ(t) = [z 7→ e−tzχ+(z)] is smooth
with Fre´chet derivative DtΦ: R → H∞ given by DtΦ(τ) = [z 7→ −τze−tzχ+(z)].
Next, note that the map ΩA : H
∞ → L(X) with ΩA(f) = f(A) is linear and
bounded in the strong topology (Proposition 4.24). By the chain rule, the compo-
sition of these maps is smooth, with Fre´chet derivative
Dt(ΩA ◦Φ)(τ) = ΩA ◦DtΦ(τ) = −τAe−tAχ+(A).
We can then write
∂tCAf(t) = Dt(ΩA ◦ Φ)(1)f = −Ae−tAχ+(A)f = −ACAf(t),
which completes the proof. 
Now we must address whether CA|R+ maps Xp,+A into Xp. This would imply
that one could construct C∞(R+ : X
p
A) solutions to Cauchy problems which are
in Xp with initial data in Xp,+A . It turns out that this is only reasonable when
θ(p) < 0. For i(p) ≤ 2 we already know everything we need to prove this, but for
i(p) > 2 we need more information (see Section 5.5). In fact, for i(p) ≤ 2, we can
work with the semigroup extension Qsgp,A instead of the Cauchy extension; that
is, we need not incorporate spectral projections into the argument.
Theorem 4.34 (Semigroup characterisation, i(p) ≤ 2). Let p be an ex-
ponent with i(p) ≤ 2 and θ(p) < 0. Then for all f ∈ R(A),
‖f‖XpA ≃ ‖Qsgp,Af‖Xp .
Proof. By Proposition 4.4, we have
sgp ∈ Ψ∞0 ⊂ Ψ(−θ(p)+n|
1
2−j(p)|)+
θ(p)+ ∩H∞ ⊂ Ψ(XpA),
which yields the result. 
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Remark 4.35. The estimate
‖f‖XpA . ‖Qsgp,Af‖Xp
holds for all p, as can be shown by a Caldero´n reproducing argument as in the
proof of Proposition 4.4. The reverse estimate need not hold in general.
Corollary 4.36 (Cauchy characterisation of positive adapted spaces,
i(p) ≤ 2). Let p be an exponent with i(p) ≤ 2 and θ(p) < 0. Then for all
f ∈ R(A)+,
‖f‖XpA ≃ ‖CAf‖Xp .
Remark 4.37. We have only considered the positive spectral subspace here,
but of course everything works just as well for the negative spectral subspace.
The following technical results will be needed in Section 6.3.
Lemma 4.38. For every M > 0, there exist functions ϕ+, ϕ− ∈ H∞ such
that (ϕ±s (A))s>0 satisfies off-diagonal estimates of order M , ϕ
±
s (A) = e
−s[A] on
the corresponding spectral subspace X2,±A , and lims→0 ϕ
±
s (A) = I in the L
2-strong
operator topology.
For a proof, see [16, Lemma 15.1], noting that H2,±A = B
2,±
A . Although this
result is stated for A ∈ {DB,BD} there, the proof only uses the Standard As-
sumptions.
Corollary 4.39. Let p ∈ (0,∞]. Suppose f ∈ X2,+A ∩ Ep. Then CAf(t) ∈ Ep
for each t ∈ R+, and if p < ∞ then limt→0+ CAf(t) = f in Ep. Similarly for
f ∈ X2,−A ∩ Ep and t ∈ R−.
Proof. Choose functions ϕ+ as in Lemma 4.38 such that (ϕ+s (A))s>0 satisfies
off-diagonal estimates of large order. By Proposition 3.9, the operators ϕ+t (A) are
bounded on Ep. Since ϕ+t (A) = e
−tA on X2,+A , we have CAf(t) = ϕ
+
t (A)f ∈ Ep
for all t ∈ R+. The limit statement follows from Lemma 4.38 (which gives strong
convergence in L2) and Proposition 3.10 (which improves this to Ep). The proof
for the negative spectral subspace is identical. 

CHAPTER 5
Spaces Adapted to Perturbed Dirac Operators
In this chapter we consider the Dirac operator
D =
[
0 div‖
−∇‖ 0
]
and its perturbations DB and BD, where B is a bounded elliptic multiplier (see
Subsection 1.1.3). These operators act on Cm(1+n)-valued functions, so from now
on we take N = m(1 + n) without further mention.
The operator D, initially defined distributionally, may be defined as an un-
bounded operator on L2 = L2(Rn : Cm(1+n)) with maximal domain
D(D) = {f ∈ L2 : Df ∈ L2},
and generally it is better to use this interpretation of D. The nullspace and the
closure of the range of D may be simply characterised by means of the transver-
sal/tangential notation: we have f ∈ N (D) if and only if f⊥ = 0 and div‖ f‖ = 0,
and f ∈ R(D) if and only if curl‖ f‖ = 0. Note that ∇‖f⊥ = 0 implies that f⊥ is
constant, which then forces f⊥ = 0 since f ∈ L2.
The perturbed Dirac operators DB and BD satisfy the Standard Assumptions
(Theorem 3.12), so pre-Besov–Hardy–Sobolev spaces XpDB and X
p
BD are defined.
In this chapter we investigate these spaces, and in particular their connection with
classical smoothness spaces.
Recall from Proposition 3.2 that every bisectorial operator A on L2 induces a
topological splitting
L2 = N (A)⊕R(A),
and that PA denotes the orthogonal projection of L2 onto R(A) along N (A). The
operators PD, PDB, and PBD will appear often in our analysis.
Remark 5.1. The operator D may instead be one of the first order differential
operators considered by Hyto¨nen, McIntosh, and Portal [49, 48, 50]; see [19, §2.3].
Our results apply to such generalisations. However, we shall stick with this choice
of D, as this operator in particular is relevant to elliptic equations.
5.1. D-adapted spaces
The D-adapted pre-Besov–Hardy–Sobolev spaces XpD play a central role in our
theory. For all exponents p, they may be identified as projections of classical
smoothness spaces (Theorem 5.3). Recall that we use the notation Xp to denote
classical smoothness spaces, as in Section 2.5. These spaces are all embedded in
Z ′ = Z ′(Rn), the space of tempered distributions modulo polynomials.1
1We use the same notation to refer to CN -valued tempered distributions modulo polynomials
for different values of N . No ambiguity is caused by this abuse of notation.
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The projection PD extends boundedly to Xp for all finite exponents p by virtue
of being a Fourier multiplier within the scope of the Mikhlin multiplier theorem (see
[76, Theorem 5.2.2] and [50, Proposition 4.4]). When p is infinite, PD extends by
duality to Xp. Note also that we can write this projection as
PD = −∆−1D2,
and that the transversal part of PD is the identity operator.
Definition 5.2. For all exponents p, define XpD := PDX
p. Note that XpD is a
closed subspace of Xp, hence also of Z ′.
Theorem 5.3 (Identification of D-adapted spaces). Let p be an exponent.
Then XpD = PD(X
p ∩ L2), with norm estimates
‖PDf‖XpD . ‖f‖Xp (f ∈ Xp ∩ L2),
‖h‖Xp ≃ ‖h‖XpD (h ∈ X
p
D).
In particular, XpD →֒ XpD with dense image.
Proof. Let ψ ∈ Ψ∞∞(Sµ) be a nondegenerate even function, where µ ∈ (0, π/2).
Then there exists a function Φ ∈ Ψ∞∞(S+2µ) such that ψ(z) = Φ(z2) for all z ∈ Sµ,
where
S+2µ := {z ∈ C \ {0} : | arg(z)| < 2µ}
is the sector of angle 2µ, and where Ψ∞∞(S
+
2µ) is defined analogously to Ψ
∞
∞(Sµ).
We then have
Φ(−t2∆)f = t−nϕ(t−1·) ∗ f
for all f ∈ L2, where ϕ = ψˆ. Note that ϕ ∈ Z, and that we may choose ψ such
that ϕˆ(ξ) > 0 when 1/2 ≤ |ξ| ≤ 2, so we may apply Theorem 2.57, which yields
(5.1) ‖f‖Xp ≃ ‖t 7→ Φ(−t2∆)f‖Xp .
Now we prove the claimed properties of PD. First let f ∈ Xp ∩ L2. For all
t > 0, note that
ψ(tD)PDf = Φ(t
2D2)PDf = Φ(−t2∆)PDf.
Thus
‖PDf‖XpD ≃ ‖Qψ,DPDf‖Xp = ‖t 7→ Φ(−t2∆)PDf‖Xp ≃ ‖PDf‖Xp . ‖f‖Xp
by (5.1) and boundedness of PD on Xp. On the other hand, suppose h ∈ XpD. We
will show that h ∈ Xp; since h = PDh ∈ L2, this will complete the proof. As
before, for every t > 0 we have
Φ(−t2∆)h = Φ(−t2∆)PDh = Φ(t2D2)PDh = ψ(tD)h,
and hence
‖h‖Xp ≃ ‖t 7→ Φ(−t2∆)h‖Xp = ‖Qψ,Dh‖Xp ≃ ‖h‖XpD .
Therefore h ∈ Xp. 
Remark 5.4. In [19] this result is proven for Hardy spaces H(p,0) with p >
n/(n+1). This restriction arises because the argument there uses the atomic Hardy
space HpD,ato,1. To get the full result by an atomic argument one should use atoms
with a higher order of D-cancellation (as with classical Hardy spaces: for p small,
the atomic decomposition requires atoms of higher cancellation).
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It follows from Theorem 5.3 that XpD is a completion of X
p
D for all exponents p.
This is the most natural completion of XpD (we also have the ‘canonical completions’
ϕXpD from Section 4.3, which are not so canonical in this case).
5.2. Similarity of functional calculus: going between DB and BD
The operators DB and BD are, unsurprisingly, related. However, again unsur-
prisingly, moving between the two operators introduces technicalities. The main
fact to notice is that R(DB) = R(D), and that the restrictions DB|R(DB) and
BD|R(BD) are similar under conjugation by B|R(DB) [18, Proposition 2.1]. Conse-
quently, whenever f ∈ D(D) ∩R(BD) and ϕ ∈ H∞ we have
Dϕ(BD)f = ϕ(DB)Df.
We refer to this principle as similarity of functional calculi. This will eventually
imply that we have an identification like DXp+1BD = X
p
DB (this is just an informal
statement; it is made precise in Corollary 5.9).
We need a local coercivity property of B, which is proven in [19, Lemma 5.14].
Lemma 5.5. For any u ∈ L2loc with Du ∈ L2loc and any ball B(x, t) ∈ Rn,∫
B(x,t)
|Du|2 .B,n,m
∫
B(x,2t)
|BDu|2 + t−2
∫
B(x,2t)
|u|2.
Proposition 5.6 (Intertwining and regularity shift). Let p be an ex-
ponent. Then D : Xp+1BD ∩ D(D) → XpDB ∩ R(D) is bijective, and for all f ∈
Xp+1BD ∩ D(D),
‖Df‖XpDB ≃ ‖f‖Xp+1BD .
Proof. We only consider Tp with p = (p, s) finite; all other cases are proven
by the same argument. Let ψ ∈ Ψ∞∞ be nondegenerate and define ψ˜ ∈ Ψ∞∞ by
ψ˜(z) = zψ(z). Then ψ˜(DB) maps R(DB) into D((DB)−1). Since f ∈ D(D) we
have Df ∈ R(D) = R(DB). Using similarity of functional calculi, write
‖Df‖HpDB ≃ ‖t 7→ ψ(tDB)Df‖Tps
= ‖t 7→ Dψ(tBD)f‖Tps
= ‖t 7→ D(BD)−1ψ˜(tBD)f‖Tps+1 .
For all t > 0 we have
(BD)−1ψ˜(tBD)f ∈ L2, D(BD)−1ψ˜(tBD)f = ψ(tDB)Df ∈ L2,
so we can apply Lemma 5.5 for each t > 0 with u = (BD)−1ψ˜(tBD)f as follows:
for all x ∈ Rn,
A(t 7→ t−sD(BD)−1ψ˜(tBD)f)(x)
=
(∫ ∞
0
t−2s
∫
B(x,t)
|(D(BD)−1ψ˜(tBD)f)(y)|2 dy dt
tn+1
)1/2
.
(∫ ∞
0
t−2s
[ ∫
B(x,2t)
|(ψ˜(tBD)f)(y)|2 dy
+
∫
B(x,2t)
|(ψ(tBD)f)(y)|2 dy
]
dt
tn+1
)1/2
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. A(κ−sQψ˜,BDf)(x) +A(κ−sQψ,BDf)(x).
Therefore
‖Df‖HpDB . ‖Qψ˜,BDf‖Tp+1 + ‖Qψ,BDf‖Tp+1 ≃ ‖f‖Hp+1BD .
To prove the reverse estimate, using that f ∈ D(D) = D(BD) and f ∈ R(BD),
write
‖f‖Hp+1BD = ‖(BD)
−1BDf‖Hp+1BD
. ‖BDf‖HpBD
≃ ‖t 7→ ψ(tBD)BDf‖Tp
= ‖t 7→ Bψ(tDB)Df‖Tp
. ‖Qψ,DBDf‖Tp
≃ ‖Df‖HpDB
using (4.17), boundedness of B, and similarity of functional calculi. We next prove
surjectivity. Let g ∈ HpDB ∩ R(D). Since g ∈ R(D) there exists h ∈ D(D) such
that g = Dh. Set f = PBDh. By Lemma 5.22, we have f ∈ D(D) ∩ R(BD) and
Df = DPBDh = Dh = g. The calculation above shows that f ∈ Hp+1BD . 
Remark 5.7. The argument above proves more: it says that if f ∈ D(D) ∩
R(BD) with Df ∈ XpDB , then f ∈ Xp+1BD . This argument is in particular valid when
B = I (although it is simpler in this case).
Let us continue with a density lemma for adapted spaces.
Lemma 5.8. Let p be an exponent. Then XpBD ∩D(D) and XpDB ∩R(D) are
dense in XpBD and X
p
DB respectively.
2
Proof. The result for XpBD∩D(D) already appears in the proof of Proposition
4.24, since D(D) = D(BD). Let f ∈ XpDB. By the argument in Proposition 4.33,
we have that
fε := e
−ε[DB]f − e−(1/ε)[DB]f
belongs to XpDB and converges to f there as ε→ 0. Using that
fε = −
∫ 1/ε
ε
[DB]e−s[DB]f ds
and using the spectral subspace decomposition, we see that fε is in R(D). 
The following is an immediate corollary of Proposition 5.6 and Lemma 5.8.
Corollary 5.9. Assume that p is an exponent. Let X and Y be completions
of Xp+1BD and X
p
DB respectively. Then D extends to an isomorphism X→ Y (which
also holds for spectral subspaces), and
(5.2) Dϕ(BD) = ϕ(DB)D
where we write ϕ(BD) and ϕ(DB) to denote the extended operators. In particular,
for Cauchy extensions we have
(5.3) DCBD = CDBD.
2As usual, we mean weak-star density for infinite exponents.
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5.3. Inclusions and identifications of DB- and D-adapted spaces
Now we discuss spaces adapted to DB, and the range of exponents for which
they may be identified with spaces adapted to D. As shown in the introduction,
the following ‘identification region’ plays a central role in the theorems of Section
6.3. The sets i(X, A0, A1) were defined in Definition 4.30.
Definition 5.10. We define the identification region for DB as
I(X, DB) := i(X, D,DB) ∩ i(X, DB,D)(5.4)
=
{
p ∈ Efin : ‖f‖XpDB ≃ ‖f‖XpD for all f ∈ R(DB) = R(D)
}
,
and for s ∈ R,
Is(X, DB) :=
{
i(p) : p ∈ I(X, DB) with θ(p) = s} ⊂ (0,∞).
Note that I(X, DB) is defined to be a set of finite exponents. We could in-
clude infinite exponents in this definition, but it is technically more convenient to
restrict ourselves to finite exponents. Whenever we deal with infinite exponents in
applications, we always consider the space under consideration as a dual space, and
the exponent corresponding to its predual will be in I(X, DB∗) (see for example
Theorem 6.9).
We recall some key results of the second author and Stahlhut, which follow
from [19, Proposition 4.17, Proposition 4.18, Theorem 5.1 and Remark 5.2]. An
alternative proof of the second result has been given by Frey, McIntosh, and Portal
[35, Corollary 3.2(3)].
Theorem 5.11.
(i) For p ∈ (n/(n + 1), 2] we have (p, 0) ∈ i(H, DB,D), and for p ∈ [2,∞) we
have (p, 0) ∈ i(H, D,DB).
(ii) There exist ε, ε′ > 0 (depending on B) such that
(2n/(n+ 2)− ε, 2 + ε′) ⊂ I0(H, DB).
(iii) If n = 1, then I0(H, DB) = (1/2,∞).
(iv) The set I0(H, DB) is an open interval.
Remark 5.12. The number 2 + ε′ is the supremum of those p for which DB
has bounded H∞ functional calculus in Lp, and 2nn+2 − ε is at most the infimum
of 2pp+n over all p such that DB has bounded H
∞ functional calculus in Lp. The
numbers ε and ε′ depend only on n, m, and the ellipticity constants.
Following Theorem 5.11, we define the interval
Imin0 (H, DB) :=
{
( 2nn+2 − ε, 2 + ε′) (n ≥ 2)
(12 ,∞) (n = 1),
where ε and ε′ are the numbers appearing in Theorem 5.11, and the region of
exponents
I˜min0 (H, DB) :=
{
p ∈ E : θ(p) = 0, i(p) ∈ Imin0 (H, DB)
}
.
We now extend these results to allow for more general exponents of order θ(p) ∈
[−1, 0], and also to incorporate Besov spaces. The ♥-duality operation on expo-
nents provides a link between the inclusion regions i(X, D,DB) and i(X, DB∗, D)
(Proposition 5.13), hence also between the identification regions I(X, DB) and
I(X, DB∗) (Corollary 5.14).
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Proposition 5.13 (♥-duality of inclusion regions). If p ∈ i(X, DB,D),
then ‖f‖
Xp
♥
DB∗
. ‖f‖
Xp
♥
D
for all f ∈ R(D). In particular, if p♥ is also finite, then
p♥ ∈ i(X, D,DB∗). Likewise, if p ∈ i(X, D,DB), then ‖f‖
Xp
♥
DB∗
& ‖f‖
Xp
♥
D
for all
f ∈ R(D), and if p♥ is also finite then p♥ ∈ i(X, DB∗, D).
Proof. We only prove the first statement. The proof of the second statement
is identical, with the . replaced by a &. Suppose g ∈ D(D) ∩ Xp′B∗D. Arguing by
‘♥-duality’,
‖Dg‖
Xp
♥
DB∗
≃ sup
h∈D(D)∩X
(p♥)′
BD
|〈Dg, h〉|
= sup
h∈D(D)∩Xp+1BD
|〈g,Dh〉|
≃ sup
h∈XpDB
|〈g, h〉|(5.5)
. sup
h∈XpD
|〈g, h〉|(5.6)
≃ ‖g‖
Xp
′
D
≃ ‖Dg‖
Xp
♥
D
(5.7)
with all suprema taken over appropriately normalised elements. The equivalence
(5.5) uses Proposition 5.6, and then (5.6) uses that XpDB ⊂ XpD, i.e. that p ∈
i(X, DB,D). The final equivalence (5.7) uses Corollary 4.17. Since D(D(D) ∩
Xp
′
B∗D) is dense in X
p♥
DB∗ by Lemma 5.8 (weak-star dense when p
′ is infinite), we
are done. 
Corollary 5.14. If p ∈ I(X, DB), then ‖f‖
Xp
♥
DB∗
≃ ‖f‖
Xp
♥
D
for all f ∈ R(D).
In particular, if p♥ is also finite, then p♥ ∈ I(X, DB∗).
The following results then follow from Theorem 5.11, Proposition 5.13, and
Corollary 5.14.
Corollary 5.15.
(i) For p ∈ (1, 2] we have (p,−1) ∈ i(H, DB,D), for p ∈ [2,∞) we have (p,−1) ∈
i(H, D,DB), and for α ∈ [0,−1) we have (∞,−1;α) ∈ i(H, D,DB).
(ii) There exist ε, ε′ > 0 such that
I−1(H, DB) ⊃
 (1,∞) (n = 1)(2 − ε,∞) (n = 2)
(2 − ε, 2n/(n− 2) + ε′) (n ≥ 3).
(iii) I−1(H, DB) is an open interval.
We can derive non-trivial regions of exponents within which we have embed-
dings XpDB →֒ XpD (or the reverse embedding), or identifications XpDB = XpD, by
combining Theorem 5.11 and Corollary 5.15 with Theorem 4.32.
Definition 5.16. Define the exponent region Imax by
Imax :=
{
p ∈ E : θ(p) ∈ [−1, 0], j(p) ∈
(−θ(p)
n
,
n+ 1− θ(p)
n
)}
.
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Figure 2. The region Imax.
1
2
1 n+1
n
j(p)
0−1
n
θ(p)
0
−1
The region Imax is pictured in Figure 2. Note that Imax is the convex hull of the
union of lines{
p ∈ E : θ(p) = 0, j(p) ∈
(
0,
n+ 1
n
)}
∪
{
p ∈ E : θ(p) = −1, j(p) ∈
(−1
n
, 1
)}
in the (j, θ)-plane. We also define a region Imin pictorially in Figure 3. A formal
definition can be made in terms of the numbers ε, ε′ from Theorem 5.11 and Corol-
lary 5.15, but it is a bit awkward to do it this way. This diagram shows the case
n ≥ 3; the region I−1(H, DB) is generally larger when n ≤ 2, as shown in Corollary
5.15.
Theorem 5.17.
(i) Suppose that p ∈ Imax. If i(p) ≤ 2, then HpDB →֒ HpD, and if i(p) ≥ 2, then
HpD →֒ HpDB. Furthermore, if θ(p) ∈ (−1, 0), then the same results hold with
H replaced by B.
(ii) The region Imin is contained in I(H, DB), and its interior is contained in
I(B, DB).
Heuristically, Imax is the largest region of exponents p for which we expect to
have p ∈ I(X, DB) (it is certainly the largest region one can obtain by interpolation
between the results of the second author and Stahlhut). Of course, we may have
p ∈ I(X, DB) for some p /∈ Imax, as in the case B = I. The second part of
Theorem 5.17 tells us that there is a fixed open region, Imin, of exponents p for
which XpDB = X
p
D for all B. Generally this will be true for a larger range of
exponents depending on B.
We can exploit the first part of Theorem 5.17 and the extrapolation theorem
of Sˇne˘ıberg [70] to prove an openness result. Sˇne˘ıberg’s extrapolation theorem was
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Figure 3. The region Imin ⊂ I(H, DB).
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I˜min0 (H, DB)
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extended to quasi-Banach spaces by Kalton and Mitrea [56, Theorem 2.7], and
elaborated upon by Kalton, Mayboroda, and Mitrea [55, Theorem 8.1].
Theorem 5.18. The exponent regions I(X, DB)∩{p ∈ Imax : θ(p) ∈ (−1, 0)}
are open.
Proof. We only prove the result for I(H, DB), as that for I(B, DB) follows
by the same argument. Suppose p ∈ I(H, DB)∩{p ∈ Imax : θ(p) ∈ (−1, 0)}. Since
Imin ⊂ I(H, DB) is an open neighbourhood of {p ∈ Imax : i(p) = 2} (relatively to
Imax), we can assume i(p) 6= 2. We will further assume i(p) < 2, as the argument
for i(p) > 2 is the same.
There exists a ball Bp in the (j, θ)-plane such that for all q ∈ Bp we have
i(q), i([p,q]−1) < 2, θ(p) ∈ (−1, 0), and q ∈ Imax. For all such q write q0 := q
and q1 := [p,q]−1; we then have p = [q0,q1]1/2.
Fix q ∈ Bp. By part (i) of Theorem 5.17, we have q0,q1 ∈ I(H, DB,D). Let
ϕ, ψ ∈ Ψ∞∞ be Caldero´n siblings. Then by Lemma 4.31 the composition Qϕ,DSψ,DB
is bounded from Qϕ,DBH
qi
DB to Qϕ,DH
qi
D for i ∈ {0, 1}, and thus its extension,
which we call Qϕ,DSψ,DB, is bounded between the completions ϕH
qi
DB → ϕHqiD .
Furthermore, the assumption on p implies that Qϕ,DSψ,DB is an isomorphism from
ϕHpDB to ϕH
p
D. For ν ∈ (−1/2, 1/2) define pν := [q0,q1]1/2+ν . Since
ϕHpνA = [ϕH
q0
A , ϕH
q1
A ]1/2+ν
(Theorem 4.28), Sˇne˘ıberg’s extrapolation theorem implies that there exists ε > 0
independent of q ∈ Bp (see Remark 5.19 below) such that for all ν ∈ (−ε, ε),
Qϕ,DSψ,DB : ϕH
pν
DB → ϕHpνD
is an isomorphism. Since for each ν ∈ (−ε, ε) the map Qϕ,DSψ,DB extends
Qϕ,DSψ,DB and since by the Caldero´n reproducing formula (Theorem 3.20) its
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inverse (if it exists) extends Qϕ,DBSψ,D, this implies that pν ∈ I(H, DB), and
thus there is a neighbourhood Op of p such that
Op ⊂ Bp ⊂ I(H, DB) ∩ {p ∈ Imax : θ(p) ∈ (−1, 0)}.
This completes the proof. 
Remark 5.19. The fact that ε is independent of q in the proof above is not
obvious. Inspection of the Kalton–Mitrea proof of Sˇne˘ıberg’s theorem [56, Theorem
2.7] shows that ε depends only on the norms of Qϕ,DSψ,DB : ϕH
qi
DB → ϕHqiD and
the constants in the norm equivalences ϕH
[q0,q1]θ
A = [ϕH
q0
A , ϕH
q1
A ]θ. Having fixed
ϕ and ψ, these constants are bounded independently of q, provided that we restrict
q to a small ball Bp, as we have done.
Remark 5.20. If p ∈ I(X, DB), then we identify XpD = PDXp (see Definition
5.2) as a completion of XpDB via the extension of the identity map X
p
DB → XpD. If
p is infinite and p♥ ∈ I(X, DB∗), then by Proposition 5.13 we may identify XpD as
a weak-star completion of XpDB. We write X
p
DB for these completions.
Note that we do not have equality ofXp,+DB andX
p,+
D . The first of these spaces is
defined via the spectral projection χ+(DB), while the second is defined via χ+(D).
However, we do of course have Xp,+DB ⊂ XpD. This will be important in applications
to boundary value problems.
Remark 5.21. For a coefficient matrix A as in the introduction, if B = Aˆ,
then Â∗ = B˜ := NB∗N , where
N :=
[
I 0
0 −I
]
.
Since DN = −ND and N acts on R(D), the operators DB∗ and −DB˜ are similar
on R(D) = R(DB∗) = R(DB˜). Thus all functional calculus properties of DB∗
can be transferred to DB˜, and vice versa. This gives natural isomorphisms between
XpDB∗ and X
p
DB˜
, and in particular we have I(X, DB∗) = I(X, DB˜). However, note
that this isomorphism interchanges spectral subspaces: Xp,±DB∗ = X
p,∓
DB˜
. For further
details see [19, §12.2].
5.4. Projections and BD-adapted spaces
In the previous section we discussed exponents p for which XpDB = X
p
D. For
such exponents, we show that the projections PD and PBD can be used to move
between Xp+1D and the BD-adapted space X
p+1
BD . Note that we must now use the
exponent p+ 1. We begin with a basic lemma.
Lemma 5.22.
(i) For all h ∈ L2, we have DPBDh = Dh in the distributional sense. Conse-
quently the projection PBD preserves D(D), and ‖DPBDh‖2 = ‖Dh‖2 (note
that this holds in particular for B = I).
(ii) The restrictions PBD : R(D)→R(BD) and PD : R(BD)→R(D) are bounded
isomorphisms and mutually inverse.
(iii) The restrictions
PBD : D(D) ∩R(D)→ D(D) ∩R(BD)
PD : D(D) ∩R(BD)→ D(D) ∩R(D)
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are mutually inverse.
Proof. To see the first statement, use that PBD is a projection alongN (BD) =
N (D) to write D(h − PBDh) = 0. As Dh and DPBDh can be computed distribu-
tionally, the equality follows. The second statement is classical, and holds because
the projections PBD and PD have same nullspace. The third follows by combining
the first and second. 
Proposition 5.23. Assume that p is an exponent for which XpDB = X
p
D. Then
we have commutative diagrams of bounded bijective maps
Xp+1BD ∩ D(D)
PD

D
// XpDB ∩R(D)
id

Xp+1D ∩ D(D) D // X
p
D ∩R(D)
Xp+1BD ∩ D(D) D // XpDB ∩R(D)
Xp+1D ∩ D(D)
PBD
OO
D
// XpD ∩R(D).
id
OO
In particular, the projections are mutually inverse.
Proof. Commutativity of the diagrams comes from Lemma 5.22. All we need
to show is boundedness of both projections. First consider f ∈ Xp+1D ∩D(D). Then
PBDf ∈ R(BD) and DPBDf = Df , hence
‖DPBDf‖XpDB = ‖Df‖XpDB ≃ ‖Df‖XpD ≃ ‖f‖Xp+1D
where we used the assumption in the first equivalence and then Proposition 5.6 for
D in the second. This shows that PBDf ∈ Xp+1BD with the desired estimate. Now
consider f ∈ Xp+1BD ∩D(D). Then we have DPDf = Df , so
‖DPDf‖XpD = ‖Df‖XpD ≃ ‖Df‖XpDB ≃ ‖f‖Xp+1BD
by the same argument as before. 
The following corollaries are then immediate.
Corollary 5.24. Assume that p is an exponent for which XpDB = X
p
D. Then
for ϕ ∈ H∞ we have
(5.8) Dϕ(BD)PBD = ϕ(DB)D
where ϕ(BD) and ϕ(DB) are extensions to (any) completions. In particular, for
Cauchy extensions,
(5.9) DCBDPBD = CDBD.
Corollary 5.25. Let p be an exponent for which XpDB = X
p
D. Then for any
completion Y of Xp+1BD we have PDY = X
p+1
D and PBDX
p+1
D = Y. In particular,
taking the transversal component, we have
(5.10) (PDY)⊥ = (X
p+1
D )⊥ = X
p+1
⊥ .
Proof. The first equality in (5.10) follows from the equalities in the statement.
The second is because the projection PD is the identity on the ⊥ component. 
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5.5. The Cauchy operator on DB-adapted spaces
This section is devoted to the proof of the following theorem.
Theorem 5.26 (Cauchy characterisation of adapted Besov–Hardy—
Sobolev spaces, i(p) > 2). Let p be such that i(p) > 2, θ(p) ∈ (−1, 0) and
p♥ ∈ I(X, DB∗). Then for all f ∈ R(DB),
‖C+DBf‖Xp . ‖f‖XpD .
Remark 5.27. The condition p♥ ∈ I(X, DB∗) is equivalent to p ∈ I(X, DB)
when p is finite (Proposition 5.13). Note that the norm on the right hand side is
that of XpD, which is a completion of X
p
DB from the hypothesis and Corollary 5.14
(changing B to B∗ and p to p♥).
Remark 5.28. The reverse estimate
‖f‖XpA . ‖C
+
Af‖Xp
holds for all operators A satisfying the Standard Assumptions, all p, and all f ∈
Xp,+A (see Remark 4.35). However, we do not know whether Theorem 5.26 holds
with DB replaced by A and without the assumption on p♥.
In contrast with Theorem 4.34, the proof of this theorem is quite long, and
requires concrete arguments. First we establish a technical lemma. Recall that
A(x, r0, r1) := B(x, r1) \B(x, r0)
was defined in Section 1.3.
Lemma 5.29. Suppose θ ∈ (−1, 0), g ∈ D(D), and f = Dg. Then for all
ξ ∈ Rn, τ > 0, and M ∈ N, we have∫∫
T (B(ξ,τ))
|t−θ(I + itDB)−2f(x)|2 dx dt
t
.M
∫
B(ξ,4τ)
(∫
B(ξ,4τ)
+
∞∑
j=2
2−2j(M−
n
2−(1+θ))
∫
A(ξ,2j−1τ,2j+2τ)
)
G(x, y) dx dy,
where
G(x, y) :=
|g(x)− g(y)|2
|x− y|n+2(1+θ) .
Proof. Fix χ1, χ ∈ C∞c (Rn) such that
suppχ1 ⊂ B(ξ, 4τ), χ1|B(ξ,2τ) ≡ const,
suppχ ⊂ A(ξ, τ/2, 4τ) χ|A(ξ,τ,2τ) ≡ const.
For all j ≥ 2 define χj(x) := χ(2−jx), so that suppχj ⊂ A(ξ, 2j−1τ, 2j+2τ) and
χj |A(ξ,2jτ,2j+1τ) ≡ 1. We can choose the functions χ1 and χ such that
∑∞
j=1 χj ≡ 1.
Let
c :=
∫
B(ξ,τ/2)
g.
Then we have
f = D(g − c) =
∞∑
j=1
D(g − c)χj .
Here, and throughout the proof, we write D(g − c)χj to mean D[(g − c)χj ].
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First we prove that∫∫
T (B(ξ,τ))
|t−θ(I + itDB)−2D(g − c)χ1(x)|2 dx dt
t
.
∫
B(ξ,4τ)
∫
B(ξ,4τ)
G(x, y) dx dy.(5.11)
Since Ψ20 ∈ Ψ−θθ+ ∩H∞ ⊂ Ψ(X(2,θ)DB ) and since (2, θ) ∈ I(H, DB), we have∫∫
T (B(ξ,τ))
|t−θ(I + itDB)−2D(g − c)χ1(x)|2 dx dt
t
≤
∫∫
R1+n+
|t−θ(I + itDB)−2D(g − c)χ1(x)|2 dx dt
t
≃ ‖D(g − c)χ1‖2H(2,θ)DB
≃ ‖(g − c)χ1‖2H˙2θ+1
≃
∫
Rn
|D2θ+1(g − c)χ1(x)|2 dx
using Theorem 2.52 (which is valid since 2 > 2n/(n+ 1 + θ)) in the last line.
We claim that ∫
Rn
∫
Rn
|(g − c)χ1(z)− (g − c)χ1(y)|2
|z − y|n+2(θ+1) dz dy
.
∫∫
B(ξ,4τ)2
|g(z)− g(y)|2
|z − y|n+2(θ+1) dz dy,(5.12)
from which estimate (5.11) will follow. First observe that if y ∈ B(ξ, τ) and z ∈
B(ξ, τ/2), then χ1(z) = χ1(y) = 1 and the estimate (5.12) (restricted to such y and
z) follows immediately. Next, we can estimate∫
B(ξ,τ)c
∫
B(ξ,τ/2)
|(g − c)χ1(z)− (g − c)χ1(x)|2
|z − x|n+2(θ+1) dz dx
.
∫
A(ξ,τ,4τ)
∫
B(ξ,τ/2)
|(g − c)(z)(1− χ1(x))|2
|z − x|n+2(θ+1) dz dx+A
.χ
∫
A(ξ,τ,4τ)
∫
B(ξ,τ/2)
|z − x|−n−2(θ+1)
(∫
B(ξ,τ/2)
|g(z)− g(y)| dy
)2
dz dx+A
. rn
∫
B(ξ,τ/2)
|z − y|−n−2(θ+1)
(∫
B(ξ,τ/2)
|g(z)− g(y)| dy
)2
dz +A
. rn
∫
B(ξ,τ/2)
∫
B(ξ,τ/2)
|g(z)− g(y)|2
|z − y|n+2(θ+1) dz dy +A
.
∫∫
B(ξ,4τ)2
|g(z)− g(y)|2
|z − y|n+2(θ+1) dz dy,
where
A .
∫∫
B(ξ,4τ)2
|g(z)− g(y)|2
|z − y|n+2(θ+1) dz dy,
and where we used |z − x| & |z − y| on the region of integration.
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Finally, we estimate∫
Rn
∫
B(ξ,τ/2)c
|(g − c)χ1(z)− (g − c)χ1(x)|2
|z − x|n+2(θ+1) dz dx
.
∫
B(ξ,4τ)
∫
A(ξ,τ/2,4τ)
|(g − c)(x)(χ1 − 1)(z)− (g − c)(x)(χ1 − 1)(x)|2
|z − x|n+2(θ+1) dz dx+A
.χ
∫
B(ξ,4τ)
∫
A(ξ,τ/2,4τ)
|z − x|−n−2θ
(∫
B(ξ,τ/2)
|g(x)− g(y)| dy
)2
dz dx+A
.
∫
B(ξ,4τ)
r−2θ
(∫
B(ξ,τ/2)
|g(x) − g(y)| dy
)2
dx+ A
.
∫∫
B(ξ,4τ)2
|g(x)− g(y)|2
|x− y|n+2(θ+1) dx dy
with A as before, using r & |x− y| and |x− y|n+2θ & |x− y|n+2(θ+1) on the region
of integration.
Now we handle the remaining χj terms. For j ≥ 2, by local coercivity (Lemma
5.5), the equality BD(I + itBD)−1 = (I − (I + itBD)−1)/it, and off-diagonal
estimates of the families (I + itBD)−1 and (I + itBD)−2 of order M , we can
estimate∫∫
T (B(ξ,τ))
|t−θ(I + itDB)−2D(g − c)χj(x)|2 dx dt
t
.
∫ τ
0
t−2θ
∫
B(ξ,τ)
|D(I + itBD)−2(g − c)χj(x)|2 dx dt
t
.
∫ τ
0
t−2θ
[∫
B(ξ,2τ)
|(BD(I + itBD)−2(g − c)χj(x)|2 dx
+ τ−2
∫
B(ξ,2τ)
|(I + itBD)−2(g − c)χj(x)|2 dx
]
dt
t
.
∫ τ
0
t−2θ
(
2jτ
t
)−2M
(t−2 + τ−2)‖(g − c)χj‖22
dt
t
.
2−2jM
τ2(1+θ)
‖(g − c)χj‖22.
Furthermore, for each j ≥ 2 we have
‖(g − c)χj‖22 ≤
∫
A(ξ,2j−1τ,2j+2τ)
(∫
B(ξ,τ/2)
|g(x)− g(y)| dy
)2
dx
≤ τ−n
∫
B(ξ,τ/2)
∫
A(ξ,2j−1τ,2j+2τ)
|g(x)− g(y)|2 dx dy
. τ2(1−θ)2j(n+2(1+θ))
∫
B(ξ,4τ)
∫
A(ξ,2j−1τ,2j+2τ)
|g(x)− g(y)|2
|x− y|n+2(1+θ) dx dy.
Putting these estimates together completes the proof of the lemma. 
Proof of Theorem 5.26.
Step 1: Reduction to a resolvent estimate.
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As stated in [16, Proof of Lemma 15.1], there exists ρ ∈ H∞ of the form
ρ(z) =
N∑
m=1
cm(1 + imz)
−2
for some scalars c1, . . . , cN ∈ C, and ψ ∈ Ψ2N nondegenerate, such that
e−z = ρ(z) + ψ(z) for all z ∈ S+µ .
Therefore we have
(5.13) ‖C+DBf‖Xp .N ‖t 7→ (I + itDB)−2χ+(DB)f‖Xp + ‖Qψ,DBχ+(DB)f‖Xp .
For N sufficiently large we have
ψ ∈ Ψ2N ⊂ Ψ−θ(p)+(θ(p)+n|12−j(p)|)+ ∩Ψ
+
+ ⊂ Ψ(XpDB),
and so
‖Qψ,DBχ+(DB)f‖Xp . ‖f‖XpDB ≃ ‖f‖XpD
by Proposition 5.13 and using that p♥ ∈ I(X, DB∗). Therefore it suffices to prove
the estimate
(5.14) ‖t 7→ (I + itDB)−2f‖Xp . ‖f‖XpD
for all f ∈ R(DB). Applying this inequality to χ+(DB)f and invoking the bound-
edness of χ+(DB) on XpDB = X
p
D will yield
‖C+DBf‖Xp . ‖χ+(DB)‖XpD ≃ ‖f‖XpD .
To prove (5.14), by density (Corollary 4.9 and density of R(D) in X2D),3 it suffices
to consider f = Dg for g ∈ D(D) ∩R(D) such that
‖f‖XpD ≃ ‖f‖Xp ≃ ‖g‖Xp+1.
We will now prove (5.14) by splitting cases depending on the function space
under consideration.
Step 2a: Completing the proof for Hardy–Sobolev spaces.
Suppose i(p) <∞ and (X,X) = (T,H). Lemma 5.29 and a crude estimate give∫∫
T (B(ξ,τ))
|t−θ(p)(I + itDB)−2f(x)|2 dx dt
t
.M
(
1 +
∞∑
j=2
2−2j(M−
n
2−(1+θ(p)))
)∫
B(ξ,4τ)
|D21+θ(p)g(x)|2 dx,
so by taking M > n2 − (1 + θ(p)) we get∫∫
T (B(ξ,τ))
|t−θ(p)(I + itDB)−2f(x)|2 dx dt
t
.
∫
B(ξ,4τ)
|D21+θ(p)g(x)|2 dx.
Hence for all ξ ∈ Rn we have
C0(t 7→ t−θ(p)(I + itDB)−2f)(ξ)2 . sup
τ>0
∫
B(ξ,4τ)
|D21+θ(p)g|2 =M2(D21+θ(p)g)(ξ)2,
3When p is infinite, we use weak-star density.
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whereM2(f) :=M(|f |2)1/2, withM the Hardy–Littlewood maximal operator. By
Theorem 2.9, boundedness of M2 on Li(p) (since i(p) > 2), Theorem 2.52 (using
1 + θ(p) ∈ (0, 1)), Dg = f , and p ∈ I(H, DB), we get
‖t 7→ (I + itDB)−2f‖Tp . ‖D21+θ(p)g‖Li(p) ≃ ‖g‖H˙p+1 ≃ ‖f‖HpD ,
which completes the proof in the Hardy–Sobolev case.
Step 2b: Completing the proof for BMO-Sobolev spaces. Suppose p =
(∞, θ; 0) and (X,X) = (T,H). For all (t, x) ∈ R1+n+ , Lemma 5.29 and Strichartz’s
characterisation of ˙BMO1+θ (Theorem 2.55) yield(
t−n
∫∫
T (B(x,t))
|τ−θ(I + iτDB)−2f(ξ)|2 dξ dτ
τ
)1/2
.M t
−n/2
(
tn‖g‖2 ˙BMO1+θ +
∞∑
j=2
2−2j(M−
n
2−(1+θ))(2j+2t)n‖g‖2 ˙BMO1+θ
)1/2
≃ ‖g‖ ˙BMO1+θ
(
1 +
∞∑
j=2
2−2j(M−n−(1+θ))
)1/2
≃ ‖g‖ ˙BMO1+θ
provided that M is sufficiently large. Therefore as in the previous step we have
‖τ 7→ (I + iτDB)−2f‖Tp . ‖g‖Hp+1 ≃ ‖f‖HpD ,
which completes the proof in the BMO-Sobolev case.
Step 2c: Completing the proof for Ho¨lder spaces. Let p = (∞, θ;α).
First we prove the result for X = T . By the definition of the Ho¨lder norm we have
G(x, y) ≤ ‖g‖2
Λ˙1+θ+α
|x− y|2α−n,
so by Lemma 5.29,
t−α
(
t−n
∫∫
T (B(x,t))
|τ−θ(I + iτDB)−2f(ξ)|2 dξ dτ
τ
)1/2
.M t
−α−n2 ‖g‖Λ˙1+θ+α
(∫∫
B(x,4t)2
dξ dη
|ξ − η|n−2α
+
∞∑
j=2
2−2j(M−
n
2−(1+θ))
∫
B(x,4t)
∫
A(x,2j−1t,2j+2t)
dξ dη
|ξ − η|n−2α
)1/2
. t−α−
n
2 ‖g‖Λ˙1+θ+α
(
tn+2α +
∞∑
j=2
2−2j(M−
n
2−(1+θ))2−j(n−2α)tn+2α
)1/2
= ‖g‖Λ˙1+θ+α
for M sufficiently large. Therefore, by the same concluding argument as in the
previous steps,
‖τ 7→ (I + itDB)−2f‖Tp . ‖f‖Λ˙θ+α .
In the case that X = Z, since p is infinite, Lemma 2.35 yields Tp →֒ Zp, and
so by previous estimate we have
‖τ 7→ (I + itDB)−2f‖Zp . ‖τ 7→ (I + itDB)−2f‖Tp . ‖f‖Λ˙θ+α .
This completes the proof in the Ho¨lder space case.
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Step 2d: Completing the proof for Besov spaces.
Let p = (p, θ). We use a slightly different argument here. Fix cutoff functions
χ1, χ ∈ C∞c (Rn) with
suppχ1 ⊂ B(0, 4), χ1|B(0,2) ≡ const,
suppχ ⊂ A(0, 1/2, 4) χ|A(0,1,2) ≡ const,
for all integers j ≥ 2 define χj(x) := χ(2−jx), and for all j ≥ 1 define
ηj(t, x, ξ) := χj
(
x− ξ
t
)
((t, x) ∈ R1+n+ , ξ ∈ Rn).
As before, these functions can be chosen such that
∑∞
j=1 ηj = 1. Also define
g˜(t, x, ξ) := g(ξ)−
∫
B(x,t)
g(ζ) dζ ((t, x) ∈ R1+n+ , ξ ∈ Rn)).
By the triangle inequality we have
‖t 7→ (I + itDB)−2f‖p
Zpθ
.
∞∑
j=1
∫∫
R1+n+
(∫∫
Ω(t,x)
|τ−θ(I + iτDB)−2D(g˜ηj)(t, x, ξ)|2 dξ dτ
)p/2
dx
dt
t
,(5.15)
where the operators involving D and B act in the ξ variable. By using local coer-
civity (Lemma 5.5) as in the proof of Lemma 5.29, the j-th term in (5.15) can be
estimated by∫∫
R1+n+
(∫∫
Ω(t,x)
|τ−θ(I + iτDB)−2D(g˜ηj)(t, x, ξ)|2 dξ dτ
)p/2
dx
dt
t
.
∫∫
R1+n+
(∫∫
Ωc(t,x)
|τ−θ−1(I + iτBD)−1(g˜ηj)(t, x, ξ)|2 dξ dτ
)p/2
dx
dt
t
+
∫∫
R1+n+
(∫∫
Ωc(t,x)
|τ−θ−1(I + iτBD)−2(g˜ηj)(t, x, ξ)|2 dξ dτ
)p/2
dx
dt
t
with Whitney parameter c = (2, 2). The two terms in this sum differ only in the
power of the resolvent. The resolvent families (I+iτDB)−1 and (I+iτDB)−2 both
satisfy off-diagonal estimates of arbitrarily large orderM (as off-diagonal estimates
may be composed); we will use this to estimate the terms above, making reference
only to (I + iτDB)−1.
For j = 1 we estimate∫∫
R1+n+
(∫∫
Ωc(t,x)
|τ−θ−1(I + iτBD)−1(g˜η1)(t, x, ξ)|2 dξ dτ
)p/2
dx
dt
t
.
∫∫
R1+n+
(
t−2θ−2−n
∫
B(x,4t)
|g˜(t, x, ξ)|2 dξ
)p/2
dx
dt
t
.
∫∫
R1+n+
(∫
B(x,4t)
∫
B(x,t)
∣∣∣∣g(ξ)− g(ζ)tθ+1
∣∣∣∣2 dζ dξ)p/2 dx dtt
≤
∫∫
R1+n+
∫
B(x,4t)
∫
B(x,t)
∣∣∣∣g(ξ)− g(ζ)tθ+1
∣∣∣∣p dζ dξ dx dtt
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=
∫
Rn
∫
Rn
∫ ∞
0
∫
B(ξ,4t)∩B(ζ,t)
dx
1
t2n+p(θ+1)
dt
t
|g(ξ)− g(ζ)|p dζ dξ
≤
∫
Rn
∫
Rn
∫ ∞
|ζ−ξ|/5
1
tn+p(θ+1)
dt
t
|g(ξ)− g(ζ)|p dζ dξ
≃
∫
Rn
∫
Rn
|g(ξ)− g(ζ)|p
|ζ − ξ|n+p(θ+1) dζ dξ
≃ ‖g‖B˙p,pθ+1
≃ ‖f‖B˙p,pθ ,
using that η1(t, x, ·) is supported in B(x, 4t), that p/2 > 1, that B(ξ, 4t)∩B(ζ, t) is
nonempty only if t > |ζ− ξ|/5, and the Besov norm characterisation from Theorem
2.53.
For j ≥ 2 we have, using off-diagonal estimates,∫∫
R1+n+
(∫∫
Ωc(t,x)
|τ−θ−1(I + iτBD)−1(g˜ηj)(t, x, ξ)|2 dξ dτ
)p/2
dx
dt
t
. 2−j(Mp−(np)/2)
·
∫∫
R1+n+
(
t−2θ−2
∫
A(x,2j−1t,2j+2t)
∫
B(x,t)
|g(ξ)− g(ζ)|2 dζ dξ
)p/2
dx
dt
t
≤ 2−j(Mp−(np)/2)
∫∫
R1+n+
∫
A(x,2j−1t,2j+2t)
∫
B(x,t)
∣∣∣∣g(ξ)− g(ζ)tθ+1
∣∣∣∣p dζ dξ dx dtt
= 2−j(Mp−(np)/2+n)
·
∫
Rn
∫
Rn
∫ ∞
0
1
t2n+p(θ+1)
∫
B(ζ,t)∩A(ξ,2j−1t,2j+1t)
dx
dt
t
|g(ξ)− g(ζ)|p dξ dζ
. 2−j(Mp−(np)/2+2n)
∫
Rn
∫
Rn
∫ ∞
2−j |ζ−ξ|
1
tn+p(θ+1)
dt
t
|g(ξ)− g(ζ)|p dξ dζ
≃ 2−j(pM−(np)/2+n−p(θ+1))‖f‖B˙p,p
θ
arguing similarly to before. For M sufficiently large, we can thus estimate (5.15)
by summing a geometric series, yielding
‖t 7→ (I + itDB)−2f‖Zpθ . ‖f‖B˙p,pθ
as required. This completes the proof. 
5.6. Technicalities involving extensions and projections
In previous sections we were careful to keep track of which completions (of
spaces and operators) we used. However, in previous work—in particular in [19]—
such care was not taken, and so there are some ambiguities which we must address.
Here we tie up these loose ends. This section may be skipped on first and subsequent
readings.
Here, for various holomorphic functions ϕ, we will define operators ϕ˜(BD),
ϕ(BD), and ϕ(PDBD), which are (related to) extensions of ϕ(BD) to various
completions. In this section we take an arbitrary completion D˙(D) of D(D) with
respect to the seminorm ‖Dh‖2 ≃ ‖BDh‖2. Note that H(2,1)BD = D(D) ∩ R(BD),
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and thus we can pick a completion H
(2,1)
BD of H
(2,1)
BD within D˙(D). This applies in
particular when B = I. By Lemma 5.22, PD extends to an isomorphism fromH
(2,1)
BD
into H
(2,1)
D whose inverse is the extension of PBDf .
Proposition 5.30. Let ϕ ∈ H∞. Then there exists a bounded operator
ϕ˜(BD) : D˙(D)→ H(2,1)BD
such that Dϕ˜(BD) = ϕ(BD)D. Moreover, for h ∈ D(D) ∩ R(BD), we have
ϕ˜(BD)h = ϕ(BD)h and for h ∈ D(D) ∩R(D), we have ϕ˜(BD)h = ϕ(BD)PBDh.
Proof. We argue by density. Consider h ∈ D(D). As ϕ(DB)Dh ∈ R(D),
there exists g ∈ H(2,1)D such that Dg = ϕ(DB)Dh. Set ϕ˜(BD)h = PBDg ∈ H(2,1)BD .
We then have Dϕ˜(BD)h = DPBDg = Dg = ϕ(DB)Dh. Taking extensions shows
the first claim.
Next, let h ∈ D(D) ∩R(BD). Then
Dϕ˜(BD)h = ϕ(DB)Dh = Dϕ(BD)h,
where the second equality follows from Corollary 5.9. As both ϕ˜(BD)h and ϕ(DB)h
belong to H
(2,1)
BD , we deduce their equality.
Finally, let h ∈ D(D) ∩R(D). Then
Dϕ˜(BD)h = ϕ(DB)Dh = ϕ(DB)DPBDh = Dϕ(BD)PBDh,
where the last equality is from the one above applied to PBDh. Again we deduce
ϕ˜(BD)h = ϕ(BD)PBDh. 
In the next proposition we consider an extension of ϕ(BD) from R(BD) to all
of L2 given by imposing ϕ(BD)|N (BD) = 0, which is reasonable for certain ϕ.
Proposition 5.31. Let ϕ ∈ H∞ be such that the limit limz→0,z∈Sθ ϕ(z) either
vanishes or does not exist. In either case, set ϕ(0) = 0, and define ϕ(BD) : L2 →
R(BD) by
ϕ(BD)h = ϕ(BD)PBDh.
Then ϕ(BD) is bounded and its restriction to D(D) agrees with ϕ˜(BD), and thus
extends boundedly from H
(2,1)
D into H
(2,1)
BD .
Proof. Well-definedness and boundedness of ϕ(BD) on L2 follow from the
splitting L2 = R(BD) ⊕ N (BD). The construction in the previous result shows
that ϕ(BD) agrees with ϕ˜(BD) on D(D). 
Remark 5.32. The assumption on ϕ is necessary to avoid functions such as
the resolvent (1+iz)−1, which naturally extends to 1 by continuity at 0. In that case
we would not have agreement with ϕ˜(BD) on the domain of D. This proposition
is adapted to characteristic functions ϕ = χ± and products involving characteristic
functions.
One can consider the operator PDBD on R(D) and then establish an adapted
L2-Sobolev space theory. This was done in the work of the second author with
McIntosh and Mourgoglou [13] and also pursued in [19, Section 11].
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Proposition 5.33. Consider the operator PDBD defined on R(D) with do-
main D(D) ∩ R(D). Then for all ϕ ∈ H∞ we have the similarity of operator
extensions
ϕ(PDBD) = PDϕ(BD)PBD
on H
(2,1)
D .
Proof. First note that PDBD coincides with PDBDPBD. Thus PDBD is
similar to BD, restricted to D(D) ∩ R(BD). Lemma 5.22 yields the equality
PDBD = PDBDPBD on D(D) ∩ R(D), as PBD restricted to D(D) ∩ R(D) is
the inverse of PD restricted to D(D) ∩ R(BD). The extension in the statement
follows. 
We remark that as PDBD does not satisfy the Standard Assumptions (because
of the presence of PD) there is no available Besov–Hardy–Sobolev theory and only
the adapted Sobolev spaces HsPDBD of [19, §11] can be developed. These are similar
to the spacesH
(2,s)
BD when 0 ≤ s ≤ 1. Thus the operator PDBD is of limited interest
in our context.
The conclusion of this section is that the operators ϕ(BD) of [19, §12.3] should
be replaced by ϕ(BD)PBD or even by PDϕ(BD)PBD to be fully defined on various
extensions. But as long as they are applied to L2 functions, this ambiguity is
resolved by using ϕ(BD) instead. All results in [19, §12.3] are nevertheless correct.

CHAPTER 6
Classification of Solutions to Cauchy–Riemann
Systems and Elliptic Equations
In this chapter we implicitly work with a fixedm ∈ N, meaning that we consider
the equation LAu = 0 where u is a Cm-valued function. All of our arguments
are independent of m. Most of the function spaces in this chapter are spaces of
Cm(1+n)-valued functions, but we do not reference this in the notation (as the
notation is complicated enough already). Therefore we write L2(Rn) in place of
L2(Rn : Cm(1+n)), and so on. As in the previous chapter, we fix the Dirac operator
D and multipliers B from Subsection 1.1.3.
6.1. Basic properties of solutions
We use the following properties of solutions to LAu = 0.
Proposition 6.1. Suppose that u solves LAu = 0. Then the following are true.
(1) The transversal derivative ∂tu solves LA(∂tu) = 0.
(2) The function t 7→ ∇Au(t, ·) is in C∞(R+ : L2loc(Rn)), and for all Whitney
parameters c = (c0, c1) and t ∈ R+ we have∫
B(x,c0t)
|∇Au(t, x)|2 dx .
∫∫
Ωc(t,x)
|∇Au(s, y)|2 ds dy.
(3) For all exponents p, all k ∈ N, and all C ≥ 1 we have
sup
t,t′∈R+
C−1≤t/t′≤C
‖∂kt∇Au(t, ·)‖Ep−k(t′) .C ‖∂kt∇Au‖Xp−k
= ‖∇A∂kt u‖Xp−k
. ‖∇Au‖Xp .
In particular, if ∇Au is in Xp, then the function t 7→ ∇Au(t, ·) is in C∞(R+ :
Ep)
Proof. Property (1) follows from t-independence of the coefficients. The re-
maining statements are consequences of the Caccioppoli inequality, and are proven
in [16, §5] for tent spaces. The corresponding Z-space statements are proven in the
same way. 
Remark 6.2. By Theorem 1.5, if F is a solution to a Cauchy–Riemann system
(CR)DB, then parts (2) and (3) of Proposition 6.1 hold with ∇Au replaced by F .
Furthermore, suppose that G solves the anti-Cauchy–Riemann system
(aCR)DB :
{
∂tG−DBG = 0 in R1+n+ ,
curl‖G‖ = 0 in R
1+n
+
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defined analogously to (CR)DB but with a sign change. Then the reflection F (t) :=
G(−t) solves (CR)DB on the lower half-space R1+n− . By using X-spaces associated
with the lower half-space rather than the upper half-space, parts (2) and (3) of
Proposition 6.1 hold with ∇Au replaced by F and with R+ replaced by R−. A
simple reflection argument then shows that parts (2) and (3) of Proposition 6.1
hold for G.
As a consequence we obtain the following technical lemma, which is analogous
to [16, Lemma 10.2].
Lemma 6.3. Fix p with i(p) < 2 and θ(p) < 0, suppose M ∈ N, and let
f ∈ XpDB. Then for all t > 0 we have that (tDB)Me−t[DB]χ±(DB)f ∈ Ep, with
sup
t>0
‖(tDB)Me−t[DB]χ±(DB)f‖Ep(t) . ‖f‖XpDB .
Proof. We estimate
sup
t>0
‖(tDB)Me−t[DB]χ±(DB)f‖Ep(t) . ‖t 7→ (tDB)Me−t[DB]χ±(DB)f‖Xp
≃ ‖f‖XpDB .
The first line comes from Proposition 6.1, using that (DB)M e−t[DB]χ±(DB)f
solves either (CR)DB or (aCR)DB . The second line is due to the fact that [z 7→
zMe−[z]] ∈ Ψ(XpDB) when i(p) < 2 and θ(p) < 0. 
6.2. Decay of solutions at infinity
In the boundary value problems introduced in Subsection 1.1.2, we impose the
decay condition
(6.1) lim
t→∞
∇‖u(t, ·) = 0 in Z ′(Rn : Cmn)
for a solution u to LAu with ∇u in Xp. This is equivalent to
(6.2)
lim
t→∞
〈u(t, ·), ϕ〉 = 0 for all ϕ ∈ S(Rn : Cm) with
∫
xαϕ(x) dx = 0 when α 6= 0
because the divergence operator is surjective from the set of test functions in (6.2)
onto Z(Rn : Cmn). This is a convenient generalisation of the usual pointwise
vanishing limit at∞, since solutions to the elliptic equations that we consider may
not have pointwise values. In this section we show that this decay condition is
redundant for certain exponents p (quantified in terms of A). In fact, our results
give decay not only in Z ′, but also in the slice space E∞ (Lemma 6.4) or in L2 (in
Lemma 6.7). Demanding decay in Z ′ is really just an artefact of having identified
the classical smoothness spaces Xp as subspaces of Z ′.
By the ‘hole filling technique’ attributed to Widman (see [36, page 23]) there
exists a number λ(A) ∈ (0, n+ 1) such that for all λ ∈ [0, λ(A)), for all (t0, x0) ∈
Rn+1+ and 0 < r < R <∞, and for all weak solutions u to LAu = 0, we have
(6.3)
∫∫
B((t0,x0),r)
|∇u(t, x)|2 dx dt .λ
( r
R
)λ ∫∫
B((t0,x0),R)
|∇u(t, x)|2 dx dt,
where B((t0, x0), r) and B((t0, x0), R) denote open balls in R1+n, and where R is
such that B((t0, x0), R) ⊂ R1+n+ . These balls can be taken with respect to any
norm on R1+n, keeping in mind that the implicit constant in (6.3) will depend on
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Figure 4. The exponent region in Lemma 6.4.
θ
λ(A)−(n+1)
2
1
2
n+1−λ(A)
2n
j
the chosen norm. By ellipticity we may replace the gradient ∇ with the conormal
gradient ∇A in (6.3).
Lemma 6.4. Suppose that the exponent p lies in the shaded region pictured in
Figure 4, which depends on λ(A). Let u be a solution to LAu = 0 on R
1+n
+ such
that ∇Au ∈ Xp. Then limt→∞∇Au(t, ·) = 0 in E∞ (and therefore also in Z ′).
Remark 6.5. The shaded region in Figure 4 is the open half-plane determined
by the equation j(p) > θ(p)n − n+1−λ(A)2n . Note that n+1−λ(A)2n ≥ 12 if and only if
λ(A) ≤ 1; we have pictured the case λ(A) > 1. In Lemma 6.7 we handle exponents
p with i(p) ≤ 2 and θ(p) < 0 independently of λ(A), so this distinction is not
important.
Proof of Lemma 6.4. The region pictured in Figure 4 is precisely the set
of exponents p such that there exists an infinite exponent q with p →֒ q and
r(q) < λ(A)−(n+1)2 . Fix such a q. For all λ < λ(A) we can estimate
‖∇Au(t, ·)‖E∞0 (1) ≃ sup
x∈Rn
(∫
B(x,1)
|∇Au(t, y)|2 dy
)1/2
. sup
x∈Rn
(∫ t+ 12
t− 12
∫
B(x,1)
|∇Au(s, y)|2 dy ds
)1/2
(6.4)
. sup
x∈Rn
(
t−λ
∫ t+ t2
t− t2
∫
B(x,t)
|∇Au(s, y)|2 dy ds
)1/2
(6.5)
. t
(n+1)−λ
2 +r(q)
(∫ t+ t2
t− t2
‖∇Au(s, ·)‖2Eq(s) ds
)1/2
. t
(n+1)−λ
2 +r(q)‖∇Au‖Xp ,
where (6.4) follows from Proposition 6.1, (6.5) follows from (6.3),1 and the last line
follows from the embedding Ep(s) →֒ Eq(s) and another application of Proposition
6.1. For λ sufficiently close to λ(A) we have (n + 1 − λ)/2 + r(q) < 0, so we find
that limt→∞∇Au(t, ·) = 0 in E∞. 
Remark 6.6. It is known that λ(A) > n − 1 if and only if A satisfies the De
Giorgi–Nash–Moser condition (7.2) of all exponents less than α = (λ(A)−(n−1))/2.
1Here we use the balls B((t, x), r) := (t− r/2, t+ r/2)× B(x, r).
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Figure 5. The region in Lemma 6.4 in the case that A satisfies
the De Giorgi–Nash–Moser condition with exponent α.
θ
α− 1
1
2
1−α
n
−1
j
In this case we have λ(A)−(n+1)2 = α−1 and n+1−λ(A)2n = 1−αn , and Lemma 6.4 then
holds for the shaded region pictured in Figure 5. Evidently this region increases as
the De Giorgi–Nash–Moser exponent α increases.
As a concrete example, consider A satisfying the De Giorgi–Nash–Moser con-
dition of some exponent α close to 1, and let p ∈ (1,∞) and θ ∈ (−1, 0) with
θ close to 0. Then whenever u solves the elliptic equation LAu = 0 on Rn and
∇Au ∈ T (p,θ), we have that limt→∞∇Au(t, ·) = 0 in E∞ provided that p is not too
large. However, for p sufficiently large (depending on θ and α), this decay is not
guaranteed.
An easier argument can be used to deduce decay in L2 for exponents p with
i(p) ≤ 2 and θ(p) < 0.
Lemma 6.7. Let p = (p, s) with i(p) ≤ (0, 2] and θ(p) < 0, and suppose
F ∈ Xp solves (CR)DB or (aCR)DB . Then limt→0 F (t) = 0 in L2.
Proof. By Proposition 6.1, for all t ∈ R+ we have ‖F (t)‖Ep(t) . ‖F‖Xp , and
so
‖F (t)‖2 . ‖F (t)‖Ei(p)0 (t) = t
θ(p)‖F (t)‖Ep(t) . tθ(p)‖F‖Xp
using the embedding E
i(p)
0 (t) →֒ E20(t) = L2 (the equality E20(t) = L2 is a conse-
quence of Fubini’s theorem). Since θ(p) < 0, we have
lim
t→∞
F (t) = 0
in L2. 
6.3. Classification and representation theorems
The following classification theorems (Theorems 6.8 and 6.9) for solutions to
(CR)DB (as formulated in Subsection 1.1.3) will be proven in the next section. For
the convenience of the reader we state them both here. We remind the reader that
more ‘concrete’ versions of these theorems are stated in Subsection 1.1.5 of the
introduction, and that a table detailing the possible interpretations of (Xp,Xp) is
in Section 2.7.
Theorem 6.8 (Classification of solutions to (CR)DB, i(p) ≤ 2). Let p be
an exponent with i(p) ≤ 2 and θ(p) < 0, and fix a completion X of XpDB.
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(i) For all F0 ∈ X+, C+DBF0 solves (CR)DB, and ‖C+DBF0‖Xp . ‖F0‖X.
(ii) Conversely, if F ∈ Xp solves (CR)DB, then there exists a unique F0 ∈ X+
such that F = C+DBF0. Furthermore, ‖F0‖X . ‖F‖Xp.
The boundary limit F0 is necessarily in a completion of X
p,+
DB . When we
identify such a completion with a classical function space (as for example when
p ∈ I(X, DB)), the boundary limit exists in a classical sense.
When i(p) > 2 the argument is much more complicated. In this case we
must restrict attention to exponents p with θ(p) ∈ (−1, 0), and such that the
adapted space Xp
♥
DB∗ may be identified with the classical space X
p♥
D , plus we need
an additional decay condition on F . Recall that for such p we have identified Xp,+DB
as a subspace of XpD, and that if p is finite, then p
♥ ∈ I(X, DB∗) if and only if
p ∈ I(X, DB) (Proposition 5.13).
Theorem 6.9 (Classification of solutions to (CR)DB, i(p) > 2). Let p be
an exponent with i(p) > 2, θ(p) ∈ (−1, 0), and p♥ ∈ I(X, DB∗). Furthermore, if
p is infinite, suppose that r(p) < 0.
(i) If F0 ∈ Xp,+DB , then C+DBF0 solves (CR)DB, limt→∞C+DBF0(t)‖ = 0 in Z ′(Rn :
Cnm), and ‖C+DBF0‖Xp . ‖F0‖XpDB ≃ ‖F0‖XpD .
(ii) Conversely, if F ∈ Xp solves (CR)DB and limt→∞ F (t)‖ = 0 in Z ′(Rn :
Cnm), then there exists a unique F0 ∈ Xp,+DB such that F = C+DBF0. Further-
more, ‖F0‖XpD ≃ ‖F0‖XpDB . ‖F‖Xp.
Note that the conditions on p in Theorem 6.9 imply that p ∈ Imax. The
conditions in Theorems 6.8 and 6.9, along with those in [16, Theorems 1.1 and 1.3],
suggest the definition of the following classification region, which we will use in
stating our results in the following sections.
Definition 6.10. We define the classification region for DB as
J(X, DB) := {p ∈ Imax :[i(p) ≤ 2 and p ∈ I(X, DB)]
or [i(p) > 2 and p♥ ∈ I(X, DB∗)]}.
It is not strictly necessary to impose p ∈ Imax in this definition, but it is
technically convenient and in our results we lose nothing from doing so. Unlike
the identification region I(X, DB), we do not restrict to finite exponents in this
definition. Note however that
{p ∈ J(X, DB) ∩Efin : θ(p) ∈ [−1, 0]} = I(X, DB)
follows from Proposition 5.13.
For the moment let us assume Theorems 6.8 and 6.9. Although we have proven
more in the case i(p) ≤ 2, the following result is a good summary of what we can
deduce for solutions of the elliptic equation.
Theorem 6.11 (First representation theorem). Let p be an exponent in
the classification region J(X, DB) with B = Aˆ. Let u be a solution to LAu = 0 in
R1+n+ with ∇Au ∈ Xp and limt→∞∇‖u(t) = 0 in Z ′(Rn : Cmn). Then there exists
a unique F0 ∈ Xp,+DB such that ∇Au = C+DB(F0) and F0 = limt→0∇Au(t, ·) in Xp.
We often refer to the element F0 obtained in this theorem as ∇Au|t=0.
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Proof. The results for θ(p) = 0 and θ(p) = −1 correspond to [16, Theorems
1.1 and 1.3], so we need only consider θ(p) ∈ (−1, 0). By Theorem 1.5, solutions u
to LAu = 0 are in bijective correspondence (up to an additive constant) to solutions
F to (CR)DB, with F = ∇Au. By Theorems 6.8 and 6.9 and by our assumptions,
F = C+DBF0 for a unique F0 ∈ Xp,+DB , and by Proposition 4.33,
F0 = lim
t→0
∇Au(t, ·)
with limit in Xp. 
Remark 6.12. We stress again that that since the exponent p is in the clas-
sification region, the space of elements F0 obtained in the previous theorem is a
subspace of XpD, which is a space of distributions modulo polynomials. We obtain
a posteriori that limt→∞∇Au(t) = 0 in Xp, which encodes behaviour at infinity of
the conormal derivative. Note also that if p is in the region given by Lemma 6.4
then the decay condition on ∇‖u is redundant. In particular the condition may be
eliminated from the requirements when i(p) ≤ 2, which is in agreement with the
statement of Theorem 6.8.
Through Theorem 6.11 we may obtain a representation for solutions themselves,
rather than for their conormal gradients.
Theorem 6.13 (Second representation theorem). Let p be an exponent in
J(X, DB) with B = Aˆ. Let u be a solution to LAu = 0 in R
1+n
+ with ∇Au ∈ Xp and
limt→∞∇‖u(t) = 0 in Z ′(Rn : Cmn). Then there exists a unique F˜0 ∈ PDXp+1,+BD
such that
(6.6) u = −(PDC+BDPBDF˜0)⊥
up to an additive constant. Moreover, DF˜0 = ∇Au|t=0 and (F˜0)⊥ = −u|t=0 up to
an additive constant in (Xp+1D )⊥, where ∇Au|t=0 is the trace obtained in the first
representation theorem. All limits are taken in the weak-star topology when p is
infinite.
Proof. By Corollary 5.24, there exist unique F˜0 ∈ Xp+1D and F ♯0 ∈ Xp+1BD such
that DF˜0 = DF
♯
0 = ∇Au|t=0. Moreover, F˜0 = PDF ♯0 and F ♯0 = PBDF˜0 ∈ Xp+1,+BD
by Corollary 5.9. We will show (6.6) for this choice of F˜0.
For simplicity assume ∇Au|t=0 ∈ Xp,+DB∩R(D) (a dense class) so that F˜0 and F ♯0
belong to D(D), and likewise (C+BDPBDF˜0)(t) ∈ D(D) for all t > 0 (see Proposition
5.23). Set v = −(PDC+BDPBDF˜0)⊥. By (5.9) we have
∂tv = (BDPDC
+
BDPBDF˜0)⊥ = (BDC
+
BDPBDF˜0)⊥ = (BC
+
DB(∇Au|t=0))⊥
and
∇xv = (DPDC+BDPBDF˜0)‖ = (DC+BDPBDF˜0)‖ = (C+DB(∇Au|t=0))‖.
By the relationB = Aˆ, these two equalities are equivalent to∇Av = C+DB(∇Au|t=0),
hence ∇Av = ∇Au on R1+n+ and v = u up to an additive constant. The general
case follows by a limiting argument. 
Remark 6.14. We obtain from the proof that limt→∞ u(t) = 0 in (X
p+1
D )⊥.
As (Xp+1D )⊥ can be embedded in the space of distributions modulo constants, this
is stronger than decay in Z ′.
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We can consider −C+BDPBDF˜0 as a conjugate system to u, because it solves
the equation ∂tF +BDF = 0. Its transversal component, morally speaking, should
be u (up to a constant); this point of view was taken by the second author and
Stahlhut [19]. However this is a purely abstract object (unless F˜0 ∈ L2), and as
such does not have a well-defined transversal component. Nevertheless things can
be made concrete: −PDC+BDPBDF˜0(t) is an element of Xp+1D (hence a tempered
distribution modulo polynomials) for all t > 0, its tranversal component is exactly
u(t) (up to an additive constant), and its tangential component can be used as a
conjugate vector. This was done by Hofmann, Kenig, Mayboroda, and Pipher [41]
in a different manner and in a different formulation.
6.4. Proofs of classification theorems
Now we prove Theorems 6.8 and 6.9. We deal with both theorems simultane-
ously.
6.4.1. Construction of solutions via Cauchy extension. We begin with
the proof of part (i) of both theorems.
Let F0 ∈ Xp,+DB . Then the estimate ‖C+DBF0‖Xp . ‖F0‖XpD follows from either
Theorem 4.34 or Theorem 5.26.
In Proposition 4.33 we showed that C+DBF0 solves (CR)DB strongly in X
p,+
DB .
Generally Xp,+DB need not be contained in L
2
loc(R
n), and so these two solution con-
cepts need not coincide. We must argue differently here. If F0 ∈ R(DB), then
Proposition 3.6 implies that C+DBF0 solves (CR)DB strongly in C
∞(R+ : L2), and
this implies that C+DBF0 solves (CR)DB . It remains to deal with F0 ∈ XpDB \XpDB.
For such an F0, let (F
k
0 )k∈N be a sequence in X
p
DB which converges to F0 as k →∞
(in the weak-star topology when p is infinite). Then, again using either Theorem
4.34 or Theorem 5.26, we have
lim
k→∞
C+DBF
k
0 = C
+
DBF0 in X
p,
and hence also in L2loc(R
1+n
+ ). It follows that C
+
DBF0 solves (CR)DB .
It remains to show that limt→∞C
+
DBF0(t)‖ = 0 in Z ′(Rn : Cnm) when i(p) >
2. This follows from Proposition 4.33, since we have limt→∞C
+
DBF0(t) = 0 in
XpDB →֒ Z ′.
6.4.2. Initial limiting arguments. We now begin preparation for the proof
of part (ii) of Theorems 6.8 and 6.9. This section is a rephrasing of the start of [16,
§8]. There are no fundamentally new ideas, but the notation and the flow of ideas
are simplified.
For t0 ∈ R+ we write Rt0 := R \ {t0} and R+,t0 := R+ \ {t0}.
Definition 6.15. For t0 ∈ R+ and ϕ ∈ L2(Rn), we define the test function
Gt0,ϕ ∈ C∞(R+,t0 : D(B∗D)) by
Gt0,ϕ(t) := sgn(t0 − t)e−[(t0−t)B
∗D]χsgn(t0−t)(B∗D)PB∗Dϕ
=
{
e−(t0−t)B
∗Dχ+(B∗D)PB∗Dϕ if t < t0
−e(t−t0)B∗Dχ−(B∗D)PB∗Dϕ if t > t0
for all t ∈ R+,t0 .
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Note that ∂tGt0,ϕ = B
∗DGt0,ϕ. Also observe that since D annihilates the
nullspace N (B∗D) and since L2(Rn) = N (B∗D)⊕R(B∗D), whenever ϕ ∈ D(D),
(6.7) DGt0,ϕ(t) = sgn(t0 − t)e−[(t0−t)DB
∗]χsgn(t0−t)(DB∗)Dϕ.
The following lemma is a rewording of [16, Lemma 7.4].
Lemma 6.16. Let F solve (CR)DB. Fix ϕ ∈ L2(Rn), t0 ∈ R+, and let
η ∈ Lip(R+ : R) and χ ∈ Lip(Rn : R) be compactly supported in R+,t0 and Rn
respectively. Then we have, with absolutely convergent integrals,∫∫
R1+n+
〈η′(t)χ(x)B∗DGt0,ϕ(t, x), F (t, x)〉 dx dt
=
∫∫
R1+n+
〈η(t)B∗[D,mχ] ∂tGt0,ϕ(t, x), F (t, x)〉 dx dt(6.8)
where mχ denotes the multiplication operator on L
2(Rn) with symbol χ.
As a corollary, under an integrability condition involving F and ϕ, we can
obtain the following.
Corollary 6.17. Let F , ϕ, and t0 be as in the statement of Lemma 6.16.
Suppose also that for all compact K ⊂ R+,t0 we have
(6.9) 1K(t)|B∗DGt0,ϕ(t, x)||F (t, x)| ∈ L1(R1+n+ ).
Then for all η ∈ Lip(R+ : R) compactly supported in R+,t0 , we have the absolutely
convergent integral
(6.10)
∫∫
R1+n+
〈η′(t)B∗DGt0,ϕ(t, x), F (t, x)〉 dt dx = 0.
Proof. Fix χ ∈ Lip(Rn : R) with χ(x) = 1 for all x ∈ B(0, 1), and for R > 0
define χR(x) := χ(x/R). Then χR → 1 and [D,mχR ] → 0 pointwise as R → ∞,2
since ‖[D,mχR ]‖∞ . R−1‖∇χ‖∞. Condition (6.9) applied with K = supp η, the
fact that ∂tGt0,ϕ = B
∗DGt0,ϕ, and boundedness of η and η
′ imply
|η′(t)B∗DGt0,ϕ(t, x)||F (t, x)| ∈ L1(R1+n+ ) and
|η(t)∂tGt0,ϕ(t, x)||F (t, x)| ∈ L1(R1+n+ ).
This allows us to deduce (6.10) from the equality of Lebesgue integrals (6.8) and
dominated convergence. 
Now, assuming that (6.9) holds, we can conclude the following.
Corollary 6.18. Let F , ϕ, and t0 be as in the statement of Lemma 6.16.
Assume also that condition (6.9) is satisfied. Then for sufficiently small ε > 0 we
have ∫ t0+2ε
t0+ε
∫
Rn
〈B∗DGt0,ϕ(t, x), F (t, x)〉 dx dt
=
∫ t0+ε−1
t0+(2ε)−1
∫
Rn
〈B∗DGt0,ϕ(t, x), F (t, x)〉 dx dt(6.11)
2More precisely, [D,mχR ] is given by multiplication with a function that tends to 0 pointwise.
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Figure 6. The functions η1 and η2.
t
η1(t)
0
1
t0 + ε t0 + 2ε t0 + (2ε)−1 t0 + ε−1
t
η2(t)
0
1
ε 2ε t0 − 2ε t0 − ε
and
−
∫ 2ε
ε
∫
Rn
〈B∗DGt0,ϕ(t0 − t, x), F (t0 − t, x)〉 dx dt
=
∫ 2ε
ε
∫
Rn
〈B∗DGt0,ϕ(t, x), F (t, x)〉 dx dt.(6.12)
These are all absolutely convergent integrals.
Proof. As in [16, §8, Step 1b] this follows from applying Corollary 6.17 with
the piecewise linear functions η1, η2 ∈ Lip(R+ : R) drawn in Figure 6, where we
impose ε < min(t0/4, 1/4, 1/t0) (we have carried out a change of variables in the
left hand side of (6.12)). 
6.4.3. Proof of Theorem 6.8. Recall that part (i) has already been proven
in Subsection 6.4.1; here we prove part (ii).
All of the results in this section are valid for p = (p, s) such that p ≤ 2 and
s < 0. We do not ‘fix’ such a p, however, because in the final step we will invoke
prior results with a different choice of p.
Step 1: Verification and application of initial limiting arguments.
Lemma 6.19. Let ϕ ∈ L2(Rn). Then 1K×RnB∗DGt0,ϕ ∈ Xp
′
for all compact
K ⊂ R+,t0 , with
(6.13) ‖1K×RnB∗DGt0,ϕ‖Xp′ . ‖ϕ‖2 dist(K, t0)−1Ks+nδp,2−
where K− = inf(K).
Proof. First note that the estimate
‖1K×RnB∗DGt0,ϕ‖X2
−s−nδp,2
. ‖ϕ‖2 dist(K, t0)−1Ks+nδp,2−
can be shown by writing
‖1K×RnB∗DGt0,ϕ‖X2
−s−nδp,2
=
(∫ K+
K−
‖ts+nδp,2B∗DGt0,ϕ‖22
dt
t
)1/2
102 6. CLASSIFICATION OF SOLUTIONS TO CR SYSTEMS AND ELLIPTIC EQUATIONS
. ‖ϕ‖2
(∫ K+
K−
t2(s+nδp,2) dist(K, t0)
−2 dt
t
)1/2
(6.14)
. ‖ϕ‖2 dist(K, t0)−1Ks+nδp,2− .(6.15)
The estimate (6.14) follows by writing
B∗DGt0,ϕ =
sgn(t0 − t)
t0 − t (t0 − t)B
∗De−[(t0−t)B
∗D]χsgn(t0−t)(B∗D)PB∗Dϕ
and noting that the operator
(t0 − t)B∗De−[(t0−t)B∗D]χsgn(t0−t)(B∗D)PB∗D
is bounded on L2(Rn) uniformly in t ∈ R+,t0 , and that |(t0 − t)−1| . dist(K, t0)−1
for t ∈ K. Then (6.15) follows because s + nδp,2 is negative whenever s < 0 and
p < 2. Now use the X-space embeddings to write
X2−s−nδp,2 →֒ Xp
′
,
from which follows (6.13). 
Corollary 6.20. Let ϕ ∈ L2(Rn) and suppose that F ∈ Xp solves (CR)DB .
Then
(6.16) lim
ε→0
∫ t0+2ε
t0+ε
∫
Rn
〈B∗DGt0,ϕ(t, x), F (t, x)〉 dx dt = 0.
Proof. For ε > 0 small the previous lemma yields
‖1[t0+(2ε)−1,t0+ε−1]×RnB∗DGt0,ϕ‖Xp′ . ‖ϕ‖2(2ε)(t0 + (2ε)−1)s+nδp,2 ,
which decays as ε→ 0 since s+ nδp,2 is negative when s < 0 and p ≤ 2. Therefore
in particular, by X-space duality, condition (6.9) is satisfied, and by boundedness
of the above quasinorms as ε → 0 we can take the ε → 0 limit in (6.11) to obtain
(6.16). 
Step 2: Semigroup property of F .
Lemma 6.21. Suppose F ∈ Xp solves (CR)DB . Then F ∈ C∞(R+ : H2DB),
F (t) ∈ D(DB) for all t > 0, and ∂tF +DBF = 0 holds strongly in C∞(R+ : H2DB).
Proof. We already have that F ∈ C∞(R+ : L2loc(Rn)) from Proposition 6.1,
and furthermore that ∂tF ∈ Xp−1. Hence we have F (t0), (∂tF )(t0) ∈ Ep for all
t0 ∈ R+, and therefore by the slice space containments of Proposition 2.43 we obtain
F (t0), (∂tF )(t0) ∈ L2 for all t0 ∈ R+. Therefore F (t0) ∈ D(DB) for all t0 ∈ R+,
and ∂tF +DBF = 0 holds in L
2. We can iterate this argument by reapplying ∂t,
as this preserves the property of solving (CR)DB as well as the previously stated
L2 containments, so we obtain F ∈ C∞(R+ : L2).
Now since limt0→∞ F (t0) = 0 in L
2 (Lemma 6.7), we can write
F (t0) = −
∫ ∞
t0
(∂tF )(τ) dτ = −
∫ ∞
t0
DB(F (τ)) dτ ∈ R(DB)
by the fundamental theorem of calculus. Therefore F (t0) ∈ H2DB for all t0, and
since the H2DB-norm is equivalent to the L
2-norm when restricted to R(DB), this
completes the proof. 
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Lemma 6.22. Suppose that F ∈ Xp solves (CR)DB. Then for all t0 > 0 and
τ ≥ 0 we have F (t0) ∈ H2,+DB = R(DB)
+
and
(6.17) F (t0 + τ) = e
−τDB(F (t0))
(recall that e−τDB is defined on the positive spectral subspace).
Proof. For all ϕ ∈ L2(Rn), the function t 7→ B∗DGt0,ϕ(t) is smooth in
t ∈ R+,t0 with values in H2B∗D and with
lim
t↓t0
B∗DGt0,ϕ(t) = −B∗Dχ−(B∗D)PB∗Dϕ
in H2B∗D. Furthermore, by Lemma 6.21, t 7→ F (t) is smooth in t ∈ R+ with values
in H2DB. Therefore we may write for all ϕ ∈ L2(Rn), using (6.16) from Corollary
6.20,
0 = lim
ε→0
∫ t0+2ε
t0+ε
∫
Rn
〈B∗DGt0,ϕ(t, x), F (t, x)〉 dx dt
= lim
ε→0
∫ t0+2ε
t0+ε
〈B∗DGt0,ϕ(t), F (t)〉H2
B∗D
dt
= −〈B∗Dχ−(B∗D)PR(B∗D)ϕ, F (t0)〉H2B∗D .(6.18)
Hence for all φ ∈ R(B∗D) and all δ > 0, since e−δ[B∗D] maps H2,−B∗D into itself,
applying (6.18) to ϕ = e−δ[B
∗D]φ yields
(6.19) 〈B∗DeδB∗Dχ−(B∗D)φ, F (t0)〉H2
B∗D
= 0.
The subspace
{B∗DeδB∗Dχ−(B∗D)φ : φ ∈ R(B∗D)} ⊂ L2(Rn)
is dense in H2,−B∗D (see [16, p. 28]), so (6.19) and the decomposition H
2
DB = H
2,+
DB ⊕
H2,−DB imply that F (t0) ∈ H2,+DB.
Now we derive the semigroup equation (6.17). For all δ ≥ 0 and ϕ ∈ H2B∗D,
define
ϕδ := e
−δ[B∗D]ϕ
and
Iε,δt0,ϕ :=
∫ 2ε
ε
〈B∗DGt0,ϕδ(t), F (t)〉H2B∗D dt.
By (6.12), using the same argument as before to write everything in terms of H2B∗D-
duality, we have
lim
ε→0
Iε,δt0,ϕ = − limε→0
∫ 2ε
ε
〈B∗De−tB∗De−δB∗Dχ+(B∗D)ϕ, F (t0 − t)〉H2
B∗D
dt
= −〈B∗De−δB∗Dχ+(B∗D)ϕ, F (t0)〉H2
B∗D
.
Therefore for all τ ≥ 0, δ ≥ 0, and ϕ ∈ H2B∗D, using Iε,δ+τt0,ϕ = Iε,τt0+δ,ϕ, we have
〈B∗De−δB∗Dχ+(B∗D)ϕ, e−τDB(F (t0))〉H2
B∗D
= 〈B∗De−(δ+τ)B∗Dχ+(B∗D)ϕ, F (t0)〉H2
B∗D
= − lim
ε→0
Iε,δ+τt0,ϕ
= − lim
ε→0
Iε,δt0+τ,ϕ
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= 〈B∗De−δB∗Dχ+(B∗D)ϕ, F (t0 + τ)〉H2
B∗D
.
As before, the subspace {B∗De−δB∗Dχ+(B∗D)ϕ : ϕ ∈ H2B∗D} is dense in H2,+B∗D, so
by duality we have F (t0+τ) = e
−τDBF (t0) in H
2,+
DB for all t0 > 0 and all τ ≥ 0. 
Step 3: Completing the proof.
Proposition 6.23 (Existence of boundary trace). Suppose that F ∈ Xp
solves (CR)DB, and let X be a completion of X
p
DB. Then there exists a unique
F0 ∈ X+ such that F = C+DBF0. Furthermore, ‖F0‖X . ‖F‖Xp.
Proof. Fix an exponent p˜ with i(p˜) ∈ (1, 2] and θ(p˜) < 0 such that p →֒ p˜
(when p > 1 we may take p˜ = p). By Lemma 6.22 we have F (t0) ∈ H2,+DB ∩D(DB)
for all t0 > 0. We can then estimate
‖F (t0)‖Xp˜DB ≃ ‖DBF (t0)‖Xp˜−1DB(6.20)
= ‖τ 7→ e−τDB(DBF )(t0)‖Xp˜−1(6.21)
= ‖τ 7→ DBF (t0 + τ)‖Xp˜−1(6.22)
= ‖St0DBF‖Xp˜−1
. ‖DBF‖Xp˜−1(6.23)
= ‖∂tF‖Xp˜−1
. ‖F‖Xp˜(6.24)
. ‖F‖Xp .(6.25)
The first line (6.20) is from Corollary 4.17. Line (6.21) comes from Theorem 4.34.
Line (6.22) comes from Lemma 6.22, (6.23) comes from Proposition 2.37 because
i(p˜ − 1) ≤ 2 and θ(p˜ − 1) ≤ −1/2, (6.24) comes from Proposition 6.1, and fi-
nally (6.25) follows from X-space embeddings by p →֒ p˜. Therefore F (t0) ∈ Xp˜,+DB
uniformly in t0 > 0.
Let X˜ be a completion of Xp˜DB, so that X →֒ X˜. Since X˜+ can be identified
with the dual of Y˜+ for any completion Y˜ of Xp˜
′
B∗D, there exists a sequence tk ↓ 0
and an F0 ∈ X˜+ such that F (tk) converges weakly to F0 in X˜+ as k → ∞. We
thus have for all ϕ ∈ Xp˜′,+B∗D and for all τ > 0,
〈ϕ, e−τDBF0〉Y˜ = 〈e−τB
∗Dϕ, F0〉Y˜
= lim
k→∞
〈e−τB∗Dϕ, F (tk)〉Y˜
= lim
k→∞
〈ϕ, e−τDBF (tk)〉Y˜
= lim
k→∞
〈ϕ, F (tk + τ)〉Y˜(6.26)
= 〈ϕ, F (τ)〉Y˜ ,
using Lemma 6.22 in (6.26). Therefore by density we have C+DBF0 = F .
It only remains to show that F0 is in X
+, with the correct quasinorm estimate,
and uniquely determined. Recall that C+DB is equal to the restriction of Qsgp,DB to
the positive spectral subspace (Qsgp,DB is the extension of Qsgp,DB to the comple-
tion X). Let ϕ ∈ Ψ∞∞ be a Caldero´n sibling of sgp. Then F0 = Sϕ,DBQsgp,DBF0 =
Sϕ,DBF , so by Proposition 4.21 we have F0 ∈ X with ‖F0‖X . ‖F‖Xp . In fact,
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since F (t0) ∈ H2,+DB for all t0 > 0, we find that F is in the positive spectral subspace
X+. Uniqueness follows by injectivity of Qsgp,DB (Proposition 4.21). 
This completes the proof of Theorem 6.8.
6.4.4. Proof of Theorem 6.9. Recall that part (i) has already been proven
in Subsection 6.4.1; here we prove part (ii). Our proof roughly follows that of
[16, Theorem 1.3], arguing via a series of rather technical lemmas. In this section
we continually assume that p satisfies the assumptions of Theorem 6.9. Most of
the lemmas work without assuming p♥ ∈ I(X, DB∗), but we gain nothing from
dropping this assumption.
Step 1: Establishing a good class of test functions.
We define the following class of test functions for XpDB :
Dp(X) :=
{
ϕ ∈ D(D) : Dϕ ∈ Xp♥DB∗ , χ±(DB∗)Dϕ ∈ Ep
♥}
.
This is large enough to contain the Schwartz functions and to be stable under the
action of various operators, yet it is restrictive enough to let us exploit slice space
containments.
Lemma 6.24. The Schwartz class S(Rn : Cm(1+n)) is contained in Dp(X).
This is a modification of the argument of [16, Lemma 8.10].
Proof. Suppose ϕ ∈ S. Then ϕ ∈ D(D) and Dϕ ∈ Xp♥D = Xp
♥
DB∗ by the
assumption on p. It remains to show that χ±(DB∗)Dϕ ∈ Ep♥ , and this takes
some work. Since Dϕ ∈ S ⊂ Ep♥ (Proposition 2.44) and since
Dϕ = χ+(DB∗)Dϕ+ χ−(DB∗)Dϕ
it suffices to show that χ+(DB∗)Dϕ is in Ep
♥
.
Define ψ ∈ Ψ∞N , with N large to be chosen later, by
ψ(z) :=
[z]Ne−[z]
N !
.
Then for all t ∈ R \ {0} we have∫ ∞
0
ψ(st)
ds
s
=
1
N !
∫ ∞
0
sNe−s
ds
s
= 1,
so by holomorphy we have ∫ ∞
0
ψ(sz)
ds
s
= 1
for all z ∈ Sµ. By the same argument, along with integration by parts and induction
on N , for all z ∈ Sµ we have∫ ∞
1
ψ(sz)
ds
s
= P ([z])e−[z]
where P is a real polynomial of degree N − 1. Therefore by functional calculus on
R(DB∗) we may write
χ+(DB∗)Dϕ =
∫ 1
0
(ψχ+)(sDB∗)Dϕ
ds
s
+ P (DB∗)e−DB
∗
χ+(DB∗)Dϕ.
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By Lemma 6.3 (using i(p♥) < 2 and θ(p♥) < 0) we have
P (DB∗)e−DB
∗
χ+(DB∗)Dϕ ∈ Ep♥ ,
so it suffices to show that∫ 1
0
(ψχ+)(sDB∗)Dϕ
ds
s
∈ Ep♥ .
For f ∈ L2(Rn) write
G(f) :=
∫ 1
0
(ψχ+)(sDB∗)f
ds
s
;
since ψχ+ ∈ Ψ∞+ this is defined for all f ∈ L2(Rn) (not just f ∈ R(DB∗)). Note
that the family ((ψχ+)(sDB∗))s>0 satisfies off-diagonal estimates of order N (The-
orem 3.8). For Q,R ∈ D0 (here D0 is the set of standard dyadic cubes in Rn with
sidelength 1) with d(Q,R) ≥ 1 we can estimate
‖G(1RDϕ)‖L2(Q) =
(∫
Q
∣∣∣∣∫ 1
0
(ψχ+)(sDB∗)1RDϕ(x)
ds
s
∣∣∣∣2 dx)1/2
≤
∫ 1
0
‖(ψχ+)(sDB∗)1RDϕ‖L2(Q) ds
s
.
∫ 1
0
(
d(Q,R)
s
)−N
ds
s
‖1RDϕ‖2
≃ d(Q,R)−N‖1RDϕ‖2.
For all other Q,R ∈ D0 we have instead
‖G(1RDϕ)‖L2(Q) . ‖1RDϕ‖2.
Therefore we have by the discrete characterisation of slice spaces (Proposition 2.46),
writingR ∼ Q to mean that dist(R,Q) = 0 and noting that dist(R,Q) ≥ 1 ifR 6∼ Q,
‖G(Dϕ)‖Ep♥ ≃
( ∑
Q∈D1
‖G(Dϕ)‖i(p♥)L2(Q)
)1/i(p♥)
.
( ∑
Q∈D1
( ∑
R∼Q
+
∑
R 6∼Q
)
‖G(1RDϕ)‖i(p
♥)
L2(Q)
)1/i(p♥)
.
( ∑
Q∈D1
R∼Q
‖Dϕ‖i(p♥)L2(R)
)1/i(p♥)
+
( ∑
Q∈D1
R 6∼Q
d(Q,R)−Ni(p
♥)‖Dϕ‖i(p♥)L2(R)
)1/i(p♥)
=: I1 + I2.
Since the number of cubes R ∈ D0 such that R ∼ Q is uniform in Q, we have
I1 ≃
( ∑
R∈D1
‖Dϕ‖i(p♥)L2(R)
)1/i(p♥)
≃ ‖Dϕ‖Ep♥ .
6.4. PROOFS OF CLASSIFICATION THEOREMS 107
To handle I2 write
I2 =
( ∑
R∈D1
‖Dϕ‖i(p♥)L2(R)
∞∑
k=1
k−Ni(p
♥)|{Q ∈ D1 : d(Q,R) = k}|
)1/i(p♥)
(6.27)
≃N,p♥,n ‖Dϕ‖Ep♥
using that the innermost sum in (6.27) is independent of R and convergent for N
sufficiently large. Therefore
‖G(Dϕ)‖Ep♥ . ‖Dϕ‖Ep♥ <∞
which shows that χ+(DB∗)Dϕ ∈ Ep♥ and completes the proof. 
Lemma 6.25. We have the following stability properties of Dp(X):
(i) for all δ > 0, e−δ[B
∗D]Dp(X) ⊂ Dp(X),
(ii) χ±(B∗D)Dp(X) ⊂ Dp(X).
Proof. The function [z 7→ e−δ[z]] is in H∞ and has a polynomial limit at 0,
so e−δ[B
∗D]ϕ may be defined for all ϕ ∈ D(D) (not just those in R(B∗D))3 as
e−δ[B
∗D]ϕ = e−δ[B
∗D]PB∗Dϕ+ (I − PB∗D)ϕ.
For all such ϕ, by using the similarity of functional calculi along with the equalities
D(I − PB∗D)ϕ = 0 and DPB∗Dϕ = Dϕ, we can write
(6.28) D(e−δ[B
∗D]ϕ) = e−δ[DB
∗]Dϕ.
Since Dϕ is in Xp
♥
DB∗ , so is D(e
−δ[B∗D]ϕ). To see the slice space containments of
spectral projections, write
χ±(DB∗)D(e−δ[B
∗D]ϕ) = e−δ[DB
∗]χ±(DB∗)Dϕ.
By assumption χ±(DB∗)Dϕ is in Ep
♥ ∩ Xp♥,±DB∗ ⊂ Ep
♥ ∩ X2,±DB∗ , and by Corollary
4.39, e−δ[DB
∗]χ±(DB∗)Dϕ is in Ep
♥
.
The second part is proven similarly: we have χ±(B∗D)D(D) ⊂ D(B∗D), and
by similarity of functional calculi
Dχ±(B∗D)ϕ0 = χ
±(DB∗)Dϕ0 ∈ Xp
♥
DB∗
and
χ±(DB∗)Dχ±(B∗D)ϕ = χ±(DB∗)Dϕ0 ∈ Ep♥
χ∓(DB∗)Dχ±(B∗D)ϕ = 0 ∈ Ep♥ ,
completing the proof. 
Lemma 6.26. Suppose that ϕ ∈ Xp′B∗D ∩ D(B∗D). Then for all t > 0,
χ±(DB∗)e−t[DB
∗]/2Dϕ is defined and contained in Ep
′
. Furthermore, e−t[B
∗D]/2ϕ ∈
Dp(X).
3Although we did not discuss this in Subsection 3.1, this is a standard procedure. The
representation (6.28) is all we need.
108 6. CLASSIFICATION OF SOLUTIONS TO CR SYSTEMS AND ELLIPTIC EQUATIONS
Proof. Note that D(B∗D) = D(D). Since Dϕ ∈ Xp♥DB∗ (Proposition 5.6), by
Lemma 6.3 we find that
(6.29) χ±(DB∗)e−t[DB
∗]/2Dϕ = e−t[DB
∗]/2χ±(DB∗)Dϕ ∈ Ep♥ = Ep′ .
To see that e−t[B
∗D]/2ϕ is in Dp(X), note that
e−t[B
∗D]/2ϕ ∈ D(B∗D) = D(D),
that
De−t[B
∗D]/2ϕ = e−t[DB
∗]/2Dϕ ∈ Xp♥DB∗ ,
and that
χ±(DB∗)De−t[B
∗D]/2ϕ = e−t[DB
∗]/2χ±(DB∗)Dϕ ∈ Ep♥
by (6.29). 
Step 2: Verification and application of the initial limiting arguments.
Lemma 6.27. Define the operator
G˜t0 : ϕ 7→ sgn(t0 − t)e−[(t0−t)DB
∗]χsgn(t0−t)(DB∗)ϕ.
Let K ⊂ R+,t0 be compact. Then for all k ∈ N, 1K×RnG˜t0 is bounded from Xp
♥
DB∗
to Xp
♥+k, and this boundedness is uniform in K provided K− > t0 + 1.
Proof. We will prove the result for tent spaces; the Z-space result then follows
by real interpolation because the assumption on p is open in (j(p), θ(p)).
Suppose ϕ ∈ Xp♥DB∗ and write K = K0 ∪K∞, where K0 ⊂ (0, t0) and K∞ ⊂
(t0,∞). For all x ∈ Rn,
A2(κθ(p)+1−k1K×RnG˜t0(ϕ))(x)2
=
(∫
K0
∫
B(x,t)
+
∫
K∞
∫
B(x,t)
)
|tθ(p)+1−kG˜t0(ϕ)(t, y)|2
dy dt
t1+n
=: I0 + I∞.
There exists α > 0 (depending on K0) such that if (t0 − τ, y) ∈ (K0 × Rn) ∩ Γ(x),
then (τ, y) ∈ Γα(x) (see Figure 7). Thus, using (6.7) and that t0 − τ ≃K τ when
t0 − τ ∈ K0,
I0 ≤
∫∫
Γα(x)
1K0(t0 − τ)
∣∣(t0 − τ)θ(p)+1−kG˜t0(ϕ)(t0 − τ, y)∣∣2 dy dτ(t0 − τ)1+n
.K,k
∫∫
Γα(x)
∣∣τθ(p)+1e−τDB∗χ+(DB∗)ϕ(y)∣∣2 dy dτ
τ1+n
.
Similarly, there exists β > 0 such that if (t0 + σ, y) ∈ (K1 × Rn) ∩ Γ(x), then
(σ, y) ∈ Γβ(x), and using 2(θ(p) + 1)− n− 1 < 0 we have
I∞ ≤
∫∫
Γβ(x)
1K∞(t0 + σ)
∣∣(t0 + σ)θ(p)+1−keσDB∗χ−(DB∗)ϕ(y)∣∣2 dy dσ
(t0 + σ)1+n
≤ (K∞)−2k−
∫∫
Γβ(x)
(t0 + σ)
2(θ(p)+1)−n−1
∣∣eσDB∗χ−(DB∗)ϕ(y)∣∣2 dy dσ
≤ (K∞)−2k−
∫∫
Γβ(x)
σ2(θ(p)+1)−n−1
∣∣eσDB∗χ−(DB∗)ϕ(y)∣∣2 dy dσ
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Figure 7. Cones of large aperture, used in Lemma 6.27.
Rn
R+
x
t0
K0
K∞
= (K∞)
−2k
−
∫∫
Γβ(x)
∣∣σθ(p)+1eσDB∗χ−(DB∗)ϕ(y)∣∣2 dy dσ
σ1+n
.
Therefore we can estimate
‖1K×RnG˜t0(ϕ)‖Tp♥+k
. C(K, k)‖e−tDB∗χ+(DB∗)ϕ‖Tp♥ + (K∞)−2k− ‖etDB
∗
χ−(DB∗)ϕ‖Tp♥
. ‖ϕ‖
Hp
♥
DB∗
<∞
using the semigroup characterisation of the Hp
♥,±
DB∗ quasinorm (Theorem 4.34),
which is valid since i(p♥) < 2 and θ(p♥) < 0. Note that if K− > t0 + 1 then
I0 = 0, and that the aperture β can remain fixed in this argument, which implies
the claimed uniformity in K since K−2k− is bounded in K− > t0 + 1. 
Corollary 6.28. Let ϕ ∈ Dp(X) and k ∈ N. Then 1K×RnDGt0,ϕ ∈ Xp
♥+k
for all compact K ⊂ R+,t0 , with uniform boundedness in K provided K− > t0 + 1.
Proof. For ϕ ∈ Dp(X) we have Dϕ ∈ Xp♥DB∗ and DGt0,ϕ = G˜t0(Dϕ), so this
follows from Lemma 6.27. 
For k ∈ N, whenever F ∈ Xp−k solves (CR)DB we can invoke Corollary 6.18
when ϕ ∈ Dp(X), yielding the equalities (6.11) and (6.12) for sufficiently small
ε > 0.
Corollary 6.29. Let ϕ ∈ Dp(X) and k ∈ N, and suppose that F ∈ Xp−k
solves (CR)DB. Then
(6.30) lim
ε→0
∫ t0+2ε
t0+ε
∫
Rn
〈B∗DGt0,ϕ(t, x), F (t, x)〉 dx dt = 0.
Proof. For ε < 1/2 we have t0+(2ε)
−1 > t0+1, so by Corollary 6.28 we have
1[t0+(2ε)−1,t0+ε−1]×RnDGt0,ϕ ∈ Xp
♥+k+1
with uniformly bounded quasinorms. Since F ∈ Xp−k, and since (p − k)′ =
p♥ + k + 1, absolute convergence of the X-space duality integrals implies that
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condition (6.9) is satisfied, and also that∫ t0+ε−1
t0+(2ε)−1
∫
Rn
|〈B∗DGt0,ϕ(t, x), F (t, x)〉| dx dt . 1
for all ε < 1/2. Therefore we can take the limit as ε → 0 of both sides of (6.11)
using dominated convergence to conclude that the right hand side vanishes. 
Step 3: Weak semigroup properties of solutions.
Lemma 6.30. Suppose that F ∈ Xp−k solves (CR)DB for some k ∈ N. When
t0 > 0, τ ≥ 0, and ϕ ∈ Dp(X), we have
(6.31) 〈B∗Dϕ,F (t0 + τ)〉Ep♥ = 〈B∗e−τDB
∗
χ+(DB∗)Dϕ,F (t0)〉Ep♥ .
Proof. We need to rewrite the integrals in (6.30) and (6.12) in terms of duality
of slice spaces. By Proposition 6.1, F (t) is in Ep for each t ∈ R+. By Lemma 6.3,
since Dϕ ∈ Xp♥DB∗ , we have that B∗DGt0,ϕ(t) is in Ep
♥
. Hence∫
Rn
〈B∗DGt0,ϕ(t, x), F (t, x)〉 dx = 〈B∗DGt0,ϕ(t), F (t)〉Ep♥
by the slice space duality identification of Proposition 2.42. Therefore (6.30) and
(6.12) can be rewritten as
(6.32) lim
ε→0
∫ t0+2ε
t0+ε
〈B∗DGt0,ϕ(t), F (t)〉Ep♥ dt = 0
and
(6.33)
− lim
ε→0
∫ 2ε
ε
〈B∗DGt0,ϕ(t0− t), F (t0− t)〉Ep♥ dt = limε→0
∫ 2ε
ε
〈B∗DGt0,ϕ(t), F (t)〉Ep♥ dt.
We evaluate these limits by continuity of the integrands. By Proposition 6.1 we
have F ∈ C∞(R+ : Ep). By the definition of Dp(X), we have that B∗DGt0,ϕ(t) ∈
Ep
♥
for all t ∈ R+,t0 , with
lim
tցt0
B∗DGt0,ϕ(t) = −B∗Dχ−(B∗D)PB∗Dϕ = −B∗χ−(DB∗)Dϕ
in Ep
♥
by Corollary 4.39. Therefore (6.32) becomes
(6.34) 〈B∗χ−(DB∗)Dϕ,F (t0)〉Ep♥ = 0.
Next we will prove
(6.35) 〈B∗e−τDB∗χ+(DB∗)Dϕ,F (t0)〉Ep♥ = 〈B∗χ+(DB∗)Dϕ,F (t0 + τ)〉Ep♥
by taking the limit of the left hand side of (6.33) and exploiting an algebraic
property of the right hand side. Summing (6.34) (at t0 + τ) and (6.35) will yield
(6.31) and complete the proof.
For ϕ ∈ Dp(X) and δ ≥ 0, define
Iε,δt0,ϕ :=
∫ 2ε
ε
〈B∗DGt0,ϕδ(t), F (t)〉Ep♥ dt
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where ϕδ := e
−δ[B∗D]ϕ. By Lemma 6.25, ϕδ is in Dp(X), and so we can apply
(6.33) to get
lim
ε→0
Iε,δt0,ϕ = − limε→0
∫ 2ε
ε
〈B∗DGt0,ϕδ(t0 − t), F (t0 − t)〉Ep♥ dt
= − lim
ε→0
∫ 2ε
ε
〈B∗e−tDB∗e−δDB∗χ+(DB∗)Dϕ(t), F (t)〉Ep♥ dt
= −〈B∗e−δDB∗χ+(DB∗)Dϕ(t0), F (t0)〉Ep♥
using the same argument as in the previous paragraph to establish the final equality.
A simple computation shows that Iε,δt0,ϕ = I
ε,0
t0+δ,ϕ
, so we can conclude that
〈B∗e−τDB∗χ+(DB∗)Dϕ,F (t0)〉Ep♥ = − limε→0 I
ε,τ
t0,ϕ
= − lim
ε→0
Iε,0t0+τ,ϕ
= 〈B∗χ+(DB∗)Dϕ,F (t0 + τ)〉Ep♥ ,
completing the proof. 
We can use this lemma, using that Ep ⊂ S ′, to see what happens when we test
against Schwartz functions.
Corollary 6.31. Let F , t0, and τ be as in Lemma 6.30, and suppose ϕ ∈ S.
Then
(6.36) − 〈ϕ, (∂tF )(t0 + τ)〉S = 〈B∗e−τDB∗χ+(DB∗)Dϕ,F (t0)〉Ep♥ .
Proof. By Lemma 6.24, S ⊂ Dp(X), so we can apply Lemma 6.30 to ϕ. Since
F (t0+ τ) and (∂tF )(t0 + τ) are in E
p, and ϕ and B∗Dϕ are in Ep
♥
, we can apply
integration by parts in slice spaces (Proposition 2.45) to derive (6.36). 
Step 4: A reproducing formula for (∂tF )(t0) in terms of higher t-
derivatives.
Lemma 6.32. Let t0 > 0, k ∈ N+, and suppose that F ∈ Xp solves (CR)DB .
Then (∂kt F )(t0) ∈ XpD, with
(6.37) ‖(∂kt F )(t0)‖XpD . t
−k
0 ‖F‖Xp .
Proof. Suppose ϕ ∈ S. First note that since ∂k−1t F solves (CR)DB, and is in
Xp−(k−1) by Proposition 6.1, Corollary 6.31 yields
(6.38) − 〈ϕ, (∂kt F )(t0/2 + τ)〉S = 〈B∗e−τDB
∗
χ+(DB∗)Dϕ, (∂k−1t F )(t0/2)〉Ep♥ .
Applying this with τ = t0/2 and using the slice space estimates of Lemma 6.3 and
Proposition 6.1, slice space duality, and p♥ ∈ I(X, DB∗), we have∣∣∣∣∫
Rn
〈ϕ(x), ∂kt F (t0)(x)〉 dx
∣∣∣∣
≤ ‖B∗e−t0DB∗/2χ+(DB∗)Dϕ‖Ep♥ (t0/2)‖(∂k−1t F )(t0/2)‖Ep+1(t0/2)
. ‖Dϕ‖
Xp
♥
DB∗
t−k0 ‖(∂k−1t F )(t0/2)‖Ep−(k−1)(t0)
. ‖Dϕ‖
X
p♥
D
t−k0 ‖∂k−1t F‖Xp−(k−1)
. ‖ϕ‖Xp′ t−k0 ‖F‖Xp .
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Since ϕ was arbitrary, this implies that (∂kt F )(t0) ∈ (Xp
′
)′ = Xp with the norm
estimate (6.37). Furthermore, since ∂kt F solves (CR)DB , each (∂
k
t F )(t0) is in
R(DB) = R(D), which implies membership in XpD. 
We recall the following elementary lemma.
Lemma 6.33. Suppose k ∈ N+ and g ∈ Ck(R+ : C), with tjg(j)(t) → 0 as
t→∞ for all integers 0 ≤ j ≤ k − 1. Then for all t > 0 we have
g(t) =
(−1)k
(k − 1)!
∫ ∞
t
g(k)(τ)(τ − t)k−1 dτ.
Corollary 6.34. Suppose that F ∈ Xp solves (CR)DB . Then for all t0 > 0
and ϕ ∈ S we have
〈ϕ, (∂tF )(t0)〉S = (−1)
k
(k − 1)!
∫ ∞
t0
〈ϕ, (∂k+1t F )(t)〉Ep′ (t− t0)k−1 dt.
Proof. By Lemma 6.32, the function t0 7→ (∂tF )(t0) is in C∞(R+ : XpD).
Therefore for all ϕ ∈ S the function gϕ defined by
gϕ(t0) := 〈ϕ, (∂tF )(t0)〉S
is in C∞(R+ : C), and for k ∈ N+ we have
g(k)ϕ (t0) = 〈ϕ, (∂k+1t F )(t0)〉S = 〈ϕ, (∂k+1t F )(t0)〉Ep′ .
Furthermore, by the same lemma, we have
|tk0gϕ(t0)| = tk0
∣∣〈ϕ, (∂tF )(t0)〉Xp′D ∣∣ .ϕ,F t−10 ,
so the hypotheses of Lemma 6.33 are satisfied, and the result follows. 
Step 5: Construction of associated ‘nice’ solutions.
Since p♥ ∈ I(X, DB∗), we have identifiedXpDB := XpD as a completion of XpDB.
In this step of the proof, given a solution F ∈ Xp of (CR)DB, we will construct
distributions modulo polynomials F˜ (t0) ∈ XpD which satisfy the properties we want
to show for F (t0). In the remaining steps we will show that F˜ (t0) = F (t0), which
will complete the proof.
Lemma 6.35. Suppose F ∈ Xp solves (CR)DB . Then for all t0 ∈ [0,∞) and
for sufficiently large N ∈ N we have
‖(t, y) 7→ tN (∂Nt F )(t0 + t, y)‖Xp . ‖F‖Xp .
Proof. This is an immediate corollary of Propositions 2.37 and 6.1. 
Let F ∈ Xp solve (CR)DB. For N ∈ N large enough that Lemma 6.35 applies,
define ζ ∈ Ψ∞1 by
ζ(z) := cNze
−[z]/2
where cN = (−1)N+1/N !. For k ∈ N define χk := 1[k−1,k]×B(0,k), and for all t0 ≥ 0
define
(6.39) F˜k(t0) := Sζ,DB
[
t 7→ χktN (∂Nt F )
(
t0 +
t
2
)]
.
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This is well-defined since the function t 7→ χktN (∂Nt F )(t0+(t/2)) is in X2. Lemma
6.35 and Proposition 4.7 (using ζ ∈ Ψ∞1 ⊂ Ψ(θ(p)+n|
1
2−j(p))+
−θ(p)+ , which requires θ(p) >
−1) imply that each F˜k(t0) is in XpDB, with
‖F˜k(t0)‖XpDB .
∥∥∥∥t 7→ χktN (∂Nt F )(t0 + t2
)∥∥∥∥
Xp
. ‖F‖Xp .
The functions [t 7→ χktN (∂Nt F )
(
t0 +
t
2
)
] converge to [t 7→ tN (∂Nt F )
(
t0 +
t
2
)
] in
Xp as k →∞, so we can define F˜ (t0) ∈ XpDB by
F˜ (t0) := Sζ,DB
[
t 7→ tN (∂Nt F )
(
t0 +
t
2
)]
.
This satisfies the norm estimate
(6.40) ‖F˜ (t0)‖XpDB . ‖F‖Xp .
Lemma 6.36. Let t0 ≥ 0. Suppose F ∈ Xp solves (CR)DB and define F˜ (t0) ∈
XpDB as in the previous paragraphs. Suppose also that φ ∈ Xp
′
B∗D ∩D(B∗D). Then
〈φ,F˜ (t0)〉Xp′
B∗D
= −cN
∫ ∞
0
〈
tB∗e−
t
2 [DB
∗]Dφ, tN (∂Nt F )
(
t0 +
t
2
)〉
Ep′
dt
t
.(6.41)
Proof. First we show that the Ep
′
duality pairing (6.41) makes sense. Since
φ ∈ Xp′B∗D ∩ D(B∗D), Lemma 6.26 yields e−t[DB
∗]/2Dφ ∈ Ep′ . Since each tB∗ is
a bounded operator on Ep
′
we have tB∗e−t[DB
∗]/2Dφ ∈ Ep′ . On the other hand,
since t 7→ (∂Nt F )(t0 + t/2) solves (CR)DB, by Proposition 6.1 and Lemma 6.35 we
have
‖(∂Nt F )(t0 + t/2)‖Ep−N(t) . ‖t 7→ (∂Nt F )(t0 + t/2)‖Xp−N . ‖F‖Xp
for all t > 0. Therefore the slice space dual pairing in (6.41) is meaningful.
Now write
〈φ, F˜ (t0)〉Xp′
B∗D
(6.42)
= lim
k→∞
〈φ, F˜k(t0)〉Xp′
B∗D
= lim
k→∞
〈Qζ˜,B∗Dφ, [t 7→ χktN (∂Nt F )(t0 + t/2)]〉Xp
= 〈Qζ˜,B∗Dφ, [t 7→ tN (∂Nt F )(t0 + t/2)]〉Xp
= −cN
∫∫
R1+n+
(
t(B∗De−t[B
∗D]/2φ)(x), tN (∂Nt F )(t0 + t/2, x)
)
dx
dt
t
= −cN
∫ ∞
0
〈tB∗e−t[DB∗]/2Dφ, tN (∂Nt F )(t0 + t/2)〉Ep′
dt
t
using ζ˜ = ζ and the slice space containments from the previous paragraph. 
Now we show that the distributions modulo polynomials (F˜ (t0))t0≥0 are in fact
given by the Cauchy operator applied to F˜ (0).
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Proposition 6.37. Let F ∈ Xp solve (CR)DB and define F˜ as above. Then
for all t0 ≥ 0 we have
F˜ (t0) = e
−t0[DB]χ+(DB)F˜ (0).
In particular, F˜ (0) ∈ Xp,+DB , and so F˜ = C+DB(F˜ (0)).
Proof. Since F˜ (t0) ∈ XpDB and since Xp
′
B∗D ∩ D(B∗D) is dense in Xp
′
B∗D
(Corollary 4.9 and density of D(B∗D) in X2B∗D), it suffices to test against φ ∈
Xp
′
B∗D ∩ D(B∗D). For all such φ write
〈φ, e−t0[DB]χ+(DB)F˜ (0)〉
X
p′
B∗D
= 〈e−t0[B∗D]χ+(B∗D)φ, F˜ (0)〉
X
p′
B∗D
= −cN
∫ ∞
0
〈
tB∗e−
t
2 [DB
∗]D
(
e−t0[B
∗D]χ+(B∗D)φ
)
, tN (∂Nt F )(t/2)
〉
Ep′
dt
t
= −cN
∫ ∞
0
〈
tB∗e−t0[DB
∗]χ+(DB∗)D
(
e−
t
2 [B
∗D]φ
)
, tN (∂Nt F )(t/2)
〉
Ep′
dt
t
= −cN
∫ ∞
0
〈
tB∗D
(
e−
t
2 [B
∗D]φ
)
, tN (∂Nt F )(t0 + t/2)
〉
Ep′
dt
t
= −cN
∫ ∞
0
〈
tB∗e−
t
2 [DB
∗]Dφ, tN (∂Nt F )(t0 + t/2)
〉
Ep′
dt
t
= 〈φ, F˜ (t0)〉Xp′
B∗D
.
In the third line we used that e−t0[B
∗D]χ+(B∗D) maps Xp
′
B∗D ∩D(B∗D) into itself,
and the representation (6.41). In the fifth line we used Lemma 6.30, which is valid
since e−t[B
∗D]/2φ ∈ Dp(X) (Lemma 6.26) and since [t 7→ (∂tF )(t/2)] ∈ Xp−1 solves
(CR)DB. We use the representation (6.41) once more in the last line. 
This immediately implies the following corollary.
Corollary 6.38. Let F ∈ Xp solve (CR)DB . Then F˜ (0) ∈ Xp,+D , F˜ =
C+DB(F˜ (0)), and F˜ ∈ Xp.
Proof. All we need to show is that F˜ is in Xp. This follows from Theorem
5.26. 
Step 6: Equality of ∂tF and ∂tF˜ .
By Corollary 6.38 and Proposition 4.33, for F ∈ Xp which solves (CR)DB , the
function t0 7→ F˜ (t0) is in C∞(R+ : XpD). Therefore we can consider (∂tF˜ )(t0) ∈ XpD
as a distribution modulo polynomials.
Lemma 6.39. Let F ∈ Xp solve (CR)DB . Then for all t0 > 0 we have
(∂tF )(t0) = (∂tF˜ )(t0) in Z ′.
Proof. Fix ϕ ∈ Z. For all k ∈ N we have already computed (using that
everything is in L2)
〈ϕ, F˜k(t0)〉Z
= −cN
∫∫
R1+n+
(
t(B∗e−t[DB
∗]/2Dϕ)(x), χkt
N (∂Nt F )(t0 + t/2, x)
)
dx
dt
t
.(6.43)
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Since ϕ ∈ Z we have Dϕ ∈ Xp′D , so for each t > 0 we may apply the (extended
operator) e−t[DB
∗]/2 to Dϕ. We then have
‖t 7→ tB∗e−t[DB∗]/2Dϕ‖Xp′
= ‖t 7→ B∗e−t[DB∗]/2Dϕ‖Xp♥
. ‖Dϕ‖
X
p♥
D
(6.44)
≃ ‖ϕ‖Xp′ <∞,
where (6.44) follows from Proposition 4.4 since [z 7→ ze−[z]/2] ∈ Ψ(Xp♥D ) (here we
use i(p♥) < 2 and θ(p♥) < 0). Since [t 7→ tN∂Nt F (t0 + t/2)] ∈ Xp (Lemma 6.35),
the integral (6.43) is uniformly bounded in k and so we can take the limit
〈ϕ, F˜ (t0)〉Z = lim
k→∞
〈ϕ, F˜k(t0)〉Z
= −cN
∫∫
R1+n+
(
t(B∗e−t[DB
∗]/2Dϕ)(x), tN (∂Nt F )(t0 + t/2, x)
)
dx
dt
t
by dominated convergence. Using dominated convergence again, we can take the
derivative:
〈ϕ, (∂tF˜ )(t0)〉Z
= ∂t〈ϕ, F˜ (t0)〉Z
= −cN
∫∫
R1+n+
(
t(B∗e−t[DB
∗]/2Dϕ)(x), tN (∂N+1t F )(t0 + t/2, x)
)
dx
dt
t
= −cN
∫ ∞
0
〈
tB∗e−t[DB
∗]/2Dϕ, tN (∂N+1t F )(t0 + t/2)
〉
Ep′
dt
t
using that ϕ ∈ Dp(X) (Lemma 6.24) to conclude that the slice space duality pairing
is meaningful as in the proof of Lemma 6.36.
Now we rearrange:〈
tB∗e−t[DB
∗]/2Dϕ, tN (∂N+1t F )(t0 + t/2)
〉
Ep′
=
〈
tB∗D
(
e−t[B
∗D]/2ϕ
)
, tN (∂N+1t F )(t0 + t/2)
〉
Ep′
(6.45)
=
〈
tB∗χ+(DB∗)De−t[B
∗D]/2ϕ, tN (∂N+1t F )(t0 + t/2)
〉
Ep′
(6.46)
= tN+1
〈
B∗e−t[DB
∗]/2χ+(DB∗)Dϕ, (∂N+1t F )(t0 + t/2)
〉
Ep′
(6.47)
= tN+1
〈
B∗Dϕ, (∂N+1t F )(t0 + t)
〉
Ep′
(6.48)
= −tN+1〈ϕ, (∂N+2t F )(t0 + t)〉Ep′ .(6.49)
The first line (6.45) uses that ϕ ∈ D(D) = D(B∗D), (6.46) uses (6.34) and the
fact that e−t[B
∗D]/2ϕ is in Dp(X) (Lemma 6.25), (6.47) is just similarity of func-
tional calculi and rearrangement, (6.48) uses the weak semigroup property (6.31),
and (6.49) finishes with integration by parts in slice spaces (Proposition 2.45) and
(CR)DB.
Therefore we have
〈ϕ, (∂tF˜ )(t0)〉Z = cN
∫ ∞
0
〈
ϕ, (∂N+2t F )(t0 + t)
〉
Ep′
tN+1
dt
t
=
(−1)N+1
N !
∫ ∞
t0
〈
ϕ, (∂N+2t F )(t)
〉
Ep′
(t− t0)N dt.
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Finally, applying Corollary 6.34 with k = N + 1, we get
〈ϕ, (∂tF )(t0)〉Z = 〈ϕ, (∂tF˜ )(t0)〉Z
for all ϕ ∈ Z and all t0 > 0. Therefore we have (∂tF )(t0) = (∂tF˜ )(t0) in Z ′ for all
t0 > 0 as claimed. 
Step 7: Completing the proof.
Lemma 6.40. Let F ∈ Xp solve (CR)DB with limt→∞ F (t)‖ = 0 in Z ′(Rn :
Cnm). Then F = F˜ .
Proof. By Lemma 6.39 we have ∂tF = ∂tF˜ in Z ′, so there exists G ∈ Z ′
such that F (t0) = G + F˜ (t0) for all t0 ∈ R+. Since limt0→∞ F˜ (t0) = 0 in XpD
(Proposition 4.33, using the weak-star topology when p is infinite) and hence also
in Z ′, we find that G‖ = 0. Following the argument of [16, Step 5, page 50], we
find that G = βa modulo polynomials, where a is invertible in L∞ and β ∈ Cm.
To complete the proof it suffices to show that β = 0.
Note that the constant function [t 7→ G = F (t)− F˜ (t)] is in Xp. If p is finite,
then G ∈ Ep (since [t 7→ G] solves (CR)DB), and this forces β = 0. If p is infinite,
then first we note that if β 6= 0 then [t 7→ G] /∈ T∞−1;α˜ for all α˜ ∈ [0, 1): this follows
from estimating
‖t 7→ G‖T∞
−1;α˜
&
1
Rα˜
(
1
Rn
∫
BR
∫ R
0
|t−1G(y, t)|2 dt
t
dy
)1/2
≃ R−α˜−n2
(∫
BR
R−2|β|2|a(y)|2 dy
)1/2
≥ R−α˜−1|β|‖a−1‖−1∞
for all balls BR of radius R > 0 in Rn, and then taking R → 0. Since θ(p) > −1
we have
G ∈ Xp →֒ T∞−1;1+r(p),
and since r(p) < 0 (this is the only time we use this hypothesis), we must have
β = 0. This completes the proof. 
Therefore, by Corollary 6.38, under the assumptions of Theorem 6.9, we have
that F = F˜ = C+DB(F˜ (0)), with F˜ (0) ∈ Xp,+D such that ‖F˜ (0)‖Xp,+D . ‖F‖Xp (by
(6.40)). Furthermore, if f ∈ Xp,+DB and F = C+DBf , then by Proposition 4.33 we
have
f = lim
t→0
C+DBF (t) = F˜ (0)
with limit in XpDB. This completes the proof of Theorem 6.9.
6.5. Interpolation of solution spaces
As an interesting aside, we can now show that certain solution spaces for the
equation LAu = 0 form interpolation scales. In the context of differential operators
with constant coefficients on bounded Lipschitz domains, similar results were proven
by Kalton, Mayboroda, and Mitrea [55, Theorem 1.5]. One major difference is that
their ‘ambient spaces’ are Triebel–Lizorkin or Besov spaces rather than tent or Z-
spaces, which is possible since their differential operators have constant (hence very
regular) coefficients.
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For p ∈ Imax, define4
X˜p :=
{ {
F ∈ Xp : limt→∞ F (t)‖ = 0 in Z ′(Rn)
}
(θ(p) < 0),{
F : N∗(F ) ∈ Li(p)
}
(θ(p) = 0).
where N∗(F ) is defined in (1.4). We set ‖F‖X˜p to be ‖F‖Xp or ‖N∗F‖Li(p) accord-
ingly, and define
SpA,X :=
{
u ∈W 21,loc(Rn) : LAu = 0, ∇Au ∈ X˜p
}
,
with ‖u‖SpA,X := ‖∇Au‖X˜p .
Recall that the classification regions J(X, DB) were defined in Definition 6.10.
Theorem 6.41 (Interpolation of solution spaces). Let p0 and p1 be ex-
ponents, fix η ∈ (0, 1), and set pη := [p0,p1]η. Let B = Aˆ.
(i) Suppose p0,p1 ∈ J(H, DB), with p0 finite and j(p1) ≥ 0. Then
[Sp0A,T , S
p1
A,T ]η = S
pη
A,T .
(ii) Suppose p0,p1 ∈ J(B, DB), with p0 finite. Then
[Sp0A,Z , S
p1
A,Z ]η = S
pη
A,Z .
(iii) Suppose p0,p1 ∈ J(X, DB), with θ(p0) 6= θ(p1). Then
(Sp0A,X , S
p1
A,X)η,i(pη) = S
pη
A,Z .
The conditions in part (i) exclude the possibility that S
pη
A,T corresponds to a
BMO-type space.
Proof. For p ∈ J(X, DB), by Theorem 1.5 and Theorems 6.8 and 6.9 (or the
corresponding theorems of the second author and Mourgoglou when θ(p) ∈ {−1, 0}
[16, Theorems 1.1 and 1.3]), and taking into account the decay results of Section
6.2, we have that the operator Qsgp,DB is bounded and invertible from X
p,+
DB into
SpA,X . By Theorems 4.34 and 5.26 (see also Remarks 4.29 and 5.28) we have
‖f‖Xp,+DB ≃ ‖Qsgp,DBf‖Xp
for all f ∈ Xp,+DB . Since the regions J(X, DB) are closed under interpolation given
the restrictions on p0 and p1 that we have made (this can be shown by combining
Theorem 4.32 and Proposition 5.13), the theorem follows from the interpolation
theorem for the canonical completions sgpXp,+DB (Theorem 4.28; see Remark 4.29
to justify use of the auxiliary function sgp in this theorem), along with the usual
retraction/coretraction interpolation theorem [75, §1.2.4]. 
We should illustrate this result in a concrete situation, as the current level of
abstraction is quite high. Let p0 = (2, 0) and p1 = (∞, s, 0), and consider case (i)
of the theorem. The corresponding solution space norms are
‖f‖p0SA,T = ‖N∗(f)‖L2 ,
‖f‖p1SA,T = ‖f‖T∞s;0 = ‖C0(κ−sf)‖L∞, and
‖f‖pθSA,T = ‖f‖Tpθs = ‖A(κ−θsf)‖p.
4This definition is not totally rigorous, since F (t) need not be defined for all t > 0 for
arbitrary F ∈ Xp. However we will only consider functions for which F (t) is always defined. In
particular the sets Sp
A,X
defined below are well-defined.
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with f = ∇Au and p = 2/(1− θ). The interpolation for generic f looks unfamiliar,
and is even more surprising when f is the conormal gradient (or equivalently, the
gradient) of a solution. This can be understood by seeing that the interpolation
theorems for generic function spaces Xp carry over to the solution spaces SpA,X
with exponents in the classification region.
6.6. Boundary behaviour of solutions
In this section we establish boundary behaviour of solutions to LAu = 0. What
we are looking for is regularity up to the boundary in a classical sense, if possi-
ble. Otherwise, we look for almost everywhere non-tangential convergence at the
boundary. Since solutions to LAu = 0 need not have pointwise values, we use av-
erages on Whitney regions approaching the boundary. We prove results only for
exponents in the classification region of Section 6.3, although this restriction is not
always necessary (see for example [60]). This is a natural restriction when using
our Cauchy–Riemann approach, and also simplifies part of the argument.
Recall that the spaces X˜p were defined in the previous section.
Theorem 6.42. Let B = Aˆ and let p ∈ J(X, DB) with r(p) ∈ (−1, 0). Let u
solve LAu = 0, with ∇Au ∈ X˜p.
(i) Suppose p is finite. Then there exists v ∈ Xp+1 such that
(6.50) lim
t→0
∫∫
Ω(t,x)
u(τ, ξ) dξ dτ = v(x) (a.e. x ∈ Rn)
with limt→0∇‖u(t, ·) = ∇‖v in Z ′.
(ii) Suppose p is infinite. Then u ∈ Λ˙1+r(p)(R1+n+ ) (i.e. u has a (1+r(p))-Ho¨lder
continuous extension to the closed upper half-space R1+n+ ).
The proof is best presented as a series of lemmas.
Lemma 6.43. Suppose that t > 0, δ ∈ (0, 1), and let c be a Whitney parameter.
Then there is a Whitney parameter c˜ such that for all u with ∇u ∈ L2loc(R1+n+ ) and
for all x ∈ Rn we have∣∣∣∣∫∫
Ωc(t,x)
u−
∫∫
Ωc(δt,x)
u
∣∣∣∣ .δ t(∫∫
Ωc˜(t,x)
|∇u|2
)1/2
with implicit constant independent of t.
Proof. A straightforward computation shows that, writing c = (c0, c1), if we
define c˜ := (c0, c1/δ) then we have
Ωc(t, x) ∪Ωc(δt, x) ⊂ Ωc˜(t, x)
for all (t, x) ∈ R1+n+ . We then have∣∣∣∣∫∫
Ωc(t,x)
u−
∫∫
Ωc(δt,x)
u
∣∣∣∣ ≤ ∣∣∣∣∫∫
Ωc(t,x)
u−
∫∫
Ωc˜(t,x)
u
∣∣∣∣+ ∣∣∣∣∫∫
Ωc˜(t,x)
u−
∫∫
Ωc(δt,x)
u
∣∣∣∣
.δ
∫∫
Ωc˜(t,x)
∣∣∣∣u−∫∫
Ωc˜(t,x)
u
∣∣∣∣(6.51)
≤
(∫∫
Ωc˜(t,x)
∣∣∣∣u−∫∫
Ωc˜(t,x)
u
∣∣∣∣2)1/2
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. t
(∫∫
Ωc˜(t,x)
|∇u|2
)1/2
,(6.52)
using in (6.51) that ∣∣∣∣∫
A
u−
∫
B
u
∣∣∣∣ ≤ |B||A|
∫
B
∣∣∣∣u−∫
B
u
∣∣∣∣
when A ⊆ B, and the Poincare´ inequality in (6.52). 
Let c be a Whitney parameter. For all f ∈ L0(R1+n+ ) we define a ‘vertical
Whitney maximal function’ V pc (f) on R
n by
Vc(f)(x) := sup
t>0
Wcf(t, x).
Lemma 6.44. Let p be a finite exponent and suppose f ∈ L0(R1+n+ ). Let c be
a Whitney parameter. Then
(6.53) ‖Vc(κ−θ(p)f)‖Li(p)(Rn) . ‖f‖Xp .
Proof. First note that Γc0c1(x) ⊃ Ωc(t, x) for all (t, x) ∈ R1+n+ , so we have(∫∫
Ωc(t,x)
|τ−θ(p)f(τ, ξ)|2 dτ dξ
)1/2
.
(∫∫
Γc0c1(x)
|τ−θ(p)f(τ, ξ)|2 dτ dξ
τn+1
)1/2
.
Taking the supremum in t > 0 and then integrating in x yields (6.53) with X = T .
Next, for all ε ∈ (0, 1) and for c˜1 ≥ c1max(1 + ε, (1− ε)−1), we have
Ωc(t, x) ⊂ Ωc˜(t′, x)
for all t′ ∈ [(1− ε)t, (1 + ε)t]. Therefore(∫∫
Ωc(t,x)
|τ−θ(p)f(τ, ξ)|2 dτ dξ
)i(p)/2
.
∫ (1+ε)t
(1−ε)t
(∫∫
Ωc˜(t′,x)
|τ−θ(p)f(τ, ξ)|2 dτ dξ
)i(p)/2
dt′
.
∫ ∞
0
(∫∫
Ωc˜(t′,x)
|τ−θ(p)|f(τ, ξ)|2 dτ dξ
)i(p)/2
dt′
t′
.
Integrating in x then yields (6.53) with X = Z. 
The following lemma is not too difficult to show, so we omit the proof.
Lemma 6.45. Suppose h : (0,∞)→ R is a function satisfying
|h(t)− h(s)| .δ |t− s|α
whenever δ ∈ (0, 1) and |t− s| < δt. Then the limit limt→0 h(t) exists, and
(6.54) |h(t)− lim
t→0
h(t)| . |t|α.
We can apply the lemmas above to prove the following limit result. Note that
we do not need to assume u solves any elliptic equation to establish this.
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Proposition 6.46. Let p be a finite exponent with θ(p) > −1, and with p ∈
Imax if i(p) ≤ 1. If u ∈ L2loc(R1+n+ ) and ∇u ∈ Xp, then there exists a unique
v ∈ L0(Rn) ∩ S ′(Rn) such that
(6.55) lim
t→0
∫∫
Ωc(t,x)
u = v(x) a.e. x ∈ Rn.
Moreover,
(6.56) lim
τ→0
∫ 2τ
τ
u(t, ·) dt = v in S ′
and likewise
(6.57) lim
τ→0
∫ 2τ
τ
∇‖u(t, ·) dt = ∇‖v in S ′.
Proof. Write
hx(t) :=
∫∫
Ωc(t,x)
u.
By Lemma 6.43, for all (t, x) ∈ R1+n+ and for all δ ∈ (0, 1) we have
|hx(t)− hx(δt)| .δ t
(∫∫
Ωc˜(t,x)
|∇u|2
)1/2
≃δ (t− δt)1+θ(p)
(∫∫
Ωc˜(t,x)
|τ−θ(p)∇u(τ, ξ)|2 dτ dξ
)1/2
≤ (t− δt)1+θ(p)g(x)
with c˜ coming from Lemma 6.43 and with g := Vc˜(κ
−θ(p)∇u). By Lemma 6.44
we find that g ∈ Li(p)(Rn), and therefore g(x) is finite for almost every x ∈ Rn.
Since 1 + θ(p) > 0, for almost every x we can apply Lemma 6.45 to conclude that
limt→0 hx(t) exists. Since the function x 7→ hx(t) is measurable for each t > 0, the
almost-everywhere defined limit
v : x 7→ lim
t→0
hx(t)
is measurable, and by construction v is the unique function satisfying (6.55).
Next we will show that v ∈ S ′(Rn). This will follow from the estimate
(6.58) |v(x)− v(y)| . |x− y|1+θ(p)(g(x) + g(x) + g(y))
for all x, y ∈ Rn with g defined in the same way as g but with a different choice of
Whitney parameter. Indeed, assuming (6.58), for all x ∈ Rn and all y ∈ Rn such
that |v(y)| <∞,
|v(x)| . |v(y)|+ |x− y|1+θ(p)(g(x) + g(x) + g(y)),
and if i(p) > 1 then for all ϕ ∈ S(Rn) we will have∫
Rn
|v(x)||ϕ(x)| dx <∞
since g, g ∈ Li(p)(Rn) and ϕ ∈ Li(p)′(Rn). If i(p) ≤ 1 then since p ∈ Imax (by
assumption) there exists q with θ(q) > −1 and i(q) > 1 such that p →֒ q, so that
∇u ∈ Xq, and we can then argue with q replacing p.
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We now prove (6.58). Let R = |x − y| and let c′ = (c0 + 1, c1). Then we have
Ωc(x,R) ∪ Ωc(y,R) ⊂ Ωc′(x,R), and so arguing as in the proof of Lemma 6.43 we
have
|v(x) − v(y)| ≤
∣∣∣∣v(x) −∫∫
Ωc(x,R)
u
∣∣∣∣+ ∣∣∣∣∫∫
Ωc(x,R)
u−
∫∫
Ωc(y,R)
u
∣∣∣∣+ ∣∣∣∣∫∫
Ωc(y,R)
u− v(y)
∣∣∣∣
. R1+θ(p)(g(x) + g(x) + g(y))
where g is defined using the Whitney parameter c′ in place of c˜.
It remains to prove the limits (6.56) and (6.57). By the same embedding
argument as before, it suffices to prove this for p such that i(p) > 1. Let ϕ ∈ S ′(Rn)
and τ > 0. Then we have∫ 2τ
τ
|(u(t, ·)− v(·), ϕ)| dt
≤
∫
Rn
∫ 2τ
τ
∫
B(x,c0τ)
|u(t, y)− v(y)||ϕ(y)| dy dt dx
≤
∫
Rn
∫ 2τ
τ
∫
B(x,c0τ)
∣∣∣∣u(t, y)−∫∫
Ωc(τ,x)
u(s, z) ds dz
∣∣∣∣|ϕ(y)| dy dt dx
+
∫
Rn
∫ 2τ
τ
∫
B(x,c0τ)
|v(x)− v(y)||ϕ(y)| dy dt dx
+
∫
Rn
∫ 2τ
τ
∫
B(x,c0τ)
∣∣∣∣∫∫
Ωc(τ,x)
u(s, z) ds dz − v(x)
∣∣∣∣|ϕ(y)| dy dt dx
=: I1 + I2 + I3.
We estimate these three terms individually. First, for τ < 1, with c = (c0, 2),
I1 .
∫
Rn
(∫∫
Ωc(τ,x)
∣∣∣∣u−∫∫
Ωc(τ,x)
u
∣∣∣∣) sup
y∈B(x,c0τ)
|ϕ(y)| dx
. τ1+θ(p)
∫
Rn
g(x) sup
y∈B(x,c0)
|ϕ(y)| dx
.ϕ τ
1+θ(p)‖g‖Li(p)
since the function x 7→ supy∈B(x,c0) |ϕ(y)| is in Li(p)
′
. In the same way we can
prove
I3 . τ
1+θ(p)‖g‖Li(p)
for τ < 1 by using (6.54). Finally, using (6.58), for τ < 1 we have
I2 ≤
∫
Rn
∫
B(x,c0τ)
|v(x) − v(y)| dy sup
z∈B(x,c)
|ϕ(z)|dx
. τ1+θ(p)
∫
Rn
∫
B(x,c0τ)
g(x) + g(y) dy sup
z∈B(x,c)
|ϕ(z)| dx
. τ1+θ(p)
∫
Rn
(g(x) +Mg(x)) sup
z∈B(x,c)
|ϕ(z)| dx
.ϕ τ
1+θ(p)‖g‖Li(p)
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where M is the Hardy–Littlewood maximal operator (which is bounded on Li(p)).
Since 1 + θ(p) > 0 we therefore have
lim
τ→0
∫ 2τ
τ
|(u(t, ·)− v(·), ϕ)| dt = 0,
which proves (6.56). The limit (6.57) is then proven by taking ψ ∈ S(Rn : Cn) and
applying the previous argument to ϕ = divψ. 
These are all the results we need for the case of finite exponents. We will prove
Theorem 6.42 after presenting the results required for infinite exponents (which are
simpler).
Proposition 6.47. Let p be infinite. Then for all u ∈ L2loc(R1+n+ ) we have
(6.59)
∫∫
Ωc(x,R)
∣∣∣∣u−∫∫
Ωc(x,R)
u
∣∣∣∣2 . R2+2r(p)‖∇u‖2Zp .
Moreover, if r(p) ∈ (−1, 0], then for all x ∈ Rn the limit
v(x) := lim
R→0
∫∫
Ωc(x,R)
u
exists and satisfies
(6.60) |v(x) − v(y)| . |x− y|1+r(p).
Proof. The estimate (6.59) follows from the Poincare´ inequality and the
supremum definition of the Zp norm (see Corollary 2.27). The remaining state-
ments are then proven exactly as in Proposition 6.46 (using Lemma 6.45, without
the additional complication of the function g). 
Remark 6.48. Proposition 6.47 shows that having a boundary trace in the
Ho¨lder space Λ˙1+r(p)(Rn) is a generic property5 of the space {u ∈ L2loc : ∇u ∈ Zp}
when p is infinite and r(p) ∈ (−1, 0]. This was already observed by Barton and
Mayboroda [22, Theorem 6.3].
Proof of Theorem 6.42. First suppose p is finite. Proposition 6.46 fur-
nishes a distribution v ∈ L0 ∩Z ′ satisfying (6.50). Furthermore, Theorems 1.5, 6.8
and 6.9 imply that there exists f =: ∇Au|t=0 ∈ XpD ⊂ Z ′ such that ∇Au(t, ·) →
∇Au|t=0 as t → 0 in Xp,+DB ⊂ XpD, hence also in Z ′. Along with the limit (6.57),
this yields
∇‖u|t=0 = (∇Au|t=0)‖ = ∇‖v
which proves that ∇‖v ∈ Xp (and therefore v ∈ Xp+1), and limt→0∇‖u(t, ·) = ∇‖v
in Z ′.
Now suppose p is infinite. We will show that for every cylinder C(x, a,R) in
R1+n+ of the form (a, a+R)×B(x,R), we have the estimate
(6.61)
∫∫
C(x,a,R)
∣∣∣∣u(τ, y)−∫∫
C(x,a,R)
u
∣∣∣∣2 dτ dy . R2(1+r(p)).
By Campanato’s characterisation of the Ho¨lder space Λ˙1+r(p)(R
1+n
+ ) [25, Teorema
I.2] (which uses that 1 + r(p) ∈ (0, 1)), this will complete the proof of Theorem
6.42 when p is infinite.
5That is, it holds for all u in this space, without requiring that u solves an elliptic equation.
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By Theorems 1.5 and 6.9, we know that for all t ≥ 0, t0 > 0 the function
t 7→ ∇Au(t+ t0, ·) is in Zp (using the embedding Tp →֒ Zp for infinite exponents
from Lemma 2.35) with
‖t 7→ ∇Au(t+ t0)‖Zp . ‖∇Au(t0)‖XpD . 1.
Therefore, using Proposition 6.47 for u(·+ t0) and translating, we get
(6.62)
∫∫
(t0,0)+Ωc(x,R)
∣∣∣∣u−∫∫
(t0,0)+Ωc(x,R)
u
∣∣∣∣2 . R2(1+r(p)).
Now consider a cylinder C(x, a,R) as above. If a ≥ R, then C(x, a,R) ⊂
(R − a, 0)× Ωc(x,R), and in this case (6.61) follows from (6.62). To prove (6.61)
for a < R, it suffices to take a = 0. Let v be the boundary trace of u given in
Proposition 6.47. Then we have∫∫
C(x,0,R)
∣∣∣∣u−∫∫
C(x,0,R)
u
∣∣∣∣2 .∫∫
C(x,0,R)
|u− v(x)|2 +
∫∫
C(x,0,R)
∣∣∣∣v(x)−∫∫
C(x,0,R)
u
∣∣∣∣
.
∫∫
C(x,0,R)
|u− v(x)|2 +R2(1+r(p))
using (6.54). To handle the remaining summand, estimate∫∫
C(x,0,R)
|u(τ, y)− v(x)|2 dτ dy
.
∫∫
C(x,0,2R)
∫∫
Ωc(σ,z)
|u(τ, y)− v(x)|2 dτ dy dσ dz
.
∫∫
C(x,0,2R)
(∫∫
Ωc(σ,z)
|u(τ, y)− v(z)|2 dτ dy
)
+
(|v(z)− v(x)|2) dσ dz
.
∫∫
C(x,0,2R)
σ2(1+r(p)) + |z − x|2(1+r(p)) dz dσ(6.63)
. R2(1+r(p))(6.64)
using (6.54) and (6.60) in (6.63), and in the last line using that 1 + r(p) ≥ 0. This
proves (6.61), and thus completes the proof of Theorem 6.42. 

CHAPTER 7
Applications to Boundary Value Problems
7.1. Characterisation of well-posedness and corollaries
First let us put the boundary value problems given in the introduction (Sub-
section 1.1.2) in a more convenient form. Fix m ∈ N and let p be an exponent. By
making use of the transversal/tangential splitting Cm(1+n) = Cm ⊕ Cmn, we can
write
XpD(R
n : Cm(1+n)) = PD(X
p(Rn : Cm(1+n)))
= (Xp ∩DZ ′)(Rn : Cm(1+n))
= Xp(Rn : Cm)⊕ (Xp(Rn : Cmn) ∩ ∇‖Z ′(Rn : Cmn))
=: Xp⊥ ⊕Xp‖ .
Definition 7.1. For all exponents p ∈ Imax we define the Regularity problem
(RX)
p
A :

LAu = 0 in R
1+n
+ ,
limt→0∇‖u(t, ·) = f ∈ Xp‖ ,
‖∇u‖
X˜p
. ‖f‖Xp ,
and the Neumann problem
(NX)
p
A :
 LAu = 0 in R
1+n
+ ,
limt→0 ∂νAu(t, ·) = f ∈ Xp⊥,
‖∇u‖
X˜p
. ‖f‖Xp .
The spaces X˜p (which are just the spaces Xp with an additional decay condition
at infinity) were defined in Section 6.5. By limt→0∇‖u(t, ·) = f ∈ Xp‖ we mean
that f ∈ Xp‖ and that the limit is in the Xp‖ topology, and likewise for the limit in
the Neumann problem. These limits are imposed in the weak-star topology when
p is infinite. We say that such a problem is well-posed if for all boundary data f
there exists a unique u (up to additive constant) satisfying the conditions of the
problem.
We denote these problems simultaneously by (PX)
p
A, with P standing for either
R or N . We define the well-posedness region
WP(PX)A := {p ∈ Imax : (PX)pA is well-posed}.
Remark 7.2. The problems (RX)
p
A and (NX)
p
A include all Regularity and
Neumann problems introduced in Subsection 1.1.2. The definition above is much
more concise (but, initially, much less clear).
Remark 7.3. We stress that in the case of Hardy–Sobolev spaces, there is no
a priori connection between the interior control and the boundary condition. In
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contrast, in the case of Besov spaces, they are connected by the trace theorem of
Barton and Mayboroda [22, Theorem 3.9].
Remark 7.4. The boundary condition in (RX)
p
A is equivalent to the Dirichlet
condition
lim
t→0
u(t, ·) = g ∈ Xp+1⊥
where ∇‖g = f , since ∇‖ is an isomorphism from Xp+1⊥ onto Xp‖ . Therefore (RX)pA
could be thought of as a Dirichlet problem (DX)
p+1
A . The limit above is taken in
the topology of Xp+1⊥ , which we defined as a subspace of Z ′, but which also embeds
in the space of Schwartz distributions modulo constants when θ(p) ∈ [−1, 0]. When
p is finite, we can be more precise. When θ(p) = −1, Xp+1⊥ also embeds in the
space of Schwartz distributions as the Lebesgue space Li(p). In this case, there is
also convergence in Li(p) having fixed the constant (recall that ∇u ∈ Xp so u is
determined up to a constant), see [16, Corollary 1.4]. The case θ(p) = 0 is also
treated in [16, Corollary 1.2]. In the intermediate case, we can proceed similarly.
First, Theorems 2.52 and 2.53 show that when p is finite these spaces can be realised
as contained (not embedded) in L1loc. We can then impose the limit in L
1
loc, which
fixes the floating constant in the determination of u in terms of g. It can be shown
that this limit holds a priori in L1loc. We omit further details.
We use the first representation theorem (Theorem 6.11) to characterise the
well-posedness of (RX)
p
A and (NX)
p
A for p in the classification region J(X, DB) (see
Definition 6.10). Let N⊥ and N‖ denote the projections from X
p
D(R
n : Cm(1+n))
onto Xp⊥ and X
p
‖ respectively. For p ∈ J(X, DB) we have defined Xp,+DB (Rn :
Cm(1+n)) as a subspace of XpD(R
n : Cm(1+n)), and through this identification we
define
Np
X,DB,‖ : X
p,+
DB → Xp‖ and NpX,DB,⊥ : Xp,+DB → Xp⊥
as the restrictions of N⊥ and N‖ respectively.
Theorem 7.5 (Characterisation of well-posedness). Let B = Aˆ, and
suppose that p ∈ J(X, DB). Then (RX)pA (resp. (NX)pA) is well-posed if and only
if Np
X,DB,‖ (resp. N
p
X,DB,⊥) is an isomorphism.
Proof. The results for θ(p) = 0 and θ(p) = −1 correspond to [16, Theorems
1.5 and 1.6], so we need only consider θ(p) ∈ (−1, 0). Theorem 6.11 tells us that
∇Au = C+DBF0 for a unique F0 ∈ Xp,+DB , with F0 = limt→0∇Au(t, ·) in Xp (here is
where we use that p ∈ J(X, DB)). Since ∇A =
[
∂νA ,∇‖
]
, the boundary conditions
for (RX)
p
A and (NX)
p
A can be rewritten as
N‖(F0) = f ∈ Xp‖ and
N⊥(F0) = f ∈ Xp⊥
respectively. The result follows. 
Define the energy exponent e = (2,−1/2). For all A, the Lax–Milgram theorem
guarantees well-posedness of the problems (RX)
e
A and (NX)
e
A (see [13, Theorems
3.2 and 3.3]).
Definition 7.6. Suppose p and q are exponents with θ(p), θ(q) ∈ [−1, 0]. We
say that the boundary value problems (PX)
p
A, (PX)
q
A are mutually well-posed if they
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are both well-posed, and if for all boundary data f ∈ Xp• ∩Xq• (where • is either ‖
or ⊥ depending on the choice of boundary condition) the solutions to (PX)pA and
(PX)
q
A with boundary data f are equal. We say that (PX)
p
A is compatibly well-posed
if (PX)
p
A and (PX)
e
A (where e is the energy exponent defined above) are mutually
well-posed.
If B = Aˆ and p,q ∈ J(X, DB), then Theorem 7.5 says that (PX)pA and (PX)qA
are mutually well-posed if and only if NpX,DB,• and N
q
X,DB,• are isomorphisms and
(NpX,DB,•)
−1 = (NqX,DB,•)
−1 on Xp• ∩ Xq• . Evidently mutual well-posedness is
transitive: if (PX)
p
A and (PX)
q
A are mutually well-posed, and if (PX)
q
A and (PX)
r
A
are mutually well-posed, then (PX)
p
A and (PX)
r
A are mutually well-posed.
For finite exponents in the classification region we can interpolate mutual well-
posedness; ‘mutuality’ is required in order to interpolate invertibility.
Theorem 7.7 (Interpolation of mutual well-posedness). Let B = Aˆ, and
suppose p,q ∈ J(X, DB)∩Efin. If (PX)pA and (PX)qA are mutually well-posed, then
the problems ((PX)
[p,q]η
A )η∈[0,1] are pairwise mutually well-posed. Furthermore, if
θ(p) 6= θ(q) and X = H, then the problems ((PB)[p,q]ηA )η∈(0,1), (PH)pA and (PH)qA
are pairwise mutually well-posed.
Proof. We use the interpolation result for smoothness spaces, Theorem 2.56.
By the previous discussion, we have
(NpX,DB,•)
−1 = (NqX,DB,•)
−1
on the intersection Xp• ∩Xq• . Since this intersection is dense in Xp• and Xq• (here
is where we use finiteness of p and q), we have a well-defined operator
N˜ : Xp• +X
q
• → Xp,+DB +Xq,+DB
which restricts to (NpX,DB,•)
−1 and (NqX,DB,•)
−1 on Xp• and X
q
• respectively. By
complex interpolation, for each η ∈ [0, 1], N˜ restricts to a bounded operator
N˜η : X
[p,q]η
• → X[p,q]η,+DB . Since N˜η is equal to (NpX,DB,•)−1 on X[p,q]η• ∩Xp• , and
since N
[p,q]η
X,DB,• is equal to N
p
X,DB,• on X
[p,q]η,+
DB ∩Xp,+DB , we find that N˜η is the in-
verse of N
[p,q]η
X,DB,•. Therefore N
[p,q]η
X,DB,• is an isomorphism, and since [p,q]η satisfies
the assumptions of Theorem 7.5 (by Theorem 4.32), (PX)
[p,q]η
A is well-posed. Fur-
thermore, since N˜η = (N
p
X,DB,•)
−1 on X
[p,q]η
• ∩ Xp• , the problems (PX)[p,q]ηA and
(PX)
p
A are mutually well-posed. Transitivity of mutual well-posedness completes
the proof of the first statement. When X = H and θ(p) 6= θ(q), applying real
interpolation with the same argument yields the second statement. 
Well-posedness can be extrapolated, preserving mutuality, within the classifica-
tion region J(X, DB), however we must restrict to exponents p with θ(p) ∈ (−1, 0).
This is a consequence of Sˇne˘ıberg’s extrapolation theorem [70]; the proof uses the
same argument as that of Theorem 5.18.
Theorem 7.8 (Extrapolation of well-posedness). Let B = Aˆ, and suppose
p ∈ J(X, DB) with θ(p) ∈ (−1, 0). If X = H then further assume that j(p) 6= 0,
and if X = B then assume i(p) > 1. Suppose that (PX)
p
A is well-posed. Then there
exists a (j, θ)-neighbourhood Op of p such that for all q ∈ Op with θ(q) ≤ 0, (PX)qA
and (PX)
p
A are mutually well-posed.
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Remark 7.9. For X = H, the restriction j(p) 6= 0 rules out BMO-Sobolev
spaces, which are not in the interior of any of our complex interpolation scales. Also
with X = H, a corresponding result is true for θ(p) ∈ {−1, 0}, but well-posedness
is only obtained for q near p with θ(q) = θ(p). The proof uses the same argument.
For X = B, the restriction i(p) > 1 is due to the lack of a complex interpolation
theorem for quasi-Banach Z-spaces.
This leads to an interesting corollary: a topological characterisation of mutual
well-posedness.
Corollary 7.10. Let B = Aˆ, and let p,q ∈ J(X, DB)∩Efin with θ(p), θ(q) ∈
(−1, 0). Then (PX)pA and (PX)qA are mutually well-posed if and only if p and q are
in the same connected component of WP(PX)A∩J(X, DB) (the set of all exponents
in the classification region for which (PX)A is well-posed).
Proof. If (PX)
p
A and (PX)
q
A are mutually well-posed, then Theorem 7.7 (inter-
polation of mutual well-posedness) implies that p and q lie in the same connected
component of WP(PX)A ∩ J(X, DB). On the other hand, Theorem 7.8 (extrapo-
lation of well-posedness) shows that the sets
{r ∈ J(H, DB) : (PH)rA and (PH)pA mutually well-posed, j(r) 6= 0, θ(r) ∈ (−1, 0)},
{r ∈ J(B, DB) : (PB)rA and (PB)pA mutually well-posed, θ(r) ∈ (−1, 0)},
and their complements in WP(PX)A∩J(X, DB), are both open. Therefore if (PX)pA
and (PX)
q
A are not mutually well-posed, then p and q lie in different connected
components of WP(PX)A ∩ J(X, DB). 
Now we present a ♥-duality principle for well-posedness.
Theorem 7.11 (♥-duality of well-posedness). Let B = Aˆ, and suppose
that p,q ∈ J(X, DB) ∩ Efin. If (PX)pA and (PX)qA are mutually well-posed, then
(PX)
p♥
A∗ and (PX)
q♥
A∗ are mutually well-posed.
Remark 7.12. If i(p) ∈ (1,∞), then this statement is an equivalence. Further-
more, if (PX)
p
A is compatibly well-posed, then (PX)
p♥
A∗ is also compatibly well-posed,
since e♥ = e.
We point out the case where p = (1, s) with s ∈ (−1, 0]: in this case the result
says that well-posedness of a problem with coefficients A and boundary data in the
Hardy–Sobolev space H˙1s (resp. the Besov space B˙
1,1
s ) implies well-posedness of the
corresponding problem for A∗ with boundary data in the image of BMO–Sobolev
space ˙BMO−s (resp. the Ho¨lder space Λ˙−s) under D. We elaborate on this in
Remark 7.13 below.
Proof of Theorem 7.11. We will be sketchy because all the important de-
tails of this argument have already been done by the second author, Mourgoglou,
and Stahlhut (see [19, §12.2] and [16, §13]). Recall from Remark 5.21 that Â∗ =
NB∗N =: B˜. When p is finite, the pairing
〈f, g〉NXpDB := 〈f,Ng〉XpDB
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is a duality pairing between XpDB and X
p′
B˜D
. By Proposition 5.6 we have that
‖Dg‖
Xp
♥
DB˜
≃ ‖g‖
Xp
′
B˜D
whenever g ∈ D(D) ∩ Xp′
B˜D
, and so the pairing
(7.1) 〈f, g〉♥
XpDB
:= 〈f,ND−1g〉XpDB
is a duality pairing between XpDB and R(D) ∩ Xp
♥
DB˜
. Since p ∈ J(X, DB), we
have identified XpD = X
p
DB and X
p♥
D = X
p♥
DB˜
as completions of XpDB and X
p♥
DB˜
respectively (using a simple modification of Proposition 5.13 to make the second
identification), and by density the pairing (7.1) extends to a duality pairing between
XpDB and X
p♥
DB˜
. As in the proof of [16, Lemma 13.3], this pairing realises Xp
♥,∓
DB˜
as the dual of Xp,±DB , X
p♥
⊥ as the dual of X
p
‖ , and X
p♥
‖ as the dual of X
p
⊥. The
remainder of the argument precisely follows the proof of [16, Theorem 1.6]. 
Remark 7.13. The restriction to finite exponents in Theorem 7.11 appears
because the duality Xp
′ ≃ (Xp)′ only holds when p is finite. When p = (∞, s; 0),
for example, we do not have ( ˙BMOs)
′ ≃ H˙1−s. However, we do have
VMO′ ≃ H1,
where VMO, the space of functions of vanishing mean oscillation, is the norm
closure of C∞c in BMO.
1 In this long remark, we will sketch how ‘fractional VMO’
spaces could be included in our results; for lack of concrete applications, we will
keep this at the level of a sketch. Given our omission of proofs, the reader should
consider this as an informed conjecture.
For s ∈ R, define ˙VMOs to be the norm closure of C∞c in ˙BMOs. Then we
have the duality
˙VMO
′
s ≃ H˙1−s.
For an operator A satisfying the Standard Assumptions, we may define A-adapted
fractional pre-VMO spaces VMOA,s analogously to the spaces H
(∞,s;0)
A by using
vanishing tent spaces vT∞s;0. These may be defined as the norm closure of T
2∩T∞s;0 in
T∞s;0 (the weak-star closure returns T
∞
s;0), and their properties have been established
for example by Jiang and Yang [53] when s = 0. In particular the duality
(vT∞s;0)
′ ≃ T 1−s;0
holds for all s ∈ R.
For auxiliary functions ψ ∈ Ψ∞∞, define canonical completions ψVMODB,s as
the closures of Qψ,DBVMODB,s in vT
∞
s;0 (or equivalently, as the norm closures of
Qψ,DBVMODB,s in T
∞
s;0, or even as the norm closures of Qψ,DBH
(∞,s;0)
DB in T
∞
s;0).
Then the duality
(ψVMODB,s)
′ ≃ ψ˜H(1,−s;0)B∗D
follows from the arguments of Section 4.3.
One can follow the arguments of Theorem 6.9 and characterise solutions to
(CR)DB in vT
∞
s;0 (with decay at infinity) as generalised Cauchy extensions of func-
tions in VMO+s,DB when (∞, s; 0)♥ = (1,−s; 0) ∈ I(H, DB∗). As in this section,
one can then characterise well-posedness of Regularity and Neumann problems with
1This is the VMO space of Coifman and Weiss [28, §4] rather than that first introduced by
Sarason [69].
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˙VMOs boundary data in terms of a corresponding map NVMO,DB,• being an iso-
morphism.
The ♥-duality argument of Theorem 7.11 then says that for coefficients A,
when (1,−s; 0) ∈ I(H, DAˆ∗), well-posedness of a Regularity or Neumann problem
for LA with data in ˙VMOs implies well-posedness of the adjoint problem (i.e. that
for LA∗) with data in H˙
1
−s. Furthermore, Theorem 7.11 applied to LA∗ for the
exponent (1,−s; 0) then implies that the original problem is, in fact, well-posed
with data in ˙BMOs. This is a priori stronger, so we deduce that well-posedness (of
a problem) with data in ˙BMOs is equivalent to well-posedness with data in ˙VMOs.
Thus we can generalise observations made by the second author and Mourgoglou
[15] (where s = 0), which followed the observation of Dindos, Kenig, and Pipher [31]
that BMO solvability for real coefficient equations is equivalent to VMO solvability.
7.2. Regions of well-posedness for certain classes of coefficients
The results above show that from well-posedness of a boundary value problem
for an exponent p ∈ J(X, DB) with B = Aˆ, we may deduce well-posedness for
a larger range of exponents by ♥-duality, interpolation, and extrapolation. As an
application of this principle we consider various classes of coefficients for which we
already have some information on well-posedness.
7.2.1. Real coefficients, m = 1. First we consider the regularity problems
(RX)
p
A in the real scalar case: this is a good way of exhibiting the main features of
our theory, and for the case of Hardy–Sobolev boundary data these results seem to
be new.
Suppose thatm = 1 (so that LAu = 0 is a single equation rather than a system)
and that the entries of A are real. In this setting, there exists a number α ∈ (0, 1]
such that for every Euclidean ball B = B(X0, 2r) in R
1+n
+ and every solution u to
LAu = 0 in B, we have
(7.2) |u(X)− u(X ′)| .
( |X −X ′|
r
)α(∫∫
B
|u|2
)1/2
for all X,X ′ in the smaller ball B(X0, r). In this case say that the coefficients A
satisfy the De Giorgi–Nash–Moser condition of exponent α. The adjoint matrix A∗
will also satisfy a De Giorgi–Nash–Moser condition of (possibly different) exponent
α∗.
The second author and Stahlhut [19, Corollary 13.3] show that in this case2 we
have(
n
n+ α
, p+(DB)
)
⊂ I0(H, DB),
(
n
n+ α∗
, p+(DB˜)
)
⊂ I0(H, DB˜),
where B˜ = Aˆ∗ (note that B˜ 6= B∗) and where p+(DB), p+(DB˜) > 2. Therefore by
♥-duality (see Proposition 5.13 and Remark 5.21), we have
(p+(DB˜)′,∞) ⊂ I−1(H, DB), (p+(DB)′,∞) ⊂ I−1(H, DB˜).
By interpolation (Theorem 4.32) we then have that I(H, DB) contains the region
pictured in Figure 8, and I(B, DB) contains the interior of that region. The point
2In fact, a weaker assumption is needed there, and the parameters α, α∗ are not necessarily
those from (7.2). Still, such parameters exist.
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Figure 8. Exponents p ∈ I(H, DB), when m = 1 and A is real,
with B = Aˆ.
1
2
1 n+1
n
j(p)
0
θ(p)
0
−1
1/p+(DB) n+αn
1/p+(DB˜)′
xA
xA here is defined as the pictured intersection, which is a function of n, α, and
p+(DB˜) that we need not compute explicitly.
There is also a corresponding diagram for B˜ that we have not pictured, in-
cluding a corresponding exponent xA∗ . By applying ♥-duality to the exponents
p ∈ I(H, DB˜) with i(p) ∈ (1, 2), and another application of interpolation, we can
increase these ranges to that pictured in Figure 9.
It has been shown that there exist pR(A) > 1 (possibly small) and 0 < α
♯ ≤
min(α, α∗) such that the Regularity problem (RH)
(p,0)
A is compatibly well-posed for
all p ∈ (n/(n + α♯), pR(A)], and likewise for A∗ (we can choose α♯ ≤ min(α, α∗)
which works for both A and A∗).3 By the results of the previous paragraph, we
have (p, 0) ∈ I0(H, DB)∩I0(H, DB˜) for all such p,4 and so we may apply ♥-duality
and interpolation as in the previous argument to deduce compatible well-posedness
of (RH)
p
A for p in the region pictured in Figure 10, and of (RB)
p
A in the interior of
this region.5
We can expand this region slightly for Besov spaces: applying ♥-duality to
compatible well-posedness of (RB)
p
A∗ for p in the open triangle with vertices yA∗
(defined pictorially in Figure 10), (n+α♯/n, 0), and (1, 0), we find that (RB)
(∞,α;0)
A
is compatibly well-posed for all α ∈ (−1,−1−α♯). Therefore (after another iteration
3The pR(A) endpoint of this result is due to Kenig and Rule in dimension n + 1 = 2 [61,
Theorem 1.4] and Hofmann, Kenig, Mayboroda, and Pipher in dimension n+1 ≥ 3 [41, Corollary
1.2]. The other endpoint is an extrapolation result of the second author and Mourgoglou [15,
§10.1].
4It is possible that p > p+(DB) or p > p+(DB˜), in which case we have to restrict to small p.
5We can also deduce results for BMO-Sobolev spaces, which correspond to the unpictured
j(p) = 0 range.
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Figure 9. More exponents p ∈ I(H, DB), when m = 1 and A is
real, with B = Aˆ. The dark shaded region corresponds to Figure
8.
1
2
1 n+1
n
j(p)
0
θ(p)
0
−1
1/p+(DB) n+αn
1/p+(DB˜)′
x♥A∗
xA
Figure 10. Exponents p for which (RH)
p
A is compatibly well-
posed (the dark shaded region). The light shaded region is from
Figure 9.
1
2
1 n+1
n
j(p)
0
θ(p)
0
−1
1/pR(A)
n+α♯
n
1/pR(A
∗)′
y♥A∗
yA
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Figure 11. Exponents p for which (RB)
p
A is compatibly well-
posed (the dark shaded region); this includes no exponents with
θ(p) = 0 or θ(p) = −1. The light shaded region is from Figure 9.
1
2
1 n+1
n
j(p)
0
θ(p)
0
−1
1/pR(A)
n+α♯
n
1/pR(A
∗)′
(0,−1 + α♯)
(1,−α♯)
of interpolation) we have well-posedness of (RB)
p
A for all p in the shaded region
of Figure 11. This is the same region obtained by Barton and Mayboroda for
compatible well-posedness of (RB)
p
A in this setting [22, Figure 3.5].
6 To recover the
result of [22, Corollary 3.24], one need only apply Lemma 6.4 (which is valid for the
region of p pictured in Figure 11, see Figure 5) to remove the decay assumption
at infinity from (RB)
p
A, and the trace theorem [22, Theorem 6.3] to replace our
boundary condition with a trace condition.
In the case of dimension n + 1 = 2, Neumann problems can be transposed to
Regularity problems using the conjugate equation. This idea goes back to Morrey
[67]. Thus the same results hold for Neumann problems in this case.
In the case that A is symmetric and n ≥ 1, in addition to the above assumptions,
results of Kenig and Pipher [60] imply that we have the additional information
pR(A) > 2, and regions of compatible well-posedness of (RX)
p
A can be expanded
accordingly. Note that the results there are proven in the context of the unit ball
instead of the upper-half space, but similar arguments can be used. An argument
showing well-posedness at p = 2 in our context has been given by the second author,
Axelsson and McIntosh [8, Theorem 2.2]. From this, Sˇne˘ıberg’s extrapolation gives
pR(A) > 2. The corresponding Neumann problems (NX)
p
A are well-posed for an
analogous range of p by the same arguments.
6The only difference is in the light shaded ‘region of applicability’: ours depends on exponent
p+(DB) from [19], while that in Barton–Mayboroda is in terms of the exponent appearing in
Meyers’ theorem [66, Theorem 2] (see also [22, Lemma 2.12]). It is not clear whether there is any
relationship between these exponents.
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7.2.2. Constant coefficients. Suppose that A is constant. By results of the
second author and Stahlhut [19, §3.4 and Theorem 5.1], we have I0(H, DB) =
(n/(n+ 1),∞), and therefore by ♥-duality and interpolation we have
J(H, DB) = Imax,
J(B, DB) = Imax ∩ {p ∈ E : θ(p) ∈ (−1, 0)}.
Furthermore, it was observed by the second author and Mourgoglou [16, §14.1]
that the Regularity and Neumann problems (PH)
p
A are compatibly well-posed for
all p ∈ I0(H, DB). By ♥-duality and interpolation (arguing as we did for real
symmetric scalar equations), we thus have compatible well-posedness of (PH)
p
A for
all p ∈ Imax, and of (PB)pA for all p ∈ Imax with θ(p) ∈ (−1, 0). We note that these
results may be more simply obtained by Fourier multiplier theory; our framework
is overkill for constant coefficients.
7.2.3. Self-adjoint coefficients. Suppose that A is self-adjoint, A = A∗,
but not necessarily real and with m = 1. Then [8, Theorem 2.2] shows that both
Regularity and Neumann problems (PH)
(2,0)
A are compatibly well-posed, and by ♥-
duality (PH)
(2,−1)
A is also compatibly well-posed. Interpolation then gives compat-
ible well-posedness of (PH)
(2,s)
A and (PB)
(2,s)
A for all s ∈ (−1, 0), and extrapolation
(via Theorem 7.8) gives compatible well-posedness for exponents p sufficiently close
to this line.
7.2.4. Diagonal block coefficients. Suppose that A has the form
A =
[
A⊥⊥ 0
0 A‖‖
]
.
By results of the second author and Mourgoglou [16, §14.2], the problems (RH)pA
and (NH)
p
A are compatibly well-posed for all p ∈ I0(H, DB). By ♥-duality, we
also have compatible well-posedness of these problems for all p ∈ I0(H, DB∗)♥.
Interpolating between the intervals I0(H, DB) and I0(H, DB
∗)♥ ∩Efin then yields
a set of exponents p such that the problems (PH)
p
A and (PB)
p
A are all compatibly
well-posed.
7.2.5. Block triangular coefficients. Suppose that A has the lower trian-
gular block form
A =
[
A⊥⊥ 0
A‖⊥ A‖‖
]
.
Then results of the second author with McIntosh and Mourgoglou [13, Theorem
6.2] imply that the Neumann problem (NH)
(2,0)
A is compatibly
7 well-posed. On the
other hand, if A has the upper triangular form
A =
[
A⊥⊥ A⊥‖
0 A‖‖
]
then by [13, Theorem 6.4] the Regularity problem (RH)
(2,0)
A is compatibly well-
posed. Since taking adjoints interchanges lower triangular and upper triangular
block form matrices, we find by ♥-duality that (RH)(2,−1)A is compatibly well-posed
when A is lower triangular, and (NH)
(2,−1)
A is compatibly well-posed when A is
7The compatibility is not explicitly detailed there, but the argument is not too difficult. See
[9, Theorem 2.32]. Likewise for the Regularity problem below.
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upper triangular. As in the previous examples we can use interpolation and ex-
trapolation to deduce compatible well-posedness of these problems for larger open
regions of exponents.
7.2.6. An example with incompatible well-posedness. Let m = n = 1.
Since we are working in the plane, results of the second author and Stahlhut [19,
Proposition 3.11 and Theorem 5.1], along with the usual♥-duality and interpolation
arguments, yield J(H, DB) = Imax and J(B, DB) = Imax ∩ {θ(p) ∈ (−1, 0)}.
For all k ∈ R define the coefficient matrix
Ak(x) :=
[
1 k sgn(x)
−k sgn(x) 1
]
.
The following well-posedness result was proven by Axelsson [20, Theorem 1.2].
Theorem 7.14 (Axelsson). Suppose p ∈ (1/2,∞). Then
• the Regularity problem (RH)(p,0)Ak is well-posed if k 6= − tan(π/2p), and
• the Neumann problem (NH)(p,0)Ak is well-posed if k 6= tan(π/2p).
However, results of Kenig, Koch, Pipher, and Toro [59] and of Kenig and Rule
[61] (see [20, Theorem 1.1]) show that (RH)
(p,0)
Ak
(resp. (NH)
(p,0)
Ak
) is not compatibly
well-posed when k < − tan(π/2p) (resp. k > tan(π/2p)). We will use our theory to
deduce some results for more general exponents. Let us consider only Regularity
problems, as Neumann problems can be handled by the same arguments.
Rewriting the conditions above in terms of p, we find that (RH)
(p,0)
Ak
is com-
patibly well-posed for all p ∈ (1/2,∞) when k > 0, and for all p ∈ (12 , π2 arctan(−k) )
when k < 0. Furthermore, when k < 0, (RH)
(p,0)
Ak
is (incompatibly) well-posed for
all p > π2 arctan(−k) . Note that
π
2 arctan(−k) > 1.
Let us fix k < 0 for convenience. Since A∗k = A−k, ♥-duality tells us that
(RH)
(p,−1)
Ak
is compatibly well-posed for all p ∈ (1,∞). Therefore, by two iterations
of ♥-duality and interpolation, as we carried out in Subsection 7.2.1, we deduce
that (RH)
p
Ak
and (RH)
p
A−k
are compatibly well-posed for the exponents p pictured
in Figures 12 and 13. Real interpolation then yields compatible well-posedness for
the problems (RB)
p
Ak
for p in the interior of this region. One can argue similarly
to find regions of well-posedness for Neumann problems.
Remark 7.15. We would like to extrapolate and find more exponents for which
(RH)
p
Ak
is well-posed (but not compatibly well-posed). However, our extrapolation
theorem (Theorem 7.8) only holds for exponents p with θ(p) ∈ (−1, 0), and we
would need to extrapolate from exponents with θ(p) = 0. We conjecture that there
is a region of exponents p, relatively open with respect to Imax, such that (RH)
p
Ak
is incompatibly well-posed. Such a region is pictured in Figure 14.
7.3. Stability of well-posedness under perturbation of coefficients
In this section, we turn to studying stability in the coefficients of well-posedness,
that is, how well-posedness results are affected by perturbing the coefficients of the
system LAu = 0 in L
∞.
Theorem 7.16 (Stability of well-posedness in coefficients). Suppose that
A0 and A are coefficients, let B0 = Â0 and B = Aˆ, and suppose p ∈ J(X, DB) for
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Figure 12. Exponents p for which (RH)
p
Ak
is compatibly well-
posed (the dark shaded region), with k < 0. The thick dashed line
consists of exponents p such that (RH)
p
Ak
is well-posed, but not
compatibly well-posed. The exponent x−k is defined geometrically
in Figure 13. The region j(p) > 1 is not to scale.
1
2
1 2
j(p)
0
θ(p)
0
−1
−1/2
x♥−k
( π2 arctan(−k) , 1)
all B with ‖B − B0‖∞ sufficiently small, with uniform implicit constants in B. If
p ∈WP(PX)A0 , and if ‖A0 −A‖∞ is sufficiently small, then p ∈WP(PX)A.
Remark 7.17. Note that in this theorem we make a rather strong a priori
assumption that p is in the classification region J(X, DB) for all B sufficiently
close to B0 (which includes B = B0 in particular), and we also assume that the
implicit constants in the norm equivalence XpDB = X
p
D are uniform in B. We know
that this assumption holds for certain p in certain cases; we return to this point in
Remark 7.19.
Proof of Theorem 7.16. By Theorem 7.5 it suffices to show that
NpX,DB,• : X
p,+
DB → Xp•
is an isomorphism, where • denotes either ⊥ or ‖ depending on the boundary value
problem in question. Recall that NpX,DB,• is the restriction of N• : X
p
D → Xp• to
Xp,+DB ⊂ XpD, which is defined provided that B is sufficiently close to B0 thanks
to our assumptions. Furthermore, since DB has bounded H∞ functional calculus
on XpD for all B sufficiently close to B0, uniformly in B (using p ∈ I(X, DB) and
Proposition 4.24, along with the assumptions), we get
(7.3) ‖χ+(DB)− χ+(DB0)‖L(XpD) . ‖B −B0‖∞
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Figure 13. Exponents p for which (RH)
p
A−k
is compatibly well-
posed (the dark shaded region), with k < 0. The thick dashed
line consists of exponents p such that (RH)
p
A−k
is well-posed, but
not compatibly well-posed. The exponent x−k is defined as the
pictured intersection. The region j(p) > 1 is not to scale.
1
2
1 2
j(p)
0
θ(p)
0
−1
−1/2
x−k
( ππ−2 arctan(−k) ,−1)
by the results of Axelsson, Keith, and McIntosh [21, §6].8
Write
NpX,DB,• = N•χ
+(DB0)χ
+(DB) +N•(χ
+(DB)− χ+(DB0)).
Note that
χ+(DB0)χ
+(DB) = (χ+(DB0)− χ+(DB) + χ+(DB))χ+(DB)
= I − (χ+(DB)− χ+(DB0))
on Xp,+DB , so by the estimate (7.3), χ
+(DB0)χ
+(DB) : Xp,+DB → Xp,+DB0 is invertible
by a Neumann series if ‖B −B0‖∞ is sufficiently small. Since NpX,DB0,• : Xp,+DB0 →
Xp• is an isomorphism (by Theorem 7.5 and the assumptions), the composition
M := N•χ
+(DB0)χ
+(DB) = NpX,DB0,•χ
+(DB0)χ
+(DB) : Xp,+DB → Xp•
is also an isomorphism. One can then write
NpX,DB,• = M
(
I +M−1N•(χ
+(DB)− χ+(DB0))
)
and note that the second factor is also invertible by a Neumann series if ‖B−B0‖∞
is sufficiently small. Hence NpX,DB,• is an isomorphism, and we are done. 
8More precisely, this gives the corresponding estimate on R(D). Proposition 4.24 then ex-
tends the estimate to Xp
D
.
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Figure 14. A conjectural extrapolation of Figure 12. Two disjoint
mutual well-posedness classes for (RH)
p
Ak
, with k < 0. Again, the
region j(p) > 1 is not to scale.
1
2
1 2
j(p)
0
θ(p)
0
−1
−1/2
x♥−k
( π2 arctan(−k) , 1)
?
Remark 7.18. The proof above shows that the inverse of NpX,DB,• is given
by an expression coming from multiple Neumann series involving the operators
(NpX,DB0,•)
−1 and χ+(DB)− χ+(DB0). Therefore, if the assumptions of Theorem
7.16 are satisfied for two exponents p,q, and if (PX)
p
A0
and (PX)
q
A0
are mutually
well-posed, it follows that (PX)
p
A and (PX)
q
A remain mutually well-posed for ‖A−
A0‖∞ sufficiently small.
Remark 7.19. There are three situations in which we can guarantee that the
hypotheses of Theorem 7.16 are satisfied.
First, for any coefficients A, the hypotheses are satisfied provided that p ∈ Imin
(see Theorem 5.17; in the Besov space case we also require θ(p) ∈ (−1, 0)). The only
thing which is not obvious here is uniformity of implicit constants: when θ(p) = 0
this is contained in the proof of [19, Proposition 7.1], and the general case follows
by ♥-duality and interpolation (as in the derivation of the region Imin).
Second: whenever n = 1 the hypotheses are satisfied for all coefficients and for
all p ∈ Imax (with θ(p) ∈ (−1, 0) in the Besov space case): this follows from [19,
Proposition 3.11 and Theorem 5.1], ♥-duality, and interpolation.
Finally, write A in the transversal/tangential decomposition as in (1.7), and
suppose that A∗‖‖ satisfies the De Giorgi–Nash–Moser condition of exponent α in
dimension n (see (7.2)). It is shown in [19, §13] that the hypotheses of Theorem
7.16 are satisfied for the exponent (p, 0) whenever p ∈ (n/(n+ α), p+(DB)), where
p+(DB) > 2. If in addition A‖‖ satisfies the De Giorgi–Nash–Moser condition of
exponent α, then it follows by ♥-duality and interpolation that the hypotheses of
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Theorem 7.16 hold for all p in the region pictured in Figure 9 (in the Besov space
case, we again require θ(p) ∈ (−1, 0)).
7.4. The method of layer potentials
We conclude the monograph by explaining how the first-order approach relates
to the method of layer potentials. In solving boundary value problems for LA, it
has been a standing question whether solutions constructed by different methods
agree, and in particular whether solutions are always given by layer potentials when
their defining integrals exist. A consequence of Rose´n’s identification of the layer
potentials in terms of Cauchy operators for DB having assumed the De Giorgi–
Nash–Moser condition on A and A∗, is that solutions constructed via Cauchy op-
erators coincide with solutions constructed by the method of layer potentials, and
satisfy a layer potential representation
(7.4) u(t, x) = St(∂νAu|t=0)(x) −Dt(u|t=0)(x)
in some appropriate sense (modulo constants) [68]. At the time, Rose´n’s identifi-
cation applied when Xp = L2θ for −1 ≤ θ ≤ 0. As a consequence of our results,
we obtain a third representation theorem for exponents in the classification region.
We do not yet know what happens outside the classification region.
Theorem 7.20 (Layer potential representation). For p ∈ J(X, DB),
any solution u of LAu = 0 with the interior control ∇u ∈ X˜p is given by the layer
potential representation (7.4) modulo constants.
We shall prove this theorem (and more) later in the section. In our general
setting the operators in (7.4) are generalised layer potential operators which we
define below. When A and A∗ satisfy the De Giorgi–Nash–Moser condition, these
are the more familiar integral operators that we review next. We will also explain
what we mean by ‘the method of layer potentials’. This method has a long history
in the case of the Laplace equation, or of equations with smooth coefficients. In
the case of elliptic equations LAu = 0 with non-smooth coefficients, solvability by
means of layer potentials was first successfully developed in [2]. See the references
therein for historical background.
Suppose, for the moment, that A and A∗ both satisfy the De Giorgi–Nash–
Moser condition (7.2) of some exponent. Then for all (t, x) ∈ R1+n there exists a
fundamental solution Γ(t,x) for LA∗ in R
1+n with pole at (t, x).9 The fundamental
solution Γ˜(t,x) = (Γ˜
β,α
(t,x)) is a C
m×m-valued locally integrable function on R1+n
satisfying
divA∗∇Γ˜(t,x) = δ(t,x)1 in R1+n
in the usual weak sense, where δ(t,x) is the Dirac mass at (t, x) and 1 is the identity
matrix. The assumption on A∗ guarantees existence and uniqueness of fundamental
solutions, with various decay estimates. A formal application of Green’s formula
tells us that
uα(t, x) =
m∑
β=1
∫
Rn
Γ˜β,α(t,x)(0, y) ∂νAu
β(0, y)dy −
m∑
β=1
∫
Rn
∂νA∗ Γ˜
β,α
(t,x)(0, y)u
β(0, y) dy
9Fundamental solutions were constructed in dimension n+1 ≥ 3 by Hofmann and Kim [43] at
least for systems having pointwise accretivity bounds, and in dimension n+1 ≥ 2 and accretivity
in our sense by Rose´n [68].
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when α = 1, . . . ,m, with our convention of the normal vector pointing in the t-
direction (that is, inward for the upper half-space).
For a (reasonable) function f : Rn → Cm and for (t, x) ∈ R1+n, with t 6= 0, one
is led to define the double layer potential Dtf of f by
Dtf(x)α :=
∫
Rn
(
∂νA∗ Γ˜
·,α
(t,x)(0, y), f(y)
)
dy (α = 1, . . . ,m),
and the single layer potential Stf of f by
Stf(x)α :=
∫
Rn
(Γ˜ ·,α(t,x)(0, y), f(y)) dy (α = 1, . . . ,m).
Here, (z, ζ) = z¯ · ζ for z, ζ ∈ Cm. The first question is whether these operators
extend boundedly to spaces of boundary data: on L2(Rn : Cm) for Dt, and from
L2(Rn : Cm) into L21(R
n : Cm) for St (uniformly in t > 0). This was asked by
Hofmann in [40]. Another formal observation is that (Γ˜(t,x)(s, y))
∗ = Γ(s,y)(t, x),
where Γ(s,y) is the fundamental solution for LA with pole at (s, y). Note that Γ(0,y)
is a solution to the equation LAu = 0 away from the pole (0, y), so that the integrals
‘defining’ Dt and St may be used to construct solutions. Proving the invertibility of
such operators is one way to solve boundary value problems (there are other ways;
see below). More precisely, one can solve Dirichlet problems for LA in R
1+n
+ with
boundary data ϕ by solving the double layer equation
lim
tց0
Dtf = ϕ,
and likewise one can solve Neumann problems for LA in R
1+n
+ with boundary data
ϕ by solving the single layer equation
lim
tց0
∂νAStf = ϕ.
The corresponding solutions u are then given by u(t, x) = Dtf(x) and u(t, x) =
Stf(x) respectively.
It was shown by Rose´n [68] that these layer potential operators fall within
the scope of the first-order framework, hence answering Hofmann’s question on
layer potential boundedness in the positive. Keeping the De Giorgi–Nash–Moser
assumption on A and A∗, and writing B = Aˆ as usual, for all f in a dense class in
L2(Rn : Cm) and t ∈ R \ {0}, Rose´n shows that
(7.5) Dtf = − sgn(t)
(
PDe
−tBDχsgn(t)(BD)PBD
[
f
0
])
⊥
and
(7.6) ∇AStf = sgn(t)e−tDBχsgn(t)(DB)
[
f
0
]
,
where the vectors
[
f
0
]
are written with respect to the transversal/tangential split-
ting. In terms of Cauchy operators, on R1+n± this amounts to
(7.7) Df = ∓
(
PDC
±
BDPBD
[
f
0
])
⊥
, ∇ASf = ±C±DB
[
f
0
]
.
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Remark that vectors in the form
[
f
0
]
belong to R(D) but not to R(BD), hence
the presence of the projection PBD.10
Now, we reverse the point of view. The right hand sides of the expressions in
(7.7) are defined for all coefficients A, whether or not the De Giorgi–Nash–Moser
assumptions are satisfied. Thus we may define abstract double and single layer
potentials.
We first define the abstract double layer potential. We need only consider f
in a dense class. For f ∈ L2(Rn : Cm), (7.5) is well-defined by the functional
calculus of the bisectorial operator BD. When f belongs to the classical Sobolev
space W 21 (R
n : Cm),
[
f
0
]
∈ Xp+1D with p = (2, 0) (Hardy-Sobolev and Besov spaces
are the same in this case). It follows from Proposition 5.23 and Corollary 5.25
that (7.5) is well-defined as an element of (Xp+1BD ∩ D(D))⊥ = (Xp+1D ∩ D(D))⊥.
Furthermore, by the calculations in the proof of Theorem 6.13, we have that Df is
a weak solution of the equation LAu = 0 on each half-space.
Next, we turn to the abstract single layer potential. Assume f ∈ L2(Rn : Cm).
Then h =
[
f
0
]
∈ R(D), and we can define
(7.8) Sf = ∓
(
D−1C±DB
[
f
0
])
⊥
as an element of L∞(R± : X(2,1)⊥ ), where D
−1 is the inverse of the isomorphism
D : X
(2,1)
D →R(D) (a nice Fourier multiplier). By Corollary 5.24, we then have
CDBh = DCBDPBDD
−1h = DPDCBDPBDD
−1h.
Applying D−1 and mapping into X
(2,1)
D yields
D−1CDBh = PDCBDPBDD
−1h,
hence
(D−1CDBh)⊥ = (PDCBDPBDD
−1h)⊥ = (CBDPBDD
−1h)⊥,
where the last equality follows from Corollary 5.25. Taking the sign function into
account, this shows that
Sf = ∓(C±BDPBDD−1h)⊥
on R±. It follows by the calculation of Theorem 6.13 that Sf is also a solution to
LAu = 0 in each half-space and that ∇ASf satisfies the equality in (7.7).
Having defined the layer potentials abstractly on dense subspaces, the results
of Section 5.2 yield bounded extensions of S and D on the classical smoothness
spaces Xp when XpDB = X
p
D. More precisely, we can compute them as
Sf = ∓
(
D−1C±DB
[
f
0
])
⊥
(f ∈ Xp)
10This projection, and PD, were systematically forgotten in [19] by the abuse of notation
explained in section 5.6, as this does not affect the definition in L2. The stated results for the
extensions there were correct. There is also a typo there: the four formulae (81-84) are written
with e+t... instead of e−t... when t < 0.
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and
(7.9) Df = ±
(
PDC
+
BDPBD
[
f
0
])
⊥
(f ∈ Xp+1)
using the appropriate extensions from Section 5.2 and 5.4. Note that it is necessary
to use PD in (7.9) for arbitrary f ∈ Xp+1, although this does not matter for f ∈ L2.
Thus for p ∈ J(X, DB), we get the uniform bounds
(7.10) sup
t6=0
‖∇AStf‖Xp + ‖Stf‖Xp+1 . ‖f‖Xp
and
(7.11) sup
t6=0
‖∇ADtf‖Xp + ‖Dtf‖Xp+1 . ‖f‖Xp+1.
Compare these bounds with those of Barton and Mayboroda [22, Chapter 3], in
particular (3.11-16). The inequalities (7.10) and (7.11) encapsulate a number of
concrete inequalities; see the table in Section 2.7.
We also obtain limits for these operators as t→ 0± (inXp orXp+1 accordingly,
and in the strong or the weak-star topology depending on whether p is finite). In
particular we can also recover the jump relations with this formalism. The equation
(7.12) ∇AS0+f −∇AS0−f = (χ+(DB) + χ−(DB))
[
f
0
]
=
[
f
0
]
encodes both the jump relation of the conormal derivative of St and the continuity
of St across the boundary. Here we used that χ+(DB) +χ−(DB) = I on XpD, and
that
[
f
0
]
∈ XpD when f ∈ Xp. For the double layer operator, we have
D0+f −D0−f = −
(
PD(χ
+(BD) + χ−(BD))PBD
[
f
0
])
⊥
(7.13)
= −
(
PDPBD
[
f
0
])
⊥
= −f.
This time we used that χ+(BD)+χ−(BD) = PBD on X
p+1
BD and that (5.10) applies
to
[
f
0
]
∈ Xp+1D when f ∈ Xp+1.
For all exponents p ∈ J(X, DB), we have proven the tent/Z-space estimates
‖C+DBh‖Xp . ‖h‖XpD
(see Theorems 4.34 and 5.26 and those in [19, §12.3].) Applied to h =
[
f
0
]
and
taking extensions, these immediately yield
(7.14) ‖∇Sf‖Xp . ‖f‖Xp
and
(7.15) ‖∇Df‖Xp . ‖f‖Xp+1.
Similar bounds for layer potentials on the lower half-space corresponding to (7.14)
and (7.15) can also be derived. Compare these results with those of Barton and
Mayboroda [22, Theorem 3.1] concerning S and D: again, we recover their Besov
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space results (without the De Giorgi–Nash–Moser assumption that they use) and
we obtain new Hardy–Sobolev space results.
With these results at hand, the proof of Theorem 7.20 is easy. We mostly
reproduce calculations of [15, Lemma 8.1]. By Theorem 6.11 and the assumption
on p, we have the semigroup representation for the conormal gradient ∇Au(t, x) =
e−tDBχ+(DB)h(x), with h ∈ Xp,+DB being the trace of ∇Au at the boundary. Thus
h⊥ = ∂νAu|t=0 and h‖ = ∇‖u|t=0. Write
e−tDBχ+(DB)h = e−tDBχ+(DB)
[
h⊥
0
]
+ e−tDBχ+(DB)
[
0
h‖
]
and, writing u|t=0 = f , we know that
e−tDBχ+(DB)
[
0
h‖
]
= ∇A
(
PDe
−tBDχ+(BD)PBD
[
f
0
])
⊥
as in the proof of Theorem 6.13. The second term is precisely −∇ADtf .
Putting everything together, this gives us (7.4).
Let us make some comments on the use of invertibility of layer potentials to
solve boundary value problems. As mentioned, one can use invertibility of the
operator D0+ for Dirichlet problems and that of the operator ∂νAS0+ for Neumann
problems. This is obtained (for example) for self-adjoint real equations (m = 1) for
p = (2, 0), i.e. spaces of L2 Dirichlet/Neumann data, in [2, Theorem 1.13], and for
the lower half-space as well (looking at the 0− limits). Prior to this was the work
of Verchota for Laplace’s equation on Lipschitz domains [79].
Such invertibility is not necessary for well-posedness as characterised in Theo-
rem 7.5. But this is not the only way to prove well-posedness via layer potentials.
For regularity problems, one can use invertibility of the layer potential S0, as is
done in [2, Theorem 1.13] for real symmetric equations with L2 regularity data,
in [41] for real equations with Lp regularity data (for some p > 1), and in [15] for
Hp regularity data for some p < 1. For Neumann problems, one can use invert-
ibility of ∂νAD0. We give a quick sketch and refer to the proof of [15, Theorem
1.11] for details. The operator sgn(DB), written in matrix form according to the
transversal/tangential decomposition, is
sgn(DB) =
[ · −2T
2∇xS0 ·
]
.
The operator T will be discussed below. The operator S0 is the single layer potential
at t = 0, given by
S0f := lim
t→0
Stf,
recalling that (7.12) shows that the limits t → 0± are the same for this operator.
For p ∈ J(X, DB), well-posedness of (RX)pA on both half-spaces is equivalent to
invertibility of ∇xS0 : Xp⊥ → Xp‖ (a multiple of the bottom left component of
sgn(DB)), or equivalently, invertibility of the single layer potential S0 from Xp
(which is the same here as Xp⊥) onto X
p+1 as in [15, Theorem 1.11]. Then, for
f ∈ Xp+1, the solutions of the regularity problems with data ∇‖f (that is, f is the
Dirichlet data) on the upper and lower half-spaces are respectively given by
u± = StS−10 f (t ∈ R±).
There is also a notion of mutual well-posedness on both half-spaces, given by the
conjunction of mutual well-posedness on each half-space separately. As we did
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before, this is akin to demanding the agreement of inverses of the single layer
potential for different p. We leave this to the reader.
There are corresponding statements for Neumann problems, using the invert-
ibility of the top right component −2T of sgn(DB). A calculation shows that
T (∇f) = ∂νAD0f (there is no jump here) and so invertibility of T corresponds to in-
vertibility of the conormal derivative of the double layer potential ∂νAD0 : Xp+1 →
Xp (again the latter space should be thought of as the transversal component).
The solutions to the Neumann problems in the upper and lower half-spaces with
Neumann data g are given respectively by
u± = Dt(∂νAD0)−1g (t ∈ R±).
We remark that for the block diagonal case (see Section 7.2.4) both S0 and ∂νAD0
are invertible in the range where well-posedness was established: this is because
sgn(DB) is an involution with zero diagonal entries (and this is because A is diag-
onal if and only if Aˆ is diagonal, and then in this case sgn(DB) = DB[DB]−1 has
zero diagonal entries).
For the triangular block form, it is either the invertibility of ∂νAD0 or that of S0
that holds, depending on the boundary value problem and on the value of p in the
range of well-posedness. The results of [13] show this explicitly for the Regularity
and Neumann problems with L2 data.
We mention without proof that our results on stability in the coefficients (see
Section 7.3) allow one to perturb invertibility of boundary layer operators. This
was already observed in [2] in the following form: invertibility of a collection of
boundary layer operators is stable under perturbation. Here, we observe that in-
vertibility is preserved for each individual boundary layer operator, which is a little
stronger.
In conclusion, we see that there are many different ways to obtain well-posedness
(compatible or not) for boundary value problems associated with LAu = 0 under
our current assumptions on A. The first order method essentially covers all results
in the literature except for that in [42], concerning a Dirichlet problem with data
in Lp for large p, which uses harmonic measure methods for real equations. We
still lack the understanding to establish well-posedness for more general coefficients,
with any currently available approach.
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