The goal of our control system is to improve the reliability, accuracy, and economy of operation of a sequence of interrelated processes. We achieve this task by using well known, rigorous statistical techniques to continuously monitor process parameters, detect out-of-control equipment, and then optimally adjust relevant machine inputs to bring the process back on target. We have implemented the supervisory control system on the photolithography sequence in the Berkeley Microfabrication Laboratory, where it has been conclusively proven that the supervisory control system increases significantly the capability of the entire process. The supervisory control algorithms, consisting of feedback and feed-forward control, multivariate, model-based statistical process control (SPC), and automated specification management algorithms, are independent of machine and/or process, and can be applied to any semiconductor manufacturing sequence.
Introduction
To stay competitive, semiconductor industries must develop efficient, high yielding manufacturing facilities. One way to increase yield is to reduce process variability. This becomes a rather difficult task, since semiconductor processes often drift due to equipment aging, depletion of chemicals, fluctuation in ambient conditions, or after machines have been replaced or maintained.
One approach to relieve the problem is to develop a supervisory system that tunes processes during production. Such a system takes advantage of modern analytical and processing equipment that have the ability to interact with computer driven controllers, collect information and manipulate recipes to compensate for process drifts. This paper describes the development and the deployment of such a controller. Although heuristic algorithms for control have been reported in the semiconductor industry [1] , we have chosen to base our approach on formal statistical methods. Statistically based algorithms offer several advantages over heuristic approaches, since they can be adapted to a large number of processes and, once in place, are robust enough to be useful in an actual manufacturing environment.
Considerable work has been done to formalize this procedure, including the MIT run-by-run
Controller [2] , Ultramax™ [3] , and Texas Instrument's PCC Controller [6] [4] [5] .
The first version of the MIT Run-by-Run Controller allows the control of one process parameter by adaptively changing the constant term of a linear process model [2] , and later versions integrate more general model adaptation and multivariate applications [7] . Ultramax is a commercial software for sequential process optimization and process control that can handle multiple inputs and outputs. Although the details of its operation are proprietary, Ultramax uses a variant of the evolutionary operation algorithm (EVOP) [8] to find the optimum operating point. Ultramax offers the significant advantage that no prior model of the process is required; however, it does require continuous changes on the process in order to derive such a model. Texas Instrument's MMST control architecture provides a good framework within which control and diagnostic systems have been implemented [6] [29] . The PCC Controller is an example of an efficient runto-run controller that can handle process drifts.
The structure of our controller is in many ways similar to that of the PCC Controller. The main contribution of our control algorithms is that they are designed for sequences of multiple interrelated processes, which are often controlled as single processes in industry. Although the statistical techniques used in our controller are not novel [8] , the manner they are used for process control is new, and results in improved capability of the entire process sequence. The control algorithms presented in this paper also have the additional advantage that they offer multivariate control and complex adaptation of non-linear models, without introducing extraneous variance in the process [9] [10] [11] [12] [13] .
Our demonstration vehicle is the photolithography process sequence. The role of the controller is to provide an intelligent system for generating initial process recipes, correcting process drifts, and detecting equipment or process malfunctions on a run-by-run basis. In later work, upon the detection of a process drift or malfunction, a diagnostic system linked to the controller will offer an educated guess of the cause of the problem.
We have investigated two process control approaches for multi-process sequences. The first one keeps tight control over each machine in the process sequence. When the outputs of a machine drift, the controller immediately generates a new recipe to bring them back on target.
The second process control approach, on the other hand, keeps the final target of the process sequence fixed, while intermediate targets are subject to dynamic adjustments.
The paper is structured as follows. First, we present in section 2 the monitored photolithography parameters and their respective models. Then in section 3, we discuss the detection of process disturbances. Sections 4 and 5 present the two control approaches, namely the local control and the supervisory control methodologies. Finally in section 6, we compare using experiments the two control approaches to each other and to an uncontrolled process sequence, run on fixed recipes.
Photolithography Equipment Models
To characterize the state of the wafer between each photolithography step, we have chosen to monitor the following parameters: resist thickness (T res ) and photoactive compound concentration (PAC) after the spin-coat and bake step; PAC after exposure; and photoresist pattern linewidth, commonly called critical dimension (CD) after the develop step [14] . While the initial process models of the spin-coat and bake and the exposure steps have been developed through statistically designed experiments, the develop model is based on the physical models embedded in the photolithography simulator SAMPLE [15] . Scatterplots of data used to develop each process step model are presented below along with their mathematical equations.
1. Spin-coat and bake model for the SVG 8626 wafer track: where SPS represents spin speed in RPM; BTI, baking time in seconds; BTE, baking temperature in degrees Celsius; T, resist thickness in Angstroms; and M, the relative PAC [14] .
2. Exposure model for the GCA 6200 stepper: (3) where D represents the exposure dose in mJ/cm 2 .
3. Develop model for the SVG 8632 develop track: (4) where CD SAMPLE is the CD predicted by SAMPLE in µm, and CD, the experimentally measured CD in µm. The derivation of these models and the metrology used in the experiments are described in detail in [16] . Note that these models are only initial models. These can be improved as more accurate metrologies get developed, or as more data points are incorporated in a new, more extensive designed experiment. Naturally, machine outputs that have inferior equipment models will be at a disadvantage, although the statistical triggering described in §3 will properly take into account their respective model prediction error.
During machine operation, all the parameters of these models are subject to automatic adaptation by the controller. We have developed two control methodologies based on these equipment models: a local control and a supervisory control methodology. However, before discussing their algorithms and capabilities, we first present their trigger, namely the statistical tests used for detecting process disturbances. 
Detection of Process Disturbances via Model Based SPC
Disturbances can be classified into two main types. The first one manifests itself through sudden statistically significant changes in the process output. This indicates the presence of a problem that needs to be addressed by an operator. This type of disturbance triggers what we call malfunction alarms. The second type of disturbance manifests itself as a systematic process drift, which can be corrected by a control system. This type of disturbance triggers what we call control alarms, which in turn trigger the control system. The two types of alarm are described next.
Malfunction Alarms
Malfunction alarms identify conditions which require operator attention. These are cases where the variation of a monitored parameter increases, or when we encounter sudden changes that are not consistent enough to be compensated by recipe adjustments. A malfunction alarm is also generated if the change cannot be compensated unless one (or more) of the controlling parameters moves beyond its acceptable range.
These conditions can be identified with the application of a special SPC scheme that can accommodate multiple parameters (as several process parameters are being monitored). This scheme must be able to ignore intentional changes in equipment settings such as those that might occur due to control actions. Such a SPC scheme has been developed using an extension of the Regression Chart [17] and Hotelling's T 2 statistic [18] , and is discussed in detail next.
Using this scheme, malfunction alarms are generated in two stages: first, we use the response surface models to predict the new measurements. Then, we plot the difference between the readings and the model predictions. When the process is under statistical control, this difference is a random number with a known mean and variance. The method is described for univariate regression models in [17] and it has been generalized for multivariable response surface models in [19] .
A brief description of this method follows.
Let y be the p x 1 vector corresponding to p equipment outputs, each element being the average reading of n samples. Let be the p x 1 vector predicted by the equipment models. If the process is under control, the residual vector follows a multivariate normal distribution with mean 0, and variance Σ. Once estimates of these parameters have been computed (equ. (6)- (10)), the multiple responses are merged together using the T 2 statistic [8] . (5) where n is the sample size, and S the estimated covariance matrix of a process assumed to be in statistical control.
Even when a process is in statistical control, it can yield varying estimates of S when the sample size is small. Therefore, we have chosen not to monitor the change in S and use instead the estimated S from the analysis of the designed experiment, when the process is assumed to be in control. It is calculated as follows [8] . Let m be the number of wafers used in the designed experiments, we first calculate the average reading of each wafer:
, j = 1,...,p.
Next, we calculate the covariance, variance, and mean response of the m wafers.
, j = 1,...,p; h = 1,...,p; j ≠ h
Finally, we form the estimated covariance matrix S:
Once the T 2 statistic is calculated, it is plotted on a single-sided control chart whose upper control limit (UCL) can be formally set at the desired probability of erroneously stopping a good process, by using the F distribution [8] . (11) where N is the sample size during the production runs. Note that the sample size n used to calculate S is different from the sample size N used to determine the UCL.
When the UCL is exceeded, the automated control system stops and a human operator investigates the malfunction, the same way he would have investigated a traditional SPC out-of-control condition.
Alarms for Feedback Control
Control alarms identify process drifts and then trigger the feedback control system. These drifts and disturbances are detected by means of a multivariate cumulative sum (CUSUM) scheme that is very efficient at identifying small, consistent changes, while ignoring outliers that are not useful for feedback corrections. This type of disturbance can be compensated by appropriate recipe changes.
The alarm generation is based on the multivariate CUSUM scheme described by Crosier [20] .
Several other schemes have been investigated, but none of them seems superior to Crosier's [21] [22]. Crosier's scheme forms a CUSUM vector directly from the residuals between the experimental data y j and their respective model predictions , after shrinking them by a factor of
where C j is the variance-normalized length of the residual CUSUM vector , i.e,
The reason for shrinking the residual CUSUM vector by , and the significance of C j and κ are fully explained in [20] . S is the same estimate of the covariance matrix used for generating malfunction alarms and is obtained from the designed experiments, when the process is in control.
Typically, we want a process to return to its original target. Sometimes, this is not possible, because the multiple outputs are not completely independent of each other. A corollary of this is that measurements should not be compared against fixed targets, which are sometimes unattainable, since it would generate control alarms too often. The comparison of the experimental data to the model predictions, on the other hand, would properly generate an alarm only if the updated models do not represent the experimental data well. Since this is exactly what is desired, the control alarm is then set off only when the model represents the data inadequately.
This scheme yields an alarm when the variance-normalized length of the residual CUSUM vector s n is greater than a constant η:
The sensitivity of the alarm depends on the number of output parameters p, and the constants κ and η (equ. (12), (13), and (15)), which can be adjusted for the desired probability α of stopping erroneously a good process. Equivalently, we can adjust the average run length (ARL) between false alarms when the process is in control, also called on-target ARL. The methodology for tuning the sensitivity of control alarms is described next.
Methodology for Tuning the Sensitivity of the Control Alarm
The sensitivity of a control alarm can be tuned by selecting either a desired on-target ARL, or a desired type I error α, since they are directly related by: (16) We choose to describe the tuning process, starting from a desired on-target ARL. Note that if the on-target ARL is chosen too high, the alarm will not be very sensitive to an out-of-control process, i.e the "off-target ARL" will be too high, which could result in many wafers processed outof-control. On the other hand, if the on-target ARL is chosen too low, too many false alarms would be triggered. Therefore the value of the on-target ARL must be carefully chosen either from analysis of past historical data or by a process engineer.
Given a desired value of κ, the parameter η is determined directly by our choice of an on-target ARL. Although there exists no known analytical method to determine η from ARL, we can derive the relationship from Monte Carlo simulations. As an example, we describe the process in the case that an on-target ARL of 200 is desired. First given a value for κ, we look for a lower bound on η. Starting with an initial guess for η, we simulate up to 1200 runs or until an alarm signal is given. We repeat that simulation 50 times and obtain the average ARL. Note that the number of outputs p has been kept fixed during all simulations, because it is characteristic of a process. A different parameter p would result in different ARL vs. η relation-
ships. In all simulations, we have used a value of 2 for p, because the wafer track has 2 outputs, and it is the only machine in our process sequence with multiple outputs. We have also used independent data with a unit variance, so that we can use the identity matrix for S [20] . This is proper since the data is supposed to be random and normally distributed [23] .
Parameter κ is related to the desired amount of shift in the mean vector to be detected. To detect a K standard deviation shift in the mean vector (K > 0), we calculate the noncentrality parameter d. (17) where σ is the standard deviation vector of y. Studies by Crosier have found that choosing κ = d/2 minimizes the off-target ARL of an out-of-control process with a noncentrality parameter d [20] .
In other words, that value of κ makes the alarm optimally sensitive to the amount of shift represented by the noncentrality parameter d, and minimizes the number of wafers processed out-ofcontrol. During actual processing however, the amount of process shift is not known in advance.
To investigate which κ is best overall, we have plotted the off-target ARL vs. the noncentrality 
number of outputs is set at 2, because that is the value of interest for our machines. Notice that all the graphs are very similar, when d is greater than 0.75, whereas there are great differences when d is small. Therefore when the process shift is large, the choice of a κ optimized for large shifts does not result in a significantly more sensitive alarm. Any value of κ results in approximately the same off-target ARL for large process shifts. On the other hand, when the process shift is small, the choice of a κ optimized for small process shifts results in a significantly more sensitive alarm.
Therefore, the default value of κ in our controller is the smallest one, which is 0.25.
Finally, after specifying the desired on-target ARL and parameter κ, we select the parameter η from Figure 3 , and the parameters of the control alarm are set.
Local Run to Run Control
The primary goal of the local control mechanism is to keep track of the process and ensure that the machine outputs stay on or as close as possible to their targets, which are typically taken to be their historical averages when the machines are in statistical control. The local controller of a machine consists of a feedback controller which ensures that the outputs of the current machine stay centered around their respective target, and a feed-forward controller which acts on the 
Feedback Control
The goal of the feedback controller is to ensure that the distribution of the process outputs stay centered on target. Triggered by control alarms which detect output drifts, the feedback controller first updates the equipment models of the machine, then finds a new recipe to bring the machine's outputs back on target. If the machine has multiple outputs which cannot be brought back on target by a new recipe, due to correlation among outputs, a compromise recipe which brings all the outputs as close as possible back on target will be generated. Next, we discuss in more detail the model updating algorithm.
Algorithm for Adaptively Updating Equipment Models

Terminology and Data Conditioning
The model update algorithm is based on stepwise regression, which uses matrix computations.
The kxq input setting matrix X contains the q input settings of the k process runs, which are then fed into a kxt model term matrix T, which stores the input settings as model terms. t corresponds to the number of terms inside the model, which can also be understood as the number of coefficients in the model. 
Next, the algorithm applies two transformations to T to prevent it from being ill-conditioned. 
The second transformation that the algorithm applies on matrix Y is a Principal Component (PC) transformation, to ensure that each column of Y is orthogonal to each other. This is necessary in order to apply stepwise regression. Since Y has been standardized, principal component transformation on the covariance matrix is numerically stable. Next, we present the model update algorithm and briefly describe the PC step [18] .
Description of Algorithm [24]
The first step of the model update algorithm consists of entering all the machine settings into the input setting matrix X. Since the performance of the machine changes with time, we should not weight the performance obtained from older settings as much as that obtained from newer settings. Therefore, we have applied a forgetting factor w kk to our input settings, emphasizing the more recent ones over the older ones. (The variable k corresponds to the number of sets of input settings).
where W is a diagonal matrix containing the forgetting factor w kk of each set of input settings. In our implementation, the number of sets of input settings is also limited to a specific number, 
, for
We find the principal components Y pc by solving for the coefficient matrix B, whose columns correspond to the eigenvectors of the covariance matrix S:
where Λ is the diagonal matrix containing the eigenvalues of S.
Next, the difference between the measurements and the current model predictions, defined as a k x p output discrepancy matrix ∆z, is calculated. As before, p is the number of output variables,
and k, the number of sets of input settings, i.e, the number of wafers in the window. The output discrepancy matrix is computed as follows for each output variable i, i = 1, ..., p: (25) where represents the vector of term coefficients of the model, transformed into the principal component space; c is a tx1 vector containing all the model coefficients; c 0 , its constant term coefficient; and D is the range matrix.
Finally, stepwise regression is performed, considering each PC separately, in order to obtain a vector of correction term coefficients ∆γ. The statistical significance based on the student-t distribution of each correction coefficient ∆γ j (j = 1, ..., t) is calculated. If it is greater than a certain threshold, the correction coefficient is updated to ∆γ j ; otherwise, it is set to zero. Next, Y pc is multiplied by the updated set of new coefficients ∆γ and substracted from the output discrepancy vector ∆z. If the resulting constant term ∆c 0 is significant, it is also updated. Finally, the modified correction coefficients ∆γ are transformed back to their original space, resulting in a set of correction coefficients ∆c, and added to the current model coefficients c, to result in a newly updated set of coefficients c updated .
(26) (27) This concludes the equipment model update. The next step of the feedback controller is to find a new recipe that will bring the machine's outputs back on target.
Automated Recipe Generation
Algorithm [24]
Since our equipment models are relatively simple, routine non-linear transformation has been used for recipe generation, alleviating the need for more complex geometric centering techniques, such as those used during the design of integrated circuits with implicit performance functions.
Given a set of input settings x, a machine output vector f(x) defined by , and , the desired output from the machine, the recipe generation problem is mathematically formulated as follows:
Solve for x, such that (28) subject to the constraints (29) e m is a vector of minimum input settings; e M , the vector of maximum input settings; W i , the weight of the i-th output variable; and p, the number of output variables. 
Methodology for Choosing the Output Variable Weights.
The weights W i 's in equ. (28) are needed, because some output variables must be better controlled than some others. In the past [24] , these weights have been derived from the specification limits of the output variables. More specifically,
where .
We believe a better weighting scheme would be based on the sensitivity of the final process output relative to the intermediate output variables. For example, if the CD, which is the final process output, is as sensitive to a 3% change in PAC as to a 100Å change in resist thickness, which are intermediate outputs, the following weights should be used: .
0.03 100 = More formally, the output weights W z are chosen as follows:
(31)
Weights for Input Variables
When solving for a new recipe, we have also used in our software implementation weights for input variables, because some input settings have a wider range of operation than others. Weights are also used to favor changing the input settings that would cause less side effects to the process.
For example, changing the spin speed of a wafer track is preferable to changing the baking temperature. Currently, we use as values for the weights the inverse of the input setting range.
Summary of the Feedback Control System
In this section, we have presented an implementation of feedback control on a semiconductor manufacturing step ( Figure 5 ). The feedback control algorithm is based on the formal generation of malfunction and control alarms, an adaptive model updating strategy, and an automated recipe generation system. This algorithm has been implemented on various machines in the Berkeley 
Feed-Forward Control
Feed-Forward Control Paradigm
The primary task of the feed-forward control mechanism is to adjust downstream process step(s) in order to compensate for the variability of the current machine. The feed-forward controller complements the feedback controller, which centers the process on the target by reducing the process variability. Before processing the wafer on the next equipment, the outputs of the current step are analyzed to see if they are likely to produce a wafer within specifications after the next step, assuming normal settings. If the analysis comes back positive, no feed-forward control is done on the wafer. However, if the analysis shows that the wafer is unlikely to meet specifications, a feed-forward alarm is triggered and activates the feed-forward controller, which then finds a corrective recipe for the next machine, using the same recipe generation described in §4.1.2 ( Figure 6 ).
In highly controllable process steps, the feed-forward control system can even compensate for inherent variability of previous steps, thereby increasing the overall process capability. Currently however, feed-forward control mechanisms are not well accepted in the semiconductor industry because of the high stakes involved. A corrective action that worsens a process is not tolerated.
That is why we activate feed-forward control only when the problem is clearly confirmed. Like the feedback control mechanism, this mechanism is also activated by a formal statistical test.
Feed-Forward Alarm
The feed-forward control alarm is a variant of the acceptance chart, whose properties are fully discussed in [8] . Given the specification limits LSL and USL, for a fraction of nonconforming wafers of at most δ, the true process mean µ must be between µ L and µ U , defined below:
and (32) where Z δ is the upper 100(1 -δ) percentage point of the normal distribution, and σ is the process variability when the process is in control. We find an estimate of σ by running the standard pro- 
where t is the number of parameters in the equipment model.
When the predicted output falls between the lower and upper control limits, LCL and UCL, no feed-forward action is taken. On the other hand, when a prediction falls outside the control limits, an alarm signals the feed-forward control system to generate new recipe(s) for the next machine(s) in the sequence, in order to prevent the final process output from drifting outside the specification limits. Although the recipe generator always tries at first to correct the error using only the next stage, its success is not guaranteed and may require looking at several subsequent
steps. If the situation cannot be corrected by any means, the feed-forward controller sends the wafer to be stripped and recoated.
In conclusion, we have developed and implemented a robust local control system that is capable of reducing process variability of a process step, and centering the process mean on target, by applying statistical process control on accurate equipment models. Applied on each machine of a process sequence, the algorithm results in a significantly improved overall process capability.
Supervisory (Global) Control [27]
Although the local controllers have been shown to significantly improve the overall capability The solution to the problem therefore is to link the local controllers and integrate them into one global controller, which fixes the specification of only the last machine of the process sequence, and sets optimal specifications for the other machines upstream in the sequence, so that control of the final parameter of interest -in this case, the CD -is optimum. This specification propagation concept leads to a significant improvement of the overall capability of the process sequence. Furthermore, it also results in a more controllable process, which reacts effectively to specification changes, or synthesizes a solution to a new process faster.
Algorithm
The global control algorithm shares the same control algorithms as the local controller, but is improved by the specification propagation algorithm. Consider two machines linked together in a process sequence. The first part of the specification propagation algorithm determines the region of acceptable input settings of the downstream machine, and therefore the region of acceptable outputs of the upstream machine, through Monte Carlo simulation of the downstream process.
The acceptable input setting region is defined as a region of settings that would keep the process output within specification. Mathematically, each input setting is tagged with a cost which quantifies how close the resulting outputs are to their targets. If the process outputs are independent of each other, the total cost is defined as follows: (37) where y i represents process output i, and p, the number of process outputs. On the other hand, if the process outputs are dependent of each other, the total cost associated with each input setting is defined as:
The scaling coefficients k i 's are chosen so that the cost equals one, when a process output equals its specification limit, with the other process outputs being on target (Figure 8 ). Typically though, process outputs are not independent of each other, and a principal component transformation, as explained in §4.1.1.2, is applied onto the raw process outputs in order to obtain independent output variables. The coefficients k ij 's are then determined in a similar fashion as k i 's, except that a coordinate transformation is involved. Once done, the new specifications of the upstream process are determined from the geometric center of the acceptable input settings region of the downstream process. This procedure is repeated for upstream processes, updating along the specifications of each machine, so that the final process outputs are on target. After the specifications have been set, then the cost function defined in this section is used directly during the recipe generation procedure in order to center the process into the desirable region of operation.
The reader should note that the stability of this scheme is ensured by a multitude of mechanisms. In addition to the statistically driven alarms (whose sensitivity can be set to eliminate control oscillations due to noise), stability is also guaranteed by implementing hard limits for the specifications of each measurable process parameter used by the supervisory controller. 
Examples of Acceptable Input Ranges of Photolithographic Machines
The global controller has been simulated on three photolithography machines: the wafer track, the stepper and the developer. These three machines process the wafer sequentially: the wafer track spin-coats the wafer with photoresist and bakes it; then, the stepper exposes the wafer through a patterned mask; finally, the developer develops the photoresist pattern.
The final output of the process sequence, which must be tightly controlled, is the linewidth of (Figure 9 ). Note that the region is not necessarily convex (such as the region near the letter Y 1 ). However, when the developer's input settings are allowed to change, an acceptable convex input settings region can be approximated by deriving the PC ellipse for the data that meets the specifications.
Next, we determine the region of acceptable input settings for the stepper. The specification for the stepper is taken from the coordinates of the centroid X 1 of the previously determined region (Figure 9 ), and the cost tagged to each input setting is calculated using the principal components Y 1 and Y 2 . For example, the cost curve C 1 that represents the maximum acceptable stepper outputs, i.e. their cost equals 1.0 from equ. (37), is shown in Figure 9 . Using that cost, the region of acceptable input setting of the stepper is determined and shown in Figure 10 machine setting not included among the wafer track outputs. This acceptable input setting region of the stepper assumes that the dose can be set to any value within the range of the machine. As before, both PAC and resist thickness are normalized to their maximum range. In order to use this region to quantify the cost of each input setting combination of the wafer track, we transform PAC and resist thickness into its independent principal components, Z 1 and Z 2 . The specifications for the wafer track are given by the coordinates of the centroid of the acceptable input settings region of the stepper, X 2 , and the cost tagged to each input setting of the wafer track is derived using the principal components Z 1 and Z 2 . For example, the cost C 2 that represents the maximum acceptable wafer track outputs is shown in Figure 10 .
Finally, the region of acceptable input settings of the wafer track is given by the range of the input settings of the machine itself. Since the wafer track is the first machine of the process sequence, there is no process upstream whose specification needs to be determined from the region of acceptable inputs of the wafer track. In summary, the supervisory controller is in many ways superior to a simple sequence of fixed run-to-run controllers, since it has the ability to manipulate collectively several process steps in a synergistic fashion.
Implementation
Experimental Results
We have implemented both local and global controllers on photolithography equipment in the Berkeley Microfabrication lab, where we have run an experiment to test the capabilities of both controllers, and compare them to an uncontrolled process. The experiment consists of processing P-type 4" silicon wafers, coated with 1000Å oxide, through the photolithography sequence of spin-coat and bake, exposure, and develop. Control has been applied on a lot by lot basis instead of on a run-by-run basis, with each lot consisting of three wafers. Each wafer is sampled four times, with the average reading being recorded. 3 groups of 30 wafers, i.e 3 groups of 10 lots, have been processed alternatively during the experiment. Every two days, three lots of wafers were processed: an uncontrolled baseline lot, a lot subject to local controllers, and a lot subject to the global supervisory controller.
Feed-forward control was not activated in this experiment, because its effect has already been previously demonstrated in [12] . Its activation would also not have favored either controller over the other, since both controllers use feed-forward control in the same fashion. Both controllers were also given the latitude to correct the process under both malfunction and control alarms, although they did have to notify the operator every time a malfunction alarm occurred. The reason for this decision was to test the recipe generation algorithm, and the robustness of the equipment models. There were no instances during this experiment in which a "malfunction" resulted in actual equipment maintenance. Details of the experiments, which consist of machine outputs, alarms, and recipe changes, are summarized in figures 11, 12, 13, and 14. 
Discussion
Figures 11, 13 and 14 show explicitly the differences between local and global control. While the local controller attempts to always bring the outputs back to a fixed target, the global controller finds the ideal specifications for each machine, so that the final output has the optimal probability of being on target. The result is that the machines under global control have an easier time bringing back their outputs to their specified targets, and ultimately result in a CD distribution more centered around target. The difference between the two controllers is best highlighted by the 10th lot (wafers 28, 29, and 30). The develop process has drifted very sharply in the 9th lot (wafers 25, 26, and 27). The local controller has difficulty bringing the CD back on target at the 10th lot, because it only tried to correct for the drift through a new develop time, whereas the global controller involved a change in exposure dose, in addition to a change in develop time, and therefore was able to bring the CD much closer to target. This difference in corrective action is due to the fact that although a malfunction alarm was triggered on the stepper during the 10th lot under local control, the operator chose not to take any corrective action because the measurements were still within specifications. Then, when the bad lot was processed by the developer, the local controller could only use the feedback control mechanism of the developer to compensate for the process shift, whereas the global controller used the control mechanism of all the machines to compensate for the process shift by changing the targets of the previous machines. The final comparison between both control mechanisms is presented in Figure 15 . Here the CD distributions of wafers processed under both controllers are compared to each other; although the global controller has a clear advantage over the local controller, the latter one is still a significant improvement over a passively controlled process, which is presently the norm in industry.
An additional benefit of the global controller is that it can be used to "synthesize" a new process. Because of the broadly applicable equipment models, the global controller can start with the final specifications and synthesize not just optimal recipes for all the modelled process steps, but also optimum intermediate specifications as well.
Conclusion
We have presented in this paper two process control methodologies designed for sequences of interrelated processes, and have shown that they provide an economical way of increasing the overall capability of a process sequence through innovative use of well-known, rigorous statistical techniques.
The local controller consists of a feedback loop and a feed-forward loop. The feedback loop tracks the performance of the present machine, using adaptive equipment models, and ensures that the process distribution is centered around the specification of the machine. Then, the feed-for- The global controller improves upon the paradigm by integrating a sequence of local controllers. Given a fixed set of specifications of the final process, the global controller finds optimum specifications for the upstream processes, to ensure that the final process outputs can meet their specifications.
We have implemented these control systems on the following photolithography sequence:
spin-coat and bake, exposure and develop. Together, the feedback and feed-forward loop of the local controller have proven to significantly improve the overall capability of the process sequence, resulting in photoresist patterns which are closer to target and having less variance. The results of the global controller show, however, that further improvements can be achieved.
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