ABSTRACT This paper deals with the use of distributed energy storage systems in microgrids, and proposes a planning method which accounts for the uncertainties of load and distributed generation. Objectives of the planning method are the reduction of the energy costs, while providing the supply of ancillary services as a technical support to the network. The energy costs are evaluated considering a hourly varying pricing scheme and optimizing the storage systems charging/discharging stages. The technical support is devoted to the restraint of bus voltage amplitudes, and of network components' currents/powers within admissible ranges. The input data uncertainties are managed through three decision theory criteria (i.e., the minimization of expected costs; an approach based on the weighted regret felt by the design engineer; and a stability area criterion), which allow considering the multiple design alternatives and futures (i.e., possible values of uncertain input data) in an accurate and feasible way. The design alternatives refer to the size and location of the distributed storage systems, while each future is associated with a different level of load demand and power production of distributed generation over the whole planning period. The results of numerical applications are reported and discussed with reference to a Cigré test network. 
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I. INTRODUCTION
Thanks to their wide range of applications, electrical energy storage systems (EESSs) are becoming the key components in any practical development of microgrids (µGs), where loads and distributed generation (DG) units are clustered and connected to an upstream distribution network [1] , [2] . EESSs can be exploited to pursue several objectives that range from load leveling to integration of renewable and intermittent sources. Objectives related to power quality can also be pursued, such as the voltage profiles and unbalances, that can be improved thanks to the storage's optimal control. The significant contribution of EESSs is also in that they help achieve the participation of consumers in the system operation so enhancing effective operation of the power distribution system. This particular application is framed in the well-known demand response paradigm.
The most effective ways to incentivize demand response are the price-based programs [3] , where the customers modify their energy requests according to the price variations during the day. In this context, the role of storage devices is essential since they are able to shift the load demand in compliance with the price variations [4] - [11] . While these contributions are apparent, it has to be noted that EESSs are expensive, and their optimal planning in µGs is crucial to minimize the total investment cost while meeting system requirements. Then, recent technical literature widely focused on the problem of the optimal siting and sizing of distributed storage devices in electrical networks [12] - [34] . The primary issue addressed in [12] - [34] aims to maximize the economic viability of the storage operation by minimizing the investment and operational costs while preserving the operation constraints of the electrical network. In [12] a method is proposed for allocating battery storage systems: the proposal is based on a cost-benefit analysis aimed at maximizing the profit of distribution companies by modifying the procurement of energy according to the electricity price variations. In [13] a method for the siting and sizing of both battery storage systems and micro-turbines is proposed which aims to reduce the costs sustained by the grid operator. In [14] the optimal siting and sizing of energy storage systems aims to reduce the costs sustained by the distribution network operator while accounting for the provision of ancillary services through a multi-objective approach. The planning tool proposed in [15] focuses on optimal allocation of battery storage systems in distribution networks and aims to decrease power fluctuations due to renewable energy sources, and to control frequency when contingencies occur in the interconnected transmission network. In the planning approach discussed in [16] , battery storage systems are optimally sited and sized, with the aim of minimizing costs related to energy consumptions. With reference to island operation mode, a multi-objective optimal planning tool is proposed in [17] for the minimization of the amount of energy storage, power losses and expected energy not supplied. In [18] the planning method is proposed with reference to energy storage systems in unbalanced µGs, with the objective of reducing the costs sustained by the µG under time of use pricing while satisfying network's constraints. In [19] , the proposed allocation method allows the storage systems to provide active and reactive support in view of reactive power/voltage regulation, losses reduction and cost minimization. The method proposed in [20] refers to the optimal allocation of energy storage systems, shunt capacitors and renewable generation units in active distribution networks aimed at minimizing the cost sustained by the network operator and the power losses. In [21] a method is proposed which optimizes the relationship between net income and storage capacity. In [22] an allocation method is proposed which incorporates network reconfiguration and performs the optimal power flow (OPF) by accounting for voltage deviation and lines' congestion. In the methodology presented in [23] , which refers to the allocation of energy storage and renewable generation, the use of the storage is devoted to peak shaving and loss reduction, while the objective of the optimization is to maximize the economic benefits of both distribution system operator and renewable generation owner. In [24] optimal allocation of energy storage systems and DG in µGs is proposed aimed at minimizing the operation and investment costs of the µG. In [25] , a method is proposed for the optimal allocation of EESSs in unbalanced distribution systems with the aim of the cost minimization. An approach is proposed in [26] for the optimal placement of energy storage devices aimed at improving the transient stability of the µG (in this regard, the economic issue is neglected). In [27] , a method for the optimal planning of batteries to minimize the cost objective function is proposed in the case of large penetration of wind sources. In [28] the optimal planning of storage devices is performed through an optimization of costs and reliability in the presence of renewable generation and plug-in electric vehicles. A method for the optimal planning of storage systems used to mitigate voltage fluctuations in distribution networks is proposed in [29] . In [30] a costbased method is proposed for the optimal planning of storages in power systems. A multi-objective approach is proposed in [31] to model the optimal planning of storage systems in active distribution systems. In [32] an optimization model is proposed for planning storage devices in power grids with intermittent wind generation. An optimal model is proposed in [33] for the planning of distributed storage systems coordinated with devices used for active/reactive support in distribution networks. Reference [34] provides a comprehensive overview on the methods proposed in the technical literature for the allocation of EESSs.
Optimal allocation models for EESSs are typically formulated as mixed, integer, non-linear optimization problems subject to equality and inequality constraints. The presence of the energy storage devices requires to solve multi-period optimization problems: the active power of the storage device depends, at any time, on the actual state of charge (SOC), thus implying that power and SOC of the batteries are to be optimized throughout all time intervals of the optimization horizon simultaneously. Further complexities derive from other constraints imposed on the SOC of the battery, such as the number of charging/discharging cycles, which have to be properly limited to prolong battery lifetime. Integration of storage devices in modern distribution grids also implies the control of reactive power, in order to better coordinate distributed resources and provide technical support to the network.
Taking into account all of the above aspects makes the solution of the planning problem very difficult using any mathematical approaches, so making the rigorous solutions impracticable from the computational point of view. This is even more critical in realistic applications, where the problem is further complicated by the presence of a large number of network buses and, in this case, probabilistic approaches are used to face with the unavoidable uncertainties affecting the forecast of load and generation. Indeed, randomness of load and generation powers have a significant impact on the evaluation of the storage system's sizing cost. Uncertainties related to energy prices, discount rates and those related to the technological features of the storage systems (i.e. lifetime duration, roundtrip efficiency and capital, operation, maintenance and replacement unit costs) have influence too. References [35] and [36] analyze the above uncertainties and show that they have different impacts on the storage system's probabilistic sizing.
Many efforts have been done in the literature in order to find algorithms able to manage the complexities affecting the problem of the optimal allocation and sizing of storage devices. For instance, the following algorithms have been recently used: fuzzy particle swarm optimization [12] , alternating direction method of multipliers [14] , complex-valued neural networks [15] , GA based approaches [18] - [20] , [25] , [29] inherent structure theory of networks and loading constraints criterion [18] , sequential quadratic programming [18] - [20] , greedy algorithm [21] , Benders decomposition [22] , [30] , grey wolf [23] , hybrid tabu search/particle swarm optimization algorithm [27] , [28] , optimal affine power flow approach [29] , differential evolution and particle swarm optimization [31] , parallel Branch and Bound algorithm [32] , mixed-integer second-order-cone programming [33] and simultaneous perturbation stochastic approximation [25] .
To include uncertainties within the planning problem, a two-stage approach is used in [13] , a probabilistic power flow based on the point estimate method is used in [17] , [27] , [28] , and [32] , specific scenarios are derived from various probability models to account for variations and uncertainties of the inputs in [14] , [21] - [25] , [30] , and [31] .
In this paper, the complexity involved in the planning of distributed EESSs in µGs under uncertainties is faced by using a probabilistic approach based on a stepwise procedure, i.e., (i) a limited number of selected siting and sizing alternatives for the EESSs and of futures (i.e., possible values of uncertain input data) are chosen; (ii) a probability is assigned for each future; (iii) the total costs (investment and operation costs) are calculated for each alternative and future (that is, for each scenario) applying a minimum cost control strategy of the µG; and (iv) Decision Theory is used to obtain the best size and site for the EESSs, taking into account the total costs and future probabilities. In particular, three approaches provided by Decision Theory have been considered which are based on the (1) minimization of expected total costs; (2) minimization of the regret felt by the engineer who is sizing the EESSs (hereafter referred to as the ''Decision Maker'', DM); (3) evaluation of the solutions for which both the decision criteria (1) and (2) provide the same optimal solution (stability areas). These approaches have been used extensively and successfully to solve several important planning problems associated with power systems [37] - [41] .
Regarding uncertainties, from a theoretical point of view, all the aforementioned random variables (energy price, load and generation powers, etc.) could be considered in the proposed procedure by a proper definition of the futures. Without loss of generality, to avoid verbose presentation of the results, uncertainties considered in the numerical application of this paper refer only to load and generation powers.
Moreover, in order to significantly limit the computational burden, in this paper a simplified but effective minimum cost control strategy is applied to the µG. More specifically, the daily profiles of the EESSs' active power are analytically derived, first. This is done, on the basis of the hourly value of the energy price and on the constraints related to the EESS. Then, having the EESS's active power profiles as inputs, OPFs are separately performed at each of the time intervals in which the day is divided, in order to control the reactive power of the energy resources (i.e., EESSs and DG units) with the aim of minimizing the imported power from the upstream grid while satisfying technical constraints on the µG. The combination of these two steps allows obtaining the minimization of the total costs for each scenario, while preserving the computational burden of the proposed solution method, since the multi-temporal constraints on the EESSs are imposed only at the first step.
The main contributions of the probabilistic approach proposed in this paper are:
-application of a planning method able to catch the potential of the use of EESSs in µGs in terms of both technical and economic advantages; -proposal of a new approach for solving the EESSs' allocation (siting and sizing) problem based on the proper integration of a minimum cost strategy into a Decision Theory framework. With such an approach, the economic and technical aspects of the EESSs' allocation and uncertainties affecting loads and generation are accounted for in a feasible way; -application of a minimum cost strategy which allows controlling the EESSs' active and reactive powers and DG units' reactive power in order to reduce the cost for the power imported by the µG from the upstream distribution network. The optimization is performed satisfying technical and operation constraints of the µG and its resources; -use of three Decision Theory-based approaches to obtain the best sizing/siting alternative considering the various uncertainties involved in the allocation framework.
The remainder of the paper is organized as follows. The planning method, which is formulated in terms of optimal allocation problem under uncertainties, is introduced in Section II, along with the proposed solution procedure. In Section III the determination of the total costs related to the µG operation and to the inclusion of EESSs is detailed along with the minimum cost strategy adopted for the µG operation. The Decision Theory criteria and the way they are used in the proposed approach are discussed in Section IV. The results of a numerical application on a Cigré test network are reported and discussed in Section V. Conclusions are drawn in the last Section.
II. THE OPTIMAL ALLOCATION PROBLEM
The proposed approach for the optimal siting and sizing of EESSs in µGs under uncertainties is based on the application VOLUME 6, 2018 of the Decision Theory and is summarized in the flow chart of Fig. 1 .
A four-step procedure is applied: 1. A set of possible futures is specified, and each future is characterized by a probability assigned by the DM. In this paper, each future is associated with a different level of load demand and DG power production.
2. Several possible EESSs design alternatives are specified. Each design alternative is based on the EESSs location and size (this last is expressed in terms of rated power and energy capacity).
3. Total costs are calculated for each future specified in the first step and for each alternative specified in the second step. Since in a µG the total cost depends on the way the EESSs and the other resources (e.g., DG units) are operated, a proper optimization tool for the optimal operation of the EESSs and of the other resources is applied. The tool allows controlling the EESSs' active and reactive power and DG units' reactive power in order to reduce the cost sustained for the power imported by the µG from the upstream distribution network. The optimization is performed while satisfying the technical and operation constraints of the µG and of its resources.
4. The Decision Theory is applied to choose, among the alternatives of Step 2, the best EESS sizing/siting solution by considering the futures with their probabilities, as specified in Step 1. The applied Decision Theory approaches are the minimization of the expected cost, the min-max weighted regret, and the maximization of the stability areas' criteria.
It should be noted that the DM selects alternatives and futures of Steps 1 and 2 and assigns the future probabilities.
In order to estimate the probabilities to be assigned when the future uncertainties are modeled probabilistically there are three possible approaches that are typically used: -The first approach is based completely on the observed information. -The second approach is based completely on the subjective judgment of the DM. -The third approach is a mix of the above two approaches, and it combines the DM's judgmental information with the observed information. More details on the three approaches can be found in [37] . In this paper, we used the second approach (subjective judgment of the DM [37] - [41] ). It may seem unsound to assign values of probabilities with little or no empirical information, but it is well known that, surprisingly, positive results can be obtained when the DM has a good understanding of the nature of the uncertainties relevant to the problem and uses this understanding to assign probabilities in a subjective manner [37] - [41] .
In the next Sections, we show the details of the total cost evaluation of Step 3 and the decision theory criteria of Step 4.
III. TOTAL COST EVALUATION
In this section, the procedure to evaluate the total cost related to the inclusion of EESSs in the µG is detailed referring to an assigned design alternative and an assigned future. This cost depends on the cost for the installation of EESSs and on the cost for the operation of the network with reference to a specified planning period:
where A p is the pth alternative, F q is the qth future, C T A p , F q is the total cost, C inst A p is the cost sustained for the installation and replacement of the EESSs, and C op A p , F q refers to the cost sustained to purchase energy from the upstream grid. The installation cost depends on rated power and energy capacity of the battery whose unitary cost values depend on the specific battery technology. Furthermore, in the case replacement of the battery is required, also the corresponding cost item must be considered. The installation cost is then given by:
where IC EESS is the capacity unitary cost, RC EESS is the replacement unitary cost which is included to take into account the battery's degradation cost [42] , [43] , nb is the number of EESSs, E size EESS i is the size of the ith EESS and r i assumes value 1 if replacement of the ith battery is needed, 0 otherwise. The value of r i is obtained by comparing the battery's lifetime duration (in years) with the planning period. The battery's lifetime L b (in years), indeed, can be evaluated as:
with N cycles (DoD) the total number of cycles related to specified depth of discharge (DoD) and ambient temperature, n cycles,d the number of daily charging/discharging cycles. Thus, when L b exceeds the planning period the replacement is needed and r i assumes the value 1. Eq. (2) refers to the possibility of one replacement; the extension to the case of more than one replacement is trivial. Note also that IC EESS and RC EESS are related to the capacity and the rated power which are linked to each other through the rated discharge time. In (2), maintenance costs could be included as percentage of the installation cost [44] . In order to evaluate operation cost, each year of the planning period is divided in typical days, which are characterized by specified load power demand, generation power production, energy price and their yearly growth. The characteristics of the typical days depend on the considered future. The operation cost is then given by:
where ny is the number of years of the planning period, nd y is the number of typical days of each year y, N y,d is the number of days represented by the dth typical day in the year y, nt is the number of time intervals in which each day is divided, t is the duration of each time interval, a is the discount rate and P 1,k (y,d) is the power imported from the upstream network during the kth time interval of the dth typical day of the year y. This last term is subject to a specific hourly energy price which is Pr k (y,d) .
The power imported from the upstream grid, i.e. the term P 1,k (y,d) in (4), which depends on both future and alternative, is evaluated as output of the minimum cost strategy that is based on a two-step procedure:
A. the optimal active power profiles of the EESSs are first determined according to both hourly energy prices and EESSs constraints; B. nt OPFs are performed on the µG with the aim of minimizing the power imported from the upstream grid while satisfying the network technical constraints. Note that the active power profiles of the EESSs are those derived in the first step. The first step aims at evaluating the daily active power profiles of the EESSs based on the costs' minimization. This is done by charging the battery during low price hours and discharging during the high price hours. At this step, constraints are imposed only on the rated power and energy capacity of the EESSs.
The OPF solved in the second step is performed for each time interval of the day. Inputs of the optimization are the specified values of loads' active and reactive powers and active powers of DG units and EESSs. Objective of the OPF is the minimization of the power imported from the upstream grid and, then, the network losses. The control of the reactive powers of DG units and EESSs in this step allows both the minimization of the objective function and the satisfaction of the technical constraints on the µG.
Both these steps are detailed in the following sub-sections.
A. OPTIMAL PROFILE OF THE EESS
In order to determine the optimal power profile of the EESS, the following procedure is proposed. The set of time intervals in which the EESS can be charged and discharged, respectively, is identified on the basis of the energy price values. More specifically, with reference to the day d of the year y, the time intervals in which the EESS can only be discharged ( dch (y,d) ) are those characterized by higher prices of the energy whereas the time intervals in which the EESS can only be charged ( ch (y,d) ) are those characterized by lower prices of the energy. These sets of time intervals are chosen so that only one charging/discharging cycle per day is allowed.
The time intervals in dch (y,d) are sorted starting from that with the highest energy price up to that with the lowest energy price. For clarity purposes, hereinafter we will refer to this sorted set as dch (y,d) . Once defined this priority order, the power profile of the battery is derived by imposing that the energy stored in the battery is discharged during the time intervals of highest prices, first, and then during the other intervals. At each time interval, the value of the power discharged by the battery is limited by the rated active power and the constraints on the SOC. Thus, with reference to the kth interval, when the rated capacity of the EESS is sufficient to discharge the battery at its rated power in all the preceding time intervals including the current kth interval (that is when 1/η dch,i kP rtd b,i t ≤ δE rtd b,i ), the power discharged is:
where, with reference to the ith EESS, time interval k of the day d, year y, P b,i,k (y,d) is the active power of the EESS, P rtd b,i is the rated power of the EESS, η dch,i is its discharging efficiency, E rtd b,i is the EESS energy capacity and δ is the maximum admissible depth of discharge. Note that δ is fixed once the battery technology and the number of daily charging/discharging cycles is known, on the basis of the desired lifetime duration. Otherwise, when the rated capacity of the EESS is not sufficient to discharge the battery at its rated power in all the preceding time intervals including the current kth interval (that is 1/η dch,i kP rtd b,i t > δE rtd b,i ) the power discharged is by the EESS is:
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Note that if positive, ϑ (k) is the remaining energy to be discharged at the kth time interval. The sum of the energy effectively discharged in the all of the intervals, e b,i (y,d) , is then given by:
To evaluate the power absorbed by the EESS, the time intervals included in ch (y,d) are sorted starting from that with the lowest energy price up to that with the highest energy price, obtaining the sorted set ch (y,d) .
The power profile of the battery is derived by imposing that the energy is charged during time intervals of lowest prices, first, and then during the other intervals. At each time interval, the value of the power charged by the battery is limited by the rated active power and by the maximum energy that can be charged. This value must be equal to the energy effectively discharged, e b,i (y,d) , since the values of the energies charged and discharged during the day must be equal. Thus, when the energy charged in all the preceding time intervals including the current kth interval does not exceed e b,i (y,d) (that is when η ch,i kP rtd b,i t ≤ e b,i (y,d) , with η ch,i the charging efficiency of the EESS), the power charged by the EESS is equal to its rated value:
Otherwise, when η ch,i kP rtd b,i t > e b,i (y,d) the power charged is:
with k ∈ ch (y,d) , y = 1, . . . , ny, d = 1, . . . , nd y and (7) with e b,i (y,d) .
B. OPTIMAL POWER FLOW
The OPF is formulated for each time interval k of the day d, year y, in terms of non linear constrained single objective minimization problem:
where f obj is the objective function, ψ ν and φ k are the νth equality and γ th inequality constrained functions, respectively. Vector x includes the optimization variables (f.i., the power imported from the upstream network and the reactive power of DG units and EESSs). The objective function to be minimized is the power provided to the µG by the upstream grid in the generic time interval:
It is worth nothing once again that the minimization of (14) allows minimizing the grid losses. Equality constraints refer to the active and reactive power balances at each bus i of the µG:
) and, with reference to the time interval k of the day d, year y, k (y,d) ) is the net active (reactive) power injected at the bus i, V j,k (y,d) (δ i,k (y,d) ) is the magnitude (argument) of the bus voltage, G i,j (B i,j ) is the (i, j)-term of the system's conductance (susceptance) matrix and n is the number of µG buses. The bus #1, that is the bus where the µG is connected to the upstream network is assumed as slack bus:
In (15) and (16), active and reactive powers are given by the sum of the powers of the loads, the power of the EESSs (in busses where they are connected) and the power of the DG units (in busses where they are connected). As an example, if at the generic bus i load, EESS and DG are connected, the net active and reactive power at that bus is subject to the following equality constraints:
where P ld,i,k (y,d) and Q ld,i,k (y,d) are the active and reactive power, respectively, requested by the load, P b,i,k (y,d) is the active power of the EESS (at this step it is a specified value provided by sub-section A), P dg,i,k (y,d) is the active power of the DG unit (assumed as positive,) at this step it is a specified value provided by forecasting, Q b,i,k (y,d) and Q dg,i,k (y,d) are the reactive power of the EESS and DG, respectively, which are optimization variables. Inequality constraints apply on the active and reactive power flowing through the transformers and converters included in the µG. In the case of the transformers which are used to supply feeders, their apparent powers cannot exceed the rated power: k (y,d) ) is the active (reactive) power flowing through the vth transformer, S rtd tr,v is its rated power and tr is the set of transformers. In the case of converters, which are used to connect EESSs and DG units, the apparent power cannot exceed the converter rated power:
where S rtd DESS,i is the rated power of the converter of the EESS, S rtd DG,i is the rated power of the converter of the DG unit, DESS is the set of buses where EESSs are connected and DG is the set of buses where DG units are connected. Note that, the provision of the reactive power affects the battery capacity in terms of the additional active power losses implied by the conversion system. Losses in the conversion device are supplied by the storage itself, thus implying a reduction of the SOC [45] . In order to evaluate these additional losses different approximated methods can be used, which are based on polynomial function of the apparent power flowing through the converter [14] , [46] . These approaches imply further approximations due to the need of accurate estimation of the parameters included in the polynomial function, whose values depend on battery technology and size as well as on its operative condition. In the proposed approach the storage device has been modeled in terms of the efficiency affecting the active power provision and SOC while its interface to the grid is characterized by active and reactive power capability limits.
In order to guarantee a correct operation of the µG, an inequality constraint is imposed on the voltage magnitude of all the busses of the µG, which must fall within admissible range:
where V min (V max ) is the minimum (maximum) value that the bus voltage magnitude can assume at the generic bus i. Moreover, line currents cannot exceed a maximum value imposed by the line ampacity:
where l is the set of the line of the µG, I l,k (y,d) is the current flowing through the lth line and I l,max is its ampacity. Line current can be derived from the bus voltages at the starting and arrival ends of the line, which are optimization variables. A further constraint can be imposed in order to limit the power imported by the µG within an admissible maximum value (P max ):
In order to solve the proposed OPF, the sequential quadratic programming (SQP) method is used in the numerical applications. In particular, the optimization toolbox of Matlab [47] has been adopted and, more specifically, the function 'fmincon'. This function finds minimum of constrained nonlinear multivariable function by using an SQP method which iteratively solves a quadratic programming subproblem and performing a line search using a merit function similar to that proposed by [48] . Use of the initial point value within an operational region, which is inherently very limited, allows approaching the physical optimum.
IV. DECISION THEORY CRITERIA
When uncertain inputs affect the decision problem, several approaches can be applied to select the best alternatives [37] , [49] . In this paper, some criteria based on the decision theory are proposed to select the alternatives which show the best performances over the considered futures; these criteria are shown in the following sub-sections.
As already mentioned in the previous section, a set of design alternatives is available (A p , p = 1, . . . , na) as well as a set of futures (F q , q = 1, . . . , nf ) that can occur. The DM also assigns a value of probability of occurrence to each future  (ω q , q = 1, . . . , nf ) . The sum of the nf values is unitary. VOLUME 6, 2018 For each design alternative A p , the total cost, C T A p , F q , related to the inclusion of EESSs in the µG when future F q occurs has been evaluated by (1) , applying the procedure shown in Section III. These values are often provided in a matrix, referred to as decision matrix.
A. CRITERION OF THE EXPECTED COST MINIMIZATION
This first criterion is based on the minimization of the expected total costs. For each alternative, A p , the expected total cost [37] associated with all the nf futures is evaluated as: (27) The best alternative A opt,ec among all the na alternatives is the one associated with the lowest value of the expected total costs (27) . The criterion of the expected cost minimization suggests design alternatives which are the best on the average of the futures so that if the future which really occurred does not happen close to the average, high regrets can derive.
B. CRITERION OF MIN-MAX WEIGHTED REGRET
The second criterion is based on the minimization of the maximum weighted regrets [38] . The regret can be defined as follows: once known the future occurred, the DM can evaluate the regret felt when the optimal decision for the really occurred future was not made.
For each future, the minimum total cost can be easily found as:
After that, the regret R A p , F q felt for having chosen the design alternative A p when the future F q occurred is: (29) and the weighted regret R w A p , F q is:
For each design alternative, the maximum weighted regret can be identified as:
Then, the best alternative A opt,r among all the na alternatives is the one associated with the minimum among the maximum weighted regrets (31) . As a general comment, it is worth noting that when the DM minimizes the maximum weighted regret, design alternatives which have not good performances in any considered future are excluded. Considering regrets instead of total expected costs, the decisions may be less risky and design alternatives with higher value of the costs can be selected.
C. CRITERION BASED ON STABILITY AREAS
The solutions provided by the decision criteria described in subsections A and B are clearly affected by the assignment of the probabilities of occurrence of each future; in fact, both the expected costs and the weighted regrets depend on the values of ω q , q = 1, . . . , nf .
To overcome difficulties related to probability assignment, the concept of the stability areas can be introduced. First proposed in [38] and [50] , the stability areas aimed at evaluating the range of future probabilities in which the solutions are stable. If the probabilities of occurrence of each future are considered as variable parameters, a large number of set of future probabilities can be considered and for each set the decision criteria can be applied. More specifically, for each set of future probabilities (s = 1, . . . , ns) , the criterion of the expected cost minimization and the criterion of min-max weighted regret will be separately applied and will provide the design solution A s opt,ec and A s opt,r to be chosen associated to the set s.
The DM can select the best design alternative as the design alternative which is more frequently provided as the optimal solution. This is referred to as criterion of the maximum stability areas. Moreover, the design solutions suggested by the applied decision criteria can coincide or differ. A further decision criterion can, then, be established: for each set of future probabilities (s = 1, . . . , ns), only if the solutions provided by the criterion of the expected cost minimization and the criterion of min-max weighted regret coincide, the solution is considered, otherwise the solutions will be discarded. When all the sets ns are considered, the DM could select the design alternative with the highest frequency.
If the number of futures nf is equal to three, the stability areas can have triangular graphical representations related to different criteria. When the number of futures nf is greater than three, it will be better to provide a graphical representation based on histograms, as it will be shown in the next Section of Numerical Applications.
V. NUMERICAL APPLICATION
The proposed method has been applied to an MV µG considering as uncertainties load and DG power levels. The µG considered for the numerical application is the three-phase, balanced, distribution network of Fig. 2 . This network refers to the MV Cigrè benchmark system detailed in [51] whose nominal voltage is 12.47 kV. It includes 15 busses and is connected to a 115 kV grid by means of two transformers of 25 MVA (whose primary and secondary sides are connected to bus #1 and bus #2) and 20 MVA (bus #1 and bus #13), respectively. These transformers supply two feeders to whom residential, industrial and commercial loads are connected (feeder #1 and feeder #2).
The load data, which include locations, rated powers and power factors, are detailed in Tab. 1. Two typical days are considered for each year. Examples of daily profiles of the commercial/industrial and residential loads are shown in Fig. 3 A [52] . [51] . Regarding the price of energy, the energy pricing tariff, whose hourly values are available in [52] and are reported in Fig. 4 , has been used. By observing the price profile in Fig. 4 , it appears convenient that the EESSs is discharged in the hours from 8:00 to 20:00 (i.e., when prices are highest) and is charged in the rest of the day.
We considered 9 futures which refer to: -the first year load demand that can be equal to 70%, 80% or 90% of the rated powers reported in Tab. I; -no DG, one DG (5 MW @ bus #9), two DG (5 MW @ bus #9 and 2 MW @ bus #15). The DG units are photovoltaic (PV) systems. The futures are defined in Table 2 . For each future, an annual growth of the load (2.5%) and energy prices (1%) have been considered. The planning time horizon has been assumed of 20 years.
The design alternatives have been indentified in terms of number of EESSs to be allocated, their sizes and allocation buses. Regarding the number, a maximum of three EESSs can 
with a nominal discharging time of five hours. The EESSs considered in this application are equipped with Li-ion batteries, whose performance features depend on different parameters related to chemistry properties, cell design and operating conditions [53] . The data of the EESS used in this application have been derived from [53] and adapted as reported in Tab. 3. One battery replacement was considered over the planning period, for which, a cost of 50% of that required in the first installation was assumed [54] .
In order to reduce the number of candidate busses, two tools are used, which are based on the inherent structure theory of networks and the loading constraints criterion [18] , [55] - [58] . The former is used to select those busses where the effect of the net injection of power from energy resources (in this case EESSs) allows obtaining the largest effects than the others; the latter refers to those busses where the net injection of power from resources implies the reduction of the power flowing through the lines during the most critical events. In both cases, the number of selected busses are defined according to specified threshold values [55] - [58] . The resulting set of candidate busses, candidate , is: candidate = {2, 3, 4, 8, 11, 12, 14, 15} (33) In particular, the busses included in (33) correspond to the threshold values of 35% for the inherent structure theory of networks [55] - [58] and 80% for the loading constraints criterion [58] . Each design alternative corresponds to three EESSs whose rated power is one of those included in the set size , allocated in three of the busses included in the set candidate . The number of all of the alternatives is then 6125 which have to be analyzed for each of the nine futures. In what follows, the design alternatives are referred to as A p with p = 1, . . . , 6125. The large number of design alternatives and futures to be analyzed must not be discouraging, since the proposed minimum cost strategy is efficiently solved for each alternative in few seconds.
The results of two case studies are reported: case 1) futures #4, #5 and #6 are analyzed; they correspond to the case of 80% load power at the first year and three scenarios of DG; in this very simple case, the stability area criterion has a very simple graphical representation and, then, the proposed approach can be more easily illustrated. case 2) all nine futures are analyzed.
In both cases, the criteria presented in Section IV are applied and discussed in the following sub-Sections.
A. CASE 1
Considering the performances of the design alternatives in each future, a decision matrix of 6125x3 elements was built, that is the total cost corresponding to the 6125 design alternatives evaluated at the futures 4, 5 and 6 of Tab. 2. It should be considered, however, that in the applications of the minimum cost strategy, the set of constraints (15)- (26) have to be met. In the case the OPF of a design alternative does not converge, due to the imposed constraints, in at least one future, the alternative has to be discarded. After this verification, in this application the decision matrix was reduced to 5762x3 elements, since 363 did not satisfy the constraints in at least one future. This matrix is not reported here for the sake of brevity.
When each future is considered to have the same probability (i.e., 1/3), the criterion of the minimum expected costs provides the design alternative A 1474 as the optimal solution with an expected minimum cost of 9.5 M$. Still referring to the futures considered with the same probability, the criterion of the min-max weighted regrets still provides the design alternative A 1474 as the optimal solution. This solution is detailed in Tab. 4. The solution refers to the allocation of two EESSs in the first feeder (busses #2 and #8) each of rated power of 5 MW, and one EESS allocated at the second feeder (bus #14) with a rated power of 2.5 MW.
Still referring to the three futures #4, #5 and #6, the stability areas can be graphically shown as in Fig. 5 . In particular, Fig. 5 a) and b) show the stability areas obtained by applying the criteria of expected cost minimization and of min-max weighted regrets, respectively. In Fig. 5 c) , only the couples of probabilities for which both the decision criteria provide the same optimal solution are shown.
By analyzing Fig. 5 , a significant amount of information on the planning problem can be derived to aid the DM select the best design alternative. In particular, in Figs. 5 a) and 5 b), four design alternatives are always selected by applying the criteria of the minimum expected costs and the min max weighted regrets, respectively while varying the future probabilities. In Fig. 5 c) the area with the alternative that occurs with the largest frequency is the A 1474 (about 69%). It clearly appears that other solutions were characterized by smaller stability areas: 17% of the trials gave the preferred solution as A 1030 , 10% of the trials gave the preferred solution as A 221 and 4% of the trials gave the preferred solution as A 1899 . Details on these solutions, in terms of siting and size of the EESSs are described in Tab. 5 .
The results shown in Tab. 5 are coherent with that resulting from the applications of the two minimum cost and min-max regrets criteria when the same probability is considered for the three futures. In fact, the solutions reported in Tab. 5 show that it is always convenient to install an EESS at the bus #2. This is probably due to the features of the load demand that do not change in the three futures. Clearly, based on the probabilities the DM would assign to each future (which refer to different penetration levels of DG units), a different allocation solution can be derived by the analysis of Fig. 5 .
B. CASE 2
In this case all of the futures in Tab. 2 are analyzed. By considering the performances of the design alternatives in each future, a decision matrix of 6125x9 elements has been built. In this case, also, design alternatives which do not satisfy all the constraints of the proposed minimum cost strategy in at least one future have been discarded. After this verification, the decision matrix was reduced to 5469x9 elements.
When the futures are considered with the same probability (i.e., 1/9), the criterion of the minimum expected costs provides the design alternative A 1697 as the optimal solution with an expected minimum cost of 9.8 M$, while the criterion of the min-max weighted regrets provides the design alternative A 1472 as the optimal solution. Both these solutions, are detailed in Tab. 6.
In Tab. 6 it can be observed that the allocation of an EESS in the bus #2 provides beneficial effects with reference to both minimum expected cost and min-max regrets criteria. Moreover, the installation of EESSs resulting from the minimum expected cost criterion is that corresponding to the installation of EESSs only in the first feeder. Compared to the min-max regrets criterion, the minimum expected cost criterion implies a solution with a slightly lower total EESS rated powers.
In this case study, the histograms obtained by applying the criteria of expected cost minimization and of min-max weighted regrets are reported in Fig. 6 . Moreover, the cases of probabilities for which both the decision criteria provide the same optimal solution are also reported. As it can be seen, the three criteria provide the alternative A 1697 as that corresponding to the maximum relative frequency. Particularly, the relative frequency is 89.5% in case of the minimum expected cost criterion, 49.2% in case of min-max weighted regrets and 93.6% in case of both criteria adopted. In Fig. 6 it can also be observed that several design alternatives have been identified as optimal solutions while probabilities vary, even if with lower values of relative frequencies. In particular, it is interesting to note that, most of these alternatives have been identified through the application of the min-max weighted regrets. The alternatives in Fig. 6 are detailed in Tab. 7 where, compared to the case 1, a wider range of solutions is shown. This was expected based on the greater number of futures considered.
In Tab. 7, it can be observed that some solutions do not include the connection of EESSs at bus #2 (A 3635 , A 6123 and A 5725 ). In these cases, compared to the other solutions, a reduced overall energy capacity is allocated at the first feeder. Moreover, in one solution (A 121 ) only two EESSs are allocated.
With reference to the solution A 1697 in Figs. 7-12 some details of the proposed minimum cost strategy are reported, with reference to the last year of the planning period of the future #6. More specifically, the active power daily profile of the EESS located at bus #2 is reported in Fig. 7 ; its stored energy is shown in Fig. 8 ; the reactive power of the storage located at the bus #2 is reported in Fig. 9 ; in Fig. 10 the reactive power of the DG located at the bus #9 is shown; Coherently with the objective of cost reduction, Fig. 7 shows that the EESS is discharged in the high price hours and is charged during the low price hours (see Fig. 4 ). The constraints in terms of rated power and energy capacity are satisfied, as clearly shown in Fig. 8 . Moreover, from Figs. 7 and 8, it can be observed that the EESS is fully exploited in terms of rated power (5 MW) and energy capacity (25 MWh) ; the maximum depth of discharge (80%) and the limit of one charging/discharging cycle per day is also satisfied. Regarding the reactive power, Fig. 9 clearly shows that the EESS always is used for providing the maximum reactive power compatible with the provided active power. Indeed, when the EESS provides active power (see Fig. 7 ), the reactive power is reduced or is null due to the limitation on the apparent power which cannot exceed the rated power of the interfacing converter. Also the DG units, as shown in Fig. 10 , provide high share of reactive power.
Figs. 11 and 12 show that the proposed procedure allows satisfying the constraints on the voltages and currents. More in details, in Fig. 11 the bus voltage at the hours with highest voltage values (hour 14) and lowest voltage values (hour 23) are reported.
In both profiles of Fig. 11 , the voltage is always within the admissible range (0.9-1.1 p.u.). The line currents in all the hours of the day are shown in Fig. 12 . The values are reported in p.u. with respect to the lines' ampacities. As clearly shown in the figure, all the currents always are lower than the maximum admissible value.
VI. CONCLUSIONS
In this paper a planning method has been proposed for the optimal sizing and siting of electrical energy storage systems in a microgrid in the presence of renewable energy sources. Uncertainties of loads and generation are handled by means of decision theory criteria. The optimal planning allows reducing the costs for energy provision and supplying technical support to the grid. The proposed method includes a novel minimum cost strategy, which is tailored for the case of hourly varying pricing scheme. This method allowed optimizing active and reactive power of storage devices and reactive power of renewable generation in an effective way, while preserving the computational effectiveness which is crucial when dealing with planning involving uncertainties and storage devices due to the multi-temporal nature of the problem. The results of numerical applications, derived with respect to a Cigré test network, clearly showed the feasibility and effectiveness of the procedure. This demonstrated that the proposed approach is useful to a microgrid operator who wants to exploit the advantages of the storage in terms of demand response applications. Based on the proposed approach, current research activity has been focusing on the development of more detailed models to characterize battery degradation. The aim is to study the effect of some parameters, such as ambient temperature, in the evaluation of the costs related to the planning of battery energy storage systems. Furthermore, models of the energy storage systems will be explored to accurately include the reactive power capability while preserving computation efficiency of the planning method.
