ABSTRACT Existing fine-grained categorization methods predominantly conquer challenges independently, while neglecting the fact that patch proposal and feature extraction can reinforce each other. This necessitates to extract the domain-specific representations and localize key (most discriminative) patches alternately, since implicit to fine-grained specialization is the existence of an entry-category visual shared among all categories. In this study, an increasingly specialized perception convolutional neural network (ISP-CNN) is proposed, focusing on a butterfly domain at sub-species level due to the biosystematics structure. Its pipeline is an coarse-to-fine specialization that hierarchically extracts fine-scale features and proposes distinctive patches at multiple scales. Specifically, the framework consists of two highlights, i.e., hierarchical learning support vector machines (HL-SVMs) and patch proposal sub-networks (PPNs). Depending on the confidences obtained in HL-SVMs, the samples are classified at appropriate subset (i.e., sub-family, genus, and sub-species). Then the PPNs zoom the images to shift the focus on the most representational patches by taking previous predictions of HL-SVMs as a reference, while a finer scale network takes as input an amplified attended region from previous scales with gradual steps. As for selfoptimization, ISP-CNN is driven by a patch-level loss and a class-level loss, to mutually learn patch proposals and decisions. For effectness verification, a total of 19,368 lab-made images of butterfly specimens spanning 48 sub-species are utilized as testing samples, while 116,208 augmented images are employed for training. ISP-CNN delivers the better or comparable performance, i.e., validation accuracy achieves 93.67% and testing accuracy achieves 92.13%, which outperforms state-of-the-arts.
I. INTRODUCTION
In the last few years, the subordinate-level categorization, which is also known as the fine-grained visual categorization, has attracted extensive attention [1] , [2] . More challenging than basic-level object classification, fine-grained visual categorization targets to discriminate the samples belonging to the The associate editor coordinating the review of this article and approving it for publication was Amjad Ali. same or closely-related sub-ordinate categories sharing one common entry-level category [3] , classifying different vehicle makes and models [1] , [4] - [6] , tree categories [7] , bird species [8] - [10] , dogs species [11] - [13] , flower species [14] , aircraft models [15] , [16] , body parts [17] , [18] , etc. Above categorizations concern identification at sub-ordinate levels, where the distinction among categories is highly hidden and domain-specific. Aside from the issue of view-point and pose changes, a major challenge for any fine-grained VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ FIGURE 1. Bio-taxonomy of butterfly at sub-family level, genus level, and sub-species level. The difficulty of fine-grained visual categorization of butterfly specimens stems from two-fold: discriminative region localization and visual representation mining from those regions, which even poses challenges to highly knowledgeable entomologists. Sub-species (e.g., Troides Helena and Troides Aeacus) sharing the same genus node (e.g., Troides) appear strong visual correlations to each other in terms of overall shape, texture, and color.
categorization strategy is how to distinguish between classes that have high visual correlations. Because of such challenge, fine-grained visual categorization can benefit a wide variety of applications, e.g., expert-level image recognition [12] , [19] , rich image captioning [20] , [21] , and hence has become an important research topic. Another point is that the fine-grained visual categorization is a common and burning issue in bio-taxonomy. Specimens in different sub-species reveal almost the similar appearances, which can only be distinguished by domain experts. Perhaps counter intuitively, intra-category discriminations can be very larger than inter-category among different subspecies in most cases. As depicted in Fig. 1 , the categorization of butterfly specimens at sub-species level is more difficult than categorization at genus level. More seriously, a number of visual interferences, such as dispersion, reflection, and blur caused by dew, equipment jitter, and illuminations can severely degrade the accuracy and robustness of categorization. Our prior researches [22] , [23] also suffered these interferences seriously. Due to the adequate acquired samples, and it is rarely to see the strategy modified for bio-taxonomy, our works mainly focus on boosting performance for fine-grained visual categorization of butterfly specimens.
Duo to the tremendous challenge and study merit both in theory and practice, many efforts have been made in prior researches. Typically, the high-profile artificial intelligencebased methods consist of two phases: 1) recognizing possible regions of interest by analyzing convolutional responses from networks in an unsupervised fashion or by utilizing additional supports, e.g., supervised part annotations/boundingbox, and 2) extracting discriminations from localized regions and encoding them into compact vectors for object recognition [13] . Although impressive progresses have been made by FIGURE 2. Flowchart of gradual patch proposals. We begin from input butterfly specimens (left), which represents the lowest level of our perception. We can observe the subtle discriminations from highly local regions (e.g., wings in blue boxes), which are hard to extract. However, these visual differences can be more vivid and significant if we can learn to zoom into the attended regions at a finer scale (middle). We crop their most discriminative regions (blue) by patch proposals, extract and zoom them to obtain a finer input (middle). At last, the patch proposal is repeated to extract an even more distinctive region (green) which after being zoomed (right) will correspond to finest level of specialization.
introducing part-based attention mechanism, they still suffer from the following legacies. First, hand-crafted regions or the regions detected by unsupervised strategies may not be suitable for machine categorization [24] . Second, subtler visual differences existing in local regions are still hard to dig out. We found that patch proposal and fine-grained feature extraction are mutually correlated and thus can reinforce each other. See Fig. 2 for our gradual patch proposals, correct regions localization can promote learning discriminative features, which in return help to propose more distinctive regions. Conversely, improperly recommended regions will backfire. Unlike the detection of real-world objects of interest, patch proposal in fine-grained categorization necessitates to not only cope with both the variation within the category and with the diversity of visual imagery, but also recognize the most distinctive regions which are discriminative enough to distinguish target from all other similar patterns. The key issue is to efficiently (i.e., with the lowest possible frames per second (FPS)) perceive the whole image and localize the most representative (i.e., with the highest possible IoU overlap with the ground-truth box) areas including unique characteristics that other objects do not possess. The traditional and simplest approach dealing patch proposal is exhaustive search, which is also known as brute-force search. Although some progress has been made, its intolerable time complexity makes it doomed to be eliminated by the growing demand for timeliness. Next comes a series of machine learning-based strategies for patch proposal in recent years, e.g., bottom-up region-based learning in [25] , bounding-box regression and sliding window in [26] , attention mechanism in [12] and [13] , etc. They typically combine multiple low-level visual features with high-level context, and some of their enhanced versions have met the standards for industrial applications. However, above methods all belong to two-stage pattern [25] , [26] , which requires two mutually independent phases, i.e., patch generation and patch screening. Aiming at conducting a more efficient one-stage strategy for patch proposal, we turn to the clustering algorithm and dissimilarity measurement for aggregating the cores of landmark and alignment of patches. Specifically, our pipeline starts with the clustering of pixels according to the MST and dissimilarity measured by Euclidean distance in RGB space. Then two dissimilarities within and between patches are defined to determine whether the generated domain-specific regions are merged into one or not. Above procedure runs iteratively until no new convergence emerges, at which point we get all the candidate patches of one input image.
To overcome the above defects, we formulate our entire pipeline as a novel hierarchical model denoting increasingly specialized convolutional neural perception network (ISP-CNN), allowing end-to-end optimization for finegrained visual categorization of butterfly sub-species simply requiring the category-level labels.
In general, ISP-CNN is a stacked network which takes the input from original images to fine-grained local domains at three scales. Its region-based feature extraction, pattern decision, and discriminative region localization are mutually conducted in an increasingly specialized manner. Specifically, the learning at each scale consists of a feature extractor subnetwork and a hierarchical learning support vector machine (HL-SVM), and there is a patch proposal sub-network (PPN) between two adjacent scales. The above three components constitute a complete perception cycle, and more perceptions can be stacked in the same way. The feature extraction sub-networks share the same network architecture yet with different parameters at each scale to fit the intermediate representations with different resolutions (e.g., the coarse-scale and finer-scale in Fig. 2 ). HL-SVM can implement hierarchy decision by subset learning, while PPN generates objective attended domains for the next finer scale. Their operation modes best embody the increasingly specialized perception and both contribute the most to the discriminability of ISP-CNN. First, depending on the extracted feature maps, the samples are classified by an HL-SVM trained at appropriate subset (i.e., sub-family, genus, and sub-species). Second, taking previous predictions of HL-SVMs as a reference, PPN zoom the image to shift the focus on the most discriminative patches within the image for the target localization, while a finer-scale network dedicated to high-resolution regions takes as input an amplified attended region for extracting more fine-grained features. Overall, our model is optimized by an patch-level loss and class-level loss, to mutually optimize the performance of patch proposal and fine-grained feature extraction and decision. They both optimize the finer perception to generate higher confidence scores on correct categories than previous prediction.
Our proposed model goes beyond the standard plain network paradigm and/or follow a coarse-to-fine strategy when using features from multiple levels of the bottom-up representational hierarchy. Since ISP-CNN can be stacked in a gradual manner, its attention can gradually attend on the most discriminative regions from coarse to fine (e.g., from body to wings, then to texture for butterflies). Note that the effective distinction localization can boost discriminative region-based feature learning, and vice versa. Thus the model can relish the accuracy gains from the mutual reinforcement between region localization and feature mining. To further leverage the advantages of increasingly specialized representation, the focal losses from HL-SVMs in different scales are integrated with the class-level loss, which also shape a coarseto-fine self-optimization.
In pursuit of promising inhibition of over-fitting, ISP-CNN is first pre-trained on the ImageNet database [27] . Based on the trained weights, we proceed to fine-tune model end-toend to adapt to the collected butterfly specimens images. For effectiveness verification, ISP-CNN is contrasted with state-of-the-arts on the challenging categorization of butterfly specimens at sub-species level. We report a consistent and significant boost in performance on evaluation metrics across network architectures. ISP-CNN is proven theoretically and practically that the increasingly specialized perception mechanism allows ISP-CNN to relish the accuracy gains from global-level and part-level representations at the same time without any bells and whistles (e.g., iterative boxrefinement), achieving results significantly compete against state-of-the-arts. Our major contributions are embodied in three-fold: 1) To the best of our knowledge, our work represents the first attempt of modifying an increasingly specialized perception network for the fine-grained visual bio-taxonomy of butterfly specimens. are implemented on our specimens image set, and superior performance is delivered over the state-of-the-arts on evaluation metrics. The remainder of this paper is organized as follows. Section 2 reviews the related works. Section 3 details the methodology of the proposed ISP-CNN. Section 4 describes the construction of image set. Section 5 elaborates the experimental evaluation and analysis, followed by the further discussion in Section 6. Finally, the concluding remarks and future works are drawn in Section 7.
II. RELATED WORK
The researches on fine-grained visual categorization proceed along two dimensions, i.e., comprehensive feature learning and discriminative patch proposal.
A. COMPREHENSIVE FEATURE LEARNING
It is generally known that effectively learning discriminative features is crucial for object categorization. Early methods are dominated by delicate hand-crafted features [28] - [33] , e.g., HOG, SIFT, SURF, and LBP. However, design of these descriptors is typically time-consuming and their performances are unsatisfactory [33] . Thence, researchers have attempted to tackle the problems by proposal of surface learning methods, e.g. SVM [35] - [38] k-Nearest Neighbor (kNN) [39] , naive Bayesian model (NBM) [40] .
Although above strategies broaden the solutions of visual categorization, the following defects are also accompanied and difficult to avoid. The above methods belong to surface learning, which largely relies on the customized hand-defined features (e.g., entropy and inertia moment) depending on prior and professional knowledge; thus, the extracted features are often inadequate and lacking in representation [23] . Moreover, while shallow-level features can be extracted effortlessly, abstract representations hidden in the deeper level are hard to obtain without learning procedures [23] .
Over the past seven years, we are witnessing a tremendous progress in our vision community, mainly caused by CNN [41] and ingenious neural networks. CNN-based strategies and other deep learning algorithms have recently been substantially mushrooming for revolutionizing a range of computer vision tasks: object categorization [42] and enhancement [43] , trajectory tracking [44] - [46] , pose estimation [47] , target detection and segmentation [48] - [54] , fine-grained categorization [4] , [55] - [58] , and even nonrecognition tasks. They have shown significant advantages than hand-crafted features on both general and fine-grained categories. In pursuit of stronger representation ability, most representative models gain improvement in accuracy through stacked layers. During 2012 to 2015, all the leading works [54] , [59] - [61] in the challenging ILSVRC [27] exploited ''extreme deep'' models, with a depth of 8 [58] to 152 [60] . After reaching the upper limit of the number of hidden layers, a series of hierarchical structures [61] - [63] are recently proposed to compute the pairwise feature interactions by two or more independent sub-networks to capture the local differences, which has delivered the state-of-the-art performance in fine-grained categorization. Besides, another method [64] proposes to modify CNN with spatially weighted information by Fisher Vector [65] , which yields superior results on both vehicle [62] and bird categorization [66] .
B. DISCRIMINATIVE PATCH PROPOSAL
Aiming to intuitively give precious localization of significant keypoints for subtler discriminations, a growing body of researches seek to incorporate extra hand-crafted supports, such as the bounding-box or part annotations. For instance, Bourdev et al. [67] realized the pose estimation with a novel postlet-like strategy, and state-of-the-art performance on pedestrian detection was delivered; Farrell et al. [68] developed an approach for subordinate categorization in vision, focusing on an avian domain due to the fine-grained structure of the category taxonomy. Their method could facilitate fine-grained categorization from relatively few training examples; Wah et al. [69] proposed a recognition framework based on the humans-in-the-loop method. It enables users to click on object parts and make response regarding target attributes, and a significant average reduction in human effort was achieved over prior researches.
The extra annotations has proved their effectiveness for boosting performances, but they pose serious burdens to the situations where fully automatic learning is desired. Furthermore, it is costly to adapt these methods to new finegrained target categories, because the hand-crafted notations and attribute queries usually need to be delicately devised by domain experts, especially for the objects without distinct emblems or distinction (e.g. cats, foods, etc.). Moreover, the heavy involvement of manual annotations makes tasks not practical for large-scale real problems.
To conquer above drawbacks, there have been emerging works aiming at a more general scenario and proposing to mine domain-specific attention in an unsupervised manner. For example, Ge et al. [70] proposed a learning system which first clusters visually similar categories and then extract visual features specific to each subset. Verification on the Caltech-UCSD bird dataset demonstrated that FIGURE 3. The pipeline of the proposed increasingly specialized perception convolutional neural network (ISP-CNN). The input images are forwarded from coarse full-size images to subtler proposed patches (from scale 1 to scale 3). Specifically, from the first feature extractor sub-network f 1 (marked in green) we obtain the intermediate activations φ 1 (X ) (marked in red), which are in turn fed to the HL-SVM 1 (marked in yellow) for decision. Then the φ 1 (X ), along with the focal loss 1 given by HL-SVM 1 are fed to the PPN (marked in blue) to propose a more distinctive patches I 2 . For more specialized perception, the above process in repeated for I 2 , while for I 3 no further focus region is generated. Overall, ISP-CNN is alternatively optimized by patch-level loss (i.e., the average of focal loss 1 , focal loss 2 , and focal loss 3 ) and class-level loss calculated from aggregated featuresφ(X ). The former is responsible for discriminative patch localization, while the latter aims at optimizing categorization performance.
their strategy outperformed state-of-the-arts under the worst situation: no bounding-boxes are presented during the testing phase; Two-level Attention CNN [12] fuses bottom-up attention, object-level top-down attention, and part-level topdown attention together for fine-grained categorization. Its part templates are learned by clustering scheme from the internal hidden representations; Also benefits from the attention mechanism, Ji et al. [71] proposed a two-level attention network to generate object-level and part-level regions by an attention network and a classification network, and their effectiveness was respectively evidenced on the CUB-200-2011, Stanford Dogs, Stanford Cars, and FGVC-Aircraft dataset; Jaderberg et al. [72] took one step further and proposed a spatial transformer that can actively spatially transform an image for more accurate categorization; In order to get rid of the dependence on bounding-box/part annotations, Yang et al. [73] proposed a novel self-supervision mechanism termed NTS-Net for Navigator-Teacher-Scrutinizer Network. It consists of a Navigator agent, a Teacher agent and a Scrutinizer agent, which can effectively recognize informative regions in extensive benchmark datasets. Mostly centered around basic-level categorization, other seminal studies such as part-based attention mechanisms (e.g. [74] - [76] ) also perform well in categorizing targets of minimal articulation or localizing objects from the complex backgrounds. However, these still leave a legacy about how to tackle categorizing of fine-grained targets that share almost similar visual representations.
III. INCREASINGLY SPECIALIZED PERCEPTION CONVOLUTIONAL NEURAL NETWORK (ISP-CNN)
In this section, we will clarify three vital components (i.e., feature extractor sub-networks, HL-SVMs, and PPNs) of the proposed ISP-CNN for fine-grained visual categorization of butterfly sub-species. We consider our pipeline with three scales as an example in Fig. 3 , and more finer-scale perceptions can be stacked in the same way.
The model's perception starts from full size images in I 1 to fine-grained discriminative patches in I 2 and I 3 , where I 2 and I 3 take the input as the attended patches from I 1 and I 2 , respectively. Specifically, images are first fed into feature extractor sub-networks f 1 to extract intermediate representations φ 1 (X ) in scale 1. Then the HL-SVM 1 proceed to predict a categorization at appropriate subsets (i.e., sub-family, genus, and sub-species) depending on the calculated focal loss 1 . Given the extracted representations and focal loss 1 , a finerscale interest patch I 2 is proposed by PPN. On the basic of I 2 , above operation is repeated to extract a more distinctive patch I 3 which after being zoomed will correspond to finest level of specialization. As for self-optimization, ISP-CNN is driven to convergence by alternatively learning a Patch-level loss and Class-level loss. The former is played by a modified square hinge loss at each scale, whilst the latter is calculated from the fused featuresφ(X ). During above categorization procedure we can observe that the patch proposal and feature representation are mutually correlated and can reinforce each other. On one hand, the performance of feature extraction is evaluated by HL-SVM i at each scale, which ensures that the qualified extracted features are always provided to PPN for promising patch proposal. On other hand, correctly recommended patches can promote learning more distinctive features, which in return help to recognize objective patches for discriminative feature extraction. During this procedure, the attention receptive fields of feature extractor sub-network, the proposed patches of PPN, and the candidate decisionmaking scopes of HL-SVM are all becoming finer, hence we call the increasingly specialized perception. Three operations are carried out alternately until the model converge.
A. FEATURE EXTRACTOR
Learning discriminative features is crucial for fine-grained image recognition. In an attempt to leverage the success of CNN, we employ pre-trained AlexNet [58] as feature extractor to extract intermediate features φ(X ; P) of butterfly specimens at different scales. In pursuit of better representation performance, we arm the model with effective tricks, such as batch normalization, ELU, and DropConnect, on the basis of backbone. The layers after the last convolutional layer (more specifically, after Conv 5) are removed and spatial pyramid pooling (SPP) is appended to extract φ i (X ) at the end.
The entire feature extractor sub-network can be trained end-to-end by stochastic gradient descent (SGD) with momentum and can be easily generalized utilizing common libraries (e.g., TensorFlow [77] , Keras, and Caffe [78] ,) without modifying the solvers. See Fig. 4 for architecture of feature extractor.
1) DROPCONNECT
As obvious from Fig. 4 , the data steam in feature extractor begins with the feeding of n-dimensional feature maps
Since the abundant parameters and numerous filters in upper convolution layers easily result in over-fitting, DropConnect could suppress over-fitting effectively so it is introduced not only in Fc6 and Fc7, but also in Conv3, Conv4, and Conv5. It can randomly conceal the connections between signals and neurons through a binary matrix shown in Eq. (1). The network tends to be less sensitive to the specific weights of neurons, hence less likely to overfit the training data and capable of better generalization effects.
where x i and x denote the input and concealed feature maps; M i represents a binary matrix obeying the Bernoulli distribution. The conceal rate increases from 0.15 to 0.5. 
2) BATCH NORMALIZATION
In order to accelerate model convergence by suppressing internal covariate shift, batch normalization is appended before each convolutional layer. We normalize each scalar feature independently, by making it have zero mean and unit variance. We normalize each dimension of x by Eq. (2):
where x denotes normalized feature maps; E(x) and Var(x) denote the expectation and variance of training samples. It allows for utilizing higher learning rates and hence yields in models with better generalization ability. In the later experiments, we found that higher learning rates demonstrate a slower initial convergence speed, but end up at a lower error rate.
3) EXPONENTIAL LINEAR UNIT (ELU)+
Next, the normalized feature maps x are processed by convolution filters. In pursuit of favorable inhibition of vanishing gradient, ELU is exploited as the activation function in convolutional layers. The operations in each convolutional layers are depicted as below:
where x i and y i are the input maps and output maps, respectively; f denotes the non-linear activation function whose role is played by ELU, α is initialized to 0.25 and self-adjusts with optimization; w = [w 1 , w 2 , w 3 , . . . , w n , +1] T represents the weights of i-th convolution filter, b is the bias.
4) SPATIAL PYRAMID POOLING (SPP)
At the end, SPP is utilized for subsampling. Explicitly, we use W f and * for extractor parameters and a series of operations of convolution, activation and pooling, respectively. y i is the input feature maps. Given part proposals P and the input feature maps φ(y i ) = W f * y i , the intermediate representation φ(y i ; P) can be directly extracted by SPP. SPP divides a feature maps into several spatial bins, and these bins have sizes proportional to the input map size, so the number of bins is fixed regardless of the original size. By removing the fixed-size limitation, SPP can maintain spatial information by pooling in local spatial bins. φ(y i ; P) can be viewed as a function like:
The pooled intermediate activations reflect the detections of features by the convolutional filters, which will be delivered to PPN, HL-SVMs, and feature fusion component for further mining.
After extracting focal representations for learning domainspecific features, we propose a simple but effective way to fuse part-level features φ(y i ; P) to a new feature integrationφ(X ):φ
where N is the number of focal intermediate representations.
Such a normalization is necessary because the integrated featureφ(X ) take advantage of all focal features from different local receptive fields. Owing to the training with focal loss among different specialized levels, φ(y i ; P i ) at scale 2 and scale 3 tend to ground truth class with higher probability, while the features at scale 1 give relatively average predictions across different categories. Thence, there is an implicit and inherited weighted fusion over different patches.
As depicted in Fig. 3 , a class-level loss from a global-level SVM is utilized to evaluate the representation ofφ(X ).
B. HIERARCHICAL LEARNING SUPPORT VECTOR MACHINES (HL-SVMs)
From Fig. 1 we find two rules: (1) the sub-species (e.g., Troides Helena and Troides Aeacus) sharing the same genus (e.g., Troides) appear similar to each other in terms of overall texture, shape, and color, while those (e.g., Troides and Graphium) from different genus vary a lot. The distinction between different sub-families is also more obvious than that between different genus. Logically, distinguishing different sub-species from each other is more challenging than distinguishing genus and sub-family, hence the higher accuracy loss is more likely to obtain in the categorization at sub-species level, and (2) compared with identifying one sub-species (e.g., Troides Helena) from all categories directly, it is more easier to identify it among several candidate subspecies (e.g., Troides Helena, Troides Aeacus, and Troides magellanus) sharing one common genus (e.g., Troides). This rule also applies equally to genus categories. Inspired by these characteristics of butterfly bio-taxonomy, we summarized two corresponding pipelines for our proposed HL-SVMs to implement increasingly specialized decision: (1) every expert SVM should not force itself to do the categorization outside its competence. If the confidence is low enough in the categorization of sub-species subset or genus subset, this decision result should be abandoned and the categorization is supposed to be taken over by next expert SVM locally trained at more entry-level subsets (i.e., genus subset and sub-family subset) for more obvious distinction among different categories, and (2) once the entry-level category (i.e., genus and sub-family) of a sample is determined in advance by an expert SVM with enough confidence, its sub-species will be eventually identified from the candidate categories under this prerecognized entry-level category node. That being said, several definite sub-SVMs should also be specialized trained on the samples belong to each genus or sub-family category. They are included by the expert SVM trained at corresponding subset. This mechanism not only makes the decision scope of candidate categories more increasingly specialized, but also reduces the time complexity of decision-making. Because the uncorrelated genus or subfamilies categories will not be considered in the following procedure.
Following above pipelines, we implement hierarchical decision by defining three-level ensemble SVMs codenamed HL-SVM. It consists three serially arranged expert SVMs globally trained at three subsets (i.e., sub-species, genus, and sub-family subset). Given the training samples, three expert SVMs with radial basis function (RBF) are locally trained on each subset and making intermediate (in scale 1 or scale 2) or final decision (in scale 3). Specially, as illustrated in pipeline (2), the expert SVMs locally trained at genus and sub-family subset should also learn several sub-SVMs at each category for local precision classification. Suppose there are N training samples and the i-th (1 ≤ i ≤ N ) sample is denoted by (x i , y i ), where x i and y i represent the value and the label, respectively. The optimization objective function of each SVM is given by:
Restricted to:
VOLUME 7, 2019 FIGURE 5. The pipeline of proposed HL-SVM. SVMs trained at different subsets (i.e., sub-family subset, genus subset, and sub-species subset) are selectively enabled according to the calculated focal loss and predefined threshold.
where α is named the Lagrange multiplier and is the optimum solution of this convex optimization process. Penalty factor C is set as 0.6 depending on the results of five-fold crossvalidation. It imposes a tradeoff between training error and generalization performance. ξ denotes the slack variable and is set to 0.001, which relaxes the restrictions imposed to the optimization problem, allowing a set of patterns to be within the margins and the presence of some training errors. K (x i , x j ) represents the RBF kernel, giving
Restricted to: γ = 1 N
When a test sample from scale 1 is fed into HL-SVM 1 , it is first predicted utilizing an expert SVM trained at the subspecies level. If the obtained focal loss is lower than a predefined threshold, it demonstrates that this categorization owns high confidence and the decision result is highly trustworthy. It will be accepted and sent to the PPN for finer-scale patch proposal. Otherwise, this prediction result will be ignored and the further classification is performed by the next expert SVM trained at genus level.
In this paper, we utilize the k-fold cross-validation for thresholds fine-tuning and assignment, where k is initialized to ten, following Ron [79] . Specifically, all our data is first randomly split into ten folds of roughly equal size (also known as random partitioning the data) before each fold is held out alternately to evaluate the HL-SVMs with different optimal thresholds trained on the remaining nine folds. Then we can calculate the average value of ten mean square error (MSEs) from ten estimations, and the most appropriate thresholds corresponding to the lowest average MES are picked out for assignment.
The last expert SVM trained at sub-family level may be attended for categorization if the focal loss of classification at genus-level is still higher than threshold. But this is rare to see because the discrimination among different genus nodes is already obvious enough for accurate categorization. Above process in repeated for HL-SVM 2 , while for HL-SVM 3 no intermediate decision is computed, which means that the final decision will be made by the last HL-SVM 3 at the finest-grained scale. If a sample's entry-level category (i.e., genus or sub-family) has been given by local SVMs in scale 1 or scale 2, its final prediction will be conducted by a sub-SVM trained within the samples under this predicted entry-level, rather than a expert SVM globally trained at three subsets (i.e., sub-species, genus, and sub-family).
Finally, our method constructs a sequence of expert SVMs HL-SVM i = {SVM n } N n=1 , hence we call hierarchical learning, where i denotes the i-th scale, n represents the n-th biotaxonomic level (e.g., sub-family) and N is the total number of levels. We formulate above entire pipeline as Fig. 5 .
Obvious from Fig. 5 , the data flow of HL-SVM is oriented by focal loss. In order to eliminate the uncertainty of derivative of activation function when S T · S y = 1 (where S T and S y denote the score vector f (x, w) of expected output and predicted output, respectively), we modified a smooth hinge loss (y i ; P) for individual sample during the process of convex optimization.
Then, the square hinge loss is introduced as the focal loss of all the training samples. For better discriminability, we add a weighting parameter (1 − S y ) γ on the basic of square hinge loss, as shown in Eq. (9):
where γ is a positive hyper-parameter controlling focal degree. When S y tends to zero, the loss is up-weighted and can encourage HL-SVM to fit the training samples. Conversely, w and N represent the model's weights and the number of training samples, whilst λ is a regularization parameter and it can adjust automatically by selfoptimization. Finally, as depicted in Fig. 3 , the patch-level loss is the average of three focal losses of all samples from HL-SVM 1 , HL-SVM 2 , and HL-SVM 3 , which is responsible for optimizing patch proposals.
C. PATCH PROPOSAL SUB-NETWORK (PPN)
One common characteristic of most existing fine-grained works is that they explicitly use annotations of an object or even domains to depict the object as precisely as possible. As pointed out in [80] , such a requirement is not so realistic for wide deployment of practical usage since these hand-crafted object annotations are usually expensive to acquire, especially for large-scale image classification tasks. It is meaningful to free us from the dependency on delicate manual annotations in fine-grained visual categorization. In this sub-section, our goal is to propose the most discriminative patches with only category-level labels in both training and testing phase, while not degrading the categorization accuracy. The proposed high-quality patches refer to those sub-regions inside an object that own higher objectness, i.e., having a higher chance to distinguish a target from others. Different from general image recognition which usually uses a holistic image representation, we also try to make utilize of intermediate features and predictions to implement increasingly specialized perception in PPN and boost its performance for patch proposal. See Fig. 6 for the entire pipeline of PPN.
First and foremost, like most fine-grained works, the problem of localizing distinctive patches should be conquered. Instead of a blind branch and bound search or an exhaustive search, alternatively, we turn to Selective Search Windows (SSWs) [81] for aggregating the strength of the intuitions of exhaustive search and segmentation. Different from the region proposal network (RPN) commonly used in object detection, our patch proposal in PPNs is driven by quantifying the dissimilarity between elements along the boundary of the two patches relative to a measure of the dissimilarity among adjacent elements within each of the two patches. As regions can yield richer representation than pixels, we propose to learn region-based patches whenever possible.
Specifically, during the initial stage of generating candidate patches, all the pixels are regarded as the a vertices set V = {v i |i = 1, . . . , n} and they are clustered obeying minimum spanning tree (MST). The weight (similarity) between two vertices is quantified by the Euclidean distance D RGB in RGB space, where
We utilize (v i , v j ) for the edges corresponding to pairs of neighboring vertices v i and v j , and each one is given a weight ω ((v i , v j ) ).
After the pixels are initially merged into several patches, we define the internal dissimilarity of a patch, i. Thanks to the SSWs, the candidate bounding-boxes are generated effectively and efficiently in an unsupervised manner. However, this strategy cannot guarantee that all the attended patches are distinctive enough for categorization. Therefore, the intermediate activations φ(X ; P) of multi-scale receptive fields inside each corresponding bounding-box are extracted and sent to HL-SVM for discriminability verification according to the calculated focal loss, which will bring a little additional computational cost. With the lower focal loss (S T , S y ) than predefined threshold, a small number of bounding-boxes are recommended, while others are abandoned for poor discrimination.
To further suppress mis-localizations, we append a bounding-box regression phase to fine-tune the proposed bounding-boxes. After scoring each selective search proposal with a HL-SVM, we predict a new bounding-box for the detection using a class-specific bounding-box regressor. Explicitly, given a proposed bounding-box B i , we use 
and is also specified in the same way. Our goal is to obtain a series of transformations that can fine-tune the proposed bounding-box B i to its corresponding ground-truth box G i . We parameterize these transformations in terms of four specific functions T i (P) = T x i (P), T y i (P), T w i (P), T h i (P) . The first two specify a scale-invariant translation of the center of B i 's bounding-box, whilst the second two denote log-space translations of the width and height. After learning these four functions, we can transform an input B i into a predicted ground-truth box G i by Eq. (10) to Eq. (13):
Each T * i (B i ) (where * represents one of x, y, w, and h) is defined as a linear function of the intermediate activations φ(X ; B i ) of multi-scale receptive fields inside each proposed bounding-box B i . Thence we have T * i (B i ) = w T * φ(X ; B i ), where w * denotes the optimable model parameters. We learn w * by optimizing a ridge regression:
where t * i (where * represents one of x, y, w, and h) denotes the regression targets for the B i and G i and it can be calculated through Eq. (15) to Eq. (18):
After getting the regression locations of bounding-boxes, the input feature maps are warped by the fine-tuned bounding-box and the refined patches are proposed. Accordingly, PPN zooms the image to shift the focus on the most salient parts within the target for the distinctive representation.
Compared with the RPN proposed in faster R-CNN [25] , PPNs possess following advantages: (1) Since the positive bounding-boxes in RPN are exhaustively searched from the anchor/anchors with the highest Intersection-over-Union (IoU) overlap with a ground-truth box, the generation and evaluation of candidate patches are independent and computationally expensive. In PPNs, the boundaries of patches are initialized according to the dissimilarity among pixels and patches from the beginning. Once the integration of adjacent components becomes stable, the patch proposal ends. So there is no extra customized stages for generation and selection of bounding-boxes, hence our strategy is more efficient to some extent, and (2) since the bounding-boxes in RPN are built on the basis of the sliding-windows with three scales and three aspect ratios, the shape of proposed patches is limited to the rectangles. In PPN, the superpixels are greedily merges by MST based on engineered low-level features, hence the receptive fields can fit interest areas better and the shapes of recommended patches are more flexible, and (3) note that a single ground-truth box may assign positive labels to multiple anchors in RPN, while our proposed patches are unique.
IV. DATA DESCRIPTION
For effectiveness validation, a total of 19,368 lab-made images of butterfly specimen spanning 48 sub-species are collected as benchmark dataset for their strong similarity among different sub-species sharing one common genus node. Then they are augmented to 116,208 images by five augmentation methods for model training. It is an interesting but challenging dataset for performance evaluation of fine-grained categorization in bio-taxonomy of butterfly, which both contains the research metric and application metric.
A. IMAGE ACQUISITION
In pursuit of efficiency confirmation in fine-grained visual categorization, we took 19,368 high-fidelity hand-crafted images spanning 48 butterfly sub-species as testing samples. This dataset contains images with single specimen at almost the same scales, orientations and illumination conditions. We extend special thanks to the College of Life Sciences for providing us with sufficient butterfly specimens as well as the requirement for fine-grained categorization in bio-taxonomy. All the images are the photos for the real world butterfly specimens: half of the butterflies were captured outdoors, and the other half were cultured artificially. They were killed by neurotoxins to ensure the integrity of the specimens. Each image only corresponds to one single specimen, and all the images are captured under the hollow LED shadowless lamp with 4032 × 3024 resolution. The camera used is Canon EOS 5D Mark IV and the shooting distance is four to eight cm depending on the target size. The image format is JPEG and each one is a 24-bit color bitmap. Each image is classified into their ground truth category with the help of entomology experts. See Fig. 7 for randomly selected testing samples. From Fig. 7 we can observe that the samples of some sub-categories with the same genus node show the obvious similarities. It is generally much harder to category each specimen into its ground truth in sub-species level. The detailed statistics with category numbers and samples are summarized in Table 1 .
B. IMAGE AUGMENTATION
Adequate samples can alleviate over-fitting during the training stage. In order to increase the quantity and diversity of original images and enable extracted features robust to translation, rotation, and scaling, etc., an augmented image set is constructed through color jittering [58] , PCA jittering [58] , rotation blur [22] , scaling blur [82] , random rotation [22] , and noise addition [83] for their convenience and satisfying performance demonstrated in our prior researches [21] , [22] , and others [58] , [82] , [83] . These methods also simulate the influence of noise, illumination fluctuation, and target dithering which may be encountered in the practical applications. See Table 2 for the samples before and after treatment.
In final, our benchmark dataset involves 48 sub-species, 116,208 training images, and 19,368 testing images, which is enough for model's smooth convergence as well as the performance evaluation.
V. EXPERIMENTS
In this section, we demonstrate the advantage of ISP-CNN for fine-grained visual categorization over other state-ofthe-art baselines, e.g., RA-CNN [13] , Two-level Attention CNN [12] , Part-alignment CNN [84] , SPDA-CNN [85] , Mask-CNN [86] , etc. Several comprehensive evaluations are conducted in customized training and testing phase on butterfly specimens dataset. See the following sub-sections for detailed illustration.
A. IMPLEMENTATION DETAILS 1) EXPERIMENTAL ENVIRONMENT
Our experiments are conducted on NVIDIA (R) GeForce GTX 2060 with 6GB of graphics memory. Moreover, the model of computer is Lenovo 9000 III with an Intel(R), Core i7 9700K (3.60 GHz) processor, and 64 GB memory size. The operating system is Ubuntu 16.04.1 (64 bits). Experimental integration platform is TensorFlow 3.6, an open-source deep learning framework for numerical computation. Compute unified device architecture (CUDA) Toolkit 8.0 and CUDA deep neural network (cuDNN) v5.1 are simultaneously exploited for faster graphic calculation and less storage overhead. The Python is utilized as the programming language on the Spyder of Anaconda 3.6.
2) EVALUATION METRIC
The following metrics are considered for performance evaluation. First and foremost, the accuracy is common-used in the statistics. However, it is unconvincing only with accuracy, hence the average precision, average recall, and average F1-Score are also introduced as the evaluation metrics to comprehensively assess ISP-CNN and other contrastive models. The above metrics can be defined as follows:
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B. SENSITIVITY ANALYSIS OF EXPERIMENTAL PARAMETER SETTINGS 1) IMAPACT OF OPTIMIZATION STRATEGY
In this sub-section, we chose the gradient-based optimization method as SGD with momentum by the following evaluation before training starts. In Fig. 8, x -axis reveals the training epochs, while the y-axis reflects the classification precision. In this implementation, training results of the last layer use SGD with momentum and the Adam optimizer to generate the initial weights. Here, although the efficient convergence is achieved by Adam optimizer, it is suppressed by SGD with momentum in terms of precision. SGD with momentum optimizer training continues up to about 50 epochs, and the learning rate is 0.001.
2) IMAPACT OF LEARNING RATE AND MOMENTUM
Since the SGD with momentum is chosen for selfoptimization, the following customized experiments are conducted to determine the schema of learning rate and momentum. According to the trend of curves depicted in Fig. 9 , training results of the model are generated by the last layer, where the comparison is completed using SGD with momentum optimizer. The learning rates are 0.01 and 0.001 and the momentums are 0.9 and 0.95. We chose a learning rate of 0.001 and a momentum of 0.95, which is proved to show an approving performance.
3) IMAPACT OF MINI BATCH SIZE
To raise the utilization ratio of memory and convergence efficiency, a series of experiments are conducted to get the appropriate mini batch size. Fig. 10 reveals the performance of ISP-CNN with different mini batch sizes during the training phase. According to the conclusions of above experiments, this contrast is still finished using the SGD with momentum optimizer. The learning rate is 0.001 and the momentum is 0.95. On the premise of no overflow of graphics memory, we selected a mini batch size of 256, which guarantees both the convergence speed and higher precision compared with 128 and 512.
4) IMAPACT OF REGULATION ITEM
In order to eliminate over-fitting and enhance the generalizability of model, the following experiments are carried out to find a suitable regulation item appended after 
FIGURE 11. Results for different regulation items on the training dataset.
Here, L1, L2, and L1 + L2 denote the L1 regulation, L2 regulation, and L1 regulation + L2 regulation respectively, with 100 epochs.
cost function. The performance of ISP-CNN with different regulation items (i.e., L1 regulation, L2 regulation, and L1 regulation + L2 regulation) is evaluated. Given the curves depicted in Fig. 11 , L2 regulation is eventually selected as the regulation item of ISP-CNN for higher classification precision.
C. MODEL TRAINING ON BUTTERFLY DATASET
Before the testing starts, ISP-CNN and eight state-of-the-arts, i.e., an SPDA-CNN [85] , a Mask-CNN [86] , a Part-alignment CNN [82] , a Part-stacked CNN [85] , an AutoBD [86] , a Two-level attention CNN [12] , an RA-CNN [13] , and an MA-CNN [54] are first trained for model convergence.
The first four methods use human supervision such as part annotations/bounding-boxes, while the latter four are based on unsupervised domain-specific learning methods. Before the training begins, 80% of the augmented images in each category are randomly selected as training samples, whilst the remaining 20% are exploited for validation. Since the augmented dataset is already balanced, this sampling strategy can eliminate the long tail of data distribution. For fear of over-fitting, nine models are first pre-trained on the ImageNet dataset [26] , and then they are fine-tuned for up to 100 epochs end-to-end by SGD + momentum with back-propagation on the training dataset. Input images (at scale 1) and attended regions (at scale 2 and scale 3) are resized to 256 × 256 and 128 × 128 pixels respectively in training phase, due to the smaller target size in the coarse scale. Specifically, Fig. 12 (a) -(h) depict the curves of training and validation accuracy changes as the training epoch increases throughout the whole procedure. As is obvious from Fig. 12 , overall, the ISP-CNN delivers better or comparable performance compared with others. As baselines, the SPDA-CNN [83] and the Mask-CNN [84] are fine-tuned and contrasted with the ISP-CNN in Fig. 12 (a) and (b), respectively. Two models both pay more attention to abstraction proposes and subtler semantic patches such as ''eye of face'' and ''beak of bird''. Their part candidates generation and feature extraction are implemented by customized detection/categorization sub-networks. But they both resort to human-defined labels in the training phase, which largely hinders the scalability and application. In contrast, the ISP-CNN releases such dependence and only requires category-level labels and performs even better than them requiring extra supports, as shown in Fig. 12 (a) and (b) .
The Part-alignment CNN [82] and the Part-stacked CNN [85] both focus on subtler receptive fields. The former pose-normalizes representation by co-segmentation or geometric constraints, while the latter stacks finer-scale image features for categorization. Our model is also concerned with domain-specific representations, but the HL-SVMs are proposed to evaluate the discrimination of extracted feature at each scales, not just the end for final decision. As curves revealed in Fig. 12 (c) and (d) , the ISP-CNN achieved higher training and validation accuracies than the Part-alignment CNN [84] and the Part-stacked CNN [87] .
Also aims to improve the scalability and release the dependencies on artificial supports of object regions in fine-grained visual categorization, AutoBD [88] integrates two complementary part-level and object-level visual descriptions simultaneously for decision. But its calculations are limited to two scales, while ISP-CNN implement perception at three scales (much more if necessary) in an increasingly specialized manner. The flexibility and feedback of our perception learning mechanism is relatively more obvious than the AutoBD [88] in terms of the training and validation accuracies, as depicted in Fig. 12 (f) .
The Two-level attention CNN [12] , a relatively competitive model during the training phase, focuses on aggregating three types of attention: the part-level top-down attention, the bottom-up attention, and the object-level top-down attention together for categorization. Then these attentions are incorporated to improve both the discriminability and localization aspects. The pipeline of proposed PPN is similar to its attention mechanism to some degree. But it is worth noticing that the feature extraction and pattern recognition are independent of each other in the Two-level attention CNN [12] , hence the effective feature learning cannot inspire accurate key-points detection than the previous scale, and the converse is also true. As depicted in Fig. 12 (e) , the ISP-CNN just outperforms the Two-level attention CNN [12] by a narrow margin in terms of training and validation accuracy.
The RA-CNN [13] and the MA-CNN [54] are the two most competitive rivals. Also in a mutually reinforced way, they can recursively learn discriminative patch attentions and domain-specific features at multi scales. Thanks to their innovative integration manner of target localization and feature extraction, they both achieved satisfying performances in frequently-used benchmark datasets of fine-grained recognition without part annotations. However, as stated in their own works [13] and [54] , they cannot simultaneously preserve object-level structure and model local visual cues, to keep boosting the performance at finer scales. How to integrate multiple region attentions is still a legacy for the RA-CNN [13] and the MA-CNN [54] . We have conquered by defining a feature fusion component and a corresponding class-level loss for global optimization. Thereby the integrated representations take advantage of all focal features from three local receptive scales in our model. As depicted in Fig. 12 (g ) and (h), the ISP-CNN slightly drop than the RA-CNN [13] and the MA-CNN [54] with a narrow margin in terms of training accuracy. For validation accuracy, the ISP-CNN achieves almost the same performance as that of the RA-CNN [13] and the MA-CNN [54] .
The above contrasts are quantified in Table 3 . Generally, the ISP-CNN achieves significant accuracy gains compared with the others, which evidences the effectiveness of our strategy. In terms of training accuracy, it is surpassed by the RA-CNN [13] and the MA-CNN [54] . However, whereas for validation accuracy, all the other models are surpassed by the ISP-CNN obviously or inconspicuously except for the RA-CNN [13] . Specifically, after the models converged, the highest validation accuracy of 94.04% is obtained by the RA-CNN [13] , closely followed by the ISP-CNN (93.67%), the MA-CNN [54] 
D. MODEL TESTING ON BUTTERFLY DATASET
This sub-section presents the performance evaluation of the trained ISP-CNN and others in terms of patch proposal, object categorization, classifiers, and feature extractors. We assess them in terms of accuracy, average precision, average recall, and average F1-score. 
1) PERFORMANCE OF OBJECTIVE PATCH PROPOSAL
Since the proposed ISP-CNN is automatically learned by discovering the discriminative patches for categorization, instead of resorting to human-defined part annotations or regressing bounding-boxes, we customize quantitative comparison on attention localization between ISP-CNN and state-of-the-arts that require no extra supports. Specially, for evaluating the effectiveness of multi PPNs, besides the full ISP-CNN with two PPNs between three scales, a simplified model with only one PPN between scale 1 and scale 2 is also implemented in the contrast. For this model, we directly utilize these once-processed proposed patches to generate a prediction. See Table 4 for summarized experimental results. As a whole, we can observe that the full ISP-CNN achieves satisfying patch proposal performance among those models. Specifically, the full ISP-CNN delivered 86.43% localization accuracy, closely followed by the RA-CNN [13] (84.07%) and the MA-CNN [54] (81.98%). The Two-level attention CNN [12] and the AutoBD [88] achieve 79.67% and 76.52% accuracy, respectively. We obtain 1.91% and 2.45% relative improvement compared with the MA-CNN [54] and the RA-CNN [13] , respectively, which reveals the effectiveness of the proposed PPN. Moreover, it is noteworthy that without another PPN, the simplified ISP-CNN only achieved an 78.94% accuracy on testing dataset, which reveals the significance of hierarchy learning at multi scales. It is clearly shown that the multi-context patch proposal mechanism consistently outperforms the single-context model, which effectively refines the erroneous predictions of the latter.
To give an insightful understanding of how PPN works, deconvolution is utilized to visualize the recommended regions during the testing phase. In Fig. 13 , we depict the attended regions identified by the PPN for qualitative analysis.
As is obvious from Fig. 13 , the PPN between scale 1 and scale 2 could preserve most of the representations of butterfly, while the PPN between scale 2 and scale 3 tends to focus more on tiny distinction cues that might be easily ignored by human eyes. It can be seen that the detected patches are discriminative to corresponding categories and own more objectiveness than other areas. For instance, in the first row, from the recommended patches of a Teinopalpus imperialis imperatrix, we can find that besides the striking golden areas of the hind wings, the white-gray stripes decorated on the fore wings are also captured, which is a vital clue to distinguish itself from two adjacent sub-species.
Moreover, the key parts with a high confidence on a certain category will make a further contribution to following categorization. With patch-level loss, PPN pays more attention to find objective patches and makes use of them in the next scale. From scale 1 to scale 3, features of detected patches gradually focus on the ground truth category and are more discriminative. Hence the categorization accuracies of simplified ISP-CNN continuously rise from 78.94% to 86.43%. The visualization results are consistent with human perception, and it would be meaningful to catch domain-specific distinction for fine-grained visual categorization.
From the detected patches, we can understand that the multi-scale patch proposal in an increasingly specialized manner is a crucial condition for fine-grained visual categorization. Multi-scale regions can compensate for each other from color, shape, texture, etc., to characterize a stereoscopic perception. This also explains why the ISP-CNN achieves better positioning performance than the others, which only use features learned in one or two levels for categorization. Moreover, the number of PPNs should also be properly considered. Only using the patches proposed from one PPN may cause loss of vital information, while too many PPNs will bring unnecessary computation burden. In Fig 13 (a) , the patches is the feature maps of the whole original images. Fig. 13 
2) PERFORMANCE OF TARGET CATEGORIZATION
For performance evaluation of fine-grained categorization, we evaluate nine models on testing dataset. The confusion matrix depicted in Fig. 14 compares the expected categories (ordinate) against the predicted categories (abscissa). It gives an overview of the individual accuracies as well as misclassification rates of 48 butterfly sub-species by the ISP-CNN. Notice the color distribution of the matrix and a high accuracy among all categorizes, and a few miscategorized cases. Fig. 15 (a) and (b) present the first three and last three predicted categories respectively, by the ISP-CNN. It is noteworthy that the Pathysa antiphates, Papilio rumanzovius, and Troides helena have the best three average categorization rates (95.7%, 93.8%, and 92.3%, respectively). Their distinctive appearances (i.e., the tiger stripe of Pathysa antiphates, striking long, and red tail of Papilio rumanzovius, and the golden hind wings of Troides helena) make them easier to distinguish than the others. On the contrary, Euploea midamus, Papilio helenus, and Tongeia filicaudis have the worst three average categorization rates (78.3%, 74.9%, and 71.2%, respectively). Their featureless appearances make it hard to distinguish them from other similar sub-species. Fig. 16 (a)-(d) show the average precision, average recall, average F1-score and accuracy by nine models. In Fig. 16(a) , the ISP-CNN achieves the highest average precision (91.64%), closely followed by 90.38% in the RA-CNN [13] and 90.06% in the MA-CNN [54] . It reveals that the correctly classified positive samples account for the vast majority of the sum of true positive samples and false positive samples. By contraries, the average precisions (80.63% and 79.32%, respectively) of the AutoBD [88] and Part-stacked CNN [87] are the lowest two.
In Fig. 16 (b) , the average recall (90.86%) of the RA-CNN [13] is the highest for nine models, followed by 89.67% in the ISP-CNN and 88.02% in the MA-CNN [54] . This result demonstrates that the correctly identified positive samples account for a large proportion of all positive samples. The average recalls of the Part-stacked CNN [87] (78.56%) and Part-alignment CNN [84] (76.8%) are the lowest two.
To take into consideration both the precision and recall, the average F1-score is utilized as a comprehensive metric. It is defined as the harmonic mean of the average precision VOLUME 7, 2019 and the average recall. As is obvious from Fig. 16 (c) , the ISP-CNN, the RA-CNN [13] , and the MA-CNN [54] RA-CNN [13] , and the MA-CNN [54] can give a good consideration to both precision and recall.
Finally, as is obvious from Fig. 16 (d) , the top three testing accuracies (93.62%, 92.13%, and 91.05%) among nine models are delivered by the RA-CNN [13] , the ISP-CNN and the MA-CNN [54] , respectively. They are closely followed by the Two-level Attention CNN [12] (88.34%) and the SPDA-CNN [85] (86.33%). The Mask-CNN [86] and the AutoBD [88] achieved testing accuracies of 82.25% and 80.43%, respectively, while the Part-alignment CNN [84] and the Part-stacked CNN [87] had the worst testing accuracies (78.01% and 76.59%) of all models. Testing accuracies fully evidence the advantage of the ISP-CNN in fine-grained visual categorization.
Based on the above assessments, we observe that the proposed ISP-CNN achieved significant accuracy gains and outperform others except for the RA-CNN [13] in the fine-grained visual categorization of butterflies. PPN and HL-SVM, which achieve discriminative patch proposal and hierarchical decision, have proven their effectiveness in boosting representational performance. Moreover, the modified feature extractor sub-networks and other integrated tricks should not be neglected.
3) ACCURACY COMPARISON OF DIFFERENT CLASSIFIERS
Since the ISP-CNN is learned with patch-level loss for patch proposal optimization, hence the HL-SVM is vital for performance evaluation. Several experiments are conducted for investigating the effectiveness of different classifiers. Specially, besides the full model of ISP-CNN, we replace the proposed HL-SVM with the standard SVM, Softmax, and Bayes classifier respectively, and test their performance in terms of classification accuracy. As listed in Table 5 , we can observer that the full ISP-CNN achieves a 8.3%, 7.3%, and 3.8% relative gains compared with the ISP-CNN with SVM, Softmax, and Bayes classifier. This result demonstrates that for some data with obvious hierarchical structure, shaping a multi-level ensemble classifier with subset learning is an effective way. HL-SVM has proved to be well integrated into our categorization framework.
4) ACCURACY COMPARISON OF DIFFERENT FEATURE EXTRACTORS
Since the objective patch is proposed referring to the extracted feature maps and prediction results, a robust feature extractor is indispensable. In order to verify the effectiveness of modified feature extractor sub-network, within the acceptable range of computation performance, four ISPCNNs with different backbones are tested on testing dataset. Besides the full ISP-CNN with modified AlexNet, other models replace the backbone with LeNet-5, AlexNet [58] , VGG-16 [53] , and VGG-19 [53] , respectively. We also want to utilize GoogLeNet [59] and ResNet [60] as feature extractor, but our computational performance is not allowed. As quantified in Table 6 , we can see that using modified AlexNet achieves a 2.96%, 5.99%, 11.71%, and 22.51% relative gains compared with using VGG-19 [53] , VGG-16 [53] , AlexNet [58] , and LeNet-5, which evidences the effectiveness of proposed feature extractor. It also proves that the comprehensive feature extraction is the cornerstone of promising patch proposal as well as the final decision. 
E. MODEL TESTING ON PUBLIC BENCHMARK DATASETS
For generalization verification, we conduct experiments on three commonly used benchmark datasets, including Caltech UCSD Birds (CUB-200-2011) [89] , Stanford Dogs [90] , and Stanford Cars [91] . The detailed statistics with category numbers, data splits, and resources are summarized in Table 7 .
For all datasets, we only use the class-level labels of images for our model during the training phase. The input images (at scale 1) and attended regions (at scale 2 and scale 3) of the ISP-CNN are resized to 224 × 224 and 112 × 112 pixels respectively, due to the smaller image size than our butterfly samples (256 × 256). On the basis of nine models pre-trained on the ImageNet dataset [27] , we retrain them on the training samples of three public datasets. We still evaluate all the models from two perspectives, i.e., the performance of distinctive patch proposal and discriminability of finegrained categorization.
1) QUALITY OF PATCH PROPOSAL
We compare two versions of our model (i.e., a full ISP-CNN and a simplified ISP-CNN with only one PPN) with other patch proposal strategies requiring no additional boundingbox/part annotations on three datasets. The inputs are the testing images without any bounding-box/part annotations. We conduct quantitative comparisons on attention localization in terms of categorization accuracy. Contrasts against other methods are shown in Table 8 . Overall, the full ISP-CNN and the MA-CNN [54] both achieve promising average accuracies among these models (84.86% versus 83.21%), whilst the former outperforms the most competitive competitor (MA-CNN [54] ) by a thin margin (1.65%), even though the latter introduces an ensemble strategy of five sub-networks on top of additional layers. The RA-CNN [13] and the Two-level Attention CNN [12] deliver 81.09% and 78.58% respectively, while requiring a more artificial training procedure. AutoBD [88] achieves 76.17% of average accuracy. Without the support of the second PPN, the average accuracy of the simplified ISP-CNN continuously drops from 84.86% of full ISP-CNN to 71.54%, and undoubtedly delivers the worst performance. Furthermore, we can also observe that the categorization accuracies of Stanford Cars [90] are generally higher than those of Stanford Dogs [91] and CUB-200-2011 [89] . This is because the non-rigid targets (e.g., dogs in Stanford Dogs [91] and birds in CUB-200-2011 [89] ) are much harder to identify than the rigid target (e.g., cars in Stanford Cars [90] ) for their richer poses, vague outlines, and incidental complex backgrounds.
To give an insightful understanding of the critical property in objects, some randomly selected samples of attended regions from the third scale of the full ISP-CNN are depicted in Fig. 17 , which may inspire us in model modification for fine-grained categorization. We can observe that these deconvoluted features from the proposed patches are discriminative to corresponding categories, and hence are meaningful for fine-grained categorization. Similar to section D, the visualized patches proposed by ours is consistent with our expectations, which has also been confirmed during the preliminary testing on butterfly dataset. The attended regions capture well the distinctive parts corresponding to each category and tiny distinction that might be ignored by human eyes. This visualization result also validate the capability of ISP-CNN in characterizing the unaligned fine-grained targets in complex backgrounds.
2) DISCRIMINABILITY OF FINE-GRAINED VISUAL CATEGORIZATION
We compare with eight state-of-the-arts for fine-grained categorization in terms of training epoch and classification accuracy. The testing images of CUB-200-2011 [89] , Stanford Cars [90] , and Stanford Dogs [91] without any boundingbox/part annotations are fed into pre-trained models for prediction. Comparisons are summarized in Table 9 .
For CUB-200-2011 [89] , in general, the proposed full ISP-CNN delivers comparable results among those models. Although the full RA-CNN (with three scales) [13] and the MA-CNN [54] achieve similar or better performances than ours (87.02% versus 86.17%, and 85.47% versus 86.17%, respectively), they suffer from multiple feature fusions or complex attention localization mechanisms, hence they both require more training epochs for convergence than ours (42 versus 33, and 48 versus 33, respectively). In contrast, the full ISP-CNN employs only three main components with straightforward architecture. The Two-level attention CNN [12] [89] . They both turn to bounding-box and part annotation simultaneously for the target localization during the training phase but not in the testing phase.
As for the Stanford Cars [90] and Stanford Dogs [91] , two part-based methods (i.e., SPDA-CNN [85] and Partstacked CNN [87] ) with strong supervision report no result because they deeply reply on bounding box and part annotation at the same time (not available on these datasets). During the categorization of Stanford Cars [90] , the ISP-CNN still achieves 0.7% and 1.2% relative accuracy benefits respectively (94.01% versus 93.31%, and 94.01% versus 92.81%, respectively) contrasted with competitive the RA-CNN [13] and the MA-CNN [54] . The Two-level attention CNN [12] delivers 92.07% categorization accuracy, followed by the AutoBD [88] (88.03%). As for two strong supervision methods, i.e., the Mask-CNN [86] and the Part-alignment CNN [84] , we achieve 3.34% and 6.42% relative performance recommended from multiple image samples denote consistent attention areas for a specific category, which are discriminative to classify this category from others. ISP-CNN can catch significant visual cues for fine-grained categorization after gradually zooming in the attended respective fields. boosts compared with them (94.01% versus 90.57%, and 94.01% versus 87.58%, respectively), which reveals the effectiveness of our model for weakly-supervised learning for fine-grained categorization.
Unlike cars in Stanford Cars [90] , dogs in Stanford Dogs [91] and birds in CUB-200-2011 [89] all belong to nonrigid targets, which are captured with richer poses and vague outlines that might cause visual interferences to fine-grained categorization. That explains why the average precision and accuracy on CUB-200-2011 [89] and Stanford Dogs [91] are lower than those on Stanford Cars [90] . During the categorization of Stanford Dogs [91] , the RA-CNN [13] outperforms the ISP-CNN with a slight margins (1.21% relative gains), while we can deliver a relative accuracy benefit with 2.19% compared with the MA-CNN [54] . The Two-level attention CNN slightly drops than the MA-CNN [54] (83.96% versus 85.54%), closely followed by 83.02% of the Mask-CNN [86] and 78.91% of the AutoBD [88] . The Part-alignment CNN [84] achieves the lowest testing accuracy 77.63%.
3) EFFECTIVENESS VERIFICATION OF PPN
In this section, we evaluate the discriminability of our PPN to obtain the location hypotheses of distinctive regions. The full ISP-CNN and the simplified ISP-CNN are contrasted with four annotation-independent state-of-the-arts (i.e., AutoBD [88] , Two-level attention CNN [12] , RA-CNN [13] , and MA-CNN [54] ) that require no extra artificial supports. To ensure the fairness of competition, the AlexNet [58] , the VGG-16 [53] , and the VGG-19 [53] are alternately utilized as backbone for all the models within the acceptance of computation ability. We show the testing accuracies of all models for three public benchmark datasets in Table 10 .
Specifically, during the categorization of CUB-200-2011 [89] , except the RA-CNN [13] outperforms the full ISP-CNN (89.47% versus 88.24%) with a margin of 1.23%, ours is 1.83%, 4.87%, and 9.15% higher than the MA-CNN [54] , the Two-level attention CNN [12] , and the AutoBD [88] , respectively. This illustrates that the PPN can yield high quality patch proposals during the categorization. We can also observe that the full ISP-CNN that takes turns using AlexNet [58] , VGG-16 [53] , and VGG-19 [53] as backbone even achieves a 9.91%, 12.99%, and 14.75% relative gains compared with the simplified ISP-CNNs with those backbones. It evidences the effectiveness of multi PPNs for progressive patch proposal.
On recognizing dogs of Standard Dogs [91] , the full ISP-CNN confirms the effectiveness of multi PPNs by exceeding the accuracy of the simplified ISP-CNN with a clear margin (15.94%) and establishing a new state-of-the-art score (89.17%). RA-CNN [13] and MA-CNN [54] , the two state-of-the-arts, reaches 88.63% and 87.08% respectively. The Two-level-attention CNN [12] achieves an accuracy of 85.92% compared to 79.13% obtained by the AutoBD [88] , resulting in a relative performance improvement of 6.79.%.
When the Stanford Cars [90] is utilized as the benchmark dataset instead of Stanford Dogs [91] , the full ISP-CNN can increase its average accuracy from 89.17% to 92.06%. Other models' performance also benefits from this dataset. This phenomenon once again evidences our preliminary conclusion that it is more difficult to recognize non-rigid targets (e.g., dogs, birds, butterflies) with rich poses than rigid target (e.g., vehicle, aircrafts, trademarks). That's also one of the reasons why we start using butterfly specimens as benchmark dataset. The best average accuracy is delivered by the RA-CNN [13] (93.32%), closely followed by full ISP-CNN (92.06%) and the MA-CNN [54] (91.7%). The Two-level Attention CNN [12] and the AutoBD [88] achieve an average accuracy of 89.17% and 85.95% respectively. The multi PPNs play an important role in the full ISP-CNN, which lead to a 11.39% improvement over the simplified ISP-CNN.
Overall, in terms of average accuracy, the proposed PPNs deliver competitive performance among state-of-the-arts. The patch proposal results on three benchmark datasets validate the effectiveness of our PPNs. Furthermore, looking at Table 10 from a horizontal perspective, we can see that the accuracies of all the models using VGG-16 [53] and VGG-19 [53] as backbone are obvious higher than those with AlexNet [58] . We would like to highlight our previous viewpoint that the comprehensive feature extraction is the catalyzer for promising patch proposal as well as overall performance.
VI. DISCUSSION
The major argument of this paper is that the increasingly specialized perception is a more natural and efficient choice than using part detectors or relying on artificial annotations in weakly-supervised fine-grained categorization. Notably, we find that:
1) It is much challenging to distinguish objects directly from the representation of the whole original images. Multi-scale perception in an increasingly specialized manner is effective to characterize fine-grained objects (cf. Table 4) . 2) For data that exhibit a distinct hierarchical structure, shaping a multi-level ensemble classifier with subset learning is a recommended choice (cf. Table 5 ). 3) A robust feature extraction proves to be a catalyst for an accuracy patch localization (cf. Table 6 ), and vice versa. The expected accuracy gains are delivered in the experiments. The results and conclusions are basically consistent with our expectations as well as other works on hierarchical models [84] - [88] . Specificity and gradation of neural networks is one of the development trends for deep learning. Our strategy might prove meaningful for other finegrained visual categorization tasks such as attribute or action classification.
It is also noteworthy that the highlights of the eight state-of-the-arts [12] , [13] , [54] , [84] - [88] , have inspired us a lot. For example, the feature fusion scheme from granularities/multiple-scales and superior attention learning ensure the RA-CNN [13] and the MA-CNN [54] own the most competitive performance in the above contrast. Sharing the advantages of concatenation of the part-level top-down attention, the bottom-up attention, and the objectlevel top-down attention, the Two-level attention CNN [12] also achieved relative comparable performance compared with others. The Part-alignment CNN [84] , the Part-stacked CNN [87] , and the SPDA-CNN [85] can easily enjoy accuracy benefits from the subtler semantic patches. The four-stream structure of Mask-CNN is also worthy of our reference, which can aggregate the selected object-level and part-level descriptors simultaneously. This innovation enables Mask-CNN own the small number of parameters, the low feature dimensionality, and the high recognition accuracy during the comparison.
Moreover, besides the ISP-CNN, the Two-level attention CNN [12] , AutoBD [88] , RA-CNN [13] , and MA-CNN [54] also avoid using extra annotations such as boundingboxes or part landmarks from end-to-end. The weak supervision constraint makes them convenient to generalize.
There could be one potential issue with the proposed ISP-CNN concerning the training phase: the patch proposal in PPN and hierarchy decision in HL-SVM may introduce extra computations, when the number of iterations and samples are very large. Computations penalty is a common issue that usually occurs in the hierarchical models (e.g., the Two-level Attention CNN [12] , the RA-CNN [13] , and the Hypercolumn CNN [92] ), which cautiously sacrifice the proper efficiency for accuracy benefits. Consequently, it is imperative to carry out research on proposing an effective pruning mechanism for model compression, so that the limited computational resources can be allocated rationally. There is still potential for boosting performance to be at par with or even surpass the ISP-CNN. One direction of future works is to delve deeper into the attention mechanism optimization and integrate modified pruning mechanism into complex neural networks.
VII. CONCLUSION
In this paper, we have presented an increasingly specialized perception for fine-grained visual categorization of butterfly specimens at sub-species level, which learns discriminative patch proposal and hierarchy decision at three scales. The proposed ISP-CNN does not require extra supports for training and testing. Experimental results demonstrate that our model competes against state-of-the-arts, which yields solid evidence that the HL-SVM and PPN are feasible and effective in general. Our strategy provides a new path for fine-grained visual categorization tasks.
Future work directions are of two aspects: First, we will study efficient and compact descriptors to further improve the performance of ISP-CNN for other challenging categorizations. Second, we will try other ingenious models such as Capsule Network (CapsuleNet) and generative adversarial networks (GANs) to implement open-set recognition and image synthesis.
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