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Abstract
We say that a matrix R ∈ Cn×n is k-involutory if its minimal polynomial is xk − 1 for some k  2, so
Rk−1 = R−1 and the eigenvalues of R are 1, ζ, ζ 2, . . . , ζ k−1, where ζ = e2π i/k . Let μ ∈ {0, 1, . . . , k − 1}.
If R ∈ Cm×m, A ∈ Cm×n, S ∈ Cn×n and R and S are k-involutory, we say that A is (R, S, μ)-symmetric if
RAS−1 = ζμA. If R,A ∈ Cn×n, we say that A is (R,μ)-symmetric if RAR−1 = ζμA. We show that an
(R, S, μ)-symmetric matrix A can be represented in terms of matricesFs ∈ Ccs+μ×ds , 0  s  k − 1, where
cs and ds are, respectively, the dimensions of the ζ s -eigenspaces of R and S and + denotes addition modulo k.
The system Az = w can be solved by solving k independent systems with the matrices F0, F1, . . . , Fk−1. If
A is invertible then A−1 is can be expressed in terms of F−10 , F
−1
1 , . . . , F
−1
k−1. We do not assume in general
that R and S are unitary; however, if they are then the Moore–Penrose inverse A† of A can be written in terms
of F †0 , F
†
1 , . . . , F
†
k−1, and a singular value decomposition of A can be written simply in terms of singular
value decompositions of F0, F1, . . . , Fk−1. If A is (R, 0)-symmetric then solving the eigenvalue problem for
A reduces to solving the eigenvalue problems for F0, F1, . . . , Fk−1. We also solve the eigenvalue problem
for the more complicated case where A is (R,μ)-symmetric with μ ∈ {1, . . . , k − 1}.
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1. Introduction
Throughout this paper k  2 is an integer and ζ = e2π i/k . We say that a matrixR is k-involutory
if its minimal polynomial is xk − 1 for some k  2, so Rk−1 = R−1 and the eigenvalues of R
are 1, ζ, ζ 2, . . . , ζ k−1, where ζ = e2π i/k . It is to be understood that all arithmetic operations in
subscripts are modulo k.
Suppose R ∈ Cm×m and S ∈ Cn×n are k-involutory. We say that A ∈ Cm×n is (R, S, μ)-
symmetric if
RA = ζμAS or, equivalently, RAS−1 = ζμA.
We say that A ∈ Cn×n is (R,μ)-symmetric if
RA = ζμAR or, equivalently, RAR−1 = ζμA.
All of our results for (R, S, μ)-symmetric matrices can be applied to (R,μ)-symmetric matrices
by letting R = S. We consider (R,μ)-symmetric matrices separately in connection with the
eigenvalue problem.
We show that an (R, S, μ)-symmetric matrix A can be represented in terms of matrices Fs ∈
Ccs+μ×ds , 0  s  k − 1, where cs and ds are, respectively, the dimensions of the ζ s-eigenspaces
of R and S. The solution of Az = w can be obtained by solving k systems with the matrices
F0, F1, . . . , Fk−1. If A is invertible then A−1 is given in terms of F−10 , F
−1
1 , . . . , F
−1
k−1. We do
not assume in general that R and S are unitary; however, if they are then the Moore–Penrose
inverse A† of A can be written in terms of F †0 , F
†
1 , . . . , F
†
k−1, and a singular value decomposition
of A can be written simply in terms of singular value decompositions of F0, F1, . . . , Fk−1. If A
is (R, 0)-symmetric then solving the eigenvalue problem for A reduces to solving the eigenvalue
problems for F0, F1, . . . , Fk−1. We also solve the eigenvalue problem for the more complicated
case where A is (R,μ)-symmetric with μ ∈ {1, . . . , k − 1}.
Our results are natural extensions of results obtained in [15,19] and applied in [16–18] for
the case where k = 2. That work was motivated by results of several investigators including
[2–14,20,21]. We are particularly influenced by Andrew [2], who introduced the notions of sym-
metry and skew-symmetry of vectors by defining z to be symmetric (skew-symmetric) if Jz = z
(Jz = −z), where J is the flip matrix with ones on the secondary diagonal and zeros else-
where. These definitions are useful in the study of centrosymmetric matrices (JAJ = A) and
centroskew matrices (JAJ = −A). In [15–19], we studied matrices such that RAR = A and
RAR = −A, where R is an arbitrary nontrivial involution; i.e., R2 = I, R /= ±I . In connection
with this work it was useful to define a vector z to be R-symmetric (R-skew symmetric) if Rz = z
(Rz = −z). (It should also be noted that Yasuda made this definition in [20].) Here we say that z is
(R, s)-symmetric if Rz = ζ sz; thus, the set of all (R, s)-symmetric vectors is the ζ s-eigenspace
of R.
2. Preliminaries
It is to be understood throughout that μ ∈ {0, 1, . . . , k − 1}. If λ is an eigenvalue of B, let
EB(λ) be the λ-eigenspace of B; i.e.,
EB(λ) = {z|Bz = λz}.
We are particularly interested in the eigenspaces of a k-involution R:
ER(ζ
s) = {z|Rz = ζ sz} , 0  s  k − 1
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and their union,
SR =
k−1⋃
s=0
ER(ζ
s).
As mentioned above, we will say that z is (R, s)-symmetric if z ∈ ER(ζ s).
If w ∈ C and
g(w) =
p∑
=0
aw
, let g¯(w) =
p∑
=0
a¯w
.
Lemma 1. Let R ∈ Cm×m and S ∈ Cn×n be k-involutions, and let cs and ds be the dimensions
of ER(ζ s) and ES(ζ s). Then
∑k−1
s=0 cs = m,
∑k−1
s=0 ds = n, and there are matrices Ps ∈ Cm×cs
and Qs ∈ Cn×ds such that
RPs = ζ sPs, SQs = ζ sQs, P ∗s Ps = Ics , and Q∗sQs = Ids , 0  s  k − 1.
(1)
Let
f (w) =
k−1∏
s=0
(w − ζ s), fr(w) = f (w)
f ′(ζ r )(w − ζ r ) .
Then
fr(R)Ps = δrsPs and fr(S)Qs = δrsQs, 0  r, s  k − 1.
From this and (1), if we define
P̂r = f¯r (R∗)Pr and Q̂r = f¯r (S∗)Qr, 0  r  k − 1,
then
P̂ ∗r Ps = 0 and Q̂∗rQs = 0 if r /= s, while P ∗s Ps = Ics and Q∗sQs = Ids ,
0  r, s  k − 1.
Therefore, if
P = [P0 P1 · · · Pk−1] and P̂ = [P̂0 P̂1 · · · P̂n−1] ,
then P̂ ∗ = P−1, and if
Q = [Q0 Q1 · · · Qk−1] and Q̂ = [Q̂0 Q̂1 · · · Q̂n−1] ,
then Q̂∗ = Q−1. Hence,
R = PDRP̂ ∗ with DR =
k−1⊕
s=0
ζ sIcs
and
S = QDSQ̂∗ with DS =
k−1⊕
s=0
ζ sIds .
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Moreover, P̂ = P if and only if R is unitary and Q̂ = Q if and only if S is unitary. In any case,
Q̂∗S−1 = (SQ)−1 = (QDS)−1 = D∗SQ̂∗. (2)
We also define
Vμ =
[
Pμ Pμ+1 · · · Pμ+(k−1)
]
, V̂μ =
[
P̂μ P̂μ+1 · · · P̂μ+(k−1)
]
,
Wμ =
[
Qμ Qμ+1 · · · Qμ+(k−1)
]
and Ŵμ =
[
Q̂μ Q̂μ+1 · · · Q̂μ+(k−1)
]
.
Then V̂ ∗μ = V −1μ , which reduces to V ∗μ = V −1μ if and only if R is unitary, and Ŵ ∗μ = W−1μ , which
reduces to W ∗μ = W−1μ if and only if S is unitary.
Eq. (1) does not determine P0, P1, …, Pk−1 and Q0,Q1, . . . ,Qk−1 uniquely. We offer one
way to choose them: since
(R − ζ sI )fs(R) = 0 and (S − ζ sI )fs(S) = 0,
Ps and Qs can be obtained by applying the Gram–Schmidt procedure to the columns of fs(R)
and fs(S), respectively.
3. Characterization of (R, S,μ)-symmetric matrices
Theorem 1. A ∈ Cm×n is (R, S, μ)-symmetric if and only if
A = PCQ̂∗ with C = [Crs]k−1r,s=0, (3)
where Crs ∈ Ccr×ds ,
Crs = 0 if r ≡ s + μ(mod k), (4)
and
Cs+μ,s = P ∗s+μAQs ∈ Ccs+μ×ds . (5)
Proof. We can write an arbitrary A ∈ Cm×n as in (3) with C = P̂ ∗AQ, and we can partition C
as in (3). Then (2) implies that
RAS−1 = (RP )C(Q̂∗S−1) = (PDR)C(D∗SQ̂∗) = P(DRCD∗S)Q̂∗.
From this and (3), RAS−1 = ζμA if and only if ζμC = DRCD∗S , i.e., if and only if
[ζμCrs]k−1r,s=0 = [ζ r−sCrs]k−1r,s=0.
This is equivalent to (4).
As for (5), (3) implies that AQ = PC; i.e.,
A
[
Q0 Q1 · · · Qk−1
] = [P0 P1 · · · Pk−1]C.
Now (4) implies that
AQs = Ps+μCs+μ,s, 0  s  k − 1.
Since P ∗s+μPs+μ = Ics+μ , this implies (5). 
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Remark 1. There is no point in considering (R, S, μ) symmetry with
μ /∈ {0, 1, . . . , k − 1},
since in this case (4) implies that RAS−1 = ζμA if and only if A = 0.
Remark 2. We consider the problem discussed in [7,9], modifying the terminology and notation
to be consistent with ours. A matrix R ∈ Cn×n is a circulation matrix if R is unitary and Rk = I
for some positive integer k, and a matrix A is (R, α)-circulative if A /= 0 and RAR∗ = ζ αA. We
will characterize the class Cα of (R, α)-circulative matrices.
Let ζ ν0 , ζ ν1 , . . . , ζ ν−1 be the distinct eigenvalues of R, with multiplicities m0,m1, . . . , m−1.
Then there are matrices P0, P1, . . . , P−1 such that Ps ∈ Cn×ms , RPs = ζ νsPs , P ∗r Ps = 0 if
r /= s, and P ∗r Pr = Imr , 0  r, s   − 1. Let
P = [P0 P1 · · · P−1] .
We can write A = PCP ∗ with C = P ∗AP = [Cpq ]−1p,q=0 and Cpq ∈ Cmp×mq , 0  p, q   −
1. Since
RP = [ζ ν0P0 ζ ν1P1 · · · ζ ν−1P−1] ,
it follows that
RAR∗ = (RP )C(RP )∗ = P [ζ (νp−νq )Cpq ]−1p,q=0P ∗.
Since
A = P [Cpq ]−1p,q=0P ∗,
RAR∗ = ζ αA if and only if Cpq = 0 whenever νp ≡ νq + α(mod k). Therefore Cα = ∅ if α /∈
{0, 1, . . . , k − 1}. Cα may be empty even if α ∈ {0, 1, . . . , k − 1}; for example, if α is odd and
ν0, ν1, …, νk−1 are all even.
Corollary 1. AnyA ∈ Cm×n can be written uniquely asA =∑k−1μ=0 A(μ),whereA(μ) is (R, S, μ)-
symmetric, 0  μ  k − 1. Specifically, if A is as in (3), then A(μ) is given uniquely by
A(μ) = P([C(μ)rs ]k−1r,s=0)Q̂∗,
where
C(μ)rs =
{
0 if r ≡ s + μ(mod k),
Cs+μ,s if r ≡ s + μ(mod k).
The next theorem is a convenient reformulation of Theorem 1.
Theorem 2. A ∈ Cm×n is (R, S, μ)-symmetric if and only if
A = Vμ
(
k−1⊕
s=0
Fs
)
Q̂∗ =
k−1∑
s=0
Ps+μFsQ̂∗s , where Fs = P ∗s+μAQs. (6)
Remark 3. In (6) have suppressed the dependence of Fs on μ; however, it is important to bear
in mind that Fs in general depends upon μ.
It may be reassuring to verify directly that A in (6) is in fact (R, S, μ)-symmetric. To this end
we note from (2) that
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Q̂∗s S−1 = ζ−sQ̂∗s , 0  s  k − 1. (7)
Hence, if A is as in the second sum in (6), then
RAS−1 =
k−1∑
s=0
RPs+μFsQ̂∗s S−1 =
k−1∑
s=0
ζ s+μPs+μFsζ−sQ̂∗s = ζμA.
Remark 4. We also note that if
B = P
(
k−1⊕
s=0
Gs
)
Ŵ ∗μ =
k−1∑
s=0
PsGsQ̂
∗
s+μ
with Gs ∈ Ccs×ds+μ , then B is (R, S, k − μ)-symmetric, since
RBS−1 =
k−1∑
s=0
RPsGsQ̂
∗
s+μS−1 =
k−1∑
s=0
ζ sPsGsζ
−s−μQ̂∗s+μ = ζ−μB = ζ k−μB,
where we have invoked (7) with s replaced by s + μ to obtain the second equality.
Theorem 3. If A is (R, S, μ)-symmetric and B is (S, R, ν)-symmetric, then AB is (R,μ +
ν)-symmetric and BA is (S, μ + ν)-symmetric; more specifically, if
A =
k−1∑
s=0
Ps+μFsQ̂∗s and B =
k−1∑
s=0
Qs+νGsP̂ ∗s , (8)
then
AB =
k−1∑
s=0
Ps+μ+νCsP̂ ∗s with Cs = Fs+νGs
and
BA =
k−1∑
s=0
Qs+μ+νDsQ̂∗s with Ds = Gs+μFs.
Proof. The first statement follows immediately from the definition of (R, S, μ)-symmetry: if
RAS−1 = ζμA and SBR−1 = ζ νB, then
RABS−1 = (RAS−1)(SBR−1) = (ζμA)(ζ νB) = ζμ+νAB
and
SBAR−1 = (SBR−1)(RAS−1) = (ζ νB)(ζμA) = ζ ν+μBA.
From (8),
AB =
(
k−1∑
r=0
Pr+μFrQ̂∗r
)(
k−1∑
s=0
Qs+νGsP̂ ∗s
)
=
(
k−1∑
r=0
Pr+μ+νFr+νQ̂∗r+ν
)(
k−1∑
s=0
Qs+νGsP̂ ∗s
)
=
k−1∑
s=0
Ps+μ+νFs+νGsP̂ ∗s =
k−1∑
s=0
Ps+μ+νCsP̂ ∗s ,
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where the second equality implies the third because Q̂∗r+νQs+ν = 0 if r /= s and Q∗s+νQs+ν =
Ids+ν , 0  r, s  k − 1. Also from (8),
BA =
(
k−1∑
r=0
Qr+νGrP̂ ∗r
)(
k−1∑
s=0
Ps+μFsQ̂∗s
)
=
(
k−1∑
r=0
Qr+μ+νGr+μP̂ ∗r+μ
)(
k−1∑
s=0
Ps+μFsQ̂∗s
)
=
k−1∑
s=0
Qs+μ+νGs+μFsQ̂∗s =
k−1∑
s=0
Qs+μ+νDsQ̂∗s ,
where the second equality implies the third because P̂ ∗r+μPs+μ = 0 if r /= s and P̂ ∗s+μPs+μ =
Ics+ν , 0  r, s  k − 1. 
Theorem 4. Suppose
A = Vμ
(
k−1⊕
s=0
Fs
)
Q̂∗ and B = Q
(
k−1⊕
s=0
F †s
)
V̂ ∗μ.
Then ABA = A and BAB = B. Moreover, if R and S are unitary then B = A† i.e.,
A† = Q
(
k−1⊕
s=0
F †s
)
V ∗μ.
Hence, A† is (S, R, k − μ)-symmetric.
Proof. Since Q̂∗ = Q−1 and V̂ ∗μ = V −1μ ,
AB = Vμ
(
k−1⊕
s=0
FsF
†
s
)
V̂ ∗μ, BA = Q
(
k−1⊕
s=0
F †s Fs
)
Q̂∗,
BAB = Q
(
k−1⊕
s=0
F †s FsF
†
s
)
V̂ ∗μ = Q
(
k−1⊕
s=0
F †s
)
V̂ ∗μ = B
and
ABA = Vμ
(
k−1⊕
s=0
FsF
†
s Fs
)
Q̂∗ = Vμ
(
k−1⊕
s=0
Fs
)
Q̂∗ = A.
If R is unitary then P̂ = P and V̂μ = Vμ. Therefore, since FsF †s and F †s Fs are Hermitian, AB
and BA are Hermitian. Hence, A and B satisfy the Penrose conditions, so B = A†. Remark 4
implies that A† is (S, R, k − μ)-symmetric. 
Theorem 5. Suppose A =∑k−1s=0 Ps+μFsP ∗s is (R,μ)-symmetric and R is unitary. Then:
(i) A is Hermitian if and only if FsP ∗s = F ∗s+μP ∗s+2μ, 0  s  k − 1.
(ii) A is normal if and only if FsF ∗s = F ∗s+μFs+μ, 0  s  k − 1.
(iii) A is EP (i.e., A†A = AA†) if and only if FsF †s = F †s+μFs+μ, 0  s  k − 1.
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Proof. Since R is unitary, Theorems 2 and 4 imply that
A =
k−1∑
s=0
Ps+μFsP ∗s , A∗ =
k−1∑
s=0
PsF
∗
s P
∗
s+μ and A† =
k−1∑
s=0
PsF
†
s P
∗
s+μ. (9)
Replacing s by s + μ in the second sum in (9) yields
A∗ =
k−1∑
s=0
Ps+μF ∗s+μP ∗s+2μ
and comparing this with the first sum yields (i). From (9),
AA∗ =
k−1∑
s=0
Ps+μFsF ∗s P ∗s+μ (10)
and
A∗A =
k−1∑
s=0
PsF
∗
s FsP
∗
s =
k−1∑
s=0
Ps+μF ∗s+μFs+μP ∗s+μ.
Comparing the second sum here with (10) yields (ii). From (9),
AA† =
k−1∑
s=0
Ps+μFsF †s P ∗s+μ (11)
and
A†A =
k−1∑
s=0
PsF
†
s FsP
∗
s =
k−1∑
s=0
Ps+μF †s+μFs+μP ∗s+μ
Comparing the second sum here with (11) yields (iii). 
The next theorem follows from (6).
Theorem 6. Suppose A is (R, S, μ)-symmetric and Fs = ss∗s is a singular value decompo-
sition of Fs, 0  s  k − 1. Let
 = [Pμ0 Pμ+11 · · · Pμ+(k−1)k−1]
and
 = [Q̂00 Q̂11 · · · Q̂k−1k−1] .
Then
A = 
(
k−1⊕
s=0
s
)
∗. (12)
Moreover, if R and S are unitary then
 = [Q00 Q11 · · · Qk−1k−1] ,
 and  are unitary, and (12) is a singular value decomposition of A, except that the singular
values are not neccesarily ordered. Thus, each singular value of Fs is a singular value of A asso-
ciated with an (R, s + μ)-symmetric left singular vector and an (S, s)-symmetric right singular
vector.
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4. Solving Az = w
If z,w ∈ Cn and we are interested in solving Az = w, we write
z = Qu and w = Pv where u =
⎡⎢⎢⎢⎣
u0
u1
...
uk−1
⎤⎥⎥⎥⎦ and v =
⎡⎢⎢⎢⎣
v0
v1
...
vk−1
⎤⎥⎥⎥⎦ . (13)
Theorem 7. If A =∑k−1s=0 Ps+μFsQ̂∗s is (R, S, μ)-symmetric then Az = w if and only if
Fsus = vs+μ, 0  s  k − 1. (14)
Proof. From (6) and (13),
Az − w =
k−1∑
s=0
Ps+μFsus −
k−1∑
s=0
Psvs =
k−1∑
s=0
Ps+μ(Fsus − vs+μ),
which vanishes if and only if (14) holds. 
If A ∈ Cm×n letN(A) denote the null space of A.
Theorem 8. If A is (R, S, μ)-symmetric then Az = 0 if and only z = Pu with
Fsus = 0, 0  s  k − 1.
Moreover, if Az = 0 has a nontrivial solution, thenN(A) has a basis in
SS =
k−1⋃
r=0
{z|Sz = ζ rz}.
Proof. The first statement is obvious from (14). For the second, let
U = {s ∈ {0, 1, . . . , k − 1}|Fsus = 0 and us /= 0} .
Since Az = 0 has a nontrivial solution, U /= ∅. If s ∈ U and {u(1)s , u(2)s , . . . , u(ms)s } is a basis for
N(Fs), then Qsu(1)s , Qsu(2)s , …, Qsu(ms)s are linearly independent (S, s)-symmetric vectors in
N(A), and⋃
s∈U
{Qsu(1)s ,Qsu(2)s , . . . ,Qsu(ms)s }
is a basis forN(A). 
Theorem 9. If A is (R, S, μ)-symmetric then A is invertible if and only if
cs+μ = ds, 0  s  k − 1 (15)
and F0, F1, . . . , Fk−1 are all invertible. In this case,
A−1 = P
(
k−1⊕
s=0
F−1s
)
V̂ ∗μ (16)
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is (S, R, k − μ)-symmetric. If w = Pv, the solution of Az = w is z = Pu, where
us = F−1s vs+μ, 0  s  k − 1. (17)
Proof. From Theorem 7, Az = w has a solution for every z if and only (14) has a solution for every
{v0, v1, . . . , vk−1}. Since Fs ∈ Ccs+μ×ds , this is true if and only if (15) holds and F0, F1, . . . , Fk−1
are all invertible. It is easy to verify (16) and (17) from (6) and (14). 
5. The eigenvalue problem for an (R, 0)-symmetric matrix
Henceforth we assume that m = n and R = S. Recall that a matrix A is (R,μ) symmetric
if RAR−1 = ζμA. If μ = 0 then Fs ∈ Cds×ds , where ds is the dimension of the ζ s-eigenspace
of R, 0  s  k − 1. Setting z = Pu and w = λz in (14) yields the following theorem, which
reduces the eigenvalue problem for an (R, 0)-symmetric matrix A to solving the eigenvalue
problem for the smaller matrices F0, F1, . . . , Fk−1.
Theorem 10. If A is (R, 0)-symmetric then (λ, z) is an eigenpair of R if and only if z = Pu /= 0,
where
Fsus = λus, 0  s  k − 1.
Theorem 11. IfA is (R, 0)-symmetric, thenλ is an eigenvalue ofA if and only ifλ is an eigenvalue
of one or more of the matrices F0, F1, …, Fk−1. Assuming this to be true, let
SA(λ) = {s ∈ {0, 1, . . . , k − 1}|λ is an eigenvalue of Fs} .
If s ∈ SA(λ) and {u(1)s , u(2)s , · · · , u(ms)s } is a basis for
EFs (λ) =
{
us ∈ Cn×n|Fsus = λus
}
,
then Psu(1)s , Psu(2)s , …, Psu(ms)s are linearly independent (R, s)-symmetric λ-eigenvectors of A.
Moreover,⋃
s∈SA(λ)
{Psu(1)s , Psu(2)s , · · · , Psu(ms)s }
is a basis for
EA(λ) = {z|Az = λz}.
Finally, A is diagonalizable if and only if F0, F1, …, Fk−1 are all diagonalizable. In this case,
A has ds linearly independent (R, s)-symmetric eigenvectors, 0  s  k − 1.
It seems useful to consider the case where A is diagonalizable more explicitly.
Theorem 12. Suppose A is (R, 0)-symmetric and diagonalizable and Fs = sDs−1s is a spec-
tral decomposition of Fs, 0  s  k − 1. Let
 = [P00 P11 · · · Pk−1k−1]
Then
A = 
(
k−1⊕
s=0
Ds
)
−1
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with
−1 =
⎡⎢⎢⎢⎣
−10 P̂ ∗0
−11 P̂ ∗1
...
−1k−1P̂ ∗k−1
⎤⎥⎥⎥⎦
is a spectral decomposition of A. Moreover, A is normal if and only if F0, F1, . . . , Fk−1 are all
normal.
Note that Theorem 5(ii) implies the last sentence.
The original version of the following theorem, which dealt with centrosymmetric matrices,
is due to Andrew [2, Theorem 6]. We generalized Andrew’s theorem to R-symmetric matrices
(k = 2) in [15]. The next theorem generalizes it to (R, 0)-symmetric matrices where R is an
arbitrary k-involutory matrix. The proof is practically identical to Andrew’s original proof.
Theorem 13. (i) If A is (R, 0)-symmetric and λ is an eigenvalue of A, then EA(λ) has a basis in
SR =
k−1⋃
s=0
{z|Rz = ζ sz}.
(ii) If A has n linearly independent eigenvectors inSR, then A is (R, 0)-symmetric.
Proof. (i) See Theorem 11. (ii) We must show that RA = AR. If Az = λz and Rz = ζ sz, then
RAz = λRz = ζ sλz and ARz = ζ sAz = λζ sz;
hence, RAz = ARz. Now suppose that A has n linearly independent eigenvectors {z1, z2, . . . , zn}
inSR . Then we can write an arbitrary z ∈ Cn as z =∑ni=1 aizi . Since RAzi = ARzi, 1  i ≤ n,
it follows that RAz = ARz. Therefore AR = RA. 
6. The eigenvalue problem for an (R,μ)-symmetric matrix with μ=/ 0
We now consider the eigenvalue problem for an (R,μ)-symmetric matrix A with μ /= 0. Since
Theorem 8 characterizes the null space of A, we confine our attention to nonzero eigenvalues.
From Theorem 7, Az = λz /= 0 if and only if z = Pu where
Fsus = λus+μ, 0  s  k − 1 (18)
with us /= 0 for some s ∈ {0, 1, . . . , k − 1}. Suppose
μ /= 0, q = gcd(k, μ) and m = k/q. (19)
Then (18) can be rewritten as
F+sμu+sμ = λu+(s+1)μ, 0  s  m − 1, (20)
where 0    q − 1; hence there are q independent systems here, each associated with one
 ∈ {0, 1, . . . , q − 1}. If λ /= 0 and (u, u+μ, . . . , u+(m−1)μ) is a nontrivial solution of (20),
then
∑m−1
s=0 P+sμu+sμ is a λ-eigenvector of A.
Theorem 14. Suppose that A is (R,μ)-symmetric and (19) holds. Suppose also that for some
 ∈ {0, 1, . . . , q − 1}, u is a nontrivial solution of
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u = λ−mF+(m−1)μ · · ·F+μFu. (21)
Define
u+(s+1)μ = λ−1F+sμu+sμ, 0  s  m − 2, (22)
and
zj =
m−1∑
s=0
ζ j (+sμ)P+sμu+sμ, 0  j  m − 1.
Then
Azj = ζ−jμλzj , 0  j  m − 1.
Proof. Eq. (22) implies (20) for 0  s  m − 2, and, since  + mμ ≡ (mod k), (21) implies
(20) for s = m − 1. Hence z0 is a λ-eigenvector of A. Since
RP+sμ = ζ +sμP+sμ, it follows that zj = Rjz0, 0    m − 1.
Hence we must show that
A(Rjz0) = ζ−jμλ(Rjz0), 0  j  m − 1.
We know this holds for j = 0. If it holds for some j ∈ {0, . . . , m − 2} then
RA(Rjz0) = ζ−jμλ(Rj+1z0), RAR−1(Rj+1z0) = ζ−jμλ(Rj+1z0)
and, since RAR−1 = ζμA,
A(Rj+1z0) = ζ−(j+1)μλ(Rj+1z0),
which completes the finite induction. 
7. Applications
Let σ and ρ be permutations of Zk , and let E and F be the permutation matrices
E = [δi,σ−1(j)]k−1i,j=0 =
[
eσ−1(0) eσ−1(1) · · · eσ−1(k−1)
]
and
F = [δi,ρ−1(j)]k−1i,j=0 =
[
eρ−1(0) eρ−1(1) · · · eρ−1(k−1)
]
.
If p and q are positive integers let R = E ⊗ Ip and S = F ⊗ Iq . The methods of this paper
are applicable to matrices [Ars]k−1r,s=0 with Ars ∈ Cp×q such that EAF ∗ = ζμA. Since EAF ∗ =
[Aσ(r),ρ(s)]k−1r,s=0, EAF ∗ = ζμA if and only if Aσ(r),σ (s) = ζμArs, 0  r  s − 1. For example,
Ars = [ζμrCs−r ]k−1r,s=0 satisfies this condition with σ(r) = ρ(r) = r + 1(mod k).
Chen and Sameh [6] have studied matrices A such that PAP = A, where P is a signed
permutation matrix. Since PAP = A is equivalent to PAQ−1 = A with Q = P−1, our results
also apply to these matrices.
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