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We use the normalized preconditioned conjugate gradient method
with Strang’s circulant preconditioner to solve a nonsymmetric
Toeplitz system Anx = b, which arises from the discretization of
a partial integro-differential equation in option pricing. By using
the deﬁnition of family of generating functions introduced in [16],
we prove that Strang’s circulant preconditioner leads to a superlin-
ear convergence rate under certain conditions. Numerical results
exemplify our theoretical analysis.
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1. Introduction
In 1973, Black and Scholes in their pioneering work [2] proposed a partial differential equation for
option prices, when asset prices behave according to the geometric Brownian motion. Later
empirical studies reveal that the standard geometric Brownian motion model for asset price returns
is inconsistent with market prices. Models with jump-diffusion processes are considered. In Merton’s

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jump-diffusionmodel [12], the asset return follows a Brownianmotionwith drift punctuated by jumps
arriving according to a compound Poisson process with constant intensity and normally distributed
jump sizes.
The option price for a European call option under Merton’s jump-diffusionmodel is determined by
the following expected value [1,13]
v (t, x) ≡ e−r(T−t)EQ
[(
ex+LT−t − K
)+]
, (1.1)
where t is the time, x is the logarithmic price, Q is a risk-neutral measure, r is a risk-free interest rate,
T is the maturity time, K is the strike price, and LT−t is a Lévy process. Under certain assumptions, the
jump-diffusion model for the pricing of European call options leads to a partial integro-differential
equation (PIDE) [1,13]:⎧⎪⎨⎪⎩
vt + σ 22 vxx +
(
r − σ 2
2
− λη
)
vx − (r + λ) v + λ ∫+∞−∞ v(t, x + y)φ(y) dy = 0,
v(T, x) = H(x), ∀x ∈ R,
(1.2)
wherev(t, x) ∈ C1,2((0, T] × R) ∩ C0([0, T] × R),φ(x) = e−(x−μJ )
2/2σ2J√
2πσJ
is theprobabilitydensity func-
tion of the Gaussian distribution, the parameters μJ and η = eμJ+σ 2J /2 − 1 are real constants, the
parameters λ, σJ , T , r, σ are positive constants, and H(x) = K(ex − 1)+ is the payoff function with
x+ ≡ max{x, 0}.
There are many works [1,6,11,13,16] dealing with the numerical solutions of (1.2). Recently, Sachs
and Strauss [13] eliminate the convection term in this PIDE and discretize the transformed equation
implicitly by using ﬁnite differences with uniform mesh. The resulting system is a dense symmetric
Toeplitz system Anx = b. They solve this systemby using the preconditioned conjugate gradient (PCG)
methodwithcirculantpreconditioners. The (classical)deﬁnitionof thegenerating functionof aToeplitz
matrix is used to analyze the convergence rate of the PCG method. The classical deﬁnition of the
generating function g(x) of a Toeplitz matrix An(g) is given as follows: let the diagonals {ak}n−1k=−n+1
of An(g) be the Fourier coefﬁcients of g(x), i.e.,
ak = 1
2π
∫ π
−π
g(x)e−ikx dx, i ≡ √−1, k = 0,±1,±2, . . . ,±(n − 1).
Then g(x) is called the generating function ofAn(g). Obviously, g(x) is independent of thematrix size n.
Most recently, Zhang et al. [16] recognize that the standard convergence analysis for preconditioning in
[13] needs some modiﬁcation because the generating function associated from the coefﬁcient matrix
changeswith the discretization level (i.e.,with the dimension of thematrix). The standard convergence
analysis assumes that the generating function does not change. To tackle this, a deﬁnition of family of
generating functions (FGF) is introduced in [16].
In Merton’s model the jump magnitude distribution is normal with mean μJ . When μJ = 0, dis-
cretizing the PIDE without the convection term yields a symmetric Toeplitz system [13,16]. While
for μJ /= 0, the resulting system is a nonsymmetric Toeplitz system. In [13,16], only the case of
μJ = 0 is considered. In this paper, we discuss a more general case of μJ /= 0. The normalized pre-
conditioned conjugate gradient method with Strang’s circulant preconditioner [14] is studied. By
using the deﬁnition of FGF introduced in [16], we show that the spectrum of the normalized pre-
conditioned matrix with Strang’s circulant preconditioner is clustered around one and the small-
est eigenvalue is uniformly bounded away from zero. Thus the convergence rate of the conjugate
gradient (CG) method when applied for solving the normalized preconditioned system is
superlinear.
The paper is organized as follows. Section 2 deals with the discretization of the PIDE in Merton’s
model. In Section 3, we analyze the convergence rate of the CG method when applied for solving the
normalized preconditioned system with Strang’s circulant preconditioner. The numerical results are
presented in Section 4.
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2. Discretization of PIDE
For Merton’s model, the corresponding PIDE is of the following form by introducing u(τ , θ) ≡
v(T − τ , θ − ζ τ) [13]:⎧⎪⎨⎪⎩
uτ − σ 22 uθθ + (r + λ)u − λ
∫+∞−∞ u(τ , z)φ(z − θ) dz = 0,
u(0, θ) = H(θ), ∀θ ∈ R,
(2.1)
where u ∈ C1,2((0, T] × R) ∩ C0([0, T] × R), ζ = r − σ 2/2 − λη is a constant, the parameters σ , r,
λ, μJ , σJ , η, and the probability density function φ(x) are the same as in (1.2). Therefore, the option
value v(t, x) in Merton’s model can be determined by solving u(τ , θ) in (2.1).
To solve (2.1) numerically, we localize the inﬁnite domain of θ to be Ω ≡ (θ−, θ+). In case we
are computing a European call option, the integrand u(τ , z) over R\Ω must be replaced by the
approximations [13]:{
u(τ , θ) → 0, θ → −∞,
u(τ , θ) ∼ Keθ−ζ τ − Ke−rτ , θ → +∞.
Hence the integral term of (2.1) in the region outside of Ω is
R (τ , θ , θ+)=
∫ +∞
θ+
(
Kez−ζ τ − Ke−rτ
)
φ(z − θ) dz
= Keθ−ζ τ+μJ+σ 2J /2Φ
(
θ − θ+ + μJ + σ 2J
σJ
)
− Ke−rτΦ
(
θ − θ+ + μJ
σJ
)
, (2.2)
where the cumulative normal distribution function is given by
Φ (y) ≡ 1√
2π
∫ y
−∞
e−
x2
2 dx. (2.3)
Similar to [1,13], we consider a uniform mesh in space and in time, i.e.,{
θi = θ− + (i − 1) h with h = (θ+ − θ−) / (n + 1) ≡ 2xˆ/ (n + 1) , i = 1, 2, . . . , n + 2,
τm = mk with k = T/q, m = 0, 1, . . . , q.
Let umi ≈ u(τm, θi) and φi,j ≡ φ(θj − θi). The integral term in (2.1) is approximated by the composite
trapezoidal rule on Ω and the estimate (2.2) on R\Ω . For the derivatives, we use the second order
backward differentiation formula (BDF2) in time and the central-difference formula in space:
uτ (τm, θi) ≈
⎧⎨⎩
(
3
2
umi − 2um−1i + 12um−2i
)
/k, m 2,(
umi − um−1i
)
/k, m = 1,
uθθ (τm, θi) ≈
(
umi+1 − 2umi + umi−1
)
/h2.
The initial solution vector is u0 =
(
u01, . . . , u
0
n+2
)T = (H(θ1), . . . , H(θn+2))T . With the known values
um1 and u
m
n+2 from the boundary conditions, we obtain an n-by-n linear system with the coefﬁcient
matrix An which is Toeplitz.
More precisely, the diagonals of An in terms of n and q are given by⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
a
(n)
0 = σ
2T(n+1)2
4xˆ2q
+ (r+λ)T
q
+ 3
2
− 2xˆλT√
2πσJ q(n+1) e
− μ
2
J
2σ2J ,
a
(n)
±1 = −σ
2T(n+1)2
8xˆ2q
− 2xˆλT√
2πσJ q(n+1) e
− (∓
2xˆ
n+1 −μJ )2
2σ2J ,
a
(n)
±j = − 2xˆλT√2πσJ q(n+1) e
− (∓
j
n+1 2xˆ−μJ )2
2σ2J , 2 j n − 1.
(2.4)
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From (2.4), we see that the diagonals of coefﬁcient matrix An depend on n. With the variety of the grid
number n, we obtain a family of Toeplitz systems. Thus we write the resulting systems as
A(n)n u
m = bm, m = 1, . . . , q, (2.5)
where um =
(
um2 , . . . , u
m
n+1
)T ∈ Rn and all the elements in the right-hand side vector bm =(
bm2 , . . . , b
m
n+1
)T ∈ Rn are given by
bmi = kλR (τm, θi, θ+) + β1um−1i + β2um−2i , i = 2, . . . , n + 1,
with
β1 =
{
1, m = 1,
2, m 2, β2 =
{
0, m = 1,
− 1
2
, m 2.
Obviously, the coefﬁcient matrix A
(n)
n is a nonsymmetric Toeplitz matrix when μJ /= 0.
3. Using Strang’s circulant preconditioner
In this section,wesolve (2.5)byapplying theCGmethodto the followingnormalizedpreconditioned
system[
s−
1
2
(
A(n)n
)
A(n)n s
− 1
2
(
A(n)n
)]∗ [
s−
1
2
(
A(n)n
)
A(n)n s
− 1
2
(
A(n)n
)]
· s 12
(
A(n)n
)
um
=
[
s−
1
2
(
A(n)n
)
A(n)n s
− 1
2
(
A(n)n
)]∗
s−
1
2
(
A(n)n
)
bm, (3.1)
where s
(
A
(n)
n
)
is Strang’s circulant preconditioner of A
(n)
n and s
p
(
A
(n)
n
)
≡
[
s
(
A
(n)
n
)]p
with p = ± 1
2
or −1. Note that Strang’s circulant preconditioner s
(
A
(n)
n
)
of A
(n)
n is deﬁned to be a circulant matrix
obtained by copying the central diagonals of A
(n)
n and bringing them around to complete the circulant
requirement [3,14]. More precisely, if n = 2m + 1, then the diagonals of s
(
A
(n)
n
)
are given by
s
(n)
k =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
a
(n)
n+k, −n + 1 k < −m,
a
(n)
k , −m km,
a
(n)
k−n, m < k n − 1.
Notice that the circulant matrix s
(
A
(n)
n
)
can be diagonalized by the Fourier matrix Fn, i.e., s
(
A
(n)
n
)
=
F∗nΛnFn, where Λn is a diagonal matrix holding the eigenvalues of s
(
A
(n)
n
)
. Thus the square root
of s
(
A
(n)
n
)
is deﬁned through taking the square roots of the entries in the corresponding diagonal
matrix, i.e., s
1
2
(
A
(n)
n
)
= F∗nΛ
1
2
n Fn, where Λ
1
2
n is uniquely chosen by the MATLAB command sqrt(Λn).
Accordingly, the matrix s− 12
(
A
(n)
n
)
is deﬁned to be s− 12
(
A
(n)
n
)
=
(
s
1
2
(
A
(n)
n
))−1
. We remark here that
s
(
A
(n)
n
)
is not required to be Hermitian.
Now, we show that under certain conditions the convergence rate of the CG method when applied
for solving (3.1) is superlinear. To achieve this result, we need some tools.
3.1. FGF and its properties
Let A
(n)
n be a Toeplitz matrix with diagonals a
(n)
k for k = 0,±1, . . . ,±(n − 1) depending on n. We
associate a function
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g(n) (x) =
n−1∑
k=−n+1
a
(n)
k e
ikx (3.2)
with A
(n)
n for each n 1. Then g(n)(x) generates an inﬁnite Toeplitz matrix A(n), whose n-by-n leading
principal submatrix is just A
(n)
n . Let A be a set of matrices given by
A ≡
{
A(n)n
}∞
n=1 =
{[
a
(n)
k
]n−1
k=−n+1
}∞
n=1
.
Wesay thatA is Hermitian if eachmatrix inA is Hermitian. Next,we introduce the following deﬁnition
[16].
Deﬁnition 3.1. The A =
{
A
(n)
n
}∞
n=1 is said to have a uniformly small tail if for any small ε > 0, there
exists an N(ε) > 0 such that for all n > N + 1,
−(N+1)∑
k=−n+1
∣∣∣a(n)k ∣∣∣+ n−1∑
k=N+1
∣∣∣a(n)k ∣∣∣ < ε.
Let G ≡ {g(n)(x)}∞n=1 with g(n)(x) being given by (3.2). Then G is said to be a family of generating
functions (FGF) of A. Moreover, G is said to be uniformly bounded away from zero if there exist
δ > 0 and N > 0 such that for all n > N and x ∈ [−π ,π ],∣∣∣g(n)(x)∣∣∣ δ > 0.
In particular, if g(n)(x) is real valued and for all n > N and x ∈ [−π ,π ],
g(n)(x) δ > 0,
then G is said to be uniformly positive.
When G = {g(n)(x)}∞n=1 is uniformly positive, we have the following lemma by using Grenander–
Szegö’s theorem [3].
Lemma 3.1. Let G = {g(n)(x)}∞n=1 be a real-valued FGF ofA =
{
A
(n)
n
}∞
n=1 . If G is uniformly positive with
a uniformly lower bound δ > 0 for all n > N and x ∈ [−π ,π ], then we have for all n > N,∥∥∥∥(A(n)n )−1∥∥∥∥
2

1
δ
.
Since the main ideas of proofs of lemmas and theorems in this subsection follow those in [3], we
put them into Appendix. In the following, we give some properties of Strang’s circulant preconditioner
which are used for the convergence analysis in Section 3.2.
Lemma 3.2. Let A =
{
A
(n)
n
}∞
n=1 have a uniformly small tail and its FGF G = {g(n)(x)}∞n=1 be uniformly
bounded away from zero. Then there exist M0 and N > 0 such that for all n > N,∥∥∥s−1 (A(n)n )∥∥∥2 M0 and
∥∥∥∥s− 12 (A(n)n )∥∥∥∥
2

√
M0. (3.3)
Theorem 3.1. Let A =
{
A
(n)
n
}∞
n=1 have a uniformly small tail. Then for any small ε > 0, there exists an
N(ε) > 0, such that for all n > 2N + 1,
A(n)n − s
(
A(n)n
)
= U(n)n + W(n)n , (3.4)
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where rank
(
U
(n)
n
)
 2N and
∥∥∥W(n)n ∥∥∥
2
 ε.
By Lemma 3.2 and Theorem 3.1, we have the following corollary.
Corollary 3.1. Let A =
{
A
(n)
n
}∞
n=1 have a uniformly small tail and its FGF G = {g(n)(x)}∞n=1 be uniformly
bounded away from zero. Then for any small ε > 0, there exists an N(ε) > 0 such that for all n > N,
s−
1
2
(
A(n)n
)
A(n)n s
− 1
2
(
A(n)n
)
− In = U˜(n)n + W˜(n)n , (3.5)
where In is the n-by-n identity matrix, rank
(
U˜
(n)
n
)
 2N and
∥∥∥W˜(n)n ∥∥∥
2
 ε.
The next theorem shows that the spectrum of the normalized preconditioned matrix[
s−
1
2
(
A(n)n
)
A(n)n s
− 1
2
(
A(n)n
)]∗ [
s−
1
2
(
A(n)n
)
A(n)n s
− 1
2
(
A(n)n
)]
is clustered around one.
Theorem 3.2. Let A =
{
A
(n)
n
}∞
n=1 have a uniformly small tail and its FGF G = {g(n)(x)}∞n=1 be uniformly
bounded away from zero. Then for any small 0 < ε < 1, there exist M(ε) and N(ε) > 0 such that for all
n > N, at most M eigenvalues of the matrix[
s−
1
2
(
A(n)n
)
A(n)n s
− 1
2
(
A(n)n
)]∗ [
s−
1
2
(
A(n)n
)
A(n)n s
− 1
2
(
A(n)n
)]
− In
have absolute values larger than ε.
Based on these properties, we next analyze the convergence rate of the CG method applied for
solving the normalized preconditioned system (3.1).
3.2. Application in PIDE
Let
A ≡
{
A(n)n
}∞
n=1 =
{[
a
(n)
j
]n−1
j=−n+1
}∞
n=1
with diagonals of A
(n)
n given by (2.4). Let
P ≡
{
P(n)n
}∞
n=1 =
{[
p
(n)
j
]n−1
j=−n+1
}∞
n=1
with P
(n)
n =
[
A
(n)
n +
(
A
(n)
n
)∗]
/2 and the diagonals of P
(n)
n given by⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
p
(n)
0 = a(n)0 = σ
2T(n+1)2
4xˆ2q
+ (r+λ)T
q
+ 3
2
− 2xˆλT√
2πσJ q(n+1) e
− μ
2
J
2σ2J ,
p
(n)
1 = p(n)−1 = −σ
2T(n+1)2
8xˆ2q
− xˆλT√
2πσJ q(n+1)
⎡⎢⎢⎢⎣e−
(
− 2xˆ
n+1 −μJ
)2
2σ2J + e−
(
2xˆ
n+1 −μJ
)2
2σ2J
⎤⎥⎥⎥⎦ ,
p
(n)
j = p(n)−j = − xˆλT√2πσJ q(n+1)
⎡⎢⎢⎢⎣e−
(
− j
n+1 2xˆ−μJ
)2
2σ2J + e−
(
j
n+1 2xˆ−μJ
)2
2σ2J
⎤⎥⎥⎥⎦ , 2 j n − 1.
(3.6)
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Let
Q ≡
{
Q (n)n
}∞
n=1 =
{[
q
(n)
j
]n−1
j=−n+1
}∞
n=1
with Q
(n)
n =
[
A
(n)
n −
(
A
(n)
n
)∗]/
2 and the diagonals of Q
(n)
n given by⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
q
(n)
0 = 0,
q
(n)
j = −q(n)−j = − xˆλT√2πσJ q(n+1)
⎡⎢⎢⎢⎣e−
(− j
n+1 2xˆ−μJ )2
2σ2J − e−
(
j
n+1 2xˆ−μJ
)2
2σ2J
⎤⎥⎥⎥⎦ , 1 j n − 1. (3.7)
Thus, for every n 1, we have A(n)n = P(n)n + Q (n)n where P(n)n and Q (n)n are the Hermitian and skew-
Hermitian part of A
(n)
n , respectively. Moreover, s
(
A
(n)
n
)
= s
(
P
(n)
n
)
+ s
(
Q
(n)
n
)
. Let
g(n)(x) =
n−1∑
j=−n+1
a
(n)
j e
ijx, (3.8)
g
(n)
1 (x) = p(n)0 + 2
n−1∑
j=1
p
(n)
j cos(jx), (3.9)
and
g
(n)
2 (x) = 2
n−1∑
j=1
q
(n)
j sin(jx) · i (3.10)
be generating functions associated with A
(n)
n , P
(n)
n , and Q
(n)
n , respectively. We see that
g(n)(x) = g(n)1 (x) + g(n)2 (x)
and is continuous. In addition, g(n)(x) is complex valued, g
(n)
1 (x) is real valued, and g
(n)
2 (x) is pure
imaginary valued for every n 1.
According to Corollary 1.11 in [3], a superlinear convergence rate of the CG method when applied
for solving the system (3.1) can be obtained if we could prove that the eigenvalues of the coefﬁcient
matrix of (3.1) are clustered around one and the smallest eigenvalue is bounded away from zero. In
order to prove the clustered spectrum, by Theorem 3.2, we need to prove thatA has a uniformly small
tail and its FGF G is uniformly bounded away from zero. The following lemma reveals that A has a
uniformly small tail.
Lemma 3.3. LetA =
{
A
(n)
n
}∞
n=1 with the diagonals of A
(n)
n given by (2.4), q = O((n + 1)α)with α > 0.
Then for any small ε > 0, there exists an N(ε) > 0 such that for all n > N + 1,
n−1∑
j=N+1
(∣∣∣a(n)j ∣∣∣+ ∣∣∣a(n)−j ∣∣∣) < ε.
Proof. Consider the sum
∑n−1
j=2
(∣∣∣a(n)j ∣∣∣+ ∣∣∣a(n)−j ∣∣∣)= n−1∑
j=2
2xˆλT√
2πσJq (n + 1)
⎡⎣
e
−
(
− j
n+1 2xˆ−μJ
)2
2σ2J + e−
(
j
n+1 2xˆ−μJ
)2
2σ2J
⎤⎦

n−1∑
j=2
2xˆλT√
2πσJq (n + 1)
· 2 4xˆλT√
2πσJq
.
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Assume that q = Dα(n + 1)α with Dα > 0 and α > 0. Then the above inequality changes to
n−1∑
j=2
(∣∣∣a(n)j ∣∣∣+ ∣∣∣a(n)−j ∣∣∣) 4xˆλT√
2πσJDα(n + 1)α
→ 0 as n → ∞. (3.11)
Thus for any small ε > 0, there exists an N > 0 such that for all n > N + 1,
n−1∑
j=N+1
(∣∣∣a(n)j ∣∣∣+ ∣∣∣a(n)−j ∣∣∣) n−1∑
j=2
(∣∣∣a(n)j ∣∣∣+ ∣∣∣a(n)−j ∣∣∣) < ε. 
To show that G is uniformly bounded away from zero, the following two lemmas are needed.
Lemma 3.4. Let P =
{
P
(n)
n
}∞
n=1 with the diagonals of P
(n)
n given by (3.6) and its FGF G1 ≡
{
g
(n)
1 (x)
}∞
n=1
with g
(n)
1 (x) given by (3.9), q = O((n + 1)α) with α > 0. Then for any small 0 < ε < 3/2, there exist
δ(ε) > 0, M˜(ε) > 0, and N(ε) > 0 such that for all n > N + 1,
g
(n)
1 (x)
3
2
− ε > 0
and ∥∥∥s−1 (P(n)n )∥∥∥2  M˜.
Moreover, Strang’s circulant preconditioner s
(
P
(n)
n
)
is Hermitian positive deﬁnite for all n > N + 1.
Proof. By (3.6) and (3.9), we have
g
(n)
1 (x)=
σ 2T (n + 1)2
4xˆ2q
+ (r + λ) T
q
+ 3
2
− 2xˆλT√
2πσJq (n + 1)
e
− μ
2
J
2σ2J
+ 2
⎡⎢⎢⎢⎣−σ
2T (n + 1)2
8xˆ2q
− xˆλT√
2πσJq (n + 1)
⎛⎜⎜⎜⎝e−
(
− 2xˆ
n+1 −μJ
)2
2σ2J + e−
(
2xˆ
n+1 −μJ
)2
2σ2J
⎞⎟⎟⎟⎠
⎤⎥⎥⎥⎦ cos x
+ 2
n−1∑
j=2
⎡⎢⎢⎢⎣− xˆλT√2πσJq (n + 1)
⎛⎜⎜⎜⎝e−
(
− j
n+1 2xˆ−μJ
)2
2σ2J + e−
(
j
n+1 2xˆ−μJ
)2
2σ2J
⎞⎟⎟⎟⎠ cos jx
⎤⎥⎥⎥⎦
= − 2xˆλT√
2πσJq (n + 1)
n−1∑
j=1
⎡⎢⎢⎢⎣e−
(
− j
n+1 2xˆ−μJ
)2
2σ2J + e−
(
j
n+1 2xˆ−μJ
)2
2σ2J
⎤⎥⎥⎥⎦ cos jx
− 2xˆλT√
2πσJq (n + 1)
e
− μ
2
J
2σ2J + σ
2T (n + 1)2
4xˆ2q
(1 − cos x) + (r + λ) T
q
+ 3
2
− 4xˆλT√
2πσJq
− 2xˆλT√
2πσJq (n + 1)
e
− μ
2
J
2σ2J + 0 + 0 + 3
2
.
Assume that q = Dα(n + 1)α with Dα > 0 and α > 0. Then we have
g
(n)
1 (x)−
4xˆλT√
2πσJDα (n + 1)α
− 2xˆλT√
2πσJDα (n + 1)1+α
e
− μ
2
J
2σ2J + 3
2
→ 3
2
as n → ∞.
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Therefore, for any small 0 < ε < 3/2, there exists an N1 > 0 such that for all n > N1 + 1,
g
(n)
1 (x)
3
2
− ε > 0. (3.12)
Note that P =
{
P
(n)
n
}∞
n=1 is Hermitian. By the same tricks used in Lemma 3.3, we can prove that P has
a uniformly small tail. Since G1 =
{
g
(n)
1 (x)
}∞
n=1 is uniformly positive (see (3.12)), by Lemma 3.2, we
conclude that there exist M˜ > 0 and N2 > 0 such that for all n > N2 + 1,∥∥∥s−1 (P(n)n )∥∥∥2  M˜.
Moreover, s
(
P
(n)
n
)
is Hermitian due to P
(n)
n being Hermitian. The positive deﬁniteness can be derived
by (3.12) and P having a uniformly small tail. 
Lemma 3.5. LetQ =
{
Q
(n)
n
}∞
n=1 with the diagonals of Q
(n)
n given by (3.7) and its FGF G2 ≡
{
g
(n)
2 (x)
}∞
n=1
with g
(n)
2 (x) given by (3.10), q = O((n + 1)α) with α > 0. Then for any small ε > 0, there exists an
N(ε) > 0 such that for all n > N + 1,∣∣∣g(n)2 (x)∣∣∣ < ε, ∥∥∥Q (n)n ∥∥∥2 < ε, ∥∥∥s (Q (n)n )∥∥∥2 < ε,
where s
(
Q
(n)
n
)
is Strang’s circulant preconditioner of Q
(n)
n .
Proof. By (3.7) and (3.10), we have
∣∣∣g(n)2 (x)∣∣∣=
∣∣∣∣∣∣2
n−1∑
j=1
q
(n)
j sin(jx) · i
∣∣∣∣∣∣ 2
n−1∑
j=1
∣∣∣q(n)j ∣∣∣

2xˆλT√
2πσJq (n + 1)
n−1∑
j=1
⎡⎢⎢⎢⎣e−
(
− j
n+1 2xˆ−μJ
)2
2σ2J + e−
(
j
n+1 2xˆ−μJ
)2
2σ2J
⎤⎥⎥⎥⎦ 4xˆλT√2πσJq .
Assume that q = Dα(n + 1)α with Dα > 0 and α > 0, we have∣∣∣g(n)2 (x)∣∣∣ 2 n−1∑
j=1
∣∣∣q(n)j ∣∣∣ 4xˆλT√
2πσJDα (n + 1)α
→ 0 as n → ∞.
Therefore, for any small ε > 0, there exists an N > 0 such that for all n > N + 1,∣∣∣g(n)2 (x)∣∣∣ 2 n−1∑
j=1
∣∣∣q(n)j ∣∣∣ < ε. (3.13)
Since Q
(n)
n is skew-Hermitian Toeplitz for each n 1, we have∥∥∥Q (n)n ∥∥∥1 = ∥∥∥Q (n)n ∥∥∥∞  2
n−1∑
j=1
∣∣∣q(n)j ∣∣∣ ,
and
∥∥∥s (Q (n)n )∥∥∥1 = ∥∥∥s (Q (n)n )∥∥∥∞ = 2
 n2∑
j=1
∣∣∣q(n)j ∣∣∣ 2 n−1∑
j=1
∣∣∣q(n)j ∣∣∣ .
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By (3.13) we obtain∥∥∥Q (n)n ∥∥∥2  (∥∥∥Q (n)n ∥∥∥1 · ∥∥∥Q (n)n ∥∥∥∞)
1
2 < ε,
and ∥∥∥s (Q (n)n )∥∥∥2  (∥∥∥s (Q (n)n )∥∥∥1 · ∥∥∥s (Q (n)n )∥∥∥∞)
1
2 < ε. 
The following lemma shows that G is uniformly bounded away from zero.
Lemma 3.6. Let G = {g(n)(x)}∞n=1 with g(n)(x) given by (3.8), q = O((n + 1)α) with α > 0. Then for
any small 0 < ε < 3/2, there exist δ(ε) > 0 and N(ε) > 0 such that for all n > N + 1,∣∣∣g(n)(x)∣∣∣ 3
2
− ε > 0.
Proof. Since∣∣∣g(n)(x)∣∣∣ = ∣∣∣g(n)1 (x) + g(n)2 (x)∣∣∣ ∣∣∣g(n)1 (x)∣∣∣− ∣∣∣g(n)2 (x)∣∣∣ ,
the result holds by Lemmas 3.4 and 3.5. 
With Lemmas 3.3 and 3.6, we have the following theorem as a direct application of Theorem 3.2.
Theorem 3.3. LetA =
{
A
(n)
n
}∞
n=1 with the diagonals of A
(n)
n given by (2.4), q = O((n + 1)α)withα > 0.
Then for any small ε > 0, there exist M(ε) and N(ε) > 0 such that for all n > N, at most M eigenvalues
of [
s−
1
2
(
A(n)n
)
A(n)n s
− 1
2
(
A(n)n
)]∗ [
s−
1
2
(
A(n)n
)
A(n)n s
− 1
2
(
A(n)n
)]
− In
have absolute values larger than ε.
Let G
(n)
n ≡ s− 12
(
A
(n)
n
)
A
(n)
n s
− 1
2
(
A
(n)
n
)
. We next show that the smallest eigenvalue of
(
G
(n)
n
)∗
G
(n)
n is
uniformly bounded away from zero. This is equivalent to show that the smallest singular value of G
(n)
n
is uniformly bounded away from zero. In order to obtain this result, we need the following lemma.
Lemma 3.7. Let P =
{
P
(n)
n
}∞
n=1 be Hermitian with the diagonals of P
(n)
n given by (3.6), q = O((n + 1)α)
with α > 0. Then there exists an N > 0 such that for all n > N + 1,∥∥∥∥s 12 (P(n)n ) (P(n)n )−1 s 12 (P(n)n )∥∥∥∥
2
 2.
Proof. For Strang’s circulant preconditioner, we assume that n = 2m + 1 for simplicity. To further
simplify the notations, we denote
P ≡ P(n)n =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
p
(n)
0 p
(n)
1 · · · p(n)m p(n)m+1 · · · p(n)n−1
p
(n)
1 p
(n)
0
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . . p
(n)
m+1
p
(n)
m
. . .
. . .
. . .
. . .
. . . p
(n)
m
p
(n)
m+1
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . . p
(n)
0 p
(n)
1
p
(n)
n−1 · · · p(n)m+1 p(n)m · · · p(n)1 p(n)0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
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S ≡ s
(
P(n)n
)
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
p
(n)
0 p
(n)
1 · · · p(n)m p(n)m · · · p(n)1
p
(n)
1 p
(n)
0
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . . p
(n)
m
p
(n)
m
. . .
. . .
. . .
. . .
. . . p
(n)
m
p
(n)
m
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . . p
(n)
0 p
(n)
1
p
(n)
1 · · · p(n)m p(n)m · · · p(n)1 p(n)0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
By Lemma 3.4, when n is large enough, the matrix S is Hermitian positive deﬁnite. Since P is
Hermitian, by Rayleigh–Ritz theorem [8], the smallest eigenvalue of S− 12 PS− 12 satisﬁes
λmin
(
S−
1
2 PS−
1
2
)
= min
x /=0
x∗Px
x∗Sx
.
We claim that for all nonzero vector y = (y1, y2, . . . , yn)T ∈ Cn and when n is sufﬁciently large,
y∗Py
y∗Sy

1
2
. (3.14)
Letω(n) = σ 2T(n + 1)2/(4xˆ2q) 0. Assume that q = Dα(n + 1)α with Dα > 0 and α > 0. Then
we rewrite the entries p
(n)
j (0 j n − 1) in (3.6) as⎧⎪⎪⎪⎨⎪⎪⎪⎩
p
(n)
0 = ω(n) + (r+λ)TDα(n+1)α + 32 − K0(n)(n+1)1+α ,
p
(n)
1 = −ω(n)2 − K1(n)(n+1)1+α ,
p
(n)
j = − Kj(n)(n+1)1+α , 2 j n − 1,
where
Kj(n) = xˆλT√
2πσJDα
⎡⎢⎢⎢⎣e−
(
− j
n+1 2xˆ−μJ
)2
2σ2J + e−
(
j
n+1 2xˆ−μJ
)2
2σ2J
⎤⎥⎥⎥⎦ , 0 j n − 1.
It is clear that for 0 j n − 1,
0 < Kj (n) κ = 2xˆλT√
2πσJDα
. (3.15)
By direct calculations, one easily obtains
y∗Sy = ω(n)
⎡⎣ n∑
i=1
|yi|2 −
n∑
i=1
Re (y¯iyi+1)
⎤⎦+ [ (r + λ) T
Dα (n + 1)α +
3
2
− K0(n)
(n + 1)1+α
]
n∑
i=1
|yi|2
− 2
(n + 1)1+α
⎡⎣ m∑
j=1
n−j∑
i=1
Kj (n) Re(y¯iyi+j) +
n−1∑
j=m+1
n−j∑
i=1
Kn−j (n) Re(y¯iyi+j)
⎤⎦ ,
where Re(z) denotes the real part of a complex number z. Hence
2y∗Py − y∗Sy
= ω(n)
⎡⎣ n∑
i=1
|yi|2 −
n−1∑
i=1
Re(y¯iyi+1) + Re(y¯ny1)
⎤⎦
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+
[
(r + λ) T
Dα (n + 1)α +
3
2
− K0(n)
(n + 1)1+α
]
n∑
i=1
|yi|2 − 4
(n + 1)1+α
n−1∑
j=1
n−j∑
i=1
Kj (n) Re
(
y¯iyi+j
)
+ 2
(n + 1)1+α
⎡⎣ m∑
j=1
n−j∑
i=1
Kj (n) Re(y¯iyi+j) +
n−1∑
j=m+1
n−j∑
i=1
Kn−j (n) Re(y¯iyi+j)
⎤⎦ . (3.16)
By the inequality of arithmetic and geometric means, we have for all a, b ∈ C,
|a|2 + |b|2
2
 |ab| |Re(a¯b)| Re(a¯b). (3.17)
Therefore
n∑
i=1
|yi|2 −
n−1∑
i=1
Re(y¯iyi+1) + Re(y¯ny1)
=
[ |y1|2 + |y2|2
2
− Re(y¯1y2)
]
+
[ |y2|2 + |y3|2
2
− Re(y¯2y3)
]
+ · · ·
+
[ |yn−1|2 + |yn|2
2
− Re(y¯n−1yn)
]
+
[ |yn|2 + |y1|2
2
+ Re(y¯ny1)
]
 0. (3.18)
By using (3.15), (3.17), and (3.18), we reduce (3.16) to
2y∗Py − y∗Sy 
[
(r + λ) T
Dα (n + 1)α +
3
2
− κ
(n + 1)1+α
]
n∑
i=1
|yi|2
− 6κ
(n + 1)1+α
n−1∑
j=1
n−j∑
i=1
|yi|2 + |yi+j|2
2
. (3.19)
Note that
1
2
n−1∑
j=1
n−j∑
i=1
|yi|2  1
2
(n − 1)
n∑
i=1
|yi|2
and
1
2
n−1∑
j=1
n−j∑
i=1
|yi+j|2 = 1
2
n∑
k=2
(k − 1) |yk|2  1
2
(n − 1)
n∑
i=1
|yi|2.
Then (3.19) reduces to
2y∗Py − y∗Sy 
[
(r + λ) T
Dα (n + 1)α +
3
2
− κ
(n + 1)1+α
]
n∑
i=1
|yi|2− 6κ
(n + 1)1+α · (n − 1)
n∑
i=1
|yi|2
=
[
(r + λ) T
Dα (n + 1)α +
3
2
− κ
(n + 1)1+α −
6κ (n − 1)
(n + 1)1+α
]
‖y‖22
→ 3
2
‖y‖22 as n → ∞.
Consequently 2y∗Py − y∗Sy  0 when n is large enough. By Lemma 3.4, when n is large enough,
matrices S and P are both Hermitian positive deﬁnite, and hence y∗Sy > 0 for y /= 0. Therefore (3.14)
holds and S− 12 PS− 12 is Hermitian positive deﬁnite, which implies that the smallest singular value
σmin
(
S− 12 PS− 12
)
of S− 12 PS− 12 satisﬁes
H.-K. Pang et al. / Linear Algebra and its Applications 434 (2011) 2325–2342 2337
σmin
(
S−
1
2 PS−
1
2
)
= λmin
(
S−
1
2 PS−
1
2
)

1
2
.
Thus ∥∥∥∥S 12 P−1S 12 ∥∥∥∥
2
= σmax
(
S
1
2 P−1S
1
2
)
= 1
σmin
(
S− 12 PS− 12
)  2,
where σmax
(
S− 12 PS− 12
)
denotes the largest singular value of S− 12 PS− 12 . 
By using the above lemma, we now show that the smallest singular value of G
(n)
n is uniformly
bounded away from zero.
Theorem 3.4. Let the diagonals of A
(n)
n , P
(n)
n , and Q
(n)
n be given by (2.4), (3.6), and (3.7), correspondingly,
q = O((n + 1)α) with α > 0. Then for any small ε > 0, there exist M̂(ε) > 0 and N(ε) > 0 such that
for all n > N + 1,
σmin
(
G(n)n
)
 M̂,
where σmin
(
G
(n)
n
)
denotes the smallest singular value of G
(n)
n .
Proof. We only need to prove that for any small ε > 0, there exist M̂ > 0 and N > 0 such that for all
n > N + 1,∥∥∥∥(G(n)n )−1∥∥∥∥
2

1
M̂
.
For simplicity, let
A ≡ A(n)n , P ≡ P(n)n , Q ≡ Q (n)n , SA ≡ s
(
A(n)n
)
, SP ≡ s
(
P(n)n
)
, SQ ≡ s
(
Q (n)n
)
.
By Lemma 3.4, when n is large enough, matrices SP and P are both Hermitian positive deﬁnite. Thus∥∥∥∥(G(n)n )−1∥∥∥∥
2
=
∥∥∥∥S 12A A−1S 12A ∥∥∥∥
2
=
∥∥∥∥(SP + SQ ) 12 (P + Q)−1 (SP + SQ ) 12 ∥∥∥∥
2
=
∥∥∥∥∥(In + S−1P SQ) 12 S 12P (P + Q)−1S 12P (In + S−1P SQ) 12
∥∥∥∥∥
2

∥∥∥∥∥(In + S−1P SQ) 12
∥∥∥∥∥
2
2
·
∥∥∥∥∥
(
S
− 1
2
P PS
− 1
2
P + S−
1
2
P QS
− 1
2
P
)−1∥∥∥∥∥
2

∥∥∥In + S−1P SQ∥∥∥2 ·
∥∥∥∥∥
[
In +
(
S
1
2
P P
−1S
1
2
P
)(
S
− 1
2
P QS
− 1
2
P
)]−1∥∥∥∥∥
2
·
∥∥∥∥S 12P P−1S 12P ∥∥∥∥
2
.
(3.20)
From Lemmas 3.4, 3.5, and 3.7, for any small 0 < ε < 3/2, there exist M˜ and N > 0 such that for
all n > N + 1,∥∥∥S−1P ∥∥∥2  M˜, ∥∥SQ∥∥2 < ε, ‖Q‖2 < ε,
∥∥∥∥S 12P P−1S 12P ∥∥∥∥
2
 2. (3.21)
Hence,∥∥∥In + S−1P SQ∥∥∥2  1 + ∥∥∥S−1P ∥∥∥2 · ∥∥SQ∥∥2  1 + M˜ε (3.22)
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and ∥∥∥∥(S 12P P−1S 12P )(S− 12P QS− 12P )∥∥∥∥
2

∥∥∥∥S 12P P−1S 12P ∥∥∥∥
2
·
∥∥∥S−1P ∥∥∥2 · ‖Q‖2  2M˜ε.
When ε < 1/(2M˜), we have∥∥∥∥(S 12P P−1S 12P )(S− 12P QS− 12P )∥∥∥∥
2
< 1.
Thus for ε < 1/(2M˜),∥∥∥∥∥
[
In +
(
S
1
2
P P
−1S
1
2
P
)(
S
− 1
2
P QS
− 1
2
P
)]−1∥∥∥∥∥
2

1
1 − 2M˜ε . (3.23)
Therefore, from (3.20)–(3.23), we have∥∥∥∥(G(n)n )−1∥∥∥∥
2

2(1 + M˜ε)
1 − 2M˜ε =
1
M̂
. 
By Corollary 1.11 in [3] as well as Theorems 3.3 and 3.4, we have the following immediate theorem.
Theorem 3.5. LetA =
{
A
(n)
n
}∞
n=1 with the diagonals of A
(n)
n given by (2.4), q = O((n + 1)α)withα > 0.
Then the convergence rate of the CGmethodwhen applied for solving the normalized preconditioned system
(3.1) is superlinear.
4. Numerical experiments
In this section numerical results are given. All computations are carried out in MATLAB version
2008a on a Dell Inspiron 530 computer with Intel Core2 Quad CPU Q6600 @2.40 GHz and 2.00
GB of RAM. The analytical expression of the European call option in (1.1) has been found for Merton’s
model [12]:
v (t, x) = w(t, ex) = w(t, s) =
∞∑
m=0
e−λ(1+η)τ [λ(1 + η)τ ]m
m! VBS(τ , s, K, rm, σm), (4.1)
where τ = T − t, σ 2m = σ 2 + mσ 2J /τ , η = eμJ+σ
2
J /2 − 1, rm = r − λη + m · log(1 + η)/τ ,
VBS(τ , s, K, r, σ) = sΦ(d1) − Ke−rτΦ(d2)withd1 = log(s/K)+(r+σ 2/2)τσ√τ ,d2 = d1 − σ
√
τ , andΦ given
by (2.3). We present it here for comparison.
In the experiments, Strang’s, T. Chan’s, Tyrtyshnikov’s, and R. Chan’s circulant preconditioners [3–5,
9,10,14,15] are tested. The parameters in Merton’s model are chosen to be
xˆ = 4.5, λ = 0.1, μJ = 0.6, σJ = 0.5, T = 1, r = 0.05, σ = 0.2, K = 1.
The stopping criterion is given by
‖r(k)‖2
‖r(0)‖2 < 10
−7,
where r(k) is the residual vector after kth iteration. The initial guess for the normalized preconditioned
system is chosen to be the solution from the previous time step.
Numbers of iterations for different preconditioners are shown in Table 1. The column labeled None
means applying the CGmethod to the normalized systemwithout any preconditioner. Strang, T. Chan,
Tyrtyshnikov, andR. Chan represent applying the iterativemethodwith correspondingpreconditioners.
Thenumber of iterations in Table 1 is obtained fromsolving the last system (i.e., the qth system in (2.5)).
A careful investigation reveals that it is almost equal to the average numbers of iterations obtained
H.-K. Pang et al. / Linear Algebra and its Applications 434 (2011) 2325–2342 2339
Table 1
Number of iterations for different preconditioners with q = O(n + 1).
n q None Strang T. Chan Tyrtyshnikov R. Chan
129 10 16 5 5 5 5
257 20 25 5 5 5 5
513 40 42 5 5 6 5
1025 80 77 4 5 6 4
2049 160 144 4 5 6 4
Table 2
l∞ error and total CPU times (in second) for different solvers with q = O(n + 1).
n q l∞ error Strang T. Chan Tyrtyshnikov R. Chan “\”
129 10 6.8e−03 0.0183 0.0181 0.0219 0.0188 0.0119
257 20 1.7e−03 0.0575 0.0586 0.0677 0.0578 0.0824
513 40 4.3e−04 0.1461 0.1476 0.2607 0.1464 0.7463
1025 80 1.1e−04 0.6774 0.8033 1.2016 0.6419 7.5775
2049 160 2.7e−05 4.0288 4.9007 7.7523 4.0543 85.4483
from solving systems (2.5). FromTable 1,we see thatwithout preconditioning the number of iterations
increases rapidly. When the preconditioning techniques are used, all the iteration numbers are very
small and independent of the matrix size n. This fact indicates that all the preconditioners tested
in our experiments lead to a fast convergence rate. Moreover, R. Chan’s circulant preconditioner is
equally successful as Strang’s circulant preconditioner. A possible explanation is that both R. Chan’s
and Strang’s circulant preconditioners can be obtained from convoluting the generating function of
the given Toeplitz matrix with a Dirichlet kernel, however of different length [3,13].
It is well known that the computational cost of a circulant matrix–vector product is O(n log n)
by using FFTs [3]. A Toeplitz matrix–vector product can also be computed by FFTs in O(2n log(2n))
operations byﬁrst embedding the Toeplitzmatrix into a 2n-by-2n circulantmatrix. By Theorem3.5, the
normalizedpreconditionedCGmethodwith Strang’s circulant preconditioner converges superlinearly.
Thus in each time step just O(n log n) operations are required for Strang’s circulant preconditioner.
Table2 reports the l∞ errorand the totalCPUtimes (in second)of computingq systems (2.5)bydifferent
solvers. By l∞ error we mean the inﬁnity norm of the difference between the numerical solution
vector and the analytical solution evaluated at the grid points at the ﬁnal time τ = T . The numerical
results in this column show the second order accuracy of the discretized method. Comparing the run
times in Table 2, we see that the preconditioned iteration method is faster than MATLAB’s backslash
operator (“\”).Wementionhere that therearealso fast andsuperfastdirect solvers forToeplitz systems,
whose complexity areO(n2) andO(n log2 n), respectively.While, the iterative solver for our discussed
problems only needsO(n log n) operations. Another signiﬁcant advantage of iterative methods is that
they are much easier to implement than the fast and superfast direct solvers.
Appendix
The proofs of lemmas and theorems in Section 3.1 are given below.
The proof of Lemma 3.1. Since g(n)(x) is a real-valued continuous function for n 1, the matrix A(n)n
is Hermitian. Let λmin
(
A
(n)
n
)
and λmax
(
A
(n)
n
)
denote theminimum andmaximum eigenvalues of A
(n)
n ,
respectively. By Grenander–Szegö’s theorem [3,7], we have
g
(n)
min
 λmin
(
A(n)n
)
 λmax
(
A(n)n
)
 g(n)max ,
where g
(n)
min and g
(n)
max denote the minimum and maximum values of g
(n)(x) on [−π ,π ], respectively.
If G is uniformly positive with a uniformly lower bound δ > 0 for all n > N and x ∈ [−π ,π ], then we
have for all n > N,
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0 < δ  g(n)min(x) λmin
(
A(n)n
)
,
which implies that∥∥∥∥(A(n)n )−1∥∥∥∥
2
= 1
λmin
(
A
(n)
n
)  1
δ
. 
The proof of Lemma 3.2.We follow the idea of Lemma 2.1 in [3]. For Strang’s circulant preconditioner,
we assume that n = 2m + 1 for simplicity. The jth eigenvalue of s
(
A
(n)
n
)
is given by
λj
(
s
(
A(n)n
))
=
m∑
k=−m
a
(n)
k e
2π ijk/n.
Since A has a uniformly small tail, for any small ε > 0, there exists an N1 > 0 such that for all n >
N1 + 1,
−(N1+1)∑
k=−n+1
∣∣∣a(n)k ∣∣∣+ n−1∑
k=N1+1
∣∣∣a(n)k ∣∣∣ < ε.
Whenm > N1, i.e., n = 2m + 1 > 2N1 + 1, we have∣∣∣∣∣∣
∑
m<|k| n−1
a
(n)
k e
2π ijk/n
∣∣∣∣∣∣
−(m+1)∑
k=−n+1
∣∣∣a(n)k ∣∣∣+ n−1∑
k=m+1
∣∣∣a(n)k ∣∣∣ < ε.
Therefore, for any j,
λj
(
s
(
A(n)n
))
=
m∑
k=−m
a
(n)
k e
2π ijk/n = g(n)
(
2π j
n
)
− ∑
m<|k| n−1
a
(n)
k e
2π ijk/n.
Since G is uniformly bounded away from zero, there exist δ > ε > 0 and N2 > 0 such that for all
n > N2 and x ∈ [−π ,π ],∣∣∣g(n)(x)∣∣∣ δ.
Let N = max{2N1 + 1, N2}. We have for all n > N,∣∣∣λj (s (A(n)n ))∣∣∣ =
∣∣∣∣∣∣g(n)
(
2π j
n
)
− ∑
m<|k| n−1
a
(n)
k e
2π ijk/n
∣∣∣∣∣∣ δ − ε > 0.
Thus, ∥∥∥s−1 (A(n)n )∥∥∥2 = 1min1 j n ∣∣∣λj (s (A(n)n ))∣∣∣ 
1
δ − ε = M0.
Moreover ‖s− 12
(
A
(n)
n
)
‖2 √M0. 
The proof of Theorem 3.1. We follow the idea of Theorem 2.2 in [3]. For simplicity, let n = 2m + 1.
Let
B(n)n = A(n)n − s
(
A(n)n
)
,
then we have
b
(n)
k =
⎧⎪⎨⎪⎩
a
(n)
k − a(n)n+k, −n + 1 k < −m,
0, −m km,
a
(n)
k − a(n)k−n, m < k n − 1.
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Since A has a uniformly small tail, for any small ε > 0, there exists an N > 0 such that for all n >
2N + 1,
−(N+1)∑
k=−n+1
∣∣∣a(n)k ∣∣∣+ n−1∑
k=N+1
∣∣∣a(n)k ∣∣∣ < ε.
In the following, wewill use ε to denote a small positive generic constant. LetU
(n)
n be an n-by-nmatrix
obtained from B
(n)
n by replacing the (n − N)-by-(n − N) leading principal submatrix of B(n)n by the
zero matrix. Then
rank
(
U(n)n
)
 2N.
Let W
(n)
n ≡ B(n)n − U(n)n . The leading (n − N)-by-(n − N) block of W(n)n is the leading (n − N)-by-
(n − N) principal submatrix of B(n)n , and hence this block is a Toeplitz matrix. The absolute sum of the
ﬁrst column ofW
(n)
n is
n−N−1∑
k=m+1
∣∣∣b(n)k ∣∣∣ = n−N−1∑
k=m+1
∣∣∣a(n)k − a(n)k−n∣∣∣ n−N−1∑
k=N+1
∣∣∣a(n)k ∣∣∣+ −(N+1)∑
k=−m
∣∣∣a(n)k ∣∣∣ < ε.
The absolute sum of the ﬁrst row ofW
(n)
n is
−n+N+1∑
k=−(m+1)
∣∣∣b(n)k ∣∣∣ = −n+N+1∑
k=−(m+1)
∣∣∣a(n)k − a(n)n+k∣∣∣ −(N+1)∑
k=−(m+1)
∣∣∣a(n)k ∣∣∣+ m∑
k=N+1
∣∣∣a(n)k ∣∣∣ < ε.
It is easy to see that
∥∥∥W (n)n ∥∥∥1 max
⎧⎨⎩
n−N−1∑
k=m+1
∣∣∣b(n)k ∣∣∣ , −n+N+1∑
k=−(m+1)
∣∣∣b(n)k ∣∣∣
⎫⎬⎭ < ε,
so does
∥∥∥W(n)n ∥∥∥∞. Thus∥∥∥W(n)n ∥∥∥2  (∥∥∥W(n)n ∥∥∥1 · ∥∥∥W(n)n ∥∥∥∞)
1
2 < ε. 
The proof of Corollary 3.1. By using (3.3), (3.4), and the fact that
s− 12
(
A
(n)
n
)
A
(n)
n s
− 1
2
(
A
(n)
n
)
− In= s− 12
(
A(n)n
) [
A(n)n − s
(
A(n)n
)]
s−
1
2
(
A(n)n
)
= s− 12
(
A(n)n
)
U(n)n s
− 1
2
(
A(n)n
)
+ s− 12
(
A(n)n
)
W(n)n s
− 1
2
(
A(n)n
)
,
this corollary is obtained immediately by Lemma 3.2 and Theorem 3.1. 
The proof of Theorem 3.2.We have by (3.5)[
s−
1
2
(
A(n)n
)
A(n)n s
− 1
2
(
A(n)n
)]∗ [
s−
1
2
(
A(n)n
)
A(n)n s
− 1
2
(
A(n)n
)]
=
(
In + U˜(n)n + W˜(n)n
)∗ (
In + U˜(n)n + W˜(n)n
)
= In + Û(n)n + Ŵ(n)n ,
where
Û(n)n =
(
U˜(n)n
)∗ (
In + U˜(n)n + W˜(n)n
)
+
(
In + W˜(n)n
)∗
U˜(n)n
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and
Ŵ (n)n = W˜(n)n +
(
W˜(n)n
)∗ + (W˜(n)n )∗ W˜(n)n .
Then by Corollary 3.1, we see that rank
(
Û
(n)
n
)
 4N ≡ M and
∥∥∥W˜(n)n ∥∥∥
2
 ε. Since[
s−
1
2
(
A(n)n
)
A(n)n s
− 1
2
(
A(n)n
)]∗ [
s−
1
2
(
A(n)n
)
A(n)n s
− 1
2
(
A(n)n
)]
− In = Û(n)n + Ŵ(n)n ,
and both Û
(n)
n and Ŵ
(n)
n are Hermitian, by applyingWeyl’s theorem (Theorem4.3.1 in [8]), we conclude
that at mostM eigenvalues of the matrix[
s−
1
2
(
A(n)n
)
A(n)n s
− 1
2
(
A(n)n
)]∗ [
s−
1
2
(
A(n)n
)
A(n)n s
− 1
2
(
A(n)n
)]
− In
have absolute values larger than ε. 
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