Introduction
Transposons thrive as parasites of host genomes. When mobilized, they can disrupt protein-coding genes, alter transcriptional regulatory networks, and cause chromosomal breakage and large-scale genomic rearrangement (McClintock, 1951) . Cells must therefore engage in an ongoing struggle to protect genomic integrity by guarding cellular DNA from the activity of mobile elements. Discriminating these parasites from a cell's own protein-coding genes is no small task. Individual transposons fall into many classes and bear little overall resemblance to each other. They employ myriad movement strategies, thus confounding any attempt to target a specific and distinguishable replication intermediate. Instead, our still emerging understanding points to a transposon defense that requires a working memory of each individual element. That memory appears to arise after initial colonization and a period of largely unregulated activity during which the mobility of the element, per se, is the Achilles' heel that insures its downfall. By jumping into specific loci, transposons become trapped in a silencing program that instructs a small RNA-based immune system to selectively silence homologous elements in germ cells, thus guarding the genetic integrity of the species.
On the whole, transposon families can be categorized into a few broad classes of elements that differ in both their structure and movement strategies. The principal division separates retrotransposons (class I) from DNA transposons (class II). Retrotransposons replicate via an RNA intermediate that is reverse transcribed prior to its integration into the host genome. This class is further segregated into elements that are bounded by long terminal repeats (LTR), similar to those of retroviruses, and those that are not (non-LTR).
Non-LTR elements are subdivided into long interspersed nucleotide elements (LINEs) and short interspersed nucleotide elements (SINEs), depending upon their size and origin. Their expression is invariably driven by the combination of internal promoter and 3 0 end formation signals that travel with each new full-length insertion. The autonomous members of this group, those not requiring a helper element for mobility, characteristically contain two internal open reading frames (ORFs): one directing synthesis of a DNA binding protein and the other encoding endonuclease and reverse transcriptase enzymes, which are separated posttranslationally (reviewed in Kazazian, 2004) .
LTR elements resemble the retroviruses from which they are apparently derived. They encode gag and pol proteins, which can mediate their replicative transfer to new sites in the genome. Consistent with their viral origins, some LTR elements can move not only within genomes but also from cell to cell. Examples are found within the gypsy family in Drosophila. These elements, termed infectious retroviruses or errantiviruses, possess an envelope (env) gene that enables infection of neighboring cells and even horizontal transfer among species (Kim et al., 1994; Song et al., 1994) .
Unlike retrotransposons, for which each transposition event generates an additional copy of itself elsewhere in the genome, class II DNA transposons mobilize via a ''cut-and-paste'' mechanism. Thus, each transposition event is a zero-sum game wherein one site loses transposon information while another gains it. However, because sequences are duplicated upon element integration and because the excision site must be repaired as the element leaves, most transposition events leave scars in the form of short repeats. Autonomous DNA transposons harbor a transposase gene that recognizes the element's flanking terminal inverted repeats (TIRs) and that catalyzes both excision and reintegration. There are also nonautonomous DNA transposons that require the donation of a transposase protein from another functional element.
The diversity of transposable elements and the degree to which they burden eukaryotic genomes is remarkably variable. In mammals, transposons constitute up to 50% of the genome (reviewed in Kazazian, 2004) . In comparison, only 5% of the Drosophila genome is composed of mobile elements (Bergman et al., 2006) . While the Arabidopsis genome maintains numerous members of all classes of transposable elements, the budding yeast S. cerevisiae contains only members related to a single LTR retrotransposon family. Drosophila harbors roughly 150 different element families. These comprise a wide variety of LTR and non-LTR retrotransposons, each of which is present in limited number within the genome. The transposon content of the mouse genome is also dominated by retroelements, but in this case by very large numbers of only a few related elements from the IAP (LTR), LINE1, and SINE B1 (non-LTR) retrotransposon families.
The Nature of Host-Transposon Interactions For decades, researchers have sought to understand our relationship to and coexistence with the mobile elements that colonize our genomes. Genetic studies have sought to probe mechanisms of transposon control by understanding circumstances in which it is lost. These studies tended to underscore the deleterious effects of unregulated activity. However, it has been apparent from the moment of their discovery, inherent in their being dubbed ''control elements '' by McClintock (1951) , that the relationship between host genomes and transposons might be more mutualistic. Proposed positive roles for transposons have taken many forms, and a few selected case studies serve as examples.
Transposons as Drivers of Speciation
Observations of their underlying role in mating incompatibilities (i.e., hybrid dysgenesis, see below) have led to the proposal that transposable elements might help to promote speciation events . This could occur if a particular transposon were to colonize a geographically isolated population of a species. After a period of adaptation, the element would be brought under control. However, if the species were to attempt to re-establish interbreeding, its parental, naive population would be unable to control the transposon and would, therefore, fail to produce fertile offspring (reviewed in Rose and Doolittle, 1983) . Many other mechanisms, including single gene-interaction-incompatibilities, are sufficient to induce inviability in F1 progeny (Brideau et al., 2006) , so it is not presently clear how major a role transposons play in driving speciation. However, transposon incompatibilities present a validated mechanism for producing reproductive isolation that might be reinforced by any number of additional or subsequent genomic alterations. Heterochromatin and Genome Organization Transposable elements disproportionately populate heterochromatic genomic domains, including centromeres and, in some organisms, telomeres (reviewed in Pardue and DeBaryshe, 1999) . In the Drosophila genus, telomeres lack the simple repeat structure found in many eukaryotes. This is correlated with a lack of identifiable telomerase components or detectable telomerase activity. Instead, chromosomal ends are maintained by the preferential insertion of the non-LTR retrotransposons, HeT-A, Tart, and TAHRE, in head-to-tail arrays at telomere ends (Levis et al., 1993) . This is likely a general property of Dipterans, since no studied member of this order contains a functional telomerase. This implies that in a broad and complex group of animals, transposons have been domesticated and harnessed to solve the end-replication problem (reviewed Villasante et al., 2008) . This must require subtle control over both transposon activity and insertion preferences to maintain telomeres that neither shrink nor grow to unacceptable extents. This is an ironic example of how transposons, usually thought to create genome instability, can serve precisely the opposite function. The Evolution of Genes and Genomes Sequence composition, expression levels, and tissue and cellular expression patterns are the critical and functional features of eukaryotic genes. Interestingly, transposons are able to drive genic evolution and diversity by impacting nearly every one of these properties. Not only is the transposition machinery capable of duplicating processed genes and generating novel pseudogenes (Esnault et al., 2000) , but human endogenous retroviruses (HERVs) also appear to have caused genomic deletions and rearrangements during human evolution (Hughes and Coffin, 2001) . Transposons also modify genic sequence composition. In fact, approximately 4% of human genes possess some transposon-derived coding sequences. Such events potentially generate genetic divergences that could drive evolution (Nekrutenko and Li, 2001 ). Additionally, since many transposons contain their own transcriptional regulatory elements, their mobilization can influence the expression patterns (White et al., 1994) or translational efficiency of neighboring genes (Landry et al., 2001) . Finally, immunoglobulin and T cell receptor maturation require RAG1/RAG2-initiated V(D)J recombination. Remarkably, this process is functionally related to transposon excision pathways, providing an example of how cells may have co-opted transposon components and transposition strategies to generate an extremely complex system of genic diversity (Agrawal et al., 1998; Hiom et al., 1998) .
On the whole, these properties point to complex relationships between transposable elements and their hosts.
Small RNAs and Transposon Control Pathways
Despite some clear benefits of colonization, any symbiotic relationship between a transposon and its host depends heavily on the ability of the host to tame an element's more aggressive tendencies. The heterogeneous nature of transposon families requires flexible recognition and control mechanisms. That niche has been filled in many eukaryotic organisms by pathways that use small RNAs to guide silencing, which we discuss below. Though we focus here on the dominant role of small RNA pathways in transposon control, it is important to note that other mechanisms may also contribute to element regulation. For example, regulated splicing patterns can impact P element movement, and sequence-specific binding proteins can impact the methylation state of some elements (Laski et al., 1986; Schlappi et al., 1994) .
RNA Interference
The discovery of RNA interference (RNAi) has transformed our understanding of gene regulation, mechanisms of heterochromatin formation, and transposon control (Fire et al., 1998) . The term RNAi has come to encompass an increasingly broad family of related pathways, in which small RNAs from 20-30 nucleotides in length serve as guides to target recognition and regulation. In the canonical RNAi pathway, small RNAs are generated from double-stranded precursors by a ribonuclease enzyme termed, Dicer (Bernstein et al., 2001) . Small RNAs act in complex with a second defining component of RNAi-related pathways, the Argonaute (AGO) proteins, together forming the RNA-induced silencing complex (RISC) (Hammond et al., 2000; Tuschl et al., 1999) . AGO proteins are characterized by the presence of a PAZ and PIWI domain, which fold to form a channel in which a single-stranded small RNA guide is held at each end by one of its constituent domains (Lingel et al., 2003; Song et al., 2003 Song et al., , 2004 Yan et al., 2003) . The PIWI domain also harbors nuclease activity. This is formed from a ribonuclease H-like motif and is capable of cleaving RNA transcripts as directed by the small RNA. In addition to target cleavage, RISC can also inhibit protein synthesis and direct chromatin modifications that ultimately lead to transcriptional repression (reviewed in Slotkin and Martienssen, 2007) .
Studies of the biological roles of the canonical RNAi pathway have focused largely on the regulation of gene expression. MicroRNAs (see Reviews by R.W. Carthew and E.J. Sontheimer on page 642 and O. Voinnet on page 669 of this issue, and Essay by A. Ventura and T. Jacks in this issue of Cell) serve as endogenous guides of the RNAi pathway and are found broadly throughout plant and animal kingdoms, in which this general regulatory paradigm appears to have separately evolved. MicroRNAs act as key components of gene regulatory circuits, essentially as the posttranscriptional equivalent of transcription factors, impacting nearly all types of biological pathways. However, even before the connection between microRNAs (then called small temporal RNAs) and the RNAi pathway was appreciated, early studies pointed to links between RNAi and the control of selfish genetic elements (Ketting et al., 1999; Reinhart and Bartel, 2002; Tabara et al., 1999; Wu-Scharf et al., 2000) . Early mutational hunts for RNAi pathway components pointed to clear overlaps with so-called ''mutator'' genes, whose alteration mobilized certain class II C. elegans transposons. As catalogs of small RNA species began to emerge from several organisms, a surprisingly large family of microRNAs emerged along with small RNAs that mapped to repetitive, heterochromatic regions or to specific transposable elements (Aravin et al., 2003; Llave et al., 2002; Reinhart and Bartel, 2002) . Repeat-associated small-interfering RNAs (rasiRNAs) were particularly abundant in Drosophila germline tissues but seemed to be absent from most larval stages. rasiRNAs are approximately 23-26 nt in length, several nucleotides longer than the 20-24 nt small-interfering RNAs (siRNAs) and microRNAs. This pointed to potential differences in the biogenesis mechanisms that generate these two small RNA classes. Subsequently, rasiRNAs were also detected in zebrafish (Chen et al., 2005) , presaging the discovery of dominant and conserved roles for small RNA pathways in transposon control across large evolutionary distances. Piwi Proteins, piRNAs, and Germline Transposon Regulation It seems almost fitting in retrospect that the discovery of a signature component of small RNA-directed silencing pathways came initially from studies of Drosophila gametogenesis (Lin and Spradling, 1997) . The broader class of Argonaute proteins can be divided, in most animals, into two clades. Those most similar to Arabidopsis Argonaute-1 (the AGO clade) generally bind double-stranded RNA (dsRNA)-derived small RNAs, such as microRNAs and siRNAs. These proteins and their binding partners (as a class) show largely ubiquitous expression patterns.
The second clade of Argonaute proteins, the Piwi clade, was named after a founding Drosophila family member, which was initially studied because of its effects on gonadal development.
Mutations in Piwi lead to defects in oogenesis and a depletion of germline stem cells (Cox et al., 1998 (Cox et al., , 2000 . The Drosophila genome encodes two additional Piwi family proteins, Aubergine (Aub) and Argonaute 3 (AGO3), which are also expressed primarily within gonadal tissues. While lesions in AGO3 have not yet been analyzed, mutations in Aub disrupt gametogenesis, leading to embryonic axis specification defects and an accumulation of dsDNA breaks in germ cell chromosomes (Harris and Macdonald, 2001; Klattenhoff et al., 2007; Theurkauf et al., 2006) . Numerous genetic studies pointed toward these phenotypes being linked to roles of Piwi family members in controlling transposons. For example, piwi mutant animals mobilize the gypsy retrotransposon (Sarot et al., 2004) , and aubergine mutations derepress TART (Savitsky et al., 2006) and the P element (Reiss et al., 2004) .
Considered together, these studies raised expectations that Piwi proteins might bind to small RNAs that would direct them to silence mobile genetic elements. However, the characterization of Piwi-interacting RNAs (now known as piRNAs) from mammals provided a confusing surprise. In mouse, rat, and human testes, Piwi orthologs indeed bind to small RNA species that were larger than microRNAs and siRNAs, reminiscent of Drosophila rasiRNAs. However, unlike rasiRNAs, mammalian piRNAs are selectively depleted of repeat and transposons sequences, with more than 90% of piRNAs mapping uniquely within mammalian genomes (Aravin et al., 2006; Girard et al., 2006; Grivna et al., 2006; Lau et al., 2006) . piRNAs show an inexplicable and overwhelming bias for a 5 0 uridine (U) residue but share no other distinguishing sequence features. In adult testis, mammalian piRNAs arise from large genomic clusters whose position but not sequence content is evolutionarily conserved. Similarly, in C. elegans, 21U RNAs are derived from large, continuous genomic tracts and bind to worm Piwi orthologs (Batista et al., 2008; Das et al., 2008; Ruby et al., 2006; Wang and Reinke, 2008) . The functions of these tremendously abundant RNA species remains obscure, but some crystallization of genetic and molecular data occurred with the analysis of Piwi-associated RNA populations from Drosophila gonads.
Hybridization to microarrays and small-scale sequencing detected Drosophila piRNAs with complementarity to a variety of mobile genetic elements. These represented several transposons and transposon classes, including roo, the I element, gypsy, and the testis-specific Su(Ste) locus (Saito et al., 2006; Vagin et al., 2006) . Overall, Drosophila piRNAs are enriched for species that are antisense to transposons, consistent with the link to transposon control implied by genetic studies. Importantly, the production of piRNAs is independent of Dicer, strongly suggesting that a distinct biogenesis mechanism accompanied their difference in size from canonical small RNAs . While these studies were key indicators of the direct roles of Piwi proteins and piRNAs in transposon control, the underlying construction of the transposon silencing pathway, and even the source of the transposon-targeting piRNAs, remained a mystery. Illumination came from the application of next-generation sequencing technologies and a detailed cataloging of small RNAs bound to each of the three Drosophila Piwi proteins (Brennecke et al., 2007; Gunawardane et al., 2007) .
Despite their differences in sequence content, fly and mammalian piRNAs share many features (reviewed in Klattenhoff and Theurkauf, 2008) . Strikingly, Drosophila piRNAs also arise from chromosomal clusters, though both the content and organization of these differed from their mammalian counterparts. Virtually all Drosophila piRNA clusters lie in heterochromatin, with the most prominent sitting at heterochromatin/ euchromatin boundaries near the centromeres of each chromosome. piRNA clusters reside in the most repeat-rich regions of the Drosophila genome and are composed of ancient fragmented transposon copies that are significantly diverged from active transposon consensus sequences. Thus, they give rise to piRNA populations that can be matched to Drosophila transposons, representing all major classes and element families.
The hypothesis that piRNAs directly control transposons was virtually confirmed by the observation that two major piRNA clusters had already been identified as transposon regulatory loci without any underlying molecular explanation of how control was exerted. One such locus was X-TAS at cytological position 1A that conferred the ability to silence the P element (Bié mont et al., 1990; Ronsseray et al., 1991) . A second locus was flamenco, situated near the centromere of the X chromosome, which had been identified as a master regulator of several LTR retrotransposons of the gypsy family, including gypsy itself, ZAM, and Idefix (Mé vel-Ninio et al., 2007; Prud'homme et al., 1995) . piRNA Ping-Pong Overall, Drosophila piRNA populations are strongly enriched for sequences antisense to transposons, consistent with their recognition and silencing of transposon mRNAs (Brennecke et al., 2007; Gunawardane et al., 2007) . This occurs despite most clusters containing randomly oriented transposon fragments and giving rise to piRNAs from both strands. Piwi and Aub complexes mirrored the overall antisense bias; however, AGO3 behaved differently, harboring mainly sense-oriented small RNAs. In the few cases wherein AGO3 complexes were enriched for antisense species, the orientation of the Piwi and Aub-bound species also flipped, suggesting a mechanistic relationship between these complexes (Brennecke et al., 2007) , which is supported by the physical interaction seen between Piwi proteins in zebrafish (Houwing et al., 2008) .
Indeed, sense and antisense piRNAs targeting individual transposons tended to have overlapping 5 0 ends separated by precisely 10 nt (Brennecke et al., 2007; Gunawardane et al., 2007) . This relationship was consistent with prior demonstrations that piRNAs were not produced by a Dicer-dependent mechanism but did suggest an alternative. Many studies of Argonaute activity demonstrated that it cleaves its target 10 nt from the 5 0 end of the guide (Hammond et al., 2000; Zamore et al., 2000) . Piwi proteins share this property (Saito et al., 2006) , suggesting that Piwi-mediated cleavage could have a role in producing the 5 0 ends of sense and antisense piRNAs. These studies led two groups to propose a model for piRNA biogenesis and amplification now known as the ping-pong cycle (Brennecke et al., 2007; Gunawardane et al., 2007) (Figure 1A ). In this model, the cycle is initiated by generating what we refer to here as primary piRNAs, which are sampled from piRNA clusters. The set of cluster-derived small RNAs that are antisense to expressed transposons identify and cleave their targets. This results in the genesis of a new, sense piRNA in an AGO3 complex, termed a secondary piRNA. The AGO3-bound sense piRNA then seeks a target, likely a transposon-cluster transcript that contains antisense transposon sequences. AGO3-directed cleavage generates additional antisense piRNAs capable both of actively silencing their target element and reinforcing the cycle through the creation of additional sense piRNAs ( Figure 1A ). Since Argonaute proteins are catalytic, the activities and abundances of individual family members can be balanced to bias the system toward antisense species.
The combination of transposon-rich piRNA clusters and the ping-pong amplification cycle creates an elegant small RNA based immune system with both genetically encoded and adaptive phases. The piRNA clusters themselves form a genetic record of transposon exposure and control. Clusters also supply primary piRNAs and antisense transcripts as a substrate to the adaptive phase. The ping-pong cycle can make use of primary piRNAs, combining these with mRNA transcripts from active transposons to optimize the activity of the pathway against the mobile elements that challenge any individual organism. In the long term, transposon control is gained by transposition of an element into a piRNA cluster, as has been observed for insertion of the P element into X-TAS (Ronsseray et al., 1991) . Thus, the system provides a means to discriminate diverse transposon classes from endogenous genes based upon the one unique property that defines these genomic parasites, their mobility. Signatures of the ping-pong cycle have been detected and confirmed in a number of organisms, including zebrafish (Houwing et al., 2007 (Houwing et al., , 2008 and mouse , suggesting the conservation of this mechanism to combat transposons in germline tissues.
The ping-pong cycle is functionally analogous to the production of secondary siRNAs via RNA-dependent RNA polymerase (RDRP) activity in plants, worms, and S. pombe, in the sense that it leads to an amplification of small RNAs (reviewed in Hartig et al., 2007) (Cogoni and Macino, 1999; Dalmay et al., 2000; Mourrain et al., 2000; Smardon et al., 2000) ( Figure 1B) . However, unlike secondary siRNA production, ping-pong appears to have no ability to spread small RNA production along target sequences outside of the boundaries of the original trigger (Brennecke et al., 2008) .
Small RNAs as Vectors for Epigenetic Inheritance
While piRNA clusters and their participation with transposon mRNAs in the ping-pong model accounted for many aspects of transposon silencing in Drosophila, several observations went unexplained. When strains of wild-caught Drosophila melanogaster were crossed to laboratory strains, a surprising incompatibility was observed. Progeny from laboratory males and wild females developed normally and were fertile. However, progeny of wild males and laboratory females displayed both gonadal hypertrophy and sterility (termed dysgenic), despite being genetically identical to those produced in the reciprocal cross (Kidwell et al., 1977; Picard, 1976) . This phenotype, hybrid dysgenesis, was accompanied by chromosome breakage and an unusual accumulation of germline mutations (Pé lisson, 1981; Rubin et al., 1982) .
The underlying cause of hybrid dysgenesis was traced to transposon mobilization in the progeny of intercrossed strains (Bucheton et al., 1984; Kidwell, 1983; Pé lisson, 1981; Rubin et al., 1982) . In the two best-studied models, either the P or I element had colonized wild populations, but these animals had adapted to effectively silence the element. Laboratory strains had been sequestered before either P or I entered D. melanogaster populations, and thus laboratory strains had no innate immunity to either element. The differential behavior of reciprocal crosses strongly implied the existence of a maternal factor that could influence the ability of progeny to silence inherited elements (Bregliano et al., 1980) . Early clues to the nature of the maternal factor came from observations that Piwi proteins are essential for transposon silencing in the context of several models of hybrid dysgenesis (Reiss et al., 2004; Sarot et al., 2004) . Moreover, both Piwi and Aub are maternally deposited and accumulate in the pole plasm, the specialized cytoplasm at the posterior end of the developing embryo that will give rise to the future germline. Small RNAs present in maternal germ cells are also faithfully transmitted to progeny (Blumenstiel and Hartl, 2005) ; however, since the sperm discards most of its cytoplasm postmeiotically, similar species are likely not paternally inherited. This gave rise to clear differences in the embryonic content of piRNAs, depending upon whether an element was maternally or paternally inherited, and these differences correlated perfectly with the ability of progeny to silence the dysgenesis-inducing transposon (Brennecke et al., 2008) . These studies demonstrated that differences in the inheritance of maternal small RNA populations underlie hybrid dysgenesis. They also highlighted the broader conclusion that maternally inherited small RNAs are required to prime resistance pathways at each generation in order to effectively silence at least some elements, and the presence of sequences within a piRNA cluster corresponding to a particular element may not alone be sufficient to achieve effective silencing in the absence of maternal small RNAs (Brennecke et al., 2008) .
In most dysgenesis systems, fertile progeny can emerge from dysgenic crosses at a very low frequency. This allows populations to eventually adapt to exposure to a new element. This has been modeled with the I element, which required up to 15 generations for a sensitive population to gain full control (Pé lisson and Bregliano, 1987) . Interestingly, this outcome required continuity of the maternal lineage, consistent with a successive accumulation of maternally transmitted immunity. The penetrance of the dysgenic phenotype can also be influenced by external factors, including the temperature at which the mother is reared and her age (Bucheton, 1978) . While it remains to be proven, one hypothesis is that environment can influence the content of maternal small RNA populations and thus alter the phenotype of progeny in a heritable manner using small RNAs as the vector to transmit epigenetic information.
Thus far, the transmission of traits via small RNAs has only been observed in Drosophila. However, small RNAs, or their binding partners, accumulate in the oocytes of other species (Houwing et al., 2007; Watanabe et al., 2006) , suggesting the possibility of widespread roles for small RNA pathways in exerting maternal effects on the phenotypes of their progeny.
RNAs and Transposon Defense in Mammals
Observations emerging from Drosophila fueled a reevaluation of the roles of piRNAs in mammalian transposon control. When transposon expression was looked at directly, it became clear that in mutations of the two mammalian Piwi proteins, mili and miwi2, both LINE-1 (non-LTR) and IAP (LTR) retrotransposons showed increased expression Carmell et al., 2007; Kuramochi-Miyagawa et al., 2008) . This strongly predicted the existence of piRNA populations that could target transposons in mammals. Here, transposon control occurs by transcriptional gene silencing, where DNA methylation patterns maintain the state set during embryogenesis in developing male germ cells, called prospermatogonia (Kato et al., 2007) . The expression of Mili and Miwi2 could be detected in this cell type, and these bound to populations of piRNAs that were indeed enriched for transposons Carmell et al., 2007) . Like AGO3, Mili shows a preference for piRNAs corresponding to transposon sense strands, while Miwi2 contains mainly antisense piRNAs (Aravin et al., 2006 Girard et al., 2006) . Also paralleling the fly system, there is a strong signature of the ping-pong amplification cycle, with sense and antisense species showing the distinctive 10 nt 5 0 overlap. piRNAs in prospermatogonia are derived from transposonrich piRNA clusters, much as is observed in Drosophila Brennecke et al., 2007) . There are both onestranded clusters, similar to those first seen in mammals, and two-stranded clusters that mirror the majority seen in Drosophila. An appreciable difference between the mammalian and fly systems can be seen in that sense-oriented piRNAs are enriched for primary species (1U, no 10A), whereas antisense species are mainly secondary (no 1U, 10A). Thus, isolated transposons seem to initiate the piRNA pathway in mammals and use the ping-pong pathway to engage cluster-derived transcripts as a source of antisense information . The importance of the ping-pong cycle and the obligate link between Mili and Miwi2 is emphasized by the observation that the Miwi2 protein both fails to bind small RNAs and is lost from the nucleus in Mili mutants .
Transcriptional Gene Silencing
The ping-pong cycle, with its piRNA-directed consumption of transposon transcripts, has the capacity to silence transposons solely at the posttranscriptional level. However, studies in the male germline of mammals, considered together with a vast literature in plants and fungi, with earlier hints from Drosophila, indicated that small RNAs could also silence repeat elements at the transcriptional level.
Although plants lack Piwi proteins, they have evolved specialized RNAi systems that generate distinct small RNA classes. This is accomplished through the use of specialized Dicer and Argonaute proteins (reviewed in Slotkin and Martienssen, 2007) . In particular, a relatively larger class of 24-26 nt siRNA has been linked to both transposon silencing and DNA methylation (Kasschau et al., 2007) . While the structure of this silencing pathway is presently less clear than are the transposon silencing mechanisms in flies, it involves specific recognition of repeat elements by specialized RNA polymerases, RNA pol IV and pol V (Herr et al., 2005; Onodera et al., 2005; Wierzbicki et al., 2008) . The activity of these enzymes seems to mark transcripts for recognition by the RNA-dependent RNA polymerase 2 (RDR2) complex for conversion to double-stranded RNA (Dalmay et al., 2000) . The resulting dsRNA is processed by dicer-like 3 (DCL3) into 24 nt siRNAs (Xie et al., 2004) , which join one of the plant's 12 Argonaute proteins (AGO4), whose bound small RNA populations are heavily enriched for repeats (Qi et al., 2006) . Therefore, disruption of any component of this pathway leads to at least partial loss of DNA methylation on many transposons (reviewed in Matzke and Birchler, 2005) . Additionally, centromeric repeats and retrotransposons act to mutually reinforce silencing (May et al., 2005) . While it is clear that small RNAs act at the transcriptional level in plants to silence mobile elements, it is not at all apparent how plants distinguish these elements (non-self) from their protein coding genes (self) or precisely what interactions lead from recognition of targets by AGO4 complexes to the deposition of DNA methylation marks.
Some understanding of how RNA-dependent RNA polymerase (RDRP) -dependent systems, like those found in plants, create stable and selective silencing may be gained by comparison to Schizosaccharomyces pombe, which has proven tremendously important to our understanding of the biochemical features of small-RNA directed chromatin modification. S. pombe centromeres are generally related in structure to those of vertebrates (Clarke et al., 1986) . While such constitutive heterochromatin is thought to be transcriptionally inert, S. pombe centromeres are in fact transcribed, with this transcription important both for their packaging into heterochromatin and for their function in chromosome segregation (reviewed in . S. pombe possesses only a single Argonaute and a single Dicer gene, and disruption of either leads to defects in the formation of centromeric heterochromatin (Volpe et al., 2002) . It has been proposed that combined sense and antisense transcription of centromeric repeats gives rise to an initial siRNA population, which directs AGO to cleave transcripts associated with this locus (Irvine et al., 2006) . Through a coupling whose biochemical basis is not understood, but which is also observed in plants, cleavage activates the RNA-dependent RNA polymerase complex (RDRC) to generate antisense RNA from targeted transcripts. This produces additional dsRNA, which is subsequently processed into 21-24 nt siRNAs by Dicer (Colmenares et al., 2007) . Additionally, RDRCs in C. elegans appear to be capable of directly generating secondary siRNAs, as a result of unprimed RNA synthesis (Sijen et al., 2007) .
Again, this reinforcing amplification loop provides the analog of the ping-pong cycle from Drosophila (Figure 1) . RDRC generated centromeric siRNAs act through the RITS complex (Verdel et al., 2004) , in collaboration with the SHREC complex (Sugiyama et al., 2007) , to direct the deposition of histone modifications and to establish a silent chromatin state. The initial dichotomy, how a locus could be both active and silent, was solved by examining the functional output of the small RNA pathway through the cell cycle. During interphase, the locus is indeed silent and small RNA pathways lack substrates from centromeric repeats. However during cell division, when histones re-assort to newly replicated chromosomes, the centromeric repeats are freed from their heterochromatic context and are transcribed. This initiates the silencing cycle and allows the formation of expression-dependent heterochromatin at these sites with each division (Chen et al., 2008; .
In mammals, the precise biochemical mechanisms that lead to deposition of small RNA-directed methylation marks are unclear. However, epistasis relationships with canonical DNA methylation pathways have been established. Mice with mutations affecting Dnmt3L, the primary initiator of de novo DNA methylation in the mouse germline, display a global loss of DNA methylation (Bourc'his and Bestor, 2004; Kato et al., 2007) . Dnmt3L acts downstream of the piRNA pathway since disruption of dnmt3L has minor effects on piRNA populations, consistent with increased expression of the elements, which these mutants fail to silence. In Neurospora, DNA methylation appears only after the deposition of histone modifications, likely pointing to chromatin modifying enzymes as intermediaries between AGO complexes and DNA methyltransferases (Tamaru et al., 2003) . In Drosophila, Piwi, Aub and another piRNA pathway component, Spindle-E (spn-E), are essential for transcriptional gene silencing (Haynes et al., 2006; Pal-Bhadra et al., 2004) , based on their impacts on the expression of variably silenced markers in Drosophila somatic tissues. Here, the pathway must act through its effects on histone modifications since flies lack DNA cytosine methylation. While effects on marker genes in the soma have been abundantly validated, the impact of transcriptional silencing on transposons is less clear. Indeed, nuclear run-on experiments show that mutations in piRNA pathway components have no impact on the transcription of these elements in ovaries . Endogenous RNAi Pathways in Germline and Somatic Tissues Despite genetic evidence connecting the Piwi pathway to adult, somatic transposon suppression (Pal-Bhadra et al., 2004) , piRNAs have not been detected in somatic tissues. As a result, the mechanisms underlying somatic transposon silencing have remained elusive. One hypothesis is that piRNA-directed patterns of heterochromatin set during embryogenesis could be maintained throughout the life of the organism. However, it has become clear that canonical RNAi pathways also produce endogenous small RNAs, some of which correspond to repeat elements.
Endogenous siRNA pathways have been uncovered in both germline and somatic tissues of Drosophila (Czech et al., 2008; Ghildiyal et al., 2008; Kawamura et al., 2008; Okamura et al., 2008) . In both contexts, siRNAs are derived from overlapping convergent transcription units and from structured genomic loci, which seem to be dedicated to small RNA generation. Thus, inter-or intramolecular interactions can form dsRNAs that serve as substrates for Dicer-2. Repeat elements also give rise to abundant endo-siRNAs. While the source of dsRNA triggers is less clear in this case, analyses of unambiguously mapping species demonstrates that piRNA clusters and probably dispersed transposon copies also participate in siRNA generation. Whether siRNAs are formed by hybridization of precursor transcripts from both cluster strands or whether they arise from the interaction of cluster transcripts with transposon mRNAs remains to be determined.
Flies with mutations in proteins essential for the endo-siRNA pathway are viable and fertile (Fö rstemann et al., 2005; Lee et al., 2004; Liu et al., 2003; Okamura et al., 2004) , although experiments in cell culture have demonstrated the requirement of the pathway to silence a variety of transposons (Rehwinkel et al., 2006) . Thus, in the germline, the endo-siRNA pathway must cooperate with the piRNA pathway in a manner in which the latter can compensate for loss of the former. Interestingly, in flies the reverse is not true, but the piRNA pathway does appear to be dispensable in the female germ cells of mammals, which contain a rich endo-siRNA population corresponding to both genes and repeats (Tam et al., 2008; Watanabe et al., 2008) . This raises the possibility that piRNA and endo-siRNA pathways may play more equal, possibly redundant, roles in transposon control in oocytes. Interestingly, one transposon family, MT, is heavily targeted by the endo-siRNA pathway but generates virtually no homologous piRNAs. Loss of Dicer but not of Piwi family proteins in growing oocytes dramatically elevates MT levels (Murchison et al., 2007) , demonstrating the active and dominant role of siRNAs in restraining this element.
Endo-siRNAs in both mice and flies also target protein-coding genes. In Drosophila, genic endo-siRNAs are derived either from convergently transcribed, overlapping 3 0 UTRs or from dedicated structured loci. A similar situation is observed in plants, where, under certain conditions, siRNAs are preferentially generated from transcription units with overlapping 3 0 untranslated regions (Borsani et al., 2005; Katiyar-Agarwal et al., 2006) . In flies, loss of AGO2 or Dicer-2 results in measurable but modest effects on the expression of targeted genes. In mouse, the mechanisms which give rise to dsRNA proved more unusual (Tam et al., 2008; Watanabe et al., 2008) . An examination of unambiguously mapping small RNA species indicated that the senseoriented siRNAs came from protein-coding transcripts. However, the antisense species arose from pseudogene copies of the corresponding loci. Deletion of Dicer showed strong impacts on the genes that could be targeted by these small RNAs, suggesting that a subset of mammalian pseudogenes had evolved into antisense regulators, at least in this specialized cell type.
Studies of plants and animals have revealed common themes in repeat silencing, with each relying to different degrees on compartmentalized piRNA or endo-siRNA pathways to repress transposons at the transcriptional or posttranscriptional level. However, in few places has repeat silencing been carried to as ultimate an endpoint as is seen in ciliates.
DNA Rearrangements in Ciliates
Ciliates employ remarkable repeat silencing and heterochromatin formation systems, where repetitive DNA is actually eliminated from their genome during sexual development (reviewed in Yao and Chao, 2005) . Despite being a single-celled organism, ciliated protozoans possess both a germline micronucleus and a somatically active macronucleus. During sexual development, the developing macronuclear genome undergoes extensive chromosomal breakage and DNA elimination. Eliminated elements are typically transposon derived, representing between 6,000 and 100,000 individual elements, and comprise between 10% and 95% of the germline genome (reviewed in Coyne et al., 1996) . In the germline of spirotrichous ciliates, some exons are even scrambled and must be reordered during formation of the somatic genome. This unscrambling utilizes functional RNA transcripts to template proper reassembly of coding sequences in the developing macronucleus . This represents one of many studies that have indicated that RNA plays a key role in directing DNA rearrangements.
RNAi-related mechanisms are critical for excision of the germline-limited DNA in Tetrahymena and Paramecium. Prior to elimination, these sequences are bidirectionally transcribed, giving rise to dsRNA (Chalker and Yao, 2001; Lepè re et al., 2008a) , which is processed by Dicer (Lepè re et al., 2008b; Malone et al., 2005; Mochizuki and Gorovsky, 2005) to generate 25-32 nt small RNAs, called scan RNAs (scnRNAs). Although these are produced by Dicer processing, they join a Piwi family protein, Twi1p (in Tetrahymena), which is also required for elimination (Mochizuki et al., 2002) . Thus, scnRNAs are likely the ciliate equivalent of piRNAs.
Twi1p appears to load scnRNA populations and then ''scans'' the parental, rearranged, macronuclear genome (Figure 2) . The scnRNA population develops a memory of the rearranged sequences, in the current model, by depleting scnRNAs corresponding to all elements that persist within the parental somatic nucleus ( Figure 2C) . The population is then transferred into the new macronucleus, where the remaining scnRNAs target homologous DNA for elimination ( Figure 2E ). Throughout this process, Twi1p directly interacts with both parental and zygotic transcripts via the activity of an RNA helicase Ema1p (Aronica et al., 2008) , and in paramecium these transcripts are essential for faithful sequence elimination (Lepè re et al., 2008a) .
Chromatin remodeling enzymes and histone modifications appear to act as the intermediate guides to DNA elimination (Liu et al., 2004 (Liu et al., , 2007 Taverna et al., 2002) . Thus, the process seems analogous to small RNA-guided heterochromatin formation in plants and animals, though with a dramatically different outcome. The shaping of functional small RNA populations via comparison to the parental macronuclear genome also seems to parallel the amplification of piRNA populations via pingpong in multicellular animals, though the mechanisms used to accomplish the goal are clearly different.
It will be critical to deepen our understanding of DNA elimination, as comparative studies of plant, metazoan, and ciliate systems will likely reveal the core underlying properties of transposon recognition and control systems. However, ciliates must also solve several more specialized problems. Once a sequence is eliminated from the macronucleus, it is also eliminated in subsequent generations (Garnier et al., 2004; Meyer, 1992) . Thus, errors are propagated in general but can be reversed by mating to a parent that retains a particular sequence, which dominantly instructs retention in both daughter macronuclei Duharcourt et al., 1995) . It is tempting to speculate that this type of reversible (on a multigenerational time scale) remodeling of the genome might serve as a form of epigenetic memory and inheritance or as a catalyst of genome evolution; however, evidence supporting such a thesis has not yet emerged. Despite the necessary machinery, it seems particularly odd that Tetrahymena chooses to delete selfish DNA only from the somatic nucleus. This could indicate that, as in the examples posed above, ciliates may derive some benefit from the conservation of repetitive DNA in their germline DNA. Answers to such questions may come from the sequence of ciliate micronuclear genomes, which are currently being determined.
Perspective
The control of mobile genetic elements boils down to two major problems. The first is one of self versus non-self recognition. This requires that transposons be somehow distinguished from endogenous genes and selectively targeted for silencing. The second problem centers on an ability to recognize and repress such a diversity of element types. In the evolutionary oneupmanship that must drive the evolution of selfish genetic elements, an organism is not only unable to anticipate the sequences of elements which might newly invade their genome but also cannot anticipate that their structure or replication strategy would be one encountered by that species previously. Small RNA pathways represent an ideal approach to compensate for such uncertainty. They provide a flexible system for recognizing nucleic acids and for inhibiting their activity at virtually every level of gene expression. Thus, a class II transposon might be targeted by altering its chromatin structure, by destroying the mRNAs, which it encodes, or by preventing the translation of factors required for its movement. The evolution of recognition requires only that the sequence of the element be converted into small RNAs through one of a variety of mechanisms. The key is to establish specificity toward ''foreign'' elements, and studies of transposon control, particularly in Drosophila, have begun to provide insights into how this occurs. In at least a few cases, it has been demonstrated that the acquisition of transposon resistance correlates with the insertion of an element into a piRNA cluster (Ronsseray et al., 1991) . This immediately incorporates the sequence of that element into the basic silencing program of the organism, and it does so by exploiting the only conserved and universal property of transposonsthat they move. Clearly, in at least some cases, being part of the basic silencing repertoire is insufficient for fully effective silencing (Brennecke et al., 2008) . Instead, there must be an additional step to magnify responses against active elements. In metazoans, this appears to be accomplished by the pingpong amplification cycle, which pairs piRNA cluster transcripts and transposon mRNAs in a mutually reinforcing small RNA biogenesis loop. In S. pombe, Argonaute-mediated cleavage of transcripts from centromeric repeats provokes the creation of additional double-stranded RNA, and thus small RNAs, by recruiting an RNA-dependent RNA polymerase. In ciliates, the precise mechanism that optimizes small RNA populations is unclear; however, there appears to be an element of genome comparison that hones small RNA populations for the efficient elimination of targeted repeats. Plants may also optimize their small RNA populations, perhaps by linking recruitment of polIV and polV to target loci with some prior small RNA-directed modification.
Given the variety of pathogens and parasites that plague every living organism, it is likely that genomic parasites evolved hot on the heels of the emergence of replicating genomes. The deeply conserved use of small RNAs as mechanisms to defend genomes against mobile elements points to this being a very early, or perhaps even the ancestral, role for RNAi-related pathways. In this regard, Argonaute proteins themselves are related to transposase enzymes (Song et al., 2004) , suggesting that perhaps transposons and their control mechanisms evolved in concert, allowing the parasite to efficiently colonize without destroying its host. Irrespective of the evolutionary roots of transposon control, these species have come to form substantial components of our genomes, including up to 99% of genomic DNA in some species of lily. By taming these elements, organisms have achieved not only some measure of dé tente with transposons but also the ability to use socialized elements to organize genomes, promote the evolution of genome structure and gene regulation, and in some cases play essential roles in maintaining genome integrity.
