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Abstract
In this paper we model (discrete) reactive systems that may interact with each other by Petri net reactive modules (modules, for
short) which are classical Petri nets together with a distinguished subset of interface places. We consider then an asynchronous
composition operation of modules and, closely related to it, a decomposition operation. We show that any process (concurrent
execution) of a composition of two modules can be decomposed into processes of “shifted” components for which a p-composition
function exists, and vice versa. Based on this result, a compositional semantics of modules is then deﬁned. Applications of process
decomposition to replacement techniques of Petri nets and in proving correctness of Petri net structural transformations, are further
discussed.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction and preliminaries
In spite of the impressive progress in the development of methods for system design and veriﬁcation, many realistic
systems are still too large to be handled. Thus, it is important to ﬁnd techniques that can be used in conjunction with the
symbolicmethods to extend the size of the systems that can be veriﬁed. Two such techniques, generally recognized as the
only methods can ever scale up to handle industrial-size design and veriﬁcation, are the abstraction and modularization
which break the task of verifying a large system into several smaller tasks of verifying simpler systems. Modularization
exploits the modular structure of a complex system composed of multiple processes running in parallel. In such systems
it is essential to study and analyze each process as a reactive system (which is a collection of variables that, over time,
change their values in a sequence of rounds). This is because, from the point of view of each process, the rest of the
system can be viewed as an environment that continuously interacts with the process. Then, an obvious strategy is to
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derive properties (proofs) of the whole system from partial (local) properties involving (abstractions of) its modules
(components). Generally speaking, modular design and veriﬁcation requires:
• an ability to describe and composemoduleswith different synchrony assumptions, and at different level of abstraction;
• an ability to decompose veriﬁcation tasks into subtasks of lower complexity.
For details and signiﬁcant work in this direction the reader is referred, for example, to [33,7,12,17,36,11,34,1,2,13,16].
This paper proposes Petri net reactive modules (Petri net modules or modules, for short) as a model of (discrete)
reactive systems, and presents basic properties of them. Some of these properties have been communicated by the
authors of this paper at different conferences or published as research reports [26,29–32] under different formalisms
and, in many cases, without any proof. In this paper we gather up all these properties under the same formalism, that
of a Petri net reactive module, which has proved to be very adequate in the context of modeling reactive systems by
Petri nets.
A concise description of the results presented in this paper is in order. Petri nets reactive modules, which are classical
Petri nets together with a distinguished subset of places (modeling the set of interface/shared variables), are introduced
in Section 2. We consider then an asynchronous composition operation of modules that allows us to build systems
from components and, closely related to it, a decomposition operation of systems into smaller parts (components). We
show that every process (concurrent execution) of a system which is a composition of two modules can be decomposed
into processes of its “shifted” components and, moreover, these processes can be related each other by means of a
p-composition function. Conversely, composition of processes of shifted components, which are related by some p-
composition function, are processes of the system. These two results lead naturally to a compositional semantics of
modules, which is then deﬁned. Then we point out some applications of process decomposition. First, we take into
consideration the replacement operation. One of the main problems is to ﬁnd two equivalence relations ≈1 and ≈2
such that from 1 ≈1 2 one can infer  ≈2 [1 ← 2], where 1 is a subnet of  and [1 ← 2] denotes the result of
the replacement of 1 by 2 (inside ). We give two pairs of such equivalences, (≈mP ,≈P ) and (≈mPW ,≈PW ), and
some properties of them are provided. The replacement operation we consider suggests a proof technology to be used
in order to reason about Petri net transformations. We exemplify it by giving shorter and elegant correctness proofs
to some transformations known from literature (compare, for instance, the proof of Theorem 23 with the proof of a
similar theorem in [19]). The paper ends with a detailed discussion on related work, and references.
In the remainder of this section we recall the basic deﬁnitions and notation in Petri net theory (for further details the
reader is referred to [4,9,20,21]).
The empty set is denoted by ∅, and |A| denotes the cardinality of the ﬁnite set A. A ⊆ B denotes the inclusion of
A into B, P(A) is the set of all subsets (the power set) of A, and BA is the set of all functions from A into B. The set
of integers is Z, and the set of nonnegative integers is N. For a binary relation R, Dom(R) and Cod(R) denote the
domain and the co-domain, respectively, of R, R(x) is the image of x under R, and R+ (R∗) is the transitive (reﬂexive
and transitive) closure of R.
If fi : Ai → Z are functions, i = 1, 2, f1 + f2 is the function from A1 ∪ A2 into Z given by (f1 + f2)(a) = f1(a)
for all a ∈ A1 −A2, (f1 +f2)(a) = f2(a) for all a ∈ A2 −A1, and (f1 +f2)(a) = f1(a)+f2(a) for all a ∈ A1 ∩A2.
In a similar way is deﬁned f1 − f2. The restriction of a function f : A → B to the set C ⊆ A is denoted by f |C ; f−1
is the function from B into the power set of A given by f−1(b) = {a ∈ A|f (a) = b} for all b ∈ B.
A Petri net (or net, for short) is a 4-tuple  = (S, T , F,W), where S and T are two ﬁnite sets (of places and
transitions, respectively), S ∩ T = ∅, F ⊆ (S × T ) ∪ (T × S) is the ﬂow relation, and W : (S × T ) ∪ (T × S) → N
is the weight function of  verifying W(x, y) = 0 iff (x, y) /∈ F . We assume that all nets we consider in our paper do
not have isolated transitions 2 (but they may have isolated places). When W(x, y)1 for all (x, y) ∈ F , we may (and
will) simplify the 4-tuples (S, T , F,W) to the 3-tuple (S, T , F ).
A marking of a net  is any function M ∈ NS (when S is empty, M is the empty function); it will sometimes be
identiﬁed with a vector M ∈ N|S|. The operations and relations on vectors are component wise deﬁned. For x ∈ S ∪ T
we set
•x = {y|(y, x) ∈ F }, x• = {y|(x, y) ∈ F }, •x• = •x ∪ x•,
and extend these notations as usual by union to subsets X ⊆ S ∪ T .
2 An element x ∈ S ∪ T is called isolated if (x, y), (y, x) /∈ F , for any y.
F.L. T¸iplea, A. T¸iplea / Theoretical Computer Science 359 (2006) 77–100 79
A marked net is a pair  = (,M0), where  is a net and M0, the initial marking of , is a marking of . A labeled
marked net is a 3-tuple  = (,M0, l), where the ﬁrst two components form a marked net and l, the labeling function
of , assigns to each transition either a letter or the empty word . In the sequel we shall often use the term “Petri net”
or “net” whenever we refer to a structure  as deﬁned above. In all the deﬁnitions above  is called the underlying net
of . A marking (place, transition, arc, weight, respectively) of a net  is any marking (place, transition, arc, weight,
respectively) of the underlying net of .
Pictorially, a net  is represented by a graph. Places are denoted by circles and transitions by boxes; the ﬂow relation
is represented by arcs. The arc f ∈ F is labeled by W(f ) whenever W(f ) > 1. The initial marking M0 is presented by
putting M0(s) tokens into the circle representing the place s and the labeling function is denoted by placing letters into
the boxes representing transitions (when some boxes are empty we will understand that the corresponding transitions
are labeled by themselves).
Let  be a net and M a marking of it. The transition rule states that a transition t is enabled at M, denoted M[t〉,
if M(s)W(s, t) for all s ∈ S. If t is enabled at M then t may occur yielding a new marking M ′ given by M ′(s) =
M(s) − W(s, t) + W(t, s), for all s ∈ S; we abbreviate this by M[t〉M ′. The transition rule is extended to sequences
of transitions w ∈ T ∗ in the usual way. If M0[w〉M then M is called reachable; [M0〉, called the reachability set of ,
denotes the set of all reachable markings of . The notation “[·〉” will be simpliﬁed to “[·〉” whenever  is clear from
context.
The concurrent behavior of Petri nets is well-expressed by the notion of a process. Generally speaking, processes of
Petri nets are obtained by running the nets and solving the conﬂicts in an arbitrary fashion as and when they arise. A
process of a net is also a net; these nets are called occurrence nets and they are classical nets N = (B,E,R) (B is the
set of places, E is the set of transitions, and R is the ﬂow relation) satisfying:
• |•b|1 and |b•|1, for all b ∈ B;
• R+ is acyclic, i.e. for all x, y ∈ B ∪ E, if (x, y) ∈ R+ then (y, x) /∈ R+.
Usually, the elements of B are called conditions whereas the elements of E are called events. The partially ordered
set induced by N is (B ∪ E,≺N), where ≺N= R+. The initial (ﬁnal) cut of N is deﬁned by ◦N = {b ∈ B||•b| = 0}
(N◦ = {b ∈ B||b•| = 0}). A path in N from x to y is any ﬁnite sequence of elements x = x1, . . . , xn = y such that
(xi, xi+1) ∈ R, for all 1 i < n. In deﬁning processes we need labeled occurrence nets which are couples  = (N, p),
where N is an occurrence net and p is a labeling function which assign to each condition or event a letter in a given
alphabet. The above deﬁnitions are transferred to labeled occurrence nets  by means of N; the corresponding notations
are obtained by changing “N” into “” (e.g., ≺, ◦, ◦). Let  = (S, T , F,W) be a Petri net,  = (N, p) a labeled
occurrence net such that p(B) ⊆ S and p(E) ⊆ T , and C a subset of conditions of . Deﬁne the marking induced by
C in  as being MC(s) = |p−1(s)∩C|, for all s ∈ S. There are two alternative deﬁnitions of a process, axiomatic and
inductive, and it is well-known that for Petri nets of ﬁnite synchronization they yield exactly the same objects [4]. We
adopt here the axiomatic deﬁnition (the inductive one will be given in Section 4.2). A process of  = (,M0) is any
labeled occurrence net  = (N, p) satisfying:
• p(B) ⊆ S and p(E) ⊆ T (i.e., conditions are labeled by places and events are labeled by transitions);
• M0(s) = |p−1(s) ∩ oN | for all s ∈ S (i.e., in the initial cut of N, the number of conditions labeled by s equals
M0(s));
• W(s, p(e)) = |p−1(s) ∩ •e| and W(p(e), s) = |p−1(s) ∩ e•| for all e ∈ E and s ∈ S (i.e., the number of
conditions labeled by s in the set •e (e•) equals the number of tokens removed (inserted) by p(e) from (into) the
place s).
Processes of labeled nets  = (,M0, l) are obtained from processes  = (N, p′) of (,M0) by replacing the function
p′ by p, where p(x) = p′(x) for all conditions x, and p(x) = l(p′(x)) for all events x. That is, the events are labeled
by l ◦ p′. From this reason we will use sometimes l ◦ p′ instead p (with the meaning above). The set of all processes
of a net  is denoted by (). A path in a process  is any path in its underlying occurrence net.
2. Petri net modules and their asynchronous composition
As we have already said in the ﬁrst section, we are going to model discrete reactive systems that may interact with
each other by Petri net reactive modules which are deﬁned as follows [30].
80 F.L. T¸iplea, A. T¸iplea / Theoretical Computer Science 359 (2006) 77–100
Deﬁnition 1. A Petri net reactive module (Petri net module or module, for short) is a couple M = (, Sc), where
 = (,M0, l) is a net, called the underlying net of M, and Sc is a subset of places of , called the set of interface or
shared places of M.
For a moduleM, the set Si = S−Sc is called the set of internal places ofM. When Sc = ∅ we say thatM is closed;
otherwise, it is called open. All the concepts referring to nets (place, transition, marking, process etc.) are transferred
to modules by means of their underlying nets.
The interface places are used by a module to interact with an environment. During an execution, their content is
updated by the system (module) or by the environment. The content of the internal places can be updated only by the
module itself. The distinction between internal and interface places is similar to the distinction between controlled
and external variables in the Alur and Henziger’s formalism of reactive modules [1], or to the distinction between
unobservable owned variables and observable variables in the formalism of fair Kripke structures in [13]. 3
We deﬁne now the asynchronous parallel composition of modules. Generally speaking, a parallel composition
operation on models of distributed systems combines two models into a single one whose behavior captures, in some
sense, the interaction between that two models. There are two major ways of forming the parallel composition of two
models, synchronous and asynchronous, and for each of them different variants are known [2,13]. In synchronous
parallel composition, the models run in parallel and synchronize on actions from a given set of actions. The main use
of such an operation is for coupling a system with a tester which tests for the satisfaction of a given property. Opposite
to the synchronous parallel composition is the asynchronous parallel composition, which does not assume any action
synchronization but the systems may communicate via a set of shared variables (locations). The execution of such a
system can be viewed as the interleaved execution of the components. For examples of parallel compositions of Petri
nets the reader is referred to [7,36,34,26,37,15].
In order to avoid some annoying and totally unessential things for our purpose we assume that two disjoint countable
sets S and T are given, and all the nets we consider have the sets of places and transitions included in S and T ,
respectively. For a ﬁnite set Sc ⊂ S and a marking Mc0 on Sc (that is, Mc0 : Sc → N) consider the set PN(Sc,Mc0) of
all modules whose set of places includes Sc and whose initial marking agrees with Mc0 on S
c
. Two modules M0 and
M1 in this set are called compatible if S0 ∩ S1 = Sc and T0 ∩ T1 = ∅.
Deﬁnition 2. Let M0,M1 ∈ PN(Sc,Mc0) be two compatible modules. The asynchronous parallel composition of
M0 and M1, denoted by M0 ◦M1, is the component-wise union of M0 and M1, that is
• M0 ◦M1 = (, Sc),  = (,M0, l), and  = (S, T , F,W);
• S, T, F, W, M0 and l are the union of the sets of places, transitions, ﬂow relations, weight functions, markings and
labeling functions of M0 and M1, respectively.
We note that the unions of functions in Deﬁnition 2 are well-deﬁned. In the case of M0 we can write M0 =
M00 |Si0 +M
c
0 +M10 |Si1 , where M
0
0 and M
1
0 are the initial markings ofM0 andM1, respectively. The moduleM0 ◦M1
is an element of PN(Sc,Mc0).
To have a ﬂexible notation we will identify a moduleM = (, Sc) by its underlying net  whenever Sc is clear from
context. Moreover, for 0, 1 ∈ PN(Sc,Mc0) we will write 0 ◦ 1 instead of M0 ◦M1 and we call it the composition
of 0 and 1 along Sc or, simply, the composition of 0 and 1.
The asynchronous parallel composition of modules in PN(Sc,Mc0) is a partially deﬁned binary operation. It is
commutative and associative whenever it is deﬁned; that is, x0 ◦ x1 = x1 ◦ x0 and (x0 ◦ x1) ◦ x2 = x0 ◦ (x1 ◦ x2), for
all pairwise compatible modules x0, x1 and x2. Moreover, the module ∅ = ((Sc,∅,∅,∅),Mc0,∅) is the unit of this
operation. 4
3 The set of interface places can be partitioned further into two sets, the set Sin of input places and the set Sout of output places. In this way we
have a full analogy with the formalisms mentioned above. However, for our purposes such a partition is not important and we will not consider it.
4 One may consider the equivalence relation ≡ on PN(Sc,Mc0) induced by isomorphisms of labeled nets which preserve Sc (that is, their
restrictions to Sc is the identity on Sc) and their initial markings, and deﬁne the asynchronous parallel composition on equivalence classes by means
of any two compatible representatives of those classes. Then, this operation is totally deﬁned on the quotient set PN(Sc,Mc0)/ ≡ and structures it
as a monoid.
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Fig. 1. A Petri net with no module decomposition along {s1}.
Fig. 2. Owicki–Lamport’s Mutex algorithm.
An important and intensively usedmethod for trying to verify a system is to decompose the system, to verify properties
of individual components, and to infer from these properties of the system. There are many ways to decompose a system
into components. The one we consider is closely related to the asynchronous parallel composition; it is a decomposition
along a set of places. It is obvious that, given a net  and a subset of places Sc, the decomposition along Sc is not
necessarily unique.Moreover, it is not always possible to decompose nets such that certain properties of the components
be obtained. For example, if we consider the net  in Fig. 1 and Sc = {s1}, then there is no decomposition of  into
two modules each of them having one transition and such that their asynchronous composition along Sc is the original
net . However, the decomposition based on subnets generated by subsets of transitions is indeed the inverse operation
of the asynchronous composition. If  = (S, T , F,W) is a net and T1 is a subset of T, by the subnet generated by T1
we understand the net 1 = (S1, T1, F1,W1), where S1 = •T •1 , and F1 and W1 are the corresponding restrictions of F
and W to S1 and T1. The subnet generated by T − T1 will be called the difference of  and 1, and it will be denoted
by − 1 (the set •T •1 ∩ •(T − T1)• plays the role of interface places between 1 and − 1). These concepts can
be naturally extended to (labeled) marked nets. It is clear now that the asynchronous composition of two nets 1 and
− 1 as above, along the common set of places, leads to the net .
We close the section by two examples of decomposition which will be used in the next section in order to exemplify
the process decomposition and process sample generation operations.
Owicki–Lamport’smutex algorithm: The net  in Fig. 2 is a Petri netmodel of theOwicki–Lamport’sMutex algorithm.
It consists essentially of two sites: the writer and reader site, the ﬁrst one to the left, and the second one to the right,
of the dash box in ﬁgure. The net uses three ﬂags: the ﬂag writer detached (s2) signals to the reader that the writer is
presently not striving to become writing, the ﬂag reader detached (s3) likewise signals to the writer that the reader is
presently not striving to become reading, and the ﬂag writer involved (s1) is just the complement of writer detached
(for a detailed discussion about this net model the reader is referred to [22]). These two sites of the net in Fig. 2 are
connected each other by means of s1, s2 and s3. We may separate them into two nets 0 and 1 by multiplying twice
these places together with their initial markings (Fig. 3). Thus, we obtain two nets 0 and 1 whose asynchronous
composition along {s1, s2, s3} is .
A vendingmachine for beverages:We recall an example from [8] concerning a Petri net model  of a vendingmachine
for beverages (Fig. 4).
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Fig. 3. A decomposition of the Petri net in Fig. 2.
Fig. 4. A vending machine for beverages.
Fig. 5. A decomposition of the Petri net in Fig. 4.
Initially, the machine is ready for the insertion of a coin. An inserted coin is checked (counterfeit is rejected). When
a coin is accepted, a beverage is dispensed and the control is returned to the state ready.
The Petri net model in Fig. 4 may be viewed as composed by two main parts: the control part (concerned with
accepting/rejecting coins) and the dispense part (concerned with dispensing of a beverage). These two parts are
connected by means of the places s1 and s4. We may separate them into two Petri nets 0 and 1 by multiplying the
places s1 and s4 together with their initial markings (Fig. 5). Thus, we obtain two nets 0 and 1 whose asynchronous
composition along {s1, s4} is .
3. Process semantics
This section addresses two main questions with respect to the asynchronous parallel composition of two modules
M0 and M1 with the same set of interface places:
(1) Which is the structure of processes of M0 ◦M1? Can we decompose them into processes of M0 and M1?
(2) Do we obtain processes of M0 ◦M1 if we compose arbitrary processes of M0 and M1?
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Fig. 6. A process of the Petri net in Fig. 2.
Fig. 7. A decomposition of the process in Fig. 6.
We will give answers to both questions and based on them we will develop a compositional semantics of Petri net
modules.
3.1. Process decomposition
Let us consider the process  of the net  in Fig. 2, pictorially represented in Fig. 6. This process can be split into
two parts (occurrence nets) 0 and 1 as in Fig. 7, according to the decomposition of  (Fig. 3). The initial cut of 0
deﬁnes a marking of 0 with one token in each of s1, s2 and s7, and two tokens in s3, which is neither reachable in 
nor in 0; similarly, the initial cut of 1 deﬁnes a marking of 1 with one token in each of s1, s2, s3, and s12, which is
neither reachable in  nor in 1. However, 0 (1) can become a process of 0 (1) if we increase the initial marking of
0 (1) by one token in each of s1 and s3 (one token in s1). This fact is not a fortuitous one, but it is a particular case of
the process decomposition theorem as we will see later.
First, we mention that labeled occurrence nets and processes are particular nets whose places are labeled as well.
Therefore, we extend the deﬁnition of composition along a set Sc to the case of these nets by requiring supplementary
p1(s) = p2(s) for all s ∈ Sc (p1 and p2 are the corresponding labeling functions). Then, we adopt one more notation.
For a net  = (,M0, l) ∈ PN(Sc,Mc0) and a marking M ∈ NS
c
, we denote by ( + M) the net (,M0 + M, l) ∈
PN(Sc,Mc0 + M). For every two compatible nets 1, 2 ∈ PN(Sc,Mc0) and every marking M ∈ NS
c
the following
property holds:
((1 ◦ 2) + M) = (1 + M) ◦ (2 + M).
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Now, we can prove the following important theorem (it has ﬁrst been proposed in [26] using a different
formalism).
Theorem 3 (Process decomposition theorem). Let 0, 1 ∈ PN(Sc,Mc0) be two compatible nets. For each process 
of 0 ◦ 1 there are two markings M ′,M ′′ ∈ NSc , two processes 0 ∈ (0 +M ′) and 1 ∈ (1 +M ′′), and a set Bc
of common conditions to 0 and 1 such that  = 0 ◦ 1, where the composition of processes is along Bc.
Proof. Let 0, 1 ∈ PN(Sc,Mc0) be compatible nets and  = (N, l ◦p′) be a process of 0 ◦1, whereN = (B,E, F ′)
(according to the process deﬁnition in Section 1). Let
Ek = {e ∈ E|p′(e) ∈ Tk},
for k = 0, 1, and let C be the set of conditions of  labeled by places in Sc. This set can be partitioned into the following
subsets (not necessarily each of them non-empty):
Cin = C ∩ ◦ ∩ ◦,
Cin,0 = {b ∈ C ∩ ◦|∃e0 ∈ E0 : (b, e0) ∈ F ′},
Cin,1 = {b ∈ C ∩ ◦|∃e1 ∈ E1 : (b, e1) ∈ F ′},
C0,1 = {b ∈ C|∃e0 ∈ E0, e1 ∈ E1 : (e0, b), (b, e1) ∈ F ′},
C1,0 = {b ∈ C|∃e0 ∈ E0, e1 ∈ E1 : (e1, b), (b, e0) ∈ F ′},
C0 = {b ∈ C − C0,1|∃e0 ∈ E0 : (e0, b) ∈ F ′},
C1 = {b ∈ C − C1,0|∃e1 ∈ E1 : (e1, b) ∈ F ′}.
Conditions from each of these sets (in this order) are pictorially represented in Fig. 8(a).
We will deﬁne now two processes 0 ∈ (0 + M ′) and 1 ∈ (1 + M ′′), for some markings M ′ and M ′′ on Sc,
starting from the following idea. Some events in E0 (which correspond to transitions in 0) may generate conditions to
be used by events in E1. C0,1 is the set of all such conditions. To this set, a marking M ′′ on Sc corresponds. Therefore,
if we consider the subnet 1 of  generated by E1 together with the set of conditions in Cin ∪ Cin,0 and the conditions
in the initial and ﬁnal cut of  labeled by places in S1 − Sc, then it is straightforward to see that 1 is a process of
1 + M ′′. A similar reasoning works for the other case, and a process 0 of 0 + M ′, for some marking M ′ on Sc, can
be deﬁned. More precisely, we deﬁne the following structures:
• Dk = {b ∈ ◦ ∩ ◦|p′(b) ∈ Sk − Sc}, for k = 0, 1;
• 0, the subnet of  generated by E0 together with the set of conditions D0 ∪Cin ∪Cin,1 (the lower part of Fig. 8(b));
• 1, the subnet of  generated by E1 together with the set of conditions D1 ∪Cin ∪Cin,0 (the upper part of Fig. 8(b));
• M ′ = MC1,0 and M ′′ = MC0,1 .
Now, one can easily check that 0 ∈ (0 +M ′), 1 ∈ (1 +M ′′), and  = 0 ◦ 1, where the composition is along
the set Bc = Cin ∪ Cin,0 ∪ Cin,1 ∪ C0,1 ∪ C1,0 of conditions. 
The occurrence net 0 (1) in the theorem above will be called a process sample of  w.r.t. 0 (1).
Example 4. For the process  in Fig. 6 we have (with the same notation as in the proof of Theorem 3):
C = {b1, b2, b7, b10, b11, b14, b15},
Cin = ∅,
Cin,0 = {b1},
Cin,1 = {b2},
C0,1 = {b7},
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(a)
(b)
Fig. 8. Process decomposition.
C1,0 = {b10, b11},
C0 = {b14, b15},
C1 = ∅,
D0 = ∅,
D1 = ∅.
0 and 1 in Fig. 7 are processes of (0 + (1, 0, 1)) and (1 + (1, 0, 0)), respectively (the order on the interface places
is s1, s2, s3). Therefore, 0 is a process sample of  w.r.t. 0, and 1 is a process sample of  w.r.t. 1.
We will consider now the converse of Theorem 3, as it has been proposed in [30]. First of all let us see what we want
and how we want to do it:
• given two processes 0 ∈ (0 + M ′) and 1 ∈ (1 + M ′′), where 0, 1 ∈ PN(Sc,Mc0) and M ′,M ′′ ∈ NS
c
, we
want to compose 0 and 1 in order to obtain a process of 0 ◦ 1;
• the initial cut of 0 corresponds to Mc0 + M ′, and the initial cut of 1 corresponds to Mc0 + M ′′;• the marking M ′ should be regarded as the marking corresponding to the set of conditions “given” by 1 to 0 (the
set C1,0 in the proof of Theorem 3), and similarly for M ′′;
• due to the above requirement, a subsetX1 of conditions of 1 and a subsetX0 of conditions of 0 should be identiﬁed
such that conditions in these two sets be one-to-one pairable. 5 Moreover, X1 should deﬁne M ′, each condition
in X1 should have an input arc but no output arc, and each condition in X0 should have no input arc. Therefore,
X1 ∩ ◦1 = ∅ and X0 ⊆ ◦0. Similar reasons work for M ′′ and, therefore, two subsets Y0 ⊆ B0 and Y1 ⊆ B1
should be identiﬁed satisfying similar properties to those above (if we make two copies of the set C1,0 in the proof
of Theorem 3, one copy for 1 and one copy for 0, then the copy for 1 plays the role of X1 and the copy for 0
plays the role of X0. Similarly, a copy of C0,1 plays the role of Y0 and another copy of C0,1 plays the role of Y1);
• ﬁnally, ◦0 − X0 and ◦1 − Y1 should be pairable.
As a conclusion, we can say that B0 should be partitioned into ◦0 ∪ Y0 and B0 − (◦0 ∪ Y0), and B1 should be
partitioned into ◦1 ∪ X1 and B1 − (◦1 ∪ X1) such that the sets ◦0 ∪ Y0 and ◦1 ∪ X1 be pairable in a well-deﬁned
sense.
5 A condition b1 ∈ X1 is pairable with a condition b0 ∈ X0 if they have the same label, |•b0 ∪ •b1|1 and |b•0 ∪ b•1|1.
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Deﬁnition 5. Let  ∈ PN(Sc,Mc0),  a process of , and let C() be the set of all conditions of  labeled by places in
Sc. A process partition (p-partition, for short) of C() is any couple of sets (A,C() − A) such that:
• A ⊆ C();
• (∀b ∈ C() − A)(|•b| = 1) and (∀b ∈ C())(|•b ∪ b•| = 2 ⇒ b ∈ C() − A).
We remark that ◦ ⊆ A. Intuitively, C() − A plays the role of C0 or C1 in the proof of Theorem 3.
The next deﬁnition introduces a key concept, the one of a process composition function. Such a function shows how
conditions of two processes should be merged in order the composition of processes be well-deﬁned. Thus, no two
conditions can be merged if they lead to a new condition with more then one input or output arc. Moreover, the merging
operation should not generate cycles because processes are cycle-free. All these properties are clearly stated by the
following deﬁnition.
Deﬁnition 6. Let 0, 1 ∈ PN(Sc,Mc0), 0 ∈ (0) and 1 ∈ (1). A process composition function (p-compositionfunction, for short) from 0 to 1 is any labeled-preserving bijection f from A0 into A1 such that:
(1) (A0, C(0) − A0) is a p-partition of C(0), and (A1, C(1) − A1) is a p-partition of C(1);
(2) (f is non-branching) (∀b0, b1)(f (b0) = b1 ⇒ |•b0 ∪ •b1|1 ∧ |b•0 ∪ b•1|1);
(3) (f is in-out) (∀b0, b1)(f (b0) = b1 ∧ |•b0 ∪ •b1| = 1 ⇒ |b•0 ∪ b•1| = 1);
(4) (the triple (0, 1, f ) is cycle-free) (b0, b1, b′0, b′1)(f (b0) = b1 ∧ f (b′0) = b′1 ∧ b1 ≺1 b′1 ∧ b′0 ≺0 b0).
It is easy to see that for the processes 0 ∈ (0 + M ′) and 1 ∈ (1 + M ′′) in the proof of Theorem 3, the identity
function f on
Bc = Cin ∪ Cin,0 ∪ Cin,1 ∪ C0,1 ∪ C1,0
is a p-composition function from 0 to 1. Moreover, for these processes we have:
(5) M ′ = M{b∈Cod(f )||•b|=1} and M ′′ = M{b∈Dom(f )||•b|=1}, where Dom(f ) and Cod(f ) denote the domain and the
codomain of f, respectively.
When a p-composition function satisﬁes (5) we say that it is compatible with M ′ and M ′′.
Theorem 7 (Process composition theorem). Let 0, 1 ∈ PN(Sc,Mc0) be two compatible nets, M ′ and M ′′ two arbi-
trary markings on Sc, 0 ∈ (0 +M ′) and 1 ∈ (1 +M ′′). Then, for every p-composition function f : A0 → A1
from 0 to 1 compatible with M ′ and M ′′, there is a process ′1 ∈ (1 + M ′′) such that:
• ′1 is obtained from 1 by renaming its conditions and events (but not the labels) 6 ;• 0 ◦ ′1 ∈ (0 ◦ 1) (the composition of processes is along A0, whereas the composition of nets is along Sc).
Proof. Let f : A0 → A1 be a function as in the theorem’s hypothesis. Rename the elements of the process 1 such
that:
• the elements x /∈ A1 are renamed in a distinct way from all the elements of 0;
• each element b1 ∈ A1 is renamed b0, where f (b0) = b1.
Let ′1 be the process such obtained.
The second property of f, together with the fact that 0 and 1 are processes, assures that |•b|1 and |b•|1, for
all conditions b. The fourth property of f assures that ≺0◦′1 is acyclic. Therefore, 0 ◦ ′1 is an occurrence net.
We shall prove that 0 ◦′1 is a process of 0 ◦1 by using the axiomatic deﬁnition of processes. Clearly, all conditions
of 0 ◦ ′1 are labeled by places, and all events by transitions.
Checking the property “M0(s) = |p−1(s) ∩ ◦| for all s ∈ S” can be reduced to checking “Mc0(s) = |p−1(s) ∩ ◦|
for all s ∈ Sc” by the remark that M0 = M00 |Si0 + M
c
0 + M00 |Si1 .
6 Formally, there is a bijection  : B1 ∪ E1 → B ′1 ∪ E′1 such that:• p1(x) = p′1((x)), for all x ∈ B1 ∪ E1;• x ≺1 y iff (x) ≺′1 (y), for all x ∈ B1 ∪ E1
(p1 and p′1 are the labeling functions of 1 and ′1, respectively). In fact, this is the classical concept of isomorphism of processes. We did not
consider it yet because in Section 4.1 we will introduce a more general concept of isomorphism.
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Let s ∈ Sc. The initial cut of 0 contains exactly (Mc0 + M ′)(s) conditions labeled by s. Due to the fact that f is
compatible with M ′, A1 contains exactly M ′(s) conditions labeled by s which have an input arc but no output arc.
Now, the third property of f leads to the fact that these conditions are paired (by f) with M ′(s) conditions labeled by s
in the initial cut of 0. A similar reasoning works for M ′′ too. Therefore, Mc0(s) conditions in A0 ∩ ◦0 labeled by s
are paired by f with Mc0(s) conditions in A1 ∩ ◦1 labeled by s. Moreover, these are the only possible pairings between
conditions in the initial cuts of these two processes. Hence,
Mc0(s) = |p−1(s) ∩ ◦|.
It is straightforward to see that the last property in the axiomatic deﬁnition of processes holds true for 0◦′1. Therefore,
0 ◦ ′1 ∈ (0 ◦ 1). 
Theorems 3 and 7 give a complete answer to the questions in Section 3. Moreover, they lead to a compositional
semantics of modules, as it will be seen in the next section.
3.2. Compositional semantics
Roughly speaking, a semantics is compositional if the semantics of a whole is a function of the semantics of
its parts. Formally, in order to deﬁne a compositional semantics for a class of formal systems, two things are
necessary:
• to deﬁne a semantics of the systems in that class;
• to deﬁne two operations: one on systems (denoted ◦1), and one on their semantics (denoted ◦2).
Then, the semantics is compositional if the following property holds:
Semantics(S1 ◦1 S2) = Semantics(S1) ◦2 Semantics(S2),
for all systems S1 and S2 in the class.
Petri net modules can be associated a compositional semantics as it has been shown in [30,32]. First, we deﬁne the
semantics m of Petri net modules by
m() =
⋃
M∈NSc
(+ M),
for any  ∈ PN(Sc,Mc0). Consider then the process composition operator ◦Mc0 as suggested by the composition
theorem. Formally, let 0, 1 ∈ PN(Sc,Mc0) be two compatible nets. Then, for every M ′,M ′′ ∈ NS
c
, 0 ∈ (0 +M ′)
and 1 ∈ (1 + M ′′), consider the set 0 ◦Mc0 1 of all processes 0 ◦ 1, where the composition, whenever it is
possible, is along some set A0 of conditions such that there is a p-composition function from 0 to 1 compatible with
M ′ and M ′′ and whose domain is A0. Extend then this operation, by union, to sets of processes.
Lemma 8. Let 0, 1 ∈ PN(Sc,Mc0) be two compatible nets. Then,
(0 ◦ 1) = m(0) ◦Mc0 m(1).
Proof. Directly from deﬁnitions, Theorems 3 and 7. 
Deﬁne now the composition operator ◦Mc0 on processes of compatible nets 0, 1 ∈ PN(Sc,Mc0), as follows. For
every M ′,M ′′ ∈ NSc , 0 ∈ (0 + M ′) and 1 ∈ (1 + M ′′), consider the set 0 ◦Mc0 1 of all processes 0 ◦ 1,
where the composition, whenever it is possible, is along some set A0 of conditions such that there is a p-composition
function from 0 to 1 compatible with M ′ − M and M ′′ − M and whose domain is A0, for some marking M smaller
than both M ′ and M ′′ (in other words, 0 ◦ 1 is a process of (0 ◦ 1 + M)). Extend then this operation, by union, to
sets of processes.
We are able to prove now that m is a compositional semantics for Petri net modules.
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Theorem 9 (Compositional semantics). Let 0, 1 ∈ PN(Sc,Mc0) be two compatible nets. Then,
m(0 ◦ 1) = m(0) ◦Mc0 m(1).
Proof. For every marking M on Sc we have:
((0 ◦ 1) + M) = ((0 + M) ◦ (1 + M))
= m(0 + M) ◦Mc0+M m(1 + M)
⊆ m(0) ◦Mc0 m(1)
(the second equality is based on Lemma 8, and the inclusion on the deﬁnition ofm and ◦Mc0 ). Thus,m(0 ◦ 1) ⊆
m(0) ◦Mc0 m(1).
Conversely, for all markings M, M ′ and M ′′ on Sc, and all processes 0 ∈ ((0 + M) + M ′) and 1 ∈ ((1 +
M) + M ′′), if there is a p-composition function from 0 to 1 compatible with M ′ and M ′′ and whose domain is
A0, then the composition of 0 and 1 along A0, whenever it is possible, is a process of (0 ◦ 1) + M . That is,
m(0) ◦Mc0 m(1) ⊆ m(0 ◦ 1). 
4. Applications
In this section we will present some applications of the results developed in Section 3.1. We will discuss ﬁrst a
replacement technique and then some applications of it in proving the correctness of Petri net structural transformations.
4.1. Concurrent behavior and replacements
Many transformations of Petri nets can be simply described by “replace the subnet 1 of  by the net 2”; this means
the subnet 1 will be removed from  and the net 2 is inserted in its place (denote the result by [1 ← 2]). When 2
is “more detailed” than 1, this operation is usually called a reﬁnement; otherwise it is called an abstraction. Both of
them are particular cases of replacement.
One of the main problems in connection with replacement is the following:
• ﬁnd some equivalence relations on nets, ≈1 and ≈2, such that 1 ≈1 2 implies  ≈2 [1 ← 2].
In literature, mostly reﬁnement was studied. Various techniques and a large number of behavior and equivalence
relations preserving reﬁnement (as above) have been proposed [33,24,18,35,10,14,5,3,36,6,26].
In this section we develop a technique of replacement based on subnets generated by subsets of transitions. The
technique was sketched in [26], where a slightly different formalism has been used and no proof has been provided.
A fundamental requirement of this technique consists in the fact that only subnets generated by subsets of transitions
will be replaced. As a conclusion, the replacement operation can be deﬁned by
[1 ← 2] = (− 1) ◦ 2,
where (− 1), 2 ∈ PN(Sc,Mc0) are compatible nets, and Sc is the set of interface places between − 1 and 1 (that
is,  = (− 1) ◦ 1).
The equivalence relations we consider are based on two main concepts: isomorphism of processes and partial words.
Deﬁnition 10. Let 1 = (N1, p1) and 2 = (N2, p2) be processes (not necessary of the same net). 1 and 2 are
called isomorphic, abbreviated 12, if there is a bijection  : B1 ∪ E1 → B2 ∪ E2 such that:
(1) p1(x) = p2((x)), for all x ∈ E1 ∪ {x ∈ B1|p1(x) ∈ S1 ∩ S2 ∨ p2((x)) ∈ S1 ∩ S2};
(2) x ≺1 y iff (x) ≺2 (y), for all x, y ∈ B1 ∪ E1.
As we can see our notion of isomorphism of processes is a generalization of the classical one (see the footnote in
Section 3.1): it is an isomorphism of occurrence nets preserving all the condition-labels that the underlying nets have
in common, and all the event-labels. It does not yield in general an equivalence relation because transitivity is not
assured. For example, the processes in Fig. 9 satisfy: 12, 23, but 1 and 3 are not isomorphic (assuming that
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Fig. 9. The isomorphism relation in Deﬁnition 10 is not transitive.
S1 = {s1, s2}, S2 = {s2, s3}, and S3 = {s1, s3}). This lack of transitivity should not be regarded as a weakness because
our method will be applied to classes of nets where transitivity is satisﬁed.
The reason for choosing such a notion of isomorphism can be explained brieﬂy as follows (it will become very clear
in Section 4.2 where several Petri net transformations are discussed). Generally speaking, we are interested in replacing
a subnet 1 of a net  by a net 2 which has some structural properties that 1 does not have. Moreover, we want to
preserve the behavior of the net  (that is, we want to have  ≈ [1 ← 2], for some equivalence relation ≈). In many
cases, 2 is obtained from 1 by introducing new places or transitions which are copies of some places and transitions
of 1. Usually, copies of a transition are labeled as the transition is; places are not labeled but it is not important at all
whether we use a place s or a copy of it. From this point of view, isomorphisms which associated to conditions labeled
by places s conditions labeled by copies of s, prove to be suitable enough in order to deal with such transformations.
In order to deﬁne the partial word associated to a process we have to derive from processes another structure
by recording only the events which are not labeled by . First, recall that a labeled partially ordered set is a triple
(X,  , p), where (X, ) is a partially ordered set and p is a mapping from X into a setV. Two labeled partially ordered
sets (X1, 1, p1) and (X2, 2, p2) are called isomorphic if there exists a bijection f : X1 → X2 such that:
• (∀x, y ∈ X1)(x1y ⇔ f (x)2f (y));
• (∀x ∈ X1)(p1(x) = p2(f (x))).
Deﬁnition 11. Let  = (N, p) be a process of a net .
(1) A labeled partially ordered set(E′, A, p′) is called an abstraction of  if the following properties hold:
• E′ = {e ∈ E|p(e) = };
• (e, e′) ∈ A iff there is a path in  leading from e to e′;
• p′ = p|E′ .
(2) The class of all labeled partially ordered sets that are isomorphic to an abstraction (E′, A, p′) of , denoted by
PW(), is called the partial word associated to .
The set of all partial words of  is denoted by PW().
Deﬁnition 12. Let 1 and 2 be two nets.
(1) 1 and 2 are called process equivalent, abbreviated 1 ≈P 2, if for each process 1 of 1 there is a process 2 of
2 such that 12, and vice versa.
(2) 1 and 2 are called partial word equivalent, abbreviated 1 ≈PW 2, if PW(1) = PW(2).
Thus, we have obtained two binary relations on nets, ≈P (process equivalence) and ≈PW (partial word equivalence).
The relation ≈PW is always an equivalence relation, but not necessarily ≈P ; however, on sets A ⊆ PN(Sc,Mc0) of
pairwise compatible nets it is an equivalence relation too. From this reason we will refer to both relations as equivalence
relation; this one does not induce “unwanted” consequences due to the fact that, whenever it is necessary, wewill assume
that the nets to be considered are pairwise compatible.
The relations ≈P and ≈PW will play the role of ≈2 from the beginning of this section; the substitutes for ≈1 are
just to be deﬁned.
From an intuitive point of view, partial words of [1 ← 2] can be obtained from abstractions of processes of  by
removing from them abstractions of processes of 1, and “inserting” back isomorphic abstractions of processes of 2.
However, the insertion operation needs some “sockets” and these will be modeled by conditions labeled by interface
places. Thus, we introduce the concept of an Sc-abstraction of a process as follows.
Deﬁnition 13. Let  be a net, Sc ⊆ S, and  a process of .
(1) A labeled partially ordered set (B ′ ∪ E′, A, p′) is called an Sc-abstraction of  if the following properties hold:
• B ′ ⊆ {b ∈ B|p(b) ∈ Sc ∧ (|•b| = 0 ∨ |b•| = 0)}, and E′ = {e ∈ E|p(e) = };
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• (x, y) ∈ A iff there is a path in  leading from x to y;
• p′ = p|B ′∪E′ .
(2) The equivalence class with respect to isomorphism induced by (B ′ ∪ E′, A, p′), denoted by Sc-PW(), is called
the Sc-partial word associated to .
The class of all Sc-partial words of  is denoted by Sc-PW().
Now, we are in a position to introduce two new relations which will play the role of ≈1.
Deﬁnition 14. Let 1, 2 ∈ PN(Sc,Mc0).
(1) 1 and 2 are called m-process equivalent, abbreviated 1 ≈mP 2, if (1 + M) ≈P (2 + M), for any marking M
on Sc.
(2) The nets 1 and 2 are called m-partial word equivalent, abbreviated 1 ≈mPW 2, if Sc-PW(1 + M)=Sc-
PW(2 + M), for any marking M on Sc.
This deﬁnition says that no matter how the initial marking on Sc is increased these two nets have the same processes
(up to isomorphism) or the same Sc-partial words. It is easy to see that ≈mPW is an equivalence relation on nets, but
not necessarily ≈mP ; the same remark as for process equivalence holds true in this case as well.
In order to simplify the notation we will use in what follows ≈m to denote one of the relations ≈mP or ≈mPW , and
≈ to denote ≈P or ≈PW . Moreover, whenever we use both ≈m and ≈, and ≈m denotes ≈mP (≈mPW ), then ≈ will
denote ≈P (≈PW ).
Let 1, 2 ∈ PN(Sc,Mc0), M ∈ NS
c
and
M≈m be the binary relation
1
M≈m 2 iff (1 + M) ≈m (2 + M).
That is, 1
M≈m 2 iff (1 + M ′) ≈ (2 + M ′) for all M ′ ∈ NSc with MM ′.
Directly from deﬁnitions we obtain:
Proposition 15. ≈m⊆ M≈m ⊆ M
′
≈m, for all M,M ′ ∈ NSc with MM ′.
When M is the zero-marking, the proposition above leads to ≈m ⊆ ≈. It is also worth to mention that, for every two
nets 1, 2 ∈ PN(Sc,Mc0), every s ∈ Sc and s1, s2 ∈ S − (S1 ∪ S2), 1 ≈m 2 implies ′1 ≈m ′2, where ′1 (′2) is
obtained from 1 (2) replacing s by s1 (s2).
The next theorem represents the main result of this section.
Theorem 16. Let 0, 1, 2 ∈ PN(Sc,Mc0). If 0 is compatible with both 1 and 2, then 1 ≈m 2 implies 0 ◦ 1 ≈
0 ◦ 2.
Proof. Let 0, 1, 2 ∈ PN(Sc,Mc0) such that 0 is compatible with both 1 and 2, and 1 ≈m 2. Consider the next
two cases.
Case 1: 1 ≈mP 2. We will show that for each process  of  = 0 ◦ 1 there is a process ′ of ′ = 0 ◦ 2 such
that  and ′ are isomorphic. Let  be a process of . From the process decomposition theorem it follows that there
are two markings M ′,M ′′ ∈ NSc and two processes 0 ∈ (0 + M ′) and 1 ∈ (1 + M ′′) such that  = 0 ◦ 1
(the composition of processes is along a set Bc of common conditions—see the proof of the process decomposition
theorem).
By the hypothesis, there is a process 2 ∈ (2 +M ′′) such that 12. Let f be an isomorphism from 1 to 2. The
identity function Bc on Bc is a p-composition function from 0 to 1 compatible with M ′ and M ′′. Clearly, f |Bc ◦ Bc
is a p-composition function from 0 to 2 compatible with M ′ and M ′′. Then, by the process composition theorem it
follows that there is a process ′2 ∈ (2 + M ′′), isomorphic to 2 and such that ′ = 0 ◦ ′2 is a process of 0 ◦ 2.
Moreover, it is easily seen that  = 0 ◦ 10 ◦ ′2 = ′.
Case 2: 1 ≈mPW 2. This case is quite similar to the previous one and so we will sketch only the main idea. Let 
be a process of 0 ◦ 1. Split  as in the ﬁrst case and consider 0 and 1 two Sc-abstractions associated to 0 and 1,
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respectively, such that the only conditions these abstractions contain are exactly those from Bc. By hypothesis, there
is an Sc-abstraction 2 of 2, isomorphic to 1. Hence, there is a process 2 of 2 such that 2 is an Sc-abstraction of it.
Compose 0 and 2 along Bc as in the ﬁrst case and let ′ be the result (clearly, we may assume that 0 and 2 have
in common only the conditions in Bc). One can easily prove that ′ ∈ (1 ◦ 2) and PW() = PW(′). 
Corollary 17. Let 0, 1, 2 ∈ PN(Sc,Mc0). If 0 is compatible with both 1 and 2, then 1 ≈m 2 implies 0 ◦ 1 ≈m
0 ◦ 2. Therefore, ≈mP and ≈mPW are congruences on sets A ⊆ PN(Sc,Mc0) of pairwise compatible nets, w.r.t. the
composition along Sc.
Proof. Assume 1 ≈m 2. From Proposition 15 it follows that
(1 + M) ≈m (2 + M),
and by Theorem 16 we have
(0 + M) ◦ (1 + M) ≈ (0 + M) ◦ (2 + M),
for all M ∈ NSc . Hence,
((0 ◦ 1) + M) ≈ ((0 ◦ 2) + M)
for all M ∈ NSc , which shows that 0 ◦ 1 ≈m 0 ◦ 2.
The relations ≈mP and ≈mPW are equivalences on sets A ⊆ PN(Sc,Mc0) of pairwise compatible nets. In the view
of commutativity and of the ﬁrst part of this corollary we obtain that these relations are congruences on A. 
Corollary 18. Let 1 be a subnet of a net , Sc be the set of interface places between  − 1 and 1, and let Mc0 be
the restriction of the initial marking of  to the set Sc. Then, for every net 2 ∈ PN(Sc,Mc0) compatible with  − 1,
1 ≈m 2 implies  ≈ [1 ← 2].
Proof. Let 0 =  − 1. Then, 0, 1, 2 ∈ PN(Sc,Mc0), 0 is compatible with both 1 and 2,  = 0 ◦ 1, and
[1 ← 2] = 0 ◦ 2. The corollary follows now from Theorem 16. 
From a practical point of view we are interested in Corollary 18. The difﬁculty in using this corollary consists in the
fact that we have to decide whether or not 1 ≈m 2; that is, we have to decide whether or not (1 +M) ≈ (2 +M) for
all M ∈ NSc . A favorable particular case would be when a marking M ∈ NSc exists such that all processes of (+M ′),
where M ′ ∈ NSc and ¬(M ′M), can be “reduced” in some sense to processes of ( + M). In what follows we will
discuss such a case. First, let us introduce a few useful concepts.
If  = (N, p) is a labeled occurrence net and C is a subset of ◦◦, where ◦◦ = ◦ ∩ ◦, then we will denote by
(− C) the labeled occurrence net obtained from  by removing all the conditions in C.
Deﬁnition 19. Let  ∈ PN(Sc,Mc0), M1 and M2 markings on Sc, 1 ∈ ( + M1), and 2 ∈ ( + M2). We say
that 1 and 2 are almost isomorphic, abbreviated 1a2, if there are C1 ⊆ p−11 (Sc)∩ ◦◦1 and C2 ⊆ p−12 (Sc)∩ ◦◦2
such that (1 − C1)(2 − C2).
This deﬁnition wants to say that if we remove from 1 and 2 some conditions without predecessors and successors
and labeled by places in Sc, then we get two isomorphic labeled occurrence nets.
Lemma 20. Let  ∈ PN(Sc,Mc0),M1 andM2 markings on Sc, 1 ∈ (+M1), and 2 ∈ (+M2). Then, 1a2
iff (1 − (p−11 (Sc) ∩ ◦◦1))(2 − (p−12 (Sc) ∩ ◦◦2)).
Proof. The “if” part follows directly from deﬁnitions. As for the “only if” part let us suppose that 1a2. Then,
there is C1 ⊆ p−11 (Sc) ∩ ◦◦1 and C2 ⊆ p−12 (Sc) ∩ ◦◦2 such that (1 − C1)(2 − C2); let  be an isomorphism
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between these two structures. The deﬁnition of isomorphism leads to the fact that
b ∈ p−11 (Sc) ∩ ◦(1 − C1)◦ iff (b) ∈ p−12 (Sc) ∩ ◦(2 − C2)◦.
Moreover, p1(b) = p2((b)). Therefore,
(1 − C1) − (p−11 (Sc) ∩ ◦(1 − C1)◦)(2 − C2) − (p−12 (Sc) ∩ ◦(2 − C2)◦)
by the corresponding restriction of , let it ′. Hence,
1 − (C1 ∪ (p−11 (Sc) ∩ ◦(1 − C1)◦))2 − (C2 ∪ (p−12 (Sc) ∩ ◦(2 − C2)◦))
by ′. As to accomplish the proof we have to remark that
Ci ∪ (p−1i (Sc) ∩ ◦(i − Ci)◦) = p−1i (Sc) ∩ ◦◦i ,
for i = 1, 2. 
Deﬁnition 21. Let  ∈ PN(Sc,Mc0) and M ∈ NS
c
. We say that  is process stable w.r.t. M if for every marking
M ′ ∈ NSc with ¬(M ′M) we have:
• for any process ′ of (+ M ′) there is a process  of (+ M) such that a′;• vice versa.
As an example, the nets in Fig. 12(a), (b) are process stable w.r.t. the zero-marking M = (0, . . . , 0), where Sc =
{s1, . . . , sk}. We have:
Theorem 22. Let 1, 2 ∈ PN(Sc,Mc0) be two process stable nets w.r.t. a marking M on Sc. If (1 +M) ≈ (2 +M)
then 1 ≈m 2.
Proof. We will prove the proposition only in the case ≈=≈P ; the other one can be easily obtained from this one. Let
M ′ ∈ NSc . We have to show that (1 + M ′) ≈ (2 + M ′). Consider the next two cases.
Case 1: M ′M . For each process ′1 of (1 + M ′) there is a process 1 of (1 + M) and C1 ⊆ p−11 (Sc) ∩ ◦◦1
such that ′1 = 1 − C1. From hypothesis it follows that there is a process 2 of (2 + M) such that 12. Let 
be the isomorphism between these processes and let C2 = (C1) and ′ = |(B1−C1)∪E1 . It is not difﬁcult to see that
′2 = 2 − C2 is a process of (2 + M ′), and ′1 and ′2 are isomorphic by ′.
Case 2: ¬(M ′M). Let ′1 a process of (1 + M ′). The net 1 is process stable w.r.t. M and therefore there is a
process 1 of (1 + M) such that ′1a1. Moreover, by Lemma 20 we have
(′1 − ((p′1)−1(Sc) ∩ ◦(′1)◦))(1 − (p−11 (Sc) ∩ ◦◦1));
let	1 be an isomorphism between these two structures. From hypothesis it follows that there is a process 2 of (2+M)
such that 12, and let  be an isomorphism between these processes. It is clear that
p−12 (S
c) ∩ ◦◦2 = (p−11 (Sc) ∩ ◦◦1),
and
(1 − (p−11 (Sc) ∩ ◦◦1))(2 − (p−12 (Sc) ∩ ◦◦2))
by ′, which is the corresponding restriction of . Using the fact that 2 is process stable w.r.t. M we get a process ′2
of (2 + M ′) such that 2a′2. Lemma 20 leads to
(2 − (p−12 (Sc) ∩ ◦◦2))(′2 − ((p′2)−1(Sc) ∩ ◦(′2)◦)),
and let	2 be an isomorphismbetween these structures. Then,	2◦′◦	1 is an isomorphismbetween (′1−((p′1)−1(Sc)∩◦(′1)◦)) and (′2 − ((p′2)−1(Sc) ∩ ◦(′2)◦)), and it is straightforward to see that this isomorphism can be extended to
an isomorphism between ′1 and ′2. Therefore, ′1′2. 
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4.2. Proving correctness of Petri net structural transformations
Corollary 18 and Theorem 22 may be used to prove the correctness of Petri net transformations. In what follows we
will exemplify this by considering 4 transformations aimed to produce normal forms of Petri nets. As we will see, our
proofs are very short and elegant in comparison with the original proofs of correctness mainly based on ad hoc methods
(compare for example the proofs in [19], which takes many journal pages and uses techniques of graph coloring, with
the proofs of Theorems 23 and 24 in this section).
Recall ﬁrst that processes of Petri nets can be deﬁned inductively in terms of composition of initial occurrence nets
and elementary occurrence nets associated to transitions.
Let  be a marked Petri net and t a transition of it. Then:
• an elementary occurrence net associated to t is any labeled occurrence net  = (N, p)with the properties:  contains
only one event e which is labeled by t, W(s, t) preconditions and W(t, s) postconditions of e labeled by s, for all
s ∈ S (and no other element);
• an initial occurrence net of  is any occurrence net (N, p) which does not contain any event and, for each s ∈ S, it
contains exactly M0(s) conditions labeled by s.
Now, from the inductive deﬁnition of processes [4] and the composition operation it follows that the set of processes
of  is the smallest set () with the properties:
(1) () contains all the initial occurrence nets associated to ;
(2) if 1 ∈ () and 2 is an elementary occurrence net associated to a transition t such that ◦2 ⊆ ◦1, then the
composition of 1 and 2 along ◦2, whenever it is deﬁned, is in ().
In case (2) we say that 1 is extended (to the right) by 2.
We want to place stress on the fact that a necessary requirement for the composition of 1 and 2 along ◦2, in the
deﬁnition above, is that 1 and 2 have in common only the conditions in ◦2. This requirement is supplied by the
words “whenever it is deﬁned”.
It is clear that for every  ∈ () there is a sequence
0, 1, . . . , m = ,
where 0 is an initial occurrence net and i+1 can be constructed from i as described above, for all 0 im − 1.
Processes of labeled nets are obtained by relabeling the events associated to transitions.
According to [19], a labeled marked Petri net is called normalized if its weight function and initial marking take
values into {0, 1}. In [19] it was shown that every -free labeled marked Petri net (that is,  cannot be a label) is partial
word equivalent to a normalized one. Moreover, an algorithm to transform such a net into an equivalent normalized one,
was proposed. The algorithm works in two main steps, called Transformation-A and Transformation-B. In the ﬁrst one
the weight function, and in the second the initial marking, is processed. The initial marking needs to be processed in the
ﬁrst step too. The solution proposed for processing the initial marking was to add new places and transitions in order to
“simulate” it. This fact led to an increasing almost double in the size of the produced net (in terms of places, transitions,
and arcs). In [25] has been pointed out that the normalization algorithm can also be applied to labeled nets and, further,
in [26] has been noted that the normalization preserves the processes as well if one consider the notion of isomorphism
we already adopted. Moreover, in [29] another solution for processing the initial marking was proposed. It consists of
a distribution of the initial marking into the old places. The size of the produced net is to the half reduced. Therefore,
we will describe the normalization algorithm taking into account the solution proposed in [29] for processing the initial
marking.
Let  = (,M0, l) be a net, S1 ⊆ S, and M be a marking of . We say that M is uniformly distributed over S1
if |M(s1) − M(s2)|1 for all s1, s2 ∈ S1. Now, using the replacement operation we can describe the normalization
algorithm as follows.
Transformation-A: Let  = (,M0, l) be a net and
ns = max{W(s, t),W(t, s)|t ∈ T },
for all s ∈ S. Replace recursively the subnets s generated by Ts = •s•, where s is a place with ns > 1, by ′s deﬁned
as follows:
• ′s = (′s ,M ′s , l′s), ′s = (S′s , T ′s , F ′s ,W ′s);
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Fig. 10. Example of Transformation-A.
• S′s = (Ss − {s}) ∪ C(s), where C(s) = {s1, . . . , sns } is a set of ns new places (copies of the place s);
• T ′s :=
⋃
t∈•s• C(t), where
C(t) = {tA,B |A,B ⊆ C(s) ∧ |A| = W(s, t) ∧ |B| = W(t, s)}
is a set of new transitions (copies of the transition t), for each t ∈ •s•;
• F ′ := F1 ∪ F2, where
F1 = {(s′, tA,B)|tA,B ∈ C(t) ∧ t ∈ •s• ∧ s′ = s ∧ (s′, t) ∈ F } ∪
{(tA,B, s′)|tA,B ∈ C(t) ∧ t ∈ •s• ∧ s′ = s ∧ (t, s′) ∈ F },
F2 = {(s′, tA,B)|tA,B ∈ C(•s•) ∧ s′ ∈ A} ∪ {(tA,B, s′)|tA,B ∈ C(•s•) ∧ s′ ∈ B},
and C(•s•) is the union-extension of C(·) to the set •s•;
• W ′s is given by
W ′s(s′, tA,B) = W(s′, t) for all (s′, tA,B) ∈ F1,
W ′s(tA,B, s′) = W(t, s′) for all (tA,B, s′) ∈ F1,
W ′s(f ) = 1 for all f ∈ F2;
• M ′s |C(s) is an arbitrary but ﬁxed uniformly distributed marking over C(s) such that M0(s) =
∑
s′∈C(s) M ′s(s′), and
M ′s(s′) := M0(s′) for all s′ ∈ Ss − {s};
• l′s(tA,B) = l(t) for all tA,B ∈ T ′s .
This transformation is exempliﬁed in Fig. 10.
The following theorem has been proved in [29], but the proof given here is certainly more elegant.
Theorem 23. The net ′ yielded by Transformation-A on the input  satisﬁes  ≈P ′.
Proof. In the view of Corollary 18 we have to prove that s ≈mP ′s , for all s with ns > 1. By the inductive deﬁnition
of process it sufﬁces to show that, for every marking M on the interface places, the following properties hold true:
• each initial occurrence net of (s + M) is isomorphic with each initial occurrence net of (′s + M);
• each elementary occurrence net of (s+M) associated to a transition t is isomorphic with each elementary occurrence
net of (′s + M) associated to any copy of t;
• if  and ′ are isomorphic processes of (s + M) and (′s + M), respectively, and the process  is extended
by an elementary occurrence net associated to a transition t, then ′ can be extended by an elementary occur-
rence net associated to a copy of t and, moreover, the processes obtained in this way are isomorphic. Vice versa,
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(a) (b)
Fig. 11. Example of Transformation-B applied to s1.
if ′ is extended by an elementary occurrence net associated to a copy of a transition t, then  can be extended by an
elementary occurrence net associated to t and, moreover, the processes obtained in this way are isomorphic.
All these facts follow directly from the deﬁnition of ′s . 
Transformation-B: Let  = (,M0, l) be a net such that W(f ) = 1 for all f ∈ F . Let ms = M0(s), for all s ∈ S.
Replace recursively the subnets s generated by Ts = •s•, where s is a place with ms > 1, by ′s deﬁned as follows:
• ′s = (′s ,M ′s , l′s), ′s = (S′s , T ′s , F ′s ,W ′s);
• S′s = (Ss − {s}) ∪ C(s), where C(s) = {s1, . . . , sms } is a set of new places (copies of the place s);
• T ′s :=
⋃
t∈•s• C(t), where C(t) = {t1, . . . , tms } is a set of new transitions (copies of the transition t), for each
t ∈ •s•;
• F ′s := F1 ∪ F2, where:
F1 = {(s′, t i)|t i ∈ T ′s ∧ s′ ∈ Scs ∧ (s′, t) ∈ F } ∪ {(t i, s′)|t i ∈ T ′s ∧ s′ ∈ Scs ∧ (t, s′) ∈ F },
F2 = {(si, t i)|t i ∈ T ′s ∧ si ∈ C(s) ∧ (s, t) ∈ F } ∪ {(t i, si)|t i ∈ T ′s ∧ si ∈ C(s) ∧ (t, s) ∈ F };
• W ′s(f ) = 1 for all f ∈ F ′s ;
• M ′s(si) = 1 for all 1 ims , and M ′s(s′) := M0(s′) for all s′ ∈ Ss − {s};
• l′s(t i) = l(t) for all t i ∈ T ′s .
This transformation is exempliﬁed in Fig. 11 for the case of the place s1. Clearly, the net yielded by Transformation-B
is normalized.
Theorem 24. The net ′ yielded by Transformation-B on the input  satisﬁes  ≈P ′.
Proof. Similar arguments as those in the proof of the theorem above work in this case too. 
The above two theorems assure the correctness of the normalization algorithm. One may compare the elegance of
this solution with the proof in [19].
In [23], a systematic investigation of graph theoretic properties of Petri nets within the framework of language theory
was initiated. In other words, various subclasses of Petri nets were introduced by imposing various restrictions on the in-
and out- degree of nodes in the graph of the underlying net structure. Further these restrictions were reﬁned in [25] by
considering (n,m)-transition restricted Petri nets as being Petri nets for which the weight function takes values in {0, 1}
and 1 |•t |n and 1 |t•|m for all transitions t. Thus, interesting hierarchies of Petri net languages were obtained,
and in the case of -labeled Petri nets, the normal form was improved with respect to the ﬁnite transition sequence
behavior. More precisely, it was shown that every -labeled Petri net is equivalent to a (2, 2)-transition restricted net
(with respect to the ﬁnite transition sequence behavior). This result was extended in [27] by showing that this new
normal form, called the super-normal form, preserves the partial words but not the processes. We will give here short
proofs of these results. Let us recall ﬁrst the basic transformations.
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Fig. 12. Transformation-C.
Fig. 13. Transformation-D.
Let  be a labeled net. In the view of the results above we may assume that  is normalized. Now we have to do two
basic transformations on .
Transformation-C: Let  be a normalized net. Replace recursively the subnets t generated by t, where t is a transition
such that |•t | = 0 or |t•| = 0, by ′t = (′t ,M ′t , l′t ) deﬁned as follows:
• if t is the net in Fig. 12(a) then ′t is the net in Fig. 12(b);
• if t is the net in Fig. 12(c) then ′t is the net in Fig. 12(d);
• the initial marking of ′t on s1, . . . , sk is the same as the initial marking of  on these places;
• the labeling is that speciﬁed in diagrams.
It is clear that the net ′ yielded by Transformation-C is normalized and satisﬁes |•t |1 and |t•|1 for all
transitions t.
Theorem 25. The net ′ yielded by Transformation-C on the input  satisﬁes  ≈PW ′.
Proof. In the view of Corollary 18 we have to prove that t ≈mPW ′t for all t with the property |•t | = 0 or |t•| = 0,
which is straightforward (for the nets in Fig. 12(a), (b) one may use Theorem 22). 
Transformation-D: Let  be a normalized net satisfying |•t |1 and |t•|1 for all t ∈ T . Replace recursively the
subnets t generated by t, where t is a transition such that |•t3 or |t•|3, by ′t as given in Fig. 13, but with the next
remarks:
• for n = 1 the place s1 is directly connected to tn, and for n = 2 the places s1 and s2 are directly connected to tn;
• for m = 1 the only successor of tn is sn+1, and for m = 2 the only successors of tn are sn+1 and sn+2;
• the initial marking of ′t on the places in S is the same as the initial marking of  on these places, and it is 0 for the
other places;
• the labeling is that speciﬁed in diagram
(we explicitly mention that exactly one transition in the net in Fig. 13 is labeled by a. Moreover, it is assumed that
•t = {s1, . . . , sn}, t• = {sn+1, . . . , sn+m}, s′1, . . . , s′n+m−3 are new places, and t1, . . . , tn+m−2 are new transitions).
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It is clear that the net ′ yielded by Transformation-D is normalized and (2, 2)-transition restricted, and the proof of
the next theorem can be easily completed.
Theorem 26. The net ′ yielded by Transformation-D on the input  satisﬁes  ≈PW ′.
We want to place stress again on the simplicity and elegance of the correctness proofs of these transformations in
comparison with the original ones. Their efﬁciency depends directly on the easiness of deciding the equivalences ≈mP
and ≈mPW . Intuitively, the simpler are 1 and 2 the easier we can check 1 ≈mP 2 and 1 ≈mPW 2 and, therefore,
the more efﬁcient we can apply Corollary 18 and Theorem 22.
4.3. Limitations of our proof technique
As one could expect, our method cannot be used to prove correctness of any Petri net structural transformation. We
will show this by considering a transformation proposed in [3] (Transformation-E below). This transformation is in
connection with Petri nets with -transitions, abbreviated -PTN, which are labeled Petri nets whose labeling function
l has the property: for each transition t, l(t) equals t or  (in [3] such nets were called strictly labeled nets).
Transformation-E: Let  = (,M0, l) be a net and Ta = {t ∈ T |l(t) = a}, for all a ∈ l(T ) − {} such that at least
two distinct transitions are labeled by a. Replace recursively the subnets Ta generated by Ta , where Ta is as above, by
′Ta deﬁned as follows:• ′Ta = (′,M ′0, l′), ′ = (S′, T ′, F ′,W ′);
• S′ = STa ∪ {s1a , s2a } ∪ {st |t ∈ Ta}, where STa is the set of places of Ta ;
• T ′ = {a} ∪ {t1, t2, t3|t ∈ Ta};
• W ′(s, t1) = W(s, t), for all s ∈ STa and t ∈ Ta ,
W ′(t2, s) = W(t, s), for all s ∈ STa and t ∈ Ta ,
W ′(t3, s) = W(s, t), for all s ∈ STa and t ∈ Ta ,
W ′(t1, s′) = 1, if s′ = st or s′ = s1a , for all t ∈ Ta ,
W ′(s′, t2) = 1, if s′ = st or s′ = s2a , for all t ∈ Ta ,
W ′(s1a , a) = W ′(a, s2a ) = 1,
W ′(s1a , t3) = W ′(st , t3) = 1, for all t ∈ Ta ,
W ′(x, y) = 0, otherwise
(this deﬁnes both F ′ and W ′);
• M ′0(s′) = M0(s′) for all S′ ∈ STa , and M ′0(s′) = 0 for all s′ ∈ S′ − STa ;• l′(a) = a and l′(t ′) =  for all t ′ = a.
This transformation is exempliﬁed in Fig. 14(a), (b). In [3] it was shown that if  is without auto-concurrency (no two
transitions, not necessarily distinct, of the same set Ta—as in Transformation-E—may be concurrently enabled) and
multiple need (each transition in each set Ta—as in Transformation-E—only needs one token) then  and ′ are fully
concurrent bisimilar (′ being the net yielded by Transformation-E); therefore,  ≈PW ′ (see [3] for more details).
The correctness of Transformation-E cannot be proved by Corollary 18. Indeed, the nets Ta and 
′
Ta
in Fig. 14(a),
(b) (Ta is without auto-concurrency and multiple need) are not ≈mPW -related because the labeled partially ordered
set in Fig. 14(c) is an Sc-partial word of (′Ta + (1, 1, 0, 0)) but not of (Ta + (1, 1, 0, 0)) ((1, 1, 0, 0) is a marking on
s2, s3, s4, s5).
As a conclusion, a more deeper insight on the nature of these transformations should be achieved. Concerning
Petri nets with -transitions we can prove that, in general, there is no transformation of labeled nets into partial word
equivalent -PTNs.
Proposition 27. There is a labeled net which is not partial word equivalent to any net with -transitions.
Proof. Consider the labeled net  in Fig. 14(a) with the difference that its initial marking contains 2 tokens in s1 and
no one in the other places.
Suppose by contradiction that there is a -PTN ′ such that PW() = PW(′). Consider a process  of  obtained
by applying all six transitions of  in an arbitrary but ﬁxed way. PW() will have two distinct paths b, a, c and d, a, e.
PW() is a partial word of ′ as well, and hence there is a process ′ = (N ′, p′) of ′ such that PW(′) = PW().
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Fig. 14. Example of Transformation-E.
There are the events e1, . . . , e6 of ′ labeled, respectively, by b, d, a, a, c, e, and such that there are paths from e1 to
e3, from e3 to e5, from e2 to e4, and from e4 to e6. There is no path between the events e3 and e4 and, they being
labeled by the same transition a, there are label-preserving bijections between their sets of postconditions; let h be such
a bijection (h : e•3 → e•4). Now deﬁne a new process of ′ by interchanging the arcs starting from b′ and h(b′), for all
postconditions b′ of e3 (that is, the arc starting from b′ will be transformed into an arc starting from h(b′) but with the
same end as b′, and vice versa).
It is easy to see that the procedure above deﬁnes a process ′′ of ′. Moreover, the partial word associated to ′′
contains a path d, a, c but no partial word of  contains such a path. Therefore, PW(′′) /∈ PW(); a
contradiction. 
5. Petri net reactive modules and abstraction
In this sectionwe are just pointing out onemore application of Petri net reactivemodules to veriﬁcation by abstraction
[31,28].
Veriﬁcation by abstraction is guided by the principle that checking a property in a concrete system might be reduced
in some cases to checking it in an abstraction of the concrete system (the abstraction should be “simpler” than the
concrete system in that is has a smaller state space for instance).
When decomposing a net  along a subset Sc of places,  = 0◦1, each of 0 and 1 can be viewed as an abstraction of
. In general it is very unlikely that 0 or 1 be a suitable abstraction of . Usually, if wewant to regard 0 as an abstraction
of  we have to take into consideration the interaction between 0 and 1 as well. Let us look again to the nets in Fig. 7.
From 0’s point of view (in the context of ), the conditions b10 and b11 have been “pumped” by the environment (by
1). However, for these two conditions, 0 has to pay by the condition b7 (labeled by s1). More precisely, 0 gives to 1
a condition labeled by s1 and receives two conditions labeled by s1 and s3. This exchange of conditions can be formally
described by the ordered pair r0 = ((1, 0, 1), (1, 0, 1)). It says that whenever the conﬁguration on the interface places
{s1, s2, s3} is (1, 0, 1), the net 1 may work (using the tokens in these places) and can produce the conﬁguration (1, 0, 1)
(in this case, the produced conﬁguration is the same with the initial one, but this is not the case in general).
Considering the set R0 of all such pairs, the pair (0, R0) can be regarded as an abstraction of . Its behavior captures
the “interactive” behavior between 0 and 1, making abstraction of the internal behavior of 1.
It is beyond the aim of this paper a detailed presentation of this kind of veriﬁcation by abstraction; the interested
reader is referred to [31,28].
6. Conclusions and related work
Nets equipped with subsets of interface places (modules, in our paper) appear naturally when a distributed system
is modeled as a set of actors communicating through buffers by message passing. In this context, composition of nets
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by merging places (asynchronous composition, in our paper) is an important operation. In literature, different variants
of modules and asynchronous compositions have been considered. In [6], the modules (called there open interface
nets) are non-labeled and endowed with a set of markings on the internal places (called stable states). Our modules
are exactly those from [36] (called there host nets) or [34] (called there net components), with the difference that in
[34] they are not labeled; the asynchronous composition for modules we considered is like in [36] (called there place
composition). The set of interface places may be partitioned (as we have already said in Section 2) into subsets of input
and output places as in [15]. The concept of an e-module is a new one; however, the idea of considering the interaction
between a module and an environment has been touched on in [36] (by adding two transitions t−s and t+s , for each
interface place s), in [34] (by means of actions, which are jumps in our paper), and in [15], but in a totally different
way and with different purposes than ours. The terminology of Petri net (reactive) module, as we considered, seems to
be the most adequate one in the context of modeling reactive systems which may interact with each other.
Section 3 considers the (plain) process semantics together with a notion of process isomorphism (different than the
classical one), suitable in proving correctness of Petri net transformations. It is shown that processes of composed nets
can be decomposed in processes of “shifted” components (that is, components whose initial markings are increased),
and vice versa. Clearly, this semantics is not compositional with respect to the operation of composition we considered,
but with a little effort we can obtain a compositional one (Theorem 9); it is totally different than the semantics considered
in the papers cited above. For example, the process semantics in [15] was suitable modiﬁed such that the compositional
property was achieved, and the CFFD-semantics in [34] is a conjunction of stable failures, divergence traces, and
inﬁnite traces (which lead to compositionality).
The main line we follow in Section 4.1 is a classical one: ﬁnd two equivalence relations ≈1 and ≈2 such that from
1 ≈1 2 one can infer  ≈2 [1 ← 2]. We propose two pairs of such equivalences; they are based on our semantics
and, therefore, they are different than the others known from literature. We believe that they are very suitable in proving
the correctness of structural transformations of Petri nets, as Section 4.2 proves it. Section 4.3 shows that our method
can not be used to prove the correctness of any Petri net structural transformation and, therefore, a more deeper insight
on the nature of these transformations should be achieved.
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