The paper is concerned with sharp estimates of constants in Poincaré type inequalities for functions having zero mean value on the boundary of a Lipschitz domain or on a measurable part of it. These estimates are useful for various numerical methods, in particular, for a posteriori error estimation methods for partial differential equations (PDEs). Therefore, we are mainly focused on domains typical for numerical analysis (simplexes in 2d and 3d) and suggest easily computable relations that provide sharp bounds of the respective constants. Also, we investigate numerically the behavior of the constants in the classical Poincaré inequalities and compare these results with known analytical estimates. In the last section, the estimates are used in order to obtain new a posteriori estimates for an elliptic boundary value problem.
Introduction
Let Ω ∈ R d (d ≥ 2) be an open bounded connected domain with Lipschitz boundary ∂Ω. Then, there exists a constant C q,Ω , q ∈ (0, +∞) (which depends only on Ω, q, and d) such that
Here, H 1 (Ω) := w ∈ H 1 (Ω) w Ω = 0 , where {w} Ω =
1
|Ω| Ω w dx is the mean value of w, and |Ω| is the Lebesgue measure of Ω.
Poincaré type inequalities also hold for functions having zero mean traces on the boundary or on a measurable part of it. Let
where Γ is a part of ∂Ω such that meas d−1 Γ > 0. In particular, Γ may coincide with the whole boundary. For any w ∈ H 1 (Ω, Γ), we have the estimates
Poincaré type inequalities are often used in analysis of nonconforming approximations (e.g., discontinuous Galerkin or mortar methods), domain decomposition methods and other applications related to quantitative analysis of PDEs (see [6, 7, 13] ). Therefore, values of constants (or sharp guaranteed upper bounds of them) are interesting from both analytical and computational points of view. They can be used in analysis of PDES considered on complicated domains and with nontrivial right-hand side. In order to provide sharp error estimate and consequently reliable and efficient computations, one requires the knowledge of the sharp bounds of constants described above.
It is known that for convex domains C 2,Ω ≤
diam(Ω) π
, and C 1,Ω ≤ diam(Ω) 2 (see [11] and [1] , respectively). We assume (for simplicity) that q = 2 in all further discussions, therefore we neglect it. Improved upper estimates of C Ω for isosceles triangles has been derived in [4] . They read as follows: 
where j 0,1 ≈ 2.4048 and j 1,1 ≈ 3.8317 are the first positive roots of the Bessel functions J 0 and J 1 , respectively. The lower bound of C Ω for convex domains (complimenting the Payne-Weinberger estimate) was derived in [3] , where it was shown that diam Ω 2 j0,1 ≤ C Ω .
According to [2] , this estimate is known to be the best lower bound among all known so far. Exact values of C p Γ and C t Γ were derived in [9] for right triangles and rectangles. Below, we recall known constants for the certain simplexes, which are used further as the references in the estimates of the constants. 
where ζ 0 andζ 0 are the unique roots of the equations z cot(z) + 1 = 0 and tan(z) + tanh(z) = 0 in (0, π), respectively. 
If d = 2, T := conv (0, 0), (0, h),
with ζ 0 defined above in 1.
In numerical methods based on finite elements, we need the guaranteed estimates of the constants for a triangle in R 2 as well as tetrahedrons in R 3 . Therefore, the goal of the our paper is to obtain the sharp upper bounds of the constants in Poincaré type inequalities for the arbitrary non-generated simplexes and compare the theoretical estimates with lower bounds of the constants generated by numerical simulations.
In Section 2, we obtain guaranteed estimates of C p Γ and C t Γ for non-degenerate triangle by means of (3)-(4) on the reference triangles (studied in [9] ) and the standard affine transformation of the coordinates in the multiple integral in R 2 . In Section 3, we test the efficiency of the obtained theoretical upper bounds by comparing them to the lower bounds of the constants obtained by numerical simulations. Moreover, in the same section we compare the results of the numerical simulations of constants in classical Poincaré inequality on arbitrary triangles with upper and lower estimates studied in [11, 4, 3] . Section 4 is dedicated to attempt of combining numerical and theoretical ideas in order to derive bounds of the constants in Poincaré type inequalities for tetrahedrons in R 3 . At last in Section 5, we present an example of an elliptic boundary value problem, where the estimates are used in order to obtain new a posteriori estimates for the error between approximate and exact solution. The goal of this section is to obtain sharp bounds of the constants in (3) and (4) . For this purpose, we consider two basic triangles T I = conv (0, 0), (1, 0), (0, 1) and T II = conv (0, 0), (1, 0),
with boundary
The efficient bounds of C p Γ and C t Γ follow from the Lemma below. Lemma 1 For any w ∈ H 1 (T, Γ) defined on simplex T = conv (0, 0), (h, 0), hρ cos α, hρ sin α
the Poincaré type inequalities
respectively. Here, the weighting parameters
µ II (ρ, α) = 2ρ 2 − 2ρ cos α + 1 + (2ρ 2 + 1)(2ρ 2 + 1 − 4ρ cos α + 4ρ 2 cos 2α)
and C p Γ,I
, C t Γ,I
and C
are the constants in (3) and (4) for reference triangles T I and T II , respectively.
Proof. (i) Let F I : T I → T (see Fig. 1 ) be a linear mapping such that
We know that
where
is known from (7) . Note that
and
It is not difficult to see that
Hence, using (17), (18), and (19), we obtain
Next, consider (4) on
is derived in (7). By using (22) and noting that
we obtain
where µ I (ρ, α) is defined in (14).
(ii) Next, we consider another reference triangleT II and use the mapping
By similar arguments, we find that for any w ∈ H 1 (T, Γ)
where 
if H 1 (T) is replaced by a finite dimensional subspace formed with the help of suitable anzats of trial functions. For this purpose, we use either power or Fourier series, i.e., Table 1 for convenience of the reader. 2 ). For both cases, c p,I , c γ,I and c p,II , c γ,II in (12) must be equal to 1. This fact is confirmed by the Table  2 , in which lower bounds of the weighting parameters converge to 1, if M increases. In addition to lower and upper bounds of constants in (3) and (4), we also study respective eigenfunctions. First, we compare approximate and exact eigenfunctions corresponding to the lower bounds C
and exact constants C p Γ , C t Γ , respectively, for T ≡ T I . According to [9] , the minimizer of Rayleigh quotient R 
Here,ẑ 0 is the root of the equation tan(x) + tanh(x) = 0 on (0, π) (see Fig. 9a ). The eigenfunctions u
are illustrated in Fig. 7b and Fig. 9b , respectively. Next, we consider eigenfunctions corresponding to the lower bounds of C
for arbitrary triangle T. In order to depict them in the unified form, we use barycentric coordinates λ i ∈ (0, 1), i = 1, 2, 3, and
Assume that ρ = 1. For selected α and corresponding to it coordinates of vertexes of T, i.e., r i = (x i , y i ), i = 1, 2, 3, we have the following relation between barycentric and Cartesian coordinates:
Here, r = (x, y) is the arbitrary point on T. In order to make eigenfunctions corresponding to different T comparable, we normalize them by the L 2 -norm of the corresponding gradient. The eigenfunctions on T with α < by using the basis defined in (27). The obtained values are compared with upper and lower bounds derived in [11] and [3] , respectively, i.e., diamT 2 j0,1 =:
Due to [4] , we know the improved upper bound for isosceles triangles T defined in (5), i.e., as T degenerate to interval for α → 0 (see [4] ).
In 
obtained in [8] and presented in Fig. 11 in barycentric coordinates. It is easy to observe that approximation u Table 3 . In the current section, we consider the arbitrary tetrahedron in R 3 , i.e.,
with zero boundary
We can restrict degrees of freedom of vertex D by either allowing it change the position only in the plane 0 XY with parameters α ∈ (0, π) and ρ > 0 (see Fig. 2 ), i.e., (D x1 , D x2 , D x3 ) = (hρ cos α, hρ sin α, 0). Further, we also consider vertex D, which changes the azimuthal angle, i.e., (D x1 , D x2 , D x3 ) = (hρ cos α sin θ, hρ sin α sin θ, hρ cos(θ)) (see Analogously to arbitrary triangles in R 2 , we approximate constants C 
where dimΦ N = M = (N + 1) 3 − 1. Analogously to the method used in Lemma 1, the Poincaré type inequalities for the arbitrary tetrahedron T have the following form
where C p Γ,r and C t Γ,r are the constants of r-th reference tetrahedron (out of R in total), and c p,r and c γ,r are auxilary weighting parameters obtained from the transformation of each reference tetrahedron T r to arbitrary T.
Since to authors knowledge there are no results on exact values of constants in Poincaré type inequalities for simpleces in R 3 , we consider several reference tetrahedrons with ρ = 1, θ = π 2 , and α ∈ (0, π), for which the constants are calculated with high precision. In Table 4 , we present the convergence of constants with respect to increasing M for angles α = 
and Table 4 : Convergence of the constants with respect to increasing M for T with ρ = 1, θ = π 2 , and several α.
are obtained by analyzing the following transformations Assume now that we have two more reference tetrahedrons Tπ /4 and T2π /3 . Then, the corresponding weights
are derived by analyzing transformations
respectively. Therefore, the obtained estimate is based on the minimum between four reference constants. In Fig.  17 , we can observe that upper bound of the constant has improved (compare to Fig. 16 ). In general, once we allow to vertex D to change its azimuth, i.e., (D x1 , D x2 , D x3 ) = (hρ cos(α) sin(θ), hρ sin(α) sin(θ), hρ cos(θ)), the transformation of the right tetrahedron to the arbitrary one (see Figure 3) takes the following form:
In order to obtained auxiliary weights c p,r and c p,r for current transformation, we solve the eigenvalue problem for operator
The maximal eigenvalue of (48) is defined as follows
The numerical results with the lower bound of the constants as well as the upper bound are presented with respect to the angle α ∈ (0, π) and θ ∈ (0, π) in Figs Tables 5 and 6 , respectively. As in the example above, one can construct the bounds based on two and more reference tetrahedrons, which would improve the estimates.
A posteriori estimates of approximation errors
In order to show possible application of the sharp upper bounds of above studied constants, we consider the example with the domain of complicated geometry and nontrivial boundary conditions (typically studied in numerical analysis). Consider the following problem: find u such that
, n is the unit normal to Γ N directed outwards, and λ 1 |ξ| 2 ≤ Aξ · ξ , where λ 1 is a positive constant independent of ξ. The generalized solution of (50)-(53) exists and is unique in the
Assume that v ∈ V 0 + u D is an conforming approximation of solution u of (50)- (53), and e = u − v. The guaranteed functional error estimate for the energy norm ||| e ||| := ∇e
where ∇e
by introducing suitable vector valued function y ∈ H(Ω, div). The thorough theoretical study and applications of the functional estimates can be found in [10, 12, 5] . However, using inequalities (4) and (3) and technique of decomposing Ω into finite set of non-overlapping sub-domains, we can obtain computable majorants of the error, which operate with y from a space wider than H(Ω, div). This freedom can be used for getting more efficient error bounds. Assume that Ω is polygonal (polyhedral) domain decomposed into a collection of non-overlapping sub-domains with Lipschitz continuous boundary. We assume that
By Γ int we denote the set of all interior edges (faces) Γ ij = Ω i ∩ Ω j , and Γ N be decomposed into
Define the space of vector valued functionŝ
SpaceĤ(Ω, O Ω , div) is wider then H(Ω, div), since here the pointwise continuity of the normal flux is replaced by a integral continuity. Therefore, by means of (55), integral identity
substitution w = e into (55), and Hölder inequality, we find that
Then, the last two terms can be estimated by using (4)
, where
Then, (60) can be represented as follows:
The last term in (63) can be estimated by
, and the second from the end in (63) by using (1)
. Therefore, we arrive at the estimate 
Appendix
In this section, we collect all graphics cited in Section 3 and 4. 
