INTRODUCTION
T HE growth of the Internet and the Web dramatically increased the need for providing true data sharing. The Web has brought a wave of new users and service providers to the Internet. A huge quantity of heterogeneous information and services (e.g., home pages, online digital libraries, product catalogs, etc.) is now readily available [8] . This availability is facilitated by the ease of publishing information on the Web. Any organization or individual can become an information provider without requiring authorization. The Web is now accepted as the de facto information support in many domains of life activities: finance, education, travel, business, science, healthcare, art, etc.
The data provided on the Web is not only semistructured (e.g., HTML documents, mail messages) or unstructured (e.g., text files, images), but also structured (e.g., relational databases). In practically all cases, ªuse-fulº and ªsensitiveº data (e.g., corporate data) is almost inevitably stored in databases. CGI scripts are usually used to access back-end databases. Unfortunately, the Web has so far been incongruous with databases, i.e., the Web has been database unfriendly. The reason is that the Web was primarily developed for document sharing among people. The messages (i.e., requests and documents) using the Web communication protocol (HTTP) are inevitably unstructured/semistructured data, i.e., these messages are coded in the form of strings. Web protocols and search engines have been developed for this kind of environment and requirements. Therefore, it is important to note that standard information retrieval and search techniques cannot be applied to access data stored in databases because of the different nature of, and fundamental assumptions about the data. One needs to know the schema of a database to access or modify its state.
One of the most important advantage in using the Web in enterprise computing is that it provides an easy to use interface to access all Web-accessible databases. However, if the Web is to be used as the basis for complex Web applications, it is critical to build an adequate infrastructure that will provide a Web-based World Wide Database (WWD).
One of the issues encountered frequently in a large cooperative environment, such as database-driven Web applications, is how users can efficiently query large, intricate, and heterogeneous information sources. Web users are in general novices. They are not expected to have experience dealing with databases or to be knowledgeable about available query languages. In this respect, requiring users to keep track of information such as locations, formats (or structures), content, and query languages of a large number of dynamic sources is unrealistic. The challenge is to provide across-the-board transparency that lets users use the Web to access and manipulate data irrespective of platforms, locations, systems, etc. We distinguish the following key issues when manipulating Web-accessible data:
. In Web applications, the information space is very large and dynamic. On top of that, existing Web tools give very little support for the logical organization of data. Thus, the effective use of data in the anarchic Web has become enormously complex. . Web-based environments require the establishment of dynamic information communities. Therefore, a key issue is the design of an architecture to cater for dynamic relationships among Web-accessible databases. . Understanding the meaning, content, terminology, and usage patterns of the available information sources. Users must be educated about the information of interest and, thus, able to learn on the fly what different databases contain in order to eventually establish a link to those databases of some interest. . Querying these sources for relevant information items. Once relevant information sources have been found, users must be able to access and integrate data from these information sources. We present a dynamic architecture and supporting tools to enable users to build complex and emerging Web applications in a simple and flexible way. The main idea is to provide simple access to Web-accessible data and support for scalability and extensibility for a flexible interoperation architecture. This paper presents ongoing work on the WebFINDIT system.
Traditional techniques in multidatabases focused on data sharing among a small number of heterogeneous databases. Emerging techniques for querying data over the Web focused on information discovery and brokering in the context of unstructured or semistructured Web-resident data. Our research aims at building a viable infrastructure that provides a framework for locating and querying Webaccessible databases.
WebFINDIT aims to achieve scalability through the incremental data-driven discovery and formation of interrelationships between information repositories. Clusters (groupings) of information repositories are established through the sharing of high-level metainformation (e.g., collections of databases that share the topic Medical Insurance are grouped together), and individual sites join and leave these clusters at their own discretion.
Because of the Web volatility, we provide a monitoring mechanism to dynamically alter relationships between different clusters. This is achieved by using distributed agents that work as background processes. Their role is to continually gather and evaluate information about the intercluster relationships and recommend changes. This gives a better organization of the information space that reflects the users' needs.
Cluster formation and maintenance are achieved using WebDDL (Web Data Definition Language). The exploration of the interrelationship structure, user education, and actual database querying occur via a special-purpose language called WWD-QL (initially called WebTassili).
Recently, work in the area of data sharing has taken advantage of advances in Intranet/Internet technologies (Web, Java, and distributed object computing). The Web offers an easy-to-use, ubiquitous, and low-cost infrastructure. The early client-server model of the Web used the HTML/CGI protocol. This enabled the dynamic creation of HTML pages by programs located on the Web server. However, this approach is very primitive for use in the context of complex distributed environments such Webaccessible databases. In particular, the communication protocol, HTTP, is stateless. Each request invokes the execution of a distinct instance of a CGI program.
The introduction of the Java programming language and the notion of applets improved the interaction mode of the Web. Java allows applications to be deployed dynamically over the Web to provide users a sophisticated, systemindependent, interactive interface.
Standardization efforts in distributed computing technology is aimed at providing support to bridge heterogeneity at the platform, network, and implementationlanguage levels. One important emerging distributed object computing platform is CORBA (Common Object Broker Architecture) [34] . CORBA provides support for communication between software components of a distributed environment as well as dynamic location and integration of information sources while maintaining their autonomy. The combination of Web, Java, and CORBA has proved to be a solid implementation platform for complex distributed applications, such as those that require data sharing [8] .
In this paper, we present the core concepts of WebFINDIT and its implementation using agent, Web, Java, and CORBA technologies. This prototype integrates metadata repositories, distributed computing, and database-connectivity gateways to locate and access information on large networks of databases. Users can navigate in an object graph representing the information source clustering and invoke operations dynamically on these objects. Users interact with the system via Java applets running under a Java-enabled Web navigator (e.g., Netscape). We also present a performance evaluation to demonstrate its viability for Web-accessible databases.
The remainder of this paper is organized as follows: Related work is discussed in Section 2. Sections 3 and 4 describe, respectively, our approach in organizing the information space and the metadata model used to advertise databases. The WWD-QL query language is introduced in Section 5. We present the system implementation in Section 6. Our experience using WebFINDIT in the healthcare domain is reported in Section 7. We evaluate preliminary performance in Section 8. We finally provide some concluding remarks in Section 9.
RELATED WORK
There is a large body of relevant literature on information extraction, access, and integration. We consider the work most closely related to ours, namely, multidatabases [36] , WWW information retrieval systems [18] , and WWW information brokering systems [21] , [16] .
Multidatabases
Multidatabases (e.g., UniSQL [22] and Pegasus [1] ) have traditionally investigated static approaches to sharing data among small numbers of component databases. This has involved finding solutions to data heterogeneity and facets of autonomy. These solutions usually rely on centralized database administrators to document database semantics or to develop translators that hide differences in query languages and database structures.
Tightly coupled approaches offer better solutions for the heterogeneity problem by using a global schema [22] , [25] . However, this scheme does not provide site autonomy, nor does it scale up given the complexity of constructing the global schema for a large number of heterogeneous systems.
Loosely coupled approaches offer better solutions for autonomy, but they expect users to know the semantics and locations of the available systems [19] . This assumption is not realistic in Web-based environments where the volume of data is becoming larger, data formats are more diverse, and the information space is highly dynamic and distributed over the world. Any static solution to such a problem is bound to fail as the information space has a staggeringly rapid evolution [7] .
WWW Information Retrieval
In most information retrieval systems, the emphasis is on how to build an indexing scheme that will efficiently access information, given some hints about the resource [18] . A similar approach to information retrieval systems is taken in Internet information gathering systems such as GIOSS [39] and Content Routing System [37] . In general, the emphasis in this area is on the improvement of indexing techniques. Issues like the organization of the information space, terminological problems, and semantic support for user requests are not addressed.
For instance, Harvest [10] is an information gathering system that presents an interesting model for finding resources in a network of computer systems. It uses topicbased content indexes for resource discovery and relies on caching mechanisms to provide an efficient resource search. It supports the ability to use brokers for indexing and querying. In this system, resources are typically unstructured text. The research is conducted from a system's point of view, so database issues are simplified: No local structure of data resources is present; query materialization is based on contacting a single remote site; and no method is present for searching clusters of nodes that may be formed.
One of the popular solutions to the problem of locating information in the Web is the use of Web search tools (e.g., Lycos and Web Crawler). To use a particular search tool, a user needs to know where it is located, what it is designed to retrieve, how it works, etc. [18] . A major problem with these tools is that returned results are often either irrelevant or outdated. To some degree, these issues are addressed by metasearch tools (e.g., MetaCrawler and IBM InfoMarket) [13] . A metasearch tool is built on top of multiple conventional search tools. Though search engines are useful, they present some fundamental drawbacks from a database point of view [23] :
. The indexes become rapidly out-of-date, . the search capabilities are limited, . the returned results lack precision, and . no organization of the information space is considered. Another approach that addressed some limitations of Web search tools is proposed by the database community. The idea is to provide a uniform and declarative interface for Web data. Several proposals of database-like languages for the World Wide Web have recently emerged (e.g., W3QL [23] , WebSQL [28] , and WebLog [24] ). These languages tend to abstract the unstructured collection of Web documents using a graphical organization. Web pages are represented as nodes in a graph with a fixed set of attributes, using one single type. Some combinations of textual retrieval with structure and topology-based queries are supported.
The ARANEUS [4] project investigated the generalization of these languages. The idea was to emphasize previous work on building structured schemes of Web information. The ARANEUS Data Model makes it possible to describe the inner structure of pages. Another system in this category is STRUDEL [15] which is used to build Web sites based on declarative specification of their structure and content. A uniform view (called data graph) of the raw data to be displayed in each page, is provided through a data integration component. The integration component is required since the raw data may come from heterogeneous data sources. Site specifications are written in the STRUQL language. STRUQL expressions contain two parts: the query part and the construction part. The proposed techniques are mainly based on information retrieval systems and, as a result, they are not well suited on database related topics. These techniques improve Web search tools by adding some complex query capabilities. However, these languages lack environment support for describing, locating, and accessing heterogeneously structured and semistructured data available on the Web.
WWW Information Integration
Information brokering systems investigated solutions for data sharing in the context of a large and dynamic information space. In these systems, a component can be a structured (e.g., relational database), semistructured (e.g., HTML documents), or unstructured (e.g., text files) source.
There is high demand for such systems in large organizations, but existing solutions are still limited. Existing systems propose interesting capabilities in mediations and translations. However, these systems lack facilities for information organization, user education, and information source location. There are many research projects working in this direction. A good survey on information brokering systems appears in [21] . In the remainder of this section, we briefly overview some of the most important projects, namely, those based on mediators and domain ontologies [40] .
The TSIMMIS project (The Stanford-IBM Manager of Multiple Information Sources) [17] is a system for integrating heterogeneous information sources that may include both structured and semistructured data. It is based on a mediation architecture and it proposes a new data model, called the Object Exchange Model (OEM), to achieve the integration. OEM is a lightweight object model used to convey information between components. This is a selfdescribing data model where data can be parsed without reference to an external schema. Each object contains its own schema as defined by an identifier, a label (meaning), a type (schema), and a value. A declarative Mediator Specification Language (MSL) is used as the query language, the specification language for mediators, and the query language for wrappers. TSIMMIS primarily focused on the semiautomatic generation of wrappers and mediators that allows the integration and access to underlying information sources when processing OEM-based queries. Query resolution in TSIMMIS aims to find feasible query plans that respect the limited capabilities of available sources. If these capabilities are not taken into account, plans involving source queries that cannot be answered by the sources may be generated. The TSIMMIS approach provides effective and flexible solutions for data sharing in the context of semistructured sources. However, the issues of information discovery, information space organization, and terminological problems are not tackled.
The DISCO project (Distributed Information Search Component) [38] is based on a mediator architecture to access heterogeneous distributed databases. It uses an extension of ODMG-93 and OQL [12] as a common data model and query language, respectively. The architecture consists of several components: the data sources, the wrappers that interface the data sources, and the mediators that provide declarative query access to multiple wrappers. The mediator generates multiple access plans involving local operations at the data source and global operations at the mediator level. DISCO provides support for unavailable information sources and transparent addition of new information sources. Query evaluation takes into consideration partial answers. Thus, the answer to a query may include data from available information sources and another query for the remaining unavailable information sources. As in TSIMMIS, the issues of information discovery, information space organization, and terminological problems are not tackled in DISCO.
The WebSemantics project [30] extends DISCO by providing an architecture for locating data sources and translators, a query language and query processing system for accessing data, and a common protocol for data exchange. Users access WebSemantics using WSQL (WebSemantics Query Language). It provides declarative location and access to data. WSQL integrates constructs derived from WebSQL [29] and OQL [12] . WSQL provides constructs for source discovery based on Web navigation, registration of sources in domain-specific catalogs, associative selection of sources from existing catalogs, and uniform access to actual data. Locating sources of interest in WebSemantics can be done by either selecting the sources from existing catalogs or searching documents on the Web published in the WebSemantics Metadata Exchange Format (WS-MXF).
The COIN (Context Interchange) project [11] aims to provide intelligent semantic integration among heterogeneous sources, such as relational databases and Web documents. The proposed approach is based on the unambiguous description of the assumptions made at each component (how information should be interpreted). The assumptions pertaining to a source or receiver form its context. The COIN architecture is context-mediator based. The context mediator is responsible for detecting semantic conflicts between the contexts of the information sources and receivers and making the conversion needed to resolve them. A user query is reformulated into subqueries that can be forwarded to appropriate information sources for execution. The results obtained from the component systems are combined and converted to the context of the receiver that initiated the query. COIN uses shared ontologies (conceptualization of the underlying domains) as the basis for context comparisons and interoperation. COIN primarily focuses on providing system services (via the context mediator) for semantic conflicts detection and reconciliation. The issues of information discovery and information space organization are not considered.
The Information Manifold (IM) system [26] provides uniform access to collections of heterogeneous information sources on the WWW. It provides a high-level query system that describes the content and capabilities of various information sources. The main components of IM are the domain model, the plan generator, and the execution engine. The domain model is the knowledge base that describes, declaratively, the browsable information space including the domain vocabulary, information sources content, and querying capabilities. The contents and capabilities of sources are actually described as queries over a set of relations and classes. The system uses the source descriptions to efficiently prune the set of information sources for a given query and generate executable query plans. The domain model constitutes the global ontology shared by users and information sources. We argue that it is difficult to create and maintain such an ontology because of the variety and characteristics of the underlying Web repositories.
The SIMS project aims to achieve the integration of multiple information sources (databases or knowledge bases) [2] . The integration is based on the Loom knowledge representation language. The architecture is similar to the tightly coupled federated databases. SIMS transforms information sources of any data model into SIMS' domain model which is a declarative knowledge base. Thus, SIMS' domain model is equivalent to the common data model in the federated databases. The main contribution of SIMS is on query processing over one single ontology [3] .
The InfoSleuth project [6] (successor of the Carnot project [41] ) presents an approach for information retrieval and processing in a dynamic environment such as the Web. Its functionalities include gathering information from databases and semistructured sources distributed across the Internet, performing polling and notification for monitoring changes in data, and analyzing gathered information. To achieve its goal, InfoSleuth integrates agent technology, domain ontologies, and information brokering to handle the interoperation of data and services over information networks. The InfoSleuth architecture consists of a network of semiautonomous agents (user, task, broker, ontology, execution, resource, multiresource query, and monitor agents), each of which performs some specialized functions. These agents communicate with each other by using the Knowledge Query and Manipulation Language (KQML). Users specify queries over specified ontologies via an applet-based user interface. Although this system provides an architecture that deals with scalable information networks, it does not provide facilities for user education and information space organization. InfoSleuth supports the use of several domain ontologies, but does not consider interontology relationships. Thus, it is not clear how a query constructed using one ontology can be converted (if needed) to a query in another ontology.
OBSERVER [27] is an architecture for information brokering in global information systems. One of the addressed issues is the vocabulary differences across the component systems. OBSERVER features the use of preexisting domain specific ontologies (ontology servers) to define the terms in each data repository. Hence, each data repository will be attached to one or more ontologies, and users will formulate their queries using terms of a selected ontology (local user ontology). A data repository may be constituted of several data sources which store the actual data. Each data source has an associated logical schema (a set of entity types and attributes) representing its defined view. A wrapper is responsible for retrieving data from data repositories. Relationships across terms in different ontologies are supported. In addition, OBSERVER performs brokering at the metadata and vocabulary levels. In general, a user query is first resolved within the local user ontology and, if the results are not satisfiable, the query is expanded to other new ontologies. OBSERVER does not provide a straightforward approach for information brokering in defining mappings from the ontologies to the underlying information sources. It should be noted that OBSERVER does not provide facilities to help or train users during query processing. The following table gives a summary on the features of the described systems. A tabular form is provided in Table 1 . The parameters used to compare the different brokering systems are: information sources, data model, query language, and key features.
Discussion
The major difference between WebFINDIT's approach and the systems described above lies in the goals and means to achieve data sharing over the Web. Our approach tries to be all-encompassing in that it attempts to provide a single interface to all Web-accessible databases. This interface provides a language, a GUI, an organizational architecture, and an implementation.
More specifically, WebFINDIT's approach focuses on providing support for achieving effective and efficient data sharing in a large and dynamic information space. Simple access to, and advertisement of information sources are key features when querying data on the Web. WebFINDIT presents an incremental and self-documenting approach. The system processes a user query in two steps:
1. querying metadata for information sources location and semantic exploration, 2. querying selected sources for actual data. In the first step, the system provides support for educating the user about the available information space. The efforts related to registering and advertising the content of information sources are minimized. Since scalability is of great importance in Web-based environments, the information space in WebFINDIT is organized in subspaces that are dynamically interrelated using agent-based relationships. Compared with approaches that use ontologies for 
A DYNAMIC INFORMATION SPACE ORGANIZATION
There is a need for a meaningful organization and segmentation of the information space in a dynamic and constantly changing network of Web-accessible databases. Key criteria that have guided our approach are: scalability, design simplicity, and the use of structuring mechanisms based on object-orientation. Users are incrementally and dynamically educated about the available information space without being presented with all available information. We propose a two-level approach to provide participating databases with a flexible means of information sharing.
The two-level approach we suggest in this research corresponds to coalitions and service links. Coalitions are a means for databases to be strongly coupled, whereas service links are a means for them to be loosely connected. In order to reduce the overhead of locating information in large networks of databases, the information space is organized as information-type groups. Each group forms a coalition to represent the domain of interest (some portion of the information space) of the related databases. It also provides the terminology for formulating queries involving a specific area of interest. A database can be associated with one or more coalitions. This means that a database may contain information related to many topics.
Coalitions are related to each other by service links. A service link is a relationship that contains only the portions of information that are directly relevant to information exchange among coalitions and databases. They constitute the resources that are available to a coalition to answer requests that cannot be handled locally. Documentation is provided to document the context and behavior of the information sources being advertised. Actual databases are responsible for coding and storing the documentation of the information they are advertising. A documentation consists of a set of context-sensitive demonstrations about the advertised item.
We illustrate coalitions and service links with an example from the healthcare domain. Fig. 1 shows thirteen databases grouped in four coalitions (Research, Medical, Insurance, and Superannuation) and 19 service links (Research to Medical, Ambulance to QUT, etc). Names of coalitions and service links are assumed to be unique.
Coalitions
A coalition is specialized to a single area of interest. It provides domain-specific information and terms for interacting within the coalition and its underlying databasesÐit provides an abstraction of a specific domain. This abstraction gives users and other coalitions a description of the specific domain. Coalitions dynamically clump databases together based on common areas of interest into a single unit. For example, the databases participating in the coalition Superannuation share descriptions of the information type Superannuation (see Fig. 1 ). As database node interests change over time, new coalitions may form, old coalitions may be dissolved, and components of existing coalitions change.
WebFINDIT takes advantage of the fact that databases are developed with a specific purpose, and uses this as an implicit organizing principle. The number of participating databases in a coalition is usually small. This has the advantage of reaching consensus about the descriptions of the common parts of the shared information type with relatively little overhead. In order to be able to source appropriate information from remote database sites, the database must determine which areas are of interest, and then establish links to coalitions implementing these concepts, if any, otherwise a negotiation may be engaged with other databases to form new coalitions.
Services Links
When a user submits a query to the local coalition, it might be not resolvable locally. In this case, the system tries to find remote coalitions that can eventually resolve the query. In order to allow such query ªmigration,º service links are established between coalitions based on users' needs. Service links can be viewed as a simplified way to share information. They allow sharing with low overhead. The amount of sharing in a service link will typically involve a minimum amount of information exchange. In this respect, service links are low overhead alternatives to information sharing, using coalitions.
Service links are of three types (see Fig. 1 ): coalition-tocoalition, database-to-database, and coalition-to-database service links. This allows more flexibility in the organization and querying of the available information space.
A service link between two coalitions or two databases involves providing a general description of the information to be shared. In the third alternative, the database (or coalition) provides a general description of the information it is willing to share with the coalition (or database). The differences among these three alternatives lie in the way queries are resolved. In the first and third alternatives when the information provider is a coalition, the providing coalition takes over to further resolve the query. In the second case, however, the user is responsible for contacting the providing database in order to gain knowledge about the information.
This dynamic grouping of distributed databases makes information access more tractable by limiting the number of databases that must interact. Databases join and leave coalitions and service links based upon local requirements and constraints. Hence, the relationships are formed and dissolved as the system executes. At any given time, a single database may partake in several coalitions and service links. In this environment, users are incrementally educated about the available information space. They discover, become familiar with, and query the databases that are relevant to their needs.
Service Links Modification
WebFINDIT is deployed on an information space which is inherently dynamic. As a first step in allowing an adaptive and dynamic evolution of our organization of the information space, we have considered the use of distributed agents. These agents will primarily keep track of the user's navigation over the different service links. Each service link will be characterized by a number of parameters continually gathered by the agents. Based on these parameters, the agents may suggest the creation or removal of a service link or no action to be taken. They monitor the traffic over service links and check if the destination is final or not (based on the activity of the user). As an example, let us assume that we have three coalitions A, B, and C with two service links; one from A to B and another from B to C. During the execution of the system, the agents notice that most of the users who start their query session from A and traverse the service link from A to B, do not initiate many operations on the coalition B, but rather they use B to go to C where they initiate a number of operations. As a result, the creation of a new service link from A to C is suggested. This would allow users to go directly from A to C. If a service link between two coalitions is rarely used, then it is most likely to be stale. The agent would recommend its removal.
METADATA MODEL FOR ADVERTISING WEB-ACCESSIBLE DATABASES
We use the term database advertising to designate the process of generating the metadata that will be used to locate and query Web-accessible databases. The databases are advertised in metadata repositories using WebDDL. These repositories are called codatabases.
Metadata Repositories
In our approach, each participating database has a codatabase attached to it. A codatabase is an object-oriented database that stores information about its associated database, its coalitions, and service links. Information sharing is achieved through codatabases communicating with each other. As mentioned above, a database may belong to more than one coalition. In this case, its codatabase will contain information about all coalitions it belongs to. Two databases can belong to the same coalition and still have different codatabases. This is true because these databases might belong to different coalitions and be involved with different service links. This is one reason it is desirable that each database has one codatabase attached to it, instead of having one single codatabase for each coalition. Database autonomy and high information availability are other reasons why it is not desirable to physically centralize the codatabase. A typical codatabase schema contains subschemas that represent coalitions and service links that deal with specific types of information (see Fig. 2 ). The first subschema (right side in Fig. 2) consists of a tree of classes where each class represents a set of databases that can answer queries about a specialized type of information. This subschema represents coalitions. Every subclass of the class CoalitionRoot represents the root of a coalition tree. Every node in that tree represents a specific information type. With coalitions organized hierarchically as a tree, an information type will have one or more subordinate information types and at most one superior information type. This organization allows a coalition to be structured according to specialization/generalization relationships. For instance, the class Research could have two subclasses Cancer Research and Child Research. These classes forming the Research coalition tree support each other in answering queries directed to them. If a user query conforms better with the information type of a given subclass, then the query will be forwarded to this subclass. If no classes are found in the coalition tree while handling a user query, then either the user simplifies the query or the query is forwarded to other coalitions (or databases) via service links. Coalitions and service links partition and contextualize the available information space, allowing the advertisement and search of databases to be distributed and specialized across multiple codatabases. The splitting of a coalition into specific classes increase the efficiency when searching information sources.
In particular, every class in a coalition tree contains a description about the participating databases and a description about the type of information they contain. Some attributes describe a type of information while the other attributes describe the databases that contain this type of information. Description of the databases includes information about the data model, operating system, query language, etc. Description of the information type includes its general structure and behavior. Therefore, a class instance in the coalition tree represents an actual database and acts as its proxy.
The codatabase also contains another type of subschema (left side in Fig. 2 ). This subschema consists, on one hand, of a subschema of service links that involve the coalition the database is member of; and, on the other hand, of a subschema of service links that involve the database itself. Each of these subschemas consists in turn of two subclasses that, respectively, describe service links with databases and service links with other coalitions.
We now describe the schema of a codatabase with more details. The class CoalitionRoot contains the generic attributes that are inherited by all classes in the coalition tree. A subset of the attributes of the class CoalitionRoot using WebDDL is as follows.
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The attribute Information-type represents the name of the information-type (e.g., ªResearchº for all instances of the class Research). The attribute Synonyms describes the set of alternative descriptions of each information-type. Users can use these descriptions to the effect of obtaining databases that provide information about the associated information type. The attribute Subinformation-types describes specialized relationships. The previous attributes represent the metadata that can be used to facilitate the search of databases by application domains, such as engineering, finance, healthcare, manufacturing, and so forth. The other attributes are self-explanatory. We should also note that every subclass of the class CoalitionRoot has some specific attributes (called domain attributes) that describe the domain model of the related set of underlying databases. These attributes do not necessarily correspond directly to the data described in any particular database. For example, using WebDDL, a subset of the attributes of the class Research (Project and Grant are two types defined elsewhere) is as follows:
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In Fig. 2 , the class ServiceLinkRoot contains the generic attributes that are relevant to all types of service links. These service links can be used to answer queries when the local coalition cannot answer them. A service link can be seen as an intersection (or overlap) relationship between the related entities. In fact, synonyms and generalization/specialization represent intracoalition relationships, whereas service links represent intercoalition relationships. A subset of attributes of the class ServiceLinkRoot is as follows:
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The attribute Description contains the information type that can be provided when using the service link. Assume that the user queries the coalition Medical about Medical Insurance. The use of the synonyms and generalization/specialization relationships fails to answer the user query. However, the coalition Medical has a service link with the coalition Insurance where the value of the attribute Description is {ªHealth Insurance,º ªMedical Insurance.º} It is clear that this service link provides the answer to the user query. The attribute Point-of-entry represents the name of the codatabase that must be contacted to answer the query. The attribute Source and Target are self-explanatory.
So far, we presented the metadata model used to describe database properties and information types. In fact, this part represents the machine-readable description that is used as a basis for locating and querying databases. However, in Webbased environments, users often need to understand the content of databases before querying them. WebFINDIT helps the database providers with mechanisms to document information in a way that makes it understandable to users. The users' environment must of course be equipped with the necessary helper applications (e.g., audio player, video player, etc.) WebFINDIT allows multiple documentations to coexist for one single advertised information type. The documentation mainly consists of a set of demonstrations about what an information type is and what it offers. The documentation is prepared once by the database provider, i.e., when the database becomes a member of the information space. Documentations associated with databases are stored in actual database sites. The codatabases contain only links to these documentations. This is done for two reasons: Database autonomy is maintained, and documentations can be modified with little or no overhead on the associated codatabases.
Advertising Databases
In the previous section, we described the metadata model used for describing coalitions and service links. Database providers will advertise their databases by making this metadata available in the corresponding codatabases. The membership of a database to coalitions is materialized by the fact that the database is an instance of one or many classes in the same or different coalitions. As an illustration on how a database is advertised and linked to its coalitions, consider the Royal Brisbane Hospital database. The codatabase attached to the Royal Brisbane Hospital contains information about all related coalitions and service links. As the Royal Brisbane Hospital is a member of four coalitions, Research, Insurance, Superannuation, and Medical, it stores information about these four coalitions (see Fig. 1 ). This codatabase also contains information about other coalitions and databases that have a service link with these four coalitions and the database itself. For example, it stores information about the service links to Medical and Insurance coalitions, Royal Brisbane Hospital and State Government Funding databases, etc. It also stores access information to the CentreLink database, including the exported interface, the Internet address, etc. The interface of a database consists of a set of types and a textual description of these types.
Let us assume that the Royal Brisbane Hospital represents an Oracle database that contains the following relations. The Royal Brisbane Hospital will be made available by providing information about its content, information types, documentation (a file containing multimedia data or a program that plays a product demonstration), access information, which includes its location and wrapper, etc. The database's content is represented by an object-oriented view of the database schema. This view contains the terms of interest available from that database. These terms provide the interface that can be used to query the database. More specifically, this view consists of one or several types containing the exported properties (attributes and functions) and a textual description of these properties. The Royal Brisbane Hospital can be advertised in Web-FINDIT by using the following WebDDL statement. 
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The URL, ªhttp://www.medicine.uq.edu.au/ RBHº contains the documentation about the Royal Brisbane Hospital database. It contains any type of presentation accessible through the Web (e.g., a Java applet that plays a video clip). WWD-QLOracle is the wrapper needed to access data in the Oracle database using a WWD-QL query. The exported interface contains two types about research and patients which represent the database's view that the provider decides to advertise. For example, the PatientHistory type is defined as follows.
ype tientristory f ttriute string tientXxmeY ttriute int ristoryXhteeordedY funtion string hesription string tientXxmeY int hte ristoryXhteeorded g Note that the textual explanations of the attributes and functions are left out of the description for clarity. Each attribute denotes a relation field, and each function denotes an access routine to the database. The implementation of these features is transparent to the user. For instance, the function Description() denotes the access routine that returns the description of a patient sickness at a given date. In the case of an object-oriented database, an attribute denotes a class attribute and a function denotes either a class method or an access routine.
Using WebFINDIT, users can locate a database, investigate its exported interface, and fetch useful attributes and access functions. The interface of a database can be used to query data stored in this database only after ensuring it is relevant. However, users may sometimes be interested to express queries that require extracting and combining data from multiple databases. In WebFINDIT, querying multiple databases is achieved by using domain attributes of coalition classes. As pointed out before, each subclass of the class CoalitionRoot has a set of attributes that describe the domain model of the underlying databases. These attributes can be used to query data stored in the underlying databases. Domain attributes do not correspond directly to attributes in database interfaces. For this reason, we define the relationships between database interfaces and coalition domain attributes. We call these relationships interface-domain mappings. More specifically, there exists one interface-domain mapping for each type in the interface of a database. The interface-domain mappings are used to translate a query that spans multiple databases (databases that are members of a coalition) into a set of queries spanning individual databases of the coalition. The interface-domain mappings are described during the advertisement of databases. Note also that an attribute (function) in the type of a database may be related to different attributes (functions) in different coalitions. For example, the attribute Patient.name of the type PatientHistory may be related to two domain attributes, one (PatientName) in the coalition Medical and another (PersonName) in the coalition Research. This can be described as follows.
wpping tientristoryf ttriute string tientXxme s eserhXtientxmeY wedilXersonxme b g
USING WWD-QL TO QUERY WEB-ACCESSIBLE DATABASES
We have seen in the previous section how providers can advertise their databases. Once databases are located, they can now be queried. To allow effective and efficient data sharing on the Web, users must also be provided with tools for the dynamic exploration of such databases. In a nutshell, our approach emphasizes the need for:
1. locating databases that satisfy specific requirements; 2. understanding the meaning, properties, terminology and patterns of use of these databases, and 3. ultimately querying these databases for relevant data. The World Wide Database Query Language or WWD-QL is designed to advertise, locate, and access Web-accessible databases. It provides constructs for advertising databases, educating users about the available information space, locating databases based on constraints over their metadata, and finally querying them. Not all the constructs of WWD-QL are described in this paper. We focus on those aspects that are novel and designed specifically for educating users about the available information space and locating and querying Web-accessible databases. However, it is worth noting that WWD-QL provides constructs to maintain the information space (e.g., coalitions and service links). Administrators may change the information space (schema and instance changes) using WebDDL evolution statements. WebFINDIT then propagates the change to the other parts of the system to maintain the consistency of the codatabase instances.
WWD-QL is designed to query (meta)data over the Web of databases organized using WebFINDIT. WWD-QL differs from traditional query languages in that it operates in a large and highly dynamic network of heterogeneous databases. Since the unit of information sharing is the type, this query language is able to query the system at two levels: metadata level (exploration of the available information space, database location, etc.) and data level (querying actual data stored in databases). More specifically, WWD-QL provides the following capabilities for querying Web-accessible databases:
. Search of databases that most likely hold information of a specific type, and . educate users about the available information space, and . query actual databases.
Querying Metadata
The following example illustrates user education and databases location capabilities in WWD-QL. Let us consider coalitions and service links from the Medical information domain represented in Fig. 1 . Assume that the RMIT Medical Research is interested in gathering various information from databases related to the medical world. This information is to be used to prepare surveys about health in Australia. The center is interested more precisely in information related to:
. Cost of a patient in public and private hospitals. . Research conducted in public and private hospitals, universities, and independent research centers. . Most prevalent sickness. . Prevalent causes of death. . Annual health expenses for Australians. . Public and private insurance in Australia. Researchers at the RMIT Medical Research will use WebFINDIT to gather the information they need. They will go through an interactive process using the WWD-QL language.
Assume now that one of the researchers queries WebFINDIT for medical research conducted in hospitals. For this purpose, he or she can start the investigation by submitting the following WWD-QL query.
p ind golitions with snformtion wedil eserhY
Because the search is based on what is currently accessible from the local codatabase, WebFINDIT starts from those coalitions of which RMIT Medical Research is a member and checks whether they hold the information. This process is repeated until either all coalitions are exhausted and no match is found or a coalition is recognized.
The system finds that the local coalition Research deals with this type of information. The user query is then submitted to that coalition. Refinement (if needed) is performed until the specific information type is found. As the user is interested in more specific information, i.e., research conducted in hospitals, he or she submits a refinement query (find more specific information type) as follows.
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The coalition or class Research shows that it contains the subclasses: Medical Research in Hospitals and Medical Research in Universities. The user can then decide to query one of the displayed classes or continue the refinement process. As the user is interested in the first subclass, he or she issues the following query to display instances of this subclass.
hisply snstne of glss wedil eserh in rospitls
The user is then shown many instances of Medical Research in Hospitals. Assume the user decides to query the Royal Brisbane Hospital database, which is an instance of that class. Before making this query, the user can learn more about the database by using a WWD-QL construct that displays the documentation of this information. An example of this query is as follows.
hisply houment of snstne oyl frisne rospitl of glss wedil eserh in rospitlsY
Submitting this query has the effect of displaying the available documentation formats (e.g., text, HTML) from which the user can choose. Assume that another researcher is interested in querying the system about private medical insurance. The following query is submitted to the system. p ind golitions with snformtion wedil snsurneY As usual, WebFINDIT first checks the coalitions the RMIT Medical Research is member of. Obviously, the coalition Research does not deal with the requested type of information. However, a service link with another coalition Insurance appears to deal with the requested information type. A point of entry is provided for this coalition. In this way, a service link contains the resources that are available to a coalition to answer requests when they cannot be handled locally. To establish a connection with a remote coalition, a user types the following WWD-QL query:
gonnet to golition snsurneY The user is now able to investigate this coalition looking for more relevant information. This investigation may begin with the following queries. If the user would like to make sure that a certain class in a coalition is there, the second query is best suited for that purpose. If the user knows part or all the structure of the class, the system will try to match that structure to the actual structure of the class using the third query. If there is a discrepancy, the system will notify the user and necessary corrections can be made. It should be noted that the three types of queries described above adapt to the user's profile. The first and the second queries are more suitable to a novice user while the third is more suitable to an expert user.
Querying Actual Data
After locating relevant databases, users may be interested in querying data stored in these databases. WWD-QL offers primitives to let users manipulate data drawn from diverse databases. Users employ local functions to directly access the providing databases to get the actual data. In our example, if the user is interested in querying the database Royal Brisbane Hospital from the class Medical Research in Hospitals of the coalition Research, he or she uses the following WWD-QL query to display the interface exported by the database.
hisply eess snformtion of oyl frisne rospitl of glss wedil eserh in rospitlsY At this point, the user is completely aware of this database. The location of this database and how to access it to get actual data are known. The database Royal Brisbane Hospital is located at ªdba.icis.qut.edu.auº and exports several types. Below is as an example of an exported type.
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The function Funding() returns the total budget of a given research project. For instance, if we are interested in the budget of the research project AIDS and drugs, we use the function Funding(ResearchProjects.Title, (ResearchProjects.Title = ªAIDS and drugsº)). This function is translated to the following SQL query (the native query language of the underlying database).
elet Xpunding p rom eserhrojets here Xitle HH esh nd drugs
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In the above scenario, the user was involved in a browsing session to discover the databases of interest inside the coalition Research. If this coalition contains a large number of databases, then browsing the description (documentation or access information) of the underlying databases may be unrealistic. In such a case, the user may be interested in expressing queries that require extracting and combining data from multiple databases. This is achieved by querying the underlying databases using the domain attributes of the coalition. For example, to the effect of obtaining the name of projects related to Cancer, the user can type the following WWD-QL query. 
SUPPORT FOR THE WebFINDIT ARCHITECTURE
WebFINDIT is an architecture that adopts a multitier Webbased client-server approach to provide services for interconnecting a large number of distributed, autonomous, and heterogeneous databases. It is based on CORBA, Java, and agent technologies. The WebFINDIT components are grouped in four layers that interact among themselves to query a large number of heterogeneous and distributed databases using a Web-based interface. The four layers are (see [9] for further details):
. Query layer. Allows users to access WebFINDIT services. It has two components: the browser and the query processor. . Communication layer. Manages the interaction between WebFINDIT components. It mediates requests between the query processor and codatabase/database servers. . Metadata layer. Consists of a set of codatabase servers that stores metadata about the associated databases. . Data layer. Has two components: databases and Information Source Interfaces (ISIs). In the remainder of this section, we overview supporting technologies used in WebFINDIT and the implementation of the distributed agents.
Middleware Technologies in WebFINDIT
In this section, we briefly overview the use of Java, CORBA, and agent technologies in the implementation of distributed applications.
CORBA
Large scale networked systems need support for data access and communication. Recently, standardization efforts in heterogeneous distributed systems have produced maturing infrastructure technologies that address some of these issues. One of the most important standards that have emerged is the OMG's CORBA [34] . The CORBA infrastructure provides mechanisms to deal with platform heterogeneity, transparent location and implementation of objects, interoperability and communication between software components of a distributed object environment. The IDL (Interface Definition Language) language is used for the separation between the implementation and the interface of a CORBA service. The CORBA IDL describes the operations and associated attributes of an object's interface in a way understood by the rest of the system. In essence, each CORBA object has an interface defined in IDL. Thus, it is possible to map functions of various resources, such as network devices, databases and other applications into object-oriented interface specifications. CORBA allows clients to discover and use new types of objects added to the system without any change to the system. CORBA specifies the interfaces of the components (system or application services) using the OMG-IDL and the mappings to programming languages. Programming languages are used to implement the CORBA objects and applications using these objects. Currently, OMG-IDL mappings are defined for C, C++, SmallTalk, Ada95, and Java. The specifications of mappings to other languages like OO Cobol, and Eiffel are under consideration. Several commercial ORBs that are CORBA-compliant have recently emerged: IONA's Orbix, IBM's SOM, Sun's NEO, and Visigenic's VisiBroker [8] , [34] . Most of ORB implementations support C and C++ mappings. Some ORB vendors have also defined and implemented Java-IDL mapping allowing the invocation of CORBA objects from Java objects [14] . Examples of these products are Joe for NEO, OrbixWeb for Orbix, and VisiBroker for Java [8] , [34] .
The issue of interoperability across multivendor CORBA ORBs is addressed in CORBA 2.0. CORBA 2.0 [34] specifies the General Inter-ORB Protocol (GIOP) which provides a set of message formats and data representations for communications between ORBs. Specifically, it defines: 1) the Common Data Representation (CDR) as data exchange format between an OMG IDL data type and a flat networked message representation, and 2) the Interoperable Object References (IORs) to allow the creation of common object references from ORB specific object references. GIOP is designed to work on top of any communication protocol. The Internet Inter-ORB Protocol (IIOP) is the specification of GIOP over TCP/IP network. Hence, the use of IIOP allows objects distributed over the Internet, on different ORBs, to communicate. Any CORBA 2.0 compliant ORB must support IIOP or provide a gateway to it.
Currently, CORBA is being successfully used to implement distributed applications including multidatabase systems [35] . In general, each component of the system is registered as an object that has an IDL specification and an implementation. Other granularities can also be considered. For example, in the case of an object-oriented database, an object or a group of objects can be registered as one CORBA object. Overall, CORBA provides a robust object infrastructure for implementing distributed applications. These applications are constructed seamlessly from component programs (e.g., legacy systems or new developed systems) that are hosted on different locations on the network and developed using different programming languages and operating systems [5] . However, actual CORBA-based systems still suffer from some limitations such as performance and portability. It is expected that the first limitation will be extensively considered by ORB vendors. We will show in the next subsections that the binding of the Web and Java with CORBA provide a solution to the latter limitation.
WebFINDIT relies on several CORBA ORBs that interoperate via IIOP. It is a deliberate design objective to use whenever possible, standards, such as CORBA, as a communication infrastructure. By doing so, WebFINDIT services will be able to exchange resources with other existing systems.
Java
One language that is gaining popularity for writing Internet applications is Java. Java is a platform independent objectoriented programming language. It was designed to support applications on networks. Java applications can be run anywhere, provided the presence of the Java runtime system. The Java compiler does this by generating the bytecode, which is independent of computer architectures. This bytecode is interpreted by the run time system. It essentially extends the client-server model of the Web, with new functionality such as the possibility to run the code on the user workstation. This functionality allows the to relieve and improve interaction modes with users (e.g., sophisticated data visualization) with Java, where servers send to browsers both data and code necessary to view these data.
One main feature that makes Java ubiquitous is the notion of applet. The user interface can be provided using Java applets. Users can download the user interface from a Web server using a Java-enabled browser. Thus, the user interface is enabled to be available on distributed heterogeneous platforms without any overhead in coding and administration (write one, run everywhere). With regard to distributed applications, several Java technologies (i.e., Java, Java Remote Method InvocationÐJava RMI, JavaBeans, Java Database ConnectivityÐJDBC, etc.) are relevant. These technologies provide object and database access services (Java-to-Java, Java-to-CORBA, and Java-to-databases communication). In particular, there are two main reasons that makes Java a technology of choice in the context of data sharing. First, JDBC is an ODBC-like API (a set of Java classes) that provides a generic interface to SQL interfaced relational databases (e.g., DB2, Sybase, SQL Server, Paradox, Progress, Oracle, mSQL) from Java applications. Second, most DBMS vendors provide Java interfaces.
Binding Java and CORBA
Java and CORBA technologies seem to be converging to provide complementary types of services. CORBA is concerned with the communication between objects implemented in different languages, using different platforms across the network. Java can be used for the implementation of thee objects. However, tools to bridge Java and CORBA are provided in several ways. Thus, Java applications (e.g., a JavaBean) can access components written in different languages and hosted on a variety of computing platforms. As pointed out before, several CORBA ORBs, such as VisiBroker for Java and OrbixWeb, allow Java applications to access CORBA objects. JavaIDL, which is a part of JDK (1.2 beta), is another IIOP compliant ORB. Java applets can be downloaded onto the user machine and used to communicate with system components (e.g., CORBA objects). Java offers a portable infrastructure where an applet may be loaded and executed from any machine in the Internet to communicate with CORBA services without any runtime configuration. In addition JDBC can be used to access SQL relational databases from Java applications. Java and CORBA offer complementary functionality to develop and deploy distributed applications. It is clear that using these two technologies together provides greater flexibility and power than either technology does alone. A robust distributed architecture can be created using Java as programming language, Java applets to provide user interfaces, and CORBA as an integration technology.
WebFINDIT is implemented using Java and CORBA technologies. The current version uses OrbixWeb, VisiBroker for Java, and Orbix. System components (e.g., Oracle, ObjectStore, and mSQL databases) are registered as CORBA objects that communicate via IIOP. Java is used to provide a web-based support for WebFINDIT. JDBC is used as a connectivity gateway to access SQL relational databases.
It should be noted that there are other types of middleware technology besides Java/CORBA [8] . Other technologies, such as HTTP/CGI approach and ActiveX/ DCOM [34] [5] , are also used for developing Intranet and Internet-based applications. It is recognized that the HTTP/ CGI approach may be adequate when there is no need for sophisticated remote server capabilities and no data sharing among databases is required. Otherwise, Java/CORBA approach offers several advantages over HTTP/CGI [14] . We note also that the CORBA's IIOP and HTTP can run on the same networks as both of them uses the Internet as the backbone. Also, the interoperability between CORBA and ActiveX/DCOM is already a reality with the beta-version of Orbix COMet Desktop [20] . Thus, the access to Web databases interfaced using the CGI/HTML or ActiveX/ DCOM will be possible at a minimal cost.
Agent Technology
Agents are software components characterized mainly by their autonomy and adaptivity [31] . These characteristics are of prime importance in allowing dynamic service links in WebFINDIT. This essentially means that agents will monitor the system and user behavior and, subsequently, decide on the creation or removal of a service link. In order to implement this concept of agents in WebFINDIT, we have chosen to use the Voyager agent enabled platform [33] . This choice is mainly motivated by our need to combine agent-based computing with CORBA. Indeed, Voyager is a Java agent-enabled ORB for distributed computing [32] .
Voyager 2.0 combines the power of autonomous agents and object mobility with dynamic CORBA and RMI compatibility. A new version of Voyager supports simultaneous bidirectional communication with EJB and COM programs. It performs as a universal gateway which can translate messages between non-Voyager systems of different standards.
Voyager agents are both autonomous and mobile. They can move independently from one application to another. Mobility feature allows an agent's itinerary to be executed in a distributed fashion. Mobility also allows faster processing (by avoiding network latency by moving closer to an object) and exchanging local and high speed Java messages with the object. Messages in Voyager are delivered by lightweight agents called Messengers. Messages can be of three different types: synchronous, one-way, and future (which returns to the sender immediately without waiting for the completion of the message). In addition, Voyager also supports complete dynamic messaging at run-time. Every object and agent in Voyager has a life span (infinite, based on inactivity, or scheduled to die).
Voyager is among a very few agent platforms that support full native CORBA IDL, IIOP, and bidirectional IDL/Java conversions. Voyager allows the mixed development of static and mobile objects (agents).
Codatabase Agents
Our distributed agents are deployed in such a way that each codatabase has its own associated agent. These codatabase agents are continually working in the background, gathering statistics for the support of dynamic service links. Based on statistics gathered locally and by querying remote agents, a specific formula is computed. Whenever a certain threshold is reached, the agents suggest the modification of the service link configuration.
The codatabases agents are implemented in Java using Voyager. Currently, the statistics are stored for the sake of simplicity in mSQL databases. We plan to have them stored in the codatabases themselves as information about service links is stored in these codatabases. Our current implementation supports only modification of service links between coalitions.
All agents rely on the agent contractor, a Voyager's client (see Fig. 3 ) to know when a user moves from one coalition to another. Each agent stores statistics about all outgoing and incoming service links corresponding to its local coalition. For each service link, the following statistics are gathered:
. The number of times a service link has been traversed. Each agent should only record this for the service links that its codatabase owns. . The number of times that a service link leads to a final destination. Two criteria are used to decide on a final destination:
1. By following a service link, the user either goes straight back or exits the system. The origin of the service link is the final destination. 2. By following a service link, the user shows an interest to the destination coalition of the service link by querying databases in that coalition. This coalition is a final destination. . The number of times that a service link leads to a nonfinal destination. A service link is deemed as no final if a user follows it, but he or she does not initiate any queries (on meta or actual data) or only he or she browses the documentations. In this case, the agent should find and store the actual final destination by following the user's path. Statistics gathered by the agents are periodically (i.e., daily, weekly, etc.) evaluated. The time frames are set by each codatabase administrator. The evaluation will conclude by suggesting to the database provider the creation or the removal of a service link.
The agents will suggest removing a stale service link if the following ratio falls under 20 percent:
xumer of times servie link hs led to finl destintionaxumer of times this servie link hs een trversedX
In order to suggest the creation of a new service link, the agent first calculates the following ratio, namely e:
xumer of times servie link hs een nonfinl destintionaxumer of times this servie link hs een trversedX
If the ratio A is greater than 80 percent, then the agent contacts the remote agent storing the actual final destination (determined as specified previously) to get its final destination ratio (as calculated when deciding on a stale service link), namely f. Now using the two above ratios, e and f, if the product e Â f is greater than 80 percent, then the agent will suggest the creation of a new service link between the origin of the nonfinal destination and the destination of the actual final destination. We should note that the above thresholds (20 percent and 80 percent) are used as illustration and can be modified by the database provider to reflect the requirements. All the above statistics (number of times a service link is traversed, number of times a service link has led to a final destination, etc.) are stored in the mSQL databases and may be consulted by the database administrator. Based on the agents' suggestions, the database provider may eventually modify the service link configuration and remove the corresponding entries (statistics) from the databases.
USING A HEALTHCARE APPLICATION
In order to illustrate the viability of this architecture and show how to query global information system using WebFINDIT, we have used a Healthcare application. Healthcare applications provide a very relevant context where tools such as WebFINDIT can be used. The application supports queries about healthcare related services and enable a large number of heterogeneous and autonomous healthcare providers to communicate with each other. In this application, 13 databases are used (see Fig. 3 ): State Government Funding, RBHÐRoyal Brisbane Hospital, CentreLink, Medibank, MBF, RMIT Medical Research, Queensland Cancer Fund, Australian Taxation Office, Medicare, QUT Research, Ambulance, AMP, and Prince Charles Hospital. Each database has its own codatabase. The 26 databases (databases and their codatabases) are implemented using four different database management systems, namely Oracle, mSQL, DB2, and ObjectStore.
Querying the Healthcare Information Domain
As pointed out before, users in WebFINDIT query the system at two levels: metadata level information about a particular database, etc.) and data level. The following screen-shots show results of different user queries in WebFINDIT. Fig. 4 represents the WebFINDIT's interface after several metadata queries. The first left frame in the window shows the four coalitions of our information space. As the Medical coalition is highlighted, the following frame displays all the instances of this coalition. Note that this coalition contains a hierarchy of classes. The bottom frame shows the outgoing service links from the Royal Brisbane Hospital Management System database. The user can obtain the other service links (relative to the database itself or its coalitions) by selecting the appropriate button. The frame on the right side allows the user to choose among three operations:
. Displaying a documentation of a specific type of the selected database (currently the Royal Brisbane Hospital Management System), the type of the documentation (slow, medium, or fast) depends on the user computer and network capabilities. . Accessing the attributes of this database, . Initiating queries on actual data using SQL. Fig. 5 shows the documentation of the ATO database.
This documentation takes the form of an HTML document. 8 depicts a case where the codatabase agent for the coalition Research (hosted on patras.icis.qut.edu.au) finds a potential new service link that could be added from coalition Research to coalition Superannuation. In this case, the system administrator for the coalition Research agrees to follow the agent's recommendation. When the apply is selected, a request to modify all associated codatabases is submitted. The smaller window indicates that the process was successfully carried out and that all the codatabases associated with coalition Research have been updated.
WebFINDIT PERFORMANCE EVALUATION
In this section, we first give a brief description on the system infrastructure underlying WebFINDIT. We then provide a preliminary assessment of the system's performance.
Computing Infrastructure
We proposed and implemented a scalable and portable architecture of WebFINDIT. This architecture has been implemented using the latest in object and Web technologies, including CORBA, Java, and database connectivity gateways to access native databases. The prototype that we developed uses three different CORBA ORBs that are IIOP compliant, namely Orbix, OrbixWeb, and VisiBroker for Java. These ORBs connect 26 databases (databases and their codatabases). Each database is encapsulated in a CORBA server object (a proxy). These databases are implemented using four different DBMSs: Oracle, mSQL, DB2, and ObjectStore. The JDBC bridge is used to connect relational databases to their CORBA server objects. In this case, the CORBA objects are implemented in Java (OrbixWeb or VisiBroker for Java server objects). The object-oriented databases communicate with the CORBA server objects that are implemented in C++ (Orbix server objects) using C++ method invocation. The user interface is implemented as Java applets that communicate with CORBA objects. The current implementation of our system is based on Solaris (v2.6), JDK (v1.1.5) which includes JDBC (v2.0) (used to access the relational databases), three CORBA products, namely Orbix (v2), OrbixWeb (v3), and VisiBroker (v3.2) for Java. ObjectStore databases are connected to Orbix. Relational databases (stored in Oracle, mSQL, and DB2) are connected to a Java-interfaced CORBA. Oracle databases are connected to VisiBroker, whereas mSQL and DB2 are connected to OrbixWeb (see Fig. 3 ). CORBA server objects use:
. JDBC to communicate with relational databases, . C++ method invocation to communicate with C++ interfaced object-oriented databases from C++ COR-BA servers (both Orbix and ObjectStore support C++ interface) . IIOP to communicate with CORBA objects (see Fig. 3 ). Our experience with the WebFINDIT project has shown that the combination of CORBA, Java, and JDBC offers an effective middleware infrastructure to implement Webresident data sharing architectures. CORBA, combined with metadata repositories (codatabases), provides support for dynamic location and integration of information sources while maintaining their autonomy. CORBA ORBs have proven to be a robust and scalable infrastructure to build large distributed applications [34] . Java allows our system to be deployed dynamically over the Web and provides users with sophisticated interfaces to use it. JDBC is a simple API that can be used to access relational databases from Java applications. Most database products have recently announced their own Java clients. In addition, most of the relational database products provide JDBC drivers. We note that we are not aware of any work that tested the combination of Java, CORBA, and JDBC to connect Web-accessible databases.
Performance Evaluation
Evaluating the performance of the WebFINDIT system is a major aspect of the implementation. We did the experiments based on a set of parameters since there was a lack of benchmarking. The experiments were run with the architecture depicted in Fig. 3 . This installation of WebFINDIT runs on a 10 Mb ethernet LAN. Physical databases and codatabases are stored on Sun SparcStations of varying heritage, including IPX, 5, 10, Ultra 1, and Ultra5 machines. All of these machines run the Solaris v2.6 operating system.
The major goal of these experiments was to identify the critical points of query execution by determining the time the query spent in each component of the system. We classify each query section into the following major components: query processor, codatabase and database CORBA servers, codatabases and databases, and IIOP and other ORB related activities. The set of query classes that we used in the experiments are: display services, display coalitions, display subclasses, display instances, display documentationtypes, display documentation, display database interface(database schema), display database attributes, and actual database queries. Data depicting 100 executions of each query class was collected. The experiments were carried out under a comparatively normal network load. It should be noted that this network was not available for our exclusive use. Fig. 9 (Total Response Time) shows that the Display Documentation query takes much more time to complete than any other query classes. This result was expected since this particular query class has to go to both codatabase and database to produce a result. This means that the query class has to endure two ªheavyº processes (the codatabase and database). In addition, because most complex documentations we used in the experiment were stored in ObjectStore databases, the time shown reflects the retrieval of large files. All of these contribute to the high execution time. Fig. 10 is exactly the same as Fig. 9 with the difference that the former does not include the time spent in the database and associated ORB. The SQL query needs access to the codatabase ORB server and then finds and contacts the database ORB server. Fig. 11 shows that the longest time is spent getting the service links. Indeed, the query processor needs to group the service links into four categories. As mentioned, service links are of four types: coalition to coalition, coalition to database, database to database, and database to coalition. It is this process of grouping the results that makes this query class take the longest. Fig. 12 shows differences in query execution times for each query class. We notice that the Display Service Links query class again takes longest to execute. The differences between these query classes occur primarily for the following reason. The greatest contributing factor is the amount of manipulation required to get the results into a state suitable to be returned. The service link data returned from the codatabase CORBA server is formatted differently to the data stored in the ObjectStore database. It is this ªpackagingº of information which further contributes to the differences in the results. Fig. 13 shows a relatively high time for Display Instances query class when accessing the ObjectStore database. This is to be expected since the instances are stored in a more complex structure than any other codatabase components. In the case of Display Coalitions and Display Subclasses the information is based on the structures that make up the ObjectStore database. These structures are required for almost any query on the database. For the other queries to the right of the Display Instances, their data is located at one place in the database. Display Instances requires ObjectStore to perform a traversal of an inheritance graph. This comparative complexity of the Display Instances query class causes it to take longer. Fig. 14 shows that the highest execution time is in SQL Query class. As mentioned before (see explanation for Fig. 10 ), the reason is that there are more IIOP connections and ORB interactions required than for any other queries.
In both Figs. 15 and 16 , the only query classes which access the database ORB server or the database are Display Documentation and SQL Query. Fig. 15 shows that the Display Documentation query class takes much longer than the SQL Query. This can be attributed again to the amount of ªpackagingº required to return the results. Fig. 16 shows the highest execution time on the Display Documentation query class. The Display Documentation query is a ªheavyº process. As explained above, retrieving a documentation involves the transfer of large files.
We have completed the implementation of the first prototype of the WebFINDIT system. We are currently performing enhancements to the graphical interface to meet more stringent user-friendliness requirements. More extensive performance evaluation is also planned.
CONCLUSION
In this paper, we have presented the design and implementation of WebFINDIT, a system for describing, locating, and accessing data in large networks of databases. Essentially, this project is an effort towards achieving a World Wide Database (WWD). Our project aims at making the WWW a friendly platform for accessing and managing heterogeneous and autonomous databases. In WebFINDIT, data organization, discovery, and sharing in large networks of heterogeneous and autonomous databases is facilitated through the use of coalitions and service links concepts. A codatabase is associated to each information source. It stores relevant metadata on the information source (e.g., location, coalitions, service links, etc.) Codatabases are used to answer queries regarding the available information space and locating sources holding a specific information. One of the features of WebFINDIT is its ability to offer a variety of tools to locate the information of interest, such as documentation that comes with the information. We introduced the WWD-QL language whose purpose is to educate users about the available information space, enable a database to know what other databases contain without violating their autonomy, locate and access data in large networks of databases, and maintain the codatabases.
The current implementation of WebFINDIT uses the state-of-the-art technologies in Web technologies (Java), Distributed Object Computing (CORBA), database API (JDBC), and databases (object-oriented and relational). The real challenge was to fuse and integrate all these technologies to achieve a World Wide Database on top of the World Wide Web. The first implementation was successful in many respects in that we now have a working prototype.
