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Avant-propos
Quant à moi, je proposerais de s’en tenir aux règles suivantes :
1. Ne jamais envisager que des objets susceptibles d’être définis
en un nombre fini de mots ;
2. Ne jamais perdre de vue que toute proposition sur l’infini
doit être la traduction, l’énoncé abrégé de propositions sur le
fini ;
3. Éviter les classifications et les définitions non-prédicatives.
Henri Poincaré,
dans La logique de l’infini
(Revue de Métaphysique et de Morale, 1909).
Réédité dans Dernières pensées, Flammarion.
Le cadre historique naturel de la géométrie algébrique est celui
des polynômes. Le développement de l’Algèbre moderne,
commencé il y a près d’un siècle, a renvoyé les anneaux de
polynômes au statut de cas particulier et les méthodes propres
aux polynômes, comme la Théorie de l’élimination, au
conservatoire. Mais 〈〈 les objets sont têtus 〉〉 et les méthodes
explicites ne cessent de ressurgir. Un calcul est toujours plus
général que le cadre théorique dans lequel on l’enferme à une
période donnée.
Michel Demazure
dans Résultant, discriminant.
L’Enseignement Mathématique (2) 58 (2012), 333-373
Ce mémoire puise sa source dans le livre [6, Northcott, Finite Free Reso-
lutions] (cité dans la suite comme [FFR]) et dans les articles [1] et [2]. Il
est écrit dans la continuation des ouvrages [5, A course in constructive al-
gebra] et [4, Commutative Algebra, Constructive Methods] (cités dans la
suite comme [MRR] et [CACM]).
L’ouvrage en anglais [CACM] est disponible à l’adresse https://arxiv.org/abs/1605.04832.
Une version française légèrement plus étendue se trouve à l’adresse https://arxiv.org/abs/1611.02942.
Si nécessaire nous la citerons comme [ACMC].
En écrivant son livre sur les résolutions libres finies et la théorie de la
profondeur, Northcott semblait poursuivre plusieurs buts bien précis. Le
premier est de libérer la théorie de toute référence à la noethérianité. Le
deuxième est de se libérer des outils de l’algèbre homologique, notamment
en adoptant la définition de Hochster pour la profondeur d’un module rela-
tivement à un idéal de type fini. Le troisième est de donner un traitement
aussi algorithmique que possible des énoncés de la théorie.
– iii –
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iv Avant-propos
De manière étrange ce livre, salué par la critique et régulièrement cité dans
les commentaires bibliographiques comme référence dernière pour la théorie,
n’est jamais vraiment utilisé dans les livres d’algèbre commutative ou de
géométrie algébrique.
L’exposé n’est pourtant pas plus compliqué que les exposés habituels de ces
mêmes théories. Les rares raccourcis qu’offre l’usage intensif de la noethé-
rianité restreignent la portée des théorèmes et surtout semblent interdire
le traitement algorithmique du sujet.
Notre mémoire a pour but de réparer cet état des lieux en offrant un trai-
tement complètement constructif de la théorie de Northcott, et, nous l’es-
pérons, suffisamment clair et élégant. Quelquefois en effet, Northcott ne
réussit pas à se débarrasser de l’usage des idéaux maximaux ou des idéaux
premiers minimaux pour venir à bout de certains résultats. En outre il
utilise quelquefois des arguments d’algèbre homologique déguisés. Enfin il
ne dispose pas à l’époque d’une définition constructive de la dimension de
Krull.
Aujourd’hui les progrès de l’algèbre constructive, résumés dans [MRR],
[CACM], et [8, Constructive Commutative Algebra, 2015] nous permettent
de surmonter tous les obstacles qui ont empêché Northcott de remplir de
manière complètement satisfaisante les buts qu’il s’était fixés.
Nous espérons, dans un autre mémoire à venir, rendre également justice à
l’algèbre homologique, à sa fameuse suite exacte longue, et notamment aux
complexes de Čech et de Koszul. L’attention payée aux méthodes explicites
devrait permettre dans ce cas de simplifier l’exposé de nombreux résultats et
nous débarrasser de la plupart des suites spectrales qui encombrent souvent
le paysage. Mais ne vendons pas la peau de l’ours avant de l’avoir tué.
Les auteurs
6 novembre 2018
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Chapitre 0
Quelques rappels
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Introduction
Ce chapitre est un rappel de définitions et résultats donnés dans [4, CACM]
et qui seront souvent invoqués dans cet ouvrage.
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2 0. Quelques rappels
La section 1 rappelle des définitions données en mathématiques construc-
tives pour des notions bien connues, ou inexistantes, en mathématiques
classiques.
La section 2 donne quelques résultats, qui sont souvent des versions cons-
tructives de résultats, parfois bien connus, établis en mathématiques clas-
siques.
Dans ce chapitre, comme dans tout l’ouvrage sauf mention expresse du
contraire,
les anneaux sont commutatifs et unitaires ,
et les homomorphismes entre anneaux respectent les 1. En particulier, un
sous-anneau a le même 1 que l’anneau.
1. Quelques définitions et notations
Certaines de ces définitions donnent des propriétés équivalentes, qui font
l’objet de théorèmes dans [CACM].
A désigne toujours un anneau .
• Éléments et monoïdes comaximaux
— On appelle monoïde de A un monoïde pour la multiplication (il peut
contenir 0). On note AS ou S−1A le localisé de A en S.
— Un monoïde S dans A est dit saturé lorsque l’implication
∀s, t ∈ A (st ∈ S ⇒ s ∈ S)
est satisfaite. Un monoïde saturé est également appelé un filtre. On
note Ssat le saturé du monoïde S.
— Nous appellerons filtre principal un filtre engendré par un élément :
il est constitué de l’ensemble des diviseurs d’une puissance de cet
élément.
— Des éléments s1, . . ., sn ∈ A sont dits comaximaux si 〈1〉 = 〈s1, . . . , sn〉.
Deux éléments comaximaux sont aussi appelés étrangers.
— Des monoïdes S1, . . ., Sn sont dits comaximaux si chaque fois que
s1 ∈ S1, . . ., sn ∈ Sn, les si sont comaximaux.
• Idéaux déterminantiels et idéaux de Fitting
— Soient m,n ∈ N∗, k ∈ J1..min(m,n)K et G ∈ An×m. L’idéal déter-
minantiel d’ordre k de la matrice G est l’idéal, noté DA,k(G) ou
Dk(G), engendré par les mineurs d’ordre k de G. Pour k 6 0 on pose
par convention Dk(G) = 〈1〉, et pour k > min(m,n), Dk(G) = 〈0〉.
— Une matrice A est dite de rang 6 k si Dk+1(A) = {0}, elle est dite
de rang > k si Dk(A) = {1}, de rang k lorsqu’elle est à la fois de
rang 6 k et > k.
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§1. Quelques définitions et notations 3
— Si G ∈ Aq×m est une matrice de présentation d’un A-module M
donné par q générateurs, les idéaux de Fitting de M sont les idéaux
FA,n(M) = Fn(M) := DA,q−n(G)
où n est un entier arbitraire.
• Matrices
— Deux matrices sont dites équivalentes lorsque l’on passe de l’une à
l’autre en multipliant à droite et à gauche par des matrices inver-
sibles.
— Une manipulation élémentaire de lignes sur une matrice de n lignes
consiste en le remplacement d’une ligne Li par la ligne Li + λLj
avec i 6= j. On la note aussi Li ← Li + λLj . Cela correspond à
la multiplication à gauche par une matrice, dite élémentaire, notée
E(n)i,j (λ) (ou, si le contexte le permet, Ei,j(λ)). Cette matrice est
obtenue à partir de In par la même manipulation élémentaire de
lignes.
La multiplication à droite par la même matrice Ei,j(λ) correspond,
elle, à la manipulation élémentaire de colonnes (pour une matrice
qui possède n colonnes) qui transforme la matrice In en Ei,j(λ) :
Cj ← Cj + λCi.
— Le sous-groupe de SLn(A) engendré par les matrices élémentaires
est appelé le groupe élémentaire et il est noté En(A). Deux matrices
sont dites élémentairement équivalentes lorsque l’on peut passer de
l’une à l’autre par des manipulations élémentaires de lignes et de
colonnes.
— La matrice Ik,q,m =
[
Ik 0k,m−k
0q−k,k 0q−k,m−k
]
est appelée une matrice
simple standard. On note Ik,n pour Ik,n,n et on l’appelle une matrice
de projection standard. Une matrice est dite simple lorsqu’elle est
équivalente à une matrice Ik,q,m.
— Soient E et F deux A-modules, et une application linéaire ϕ : E →
F . Une application linéaire ψ : F → E est appelée un inverse géné-
ralisé de ϕ si l’on a
ϕ ◦ ψ ◦ ϕ = ϕ et ψ ◦ ϕ ◦ ψ = ψ. (1)
— Une application linéaire est dite localement simple lorsqu’elle pos-
sède un inverse généralisé. Une matrice est dite localement simple
lorsque c’est la matrice d’une application linéaire localement simple.
• Anneaux
— A est dit discret (resp. fortement discret) s’il est discret (resp. for-
tement discret) en tant que A-module.
— A est cohérent s’il est cohérent comme A-module. Autrement dit si
tout idéal de type fini est de présentation finie.
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4 0. Quelques rappels
— A est un anneau de Bézout si tout idéal de type fini est principal.
— A est intègre si tout élément est nul ou régulier, quasi intègre (ou
de Baer) si l’annulateur de tout élément est un idempotent.
— A est dit sans diviseur de zéro si lorsque xy = 0, on a x = 0 ou
y = 0.
— A est dit localement sans diviseur de zéro si pour tous x, y tels que
xy = 0, il existe s, t ∈ A avec sx = 0, ty = 0 et s+ t = 1.
— A est appelé un anneau arithmétique si tout idéal de type fini est
localement principal. Il revient au même de dire : pour tous a, b ∈ A,
il existe s, t, v, w tels que
sa = vb, tb = wa et s+ t = 1. (2)
— A est appelé un anneau de Prüfer si tout idéal est plat. Il revient
au même de dire que A est arithmétique et réduit.
— A est un anneau de Prüfer cohérent si, et seulement si, tout idéal de
type fini est projectif. On dit aussi que A semihérédiaire. Il revient
au même de dire que A est arithmétique et quasi intègre.
— A est dit noethérien s’il est noethérien en tant que A-module.
— Un anneau local est un anneau A où est vérifié l’axiome suivant :
∀x, y ∈ A x + y ∈ A× =⇒ (x ∈ A× ou y ∈ A×) . Il revient au
même de demander : ∀x ∈ A x ∈ A× ou 1 − x ∈ A× . Notez que
selon cette définition l’anneau trivial est local. Par ailleurs, les 〈〈ou 〉〉
doivent être compris dans leur sens constructif.
— Un anneau local résiduellement discret est un anneau local dont le
corps résiduel est un corps discret. Un tel anneau A peut être carac-
térisé par l’axiome suivant : ∀x ∈ A x ∈ A× ou 1 + xA ⊆ A×.
— Un anneau est zéro-dimensionnel lorsqu’il vérifie l’axiome suivant :
∀x ∈ A ∃a ∈ A ∃k ∈ N xk = axk+1. Un anneau est dit artinien s’il
est zéro-dimensionnel, cohérent et noethérien.
• Idéaux. a désigne un idéal de l’anneau A
— Les éléments nilpotents dans un anneau A forment un idéal appelé
nilradical, ou encore radical nilpotent de l’anneau. Un anneau est
réduit si son nilradical est égal à 0. Plus généralement le nilradical
d’un idéal a de A est l’idéal formé par les x ∈ A dont une puissance
est dans a. Nous le noterons
√
a ou DA(a). Nous notons aussi DA(x)
pour DA(〈x〉). Un idéal a est appelé un idéal radical lorsqu’il est
égal à son nilradical. L’anneau A/DA(0) = Ared est l’anneau réduit
associé à A.
— L’ensemble des éléments a de A qui vérifient ∀x ∈ A 1 + ax ∈ A×
est un idéal appelé le radical de Jacobson de A. Il sera noté Rad(A).
— On dit que a est localement principal s’il existe s1, . . ., sm coma-
ximaux dans A et des éléments a1, . . ., am de a tels que sia ⊆ 〈ai〉
(pour chaque i). Dans ce cas, on a a = 〈a1, . . . , am〉.
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§1. Quelques définitions et notations 5
— L’idéal contenu d’un polynôme h ∈ A[X1, . . . , Xn], noté cA(h) ou
c(h), est l’idéal de A engendré par les coefficients de h. Le poly-
nôme h est dit primitif si cA(h) = A.
• Localisations, bords de Krull.
— Soient U et I des parties de l’anneau A. Nous notons M(U) le
monoïde engendré par U , et S(I, U) le monoïde 〈I〉
A
+M(U). De
la même manière on note S(a1, . . . , ak;u1, . . . , uℓ) = 〈a1, . . . , ak〉A +
M(u1, . . . , uℓ). Nous disons qu’un tel monoïde admet une description
finie. Le couple ({a1, . . . , ak} , {u1, . . . , uℓ}) est appelé un idéal pre-
mier potentiel fini. L’idéal premier potentiel q = (I, U) est fabriqué
dans le but suivant : lorsqu’on localise en S(I, U), on obtient U ⊆
A×q et I ⊆ Rad(Aq). De même, pour tout idéal premier p tel que
I ⊆ p et U ⊆ A \ p, on a U ⊆ A×p et I ⊆ Rad(Ap). Le couple
q = (I, U) représente donc une information partielle sur un tel idéal
premier. Il peut être considéré comme une approximation de p. Ceci
explique la terminologie d’idéal premier potentiel.
— (Bords de Krull) Soient A un anneau commutatif, x ∈ A et a un
idéal de type fini.
(1) Le bord supérieur de Krull de a dans A est l’anneau quotient
AaK := A/JKA (a) où J KA (a) := a+ (
√
0 : a). (3)
On note J K
A
(x) pour J K
A
(xA) et AxK pour A
xA
K . Cet anneau est
appelé le bord supérieur de x dans A.
On dira que J K
A
(a) est l’idéal bord de Krull de a dans A.
(2) Le bord inférieur de Krull de x dans A est l’anneau localisé
AKx := SKA(x)−1A où SKA(x) = xN(1 + xA). (4)
On dira que SK
A
(x) est le monoïde bord de Krull de x dans A.
— Une version 〈〈 itérée 〉〉 du monoïde SK
A
(x) est le monoïde 〈〈bord de
Krull itéré 〉〉
SK
A
(x0, . . . , xk) := xN0 (x
N
1 · · · (xNk (1+xkA)+ · · ·)+x1A)+x0A) (5)
Pour une suite vide, on définit SK
A
() = {1}.
• Modules. M , N et P désignent des A-modules.
— Un ensemble E est dit discret s’il possède un test d’égalité, i.e. si
l’on a explicitement : ∀x, y ∈ E, x = y ou x 6= y.
— Un groupe (ou un module) G est discret si, et seulement si, il possède
un test d’égalité à 0.
— M est dit fortement discret si, pout tout sous-module de type fini N ,
le module quotient M/N est discret.
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6 0. Quelques rappels
— Pour V = (v1, . . . , vn) ∈ Mn, on appelle module des syzygies entre
les vi, ou encore module des syzygies pour V , le sous-A-module de
An noyau de l’application linéaire V˘ : An → M, (x1, . . . , xn) 7→∑
i xivi.
— Le module M est dit cohérent si tout sous-A-module de type fini est
de présentation finie. Autrement dit si pour tous n ∈ N et V ∈Mn,
le module des syzygies pour V est de type fini, i.e. si l’on a :{
∀n ∈ N, ∀V ∈Mn×1, ∃m ∈ N, ∃G ∈ Am×n, ∀X ∈ A1×n ,
XV = 0 ⇐⇒ ∃Y ∈ A1×m, X = Y G . (6)
— Un A-module P est dit projectif s’il vérifie la propriété suivante.
Pour tous A-modules M, N , pour toute application linéaire surjec-
tive ψ :M → N et toute application linéaire Φ : P → N , il existe
une application linéaire ϕ : P →M telle que ψ ◦ ϕ = Φ.
M
ψ

P
ϕ
>>⑥
⑥
⑥
⑥
Φ
// N
— M est dit noethérien si toute suite infinie croissante (au sens large)
de sous-modules de type fini de M contient deux termes consécutifs
égaux.
— Modules plats.
• Une syzygie dans M est donnée par L ∈ A1×n et X ∈Mn×1 qui
vérifient LX = 0.
• On dit que la syzygie LX = 0 s’explique dans M si l’on trouve
un vecteur Y ∈Mm×1 et une matrice G ∈ An×m qui vérifient :
LG = 0 et GY = X .
• LeA-moduleM est appelé unmodule plat si toute syzygie dansM
s’explique dansM . (En langage intuitif : s’il y a une syzygie entre
éléments de M ce n’est pas la faute au module.)
• Modules projectifs de type fini, groupe de Grothendieck.
— Un A-module projectif de type fini à n générateurs est un moduleM
isomorphe à l’image d’une matrice idempotente F ∈ Mn(A) (F 2 =
F ). On dit encore une matrice de projection. On a l’isomorphisme
An = ImF ⊕KerF ≃M ⊕K.
— On note GK0A l’ensemble des classes d’isomorphisme de modules
projectifs de type fini sur A. C’est un semi-anneau 1 pour les lois
1. Ceci signifie que la structure est donnée par une addition, commutative et associa-
tive, une multiplication, commutative, associative et distributive par rapport à l’addition,
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héritées de ⊕ et ⊗. Le G de GK0 est en hommage à Grothendieck.
Tout élément de GK0A peut être représenté par une matrice idempo-
tente à coefficients dans A. Le produit défini dans GK0A donne par
passage au quotient un produit dans K0A, qui a donc une structure
d’anneau commutatif.
— Le monoïde additif (commutatif) de GK0A n’est pas toujours régu-
lier. Pour obtenir un groupe, on symétrise le monoïde additif GK0A
et l’on obtient le groupe de Grothendieck que l’on note K0A. La
classe du module projectif de type fini P dans K0A se note [P ]K0(A),
ou [P ]A, ou même [P ] si le contexte le permet. Pour un idempotent
e on notera aussi [e] à la place de [eA], lorsque le contexte est clair.
Avec cette notation l’élément neutre pour la multiplication est [1].
— Tout élément de K0A s’écrit sous forme [P ] − [Q]. Les classes de
deux modules projectifs de type fini P et P ′ sont égales dans K0A
si, et seulement si, il existe un entier k tel que P ⊕Ak ≃ P ′ ⊕Ak.
On dit dans ce cas que P et P ′ sont stablement isomorphes.
• Déterminants.
— Un endomorphisme ϕ de M est caractérisé par l’endomorphisme ψ
de An = ImF ⊕ KerF ≃ M ⊕ K obtenu en prolongeant ϕ par
ψ(K) = 0. Si H est la matrice de ψ on a H = HF = FH . Le déter-
minant de ϕ est par définition celui de l’endomorphisme θ obtenu en
prolongeant ϕ par θ|K = IdK . On a donc detϕ = det(H + In − F ).
— Le polynôme RM (X) = det(X IdM ) est appelé le polynôme rang
du module M . Cette terminologie est justifiée par le fait que pour
un module libre de rang k le polynôme rang est égal à Xk. Dans
le cas où l’anneau possède des idempotents 6= 0, 1 un polynôme
rang a la forme générale
∑n
k=0 rkX
k, pour un système fondamental
d’idempotents orthogonaux (r0, . . . , rn).
— Un A-module M est dit quasi libre s’il est isomorphe à une somme
directe finie d’idéaux 〈ei〉 avec les ei idempotents. C’est un cas par-
ticulier de module projectif de type fini. Pour un système fonda-
mental d’idempotents orthogonaux (r0, . . . , rn) le module quasi libre⊕n
k=1(rkA)
k a pour déterminant le polynôme rang
∑n
k=0 rkX
k.
• L’anneau des rangs généralisés H0(A).
— On note H+0 A l’ensemble des classes d’isomorphisme des modules
quasi libres surA. Deux modules quasi libres stablement isomorphes
sont isomorphes, de sorte que H+0 A s’identifie à un sous-semi-anneau
de K0A.
avec un neutre 0 pour l’addition et un neutre 1 pour la multiplication. Par exemple N
est un semi-anneau.
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— Un élément général de H+0 (A) s’écrit
∑n
k=0 k[rk] pour un système
fondamental d’idempotents orthogonaux (r0, . . . , rn). Si l’anneau n’est
pas trivial, le sous-semi-anneau de H+0 (A) engendré par 1 est iso-
morphe à N.
— Le monoïde additif de H+0 (A) est régulier, et le groupe symétrisé
est muni d’une structure naturelle d’anneau qui étend la structure
de H+0 (A). Cet anneau s’appelle l’anneau des rangs (généralisés) de
modules projectifs de type fini sur A, et l’on le note H0(A). C’est
aussi le sous-anneau de K0A engendré par les classes [eA] pour e
idempotent.
— SiM est un A-module projectif de type fini on appelle rang (généra-
lisé) deM et l’on note rgA(M) ou rg(M) l’unique élément de H
+
0 (A),
classe d’un module quasi libre qui a le même polynôme rang que M .
Deux modules projectifs de type fini stablement isomorphes P et P ′
ont même rang puisque rg(P ⊕Ak) = k + rg(P ). En conséquence,
le rang (généralisé) des modules projectifs de type fini définit un
homomorphisme surjectif d’anneaux rgA : K0A→ H0A.
2. Quelques résultats préliminaires
• Lemmes de base
2.1. Principe local-global de base. (recollement concret de solutions
d’un système linéaire, CACM II-2.3) Soient S1, . . ., Sn des monoïdes coma-
ximaux de A, A une matrice de Mm,p(A) et C un vecteur colonne de Am.
Alors les propriétés suivantes sont équivalentes.
1. Le système linéaire AX = C admet une solution dans Ap.
2. Pour i ∈ J1..nK le système linéaire AX = C admet une solution
dans ApSi .
Ce principe vaut également pour les systèmes linéaires à coefficients dans
un A-module M .
2.2. Lemme de Nakayama. (Le truc du déterminant, CACM IX-2.1)
Soient M un A-module de type fini et a un idéal de A.
1. Si aM =M , il existe x ∈ a tel que (1 − x)M = 0.
2. Si en outre a ⊆ Rad(A), alors M = 0.
3. Si N ⊆M , aM +N = M et a ⊆ Rad(A), alors M = N .
4. Si a ⊆ Rad(A) et si X ⊆ M engendre M/aM comme A/a-module,
alors X engendre M comme A-module.
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2.3. Lemme de Dedekind-Mertens . (CACM III-21)
Pour f, g ∈ A[T ] avec m > deg g on a c(f)m+1c(g) = c(f)mc(fg) .
• Matrices
2.4. Lemme du mineur inversible. (Pivot généralisé, CACM II-5.9)
Si une matrice A ∈ Mq,m(A) possède un mineur d’ordre k 6 min(m, q)
inversible, elle est équivalente à une matrice[
Ik 0k,m−k
0q−k,k A1
]
,
avec Dr(A1) = Dk+r(A) pour tout r ∈ Z.
2.5. Lemme de la liberté. (CACM II-5-10)
Considérons une matrice A ∈ Mq,m(A) de rang 6 k avec 1 6 k 6 min(m, q).
Si la matrice A possède un mineur d’ordre k inversible, alors elle est équi-
valente à la matrice
Ik,q,m =
[
Ik 0k,m−k
0q−k,k 0q−k,m−k
]
.
Dans ce cas, l’image, le noyau et le conoyau de A sont libres, respectivement
de rangs k, m − k et q − k. En outre l’image et le noyau possèdent des
supplémentaires libres.
Si i1, . . ., ik (resp. j1, . . ., jk) sont les numéros de lignes (resp. de colonnes)
du mineur inversible, alors les colonnes j1, . . ., jk forment une base du
module ImA, et KerA est le sous-module défini par l’annulation des formes
linéaires correspondant aux lignes i1, . . ., ik.
2.6. Théorème. (Matrices localement simples, CACM II-5.14, II-5.20 et II-5.26)
Soit A ∈Mn,m(A). Notons q = min(m,n).
1. Les propriétés suivantes sont équivalentes.
a. La matrice A est de rang k.
b. La matrice A est localement simple de rang k.
c. La matrice A a même image qu’une matrice de projection de
rang k de Mn(A).
2. Les propriétés suivantes sont équivalentes.
a. La matrice A est localement simple.
b. Il existe une matrice B ∈ Mm,n(A) telle que ABA = A.
c. Le module ImA est facteur direct dans An (i.e., c’est l’image
d’une matrice de projection F ∈Mn(A))
d. Chaque idéal déterminantiel Dk(A) est engendré par un idempo-
tent.
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e. La matrice A devient simple après localisation en des éléments
comaximaux convenables.
f. Chaque idéal déterminantiel Dk(A) est engendré par un idempo-
tent ek et, après localisation en des éléments comaximaux conve-
nables, la matrice A devient équivalente à Diag(e1, e2, . . . , eq)
(complétée par des lignes ou colonnes nulles si n > m ou m > n).
• Modules
2.7. Lemme. (Changement de système générateur, [CACM, section IV-1])
Lorsque l’on change de système générateur fini pour un module de présen-
tation finie, les syzygies entre les nouveaux générateurs forment de nouveau
un module de type fini.
2.8. Lemme. (CACM lemme IV-1.1. Matrices qui présentent un même
module) Pour deux matrices G ∈ Mq,m(A) et H ∈Mr,n(A), les propriétés
suivantes sont équivalentes.
1. Les matrices G et H présentent 〈〈 le même 〉〉 module, c’est-à-dire leurs
conoyaux sont isomorphes.
2. Les deux matrices de la figure ci-dessous sont élémentairement équi-
valentes.
3. Les deux matrices de la figure ci-dessous sont équivalentes.
m r q n
q G 0 0 0
r 0 Ir 0 0
q 0 0 Iq 0
r 0 0 0 H
Les deux matrices
2.9. Proposition. (CACM IV-4.2, quotient d’un module de présentation
finie) Soit N un sous-A-module de M et P = M/N .
1. Si M est de présentation finie et N de type fini, P est de présenta-
tion finie.
2. Si M est de type fini et P de présentation finie, N est de type fini.
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3. Si P et N sont de présentation finie, M est de présentation finie.
Plus précisément, si A et B sont des matrices de présentation pour
N et P , on a une matrice de présentation D =
A C
0 B
pour
M .
2.10. Théorème. (Surjectif implique bijectif, CACM IV-5.2)
Soit M un A-module de type fini.
1. Soit ϕ : M → M une application linéaire surjective. Alors, ϕ est
un isomorphisme et son inverse est un polynôme en ϕ.
2. Si un quotient M/N de M est isomorphe à M , alors N = 0.
3. Tout élément ϕ inversible à droite dans EndA(M) est inversible, et
son inverse est un polynôme en ϕ.
2.11. Lemme de Schanuel. [CACM V-2.1 et V-2.8]
1. On considère deux applications A-linéaires surjectives de même image
P1
ϕ1−→M → 0 et P2 ϕ2−→M → 0
avec P1 et P2 projectifs.
a. Il existe des isomorphismes réciproques
α, β : P1 ⊕ P2 → P1 ⊕ P2
tels que
(ϕ1 ⊕ 0P2) ◦ α = 0P1 ⊕ ϕ2 et ϕ1 ⊕ 0P2 = (0P1 ⊕ ϕ2) ◦ β.
b. NotonsK1 = Kerϕ1 et K2 = Kerϕ2. Par restriction de α et β on
obtient des isomorphismes réciproques entre K1⊕P2 et P1⊕K2.
2. (Lemme de Schanuel) On considère deux suites exactes :
0 → K1 j1−→ P1 ϕ1−→ M → 0
0 → K2 j2−→ P2 ϕ2−→ M → 0
avec les modules P1 et P2 projectifs. Alors, K1 ⊕ P2 ≃ K2 ⊕ P1.
2.12. Théorème. (Structure locale et idéaux de Fitting d’un module
projectif de type fini, CACM V-6.1)
1. Un A-module P de présentation finie est projectif de type fini si, et
seulement si, ses idéaux de Fitting sont (engendrés par des) idempo-
tents.
2. Plus précisément pour la réciproque, supposons qu’un A-module P
de présentation finie ait ses idéaux de Fitting idempotents, et que la
matrice G ∈ Aq×n soit une matrice de présentation de P , corres-
pondant à un système de q générateurs.
Notons fh l’idempotent qui engendre Fh(P ), et rh := fh − fh−1.
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a. (r0, . . . , rq) est un système fondamental d’idempotents orthogonaux.
b. Soient th,j un mineur d’ordre q−h de G, et sh,j := th,jrh. Alors,
le A[1/sh,j]-module P [1/sh,j] est libre de rang h.
c. Les éléments sh,j sont comaximaux.
d. On a rk = 1 si, et seulement si, la matrice G est de rang q − k.
e. Le module P est projectif de type fini.
3. En particulier, un module projectif de type fini devient libre après
localisation en un nombre fini d’éléments comaximaux.
2.13. Lemme du nombre de générateurs local. (CACM IX-2.4)
Soit A un anneau et M un A-module de type fini.
1. Supposons A local.
a. Le module M est engendré par k éléments si, et seulement si,
son idéal de Fitting Fk(M) est égal à A.
b. Si en outre A est résiduellement discret et M de présentation
finie, le module admet une matrice de présentation dont tous les
coefficients sont dans l’idéal maximal RadA.
2. En général, pour k ∈ N, les propriétés suivantes sont équivalentes.
a. L’idéal déterminantiel Fk(M) est égal à A.
b. Il existe des éléments comaximaux sj tels que après extension des
scalaires à chacun des A[1/sj ], M est engendré par k éléments.
c. Il existe des monoïdes comaximaux Sj tels que chacun des MSj
est engendré par k éléments.
d*. Après localisation en n’importe quel idéal premier, M est engen-
dré par k éléments.
• Principe local-global
2.14. Principe local-global concret. (Recollement concret de propriétés
de finitude pour les modules, CACM XV-2.2) Soient S1, . . ., Sn des mo-
noïdes comaximaux de A et M un A-module. Alors on a les équivalences
suivantes.
1. M est de type fini si, et seulement si, chacun des MSi est un ASi-
module de type fini.
2. M est de présentation finie si, et seulement si, chacun des MSi est
un ASi-module de présentation finie.
3. M est plat si, et seulement si, chacun des MSi est un ASi-module
plat.
4. M est projectif de type fini si, et seulement si, chacun des MSi est
un ASi-module projectif de type fini.
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5. M est projectif de rang k si, et seulement si, chacun des MSi est
un ASi-module projectif de rang k.
6. M est cohérent si, et seulement si, chacun des MSi est un ASi-co-
hérent.
7. M est noethérien si, et seulement si, chacun des MSi est un ASi-
module noethérien.
2.15. Principe local-global concret. (Recollement concret de propriétés
des anneaux commutatifs, CACM XV-2.3) Soient S1, . . ., Sn des monoïdes
comaximaux et a un idéal de A. Alors on a les équivalences suivantes.
1. A est cohérent si, et seulement si, chaque ASi est cohérent.
2. A est localement sans diviseur de zéro si, et seulement si, chaque
ASi est localement sans diviseur de zéro.
3. A est quasi intègre si, et seulement si, chaque ASi est quasi intègre.
4. A est réduit si, et seulement si, chaque ASi est réduit.
5. L’idéal a est localement principal si, et seulement si, chaque aSi est
localement principal.
6. A est arithmétique si, et seulement si, chaque ASi est arithmétique.
7. A est de Prüfer si, et seulement si, chaque ASi est de Prüfer.
8. L’idéal a est intégralement clos si, et seulement si, chaque aSi est
intégralement clos.
9. A est normal si, et seulement si, chaque ASi est normal.
10. A est de dimension de Krull 6 k si, et seulement si, chaque ASi est
de dimension de Krull 6 k.
11. A est noethérien si, et seulement si, chaque ASi est noethérien.
Machinerie locale-globale à idéaux premiers. (CACM section XV-5)
Lorsque l’on relit une démonstration constructive, donnée pour le cas d’un
anneau local résiduellement discret, avec un anneau A arbitraire, que l’on
considère au départ comme A = AS(0;1) et qu’à chaque disjonction (pour
un élément a qui se présente au cours du calcul dans le cas local)
a ∈ A× ou a ∈ Rad(A),
on remplace l’anneau 〈〈en cours 〉〉 AS(I,U) par les deux anneaux AS(I;U,a)
et AS(I,a;U) (dans chacun desquels le calcul peut se poursuivre), on obtient,
à la fin de la relecture, une famille finie d’anneaux AS(Ij ,Uj) avec les mo-
noïdes S(Ij , Uj) comaximaux et Ij , Uj finis. Dans chacun de ces anneaux,
le calcul a été poursuivi avec succès et a donné le résultat souhaité.
• Dimension de Krull
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Rappelons qu’en mathématiques classiques la dimension de Krull d’un an-
neau est −1 si, et seulement si, l’anneau n’admet pas d’idéal premier, ce
qui signifie qu’il est trivial.
Le théorème suivant donne alors en mathématiques classiques une caracté-
risation inductive élémentaire de la dimension de Krull d’un anneau com-
mutatif.
2.16. Théorème∗ . (CACM, XIII-2.2) Pour un anneau commutatif A et
un entier k > 0 les propriétés suivantes sont équivalentes.
1. La dimension de Krull de A est 6 k.
2. Pour tout x ∈ A la dimension de Krull de AxK est 6 k − 1 (voir
page 5 pour AxK).
3. Pour tout x ∈ A la dimension de Krull de AKx est 6 k − 1.
NB. Ceci est un théorème de mathématiques classiques qui ne peut pas
admettre de démonstration constructive.
La définition constructive de la dimension de Krull s’ensuit, une définition
équivalente est la suivante.
2.17. Définition. (Définition constructive de la dimension de Krull)
— Une suite (x0, . . . , xk) dansA est dite singulière si 0 ∈ SKA(x0, . . . , xk).
Autrement dit s’il existe a0, . . ., ak ∈ A et m0, . . ., mk ∈ N tels que :
xm00 (x
m1
1 (· · · (xmkk (1 + akxk) + · · ·) + a1x1) + a0x0) = 0.
— La dimension de Krull de A est dite 6 k si, et seulement si, toute
suite (x0, . . . , xk) dans A est singulière (cette définition est équiva-
lente à la définition usuelle en mathématiques classiques). On note
KdimA 6 k pour dire que la dimension de Krull de A est 6 k.
2.18. Principe local-global concret. (CACM XIII-3.2, pour la dimen-
sion de Krull)
Soient S1, . . ., Sn des monoïdes comaximaux d’un anneau A et k ∈ N.
1. Une suite est singulière dans A si, et seulement si, elle est singulière
dans chacun des ASi .
2. L’anneau A est de dimension de Krull 6 k si, et seulement si, les
ASi sont de dimension de Krull 6 k.
2.19. Théorème. (Théorème de Kronecker-Heitmann, avec la dimension
de Krull, non noethérien, CACM XIV-1.3)
1. Soit n > 0. Si KdimA < n et b1, . . ., bn ∈ A, il existe x1, . . ., xn tels
que pour tout a ∈ A, DA(a, b1, . . . , bn) = DA(b1+ax1, . . . , bn+axn).
2. En conséquence, dans un anneau de dimension de Krull 6 n, tout
idéal de type fini a même nilradical qu’un idéal engendré par au plus
n+ 1 éléments.
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Recollements en profondeur 2 . . . . . . . . . . . . . . . . . 44
Dans ce chapitre, E et F désignent des A-modules.
1. Systèmes d’éléments coréguliers
Un principe local-global relatif à la régularité
Dans l’ouvrage [CACM] les principales variantes du principe local-global
étaient basées sur les familles d’éléments comaximaux, c’est-à-dire les fa-
milles finies qui engendrent l’idéal 〈1〉. Une notion un peu plus faible est
suffisante pour les questions de régularité : il s’agit des familles finies qui
engendrent un idéal E-régulier.
1.1. Définition.
1. Une famille finie (a1, . . . , an) d’un anneau A est appelée un système
d’éléments coréguliers si l’idéal 〈a1, . . . , an〉 est fidèle 1.
2. On dit qu’un élément a ∈ A est E-régulier (ou régulier pour E) si :
∀x ∈ E, (ax = 0 =⇒ x = 0).
3. Un idéal a ⊆ A est dit E-régulier si :
∀x ∈ E, (a x = 0 =⇒ x = 0).
On utilisera souvent de manière implicite le lemme facile suivant, qui est
une variante du lemme [CACM, V-7.2], lequel était énoncé pour les sys-
tèmes d’éléments comaximaux.
1.2. Fait. (Lemme des localisations corégulières successives)
Si s1, . . ., sn sont des éléments coréguliers de A et si pour chaque i, on a
des éléments
si,1
si
ni,1
, . . . ,
si,ki
si
ni,ki
,
coréguliers dans A[1/si], alors les sisi,j sont coréguliers dans A.
1.3. Lemme. (Une première astuce (a, b, ab))
On suppose que l’idéal 〈a, c2, . . . , cn〉 et l’élément b sont E-réguliers. Alors
l’idéal 〈ab, c2, . . . , cn〉 est E-régulier.
J Soit x ∈ E tel que abx = c1x = · · · = cnx = 0.
Alors abx = c1bx = · · · = cnbx = 0, donc bx = 0, donc x = 0. 
On a le corolaire immédiat suivant 2.
1. À ne pas confondre avec la notion de suite corégulière introduite par Bourbaki,
comme notion duale de celle de suite régulière.
2. On aurait pu aussi remarquer que pour q assez grand, l’idéal 〈a1, . . . , an〉q, qui
est E-régulier, est contenu dans l’idéal
〈
a
p
1
, . . . , a
p
n
〉
.
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1.4. Lemme. Soient 〈a1, . . . , an〉 un idéal E-régulier et p ∈ N.
Alors l’idéal
〈
ap1, . . . , a
p
n
〉
est E-régulier.
Notons que l’affirmation 〈〈b estE-régulier 〉〉 est stable par localisation lorsque b
est de type fini. Ceci donne l’implication dans le sens direct pour le point
3 dans le principe local-global qui suit.
1.5. Principe local-global concret. (Pour la régularité)
Soient E un A-module, b, a1, . . ., an ∈ A, x ∈ E, et b un idéal de type
fini. On suppose que l’idéal 〈a1, . . . , an〉 est E-régulier.
1. On a x = 0 si, et seulement si, x = 0 dans chaque E[1/ai].
2. L’élément b est E-régulier si, et seulement si, il est E[1/ai]-régulier
pour chaque i.
3. L’idéal b est E-régulier si, et seulement si, il est E[1/ai]-régulier
pour chaque i.
J 1. Si x = 0 dans E[1/ai] il y a un exposant ki tel que a
ki
i x = 0 dans E.
On conclut par le lemme 1.4 (avec le module Ax) que x = 0.
3. Supposons que b est E[1/ai]-régulier pour chaque i, et b x = 0. Alors x =
0 dans chaque E[1/ai], donc x = 0 par le point 1. 
Théorème de McCoy et variantes
Comme application du principe local-global 1.5, nous donnons une nouvelle
démonstration d’un théorème de McCoy ([CACM, II-5.22 point 2.]).
1.6. Théorème de McCoy. Une matrice M ∈ Am×n est injective si, et
seulement si, l’idéal déterminantiel Dn(M) est fidèle.
J L’implication 〈〈 si 〉〉 est simple. Montrons que si la matrice M est injec-
tive, l’idéal Dn(M) est fidèle. On raisonne par récurrence sur le nombre de
colonnes. Puisque M est injective, les coefficients de la première colonne
(qui représente l’image du premier vecteur de base), engendrent un idéal
fidèle. Par le principe local-global 1.5 page 17, il suffit donc de démontrer
que Dn(M) est fidèle sur l’anneau Aa = A[1/a], où a est un coefficient de
la première colonne.
Sur cet anneau il est clair que la matriceM est équivalente à une matrice de
la forme
1 0
0 N
. En outre N est injective donc par hypothèse de récurrence
l’idéal Dn−1(N) est fidèle sur Aa. Enfin DAa,n−1(N) = DAa,n(M). 
Remarques.
1) La démonstration donne aussi que si m < n et M injective, alors l’an-
neau est trivial. En effet à chaque étape de récurrence, quand on rem-
place M par N la différence m − n reste constante. Donc si m < n on
Résolutions libres finies Méthodes constructives
Thierry Coquand, Henri Lombardi, Claude Quitté & Claire Tête
6 novembre 2018 [2:21] Fichier:A-Profondeur chapitre:I
18 I. Théorie de la profondeur
obtient 〈〈à l’initialisation 〉〉 une application injective de A0 dans An−m ce
qui implique 1 = 0 dans A. Ceci est conforme à l’énoncé général de la pro-
position 1.6, car pour m < n, Dn(M) = 0, et si 0 est un élément régulier,
l’anneau est trivial.
2) On trouve souvent dans la littérature le théorème de McCoy énoncée
comme suit, sous forme contraposée (en apparence).
Si l’idéal n’est pas fidèle, l’application n’est pas injective.
Ou encore de manière plus précise.
Si un élément x ∈ A non nul annule Dn(M), il existe un vecteur colonne
non nul C ∈ Am×1 tel que MC = 0.
Malheureusement, cet énoncé ne peut être démontré qu’avec la logique
classique, et l’existence du vecteur C ne peut pas résulter d’un algorithme
général. Voici un contre-exemple, bien connu des numériciens. SiM est une
matrice à coefficients réels avec m < n, on ne sait pas produire un vecteur
non nul dans son noyau tant que l’on ne connaît pas le rang de la matrice.
Par exemple pourm = 1 et n = 2, on donne deux réels (a, b), et l’on cherche
un couple (c, d) 6= (0, 0) tels que ac+ bd = 0. Si le couple (a, b) est a priori
indiscernable du couple (0, 0), il est impossible de fournir un couple (c, d)
convenable tant que l’on n’a pas élucidé si |a|+ |b| est nul ou non.
Un (autre) lemme de McCoy
La proposition suivante reprend pour l’essentiel le corolaire [CACM, III-
2.3], qui était énoncé pour E = A.
1.7. Proposition. (Lemme de McCoy)
Soient E un A-module et f un polynôme de A[X ]. Les propriétés suivantes
sont équivalentes.
1. L’élément f est E[X]-régulier, i.e. (0E[X] : f)E[X] = 0E[X].
2. L’idéal c(f) est E-régulier, i.e.
(
0E : c(f)
)
E
= 0E.
3. Pour tout x ∈ E, x f = 0 ⇒ x = 0, i.e. (0E[X] : f)E = 0E.
J Les points 2 et 3 ont la même signification, et il est clair que le point 3
est un cas particulier du point 1. Ce qui est vraiment l’objet du lemme est
l’implication 3 ⇒ 1.
Il suffit de voir le cas des polynômes en une seule variable (le cas général
peut s’en déduire en utilisant l’astuce de Kronecker).
Comme indiqué dans le corolaire [CACM, III-2.3], c’est une conséquence
facile du lemme de Dedekind-Mertens 0-2.3. 
Remarque. En fait nous utilisons la variante 〈〈pour les modules 〉〉 du lemme
de Dedekind-Mertens : Pour f ∈ A[T ] et g ∈ E[T ] avec m > deg g on a
c(f)m+1c(g) = c(f)mc(fg).
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Ici le contenu c(g) du polynôme g ∈ E[T ] est le sous-A-module de E
engendré par les coefficients de g. La variante pour les modules est une
conséquence du lemme lui-même. En effet ce lemme peut être vu comme
une famille d’identités algébriques reliant les coefficients de f et de g. Ces
identités algébriques sont toutes linéaires par rapport aux coefficients de g.
Or toute identité algébrique linéaire par rapport à certaines des indéter-
minées peut être évaluée en spécialisant les indéterminées dans un anneau
arbitraire A, sauf certaines des indéterminées 〈〈 linéaires 〉〉 qui peuvent être
spécialisées en des éléments d’un A-module arbitraire E.
2. Suites E-régulières, suites de Kronecker
Suites E-régulières
On a défini la notion suite régulière dans un anneau en [CACM, IV-2.3].
On la généralise comme suit.
2.1. Définition. Une suite finie (a1, . . . , an) dans A est dite E-régulière si
les conditions suivantes sont satisfaites :
— a1 est E-régulier,
— a2 est E-régulier modulo a1E, i.e., a2 est (E/a1E )-régulier,
— a3 est E-régulier modulo a1E + a2E,
— . . .
— an est E-régulier modulo a1E + · · ·+ an−1E.
Nous n’imposons pas de condition négative du style 〈a1, . . . , an〉E 6= E.
La définition d’une suite E-régulière pourrait aussi être dite comme suit :
— a1 est E-régulier,
— a2 est E-régulier sur l’anneau A/〈a1〉,
— a3 est E-régulier sur l’anneau A/〈a1, a2〉,
— . . .
Dans le cas où E = A, on retrouve les notions usuelles d’élément régulier,
d’idéal fidèle et de suite régulière ([CACM, IV-2.3]).
2.2. Exemples.
1) Dans k[X,Y, Z]/〈X(Y − 1)〉 = k[x, y, z], la suite (y, z(y − 1)) est régu-
lière, mais pas celle obtenue en changeant l’ordre des deux termes (on a en
effet y(z − x) = 0 avec z − x 6= 0 dans le quotient considéré, si k 6= 0).
Ce phénomène désagréable sera contourné au moment de définir la profon-
deur.
2) Si la suite (a1, a2) est A-régulière, alors d’une part a1 est régulier, et
d’autre part, a1a2 est le ppcm de a1 et a2, c’est-à-dire : 〈a1〉∩〈a2〉 = 〈a1a2〉.
Inversement si a1 et a2 sont réguliers, et si a1a2 est le ppcm de a1 et a2,
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alors les suites (a1, a2) et (a2, a1) sont A-régulières.
Notons qu’il ne suffit pas que a1 et a2 aient pour pgcd 1, comme le montre
l’exemple des suites (x3, x2) et (x2, x3) qui ne sont pas régulières dans l’an-
neau Z[x2, x3] (la première parce que x4x2 ≡ 0 mod x3 alors que x4 6≡ 0 mod x3
car Z[x2, x3]
/〈
x3
〉
= Z[x2]
/〈
x6
〉
, la seconde parce que x3x3 ≡ 0 mod x2
alors que x3 6≡ 0 mod x2 car Z[x2, x3]/〈x2〉 = Z[x3]/〈x6〉).
3) Un exemple particulièrement significatif, qui relie l’existence de suites
régulières et la dimension de Krull, est le suivant. Soit k un corps discret
non trivial, a un idéal de type fini de A = k[X1, . . . , Xn] et B = A/a.
Soit d ∈ J−1..nK la dimension de Krull de B (on sait que c’est un entier
bien défini). Alors, on va voir que si d < n, l’idéal a contient une suite
régulière de longueur n− d.
Tout d’abord, si d = −1, l’idéal a contient 1, il contient des suites régulières
(formées de 1) arbitrairement longues.
Si d ∈ J0..n−1K, en mettant l’idéal en position de Noether on obtient après
un changement de variables adéquat
A = k[Y1, . . . , Yn] et B = k[Y1, . . . , Yd][yd+1, . . . , yn],
avec les yi entiers sur C = k[Y1, . . . , Yd]. Pour chaque i > d soit fi(Yi) ∈ a
un polynôme unitaire de C[Yi] (fi annule yi).
Montrons que la suite (fn, . . . , fd+1) est une suite régulière de A. Le poly-
nôme fn est unitaire en Yn donc régulier. On considère le quotient
B1 = A/〈fn〉 = C[Yd+1, . . . , Yn−1, yn] = A1[Yn−1].
Le polynôme fn−1 est unitaire en Yn−1 donc régulier dans A1[Yn−1].
Et ainsi de suite.
4) Une généralisation partielle est la suivante. Soit k un anneau arbitraire, a
un idéal de type fini de A = k[X1, . . . , Xn] et B = A/a. On suppose que B
est finie sur k. Alors a contient une suite régulière de longueur n. La démon-
stration est la même que pour l’exemple précédent, mais ici la 〈〈position de
Noether 〉〉 est inutile puisqu’on peut prendre C = k.
2.3. Lemme. Soient E et F des A-modules et (a) = (a1, . . . , an) une suite
dans A. Alors (a) est E×F -régulière si, et seulement si, elle est E-régulière
et F -régulière.
J La démonstration est laissée au lecteur. 
2.4. Lemme. Si (a1, . . . , an) est une suite E-régulière, chaque ai est E-
régulier modulo les aj 6= ai.
J Comme (ai, . . . , an) est E-régulière modulo 〈(aj)j<i〉, il suffit de dé-
montrer le cas a1. Nous donnons la démonstration pour n = 4. Une dé-
monstration par récurrence en bonne et due forme est possible, et plus
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courte. Considérons une syzygie
∑4
i=1 aixi = 0. Nous devons montrer que
x1 ∈ 〈a2, a3, a4〉E.
Comme a4 est E-régulier modulo 〈a1, a2, a3〉 on peut écrire x4 = a1y1 +
a2y2 + a3y3, de sorte que
a1(x1 + a4y1) + a2(x2 + a4y2) + a3(x3 + a4y3) = 0.
Comme a3 est E-régulier modulo 〈a1, a2〉 on peut écrire x3+a4y3 = a1z1+
a2z2, de sorte que a1(x1 + a4y1+ a3z1)+ a2(x2+ a4y2+ a3z2) = 0. Comme
a2 est E-régulier modulo a1 on peut écrire x2 + a4y2 + a3z2 = a1t1. Donc
a1(x1+a4y1+a3z1+a2t1) = 0. Comme a1 est E-régulier, x1+a4y1+a3z1+
a2t1 = 0 et x1 ∈ 〈a2, a3, a4〉E. 
Suite qui reste exacte modulo un élément régulier
2.5. Proposition.
1. On considère une suite exacte de A-modules
E
ϕ−−→ F ψ−−→ G η−−→ H,
et a ∈ A un élément H-régulier. Alors la suite de A-modules
E/aE
ϕ−−→ F/aF ψ−−→ G/aG
est exacte.
2. En conséquence, si l’on a une suite exacte
En
ϕn−−→ En−1 −−→ · · · · · · ϕm+1−−→ Em,
et si a ∈ A est Ej-régulier pour j ∈ Jm..n − 3K, alors on a aussi la
suite exacte
En/aEn
ϕn−−→ En−1/aEn−1 −−→ · · · · · · ϕm+2−−→ Em+1/aEm+1.
J Soit y ∈ F tel que ψ(y) ∈ aG. On doit trouver un x ∈ E tel que
ϕ(x) ≡ y mod aF.
On écrit ψ(y)− az = 0 avec z ∈ G. On applique η ce qui donne aη(z) = 0,
donc η(z) = 0, et il existe u ∈ F avec ψ(u) = z. Donc ψ(y − au) = 0 et il
existe x ∈ E tel que ϕ(x) = y − au. 
2.6. Corolaire. Soit H un A-module et a ∈ A un élément H-régulier.
1. On suppose que l’on a une suite exacte 0 → F ψ−−→ G η−−→ H.
Alors on a une nouvelle suite exacte 0→ F/aF ψ−−→ G/aG.
2. Si la suite 0→ F ψ−−→ G η−−→ H → 0 est exacte, alors la suite
0→ F/aF ψ−−→ G/aG η−−→ H/aH → 0
est aussi une suite exacte.
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J 2. On remarque que a est {0}-régulier, on applique deux fois le premier
point de la proposition 2.5, et la surjectivité de η est claire. 
Un lemme de simplification
Le lemme suivant est une simple variante du lemme de Nakayama.
2.7. Lemme. Soit b ⊆ A un idéal et E un A-module de type fini tel
que E = bE.
1. Il existe b ∈ b tel que (1− b)E = 0.
2. (Lemme de simplification) Si E est fidèle, 1 ∈ b.
3. (Nakayama) Si b ⊆ Rad(A), E = 0.
J Le point 1 est un 〈〈 truc du déterminant 〉〉 donné dans le lemme de Na-
kayama 0-2.2. Le reste suit. 
Changement d’anneau de base et suite régulière
Il est clair qu’une suite dans un produit fini d’anneaux est E-régulière si, et
seulement si, son extension des scalaires à chaque facteur est E-régulière.
2.8. Principe local-global concret. (Pour les suites régulières)
Les suites E-régulières restent E-régulières par localisation, et une suite qui
est E-régulière après localisation en des monoïdes comaximaux est E-régu-
lière.
Plus généralement, on a le résultat suivant.
2.9. Proposition. Soit ρ : A → B une A-algèbre, (a) = (a1, . . . , an)
dans A et E un A-module. Notons (a′) =
(
ρ(a1), . . . , ρ(an)
)
et E′ = ρ⋆(E).
1. Si B est plate sur A et (a) est une suite E-régulière, alors (a′) est
une suite E′-régulière.
2. Si B est fidèlement plate sur A, alors (a) est une suite E-régulière
si, et seulement si, (a′) est une suite E′-régulière.
J En effet le fait que la suite est régulière signifie que l’on a des suites
exactes
0 → E ·×a1−−→ E
0 → E/a1E ·×a2−−→ E/a1E
0 → E/(a1E + a2E) ·×a3−−→ E/(a1E + a2E)
...
...
On applique donc les résultats concernant la platitude (ou fidèle platitude)
et les suites exactes. 
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Dans la suite nous utilisons souvent des morphismes ρ : A → B comme
changements d’anneau de base, et nous commettons l’abus de langage sui-
vant : étant donné un A-module E, nous disons qu’une suite dans B est
E-régulière pour signifier qu’elle est ρ⋆(E)-régulière.
Lemmes d’échange, suite de Kronecker E-régulière
Dans la suite, sauf mention contraire, E désigne un A-module arbitraire.
2.10. Lemme. (Premier lemme d’échange)
1. Soit (b1, b2) une suite E-régulière dans A. Si b2 est E-régulier, la
suite (b2, b1) est également E-régulière.
2. Plus généralement si (b1, . . . , bm) est une suite E-régulière et k ∈J2..mK, la suite obtenue en permutant bk−1 et bk est aussi E-régulière
si, et seulement si, l’élément bk est régulier modulo
∑
j:j6k−2 bjE.
J 1. L’élément b2 est E-régulier par hypothèse, et b1 est E-régulier mo-
dulo b2 par calcul direct (ou d’après le lemme 2.4).
2. L’implication directe est donnée par le lemme 2.4.
Pour l’implication réciproque, il suffit de traiter le cas m = k = 2, ce qui
est le point 1. 
2.11. Corolaire. (Deuxième lemme d’échange)
SoitA un anneau cohérent, E un module de présentation finie et (b1, . . . , bm)
une suite E-régulière contenue dans Rad(A). Alors toute suite obtenue par
permutation des bi est également E-régulière.
J D’après le premier lemme d’échange il suffit de montrer que pour k > 1, bk
est régulier modulo le module
Ek−2 =
∑
j:j6k−2
bjE.
Or en passant au quotient par ak−2 = 〈(bi)i6k−2〉 on a de nouveau un
anneau cohérent avec les bj dans Rad(A/ak−2 ). Il suffit donc de faire la
démonstration pour k = 2, c’est-à-dire de voir que b2 est E-régulier.
Supposons b2x = 0. Puisque b2 est E-régulier modulo b1 on a x = b1y
pour un certain y. On a b2b1y = 0, donc b2y = 0. On vient de montrer
que (0 : b2)E = b1 (0 : b2)E . Comme b1 ∈ Rad(A) et (0 : b2)E est de type
fini, on conclut par le lemme de Nakayama 2.7 que (0 : b2)E = 〈0〉. 
Remarques. 1) Considérons une suite régulière (a1, . . . , an) dans un anneau
local cohérent résiduellement discret. Alors si 1 /∈ 〈a1, . . . , an〉 le lemme
d’échange s’applique. Mais naturellement la suite régulière (1, 0) ne satisfait
pas le lemme d’échange, à moins que l’anneau soit trivial.
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2) Le corolaire 2.11 est le plus souvent énoncé dans la littérature classique
en suppossant que l’anneauA est noethérien. En mathématiques classiques,
tout anneau noethérien est cohérent, mais ce n’est pas vrai en général d’un
point de vue constructif. La version constructive du théorème classique
serait donc de demander que l’anneau soit cohérent noethérien. En fait,
on voit que la noethérianité n’a rien à voir dans l’affaire. Dans l’exemple
qui suit par contre, on voit que l’hypothèse de cohérence est absolument
nécessaire.
2.12. Exemple. Cet exemple a été construit avec l’aide d’un logiciel de
calcul formel 3. On considère un corps discret k et l’anneau
A = k[a, b, z0, z1, . . .]/〈b0, z0 − az1, b1, z1 − az2, b2, . . .〉
avec des indéterminées a, b, (zn)n∈N. On vérifie que l’idéal m = 〈a, b〉 est
maximal (le quotient est isomorphe à k). En posant B = A1+m on constate
que (a, b) une suite régulière dans RadB. Cependant b n’est pas régulier
car z0 est non nul dans B. Ainsi B est nécessairement non cohérent, et
l’on constate d’ailleurs que AnnB(b) = 〈(zn)n∈N〉 n’est pas de type fini. A
fortiori, B n’est pas noethérien : la suite des idéaux ak = 〈(zk)k6n〉 est
strictement croissante.
Si l’on note C = k[a, b, z]/〈b〉 et ϕ : C → C le morphisme d’anneaux
qui envoie (a, b, z) sur (a, b, az) on voit que A est la limite inductive du
diagramme
(
(Cn)n∈N, (ϕ : Cn → Cn+1)n∈N
)
avec tous les Cn égaux à C.
Notons que cet exemple 〈〈purement algébrique 〉〉 est plus simple que celui
habituellement cité [3, Dieudonné, 1966].
2.13. Corolaire. (Troisième lemme d’échange)
Soit a un idéal de type fini et (b1, . . . , bm) une suite E-régulière contenue
dans a. Soit f ∈ A[X ] un polynôme (en une ou plusieurs variables) de
contenu égal à a.
Alors on obtient une suite E-régulière dans l’idéal a[X] de A[X ] en insé-
rant f à n’importe quelle position dans la suite (b1, . . . , bm−1).
J On commence par montrer que la suite (b1, . . . , bm−1, f) est régulière.
PosonsE′ = E/ 〈b1, . . . , bm−1〉E. L’idéal a contient l’élément bm qui estE′-régulier,
3. Voir l’article [2]. En partant de l’anneau k[a, b, z0]/〈b0〉 dans lequel b divise 0, on
a cherché à forcer la suite (a, b) à être régulière. Le logiciel nous indique d’abord que
b0 ∈ 〈a〉 sans que z0 ∈ 〈a〉. Nous devons donc ajouter z1 avec az1 = z0 pour que b
soit régulier modulo a. Puis le logiciel nous indique que ab1 = 0 sans que b1 = 0. D’où
la nécessité d’ajouter b1 = 0 pour que a soit régulier. Et ainsi de suite. En suivant ce
que nous dit de faire le logiciel pour construire le contre-exemple, nous pouvons aussi
construire la démonstration du corolaire sans avoir à faire aucun effort d’imagination.
Inversement, on aurait pu construire le contre-exemple en regardant de près la démon-
stration du corolaire.
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donc a est E′-régulier. Donc, par le lemme de McCoy 1.7, le polynôme f
est un élément E′-régulier de A[X ].
Ensuite on peut déplacer f progressivement de droite à gauche dans la
suite précédente pour l’amener à la position voulue, ceci grâce au lemme
d’échange 2.10. En effet l’argument que l’on vient de donner pour montrer
que f est E-régulier modulo 〈b1, . . . , bm−1〉 montre aussi que f est E-régu-
lier modulo 〈b1, . . . , bk〉 pour tout k < m, et donc l’hypothèse du lemme 2.10
est satisfaite. 
De là on déduit le théorème donnant une suite E-régulière générique.
2.14. Définition. (Suite de Kronecker)
Soit a un idéal de type fini de A.
• Un polynôme dont l’idéal contenu est a = cA(f) est appelé un poly-
nôme de Kronecker attaché à a.
• Si des polynômes f1, . . ., fm ∈ A[X ], sont tous de contenu a, et
si chacun porte sur un jeu de variables distinct des autres, on dit
que la suite (f1, . . . , fm) est une suite de Kronecker de longueur m
associée à l’idéal de type fini a.
2.15. Théorème. (Suite de Kronecker E-régulière)
Soit a un idéal de type fini de A.
1. Supposons que a contient une suite E-régulière de longueur m, éven-
tuellement après une extension fidèlement plate.
Alors toute suite de Kronecker de longueur m associée à a est E-
régulière (après extension des scalaires à A[X ]).
2. Pour deux suites de Kronecker de longueur m associées à l’idéal a,
l’une est E-régulière si, et seulement si, l’autre est E-régulière.
J 1. Il suffit d’appliquer m fois le corolaire 2.13, en tenant éventuellement
compte du point 2 de la proposition 2.9, concernant les extensions fidè-
lement plates.
2. Cela résulte du point 1. 
3. La profondeur d’un module relativement à
un idéal de type fini
Dans cette section nous introduisons la notion de profondeur d’un A-mo-
dule E relativement à un idéal de type fini a et nous démontrons quelques
propriétés fondamentales reliées à cette notion.
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Ce que l’on veut réaliser
Une idée de base est que si l’idéal a contient une suite E-régulière de lon-
gueur k alors la profondeur de E relativement à a est supérieure ou égale à
k, ce que l’on notera GrA(a, E) > k. Par exemple si un idéal de type fini a
contient un élément E-régulier, on a GrA(a, E) > 1.
La notation GrA(a, E) est celle de Northcott, qui dit 〈〈True Grade 〉〉 à la
place de profondeur (depth).
Une autre idée de base est que la notion de profondeur doit être invariante
par extension des scalaires fidèlement plate, et en particulier par extension
à un anneau de polynômes, ce qui donne l’équivalence :
GrA(a, E) > k si, et seulement si, GrA[X](a[X ], E[X ]) > k
Comme un idéal E-régulier a = 〈a1, . . . , an〉 contient, après extension
des scalaires à l’anneau de polynômes A[T ], l’élément E-régulier f =∑n−1
k=0 ak+1T
k (lemme de McCoy), on adopte la définition que
GrA(a, E) > 1 si, et seulement si, a est E-régulier,
car cela équivaut au fait qu’après une extension des scalaires à un anneau
de polynômes, l’idéal a contient un élément E-régulier.
Enfin une troisième idée de base est d’avoir une définition récursive de la
profondeur, comme pour les suites régulières. Plus précisément si b est un
élément E-régulier de a, alors pour tout entier k, on doit avoir l’équivalence
GrA(a, E) > k + 1 ⇐⇒ GrA(a, E/bE) > k
On remarque ici que si une définition de GrA(a, E) > k est possible selon les
exigences précédentes (pour les entiers k > 1), alors elle est sans ambiguité.
Autrement dit les exigences en question sont suffisamment contraignantes.
En effet, vu le théorème 2.15 et les contraintes posées, la profondeur de E
relativement à a doit être > k si, et seulement si, une suite de Kronecker
de longueur k attachée à l’idéal est E-régulière.
Le problème est donc de savoir si une définition obéissant aux contraintes
précédentes est possible.
Définition de la profondeur à la Hochster-Northcott
La définition suivante, motivée par la discussion précédente, est rendue
possible par le théorème 2.15.
3.1. Définition et notation. Soit E un A-module.
1. (Profondeur d’un module relativement à un idéal)
Soit a un idéal de type fini de A, E un A-module et k > 1.
• On dit que l’idéal a est k fois E-régulier si une suite de Kronecker
de longueur k attachée à a est E-régulière (cela ne dépend pas
de la suite de Kronecker choisie).
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• On dit aussi 4 que la profondeur de E relativement à a est supé-
rieure ou égale à k.
• On écrit alors GrA(a, E) > k .
• On dit (abusivement) que l’idéal a est de profondeur > k, pour
signifier que GrA(a,A) > k.
• Pour k = 0 on dit que GrA(a, E) > 0 est toujours vrai.
• On note GrA(a) pour GrA(a,A).
2. (Éléments k fois coréguliers)
• On note GrA(a1, . . . , an, E) pour GrA
(〈a1, . . . , an〉, E).
• On dit que des éléments s1, . . ., sn sont k fois coréguliers (ou,
forment un système k fois régulier) lorsque GrA(s1, . . . , sn) > k.
3. (Système de monoïdes k fois E-régulier)
• Un système (S1, . . . , Sn) = (S) de monoïdes est dit k fois E-régu-
lier si pour tous si ∈ Si i ∈ J1..nK, on a GrA(s1, . . . , sn, E) > k.
• Si E = A, on dit simplement que le système (S) est k fois régu-
lier.
• Pour k = 1, on dira que système (S) est E-régulier ou encore
que les Si sont des monoïdes E-coréguliers
• Pour k = ∞ (voir le théorème 3.13), on retrouve les monoïdes
comaximaux si E = A, et l’on dit que les monoïdes sont E-coma-
ximaux lorsque 〈s1, . . . , sn〉E = E pour tous si ∈ Si i ∈ J1..nK.
Concernant la notation GrA(a, E) =∞ voir le théorème 3.13.
Notons que si E 6= 0, on a GrA(0, E) = 0.
Du point de vue constructif, la phrase 〈〈GrA(a, E) > k 〉〉 est bien définie,
mais la profondeur n’est pas toujours un entier bien défini 5. En consé-
quence, une inégalité GrB(b, F ) > GrA(a, E) est en fait une abréviation
pour l’implication suivante :
∀m ∈ N GrA(a, E) > m =⇒ GrB(b, F ) > m.
3.2. Fait. Soient E et F deux A-modules et a un idéal de type fini.
Alors GrA(a, E) > k et GrA(b, F ) > k si, et seulement si, GrA(a, E×F ) > k.
En abrégé on écrit
GrA(a, E × F ) = inf(GrA(a, E),GrA(a, F )) .
4. Eisenbud parle de la profondeur de a sur E, et Matsumura de la a-profondeur de E.
La terminologie adoptée ici est celle de Bourbaki, mais on la transgresse un peu plus
loin.
5. Une discussion analogue a eu lieu dans [CACM, section XIII-2] concernant la
dimension de Krull.
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En particulier, on a GrA(a) = GrA(a,An) si n > 1.
J Résulte du lemme 2.3. 
Pour un idéal arbitraire b, on pourrait définir : GrA(b, E) > k si, et seu-
lement si, b contient un idéal de type fini a tel que GrA(a, E) > k. Mais il
y aura alors un problème avec le cas de la profondeur infinie évoquée dans
le théorème 3.13. Cette généralisation, que nous n’utiliserons pas, serait
justifiée par le point 2 dans le théorème suivant.
3.3. Théorème. Soient a, a′ deux idéaux de type fini et un module E.
1. On a GrA(a, E) > m si, et seulement si, après éventuellement une
extension fidèlement plate, l’idéal a contient une suite E-régulière de
longueur m.
2. Si a ⊆ a′, alors GrA(a, E) 6 GrA(a′, E).
J 1. On applique le point 1 du théorème 2.15.
2. Conséquence du point 1. 
On verra par contre que lorsque E ⊆ F les relations entre GrA(a, E),
GrA(a, F ) et GrA(a, F/E) sont assez subtiles (théorème 6.1).
Profondeur > 2 et pgcd fort
Soit a = 〈a1, . . . , an〉 un idéal de type fini. On a Gr(a, E) > 1 si, et seu-
lement si, a est E-régulier, si, et seulement si, f(X) =
∑
i aiXi est E-régu-
lier. Supposant que Gr(a, E) > 1, on s’intéresse ensuite à la signification
de l’inégalité Gr(a, E) > 2 : on demande que a soit E/fE-régulier (plus
précisément, que a soit E[X ]/fE[X]-régulier), ou ce qui revient au même,
que a soit E-régulier après extension des scalaires de A à A[X ]/〈f〉. En
voici une caractérisation 〈〈homologique 〉〉 simple très utile.
Soient a = (a1, . . . , an) et v = (v1, . . . , vn) deux suites de même longueur
respectivement dansA et E. Elles sont dites proportionnelles si aivj = ajvi
pour tous (i, j). Lorsque E = A, cela signifie que a ∧ v = 0 dans ∧2An.
Le théorème suivant montre que la notion de profondeur > 2 ne dépend
que de la structure multiplicative de l’anneau (et de celle du module rela-
tivement à l’anneau).
3.4. Théorème. (Caractérisation de la profondeur > 2)
Pour a = (a1, . . . , an), les propriétés suivantes sont équivalentes.
1. Gr(a1, . . . , an, E) > 2.
2. L’idéal 〈a1, . . . , an〉 est E-régulier, et si v est une suite dans E pro-
portionnelle à a, alors il existe v ∈ E tel que v = a v.
3. Si v est une suite dans E proportionnelle à a, alors il existe un
unique v ∈ E tel que v = a v.
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J Soit f(X) =
∑
i aiXi. La condition 1 signifie que l’idéal a est E-régulier,
et que a est E[X ]/fE[X]-régulier.
1 ⇒ 2. Soient v1, . . ., vn ∈ E qui vérifient aivj = ajvi pour i 6= j.
On pose g =
∑
i viXi et on veut montrer que g ≡ 0 mod f . Or aig = fvi,
donc aig = 0 mod f pour tout i, donc a g = 0 mod f .
Or a est E[X ]/fE[X]-régulier, donc g est multiple de f .
2 ⇒ 1. Montrons que a est E[X ]/fE[X] -régulier. Pour cela soit g ∈ E[X ]
tel que les aig soient nuls dans E[X ]/fE[X] . On peut donc écrire aig = fgi
pour des gi ∈ E[X ]. On a alors aiajg = faigj = fajgi dans E[X ] et
puisque f est E-régulier, on obtient aigj = ajgi. Or la propriété 2 reste
manifestement vraie par passage de E à E[X ], il existe donc h ∈ E[X ]
tel que gi = aih. Ceci donne ai(g − fh) = 0 dans E[X ], et comme a
est E-régulier, chaque coefficient de g − fh est nul, c’est-à-dire g = fh et
donc g = 0 dans E[X ]/fE[X ] . 
Exemple. Lorsque A est un anneau à pgcd intègre, Gr(a) > 2 signifie que
le pgcd de a est égal à 1. En effet, dans un tel anneau tout pgcd d’éléments
non nuls est un pgcd fort, on utilise alors le point 5 du lemme 3.6.
3.5. Proposition et définition. Soient a1, . . ., an ∈ A coréguliers, et
soit a ∈ A. On dit que a est un pgcd fort de (a1, . . . , an), si
— a divise les ai,
— pour tous y ∈ Reg(A), x ∈ A, si y divise les xai, alors y divise xa.
Dans ce cas l’élément a est dans Reg(A) et a est le pgcd fort de tout sys-
tème générateur fini de l’idéal a = 〈a1, . . . , an〉. On dit aussi que a est un
pgcd fort de l’idéal a.
3.6. Lemme. Soit n > 1, a1, . . ., an ∈ A coréguliers, et u, v, x ∈ Reg(A).
1. Si u et v sont pgcds forts de (a1, . . . , an), ils sont associés (i.e., v ∈ uA×).
2. Si u est pgcd fort de (a) = (a1, . . . , an), xu est pgcd fort de x(a).
3. Les propriétés suivantes sont équivalentes.
a. (u, v) admet un pgcd fort.
b. (u, v) admet un ppcm m (i.e. 〈u〉 ∩ 〈v〉 = 〈m〉).
Dans ce cas, l’élément g = uv/m est un pgcd fort de (u, v).
4. Si GrA(a) > 2, alors 1 est un pgcd fort de (a1, . . . , an).
5. Si l’idéal 〈a〉 contient un élément régulier, les deux propriétés sont
équivalentes.
J 1, 2 et 3. Laissés à la lectrice.
4. Soient y ∈ Reg A et x ∈ A avec y qui divise les xai, autrement dit
y (b) = y (b1, . . . , bn) = x (a1, . . . , an) = x (a)
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pour des bi ∈ A. On a ybiaj = xaiaj donc ybiaj = ybjai, et puisque y est
régulier, les vecteurs (b) et (a) sont proportionnels.
Donc il existe z tel que (b) = z (a), d’où y (b) = yz (a) = x (a). Puisque
les ai sont coréguliers, cela implique yz = x, autrement dit y divise x.1. En
conclusion 1 est bien pgcd fort des ai.
5. On suppose que 1 est pgcd fort de (a) et que l’idéal 〈a〉 contient un élé-
ment régulier. Quitte à ajouter cet élément régulier à la liste (a), on peut
supposer que a1 est régulier. Soient donc des bi tels que aibj = ajbi.
En particulier a1bj = ajb1, donc a1 divise b1(a) et par suite a1 divise b1,
disons b1 = qa1. On reporte cela dans aib1 = a1bi ce qui donne, après
simplification par a1, bi = qai. En définitive, (b) = q (a), ce qu’il fallait
démontrer. 
Quelques propriétés fondamentales de la profondeur
On considère une algèbre ρ : A → B, un idéal de type fini a de A et un
A-module E. On parle de la profondeur de E relativement à a et B, pour
signifier la profondeur du B-module ρ⋆(E) relativement à l’idéal ρ(a)B, et
l’on note GrB(a, E) au lieu de GrB
(
ρ(a)B, ρ⋆(E)
)
.
3.7. Proposition. (Profondeur et extension des scalaires) Soit k > 1.
1. Si B est une A-algèbre plate et GrA(a, E) > k, on a GrB(a, E) > k.
En abrégé on écrit GrB(a, E) > GrA(a, E).
2. Si B est une A-algèbre fidèlement plate on a l’équivalence
GrA(a, E) > k ⇐⇒ GrB(a, E) > k.
En abrégé on écrit GrB(a, E) = GrA(a, E).
J On considère une suite de Kronecker de longueur k attachée à l’idéal a
de A. Son image par ρ est une suite de Kronecker de longueur k attachée
à l’idéal ρ(a)B de B. On conclut par la proposition 2.9. 
Les principes local-globals concrets relatifs à la profondeur sont étudiés plus
en détail dans la section 8.
3.8. Lemme. Soit b ∈ A un élément E-régulier, et a un idéal de type fini
avec GrA(a, E) > 2. Alors a est E/bE-régulier.
J Soit f un polynôme de Kronecker attaché à a, par exemple f ∈ A[X ].
Par hypothèse, f est un élément E[X ]-régulier.
On doit montrer que f est (E/bE)[X ]-régulier, i.e. que si g et u ∈ E[X ]
vérifient une égalité fu = bg, alors u ∈ bE[X ]. En fait, d’après le lemme de
McCoy 1.7 appliqué avec E/bE, il suffit de traiter le cas où u ∈ E. Puisque b
est E-régulier, si f(X) =
∑m
k=0 akX
k on peut écrire g =
∑m
k=0 ukX
k
avec les uk ∈ E. On a aiu = bui pour tout i. Donc b (aiuj − ajui) = 0,
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puis aiuj − ajui = 0 parce que b est E-régulier. Le théorème 3.4 donne alors
un v ∈ E tel que ui = ai v pour tout i. Donc ai u = ai b v, et puisque a est
E-régulier, u = b v. 
3.9. Exemple. L’hypothèse 〈〈b est un élément E-régulier 〉〉 est indispen-
sable dans le lemme précédent. Considérons en effet une k-algèbre de présen-
tation finie
A = k[a1, a2, u1, u2, x, b]
avec les seules relations
a1x = u1b, a2x = u2b, x
2 = 0, xu1 = 0, xu2 = 0.
Avec k = Z, Q ou le corps fini F2, le lecteur peut vérifier avec l’aide d’un
logiciel de calcul formel que la suite (a1, a2) est régulière dans A et que
l’idéal 〈a1, a2〉 n’est pas régulier modulo b.
3.10. Théorème.
Pour k > 1 et b un élément E-régulier de A, on a l’implication
GrA(a, E) > k + 1 =⇒ GrA(a, E/bE) > k.
En fait, si (f1, f2, . . . , fk+1) est une suite de Kronecker attachée à a, on
obtient une suite E-régulière en remplaçant par b n’importe quel terme de
la suite (f1, f2, . . . , fk+1).
J Il suffit de montrer le deuxième point, qui est un peu plus précis.
On commence avec k = 1. L’hypothèse est alors que (f1, f2) est E-régulière
et que b est E-régulier, et l’on doit montrer que les suites (b, f2) et (f1, b)
sont E-régulières. La première est donnée par le lemme 3.8, qui donne aussi
la régularité de (b, f1). Le premier lemme d’échange 2.10 (point 1 ) dit alors
que (f1, b) est E-régulière.
Enfin on termine par récurrence sur k, car d’après le cas k = 1, on voit
que b est régulier sur E1 = E/f1E, et cela permet d’appliquer l’hypothèse
de récurrence en utilisant le module E1 pour lequel la suite (f2, . . . , fk+1)
est régulière. 
3.11. Théorème. (Théorème fondamental de la profondeur)
Pour k > 1 et b un élément E-régulier de a, on a l’équivalence
GrA(a, E) > k + 1 ⇐⇒ GrA(a, E/bE) > k.
J Le théorème précédent donne l’implication directe (sans même supposer
que b ∈ a).
L’implication réciproque est facile : avec les notations du théorème pré-
cédent, la suite (b, f1, . . . , fk) est supposée E-régulière, donc par le théo-
rème 3.3, on obtient GrA(a, E) > k + 1. 
Les théorèmes 3.10 et 3.11 seront généralisés en 4.4.
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Il n’y a pas de souci à se faire avec la profondeur lorsque l’on raisonne
modulo un idéal, en raison du lemme suivant.
3.12. Lemme. (Profondeur modulo un idéal) Soient b ⊆ c deux idéaux de
l’anneau A, E un A-module, (a1, . . . , an) dans A et k un entier > 1. Les
propriétés suivantes sont équivalentes.
1. GrA(a1, . . . , an;E/cE) > k.
2. GrA/b(a1, . . . , an;E/cE) > k.
3. GrA/c(a1, . . . , an;E) > k.
J La notation GrA/c(a1, . . . , an;E) > k est juste une abréviation pour
GrA/c(a1, . . . , an;E/cE) > k. Il faut donc prouver l’équivalence de 1 et 2.
On procède par récurrence sur k. Le passage de k > 1 à k + 1 est assuré
par le théorème fondamental 3.11, en utilisant l’élément f =
∑
i=1n aiT
i−1
dans A[T ] et en étendant les scalaires.
Dans le cas k = 1, les deux propriétés signifient que si un élément x de E
satisfait 〈a1, . . . , an〉x ∈ cE alors x ∈ cE. 
Le point 3 du théorème qui suit est subtil, et très utile.
3.13. Théorème. Soit a = 〈a1, . . . , ak〉 ⊆ A, k > 1.
1. (Profondeur infinie) On a GrA(a, E) > k + 1 si, et seulement si,
aE = E. Dans ce cas, la profondeur est supérieure à tout entier.
On adopte la notation GrA(a, E) =∞ pour exprimer ce fait.
2. Si GrA(a, E) > k, alors dans un anneau A[X ], a est engendré par
une suite E-régulière de longueur k.
3. Si GrA(a, E) > ℓ avec ℓ 6 k, alors dans un anneauA[X ] = A[X1, . . . , Xℓ],
il existe une suite E-régulière (b1, . . . , bℓ) telle que
〈a1, . . . , ak〉A[X ] = 〈b1, . . . , bℓ, (aj)ℓ<j6k〉A[X ].
Plus précisément, on peut prendre t[ b1, . . . , bk ] = U t[ a1, . . . , ak ]
avec la matrice unitriangulaire supérieure U ∈ SLk(A[X ]) :
U =

1 X1 X21 · · · · · · · · · · · · X
k−1
1
0 1 X2 Xk−22
...
. . . 1
. . .
...
...
. . .
. . . Xℓ · · · · · · X
k−ℓ
ℓ
...
. . . 1 0 · · · 0
...
. . .
. . .
. . .
...
...
. . .
. . . 0
0 · · · · · · · · · · · · · · · 0 1

.
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J Le point 2 est un cas particulier du point 3.
3. On procède par récurrence sur ℓ (pour n’importe quel k > ℓ), le cas ℓ = 0
étant trivial.
Passons de ℓ− 1 > 0 à ℓ. On se place sur l’anneau A[X1].
L’élément b1 = a1+a2X1+ · · ·+akXk−11 est E-régulier (lemme de McCoy).
Par le théorème 3.11, on a GrA(a2, . . . , ak;E/b1E) > ℓ−1. Et l’on constate
que 〈b1, a2, . . . , ak〉 = 〈a1, a2, . . . , ak〉. Par hypothèse de récurrence, sur l’an-
neau A[X1, . . . , Xk], la suite (b2, . . . , bk) donnée dans l’énoncé est E/b1E-
régulière et 〈a2, . . . , ak〉 = 〈b2, . . . , bk〉. En conséquence, la suite (b1, . . . , bk)
est E-régulière et 〈a1, a2, . . . , ak〉 = 〈b1, a2, . . . , ak〉 = 〈b1, b2, . . . , bk〉.
1. On applique le point 3 avec la suite (a1, . . . , ak, 0), on voit que bk+1 = 0.
On obtient donc (après une extension des scalaires fidèlement plate) que 0
est E-régulier modulo 〈b1, . . . , bk〉 = a, i.e. la multiplication par 0 est injec-
tive sur E/aE ce qui donne E/aE = 0. 
Commentaire. Pour le point 2, la définition de la profondeur donne le fait
qu’une suite de Kronecker attachée à (a) est E-régulière, mais cette suite
n’engendre pas nécessairement l’idéal a dans l’anneau de polynômes consi-
déré. Comme conséquence du point 3, on obtient tout autre chose que la
simple définition. Par exemple on verra que l’anneau A[X1, . . . , Xk−1] est
suffisant.
Le point 3 est nettement plus subtil qu’une simple explicitation de la défi-
nition. En effet, vu la forme de la matrice U , la suite (b1, . . . , bℓ) n’est pas
en général une suite de Kronecker attachée à a dans A[X1, . . . , Xℓ], par
exemple le contenu de b2 n’a aucune raison d’être égal à a, et b2 n’est
peut-être pas un élément régulier.
Remarque. Voici une démonstration alternative du point 1 et d’une variante
du point 2. On définit des polynômes gj = b1(Xj) (une suite de Kronecker).
Supposons d’abord GrA(a1, . . . , ak) > k.
Le passage de (a1, . . . , ak) à (g1, . . . , gk) est une matrice de VanderMonde
de déterminant ∆ =
∏
16i<j6k(Xi−Xj). Sur l’anneau A[X1, . . . , Xk][1/∆]
on a donc l’égalité a = 〈a1, . . . , ak〉 = 〈g1, . . . , gk〉. Ceci montre que l’idéal a
est engendré par une suite régulière dans une extension fidèlement plate
de A.
Supposons maintenant que GrA(a1, . . . , ak) > k+1. La suite (g1, . . . , gk+1)
est E-régulière sur A[X1, . . . , Xk+1] et reste E-régulière sur le localisé de
Nagata B = A(X1, . . . , Xk+1).
En outre gk+1 ∈ a = 〈g1, . . . , gk〉 sur B. Ainsi la multiplication par gk+1
est à la fois nulle et injective sur E/aE. Ce qui donne l’égalité E/aE = 0
sur B. Par suite E/aE = 0 sur A, car B est fidèlement plat sur A.
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4. Suites complètement sécantes
4.1. Définition. Soit (a) = (a1, . . . , an) dans A et a = 〈a〉.
— On dit que (a) est complètement sécante si GrA(a) > n.
— On dit que (a) est complètement E-sécante, ou complètement sécante
pour E (dans A), si GrA(a, E) > n.
La notion de suite complètement sécante est meilleure que la notion de
suite régulière car elle est indépendante de l’ordre des éléments dans la
suite, tout en bénéficiant de la plupart des propriétés intéressantes des
suites régulières.
Un exemple est donné par la suite
(
(y − 1)x, y, (y − 1)z) dans k[x, y, z].
Cette suite régulière engendre l’idéal 〈x, y, z〉 mais si l’on échange les deux
derniers termes, elle n’est plus régulière (déjà envisagé dans l’exemple 2.2).
Remarque. Si (a1, . . . , an) = (a) est complètement sécante (resp. complè-
tement E-sécante), tout suite de longueur n qui engendre a = 〈a〉 est
complètement sécante (resp. complètement E-sécante) : c’est clair d’après
la définition 4.1.
Une conséquence immédiate du corolaire 2.11 est la proposition suivante,
qui généralise un résultat classique pour les anneaux cohérents noethériens
locaux.
4.2. Proposition. Soit A un anneau cohérent et E un module de présenta-
tion finie. Une suite (b1, . . . , bm) contenue dans Rad(A) est complètement E-sécante
si, et seulement si, elle est E-régulière.
4.3. Lemme. Si (a1, . . . , ak) est une suite complètement E-sécante, chaque
élément ai est E-régulier modulo les aj 6= ai.
J Comme l’ordre des éléments n’importe pas dans une suite complètement
sécante, il suffit de traiter le cas i = k. Considérons une syzygie
∑k
i=1 aiyi =
0 sur E. Nous devons montrer que yk ∈ 〈a1, . . . , ak−1〉E. On considère la
suite E[X ]-régulière (b1, . . . , bk) donnée dans le point 3 du théorème 3.13,
avec k = ℓ. Par définition d’une suite régulière, l’élément bk = ak est
E[X]-régulier modulo 〈b1, . . . , bk−1〉. Donc yk ∈ 〈b1, . . . , bk−1〉E[X ]. En
spécialisant Xj = 0 (j ∈ J1..k − 1K), on obtient yk ∈ 〈a1, . . . , ak−1〉E. 
4.4. Théorème. (Généralisation des théorèmes 3.10 et 3.11)
Soient n, k > 1, E un A-module, b un idéal de type fini, (a1, . . . , an) une
suite complètement E-sécante de A et a = 〈a1, . . . , an〉.
1. On a l’implication
GrA(b, E) > n+ k =⇒ GrA(b, E/aE) > k.
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2. Si a ⊆ b on a les équivalences
GrA(b, E) > n+k ⇐⇒ GrA(b, E/aE) > k ⇐⇒ GrA/a(b, E) > k.
Comme cas particulier si (a1, . . . , an) est complètement sécante dans A,
pour toute suite (b1, . . . , bm) on a les équivalences
GrA(a1, . . . , an, b1, . . . , bm) > n+ k
⇐⇒ GrA/〈a〉(b1, . . . , bm) > k
et
(a1, . . . , an, b1, . . . , bm) est complètement sécante dans A
⇐⇒ (b1, . . . , bm) est complètement sécante dans A/〈a〉
J 1. Supposons tout d’abord que a1, . . . , an est une suite E-régulière. On
applique plusieurs fois le théorème 3.10.
— On a GrA(b, E/a1E) > k + r − 1 car a1 est E-régulier.
— On a GrA
(
b, E/(a1E+ a2E)
)
> k+n− 2 car a2 est E/a1E-régulier.
— . . . jusqu’à GrA
(
b, E/(a1E + · · ·+ anE)
)
> k.
Voyons le cas où (a1, . . . , an) est complètement E-sécante. On considère une
suite E-régulière (h1, . . . , hn) dans A[X ] avec 〈h1, . . . , hn〉A[X ] = aA[X ]
(point 2 du théorème 3.13). Puisque la suite est E-régulière on a
GrA[X]
(
b, E[X ]/〈h1, . . . , hn〉E[X ]
)
> k,
i.e. GrA[X]
(
b, E[X ]/aE[X]
)
> k, ce qui implique GrA(b, E/aE) > k par la
proposition 3.7.
2. On suppose GrA(b, E/aE) > k. On remplace la suite (a1, . . . , an) par
une suite E-régulière (h1, . . . , hn) en étendant les scalaires à A[X ].
On étend les scalaires à A[X ][Y ]. Par hypothèse on a dans bA[X ][Y ] une
suite (E/aE)-régulière de longueur k. Les deux suites mises bout à bout
font une suite E-régulière dans A[X,Y ].
La dernière équivalence est dans le lemme 3.12. 
Remarque. L’implication du point 1 n’est qu’un cas particulier de l’impli-
cation correspondante du point 2 car GrA(a, E) > r + k implique GrA(a+
b, E) > r+k et GrA(a+b, E/bE) > k peut être vu sous la forme GrA/b(a, E/bE) >
k, c’est-à-dire aussi bien GrA(a, E/bE) > k.
Voici, pour les suites complètement E-sécantes, les analogues des résultats
2.8 et 2.9 pour les suites E-régulières. Cela ce déduit des résultats précé-
dents en considérant une suite de Kronecker attachée à la suite considérée.
4.5. Principe local-global concret. (Pour les suites complètement sé-
cantes) Les suites complètement E-sécantes restent complètement E-sécantes
par localisation, et une suite qui est complètement E-sécante après locali-
sation en des monoïdes comaximaux est complètement E-sécante.
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4.6. Proposition. Soit ρ : A → B une A-algèbre, (a) = (a1, . . . , an)
dans A et E un A-module. Notons (a′) =
(
ρ(a1), . . . , ρ(an)
)
et E′ = ρ⋆(E).
1. Si B est plate sur A et (a) est une suite complètement E-sécante,
alors (a′) est une suite complètement E′-sécante.
2. Si B est fidèlement plate sur A, alors (a) est une suite E-régulière
si, et seulement si, (a′) est une suite complètement E′-sécante.
5. Le théorème de Wiebe
5.1. Théorème. (Théorème de Wiebe)
Soient (a) = (a1, . . . , an) et (c) = (c1, . . . , cn) deux suites de même longueur
d’un anneau A et soit E un A-module. On suppose que c = 〈c〉 ⊆ a = 〈a〉,
inclusion certifiée par une matrice carrée de déterminant ∆.
On suppose que la suite (c) est complètement E-sécante. Alors on a l’éga-
lité :
(cE : ∆)E = aE et (cE : a)E = (〈∆〉+ c)E.
En d’autres termes, la suite ci-dessous est exacte
0 // E/aE
×∆ // E/cE
 a1...
an

//
(
E/cE
)n
.
En notant C = A/c et E cela veut également dire :
(0 : ∆)E = a E et (0 : a)E = ∆ E.
J Comme la suite (c) est complètement E-sécante, il en est de même de (a)
en raison de l’inclusion c ⊆ a.
Les inclusions⊇ sont évidentes. En effet, d’après l’égalité de Cramer, on a ∆a ⊆ c
donc ∆aE ⊆ cE. Il reste à montrer les inclusions ⊆, i.e., pour x ∈ E :
1. ∆x ∈ cE ⇒ x ∈ aE et 2. ax ⊆ cE ⇒ x ∈ 〈∆, c〉E
On fait une démonstration par récurrence sur n, le cas n = 1 étant clair.
On pose A′ = A/〈an〉, E′ = E/anE et F = E/ 〈c1, . . . , cn−1〉E . On note
x 7→ x (resp. x 7→ x̂) la surjection canonique E → E′ (resp. E → F ).
On traite d’abord le cas où les deux suites vérifient les points suivants.
i) cn est F -régulier.
ii) (c1, . . . , cn−1, an) est complètement E-sécante.
iii) an est F -régulier.
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iv) an est E-régulier.
On va appliquer l’hypothèse de récurrence aux suites (a1, . . . , an−1) et
(c1, . . . , cn−1) de l’anneau A′ et au A′-module E′. Pour pouvoir le faire,
il faut s’assurer que l’hypothèse 〈〈 suite complètement E-sécante 〉〉 se pro-
page. Et c’est bien le cas car d’après les points (ii) et (iv) , on a :
GrA
(
c1, . . . , cn−1 ;E/anE
)
> n− 1, i.e. GrA′(c1, . . . , cn−1 ;E′) > n− 1.
Pour l’inclusion (∗) 〈c1, . . . , cn−1〉 ⊆ 〈a1, . . . , an−1〉 on a un déterminant δ
vérifiant ∆an ≡ δcn mod 〈c1, . . . , cn−1〉. En effet, notons C (resp. A) le
vecteur colonne des ci (resp. des ai), si UA = C, on a U˜C = ∆A et la
dernière ligne donne ∆an ≡ δcn mod 〈c1, . . . , cn−1〉. Or δ est le cofacteur
de U en position (n, n), i.e. le déterminant de la matrice V extraite de U
qui certifie l’inclusion (∗).
Le point 1.
Soit x ∈ E tel que ∆x ∈ cE. Si l’on a δx ∈ 〈c1, . . . , cn−1〉E′, d’après l’hypo-
thèse de récurrence, on aura x ∈ 〈a1, . . . , an−1〉E′, i.e. x ∈ aE. Montrons
donc que l’on a δx ∈ 〈c1, . . . , cn−1, an〉E, c’est-à-dire encore δx̂ ∈ anF .
Raisonnons modulo 〈c1, . . . , cn−1〉. On a ∆an ≡ δcn, d’où ∆anx ≡ δcnx.
Mais ∆x ≡ cny pour un certain y ∈ E, parce que ∆x ∈ cE. Ainsi cnany ≡
δcnx. Or cn est F -régulier (cf. (i)), donc any ≡ δx, d’où δx̂ ∈ anF , ce que
l’on voulait.
Le point 2.
Soit x ∈ E tel que ax ⊆ cE. On veut x ∈ 〈∆, c〉E.
On va montrer qu’il existe y ∈ E vérifiant cny ≡ anx mod 〈c1, . . . , cn−1〉 et
tel que 〈a1, . . . , an−1〉 y ⊆ 〈c1, . . . , cn−1〉E′. Donc par hypothèse de récur-
rence, y ∈ 〈δ, c1, . . . , cn−1〉E′, c’est-à-dire y ∈ 〈δ, c1, . . . , cn−1, an〉E. On
multiplie alors cette syzygie par cn et l’on raisonne modulo 〈c1, . . . , cn−1〉.
Comme cny ≡ anx et δcn ≡ ∆an, on obtient anx ∈ an 〈∆, cn〉F . Mais an
est F -régulier (cf. (iii)), donc x ∈ 〈∆, cn〉F . Autrement dit x ∈ 〈∆, c〉E.
Tout revient donc à montrer qu’il existe un y ∈ E tel que cnŷ = anx̂
et 〈a1, . . . , an−1, an〉 y ⊆ 〈c1, . . . , cn−1, an〉E. Pour cela, on traduit l’hypo-
thèse ax ⊆ cE en disant qu’il existe y1, . . . , yn ∈ E tels que (⋆) aix̂ = cnŷi
et l’on pose ŷ = ŷn de sorte que anx̂ ≡ cnŷ. En multipliant (⋆) par an,
on obtient anaix̂ = ancnŷi, c’est-à-dire cnaiŷ = ancnŷi. D’après (i), cn
est F -régulier donc aiŷ = anŷi, d’où 〈a1, . . . , an〉 y ⊆ 〈c1, . . . , cn−1, an〉E.
Il reste à expliquer pourquoi on peut se ramener au cas de deux suites (a)
et (c) vérifiant les points (i), (ii), (iii) et (iv).
On utilise des extensions polynomiales. Tout d’abord, en application du
point 3 du théorème 3.13, après extension à A[X1, . . . , Xn−1] = A[X ],
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l’idéal c est engendré par la suite E-régulière (c′1, . . . , c
′
n) où
c′i = ci + ci+1Xi + · · ·+ cnXn−ii .
Comme c ⊆ a et (c′1, . . . , c′n) est E-régulière, on a
GrA[X](a;E/
〈
c′1, . . . , c
′
n−1
〉
E) > GrA[X](c;E/
〈
c′1, . . . , c
′
n−1
〉
E) > 1.
On ajoute encore une indéterminée Y et l’on considère le polynôme
a′n = an + an−1Y + · · ·+ a1Y n−1,
dont le contenu est égal à a. On en déduit que a′n est à la fois E-régulier
et F -régulier (ici F = E/
〈
c′1, . . . , c
′
n−1
〉
E). Ce dernier point implique que
la suite (c′1, . . . , c
′
n−1, a
′
n) est complètement E-sécante (en fait elle est même
E-régulière). On définit la suite (a′1, . . . , a
′
n) en posant a
′
i = ai pour i < n.
On obtient donc un peu mieux que (i), (ii), (iii) et (iv), car (c′1, . . . , c
′
n)
et (c′1, . . . , c
′
n−1, a
′
n) sont E-régulières. On remarque pour terminer que les
matrices de passage entre les anciennes et nouvelles suites étant unitrian-
gulaires, le déterminant ∆ ne change pas. 
Remarque. La démonstration précédente montre un cas typique où l’on sup-
prime une hypothèse trop forte 〈〈anneau local noethérien 〉〉 que l’on trouve
dans les preuves usuelles données en mathématiques classiques, en utilisant
la bonne définition de la profondeur, à la Hochster-Northcott.
6. Profondeur et suite exacte courte
6.1. Théorème. (Profondeur et suite exacte courte)
Soit k ∈ N, si l’on a une suite exacte courte de A-modules
0→ E ι−−→ F π−−→ G→ 0
on obtient les implications suivantes pour un idéal de type fini a = 〈a1, . . . , an〉
1. (GrA(a, F ) > k + 1 et GrA(a, G) > k) =⇒ GrA(a, E) > k + 1.
2. (GrA(a, E) > k et GrA(a, G) > k) =⇒ GrA(a, F ) > k.
3. (GrA(a, E) > k + 1 et GrA(a, F ) > k) =⇒ GrA(a, G) > k.
En abrégé, avec gE = GrA(a, E), gF = GrA(a, F ) et gG = GrA(a, G) :
gE > inf(gG + 1, gF ), gF > inf(gE , gG), gG > inf(gE − 1, gF ) .
J Rappelons que si un élément f est G-régulier, la suite exacte dans
l’énoncé donne lieu à la suite exacte
0→ E/fE −→ F/fF −→ G/fG→ 0,
d’après le corolaire 2.6. Ceci nous permet de raisonner par récurrence.
3. On considère une suite de Kronecker (f1, . . . , fk+1) attachée à l’idéal a.
Par hypothèse (f1, . . . , fk+1) est E-régulière et (f1, . . . , fk) est F -régulière.
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Pour k = 0, il n’y a rien à démontrer. On prend k > 1 et on montre
d’abord que a est G-régulier. Soit z ∈ G avec aiz = 0 pour tout i. On doit
montrer z = 0. On écrit z = π(y). Puisque π(aiy) = 0 on a un xi ∈ E
tel que aiy = u(xi). Donc ι(ajxi − aixj) = 0 pour tous (i, j). Puisque ι est
injective, ajxi − aixj = 0 pour tous (i, j). Puisque GrA(a, E) > 2, on peut
écrire xi = aix pour un x ∈ E. Enfin aiy = aiι(x) pour tout i, donc
y = ι(x), et z = π(ι(x)) = 0.
Ainsi f1 est G-régulier. On a donc la suite exacte
0→ E1 = E/f1E −→ F1 = F/f1F −→ G1 = G/f1G→ 0,
et l’on peut appliquer l’hypothèse de récurrence avec k − 1.
En effet (f2, . . . , fk+1) est E1-régulière et (f2, . . . , fk) F1-régulière.
1. On initialise avec k = 0. Si a est F -régulier, puisque E peut être considéré
comme un sous-module de F , a fortiori a est E-régulier.
Si k > 1, par hypothèse la suite (f1, . . . , fk+1) est F -régulière et (f1, . . . , fk)
est G-régulière. Puisque f1 est G-régulier, la récurrence fonctionne.
2. Ici aussi, il suffit de vérifier l’initialisation avec k = 1. On suppose que a
est E-régulier et G-régulier, on doit montrer qu’il est F -régulier.
Soit y ∈ F avec ay = 0. L’élément z = π(y) est annulé par a, donc z = 0
et y s’écrit y = ι(x). Mais puisque ι est injective, ax = 0, donc x = 0,
et y = 0. 
Remarque. On peut aussi présenter les inégalités concernant les profon-
deurs par trois descriptions analogues de type 〈〈ultramétrique 〉〉 lorsque les
entiers gi sont bien définis. Chacune se suffit à elle-même :
1’. gE > inf(gG + 1, gF ), avec égalité si gF 6= gG.
2’. gF > inf(gE , gG), avec égalité si gE 6= gG + 1.
3’. gG > inf(gE − 1, gF ), avec égalité si gE 6= gF .
On peut visualiser ceci sous forme d’un tableau, en fixant gE (ici gE = 4),
en se basant sur 3’, et en faisant croître gG.
gE | 4 4 4 | 4 4 4 4 . . . | 4 4 4 4 . . .
gF | 0 1 2 | 3 4 5 6 . . . | 4 4 4 4 . . .
gG | 0 1 2 | 3 3 3 3 . . . | 4 5 6 7 . . .
| gG < gE − 1 | gG = gE − 1 | gG > gE − 1
Exemple. En particulier, on voit que si G est quotient d’un module libre
par un sous-module libre, on obtient GrA(a, G) > GrA(a) − 1. L’inégalité
dans l’autre sens est donnée pour un cas particulier dans le lemme II-6.3.
7. Profondeur et dimension de Krull
Cette section n’utilise pas les résultats des sections 5 et 6.
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Profondeur d’un produit d’idéaux
7.1. Lemme. Soient a et b deux idéaux de type fini et k > 1.
Si GrA(a, E) > k et GrA(b, E) > k, alors GrA(ab, E) > k.
En particulier, si
√
a =
√
b alors GrA(a, E) = GrA(b, E), et si a ⊆
√
b,
alors GrA(a, E) 6 GrA(b, E).
J La proposition est immédiate pour k = 1.
On procède par récurrence pour k > 2. Soit f(X) un polynôme de Krone-
cker pour a et g(Y ) un polynôme de Kronecker pour b.
Alors h = fg est un E[X,Y ]-régulier et appartient à l’idéal a bE[X,Y ].
Donc par le théorème 3.10, on obtient sur A[X,Y ]
GrA(a, E/hE) > k − 1 et GrA(b, E/hE) > k − 1.
Par hypothèse de récurrence on a GrA(ab, E/hE) > k − 1. Par le théo-
rème 3.11 on obtient GrA(ab, E) > k. 
7.2. Corolaire. Soit a = (a1, . . . , an) une suite dans A. Si GrA(a,E) > k
(resp. a est une suite complètement E-sécante) et si e = (e1, . . . , en) est
une suite d’entiers > 0, alors en notant ae = (ae11 , . . . , a
en
n ), on a également
GrA(a
e, E) > k (resp. ae est également complètement E-sécante).
J Soit a = 〈a1, . . . , an〉 et b = 〈ae11 , . . . , aenn 〉. Pour un entier N assez grand
on a l’inclusion aN ⊆ b. On conclut par le lemme 7.1 que Gr(b, E) > k
(resp. Gr(b, E) > n). 
Le lemme 7.1 justifie la définition suivante.
7.3. Définition. (Profondeur d’un module relativement à un idéal, 2)
Soit k > 1 et a un idéal radicalement de type fini. On dit que a est k
fois E-régulier, ou encore que que la profondeur de E relativement à a est
supérieure ou égale à k, et l’on écrit GrA(a, E) > k, si l’on a cette propriété
pour un (donc pour tout) idéal de type fini b tel que
√
a =
√
b.
Notons aussi qu’un idéal radicalement de type fini est E-régulier si, et seu-
lement si, il est une fois E-régulier au sens de la définition précédente.
La profondeur est majorée par la dimension de Krull
7.4. Lemme. On considère une suite complètement E-sécante (a) = (a1, . . . , an),
x ∈ A, et (e1, . . . , en) dans N.
Si l’on a xae11 . . . a
en
n ∈
〈
ae1+11 , . . . , a
en+1
n
〉
, alors x ∈ 〈a1, . . . , an〉.
J Si en > 0 on réécrit l’appartenance encadrée sous la forme
(xae11 . . . a
en−1
n−1 + • an) aenn ∈
〈
ae1+11 , . . . , a
en−1+1
n−1
〉
.
Résolutions libres finies Méthodes constructives
Thierry Coquand, Henri Lombardi, Claude Quitté & Claire Tête
6 novembre 2018 [2:21] Fichier:A-Profondeur chapitre:I
§7. Profondeur et dimension de Krull 41
Comme la suite (ae1+11 , . . . , a
en−1+1
n−1 , a
en
n ) est complètement E-sécante (par
le corolaire 7.2), l’élément aenn est E-régulier modulo
〈
ae1+11 , . . . , a
en−1+1
n−1
〉
(lemme 4.3) et donc
xae11 . . . a
en−1
n−1 + • an ∈
〈
ae1+11 , . . . , a
en−1+1
n−1
〉
d’où
xae11 . . . a
en−1
n−1 ∈
〈
ae1+11 , . . . , a
en−1+1
n−1 , an
〉
.
On se retrouve dans la même situation que la situation initiale encadrée,
mais avec le monôme ae
′
où e′ = (e1, . . . , en−1, 0).
On vient de remplacer en par 0 (en supposant qu’il ne l’était pas déjà) dans
l’appartenance encadrée. Le même processus peut être appliqué successive-
ment à chacun des ej > 0 et l’on obtient à la fin x ∈ 〈a1, . . . , an〉 comme
souhaité. 
7.5. Lemme. Une suite qui est à la fois complètement sécante et singulière
est unimodulaire.
J On applique le lemme 7.4 avec E = A et x = 1. 
7.6. Théorème. Soit A un anneau de dimension de Krull 6 r. Tout idéal
de type fini de profondeur > r contient 1.
J L’idéal de type fini a en question est radicalement engendré par r + 1
de ses éléments d’après le théorème de Kronecker 0-2.19 :
√
a =
√
b avec
b = 〈b1, . . . , br+1 ⊆ a〉. La suite (b1, . . . , br+1) est une complètement sécante
de longueur r+1 puisque Gr(b) = Gr(a) > r (lemme 7.1). D’autre part cette
suite est singulière puisque la dimension de Krull de A est 6 r. On conclut
par le lemme 7.5. 
7.7. Corolaire. Soient n ∈ N et k ∈ J1..n+ 1K.
Si KdimA 6 n et GrA(a) > k, alors Kdim(A/a) 6 n− k.
On peut écrire ceci sous la forme Kdim(A/a) 6 KdimA− Gr(a) , en no-
tant que GrA(a) > k peut se relire −GrA(a) 6 −k.
Remarque. Ce serait plus joli d’écrire Kdim(A/a) + Gr(a) 6 KdimA . À
condition de dire ce que cela signifie lorsque l’on n’a pas affaire à des entiers
bien définis, i.e. ce qui est dans l’énoncé.
J On note B = A/a. Pour des éléments arbitraire a0, . . ., an−k de A on
doit démontrer 0 ∈ S = SK
B
(a0, . . . , an−k). Comme localisation et passage
au quotient commutent, on doit montrer que l’anneau (S−1A)/(S−1a) est
trivial, c’est-à-dire que S−1a contient 1 (dans S−1A).
Or GrS−1A(S−1a) > k (proposition 3.7) et Kdim(S−1A) < k, car S est le
monoïde bord itéré. On conclut par le théorème 7.6 avec r = k − 1. 
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Cas des anneaux géométriques
CommeK est un corps discret et a un idéal de type fini, siK est non trivial,
les trois entiers dans l’encadré du théorème suivant sont bien définis.
7.8. Théorème. Soit K un corps discret non trivial et A = K[X1, . . . , Xn].
Soit a un idéal de type fini de A et B = A/a. Soit r ∈ J−1..nK la dimension
de Krull de B et soit q = n− r.
Alors GrA(a) > q avec égalité si r > 0 (i.e. si B est non nulle). Plus
précisément :
1. Si r = −1, alors a = 〈1〉 et GrA(a) =∞.
2. Si r = n, alors a = 〈0〉 et GrA(a) = 0.
3. Si r ∈ J0..n − 1K, alors GrA(a) = q et l’idéal a contient une suite
régulière de longueur q
En abrégé : 1 ∈ a ou Kdim (A/a)+ GrA(a) = KdimA .
J 1. Clair. 2. Si r = n, l’idéal est nul et par convention, il est de profondeur
nulle (en tant qu’idéal de type fini non fidèle).
3. D’après le corolaire 7.7, si la profondeur GrA(a) était > q, cela impli-
querait que la dimension de Krull de B soit < r.
Il nous reste à voir que a contient une suite régulière de longueur q. C’est
ce qui a été fait dans l’exemple 2.2 (3). 
Nous laissons en exercice le théorème analogue lorsque k est un anneau
zéro-dimensionnel réduit.
7.9. Corolaire. Soit K un corps discret non trivial, A = K[X1, . . . , Xn],
f1, . . . , fq ∈ A (q ∈ J1..nK) et B = A/〈f〉. On pose r = n−q. Les propriétés
suivantes sont équivalentes.
1. La suite (f1, . . . , fq) est complètement sécante dans A.
2. B est nulle ou de dimension r.
7.10. Définition. (Intersection complète dans le cas géométrique)
1. Dans le contexte du théorème 7.8, si B est de dimension r et si a
possède un système générateur de q éléments, on dit que B est in-
tersection complète globale sur K.
2. On dit que B est intersection complète locale sur K s’il existe des
éléments comaximaux s1, . . ., sℓ de B tels que chaque K-algèbre
B[1/sj] est intersection complète globale sur K.
Notez que le point 2 de la définition est légitimé par les deux faits suivants.
Si B = 0, alors a = 〈1〉 est engendré par une suite régulière de longueur
q, donc B est intersection complète globale. Si B est intersection complète
globale, alors pour tout s ∈ B, B[1/s] est intersection complète globale.
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Profondeur d’un anneau
Les démonstrations du paragraphe précédent suggèrent d’introduire une
nouvelle dimension.
7.11. Définition. (Profondeur d’un anneau)
Pour d > −1 on dit qu’un anneau A est de profondeur 6 d si pour tout
élément s de A, toute suite complètement sécante de longueur > d dans
A[1/s] est unimodulaire. On note ceci sous la forme Gr(A) 6 d.
En particulier Gr(A) = −1 si, et seulement si, l’anneau est trivial.
Notons que la définition a été formulée de façon à ce que la propriété
〈〈Gr(A) 6 d 〉〉 satisfasse le principe local-global concret 〈〈en haut 〉〉 pour la
localisation en des éléments comaximaux.
8. Principes local-globals concrets et
profondeur
Nouveau regard sur les principes local-globals concrets
On a déjà vu avec le principe local-global 1.5 que certains principes local-
globals s’appliquent avec des éléments coréguliers, et pas seulement avec
des éléments comaximaux. Nous allons voir maintenant le cas des systèmes
de monoïdes k fois E-réguliers.
Les cas k = 1 (monoïdes coréguliers), k = 2 et k = +∞ (monoïdes coma-
ximaux) semblent les plus importants.
8.1. Proposition. (Un principe local-global pour la divisibilité)
On considère des monoïdes (S1, . . . , Sn) qui forment un système deux fois
régulier, y ∈ Reg(A), x, b ∈ A et b1, . . ., bm coréguliers dans A.
1. Si y divise x après localisation en chaque Si, alors y divise x.
2. Si b est pgcd fort de (b1, . . . , bm) après localisation en chaque Si,
alors b est pgcd fort de (b1, . . . , bm).
J 1. Par hypothèse y divise xsi pour des si ∈ Si. Les si forment une suite
de profondeur > 2, donc de pgcd fort 1. Donc y divise x.
2. Tout d’abord b divise les bj par le point 1. Supposons que y divise
les xbj . Après localisation en chaque Si, y divise xb. Donc y divise xb par
le point 1. 
8.2. Principe local-global concret. (Pour la profondeur d’une suite)
On considère une suite (s1, . . . , sn) k fois E-régulière (où k > 1), et un
idéal de type fini a. Alors a est k fois E-régulier si, et seulement si, il est k
fois E-régulier après localisation en les si.
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Comme cas particulier, si s1, . . ., sn vérifient 〈s1, . . . , sn〉E = E, et si GrA[1/si](a, E) > k
pour i ∈ J1..nK, alors GrA(a, E) > k.
J Pour k = 1 c’est le principe local-global concret 1.5. Pour k > 2 on
suppose que a est k-fois E[1/si]-régulier. Soit b = 〈s1, . . . , sn〉. On considère
comme dans la démonstration du lemme 7.1 un polynôme de Kronecker h
attaché à a b qui est E-régulier. Alors, par le théorème 3.10, on obtient
sur A[X ] : GrA(b, E/hE) > k − 1 et GrA[1/bi](a, E/hE) > k − 1.
On peut donc terminer par récurrence, en utilisant le théorème 3.11. 
Voici une variante des lemmes des localisations successives [CACM, V-7.2],
[CACM, XV-1.3] et 1.2.
8.3. Fait. (Lemme des localisations successives, avec la profondeur k)
Si (s1, . . . , sn) est un système dans A qui est k fois E-régulier et si pour
chaque i, on a un système (si,1, . . . , si,ki) dans A qui est k fois E[1/si]-
régulier, alors les sisi,j forment un système k fois-E-régulier.
J D’après le principe local-global 8.2 page 43, il suffit de vérifier que
les sisij sont k fois E-réguliers après localisation en des éléments k fois
E-réguliers. Cela fonctionne avec les éléments si. 
Recollements en profondeur 2
Cette sous-section reprend le contenu des sections [CACM, XV-8, XV-9],
qui ont été ajoutées par rapport à l’édition française originale.
Nous reprenons maintenant le principe local-global [CACM, XV-4.2] en
remplaçant l’hypothèse selon laquelle les monoïdes sont comaximaux par
une hypothèse plus faible (système de monoïdes deux fois régulier).
Le contexte est le suivant. On considère (S) = (Si)i∈J1..nK un système de
monoïdes.
Nous notons Ai := ASi et Aij := ASiSj (i 6= j) de sorte que Aij = Aji.
Nous notons ϕi : A→ Ai et ϕij : Ai → Aij les homomorphismes naturels.
Dans ce qui suit des notations comme (Eij)i<j∈J1..nK et (ϕij)i6=j∈J1..nK) si-
gnifient que l’on a Eij = Eji mais pas (a priori) ϕij = ϕji.
8.4. Principe local-global concret. (Recouvrement d’un module par
des localisés) On considère le contexte décrit ci-dessus.
1. On suppose (S) deux fois régulier. On considère un élément (xi)i∈J1..nK
de
∏
i∈J1..nKAi. Pour qu’il existe un x ∈ A vérifiant ϕi(x) = xi dans
chaque Ai, il faut et suffit que pour chaque i < j on ait ϕij(xi) =
ϕji(xj) dans Aij . En outre, cet x est alors déterminé de manière
unique.
En d’autres termes l’anneau A (avec les homomorphismes ϕi) est la
limite projective du diagramme :
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(
(Ai)i∈J1..nK, (Aij)i<j∈J1..nK; (ϕij)i6=j∈J1..nK
)
2. Soit E un A-module. On suppose (S) deux fois E-régulier.
Notons Ei := ESi et Eij := ESiSj (i 6= j) de sorte que Eij = Eji.
Notons ϕi : E → Ei et ϕij : Ei → Eij les applications linéaires
naturelles. Alors le couple
(
E, (ϕi)i∈J1..nK
)
donne la limite projective
du diagramme suivant dans la catégorie des A-modules :(
(Ei)i∈J1..nK, (Eij)i<j∈J1..nK; (ϕij)i6=j∈J1..nK
)
Ei
ϕij //
ϕik
❂
❂❂
❂❂
❂❂
❂❂
❂❂
❂❂
Eij
F
ψi
22❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢
ψj
,,❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳
ψk
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗
ψ!
//❴❴❴❴❴❴❴❴ E
ϕi
88qqqqqqqqq
ϕj
&&▼▼
▼▼
▼▼▼
▼▼
ϕk
✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
Ej
ϕji
@@✁✁✁✁✁✁✁✁✁✁✁✁
&&▼▼
▼▼▼
▼▼▼
▼ Eik
Ek
88qqqqqqqqq
ϕkj
// Ejk
J 1. Cas particulier de 2.
2. Soit un élément (xi)i∈J1..nK de
∏
i∈J1..nK Ei. On doit montrer que pour
qu’il existe un x ∈ E vérifiant ϕi(x) = xi dans chaque Ei il faut et suffit
que pour chaque i < j on ait ϕij(xi) = ϕji(xj) dans Eij . En outre, cet x
doit être unique.
La condition est clairement nécessaire. Voyons qu’elle est suffisante.
Montrons l’existence de x. Notons tout d’abord qu’il existe des si ∈ Si et
des yi dans E tels que l’on ait xi = yi/si dans chaque Ei.
Si A est intègre, E sans torsion et les si 6= 0, on a dans l’espace vectoriel
obtenu par extension des scalaires au corps des fractions les égalités
y1
s1
=
y2
s2
= · · · = ynsn ,
et vue l’hypothèse concernant les si il existe un x ∈ E tel que xsi = yi
pour chaque i.
Dans le cas général on fait à peu près la même chose.
Pour chaque couple (i, j) avec i 6= j, le fait que xi/1 = xj/1 dans Eij
signifie que pour certains uij ∈ Si et uji ∈ Sj on a sjuijujiyi = siuijujiyj .
Pour chaque i, soit ui ∈ Si un multiple commun des uik (pour k 6= i).
On a alors (sjuj)(uiyi) = (siui)(ujyj). Ainsi le vecteur des uiyi est propor-
tionnel au vecteur des siui. Puisque le système (S) est deux fois E-régulier,
il existe un x ∈ E tel que uiyi = siuix pour tout i, ce qui donne les égali-
tés ϕi(x) =
uiyi
siui
= yisi = xi.
Enfin cet x est unique parce que les Si sont E-coréguliers. 
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Voici maintenant une variante du principe local-global [CACM, XV-4.4].
Cette variante apparaît cette fois-ci comme une réciproque du principe
local-global précédent.
8.5. Principe local-global concret. (Recollement concret de modules)
Soit (S) = (S1, . . . , Sn) un système de monoïdes de A.
On note Ai = ASi , Aij = ASiSj et Aijk = ASiSjSk . Supposons donné
dans la catégorie des A-modules un diagramme commutatif(
(Ei)i∈J1..nK), (Eij)i<j∈J1..nK, (Eijk)i<j<k∈J1..nK; (ϕij)i6=j , (ϕijk)i<j,i6=k,j 6=k
)
(comme dans la figure ci-après) avec les propriétés suivantes.
— Pour tous i, j, k (avec i < j < k), Ei est un Ai-module, Eij est
un Aij-module et Eijk est un Aijk-module. Rappelons que selon nos
conventions de notation on pose Eji = Eij , Eijk = Eikj = . . .
— Pour i 6= j, ϕij : Ei → Eij est un morphisme de localisation en Sj
(vu dans Ai).
— Pour i 6= k, j 6= k et i < j, ϕijk : Eij → Eijk est un morphisme de
localisation en Sk (vu dans Aij).
Ei
ϕij

ϕik
))
Ej
ϕji
uu
ϕjk
))
Ekϕki
uu
ϕkj

Eij
ϕijk
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
Eik
ϕikj

Ejk
ϕjki
uu❦❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦
Eijk
Alors, si
(
E, (ϕi)i∈J1..nK
)
est la limite projective du diagramme, on a les ré-
sultats suivants.
1. Chaque morphisme ϕi : E → Ei est un morphisme de localisation
en Si.
2. Le système (S) est deux fois E-régulier.
3. Le système
(
E, (ϕi)i∈J1..nK
)
est, à isomorphisme unique près, l’unique
système
(
F, (ψi)i∈J1..nK
)
avec les ψi ∈ LA(F,Ei) vérifiant les points
suivants :
— le diagramme est commutatif,
— chaque ψi un morphisme de localisation en Si,
— le système (S) est deux fois F -régulier.
J 1. Cette propriété est valable sans aucune hypothèse sur le système de
monoïdes considéré (voir la démonstration du principe local-global [CACM,
XV-4.4]).
2. On considère des si ∈ Si et une suite (xi)i∈J1..nK dans E proportion-
nelle à (si)i∈J1..nK. Notons xi = (xi1, . . . , xin). La proportionnalité des
deux suites signifie que sixjk = sjxik dans Ek pour tous i, j, k. On pose
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x = (xiisi )i∈J1..nK. On vérifie ensuite que six = xi : i.e., que si
xjj
sj
= xij dans
chaque Ej . En effet, cela résulte de l’égalité de proportionnalité sixjk =
sjxik pour k = j.
3. Puisque E est la limite projective du diagramme, il y a une unique appli-
cation A-linéaire ψ : F → E telle que ψi = ϕi ◦ ψ pour tout i.
En fait on a ψ(y) =
(
ψ1(y), . . . , ψn(y)
)
.
Montrons d’abord que ψ est injective. Si ψ(y) = 0 tous les ψi(y) sont nuls,
et puisque ψi est un morphisme de localisation en Si, il existe des si ∈ Si
tels que siy = 0. Puisque (S) est un système F -régulier, on a y = 0.
Comme ψ est injective on peut supposer F ⊆ E et ψi = ϕi|F .
Dans ce cas montrer que ψ est bijective revient à montrer que F = E.
Soit x ∈ E. Comme ψi et ϕi sont deux morphismes de localisation en Si,
il y a des ui ∈ Si tels que uix ∈ F . Puisque (S) est deux fois F -régulier, et
que la suite des uix est proportionnelle à la suite des ui, il existe un y ∈ F
tel que uix = uiy pour tout i, donc y = x ∈ F . 
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1. Complexes
Modules d’homologie d’un complexe
1.1. Définition.
1. Un complexe (descendant) C• est donné par une suite d’applications
linéaires indexée par Z,
C• : · · · Cn+2 un+2−−−→ Cn+1 un+1−−−→ Cn un−−−→ Cn−1 · · · (1)
dans laquelle un ◦ un+1 = 0 pour tout n. Le complexe est dit borné
si les Ck sont nuls pour k 6 k0 et k > k1 (pour deux entiers k0, k1).
L’application linéaire un est souvent appelée la différentielle en n
du complexe, et notée δn, ou dn, ou ∂n.
2. Le module d’homologie en n d’un complexe tel que (1) est le module
quotient Kerun/ Imun+1, noté Hn(C•).
3. Le complexe est dit exact, ou acyclique si tous les groupes d’homo-
logie sont nuls.
4. On peut décaler d’un rang k un complexe descendant C•, on obtient
le complexe noté C•[k] défini par C•[k]n = Ck+n, avec une modifi-
cation éventuelle du signe pour la différentielle : u′n = (−1)kun+k.
5. On définit de manière analogue un complexe montant, que l’on note C•,
en demandant que un soit une application linéaire de Cn vers Cn+1.
C• : · · · Cn−2 un−2−−−→ Cn−1 un−1−−−→ Cn un−−−→ Cn+1 · · · (2)
Le module de cohomologie en n d’un tel complexe est le module quo-
tient Kerun/ Imun−1, noté Hn(C•).
Le décalage de rang k d’un complexe montant C• donne le complexe
noté C•[k] défini par C•[k]n = C−k+n.
Tout complexe montant donne lieu à un complexe descendant 1 ob-
1. Et vice versa.
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tenu en changeant les indices par l’involution 2 n 7→ −n. Cette re-
marque permet de ne pas répéter systématiquement les définitions
ou théorèmes concernant les complexes d’une sorte, pour les com-
plexes de l’autre sorte.
Remarques.
1) On dit souvent groupe d’homologie (ou de cohomologie) plutôt que mo-
dule d’homologie (ou de cohomologie).
2) Si l’on a un complexe défini seulement pour des indices consécutifs for-
mant une partie stricte de Z, on peut toujours le compléter avec des modules
nuls et des applications nulles pour les indices où il n’est pas défini.
3) On décrit parfois un complexe C• tel que (1) à travers le module somme
directe C =
⊕
n∈ZCn et l’application u : C → C somme directe des
applications A-linéaires un. La condition u ◦ u = 0 résume alors les condi-
tions un ◦ un+1 = 0, et le module H•(C) = Keru/ Imu est la somme directe
des Hn(C•).
4) On peut définir les complexes et leurs 〈〈groupes d’homologie 〉〉 sur n’im-
porte quelle catégorie abélienne. Il en va de même pour les autres notions
qui seront définies par la suite, avec les modifications adéquates évidentes.
Morphismes de complexes
Un morphisme (de degré 0) du complexe (descendant) C• vers le complexe
C′• est donné par une famille ϕ = (ϕn) d’applications A-linéaires ϕn :
Cn → C′n qui fait commuter tous les diagrammes convenables : on en
déduit des applications A-linéaires Hn(ϕ) : Hn(C•) → Hn(C′•) entre les
modules d’homologie.
Un morphisme de degré k du complexe (descendant) C• vers le complexe
C′• est un morphisme de C• vers C
′
•[k].
Changement d’anneau de base
Rappelons qu’une extension plate préserve les suites exactes. Voici un
énoncé du même style.
1.2. Théorème. (Changement d’anneau de base)
Considérons un complexe C• de A-modules et un morphisme ρ : A → B.
Par extension des scalaires on obtient un complexe ρ⋆(C•).
2. Mais il faut faire attention à la numérotation des différentielles : la convention
universellement acceptée est qu’une différentielle a toujours pour indice celui de sa source
(que le complexe soit montant ou descendant).
Résolutions libres finies Méthodes constructives
Thierry Coquand, Henri Lombardi, Claude Quitté & Claire Tête
6 novembre 2018 [2:21] Fichier:A-FinFreeRes chapitre:II
52 II. Résolutions libres finies
1. Si B est plat sur A les modules d’homologie de ρ⋆(C•) sont obtenus
par extension des scalaires à partir des modules d’homologie de C•.
Autrement dit pour chaque n, l’application A-linéaire naturelle
Hn(ρ) : Hn(C•)→ Hn(ρ⋆(C•))
est un morphisme d’extension des scalaires. En particulier on obtient
les résultats suivants.
a. Si C• est exact, il en va de même pour ρ⋆(C•).
b. Si S est un monoïde de A, Hn((C•)S) s’identifie à Hn(C•)S.
2. Si B est fidèlement plate sur A et si ρ⋆(C•) est exact, alors C• est
exact.
J La démonstration est laissée à la lectrice. 
Comme corolaire on a théorème de recollement suivant.
1.3. Théorème. (Recollement de groupes d’homologie)
Soient C• un complexe de A-modules et S1, . . ., Sn des monoïdes coma-
ximaux de A.
Notons C(i)• le complexe obtenu par localisation en Si et C
(i,j)
• = C
(j,i)
• le
complexe obtenu par localisation en SiSj. Dans un tel cas, chaque module
d’homologie Hn(C•) est obtenu 〈〈par recollement des modules Hn(C
(i)
• ) le
long des Hn(C
(i,j)
• ) 〉〉. De manière précise :
1. chaque morphisme naturel Hn(C•) → Hn(C(i)• ) est un morphisme
de localisation en Si,
2. chaque morphisme naturel Hn(C
(i)
• )→ Hn(C(i,j)• ) est un morphisme
de localisation en Sj (vu dans ASi), pour i 6= j,
3. le module Hn(C•) et les morphismes naturels Hn(C•) → Hn(C(i)• )
donnent la limite projective (dans la catégorie des A-modules) du
diagramme formé par les Hn(C
(i)
• ), les Hn(C
(i,j)
• ) et les morphismes
de localisation Hn(C
(i)
• )→ Hn(C(i,j)• ).
Homotopies
Soient (C•, d), (C′•, d
′) deux A-complexes montants et f , g : C• → C′• deux
morphismes de complexes de degré 0.
Une homotopie de C• dans C′• reliant f à g est une application h : C• → C′•
de degré −1, i.e. telle que h(Ci) ⊆ C′i−1 pour tout i, vérifiant :
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d′ ◦ h+ h ◦ d = g − f
// Ci−1
g

f
		
d // Ci
h
}}④④
④④
④④
④④
g

f
		
d // Ci+1
g

f
		
h
}}④④
④④
④④
④④
//
// C′i−1
d′
// C′i
d′
// C′i+1 //
1.4. Fait. Dans la situation décrite ci-dessus, on a
H(f) = H(g) .
En effet, soit x ∈ Ker d ; alors
(g − f)(x) = (d′ ◦ h+ h ◦ d)(x) = d′(h(x)),
et donc (g−f)(x) est un d′-bord. Il s’ensuit queH(g−f) = 0, i.e. H(f) = H(g).
Notez que l’application h, purement ensembliste, n’est soumise à aucune
condition de type 〈〈 linéaire 〉〉.
On a une notion analogue pour deux complexes descendants (C•, ∂), (C′•, ∂
′)
et des morphismes de complexes f , g : C• → C′•.
Une homotopie de C• dans C′• reliant f à g est une application h : C• → C′•
de degré 1, i.e. h(Ci) ⊆ C′i+1 pour tout i, vérifiant :
∂′ ◦ h+ h ◦ ∂ = g − f
// Ci+1
g

f
		
∂ // Ci
h
}}④④
④④
④④
④④
g

f
		
∂ // Ci−1
g

f
		
h
}}④④
④④
④④
④④
//
// C′i+1
∂′
// C′i
∂′
// C′i−1
//
On déduit des considérations précédentes le résultat très utile suivant.
1.5. Proposition et définition. Une équivalence d’homotopie du com-
plexe C• vers le complexe C′• (tous deux montants, ou tous deux descen-
dants) est donnée par deux couples (f, g) et (h, h′) où
— f : C• → C′• et g : C′• → C• sont des morphismes de complexes,
— h est une homotopie reliant g ◦ f à IdC• , et
— h′ est une homotopie reliant f ◦ g à IdC′•.
On dit alors que les deux complexes sont homotopiquement équivalents, ou
encore qu’ils ont le même type d’homotopie.
Dans ce cas H(f) et H(g) sont des isomorphismes réciproques.
Caractéristique d’Euler-Poincaré
1.6. Définition. La caractéristique d’Euler-Poincaré d’un complexe borné
de modules libres
C• : Apn
un−−→ · · · · · · · · · Ap1 u1−−→ Ap0
est l’entier
∑n
k=0(−1)kpk, noté χA(C•) ou χ(C•). C’est un entier bien défini
si l’anneau est non trivial.
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Supposons que l’anneau A soit intègre non trivial. Étendons les scalaires
au corps des fractions K, et supposons que le complexe
0→ Kpn un−−→ · · · · · · · · · Kp1 u1−−→ Kp0
soit exact 3. On voit que un est de rang pn sur K et que pn−1 = pn + rn−1
pour un certain entier rn−1 > 0. D’où ensuite un−1 est de rang rn−1,
et pn−2 = rn−1 + rn−2 pour un certain entier rn−2 > 0. On a ainsi une
suite d’entiers rk > 0 avec pk = rk+ rk−1 pour tout k, et χA(C•) = r0 > 0.
Si en outre u1 est surjective (pour K), on a χA(C•) = r0 = 0.
Ces résultats seront généralisés pour un anneau commutatif arbitraire (ce
sera l’objet du théorème 5.6).
Nous nous contenterons pour le moment des faits suivants.
1.7. Fait. On considère un complexe exact de modules projectifs
P• : · · · · · · −→ Pn un−−→ · · · · · · · · · P1 u1−−→ P0 −→ 0.
Alors le complexe est entièrement décomposé (chaque noyau est facteur
direct), et il est isomorphe à une somme directe de complexes 〈〈 triviaux 〉〉
· · · · · · −→ 0 −→ Qk
IdQk−−→ Qk −→ 0 −→ · · · · · ·
k + 1 k k − 1 k − 2
pour k > 1, où les Qk sont des modules projectifs. Enfin si les Pi sont de
type fini, stablement libres ou de rang constant, il en va de même des Qi.
J Puisque les modules Pi sont projectifs, on voit de proche en proche en
partant de u1 que la suite est entièrement décomposée. On obtient succes-
sivement avec Q1 = P0
P1 ≃ Q2 ⊕Q1, P2 ≃ Q3 ⊕Q2, . . . , Pn−1 ≃ Qn ⊕Qn−1, . . . .
Ceci donne l’isomorphisme avec une somme directe de complexes triviaux.
Matriciellement, on peut décrire les applications linéaires uj comme suit
uk =
0 IdQk
0 0
, u1 = 0 IdQ1 .
Enfin il est clair que les Pi sont de type fini, de rang constant ou stablement
libre si, et seulement si, les Qi le sont. 
3. On dit alors que C• est génériquement exact.
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1.8. Fait.
1. Soit un complexe borné exact de modules libres
L• : 0 −→ Ln un−−→ · · · · · · · · · L1 u1−−→ L0 −→ 0.
Si χ(L•) 6= 0, l’anneau A est trivial.
2. Si un complexe exact borné L• comme ci-dessus est formé de mo-
dules projectifs de type fini, on a :
a.
∑
i(−1)i rgA(Li) = 0 dans H0(A),
b. le complexe est entièrement décomposé et il est isomorphe à une
somme directe finie de complexes triviaux.
J Il suffit de montrer le point 2. Or 2b. est un cas particulier du lemme 1.7,
et 2a. résulte clairement de 2b.
Matriciellement, on peut décrire cette fois-ci les applications linéaires uj
comme suit
un =
IdQn
0
, uk =
0 IdQk
0 0
, u1 = 0 IdQ1 .
Alors avec Q0 = Qn+1 = 0, on a rgA(Pk) = rgA(Qk) + rgA(Qk+1) pour
tout k ∈ J1..nK. 
2. Modules n-présentables, librement
résolubles
Modules n-présentables
Une n-présentation (libre finie) du moduleM est donné par une suite exacte
Ln
un−−→ Ln−1 un−1−−→ · · · · · · u1−−→ L0 u0−−→M → 0 (3)
où les Li sont des modules libres de rang fini. La suite exacte (3) est aussi
appelée un début de résolution libre finie de longueur n du A-module M .
2.1. Définition et notation. Un A-module qui possède une n-présenta-
tion est dit n-présentable. On écrit ce renseignement sous la forme conden-
sée suivante : LdA(M) > n, ou Ld(M) > n. On écrit Ld(M) =∞ pour dire
que l’on a Ld(M) > n pour tout n.
Un A-module est 0-présentable si, et seulement si, il est de type fini, il
est 1-présentable si, et seulement si, il est de présentation finie.
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Une n-présentation plus longue permet d’avoir plus de renseignements sur
le module.
Un anneau est cohérent lorsque tout module de présentation finie M satis-
fait Ld(M) =∞. En effet, comme le noyau de toute matrice est un module
de type fini, on peut construire de proche en proche des modules libres de
rang fini Lk et des applications linéaires Lk → Lk−1 qui rendent la suite
exacte.
Lorsque l’on a une suite exacte (3) avec pour Li des modules plats (resp.
des modules projectifs, resp. projectifs de type fini), on dit que l’on a une n-
présentation plate (resp. une n-présentation projective, resp. une n-présen-
tation projective de type fini) du module M .
En fait toute n-présentation projective de type fini se transforme facilement
en une n-présentation libre finie (lemme 3.4).
Modules librement résolubles, localement résolubles, di-
mension projective finitaire
Une n-présentation du module M est appelée une résolution libre finie (de
longueur n) lorsque l’application linéaire un : Ln → Ln−1 est injective,
c’est-à-dire lorsque la suite
0→ Ln un−−→ Ln−1 un−1−−→ · · · · · · u1−−→ L0 u0−−→M → 0 (4)
est exacte.
Lorsque l’on a une suite exacte (4) avec pour Li des modules plats (resp. des
modules projectifs de type fini, des modules stablement libres), on dit que
l’on a une résolution plate de longueur finie (resp. une résolution projective
finie, une résolution stablement libre finie) du module M .
2.2. Définition et notation.
1. Si un A-module M admet une résolution libre de longueur n, nous
dirons qu’il est librement n-résoluble.
2. Si M admet résolution projective finie de longueur n, nous dirons
qu’il est localement n-résoluble. On dira aussi qu’il est de dimen-
sion projective (finitaire) 6 n. Dans ce cas, on adopte la nota-
tion 〈〈PdA(M) 6 n 〉〉, ou 〈〈Pd(M) 6 n 〉〉. Ainsi PdA(M) 6 0 signifie
que M est projectif de type fini. Dans la suite on omet en général le
mot finitaire après 〈〈dimension projective 〉〉.
3. Si l’entier n n’est pas précisé on dira dans le premier cas que le
module est librement résoluble, et dans le second cas qu’il est loca-
lement résoluble.
4. Enfin PdA(M) = −1 signifie que M = 0.
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Commentaire. A priori, la dimension projective d’un module localement
résoluble n’est pas un entier bien défini 4 : on a seulement défini la phrase
〈〈 le A-module M est de dimension projective 6 k 〉〉.
En mathématiques classiques, on définit PdA(M) pour n’importe quel mo-
dule comme un élément de l’ensemble {−1} ∪ N ∪ {+∞} : la borne infé-
rieure des k tels que PdA(M) 6 k.
SiA est fortement discret et non trivial, lorsqu’un moduleM est localement
résoluble, on peut décider quel est le meilleur entier k tel que Pd(M) 6 k,
ce qui permet de définir constructivement la phrase 〈〈 le A-module M est de
dimension projective k 〉〉. Ceci résulte du théorème de permanence IV-1.5
(qui se ramène pour l’essentiel au lemme de Schanuel, voir IV-1.3) et du
fait que dans le cas où A est fortement discret et non trivial, on est capable
de tester si un module de présentation finie est projectif. On adoptera alors
la notation Pd(M) = k.
Dans le cas où l’on ne connait pas Pd(M) de manière certaine, il faut refor-
muler constructivement certaines inégalités exprimées en mathématiques
classiques, comme on l’a déjà fait pour la dimension de Krull. La formula-
tion constructive s’applique en toute généralité sans recours au principe du
tiers exclu et elle est équivalente en mathématiques classiques à la formu-
lation classique.
Par exemple l’inégalité Pd(M) 6 sup
(
Pd(N),Pd(P )
)
est une abréviation
pour l’implication :
∀k > −1, (Pd(N) 6 k etPd(P ) 6 k) =⇒ Pd(M) 6 k.
Cette formulation constructive signifie précisément ceci : si N = P = 0,
alors M = 0 et, pour k > 0, si l’on connait des résolutions projectives finies
de longueurs 6 k pour N et P , on peut construire une résolution projective
finie de longueur 6 k pour M .
Exemples.
1) Le théorème des syzygies de Hilbert affirme que tout module gradué de
présentation finie sur k[X1, . . . , Xn] admet une résolution libre finie graduée
de longueur 6 n (ici k est un corps discret). Ce théorème a été généralisé
au cas non homogène, puis à d’autres situations qui ont conduit à la notion
d’anneau cohérent régulier.
2) Par ailleurs un idéal engendré par une suite régulière est librement résolu
par le complexe de Koszul descendant associé à cette suite.
3) Soit k un corps discret A = k[x, y] = k[X,Y ]/〈XY 〉 et B = A1+〈x,y〉.
L’idéal xB de B admet une résolution infinie par des modules libres de
4. Une discussion analogue a eu lieu dans [CACM, section XIII-2] concernant la
dimension de Krull.
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rang 1 :
· · · · · · −→ B x−−→ B y−−→ B x−−→ B y−−→ B x−→ xB→ 0
(le x au dessus de la flèche signifie 〈〈multiplication par x 〉〉). Comme les
〈〈matrices 〉〉 dans cette résolution sont à coefficients dans l’idéal maximal
de l’anneau local B, la résolution est essentiellement unique (cf. le théo-
rème 4.4) et donc le module xB n’admet pas de résolution libre finie.
4) Si P ⊕ Q = L = An, le module projectif P admet une présentation de
longueur infinie
· · · −→ L πP−−→ L πQ−−→ L πP−−→ L πQ−−→ L π−−→ P −→ 0,
où πP : L → L est le projecteur d’image P et de noyau Q, πQ = Id − πP
et π(x) = πP (x) pour x ∈ L.
5) Par définition un module stablement libre admet une résolution libre
finie de longueur 1, mais il n’admet une résolution libre finie de longueur 0
que s’il est libre.
Dans une certaine mesure l’étude des résolutions projectives finies se ramène
à l’étude des résolutions libres finies. D’une part, on peut toujours remplacer
une résolution projective finie par une résolution où tous les modules sont
libres finis, à l’exception du premier module, noyau de la première flèche
(proposition 3.3). D’autre part, le théorème de structure locale des mo-
dules projectifs de type fini implique qu’après localisation en des éléments
comaximaux une résolution projective finie devient une résolution libre finie
comme expliqué dans la proposition suivante (voir aussi le lemme 3.5).
2.3. Proposition. Étant donnée une résolution projective finie d’un A-mo-
dule M , on peut calculer un système d’éléments comaximaux tels qu’après
localisation en chacun de ces éléments, la résolution devienne une réso-
lution libre finie. Réciproquement, si après localisation en des éléments
comaximaux le module M possède chaque fois une résolution libre finie,
alors il possède une résolution projective finie.
Notons que l’on peut aussi passer au localisé de Nagata, qui est une exten-
sion fidèlement plate, et la résolution projective finie devient une résolution
quasi libre finie.
Résolutions très courtes
• Résolutions libres finies
1. Un module est libre de rang fini si, et seulement si, il admet une
résolution libre finie de longueur 0.
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2. Un anneau A est un corps discret si, et seulement si, tout module
A/〈a〉 est libre, si, et seulement si, tout module de présentation finie
est libre.
3. Les anneaux de Bezout intègres sont caractérisés par le fait que tout
idéal de type fini est un module libre de rang 1 ou 0, ou encore que
sur un tel anneau toute matrice admet pour noyau un module libre
de rang fini.
• Résolutions projectives finies
1. Un module est de dimension projective 6 0 si, et seulement si, il est
projectif de type fini.
2. Il est de dimension projective 6 1 si, et seulement si, il est le quotient
d’un module projectif de type fini par un sous-module projectif de
type fini.
3. Un anneau est un anneau de Prüfer cohérent si, et seulement si,
tout idéal de type fini est projectif si, et seulement si, tout module
de présentation finie M satisfait Pd(M) 6 1.
3. Idéaux caractéristiques d’un complexe
Modifications élémentaires d’un complexe
Nous décrivons dans le lemme qui suit des transformations élémentaires
d’un complexe qui ne changent pas les groupes d’homologie. Il s’agit en fait
d’un cas particulier très simple d’homotopie entre complexes.
3.1. Lemme. (Modification élémentaire d’un complexe)
1. Soit E un A-module. Considérons le complexe C˜• obtenu par une modi-
fication d’un complexe C• comme suit
C˜• : · · · Ck+2 u˜k+2−−−→ Ck+1 × E u˜k+1−−−→ Ck × E u˜k−−−→ Ck−1 · · ·
où les applications linéaires u˜k+2, u˜k+1, u˜k sont définies par
u˜k+2(x) = (uk+2(x), 0), u˜k+1(y, z) = (uk+1(y), z), u˜k(t, z) = uk(t),
matriciellement :
u˜k = uk 0 , u˜k+1 =
uk+1 0
0 IE
, u˜k+2 =
uk+2
0
.
On a alors les résultats suivants.
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a. 〈〈L’homologie ne change pas 〉〉, c’est-à-dire que l’on a des isomor-
phismes canoniques Hj(C•) ≃ Hj(C˜•) pour k − 1 6 j 6 k + 2.
b. Si les modules considérés sont libres, avec E de rang r, on obtient
pour tout ℓ
Dℓ(uk) = Dℓ(u˜k), Dℓ(uk+1) = Dℓ+r(u˜k+1), Dℓ(uk+2) = Dℓ(u˜k+2) .
2. Inversement, supposons que l’on a des décompositions
Ck+1 = Ck+1 ⊕ E et Ck = Ck ⊕ F,
avec
{
uk+1(Ck+1) ⊆ Ck, uk+1(E) ⊆ F,
uk+1 réalise un isomorphisme de E sur F.
Considérons le complexe C• obtenu par une telle modification élémentaire
· · · Ck+2 uk+2−−−→ Ck+1 uk+1−−−→ Ck uk−−−→ Ck−1 · · · ,
où uk+2, uk+1 et uk sont obtenues comme induites par uk+2, uk+1, uk.
On a alors les résultats suivants.
a. 〈〈L’homologie ne change pas 〉〉, c’est-à-dire que l’on a des isomor-
phismes canoniques Hj(C•) ≃ Hj(C•) pour k − 1 6 j 6 k + 2.
b. Si les modules considérés sont libres, avec E de rang r, on obtient
pour tout ℓ
Dℓ(uk) = Dℓ(uk), Dℓ+r(uk+1) = Dℓ(uk+1), Dℓ(uk+2) = Dℓ(uk+2) .
Matriciellement :
uk = uk 0 , uk+1 =
uk+1 0
0 iso
, uk+2 =
uk+2
0
.
J La démonstration est laissée au lecteur. Notez que dans le point 2 on a
Im(uk+2) ⊆ Ck+1 et F ⊆ Ker(uk) parce que C• est un complexe. 
Notons que les égalités en 1b et 2b concernant les idéaux déterminantiels
restent valables dans toutes les situations en utilisant la convention ha-
bituelle selon laquelle les idéaux déterminantiels d’une matrice vide sont
égaux à 〈1〉.
Le corolaire suivant sera appliqué de manière systématique dans la suite.
3.2. Corolaire. Soit un complexe (descendant) dans lequel on a pour un
certain indice m, Cm+1 = Ar, Cm = As. On suppose que um+1 est repré-
senté par une matrice Am+1 ∈ As×r qui possède un mineur d’ordre k inver-
sible. Alors on peut remplacer Cm+1, Cm, um+1, um+2 et um par C′m+1 = A
r−k,
C′m = A
s−k et des applications linéaires convenables u′m+1, u
′
m+2 et u
′
m
sans changer l’homologie du complexe.
En outre Dℓ(u′m+1) = Dℓ+k(um+1) pour tout ℓ.
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Notons C′• le complexe modfié. Alors C• est isomorphe à la somme directe
du complexe C′• et du complexe trivial . . . → 0 → E IdE−−→ E → 0 . . .
(E = Ak) avec les indices m+ 1 et m pour E.
J Utiliser le lemme du mineur inversible 0-2.4 et le lemme 3.1, point 2. 
Deux conséquences importantes du corolaire 3.2 sont données dans les théo-
rèmes 4.1 et 5.6.
L’écart entre une résolution libre finie et une résolution projective finie est
très faible comme le montre la proposition qui suit.
D’un certain point de vue, la notion de résolution projective finie est un
meilleur concept car c’est un concept local-global (voir le principe IV-1.7),
alors qu’un module projectif de type fini qui n’est pas stablement libre ne
peut pas admettre de résolution libre finie.
D’un autre point de vue, la notion de résolution libre finie est plus fonda-
mentale car elle aboutit à des résultats plus précis, et aussi parce qu’une
résolution projective finie n’est jamais qu’une résolution qui devient libre
finie après localisation en des éléments comaximaux.
3.3. Proposition. Si l’on a une résolution projective finie
0→ Pn −→ Pn−1 −→ · · · · · · −→ P0 −→M → 0,
(avec n > 1) d’un A-module M , on a aussi une résolution projective finie
de même longueur
0→ P ′n −→ Ln−1 −→ · · · · · · −→ L0 −→M → 0,
où Ln−1, . . ., L0 sont libres de rang fini. En outre si les Pi pour i 6 k sont
déjà libres, il suffit de modifier les Pj pour j > k.
J On applique de manière répétée la première partie du lemme 3.1. On
complète P0 en L0 = P0⊕Q0 pour en faire un module libre, simultanément
on remplace P1 par P˜1 = P1 ⊕ Q0. Ensuite on complète P˜1 pour en faire
un module libre L1 et l’on modifie simultanément P2. On continue jusqu’à
rendre tous les termes Li libres sauf éventuellement le terme P ′n.
Le même raisonnement s’applique si les Pi sont libres pour i 6 k : on
commence la modification à Pk+1. 
De la même manière on obtient le résultat suivant.
3.4. Lemme. Toute n-présentation projective de type fini d’un module
donne, par transformations élémentaires du complexe, une n-présentation
(libre finie) du même module.
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3.5. Lemme. Si E est un module localement n-résoluble, il existe des élé-
ments comaximaux (si) tels qu’après localisation en chaque si, le module
devient librement n-résoluble.
J On considère une résolution de E par des modules libres de rang fini,
sauf le premier qui est projectif de type fini (proposition 3.3). Ce module
devient libre après localisation en des éléments comaximaux.
En fait, n’importe quelle résolution de E par des modules projectifs de
type fini devient une résolution libre finie après localisation en des éléments
comaximaux convenables. 
Complexes génériquement exacts et autres
Considérons un complexe descendant de modules libres de rang fini, borné,
se terminant à l’indice 0.
L• : 0→ Lm Am−−→ Lm−1 Am−1−−−→ · · · · · · A2−−→ L1 A1−−→ L0, Lk = Apk .
Lorsque l’anneau de base A est intègre, on dit que le complexe est généri-
quement exact s’il devient exact quand on étend les scalaires au corps de
fractions K. Dans un tel cas, les modules d’homologie sont des modules de
torsion sur A, annulés par un même élément de Reg(A) : en effet, ils sont
de présentation finie et ils deviennent nuls par extension des scalaires à K.
Et si la matrice Ak est de rang rk sur K, on obtient pour tout k ∈ J1..mK
Lk = Ark+1+rk ,
à condition de définir rm+1 = 0 et r0 = p0 − r1 (cf. supra la discussion
après la définition 1.6). Notons que r0 = χ(L•).
Dans la suite on ne suppose pas nécessairement l’anneau intègre, on consi-
dère un complexe borné de modules libres de rang fini, et l’on garde l’hy-
pothèse que l’on a des entiers rk ∈ N tels que pk = rk+1 + rk pour tout
k ∈ N, avec pℓ = 0 pour ℓ > m.
Sous ces hypothèses on dira que rk est le rang stable attendu 5 de la ma-
trice Ak.
Si l’anneauA est non trivial, on a nécessairement rℓ+rℓ+1 = 0 pour ℓ > m,
donc rm+1 = 0 et rm est le rang du module Lm : la suite des rk est définie
sans ambigüité à partir de la suite des pk, elle-même bien définie. Il reste
cependant une contrainte à imposer à la suite des pk, c’est que la suite
des rk qui en résulte soit entièrement dans N (en fait seuls importent les
indices k ∈ J0..mK). On se simplifie donc un peu la vie en donnant les rk
plutôt que les pk.
5. Le rang stable d’une matrice sur un anneau intègre est le rang sur le corps de frac-
tions. Plus généralement le rang stable d’une matrice est défini en 5.1, et l’on démontre
en 5.6 que si L• est exact chaque matrice Ak est de rang stable rk.
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On s’intéresse maintenant aux invariants d’un tel complexe lorsqu’on lui
fait subir des modifications élémentaires telles que celles décrites dans le
paragraphe précédent (lemme 3.1, avec E libre), ou encore des changements
de base pour les modules Lk.
3.6. Définition. Deux complexes bornés de modules libres de rang fini sont
dits élémentairement équivalents si l’on peut passer de l’un à l’autre (à iso-
morphisme près) par une suite finie de modifications élémentaires comme
dans le lemme 3.1, avec E libre de rang fini, rajouté en somme directe, ou
retranché, à deux modules Lk et Lk+1 pour un k > 0.
On note pour commencer que dans une modification élémentaire opérée
dans le lemme 3.1, avec E libre, le seul rang stable attendu modifié est rk+1.
En particulier, la caractéristique d’Euler-Poincaré r0 ne change pas. On
note aussi en posant M = CokerA1 que si l’on considère une modification
élémentaire de L• avec k = 1 ou 0, on obtient des transformations de la
matrice A1 qui conservent son conoyau à isomorphisme près (voir [CACM,
section IV-1]) et que l’on a des idéaux invariants
Dr1(A1) = Fr0(M) et Dr1−ℓ(A1) = Fr0+ℓ(M) .
Les autres modifications élémentaires (avec k > 1) ne changent pas la
matrice A1, donc le moduleM reste le même et les Dr1−ℓ(A1) sont toujours
inchangés.
Plus généralement, on constate le fait suivant.
3.7. Proposition et définition. On considère des complexes descendants
bornés de modules libres de rang fini Lk, limités à droite à l’indice 0, donnés
avec des entiers rk ∈ N tels que Lk ≃ Ark+rk+1 pour tout k ∈ N, et rℓ = 0
si ℓ est assez grand. Si deux tels complexes de modules libres sont élémen-
tairement équivalents, ils ont les mêmes modules d’homologie. En outre, en
modifiant corrélativement les rangs stables attendus, les deux complexes ont
les mêmes idéaux déterminantiels pour les numérotations suivantes :
Dk = Dk(L•)
def
= Drk(Ak) et Dk,ℓ = Dk,ℓ(L•) def= Drk−ℓ(Ak) .
Nous appellerons ces idéaux les idéaux caractéristiques du complexe L•.
Pour k suffisamment grand, les modules et les applications linéaires sont
nulles : on a alors Dk = 〈1〉, et Dk,ℓ = 〈1〉 et Dk,−ℓ = 0 pour ℓ > 0.
NB : les deux complexes ont aussi même caractéristique d’Euler-Poincaré
égale à r0, et les conoyaux des flèches de droite sont isomorphes.
Si nécessaire, pour lever une ambigüité, on notera DA,ℓ(L•) et DA,k,ℓ(L•)
en rappelant l’anneau sur lequel on considère les matrices.
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Note. L’indice 0 utilisé pour limiter le complexe à droite est une convention
naturelle si l’on considère que le complexe résout un module donné. C’est
la raison pour laquelle les modifications élémentaires du complexe envisa-
gées ne rallongent jamais sur la droite la liste des modules non nuls. En
pratique, comme on l’a déjà signalé, lorsque l’anneau est non trivial, les
rangs stables attendus sont connus sans ambigüité. En bref, la structure de
donnée correspondant à la proposition 3.7 est un complexe borné de mo-
dules libres de rang fini avec rangs stables attendus ; mais lorsque l’anneau
est non trivial 6, les rk sont connus à partir de L•, et le fait de les donner
a priori est simplement une manière de se simplifier la vie.
Le théorème 5.6 dit que lorsque le complexe L• est exact, les idéauxDk sont
fidèles et Dk,ℓ = 0 pour ℓ < 0. Signalons aussi le remarquable théorème 7.1
qui caractérise de manière précise, par des propriétés des idéaux Dk, les
complexes L• qui sont exacts, et le non moins remarquable théorème III-3.4
qui précise la 〈〈 structure multiplicative 〉〉 des idéaux caractéristiques lorsque
le complexe est un complexe de Cayley, a fortiori s’il est exact.
3.8. Lemme. Après une extension des scalaires ρ : A → B les idéaux
caractéristiques DA,k(L•) et DA,k,ℓ(L•), ainsi que le module conoyau de la
dernière flèche, sont remplacés par leurs images dans B.
Les extensions des scalaires plates se distinguent ici seulement par le fait
qu’elles préservent l’homologie.
4. Résolutions libres minimales
Existence de résolutions minimales
4.1. Théorème et définition. (Existence de résolutions minimales)
Soit un anneau local résiduellement discret A.
1. Pour tout complexe de A-modules libres de rang fini
L• : Ln
un−−→ · · · · · · u1−−→ L0,
on sait calculer un complexe élémentairement équivalent où les ma-
trices Ai des applications linéaires ui (i ∈ J1..nK) sont à coefficients
dans Rad(A).
2. Si l’on a une n-présentation d’un module, le calcul du point 1 la
ramène à une n-présentation minimale, c’est-à-dire où les matrices
de la présentation sont à coefficients dans Rad(A).
6. Si l’on ignore si l’anneau est trivial ou non, par exemple après une localisation mal
maitrisée, il pourrait s’avérer utile d’avoir les rk à sa disposition.
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3. Si l’on a une résolution libre finie d’un A-module M ,
0→ Ln un−−→ Ln−1 un−1−−→ · · · · · · u2−−→ L1 u1−−→ L0 π−→M → 0,
la résolution obtenue au point 1 est dite minimale.
Rappelons que dans cette réduction, la caractéristique d’Euler-Poincaré et
les idéaux caractéristiques du complexe L• ne changent pas (mais la lon-
gueur n peut diminuer).
J Puisque l’anneau local est résiduellement discret on peut déterminer
pour n’importe quelle matrice un entier k > 0 et un mineur inversible 7
d’ordre k tels que tous les mineurs d’ordre k + 1 sont résiduellement nuls.
On applique alors le corolaire 3.2 successivement avec u1, . . ., un. 
Le résultat précédent généralise le point 1 du lemme du nombre de généra-
teurs local 0-2.13.
Soit k = A/Rad(A) le corps résiduel. Si dans une résolution minimale
de M on a L0 = Ar, alors
Fr(M) = D0(u1) = 〈1〉 et Fr−1(M) = D1(u1) ∈ Rad(A).
Si l’anneau A n’est pas trivial, l’entier r est donc bien défini. C’est aussi
la dimension du k-espace vectoriel k ⊗A M ≃ M/Rad(A)M , et c’est le
nombre d’éléments de tout système générateur minimal de M .
Ce résultat va être généralisé dans les théorèmes 4.4 et 5.6.
Unicité des résolutions libres minimales
Le théorème 4.1 affirme dans le cas d’un anneau local résiduellement discret
l’existence de résolutions libres finies pour lesquelles toutes les matrices sont
à coefficients dans Rad(A). Plus généralement sur un anneau arbitraire on
donne la définition suivante.
4.2. Définition. Une résolution libre finie d’unA-module est diteminimale
si les applications linéaires u1, . . ., un de la résolution sont données par des
matrices à coefficients dans Rad(A).
4.3. Lemme. Soit a un idéal de A, M un A-module de présentation finie
et deux présentations de M données par les suites exactes
Am u // An π // M
IdM

// 0
Am
′ u′ // An
′ π′ // M // 0
avec les matrices de u et u′ à coefficients dans a.
7. Rappelons qu’un mineur d’ordre 0 est égal à 1.
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1. On a n = n′ dans H0(A/a ). En particulier
a. si n 6= n′ alors 1 ∈ a :
b. si a est un idéal strict, alors n = n′ dans N.
2. Si a ⊆ Rad(A) alors An ≃ An′ et il existe un automorphisme v de
An tel que π′ ◦ v = π et v(Kerπ) = Kerπ′.
Am u // An
v

π // M
IdM

// 0
Am
′ u′ // An π
′
// M // 0
J 1. En étendant les scalaires à B = A/a on obtient deux suites exactes
de B-modules
Bm 0−→ Bn π−→M/aM −→ 0, et Bm′ 0−→ Bn′ π′−→M/aM −→ 0.
Donc π et π′ sont des isomorphismes et Bn ≃ Bn′ .
2. Si n 6= n′, 1 ∈ RadA donc A est trivial. On peut supposer sans perte de
généralité n = n′. On pose K = Im(u) = Ker(π) et K ′ = Im(u′) = Ker(π′).
L’isomorphisme composé
v1 : An/K
∼−→M IdM−−−→M ∼−→ An/K ′
est représenté par une matrice V ∈ Mn(A) et l’isomorphisme réciproque
w1 par une matrice W . On a WV − In = 0 mod K. En prenant le détermi-
nant on obtient det(WV − In) ∈ a, donc det(WV ) ∈ 1 + a ⊆ A×. Ainsi V
et W sont inversibles Notons v l’automorphisme de matrice V . Puisque V
représente v1, on a π′ ◦ v = π. Et ceci implique v(K) = K ′ car
K = Kerπ = Ker(π′ ◦ v) = v−1(Kerπ′) = v−1(K ′)
et v est un isomorphisme. 
4.4. Théorème. (Unicité des résolutions libres finies minimales)
Soient deux résolutions libres finies minimales d’un même module M
0 → Ln un−−→ Ln−1 · · · · · · u1−−→ L0 π−→ M → 0,
0 → L′n
u′n−−→ L′n−1 · · · · · ·
u′1−−→ L′0 π
′
−→ M → 0.
On a les résultats suivants.
1. Pour tout i ∈ J0..nK, Li et L′i sont isomorphes (donc si l’anneau est
non trivial leur rang dans N est le même).
2. Les deux complexes sont isomorphes au sens des complexes, i.e. il
existe des isomorphismes vi : Li → L′i, (i ∈ J0..nK) tels que vi−1ui =
u′ivi (on pose u0 = π, u
′
0 = π
′ et v−1 = IdM ).
En particulier vi−1(Im(ui)) = Im(u′i).
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0 → Ln
un−−→ Ln−1 · · · · · ·
u1−−→ L0
π
−→ M → 0
↓vn ↓vn−1 ↓v0 ↓ Id
0 → L′n
u′n−−→ L′n−1 · · · · · ·
u′
1−−→ L′0
π′
−→ M → 0
J On démontre les points 1 et 2 par récurrence sur i.
Pour i = 0, les rangs de L0 et L′0 sont égaux d’après le point 1 du lemme 4.3,
et le point 2 donne Im(u1) ≃ Im(u′1) via un isomorphisme v0 de L0 sur L′0.
Pour i = 1, on note que (la matrice de) u2 (resp. u′2) est une matrice de
présentation pour Im(u1) (resp. Im(u′1)). D’après le point 1 du lemme 4.3
on a rg(L1) = rg(L′1), et d’après le point 2 un isomorphisme v1 : L1 → L′1
qui envoie Im(u2) sur Im(u′2) et qui fait commuter le diagramme.
On termine par récurrence de la même manière. 
Remarques. 1) Dans le théorème précédent, on peut supprimer la parenthèse
dans le point 1 en considérant le rang comme un élément de H0(A) plutôt
que comme un élément de N.
2) On n’a exigé ni rgA(Ln) > 0, ni rgA(L
′
n) > 0. Une conséquence est
donc que si l’on a deux résolutions libres finies minimales avec des rangs
tous > 0, elles ont même longueur (plus précisément, si ce n’est pas le
cas, alors 1 =A 0). En particulier toute résolution libre finie minimale d’un
module libre de rang fini est 〈〈de longueur nulle 〉〉 (plus précisément, les Lk
sont nuls pour k > 1).
3) Dans la démonstration précédente, si l’on suppose seulement que les
matrices des uℓ sont à coefficients dans un idéal a, on peut considérer
l’anneau A′ = A1+a pour lequel a ⊆ Rad(A′) et l’on voit que les isomor-
phismes construits utilisent effectivement uniquement des dénominateurs
dans 1 + a. Ceci justifie le point 2 dans la définition 4.6 ci-après.
4) Pour plus de précisions concernant le théorème précédent, voir le théo-
rème IV-3.2 dans le cadre des résolutions projectives finies
Comme conséquence des théorèmes 4.1 et 4.4 on obtient le corolaire suivant.
4.5. Corolaire. Sur un anneau local résiduellement discret non trivial,
une résolution libre minimale d’un module est de longueur minimum parmi
toutes les résolutions libres finies du module.
Ainsi dans le cas d’un anneau local résiduellement discret, la dimension
projective d’un module M librement résoluble, notée PdA(M) (voir la défi-
nition 2.2), est un entier bien défini.
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Nombres de Betti
La définition suivante est légitimée par le théorème 4.4
4.6. Définition et notation.
1. Soit A un anneau non trivial. Si un A-module M admet une réso-
lution libre minimale (définition 4.2)
0 → Ln un−−→ Ln−1 · · · · · · · · · L1 u1−−→ L0 π−→ M → 0,
les entiers rgA(Li) pour i ∈ J0..nK ne dépendent que de M , ils sont
appelés les nombres de Betti du A-module M . On les note βA,i(M)
ou βi(M).
2. Plus généralement, si un A-module M admet une résolution libre
finie avec toutes les matrices à coefficients dans un idéal a, les élé-
ments rgA1+a(Li) de H0(A1+a) sont appelés les nombres de Betti
du A-module M relativement à l’idéal a. On les note βA,a,i(M) ou
βa,i(M).
Remarque. 1) Pour un module M qui admet une résolution libre minimale,
les types des matrices des ui (à équivalence près) et leurs idéaux déter-
minantiels sont tous des invariants attachés au module M .
2) Dans le point 2, si 1 /∈ a on peut identifier les βa,i(M) à des entiers
naturels ordinaires.
Idéaux caractéristiques d’un module
Dans le cas d’un anneau local résiduellement discret (A,m) les idéaux
caractéristiques dans une résolution libre minimale d’un module M sont
les mêmes que ceux de toute résolution libre finie du module, ceci parce
que toute résolution libre finie peut être réduite à une résolution minimale
par des modifications élémentaires. Ainsi ces idéaux caractéristiques ne dé-
pendent pas de la résolution libre finie considérée.
Notons aussi que si M n’est pas libre, la longueur n = PdA(M) > 1 de la
résolution libre minimale est caractérisée par Dn ⊆ m et Dn+1 = 〈1〉.
4.7. Théorème et définition. (Idéaux caractéristiques d’un module libre-
ment résoluble) Soient A un anneau arbitraire, M un A-module librement
résoluble, et L• un complexe exact de modules libres de rang fini qui ré-
sout M .
— Les idéaux caractéristiques DA,k(L•) et DA,k,ℓ(L•) du complexe ne
dépendent que du module M .
— On les note DA,k(M) et DA,k,ℓ(M) et on les appelle les idéaux
caractéristiques du module librement résoluble M .
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— De même la caractéristique d’Euler-Poincaré de L• ne dépend que
du module M .
J Puisque c’est vrai dans le cas d’un anneau local résiduellement discret,
il suffit d’appliquer la machinerie locale-globale générale à idéaux premiers
(page 13). 
Remarque. Notons r0 = χ(L•), on a alors par définition l’égalité
D1,ℓ(L•) = Fr0+ℓ(M)
pour tout ℓ. Ceci éclaire le résultat d’invariance précédent sur un cas par-
ticulier. On va voir bientôt que les Dk,ℓ(L•) sont nuls pour ℓ < 0 et fidèles
pour ℓ > 0. Il suffirait de le démontrer dans le cas d’un anneau local rési-
duellement discret, mais la démonstration ne semble pas facilitée par une
telle hypothèse.
On étendra la définition des idéaux caractéristiques ainsi que le résultat
d’invariance à tout module localement résoluble en IV-4.5.
5. Rang, rang stable
Dans cette section nous définissons le rang d’un module librement résoluble
et le mettons en relation avec le rang stable des matrices présentes dans la
résolution.
Rang stable de matrices
La notion d’application linéaire stable (entre modules libres de rang fini)
que nous introduisons ici est une généralisation de la notion d’application
linéaire injective. Elle est en quelque sorte aux applications linéaires in-
jectives ce que les applications linéaires de rang entier 8 sont aux isomor-
phismes.
5.1. Définition.
1. Une matrice A est dite de rang stable supérieur ou égal à r si l’idéal
déterminantielDr(A) est fidèle. On écrit rgstA(A) > r ou rgst(A) > r.
2. La matrice A est dite de rang stable r, et l’on écrit rgst
A
(A) = r, si
en outre DA,r+1(A) = 〈0〉, c’est-à-dire si rgA(A) 6 r. On dit dans
ce cas que la matrice est stable.
Ces définitions s’étendent naturellement aux applications linéaires entre
modules libres de rang fini
8. Dans cet ouvrage, à la suite de [CACM], on dit qu’une application linéaire ϕ entre
modules libres et de rang k si Dk(ϕ) = 〈1〉 et Dk+1(ϕ) = 〈0〉.
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3. Un A-module de présentation finieM est dit de rang stable r, et l’on
écrit rgstA(M) = r, si FA,r(M) est fidèle et FA,s(M) = 0 pour s < r.
Ainsi, si l’on a une présentation de M sous la forme d’une suite
exacte
Am+r A−→ Ar+n π−→M → 0
on a rgst(M) = r si, et seulement si, rgst(A) = n.
Si l’on a une matrice qui est de rang 6 r − 1 et de rang stable > r, alors
l’anneau est trivial. Quand l’anneau est non nul, si une matrice est stable,
son rang stable est donc un entier bien défini.
Exemples. 1) Une matrice injective est toujours stable, de rang stable égal
à son nombre de colonnes.
2) Un anneau est intègre si, et seulement si, toutes les matrices sur cet
anneau sont stables. Et alors le rang stable d’une matrice n’est autre que
le rang de la matrice sur le corps des fractions.
3) Une matrice est de rang stable 0 si, et seulement si, elle est nulle.
Remarque. Posons B = Frac(A[X ]). Alors, pour toute matrice A on a
rgst
A
(A) 6 k ⇔ rg
B
(A) 6 k, et rgst
A
(A) = k ⇔ rg
B
(A) = k,
ce que l’on peut abréger en rgst
A
(A) = rg
B
(A). Ceci résulte du lemme de
McCoy I-1.7.
On pourra comparer les idéaux de Fitting d’un module stable de rang r
avec ceux d’un module projectif de rang constant r. Dans les deux cas les
idéaux Fs(•) pour s < r sont nuls. La différence est que l’égalité Fr(P ) =
〈1〉, valable pour un module P projectif de rang constant r, est ici remplacée
par la condition 〈〈Fr(M) est fidèle 〉〉 pour un module stable.
5.2. Principe local-global concret. (Pour le rang stable)
Soient a1, . . ., an des éléments coréguliers de A.
Soient A ∈ Am×ℓ, r un entier > 0 et M un A-module de présentation finie.
1. On a rgst(A) > r sur A si, et seulement si, rgst(A) > r sur chaque
localisé A[1/ai].
2. On a rg(A) 6 r sur A si, et seulement si, rg(A) 6 r sur chaque
A[1/ai].
3. On a rgst(A) = r sur A si, et seulement si, rgst(A) = r sur chaque
localisé A[1/ai].
4. On a rgst(M) = r sur A si, et seulement si, rgst(M [1/ai]) = r pour
chaque localisation en A[1/ai]..
J Conséquence immédiate du principe local-global I-1.5 page 17. 
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5.3. Proposition.
1. Une matrice A est stable de rang stable r si, et seulement si, il existe
des éléments coréguliers tels qu’après localisation en chacun d’eux la
matrice soit de rang r.
2. Un module de présentation finie M est stable de rang stable ℓ si, et
seulement si, il existe des éléments coréguliers tels qu’après locali-
sation en chacun d’eux M soit de libre de rang ℓ.
3. Si rgst(A) = r, pour tout k ∈ J1..rK, ∧kA est stable, de rang
stable
(
r
k
)
.
J 1 et 2. Si l’on inverse un mineur d’ordre r de A, la matrice devient de
rang r, et son conoyau est libre (lemme de la liberté 0-2.5).
3. Appliquer le point 1 en notant que les puissances extérieures se com-
portent bien par localisation. 
Remarque. On aurait des résultats analogues à celui du point 3 pour toutes
les constructions usuelles (produit tensoriel, puissance symétrique, modules
d’applications linéaires . . .).
On a le résultat suivant pour les suites exactes courtes de modules stables.
5.4. Proposition. (Rang stable et suite exacte courte)
Si N ⊆M , et si les trois modules M , N et M/N sont stables, on a
rgst(M) = rgst(N) + rgst(M/N)
dans H+0 A.
J Notons ρ1 = rgst(N), ρ2 = rgst(M), ρ3 = rgst(M/N). Un produit d’idé-
aux de type fini fidèles est un idéal de type fini fidèle. On applique alors la
proposition 5.3 simultanément pour les trois modules. Ainsi, en localisant
en des éléments coréguliers ai on obtient ρ1, ρ2 et ρ3 comme rangs de
modules libres Ni, Mi et Mi/Ni sur l’anneau A[1/ai], ce qui donne un iso-
morphisme Mi ≃ Ni × (Mi/Ni).
Si ρ2 6= ρ1 + ρ3 dans N, alors on a 1 = 0 dans tous les A[1/ai], et puisque
les ai sont coréguliers, cela donne 1 = 0 dans A.
Ainsi, on a toujours ρ2 = ρ1 + ρ3 dans H0A. 
Remarque. L’appel à H0A permet d’éviter de supposer que l’anneau est non
trivial dans l’énoncé précédent. En fait cela suggère que l’on pourrait élargir
la définition et dire qu’un module est localement stable s’il est stable après
localisation en des éléments comaximaux. Dans ces conditions le rang stable
serait un élément de H+0 A et l’égalité de la proposition 5.4 serait valable
pour toute suite exacte courte de modules localement stables.
La démonstration du lemme crucial suivant est tout à fait analogue à celle
de la proposition I-1.6.
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5.5. Lemme du rang stable.
Soit une suite exacte Am u−→ An v−→ Aℓ et k, h ∈ N avec k + h = n.
Alors u est stable, de rang stable k, si, et seulement si, v est stable, de rang
stable h. Et dans ce cas, on a Dh(v) ⊆ A
√Dk(u).
NB : ainsi, si v est stable de rang stable h et si n− h > m, alors l’anneau
est trivial.
J Supposons d’abord u stable de rang stable k. Par hypothèse Dk(u) est
fidèle. Si k > m, Dk(u) = 0 et l’anneau est trivial. On suppose k 6 m.
Après localisation en un mineur arbitraire a d’ordre k de u, on se ramène
(lemme du mineur inversible 0-2.4) au cas où u est simple, de matrice Ik,n,m.
Comme v ◦ u = 0, v admet une matrice de la forme 0 B , et comme
la suite est exacte, B représente une application linéaire injective de A[ 1a ]
h
dans A[ 1a ]
ℓ, donc est stable de rang h. On conclut avec le principe local-
global 5.2 que v est stable de rang h.
Supposons ensuite v stable de rang stable h. Par hypothèse Dh(v) est fidèle.
Si h > ℓ, Dh(v) = 0 et l’anneau est trivial. On suppose h 6 ℓ. Après loca-
lisation en un mineur arbitraire a d’ordre h de v, on se ramène (lemme du
mineur inversible 0-2.4) au cas où v est simple, de matrice Ih,ℓ,n.
Comme v ◦ u = 0, u admet une matrice de la forme
0
C
, et comme la
suite est exacte, C représente une application linéaire surjective de A[ 1a ]
m
dans A[ 1a ]
h, donc est de rang h. On conclut avec le principe local-global 5.2
que u est stable de rang k. En outre pour chaque générateur a de DA,h(v),
on vient de voir que 1 ∈ DA[ 1
a
],k(u), c’est-à-dire a ∈ A
√DA,k(u). Ceci
prouve l’inclusion DA,h(v) ⊆ A
√DA,k(u). 
Rang d’un module librement résoluble
Peut-être l’appellation 〈〈théorème de structure locale 〉〉 pour le théorème
qui suit est un bien grand mot pour un résultat qui ne donne pas beau-
coup d’informations nouvelles concernant les modules de présentation finie
lorsque l’anneau est intègre. Néanmoins, dans le cas d’un anneau arbitraire,
il mérite le respect, comme on le verra avec les corolaires qui suivront.
5.6. Théorème et définition. (Théorème de structure 〈〈 locale 〉〉 pour les
modules librement résolubles)
Soit M un A-module qui admet une résolution libre finie
0→ Ln un−−→ Ln−1 un−1−−→ · · · · · · u2−−→ L1 u1−−→ L0 π−→M → 0.
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pour laquelle Li = Api . Notons rℓ =
∑n
k=ℓ(−1)k−ℓpk la caractéristique
d’Euler-Poincaré du complexe 0→ Ln −→ · · · · · · −→ Lℓ.
0. Si l’un des rℓ est < 0 dans Z, l’anneau A est trivial.
Autrement dit, on a toujours rℓ > 0 dans H0(A).
Dans les points qui suivent on suppose sans perte de généralité que les rℓ
sont > 0 (s’il y en a un < 0 l’anneau est nul, on peut prendre tous les rℓ
nuls, et tout est correct, mais sans intérêt)
1. Chaque application uℓ est stable, de rang stable rℓ. Autrement dit en
termes d’idéaux caractéristiques, Dℓ est fidèle et Dℓ,−1 = 0.
2. Le module M est stable, de rang stable r0 avec D1 = Fr0(M). L’en-
tier r0, vu comme élément de H0(A), ne dépend pas de la résolution
libre finie considérée. On dit que r0 est le rang du module librement
résoluble M et on le note rgA(M) ou rg(M).
3. Si N ⊆ M , et si N et M/N admettent aussi des résolutions libres
finies, alors on a rg(M) = rg(N) + rg(M/N) dans H0(A).
Note. Rappelons que si l’anneau est non trivial, les entiers de H0(A) s’iden-
tifient aux entiers de Z. Par ailleurs siM est projectif de type fini, il résulte
du point 2 que le rang que l’on vient de définir coïncide bien avec le rang
que l’on avait déjà défini pour les modules projectifs de type fini
J 0 et 1. Si n = 0 le théorème est clair. Supposons n > 0. Puisque un est
une application linéaire injective, elle est stable, de rang stable rn. Par le
lemme du rang stable, un−1 est stable, de rang stable rn−1, et si rn−1 < 0
l’anneau est trivial. On continue de la même manière jusqu’à u0.
2. Résulte du point 1 et des résultats sur les modules stables. Notez que
l’invariance de r0 a déjà été établie au théorème 4.7, par un argument plus
mystérieux. La notion de rang stable éclaircit la situation.
3. On applique la proposition 5.4. 
Remarque. Que se passe-t-il lorsque l’anneau A est intègre et non trivial ?
Soit K le corps des fractions de A. Par extension des scalaires de A à K, le
module de présentation finie M devient libre de rang r et les applications
linéaires uℓ deviennent simples de rangs
rn = pn, rn−1 = pn−1 − pn, rn−2 = pn−2 − pn−1 + pn, . . .
En fait on voit facilement que cette réduction au cas des corps nécessite un
seul dénominateur a, qui remplace la famille d’éléments coréguliers évoquée
dans le théorème. Ainsi, comme nous le disions avant d’énoncer le théorème,
celui-ci peut nous donner des informations non triviales, voire surprenantes
(cf. les corolaires qui suivent), mais uniquement dans le cas d’un anneau
non intègre.
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L’énoncé du théorème 5.6 fait un peu mal à la tête à cause du cas de l’an-
neau trivial. Nous proposons ici l’énoncé alternatif suivant, un peu moins
général mais plus agréable, où les entiers rℓ, qui doivent être > 0 si l’anneau
n’est pas trivial, sont donnés en hypothèse comme des éléments de N. Par
contre nous ne supposons pas que l’anneau est non trivial.
Théorème 5.6 bis Soit (r0, . . . , rn, rn+1) dans N avec rn+1 = 0, et M un
A-module qui admet une résolution libre finie
0→ Ln un−−→ Ln−1 un−1−−−→ · · · · · · u2−−→ L1 u1−−→ L0 π−→M → 0
avec Lk ≃ Ark+1+rk pour tout k ∈ J1..nK.
1. Chaque application uℓ est stable, de rang stable rℓ. Autrement dit en
termes d’idéaux caractéristiques, Dℓ est fidèle et Dℓ,−1 = 0.
2. Le module M est stable, de rang stable r0 avec D1 = Fr0(M). L’en-
tier r0, vu comme élément de H0A, ne dépend pas de la résolution
libre finie considérée. On dit que r0 est le rang du module librement
résoluble M et on le note rg(M).
3. Si N ⊆ M , et si N et M/N admettent aussi des résolutions libres
finies, alors on a rg(M) = rg(N) + rg(M/N) dans H0A.
Le théorème suivant, dû à Vasconcelos [7] est une conséquence immédiate
du théorème 5.6.
5.7. Théorème. (Annulateur et rang)
Soit M un module qui admet une résolution libre finie
0→ Ln = Apn −→ · · · · · · −→ L0 = Ap0 →M → 0.
et r =
∑n
k=0(−1)kpk.
1. Si r = 0, F0(M) est fidèle (i.e., Ann(M) est fidèle).
2. Si 0 < r 6 p0, M est fidèle.
3. Si r < 0 ou r > p0, l’anneau est trivial.
En particulier, si l’anneau est non trivial, le rang de M est toujours > 0
dans N, il est nul si, et seulement si, l’annulateur de M est fidèle, et il est
> 0 si, et seulement si, l’annulateur est nul.
Si a est un idéal deA, en appliquant le théorème précédent au moduleM = A/a,
on obtient le résultat qui suit (penser que r est remplacé par 1− r et que
la résolution est raccourcie d’un cran).
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5.8. Corolaire. (Vasconcelos)
Soit a un idéal qui admet une résolution libre finie
0→ Ln = Apn −→ · · · · · · −→ L0 = Ap0 → a→ 0.
et r =
∑n
k=0(−1)kpk.
1. Si r = 0, a = 0.
2. Si r = 1, a est fidèle.
3. Si r 6= 1, 0, l’anneau est trivial.
Comme conséquence immédiate on obtient le théorème suivant.
5.9. Théorème. Si dans l’anneau A tout idéal principal admet une réso-
lution libre finie, alors A est intègre.
Remarque. La réciproque est évidente
Notons que l’on a un résultat encore plus spectaculaire : si dans l’anneau A
tout idéal 〈a, b〉 admet une résolution libre finie, alors A est un anneau à
pgcd intègre. Mais nous devrons plus nous fatiguer pour le démontrer (voir
le théorème III-4.2).
Retour sur les idéaux caractéristiques
5.10. Proposition. On reprend les hypothèses et notations du théorème 5.6 bis.
1. Si Dk = 〈1〉, alors PdA(M) 6 k − 1 et Dk+s = 〈1〉 pour tout s > 0.
2. Pour tout ℓ > 1, on a Dℓ ⊆ DA(Dℓ+1).
J 1. Puisque rg(uk) 6 rk, si Drk(uk) = 〈1〉, l’application linéaire est de
rang rk, donc localement simple (théorème 0-2.6). Puisque Im(uk) est fac-
teur direct, on obtient une résolution de M de longueur k − 1
0→ Im(uk)
u′k−1−−→ Lk−2 uk−2−−→ · · · · · · L0 −→M → 0
où Lk−1 = Im(uk) ⊕ P ′k−1 et u′k−1 est l’injection canonique. Les modules
de cette résolution de M sont bien projectifs de type fini
Quant au complexe exact
0→ Ln un−−→ Ln−1 un−1−−→ · · · · · · Lk u
′
k−−→ Im(uk)→ 0,
il relève du fait 1.8 (point 2 ). En conséquence les applications linéaires uk+s
(s > 0) sont toutes localement simples. Donc leur rang stable correspond à
un idéal déterminantiel égal à 〈1〉. Ceci montre que lesDk+s sont égaux à 〈1〉.
2. Soit µ un générateur deDℓ. On passe à l’anneauA[1/µ] et l’on se retrouve
dans la situation du point 1. Donc Dℓ+1 = 〈1〉 sur l’anneau A[1/µ]. Cela
signifie que sur l’anneau A, une puissance de µ est dans Dℓ+1. 
Remarque. Le résultat Dk ⊆
√
Dk+1 sera renforcé dans le théorème III-4.6,
mais ici la preuve est vraiment simple.
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5.11. Théorème. (Dimension de Krull et résolutions projectives finies)
Si KdimA 6 r, tout module librement résoluble possède une résolution pro-
jective finie de longueur 6 r.
J Notons M le module. On sait que Gr
(
Dr+1(M)
)
> r + 1. Par le théo-
rème I-7.6, Dr+1(M) contient 1. Par la proposition 5.10, Pd(M) 6 r. 
Trivialisation de certains complexes
5.12. Lemme. Soit un complexe
E = Am+n u−→ F = An+r v−→ G = Ar+s
avec rg(u) 6 n, et rg(v) 6 r. Soit µ un mineur d’ordre n de la matrice A
de u, et ν un mineur d’ordre r de la matrice B de v.
Alors sur l’anneau A[1/(µν)], le complexe devient trivialement exact : i.e.,
— Keru est libre facteur direct d’un module libre dans E,
— Imu = Ker v est libre facteur direct d’un module libre dans F ,
— Im v est libre facteur direct d’un module libre dans G.
Ainsi pour des supplémentaires E1, F1 et G1 arbitraires, u réalise un iso-
morphisme de E1 sur son image, v réalise un isomorphisme de F1 sur son
image, et pour des bases convenables des modules Keru, E1, Im u, F1, Im v
et G1, on obtient les nouvelles matrices
B′ =
0r,n Ir
0s,n 0s,r
et A′ =
0n,m In
0r,m 0r,n
.
J Par hypothèse rg(A) 6 n, donc si l’on inverse un mineur d’ordre n, la
matrice A devient simple de rang n, avec son noyau et son image libres en
facteur direct de libres (lemme de la liberté 0-2.5). La même chose vaut
pour la matrice B.
Notons K = Ker v et I = Im u. Il reste à prouver que K = I.
On sait que I ⊆ K et que F/K et F/I sont isomorphes à Ar. Ainsi F/I
est un module de type fini isomorphe à son quotient F/K ≃ (F/I)/(K/I).
Ceci implique K/I = 0, c’est-à-dire K = I (théorème 0-2.10). 
On notera que l’on n’a pas besoin de savoir si A[1/(µν)] est trivial ou non.
Le lemme reste valable dans tous les cas, avec la démonstration inchangée.
5.13. Théorème. Soit (rk, . . . , rn+1) dans N et un complexe
Ln
un−−→ Ln−1 −−→ · · · · · · −−→ Lk+1 uk+1−−→ Lk
avec Lj ≃ Arj+1+rj pour tout j ∈ Jk..nK. Les propriétés suivantes sont
équivalentes.
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1. Chaque application linéaire uj est stable de rang stable rj .
2. Il existe des éléments coréguliers s1, . . ., sm tels que, après locali-
sation en chaque si, le complexe devient trivialement exact (comme
dans le lemme 5.12) avec chaque uj de rang rj.
On notera que le résultat s’applique en particulier (avec rn+1 = 0) si un
est injective et si le complexe est exact. Dans ce cas, cela ressortirait aussi
de l’examen détaillé de la démonstration du théorème 5.6.
J 1 ⇒ 2. Notons Aj la matrice de uj . Si l’on inverse un mineur d’ordre
rj de Aj pour chaque j, le lemme 5.12 nous dit que sur l’anneau localisé le
complexe devient complètement trivial. Comme chaque Drj (Aj) est fidèle
par hypothèse, il en va de même du produit de ces idéaux, et les générateurs
de ce produit forment bien un système d’éléments coréguliers.
2 ⇒ 1. Appliquer le principe local-global 5.2 pour le rang stable. 
6. Profondeur et dimension projective
Profondeur des idéaux caractéristiques
On améliore maintenant le théorème 5.6 en donnant des informations sur la
profondeur des idéaux caractéristiques Dk = Drk(uk) dans une résolution
libre finie avec Lk ≃ Ark+1+rk pour tout k, et rm+1 = 0.
0→ Lm um−−→ Lm−1 um−1−−−→ · · · · · · u2−−→ L1 u1−−→ L0
6.1. Théorème. (Profondeur des idéaux caractéristiques dans une réso-
lution libre finie) Dans une résolution libre finie comme ci-dessus, chaque
application linéaire uℓ est stable de rang stable rℓ et Gr(Dℓ) > ℓ.
J On sait que les idéaux Dk sont de profondeur > 1. On fait une démon-
stration par récurrence sur m, le cas m = 1 est clair. Supposons m > 2 et
passons de m− 1 à m.
Quitte à passer à une extension polynomiale deA, on peut supposer queDm
contient un élément fm régulier, donc Lk-régulier pour tout k. La proposi-
tion I-2.5 nous dit que le complexe
0→ Lm/fmLm um−−→ Lm−1/fmLm−1 um−1−−→ · · · · · · u2−−→ L1/fmL1
est exact. On applique l’hypothèse de récurrence avec l’anneauB = A/〈fm〉
et le complexe ci-dessus. On obtient, que GrB(Dm) > m − 1, c’est-à-dire
encore que GrA(Dm,A/〈fm〉) > m− 1.
On conclut avec le théorème I-3.11 que GrA(Dm,A) > m.
Il reste à montrer GrA(Dℓ,A) > ℓ pour ℓ > 2. Soit δ un mineur d’ordre
maximal rm de la matrice de um. Plaçons nous sur l’anneau C = A[1/δ].
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Après changements de bases, la matrice Um de um est du type
[
Irm
0
]
, donc
celle de um−1 du type
[
0 Vm−1
]
, ce qui fournit sur C une résolution libre
finie
0→ L′m−1
vm−1−−−→ Lm−2 um−2−−−→ · · · · · · u2−−→ L1 u1−−→ L0
avec L′m−1 libre de rang rm−1 et vm−1 de matrice Vm−1.
Par hypothèse de récurrence on obtient GrC(Dℓ,A) > ℓ pour tout ℓ < m.
On termine en remarquant que les mineurs δ de Um forment une suite de
profondeur > m > ℓ, et l’on applique le principe local-global I-8.2. 
Le théorème de Peskine et Szpiro
6.2. Théorème. Soit C• un complexe de A-modules
0 −→ Cn dn−−→ · · · · · · d2−−→ C1 d1−−→ C0
tel que Gr(a, Ck) > k et aHk(C•) = 0 pour k ∈ J1..nK alors C• est exact.
J On note Bk = Im dk+1 et Zk = Ker dk, de sorte que Hk(C•) = Zk/Bk,
et l’on écrit Hk pour Hk(C•).
Puisque Hn = Zn est un sous-module de Cn et Gr(a, Cn) > 1 et aHn = 0
on a Hn = 0 et donc 0 → Cn → Cn−1 est exact. En outre, Bn−1 = Im dn
est isomorphe à Cn et donc Gr(a, Bn−1) > n.
Supposons n > 2. Puisque n−1 > 1, l’idéal a estCn−1-régulier. Puisque Zn−1
est un sous-module de Cn−1 il est aussi Zn−1-régulier. Le point 3 du théo-
rème I-6.1 et la suite exacte courte
0→ Bn−1 → Zn−1 → Hn−1 → 0
montrent alors que Gr(a,Hn−1) > 1 et donc Hn−1 = 0 puisque aHn−1 = 0.
En utilisant de nouveau le point 3 du théorème I-6.1 avec la suite exacte
courte
0→ Bn−1 → Cn−1 → Bn−2 → 0
on obtient Gr(a, Bn−2) > n− 1.
Si n > 3 on obtient de même Hn−2 = 0 et Gr(a, Bn−3) > n− 2.
Et ainsi de suite. 
Le théorème d’Auslander-Buchsbaum-Hochster
6.3. Lemme. (Voir [FFR, Chap. 6, Th. 1])
Soit k ∈ N, a un idéal de type fini, et une suite exacte courte
0→ An ϕ−−→ Aℓ −→ G→ 0.
Si ℓ > 0, n > 0 et si D1(ϕ) ⊆ a (autrement dit les coefficients de la matrice
de ϕ sont dans a), alors GrA(a, G) > k si, et seulement si, GrA(a) > k+1.
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J On note E = An et F = Aℓ pour retrouver les notations du théo-
rème I-6.1. On a alors GrA(a, E) = GrA(a, F ) = GrA(a). Le point 1 du
théorème donne l’implication
GrA(a) > k + 1 =⇒ GrA(a, G) > k.
Puisque ϕ est injective D1(ϕ) est A-régulier (les coefficients d’une seule
colonne suffisent). L’hypothèse D1(ϕ) ⊆ a implique donc que l’idéal a
est A-régulier, c’est-à-dire GrA(a) > 1, ce qui donne l’implication réci-
proque pour k = 0.
Pour k > 1, la récurrence dont on a pris l’habitude fonctionne, mais il faut
faire attention. On considère un polynôme de Kronecker f1 attaché à a.
Puisque f1 est G-régulier, on a la suite exacte
0→ E/f1E −→ F/f1F −→ G/f1G→ 0,
avec GrA(a, G/f1G) > k − 1. Ici, pour que l’appel à l’hypothèse de récur-
rence soit correct, nous devons changer d’anneau de base et passer à A1 =
A/〈f1〉.
On a alors E/f1E ≃ An1 , F/f1F ≃ Aℓ1 et GrA1(a, G/f1G) > k − 1. On en
déduit GrA1(a) > k, puis GrA(a) > k + 1. 
Rappelons que pour un anneau local A, on dit qu’un A-module E est
de dimension projective 6 m, et l’on écrit PdA(E) 6 m, s’il admet une
résolution libre finie de longueur m. Lorsque l’anneau local est non trivial
et résiduellement discret, la dimension projective (d’un module librement
résoluble) est bien définie en raison de l’existence d’une résolution libre
minimale essentiellement unique.
La dimension projective est définie en 2.2 pour tout module localement réso-
luble, sur un anneau arbitraire, et le théorème d’Auslander-Buchsbaum sera
généralisé à ce cadre dans la section IV-5.
Le théorème d’Auslander-Buchsbaum a été démontré dans un cadre noethé-
rien, il a été ensuite étendu au cadre général par Hochster. Son énoncé
général en mathématiques classiques est le suivant (voir [FFR, Chap. 6,
théorème 2, page 176]).
Théorème ∗ d’Auslander-Buchsbaum-Hochster Soit A un anneau
local, m = Rad(A) et E un A-module non nul qui admet une résolution
libre finie. Alors on a l’égalité
Gr(m, E) + Pd(E) = Gr(m).
Nous démontrons dans cette section deux théorèmes de mathématiques
constructives (6.4 et 6.5) qui impliquent le théorème précédent en mathé-
matiques classiques. Ces deux théorèmes peuvent donc être vus comme don-
nant un contenu algorithmique précis au théorème d’Auslander-Buchsbaum-
Hochster. Ces théorèmes donnent en fait des résultats plus généraux. Ils
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concernent un anneau arbitraire, non nécessairement local, et un idéal arbi-
traire de cet anneau. En mathématiques classiques, ils ne semblent pas pou-
voir se déduire simplement du théorème d’Auslander-Buchsbaum-Hochster
ci-dessus.
Ce sont les deux théorèmes suivants.
6.4. Théorème. (Auslander-Buchsbaum-Hochster, direct)
Soit k ∈ N et a un idéal de type fini de A. Si un A-module E admet une
résolution libre finie de longueur m
0→ Lm um−−→ Lm−1 −−→ · · · · · · · · · u1−−→ L0 π−→ E → 0
et si Gr(a) > k +m alors Gr(a, E) > k.
J Pour k = 0, il n’y a rien à prouver. On suppose k > 1.
On décompose la suite exacte longue en suites exactes courtes
0 → E1 −→ L0 −→ E → 0
0 → E2 −→ L1 −→ E1 → 0
...
...
0 → Em−1 −→ Lm−2 −→ Em−2 → 0
0 → Lm −→ Lm−1 −→ Em−1 → 0
avec Ei = Imui+1 = Kerui ⊆ Li. Le théorème I-6.1, point I-3 donne
tout d’abord Gr(a, Em−1) > k + m − 1, puis Gr(a, Em−2) > k + m − 2,
jusqu’à Gr(a, E) > k. 
6.5. Théorème. (Auslander-Buchsbaum-Hochster, réciproque)
Soit k ∈ N et a un idéal de type fini de A. On considère un A-module E
qui admet une résolution libre finie de longueur m > 1
0→ Lm um−−→ Lm−1 −→ · · · · · · · · · u1−−→ L0 π−−→ E → 0
avec chaque Lj de rang > 0. Si um(Lm) ⊆ aLm−1 (i.e si D1(um) ⊆ a), et
si Gr(a, E) > k, alors Gr(a) > k +m.
Notez que dans le cas d’un anneau local résiduellement discret, on peut
considérer une résolution libre minimale (théorème 4.1 page 64), et le théo-
rème 6.5 affirme quelque chose de non trivial pour tout idéal de type fini a
contenant D1(um) et contenu dans m.
J Le cas m = 1 est donné par le lemme 6.3. Supposons m > 2.
Voyons le cas k = 0. Le théorème 6.1 nous dit que Gr
(Drm(um)) > m,
où Lm = Arm , or Drm(um) ⊆ D1(um) ⊆ a car rm > 1, donc Gr(a) > m.
Montrons enfin que le théorème passe de k − 1 à k.
On va utiliser le lemme 6.3 et le théorème I-6.1, point I-1. On décompose
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la suite exacte longue en suites exactes courtes
0 → E1 −→ L0 −→ E → 0
0 → E2 −→ L1 −→ E1 → 0
...
...
0 → Em−1 −→ Lm−2 −→ Em−2 → 0
0 → Lm −→ Lm−1 −→ Em−1 → 0
avec Ei = Imui+1 ⊆ Li.
On a Gr(a) > k +m− 1 > k + 1, donc Gr(a, Lj) > k + 1 pour tous les j.
Du théorème I-6.1 on déduit que Gr(a, Ej) > k + 1 pour j = 1, . . ., m− 1.
Le lemme 6.3 nous donne Gr(a) > k + 2 avec la dernière suite exacte.
Donc Gr(a, Lj) > k + 1 pour tous les j.
Du théorème I-6.1 on déduit Gr(a, Ej) > k + 2 pour j = 2, . . . ,m − 1. Le
lemme 6.3 donne Gr(a) > k + 3.
Et ainsi de suite jusqu’à Gr(a) > k +m. 
Voici maintenant un énoncé constructif non noethérien très proche du théo-
rème original, un peu plus fort que celui-ci, et moins fort cependant que la
réunion des deux théorèmes que nous venons de voir.
6.6. Théorème. (Théorème d’Auslander-Buchsbaum-Hochster, original,
version constructive)
Soit (A,m) un anneau local non trivial et E un A-module qui admet une
résolution libre minimale
0→ Lm um−−→ Lm−1 −→ · · · · · · · · · u1−−→ L0 π−−→ E → 0.
Soit a un idéal radicalement de type fini contenant D1(um) et contenu
dans m. Alors on a l’égalité
GrA(a, E) + PdA(E) = GrA(a),
autrement dit on a l’équivalence suivante :
∀k ∈ N, GrA(a, E) > k ⇐⇒ GrA(a) > PdA(E) + k.
Notes. 1) L’entier m = PdA(E) et l’idéal D1(um) sont bien définis en vertu
du théorème 4.4.
2) On peut toujours prendre a = D1(um), ou a = m si m est radicalement
de type fini, ce qui est le cas lorsque A est noethérien cohérent fortement
discret.
3) Si A est résiduellement discret, on peut construire une résolution mini-
male à partir d’une résolution libre finie arbitraire (théorème 4.1).
4) Il est sans doute possible d’avoir deux idéaux de type fini a1 et a2 conte-
nus dans m et contenant D1(um), mais qui ne soient pas de même profon-
deur. Ceci ne contredit pas a priori le théorème.
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Voici un corolaire du théorème 6.4.
6.7. Proposition. (Théorème de Rees, voir [FFR, Chap. 6, Th. 4] 9)
Soit a un idéal de type fini de A et E un A-module qui admet une résolution
libre finie de longueur m
0→ Lm −→ Lm−1 −→ · · · · · · · · · −→ L0 π−−→ E → 0.
Si Gr(a) > m+ 1 et aE = 0 alors E = 0.
J Le théorème 6.4 donne Gr(a, E) > 1, donc aE = 0 implique E = 0. 
Voici une application, dans laquelle on précise la proposition 5.10.
6.8. Proposition. Soit (r0, . . . , rn, rn+1) dans N avec rn+1 = 0, et M
un A-module qui admet une résolution libre finie
L• : 0→ Ln un−−→ Ln−1 un−1−−→ · · · · · · u2−−→ L1 u1−−→ L0 π−→M → 0.
avec Lk ≃ Ark+1+rk .
1. Si Dk(M) = 〈1〉, alors PdA(M) 6 k − 1 et Dk+s = 〈1〉 pour tout
s > 0. Si en outre r0 = 0 et Gr(D1) > k, alors M = 0.
2. Pour tous ℓ > 1, on a Dℓ ⊆ DA(Dℓ+1). Si en outre r0 = 0 on obtient
l’équivalence suivante pour tout p > 2
Gr(D1) > p ⇐⇒ DA(D1) = . . . = DA(Dp).
J Par rapport à 5.10, il reste à prouver les assertions concernant le cas r0 = 0.
Dire que r0 est nul, c’est dire que u1 est de rang stable r0 + r1, auquel cas
D1 est le 0-Fitting F0(M) de M .
On a M = 0⇔ 1 ∈ D1. En général, puisque F0(M) ⊆ Ann(M), D1M = 0.
1. Clair si k = 1 car 1 ∈ Dk = D1. Supposons k > 2.
On a Gr(D1) > k, Pd(M) 6 k − 1 et D1M = 0. Le théorème de Rees 6.7
nous dit que M = 0. En fait, le contexte du théorème de Rees est celui des
résolutions libres finies mais il s’applique également aux résolutions pro-
jectives finies comme on le voit en utilisant des localisations comaximales
convenables.
2. L’implication ⇐ résulte du fait que les idéaux D1 et Dp ont même pro-
fondeur (car même radical) et de l’inégalité Gr(Dp) > p.
Pour l’implication ⇒, il suffit de voir que Dp ⊆ DA(D1). Si µ ∈ Dp, on
applique le point 1 surA[1/µ] : on obtient 1 ∈ D1[1/µ], donc µ ∈ DA(D1).
9. Northcott démontre plutôt que si E 6= 0 et aE = 0, alors Gr(a) 6 m. C’est un
énoncé avec deux négations puique la signification de 〈〈Gr(a) 6 m 〉〉 c’est que 〈〈Gr(a) >
m + 1 est absurde 〉〉. Ce sont les énoncés Gr(a) > k qui sont définis en premier.
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7. Ce qui rend un complexe de modules libres
exact
Le théorème suivant reprend le théorème 6.1, en affirmant la réciproque.
7.1. Théorème. (Voir [FFR, Chap. 6, Th. 15])
On considère un complexe de modules libres
L• : 0→ Ln un−−→ Ln−1 un−1−−−→ · · · · · · u2−−→ L1 u1−−→ L0
où Lk ≃ Ark+1+rk pour tout k, avec rn+1 = 0. On rappelle la nota-
tion Dk = Drk(uk) pour les idéaux caractéristiques du complexe.
Le complexe est exact si, et seulement si, Gr(Dℓ) > ℓ pour tout ℓ.
J Vu le théorème 6.1, il reste à montrer que si Gr(Dℓ) > ℓ pour tout ℓ,
alors le complexe est exact.
On fait une démonstration par récurrence sur n. Le cas n = 1 est clair.
Passons de n− 1 à n. Par hypothèse de récurrence, le complexe tronqué
à L1 est exact, on a donc une résolution libre finie de L1/ Im(u2) :
0→ Ln un−−→ Ln−1 un−1−−−→ · · · · · · L2 u2−−→ L1 π−→ L1/ Im(u2).
Le théorème 6.4 implique alors que Gr
(
Dn, L1/ Im(u2)
)
> 1.
Montrons que L• est exact après localisation en chaque générateur δi deDn.
Or quand on inverse un mineur maximal de un, le complexe peut être rac-
courci de son premier terme Ln sans changer l’homologie (corolaire 3.2),
et l’hypothèse de récurrence s’applique sur ce nouveau complexe avec l’an-
neau A[1/δi].
Il reste enfin à voir que si L• est exact après localisation en chaque généra-
teur δi de Dn, il est exact. Il faut juste voir l’exactitude en L1.
Soit x ∈ L1 tel que u1(x) = 0. Après localisation en δi, on a x = 0 mo-
dulo Im(u2). Et Gr
(
Dn, L1/ Im(u2)
)
> 1 signifie que Dn est régulier mo-
dulo Im(u2). Donc x = 0. 
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1. Modules de MacRae
Dans cette section, on donne une légère généralisation de la théorie des
modules qui admettent un invariant de MacRae.
La théorie développée par Northcott dans [FFR, chapitre III] puis étendue
aux modules librement résolubles de rang nul peut être en effet encore
un peu généralisée. Ceci n’offre pas de difficulté à partir du moment où la
notion de profondeur des idéaux de type fini a été suffisamment développée.
– 85 –
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Définition et propriété de base
Les modules de MacRae sont des modules de présentation finie de torsion
particuliers.
1.1. Définition.
1. Un idéal de type fini a = 〈a1, . . . , an〉 est appelé un idéal de MacRae
s’il existe un élément e ∈ RegA tel que a ⊆ 〈e〉 et Gr(a/e) > 2.
On a alors Ann a = 0 et e est un pgcd fort de a (voir ci-après). En
particulier l’idéal 〈e〉 ne dépend que de a.
2. Un A-module E est appelé un module de MacRae s’il est de présen-
tation finie et si son idéal de Fitting f0 = F0(E) est un idéal de
MacRae. Dans ce cas, si e est le pgcd fort de f0, l’idéal 〈e〉 (qui ne
dépend que de E) est appelé l’invariant de MacRae du module E,
et il est noté G(E).
3. Un cas particulier simple est un module E isomorphe au conoyau
d’une matrice carrée dont le déterminant est régulier. Un tel module
est appelé un module élémentaire.
Justifions le fait que e est pgcd fort de a dans le point 1 On définit qi = ai/e
pour i ∈ J1..nK. On doit montrer, pour x, y ∈ A et y régulier que y | xai
pour tout i entraîne y | xe. On a des bi tels que xai = ybi i.e. xqie = ybi ; on
en déduit que ybiqj = ybjqi (= xeqiqj) et comme y est régulier, biqj = bjqi.
Puisque Gr(q1, . . . , qn) > 2, on a un c ∈ A tel que bi = cqi. On reporte cela
dans l’égalité xqie = ybi, ce qui donne (xe− cy)qi = 0, d’où xe = cy. Et
l’on a bien montré que y | xe.
Remarque. Lorsque l’anneau est intègre, ces définitions se simplifient : il
suffit pour l’idéal (a ou f0) de demander qu’il admette un pgcd fort. En
effet sur un anneau intègre, un idéal de type fini qui admet 1 pour pgcd
fort est de profondeur > 2 (lemme I-3.6).
1.2. Théorème. (Principe local-global pour les modules de MacRae)
1. a. Un idéal de type fini a est de MacRae si, et seulement si, il existe
un élément régulier e et une suite (s1, . . . , sn) de profondeur > 2,
telle qu’après localisation en chacun des si, l’idéal a est égal à 〈e〉.
b. Un module de présentation finie E est de MacRae et d’invariant
G(E) = 〈e〉 si, et seulement si, il existe une suite (s1, . . . , sn) de
profondeur > 2, telle qu’après localisation en chacun des si, le
module devient élémentaire avec F0(E) = 〈e〉.
2. a. Soit a un idéal de type fini qui admet un pgcd fort, et (s1, . . . , sn)
une suite de profondeur > 2. Alors l’idéal est de MacRae si,
et seulement si, il est de MacRae après localisation en chacun
des si.
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b. Soit un module de présentation finie E dont le premier idéal de
Fitting admet un pgcd fort, et (s1, . . . , sn) une suite de profon-
deur > 2. Alors le module est de MacRae si, et seulement si, il
est de MacRae après localisation en chacun des si.
J 1a. La condition est suffisante. Après localisation en chacun des si,
l’idéal a admet le pgcd fort e. Par la proposition I-8.1, a admet le pgcd
fort e. Enfin l’idéal a/e est de profondeur > 2 après localisation en cha-
cun des si (en fait il devient égal à 〈1〉), et l’on conclut par le principe
local-global I-8.2 pour la profondeur.
1a. La condition est nécessaire. Si a = (a1, . . . , an) et si e est un pgcd fort
de a, on pose si = ai/e. Alors la suite (s1, . . . , sn) est de profondeur 2, et
sur A[ 1si ], on a a = e 〈s1, . . . , sn〉 = 〈e〉.
1b. La condition est suffisante. C’est le point 1a appliqué à l’idéal de Fit-
ting f0.
1b. La condition est nécessaire. Soit A ∈ Mr,m(A) une matrice de présenta-
tion de E et notons µα = aαe un mineur d’ordre maximum. Notons Aα
la matrice carrée correspondante. Il suffit de montrer que sur l’anneau
A[1/aα], la matrice Aα est une matrice de présentation de E (pour le
même système générateur). Autrement dit que chaque colonne de A est
une combinaison linéaire des colonnes de Aα. Or, puisque tous les mineurs
maximaux de A sont multiples de e et que e est régulier, cela résulte de la
formule de Cramer usuelle qui donne une combinaison linéaire générique
entre les colonnes d’une matrice de format r × (r + 1).
2a. Le raisonnement au point 1a pour montrer que la condition est suffisante
fonctionne ici aussi.
Le reste est clair. 
Le principe local-global précédent peut être comparé au principe local-
global pour les modules projectifs de type fini : le point 1b avec les modules
élémentaires correspond alors pour les modules projectifs de type fini à la
possibilité d’obtenir des localisations toutes libres.
Suites exactes de modules de MacRae
Voici une petite précision apportée au point 3 de la proposition 0-2.9.
1.3. Lemme. (Matrices de présentation : sous-module et quotient)
Soit E ⊆ F et G = F/E des modules de présentation finie
Soit (x) = (x1, . . . , xm) un système générateur de F et r ∈ J1..mK tel
que la suite (x1, . . . , xr) est un système générateur de E. On note (z) =
(z1, . . . , zm−r) la suite (xr+1, . . . , xm) (dans G).
1. (z) est un système générateur de G.
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2. Si C =
A1
A2
∈ Mm,n(A) est une matrice de présentation de
F pour (x) avec A1 ∈Mr,n(A), alors A2 est une matrice de présen-
tation de G pour (z).
3. Si CE ∈Mr,q(A) est une matrice de présentation de E pour (x1, . . . , xr)
et CG ∈ Ms,q′(A) une matrice de présentation de G pour (z) alors
il existe une matrice B telle que la matrice CF =
CE B
0 CG
est
une matrice de présentation de F pour (x).
J 1. Clair.
2. Il est clair que chaque colonne de A2 est une syzygie pour (xk+1, . . . , xm).
Réciproquement on voit que toute syzygie pour (xk+1, . . . , xm) fournit une
syzygie pour (x1, . . . , xm) (avec les mêmes coefficients pour (xk+1, . . . , xm)),
et donc est une combinaison linéaire des colonnes de C. Ainsi la matrice A2
est une matrice de présentation pour (xk+1, . . . , xm).
3. Voir le point 3 de la proposition 0-2.9. 
1.4. Théorème. (Suites exactes courtes de modules de MacRae)
Soit 0 → E −→ F −→ G → 0 une suite exacte courte de modules de
présentation finie
1. Si E et G sont de MacRae, F est de MacRae.
2. Dans ce cas, on a G(E)G(G) = G(F ) (∗)
3. Si F et G sont de MacRae, E est de MacRae.
J 1 et 2. Puisque le produit de deux idéaux de profondeur > 2 est de
profondeur > 2, après localisation en les éléments d’une suite (a1, . . . , an)
de profondeur > 2, les modules E et G son présentés par des matrices
carrées CE et CG avec 〈det(CE)〉 = G(E) et 〈det(CG)〉 = G(G). Par le
lemme 1.3, point 3, sur chaque anneau A[1/ai], le module F est élémen-
taire, présenté par une matrice CF selon le format suivant
CF =
CE B
0 CG
, avec 〈det(CF )〉 = G(F ) = G(E)G(G).
Ceci montre que F est de MacRae, et comme l’égalité des idéaux princi-
paux (∗) est vérifiée dans chaque localisation, elle est vraie globalement
(proposition I-8.1).
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3. On identifie E à son image dans F et G à F/E. On note f un généra-
teur de G(F ) et g un générateur de G(G). On choisit un système généra-
teur (x1, . . . , xm) de F dont les premiers termes (x1, . . . , xr) engendrent E.
On localise tout d’abord en les éléments d’une suite de profondeur > 2 de
façon à ce que sur chaque anneau localisé, le module F soit élémentaire.
Sur un localisé, on écrit une matrice de présentation pour (x1, . . . , xm)
sous la forme CF =
A1
A2
∈Mm(A) , où les m − r dernières lignes
forment la matrice A2. La matrice A2 est une matrice de présentation
pour (xr+1, . . . , xm) (lemme 1.3, point 2 ).
Soit alors α ∈ Pm−r,m et µα = gaα le mineur maximal de A2 extrait
sur les colonnes α. Si l’on inverse aα, les colonnes restantes sont combi-
naisons linéaires des colonnes de la matrice extraite sur les colonnes α
(voir la démonstration du théorème 1.2). Une manipulation élémentaire
des colonnes de CF sur l’anneau localisé ramène donc cette matrice à la
forme
C′F =
U B
0 C
,
avec C matrice de présentation de G. Montrons que U (sur cet anneau
localisé) est bien une matrice de présentation pour E, autrement dit que
toute combinaison linéaire de colonnes de CF dont les dernières coordonnées
sont nulles est une combinaison linéaire des colonnes de
U
0
. En effet,
dans une telle combinaison linéaire, les coefficients des m − r dernières
colonnes sont nécessairement nuls, parce que det(C) est régulier. Ainsi dans
ce localisé, E est élémentaire et G(E)G(G) = G(F ).
On conclut que g divise f par la proposition I-8.1. On note e = f/g.
En fin de compte, on aura une suite de profondeur> 2 telle que dans chaque
anneau localisé, le module E sera devenu élémentaire avecG(E) = 〈e〉. Ceci
prouve que E est un module de MacRae. 
On obtient alors l’analogue multiplicatif suivant du théorème qui dit que
la caractéristique d’Euler-Poincaré d’un complexe exact de modules libres
est nulle.
1.5. Théorème. (Suites exactes longues de modules de MacRae)
On considère une suite exacte de modules de MacRae
En−1
un−1−−→ En−2 · · · · · · u1−−→ E0 −→ 0 .
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Alors le noyau de chaque ui est un module de MacRae.
En notant En = Kerun−1, on obtient l’égalité∏
i:062i6n
G(E2i) =
∏
i:062i+16n
G(E2i+1).
J Tout d’abord le module Keru1 = Imu2 est un module de MacRae par
le point 3 du théorème précédent en raison de la suite exacte courte
0 −→ Keru1 j1−−→ E1 u1−−→ E0 −→ 0,
où j1 est l’injection canonique.
Ensuite Keru2 = Imu3 est un module de MacRae en raison de la suite
exacte courte
0 −→ Keru2 j2−−→ E2 u2−−→ Im u2 −→ 0.
On peut décomposer ainsi de proche en proche la suite exacte en suites
exactes courtes de modules de MacRae.
En notant un : En = Kerun−1 → En−1 l’injection canonique, on obtient
une suite exacte longue de modules de MacRae
0 −→ En un−−→ En−1 un−1−−→ · · · · · · u1−−→ E0 −→ 0 .
On conclut en utilisant le théorème précédent pour ces suites exactes courtes.
2. Algèbre extérieure d’un module libre
Dualité canonique
L’algèbre extérieure d’un A-module M est une A-algèbre associative, que
l’on note
∧
M , équipée d’une application A-linéaire M
ϕ−→ ∧M , qui ré-
sout le problème universel correspondant au diagramme suivant
M
ϕ

ψ
%%▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
∧
M
θ !
//❴❴❴❴❴ B
applications A-linéaires avec ψ(x)2 = 0 pour tout x
morphismes d’A-algèbres associatives
L’algèbre
∧
M peut être réalisée sous la forme de la somme directe des
modules puissances extérieures de M :∧
M =
⊕
k∈N
∧k
M, avec
∧0
M = A et
∧1
M = M.
Dans le cas oùM est de type fini, cette somme directe est finie car
∧r
M = 0
dès que r est strictement plus grand que le cardinal d’un système générateur
(en fait, dès que Fr(M) = 0).
La dualité canonique entre M et M⋆ (le dual de M), donnée par
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(α, u) 7−→ 〈α |u〉= α(u),
se prolonge en une dualité naturelle entre
∧k
M et
∧k
M⋆ définie par l’éga-
lité suivante
〈α1 ∧ · · · ∧ αk |u1 ∧ · · · ∧ uk〉= det
(
(αi(uj))i,j∈J1..kK
)
.
Cette dualité s’étend à son tour en une dualité naturelle entre
∧
M et
∧
M⋆
pour laquelle on a
〈∧k
M⋆ | ∧jM〉= 0 lorsque k 6= j.
Cas où M = An
Dans le cas où M = An, notons (e1, . . . , en) la base canonique. On peut
décrire directement l’algèbre extérieure
∧
M comme suit :
∧
M est un mo-
dule libre ayant pour base les eI , où I décrit l’ensemble Pn des suites finies
strictement croissantes dans J1..nK. On identifie e∅ avec 1A, e{i} avec ei (de
sorte que A et M sont des sous-modules de
∧
M), et le produit eI ∧ eJ est
défini par
eI ∧ eJ =
{
0 si I ∩ J 6= ∅
εI,J eK sinon
où K est la liste qui énumère en ordre croissant I ∪ J , et εI,J = (−1)r où
r est le nombre de couples (i, j) ∈ I × J tels que i > j.
Dans le cas où M = An on identifie une fois pour toutes M et M⋆ en iden-
tifiant la base duale de la base canonique (e1, . . . , en) à la base canonique
elle-même.
La dualité naturelle entre
∧
M et
∧
M⋆ définie précédemment devient alors
un produit scalaire sur
∧
M qui admet la base des eI comme base ortho-
normée. Ce produit scalaire établit donc un isomorphisme entre
∧
M et∧
M⋆ (isomorphisme naturel dans la mesure où la base naturelle de M est
fixée), avec en particulier un isomorphisme naturel entre
∧k
M et
∧k
M⋆
pour chaque entier k.
Nous introduisons la notation suivante : pour une matrice U ∈ An×k, dont
les vecteurs colonnes sont u1, . . ., uk ∈ An on note
JUK def= u1 ∧ . . . ∧ uk ∈ ∧kAn,
et l’on a alors la formule compacte suivante pour le produit scalaire :〈 JUK | JV K 〉 = det( tU V ) pour U et V ∈ An×k.
Un isomorphisme de Hodge
Pour x ∈ ∧nAn on définit 〈〈 le déterminant 〉〉 [x] ∈ A par la formule
x = [x] e1 ∧ . . . ∧ en.
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On définit l’isomorphisme de Hodge à droite comme suit :{∧pAn ⋆−−→ ∧qAn,
x 7−→ x⋆ =∑J∈Pq,n [x ∧ eJ ] eJ pour p+ q = n .
On utilisera également, au lieu de x⋆, la notation Hx(x) plus précise car elle
mentionne le côté droit (l’isomorphisme de Hodge droit est lié au produit
intérieur droit x , cf. plus loin page 103). Cette notation Hx(x) peut aussi
être utilisée comme notation de secours typographique.
Par définition, on a donc
〈x⋆ | eI〉= [x ∧ eI ]
En particulier pour x = eJ (J de cardinal p), en notant J = J1..nK \ J , on
voit que e⋆J = ±eJ et comme
〈
e⋆J | eJ
〉
= [eJ ∧ eJ ], on a
e⋆J = [eJ ∧ eJ ] eJ = εJ,J eJ et eJ ∧ e⋆J = eJ1..nK.
On retiendra donc que l’on peut compléter eJ à droite avec e⋆J pour obtenir
le n-vecteur eJ1..nK :
eJ ∧ e⋆J = eJ1..nK .
Cette dernière formule, qui, avec la formule eI ∧ e⋆J = 0 si I 6= J , au-
rait pu servir aussi de définition pour l’isomorphisme de Hodge, permet
de comprendre pourquoi nous l’avons qualifié d’isomorphisme 〈〈à droite 〉〉
(une version 〈〈à gauche 〉〉 aurait utilisé la formule symétrique obtenue en
permutant eJ et eJ⋆). On voit aussi que cet isomorphisme n’est pas spé-
cifiquement attaché à la base naturelle de An, mais seulement à une base
〈〈naturelle 〉〉 de
∧nAn.
2.1. Proposition. Avec p+ q = n, u1, u2 ∈
∧pAn et v ∈ ∧qAn, on a les
formules de dualité suivantes :
1. 〈u1⋆ |v〉= [u1 ∧ v],
2. 〈u1 |u2〉= 〈u1⋆ |u2⋆〉,
3. 〈u1 |u2〉= [u1 ∧ u2⋆].
En outre les formules 1. et 3. caractérisent l’isomorphisme de Hodge.
J 1. Par définition, 〈u⋆ | eI〉= [u ∧ eI ] lorsque I ∈ Pq,n.
2. Vérification immédiate sur les bases.
3. Résulte des points 1 et 2. 
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2.2. Corolaire. Avec p+ q = n et A ∈ Aq×p, on a la formule de dualités
Ip
A
{⋆
=
s − tA
Iq
{
.
Plus généralement, avec U1 ∈ Ap×p, U2 ∈ Aq×p et d = det(U1)
dq−1
s
U1
U2
{⋆
=
s
− t(U2U˜1)
dIq
{
.
Notez dans la première formule que les colonnes de la deuxième matrice
forment une base de l’orthogonal de l’espace des colonnes de la première.
J Voyons la première formule. Notons u⋆ et v les q-vecteurs du premier
et du second membre. On doit démontrer pour un q-vecteur arbitraire y
que [u ∧ y] = 〈v |y〉. On considère une matrice arbitraire Y ∈ An×q telle
que JY K = y. On écrit Y = [ Y1
Y2
]
avec Y1 ∈ Ap×q et Y2 ∈ Aq×q. Alors on
obtient
[u ∧ y] =
∣∣∣∣ Ip Y1A Y2
∣∣∣∣ , et 〈v |y〉= ∣∣∣∣[−A Ip ] [ Y1Y2
]∣∣∣∣ = |Y2 −AY1| .
Le premier déterminant se ramène au dernier par une manipulation élémen-
taire par blocs de la matrice correspondante.
Enfin la formule générale s’obtient (avec une matrice générique) en se ra-
menant au cas particulier en multipliant
[
U1
U2
]
par U−11 . 
Théorème de proportionnalité
On garde la notation p+ q = n . On rappelle que deux vecteurs x et z
dans un A-module libre sont dits proportionnels lorsque x ∧ z = 0.
2.3. Théorème. (Théorème de proportionnalité)
Soit (u1, . . . , up) et (v1, . . . , vq) deux suites dans An, U et V les matrices
correspondantes dans An×p et An×q, u = JUK et v = JV K.
1. Les q-vecteurs u⋆ et v sont proportionnels modulo D1(tU V ).
2. Si 〈ui | vj〉= 0 pour tous i, j, alors les vecteurs u⋆ et v sont propor-
tionnels.
J Notons que le point 2 résulte du 1, et que le 1 résulte du 2 si ce dernier
est démontré dans le cas générique où les coefficients des matrices sont des
indéterminées soumises aux seules contraintes tU V = 0
Démonstration du point 2. dans le cas où Gr
(D1(u)) > 1. (Mais on ne
sait pas si cette hypothèse est vérifiée dans le cas générique évoqué ci-
dessus). On considère un mineur maximal µ1 extrait de U , par exemple le
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premier, et on se situe sur l’anneau A[1/µ1]. Soit U1 la matrice extraite
de U sur les p premières lignes, de sorte que µ1 = det(U1). En notant
U ′ = UU−11 =
[
Ip
A
]
, on obtient JU ′K = 1µ1 JUK. Écrivons V =
[
V2
V1
]
avec V1 ∈ Aq×q.
On a 0p,q = tU V = tU1 tU ′ V , donc 0p,q = tU ′V = tAV1 + V2.
Compte tenu du corolaire 2.2, on doit montrer que les q-vecteurs
s − tA
Iq
{
et JV K sont proportionnels. Or [ − tA
Iq
]
V1 =
[ − tAV1
V1
]
=
[
V2
V1
]
.
Donc det(V1)
s − tA
Iq
{
= JV K .
On a obtenu det(V1)u⋆ = det(U1)v sur l’anneau A[1/µ1]. Si l’on note µβ
et νβ les coordonnées d’indice β de u⋆ et v on a donc pour tout β l’égali-
té µ1νβ = µβν1, et donc aussi µ1µβνγ = ν1µβµγ = µ1µγνβ , puis u⋆ ∧ v = 0
(toujours sur A[1/µ1]).
Enfin on a le même résultat sur chaque anneau A[1/µα] pour chaque coor-
donnée µα de u⋆, qui est de profondeur > 1. Donc u⋆ ∧ v = 0 sur A.
Nous n’utiliserons le théorème de proportionnalité que dans le cas simple
envisagé précédemment. La démonstration dans le cas général est cependant
intéressante. Elle nécessite l’introduction de nouvelles notions en algèbre
extérieure et nous la renvoyons en annexe à la fin du chapitre. 
Remarque. D’un point de vue géométrique le théorème de proportionnalité
est intuitivement évident. On se place dans un espace euclidien orienté. Les
colonnes des matrices U et V engendrent deux sous-espaces orthogonaux
de dimensions attendues p et q. Le p-vecteur représentant l’espace engendré
par Im(U) doit donc être proportionnel au q-vecteur représentant l’espace
engendré par Im(V ) une fois qu’on les a ramenés dans un même espace
au moyen d’une dualité canonique basée sur le déterminant et le produit
scalaire euclidien.
Notons aussi que pour établir le théorème de proportionnalité dans le cas
général, on pourrait partir du cas des corps et utiliser le Nullstellensatz
formel, il suffirait alors de savoir que l’anneau générique défini par l’égali-
té tUV = 0 est un anneau réduit.
3. Déterminant de Cayley pour certains
complexes
Dans cette section on considère, une suite (r0, r1, . . . , rm, rm+1) dans N,
avec m > 2 et rm+1 = 0 , et un complexe descendant de modules libres
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L• : 0→ Lm Am−−→ Lm−1 Am−1−−−→ · · · · · · A2−−→ L1 A1−−→ L0 ,
avec Lk = Ark+1+rk , k ∈ J0..mK, (en particulier Lm = Arm et χ(L•) = r0).
Dans la suite, on considère les idéaux caractéristiques Dk = Drk(Ak) et
l’on fait les hypothèses suivantes.
Gr(D1) > 1, et Gr(Dk) > 2 pour k ∈ J2..mK.
3.1. Définition. Sous ces hypothèses, on dira que le complexe est un
complexe de Cayley.
Dans le théorème 3.4 on va définir les idéaux de factorisation du complexe,
qui permettent de donner une description plus précise des idéaux Dℓ.
Si en outre χ(L•) = 0, on définira le déterminant de Cayley de L•, noté g(L•).
Dans ce cas le module M = Coker(A1) est un module de MacRae et
G(M) = 〈g(L•)〉.
3.2. Fait. Dans un complexe de Cayley, chaque matrice Ak est de rang
stable rk (même si le complexe n’est pas exact).
J L’idéal Drk(Ak) est fidèle par hypothèse. Montrons que rg(Ak) 6 rk. La
démonstration fonctionne à peu près comme pour le cas d’un complexe
exact.
Tout d’abord rg(Am) 6 rm est évident. On remarque que si l’on inverse
un mineur maximal de Am on peut faire une modification élémentaire du
complexe qui le raccourcit d’un cran et ne change pas les idéaux caractéris-
tiques. Donc rg(Am−1) 6 rm−1 après inversion d’éléments coréguliers (les
mineurs maximaux de Am), donc rg(Am−1) 6 rm−1. Et ainsi de suite. 
Rappelons à titre de motivation que selon le théorème II-6.1, si le complexe
est exact, chaque Ak est stable de rang stable rk et l’on a Gr(Dk) > k pour
tout k ∈ J1..mK. Donc la résolution libre est un complexe de Cayley.
Dans le cas où A est un domaine de Bezout, on n’apprend rien de nouveau
concernant les modules de rang nul, mais c’est assez naturel puisque tout
module de présentation finie admet une résolution libre de longueur 1, et
tout idéal de type fini régulier est engendré par son pgcd fort.
Par contre, pour un anneau arbitraire, même les résolutions libres de lon-
gueur 2 des modules monogènes présentent quelques mystères, faisant l’ob-
jet du théorème de Hilbert-Burch, que nous présentons plus loin comme un
cas particulier des résultats établis dans cette section.
Dans la suite pour un vecteur x d’un module libre (par exemple une ma-
trice) on note D1(x) l’idéal engendré par ses coordonnées sur une base, et
Gr(x) pour Gr(D1(x)).
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Dans cette section tous les modules et leurs puissances extérieures sont mu-
nis de leurs bases naturelles.
Par exemple dans le lemme qui suit, à rapprocher du lemme II-5.5, il faut
bien prêter attention aux notations. L’application linéaire
∧q
U est vue
comme une matrice sur les bases naturelles de
∧q F et ∧q E, et les q-
vecteurs z et x sont vus comme des vecteurs colonnes sur les bases natu-
relles. Ainsi l’hypothèse affirme que la matrice
∧q
U est égale au produit
du vecteur colonne z par le vecteur ligne tx.
3.3. Lemme. On considère un complexe Ap+q U−−→ Aq+r V−−→ Ar+s.
On note E = Ap+q, F = Aq+r, G = Ar+s et l’on suppose que
1.
∧q
U = z tx, où z ∈ ∧q F et x ∈ ∧q E,
2. Gr(z) > 2 et Gr(x) > 1.
On a alors les résultats suivants.
3. On peut écrire
∧r
V = y tz⋆, où y ∈ ∧rG.
4. En outre Gr(y) > Gr
(Dr(V )).
J 4. Évident puisque l’égalité du 3 montre que Dr(V ) ⊆ D1(y).
3. On regarde U comme une liste de p+ q vecteurs ui de F et tV comme
une liste de r + s vecteurs vj de F .
Puisque V U = 0, les produits scalaires 〈ui | vj〉 sont nuls.
Soient I ∈ Pq,p+q et J ∈ Pr,r+s. Si UI est la matrice extraite de U sur
les colonnes indexées dans I, et si VJ est la matrice extraite de tV sur
les colonnes indexées dans J , le théorème 2.3 s’applique et dit que JUIK⋆
et JVJ K sont proportionnels. Or JUIK = xIz, où xI est la coordonnée du
vecteur ligne tx correspondant à la colonne de
∧q U pour le vecteur de
base eI ∈
∧q
E.
Ainsi tous les xI z⋆ sont proportionnels à tous les JVJ K. Comme x est régu-
lier, z⋆ est proportionnel à tous les JVJ K. Comme Gr(z) = Gr(z⋆) > 2, cela
implique pour chaque J que l’on peut écrire JVJ K = yJ z⋆, ce qui donne
l’écriture voulue de
∧r
V . 
Comme corolaire on obtient la définition du déterminant de Cayley du
complexe L• (mais à l’époque de Cayley, tous les anneaux étaient intègres
et les problèmes de proportionnalité pouvaient sembler plus simples).
3.4. Théorème et définition. (Complexe de Cayley : idéaux de facto-
risation, déterminant de Cayley) On considère un complexe de Cayley L•
(définition 3.1). On note M = Coker(A1) et l’on pose um = [ 1 ] ∈ A1×1.
On a les résultats suivants.
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1. Il existe un unique système de vecteurs colonnes 1
uk ∈
∧rk+1 Lk, k ∈ J0..m− 1K
tel que pour tout k ∈ J1..mK∧rk Ak = uk−1 t(uk⋆) .
On note Bk = D1(uk) pour k ∈ J0..mK.
On obtient Dk = BkBk−1 pour k ∈ J1..mK. Ces idéaux Bk sont
appelés les idéaux de factorisation du complexe L•.
2. On obtient en particulier Gr(B0) > 1, Gr(Bk) > 2 pour k > 1, et∏
k∈J0..mK
Bk = B0
∏
k:1<2k6m
D2k =
∏
k:162k+16m
D2k+1
3. Lorsque χ(L•) = 0, c’est-à-dire lorsque L0 = Ar1 , on a u0 ∈ A1×1,
son coefficient, noté g(L•) ou g, est appelé le déterminant de Cayley
du complexe L•. On notera G ou G(L•) l’idéal B0 = 〈g〉.
a. On a
∧r1 A1 = u0 t(u1⋆) = G t(u1⋆).
b. Le déterminant de Cayley g est un élément régulier. C’est le pgcd
fort de l’idéal D1 = F0(M), et l’on a Gr(D1/g) > 2.
Autrement dit, M est un module de MacRae et son invariant de
MacRae G(M) est égal à G(L•).
4. Lorsque χ(L•) > 0, si B0 = 〈g〉, le générateur g est régulier, il est
pgcd fort de l’idéal D1 = Fr0(M), et l’on a Gr(D1/g) > 2.
5. Si l’on opère des changements de base sur les modules Lk du com-
plexe, et si les matrices sont transformées corrélativement, les idéaux Dk
et Bk ne changent pas, les vecteurs uk sont prémultipliés par des ma-
trices inversibles (dans le cas où χ(L•) = 0, g est donc multiplié par
une unité).
6. Si l’on fait subir au complexe des modifications élémentaires pour
les Ak (voir le lemme II-3.1), les idéaux Dk et Bk ne changent pas
non plus.
J 1 et 2. Application directe récurrente du lemme 3.3.
3a. Cas particulier de 1.
3b. Résulte du point 2 : g est régulier car Gr(u0) > 1, par ailleurs Gr(u1) > 2
implique que 1 est pgcd fort de u1 (point 4 du lemme I-3.6), ce qui implique
que g est pgcd fort de gu1 (point 2 du même lemme).
1. Comme expliqué avant le lemme 3.3, on regarde les
∧ℓ
Lk comme munis de leurs
bases naturelles et les
∧rk Ak comme des matrices sur les bases naturelles, et donc uk−1
est un vecteur colonne de taille
(
rk+rk−1
rk
)
, tandis que t(uk⋆) est un vecteur ligne de
taille
(
rk+1+rk
rk
)
. La matrice
∧rk Ak est de rang stable 1.
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4. Ce point peut être vu comme une généralisation du point 3 Cela résulte
de l’égalité D1 = B1B0 avec Gr(B1) > 2 et Gr(B0) > 1.
5. Cela résulte du fait qu’un changement de bases avec matrices P et Q (à
la source et au but) pour des modules libres remplace la matrice A d’une
application linéaire ϕ par la matrice Q−1AP et la matrice
∧r
A de l’appli-
cation linéaire
∧r
ϕ par (
∧r
Q)−1(
∧r
A)(
∧r
P ). Si les changements de base
étaient tous de déterminant 1, dans le cas r0 = 0 le déterminant de Cayley
serait inchangé (pas seulement l’idéal qu’il engendre).
6. On sait déjà qu’une modification élémentaire ne change pas les idéaux
caractéristiques Dk (proposition II-3.7).
Il suffit de traiter la question dans la modification élémentaire décrite au
point 1 du lemme II-3.1. Matriciellement c’est visualisé comme suit :
u˜k = uk 0 , u˜k+1 =
uk+1 0
0 IE
, u˜k+2 =
uk+2
0
.
Si E est libre de rang s, nous avons r˜k+1 = rk+1 + s et les autres rℓ sont
inchangés.
Dans la nouvelle résolution les u˜ℓ sont inchangés pour ℓ > k+2. On constate
ensuite que l’on obtient u˜k+2 à partir de uk+2 en rajoutant des coordonnées
toutes nulles sur les nouveaux vecteurs de base, car il en va de même pour
la matrice
∧rk+2 A˜k+2. La même constatation s’applique pour u˜k+1. En
effet, dans la matrice
∧rk+1+s A˜k+1 toutes les nouvelles coordonnées sont
nulles (il faut ici tenir compte du fait 3.2). Enfin, on peut prendre u˜k = uk,
car dans la matrice
∧rk A˜k toutes les nouvelles coordonnées sont nulles.
Ensuite, les uℓ pour ℓ < k sont manifestement inchangés.
NB : les adaptations nécessaires aux cas où k = m, ou k = 1 sont faciles.
Remarques.
1) On peut comprendre la convention um = [ 1 ] ∈ A1×1 en référence au
déterminant de la matrice vide, qui est égal à 1, avecA1×1 =
∧0
Lm (ici, un
élément de
∧0
Lm doit être exprimé sous la forme d’un vecteur colonne).
2) Si l’on autorise m = 1, le théorème reste juste mais sans intérêt.
Par exemple dans le cas où M est le quotient d’un module libre par un
sous-module libre, on a pour la résolution libre correspondante
u1 = 1, u0 =
∧r1
A1 et D1 = Fr0(M) = B0,
mais aucun résultat distinct de l’hypothèse.
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3.5. Proposition. (Idéaux de factorisation et extension des scalaires)
On se place dans le cadre du théorème 3.4 et l’on considère un changement
d’anneau de base ρ : A → B où B est plat sur A. Alors le complexe reste
un complexe de Cayley, et les vecteurs uℓ et idéaux Bℓ sont transformés en
leurs images par ρ.
4. Structure multiplicative des résolutions
libres finies
4.1. Théorème et définition.
1. Si unA-moduleM est librement résoluble, le théorème 3.4 s’applique
à tout complexe de modules libres qui le résout. En outre les idéaux
de factorisation Bk ne dépendent que du module M . On les appellera
les idéaux de factorisation du module M , et on les notera Bk(M).
En particulier, on obtient les résultats suivants.
2. Un module M librement résoluble de rang 0 est un module de Ma-
cRae. Son invariant de MacRae G(M) est égal à B0(M).
3. Si un idéal de type fini a est librement résoluble et de rang 1 (rappe-
lons qu’il est nul ou de rang 1 par le théorème de Vasconcelos II-5.8),
alors il admet un pgcd fort g qui est régulier, et GrA(a/g) > 2.
J Il suffit de montrer le point 1.
La première affirmation résulte clairement du théorème II-6.1 (qui minore
la profondeur des idéaux Dk) et du théorème 3.4.
Pour la deuxième affirmation, on commence par le cas où l’anneau est local
résiduellement discret. Alors on peut ramener toute résolution libre finie à
une résolution minimale par des modifications élémentaires du complexe,
lesquelles ne changent pas les idéaux de factorisation. On conclut en notant
que la résolution minimale est unique à isomorphisme près.
On traite ensuite le cas général. On veut montrer que deux idéaux de type
fini sont égaux. On peut utiliser le principe local-global de base. Et l’on
applique la machinerie locale-globale à idéaux premiers. Ceci est légitime
car les idéaux de factorisation se comportent bien par localisation. 
Comme corolaire on obtient le théorème important qui suit.
4.2. Théorème. (Idéaux à deux générateurs librement résolubles)
1. Soit a = 〈a1, a2〉 non nul dans A. Les propriétés suivantes sont
équivalentes.
a. L’idéal a admet un pgcd g régulier et Gr(a/g) > 2.
b. L’idéal a est librement résoluble.
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c. L’idéal a est fidèle et l’on a une suite exacte
0 −→ A
t[ b1 b2 ]−−−−→ A2 [ a1 a2 ]−−−−→ 〈a1, a2〉 −→ 0.
2. Pour un anneau A les propriétés suivantes sont équivalentes.
a. Tout idéal à deux générateurs est librement résoluble.
b. L’anneau est un anneau à pgcd intègre.
Remarques. 1) Quand le point 1 est satisfait,
— l’élément g est un pgcd fort de a,
— on peut prendre (b1, b2) = (−a2/g, a1/g),
— Gr(a) > 2 si, et seulement si, g ∈ A×.
2) Dans le point 1, l’hypothèse que a est non nul est légèrement désagréable.
Si on la supprime, il faut reformuler le point b en rajoutant que si a = 0
alors l’anneau est trivial.
3) Le point 2 n’exclut pas le cas de l’anneau trivial.
4.3. Théorème. (Voir [FFR, théorème 12 page 226])
Soit une suite exacte 0 → E −→ F −→ G → 0, où E, F , G sont des
modules librement résolubles de rang 0. Alors G(G)G(E) = G(F ).
J Les modules sont de MacRae. On applique le théorème 1.4. 
Le lemme suivant donne des éclaircissements concernant ce que signifie la
factorisation d’une matrice
∧r
A lorsque A est de rang 6 r. L’explication
est que l’on peut unifier toutes les informations données par les identités
de Cramer généralisées concernant les syzygies entre r + 1 colonnes de la
matrice.
4.4. Lemme. (Ce que signifie la factorisation de la matrice
∧r
A)
Soit A ∈ Mm,n(A) une matrice de rang 6 r < n. On sait que
∧r A est de
rang 6 1. Supposons que
∧r
A = uv où u est un vecteur colonne et v est un
vecteur ligne. Considérons pour simplifier les r+1 premières colonnes de A,
que nous notons C1, . . ., Cr+1. Pour k ∈ J1..r + 1K, le vecteur colonne 2
C1 ∧ · · · ∧ Ĉk ∧ · · · ∧ Cr+1
correspond à une colonne Jk de
∧r
A et est donc égal à γku, où γk est la
coordonnée Jk de v. Supposons aussi que u est de profondeur > 1. Alors
on a la syzygie ∑r+1
k=1
(−1)kγkCk = 0.
On aura naturellement des égalités analogues pour tout autre choix de r+1
colonnes de A.
2. Le chapeau signifie que l’on omet le vecteur.
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J Considérons r lignes arbitraires de A, correspondant à une coordonnée uI
de u (avec I ∈ Pr,m). Comme A est de rang 6 r, on a une relation de
Cramer généralisée (voir [CACM, section II-5, formule (9)]).∑r+1
k=1
(−1)k uIγk Ck = 0.
Puisque les uI sont coréguliers, on obtient
∑r+1
k=1(−1)kγkCk = 0. 
4.5. Lemme. On considère une suite exacte
L2
A2−−→ L1 A1−−→ L0,
avec L2 = Ar3+r2 , L1 = Ar2+r1 , L0 = Ar1+r0 et A1 stable de rang stable r1.
On suppose que
∧r1 A1 = uv pour un vecteur colonne u et un vecteur
ligne v. Si une coordonnée de v est inversible, KerA1 est libre de rang r2,
A2 est localement simple de rang r2 et Dr2(A2) = 〈1〉.
J Supposons que la coordonnée inversible de v corresponde aux r1 der-
nières colonnes de A1. Le lemme 4.4 dit alors que chacune des r2 premières
colonnes est combinaison linéaire des r1 dernières. En notant A′1 la sous-
matrice extraite sur les r1 dernières colonnes, on obtient une égalité matri-
cielle A1 = A′1D avec des matrices
A1 = F A
′
1 et D = G Ir1 .
Comme A′1 est injective, on a KerA1 = KerD et l’on voit facilement
que KerD = ImH avec H =
Ir2
−G
.
Ainsi, KerA1 est libre de rang r2, en somme directe avec le sous-module
engendré par les r1 derniers vecteurs de base. Comme KerA1 = ImA2 on
en déduit que A2 est localement simple, de rang r2 avec Dr2(A2) = 〈1〉. 
4.6. Théorème. (Voir [FFR, Chap. 7, Th. 8]
Soit M un A-module librement résoluble. On reprend les notations du théo-
rème 4.1 et l’on rappelle que Dk+1 = BkBk+1.
1. Si Bk = 〈1〉 avec k > 1, alors Bk+r = 〈1〉 pour tout r > 0.
2. De manière générale, pour k > 1
Bk ⊆ DA(Bk+1) et DA(Bk) = DA(Dk+1).
J Montrons l’inclusion Bk ⊆ DA(Dk+1). Il suffit de traiter le cas k = 1,
car un début de résolution libre résout le module conoyau de la dernière
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matrice (qui remplace alors le module M).
Soit µ un générateur de B1 (une coordonnée de u1). Pour montrer qu’une
puissance de µ est dans D2, il suffit de montrer que sur l’anneau A[1/µ],
l’idéal D2 contient 1. C’est donné par le lemme 4.5.
Ainsi DA(Bk) ⊆ DA(Dk+1) = DA(BkBk+1) = DA(Bk)∩DA(Bk+1), ce qui
implique les points 1 et 2. 
5. Le théorème de Hilbert-Burch
Nous donnons dans cette section le théorème de Hilbert-Burch sous sa forme
générale (épurée de toute hypothèse noethérienne notamment) donnée par
Northcott.
Le théorème de Hilbert-Burch examine sous quelles conditions le module
des syzygies pour un système de n générateurs d’un idéal a est un module
libre de rang n− 1. On a dans ce cas une suite exacte
0 −→ An−1 ϕ−−→ An α−−→ A π−−→ A/a −→ 0
ce qui est un exemple simple de résolution libre finie (ici, résolution du
module A/a).
Pour une matrice A = (aij) ∈ Mn,n−1(A), on définit∣∣∣∣∣∣∣∣∣
X1 a11 · · · a1n−1
X2 a21 · · · a2n−1
...
...
...
Xn an1 · · · ann−1
∣∣∣∣∣∣∣∣∣ = ∆1X1+ · · ·+∆nXn, ∆ = [∆1 . . . ∆n ]. (1)
Ici les Xi sont des indéterminées et les ∆i sont les mineurs d’ordre n − 1,
convenablement signés, de la matrice A.
5.1. Théorème. (Matrice n× (n− 1)).
Soit A ∈ Mn,n−1(A), on note ∆ = [∆1 . . . ∆n ] comme dans (1). On
remarque que Dn−1(A) = 〈∆1, . . . ,∆n〉.
1. On a un complexe
0 −→ An−1 A−−→ An ∆−−→ A, (2)
2. Ce complexe est exact si, et seulement si, Gr(∆1, . . . ,∆n) > 2.
3. Si Gr(∆1, . . . ,∆n) > 3 alors l’idéal 〈∆1, . . . ,∆n〉 contient 1.
J 1. Le fait que ∆A = [ 0 . . . 0 ] est une formule de Cramer. Cela résulte
de ce que dans (1), le déterminant est nul si l’on remplace les Xi par une
colonne quelconque de la matrice A.
2. Vu le point 1, c’est un cas particulier du théorème II-7.1.
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3. On a une suite exacte
0→ An−1 A−−→ An ∆−−→ A −→ A/Dn−1(A)→ 0,
et l’on obtient le résultat en appliquant la proposition II-6.7. 
5.2. Théorème. (Théorème de Hilbert-Burch)
Soit A ∈ Mn,n−1(A), on note ∆ = [∆1 . . . ∆n ] comme dans (1). On
remarque que Dn−1(A) = 〈∆1, . . . ,∆n〉. Si l’on a une suite exacte
0 −→ An−1 A−−→ An α−−→ A, α = [ a1 · · · an ], (3)
on obtient les résultats suivants.
1. Il existe un (unique) élément régulier a ∈ A tel que α = a∆, et a
est un pgcd fort de l’idéal a = 〈a1, . . . , an〉.
2. Gr(∆1, . . . ,∆n) > 2.
3. Si Gr(∆1, . . . ,∆n) > 3 alors l’idéal 〈∆1, . . . ,∆n〉 contient 1 et a est
un idéal principal.
J 1 et 2. Le théorème II-6.1 nous dit que
Gr(a1, . . . , an) > 1 et Gr(∆1, . . . ,∆n) > 2.
On peut alors appliquer le théorème 3.4 avec
m = 2, r2 = n− 1, r1 = 1, r0 = 0, A2 = A, A1 = α.
Le vecteur t u2⋆ est le vecteur ∆ et le théorème affirme que
∧1
A1 (c’est-
à-dire α) s’écrit sous la forme u1∆ (avec ici u1 = [u1] ∈ A) où u1 est un
élément régulier, pgcd fort des ai.
3. Voir le théorème précédent. 
6. Annexe : démonstration du théorème de
proportionnalité
On définit un produit intérieur droit (qui sera généralisé plus tard) comme
suit :
(∧•An)×An −→ ∧•−1An,(
(v1 ∧ . . . ∧ vp), u
) 7−→ { (v1 ∧ . . . ∧ vp) x u =∑p
i=1(−1)i−1 〈vi |u〉 v1 ∧ . . . ∧ v̂i ∧ . . . ∧ vp.
(la notation v̂i signifie que l’on a supprimé le terme vi dans le produit
extérieur). On laisse le soin à la lectrice de vérifier que cette définition est
cohérente.
Comme cas particuliers on obtient
a x u = 0 pour a ∈ A, et v x u = 〈v |u〉 pour v ∈ An.
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En fait, le produit intérieur • x u est l’unique antidérivation à gauche de∧
An qui prolonge la forme linéaire 〈 • |u〉.
Par définition, une antidérivation à gauche de l’algèbre graduée
∧
An est
une application A-linéaire ∂ de
∧
An dans elle-même, de degré −1, qui
satisfait l’axiome suivant :
∂(x ∧ z) = ∂(x) ∧ z + (−1)kx ∧ ∂(z) si x ∈ ∧kAn et z ∈ ∧ℓAn.
La vérification est laissée au lecteur.
Remarque. On s’y perd un peu, le produit intérieur est droit et l’antidéri-
vation est à gauche : la tradition a fixé les choses ainsi.
6.1. Lemme. Pour x ∈ ∧pAn et z ∈ ∧p−1An, on a la jolie formule
〈x x u | z 〉= 〈x |u ∧ z 〉 (4)
J Notez que x, u et z ne changent pas de place, on remplace seule-
ment 〈〈 x • | 〉〉 par 〈〈 | • ∧ 〉〉. On vérifie la propriété sur les bases, c’est-à-dire
〈 eI x ei | eJ 〉= 〈 eI | ei ∧ eJ 〉 avec I ∈ Pp,n et J ∈ Pp−1,n.
On obtient 0 si i /∈ I, si i ∈ J ou si J 6⊂ I. Sinon, avec I = {i1, . . . , ip}
et i = ik, on peut supposer J = {i1, . . . , ik−1, ik+1, . . . , ip} et l’on obtient
dans les deux membres (−1)k−1. 
6.2. Proposition. Avec p+ q = n, x ∈ An, u, w ∈ ∧pAn et v ∈ ∧qAn,
on a les formules de dualité suivantes :
1. 〈u⋆ |v〉= [u ∧ v],
2. 〈u⋆ |w⋆〉= 〈u |w〉,
3. [u ∧w⋆] = 〈u |w〉,
4. x⋆ = eJ1..nK x x.
J 1, 2 et 3. Rappel de la proposition 2.1.
4. Pour un z arbitraire, on a d’une part 〈x⋆ | z〉 = [x ∧ z], et d’autre
part
〈
eJ1..nK x x | z
〉
=
〈
eJ1..nK |x ∧ z
〉
, qui est égal à [x ∧ z]. 
6.3. Lemme. (Formule Sylvester-Plücker)
Soit x = (x1, . . . , xn) et z = (z1, . . . , zp) deux suites dans An. On a alors :
[x1 ∧ . . . ∧ xn] z1 ∧ . . . ∧ zp =
∑
K∈Pp,n
[x←
K
z]
∧
k∈K
xk (5)
où x←
K
z désigne, pour K = {k1 < . . . < kp}, la suite de n vecteurs
de An obtenue en remplaçant dans (x1, . . . , xn), chaque vecteur xki par le
vecteur zi. Par exemple, le membre droit de la formule pour [x1 ∧ x2 ∧
x3] z1 ∧ z2 est :
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[z1 ∧ z2 ∧ x3] x1 ∧ x2 + [z1 ∧ x2 ∧ z3] x1 ∧ x3 + [x1 ∧ z2 ∧ z3] x2 ∧ x3.
Remarque. Pour p = 1, le premier membre est [x1 ∧ . . . ∧ xn] z et le second
membre s’écrit
[z ∧ x2 ∧ . . . ∧ xn] x1 + [x1 ∧ z ∧ . . . ∧ xn]x2 + · · · + [x1 ∧ x2 ∧ . . . ∧ z]xn.
L’égalité n’est rien d’autre qu’une formule habituelle de Cramer.
Notons aussi que lorsque les xi forment une base, le second membre donne
les coordonnées du premier membre sur la base correspondante de
∧pAn
J L’égalité à démontrer est linéaire en chacun des xi et zj .
Premier cas. Supposons que (x1, . . . , xn) est une base. Par linéarité il suffit
de traiter le cas où (z1, . . . , zp) = (xk1 , . . . , xkp).
Si deux des ki sont égaux, les deux membres sont nuls : en effet, dans le
second membre chaque scalaire [x←
K
z] est nul.
Si les ki sont tous distincts, posons K ′ = {k1, . . . , kp}. Alors, les termes
de la somme intervenant dans le second membre sont tous nuls, sauf celui
correspondant à K = K ′, qui vaut
[x←
K′
z]xk1 ∧ . . . ∧ xkp ,
c’est-à-dire le premier membre : notez que (x←
K
z) = (x1, . . . , xn) quel que
soit l’ordre des ki.
Cas général. Le cas général se ramène au cas précédent comme suit. On
considère le localisé de Nagata B = A(T ). On note (e1, . . . , en) la base
canonique de Bn. On considère les vecteurs yi = Tei + xi. Leur détermi-
nant est un polynôme en T , unitaire de degré n, donc inversible, et les
yi forment une base. On applique le cas précédent et l’on obtient l’égalité
voulue avec les yi à la place des xi. On fait T = 0 et l’on obtient l’égalité
pour les xi et les zj vus dansBn. On conclut en rappelant que le morphisme
A→ B est injectif. 
6.4. Lemme. Soient u, v1, . . ., vq ∈ An, avec chaque vj orthogonal à u.
Alors v1 ∧ . . . ∧ vq est orthogonal au sous-module u ∧
∧q−1(An).
J On prouve d’abord que (v1 ∧ . . . ∧ vq) x u = 0 par récurrence sur q.
Pour q = 1, c’est immédiat car v1 x u = 〈v1 |u〉.
Pour q > 2, posons v = v2 ∧ . . . ∧ vq. Puisque • x u est une anti-dérivation
à gauche, on a
(v1 ∧ v) x u = 〈v1 |u〉v − v1 ∧ (v x u) ici= v1 ∧ (v x u)
Comme v x u = 0 (récurrence sur q), on a le résultat annoncé.
Ensuite, soit w ∈ ∧q−1(An). La formule de dualité (4) (lemme 6.1) donne
〈v1 ∧ . . . ∧ vq |u ∧w〉= 〈(v1 ∧ . . . ∧ vq) x u |w〉,
d’où le résultat d’orthogonalité de l’énoncé. 
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Démonstration du théorème de proportionnalité 2.3.
Il s’agit de démontrer que les deux q-vecteurs u⋆ et v sont proportionnels,
i.e. que 〈u⋆ | eI〉 〈v | eJ〉= 〈u⋆ | eJ〉 〈v | eI〉pour tous I, J ∈ Pq,n. Ou encore,
d’après la définition de l’isomorphisme de Hodge choisi :
[u ∧ eI ] 〈v | eJ〉= [u ∧ eJ ] 〈v | eI〉.
En posant
w1 = [u ∧ eI] eJ , w2 = [u ∧ eJ ] eI et w = w1 −w2,
il s’agit de prouver que le q-vecteur w est orthogonal à v.
D’après la formule de Sylvester-Plücker (5), le q-vecteur w1 = [u ∧ eI ] eJ
est une somme de termes de la forme a y1∧ . . .∧yq avec a ∈ A, les yk étant
pris dans [u1, . . . , up] ∪ [ei, i ∈ I].
Dans chacun des termes a y1 ∧ . . .∧ yq, il y a un yk égal à l’un des uj, sauf
pour celui correspondant dans la formule (5) à K = I, ce terme valant [u∧
eJ ] eI = w2. Ainsi, w est une somme de q-vecteurs de la forme a y1∧. . .∧yq
et dans chacun d’entre eux, l’un des yk appartient à [u1, . . . , up]. D’après
le lemme 6.4, un tel q-vecteur est orthogonal à v. Donc w est orthogonal à
v. 
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1. Préliminaires
Dimension projective d’un produit fini
Nous démontrons d’abord le résultat 〈〈naturel 〉〉 suivant de manière aussi
directe que possible.
1.1. Proposition. Pour E, E′ modules de type fini, on a pour tout n > −1
les équivalences
Pd(E) 6 n et Pd(E′) 6 n ⇐⇒ Pd(E ⊕ E′) 6 n
Ld(E) > n et Ld(E′) > n ⇐⇒ Ld(E ⊕ E′) > n
En abrégé :
Pd(E ⊕ E′) = sup (Pd(E),Pd(E′)) et Ld(E ⊕G) = inf ( Ld(E), Ld(G)).
1. Plus précisément pour l’inégalité Pd(E) 6 Pd(E⊕E′) : si l’on a une
résolution projective finie de longueur n > 1 :
0→ Pn un−−→ Pn−1 un−1−−−→ · · · · · · u1−−→ P0 u0−−→ E ⊕ E′ → 0,
alors les modules u−10 (E) et u
−1
0 (E
′) ont des résolutions projectives
finies de longueur n − 1, donc E et E′ des résolutions de longueur
6 n.
En outre si les Pi sont stablement libres, les résolutions obtenues le
sont avec des modules stablement libres.
2. Pour l’inégalité Ld(E) > Ld(E ⊕ E′) : si l’on a une n-présentation
(avec les Pi libres finis)
Pn
un−−→ Pn−1 un−1−−−→ · · · · · · u1−−→ P0 u0−−→ E ⊕ E′ → 0,
alors les modules u−10 (E) et u
−1
0 (E
′) ont une (n − 1)-présentation,
donc E et E′ des n-présentations.
Remarque. Les cas n = −1 et n = 0 sont clairs.
Les deux inégalités suivantes sont immédiates :
Pd(E ⊕ E′) 6 sup (Pd(E),Pd(E′)) et Ld(E ⊕G) > inf ( Ld(E), Ld(G)).
Pour les inégalités opposées, nous aurons besoin du lemme suivant.
Résolutions libres finies Méthodes constructives
Thierry Coquand, Henri Lombardi, Claude Quitté & Claire Tête
6 novembre 2018 [2:21] Fichier:A-FinProjRes chapitre:IV
§1. Préliminaires 109
1.2. Lemme. On considère un module M avec une résolution projective
finie (n > 1)
0 → Pn −→ · · · u2−−→ P1 u1−−→ P0 π−−→ M → 0
et une suite exacte Q v−→M → 0 avec Q projectif de type fini.
Alors Pd(Ker v) 6 n − 1. Plus précisément, le module Ker v admet une
résolution projective finie du type
0 → Pn −→ · · · −→ P2 −→ Q1 −→ Ker v → 0
En outre, si les Pi et Q sont stablement libres, Q1 est stablement libre.
J Puisque Q est projectif et π surjective, on relève v en v0 selon le schéma
P0
π

Q
v0
??⑦
⑦
⑦
⑦
v
// M
On considère alors le module Q1 = Ker(Q× P1
[ v0 u1 ]−−−−→ P0) et la suite
P2
α−−→ Q1 πQ−−→ Q v−→ M → 0 (∗)
où α(x) =
(
0, u2(x)
) ∈ Q1 (on a bien α(x) ∈ Ker [ v0 u1 ]), et πQ(y, z) = y.
On note que Kerα = Keru2.
Montrons que [ v0 u1 ] est surjective. Pour y ∈ P0 on a un x ∈ Q tel
que v(x) = π(y), d’où u0(y) = u0
(
v0(x)
)
. Donc y− v0(x) ∈ Keru0 = Imu1
et y ∈ Im v0 + Im u1.
Comme Q× P1 et P0 sont projectifs de type fini, et [ v0 u1 ] est surjective,
le module Q1 est projectif de type fini.
La variante stablement libre est également claire.
Il suffit donc de montrer que la suite (∗) est exacte.
Un (y, z) ∈ Q1 est dans KerπQ si, et seulement si, y = 0.
Dans ce cas u1(z) = 0, donc z ∈ Im u2 et si z = u2(x), on a α(x) = (y, z).
Inversement tout α(x) est bien dans KerπQ.
Enfin, les éléments de Im πQ sont les y ∈ Q tels qu’il existe un z ∈ P1 véri-
fiant v0(y) = u1(z), c’est-à-dire les y ∈ Q tels que v0(y) ∈ Kerπ, c’est-à-dire
les y ∈ Ker(π ◦ v0) : on a bien ImπQ = Ker v. 
Démonstration de la proposition 1.1. Les implications directes sont immé-
diates. On montre les implications réciproques par récurrence sur n.
On commence avec les dimensions projectives. Le cas n = 0 est immédiat.
Supposons n > 1 et notons π, π′ les projections de E⊕E′ sur E et E′. On
considère l’application linéaire
v :
{
P0 ⊕ P0 −→ E ⊕ E′
x⊕ y 7−→ π(u0(x)) ⊕ π′(u0(y)).
On a Ker v = u−10 (E
′)⊕ u−10 (E). Donc u−10 (E′)⊕ u−10 (E) admet une réso-
lution projective finie de longueur n − 1 (lemme 1.2). Elle est formée de
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modules stablement libres si la résolution de E⊕E′ est formée de modules
stablement libres.
Par hypothèse de récurrence, u−10 (E
′) et u−10 (E) ont une résolution projec-
tive finie de longueur n− 1, et donc E et E′ ont une résolution projective
finie de longueur n.
L’argument fonctionne à l’identique pour l’existence de présentations de
longueur > n formées avec des modules projectifs de type fini plutôt que
des modules libres finis. On conclut avec le lemme II-3.4 qui nous dit que
Ld(E) > n si, et seulement si, le module E admet une n-présentation
projective de type fini. 
NB : on peut traiter tous les résultats concernant les n-présentations pa-
rallèlement aux résultats concernant les résolutions projectives finies de
longueur n en utilisant l’argument qui vient d’être utilisé.
Une généralisation du lemme de Schanuel
Cette généralisation était déjà l’objet de l’exercice [CACM, V-4]. Notez que,
comme dans le lemme de Schanuel, les modules projectifs Pi et P ′i ne sont
pas nécessairement de type fini.
1.3. Lemme de Schanuel généralisé . On considère deux suites exactes :
0 → K → Pn−1 → · · · → P1 u−→ P0 → M → 0
0 → K ′ → P ′n−1 → · · · → P ′1 u
′
−→ P ′0 → M → 0
avec les modules Pi et P ′i projectifs. Alors on obtient un isomorphisme :
K ⊕
⊕
k∈J0..n−1K
k≡n−1 mod 2
P ′k ⊕
⊕
ℓ∈J0..n−1K
ℓ≡n mod 2
Pℓ ≃ K ′ ⊕
⊕
k∈J0..n−1K
k≡n−1 mod 2
Pk ⊕
⊕
ℓ∈J0..n−1K
ℓ≡n mod 2
P ′ℓ
J Par récurrence sur n, le cas n = 1 étant exactement le lemme de Scha-
nuel 0-2.11. A partir de chaque suite exacte, on en construit une autre
strictement plus courte
0 → K → Pn−1 → · · · → P1 ⊕ P ′0
u⊕IdP0
′
−−−−→ Imu⊕ P ′0 → 0
0 → K′ → P ′n−1 → · · · → P
′
1 ⊕ P0
u′⊕IdP0−−−−→ Imu′ ⊕ P0 → 0
Mais on a Im u ⊕ P ′0 ≃ Im u′ ⊕ P0 d’après le lemme de Schanuel appliqué
aux deux suites exactes courtes :
0 → Imu → P0 → M → 0,
0 → Im u′ → P ′0 → M → 0.
On peut donc appliquer la récurrence (aux deux suites exactes de longueur
un de moins), ce qui fournit le résultat demandé. 
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Permanence
1.4. Corolaire. (Théorème de permanence, 1)
On reprend les hypothèses du lemme de Schanuel généralisé 1.3.
1. Supposons que les Pi et P ′i sont projectifs de type fini.
a. K est de type fini, de présentation finie ou plat si, et seulement
si, K ′ a la même propriété.
b. Pd(K) 6 n si, et seulement si, Pd(K ′) 6 n.
2. Si les Pi et P ′i sont libres finis, K est stablement libre si, et seulement
si, K ′ est stablement libre.
J Dans le premier cas, on a K ⊕ P ≃ K ′ ⊕ P ′ avec P et P ′ projectifs de
type fini, dans le second cas, on a un isomorphisme similaire avec P et P ′
libres. Pour 1b, on applique la proposition 1.1.
NB : il faut noter que dans le point 2, siK est libre fini, on obtient seulement
que K ′ est stablement libre, donc qu’il admet une résolution libre finie de
longueur 6 1. 
On sait que si un A-module M est de présentation finie, les syzygies pour
n’importe quel système générateur de M forment un module de type fini
([CACM, section IV-1]). On retrouve ce résultat pour les n-présentations.
C’est le point 1 du théorème suivant. Les points 2 et 3 concernent des
résultats analogues pour les résolutions projectives finies et pour les réso-
lutions libres finies
1.5. Théorème. (Théorème de permanence, 2)
Soient r, s ∈ N, m = r + s+ 1 et M un A-module.
1. Si LdA(M) > m, toute r-présentation de M
Lr
ur−→ Lr−1 −→ · · · · · · −→ L0 −→M → 0
peut être prolongée en une m-présentation.
Autrement dit, en notant K = Ker(ur), on a LdA(K) > s.
2. Si PdA(M) 6 m, tout début de résolution projective de M de lon-
gueur r
Pr
vr−→ Pr−1 −→ · · · · · · −→ P0 −→M → 0
avec les Pi de type fini peut être prolongée en une résolution projec-
tive finie de longueur m.
Autrement dit, en notant K = Ker(vr), on a PdA(K) 6 s.
3. Si M admet une résolution stablement libre de longueur m, tout
début de résolution stablement libre de M de longueur r peut être
prolongé en une résolution stablement libre de longueur m.
En particulier, si M admet une résolution libre finie de longueur m,
toute r-présentation de M peut être prolongée en une résolution libre
finie de longueur m ou m+ 1.
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J 2. On considère les deux débuts de résolutions projectives de longueur r.
Le lemme de Schanuel généralisé 1.3 s’applique et l’on obtient un isomor-
phisme K ′ ⊕ P ≃ K ⊕ P ′ avec P et P ′ projectifs de type fini Si K admet
une résolution projective de longueur s, il en va de même pour K ⊕ P ′,
isomorphe à K ′ ⊕ P , donc aussi pour K ′ par la proposition 1.1.
1. Même raisonnement.
3. Même chose. Pour la dernière remarque, on fait appel à la proposi-
tion II-3.3 pour transformer une résolution stablement libre finie en une
résolution libre finie.
NB. Normalement on obtient une résolution libre finie de longueur m + 1.
Dans certains cas, par exemple si tous les modules stablement libres sont
libres, on se ramène à une résolution libre finie de longueur 6 m. 
Changement d’anneau de base par extensions plates et
fidèlement plates
1.6. Théorème. Soit E un A-module et ρ : A→ B une A-algèbre plate.
1. a. Si E admet une résolution projective finie, elle donne par exten-
sion des scalaires à B une résolution projective finie du B-module
ρ⋆(E). En particulier, PdB(ρ⋆(E)) 6 PdA(E).
b. Si E admet une n-présentation, elle donne par extension des sca-
laires à B une résolution projective finie du B-module ρ⋆(E). En
particulier, LdB(ρ⋆(E)) > LdA(E).
2. Supposons B fidèlement plate.
a. Si E admet une résolution projective finie après extension des
scalaires à B, alors il admet une résolution projective finie de
même longueur comme A-module. En particulier, PdB(ρ⋆(E)) =
PdA(E).
b. Si E admet une n-présentation après extension des scalaires à B,
alors il admet une n-présentation comme A-module.
En particulier, LdB(ρ⋆(E)) = LdA(E).
J 1. Le changement d’anneau de base conserve les suites exactes, il trans-
forme un module projectif de type fini (resp. un module libre de rang fini)
en un module projectif de type fini (resp. un module libre de rang fini).
2b. On connait déjà le résultat pour n = 0 et n = 1, et l’on fait une
récurrence sur n. Supposons que ρ⋆(E) est (n+ 1)-présentable avec n > 1.
Par hypothèse de récurrence, E est n-présentable. Considérons dans la
suite exacte correspondante l’application A-linéaire Ln
un−→ Ln−1. D’après
le théorème de permanence, on obtient pour cette n-présentation, après
extension des scalaires à B, le fait que Ker
(
ρ⋆(vn)
)
est un module de type
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fini. Or Ker
(
ρ⋆(vn)
) ≃ ρ⋆(Ker(vn)) parce que B est plate, et puisque B
est fidèlement plate, Ker(vn) est aussi de type fini.
2a. D’après 2b, on sait que E est (n − 1)-présentable. On considère le
noyau K de la première application linéaire de la suite exacte correspon-
dante. Par le théorème de permanence ρ⋆(K) est projectif de type fini.
Puisque B est fidèlement plate, K est aussi projectif de type fini. 
Principe local-global
1.7. Principe local-global concret. (Modules localement n-résolubles,
modules n-présentables) Soient E unA-module et S1, . . ., Sn des monoïdes
comaximaux. On note Ai = ASi et Mi = MSi .
1. Le module E est localement n-résoluble si, et seulement si, il est loca-
lement n-résoluble après extension des scalaires à chacun des Ai.
En notation abrégée : PdA(E) = supi∈J1..nK
(
PdAi(Ei)
)
.
2. Le module E est n-présentable si, et seulement si, il est n-présen-
table après extension des scalaires à chacun des Ai.
En notation abrégée : LdA(E) = infi∈J1..nK
(
LdAi(Ei)
)
.
J Le point 1 du théorème 1.6 donne comme cas particulier : si E est
localement n-résoluble (resp. n-présentable), Ei est localement n-résoluble
(resp. n-présentable) comme Ai-module.
Pour les réciproques, on ne peut pas invoquer directement le point 2 du
théorème 1.6, mais on peut 〈〈 recopier 〉〉 les démonstrations. Voici par exemple
ce que donne la réécriture du 2b pour le cas des n-présentations.
On connait déjà le résultat pour n = 0 et n = 1, et l’on fait une récur-
rence sur n. Supposons que chaque Ei est (n + 1)-présentable avec n > 1.
Par hypothèse de récurrence, E est n-présentable. Considérons dans la
suite exacte correspondante l’application A-linéaire Ln
un−→ Ln−1. D’après
le théorème de permanence, on obtient pour cette n-présentation, après
extension des scalaires à Ai, le fait que Ker
(
ρi⋆(vn)
)
est un module de
type fini. Or Ker
(
ρi⋆(vn)
) ≃ ρi⋆(Ker(vn)) parce que Ai est plate. Et
puisque chaque ρi⋆
(
Ker(vn)
)
est de type fini, Ker(vn) est aussi de type fini
(principe local-global pour les modules de type fini). 
On rappelle par ailleurs que le lemme II-3.5 offre 〈〈réciproque forte 〉〉 pour
le principe local-global pour les modules localement résolubles.
Classe dans K0 A d’un A-module localement résoluble
Rappelons qu’un élément ρ de H0A s’écrit
∑m
j=1 ρj [ej ] avec ρ1 < . . . < ρm
dans Z \ {0} et des idempotents ej deux à deux orthogonaux. Et un tel
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〈〈rang généralisé 〉〉 ρ est dit > 0 lorsque les ρj sont > 0, ce qui signifie que ρ
est le rang du module quasi libre
⊕m
j=1(ejA)
ρj .
Si un module projectif M est de rang ρ, on a alors M =
⊕m
j=1 ejM et
chaque ejM est de rang constant ρj surA[1/ej ]. En outre e0 = 1−
∑m
j=1 ej
est l’idempotent annulateur de M . Si F est une matrice de projection dont
l’image est isomorphe à M , on a l’égalité det(I +XF ) =
∑m
j=0 ej(1+X)
ρj
(en posant ρ0 = 0).
Comme conséquence du lemme de Schanuel généralisé 1.3, on obtient le
théorème suivant.
1.8. Théorème et définition. On considère une résolution projective finie
de longueur n pour un A-module localement résoluble M
0→ Pn −→ · · · · · · −→ P1 −→ P0 −→M → 0.
1. Pour toute suite exacte où les P ′i sont projectifs de type fini
0→ Q −→ P ′n−1 −→ · · · · · · −→ P ′1 −→ P ′0 −→M → 0,
le module Q est également projectif de type fini.
2. Pour toute autre résolution projective finie de M
0→ P ′m
u′m−−→ · · · · · · −→ P ′1
u′1−−→ P ′0
u′0−−→M → 0,
on obtient⊕
k∈J0..mK
k≡0 mod 2
P ′k ⊕
⊕
ℓ∈J0..nK
ℓ≡1 mod 2
Pℓ ≃
⊕
k∈J0..nK
k≡0 mod 2
Pk ⊕
⊕
ℓ∈J0..mK
ℓ≡1 mod 2
P ′ℓ .
On peut alors définir sans ambigüité la classe [M ] dans K0(A) du
module M en posant
[M ] = [P0]− [P1] + [P2]− · · ·
ainsi que le rang de M en posant rg(M) def= rg([M ]) ∈ H0(A), ce qui
donne
rg(M) = rg(P0)− rg(P1) + rg(P2)− . . . .
3. Par une extension des scalaires plate, le module M reste localement
résoluble. En outre la classe [M ] et le rang rg(M) sont transformés
par la même extension des scalaires.
4. Si rg(M) = ρ, en reprenant les notations avant le théorème, on
obtient
M =
⊕m
j=1 ejM
et chaque ejM est de rang ρj ∈ N sur l’anneau A[1/ej] 1.
1. Cela généralise donc ce qui se passe avec un module projectif de type fini, mais
avec la notion de rang étendue aux modules localement résolubles.
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NB. Lorsque M est librement résoluble on retrouve le rang de M défini
en II-5.6, et [M ] est la classe du module libre de rang rg(M).
De même si M est projectif de type fini, les définitions de [M ] et rg(M)
sont non ambigües.
J 1. Cas particulier du corolaire 1.4.
2. Si n < m on prolonge le complexe P • par des 0 à gauche. On peut donc
supposer m = n. On applique alors le lemme 1.3.
3. Par extension des scalaires plate la résolution projective finie reste une
résolution projective finie.
4. Vu le point 3, cela résulte du cas où le module est librement résoluble, car
après localisation en des éléments comaximaux convenables, la résolution
est formée de modules libres de rang fini. 
Un module M = P1/P2, avec P1 et P2 projectifs de même rang, est de rang
nul.
Concernant les classes [M ], notez que l’on a [M ⊕ M ′] ≃ [M ] + [M ′]
dans K0(A) et rg(M ⊕M ′) = rg(M) + rg(M ′) dans H0(A) lorsque [M ]
et [M ′] sont définis. Plus généralement on le résultat suivant.
1.9. Théorème. Soit E un sous-A-module du module F .
Si deux des modules F , E et F/E admettent une résolution projective finie,
il en va de même pour le troisième. En outre [F ] = [E]+ [F/E] dans K0(A)
et rg(F ) = rg(E) + rg(F/E) dans H0(A).
J La première affirmation est donnée par le théorème 2.7, la deuxième
résulte facilement du point a du même théorème. 
2. Résolutions et suites exactes courtes
Deux lemmes utiles
2.1. Lemme. On considère cinq A-modules E, F , G, E0 et G0 qui s’in-
sèrent dans le diagramme ci-dessous, où la suite horizontale est exacte
E0
e0

G0
g0

E
ι // F
π // G // 0
Si le module G0 est projectif le diagramme précédent peut être complété en
un diagramme commutatif (pour les flèches en traits pleins) ci-dessous où
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la nouvelle suite horizontale est exacte :
0 // E0
e0

ι0 // E0 ×G0
f0

π0 // G0
σ0
ww
g0

// 0
E
ι // F
π // G // 0
Ici ι0 et π0 sont les applications canoniques, et f0(x, y) = ι
(
e0(x)
)
+ σ0(y),
où σ0 : G0 → F est une application linéaire qui satisfait π ◦ σ0 = g0
(elle existe parce que G0 est projectif et π est surjective, mais elle n’est pas
déterminée de manière unique).
Enfin, si e0 et g0 sont surjectives, il en va de même pour f0.
J Tout est expliqué dans l’énoncé. Les vérifications concernant la commu-
tativité et les suites exactes sont laissées à la lectrice. 
2.2. Lemme. On considère six A-modules E, F , G, E0, F0 et G0 qui
s’insèrent dans le diagramme ci-dessous, où les suites horizontales et les
suites verticales sont exactes
0 // E0
πE

α0 // F0
πF

β0 // G0
πG

// 0
0 // E

α // F

β
// G

// 0
0 0 0
Le diagramme précédent peut être complété en un diagramme commutatif
où les suites horizontales et verticales sont exactes
0

0

0

0 // E′0
ιE

α′0 // F ′0
ιF

β′0 // G′0
ιG

// 0
0 // E0
πE

α0 // F0
πF

β0 // G0
πG

// 0
0 // E

α // F

β
// G

// 0
0 0 0
J La démonstration est laissée au lecteur. 
NB : on peut prendre E′0 ⊆ E0, F ′0 ⊆ F0 et G′0 ⊆ G0, et les flèches α′0 et β′0
sont déterminées de manière unique.
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Suites exactes courtes de modules n-présentables
2.3. Théorème. On considère une suite exacte courte de A-modules
0 −→ E ι−−→ F π−−→ G −→ 0.
1. Si E et G sont n-présentables, il en va de même de F . En outre
on peut s’arranger pour que les trois n-présentations s’insèrent dans
un diagramme commutatif avec une suite exacte courte de complexes
comme dans le dessin ci-après.
Ici, les suites exactes 0 → Ek → Fk → Gk → 0 sont scindées 2,
les modules Ek et Gk sont libres de rang fini, et les n-présentations
de E et G sont celles données au départ.
Notons E′k, F
′
k et G
′
k les noyaux des flèches verticales de sources Ek, Fk
et Gk. Alors chaque suite 0→ E′k → F ′k → G′k → 0 est exacte.
0 // En

ιn // Fn

πn // Gn

// 0
0 // En−1
ιn−1 //
✤
✤
Fn−1
πn−1 //
✤
✤
Gn−1 //
✤
✤
0
0 // E1

ι1 // F1

π1 // G1

// 0
0 // E0

ι0 // F0

π0 // G0

// 0
0 // E

ι // F

π // G

// 0
0 0 0
2. En particulier, si E et G sont librement n-résolubles, il en va de
même pour F , et les trois résolutions peuvent être insérées dans un
diagramme commutatif où les résolutions de E et G sont données.
3. Les résultats analogues s’appliquent avec des 〈〈n-présentations 〉〉 de
E et G formées par des modules projectifs de type fini En particu-
lier, si E et G sont localement n-résolubles, il en va de même pour
F , et les trois résolutions peuvent être insérées dans un diagramme
commutatif où les résolutions de E et G sont données.
J 1. Le lemme 2.1 traite le cas n = 0.
Le lemme 2.2 dit que la suite 0 → E′0 → F ′0 → G′0 → 0 est exacte. On se
2. Plus précisément, on peut prendre Fk = Ek ⊕Gk avec les applications canoniques
pour Ek → Ek ⊕ Gk et Ek ⊕ Gk → Gk.
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retrouve alors dans la situation du lemme 2.1 avec le diagramme suivant
E1

G1

0 // E′0 // F
′
0
// G′0 // 0,
où les flèches verticales sont surjectives, ce qui permet de monter l’étage 1.
On continue de la même manière jusqu’à l’étage n.
2. On applique le point 1 du théorème mais avec l’entier n+1 et les modules
En+1 = Gn+1 = 0.
3. On remplace partout 〈〈 libre de rang fini 〉〉 par 〈〈projectif de type fini 〉〉.
On en déduit le théorème suivant.
2.4. Théorème. Soit n ∈ N. On considère une suite exacte courte de
A-modules
0 −→ E −→ F −→ G −→ 0.
Alors on a les implications suivantes pour tout n ∈ N.
1.
(
Ld(F ) > n et Ld(G) > n+ 1
)
=⇒ Ld(E) > n.
2.
(
Ld(E) > n et Ld(G) > n
)
=⇒ Ld(F ) > n.
3.
(
Ld(E) > n et Ld(F ) > n+ 1
)
=⇒ Ld(G) > n+ 1.
En notation abrégée avec λE = Ld(E), λF = Ld(F ), λG = Ld(G) :
λE > inf(λF , λG − 1), λF > inf(λE , λG), λG > inf(λE + 1, λF ) .
J Le point 2 est donné par le théorème 2.3. Les points 1 et 3 se montrent
par récurrence sur n comme suit.
3. Pour n = 0 : le quotient d’un module de présentation finie par un sous-
module de type fini est de présentation finie (0-2.9 point 1 ). Supposons l’im-
plication vraie pour n−1 > 0, et supposons que Ld(E) > n et Ld(F ) > n+1.
Par hypothèse de récurrence on sait déjà que Ld(G) > n. Le théorème 2.3
nous donne trois (n− 1)-présentations qui forment une suite exacte courte
de complexes. On obtient à l’étage n− 1 une suite exacte avec les noyaux
des flèches verticales qui forment une suite exacte courte
0→ E′n−1 −→ F ′n−1 −→ G′n−1 → 0.
Par le théorème 1.5, E′n−1 est de type fini et F
′
n−1 est de présentation finie.
Le cas n = 0 nous donne que G′n−1 est de présentation finie.
1. Pour n = 0 : c’est la proposition 0-2.9, point 2. La suite du raisonnement
est identique à celle du point 3. 
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2.5. Corolaire. On considère une suite exacte courte de A-modules
0 −→ E −→ F −→ G −→ 0.
Si deux des trois modules admettent une présentation de longueur infinie,
il en va de même pour le troisième, et l’on peut organiser les trois présenta-
tions en une suite exacte courte de complexes comme dans le théorème 2.3.
Suites exactes courtes de modules localement résolubles
On commence par un lemme avec des dimensions projectives petites. Il est
de toute manière utile pour comprendre la situation générale.
2.6. Lemme. On considère une suite exacte courte 0→ E → F → G→ 0,
et r ∈ N.
1. Si Pd(F ) 6 0, alors Pd(G) 6 r + 1 ⇐⇒ Pd(E) 6 r.
Cas particuliers avec précisions.
a. Si F est libre et E admet une résolution libre finie de longueur n,
alors G admet une résolution libre finie de longueur n+ 1.
b. Si F est libre et G admet une résolution stablement libre de lon-
gueur n + 1, alors F admet une résolution stablement libre de
longueur n.
2. Si Pd(E) 6 r et Pd(G) 6 r, alors Pd(F ) 6 r.
Cas particulier avec précisions. Si E et G admettent une résolution
libre finie (resp. une résolution stablement libre finie) de longueur n,
il en va de même pour F .
3. Si Pd(E) 6 0 et Pd(F ) 6 1, alors Pd(G) 6 1.
Cas particulier avec précisions. Si E est libre et F admet une réso-
lution stablement libre de longueur 1, alors G admet une résolution
stablement libre de longueur 1.
J 1. Comme F est projectif de type fini, une résolution projective finie de E
de longueur r fournit une résolution projective finie de G de longueur r + 1.
Dans l’autre sens, on applique le point 2 ou 3 du théorème 1.5.
2. Voir le théorème 2.3.
3. Tout d’abord le cas général avec des modules projectifs de type fini.
Par hypothèse F ≃ F0/F1 avec F0 et F1 projectifs de type fini. Le sous-
moduleE de F s’écritE1/F1 oùE1 est un sous-module de F0 qui contient F1.
La suite exacte courte 0→ F1 → E1 → E → 0 implique d’après le point 2
que E1 est projectif de type fini. Donc Pd(G) 6 1 puisque G ≃ F0/E1.
Voyons ensuite le cas particulier. Ici E et F0 sont libres, et F1 stablement
libre. On en déduit que E1 est stablement libre. Donc G admet une réso-
lution stablement libre de longueur 1 puisque G ≃ F0/E1. 
Voici un analogue du théorème 2.3.
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2.7. Théorème. (Suite exacte courte de modules localement résolubles)
Soit E un sous-A-module d’un module F . Si deux parmi les trois mo-
dules F , E et G = F/E sont librement résolubles (resp. localement réso-
lubles), il en va de même pour le troisième et l’on a les résultats suivants.
a. Pour un entier m convenable, on a une suite exacte courte de com-
plexes acycliques, avec des modules libres finis (resp. des modules
projectifs de type fini) Ei, Fi, Gi, du type suivant :
0 0 0 0 0
↓ ↓ ↓ ↓ ↓
0 → Em −→ Em−1 · · · · · · E1 −→ E0 −→ E → 0
↓ ↓ ↓ ↓ ↓
0 → Fm −→ Fm−1 · · · · · · F1 −→ F0 −→ F → 0
↓ ↓ ↓ ↓ ↓
0 → Gm −→ Gm−1 · · · · · · G1 −→ G0 −→ G → 0
↓ ↓ ↓ ↓ ↓
0 0 0 0 0
Ici, les résolutions libres (resp. projectives) de E et G peuvent être
imposées. Mais bien que chaque suite exacte 0 → Ei −→ Fi −→
Gi → 0 soit scindée 3, le complexe du milieu n’est pas en général la
simple somme directe des deux autres complexes.
b. (Dimensions projectives)
En notant pE = PdA(E), pF = PdA(F ), pG = PdA(F/E), on ob-
tient les inégalités suivantes :
pE 6 sup(pF , pG − 1), pF 6 sup(pE , pG), pG 6 sup(1 + pE , pF ).
Autrement dit on a les implications suivantes pour n ∈ N :
—
(
PdA(F ) 6 n et PdA(G) 6 n+ 1
)
=⇒ PdA(E) 6 n,
—
(
PdA(E) 6 n et PdA(G) 6 n
)
=⇒ PdA(F ) 6 n,
—
(
PdA(E) 6 n et PdA(F ) 6 n+ 1
)
=⇒ PdA(G) 6 n+ 1.
Remarque. On notera que pE , pF et pG sont des entiers bien définis si A
est fortement discret et non trivial et si les trois modules admettent une
résolution projective finie. Dans ce cas, on peut formuler les trois inégali-
tés précédentes sous l’une des trois formes 〈〈ultramétriques 〉〉 équivalentes
suivantes :
— pE 6 sup(pF , pG − 1) avec égalité si pF 6= pG,
— pF 6 sup(pE , pG) avec égalité si 1 + pE 6= pG,
— pG 6 sup(1 + pE , pF ) avec égalité si pE 6= pF .
3. Plus précisément, on peut prendre Fi = Ei ⊕ Gi avec les applications canoniques
pour Ei → Ei ⊕ Gi et Ei ⊕ Gi → Gi.
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Voici par exemple le tableau des valeurs autorisées pour pF et pG lorsque
l’on fixe pE, par exemple pE = 2, en faisant croître pG :
pE | 2 2 2 | 2 2 2 2 | 2 2 2 2 . . .
pF | 2 2 2 | 0 1 2 3 | 4 5 6 7 . . .
pG | 0 1 2 | 3 3 3 3 | 4 5 6 7 . . .
| pG 6 pE | pG = pE + 1 | pG > pE + 1 . . .
Ce tableau aidera la lectrice à se convaincre que les différentes formes sont
bien équivalentes lorsque les dimensions projectives sont des entiers bien
définis.
J Pour le cas des résolutions projectives finies on note d’abord que la
proposition II-3.3 implique qu’une résolution projective finie donne une
présentation de longueur infinie (parce qu’un module projectif de type fini
en a une). Pour le cas des résolutions libres finies, on note que toute réso-
lution stablement libre finie donne lieu à une résolution libre finie (dont la
longueur a augmenté au plus d’un unité).
Le corolaire 2.5 nous dit que les trois modules admettent des présentations
infinies qui peuvent être organisées en une suite exacte courte de complexes.
En outre, comme dans le théorème 2.3, si nous notons E′k, F
′
k et G
′
k les
noyaux des flèches Ek → Ek−1, Fk → Fk−1 et Gk → Gk−1, on obtient une
suite exacte courte 0→ E′k −→ F ′k −→ G′k → 0.
Le point a et l’inégalité pF 6 sup(pE , pG) résultent du théorème 2.3 dès
que l’on sait que Pd(E) <∞ et Pd(G) <∞.
Pour terminer la démonstration du point a, il suffit de voir que l’on a
Pd(F ) 6 m =⇒ (Pd(E) <∞ ⇐⇒ Pd(G) <∞).
Si m = 0, F est projectif de type fini et le lemme 2.6 donne le résultat.
Si m > 1 on écrit une suite exacte courte
0→ K −→ L −→ F → 0 (α)
avec L libre de rang fini,K ⊆ L et Pd(K) 6 m−1. On considère que F = L/K,
puis que E est un sous-module de F , et l’on écritE = E˜/K avecK ⊆ E˜ ⊆ L
ce qui donne deux suites exactes courtes
0→ K −→ E˜ −→ E → 0 (β),
0→ E˜ −→ L −→ G→ 0 (γ).
(G ≃ F/E ≃ (L/K)/(E˜/K) ≃ L/E˜).
Supposons tout d’abord Pd(E) <∞. Alors (β) donne Pd(E˜) <∞ puis on
obtient Pd(G) <∞ par (γ) en utilisant le cas m = 0.
Supposons ensuite Pd(G) < ∞, alors Pd(E˜) < ∞ par (γ) en utilisant le
cas m = 0. Et Pd(E) <∞ par (β) en utilisant le cas précédent.
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b. Il reste à vérifier les implications dans le premier et le troisième cas.
Supposons que PdA(F ) 6 n et PdA(G) 6 n + 1. On a donc Pd(F ′n) 6 0
et Pd(G′n) 6 1. Le lemme 2.6 nous dit que Pd(E
′
n) 6 0.
Supposons que PdA(E) 6 n et PdA(F ) 6 n + 1. On a donc Pd(E′n) 6 0
et Pd(F ′n) 6 1. Le lemme 2.6 nous dit que Pd(G
′
n) 6 1. 
Il est instructif de comparer les trois types d’inégalités obtenues pour les
entiers Ld(•) (théorème 2.4), Pd(•) (théorème 2.7), et Gr(•) (théorème I-6.1)
avec une suite exacte courte 0→ E → F → G→ 0.
λE > inf(λF , λG − 1) λF > inf(λE , λG) λG > inf(λE + 1, λF )
pE 6 sup(pF , pG − 1) pF 6 sup(pE , pG) pG 6 sup(pE + 1, pF )
gE > inf(gF , gG + 1) gF > inf(gE , gG) gG > inf(gE − 1, gF )
3. Comparaison de deux résolutions
projectives finies d’un même module
3.1. Lemme. Soit u−1 : E → E′ un morphisme de A-modules, (P •, ∂) un
complexe descendant se terminant par E avec les Pi projectifs, et (P ′•, ∂
′)
une résolution de E′ :
· · · // P2
u2
✤
✤
✤
∂2 // P1
u1
✤
✤
✤
∂1 // P0
u0
✤
✤
✤
∂0 // E
u−1

· · · // P ′2
∂′2
// P ′1
∂′1
// P ′0
∂′0
// E′ // 0
Alors, on peut prolonger u−1 en un morphisme de P • dans P ′•.
De plus si u et v : P • → P ′• sont deux prolongements de u−1, alors u et v
sont reliés par une homotopie linéaire.
NB. On ne fait aucune hypothèse concernant les modules P ′i . Et les Pi ne
sont pas nécessairement de type fini.
J L’application linéaire u0 s’obtient en relevant u−1 ◦ ∂0 : P0 → E′ à P ′0.
On a utilisé le fait que P0 est projectif et que ∂′0 est surjectif.
Ensuite, remarquons que Im(u0 ◦ ∂1) ⊆ Im ∂′1 = Ker ∂′0.
En effet, ∂′0 ◦ u0 ◦ ∂1 = u ◦ ∂0 ◦ ∂1 = 0, donc ∂′0 ◦ (u0 ◦ ∂1) = 0.
Comme u0 ◦ ∂1 est à valeurs dans Im ∂′1, on peut relever u0 ◦ ∂1 en u1 :
P1 → P ′1 (on utilise le fait que P1 est projectif et l’exactitude de la ligne
du bas en P ′0). On continue ainsi de proche en proche : on relève u1 ◦ ∂2 en
u2 : P2 → P ′2 et ainsi de suite.
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Soient u, v : P → P ′ deux prolongements de u−1. On veut montrer qu’ils
sont homotopes. En remplaçant u par u− v, on se ramène à montrer qu’un
morphisme u : P → P ′ qui prolonge 0 (u−1 = 0) est homotope à zéro.
· · · // P2
u2

∂2 // P1
h1
⑦
⑦
~~⑦
⑦
u1

∂1 // P0
h0
⑦
⑦
~~⑦
⑦
u0

∂0 // E
0

// 0
· · · // P ′2
∂′2
// P ′1
∂′1
// P ′0
∂′0
// E′ // 0
Comme u0 induit 0 : E → E′, on a Im u0 ⊆ Ker ∂′0 = Im ∂′1 et comme P0
est projectif, on peut relever u0 en h0 : P0 → P ′1, i.e. u0 = ∂′1 ◦ h0.
Ensuite on considère l’égalité
∂′1 ◦ (u1 − h0 ◦ ∂1) = ∂′1 ◦ u1 − u0 ◦ ∂1 = 0,
donc Im(u1−h0 ◦∂1) ⊆ Ker ∂′1 = Im ∂′2, et comme P1 est projectif, on peut
relever u1 − h0 ◦ ∂1 en h1 : P1 → P ′2, i.e.
u1 − h0 ◦ ∂1 = ∂′2 ◦ h1.
De proche en proche, on construit des applications linéaires hi : Pi → P ′i+1
vérifiant
ui = hi−1 ◦ ∂i + ∂′i+1 ◦ hi.
Autrement dit, u est homotope à 0 via h. 
Les points 2 et 3 du théorème qui suit constituent une généralisation du
théorème II-4.4 (consacré au résolutions libres minimales). Le point 1 est
un corolaire immédiat du lemme précédent.
3.2. Théorème. Soient P• et P ′• deux résolutions d’un même A-module E
par des modules projectifs de type fini :
· · · Pn ∂n−→ Pn−1 · · · · · · P1 ∂1−→ P0 π−→ E → 0
· · · P ′n
∂′n−→ P ′n−1 · · · · · · P ′1
∂′1−→ P ′0 π
′
−→ E → 0
1. Les deux complexes sont homotopiquement équivalents
2. On suppose que Im ∂ ⊆ Rad(A)P (on dit dans ce cas que la réso-
lution est minimale). Alors on a un isomorphisme de complexes P ′• ≃
P• ⊕ K• où K• est une résolution du module nul par des modules
projectifs de type fini
· · · Kn −→ · · · −→ K1 −→ K0 −→ 0.
En fait, K• est isomorphe à une somme directe de complexes triviaux
· · · −→ 0 vk+1−−−−→ Qk
vk=IdQk−−−−→ Qk vk−1−−−−→ 0 −→ · · ·
avec des modules projectifs de type fini Qk (k > 1).
Enfin si les Pi et P ′i sont stablement libres ou de rang constant, il
en va de même pour les Qk.
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3. Si les deux résolutions sont minimales, les deux complexes sont iso-
morphes (avec Id comme flèche de E dans E).
NB : on n’a pas supposé que les résolutions sont de longueur finie.
J D’après le lemme 3.1, il existe un morphisme u• : P• → P ′• qui pro-
longe IdE et un morphisme u′• : P
′
• → P• qui prolonge IdE .
Par conséquent, u• ◦ u′• : P ′• → P ′• est un morphisme qui prolonge IdE et
est donc homotope à IdP ′• . De même u
′
• ◦ u• : P• → P• est un morphisme
homotope à IdP• .
Ceci démontre le point 1 sans supposer que P • est une résolution minimale.
Poursuivons. Il existe une morphisme h• : P• → P• de degré +1 tel que
(on supprime ci-après les • en indice)
IdP − u′ ◦ u = ∂ ◦ h+ h ◦ ∂,
d’où Im(IdP − u′ ◦ u) ⊆ Rad(A)P . On en déduit que pour chaque n > 0,
on a det(u′n ◦ un) ∈ 1 + Rad(A), donc det(u′n ◦ un) est inversible et u′ ◦ u
est un automorphisme de P .
On a ainsi démontré les points 1 et 3.
Voyons le point 2. Tout d’abord,
P ′ = Im u⊕Keru′ ≃ P ⊕Keru′
parce que u′ ◦ u est un automorphisme de P ( 4).
Ainsi P ′ ≃ P ⊕K avec K = Keru′ ≃ Cokeru.
Examinons enfin le complexe exact
K• : · · · · · · −→ K2 δ2−→ K1 δ1−→ K0 → 0.
Puisque les Ki sont projectifs de type fini, K• est une somme directe de
complexes triviaux (fait II-1.7). 
4. Idéaux caractéristiques
Un grand nombre de propriétés concernant les résolutions projectives finies
se déduisent de celles concernant les résolutions libres finies en appliquant
le lemme II-3.5 et le principe local-global 1.7. La fin de ce chapitre consiste
essentiellement à passer en revue un certain nombre de ces propriétés.
Pour que les énoncés soient plus agréables on a intérêt à étendre la plupart
des définitions où interviennent des entiers dans le cas libre (rang, dimen-
sion projective, profondeur), en remplaçant ces entiers par des éléments
arbitraires de H0A.
Rappelons que pour une application linéaire ϕ : P → Q entre deux A-mo-
dules projectifs de type fini et pour r ∈ H0(A) on sait définir l’idéal déter-
minantiel d’ordre r de ϕ, noté Dr(ϕ) (voir les exercices [CACM, X-21 et
4. Si w = (u′ ◦ u)−1, w ◦ u′ est une surjection scindée, de section u.
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X-22]). La propriété caractéristique la plus importante est que ces idéaux
déterminantiels se comportent bien par extension des scalaires et qu’ils
coïncident avec les idéaux déterminantiels usuels lorsqu’une localisation
rend les modules libres (après localisation en le monoïde S, l’élément r
devient alors égal à un entier de H0AS).
Rang stable
La définition suivante généralise la définition II-5.1.
4.1. Définition. (Rang stable) Soit r ∈ H0A.
1. Une application A-linéaire ϕ entre modules projectifs de type fini
est dite de rang stable supérieur ou égal à r si l’idéal déterminantiel
Dr(ϕ) est fidèle. On écrit rgstA(ϕ) > r ou rgst(ϕ) > r.
2. L’application linéaire ϕ est dite de rang stable r, ce que l’on écrit
rgstA(ϕ) = r, si en outreDA,r+1(ϕ) = 〈0〉, c’est-à-dire si rgA(ϕ) 6 r.
On dit dans ce cas que l’application linéaire ϕ est stable.
3. Un A-module de présentation finieM est dit de rang stable r, et l’on
écrit rgstA(M) = r, si FA,r(M) est fidèle et FA,r−1(M) = 0. Ainsi,
lorsque l’on a une présentation de M sous la forme
Am+r A−→ An+r π−→M → 0 où m, r et n ∈ N
on a rgst(M) = r si, et seulement si, rgst(A) = n.
Le principe local-global II-5.2, les propositions II-5.3 et II-5.4 et le lemme
du rang stable II-5.5 restent valables en prenant les rangs dans H+0 A : il
faut éventuellement remplacer les matrices par des applications linéaires
entre modules projectifs de type fini.
Complexes de modules projectifs de type fini généri-
quement exacts
4.2. Définition. (Caractéristique d’Euler-Poincaré, idéaux caractéristiques)
On considère un complexe borné de modules projectifs de type fini
P • : 0 −→ Pn un−−→ Pn−1 un−1−−−→ · · · · · · u2−−→ P1 u1−−→ P0
On note pour k ∈ J1..nK, pk = rg(Pk) ∈ H0(A), et l’on définit
— rn+j = 0 pour j > 0,
— rn = pn, puis de proche en proche,
— rk ∈ H0(A) vérifiant rk = pk − rk+1 pour k = n− 1, . . ., 0.
1. Le rang r0 = p0 − p1 + p2 − . . . s’appelle la caractéristique d’Euler-
Poincaré du complexe P •, on le note χ(P •).
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2. Pour k > 1, le rang rk s’appelle le rang stable attendu de l’application
linéaire uk.
3. On suppose maintenant que rk ∈ H+0 (A) pour tout k.
On note alors Dk = Drk(uk) et Dk,ℓ = Drk−ℓ(uk) pour k ∈ N
et ℓ ∈ Z. On appelle ces idéaux les idéaux caractéristiques du com-
plexe P •.
4.3. Définition. Un complexe est dit génériquement exact s’il devient
exact après localisation en des éléments coréguliers.
4.4. Théorème. (Structure locale d’un complexe génériquement exact)
On considère un complexe borné de modules projectifs de type fini
P • : 0 −→ Pn un−−→ Pn−1 un−1−−−→ · · · · · · u2−−→ P1 u1−−→ P0
On suppose que ce complexe est génériquement exact.
1. Les éléments rk (définis en 4.2) sont tous > 0 dans H0(A). En
particulier si l’un des rk est un entier < 0, l’anneau est trivial.
2. Chaque application linéaire uk est stable (k > 1), de rang stable rk,
autrement dit Dk(P •) est fidèle et Dk,−1(P •) = 0.
En particulier le module M = Coker(u1) est stable, de rang stable
r0, i.e. l’idéal Fr0(M) = D1(P •) est fidèle et Fr0−1(M) = 0. Notons
que r0 est aussi le rang de M défini en 1.8.
3. Il existe des éléments coréguliers s1, . . ., sm tels que, après loca-
lisation en un si arbitraire, P • devient un complexe complètement
trivial de modules libres (comme dans le lemme II-5.12) avec chaque
uj de rang rj (qui est un entier dans H+0 (A[1/si])).
J Cela résulte du cas où les Pi sont libres de rang fini et où le complexe
est exact (cas traité dans les théorèmes II-5.6 et II-5.13). En effet, après
localisation en des éléments coréguliers, le complexe devient un complexe
de modules libres de rang fini. Et les résultats sont assurés dès qu’ils le sont
après localisation en des éléments coréguliers. 
4.5. Théorème et définition. Soit M un A-module localement résoluble,
et P • un complexe exact de modules projectifs de type fini qui résout M .
Les idéaux caractéristiques du complexe, Dk(P •) et Dk,ℓ(P •), définis en 4.4,
ne dépendent que du module M . On les note DA,k(M) et DA,k,ℓ(M) et on
les appelle les idéaux caractéristiques du module localement résoluble M .
J Cela résulte du cas où le module est librement résoluble, car après locali-
sation en des éléments comaximaux, les résolutions sont formées de modules
libres de rang fini : on applique alors le théorème II-4.7. 
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Théorèmes de Vasconcelos
Les théorèmes de Vasconcelos II-5.8 et II-5.9 donnent les résultats suivants.
4.6. Théorème. (Annulateur et rang)
Soit M un module localement résoluble avec rg(M) = r ∈ H+0 A.
1. M est stable, de rang stable r.
2. Si r = [e] pour un idempotent e (i.e. si 0 6 r 6 1), Ann(M) =
〈1− e〉.
3. Si r > 1, M est fidèle.
En particulier si l’anneau est connexe, rg(M) = 0 ⇐⇒ Ann(M) est fidèle,
et rg(M) > 0⇐⇒M est fidèle.
4.7. Corolaire. (Vasconcelos)
Soit a un idéal localement résoluble et r = rg(a). On a r = [e] pour un
idempotent e, et Ann(a) = 〈1− e〉.
1. Si r = 0, a = 0.
2. Si r = 1, a est fidèle.
3. Un idéal principal localement résoluble est projectif.
4.8. Théorème. Si dans l’anneau A tout idéal principal admet une réso-
lution projective finie, alors A est quasi intègre.
La réciproque est évidente.
Ce qui rend exact un complexe de modules projectifs
de type fini
4.9. Théorème.
On considère un complexe de modules projectifs de type fini
P • : 0→ Pn un−−→ Pn−1 un−1−−−→ · · · · · · u2−−→ P1 u1−−→ P0
Le complexe est exact si, et seulement si, Gr(Dℓ(P •)) > ℓ pour tout ℓ.
J Cela résulte du cas où le module est librement résoluble (cf. le théo-
rème II-7.1), car après localisation en des éléments comaximaux, la réso-
lution est formée de modules libres de rang fini. Il faut noter que l’exacti-
tude d’un complexe et les inégalités Gr(a) > r sont des propriétés locale-
globales. 
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5. Profondeur et dimension projective
Dimension projective et dimension de Krull
La proposition II-5.10 est inchangée, à ceci près qu’elle s’applique main-
tenant aux modules localement résolubles, et que l’on peut mettre une
équivalence dans le point 1.
5.1. Proposition. Soit k > 1 et M un A-module localement résoluble.
1. On a Dk(M) = 〈1〉 si, et seulement si, PdA(M) 6 k − 1.
Dans ce cas Dk+s(M) = 〈1〉 pour tout s > 1.
2. Pour tous ℓ > 1, on a Dℓ(M) ⊆ DA
(
Dℓ+1(M)
)
.
On en déduit une version (à peine) généralisée du corolaire II-5.11.
5.2. Théorème. Soit A un anneau de dimension de Krull 6 n. Si un A-
moduleM est localement résoluble, il est localement n-résoluble, c’est-à-dire
Pd(M) 6 n.
Dimensions et profondeur vues dans H0 A
Soit E un A-module localement résoluble et a un idéal de type fini.
Soit ρ un élément arbitraire de H+0 (A), ρ =
∑m
j=0 ρj [ej ] avec un système
fondamental d’idempotents orthogonaux (ej)j∈J0..mK et ρ0 < ρ1 < . . . < ρm
dans N.
Notons Aj = A[1/ej], et rappelons que E[1/ej] s’identifie à ejE.
On rappelle que PdA(E) = −1 signifie E = 0.
5.3. Définition. On utilise les notations ci-dessus.
1. On dit que KdimA 6 ρ− 1 si pour j ∈ J0..mK, KdimAj 6 ρj − 1( 5).
2. On dit que PdA(E) 6 ρ−1 si pour j ∈ J0..mK, PdAj (E) 6 ρj−1( 6).
3. On dit que GrA(a, E) > ρ si pour j ∈ J1..mK, GrAj (a, E) > ρj( 7).
4. On définit DA,ρ(E) =
∑m
j=1 DAj ,ρj (E).
Avec ces définitions on peut remplacer dans la proposition 5.1 les entiers k
et ℓ, et dans le théorème 5.2 l’entier n, par des éléments de H+0 (A).
Le théorème d’Auslander-Buchsbaum-Hochster
Le théorème II-6.4 donne le théorème suivant.
5. Cette définition généralise le principe local-global 0-2.18.
6. Cette définition à mettre en rapport avec le principe local-global 1.7, point 1
7. Cette définition à mettre en rapport avec le principe local-global I -8.2.
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5.4. Théorème. (Auslander-Buchsbaum-Hochster, direct, bis)
Soient κ et µ ∈ H+0 A, a un idéal de type fini de A, et E un A-module
localement résoluble. Si Pd(E) 6 µ et Gr(a) > κ+ µ alors Gr(a, E) > κ.
Voici une généralisation du théorème réciproque II-6.5.
5.5. Théorème. (Auslander-Buchsbaum-Hochster, réciproque, bis)
Soit κ ∈ H+0 A et a un idéal de type fini de A. On considère un A-module
E qui admet une résolution projective finie de longueur m > 1
0→ Pm um−−→ Pm−1 −→ · · · · · · · · · u1−−→ P0 π−−→ E → 0
avec rg(Pj) > 1 dans H0A pour chaque j.
Si um(Pm) ⊆ aPm−1, et si Gr(a, E) > κ, alors Gr(a) > κ+m.
6. Structures multiplicatives
Dans cette section on donne la version 〈〈 locale 〉〉 de définitions et résultats
obtenus dans le chapitre III.
Modules localement de MacRay
6.1. Lemme. Si un idéal s’écrit sous la forme ag avec a de type fini, de
profondeur > 2 et g est projectif de rang 1, cette écriture est unique.
J Après localisation en des éléments comaximaux (s1, . . . , sn) l’idéal g
devient libre de rang 1, c’est-à-dire principal engendré par un élément régu-
lier gi. Puisque a est de profondeur > 2, il admet 1 pour pgcd fort, et
l’idéal gia admet gi comme pgcd fort, ce qui implique que gi et a sont
déterminés par l’idéal a vu dans A[1/si]. Puisque g et a sont connus loca-
lement, il sont connus globalement. 
6.2. Définition. Un A-module E est appelé un module localement de Ma-
cRae s’il est de présentation finie et si l’idéal f0 = F0(E) peut s’écrire sous
la forme ag avec a de type fini, Gr(a) > 2 et g projectif de rang 1.
Dans ce cas l’idéal g (qui ne dépend que de E) est appelé l’invariant de
MacRae du module E, et il est noté G(E).
Le rapport avec les modules de MacRae définis en section III-1 est donné
par le lemme et le principe local-global qui suivent.
6.3. Lemme. (Le cas local) Sur un anneau local un module est localement
de MacRae si, et seulement si, il est de MacRae.
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6.4. Principe local-global concret. (Pour les modules localement de
MacRae) Soient (S1, . . . , Sn) des monoïdes comaximaux et E un A-modu-
le.
1. Le module E est localement de MacRae si, et seulement si, chacun
des modules obtenus après localisation en Si est localement de Ma-
cRae.
2. Si E est localement de MacRae, il existe des éléments comaximaux
tels qu’après localisation en chacun de ces éléments, le module est
de MacRae.
On en déduit que les théorèmes III-1.4 et III-1.5 concernant le compor-
tement des invariants de MacRae dans les suites exactes de modules de
MacRae peuvent se recopier sans modification pour les suites exactes de
modules localement de MacRae.
Complexes localement de Cayley
Soient (r0, r1, . . . , rm, rm+1) dans H+0 A, avec m > 2 et rm+1 = 0 , et un
complexe descendant de modules projectifs de type fini
P • : 0→ Pm um−−→ Pm−1 um−1−−−→ · · · · · · u2−−→ P1 u1−−→ P0 ,
avec rg(Pk) = rk+1 + rk , k ∈ J0..mK, (donc rg(Pm) = rm et χ(P •) = r0).
Dans la suite, on considère les idéaux caractéristiques Dk(P •) = Drk(uk) et
l’on fait les hypothèses suivantes.
Gr
(
D1(P •)
)
> 1, et Gr
(
Dk(P •)
)
> 2 pour k ∈ J2..mK.
6.5. Définition. Sous ces hypothèses, on dira que le complexe est un
complexe localement de Cayley.
Le rapport avec les complexes de Cayley définis en section III-3 est donné
par le lemme et le principe local-global qui suivent.
6.6. Lemme. (Le cas local) Un complexe borné de modules libres de rang
fini est localement de Cayley si, et seulement si, il est de Cayley.
6.7. Principe local-global concret. (Pour les complexes localement
de Cayley) Soient (S1, . . . , Sn) des monoïdes comaximaux et P • un com-
plexe borné de modules projectifs de type fini
1. Le complexe P • est localement de Cayley si, et seulement si, cha-
cun des complexes obtenus après localisation en Si est localement de
Cayley.
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2. Si P • est localement de Cayley, il existe des éléments comaximaux
tels qu’après localisation en chacun de ces éléments, le complexe est
de Cayley.
Notez que dans le point 2, il faut et suffit que chaque Pk devienne libre
après chaque localisation.
On obtiendra donc les résultats qui suivent par application de principes
local-globals concrets divers et variés.
6.8. Fait. Dans un complexe de Cayley, chaque application linéaire uk est
de rang stable rk.
Pour le théorème fondamental III-3.4, voici la version généralisée que nous
proposons faute de mieux.
6.9. Théorème et définition. (Complexe localement de Cayley : idéaux
de factorisation, déterminant de Cayley)
On considère un complexe localement de Cayley P • (définition 6.5). On a
les résultats suivants.
1. Il existe un unique système d’idéaux Bk pour k ∈ J1..mK, avec 1 ∈
Bm, satisfaisant la propriété suivante :
Si le complexe devient un complexe de modules libres après loca-
lisation en un élément s, alors l’idéal Bk est égal à BA[1/s],k(P •)
dans A[1/s].
Ces idéaux Bk sont appelés les idéaux de factorisation du complexe
P •. On les note plus précisément BA,k(P •).
2. On a Dk(P •) = Bk(P •)Bk−1(P •) pour k ∈ J1..mK.
3. On a donc Gr(B0) > 1, Gr(Bk) > 2 pour k > 1, et∏
k∈J0..mK
Bk = B0
∏
k:1<2k6m
D2k =
∏
k:162k+16m
D2k+1
4. Lorsque χ(P •) = 0, c’est-à-dire lorsque r0 = 0 et rg(P0) = r1, le
module M = Cokeru1 est un module localement de MacRae, autre-
ment dit Gr(B1) > 2 et B0 est un idéal projectif de rang 1 (c’est
l’invariant de MacRae de M). On note G ou G(P •) cet idéal G(M).
5. Considérons un changement d’anneau de base ρ : A → B où B est
plat sur A. Alors le complexe reste un complexe de Cayley, et les
idéaux Bℓ sont transformés en leurs images par ρ.
Structure multiplicative des résolutions projectives fi-
nies
Les théorèmes III-4.1 et III-4.6 donnent le théorème suivant.
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6.10. Théorème et définition.
1. Si un A-module M est localement résoluble, le théorème 6.9 s’ap-
plique à tout complexe de modules projectifs de type fini qui le résout.
En outre les idéaux de factorisation Bk ne dépendent que du module
M .
On les appellera les idéaux de factorisation du module M , et on les
notera Bk(M).
En particulier, on obtient les résultats suivants.
2. Un module M localement résoluble de rang 0 est un module loca-
lement de MacRae. Son invariant de MacRae G(M) est égal àB0(M).
3. Si un idéal de type fini a est localement résoluble et de rang 1, alors
il s’écrit de manière unique sous forme ag avec GrA(a) > 2 et g pro-
jectif de rang 1.
4. Pour k > 1 on a Bk ⊆ DA(Bk+1) et DA(Bk) = DA(Dk+1).
Enfin : Bk = 〈1〉 ⇐⇒ Dk = 〈1〉 ⇐⇒ Pd(M) < k.
Le théorème III-4.2 donne le résultat suivant.
6.11. Théorème. (Idéaux à deux générateurs localement résolubles)
1. On considère un idéal a = 〈a1, a2〉 fidèle dans A. Les propriétés
suivantes sont équivalentes.
a. Après localisation en des éléments comaximaux si on a : l’idéal
a admet un pgcd gi régulier et Gr(a/gi) > 2.
b. L’idéal a est localement résoluble.
c. Après localisation en des éléments comaximaux si on a des suites
exactes
0 −→ Ai [ bi,1 bi,2 ]−−−−→ A2i
t[ a1 a2 ]−−−−→ 〈a1, a2〉 −→ 0.
d. Le module A/a est localement de MacRae.
2. Pour un anneau A les propriétés suivantes sont équivalentes.
a. Tout idéal à deux générateurs est localement résoluble.
b. L’anneau est quasi intègre et l’intersection de deux idéaux prin-
cipaux arbitraires est un idéal localement principal.
c. L’anneau est quasi intègre et l’intersection de deux idéal loca-
lement principaux arbitraires est un idéal localement principal.
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