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Abstract
This paper considers a network topological optimization problem with a reliability constraint.
Jan et al. have proposed an algorithm to 1nd the optimal selection of edges in networks, with
minimum cost, under all-terminal reliability is not less than a given level. We extend their
algorithm in order to apply to network design problems where operative probabilities of edges are
di5erent. Moreover, we accomplish several improvements to speed up the algorithm and show
the e5ectiveness of our algorithm by numerical experiments. ? 2001 Published by Elsevier
Science B.V.
Keywords: Network design; Optimization; Network reliability; Branch-and-bound method;
Upper bound
1. Introduction
It is important to design network systems to be quite reliable. Usually, network
designers try to 1nd the best layout of components to minimize construction cost under
satisfying performance criteria, such as transmission delay, throughput and reliability.
This paper deals with backbone network design considering all-terminal reliability, that
is the probability all nodes are connected by operative edges in a network. All-terminal
reliability is well known and studied widely by many researchers, and it is known that
it is #P-complete to compute the exact value of all-terminal reliability even if all edge
operative probabilities are same [3]. Jan et al. [6] have dealt with the problem to 1nd
an optimal network layout to minimize cost under all-terminal reliability of the network
is not less than a given level. Their research was the 1rst attempt to solve the problem
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exactly though it had been studied to 1nd approximate solutions [1,4,7,12,13]. But
Jan’s algorithm needs an assumption that all edges operate with same probabilities, so
it cannot be applied to network design problems where there are several edge operative
probabilities.
In this paper, we consider a problem to 1nd the exact optimal network layout where
each of selectable edges operates with di5erent probability. At 1rst, we propose a
method to extend Jan’s algorithm to deal with the problem. Next, we explain several
improvements to reduce computational time. Numerical experiments have ascertained
that our algorithm solves in shorter time than the extended version of Jan’s algorithm.
In Section 2, we make assumptions and formulate our problem. Section 3 describes
Jan’s algorithm and how to extend their algorithm for networks with di5erent edge
operative probabilities. We indicate several improvements to speed up the algorithm
in Section 4. Section 5 illustrates the e5ectiveness of our algorithm by numerical
experiments and 1nally Section 6 concludes our paper.
2. Preliminaries
We consider a network G=(V; E) where V is a set of nodes and E is a set of edges.
The cardinalities of V and E are denoted by n and m, respectively. It is assumed that
the location of each node is known and nodes are always operative, i.e., never fail.
Each edge is bi-directional and has two parameters c(e) and p(e), where c(e) is the
cost to select to utilize edge e and p(e) is the edge operative probability of edge e.
We call p(e) edge probability of edge e. Edges are assumed to be either operative or
failed and operate statically independent to each other. Our model does not need an
assumption that the edge probabilities of all edges are same, whereas Jan’s algorithm
[6] needs it.
We adopt all-terminal reliability as a measurement for network reliability in this
paper. If all nodes in a network are connected by operative edges, the network is
assumed to be operative, otherwise failed. All-terminal reliability of network G is the
probability that G is operative, denoted by Rel(G). There are many measurements
for network reliability, such as 2-terminal reliability and k-terminal reliability, and
all-terminal reliability is known as one of the most essential and fundamental network
reliability. We assume that there is no self-loop in network G because self-loops do not
contribute to all-terminal reliability. Besides, network G is assumed to be connected.
Our purpose is to 1nd the optimal network layout where total edge cost is minimum
and whose all-terminal reliability is not less than a given level P0(¿ 0). All edges in
E are labeled as e1; e2; : : : ; em, and let xi be a 0–1 variable on ei if ei is selected then
xi = 1, otherwise xi = 0. Then we can formulate our model as follows:
Problem MP
z∗ =Min
∑
ei∈E
c(ei)xi (1)
s:t: Rel(Gx)¿P0; (2)
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where Gx = (V; Ex) is the network which consists of the node set V and the set of
selected edges Ex, i.e., Ex = {ei|xi = 1; i = 1; : : : ; m}.
3. Jan’s algorithm and its extension
In this section, at 1rst we introduce an algorithm proposed by Jan et al. Next, we
show how to extend Jan’s algorithm to deal with networks where with di5erent edge
probability.
3.1. Jan’s algorithm
Jan et al. [6] have proposed an algorithm to solve Problem MP using decomposition
based on branch-and-bound method. At 1rst, we show the outline of their algorithm,
called JAN, as follows.
Algorithm 1. Algorithm JAN
begin
compute a∗;
l:=a∗; z∗:=∞;
repeat
begin
compute z(l) by executing Algorithm JANSUB(l);
if z(l)¡z∗ then z∗:=z(l);
l:=l+ 1
end
until z(l)¿ z∗;
output the optimal value z∗
end.
a∗ is a lower bound of the minimum number of edges to satisfy constraint (2). z(l)
is the minimum sum of cost for l edges among every selection of l edges. It can be
easily computed by summing the l smallest c(e). In order to compute a∗, Jan et al.
have considered the following Problem R(l):
Problem R(l)
r(l) =Max Rel(Gx) (3)
s:t:
∑
ei∈E
xi = l: (4)
Since connected networks need at least n − 1 edges, it is natural that r(l) = 0 for
l=0; : : : ; n−2. Jan [5] has proposed a method to compute the exact values of r(n−1),
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Fig. 1. (a) A sample network, (b) its combinatorial tree for P(3).
r(n) and r(n + 1), and upper bounds of r(l) for n + 26 l6m. It is noticeable that
his method also needs the assumption that all edge probabilities are identical. Let Nr(l)
be r(l) for n− 16 l6 n+1, and be the upper bound of r(l) for n+26 l6m, then
the value of a∗ can be computed by binary search to satisfy that
Nr(a∗ − 1)¡P06 Nr(a∗): (5)
z(l), which is computed by Algorithm JANSUB(l), is the optimal value of the follow-
ing Problem P(l):
Problem P(l)
z(l) =Min
∑
ei∈E
c(ei)xi (6)
s:t: Rel(Gx)¿P0 (7)
∑
ei∈E
xi = l: (8)
Since z(l)¡z∗ indicates that there is no solution with l selected edges whose cost is
less than z∗, Algorithm JAN halts when it holds.
Algorithm JANSUB(l) applies branch-and-bound method in order to solve Problem
P(l). We illustrate Fig. 1 as the examples of a network and its combinatorial tree
for l = 3. In Fig. 1(a), there are 4 nodes and 5 selectable edges. Edges are assumed
to be sorted in non-decreasing order according to costs, i.e., c(ei)6 c(ej) if i¡ j. In
Fig. 1(b), labels on edges in the combinatorial tree denote indices of selected edges,
and nodes denote a possible choice which edges to be selected. For example, the black
node indicates the choice that e1 and e3 are selected since there are e1 and e3 on the
T. Koide et al. / Discrete Applied Mathematics 115 (2001) 135–149 139
path from the root v0 to the black node. Since the combinatorial tree in Fig. 1(b) is
constructed to solve Problem P(3), there is no nodes at the levels more than 3 and no
edges to children whose label is not bigger than that of the edge to the parent. Leaves
in a combinatorial tree represent solutions for P(l) and the number of leaves is mCl.
From now on, let the cost of a node in a combinatorial tree be the sum of costs for
selected edges.
We show Algorithm JANSUB(l) as follows.
Algorithm 2. Algorithm JANSUB(l)
begin
live node list :={the root v0};
UC:=∞;
while live node list = do
begin
v:=the node v with the minimum value of g(v) from live node list;
if g(v)¿UC then exit while-loop;
if node v is not at level l then
add the 1rst child and the next sibling of node v to live node list
else
begin /* Feasibility testing */
if G(v) is not connected then flag:=Infeasible
else if an upper bound of Rel(G(v))¡P0 then flag:=Infeasible
else if Rel(G(v))¡P0 then flag:=Infeasible
else flag:=Feasible;
if flag= Feasible then w:=v; UC:=g(v)
else add the next sibling of node v to live node list
end;
remove node v from live node list
end;
output the optimal network layout G(w) and the optimal value UC
end.
The value of g(v) is the minimum cost among the leaves which are the descendants
of node v. For example, let v be the black node in Fig. 1(b), g(v) is the cost of the
hatched node, i.e., c(e1)+ c(e3)+ c(e4), since edges are sorted in non-decreasing order
according to costs. G(v) is the network composed of selected edges on v. For the
hatched node, G(v) = (V; Ex); Ex = {e1; e3; e4}. Infeasible nodes branch and bear the
1rst child and the next sibling if they are in a combinatorial tree.
In Algorithm JANSUB(l), computing all-terminal reliability is expected to be the
most time-consuming procedure since it is #P-complete. Hence in order to check feasi-
bility, both the connectivity and an upper bound of all-terminal reliability are estimated
before computing all-terminal reliability. The method to compute an upper bound of
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all-terminal reliability is referred to in reference [5] and it also needs an assumption
that all edge probabilities are same.
3.2. Extension of JAN to deal with networks with di<erent edge probability
Here, we propose a simple method to extend algorithm JAN to deal with net-
works where all edge probabilities are not same. In Algorithm JAN and Algorithm
JANSUB(l), we have to modify two procedures, computing a∗ and computing an up-
per bound of all-terminal reliability.
In order to compute a∗, we have to compute Nr(l) (l = n − 1; : : : ; m). In case that
l= n− 1, since the network Gx of the optimal solution for Problem R(l) is a spanning
tree of G, r(n − 1) is easily computed by 1nding the maximum tree on p(e) [8,11].
Since ePcient methods to compute r(l) have not found for l=n and n+1, we compute
an upper bound of r(l), for n6 l6m by using the fact that all-terminal reliability is
monotone when it is regarded as a structure function of network systems. We show
the monotonicity by the following lemmas.
Lemma 1. Let e be an edge in a connected network G = (V; E) and not to be a
self-loop. Let G′ = (V; E) be the network obtained by changing the edge probability
of the edge e from p(e)¿ 0 to p(e) +  (¿ 0). Then;
Rel(G′)¿Rel(G): (9)
Proof. The following equation is well known as factoring theorem [3]:
Rel(G) = p(e)Rel(G · e) + (1− p(e))Rel(G − e); (10)
where G · e and G − e are the networks obtained by contracting and by deleting edge
e, respectively. Then,
Rel(G′) = (p(e) + )Rel(G′ · e) + (1− p(e)− )Rel(G′ − e)
= (p(e) + )Rel(G · e) + (1− p(e)− )Rel(G − e)
= Rel(G) + (Rel(G · e)− Rel(G − e))
¿Rel(G)
since if G − e is operative, then G · e is necessarily operative. Since edge e is not
self-loop, Rel(G · e)¿Rel(G − e).
Lemma 2. Let pmax be the maximum value among all edge probabilities in network
G. Let G′ be the network obtained by changing all edge probabilities to pmax in G.
Then;
Rel(G′)¿Rel(G): (11)
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Proof. Obviously by Lemma 1. The equal sign holds when all edge probabilities in G
are same.
Since all edge probabilities in G′ in Lemma 2 are identical, we can compute an
upper bound of Rel(G′) by the same method mentioned in Section 3.1. Lemma 2
shows that an upper bound of Rel(G′) is also that of Rel(G). Since we can com-
pute Nr(l) by way of the construction of G′, the computation of a∗ and upper bounds
of all-terminal reliability in feasibility check can be executed. Algorithm JAN with
the above idea, named Algorithm M-JAN (Modifyed JAN), can 1nd the optimal
solution for network design problems even if networks have di5erent edge
probabilities.
4. Improvement to reduce computational time
4.1. Structure of the algorithm
Here, we investigate a characteristic on computational time of Algorithm JAN. We
prepare a network where there are 7 nodes and all edges between any two nodes, i.e.,
7-node perfect graph K7, which has 21 edges. All edge probabilities are 0.9 and costs
are randomly generated in [1; 100] (Fig. 2). We have applied Algorithm JAN to the
network repeatedly as changing the reliability level P0 by the step of 0.001 and show
the result in Fig. 3. The horizontal axis and vertical axis indicate the value of P0 and
computational time, respectively. Computational experiment is executed on SUN Ultra
60 (CPU: 360 MHz, Memory: 128 MB).
Fig. 3 indicates that Algorithm JAN can 1nd the optimum in a short time for most
value of P0, but sometimes extremely needs computing time. The phenomenon occurs
by the reason why Algorithm JANSUB(l) is executed to solve Problem P(l) where
there is no feasible solution with l edges and searches all leaves in a combinato-
rial tree. For example, in case that P0 ∈ [0:960; 0:969], since r(8) = 0:9265; Nr(9) =
0:9700, then a∗ = 9. But the exact value of r(9) = 0:9598, which can be obtained
by solving Problem R(9). Since Problem P(9) has no feasible solution, Algorithm
JANSUB(9) searches all 21C9 = 293930 leaves in the combinatorial tree
for P(9).
Incidentally, the fact that computational time for P0 ∈ [0:960; 0:963] is greater than
that for P0 ∈ [0:964; 0:969] is caused by the e5ectiveness of upper bounds of all-terminal
reliability. As P0 becomes greater, it comes more frequently that an upper bound of
all-terminal reliability is less than P0. In this case, the number of computation for
all-terminal reliability in case of P0 ∈ [0:960; 0:963] and of P0 ∈ [0:964; 0:969] is 52087
and 19935, respectively.
Fig. 3 indicates that as the di5erence between the exact value and an upper bound
of r(l) becomes greater, such phenomena come more frequently as long as Algo-
rithm JAN decomposes Problem MP into partial problems P(l). Such phenomena
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Fig. 2. Target network K7 and its costs.
Fig. 3. Computational time of Algorithm JAN.
are not agreeable for network designers because they cannot conjecture an approx-
imate computational time when they change P0. Therefore, we adopt a structure of
the algorithm not to use decomposition. In order to deal with the new structure, we
change the cost estimating function g(v) where v is at level k in a combinatorial tree,
as follows:
g(v) =
{
the cost of node v k¿ a∗;
g(v) in Algorithm JAN k6 a∗:
(12)
We have applied the new algorithm to the network shown in Fig. 2 and have as-
certained that it can 1nd optimal solutions in 0.1 second regardless of the value of
P0. We show the new algorithm, called Algorithm TOPO (TOPOlogical optimization),
as follows:
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Algorithm 3. Algorithm TOPO
begin
compute a∗;
z∗:=∞, live node list:={the root v0};
while live node list = do
begin
v:=the node v with the minimum value of g(v) from live node list;
if g(v)¿ z∗ then exit while-loop;
if node v is above level a∗ then flag:=Infeasible
else
begin /* Feasibility testing */
if G(v) is not connected then flag:=Infeasible
else if an upper bound of Rel(G(v))¡P0 then flag:=Infeasible
else if Rel(G(v))¡P0 then flag:=Infeasible
else flag:=Feasible
end;
if flag= Feasible then w:=v; z∗:=g(v)
else add the 1rst child and next sibling of node v to live node list;
remove node v from live node list
end;
output the optimum network layout G(w) and the optimal value z∗
end.
Since it is expected that the most time-consuming procedure is computing all-terminal
reliability, we estimate the number of computation of all-terminal reliability in Algo-
rithm M-JAN and Algorithm TOPO. With respect to the number of computation of
all-terminal reliability, we have proved the following lemma:
Lemma 3. The number of computation of all-terminal reliability in Algorithm M-JAN
is not less than that in Algorithm TOPO if both algorithms have the same procedures
on both extracting the node with the minimum g(v) from live node list and computing
an upper bound of all-terminal reliability.
Proof. Let v be a node in combinatorial trees at level k (¿ a∗) whose feasibility Al-
gorithm TOPO is checking now. Let ST(v) and SJ(v) be the sets of solutions which
have been checked before node v by Algorithm TOPO and Algorithm JAN, respec-
tively. For infeasible solutions at the level not less than a∗, Algorithm JAN creates
their next sibling, but Algorithm TOPO additionally creates their 1rst child. Then, it
is easily shown that ST(v) ⊇ SJ(v) by the assumption that the procedures on extracting
a next estimating node from live node list in both algorithms are identical. Since now
node v is checked, there is no solution in ST(v) whose cost is less than v’s and which
satis1es feasibility. Naturally, there is no such a solution in SJ(v) since ST(v) ⊇ SJ(v).
Hence, node v is due to be checked its feasibility by Algorithm JAN, too. If Algorithm
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TOPO compute Rel(G(v)), Algorithm M-JAN also does by the assumption that the two
algorithms have the same methods to compute upper bounds of all-terminal reliability.
The sameness of the procedures on extracting a node from live node list between
two algorithms is necessary. If not, when there are nodes whose values of g(·) are
same in live node list, the order of nodes to check feasibility may be di5erent and
ST(v) ⊇ SJ(v) may not hold.
4.2. Upper bound of all-terminal reliability
We propose another method to compute an upper bound of all-terminal reliability,
using cut basis. Let X be a subset of V and NX be the complement of X , i.e., NX=V−X .
Then (X; NX ) denotes a cut, that is a set of edges one of whose endpoints is in X and
the other is in NX . We de1ne cut basis and show a theorem [9] concerned with it as
follows.
De#nition 4. Two cuts (X; NX ) and (Y; NY ) are non-crossing if any of X ∩Y , X ∩ NY ; NX ∩Y
and NX ∩ NY are empty. A set of n− 1 non-crossing cuts is called cut basis.
Theorem 5. If G has a cut basis {C1; : : : ; Cn−1} where C1; : : : ; Cn−1 are non-crossing
cuts; then
Rel(G)6
n−1∏
i=1
(
1−
∏
e∈Ci
(1− p(e))
)
: (13)
The right-hand side of Equation (13) is known as Lomonosov–Polesskii upper bound,
which is a precious one to be computable even for networks where all edge probabilities
are not identical.
Since upper bounds of all-terminal reliability are estimated very frequently, we have
to construct cut bases in short time. We propose the following simple method. Let
C(v) be the set of edges one of whose endpoints is v, which is a cut. Since C(v) and
C(u) are obviously non-crossing for di5erent nodes v and u, a set of C(v) for n − 1
nodes constructs a cut basis. In order to compute a smaller upper bound, we construct
a cut basis as follows:
(1) For all v∈V , compute
p(C(v)) ≡ 1−
∏
e∈C(v)
(1− p(e)): (14)
(2) Collect C(v) for all nodes except the node whose value of p(C(v)) is the biggest.
4.3. Compute all-terminal reliability
Let v be a node in a combinatorial tree and u be the parent of v. If Rel(G(u))
has already been computed, the computational time to Rel(G(v)) can be reduced. Let
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G(v) = (V; E(v)), G(u) = (V; E(u)). We can represent E(v) = E(u) ∪ {e} since node v
is a child of node u. Then,
Rel(G(v)) =p(e)Rel(G(v) · e) + (1− p(e))Rel(G(v)− e)
=p(e)Rel(G(v) · e) + (1− p(e))Rel(G(u)): (15)
Hence, we can compute Rel(G(v)) by computing Rel(G(v) · e). The di5erence on the
number of edges between G(v) and G(v) · e is only 1, but we regard the di5erence as
important since the time to compute all-terminal reliability is #P-complete.
5. Numerical experiments
5.1. Comparison for change of P0
At 1rst, for a network with di5erent edge probabilities, we have executed the same
experiment shown in Section 4, namely the comparison Algorithm TOPO with M-JAN
as changing the reliability level P0. We have applied the algorithms to the network
shown in Fig. 2 but edge probabilities are regenerated randomly in [0.85,0.95] (Table
1). We have measured computational time as changing P0 by the step of 0.001 and
show the result in Figs. 4 and 5. The horizontal and vertical axes in both 1gures indicate
the value of P0 and computational time, respectively. Computational experiments in this
section are executed on SUN Ultra 60 (CPU: 360 MHz, Memory: 128 MB).
In Section 4, we have shown that Algorithm JAN sometimes needs much compu-
tational time owing to the di5erence between the exact value and an upper bound of
r(·). Fig. 4 indicates that when edge probabilities in networks have di5erent value, the
di5erence becomes greater and then Algorithm M-JAN needs much computational time
in more cases. Fig. 5 indicates that Algorithm TOPO can solve problems in shorter
time regardless of the value of P0. We conclude that Algorithm TOPO can also solve
in shorter time for networks with di5erent edge probability.
Table 1
Edge probabilities for the network in Fig. 2
1 2 3 4 5 6 7
1 0.914 0.914 0.853 0.853 0.896 0.866
2 0.931 0.896 0.918 0.885 0.935
3 0.936 0.879 0.858 0.941
4 0.898 0.868 0.932
5 0.910 0.888
6 0.937
7
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Fig. 4. Computational time of Algorithm M-JAN.
Fig. 5. Computational time of Algorithm TOPO.
5.2. Comparison for distribution of edge probabilities
Next, we compare Algorithm TOPO with Algorithm M-JAN by applying them to
K7 with various distributions on edge probabilities. We have randomly generated 20
instances where costs are in [1; 100] and probability seeds are in [ − 1; 1]. For each
instance, edge probabilities are computed in two patterns. In the 1rst pattern, edge
probabilities are in [p − 0:05; p + 0:05] where p = 0:85; 0:9; 0:95 in order to estimate
computational time by change of average among edge probabilities. In the second
pattern, they are in [0:9− ; 0:9+ ] where =0:01; 0:03; 0:05; 0:1 in order to estimate
computational time by change of distribution range among edge probabilities. Edge
probabilities are computed based on probability seeds. For example if the probability
seed of an edge is 0.4, p = 0:9 and  = 0:05, the edge probability of the edge is
0:9+0:4×0:05=0:92. The computed edge probabilities are rounded o5 to two decimal
place. For example, when =0:01 in the second case, the edge probabilities have only
three values 0.89, 0.90 and 0.91. The reliability level P0 has four values, that are 0.90,
0.95, 0.97 and 0.99.
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Table 2
Computation results by changing average of edge probabilities
Algorithm TOPO Algorithm M-JAN
p P0 aˆ∗ mˆx Nˆ f NˆR tˆ Nˆ f NˆR tˆ
0.80 0.90 9.0 10.4 5576 17 0.09 296169 57239 57.29
0.95 10.0 11.8 15347 10 0.65 423894 20767 106.12
0.97 11.0 12.9 18833 7 1.04 534667 32886 190.42
0.99 13.5 14.7 13794 4 1.17 154931 11832 87.96
0.85 0.90 8.0 9.2 1713 20 0.01 193603 83537 24.12
0.95 9.0 10.2 3850 9 0.05 294155 56435 56.60
0.97 10.0 11.1 3168 8 0.03 302150 75392 98.49
0.99 11.0 12.9 26026 3 1.94 544702 26798 180.68
0.90 0.90 7.0 8.0 950 7 0.00 54870 31936 3.04
0.95 7.5 8.9 2592 11 0.03 138185 49717 10.99
0.97 8.0 9.8 4886 13 0.05 202764 12454 19.45
0.99 9.5 10.9 8970 4 0.22 287464 52248 66.61
0.95 0.90 6.7 7.1 163 11 0.00 5639 1706 0.10
0.95 7.0 7.5 271 5 0.00 330 166 0.00
0.97 7.0 7.6 699 4 0.00 13104 7402 0.61
0.99 7.0 8.8 4848 6 0.05 141242 63344 10.14
Table 3
Computation results by changing distribution range of edge probabilities
Algorithm TOPO Algorithm M-JAN
 P0 aˆ∗ mˆx Nˆ f NˆR tˆ Nˆ f NˆR tˆ
0.01 0.90 8.0 8.1 99 2 0.00 64 39 0.00
0.95 9.0 9.1 65 6 0.00 44 8 0.00
0.97 9.0 10.0 889 11 0.01 293944 52085 55.63
0.99 11.0 11.0 241 1 0.00 137 1 0.00
0.03 0.90 7.3 8.1 832 3 0.00 78146 45853 4.40
0.95 8.0 9.0 882 17 0.00 160605 8908 14.27
0.97 9.0 10.0 677 12 0.00 108621 22050 19.85
0.99 10.0 11.0 4219 4 0.06 336966 5433 67.17
0.05 0.90 7.0 8.0 950 7 0.00 54870 31936 3.04
0.95 7.5 8.9 2592 11 0.03 138185 49717 10.99
0.97 8.0 9.8 4886 13 0.05 202764 12454 19.45
0.99 9.5 10.9 8970 4 0.22 287464 52248 66.61
0.10 0.90 7.0 7.9 672 11 0.00 7281 3946 0.24
0.95 7.0 8.5 3728 12 0.04 71096 41762 4.04
0.97 7.0 9.0 9923 8 0.20 175774 115516 17.15
0.99 7.2 10.2 43056 5 2.68 414151 162490 62.41
Computational results are summarized in Table 2 and Table 3 which include new
parameters:
• aˆ∗; average of a∗
• mˆx; average number of selected edges in optimal networks
• Nˆ f ; average number of nodes received feasibility check
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• NˆR; average number of computations of all-terminal reliability
• tˆ; average computational time (CPU second).
Nˆ f is equal to average number of leaves in Algorithm M-JAN.
Tables 2 and 3 show that Algorithm TOPO has an e5ectiveness to compute in shorter
time than Algorithm M-JAN regardless of states of edge probabilities. Moreover, since
NˆR is much smaller than Nˆ f in Algorithm TOPO, we conclude that the proposed
method to compute an upper bound of all-terminal reliability by using a cut basis is
very e5ective.
The two algorithms may need more computational time when
(1) mx − a∗ is greater,
(2) a∗ and mx are closer to half of m,
(3) a∗ and mx are greater.
Condition (1) may increase computing time since the algorithms search solutions from
at level a∗ to at level mx. For condition (2), since the number of choices to extract k
edges from m edges are mCk , as the number of edges in optimal networks is closer to
half of m, the number of solutions algorithms search may become greater. Condition (3)
increases the time to compute all-terminal reliability. We can ascertain in Table 2 that
when average of edge probabilities decreases and/or P0 becomes greater, condition (3)
happens and consequently condition (2) does. Table 3 shows that when distribution
range becomes greater, a∗ is less precise and condition (1) happens. We consider
that conditions (1) and (2) may inRuence Algorithm TOPO and Algorithm M-JAN
most seriously among the above three factors, respectively. It seems most important
to reduce computational time without changing algorithms to compute more precise
value of a∗.
6. Concluding remarks
In this paper, we considered topological optimization with an all-terminal reliability
constraint for networks where there are di5erent edge probabilities. Since Algorithm
JAN can apply to only networks with the same edge probabilities, we proposed a
method to extend it to deal with networks with di5erent edge probabilities. We pointed
out a weak point of Algorithm JAN and showed that changing a structure of the
algorithm can overcome the weak point. Moreover, another method to compute an up-
per bound of all-terminal reliability and a method to reduce computational time for
all-terminal reliability were proposed. Computational experiments indicated the e5ec-
tiveness of our algorithm on computational time in comparison with Algorithm M-JAN
regardless of distribution of edge probabilities. In order to reduce computational time
further, it is important to develop algorithms to compute more precise a∗, whether
target networks have di5erent edge probabilities or not.
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