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Abstract
We consider the Cauchy problem for systems of cubic nonlinear Klein–Gordon equations
with different mass terms in one space dimension. We prove some result concerning the global
existence of small amplitude solutions and their asymptotic behavior. As a consequence, we
see that the condition for small data global existence is actually inﬂuenced by the difference of
masses in some cases.
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1. Introduction and the main result
We consider the Cauchy problem for systems of nonlinear Klein–Gordon
equations
ð@2t  @2x þ m2i Þui ¼ Fiðu; @uÞ; t40; xAR ð1:1Þ
with initial data
ui ¼ efi; @tui ¼ egi; at t ¼ 0 ð1:2Þ
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ði ¼ 1;y; NÞ; where u ¼ ðuiÞi¼1;y;N ; @u ¼ ð@tui; @xuiÞi¼1;y;N ; e is a positive small
parameter, and mi is a positive constant. We assume that the nonlinear term F ¼
ðFiÞi¼1;y;N is a smooth function satisfying
jFðv; wÞjpCðjvj3 þ jwj3Þ if jvj þ jwjpy
for some C40 and y40: We use the abbreviation Fðu; @uÞ ¼ Oðjuj3 þ j@uj3Þ: In this
paper we will show global existence of the smooth solution to (1.1)–(1.2) which tends
to a free solution as t-N under certain assumptions.
First of all, let us recall some known facts concerning the Cauchy problem for the
single nonlinear Klein–Gordon equation
ð&þ 1Þu ¼ Fðu; @uÞ; tX0; xARn ð1:3Þ
with initial data ðu; @tuÞ ¼ ðef ; egÞ at t ¼ 0: Here Fðu; @uÞ ¼ Oðjujp þ j@ujpÞ near
ðu; @uÞ ¼ 0 for some integer pX2; & ¼ @2t  D and @ ¼ ð@t;rxÞ: When nðp  1Þ=
241; it is well known that for any f and g; the solution exists globally if e is
sufﬁciently small and it tends to a free solution as t-N without any restrictions on
F (see [7,13,21] and so on). The condition nðp  1Þ=241 is equivalent to pX2 when
nX3; pX3 when n ¼ 2; and pX4 when n ¼ 1: We note that these results hold also for
systems by the same proof. However, in the one-dimensional cubic nonlinear case,
we need some restrictions on nonlinear terms to show the global existence. For
example, it is known that, with some choice of f and g; (1.3) has no global solution if
F is of the form F ¼ u2t ux þ bu2ux þ cu3x for nonnegative constants b and c; while
there exists a global solution when b ¼ 3 and c ¼ 1; according to [11] (see also
[3]). Moreover, even when we know the existence of a time-global solution, it is not
obvious whether it has a free proﬁle. In fact, the solution of the Sine-Gordon
equation (i.e. F ¼ u  sin u) is not asymptotically free (see [3,6]). In other words, the
case n ¼ 1 and p ¼ 3 is the critical case. Up to now, many authors have tried to
answer the question: Under what conditions on the nonlinearity, does the solution exist
globally? And when is the solution asymptotically free? For the single case, several
results have been obtained so far (see [2,3,11,12,18], etc.), whereas, quite little is
known for the system case. In particular, when mi’s are different from each other, the
problem is completely open as far as the author knows. (Concerning the two-
dimensional quadratic nonlinear case, Tsutsumi [22] has obtained some result
recently. See Section 6 below.) One of the difﬁculty in the present case is that the
familiar techniques, such as the normal form method due to Shatah [21], do not seem
to work well and would become extremely complicated even if it could be applicable.
We will overcome this difﬁculty by using the null forms in the spirit of Katayama
[11], Kosecki [15] and Tsutsumi [22].
Here we refer to some related results concerning global existence, blow-up and the
lifespan of small amplitude solutions of the Cauchy problem for nonlinear
hyperbolic systems of the type
ð@2t  c2i DÞui ¼ Fiðu; @uÞ; i ¼ 1;y; N:
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Let us mention the case where N ¼ 2 and F1 ¼ F2 ¼ @tu1@tu2 in three space
dimensions, which is a typical case of Kovalyov’s work [16]. He has proved that if
c1ac2; the system possesses smooth solution for all time, whereas the solution of this
system blows up in ﬁnite time if c1 ¼ c2 (cf. [9]). Similar results have been proved for
more general cases. (See [16] for details, and also [1,8,17,23], etc. for recent
development in this direction.) These results suggest that in the case where
propagation speeds ðciÞi¼1;y;N are different from each other, we may expect the long
time behavior of the solution is better than that in the case where ci’s are equal with
each other. So it is natural to ask whether similar phenomena take place for systems
of critical nonlinear Klein–Gordon equations with different masses. There are many
interesting problems to be studied. Other related problems shall be discussed
elsewhere.
Before stating our result, we introduce the weighted Sobolev space Hs;s
deﬁned by
Hs;sðRÞ :¼ ffAS0ðRÞjð1þ j  j2Þs=2ð1 DÞs=2fAL2ðRÞg
with the norm
jj f jjHs;s :¼
Z
jð1þ jxj2Þs=2ð1 DÞs=2f ðxÞj2dx
 1=2
for s; sAN,f0g: We put Hs ¼ Hs;0; hence Hs is the standard Sobolev space. We
also introduce some notation. For i; j; k; lAf1;y; Ng; we write ðj; k; lÞAIi if
mial1mj þ l2mk þ l3ml for all l1; l2; l3Af71g: Using this notation, we state our
assumption precisely.
Assumption. For each iAf1;y; Ng; the nonlinear term Fi is written as
Fiðu; @uÞ ¼
X
ðj;k;lÞAIi
Fijklðu; @uÞ þ Giðu; @uÞ;
where Gi is a smooth function of degree 4, i.e.
Giðu; @uÞ ¼ Oðjuj4 þ j@uj4Þ near ðu; @uÞ ¼ 0
and Fijkl is of the form
Fijklðu; @uÞ ¼
X
jAj;jBj;jCjp1
C
ijkl
ABCð@AujÞð@BukÞð@CulÞ
with real constants C
ijkl
ABC :
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We remark that, using the Taylor expansion, general cubic nonlinear term Fi can
be written of the form
Fiðu; @uÞ ¼
XN
j;k;l¼1
Fijklðu; @uÞ þ Giðu; @uÞ;
where Fijkl and Gi are as above.
Our main result is the following.
Theorem 1.1. Let sX17: We assume ðFiÞi¼1;y;N satisfies the assumption above and
ðfi; giÞi¼1;y;NAHsþ1;sþ1ðR;RNÞ  Hs;sðR;RNÞ: Then, there exists e040 such that, if
eA0; e0; the Cauchy problem (1.1)–(1.2) has a unique global solution u ¼ ðuiÞi¼1;y;N
satisfying
uA
\s
k¼0
Ckð½0;N½; HskðR;RNÞÞ;
X
jAjps2
jj@Auðt; ÞjjL2pc0;
X
jAjps7
jj@Auðt; ÞjjLNpc0ð1þ tÞ1=2
for all t40 (with some constant c0 independent of t). Furthermore, u has a free profile,
i.e., there exists ðfi;ciÞi¼1;y;NAHs1ðR;RNÞ  Hs2ðR;RNÞ such that
jjuðt; Þ  Uðt; ÞjjHs1 þ jj@tðuðt; Þ  Uðt; ÞÞjjHs2-0 as t-N;
where U ¼ ðUiÞi¼1;y;N is the solution of the following free Klein–Gordon equation
ð&þ m2i ÞUi ¼ 0; ðUi; @tUiÞjt¼0 ¼ ðfi;ciÞ:
Remark 1. The reason why we assume the initial data depend linearly on e is merely
for simplicity. In fact, we can also show the result mentioned above if we replace the
initial condition by
uið0; xÞ ¼ fiðxÞ; @tuið0; xÞ ¼ giðxÞ; i ¼ 1;y; N
with
XN
i¼1
ðjj fijjHsþ1;sþ1 þ jjgijjHs;sÞpe:
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Remark 2. The condition ðj; k; lÞAIi is equivalent to detðm2i I MjklÞa0; where
Mjkl ¼
m2j þ m2k þ m2l 2mkml 2mlmj 2mjmk
2mkml m
2
j þ m2k þ m2l 2mjmk 2mlmj
2mlmj 2mjmk m
2
j þ m2k þ m2l 2mkml
2mjmk 2mlmj 2mkml m
2
j þ m2k þ m2l
0
BBBB@
1
CCCCA:
This follows from an elementary property of the determinant:
det
A B
B A
 !
¼ detðA þ BÞdetðA  BÞ
for any square matrices A and B:
As a special case of Theorem 1.1, we can see the following example: Let M; m be
positive constants with ðM  3mÞðM  mÞð3M  mÞa0: Consider the Cauchy
problem
ð&þ M2Þu ¼ Fðv; @vÞ;
ð&þ m2Þv ¼ Gðu; @uÞ
(
in R1þ1; where F and G are arbitrary smooth functions of degree 3 in their
arguments. If the initial data is small and smooth, the solution exists globally and
approaches a free solution as t-7N: We emphasize that in this case we do not put
any structual restrictions, such as the null condition, on F and G except they depend
only on ðv; @vÞ and ðu; @uÞ; respectively. It seems to be a remarkable contrast with the
single one-dimensional Klein–Gordon equation with cubic nonlinearity since some
structual restriction is necessary for the single equation (see [3,6,11,12,18], etc.).
This paper is organized as follows. In Section 2, we state several notations and
basic facts on the invariant norm method of Klainerman. Section 3 is devoted to
some decomposition of nonlinear terms, which is the key lemma of this paper. The
proof of Theorem 1.1 is given by means of a priori estimates in Section 4. In Section
5, we describe some blow-up example to complement our existence result. Finally, in
Section 6, we state an analogous result in the case for two space dimensions with
quadratic nonlinearity.
2. Notations and preliminaries
To begin with, we introduce several notations which are used throughout this
paper. Since all of the arguments in Sections 2 and 3 are independent of the number
of dimensions, we treat the ðn þ 1Þ space–time dimensional case. Here and hereafter,
we use the convention that Greek indices takes values in f0;y; ng and indices
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repeated upper and lower are summed. We put x0 ¼ t; x ¼ ðx1;y; xnÞ; @l ¼
@=@xl ð0plpnÞ and Omn ¼ xm@n  xn@m ð0pm; npnÞ; where xm ¼ Zmnxn; ðZmnÞ ¼
ðZmnÞ ¼ diagð1;1;y;1Þ: We put
G :¼ ðG1;y;GKnÞ ¼ ð@l;Omn; 0plpn; 0pmonpnÞ;
Kn ¼ ðn þ 1Þðn þ 2Þ=2:
One can easily check the following commutation relations:
½&þ m2;Gj ¼ 0 ðmARÞ; ð2:1Þ
½Oab; @g ¼ Zbg@a  Zga@b; ð2:2Þ
½Oab;Ogd ¼ ZagObd þ ZbdOag  ZadObg  ZbgOad: ð2:3Þ
Here ½;  denotes the usual commutator of linear operators. For a smooth function v
and for a nonnegative integer s; we deﬁne
jvðt; xÞjs :¼
X
jAjps
jGAvðt; xÞj
and
jjvðtÞjjs :¼
X
jAjps
jjGAvðt; ÞjjL2ðRnÞ;
where A ¼ ðA1;y; AKnÞ is a multi-index, GA ¼ GA11 ?GAKnKn and jAj ¼ A1 þ?þ AKn :
Next, we introduce the following quadratic forms:
Q0ðf;cÞ :¼ ð@tfÞð@tcÞ  ðrxfÞ  ðrxcÞ; ð2:4Þ
Qabðf;cÞ :¼ ð@afÞð@bcÞ  ð@bfÞð@acÞ: ð2:5Þ
They are often called the null forms, which have a certain compatibility with& (see
[10,14]). Note that Qab is also compatible with ð&þ m2Þ; but Q0 is sometimes not so
(see [4]). Here we describe well known properties of Qab:
Lemma 2.1.
jQabðf;cÞjp Cð1þ t þ jxjÞðjfj1j@cj þ j@fjjcj1Þ
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with some constant C40 independent of ðt; xÞ; and
GAQabðf;cÞ ¼
X
m;nAf0;y;ng
X
jI jþjJjpjAj
C
mn
IJ QmnðGIf;GJcÞ
for any multi-indices A with appropriate constants C
mn
IJ :
Proof. Simple calculation yields
xlQabðf;cÞ ¼ ðOlafÞð@bcÞ  ðOlbfÞð@acÞ þ ð@lfÞðOabcÞ;
@lQabðf;cÞ ¼ Qabð@lf;cÞ þ Qabðf; @lcÞ;
OmnQabðf;cÞ ¼QabðOmnf;cÞ þ Qabðf;OmncÞ
þ ZamQbnðf;cÞ þ ZbnQamðf;cÞ  ZanQbmðf;cÞ  ZbmQanðf;cÞ:
The lemma follows immediately from them. &
3. Decomposition of nonlinear terms
In this section, we describe some decomposition of the nonlinear terms. This is
based on the idea of Katayama [11], Kosecki [15], Tsutsumi [22], instead of the
normal form method due to Shatah [21] (see also [2,3,7,18–20]) since the normal
form method does not seem to be applicable to the present case.
Let mi be a positive constant and vi be a smooth function ði ¼ 1; 2; 3Þ: We put
M :¼
m21 þ m22 þ m23 2m2m3 2m3m1 2m1m2
2m2m3 m
2
1 þ m22 þ m23 2m1m2 2m3m1
2m3m1 2m1m2 m
2
1 þ m22 þ m23 2m2m3
2m1m2 2m3m1 2m2m3 m
2
1 þ m22 þ m23
0
BBB@
1
CCCA
and hi :¼ ð&þ m2i Þvi: The following lemma plays the key role in the proof of our
main theorem.
Lemma 3.1. For mAR with detðm2I MÞa0; we have
v1v2v3 ¼ ð&þ m2ÞFþCþ R; ð3:1Þ
where
F is a homogeneous polynomial of degree 3 with respect to ð@AviÞi¼1;2;3;jAjp1
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and
C is a linear combination of ð@AviÞQmnð@Bvj; @CvkÞ; ð3:2Þ
R is a linear combination of vihjhk or ð@AviÞð@BvjÞð@ChkÞ; ð3:3Þ
where jAj; jBj; jCjp1; m; nAf0;y; ng; i; j; kAf1; 2; 3g:
As an immediate consequence of Lemma 3.1, we have the following.
Corollary 3.1. Let u satisfy (1.1) and Fi satisfy the assumption of Theorem 1.1. Then
Fiðu; @uÞ is decomposed as follows:
Fiðu; @uÞ ¼ ð&þ m2i ÞFi þCi þ Ri
with
Fi ¼ Oðjuj3 þ j@uj3 þ j@2uj3Þ;
Ri ¼ Oðjuj4 þ j@uj4 þ j@2uj4 þ j@3uj4Þ
near ðu; @u; @2u; @3uÞ ¼ 0 and
Ci is a linear combination of ð@AujÞQ01ð@Buk; @CulÞ;
where jAj; jBj; jCjp2; j; k; lAf1;y; Ng:
Remark. Ci satisﬁes the strong null condition in the sense of Georgiev [4]
(see also [11]).
Now we prove Lemma 3.1. In the proof, we denote by C (resp. R) the terms
satisfying (3.2) (resp. (3.3)), which may be different line by line.
We put
c0 :¼ v1v2v3;
c1 :¼
v1Q0ðv2; v3Þ
m2m3
; c2 :¼
v2Q0ðv3; v1Þ
m3m1
; c3 :¼
v3Q0ðv1; v2Þ
m1m2
;
where Q0 is deﬁned by (2.4). It is easy to check that
&c0 ¼ ðm21 þ m22 þ m23Þc0 þ 2m2m3c1 þ 2m3m1c2 þ 2m1m2c3 þ R; ð3:4Þ
&c1 ¼ 2m2m3c0 þ ðm21 þ m22 þ m23Þc1 þ 2m1m2c2 þ 2m3m1c3 þCþ R; ð3:5Þ
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&c2 ¼ 2m3m1c0 þ 2m1m2c1 þ ðm21 þ m22 þ m23Þc2 þ 2m2m3c3 þCþ R; ð3:6Þ
&c3 ¼ 2m1m2c0 þ 2m3m1c1 þ 2m2m3c2 þ ðm21 þ m22 þ m23Þc3 þCþ R: ð3:7Þ
Indeed, simple calculation leads to
&ðv1v2v3Þ ¼ ð&v1Þv2v3 þ v1ð&v2Þv3 þ v1v2ð&v3Þ
þ 2v1Q0ðv2; v3Þ þ 2v2Q0ðv3; v1Þ þ 2v3Q0ðv1; v2Þ
¼  ðm21 þ m22 þ m23Þv1v2v3
þ 2v1Q0ðv2; v3Þ þ 2v2Q0ðv3; v1Þ þ 2v3Q0ðv1; v2Þ
þ h1v2v3 þ h2v3v1 þ h3v1v2:
We have (3.4) from this. As for (3.5), simple calculation shows that
&ðv1Q0ðv2; v3ÞÞ ¼ ð&v1ÞQ0ðv2; v3Þ þ v1Q0ð&v2; v3Þ þ v1Q0ðv2;&v3Þ
þ 2Zmn@mv1Q0ð@nv2; v3Þ þ 2Zmnv1Q0ð@mv2; @nv3Þ
þ 2Zmn@nv1Q0ðv2; @mv3Þ:
We also note the following identities:
ZmnQ0ð@mw1; @nw2Þ ¼ ð&w1Þð&w2Þ þ ZabZgdQgbð@aw1; @dw2Þ;
Zmn@mw1Q0ð@nw2; w3Þ ¼ ð&w2ÞQ0ðw3; w1Þ þ ZabZgd@dw3Qagðw1; @bw2Þ:
These identities combined with the relation&vi ¼ m2i vi þ hi yield (3.5). We obtain
(3.6) and (3.7) in the same way.
Now, for any ajAR ðj ¼ 0; 1; 2; 3Þ; it follows from (3.4)–(3.7) that
X3
j¼0
bjcj ¼ ð&þ m2Þ
X3
j¼0
ajcj
 !
þCþ R;
where
b0
b1
b2
b3
0
BBB@
1
CCCA ¼ ðm2I MÞ
a0
a1
a2
a3
0
BBB@
1
CCCA:
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Therefore, if detðm2I MÞa0; one can choose F ¼P3j¼0 ajcj with
a0
a1
a2
a3
0
BBB@
1
CCCA ¼ ðm2I MÞ1
1
0
0
0
0
BBB@
1
CCCA
so that (3.1) holds, which completes the proof. &
4. Global existence and asymptotic behavior
Now, we are ready to prove Theorem 1.1. Since the local existence is well known
(see [7] for example), what we have to do is to get some a priori estimate. We follow
the argument similar to [11, pp. 208–212]. Let u be the solution to (1.1)–(1.2) for
tA½0; T ½ with ðFiÞi¼1;y;N satisfying the assumption of Theorem 1.1, and deﬁne
EsðT ; uÞ :¼ sup
0ptoT
fjjuðt; Þjjs2 þ jj@uðt; Þjjs2
þ sup
xAR
fð1þ t þ jxjÞ1=2juðt; xÞjs7g
þ ð1þ tÞrðjjuðt; Þjjs þ jj@uðt; ÞjjsÞ g;
where sX17 and rA0; 1=2½: We note that jjuðt; Þjjs þ jj@uðt; Þjjs is equivalent toX
jAjps
ðjjGAuðt; Þjj2L2 þ jj@GAuðt; Þjj2L2Þ1=2
because of the commutation relations (2.2) and (2.3). In order to prove the global
existence, it sufﬁces to show the following.
Proposition 4.1. For any e and dA0; 1;
EsðT ; uÞpd implies EsðT ; uÞpCsðeþ d3Þ;
where Cs is a positive constant depending on s; but independent of e; dA0; 1
and Tð40Þ:
Once we have this proposition, we can obtain the global existence in the following
way. If we choose d and e0 so that
Csd
2p1=4; Cse0pd=4 and Esð0; uÞod;
then it follows that EsðT ; uÞpd implies EsðT ; uÞpd=2 for any eA0; e0: Then, by the
continuity arguments, we can show that Esðt; uÞpd holds as long as the solution
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exists, provided that eA0; e0: The global existence is an immediate consequence of
this estimate and the local existence theorem.
Proof of Proposition 4.1. In what follows, we denote by Cs various positive constants
which are independent of e; d and T ; and may change line by line.
We assume that EsðT ; uÞpd: From Corollary 3.1 and the commutation relation
(2.1), we have
ð&þ m2i ÞGAðui  FiÞ ¼ GAðCi þ RiÞ ð4:1Þ
for tA½0; T ½ and for any multi-index A: Note that it follows from Lemma 2.1
that
jGACiðt; xÞjp CA
1þ t þ jxjjuj
2
½jAj=2þ3ðjujjAjþ2 þ j@ujjAjþ2Þ ð4:2Þ
(cf. [11, Lemma 2.1]). Also, since Ri ¼ Oðjð@I uÞjI jp3j4Þ; we have
jGARiðt; xÞjpCAjð@I uÞjI jp3j3½jAj=2jð@I uÞjI jp3jjAj
pCAjuj3½jAj=2þ3ðjujjAjþ2 þ j@ujjAjþ2Þ: ð4:3Þ
Here we denote by ½s the largest integer which does not exceed s:
Now, we recall the following LN–L2 estimate due to Georgiev [5] (see also
Ho¨rmander [7, Chapter 7]):
Lemma 4.1. Let m be a positive constant and w be a solution of the inhomo-
geneous linear Klein–Gordon equation ð&þ m2Þw ¼ F for tX0; xAR1: Then
we have
ð1þ t þ jxjÞ1=2jwðt; xÞj
pC
XN
j¼0
X
jBjp3
sup
tA½0;t
fjðtÞjjð1þ tþ jyjÞGBFðt; yÞjjL2y
þ C
XN
j¼0
X
jBjp4
jjð1þ jyjÞ1=2fjðjyjÞGBwð0; yÞjjL2y ;
if the norms in the right-hand side are finite. Here ffjgNj¼0 is a Littlewood–Payley
partition of unity, i.e.,
XN
k¼0
fkðtÞ ¼ 1 ðtX0Þ; fjACN0 ðRÞ; fjX0 for jX0;
supp fjC½2j1; 2jþ1 for jX1; supp f0-RþC½0; 2:
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Applying this estimate with w ¼ GAðui  FiÞ and jAjps  7; we have
ð1þ t þ jxjÞ1=2jGAðui  FiÞðt; xÞj
pCseþ Cs
XN
j¼0
X
jBjps4
sup
tA½0;t
fjðtÞjjð1þ tþ j  jÞGBfCiðt; Þ þ Riðt; ÞgjjL2 :
Using (4.2) and (4.3), we have
jjð1þ tþ j  jÞGBfCiðt; Þ þ Riðt; ÞgjjL2
p Cs
1þ tðjjujjs2 þ jj@ujjs2Þ supðs;yÞA½0;t½R
ðð1þ sþ jyjÞ1=2juðs; yÞj½ðs4Þ=2þ3Þ2
þ Cs
ð1þ tÞ1=2
ðjjujjs2 þ jj@ujjs2Þ sup
ðs;yÞA½0;t½R
ðð1þ sþ jyjÞ1=2juðs; yÞj½ðs4Þ=2þ3Þ3
pCsd3ð1þ tÞ1=2
for jBjps  4: Here we have used ½ðs  4Þ=2 þ 3ps  7 for sX15: So we have
ð1þ t þ jxjÞ1=2jGAðui  FiÞðt; xÞj
pCs eþ d3
XN
j¼0
sup
tA½0;t
fjðtÞð1þ tÞ1=2
 !
pCs eþ d3 1þ
XN
j¼1
ð1þ 2j1Þ1=2
 ! !
pCsðeþ d3Þ:
Since F is a homogeneous polynomial of degree 3 with respect to ð@I uiÞi¼1;y;N;jI jp2;
the Sobolev embedding implies
jFiðt; xÞjs7pCsjuðt; xÞj2½ðs7Þ=2þ2juðt; xÞjs5
pCsjuðt; xÞj2s7jjuðt; Þjjs4
pCsð1þ t þ jxjÞ1d3:
Summing up, we obtain
ð1þ t þ jxjÞ1=2juðt; xÞjs7pCsðeþ d3Þ ð4:4Þ
for tA½0; T ½:
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Next, let jAjps  2 in (4.1). Applying the energy estimate for&þ m2i ; we obtain
jjGAðui  FiÞðt; ÞjjL2 þ jj@GAðui  FiÞðt; ÞjjL2
pCsðeþ
Z t
0
jjCiðt; Þjjs2 þ jjRiðt; Þjjs2dtÞ:
Using (4.2) and (4.3) again, we have
jjCiðt; Þjjs2 þ jjRiðt; Þjjs2
p Csð1þ tÞ2ðjjujjs þ jj@ujjsÞ supðs;yÞA½0;t½R
ðð1þ sþ jyjÞ1=2juðs; yÞj½ðs2Þ=2þ3Þ2
þ Cs
ð1þ tÞ3=2
ðjjujjs þ jj@ujjsÞ sup
ðs;yÞA½0;t½R
ðð1þ sþ jyjÞ1=2juðs; yÞj½ðs2Þ=2þ3Þ3
pCsd3ð1þ tÞr3=2AL1ð0;NÞ
since r 3=2o 1 and ½ðs  2Þ=2 þ 3ps  7 for sX17: Also, it follows from Fi ¼
Oðjuj3 þ j@uj3 þ j@2uj3Þ that
jjFiðt; Þjjs2 þ jj@Fiðt; Þjjs2
pCsjuðt; xÞj2½ðs2Þ=2þ3ðjjuðt; Þjjs þ jj@uðt; ÞjjsÞ
pCsd3ð1þ tÞr1
pCsd3: ð4:5Þ
Thus we have
jjuðt; Þjjs2 þ jj@uðt; Þjjs2pCsðeþ d3Þ ð4:6Þ
for tA½0; T ½:
Finally, applying the energy estimate to ð&þ m2i ÞGAui ¼ GAFiðu; @uÞ for jAjps;
we have
jjuiðt; Þjjs þ jj@uiðt; ÞjjspCs eþ
Z t
0
jjFiðu; @uÞðt; Þjjsdt
 
pCs eþ d3
Z t
0
ð1þ tÞr1dt
 
pCsðeþ d3Þð1þ tÞr ð4:7Þ
for tA½0; T ½:
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From (4.4), (4.6) and (4.7), we have
EsðT ; uÞpCsðeþ d3Þ;
which completes the proof of Proposition 4.1. &
Now we prove the existence of a free proﬁle. It follows from Corollary 3.1 that
ð&þ m2i Þðui  FiÞ ¼ Ci þ Ri:
Also, since the solution u satisﬁes EsðN; uÞpd; we can show as in the proof of
Proposition 4.1 that
jjCiðt; Þ þ Riðt; ÞjjHs2pCsd3ð1þ tÞr3=2AL1ð0;NÞ:
Note that 0oro1=2: Therefore, by the standard argument as in [11,18,20], ui  Fi
has a free proﬁle, i.e., there exists ðfi;ciÞAHs1ðRÞ  Hs2ðRÞ such that
jjððui  FiÞ  UiÞðt; ÞjjHs1 þ jj@tððui  FiÞ  UiÞðt; ÞjjHs2-0
as t-N; where Ui is a solution of the free Klein–Gordon equation
ð&þ m2i ÞUi ¼ 0 t40; xAR
with the initial data
Uið0; xÞ ¼ fiðxÞ; @tUið0; xÞ ¼ ciðxÞ:
Since we can see from (4.5) that
jjFiðt; ÞjjHs1 þ jj@tFiðt; ÞjjHs2pCsd3ð1þ tÞr1-0
as t-N; we obtain
jjðui  UiÞðt; ÞjjHs1 þ jj@tðui  UiÞðt; ÞjjHs2-0
as t-N: This completes the proof of Theorem 1.1. &
5. Blow-up in ﬁnite time
In this section, we describe some blow-up example to complement the existence
result. It is a system version of Yordanov’s one (see Proposition 7.8.8 in [7]).
We assume there exist p; qAf1;y; Ng such that mp ¼ mq;
ð@xupÞFqðu; @uÞ þ ð@xuqÞFpðu; @uÞXdfð@xupÞ2ð@tuqÞ2 þ ð@xuqÞ2ð@tupÞ2g
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for some constant d40; and
ðK :¼Þ
Z
f 0pðxÞgqðxÞ þ f 0qðxÞgpðxÞ dx40:
We assume also that fiðxÞ ¼ giðxÞ ¼ 0 for jxjXr; iAf1;y; Ng:
Proposition 5.1. Under the assumptions above, the lifespan Te of the solution of (1.1)–
(1.2) must be finite for any e40: More precisely, we have
Tepr exp
4
Kde2
 
:
Proof. We ﬁrst note a simple fact on ODE: If HAC1ð½0; T Þ satisﬁes the differential
inequality
dH
dt
ðtÞXcðt þ 1Þ1H2ðtÞ for tA½0; T  ð5:1Þ
with Hð0Þ40; then
HðTÞX Hð0Þ
1 cHð0Þ logðT þ 1Þ:
We also note the identity
@
@t
fð@tuiÞð@xujÞ þ ð@tujÞð@xuiÞg þ @
@x
fm2j uiuj  ð@tuiÞð@tujÞ  ð@xuiÞð@xujÞg
¼ ðm2j  m2i Þui@xuj þ Fi@xuj þ Fj@xui: ð5:2Þ
Now, we will see that HðtÞ :¼ R ð@tupÞð@xuqÞ þ ð@tuqÞð@xupÞ dx satisﬁes (5.1). From
(5.2), we have
dH
dt
ðtÞ ¼
Z
Fp@xuq þ Fq@xup dxX0
and Hð0Þ ¼ e2K40:
On the other hand, since uðt; xÞ ¼ 0 when jxjXt þ r (see [9, Appendix]), it follows
from the Cauchy–Schwarz inequality that
HðtÞ2p 4ðt þ rÞ
Z
ð@tupÞ2ð@xuqÞ2 þ ð@tuqÞ2ð@xupÞ2 dx
p 4
d
ðt þ rÞ
Z
Fp@xuq þ Fq@xup dx
p 4
d
ðt þ rÞdH
dt
ðtÞ:
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Therefore we have
jj@uðT ; Þjj2L2XHðTÞX
4e2K
4 e2KdlogðT=r þ 1Þ-N
as T-r expð4=e2KdÞ  r; which completes the proof. &
From Theorem 1.1 and Proposition 5.1, we obtain the following example: Let us
consider the Cauchy problem in ½0;N½R
ð&þ M2Þu ¼ ð@tuÞ2ð@xvÞ;
ð&þ m2Þv ¼ ð@tvÞ2ð@xuÞ
with small smooth initial data of size e: If ðM  3mÞðM  mÞð3M  mÞa0; the
system possesses the smooth solution for all time which approaches a free solution as
t-N; whereas if m ¼ M; the solution of this system blows up in ﬁnite time of order
expðc=e2Þ under some restriction on the initial data. The author does not know what
happens when M ¼ 3m or 3M ¼ m:
6. The case of two space dimensions with quadratic nonlinearity
A similar result to Theorem 1.1 holds in the case of two space dimensions with
quadratic nonlinearity. Here we only describe the statement and omit the proof since
it is identical.
Consider the Cauchy problem
ð@2t  Dþ m2i Þui ¼ Fiðu; @uÞ; ðt; xÞA½0;N½R2;
ðui; @tuiÞjt¼0 ¼ ðefi; egiÞ
(
ð6:1Þ
ði ¼ 1;y; NÞ: For each i; j; kAf1;y; Ng; we write ðj; kÞAIi if mial1mj þ l2mk for
all l1; l2Af71g:
Our assumption is that the nonlinear term Fi is written as
Fiðu; @uÞ ¼
X
ðj;kÞAIi
Fijkðu; @uÞ þ Giðu; @uÞ
for each iAf1;y; Ng; where Gi vanishes of third order near the origin and Fijk is of
the form
Fijkðu; @uÞ ¼
X
jAj;jBjp1
C
ijk
ABð@AujÞð@BukÞ
with real constants C
ijk
AB:
The global existence result corresponding to Theorem 1.1 is the following.
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Theorem 6.1. Let sX19: We assume ðFiÞi¼1;y;N satisfies the assumption above and
ðfi; giÞi¼1;y;NAHsþ1;sþ1ðR2;RNÞ  Hs;sðR2;RNÞ: Then, there exists e040 such that, if
eA0; e0; the Cauchy problem (6.1) has a unique global solution u ¼ ðuiÞi¼1;y;N
satisfying
uA
\s
k¼0
Ckð½0;N½; HskðR2;RNÞÞ;
X
jAjps2
jj@Auðt; ÞjjL2pc0;
X
jAjps8
jj@Auðt; ÞjjLNpc0ð1þ tÞ1
for all t40: Furthermore, u has a free profile.
We also state the lemma corresponding to Lemma 3.1. Let mi be a positive
constant and vi be a smooth function ði ¼ 1; 2Þ: We put
M :¼ m
2
1 þ m22 2m1m2
2m1m2 m
2
1 þ m22
 !
and hi :¼ ð&þ m2i Þvi:
Lemma 6.1. For mAR with detðm2I MÞa0; we have
v1v2 ¼ ð&þ m2ÞFþCþ R;
where F ¼ c1v1v2 þ c2Q0ðv1; v2Þ with some c1; c2AR and
C is a linear combination of Qmnð@Avi; @BvjÞ;
R is a linear combination of hihj or ð@AviÞð@BhjÞ;
where jAj; jBjp1; m; nAf0;y; ng; i; jAf1; 2g:
Finally, we mention that similar lemma has been previously used by Y. Tsutsumi
in his study of the Maxwell-Higgs equations, and Theorem 6.1 has been partly
obtained in [22]. The main difference between the arguments in this paper and in [22]
is the usage of Q0: In this paper we have used Q0 systematically to decompose the
nonlinear terms, while the derivatives of unknown functions has been considered in
[22] without using Q0:
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