Methods for formally evaluating the clustering of events in space or time, notably the scan statistic, have been richly developed and widely applied. In order to utilize the scan statistic and related approaches, it is necessary to know the extent of the spatial or temporal domains wherein the events arise. Implicit in their usage is that these domains have no "holes"-hereafter "exclusion zones"-regions in which events a priori cannot occur. However, in many contexts, this requirement is not met. When the exclusion zones are known, it is straightforward to correct the scan statistic for their occurrence by simply adjusting the extent of the domain. Here, we tackle the more ambitious objective of formally evaluating clustering in the presence of "unknown" exclusion zones. We develop an algorithm for estimating total exclusion zone extent, the quantity needed to correct scan statistic-based inference, using distributional properties of "spacings," and show how bias correction for this estimator can be effected. Performance of the algorithm is assessed via simulation study. We showcase applications to genomic settings for differing marker (event) types-binding sites, housekeeping genes, and microRNAs-wherein exclusion zones can arise through a variety of mechanisms. In several instances, dramatic changes to unadjusted inference that does not accommodate exclusions are evidenced.
INTRODUCTION
By way of motivation, we commence by briefly describing a problem, and corresponding methodology, recently advanced by Altuvia and others (2005) . Their interest, along with that of several subsequent authors (Baskerville and Bartel, 2005; Leung and others, 2008) , was in assessing the extent and patterns of genome-wide clustering of microRNAs (miRNAs). In order to formally evaluate the significance of miRNA clustering, Altuvia and others (2005) utilize a statistic based on the average of nearest neighbor distances, the null distribution thereof being obtained via generation of random data. As we have previously detailed (Segal and Wiemels, 2002) , this statistic will perform poorly in many situations when Clustering with exclusion zones: genomic applications 235 compared to statistics customized to detect clustering, notably the scan statistic (e.g. Glaz and Balakrishnan, 1999) . For example, consider a situation where we have c − 1 tightly clustered points and one outlying point well separated from the cluster. Now, consider an alternate configuration with c points equispaced on an interval of length equal to the distance between the cluster and the outlier. These 2 arrangements will have essentially the same average first nearest neighbor distance despite being diametrically opposite with regard to the extent of clustering. The salient feature of this example is that the use of "average" (global) nearest neighbor distances can be insensitive to the presence of clustering because of the influence of (a few) isolated points. These shortcomings are redressed by the use of "minimal" nearest neighbor distances that correspond to scan statistics.
However, our present concern is not with statistic choice but with a key facet of the approach used in obtaining a null referent distribution. Specifically, in obtaining random genomic coordinates (hereafter referred to as "markers") Altuvia and others (2005) exclude gaps, repeats, and low complexity regions of length 200 nucleotides (nt), the underlying logic being that miRNAs would not be observed in such regions. Such exclusions are consequential, with repeats constituting approximately 50% of the human genome. Furthermore, often the very process of marker determination precludes observations from such regions. This was the case, for example, in the tiling array-based determination of estrogen receptor (ER) and polymerase II binding sites (Carroll and others, 2006) described below, where repeat masking preceded tiling.
Scan statistic and related methods for formally evaluating the clustering of events in space or time have been richly developed and widely applied; see, for example, the books by Glaz and Balakrishnan (1999) and Glaz and others (2001) . In order to utilize these techniques, it is necessary to know the extent of the spatial or temporal domains wherein the events arise. Implicit in their usage is that these domains have no "holes"-hereafter "exclusion zones"-regions in which events a priori cannot occur. However, as illustrated above, this requirement is not always met. When the exclusion zones are themselves known, it is straightforward to correct the scan statistic for their occurrence by simply adjusting the extent of the domain.
Here, we address the more ambitious problem of estimating the extent of such putative exclusion zones from the marker data itself and describe how such estimates can be used in downstream significance assessments of clustering. While our examples derive from genomic settings, we note that the proposed technique is in no way constrained to such settings and potentially has much broader application. But, within the genomic arena, potential applications are clear and numerous. For instance, the extensive work of Karlin and others (see references in Glaz and others, 2001 and below) , that addresses a diverse range of genomic inhomogeneities, formally evaluates marker patterning via scan statistics (and variants thereof) and their attendant distributions. As we show, the accommodation of exclusion zones can profoundly impact inference in these contexts.
SCAN STATISTICS AND EXCLUSIONS
As stated, the scan statistic plays a forefront role in formal assessments of clustering and, in particular, has been widely used in genomic sequence analysis as the above-mentioned books exemplify. After briefly defining the scan statistic and related constructs, we indicate how its distribution is impacted by exclusion zones and how an estimate of the total exclusion extent can be used to mitigate this effect. Section 3 then details how such estimates are obtained.
Without loss of generality, we can rescale the region of interest (e.g. a chromosome) where markers (events) arise to the unit interval (0, 1). We adopt the standard uniform null (referent) model:
with X (i) the corresponding order statistics. For convenience, we will take X (0) = 0 and X (n+1) = 1 throughout and require, in accordance with (2.1) that the X i are distinct. Let N x,x+d = #{X i : X i ∈ (x, x + d)} be the number of markers contained in the interval (x, x + d). Then, the scan statistic for prescribed interval length (extent) d is defined as N d = sup x N x,x+d , the maximum number of markers in such an interval. If we also define L k to be the length of smallest subinterval of (0, 1) containing k markers, then L k is the minimum k nearest neighbor (kNN) statistic and we have
so that tests based on the scan and minimum kNN statistics are equivalent. The exact distribution corresponding to (2.2) is exceedingly complex (see Huntington and Naus, 1975 ) and computationally impractical. This has led to a wealth of approximations. Instead of working directly with scan or minimum kNN statistics, Huffer and Lin (1997) 
3) (Aldous, 1989) .
A suite of alternate, large deviations-based, approximations for the distribution of the scan statistic was developed by Loader (1991) . The first of these-which pertains to the known d case, does not employ endpoint correction is computationally simple, and is highly accurate in the upper tail for a range of sample sizes, n, and interval lengths, d-is given by b(k; n, d ) is the binomial probability mass function. We require > 0 and so need k > nd, the expected number of markers in an interval of length d under uniformity. The approximation (2.5) serves to showcase what the effect of exclusion zones will be on scan statistic-based inference concerning clustering. The null (uniform) model with exclusions is
where (a j , b j ) are the "unknown" individual exclusion intervals, of length l j = (b j − a j ), the total exclusion length being L = J j=1 l j . We require that l j be large relative to the one spacings,
, in order for the concept of an exclusion interval to be meaningful. Due to the exclusions, the effective extent of a putative cluster of length d is d * = d/(1− L). In other words, in the face of exclusion intervals, using an entire chromosome (standardized to (0, 1)) as a basis for calibrating the length of a putative cluster gives rise to lengths that are artificially small and hence, as per significance assessment using (2.5), p-values that are too small. Intuitively, we ought to be able to obtain at least approximately corrected inferences by estimating L and applying (2.5) using d * . This proposition is assessed via simulation in Section 4.
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A natural and straightforward way to estimate the exclusion extent L is to simply sum the largest 1-spacings since, for n sufficiently large, these will straddle the individual exclusion intervals. Now, while this approach will incur some upward bias, as the spacings will strictly contain the exclusion intervals, the far more critical issue is determining what constitutes "large" in the face of unknown J . As
. So, we could operationalize large as those 1-spacings greater than Q = 1/(n + 1) + C n/(n + 1) 2 (n + 2), for some tuning parameter C. The resultant estimator would then be of the form
where I () is the indicator function. However, effectively prescribing or estimating C proved challenging. But, these difficulties may derive from use of an inappropriate referent distribution: our assessment of large ought to be based on the distribution of the "maximal" 1-spacing. Let F be the cumulative distribution function (cdf) of max 1 i n−1 G 1 i computed under the null hypothesis H 0 : L = 0, that is under (2.6) with J = 0. A reasonable choice for Q in (3.1) would be a quantile in the upper tail of F:
We discuss specification of p subsequently, with p = 0.95 representing a reasonable default. An exact expression for F is given by (see Karlin and others, 1993; David and Nagaraja, 2003) :
This expression is modified from the cited versions to accommodate the fact that two 1-spacings, (0, X (1) ) and (X (n) , 1), are not used giving a total of n − 1 1-spacings. There is no closed-form expression for (exact) quantiles F −1 ( p) however since both F and its derivative are readily evaluated, numerical values of F −1 ( p) can be quickly computed by using Newton-Raphson to solve F(t) = p. This approach is enhanced by provision of good starting values that are obtained as follows. For large n, we have that,
∼ Exp(1/(n + 1)). Correspondingly, F is approximately the cdf of the maximum of n − 1 i.i.d. exponential random variables with mean 1/(n+1) which, for large n is
Rearranging leads to
from which appropriate starting values can be calculated. As noted, the estimator (3.1) is upwardly biased. The following argument produces a bias-corrected estimatorthat outperforms its uncorrected precursor in (limited) simulation studies (not shown). Suppose there are exactly J exclusion zones having total length L, each enclosed by a single 1-spacing. If we shrink the exclusion zones down to J points what remains is an interval of length 1 − L containing n + J points. These points partition the interval into n + J + 1 segments the average length of which is thus (1 − L)/(n + J + 1). Each of the 1-spacings that enclose an exclusion zone comprises the exclusion zone plus 2 of these pieces. Now, let the total length of these enclosing 1-spacings be S. Then
, withd following via substitution, resulting in our final biascorrected estimateL
All subsequent exclusion zone estimation makes recourse to (3.5).
In a series of papers, Karlin and others (Karlin and Macken, 1991a,b; Karlin and others, 1993; Karlin and Cardon, 1994) advocate using maxima of k − 1 spacings, as opposed to (solely) 1-spacings, to detect genome scale inhomogeneities, corresponding to use of the scan statistic via (2.3) and (2.4). They promote examination of a range of k values and note that reliance on 1-spacings can suffer a relative lack of robustness due to measurement error in determining marker positions. These considerations can be applied to detecting exclusion zones and, indeed, they motivated our initial attempts. Analogous to (3.2), the distribution for the "maximal" k − 1 spacing,
, is given by
However, use of (3.6) is clearly much less tractable than the scheme based on 1-spacings described above.
Further, efforts at approximation produced estimators whose performance was inferior toL bc as assessed via simulations described next which, in turn, revealL bc to be highly accurate.
SIMULATIONS
To assess the effect of sample size, and the extent and number of exclusion zones, on the estimation of L, we make recourse to a simulation study. For a given sample size, markers are randomly generated according to (2.6). Four different sample sizes are displayed: n = 100, 500, 1000, 2000, although several more were examined. Within each sample size, we (i) vary the number of equispaced exclusion zones J = 0, 1, . . . , 5, each of unit size 0.1, so that the total exclusion extent is 0, 0.1, . . . , 0.5, and (ii) examine single exclusion zones with the same extents as (i). Data generation to achieve the exclusions proceeds by generating n uniform variates on (0, 1 − L) where L = j (b j − a j ) and then splicing in the intervals (a j , b j ). Each configuration (sample size × exclusion extent × exclusion pattern) is replicated 1000 times. The simulation results are presented in Table 1 . They show that the estimation approach, using default tuning parameter specifications as described above, performs remarkably well yielding accurate Clustering with exclusion zones: genomic applications 239 and precise estimates even when markers are sparse. As anticipated, results are slightly superior for a single exclusion interval compared to multiple intervals of equal extent, due to fewer and larger intervals and associated diminution of edge effects.
We also compared the performance of the bias-corrected estimate (3.5) with the uncorrected analog given by (3.1), employing the same thresholding ( p = 0.95) for each. The same scenarios as used in Table 1 were considered, again using 1000 replications. Results (not shown) demonstrate the benefits of bias correction, at least for these settings, with reductions in root mean square error by factors ranging from 1.2 to 3.5. As expected, these gains were largely driven by decreased bias ofL bc .
As further performance evaluation in a setting that resembles a real genomic environment, where both the unit exclusion zones on a chromosome can vary appreciably in size and are more numerous, we frame a simulation based on RNA repeats on human Chromosome 10. This specific class of repeats was selected for computational simplicity and tractability since they are much less abundant than other common repeat classes, such as long interspersed nuclear elements and short interspersed nuclear elements. There are a total of 37 RNA repeats with sizes ranging from 72 bp to 310 bp that we utilize as exclusion zones. We rescaled Chromosome 10 length such that the (true) exclusion extent totaled 0.44. Separations between exclusion zones were randomly generated according to a uniform distribution spanning the range of the exclusion zone sizes. Applying our estimation approach with marker numbers n = 500, 1000, 1500, 2000 results in respectiveL bc means (standard deviations) of 0.41 (0.01), 0.41 (0.01), 0.43 (0.01), 0.43 (0.01), again based on 1000 simulations and p = 0.95.
We also conducted a small simulation study to evaluate the accuracy of p-values obtained by applying (2.5) using d * = d/(1 − L) to account for exclusion zones. Results are presented in Table 2 . We use the same multiple exclusion zones as in configurations (i) above, listed in the first column (E-E: exclusion extent). Two marker interval extents are used, d = 0.01 and d = 0.05, corresponding to the top and bottom panels, respectively. A range of marker counts, k, were chosen so as to surround (true) tail probabilities of conventional interest, with only a selection presented for brevity. The true probabilities (column headed "True") were obtained via simulation using 10 000 random draws from the null model (2.6). Corresponding p-value estimates using d * and (2.5) are given in the column headed "d * ," while those obtained without any correction for exclusions and based directly on the prescribed d are given in the column so labeled. In computing d * , we have taken L as known although, based on the accuracies Table 2 . Simulation study: p-value comparisons attained by our estimatorL bc as shown in Table 1 , this will not likely have a big effect. Throughout, a sample size n = 1000 was employed. Overall, the results indicate that the true tail probabilities can be accurately estimated. As expected, results are worst for large d and large exclusion extent, cf. the last row. The estimates are conservative to the extent that they exceed the true p-values but this pertains (at least here) even to the situation where there are no exclusions, and so reflects in part the large deviation approximation (2.5). Most importantly, as we foreshadowed in Section 2, ignoring exclusions in computing p-values leads to inflated significance (columns headed d vs. True). However, the extent of this inflation is striking, emphasizing the importance of pursuing exclusion zone corrections.
GENOMIC EXAMPLES
We apply the estimation scheme developed in Section 2 to several genomic settings where assessment of clustering was of interest. We show that the impact of accommodating the estimated exclusion zone extentL bc on formal testing of clustering via the corrected scan statistic ((2.5)
can be dramatic. In each example, repeat regions will be the primary source of exclusion regions. This means that correction of scan statistic-based p-values could simply be effected using the known extent of repeat sequence, that is, there is no need to estimateL bc since it is known. However, the following considerations justify exploration of the performance of the estimation scheme: (i) there may be other, nonrepetitive, sources of inherent exclusion; (ii) in some instances, it is aspects/patterns of repeat sequence itself that constitute the markers of interest (Karlin and others, 1993) ; and (iii) by applying the proposed approach in situations where we have at least an approximate idea of the magnitude of L we gain a qualitative sense of the scheme's performance in real data settings. Throughout, we take p = 0.67, as we anticipate both large and numerous small exclusion zones, given the nature of repeat regions in the human genome. Carroll and others (2006) contrast the genomic distribution of ER and RNA polymerase II (PolII) binding sites in the Michigan Cancer Foundation-7 breast cancer cell line. They note that PolII binding is strongly correlated with (per chromosome) gene number but not with chromosome length since its binding was heavily promoter proximal. However, ER binding is less well correlated with gene number and comparably correlated with chromosome length since ER binding is distributed within and between genes rather than restricted to being promoter proximal. These differences, along with extensive additional data, are used to advance ideas surrounding ER binding sites as functional cis-regulatory domains distinct from promoters, and that promotor proximal regions do not fully identify most primary sites of estrogen regulation. Binding site marker locations were obtained using ChIP-chip via Affymetrix Human tiling 1.0 microarrays representing the entire "nonrepetitive" human genome sequence (NCBI build 35) tiled at 35-bp resolution.
ER and RNA polymerase II binding sites
Estimates of total exclusion zone extent,L bc , for ER and PolII across all chromosomes (excepting Y for which insufficient markers-binding sites-are reported) are provided in Table 3 . For chromosomes with moderate numbers of markers, exclusion extent estimates are well removed from 0, consistent with the extent of repetitive human genome sequence. Further, the 2 sets of estimates show good concordance, with a correlation of 0.49. Not surprisingly, for small marker numbers (<50), exclusion zone estimates of or near 0 arise. However, in most cases with nonzero estimates, failure to accommodate exclusion zone extent in formally evaluating clustering will lead to dramatically overstated significance, as illustrated by the following examples. Figure 1 depicts ER binding site positions on Chromosome 1 via the "rug" (blue ticks) on the x-axis. The red curve is a Gaussian kernel density estimate obtained using Sheather-Jones bandwidth (Sheather and Jones, 1991) . Modes in the density (essentially) correspond to clusters. The cluster of k = 59 ER binding sites corresponding to the dominant mode (centered at 1.13 × 10 −8 , between the dashed vertical lines, with standardized d = 0.043) is highly significant according to the scan statistic with p = 2.3 × 10 −13 . When corrected for exclusion zones this is attenuated to p = 4.7 × 10 −9 . Similarly, the adjacent cluster of k = 41 ER binding sites centered at 1.5 × 10 −8 (between the dotted lines; standardized d = 0.046 ) has a highly significant p-value of p = 1.0 × 10 −6 that becomes nominally nonsignificant on correction: p = 0.068. Such erosion of significance on exclusion zone correction pertains to the other ER modes and reinforces the observations of Carroll and others (2006) with respect to the distribution of ER binding sites. Conversely, for PolII binding sites, while there also was (necessarily) attenuation of scan statistic significance, several modes retained nominal significance ( p < 0.05) after correction, in accord with the promoter proximal distribution of PolII sites (not shown). Lercher and others (2002) use serial analysis of gene expression (SAGE) and expressed-sequence tag data to address several interrelated questions concerning the distribution of genes throughout the human genome, with a focus on clustering issues. In particular, they assess tissue-specific clustering over 14 tissues and revisit findings (Caron and others, 2001 ) of clustering among genes with high rates of expression. Their results include (i) that "housekeeping genes," those expressed in most tissues, here defined as 9/14, show strong clustering, and (ii) the apparent clustering of highly expressed genes is driven by the clustering of housekeeping genes. Lercher and others (2002) evaluate overall dispersion rather than assessing significance of putative individual clusters. They define "dispersion," as mean/variance of gene numbers in sliding windows of (prescribed) width 300 kb, with a step size of 100 kb.
Housekeeping Genes
In Table 3 estimates of exclusion zones based on clumping of SAGE defined housekeeping genes are presented. These were again estimated using the prescription outlined in Section 3. As with the binding site data, for chromosomes with moderate numbers of markers, exclusion extent estimates are consistent with the extent of repeat regions. In a subsequent paper, Lercher and others (2004) utilize microarraybased expression measures to define housekeeping genes. Exclusion zone estimates for this determination are also included in Table 3 . As with the binding site data, we see good agreement between related sets of exclusion extent estimates, the correlation between SAGE and microarray values being 0.56. With regard to the SAGE data, Chromosome 11 is showcased as exhibiting clusters of housekeeping genes. However, while the central mode, as depicted in Figure 2 , is highly significant according to the scan statistic, none of the other clusters attain even nominal significance. The familiar attenuation of scan statistic significance on correcting for exclusion extent is again evident, with unadjusted and adjusted p-values of 2.1 × 10 −24 and 5.0 × 10 −13 , respectively. This scenario is reprised on other chromosomes, often, however, with corrected p-values not retaining nominal significance. For example, for Chromosome 1, which features the most housekeeping genes, even the most significant cluster (see Figure 3 ) has its uncorrected p-value of 1.9 × 10 −5 substantially attenuated to p = 0.45 on exclusion zone adjustment. Accordingly, we conjecture that the overall clustering of housekeeping genes claimed by Lercher and others (2002) is driven by small numbers of individually (highly) significant clusters. 
MicroRNAs
We now return to Altuvia and others (2005) study of miRNA clustering that motivated our development of exclusion zone estimation, as described in Section 1. The extent to which miRNA genes cluster has evolutionary and functional implications. Prior to the work of Altuvia and others, a total of 37% of known human miRNA genes occurred in clusters of 2 or more with pairwise distances 3000 nt. But, after the identification of novel miRNAs, Altuvia and others, using their methodology for assessing clustering, boost this to 42%. However, as we indicated in Section 1, this methodology does not constitute the most robust means for evaluating clustering. Here, we reappraise some of the declared clusters using the scan statistic coupled with our exclusion zone estimation procedure.
There are appreciably fewer miRNA markers than was the case for the preceding examples. Hence, we anticipate greater instability in results, as is perhaps evident by the variability of the miRNAL bc estimates presented in Table 3 . These were obtained by ignoring miRNA orientation and combining markers across strands. But, on account of the extensive evidence supporting the view that clustered miRNAs are transcribed polycistronically (Bartel, 2004; Cullen, 2004) , below we reassess select individual cluster significance in a strand-specific fashion. Indeed, presumably because of the tightness of clustering mandated by such polycistronic transcription, our scan statistic-based analysis affirmed all but one of the clusters identified by Altuvia and others. This cluster, consisting of miR-105-1 and miR-105-2, separated by 2112 nt on the X minus strand, has host protein coding gene GABA3. The uncorrected scan statistic p-value is 0.05 which, on correction for exclusion zones, attenuates to 0.08. Redefining these miRNA as unclustered obviously has little impact (<1%) on the overall percentage of miRNA gene clustering.
DISCUSSION
We have developed an approach for correcting scan statistic-based inference for cluster detection to the situation where the underlying domains may feature unknown exclusion zones. While our illustrative applications all pertained to genomic markers, where the domains are chromosomes, we emphasize that the technique is fully general and in no way restricted to such settings. For example, environmental monitoring stations frequently record exceedance events over some time interval. The occurrence of power failures and/or other equipment malfunction, if accompanied by automated restart, will generate exclusion zones of the type described.
Much remains by way of future work. A key, yet challenging task, is to obtain error estimates or bounds for our estimateL bc . Possessing such would facilitate providing intervals and/or placing bounds on the corrected scan statistic p-values. This is important in view of the instabilities cited with respect to small (marker) sample sizes. The problems we have addressed are 1D. While scan statistic generalizations to higher dimensions have been developed, extending our scheme for handling exclusion zones to these settings seems prohibitive. More refined approaches to incorporation of prior information could also be pursued. For the genomic applications, wherein repeat regions constituted at least one source of exclusion zone, we informally used their known extent to (conservatively) specify the value p used in computing the threshold Q = F −1 ( p). A more formal means for choosing p that exploited such information would be desirable. Nonetheless, even without these additions, the methodology proposed provides a simple means for improving inference and, as demonstrated in the examples, can result in consequential changes from unadjusted approaches.
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