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Abstract
The 3-dimensional coordinates of alpha-carbon atoms of proteins are used to distinguish the
protein structural classes based on recurrence quantification analysis (RQA). We consider two
independent variables from RQA of coordinates of alpha-carbon atoms, %determ1 and %determ2,
which were defined by Webber et al. (2001). The variable %determ2 is used to define two new
variables, %determ21 and %determ22 . Then three variables %determ1, %determ21 and %determ22
are used to construct a 3-dimensional variable space. Each protein is represented by a point in this
variable space. The points corresponding to proteins from the α, β, α+β and α/β structural classes
position into different areas in this variable space. In order to give a quantitative assessment of
our clustering on the selected proteins, Fisher’s discriminant algorithm is used. Numerical results
indicate that the discriminant accuracies are very high and satisfactory.
1 Introduction
Proteins are chains of amino acids joined by peptide bonds. Many conformations of the chain are
possible due to the rotation of the chain about each alpha-carbon atom. It is these conformational
variations that are responsible for differences in the 3-dimensional structures of proteins. And it is al-
ready known that several kinds of regular backbone conformations of proteins have been discovered by
careful observations of their tertiary structures as determined by X-ray and nuclear magnetic resonance
(NMR) analyzes. Two of their regular arrangements are the α-helix and β-sheet, globally known as
two of protein secondary structures. Much of the protein core comprises regular secondary structures,
α-helix and β-sheet, folded into a 3-dimensional configuration. In these secondary structures, regular
patterns of H bonds are formed between neighboring amino acids. The formation of these structures
neutralizes the polar groups on each amino acid. The secondary structures are tightly packed in the
protein core in a hydrophobic environment. Each amino acid side group has a limited volume to
occupy and a limited number of possible interactions with other nearby side chains, a situation that
must be taken into account in molecular modeling and alignments (Mount 2001).
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One of the most important problems is prediction of protein structure and function from amino acid
sequence. Protein secondary structure, which is a summary of the general conformation and hydrogen
bonding pattern of the amino acid backbone (Frishman and Argos 1995; Crooks and Brenner 2004),
provides some knowledge to further simplify the complicated 3D structure prediction problem. Hence
an intermediate but useful step is to predict the protein secondary structure. Since the 1970s, many
methods have been developed for predicting protein secondary structure (see the references in Yu et
al. 2006). Four principal classes of protein structure, all-α class, all-β class, α + β class and α/β
class, were recognized based on the types and arrangements of secondary structural elements, such as
the α-helix and β-sheet (Levitt and Chothia 1976). This structural classification has been accepted
and widely used in protein structure and function prediction. As a consequence, the classification of
protein structures becomes an important problem and can help to build protein database and to predict
protein function. Hou et al. (2005) (see also a short report recently published in Science (Service
2005)) constructed a map of the protein structure space using the pairwise structural similarity of 1898
protein chains. They found that the space has a defining feature showing these four classes clustered
together as four elongated arms emerging from a common center. Torrens (2001) used fractal dimension
of protein to study protein structures. Rogen and Fain (2003) constructed a measure (scaled Gauss
metric, SGM) of similarity of protein shapes to group proteins into their class. A parameter from a
fractal model based on detailed HP model was found by Yu et al. (2004) to be related to the protein
structural classes. Yu et al. (2006) used fractal analysis of measure and Z curve representations of
proteins, and multifractal analysis of the protein hydrophobic free energy and solvent accessibility
sequences to get some parameters to classify protein structures.
Noting that the arrangements of alpha-carbons atoms of α-helix and β-sheet are quite different and
the interaction between the neighboring amino acids is very important, we wish to study the protein
secondary structure through analyzing the position of alpha-carbon atoms and the interaction between
them. In fact, many works have been done in this area. More than 30 years ago, it was recognized that
these types of secondary structures were readily distinguishable in contact maps whereby intersecting
coordinates of alpha-carbons within a specified Euclidean distance of each other were plotted in a
sparse matrix (Phillip 1970). Since then, numerous studies have employed contact map strategies to
understand protein secondary structures (Dinner et al. 1998; Gromliha and Selvaraj 1999; Nichols
et al. 1995; Selbig and Argos 1998). Kabsch and Sander (1983) successfully implemented a pattern-
recognition process to extract geometrical features of proteins from the X-ray coordinates of alpha-
carbons and detected protein secondary structures based solely on H bonds, which have been used to
classify protein structures in the program DSSP (Define Secondary Structure of Proteins). Recurrence
quantification analysis (RQA) is a relative new nonlinear technique, originally developed by Eckmann
et al. (1987) as a purely graphical method and then made quantitative by Webber and Zbilut (1994),
Zbilut and Webber (1992). The ability of RQA to deal with protein sequences was investigated in
Giuliani et al. 2000; Zbilut et al. 1998, 2000; Manetti et al. 1999a, 1999b; Webber et al. 2001. Their
works about signal analysis methods in elucidation of protein sequence-structure relationships was
reviewed in Giuliani et al. (2002).
Webber et al. (2001) defined two independent variables, %determ1 and %determ2, to elucidate
protein secondary structures based on the RQA of coordinates of alpha-carbon atoms. The variables
%determ1 and %determ2 can describe the percentage of alpha-carbons that compose α-helix and β-
sheet respectively. In this paper, we utilize these two variables to distinguish proteins from different
structure classes. According to the definition of the four structural classes, all-α proteins comprise a
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bundle of α-helices connected by loops on the surface of the proteins; all-β proteins comprise mainly
β-sheets, usually two sheets in close contact forming a sandwich. The α/β protein consists of α-helices
and β-sheets that are alternately mixed and the β-sheets are often parallel. The α+β protein consists
of the conformation in which α-helices and β-strands are largely separated and the β-sheets are often
antiparallel (Mount 2001). So the content of helix/sheet is a good index for distinguishing all-α proteins
and all-β proteins. But it is obvious that these indices cannot discriminate between α + β proteins
and α/β proteins. We note that the β-sheets in α/β proteins are often parallel, while the β-sheets
in α+ β proteins are often antiparallel. So we might use this difference to distinguish α+ β proteins
and α/β proteins. Here we use %determ2 to define two new variables, %determ21 and %determ22 ,
which describes the percentage of alpha-carbons that compose parallel β-sheet and antiparallel β-sheet
respectively. Then we could use three variables %determ1, %determ21 and %determ22 to construct
a 3-dimensional variable space. Each protein could be represented by a point in this variable space.
We find that the points corresponding to proteins from the α, β, α + β and α/β structural classes
position into different areas in this variable space.
2 Methods
Webber et al. (2001) used the recurrence quantification analysis (RQA) technique to study the
3-dimensional coordinates of alpha-carbon atoms of proteins. For convenience, we briefly describe the
process how to define the two variables, %determ1 and %determ2.
Suppose the protein has NC residues. First, we use the 3-dimensional coordinates of alpha-carbon
atoms of the protein to construct a matrix and replace the embedding matrix in common RQA. We use
xi, yi, zi to denote the coordinates (A˚) of the ith alpha-carbon atom along the backbone of the protein.
Then we construct NC×3 a matrix whose ith row is (xi, yi, zi). Secondly, we use the coordinate matrix
to calculate the distance matrix D = [Dij ]NC×NC . The Euclidean distance between each pair (i, j) of
alpha-carbon atoms is computed as
Dij =
√
(xi − xj)2 + (yi − yj)2 + (zi − zj)2. (1)
Thirdly, we use RQA to study the distance matrix. Here we need to define four recurrence parameters
(radius, line, residue and separation). The radius is a parameter to decide whether the point (i, j)
is a recurrence point (RP) which we should plot in the RQA graph (see Webber et al. 2001). If
Dij ≤ radius, we call the point (i, j) an RP. The segment formed by the RPs on a line without
interval is called a line segment. The line parameter is the minimal length of line segments we will
consider in our analysis. The residue parameter is a number defined to exclude recurrences from alpha-
carbons that were close simply because of their adjacency along the continuous alpha-carbons chain.
That is to say we just need to consider the point (i, j) which satisfies the condition |i− j| ≥ residue.
The separation parameter is used to distinguish the α parallelism and β parallelism. In this paper,
parallel and antiparallel means parallel to and vertical to the central diagonal respectively. The RP
(i, j) composing the parallel lines with the limit of |i− j| ≤ separation is regarded as point composing
α-helices, while the RPs composing the antiparallel lines without the limit are categorized as points
composing β-sheets (see Figs. 3 and 4 in Webber et al. (2001)). We have used NC to denote
the number of alpha-carbon atoms in the protein. Now we denote by Np1 the number of RPs on
parallel lines with the limit of |i − j| ≤ separation, Np2 the number of RPs on parallel lines with
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|i − j| > separation, and Np3 the number of RPs on antiparallel lines. Then we calculate %determ1
and %determ2 as
%determ1 =
Np1
NC
(2)
%determ2 =
Np2 +Np3
NC
. (3)
These two variables are important for our purpose. We find that the variable %determ2 actually
includes two parts. One part is the percentage of recurrent points forming parallel lines. We use
%determ21 to denote this part. The other part of %determ2 is the percentage of recurrent points
forming antiparallel lines. We denote this part as %determ22 . Mathematically the two variables,
%determ21 and %determ22 , are defined as follow:
%determ21 =
Np2
NC
(4)
%determ22 =
Np3
NC
, (5)
After studying the relationship between the protein secondary structures and the two new variables
%determ21 and %determ22 , we find that %determ21 can describe the percentage of parallel β-sheets,
and %determ22 can describe the percentage of antiparallel β-sheets. Thus, the two variables might
be able to distinguish α + β proteins and α/β proteins according to the difference between the two
classes of proteins as pointed out in the introduction of this paper.
Therefore, we get three variables%determ1,%determ21 and%determ22 to construct a 3-dimensional
variable space to cluster protein structures. Each protein can be represented by a point in this variable
space.
3 Results and Discussion
We arbitrarily selected 50 all-α proteins, 49 all-β proteins, 50 α+β proteins and 44 α/β proteins (in
total 193 proteins) from the RCSB Protein Data Bank (PDB) (http://www.rcsb.org/ pdb/index.html)
without any biological consideration. The PDB IDs for these 193 proteins are listed in Table 1.
We set the four recurrence parameters as radius=6 (A˚), residue=3, line=5, separation=10 as in
Figure 5 of Webber et al. (2001). Then we calculate the value of three variables, %determ1, %determ21
and %determ22 , for each protein using the equations (2), (4) and (5). We plot all points (%determ1,
%determ21 , %determ22 ) of 193 proteins in a 3-dimensional variable space in Figure 1. From this
figure, we can see the facility in distinguishing proteins from all-α, all-β, α + β and α/β structural
classes in the variable space. We find that these points cluster into four different regions in the 3-
dimensional variable space. The facility in distinguishing all-α proteins from all-β proteins is very
good: they are divided into two quite different areas without any overlapping. On the other hand, the
α+β proteins and α/β proteins have only a small part overlapping. Hence %determ1, %determ21 and
%determ22 are three good variables to cluster proteins from different structural classes. We propose
a method to cluster proteins from four different structural classes by three steps:
(1) Separating all-β proteins from {all-α, α+ β, α/β} proteins;
(2) Separating all-α proteins from {α+ β, α/β} proteins;
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Table 1: List of 193 Selected Proteins
Class PDB ID
2WRP 105M 155C 1A01 1A0U 1A2S 1A3D 1A6G 1A6K 1B1U
1B67 1BBN 1BG7 1BM0 1BU2 1C2R 1CBM 1CIE 1CMY 1CSC
α 1CYJ 1DEG 1DLW 1DTI 1DXU 1E7E 1ECO 6HBI 1ASH 1BCF
1EMY 1FLP 1HDA 1HLB 1IBE 1ILK 1ITH 1MAZ 1MLS 1RHG
1SPG 1SRA 1VLS 2ASR 2FAL 2GDM 2HBG 2LHB 2PGH 3SDH
1AG6 1ALB 1DZL 1EUT 1FNF 1A64 1A6C 1A65 1B9S 1C8F
1DAB 1DBG 1AW8 1B4L 1BAR 1BDY 1BMZ 1BRA 1BW8 1C1E
β 1C8A 1CBS 9HVP 1A0J 1A3Z 1A6U 1AB9 1TNF 1BAF 1BBD
1CFB 1EAP 1EDH 1GAF 1GEN 1GGI 1GNH 1IND 1MFB 1PEX
1SAC 1TCR 1VCA 1YNA 2AYH 2CGR 6FAB 7FAB 8FAB
1A1E 1A5P 1A3A 1A86 1AGW 1A8T 1AYF 1B38 1BC2 1BHN
1BMC 1BQB 1BR5 1BUH 1C44 1C8T 1CF5 1CGL 1AEC 1CQN
α+ β 1AIM 1D7J 9PAP 1AYD 1BHF 4MAT 3RHN 3ERK 2SXL 2PBH
1COF 1DEF 1DOI 1FIL 1GTQ 1LIT 1MKA 1MSC 1NHK 1PKP
2TBD 1DMT 1EWF 1BP1 1KA2 1BNE 1C3I 1B21 1B6B 1CEW
1HJR 1ITG 1AMP 1CVL 1DOR 1GCA 1GHR 1GYM 1LBI 1LUC
1NAR 1PBN 1PFK 1SBP 1THT 1VDC 1VPT 1XEL 2ALR 2BGU
α/β 2CTC 2EBN 3ECA 8ABP 13PK 1A4L 1A7L 1AB6 1AGP 1AKA
1ANF 1ASL 1B16 1B46 1BDG 1BHL 1BMQ 1BRT 1BX3 1C1D
1C7F 1C9W 1CFZ 1CK4
(3) Separating α+β proteins from α/β proteins. We show the above steps 1 to 3 graphically in Figures
1 to 4 respectively.
In order to give a quantitative assessment of our clustering on these 193 selected proteins, we
use Fisher’s discriminant algorithm (Mardia et al. 1979, Duda et al. 2001) to get the discriminant
accuracies of our method.
The Fisher’s discriminant algorithm is a technique used to look for a classifier in the variable space
for the data set which can be described as follows. The given training set H = {x1,x2, . . . ,xn} =
{H1,H2} is partitioned into n1 (≤ n) training vectors in subset H1 and n2 (≤ n) training vectors in
subset H2, where n1+n2 = n and each vector xi is a point in the three-dimensional space. We need to
find a parameter vector w = (w1, w2, w3) such that {yi = wTxi}ni=1 can be classified into two classes
in the real number space. If we denote
mj =
1
nj
∑
xi∈Hj
xi, j = 1, 2, (6)
Sj =
∑
xi∈Hj
(xi −mj)(xi −mj)T , j = 1, 2, (7)
Sw = S1 + S2, (8)
then the estimation of the parameter vector w is S−1w (m1 −m2) (Duda et al. 2001). As a result,
Fisher’s discriminant rule becomes
“allow x to H1 if (m1 −m2)TS−1w [x − 12(m1 +m2)] > 0 and to H2 otherwise.” (Mardia
et al. 1979).
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We use the whole data set as the training set because the selected protein data set is still small.
The discriminant accuracies of each step for each protein structure are defined as
pβ =
The number of correct discriminated all-β proteins
The number of all-β proteins in the training set
, (9)
pα =
The number of correct discriminated all-α proteins
The number of all-α proteins in the training set
, (10)
pα+β =
The number of correct discriminated α+ β proteins
The number of α+ β proteins in the training set
, (11)
pα/β =
The number of correct discriminated α/β proteins
The number of α/β proteins in the training set
. (12)
We then calculate the parameter vectors and the discriminant accuracies in step 1 to 3 of our
method. The estimated values are listed in Table 2. From Table 2, we can see the discriminant
accuracies of the four structural classes, pβ, pα, pα+β and pα/β, reach 93.88%, 94.00%, 82.00% and
88.64% respectively.
Yu et al. (2006) proposed a fractal method to cluster protein structures starting from the amino
acid sequences of proteins. That method just works well for large proteins as required by fractal
theory. Although we need to use the location information of alpha-carbon atoms in the protein in the
present method rather than the amino acids sequences, we can get higher discriminant accuracies to
cluster proteins and can deal with all proteins without the limit of the length of protein sequence.
4 Conclusions
We can classify the protein structures very well using alpha-carbon information. In fact, what
we need is the location of alpha-carbon atoms (i.e., without resorting to H bond consideration). The
difference that the β-sheets are often parallel in α/β proteins, while often antiparallel in α+β proteins
can be used to distinguish these two classes of protein structures. The three variables, %determ1,
%determ21 , %determ22 , can describe the percentage of α-helices, parallel β-sheets and antiparallel
β-sheets respectively very well. And they are good variables to classify protein structures. The
discriminant accuracies of the four structural classes, pβ, pα, pα+β and pα/β, reach 93.88%, 94.00%,
82.00% and 88.64% respectively.
Alpha-carbon recurrence quantifications analysis is a viable method to research protein structures.
Table 2: The parameters in Fisher’s discriminant and the discriminant accuracies for the four protein structural
classes.
class w1 w2 w3 accuracy
β -0.0004 0.0002 0.0006 pβ=93.88%
α 0.0016 -0.0049 -0.0015 pα=94.00%
α+ β -0.0017 -0.0046 0.0003 pα+β=82.00%
α/β -0.0017 -0.0046 0.0003 pα/β=88.64%
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Figure 1: The location of proteins from the four classes in the 3-dimensional variable space.
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Figure 2: The location of proteins from the all-α, α+ β and α/β classes in the variable space.
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Figure 3: The location of proteins from the α+ β and α/β classes in the variable space.
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Figure 4: The location of proteins from the α/β class in the variable space.
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