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Abstract
During the last decades, technology has made it possible to produce devices at
smaller and smaller length scales. Central in these devices are their conduct-
ing properties, as they can be made very clean, making it easy for electrons
to flow through them. One particular device, known as a quantum point
contact, exhibits such good conducting properties that the electrons can pass
form one side to the other without colliding with impurities or defects. Due
to quantum confinement in the direction perpendicular to the flow of elec-
trons, the conductance shows quantized steps at integer values of 2e
2
h . This
reflects the wave nature of the electrons and is thus a remarkable demonstra-
tion of quantum mechanics. Although the quantum point contact has been
studied for more than two decades it exhibits a feature which is not yet fully
understood, the 0.7 anomaly. It appears as a ’shoulder’, or extra step, below
the lowest conductance plateau, and is a deviation from the non-interacting
picture leading to the conductance steps. In this thesis, conductance in quan-
tum point contacts will be treated in the non-interacting case, but we keep
in mind the rich nature of phenomena that are present in QPCs.
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Introduction
In this thesis I will look at the conductance through a narrow mesoscopic constriction
known as a quantum point contact. These systems are interesting because the conduc-
tance through them is quantized, with steps appearing one at a time as the constriction
is made wider. The focus will be on calculating the conductance in the non-interacting
approach and show how the steps appear. For this purpose, I use the method of Green’s
functions, which will be explained in detail.
While much is understood about the conductance in quantum point contacts, a fea-
ture known as the 0.7 anomaly has puzzled many physicists since its discovery. Different
theories seek to explain it, but there is still no broad consensus as to its cause. In the first
chapter we will review the experimental status of conductance in quantum point con-
tacts. This is our motivation for looking at the theory in chapter 2, where the transport
of non-interacting electrons is explained. In chapters 3 and 4 we develop and imple-
ment a numerical model for the calculation of conductance. Towards the end, we discuss
the formation of bound states in QPCs, which is a central theory to explaining the 0.7
anomaly.
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Chapter 1
A review of experiments on
one-dimensional transport
1.1 Quantum point contacts
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Figure 1.1: (a) AlGaAs and GaAs heterojunction. The two-dimensional gas is formed
on the GaAs side. The axes define the three spatial directions. (b) Band structure of
AlGaAs and GaAs. (c) Band structure after they have been brought into contact. The
bands bend due to the charge distribution at the interface. A dip is seen at the interface,
with the Fermi energy inside the dip.
Quantum point contacs (QPCs) can be fabricated using semiconductor materials.
Two semiconductors, aluminum gallium arsenide (AlGaAs), doped with silisium (Si)
atoms, and gallium arsenide (GaAs) are brought into contact. The Si-atoms provide
the AlGaAs with free carrier electrons. The conduction band is higher for AlGaAs than
7
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Figure 1.2: A schematic drawing of a QPC. Gate electrodes are placed on top of the
2DEG depleting the region beneath. The orange area represents the 2DEG and the
yellow area is the depleted region.
for GaAs, and consequently electrons spill over to the GaAs side from the AlGaAs side.
Positively charged Si-atoms are left behind, causing electrostatic energy to build up at
the interface. Eventually, the electrostatic energy is so large that it is no longer favorable
for the electrons to cross over to the other side, and the system reaches equilibrium. The
new charge distribution at the interface changes the shape of the conduction bands. In
Figure 1.1c, a dip is seen to be formed where the conduction band bends downward at
the interface. If the dip extends to below the Fermi energy, the electron density will be
sharply peaked there. The electrons are trapped in a thin layer. The confinement in
the z-direction leads to energy levels. The energy levels arising from the confinement
potential can have relatively large spacing so that only the lowest level is occupied. As
a result, the electrons move within a thin layer and is for this reason referred to as a
two-dimensional electron gas (2DEG). Since the layer is formed on the GaAs side, the
electrons are separated from the Si-atoms (which are on the ALGaAs side). This results
in a low rate of scattering off the impurity atoms and the transport is said to be ballistic
(see section 2.3).
One can empty, or deplete, regions of electrons within the 2DEG by using gate elec-
trodes. A negative voltage applied to each of the electrodes will set up an electrostatic
potential beneath the gates, pushing away electrons in this area. In this way, one can
form a narrow constriction through which electrons can flow, see Figure 1.2. The channel
width can be manipulated by adjusting the voltage to the gates. On each side of the
constriction are 2DEGs connected to contacts. Applying a voltage bias to the contacts
results in current flowing through the channel.
1.2 Quantized conductance
The conductance through a sample is defined as
G = lim
V→0
dI
dV
, (1.1)
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were I is the current flowing through the sample and V is the voltage across it. It is
measured in siemens (S) and is the inverse of resistance. When the relationship between
current and voltage is linear we can write
G =
I
V
, (1.2)
which is Ohm’s law expressed in terms of conductance.
It has been known since 1988 [1, 2] that the conductance through a QPC does not
take arbitrary values, but is quantized in steps of G0 ≡ 2e2h . Inserting
e = 1.6× 10−19 C and h = 6.6 × 10−34 m2kg/s (1.3)
we obtain 2e
2
h = 7.8 × 10−5 S, which corresponds to a resistance of 13 kΩ. Plateaus
appear as the constriction opens up (see Figures 1.3a and 1.3b), which is effectuated
by tuning the voltage at the gates, Vg, towards less negative values. One can think
of the constriction as having channels lying at different energies with electrons filling
the channels up to the chemical potential. When an electron is in a channel it carries
the current 2eh . As the constriction is made wider the channels take on lower energies,
making one channel at a time accessible for the electrons. We will get back to the theory
explaining conductance quantization in section 2.8.
1.3 0.7 anomaly
Below the first plateau, before the channel is pinched off, a structure known as the 0.7
anomaly has been observed. This structure appears as a weak plateau in addition to
the integer plateaus. It appears in a wide range of samples and seems to be a generic
effect in QPCs, although the value is not fixed at 0.7. Depending on the sample, and
conditions during the experiments (such as density of carriers), the value lies within a
range 0.65− 0.8G0 [4].With decreasing temperature, the structure gradually disappears,
as shown in Fig. 1.4a. This temperature dependence is one of the key features of 0.7
anomaly, and is important to the relation to Kondo effect (see section 4.3.1).
An obvious question that arises is whether impurities in the sample could be respon-
sible for the structure. To rule out this possibility, experiments where one scans through
the width of the QPC in order to detect impurities have been performed [5]. If there
were an impurity sitting in the QPC, moving the channel relative to the impurity would
alter the conductance. One can shift the center of the constriction between the two
gates by varying the voltage applied to each of the gates seperately. Figure 1.5 shows
the transconductance, the derivative of the conductance with respect to gate voltage, for
different ratios of voltage to the gates. This figure shows the robustness of the 0.7 struc-
ture with respect to lateral shifing, as it appears for all ratios of gate voltages. If there
were any static impurities in the sample, shifting the center would lead to changes in the
conductance that would be seen along a trace corresponding to a given ratio. As there
are no such lines observed, the figure also demonstrates the cleanliness of the sample.
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(a)
(b)
Figure 1.3: Plots of the conductance versus gate voltage. The constriction becomes
wider as the voltage is moved towards higher values. Upper: This figure, due to B. J.
van Wees et al. [1], appeared originally in 1988, and was the first experimental evidence
of quantized conductance. D. A. Wharam et al. [2] from Cambridge independently made
the same discovery. Lower: Many experiments since then have succeeded in reproducing
the steps. Here, from a newer experiment performed by K.J. Thomas et al. [3] in 1996.
Inset: The 0.7 structure appears as a ’shoulder’ below the last plateau.
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(a)
Figure 1.4: The evolution of the 0.7 structure as a function of temperature. As the
temperature is increased, the structure becomes more pronounced. this figure appears in
Ref. [3].
Figure 1.5: Transconductance, dGdVg , as a function of gate voltages VG1 and VG2. The
bright areas imply slopes while the dark areas imply plateaus. The dark area at the
bottom corresponds to pinch-off. We can see the 0.7 structure as an asymmetry of the
curve below the first plateau, indicated by the white arrow. The figure is taken from [5].
Experiments with an in-plane magnetic field show that the structure gradually evolves
to a half-integer plateau as the magnetic field increases. In high magnetic fields, there
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are plateaus at all integer and half-integer multiples of G0, due to the lifting of spin
degeneracy. The continuous transition of the 0.7 structure to a spin split level suggests
that spin effects are involved in the origin of the structure.
So far we have only looked at the case of zero source-drain voltage. We are going
to take a short detour to experiments done in the finite bias regime because they give
additional insight. One can make traces of the conductance versus source-gate voltage
for a fixed gate voltage. Doing so for a number of gate voltages, one can obtain a plot
which shows the conductance dependence on both gate voltage and source-drain voltage.
In Figure 1.6a we see a peak in the differential conductance below the last plateau,
which is referred to as the zero bias anomaly (ZBA). In quantum dots there is a similar
structure called the zero bias peak which is related to Kondo physics. This has led many
to wonder whether Kondo physics is present in QPCs and if it may be responsible for
the 0.7 anomaly.
(a)
Figure 1.6: Differential conductance as a function of source-drain bias. Each trace cor-
responds to a fixed value of gate voltage. Following the vertical line from Vsd = 0 the
integer plateaus can be seen as dark regions. Large spacing between the traces means
that the slope is steep. The 0.7 structure can be seen as an accumulation of traces below
the first plateau. Moving toward finite source-drain bias, but staying below the first
conductance step, we can see that the differential conductance has a local maximum at
Vsd = 0. The figure is taken from Ref.[6]
A necessity for the Kondo effect to occur is the presence of a bound state. One ex-
periment [7] explores the effect of a bound state in a quantum wire, created intentionally
by having small protrusions on the gates at the entrance and exit. Doing this, they are
able to distinguish effects resulting from the bound state and the 0.7 structure. The con-
ductance shows a peak below the last plateau which is identified as a Coulomb blockade
(CB) peak. With decreasing temperature, the dip in the conductance to the right of
the peak is lifted, in agreement with Kondo effect. The 0.7 structure can be seen as an
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Figure 1.7: Upper: The temperature is varied from 43 mK to 0.8 K. The conductance falls
as the temperature is increased. Lower: The temperature is further increased from 1.0 to
3.5 K. The conductance in the Coulomb valley starts to rise with increasing temperature,
and the 0.7 structure becomes visible. The figure appears in Ref.[7]
additional effect which develops in a different temperature range than the Kondo effect.
The authors suggest that bound states may be a common phenomenon for longer QPCs,
where experiments show similar structures [8], and that Kondo effect and processes tied
to the 0.7 structure are coexistent but separate effects.
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Chapter 2
Theory
2.1 Conductivity
In classical transport theory, current is viewed as the response to an electric field, E. If
a gas of electrons with number density n are moving with drift velocity v, the current
density is defined as
j = envd, (2.1)
where e is the elementary charge. Assuming that the response is linear in the electric
field, the current density can be written as
j = σE, (2.2)
where σ is a proportionality factor called the conductivity. In the material, there are
two competing processes - the electrons are accelerated by the field and they collide with
impurities, phonons, etc., 1 causing their momenta to change. We define the mean free
time, τ , as the average time between collisions. Then, in the time between collisions, an
electron traveling with the drift velocity covers a distance
l = vdτ, (2.3)
defined as the mean free path. The electrons experience both a driving force from the
electric field and a counteracting scattering force. In steady state these forces must
contribute equally, so that the average momentum acquired in a mean free time is zero.
The scattering processes are random, so we can assume that the momentum after a
collision is zero. Then we can write the average momentum as
mvd = eEτ (2.4)
Using Eq. (2.1) to eliminate the drift velocity, writing the conductivity in terms of Eq.
(2.2) gives
σ =
ne2τ
m
. (2.5)
1Electron-electron scattering does not change the average momentum of the gas.
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This expression states the proportional relationship between the conductivity and the
mean free time.
The mean free path says how far an electron can travel before it looses its momentum
in a collision. We can distinguish between scattering processes that conserve energy and
those that do not. Then we can define another length scale, the phase relaxation length,
as the length an electron can travel before it looses its energy.
Another quantity characterizing how easily the electrons move around is the mobility
µ =
vd
E
. (2.6)
Using the definition of j (2.1) and Eq. (2.5) we see that the mobility is related to the
mean free time by
µ =
σ
en
=
eτ
m
. (2.7)
2.2 Conductance
The conductivity (2.2) is a quantity describing the material and is independent of the
sample dimensions. Assuming that the conductor is homogeneous with cross-section 2
A, we can write the current as
I = Aj.
The voltage is defined as
V = EL,
with L being the length of the sample. Together with Eq. (2.2) this gives
I = GV, (2.8)
where the conductance is defined as
G = σ
A
L
. (2.9)
The conductance is a quantity which depends on the sample used in the measurements
of the current and voltage. It depends on the geometry (and the material) of the sample,
whereas the conductivity only depends on the material. From the definition of conduc-
tance we see that for a finite conductivity the conductance will increase if we make the
sample length smaller. But there is a limit to how small we can make the sample length
before this model breaks down. Imagine that we make it smaller than the mean free path
so that there is no scattering in the sample. Then we do not expect the conductance
to keep growing, as making the sample smaller does not reduce the scattering (which
is already zero). As we will see in section 2.8, the conductance in systems below this
length scale is found to only depend on the transmission probability of the sample, not
its length.
2For two-dimensional samples, just replace the cross-section by the width.
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2.3 Mesoscopic systems
The systems we will be looking at have dimensions at the mesoscopic scale, i.e. somewhere
between the atomic and the macroscopic scale. By mesoscopic we usually mean that the
sample dimensions are smaller than the de Broglie wavelength3 , the mean free path and
the phase relaxation length. In this regime the wave nature of the electrons becomes
important, so we expect to see some quantum effects that do not appear for macroscopic
devices. An example of this is the quantization of the conductance. The relatively long
mean free path implies that the electrons can pass through the length of the sample
without being scattered, leaving the transport ballistic, while the long phase relaxation
length lets us assume that transport is coherent through the sample. This is to say that
the electrons keep their phase during their trip through the sample. The phase relaxation
length is generally longer than the mean free path since when a particle looses its energy
it also looses its momentum.
We can check that these assumptions are valid in a typical QPC, for example the
ones used in Refs.[1, 2, 3, 8]. Considering the density of states in two dimensions we
find that the number density is related to the Fermi wavenumber by n =
k2F
2π , where spin
degeneracy has been included. The Fermi wavenumber, velocity and wavelength can then
be written as
kF =
√
2πn, vF =
~
m
√
2πn and λF =
√
2π
n
. (2.10)
The electron density and mobility are of the order n ∼ 1015m−2 and µ ∼ 1010m2V−1s−1,
and the effective mass in GaAs is m = 0.07me, where me is the electron mass. Using
e = 1.6 × 10−19 C, ~ = 1.1× 10−34m2kg/s and me = 9.1× 10−31kg (2.11)
the estimates for the wavenumber and velocity are
kF ∼ 108m−1, vF ∼ 105m/s and λF ∼ 10−7m. (2.12)
The mean free path l = vF
mµ
e can then be estimated to l ∼ 10−5m = 10µm, which is
greater than the QPC length ∼0.1-1µm.
2.4 Transverse channels
As mentioned in section 1.2 the current in a QPC is carried by electrons belonging to
different channels. I will try to explain what is meant by this in more detail. Consider
a system where the Hamiltonian separates into a part only depending on x and a part
only depending on y
H = H‖ +H⊥. (2.13)
If we want to describe a conductor we can assume that the electrons propagate freely
in the x-direction and are confined in the y-direction. Generally, the confining potential
3The de Broglie wavelength of a particle with momentum p is given by λ = 2pi~
p
.
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gives rise to discrete energy levels ǫn. For example, if the confinement could be described
by a harmonic potential V (y) = 12mωyy
2, the corresponding energies would be ǫn =
(n+ 12 )~ωy. There are thus a discrete set of states satisfying the eigenvalue equation for
each energy
H⊥χn(y) = ǫnχn(y), (2.14)
where χn(y) is the n’th eigenfunction. The transverse eigenfunction satisfy the orthonor-
mality relation ∫
dy χ∗n(y)χn′(y) = δnn′ , (2.15)
which will be used frequently throughout the thesis.
Since the Hamiltonian (3.1) is separable, a solution to the equation
Hφn(x, y) = Eφ(xy) (2.16)
can be written as
φ±n (x, y) = e
±ikxχn(y), (2.17)
where we have written the wavefunction in the x-direction in the form of a plane wave
with wavenumber k > 0. When applying the Hamiltonian to the product state we get
the total energy E = ~
2k2
2m + ǫn. Any eigenstate of H can then be written as a linear
combination
Φ(x, y) =
∑
n
c+n φ
+
n (x, y) +
∑
n
c−n φ
−
n (x, y), (2.18)
where c±n are complex numbers. The φn(x, y)’s are interpreted as channels, or subbands
in analogy with the band structure in solids. Each channel has a threshold energy ǫn
below which it cannot be occupied, and a continuous spectrum of wavenumbers above
that energy. If an electron has energy E then it can belong to any channel with ǫn < E,
fixing the wavenumber at k =
√
2m(E − ǫn)/~ for each n. As the Fermi energy of the
system is increased, the channels start to fill from the bottom and up, according to Pauli’s
exclusion principle.
2.4.1 Current amplitudes
The current carried by a state ψ(x, y) is given by (see Bruus and Flensberg [9], p. 23)
I =
e~
2mi
∫
dy
[
ψ∗(x, y)
∂
∂x
ψ(x, y) − ψ(x, y) ∂
∂x
ψ∗(x, y)
]
. (2.19)
Evaluating this for Φ(x, y) (2.18) we get terms of the type
(c+n )
∗c+n′φ
−
n (x, y)φ
+
n′(x, y)v
′
n, (c
+
n )
∗c−n′φ
−
n (x, y)φ
−
n′(x, y)vn, etc. (2.20)
The terms of the second type, where states with the same sign are multiplied, cancel,
leaving us with
I = e
∑
n
(|c+n |2 − |c−n |2)vn, (2.21)
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Figure 2.1: A sample connected to leads. H0 describes the kinetic energy of the electrons
and the transverse confinement, while V describes the scattering potential due to the
sample. The current amplitudes of left and right moving states in the leads are denoted
by a± and b±.
where we also have used the orthonormality of the transverse eigenfunctions (2.15). The
current is thus proportional to the square of the magnitudes times the velocity of each
channel. We can then define the amplitude of the current carried by each channel as
a±n = c
±
n
√
vn. (2.22)
In the rest of this thesis the current amplitudes will be denoted by a letter with a subscript
(for example a±n ) while we use a tilde to denote the wave amplitudes (corresponding to
c±n in the above).
2.5 S-matrix
Intuitively, conductance is something that measures the ease with which an electron can
travel through a device when an electric field is applied. In section 2.1, we saw that the
conductivity is proportional to the mean free time, closely relating it to the scattering
properties of the system. With this in mind, we take a dive into the theory of scattering,
which will be related to the conductance in section 2.8.
We consider a sample connected to leads as shown in Fig. 2.1. The system is described
by the Hamiltonian H = H0+V , where H0 describes the system in absence of a scatterer
and V is the scattering potential. We assume that the leads are identical and have a
constant width so that H0 is separable into a longitudinal part and a transverse part.
Then the eigenfunctions of H0 take the form of Eq. (2.18).
Deep inside the leads we assume that the electrons do not feel the scattering potential
so that the wavefunction takes the form of eigenfunctions of H0. Denoting the left and
right lead by L and R, respectively, a wavefunction with energy E can be written as (cf.
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(2.18))
ψ(x, y) =


∑
n
a˜+n φ
+
n (x, y) +
∑
n
a˜−nφ
−
n (x, y), (x, y) ∈ L∑
n
b˜+n φ
+
n (x, y) +
∑
n
b˜−nφ
−
n (x, y), (x, y) ∈ R.
(2.23)
The current amplitudes are given by
a±n =
√
vn a˜
±
n and b
±
n =
√
vn b˜
±
n . (2.24)
(Figure 2.1 shows the amplitudes in each of the leads.) For a more compact notation we
can define the arrays
a
± =


a±1
a±2
...
a±N

 and b± =


b±1
b±2
...
b±N

 .
The reflection and transmission properties of the system can be described through the
scattering matrix, S. The amplitudes of outgoing and incoming states are related by(
a
−
b
+
)
= S
(
a
+
b
−
)
. (2.25)
We can write the scattering matrix, or S-matrix, in block form
S =
(
r t
′
t r
′
)
, (2.26)
where r and t are reflection and transmission matrices for current coming in from the
left. Similarly, r′ and t′ are reflection and transmission matrices for current coming in
from the right. Since the current injected into the system must be the same as that going
out of the system, S is unitary,
S
†
S = 1.
2.6 Green’s functions
Before we continue with scattering, we review some important results about Green’s
functions, which will be important in developing the theory further. In section 2.7 we
will see how the scattering problem can be expressed in terms of these functions, and in
section 3.3 we will relate them to the conductance.
First we define the time-dependent Green’s functions associated with the (time-
dependent) Schrödinger equation(
i~
d
dt
−H
)
G±(t) = δ(t). (2.27)
2.6. GREEN’S FUNCTIONS 21
Here the superscripts referres to different boundary conditions,
G+(t) = 0, t < 0
G−(t) = 0, t > 0 . (2.28)
A formal solution to Eq. (2.27) is
G+(t) =
{ − i
~
e−iHt/~, t > 0
0, t < 0.
(2.29)
and
G−(t) =
{
0, t > 0
i
~
e−iHt/~, t < 0
. (2.30)
These are refered to as the retarded and advanced Greens’ functions, respectively. We
see that they can be interpreted as time-evolution operators, G+(t) takes the state to a
later time t, while G−(t) takes the state back in time to an earlier time t. We can define
the Fourier transform of Eqs. (2.29) and (2.30) as
G+(E) =
∫ +∞
−∞
dtei(E+iη)t/~G+(t) (2.31)
and
G−(E) =
∫ +∞
−∞
dtei(E−iη)t/~G−(t), (2.32)
where η is a positive infinitesimal parameter that ensures that the integrals converge.
Using the expression for G+(t) from Eq. (2.29) in the integral in Eq. (2.31) we get
G+(E) = − i
~
∫ +∞
0
dtei(E+iη−H)t/~
= − 1
E + iη −He
i(E+iη−H)t/~
∣∣∣∣+∞
0
=
1
E + iη −H .
(2.33)
Similarly, using Eqs. (2.30) and (2.32)we get
G−(E) =
i
~
∫ 0
−∞
dtei(E−iη−H)t/~
=
1
E − iη −He
i(E−iη−H)t/~
∣∣∣∣0
−∞
=
1
E − iη −H .
(2.34)
These equations are thus associated with the time-independent Schrödinger equation.
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2.6.1 Local density of states
The Green’s functions provide a powerful tool in scattering theory, as we will see in section
2.7. A different application of the time-independent Green’s function is its relation to
the density of states of the system. We will use this later to look for localized states in
a model of a QPC. The density of states operator is defined by 4
Dˆ(E) =
∑
αEi
|αEi〉〈αEi|δ(E − Ei) +
∑
α
∫
dE′|αE′〉〈αE′|δ(E − E′), (2.35)
where |Ei〉 and |E′〉 are discrete and continuous eigenstates of the system, respectively.
The sum is also over any degeneracies α. We consider G+(E) − G−(E), expanded in
terms of its eigenstates, and see that
G+(E) −G−(E) =
∑
αEi
|αEi〉〈αEi|( 1
E − Ei + iη −
1
E − Ei − iη )
+
∑
α
∫
dE′|αE′〉〈αE′|( 1
E − E′ + iη −
1
E − E′ − iη )
=
∑
αEi
|αEi〉〈αEi| −2iη
(E − Ei)2 + η2 +
∑
α
∫
dE′|αE′〉〈αE′| −2iη
(E − E′)2 + η2
= −2πiDˆ(E),
(2.36)
where we have used the representation of the δ-function
δ(x) = lim
η→0
1
π
η
x2 + η2
. (2.37)
We also have G−(E) = [G+(E)]†, so we can write the density of states operator as
Dˆ(E) =
i
2π
(G+(E) −G−(E)) = − 1
π
ImG+(E), (2.38)
where ImG+(E) denotes the imaginary part of the Green’s function. In the position
basis, the diagonal elements give the local density of states for a given ~r
D(~r,E) = − 1
π
ImG+(~r,~r,E). (2.39)
The total density of states is then the trace over all the position vectors
D(E) =
∫
d3rD(~r,E). (2.40)
4The hat is used to distinguish the operator from the density of states function, D(E). I have omitted
the hat on all other operators as it is clear whether they are to be considered as operators or functions
from the context.
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2.7 The Lippmann-Schwinger equation
We will here formulate the basis of scattering theory, and in the following we work with
kets as it simplifies the notation. The transmission amplitudes are worked out for plane
waves in a stationary picture. To see the correspondance with real scattering events, one
can simulate a particle by a wave packet peaked sharply at an energy E. The transmission
of the wave packet then corresponds to the transmission of a plane wave at that energy.
We let |ψ〉 be an eigenstate of H and |φ〉 be an eigenstate of H0. They satisfy the
Schrödinger equations (
i~
d
dt
−H
)
|ψ(t)〉 = 0 (2.41)
and (
i~
d
dt
−H0
)
|φ(t)〉 = 0. (2.42)
We assume that the electrons are coming in from far away where they did not feel the
scattering potential. Then we can say that in the distant past |ψ(t)〉 was an eigenstate of
H0. Remembering the interpretation of the Green’s function as a time-evolution operator,
this can be written as
|ψ(t)〉 = i~ lim
t0→−∞
G+(t− t0)|φ(t0)〉. (2.43)
Taking the derivative of G+(t− t0)|φ(t0)〉 we get
i~
d
dt0
(
G+(t− t0)|φ(t0)〉
)
= i~
d
dt0
G+(t− t0)|φ(t0)〉+G+(t− t0)i~ d
dt0
|φ(t0)〉
= (−HG+(t− t0)− δ(t− t0))|φ(t0)〉+G+(t− t0)H0|φ(t0)〉
= (−G+(t− t0)V − δ(t − t0))|φ(t0)〉,
(2.44)
where Eqs. (2.27) and (2.42) have been used as well as the fact that G+(t − t0) and H
commute. Integrating over t0 this becomes
i~G+(t− t0)|φ(t0)〉
∣∣∣∣+∞
t0=−∞
= −|φ(t)〉 −
∫ +∞
−∞
dt0G
+(t− t0)V |φ(t0)〉. (2.45)
Since G+(t− t0) is zero for t0 > t, and using the definition of the scattering state in Eq.
(2.43), we get
|ψ(t)〉 = |φ(t)〉 +
∫ +∞
−∞
dt0G
+(t− t0)V |φ(t0)〉. (2.46)
This is the time-dependent Lippmann-Schwinger equation. We can obtain the corre-
sponding energy-dependent equation by a Fourier transform
|ψ(E)〉 = |φ(E)〉 +G+(E)V |φ(E)〉, (2.47)
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where
G+(E) =
1
E + iη −H (2.48)
from Eq. (2.33) and
|ψ(E)〉 =
∫ +∞
−∞
dteiEt/~|ψ(t)〉. (2.49)
From now on we will not write out the energy dependence explicitly and we will omit
the superscript in the Green’s funcion, i.e. G = G+(E) and so on. We can rewrite Eq.
(2.47) as
|ψ〉 = (1 +GV )|φ〉, (2.50)
and use the inverse of (1+GV ) to express |φ〉 in terms of |ψ〉. The non-interacting Green’s
function G0 (without the scattering potential) is related to the full Green’s function via
G−1 = G−10 − V, (2.51)
which can be seen by writing out G−10 and G
−1 from Eq. (2.33). Further, we get
(1+GV )−1 = (G(G−1+V ))−1 = (G−1+V )−1G−1 = G0G−1 = G0(G−10 −V ) = 1−G0V
(2.52)
and it follows that
|ψ〉 = |φ〉+G0V |ψ〉, (2.53)
which is another variant of the energy-dependent Lippmann-Schwinger equation.
2.7.1 The Fisher-Lee relation
In the above we have seen that the scattering state can be found via the free eigenstates
and the full Green’s function, and in light of this we seek a relation between the ampli-
tudes of the transmitted waves in terms of the Green’s function. We apply the problem
to the system in Fig. 2.1 with 0 < x < d defining the region of the scattering potential.
Outside this region, the potential is taken to be zero. The incoming state in the coordi-
nate representation is expressed as 〈~r|φa〉 = eikaxχa(y), where χa(y) is a transverse state
and ~r is a position vector. To the far right of the scatterer we can write the eigenstates
as
〈~r|ψ〉 =
∑
b
t˜ba〈~r|φb〉, (2.54)
where t˜ba is the amplitude of the transmitted channel. To find the transmission ampli-
tudes we write out the scattering state from the Lippmann-Schwinger equation (Eq.(2.53))
in the position representation,
〈~r|ψ〉 = 〈~r|φa〉+
∫
d~r′〈~r|G+0 |~r′〉〈~r′|V |ψ〉. (2.55)
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The free Green’s function can be expanded in terms of the transverse states as (Eq.
(C.8))
〈~r|G+0 |~r′〉 =
∑
b
χb(y)
eikb|x−x′|
i~vb
χ∗b(y
′).
Plugging this into Eq. (2.55) and taking the limit when x≫ d we get
〈~r|ψ〉 = 〈~r|φa〉+
∑
b
χb(y)
eikbx
i~vb
∫
d~r′e−ikbx
′
χ∗b(y
′)〈~r′|V |ψ〉
= 〈~r|φa〉+
∑
b
〈~r|φb〉
i~νb
〈φb|V |ψ〉.
Comparing with Eq. (2.54) we see that
t˜ba = δba +
1
i~vb
〈φb|V |ψ〉 (2.56)
In Appendix B we calculate the matrix element 〈φb|V |ψ〉 and find that it is given by
〈φb|V |ψ〉 =
(
~
2
2m
)2
ei(kaxL−kbxR)4ikaikbGba(xR, xL). (2.57)
Here,
Gba(xR, xL) =
∫
dyR
∫
dyLχ
∗
b(yR)G(xR, yR;xL, yL)χa(yL) (2.58)
is the Green’s function between channels a and b and it is to be evaluated at xR (xL) deep
into the right (left) lead. We take these points to define the edges of the lead-sample-lead
system, and set xL = xR = 0. The transmission amplitudes then become
t˜ba = δba +
~va
i
Gba, (2.59)
where Gba is defined as the Green’s function (between mode a and b) evaluated at the
edges. Since we are actually interested in the transmission of current, tba =
√
vb
va
t˜ba, we
get
tba = δba +
~
√
vavb
i
Gba. (2.60)
This is the desired relation which relates the transmission amplitudes to the Green’s
function at the edges, and is due to Fisher and Lee [10]. This relation will be used to
derive a formula for the conductance in section 3.3.
2.8 The Landauer formula
In section 2.1 we treated the current as a consequence of an electric field, or voltage.
Instead of asking what the current resulting from a voltage is, we can ask what the
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voltage resulting from current is. Say current is flowing through the system being partially
reflected, partially transmitted at the barrier. Then charge piles up at the sides of the
barrier, causing a voltage drop across it. The voltage can then be seen as a consequence
of the current. In the following, we will adopt this viewpoint.
2.8.1 Reflectionless contacts
We consider a sample connected to macroscopic contacts through ideal leads (i.e. there
is no scattering in the leads) (see Fig. 2.2). The contacts have Fermi-Dirac distributions
f1(E − µ1) = 1
e(E−µ1)/kBT + 1
(2.61)
for the left contact, and
f2(E − µ2) = 1
e(E−µ2)/kBT + 1
(2.62)
for the right contact, where µ1 (µ2) is the chemical potential of the left (right) contact.
x
1
2
Sample
Figure 2.2: A conductor connected to contacts via ballistic leads.
The contacts allow the electrons that are absorbed to relax to the Fermi distribution of
the contact, and thus serve as reservoirs of thermalized electrons. Due to the inelastic
processes leading to relaxation in energy, the phase of the electron is destroyed in this
process. When the electron is reemitted it has no knowledge of its past. This means
that there is no correlation between the electrons emitted from different contacts. The
contacts are assumed to be reflectionless, so that all the right moving electrons in the
left lead have originated in the left contact, and all the left moving electrons in the right
lead have originated in the right. One can then assume that the distribution of electrons
emitted from one contact is the same as in that contact.
2.8.2 The one-dimensional case
When we calculate the current we need to consider the injected current from each of the
reservoirs and how these are reflected and transmitted through the sample. Since the
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current should be the same in both leads we can choose to calculate it in, say the left lead.
The current injected by the left reservoir consists of right moving electrons, with half of
the total density of states (electrons moving in both directions). In one dimension, the
density of states per length for electrons moving in one direction is D(E) = 12π~v . Taking
the two-fold spin degeneracy into account, the current injected from the left reservoir is
I+in = 2e
∫ +∞
0
dE D(E)f1(E)v(E). (2.63)
A fraction R of this current will be reflected into left moving carriers, so the total con-
tribution will be of a factor 1 − R = T . Likewise, the current injected from the right
reservoir is
I−in = 2e
∫ +∞
0
dE D(E)f2(E)v(E), (2.64)
where a fraction T will contribute to the current in the left lead. The net current is then
given by
I =
e
π~
∫ +∞
0
dE T [f1(E)− f2(E)], (2.65)
where the energy dependence of the density of states and the velocity has canceled.
We see that current flow from one contact to another is the result of different carrier
populations between the two sides. When the chemical potential difference between the
two contacts is small, we can expand the Fermi distribution in the left contact as
f1(E) ≈ f2(E) +
(
−∂f1
∂E
) ∣∣∣∣
E=µ2
(µ1 − µ2).
Inserting this into Eq. (2.65) we get
I =
e
π~
∫ +∞
0
dE T
(
−∂f1
∂E
) ∣∣∣∣
E=µ2
(µ1 − µ2). (2.66)
At zero temperature the derivative becomes a δ-dunction, and we get
I =
e
π~
T (µ1 − µ2), (2.67)
where T is evaluated at the Fermi energy, EF . We see that the current is a consequence
of different populations in the leads, which just reflects the viewpoint discussed in the
beginning of this section. If we define the voltage as that measured between the contacts,
V = (µ1−µ2)e , the conductance is
G =
2e2
h
T. (2.68)
We see that a sample with T = 1 has a finite conductance
G =
2e2
h
. (2.69)
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At first sight, this seems a little peculiar because we might not expect the device to have
any resistance at all. It is important to be clear about the way we define the voltage.
Here we assume a two-probe setup, meaning that the current passes through the probes
that measure the voltage. In a four-probe setup the voltage is measured inside the leads,
generally giving a different result. The distribution inside the leads is not known but we
can define the chemical potential in the leads as the energy which has the same number
of occupied states above it as unoccupied states below it. In the case where the states
are filled up to the chemical potentials in the contacts we can assume that the states
in the leads are filled up to µ1. The total number of states in the range µ2 to µ1 is
1
2π~v (µ1−µ2), and we consider the filling of these states when electrons are injected from
the left reservoir (which has chemical potential high enough to fill these states). In the
right lead we get
D(E)T (µ1 − µB) = D(E)(2 − T )(µB − µ2),
where the number of occupied states above µB is on the left hand side while the number
of unoccupied states below µB is on the right hand side. In the left lead, we similarly get
D(E)(1 +R)(µ1 − µA) = D(E)(2 − (1 +R))(µ1 − µA),
where the left hand side is the number of occupied states above µA and the right hand
side is the number of unoccupied states below µB . Solving for µA and µB finally gives
us
µA − µB = (1− T )(µ1 − µ2),
which relates the potential drop across the scatterer to the total potential drop across
the contacts. If we then define the voltage as V = µA−µBe , we get the conductance
G =
2e2
h
T
R
.
In the case of perfect transmission we get the expected result that the resistance G−1 = 0
when the voltage is measured across the scatterer (inside the leads).
2.8.3 The multi-channel case
We assume that each channel contributes independently to the current so that we can
use the one-dimensional formula for current found above. The current injected into mode
i in the left lead can then be written as
Ii =
2e2
h
∑
j
Tij(µ1 − µ2) = 2e
2
h
Ti(µ1 − µ2), (2.70)
where Tij is the transmission probability from mode j to mode i and Ti =
∑
j Tij . The
total current is then
I =
∑
i
Ii =
2e2
h
∑
i
Ti(µ1 − µ2) = 2e
2
h
T¯ (µ1 − µ2), (2.71)
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where T¯ =
∑
i Ti is the transmission function. It gives the average transmission proba-
bililty times the number of modes M , T¯ = MT . The (two-probe) conductance is then
G =
2e2
h
∑
i
Ti =
2e2
h
T¯ . (2.72)
Using that
Ti =
∑
j
Tij =
∑
j
t∗ijtij = (t
†
t)ii,
the Landauer formula in Eq. (2.72) can be written in terms of the transmission matrix
as
G =
2e2
h
Tr(t†t), (2.73)
where Tr(t†t) is the trace of t†t. We have thus derived the Landauer formula, which
gives the conductance in the non-interacting case.
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Chapter 3
Conductance for a discrete lattice
model
3.1 Lattice model
In this chapter we develop a lattice model for our system. In section 3.3 we derive a
formula for the transmission function which will be implemented numerically to calculate
the conductance from the Landauer formula. The method described follows the discussion
in Datta [11], p. 141.
In the one-dimensional case, we approximate the continuous system by a string of
lattice points separated by a lattice constant a. The coordinates then are evaluated at
the sites, giving
x→ ja, j = . . . ,−2,−1, 0, 1, 2, . . . .
Any function F is evaluated at points on the lattice
F (x)→ Fj , x = ja.
We want to express the Hamiltonian in matrix form and for this purpose we will study
RCL
j
x
Figure 3.1: A one-dimensional chain of lattice points. L, C and R denote the left, the
contact and the right lead, respectively. A point in the lattice is denoted by j.
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how the matrix H acts on an arbitrary function F . We evaluate the action of H at a
coordinate x = ja
[HF ]x=ja =
[
− ~
2
2m
d2F
dx2
]
x=ja
+ UjFj . (3.1)
The derivative of F can be approximated by[
dF
dx
]
(x=(j+ 12)a)
=
1
a
(Fj+1 − Fj).
In the same manner, the second derivative becomes
[
d2F
dx2
]
x=ja
=
1
a
{[
dF
dx
]
(x=(j+ 12)a)
−
[
dF
dx
]
(x=(j− 12)a)
}
=
1
a2
{Fj+1 − 2Fj + Fj−1}.
If we think of F as an array with elements Fj we see that the second derivative mixes
the elements of the array. This is manifested as non-zero elements for nearest neighbors
in the matrix
H(j, j′) =


Ui + 2t i = j
−t j′ and j nearest neighbors
0 otherwise.
, (3.2)
where t ≡ ~22ma2 represents kinetic energy. Writing out the matrix H we get
H =


. . . −t 0 0 0
−t U−1 + 2t −t 0 0
0 −t U0 + 2t −t 0
0 0 −t U1 + 2t −t
0 0 0 −t . . .

 , (3.3)
where the matrix extends to infinity.
We can generalize this method to a two-dimensional lattice. In this case a lattice
point can be indexed by two integers, ix and iy, corresponding to a position along the x
and y-axis, respectively. We want to express the Hamiltonian as a matrix that acts on
an array, so we should convert the two-dimensional indices to a set of one-dimensional
indices. In Fig. 3.3 it is shown how this is done. We label the lattice points by an integer j
by counting from the top of one column and down, and continuing at the top of the next
column. Mathematically, the indices go from a two-dimensional to a one-dimensional
representation by the relation
(ix, iy)→ (ix − 1)Ny + iy. (3.4)
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RCL
x
y
(ix, iy)
Figure 3.2: A two-dimensional grid of lattice points. (ix, iy) denotes a point in the lattice.
ix
1
2
3
Ny
Figure 3.3: The lattice points are numerated in ascending order, starting at the top and
going through one column before moving to the next one and repeating the procedure.
Now we can use the same procedure as in the one-dimensional case to study how the
second derivative acts on a function F .[
d2F
dx2
+
d2F
dy2
]
x=ixa,y=iya
=
1
a2
{F (x = (ix + 1)a, y = iya)− 2F (x = ixa, y = iya)
+ F (x = (ix − 1)a, y = iya) + F (x = ixa, y = (iy + 1)a)
− 2F (x = ixa, y = iya) + F (x = ixa, y = (iy − 1)a)}.
(3.5)
From Fig. 3.4 we see that the non-zero contributions to the second derivative evalu-
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(ix, iy) (ix, iy − 1)
(ix + 1, iy)(ix − 1, iy)
(ix, iy + 1)
Figure 3.4: (ix, iy)’s nearest neighbors (filled circles) and next nearest neighbors (empty
circles)
ated at x = ixa, y = iya (Eq. 3.5) comes from its nearest neighbors. The matrix elements
of the discretized two-dimensional Hamiltonian become
H(j, j′) =


Uj + 4t j = j
′
−t j and j′ nearest neighbors
0 otherwise.
(3.6)
If ψ is an eigenvector of H then
Hψ = Eψ,
or for the j’th element we have
(Hψ)j = Eψj .
If the Hamiltonian is separable and describes a confinement in the transverse direction
and free motion in the longitudinal direction, the eigenvalue equation becomes
Hψn = (εn +H‖)ψn,
where
ψn(jx, jy) = e
ikjxaχn(jy),
as in Eq. (2.18). The j’th element of the last term is
(H‖ψn)j = 2tψn(jx, jy)− tψn(jx − 1, jy)− tψn(jx + 1, jy)
= (2teikjxa − teik(jx−1)a − teik(jx+1)a)χn(jy)
= (2t− 2t cos(ka))eikjxaχn(jy)
= 2t(1− cos(ka))eikjxaχn(jy).
(3.7)
The total energy of the state ψn is then
En(k) = εn + 2t(1− cos(ka)). (3.8)
We note that the dispersion relation on a discrete lattice is different from that of continous
space,
E − ǫn = ~
2k2
2m
.
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In the limit ka→ 0 we can expand the cosine as cos(ka) ≈ 1− (ka)2, giving
En(k)− ǫn ≈ ~
2k2
2m
. (3.9)
From this we conclude that Eq. (3.8) is a good approximation for the dispersion as ka
is kept small.
3.2 The Green’s function on a lattice
On a discrete lattice the Green’s function satisfies the equation
[(E + iη)I −H]G+ = I, (3.10)
and is thus related to the continuous Green’s function by a transform
G(x, x′)+ → 1
a
G+(j, j′). (3.11)
We will omit the superscript + for simplicity and denote the retarded and the advanced
Green’s function as G and G†, respectively.
Let us apply this to a conductor connected to infinte leads. The Green’s function
in the matrix representation will have infinite dimensions, but as we will see we can
effectively reduce our problem to a finite one. The Hamiltonian can be written in the
form of submatrices describing the seperate parts and the coupling between them
[(E + iη)I −H] =

 E + iη −HL −HLC 0−HCL E + iη −HC −HCR
0 −HRC E + iη −HR

 . (3.12)
Note that HL, HC and HR describe the isolated subsystems. In the same way we write
the Green’s function matrix in terms of its submatrices
G =

 GL GCL GRLGLC GC GRC
GLR GCR GR

 . (3.13)
Since the product of these matrices should be I we get
(E + iη −HL)GCL −HLC = 0 (3.14)
−HCLGCL + (E + iη −HC)GC −HCRGCR = I (3.15)
−HRCGC + (E + iη −HR)GCR = 0. (3.16)
Eqs. 3.14 and 3.16 give us
GCL = gLHLCGC (3.17)
GCR = gRHRCGC , (3.18)
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CL
pj j
Figure 3.5: Coupling between nearest neighbors in the left lead and the conductor.
where gα = (E + iη −Hα)−1, α = L,R. Inserting this into Eq. 3.15 we get
GC = (EI + iη −HC −HCLgLHLC −HCRgRHRC)−1. (3.19)
We can simplify the products HCαgαHαC by noting that
HCα(j, j
′) =


−t, j and j′ nearest neighbors
0, otherwise,
(3.20)
and HαC = H
T
Cα. The matrix elements [HCαgαHαC ]jj′ become
[HCαgαHαC ]jj′ =
∑
j1j2
HCα(j, j1)gα(j1, j2)HαC(j2, j
′)
= HCα(j, pj)gα(pj , pj′)HαC(pj′ , j
′)
(3.21)
= t2gα(pj , pj′), (3.22)
where j and j′ are points on the edge of the conductor and pj and pj′ are points in
the lead α that are adjacent to j and j′, respectively. If j and j′ are points inside the
conductor without a nearest neighbor in the lead α, Eq. (3.21) is zero. In Fig. 3.5 the
adjacent points are shown for the left lead and the conductor. Defining the self-energy
for each of the leads
Σα(j, j
′) = t2gα(pj , pj′) (3.23)
and adding them Σ = ΣL + ΣR, we see that the Green’s function inside the conductor
can be written as
GC = [EI + iη −HC − Σ]−1. (3.24)
In Appendix D we calculate the Green’s function for semi-infinite leads
g+(pj, pj′) = −
∑
m
1
t
χm(pj)e
ikmaχm(pj′). (3.25)
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The self-energy (3.23) is then found to be
Σα(j, j
′) = −t
∑
m
χm(pj)e
ikmaχm(pj′), (3.26)
which is an Nx×Ny matrix with non-zero elements for lattice points adjacent to the lead
α. It is then straightforward to calculate the Green’s function for the full system.
Note that GC is a submatrix of the Green’s function for the whole system, including
the leads. It is expressed in terms of the Hamiltonian of the isolated conductor and a
self-energy term describing the coupling to the leads. The self-energy Σα = HCαgαHαC
is generally not hermitian,
(Σα)
† = HCαg†αHαC .
Adding the self-energy to the conductor Hamiltonian then represents a shift in energy by
a complex term. The effect of the leads is that the energy is shifted by a real part while
an imaginary part results in a finite lifetime for the energy states.
3.3 Conductance formula
In section 2.7 we showed that the transmission amplitudes are related to the full Green’s
function of the system evaluated at the edges by
tba = δba +
~
√
vavb
i
Gba. (3.27)
We will now see how this relation can be used to express the transmission function
through the Green’s function of the conductor. The transmission function from the left
lead to the right lead is a sum over the transmission probabilities of all the modes,
T¯ =
∑
a∈L
∑
b∈R
|tba|2.
Assuming that the modes are diferent, we get the transmission amplitudes from the
Fisher-Lee equation (Eq. (3.27))
|tba|2 = ~2vbvaGbaG∗ba
= ~2vbva
∫ ∫
dyL dyR dy
′
L dy
′
R
[
χb(yR)
∗GRL(yR, yL)χa(yL)
][
χb(y
′
R)GRL(y
′
R, y
′
L)
∗χa(y′L)
∗].
(3.28)
Going to the discrete representation yL → jy, yR → iy and aGRL(yR, yL)→ GRL(iy, jy),
we get
|tba|2 = ~2vbva 1
a2
∑
i,j,i′,j′
[
χb(iy)
∗GRL(iy, jy)χa(jy)
][
χb(i
′
y)GRL(i
′
y, j
′
y)
∗χa(j′y)
∗]. (3.29)
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Summing over all the modes we get
T¯RL =
∑
a∈L
∑
b∈R
~
2vbva
1
a2
∑
i,j,i′,j′
[
χb(iy)
∗GRL(iy, jy)χa(jy)
][
χb(i
′
y)GRL(i
′
y, j
′
y)
∗χa(j′y)
∗]
=
∑
i,j,i′,j′
(∑
b∈R
χb(i
′
y)
~vb
a
χb(iy)
∗
)
GRL(iy, jy)
(∑
a∈L
χa(jy)
~va
a
χa(j
′
y)
∗
)
GRL(i
′
y, j
′
y)
∗
=
∑
i,j,i′,j′
ΓR(i
′
y, iy)G
+
RL(iy, jy)ΓL(jy, j
′
y)G
−
LR(j
′
y, i
′
y)
= Tr[ΓRG
+ΓLG
−],
(3.30)
where Γα (α = L,R) is an Nx ×Ny-matrix with elements
Γα(i, j) =
(∑
a∈α
χa(ypi)
~va
a
χa(ypj)
∗
)
for i, j adjacent to points pi, pj in the leads. We now have all the tools necessary to
calculate the transmission function for a conductor connected to infinite leads: the trans-
mission function is directly related to the Green’s function in the conductor, which we
know how to find from Eq. (3.24).
3.4 Test case
3.4.1 One δ-function
We will see how we can calculate the transmission probability analytically to make a
comparison with the numerical calculations. For this purpose, we use a delta potential,
V (x) = U0δ(x). The Schrödinger equation is
− ~
2
2m
∂2xψ(x) + U0δ(x)ψ(x) = Eψ(x). (3.31)
On each side of the delta potential, the solution is in the form of plane waves. We write
the solutions as
ψ(x) =
{
Aeikx +Be−ikx, x < 0
Ceikx +De−ikx, x > 0
By continuity of the wavefunction at x = 0, we get the condition
A+B = C +D.
We will further on assume that D = 0, corresponding to the case where a plane wave
with amplitude A enters and splits into a reflected and transmitted wave with amplitudes
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B and C, respectively. We want to determine the ratios of the amplitudes, and we need
one more equation to do so. Integrating Eq. (3.31) gives∫ ǫ
−ǫ
(
− ~
2
2m
∂2xψ(x) + V (x)ψ(x)
)
dx =
∫ ǫ
−ǫ
Eψ(x)dx,
where ǫ > 0. Letting ǫ→ 0 we get
− ~
2
2m
∂xψ(x)
∣∣∣∣ǫ
x=−ǫ
+ U0ψ(0) = 0 (3.32)
∂xψ(0
+)− ∂xψ(0−) = 2m
~2
U0ψ(0) (3.33)
We see that there is a discontinuity of dψdx at x = 0. We calculate ∂xψ(x):
∂xψ(x) =
{
ik(Aeikx −Be−ikx), x < 0
ikCeikx, x > 0
Taking the limit of ∂xψ(x) as x→ 0 and inserting into Eq. (3.33), we get
ik(C −A+B) = 2m
~2
U0C ⇒ ik(C −A) = m
~2
U0C, (3.34)
which we can solve for C and B giving
C
A
=
ik
ik −mU0/~2
B
A
=
U0
i~2k/m− U0 .
We define the transmission and reflection amplitudes as t = CA and r =
B
A , respectively.
We find the transmission probabililty by taking the absolute square of the transmission
amplitude found above. This gives
T =
∣∣∣∣CA
∣∣∣∣2 = k2k2 +m2U20 /~4 .
In Figure 3.6 I have plotted the transmission probability as a function of the energy,
E = ~
2k2
2m . By superposing plane waves, one can make wavepackets that have a finite
extension in space and that are sharply peaked at some energy. The transmission and
reflection probabilities then correspond to the ones found in the stationary case.
3.4.2 Two δ-functions
We will now calculate the transmission probability for two delta potentials at a distance
d from each other,
V (x) = U0(δ(x) + δ(x− d)).
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Figure 3.6: Scattering from a potential V (x) = U0δ(x). The transmission probability T
is plotted as a function of energy.
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V (x) = U0(δ(x) + δ(x− d))
x = 0 x = d
Figure 3.7: Double delta potential barrier.
We need to combine the transmission amplitudes for the isolated scatterers in some way
to get the transmission amplitude for the scatterers in series. In Fig. 3.7 the amplitudes
right and left moving states to the left, middle and to the right of the scatterers. In the
middle, the waves are reflected back and forth between the scatterers, so the transmission
amplitude is a sum over all possible number of reflections before escaping to the other
side. We need to take into account that the waves at the second scatterer have a phase
shift kd relative to the waves at the first scatterer. The individual scattering matrices
are
s(1) =
(
r(1) t′(1)
t(1) r′(1)
)
, s(2) =
(
r(2) t′(2)
t(2) r′(2)
)
. (3.35)
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The amplitudes are related by(
B
C
)
= s(1)
(
A
D
)
,
(
De−ikd
Feikd
)
= s(2)
(
Ceikd
0
)
, (3.36)
where we once again have set the amplitude of the incoming wave from the right equal to
zero. We can eliminate the amplitudes C and D by solving the set of coupled equations
C = t(1)A+ r′(1)D
De−ikd = r(2)eikdC
(3.37)
This gives
C = t(1)A(1− r′(1)r(2)e2ikd)−1. (3.38)
Then we can calculate the amplitude for the ougoing wave on the right,
F = t(2)C
= t(2)t(1)A(1− r′(1)r(2)e2ikd)−1.
We are as usual interested in the ratio between the outgoing and incoming wave ampli-
tudes
F
A
=
t(2)t(1)
1− r′(1)r(2)e2ikd . (3.39)
This gives the transmission probability
T =
∣∣∣∣FA
∣∣∣∣2
=
|t(2)|2|t(1)|2
1− 2Re(e2ikdr′(1)r(2)) + |r′(1)|2|r(2)|2 .
Writing r′(1) =
√
R1e
iφ1 and r(2) =
√
R2e
iφ2 this simplifies to
T =
T1T2
1− 2√R1R2 cos (2kd + φ1 + φ2) +R1R2
, (3.40)
where T1 = |t(1)|2, R1 = |r′(1)|2 and similarly for the second scatterer.
We have already calculated the reflection and transmission amplitudes for the single
delta function potential,
t(1) = t(2) =
i~2k/m
i~2k/m− U0
r′(1) = r(2) =
U0
i~2k/m− U0 .
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Figure 3.8: Scattering from a double delta potential barrier. ~2/2m has been set to 1
so that energy is measured in units of length−2. The numerical values for the distance
between the scatterer and the strength of the potential are d = 10 and U0 = 1. The
number of lattice points between the scatterers are (a) 1, (b) 5 and (c) 15. The analytical
solution is plotted in (d).
From this we find φ1 = φ2 = arctan
~2k/m
U0
. Inserting this in Eq. 3.40 we get
T =
T1T2
1− 2√R1R2 cos θ +R1R2
, (3.41)
with θ = 2
(
kd+ arctan ~
2k/m
U0
)
.
The transmission probability is calculated numerically and plotted in Fig. 3.8. As
we increase the number of lattice points between the scatterers the numerical calculation
converges towards the analytical solution. We see that there are resonances at certain
energies where we have perfect transmission, corresponding to the case where the phase
acquired in one round trip between the scatterers, θ, is an integer multiple of 2π. As we
can see from Eq.(3.41), transmission through a series of scatterers is not just the product
of their transmission probabilities, it also involves the probabilities of the wave being
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reflected any number of times between the scatterers before emerging on the other side.
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Chapter 4
Conductance through QPCs
4.1 Model potentials inside a QPC
If we wanted to know the exact potential inside a QPC we would have to solve the self-
consistent Poisson equation, requiring knowledge of the charge distribution of electrons.
Instead of doing that we will discuss some potentials that could be a good model of a QPC
and the cicumstances giving quantized conduction. A natural point to start is with a
saddle potential, since we expect the potential to grow as we approach the QPC from the
reservoirs, and as we move towards either one of the gate electrodes. The transmission
through a saddle point potential
V (x, y) = V0 − 1
2
mω2xx
2 +
1
2
mω2yy
2
is [12]
Tn(E) =
1
1 + e−πǫ
, (4.1)
where ǫ = 2(E − V0 − (n + 12)ωy)/ωx. Note that there is no channel mixing as the
Hamiltonian separates completely into a longitudinal and transverse part. The steps
take the form of Fermi-Dirac functions, becoming sharper for small ωx, corresponding
to the potential varying slowly in the x-direction. Generally, when the potential in the
QPC varies slowly, or adiabatically, the result is quantized steps.
Even when the potential does not take the form of a pure saddle point potential we
can still obtain some useful results about the transmission. The Schrödinger equation
for an arbitrary potential is(
− ~
2
2m
∂2
∂x2
− ~
2
2m
∂2
∂y2
+ V (x, y)
)
ψ(x, y) = Eψ(x, y). (4.2)
For a fixed x, the transverse eigenfunctions satisfy(
− ~
2
2m
∂2
∂y2
+ V (x, y)
)
χnx(y) = ǫn(x)χnx(y).
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These eigenfunctions form a complete set, allowing us to write
ψ(x, y) =
∑
n
φn(x)χnx(y)
for the scattering states ψ(x, y). Plugging this into Eq. (4.2) we get
∑
n
(
− ~
2
2m
∂2
∂x2
+ ǫn(x)
)
φn(x)χnx(y) + δn = E
∑
n
φn(x)χnx(y),
where
δn = − ~
2
2m
∂2
∂x2
χnx(y)φn(x)− 2 ~
2
2m
∂
∂x
φn(x)
∂
∂x
χnx(y).
Assuming that the potential varies slowly in the x-direction we can make the approxi-
mation ∂∂xχnx(y) ≈ 0, and omit δn from the above equation. Using the orthogonality of
the transverse eigenfunctions we get, after multiplting by χ∗nx(y) and integrating over y,(
− ~
2
2m
∂2
∂x2
+ ǫn(x)
)
φn(x) = Eφn(x).
By assuming that the potential varies slowly, we have translated the complicated two-
dimensional potential into an effective one-dimensional barrier.
It seems plausible that this energy barrier should have its maximum where the con-
striction is the narrowest (x = 0) because this generally leads to higher quantized energies
in the transverse direction. We can then expand the potential around this point and ob-
tain to second order
εn(x) ≈ εn(1− αx2),
where εn = εn(0). We already know the transmission through a quadratic barrier from
Eq. (4.1), so the transmission is
Tn(E) =
1
1 + e−π(E−εn)/ωx
,
with ωx =
√
2α/m. In Fig. 4.1 I have plotted the transmission as a function of energy
for two different values of ωx. The transmission approaches 1 faster when ωx is smaller.
4.2 Calculations of conductance
In this section we will look at the conductance through different two-dimensional poten-
tials, using the lattice model discussed in section 3.1 and the conductance formula in Eq.
(3.3). The energy of an electron in channel n is (Eq. (3.8))
En(k) = ǫn + 2t(1− cos(ka)),
from which it follows that the maximum energy is ǫn + 4t. While in continuous space
we can increase the energy indefinitely by increasing the wavenumber, we will approach
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Figure 4.1: Transmission through a slowly varying potential barrier. (a) ωx = π/8. (b)
ωx = π/40.
energies that are not allowed for a given mode in the lattice model. So, as we increase
the energy above the threshold ǫn+4t the mode will depopulate. We want to ensure that
a mode does not depopulate before the opening of the next mode, so the spacing of the
energies must be small enough that the energy spectra of the different modes overlap, see
Fig. 4.2. If we keep the wavenumber small enough that we are well below the maximum
energy for the first mode, E1 = ǫ1 + 4t, none of the modes will start to depopulate. In
addition, the lattice model will be a good approxmation for the continuous representation
only for small k, where
En(k) ≈ ǫn + ~
2k2
2m
,
which is the desired dispersion relation for continuous space. Throughout the section we
use 25×25 lattice points in the simulations.
4.2.1 Conductance through a uniform potential
We can test the program for a uniform potential, V (x, y) = 0 inside the sample. In Fig.
4.3, we see that the conductance is quantized at integer steps. Each channel below the
Fermi energy contributes with the same current 2e
2
h , as we have seen in section 2.8. As
a new mode becomes available for the electrons, the conductance increases in a step-like
manner. We have already calculated the Green’s function inside the sample, and since
the imaginary part of the Green’s function is related to the local density of states (section
2.6), we can use it to study the electron states. In Fig. 4.4 we have plotted the local
density of states for the energies corresponding to the opening of the first steps. At each
step, an eigenstates with a higher quantized energy in the transverse direction appears,
just as we would expect.
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Figure 4.2: The width of each subband is 4t. Here are the first four subbands are shown
with overlapping energies.
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Figure 4.3: Transmission through a uniform potential.
4.2.2 Conductance through a saddle-like potential
As already mentioned, the saddle point potential is a popular model for the QPC. We
take a potential which has the shape of a saddle point in the middle of the constriction
(see Fig. 4.5),
V (x, y) =
(
(10y˜)2 + 1
)
1000
cosh−2 (10x˜) , (4.3)
where x˜ = xLx and y˜ =
y
Ly
are the dimensionless sample coordinates and the potential
is taken to be in units of t. The parameters have been fitted so that the potential goes
to zero before reaching the leads and so that the potential is not too high inside the
sample. The results are shown in Fig. 4.5. In the first two plots the length of the sample
is the same in the x and y-directions, whereas in the second two plots the length in the
x-direction is a tenth of that in the y-direction. The effect of this is that the steps are
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Figure 4.4: (a) A zoom-in at the steps in Fig. 4.3. Local density of states at (b)
E=0.0159t, (c) E=0.0598t and (d) E=0.1355t
washed out as the sample is squeezed along the x-direction. This is what is expected
from our discussion of the adiabatic variation of the potential in section 4.1.
4.3 Bound states
Now that we have seen how to calculate the conductance through a potential and find
the local density of states, we want to look a little closer at the 0.7 anomaly mentioned
in section 1.3. Ref. [13] suggests that spin polarization may be present in the QPC, but
they do not take it as an explanation for the 0.7 structure. In section 1.3 we mentioned
that spin interactions are likely to be the cause of the 0.7 structure, and there are two
theories that have received much attention; the spin-gap model and Kondo effect. The
former attributes the 0.7 structure to a splitting of the spin levels of the first channel.
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Figure 4.5: A model for the potential inside the QPC plotted for different relative lengths
in the x and y-direction. The conductance shows clear steps when the potential varies
slowly in the x-direction, while the steps are washed out for a steeper potential in the
x-direction. (a) The potential in Eq. (4.3) with LxLy = 1. (b) Conductance through
the potential in (a). (c) Same potential as in (a) but with LxLy = 0.1 (d) Conductance
through the potential in (c). Note that in making Lx smaller we make the hopping energy
t larger in the x-direction than in the y-direction. This results in the modes having lower
energies, as seen on the axes of the conductance plots.
The idea is that this causes the spin-dependent subbands to be populated differently,
creating a regime where only one subband contributes fully. The conductance, being the
sum of contributions from both spin-subbands, is then lower than the value G0 when
both spins contribute equally. This effect will be of importance when the temperature is
finite since the subbands then can be half full.
The latter theory predicts that there is a magnetic impurity, in the form of an electron,
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Figure 4.6: Spin splitting of the first subband. The chemical potential is µ and the band
edges are ε+1 and ε
+
1 for the lowest and highest spin-split subbands, respectively. In this
regime, the chemical potential is within kBT of the lowest subband, so that it is half
populated, while the lower subband is fully populated.
sitting in the QPC and interacting with the spins of the electrons passed through. To get
some insight into how bound states can affect the transport, we discuss briefly a system
built with the intention to hold such states. We are mostly interested in the results rather
than explaining the theory in detail, since it is outside the scope of this thesis.
4.3.1 A digression to quantum dots
A quantum dot is a system of electrons confined in three dimensions with single-particle
energy levels corresponding to those of a particle in a box. The dot can be connected
to leads allowing particles to tunnel in and out of the dot. The leads are thought to be
decoupled so that any transition between lead states must happen through the dot. By
coupling a gate electrode to the dot capacitively one can adjust the energies of the levels,
and hence the number of electrons sitting on the dot. At zero temperature, current can
only pass through the dot if the Fermi surface aligns with either the singly or doubly
occupied state, see Fig. 4.7. This corresponds to two charge states being degenerate, and
the transition between these states does not cost energy. The result of this is a suppression
of the conductance at voltages corresponding to an integer number of electrons on the
dot. This behavior is strongest at low temperature since at higher temperatures some
of the electrons in the leads have enough temperature to pass the barrier. The effect is
known as Coulomb blockade.
First order processes, where an electron tunnels onto the dot and then tunnels to the
other side, are suppressed by Coulomb blockade, as dicussed above. However, higher or-
der terms, where the transition to the dot happens only virtually, can give a contribution
to the conductance. At low temperatures, one such process, namely the Kondo effect,
leads to an enhancement of the conductance. If the dot is occupied by an odd number
of electrons (assuming that each single-particle level is doubly occupied before filling the
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Figure 4.7: The quantum dot coupled to leads drawn schematically. The single-particle
energy level ǫ0 lies below the chemical potential and will be occupied by an electron.
The state cannot be doubly occupied since this costs an extra amount of energy U due
to Coulomb repilsion between electrons on the dot.
next level) the total spin is 1/2. The Kondo effect corresponds to processes where an
electron in one lead tunnels to the other side, simultaneously changing the spin of the dot.
It is the sum of many such processes that lead to an enhancement of the conductance.
The conductance has been found to be a logarithmic function of temperature in the limit
of weak interaction. For sufficiently low temperatures, we cross over into a regime where
the coupling between spins is strong. The conductance has then been found to approach
G0 in the case where the tunneling amplitudes from left and right are equal [14].
In Fig. 4.8 we can see how the conductance is enhanced for odd-integer valleys as
the temperature goes down. In even-integer valleys we see the opposite effect because of
thermally activated transport.
Figure 4.8: Experimental conductance through a quantum dot as a function of gate
voltage. The voltages corresponding to odd and even numbers of electrons are marked
by arrows. The temperatures range from 25 mK (light blue) to 1 K (orange). This figure
appears in Ref. [15].
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4.3.2 Bound state formation due to backscattering
In a recent paper appearing in Phys. Rev. Lett. [13] it was claimed that resonant states
form in the QPC when a new transverse channel opens. The potential they use is
V (x, y) =
1
2
mω20 y
2 θ
(a
2
− x
)
θ
(a
2
+ x
)
, (4.4)
where a defines the length of the QPC, ω0 is the strength of the potential. Periodic
boundary conditions are employed in the x-direction, while hard walls are assumed in
the y-direction. The occupancy of these states show that there exists a regime where the
resonant levels are singly occupied, with a magnetic moment induced by electron-electron
interactions. This magnetic impurity is thought to result in a Kondo enhancement of the
conductance. On the other hand, there is evidence of ferromagnetic coupling between
the electrons. It is suggested that this coupling is tied to the polarization of electrons
through a QPC.
There are two things I will look at regarding these results; how the conductance is
affected by the sharpness of the potential and the energies where the localized states
appear. Scaling the Hamiltonian by ~
2
2ml20
, where l0 =
√
~
mω0
, the dimensionless potential
becomes (see Fig. 4.9a)
V (x, y) = y˜2 θ
(a
2
− x
)
θ
(a
2
+ x
)
, (4.5)
where y˜ = yl0 . Instead of using periodic boundary conditions we take the sample to be
of finite size so that we can apply our model, with the sample connected to leads. The
results are shown in Fig. 4.9. For the parameters chosen here, the cut-off energy is just
high enough to see the first conductance step. The shape of the first step reveals that
the conductance is not strictly quantized (Fig. 4.9b). The conductance is reminiscent of
the transmission through a finite square barrier (Fig. 4.9d), where resonances form due
to constructive interference from multiple reflections between the edges of the barrier.
The resonances seen in Fig. 4.9c are of the same origin since the potential forms a finite
barrier in the x-direction for a fixed y.
The conductance plot suggests that resonant states form in the sample, so we try to
find these states. In Fig. 4.9c we see a small peak in the local density of states at an
energy of E = 1.73t. Comparing with Fig. 4.9b, this energy lies in the interval where
the first mode is opening up, in agreement with the claims of Ref. [13].
Now I want to see what happens to these resonant states as the potential is smoothed
out. In Ref. [13] it is claimed that the resonances survive if we make the potential
smoother. We follow their procedure and try a smooth potential
V (x, y) =
1
2
mω20 y
2 θ
(a
2
− x
)
θ
(a
2
+ x
)
cos2
(πx
a
)
. (4.6)
In Fig. 4.10 we see the results. The bumps in the conductance have been somewhat
smoothed out, suggesting that the scattering between the edges has been reduced. This
can also be seen in the local density of states (Fig. 4.10c), where the resonance is less
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Figure 4.9: Conductance from the potential in Eq. (4.3). (a) Potential. (b) The conduc-
tance plotted up to a cut-off at 4t. (c) A peak in the local density of states at E = 1.73t.
(d) Transmission through a finite rectangular barrier with barrier height U0 = 10 and
width a = 2.
pronounced than in Fig. 4.9c. The resonance is still located at the opening of the first
level.
Our calculations confirm the findings in Ref. [13] of a resonant state forming in the
middle of the potential barrier. The state appears as a result of reflection between the
edges of the barrier and is found for potentials with smooth edges as well as sharp. The
bound states leave a signature in the conductance in the form of oscillations. In the
adiabatic limit, this does not occur. One can then ask whether the scenario is present in
a real QPC, showing quantized conductance steps in the zero temperature limit.
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Figure 4.10: Conductance with the modified potential in Eq. (4.6). (a) Potential. (b)
The conductance plotted up to a cut-off at 4t. (c) A peak in the local density of states
at E = 1.99t.
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4.4 Summary
We have calculated the conductance through some potentials, giving good agreement
with the theory. Outside of this non-interacting picture, the 0.7 anomaly is not yet
fully understood. Theories point to spin polarization and Kondo effect as its cause, but
there is still no widely accepted explanation of the underlying physics. Following up a
theory proposing the formation of bound states as a result of backscattering, we have
investigated the nature of such states and found that they are present when the potential
varies abrubtly on each side. This also influences the conductance in the non-interacting
picture, deforming the quantized conductance steps. One can then question whether
these states occur naturally in QPCs, where the potential is thought to vary adiabatically.
There are still some pieces missing before we can say that we understand the underlying
physics in QPCs. Experiments point in the direction of both spin polarization and Kondo
effect, leaving it an open question whether they both are at play in QPCs. As I see it,
there still remains some pieces of this puzzle to be put together before a full understanding
is reached.
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Appendix A
Green’s function for a free particle
in one dimension
The Green’s function of a particle with energy E = ~
2k2
2m , k > 0 is given by
G±0 (x, x
′) = 〈x|G±0 |x′〉
=
∫
dk′〈x|G0|k′〉〈k′|x′〉
=
∫
dk′
〈x|k′〉〈k′|x′〉
E − ~2k′2/2m± iη
=
∫
dk′
2π
eik
′(x−x′)
E − ~2k′2/2m± iη
=
2m
~2
∫
dk′
2π
eik
′(x−x′)
k2 − k′2 ± iη′ ,
(A.1)
where η′ = 2m
~2
η. We note that the integrand has poles at (Fig. A.1)
k′ = ±k
√
1 +
iη′
k2
≈ ±k(1 + iη
′
2k2
) for G+0 (x, x
′)
and
k′ = ±k
√
1− iη
′
k2
≈ ±k(1− iη
′
2k2
) for G−0 (x, x
′).
Defining β± = k(1± iη′
2k2
) we get
G±0 (x, x
′) = −2m
~2
∫
dk′
2π
eik
′(x−x′)
(k′ − β±)(k′ + β±) . (A.2)
We denote the function inside the integral by f ,
f(k′) =
eik
′(x−x′)
(k′ − β±)(k′ + β±) , (A.3)
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Im k′
Re k′
−β− +β+
+β−−β+
Figure A.1: The poles of f(k′) = e
ik′(x−x′)
(k′−β±)(k′+β±) .
and consider the integral
∫
C
dk′f(k′) =
∫ +R
−R
dk′f(k′) +
∫
Γ
dk′f(k′), (A.4)
where C is a closed curve in the complex plane consisting of the interval [−R,+R] on the
real axis and the arc Γ connecting −R and +R. If z − z′ is positive we take the arc to
lie in the upper half of the complex plane so that the Γ-integral goes to zero for large R
(the numerator of the integrand is bounded by one and so the integral is O( 1R)). Then
the integral over the real axis is equal to 2πi times the sum of residues lying inside the
contour C.
We start by evaluating G+0 (x, x
′). The residue at k′ = β+ is
Res(f, β+) =
eik(x−x
′)
2k
so
G+0 (x, x
′) = −2m
~2
i
eik(x−x
′)
2k
=
1
i~ν
eik(x−x
′).
(A.5)
If x− x′ is negative we see that we must close the contour in the lower half plane for the
Γ-integral to disappear. The residue at −β+ is
Res(f,−β+) = e
−ik(x−x′)
(−2k)
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and we get
G+0 (z, z
′) =
2m
~2
i
e−ik(x−x
′)
(−2k)
=
1
i~ν
e−ik(x−x
′).
(A.6)
The results for x− x′ > 0 and x− x′ > 0 combine to give
G+0 (x, x
′) =
1
i~ν
eik|x−x
′| (A.7)
For G−0 (x, x
′) the poles are at ±k(1− iη′
2k2
), the rest stays unchanged. For x− x′ > 0 we
again close the contour in the upper half plane where the residue is
Res(f,−β−) = e
−ik(x−x′)
(−2k)
, so
G−0 (x, x
′) = − 1
i~ν
e−ik(x−x
′). (A.8)
For x− x′ < 0 the residue is
Res(f, β−) =
eik(x−x
′)
2k
and
G−0 (x, x
′) = − 1
i~ν
eik(x−x
′), (A.9)
and combining the results for x− x′ > 0 and x− x′ < 0 gives us
G−0 (x, x
′) = − 1
i~ν
e−ik|x−x
′|. (A.10)
We see that the retarded free particle Green’s function is an outgoing wave from the
source point, while the advanced Green’s function is an incoming wave towards the
point, which in this case should be viewed as a sink.
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Appendix B
Calculation of the matrix element
〈φb|V |ψ〉
We would like to calculate 〈φb|V |ψ〉. Using the Lippmann-Schwinger equation (Eq.
(2.53)) we get
〈φb|V |ψ〉 = 〈φb|V |φa〉+ 〈φb|V GV |φa〉. (B.1)
Since G(E −H0 − V + iη) = 1 we can insert for GV = G(E −H0 + iη)− 1, giving
〈φb|V |ψ〉 = 〈φb|V |φa〉+ 〈φb|V G(E −H0 + iη)|φa〉 − 〈φb|V |φa〉
= 〈φb|V G(E −H0 + iη)|φa〉.
(B.2)
Also, since (E −H0 − V + iη)G = 1 we insert for V G = (E −H0 + iη)G − 1 and get
〈φb|V |ψ〉 = 〈φb|(E −H0 + iη)G(E −H0 + iη)|φa〉 − 〈φa|(E −H0 + iη)|φa〉︸ ︷︷ ︸
=0
=
∫
d~r
∫
d~r ′
∫
d~r ′′〈φb|~r〉〈~r|(E −H0 + iη)|~r ′〉〈~r ′|G(E −H0 + iη)|~r ′′〉〈~r ′′|φa〉
=
∫
d~r
∫
d~r ′
∫
d~r ′′φ∗b(~r)φa(~r
′′)〈~r|(E −H0 + iη)|~r ′〉〈~r ′|G(E −H0 + iη)|~r ′′〉,
(B.3)
where we in the first line have used that |φa〉 is an eigenstate of H0 with energy E. We
need the matrix element 〈~r|H0|~r ′〉. Again, using the resolution of the identity
1 =
∑
a′
∫
dk|k, a′〉〈k, a′|,
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we get
〈~r|H0|~r ′〉 =
∑
a′
∫
dk〈~r|H0|k, a′〉〈k, a′|~r ′〉
=
∑
a′
∫
dk
(
~
2k2
2m
+ ǫa′
)
eik(x−x′)
2π
χa′(y)χ
∗
a′(y
′)
=
∑
a′
∫
dk
(
− ~
2
2m
∂2z + ǫa′
)
eik(x−x′)
2π
χa′(y)χ
∗
a′(y
′)
=
∑
a′
χa′(y)χ
∗
a′(y
′)
(
− ~
2
2m
∂2x + ǫa′
)
δ(x− x′).
(B.4)
We could also have differentiated with respect to x′ in the above, so Eq. (B.4) is equivalent
to
〈~r|H0|~r ′〉 =
∑
a′
χa′(y)χ
∗
a′(y
′)
(
− ~
2
2m
∂2x′ + ǫa′
)
δ(x− x′). (B.5)
Then we get
〈φb|V |ψ〉 =
∫
d~r
∫
d~r ′
∫
d~r ′′φ∗b(~r)φa(~r
′′)
[
(E + iη)δ(~r − ~r ′)
−
∑
a′
χa′(y)χ
∗
a′(y
′)(− ~
2
2m
∂2x + ǫa′)δ(x − x′)
]
× 〈~r ′|G(E −H0 + iη)|~r ′′〉
=
[
(E + iη)
∫
d~r ′
∫
d~r ′′φ∗b(~r
′)φa(~r ′′)
−
∫
d~r ′
∫
d~r ′′
∫
dx
ei(kax
′′−kbx)
L
χa(y
′′)χ∗b(y
′)(− ~
2
2m
∂2x + ǫb)δ(x− x′)
]
× 〈~r ′|G(E −H0 + iη)|~r ′′〉.
(B.6)
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We also need 〈~r ′|G(E −H0 + iη)|~r ′′〉.
〈~r ′|G(E −H0 + iη)|~r ′′〉 =
∫
d~r ′′′〈~r ′|G|~r ′′′〉〈~r ′′′|(E −H0 + iη)|~r ′′〉
=
∫
d~r ′′′G(~r ′, ~r ′′′)[(E + iη)δ(~r ′′′ − ~r ′′)
−
∑
a′
χa′(y
′′′)χ∗a′(y
′′)(− ~
2
2m
∂2x′′ + ǫa′)δ(x
′′ − x′′′)]
= (E + iη)G(~r ′, ~r ′′)
−
∫
d~r ′′′G(~r ′, ~r ′′′)
∑
a′
χa′(y
′′′)χ∗a′(y
′′)(− ~
2
2m
∂2x′′ + ǫa′)δ(x
′′ − x′′′).
(B.7)
Inserting this into our expression for 〈φb|V |ψ〉 gives
〈φb|V |ψ〉 =
[
(E + iη)
∫
d~r ′
∫
d~r ′′φ∗b(~r
′)φa(~r ′′)
−
∫
d~r ′
∫
d~r ′′
∫
dx
ei(kax
′′−kbx)
L
χa(y
′′)χ∗b(y
′)× (− ~
2
2m
∂2x + ǫb)δ(x− x′)
]
×
[
(E + iη)G(~r ′, ~r ′′)−
∫
d~r ′′G(~r ′, ~r ′′′)
∑
a′
χa′(y
′′′)χ∗a′(y
′′)(− ~
2
2m
∂2x′′ + ǫa′)δ(x
′′ − x′′′)
]
.
Multiplying the terms gives
〈φb|V |ψ〉 = (E + iη)2
∫
d~r ′
∫
d~r ′′φ∗b(~r
′)φa(~r ′′)G(~r ′, ~r ′′)
− (E + iη)
∫
d~r ′
∫
d~r ′′
∫
d~r ′′′φ∗b(~r
′)φa(~r ′′)G(~r ′, ~r ′′′)
×
∑
a′
χa′(y
′′′)χ∗a′(y
′′)(− ~
2
2m
∂2x′′ + ǫa′)δ(x
′′ − x′′′)
− (E + iη)
∫
d~r ′
∫
d~r ′′
∫
dx
ei(kax
′′−kbx)
L
χa(y
′′)χ∗b(y
′)(− ~
2
2m
∂2x + ǫb)δ(x − x′)G(~r ′, ~r ′′)
+
∫
d~r ′
∫
d~r ′′
∫
dx
∫
d~r ′′′
ei(kax
′′−kbx)
L
χa(y
′′)χ∗b(y
′)(− ~
2
2m
∂2x + ǫb)δ(x − x′)G(~r ′, ~r ′′′)
×
∑
a′
χa′(y
′′′)χ∗a′(y
′′)(− ~
2
2m
∂2x′′ + ǫa′)δ(x
′′ − x′′′).
(B.9)
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Using the orthonomality relations of the transverse eigenfunctions we get
〈φb|V |ψ〉 = (E + iη)2
∫
dx′
∫
dx′′
ei(kax
′′−kbx′)
L
Gba(x
′, x′′)
− (E + iη)
∫
dx′
∫
dx′′
∫
dx′′′
ei(kax
′′−kbx′)
L
Gba(x
′, x′′′)(− ~
2
2m
∂2x′′ + ǫa)δ(x
′′ − x′′′)
− (E + iη)
∫
dx
∫
dx′
∫
dx′′
ei(kax
′′−kbx)
L
(− ~
2
2m
∂2x + ǫb)δ(x − x′)Gba(x, x′′)
+
∫
dx
∫
dx′
∫
dx′′
∫
dx′′′
ei(kax
′′−kbx)
L
(− ~
2
2m
∂2x + ǫb)δ(x − x′)Gba(x′, x′′′)
× (− ~
2
2m
∂2x′′ + ǫa)δ(x
′′ − x′′′).
(B.10)
Collecting similar terms our expression becomes
〈φb|V |ψ〉 = (E2 − Eǫa − Eǫb + ǫaǫb)︸ ︷︷ ︸
(E−ǫa)(E−ǫb)
∫
dx′
∫
dx′′
ei(kax
′′−kbx′)
L
Gba(x
′, x′)
+
~
2
2m
(E − ǫb)︸ ︷︷ ︸
~2
2m
k2
b
∫
dx′
∫
dx′′
ei(kax
′′−kbx′)
L
∂2x′′Gba(x
′, x′′)
+
~
2
2m
(E − ǫa)︸ ︷︷ ︸
~2
2m
k2a
∫
dx′
∫
dx′′
ei(kax
′′−kbx′)
L
∂2xGba(x
′,′′ )
+
(
~
2
2m
)∫
dx′
∫
dx′′
ei(kax
′′−kbx′)
L
∂2x∂
2
x′′Gba(x
′, x′′).
(B.11)
Integrating by parts, the integral in the second term becomes
∫
dx′
∫
dx′′
ei(kax
′′−kbx′)
L
∂2x′′Gba(x
′, x′′) =
∫
dx′
ei(kax
′′−kbx′)
L
(∂x′′−ika)Gba(x′, x′′)
∣∣∣∣+∞
x′′=−∞
− k2a
∫
dx′
∫
dx′′
ei(kax
′′−kbx′)
L
Gba(x
′, x′′). (B.12)
The third integral becomes
∫
dx′
∫
dx′′
ei(kax
′′−kbx′)
L
∂2xGba(x
′, x′′) =
∫
dx′′
ei(kax
′′−kbx′)
L
(∂x+ikb)Gba(x
′, x′′)
∣∣∣∣+∞
x′=−∞
− k2b
∫
dx′
∫
dx′′
ei(kax
′′−kbx′)
L
Gba(x
′, x′′). (B.13)
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And the last integral is∫
dx′
∫
dx′′
ei(kax
′′−kbx′)
L
∂2x∂
2
x′′Gba(x
′, x′′) =
ei(kax
′′−kbx′)
L
(∂x′′ − ika)(∂x + ikb)Gba(x′, x′′)
∣∣∣∣+∞
x′,x′′=−∞
− k2b
∫
dx′
ei(kax
′′−kbx′)
L
(∂x′′ − ika)Gba(x′, x′′)
∣∣∣∣+∞
x′′=−∞
− k2a
∫
dx′′
ei(kax
′′−kbx′)
L
(∂x + ikb)Gba(x
′, x′′)
∣∣∣∣+∞
x′=−∞
+ k2bk
2
a
∫
dx′
∫
dx′′
ei(kax
′′−kbx′)
L
Gba(x
′, x′′).
(B.14)
Comparing the terms we see that all terms cancel except the first term in the Eq. (B.14),
giving
〈φb|V |ψ〉 =
(
~
2
2m
)2
ei(kax
′′−kbx′)
L
(∂x′′ − ika)(∂x′ + ikb)Gba(x′, x′′)
∣∣∣∣+∞
x′,x′′=−∞
(B.15)
The boundaries can be approximated by points far outside the sample giving
〈φb|V |ψ〉 =
(
~
2
2m
)2
ei(kax
′′−kbx′)
L
(∂x′′ − ika)(∂x + ikb)Gba(x′, x′′)
∣∣∣∣x
′
R
x′=x′
L
∣∣∣∣x
′′
R
x′′=x′′
L
. (B.16)
In Appendix C we show that only the term with x′ in the right lead and x′′ in the left
lead survives when x′′ < x′. Since we are free to choose the order of the variables before
we take the limit deep inside the leads, we arrange the variables in this order. The final
expression for the matrix element then becomes
〈φb|V |ψ〉 =
(
~
2
2m
)2
ei(kax
′′
L
−kbx′R)
L
4ikaikbGba(x
′
R, x
′′
L), (B.17)
where Eq. (C.18) has been used.
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Appendix C
Asymptotic behavior of the Green’s
function
We will study the behavior of the Green’s function when both the source and observation
points are far away from the scattering region. Considering the inverse of the Green’s
functions
G−1 = E −Ho − V (C.1)
and
G−10 = E −H0 (C.2)
we get the relation
G−1 = G−10 − V. (C.3)
This can be used to obtain an expression for G± in terms of G±0
(1−G±0 V )G± = G±0 ((G±0 )−1 − V )G± = G±0
⇒ G± = G±0 +G±0 V G±.
(C.4)
In the position basis this gives us
G+(~r,~r ′) = G+0 (~r,~r
′) +
∫
d~r ′′G+0 (~r,~r
′′)V (~r ′′)G+(~r ′′, ~r ′) (C.5)
and
G−(~r ′, ~r) = G−0 (~r
′, ~r) +
∫
d~r ′′G−0 (~r
′, ~r ′′)V (~r ′′)G−(~r ′′, ~r). (C.6)
We need the free particle Green’s functions to continue. Using the completeness relation
for the eigenfunctions of H0
1 =
∑
a
∫
dk |k, a〉〈k, a|
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with 〈~r|k, a〉 = eikx√
2π
χa(y), we get
〈~r|G±0 |~r ′〉 =
∑
a
χa(y)
[∫
dk
e±ik(x−x′)
2π(E − ǫa − ~2k2/2m+ iη)
]
χ∗a(y
′),
where ǫa is the energy associated with the transverse mode χa. The term inside the
brackets is the Green’s function in one dimension with energy ~2k2a/2m and is given by
(see Eqs. (A.7) and (A.10) in Appendix A)
G±0 (x, x
′) =
e±ika|x−x
′|
±i~νa . (C.7)
Then we can use the following expressions for the retarded and advanced Green’s func-
tions
G+0 (~r,~r
′) =
∑
a
χa(y)
e+ika|x−x
′|
i~νa
χ∗a(y
′) (C.8)
and
G−0 (~r
′, ~r) =
∑
a
χa(y
′)
e−ika|x−x′|
−i~νa χ
∗
a(y). (C.9)
Going back to Eq. (C.5) we get after multiplying by χ∗a(y)χb(y ′) and integrating over y
and y ′
G+ab(x, x
′) = G0+ab (x, x
′) + eikaαx
∫
d~r ′′
e−ikaαx
′′
i~νa
∫
dy ′ χ∗a(y
′′)χb(y ′)V (~r ′′)G+(~r ′′, ~r ′)︸ ︷︷ ︸,
ξαab(x
′)
(C.10)
where
α =
{
1, x ∈ R
−1, x ∈ L.
This gives the x-dependence of G+ab(x, x
′). We also need the x′-dependence and for this
we use Eq. (C.6).We multiply by χ∗b(y
′)χa(y) and integrate over y and y ′.
G−ba(x
′, x) = G0−ba (x, x
′) + e−ikbα′x′
∫
d~r ′′
eikbα
′x′′
−i~νb
∫
dyχ∗b(y
′′)χa(y)V (~r ′′)G−(~r ′′, ~r)︸ ︷︷ ︸,
ξ′α′ba(x)
(C.11)
where
α′ =
{
1, x′ ∈ R
−1, x′ ∈ L.
We then find G+ab(x, x
′) by complex conjugating G−ba(x
′, x),
G+ab(x, x
′) = G0+ab (x, x
′) + eikbα
′x′(ξ′α′ba(x))
∗. (C.12)
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The x-derivative of G+ab(x, x
′) is
∂
∂x
G+ab(x, x
′) = ika sgn(x− x′)G0+ab (x, x′) + ikaαeikaαxξαab(x′)
= ika(sgn(x− x′)− α)G0+ab (x, x′) + ikaαG+ab(x, x′),
(C.13)
where
sgn(x− x′) =
{
1, x > x′
−1, x < x′,
and Eq. (C.10) has been use to eliminate ξαab(x
′). We add ika to this equation and get(
∂
∂x
+ ika
)
G+ab(x, x
′) = ika(sgn(x− x′)− α)G0+ab (x, x′) + ika(α+ 1)G+ab(x, x′). (C.14)
The x′-derivative of G+ab(x, x
′) is
∂
∂x′
G+ab(x, x
′) = −ika sgn(x− x′)G0+ab (x, x′) + ikbα′eikbα
′x′(ξ′α′ba(x))
∗
= −(ika sgn(x− x′) + ikbα′)G0+ab (x, x′) + ikbα′G+ab(x, x′),
(C.15)
where Eq. (C.12) has been used to eliminate (ξ′α′ba(x))
∗. Using this the x′-derivative of
( ∂∂x + ika)G
+
ab(x, x
′) becomes
∂
∂x′
(
∂
∂x
+ ika
)
G+ab(x, x
′) = ika(−2δ(x′ − x)G0+ab (x, x′) + (sgn(x− x′)− α)(−ika sgn(x− x′)G0+ab (x, x′))
+ ika(α+ 1)((−ika sgn(x− x′)− ikbα′)G0+ab (x, x′) + ikbα′G+ab(x, x′))
= (−2ikaδ(x′ − x) + k2a(1− α sgn(x− x′)) + k2a(α+ 1) sgn(x− x′)
+ kakb(α+ 1)α
′)G0+ab (x, x
′)− kakb(α+ 1)α′G+ab(x, x′).
(C.16)
The final expression that we are interested in is(
∂
∂x′
− ikb
)(
∂
∂x
+ ika
)
G+ab(x, x
′) = (−2ikaδ(x′ − x) + k2a(1− α sgn(x− x′)) + k2a(α+ 1) sgn(x− x′)
+ kakb(α+ 1)α
′)G0+ab (x, x
′)− kakb(α+ 1)α′G+ab(x, x′)
− ikb(ika(sgn(x− x′)− α)G0+ab (x, x′) + ika(α+ 1)G+ab(x, x′))
= (−2ikaδ(x− x′) + k2a(1− α)(1− α sgn(x− x′))
+ k2a(α+ 1)(α
′ + sgn(x− x′)))G0+ab (x, x′)
+ kakb(α+ 1)(1 − α′)G+ab(x, x′),
(C.17)
where in the last step kb = ka since G
0+
ab (x, x
′) contains a δab. The term in front of
G0+ab (x, x
′) can be written as (when x 6= x′)
k2aθ(x− x′)((1− α)(1 − α′) + (1 + α)(1 + α′)).
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This term can only be non-zero when x and x′ are in the same leads, but we can then
choose the boundaries such that x′ > x. The term then disappears and Eq. (C.17)
becomes(
∂
∂x′
− ikb
)(
∂
∂x
+ ika
)
G+ab(x, x
′) = kakb(α+ 1)(1 − α′)G+ab(x, x′). (C.18)
Appendix D
Green’s function of a semi-infinite
wire
y
x
x = 0
Figure D.1: A semi-infinite wire with hard walls at x = 0. In the y-direction there is a
confining potential leading to transverse modes χm(y).
The Green’s function g+α for a semi-infinite wire can be calculated analytically. It is
done in the continuous representation, see Fig. D.1. We assume that the wire ends in
an infinite potential on one side and that the potential inside the wire is uniform in the
x-direction. This gives the eigenfunctions
φm,n(x, y) =
√
2
L
χm(y) sin (κx), (D.1)
where κ = nπL , n = 1, 2, . . ., and χm(y) are the transverse eigenfunctions. Using the
eigenfunction expansion of the Green’s function we get
G+(x, y;x, y′) =
2
L
∑
m
∑
κ>0
χm(y)
sin2 (κx)
(E − ǫm − ~2κ/2m+ iη)χm(y
′). (D.2)
We can approximate the sum by an integral,
G+(x, y;x, y′) =
2m
~2
2
π
∑
m
χm(y)χm(y
′)
∫ ∞
0
dκ
sin2 (κx)
k2m − κ2 + iη′
, (D.3)
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where km =
√
2m(E − ǫm)/~ and η′ = 2mη/~2. We insert sin2 (κx) = 2−ei2κx−e−i2κx4 ,
and obtain
G+(x, y;x, y′) =
2m
~2
2
π
∑
m
χm(y)χm(y
′)
∫ ∞
0
dκ
(
1− ei2κx
4
+
1− e−i2κx
4
)
1
k2m − κ2 + iη′
.
(D.4)
By a change of variables κ→ −κ in one of the terms under the integral sign we see that
G+(x, y;x, y′) =
2m
~2
1
2π
∑
m
χm(y)χm(y
′)
∫ ∞
−∞
dκ
1− ei2κx
k2m − κ2 + iη′
. (D.5)
This integral can be solved by contour integration, and the poles are found at
κ = ±km
√
1 + iη′ ≈ ±km(1 + iη
′
2
) = ±β,
where β = km(1 +
iη′
2 ). Thus, to solve the intgral in Eq. (D.5) we only need to find the
residue of f(κ) = 1−e
i2κx
k2m−κ2+iη′ at the pole lying in the upper half of the complex plane. It
is given by
Res(f,+β) = −1− e
i2kmx
2km
. (D.6)
Inserting this into Eq. (D.5), we get
G+(x, y;x, y′) =
2m
~2
1
2π
∑
m
χm(y)χm(y
′) 2πiRes(f,+β)
= −
∑
m
χm(y)χm(y
′)eikmx
2 sin (kmx)
(~2/m)km
.
(D.7)
The Green’s function between to points pj and pj′ lying along the edge of the wire (x = a)
is
g+(pj , pj′) = −
∑
m
2 sin (kma)
(~2/m)km
χm(pj)e
ikmaχm(pj′). (D.8)
Using the dispersion relation on a discrete lattice
E = 2t(1− cos (ka)),
gives the velocity
v =
1
~
∂E
∂k
=
2at sin (ka)
~
.
Going from the continuous to the lattice representation, we let ~
2k
m → 2a2t sin (ka). This
simplifies our expression to
g+(pj, pj′) = −
∑
m
1
t
χm(pj)e
ikmaχm(pj′). (D.9)
