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This paper presents a novel filter with low computational
demand to address the problem of orientation estimation of
a robotic platform. This is conventionally addressed by ex-
tended Kalman filtering of measurements from a sensor suit
which mainly includes accelerometers, gyroscopes, and a
digital compass. Low cost robotic platforms demand simpler
and computationally more efficient methods to address this
filtering problem. Hence nonlinear observers with constant
gains have emerged to assume this role. The nonlinear com-
plementary filter is a popular choice in this domain which
does not require covariance matrix propagation and associ-
ated computational overhead in its filtering algorithm. How-
ever, the gain tuning procedure of the complementary filter is
not optimal, where it is often hand picked by trial and error.
This process is counter intuitive to system noise based tuning
capability offered by a stochastic filter like the Kalman filter.
This paper proposes the right invariant formulation of the
complementary filter, which preserves Kalman like system
noise based gain tuning capability for the filter. The result-
ing filter exhibits efficient operation in elementary embedded
hardware, intuitive system noise based gain tuning capabil-
ity and accurate attitude estimation. The performance of the
filter is validated using numerical simulations and by exper-
imentally implementing the filter on an ARDrone 2.0 micro
aerial vehicle platform.
1 Introduction
The objective of an Attitude and Heading Reference
System (AHRS) is to estimate the orientation of a plat-
form using measurements from multiple sensors. Typically
these sensors may include accelerometers, magnetometers,
gyroscopes, and velocity sensors. Orientation estimation of
robots using these measurements is traditionally performed
using the Extended Kalman Filter (EKF) [1]. The EKF is
a natural choice for this application due to its popularity in
many similar nonlinear estimation problems. Notable appli-
cations related to robotics are localization [2, 3], simultane-
ous localization and mapping [4], target tracking [5], and in-
ertial navigation systems [6].
Despite its popularity in many applications, the classi-
cal EKF has several drawbacks. The EKF assumes a linear
state error and a linear output error in its formulation. This
is an inaccurate error representation for many practical ap-
plications including the orientation estimation problem. The
classical EKF formulation tends to overlook the underlying
geometry related to the rotation group [7]. Hence the EKF
is required to maintain redundant states to represent rotation
errors and those states propagate in a geometrically inconsis-
tent manner during operation. This issue has been effectively
addressed by nonlinear filters where filtering equations and
error definitions are consistent with the rotation group. The
nonlinear filter designs presented in literature can be broadly
classified into two major groups, either as deterministic fil-
ters or as stochastic filters.
Deterministic filter formulations do not consider the ran-
dom noise variables as well as the covariance figures related
to those noise variables. As a result, these filters have a min-
imal set of filtering equations and parameters (gains). The
Nonlinear Complementary Filter (NCF) is one of the pop-
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ular deterministic forms available for attitude and heading
estimation of robotic platforms and radio controlled plat-
forms [8]. It has global stability implications and low com-
putational requirement [7] . One of the major drawbacks of
NCF is that there is no systematic procedure available to tune
its gains, where the gains are usually selected by trial and er-
ror methods.
Nonlinear stochastic filters consider random noise vari-
ables and their covariance figures in its formulation. The
gains of such stochastic filters are computed adaptively based
on system noise statistics. This capability provides better
convergence properties and intuitive tuning properties which
are not available in deterministic forms (e.g. NCF). One
of the major drawbacks of nonlinear stochastic filters is the
higher computational requirement needed for propagation of
noise covariance values and calculation of adaptive gains. A
popular nonlinear stochastic filter used for AHRS is the Mul-
tiplicative Extended Kalman Filter (MEKF) [9]. The MEKF
introduces multiplicative error state definitions when com-
puting rotational errors. These are more accurate than the
linear error state definitions used by the EKF and this mod-
ification has become quite standardized in filter design tasks
when rotational dynamics are involved [6]. A more recent
breakthrough in AHRS design domain is the symmetry pre-
serving observer design method [10]. This method is a gen-
eralized approach which allows to systematically design fil-
ters for problems possessing symmetries such as robot lo-
calization [11, 12, 13], inertial navigation systems [14], and
AHRS [15, 16]. The error system produced by following
the symmetry preserving filter design approach can be sta-
bilized using an error state Kalman filter as shown in [17].
The resulting nonlinear filter is termed as the Invariant Ex-
tended Kalman Filter (IEKF). A remarkable characteristic
of the IEKF is its capability to converge its adaptive gains, to
a constant set of values when the filter is operating along a
class of trajectories termed “permanent trajectories” [17]. In
practice it is found that typical smooth trajectories of rotating
platforms often operate in a domain of permanent trajectories
where constant gains of the filter are observed during steady
state operations [17].
Therefore, one may raise the question as to whether
the NCF is actually a steady state version of the IEKF (or
whether there is any significant connection) because the
IEKF tends to behave like a constant gain filter during steady
state operation. This is an important identification since it
would imply the possibility of using steady state gains of the
IEKF to tune the NCF. Since the gains of the IEKF are pa-
rameterized by the systems’ noise parameters, the resulting
gain computation method would be quite intuitive and sys-
tematic for practical applications. This paper exploits the
above idea to realize a novel formulation of the NCF which
can be tuned using the steady state converged gain values of
an equivalent stochastic formulation of the filter.
The paper first uses a symmetry preserving observer de-
sign approach to identify a stochastic equivalent correspond-
ing to the NCF. Then a tuning method for the right invariant
formulation of the NCF is proposed which uses the steady
state gains of its stochastic equivalent. These steady state
gains can be calculated using Discrete Algebraic Riccati
Equation (DARE) solve functionality [18], which is avail-
able in many mathematical packages. The work further dis-
cusses the stability implications of the design and validates
the proposed method using experimental evaluation on a Mi-
cro Aerial Vehicle (MAV).
This paper has three main contributions. First, this pa-
per proposes a novel low cost filter for orientation estimation.
This filter is termed as the Right Invariant Nonlinear Com-
plementary Filter (RINCF). Second, this paper proposes a
novel tuning method for the filter while exploiting the sen-
sors’ noise parameters. The tuning method produces gain
values for the RINCF which are comparable to the gains of a
steady state stochastic version of the filter. Third, this paper
presents a detailed experimental evaluation of the filter when
deployed on a typical hobby grade MAV device validating its
capability to operate with minimal computational overhead.
2 Preliminaries
2.1 System and measurement model
This work uses a quaternion parameterization q =
(a b c d)T to represent platform rotations from an earth
aligned frame {E} to a frame attached to the rotating body
{B}. The multiplication operation between two quaternions
q1 = (a1 b1 c1 d1)T and q2 = (a2 b2 c2 d2)T is defined using
the operator ∗ as follows:
q1 ∗q2 =

a1a2−b1b2− c1c2−d1d2
a1b2+b1a2+ c1d2−d1c2
a1c2−b1d2+ c1a2+d1b2
a1d2+b1c2− c1b2+d1a2

All vectors v ∈ R3 are augmented as v = (0 vT)T when
performing a quaternion multiplication. The matrix Rq de-
notes the rotation matrix corresponding to platform rota-
tions from earth aligned frame {E} to a frame attached to
the rotating body {B} which is parameterized by q. I.e.,
Rq ∈ SO(3) s.t. q∗v∗q−1 = Rqv ,∀v ∈ R3.
Following a quaternion parameterization, the low cost
attitude and heading estimation problem faced by robotic
platforms can be expressed using the system and measure-
ment models given in equations (1) and (2).
x˙= f (x,u,w)(
q˙
ω˙b
)
=
( 1
2q∗ (ωm−ωb+wωm)
wωb
)
(1)
The system model (1) has a state vector denoted by
x := (qT, ωTb )
T, a process noise vector denoted by w :=
(wTωm , w
T
ωb)
T, and an input vector denoted by u := ωm. The
vector ωm denotes a 3 axis gyroscope measurement which
measures the absolute angular rate of the platform expressed
in body fixed frame {B}. The gyroscope measurement has a
bias term ωb, and is corrupted by a measurement noise term
wωm along all three axis. The gyroscopic bias term follows a
random walk process with noise wωb .
y= g(x,ν)(
ya
yb
)
=
(−RTq ge+νa
RTq be+νb
)
(2)
The measurement model (2) has a measurement vector
denoted by y := (yTa , yTb )
T and a measurement noise vec-
tor denoted by ν := (νTa , νTb )
T. Vector ya denotes the mea-
surements of a 3 axis accelerometer which measures gravi-
tational and inertial accelerations of the platform expressed
in body fixed frame {B}. Vector ge denotes the gravitational
reference vector expressed in frame {E}. For low cost atti-
tude estimation it is assumed that platform inertial accelera-
tions are absorbed in the accelerometer measurement noise
term given by νa. As a result, accelerations due to gravity
dominates the accelerometer measurement. Vector yb de-
notes the measurements of a 3 axis magnetometer attached
to the platform which measures the magnetic field intensity
of the environment expressed in body fixed frame {B}. Vec-
tor be denotes the earth’s magnetic reference expressed in
frame {E}. The magnetometer model assumes that it mea-
sures the earth’s magnetic field while all other disturbances
are absorbed in the magnetometer measurement noise term
given by νa. During indoor navigation the magnetometer is
given less confidence since it is heavily prone to errors pro-
duced by local magnetic disturbances [19].
2.2 Symmetry preserving observer design approach
The proposed filter in this paper exploits the filter design
process of [10] to achieve a steady state deterministic imple-
mentation which is capable of incorporating system noise pa-
rameters for tuning purposes. The design procedure follows
a differential geometric formulation. Important definitions
and necessary notation, which are relevant to this work are
summarized here. Only the definitions that are necessary to
follow the modified observer design process proposed in this
work are presented in this section. All definitions and the-
orems related to a standard symmetry preserving observer
design process are discussed in detail in the original work of
Bonnabel et al. [10].
Definition 1: A set G is a Group, if for all g ∈ G, we can de-
fine a Group operation (multiplication)  with a correspond-
ing identity element e, and an inverse element g−1, which
satisfies the conditions of closure and associativity.
As an example, unit quaternions q = (a b c d)T which
is used to parameterize rotations of a platform belongs to
the special unitary group SU(2) := G. Group operation with
an element q0 ∈ G, is defined as the quaternion multiplica-
tion q0 ∗q, which satisfies conditions of closure, i.e., q0,q ∈
G =⇒ q0 ∗q ∈ G, and conditions of associativity, i.e., (q0 ∗
q)∗q= q0 ∗ (q∗q). An identity element e= (1 0 0 0)T ∈G
and an inverse element q−1 = (a − b − c − d)T ∈ G can
be identified such that q−1 ∗q = e. Specifically this is iden-
tified as the left group operation. Similarly, one can define
the group operation for a element q ∈ G when operated by
q0 ∈ G as q∗q0. This is termed the right group operation.
Definition 2: A smooth map φg is a Group action on a
set (more generally a manifold) M , if (g,m) ∈ G×M ⇒
φg(m) ∈M , s.t. φe(m) = m and φg1(φg2(m)) = φg1g2(m).
As an example take linear velocity v ∈ R3 expressed in
frame {B}, and consider the operation of expressing v in a
reference frame {E}. This mapping is defined as φg(v) =
Rqv ∈ R3 where the rotation matrix Rq = g ∈ SO(3) is used
to specify rotations from frame {E} to frame {B} . Consider
the left group operation defined by matrix multiplication and
group elements g1,g2,e ∈ SO(3) where g1 = Rq1 , g2 = Rq2 ,
and e = I3 (Identity matrix). The smooth map φg can easily
be identified as a group action according to Definition 2 since
φe(v) = v, and φg1(φg2(v)) = Rq1Rq2v= φg1g2(v).
Definition 3: The system x˙ = f (x,u) is G-invariant if
f (ϕg(x),ψ(u)) = Dϕg(x) ◦ f (x,u), for group actions ϕg(x)
on states x ∈ X , and ψg(u) on inputs u ∈U .
Definition 4: The output y = h(x,u) is G-equivariant if
h(ϕg(x),ψg(u)) = ρg(y), for group action ρg(y) on outputs
y ∈ Y .
In Definition 3, operator D denotes time differentiation
and operator ◦ denotes function composition. Definitions 3
and 4 state the necessary conditions for a given system and
measurement model to be considered as invariant, when sub-
jected to smooth maps ϕg, ψg, ρg.
Definition 5: A function λ(X ,Y,U) is an Invariant quantity
if φg(λ) := λ(ϕg(X),ρg(Y ),ψg(U)) = λ(X ,Y,U).
As an example, consider the quantity λ = RTq ω.
This quantity remains unchanged under the group actions
ϕg0(Rq) = Rq0Rq and ψg0(ω) = Rq0ω for group element
g0 = Rq0 ∈ SO(3). i.e., φg(λ) = (Rq0Rq)T(Rq0ω) =
RTq ω = λ.
The process of deriving an IEKF follows four main
steps.
1. Find the symmetries relevant to given system and mea-
surement models. A symmetry is an operation that can
be performed on a system (i.e. smooth maps) which re-
sults in certain features (i.e. invariants) of the system to
remain unchanged. Therefore, the symmetries of a sys-
tem can be found by identifying the smooth maps which
satisfy Definitions 3 and 4 for the models given in equa-
tions (1) and (2).
2. Identify invariants of the system which satisfy Definition
5. The procedure allows to identify invariant definitions
for state error and output error that are more geometri-
cally consistent than the traditional linear state error and
output error definitions used in an EKF.
3. Formulate the symmetry preserving observer as pro-
posed in Theorem 1 in [10]. Identify the error state dy-
namics related to the observer, using the invariant quan-
tities found in the previous step.
4. Stabilize the error state dynamics of the filter using a
method such as Lyapunov based design or an error state
Kalman filtering approach. When an error state Kalman
Observer model Measurement model State Error Output Error
LIEKF : ˙ˆq
˙ˆωb
=
 12 qˆ∗ (ωm− ωˆb)
0
+
qˆ∗LqE
LωbE
 yˆa
yˆb
=
−RˆTq ge
RˆTq be
 η =
 q−1 ∗ qˆ
ωˆb−ωb
 E =
−RˆTq ge−ya
RˆTq be−yb

RIEKF : ˙ˆq
˙ˆωb
=
 12 qˆ∗ (ωm− ωˆb)
0
+
LqE ∗ qˆ
LωbE
 yˆa
yˆb
=
−RˆTq ge
RˆTq be
 η =
 qˆ∗q−1
Rq(ωˆb−ωb)
 E =
−ge− Rˆqya
be− Rˆqyb

Table 1. The main filtering equations related to the RIEKF, and the LIEKF. Derivation of each filter is detailed in [17] .
filtering approach is used the resulting filter is termed as
the IEKF.
The standard IEKF design process for an attitude estimation
problem is presented in detail in the work of [17], hence not
repeated here. This paper specifically proposes modifica-
tions relevant to step 2 of this process where a new invariant
error definition is introduced; and step 4 of the process where
a stability analysis guarantees local asymptotic convergence
of the filter proposed in this work. These steps are discussed
in detail while the rest of the filter design procedure is sum-
marized. Readers are directed to [17] for a detailed treatment
of the summarized steps.
3 Methodology
LIEKF
RIEKF
LIEKF*
RIEKF*
NCF
RINCF
Stochastic 
Filters
Deterministic 
Filters
Left Group 
Action
Right Group 
Action
[18]
[18]
[7]
Proposed in this paper
Fig. 1. The overview of this study and filters designed as part of this
work.
Fig.1 summarizes the development process of the
RINCF proposed in this paper. The objective of this study is
to find a stochastic steady state equivalent of the NCF, i.e., a
stochastic filter having a structure similar to NCF and having
a converging set of constant steady state gains. The resulting
filter should have gains which are related to the system noise
variables and should be able to perform as a computation-
ally efficient deterministic filter by exploiting its steady state
convergence behaviour.
The investigation carried out in this paper starts by an-
alyzing well established nonlinear attitude filters available
in literature, i.e., the Left IEKF (LIEKF), the Right IEKF
(RIEKF) and the NCF. Then this paper identifies modifica-
tions to IEKFs’ output error definitions which allow them to
act as stochastic equivalents for the NCF. These modifica-
tions result in LIEKF∗ and its symmetric right group equiv-
alent RIEKF∗. Next the paper investigates the gain conver-
gence behaviour of these two versions of filters and identifies
that RIEKF∗ has the best convergence behaviour. Finally,
the paper formulates the deterministic form of RIEKF∗. This
novel formulation is defined as the RINCF. The RINCF is
the stochastic steady state equivalent form for the right group
version of the NCF.
3.1 Relationship between the NCF and the IEKF
An IEKF design can be followed to realize a filter for
the model given by equations (1) and (2), as described in
work presented in [17]. It follows the symmetry preserv-
ing observer design procedure to derive two forms of the fil-
ter: the LIEKF and the RIEKF. The difference between these
two filters is that LIEKF considers the left group action and
RIEKF considers the right group action relevant to the rota-
tion group; i.e., for group elements g = q,g0 = q0 ∈ SU(2),
g0♦g = q0 ∗q and g0♦g = q ∗q0 denotes the left and right
group actions respectively. These filters have adaptive gains
which are based on system noise variables and only im-
plies local convergence due to the use of linearized error
state models. The resulting filtering equations of LIEKF and
RIEKF for the AHRS problem are summarized in Table 1.
The symbol ∧ is used to identify the estimate of a variable.
The scalars Lq, Lωb are the gains of the filter for states q and
ωb respectively. The variable η denotes the state error and
E denotes the output error. The observer model, state error
and output error in Table 1 are designed such that they are
invariant as defined in Definition 5.
The NCF for the attitude estimation problem is summa-
rized in Table 2, where kp,kd ,k1 and k2 denote the gains re-
lated to the filter. NCF exhibits good convergence and wide
acceptance as a deterministic, low cost form, applicable for
attitude filtering. The strength of the NCF is that it uses
a constant set of gains to achieve stable response and has
global stability implications as reported in [7].
It can be clearly seen that the NCF given in Table 2 is
NCF
Initialization : xˆ =
[
1 0 0
]T
Filter Equations : ˙ˆq
˙ˆωb
=
 12 qˆ∗ (ωm− ωˆb)
0
+
qˆ∗ kpE
kiE
yˆa
yˆb
=
−RˆTqge
RˆTqbe

E = k1(yˆa×ya)+ k2(yˆb×yb)
Gain selection :
[
kp ki k1 k2
]T
> 0
Table 2. The nonlinear complementary filter for attitude estimation
directly comparable to the LIEKF given in Table 1, with the
exception of their output error definitions E . The NCF takes
a cross product form for its output error definition while the
LIEKF takes a quaternion error form. In order to realize an
equivalent stochastic form for the NCF, the output error def-
inition E of the LIEKF in Table 1 should be modified as
follows.
E =
(
ya× yˆa
yb× yˆb
)
(3)
The sign change of the error definition is common in Luen-
berger type observers, which cancels the effect by produc-
ing gains with the corresponding sign change. The next sec-
tion proceeds to apply the cross product modification given
in equation (3) in the invariant filter design process.
3.2 The LIEKF∗ and the RIEKF∗
To be congruent with the symmetry preserving frame-
work, the output error definition given by (3) should sat-
isfy conditions of invariance. The relevant symmetries of the
LIEKF when operated by a group element (q0, ωb0) ∈ G =
SU(2)×R3, can be found by applying Definitions 3 and 4 as
follows.
ϕg
(
q
ωb
)
=
(
q0 ∗q
ωb+ωb0
)
, ψg
ωmge
be
=
ωm+ωb0Rq0ge
Rq0be
 ,
ρg
(
ya
yb
)
=
(
ya
yb
)
Using these mappings we can show that the cross product
error term (3) is invariant according to Definition 5.
φg(E(xˆ,u,y)) = E(ϕg(xˆ),ψg(u),ρg(y))
φg
(
ya×−RˆTq ge
yb× RˆTq be
)
=
(
ya×−RˆTq RTq0Rq0ge
yb× RˆTq RTq0Rq0be
)
=
(
ya×−RˆTq ge
yb× RˆTq be
)
= E(xˆ,u,y)
The modified LIEKF which incorporates the cross product
error given by (3) is derived by following the IEKF design
process. This modified LIEKF is denoted as LIEKF∗.
By following a similar procedure, one can find the modi-
fied RIEKF which uses the cross product error term in its for-
mulation. The cross product error term applicable for right
group actions is given in equation (4).
E =
(
Rˆq(ya× yˆa)
Rˆq(yb× yˆb)
)
(4)
The following set of equations identify the symmetries rele-
vant to the RIEKF.
ϕg
(
q
ωb
)
=
(
q∗q0
RTq0ωb+ωb0
)
, ψg
ωmge
be
=
RTq0ωm+ωb0ge
be
 ,
ρg
(
ya
yb
)
=
(
RTq0ya
RTq0yb
)
Using these mappings we can verify the invariance of (4) for
symmetries relevant to right group actions.
φg(E(xˆ,u,y)) = E(ϕg(xˆ),ψg(u),ρg(y))
φg
(
Rˆq(ya×−RˆTq ge)
Rˆq(yb× RˆTq be)
)
=
(
RˆqRq0(R
T
q0ya×−RTq0RˆTq ge)
RˆqRq0(R
T
q0yb×RTq0RˆTq be)
)
=
(
Rˆq(ya×−RˆTq ge)
Rˆq(yb× RˆTq be)
)
= E(xˆ,u,y)
The modified RIEKF which incorporates the cross product
error term given by (4) is denoted as RIEKF∗. The result-
ing AHRS designs LIEKF∗ and RIEKF∗, are summarized
in Table 3. Here the state covariance matrix is denoted by
P, system noise covariance is denoted by Q, the measure-
ment noise covariance is denoted by R and the Kalman gain
is denoted by K. The operator E(·) denotes the expected
value computation of a random variable. The Jacobian ma-
trices corresponding to system, measurement, process noise
and measurement noise models are denoted by A,C,M and
N respectively following standard notation. The identity ma-
trix is denoted using I and the operator [·]× is used to denote
standard skew symmetric matrix transformation of a vector.
Notice that cross product is a rank deficient operation
which causes the measurement noise Jacobian N to lose its
rank. Therefore the measurement noise Jacobians are modi-
fied as I+N in order to preserve their full rank condition, al-
lowing them to be applied in Kalman gain computation equa-
tions.
Fig.2 (a) and (b) illustrate the gain stabilization of
LIEKF∗ and RIEKF∗ respectively. It is evident from the
graphs that the RIEKF∗ has a stabilizing constant set of
gains, which is desirable for a fixed gain design. A steady
state gain identification for the LIEKF∗ will be difficult due
to the existence of strong coupling between the gains and
Table 3. Summary of LIEKF∗ and RIEKF∗
LIEKF∗
Initialization :
xˆ=
[
1 0 0
]T
, P = I, Q = E(wwT), R = E(ννT)
Filter Equations : ˙ˆq
˙ˆωb
=
 12 qˆ∗ (ωm− ωˆb)
0
+
qˆ∗LqE
LωbE
yˆa
yˆb
=
−RˆTqge
RˆTqbe
 E =
yˆa×ya
yˆb×yb

K =
[
−Lq −Lωb
]T
Filtering Matrices(used to compute Kalman gain K) :
A =
[ωˆb−ωm]× − 12 I
0 0
 C =
2[RˆTqge]2× 0
2[RˆTqbe]2× 0

M =
0.5I 0
0 −I
 N =
I+[RˆTqge]× 0
0 I− [RˆTqbe]×

RIEKF∗
Initialization :
xˆ=
[
1 0 0
]T
, P = I, Q = E(wwT), R = E(ννT)
Filter Equations : ˙ˆq
˙ˆωb
=
 12 qˆ∗ (ωm− ωˆb)
0
+
 LqE ∗ qˆ
RˆTqLωbE
yˆa
yˆb
=
−RˆTqge
RˆTqbe
 E =
Rˆq(yˆa×ya)
Rˆq(yˆb×yb)

K =
[
−Lq −Lωb
]T
Filtering Matrices(used to compute Kalman gain K) :
A =
0 − 12 I
0 Rˆq(ωm− ωˆb)
 C =
2[ge]2× 0
2[be]2× 0

M =
0.5I 0
0 −I
 N =
I+[ge]× 0
0 I− [be]×

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Fig. 2. Gain matrix K(t) of (a) the RIEKF∗, (b) the LIEKF∗, and (c) the RINCF for a smooth trajectory
the system trajectory. In the next step we attempt to exploit
RIEKF∗ further to propose an intuitive gain tuning method
for the NCF.
3.3 The RINCF
The invariant state error η for a right invariant formula-
tion is defined as follows (as given in Table 1-RIEKF).
η =
(
qˆ∗q−1
Rq(ωˆb−ωb)
)
=
(
µ
β
)
Here the rotational error state is denoted by µ and the gyro-
scopic bias error state is defined by β. The error state dy-
namic model of RIEKF∗ (5) can be found by time differen-
tiating η and expressing the resulting model using invariant
quantities.
(
µ˙
β˙
)
=
( − 12β ∗µ+LµE
µ−1 ∗ Iˆω ∗µ×β+µ−1 ∗LβE ∗µ
)
E =
(
eg
eb
)
=
(
Rµge×ge
Rµbe×be
) (5)
The invariant quantity Iˆω is defined as Iˆω = qˆ ∗ (ωm− ωˆb) ∗
qˆ−1. The matrix Rµ denotes the rotation matrix correspond-
ing to the quaternion error state µ. The steady state gain con-
vergence behaviour of RIEKF∗ shown in Fig.2, implies that
the optimal gain matrix K would mainly consist of a constant
set of gains. Consider the following constant gain matrix pro-
posal.
K =
(
Lµ
Lβ
)
=
(
Ia Ib
−Ic −Id
)
,
Ia = diag([a1 a2 a3])
Ib = diag([b1 b2 b3])
Ic = diag([c1 c2 c3])
Id = diag([d1 d2 d3])
The gain matrix K is substituted in (5) and the resulting er-
ror state system is linearized using a small signal assump-
tion, i.e. µ→ (1, δµT)T, β→ δβ. The linearized error states
corresponding to error states µ and β are denoted as δµ and
δβ respectively. Note that δµ is a three dimensional vector
since infinitesimal quaternion errors result in the first entry of
quaternion error µ to be 1. Second order infinitesimal terms
of the resulting model are removed to generate the linearized
error state model as given in equations (6).
(
δ˙µ
δ˙β
)
=
( − 12δβ+Aµδµ
Iˆω×δβ+Aβδµ
)
,
Aµ =
−2g2ea1 0 00 −2g2ea2−2b2eb2 0
0 0 −2b2eb3
 ,
Aβ =
2g2ec1 0 00 2g2ec2+2b2ed2 0
0 0 2b2ed3

(6)
This derivation assumes that the measurement system is
calibrated and aligned such that the gravity vector ge =
(0, 0, ge)T and the magnetic reference be = (be, 0, 0)T.
This system is found to be locally asymptotically stable us-
ing a candidate Lyapunov function V [16].
V = δβTδβ +(2Aβδµ)Tδµ ≥ 0
The derivative of the Lyapunov function is found to be:
V˙ = (4Aβδµ)TAµδµ
=−4δµ2y(2b2b2e +2a2g2e)(2d2b2e +2c2g2e)
−16b3b4ed3δµ2z −16a1c1g4eδµ2x
Here V˙ is negative semi-definite which implies Lyapunov
stability, i.e., δµ and δβ are bounded. V¨ is a polynomial
function of δµ, δβ, Iω and I˙ω. Hence V¨ is bounded and V˙
is uniformly continuous. From Barbalat’s lemma V˙ → 0 as
t → ∞, hence δµ → 0 as t → ∞. Analyzing the local error
state dynamics (6), δ˙µ is bounded and δ¨µ is a polynomial
function of δµ, δβ, Iω and I˙ω. Hence δ¨µ is bounded and δ˙µ
is uniformly continuous. From Barbalat’s lemma δ˙µ→ 0 as
t → ∞. Since δµ → 0 as t → ∞, this means that δβ → 0
as t → ∞. Therefore, the system is locally asymptotically
convergent to the equilibrium for any positive parameter se-
lection for a1, a2, b2, b3, c1, c2, d2, d3.
The constant gain K can be found by applying DARE
solve functionality using the matrices A,C,M,N relevant to
RINCF
Initialization :
xˆ=
[
1 0 0
]T
Q = E(wwT) R = E(ννT)
FilterEquations : ˙ˆq
˙ˆωb
=
 12 qˆ∗ (ωm− ωˆb)
0
+
 LqE ∗ qˆ
RˆTqLωbE
yˆa
yˆb
=
−RˆTqge
RˆTqbe
 E =
Rˆq(yˆa×ya)
Rˆq(yˆb×yb)

K =
[
−Lq −Lωb
]T
Filtering Matrices(used to compute gain K) :
A =
0 − 12 I
0 0
 C =
2[ge]2× 0
2[be]2× 0

M =
0.5I 0
0 −I
 N =
I+[ge]× 0
0 I− [be]×

K = Dare(I+Adt, C, MQMTdt2, NRNT)
Table 4. The proposed right invariant nonlinear complementary filter
the RIEKF∗. As a result, the gains K will be based on sys-
tems’ noise parameters. The time varying components of the
filter matrices are omitted when computing the steady state
gain values, i.e., Iˆω = 0. Fig.2 (c) illustrates the gains of the
filter found using this proposed approach which are equiva-
lent to the steady state gains converged by the RIEKF∗ for
the same trajectory.
The above process cannot be performed on the LIEKF∗
which in its noiseless form is equivalent to the generic NCF
proposed by [7]. It is evident that despite the popularity of
the NCF, its stochastic equivalent (i.e., LIEKF∗ shown in this
paper) does not allow one to identify a constant set of optimal
steady state gains due to the existence of dominant coupling
between the optimal gains and the system trajectory. On the
other hand, the right invariant form of the NCF has a stochas-
tic equivalent which converges to a constant set of dominant
steady state gains, thereby allowing intuitive tuning based on
the noise parameters of the system. Therefore, this paper
proposes the steady state RIEKF∗ as the natural extension of
the NCF, which by design inherits similar characteristics as
the original NCF, but with the added intuitive tuning capabil-
ity beneficial for practical applications. We term this formu-
lation the RINCF. The filtering equations of the RINCF are
summarized in Table 4, where the operator Dare(·) is used
to denote the application of DARE to a set of matrices.
It is important to note that at high angular velocities
some elements of the optimal gain matrix deviates from
its steady state values. By analyzing this behaviour it was
identified that the gain matrix approximates to the follow-
ing function with 2 extra parameters relevant to high angular
velocity cases.
K =
(
Lq
Lωb
)
=
(
Ia Ib
−Ic+ p1[−ˆIω]× −Id+ p2[−ˆIω]×
)
(7)
An approximation for parameters p1 and p2 can be
found by applying DARE solving function with Iˆω =
(ωmax, 0, 0). The parameters p1 and p2 can be calcu-
lated using the resulting gain matrix as p1 = K6,2/ωmax,
p2 = −K5,6/ωmax. The scalar Ki, j is used to denote the gain
value located at column i, and row j of gain matrix K. The
RINCF variant which has the gain function (7) is defined as
RINCF2. The performance of RINCF2 is compared with
RINCF for different experimental runs in the results section.
4 Results
This section evaluates the numerical and experimental
performance of the RINCF for multitude of scenarios and
compares the performance agaainst generic filter designs
used for orientation estimation .
4.1 Numerical validation of the RINCF
Three trajectories were used for numerical evaluation of
the proposed RINCF as given in equation set (8). The trajec-
tories were randomly selected to evaluate the performance of
the proposed filter and its tuning procedure for low, medium,
and high angular velocity cases.
Case 1 : ω =
pi/3sin(2pi0.7t+pi/3)pi/3sin(2pi0.2t+pi)
pi/3sin(2pi0.4t)
rad/s
Case 2 : ω =
 pisin(2pi0.7t)pisin(2pi.02t+pi)
pisin(2pi.04t+pi/3)
rad/s
Case 3 : ω =
5pi/3sin(2pi.07t+pi/3)5pi/3sin(2pi.02t+pi)
5pi/3sin(2pi.04t)
rad/s
(8)
The system noise parameters were taken as Q = 0.1I6,
and R = diag(0.3I6,0.5I6). The proposed RINCF was im-
plemented with the gain matrix found through DARE runs in
Matlab. The resulting tuning parameters using the proposed
RINCF design method were (a1, a2, b2, b3, c1, c2, d2, d3)
= (0.3326,0.2517, 0.1511, 0.2630, 0.5666, 0.4412, 0.2648,
0.4332)10−3. These gain values were used for the RINCF in
all of the numerical experiments.
The results of the RINCF was compared against main
attitude estimators reported in literature [20, 6,17, 7]. Case 1
was selected as the test case for this comparative analysis
since the trajectory corresponds to typical operating veloc-
ities of aerial platforms. Fig.3 illustrates the estimation of
roll(θx), pitch(θy), and yaw(θz) for Case 1. The RINCF was
capable of fast convergence and accurate estimation of atti-
tude and heading using the proposed tuning approach.
−50
0
50
100
A
ng
le
o
θx
ˆ
ˆ
ˆ
0 5 10 15 20 25 30
−6
−4
−2
0
2
4
6
Time(s)
A
ng
le
 e
rr
or
o
θx
θy
θy
θz
θz
θx - θx
θy - θy
θz - θz
ˆ
ˆ
ˆ
Fig. 3. The simulated trajectory of the platform and the estimation
accuracy provided by the RINCF for Case 1
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Fig. 4. Performance of the RINCF for Case 1 compared with main
attitude estimators reported in this work
Fig.4 illustrates the mean and standard deviation of es-
timation error produced by the filters after convergence (re-
sults after 2.5 seconds). The filter denoted as WAB is the
solution achieved by solving the Wahba’s problem using sin-
gular value decomposition [20]. This denotes the attitude
and heading solution achievable solely using an accelerom-
eter and a magnetometer, thus corresponds to the worst case
performance expected from the filters. The RINCF provides
comparable accurate results as all other estimators consid-
ered in this work as illustrated in Fig.4. Out of the filters
presented in Fig.4, the NCF and the RINCF are the only de-
terministic implementations applicable with minimal com-
putational overhead, while the RINCF dominates as the only
deterministic filter which has system noise based gain tuning
capability as proposed in this work. The gains of the NCF
were selected by trial and error for this experiment.
4.2 Higher angular velocity cases
Next the performance of RINCF for higher angular ve-
locity cases (Case 2 and Case 3) was evaluated. During
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higher angular velocity excitations the optimal gain matrix
has elements which are significantly coupled with the trajec-
tory. For this analysis the gains produced by RIEKF∗ are
considered as optimal steady state gains for a given trajec-
tory. As illustrated in Fig.5, RINCF2 have both dynamic
and constant gain values which are comparable to optimal
gains for all three cases. Whereas RINCF is only capable of
having the constant optimal gain values. Fig.6 illustrates a
comparison of estimation performance of RIEKF∗, RINCF
and RINCF2 for the three cases. It is evident from Fig.6 that
both RINCF and RINCF2 achieve comparable performance
as the RIEKF∗ after convergence for cases with increasing
angular rates. Although RINCF2 is able to produce better
gains for higher angular velocity cases, it only resulted in
marginal improvement in terms of estimation accuracy when
compared with the constant gain matrix proposed in RINCF.
Therefore RINCF is recommended even for higher angular
velocity excitations since 1) the filter produces accurate esti-
mation comparable to stochastic forms, 2) the filter is easier
to tune with less parameters than RINCF2 and 3) the filter
guarantees local asymptotic stability as shown in Section 3.3.
4.3 Experimental validation of the RINCF
ArDrone 2.0
with custom rmware
Opti Track Motion 
Capture system
Fig. 7. The experimental validation setup used in the study
The experimental validation of the RINCF was per-
formed using an ARDrone 2.0 MAV platform. The MAV was
programmed with custom firmware which records the raw
measurements from the onboard accelerometer, gyroscope,
and magnetic compass. Scale factors and bias values related
to these sensors were identified. Additionally the hard iron
distortion effect of the digital compass was identified and cal-
ibrated prior to experiments. These calibrated measurements
were used to implement each type of filter. The performance
was evaluated using the attitude and heading estimates pro-
vided by an OptiTrack motion capture system when the plat-
form moved along a random trajectory. The RINCF was im-
plemented on the MAV’s onboard processor to validate its
capability to operate with minimal computational overhead.
The filtering equations required only 156µs to complete an
execution cycle which represents less than 4% of the 200Hz
program execution rate of the MAV.
It is important to note that the magnetic heading of the
MAV is highly biased for indoor operating locations. These
errors have been minimized by calibrating the compass for
the test location. This is the case even when the drone’s
yaw is to be controlled in a closed loop using the factory
firmware. In this case the factory software performs a 3600
rotating data capture from the magnetic compass and identi-
fies the hard iron distortion parameters in order to operate in
the particular environment.
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Fig. 8. (a)Attitude heading estimates of the EKF, (b) Attitude head-
ing estimates of the RINCF for experimental data
Fig.8(a) illustrates the performance of an EKF for mea-
surements captured by the MAV. The generic EKF was im-
plemented with an additive noise assumption, and the results
exhibit poor estimation capability. This is mainly due to the
biases of the magnetic sensor which ultimately affects roll
and pitch estimates due to dominant coupling effects. In con-
trast the RINCF estimates illustrated in Fig.8(b) show better
performance due to minimal coupling of the magnetic com-
pass with the roll and pitch estimates. The right invariant
formulation of the filter allows to manipulate the gain matrix
in order to force the magnetometer to primarily affect the
yaw estimate while minimizing its effect on roll and pitch
estimates. Equation (9) reports the gain values estimated us-
ing the noise parameters related to the sensors. In order to
force the desired selective updating by the magnetometer, it
is necessary to set the elements of the gain matrix KRINCF ,
which are highlighted in bold to zeros. All other values are
calculated using the discrete algebraic Ricatti solve function
of Matlab. It was not necessary to introduce the additional p1
and p2 terms in calculating the gain matrix. Only the RIEKF
and RINCF allowed the convenience of incorporating the se-
lective update capability using the magnetometer. The EKF
and the NCF only allowed to manipulate the confidence be-
tween the accelerometer and the compass; and did not allow
selective updating of states similar to right invariant formu-
lations.
KRINCF =

−0.0037 0 0 0 0 0
0 −0.0037 0 0 0 0
0 0 0 0 0 −0.001
0.0028 0 0 0 0 0
0 0.0028 0 0 0 0
0 0 0 0 0 0.0002
 (9)
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Fig. 9. Attitude heading estimates of the filters for experimental
data. RINCF performance was validated by implementing the filter
on the MAV platform.
Experimental results related to an EKF, NCF, RIEKF,
and an RINCF are presented in Fig.9. The results illustrate
accurate estimation of the RINCF with comparable perfor-
mance as its stochastic form when implemented on MAV
platforms. Therefore, the RINCF constitutes an excellent
novel approach for the attitude filtering problem which has
the added capability of tuning the filter using an intuitive ap-
proach, and the capability of deploying on devices with low
computational demand.
5 Conclusion
This paper proposed a novel formulation of the non-
linear complementary filter termed the RINCF, which has
the ability to be implemented as a low cost deterministic
AHRS with a set of fixed gain values. The novelty of RINCF
is that it possesses an intuitive method of tuning its gains
which bases on the system’s noise parameters. Hence con-
sidered a significant improvement over the generic NCF for
attitude estimation. The proposed RINCF achieves perfor-
mance comparable to its equivalent stochastic implementa-
tion at steady state. The paper presents a detailed formulation
of the filter, its stability analysis, and validation of the design
using both numerical and experimental results. The filter and
the proposed tuning method was successfully deployed on
an MAV platform as part of the experimental validation pro-
cess where accurate orientation estimation was achieved with
minimal computational overhead.
Future work related to this design attempts to further
analyze the robustness of the filter for practical applications
with higher angular velocities and magnetometers with bias
fluctuations. The methodology proposed in this work to ar-
rive at a steady state filter using an IEKF formulation, is be-
ing further exploited in other filtering domains such as rel-
ative localization and inertial navigation systems to realize
low cost implementations with intuitive gain tuning capabil-
ity.
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