Abstract-This note deals with the design of reduced-order disturbance decoupled scalar functional observers for linear systems with unknown inputs. Based on a parametric approach, existence conditions are derived and a design procedure for finding reduced-order scalar functional observers is given. The derived existence conditions are relaxed and the procedure can find first-order disturbance decoupled scalar functional observers for some cases where the number of unknown inputs is more than the number of outputs. Also, the observer matching condition, which is the necessary requirement for the design of state observers for linear systems with unknown inputs, is not required. Numerical examples are given to illustrate the attractiveness of the proposed design method.
I. INTRODUCTION
In modeling, different types of system uncertainties such as nonlinearities, parameter changes, actuator faults, interconnecting terms in large-scale systems, and unknown external excitation can be conveniently represented as unknown inputs which are also termed disturbances [1] , [2] . Designing disturbance decoupled observers [1] - [9] for linear systems subject to unknown inputs has been an active research area as it has found applications in fault diagnosis [1] , [3] , [4] and in decentralized observer/controller design for interconnected large-scale systems [5] , [6] . Indeed, one of the known successful robust fault diagnosis approaches ( [1] , [3] , [4] ) is the use of the disturbance decoupling principle, in which the residual is designed to be insensitive to unknown disturbances, whilst sensitive to faults. This can be done using unknown input observers. In this note, we consider the following linear systems with unknown inputs _ x(t) = Ax(t) + Bu(t) + W d(t) (1a) y(t) = Cx(t) (1b) z(t) = F x(t) (1c) where x(t) 2 n , u(t) 2 l , d(t) 2 q and y(t) 2 r are the state vector, the known input vector, the unknown disturbance vector and the measurement vector, respectively. The vector z(t) is a scalar function to be estimated. Matrices A 2 n2n , B 2 n2l , C 2 r2n , F 2 12n and W 2 n2q are given and that the matrix pair (C; A)
is observable, rank(C ) = r and rank(W ) = q. The term W d(t)
in (1a) has been used [1] - [9] to describe additive disturbance as well as a number of different types of modelling uncertainties. Also, the disturbance term may appear in the output equation y(t). In such case, the system can still be reduced to the one given by (1a)-(1b) as long as the number of disturbances is less than the number of available outputs. The disturbance term in the output equation can be nulled simply using is a stable matrix with a lowest possible order p.
This note provides a method for solving (3a)-(3c). Based on a parametric solution to the generalized Sylvester equation [10] , we establish new existence conditions and a design procedure for solving the constrained Sylvester (3a)-(3c) with a low-order p. The derived existence conditions are more relaxed than those existence conditions required for the estimation of all state variables [1] , [2] , [6] , [9] . In particular, the so-called observer matching condition , rank(C W) = rank(W ), is not required and will be replaced by a less conservative condition. The design procedure can also find first-order disturbance decoupled scalar functional observers for some cases where the number of unknown inputs is more than the number of outputs, i.e., q > r.
II. PRELIMINARIES
Let us first simplify (3a)-(3c). Let P = C + null(C ) 2 n2n , 
From the above, it is clear that we only need to solve (5a)-(5c). To avoid any trivial solution (i.e., L2 = 0, L1 = 0), we assume that F 2 6 = 0. Matrix E is assumed to have distinct eigenvalues so that E = Q 01 3Q, where Q 2 p2p is any arbitrary invertible matrix, 3 = diag s1; s2; . . . ; sp ; si 6 = sj for i 6 = j and Re(si) < 0 for all i = 1; 2; . . . ; p.
Since the pair (C; A) is observable, it follows that the pair (A12; A22) is also observable. If A12 is of full row rank, following [10] matrices L 1 and L 2 in (5a) can be expressed in the parametric 
Now, the left-hand side of (10) Thus, when X is a full column rank matrix, then X ? = 0 and the (9) is reduced to rank(XY ) = rank(Y ) which is a well-known fact. Also, when Y is a full row rank matrix, then rank[ Y X ? ] = rank(Y ) and the (9) is reduced to rank(XY ) = rank(X) which is also a wellknown fact.
III. MAIN RESULTS
Let L 1 and L 2 be as defined in (6) and (7), respectively, be a solution to (5a). Substituting (7) into (5c) gives
Since Q is any invertible matrix we can let KQ = 1 1 ... 1 . Therefore the above equation is equivalent to
where
pr . Using the parametric forms of L1 and L2, (5b) can be expressed as (13) and (14) for a general p-order observer.
Theorem 1: Let
be a solution to (5a). Equations (13) and (14) 
Proof:
Sufficiency: Equation (14) can be expressed as
Combining (17) and (13) gives
where b = 0 
Now, given that condition (15) of Theorem 1 holds, the matrix
Substituting (20) into the right-hand side of (19) gives
Using Lemma 1, it is easy to show that condition (16) of Theorem 1 is equivalent to condition (21). This proves the sufficiency of Theorem 1. Necessity: To prove the necessity, we show that (13) and (14) imply conditions (15) and (16). Now, pre-multiplying both sides of (13) Accordingly, condition (16) of Theorem 1 is now reduced to the following condition:
Remark 2: Conditions (15) and (26) provide the existence conditions of first-order disturbance decoupled scalar functional observers for linear systems with unknown inputs. Note that condition (15) is less conservative than the following well-known observer matching condition (which is the necessary requirement for the estimation of all state variables [1] , [2] , [6] , [9] ) rank(CW ) = rank(W ): (27) Observe that the left-hand side of (27) is equal to rank(W 1 ) and the right-hand side of (27) is equal to q. Thus condition (27) is the same as rank(W 1 ) = q. Since W 1 2 r2q , the condition rank(W 1 ) = q implies the following two necessary conditions: i) r q, i.e., the number of outputs has to be equal or greater than the number of unknown inputs and ii) W 1 is a full column rank matrix. Clearly condition 
Remark 4:
From the above development, it is clear that the main task of an observer design procedure is first to test condition (15). As this condition only involves some known matrices, it can be easily tested. Once condition (15) is satisfied, the next step is to search for some (28) is satisfied and therefore a first-order disturbance decoupled scalar functional observer can be derived. Note that in some cases, (28) holds for any given s 1 < 0. Such cases imply that the estimateẑ(t) converges to z(t) with any prescribed stability rate. For other cases (i.e., fixed stable poles),ẑ(t) converges asymptotically to z(t). If there does not exist any s 1 < 0 such that (28) is satisfied, then this implies that there does not exist a solution to (13) and (14) for the case p = 1. Thus, we need to proceed to the case p = 2. In the following, we present some interesting findings regarding cases where p 2.
2) Second- 
Now, the right-hand side of (31) can be determined as 
where S 1 = 0T 1 (H 1 ) 01 H 2 2 n2(r0q) .
Similarly, the right-hand side of (30) Note also that condition (39) is less conservative than condition (26) since (39) has additional (r 0 q) columns (i.e., matrix S 1 ) than (26).
In the following, we show that matrix S 1 has full column rank, i.e., rank(S1) = (r 0 q). Now, rank(S1) can be expressed as
Using Lemma 1, the right-hand side of (40) Let us now substitute (42) into the right-hand side of (41) to get rank(S1) = (r 0 q):
Remark 6: For q < r and p > 2, a procedure for finding a pth-order scalar functional observer can be carried out similarly to the secondorder observer case. First, we find distinct stable poles s i < 0, so that rank[ Zi J ? ] = n for all i = 1; 2; . . . ; (p 0 1). Then, we find an
where S p 2 n2(r0q)(p01) . Observe that the higher the order, the more likely condition (44) holds since more columns have been added.
Again, condition (44) has full row rank. Note that our search procedure will always terminate because Sp is a full column rank matrix (a proof for p = 2 has been given in Remark 5, a proof for p > 2 can be similarly constructed. Due to space limit, its proof is omitted here). Remark 7: Based on the above development, our design procedure thus starts with p = 1 then finds its way up until the existence condition (16) is satisfied. This ensures that a low-order observer is obtained. All calculations are performed off-line and mostly involve well-known matrix functions (such as rank, null, Moore-Penrose inverse) and matrix partitioning. Since the matrix pair (A 12 ; A 22 ) is observable, computing the coprime factorization (8) can be readily carried out by adopting a numerically reliable algorithm (for example, [10] ). Equation (29) involves solving for a finite number of determinant expressions. Overall, all calculations that lead to the determination of a reduced-order disturbance decoupled observer can be readily implemented and performed by using a software package such as MATLAB or Mathematica.
Remark 8:
For multiple functions, we have z(t) = F x(t) 2 m , where 1 < m (n 0 r), F 2 m2n and that F 2 2 m2(n0r) .
Here, without loss of generality, we assume that F2 has full row rank.
On examining (12), we can see that it is necessary for each column vector of F T 2 to satisfy conditions (15) and (16) of Theorem 1. Therefore we can, one at a time, use the design procedure of this note to design a reduced-order scalar functional observer and then repeat the procedure for all remaining functions. While this way is simple and can be adopted for multiple functions, it may not always produce a low-order observer for multiple functions because all the scalar functional observers are decoupled from each other. To take advantage of the interaction between the individual scalar functional observers, we can proceed as follows.
Since F 2 has full row rank, without loss of generality, we write F T 
2 . Secondly, whenever p 1 > 1, we use matrix L (1) 2 to check the consistency of equation
2 . If it is consistent, then matrix K 2 2 12p is easily obtained. This implies that to estimate both functions z 1 (t) and z 2 (t), the required observer order is simply p1. Otherwise, we proceed to design a reduced-order disturbance decoupled observer for the second scalar function, z 2 (t).
In such case, the order of the observer is (p 1 + p 2 ). The whole process can then be repeated until the last function, zm(t), is done. For this example, note that there are more unknown inputs than the outputs (i.e., q > r). Note also that the observer matching condition does not hold since rank(CW) 6 = rank(W). Extensive simulations have been carried out for a wide range of unknown disturbance inputs, d(t). In all cases, we found that the estimatê z(t) converged asymptotically to z(t). Due to space limit, simulation results are not shown here. This example thus serves to illustrate the attractiveness of the design method of this note. Note that for this example, the observability index, , of the pair (C;A) is = 3. According to existing well-known functional observers' theory, a scalar functional observer of order ( 0 1) = 2 can be designed. Here, we are able to find a first-order disturbance decoupled scalar functional observer for the system and with added unknown inputs. Furthermore, the system under consideration does not satisfy the normal observer matching condition and that there is more unknown inputs than the available outputs.
2) Example 2: This example is given to illustrate the design procedure for finding a second-order observer and also to illustrate Re- and thus the observer matching condition does not hold.
For z1(t), we start with the first-order observer, i.e., p1 = 1. Given any scalar function of the state vector, z(t) = Fx(t), of a linear system with unknown inputs, this note has designed a method of finding a reduced-order scalar functional observer. Based on a parametric approach, new existence conditions and a systematic design procedure for finding reduced-order scalar functional observers have been given. As far as the design of scalar functional observers is concerned, the observer matching condition is not required. For some cases, we can find first-order scalar functional observers even when the number of unknown inputs is more than the number of outputs. Finally, two numerical examples have been given to illustrate the implementation and the effectiveness of our solution method.
