The prediction of annual runoff in the Lower Yellow River can provide an important theoretical basis for effective reservoir management, flood control and disaster reduction, river and beach management, rational utilization of regional water and sediment resources. To solve this problem and improve the prediction accuracy, permutation entropy (PE) was used to extract the pseudocomponents of modified ensemble empirical mode decomposition (MEEMD) to decompose time series to reduce the non-stationarity of time series. However, the pseudo-component was disordered and difficult to predict, therefore, the pseudo-component was decomposed by ensemble empirical mode decomposition (EEMD). Then, intrinsic mode functions (IMFs) and trend were predicted by autoregressive integrated moving average (ARIMA) which has strong ability of approximation to stationary series. A new coupling model based on MEEMD-ARIMA was constructed and applied to runoff prediction in the Lower Yellow River. The results showed that the model had higher accuracy and was superior to the CEEMD-ARIMA model or EEMD-ARIMA model. Therefore, it can provide a new idea and method for annual runoff prediction.
INTRODUCTION
One of the important tasks of hydrologists and water resource engineers is to assess and predict the quantity of water available in a basin over longer periods, for example, months and years, and manage the resource for practical applications involving conservation, environmental disposal, and efficient water supply (Wang et al.
). The prediction of annual runoff in the Lower
Yellow River can provide an important theoretical basis for flood control and disaster reduction, river and beach management, rational utilization of regional water and sediment resources. To the best of our knowledge, the runoff has changed greatly in the Lower Yellow River with the influence of climate change and human activities (Li et al. ; Zhao et al. ) . The evolution of runoff is a complex system, with randomness, ambiguity, and uncertainty. All this makes it very difficult to predict runoff in the Lower Yellow River. In recent years, some scholars have done a great deal of research on runoff prediction and achieved fruitful results. Since hydrological models require a great deal of data input, many parameters need to be determined, and parameter calibration is difficult. Hydrological models should be specifically analyzed in different regional conditions, which may be feasible in one region and need to be considered in another region. Relevant western research has mainly focused on mathematical models to predict river Using the PE to improve the CEEMD method, proposed modified ensemble empirical mode decomposition (MEEMD), the pseudo-components of IMF were extracted. Because the pseudo-component is very unstable, it cannot achieve a good prediction effect.
Therefore, the pseudo-component is decomposed by ensemble empirical mode decomposition (EEMD), and the series after decomposition presents good stationarity.
Combined with ARIMA for stationarity the series has a strong ability of approximation, and the MEEMD-ARIMA model for annual runoff prediction in the Lower Yellow River is constructed, so as to provide new ways for runoff prediction. 
Permutation entropy algorithm
To improve the CEEMD, the crucial step is to detect the randomness of the signal (that is, extract the pseudo-com- 1. Phase space reconstruction was carried out for time series of length {x(i), i ¼ 1, 2, . . . :N}, and the following series can be obtained: 3. Arrange each component in order from small to large:
, it can be arranged in order of j from small to large. If j i1 < j i2 , take
, then, for any vector-X(i), the following series of symbols can exist:
where
permutations, there are m! series of symbols. Suppose the probability of each series of symbols is P i and
According to Shannon's definition of information entropy, the permutation entropy of series {x(i), i ¼ 1, 2, . . . :N} can be defined below:
the standardized form of permutation entropy H PE (m) can be defined as:
where 0 H PE 1, H PE reflects the randomness of the time series; the greater the randomness of the series, the greater the catastrophe probability; on the contrary, the less random the sequence, the less chance of mutation.
According to Bandt's recommendation, the range of embedded dimension m is 3-7. If m is too small, the reconstruction vector will contain less information, and the algorithm is meaningless. If m is too large, the reconstruction of phase space will homogenize the time series, the change in the sequence is smaller, so m ¼ 5. λ plays a small role in the PE algorithm, so λ ¼ 1.
MEEMD
The steps of the MEEMD algorithm based on PE are as follows:
1. Add white noise signals C i (t) and ÀC i (t) in the original signal x(t), where the mean values are zero.
where C i (t) is the added white noise signal, b i is the amplitude of noise signal (i ¼ 1, 2, 3 . . . ::Ne, Ne is the number of adding white noise).
2. Use EMD to decompose x þ i (t) and x À i (t), and based on this, the first-order IMF components {I þ i1 (t)} and {I À i1 (t)} series can be obtained.
3. Take the mean value of step (2):
4. Use the permutation entropy algorithm to detect whether 6. Extract the first n À 1 decomposed components out of the original signal, that is:
EEMD
EEMD is an improved algorithm of EMD. Compared with EMD, EEMD adds Gaussian white noise to the signal and compensates for the loss of IMF components with its uniform distribution characteristics. Through the separation of the frequency scales, the occurrence of mode mixing can be reduced. The biggest characteristic of EEMD is that it can extract the components and changing trends of signals in the high frequency and low frequency domains, so as to reduce the non-stationarity of series.
Based on the properties of the above EMD method, the procedure of EEMD can be shown as:
1. Add a white noise series to the original data.
2. Decompose the original data with white noise into IMF components.
3. Add different white noise series with equal root mean square every time; repeat steps (1) and (2) The model was widely used in time series analysis. By studying the probability distribution of noise, the data can be processed smoothly and normally, thus solving the problem of random disturbance of series.
In modeling ideas of ARIMA, the predicted object is regarded as a set of random series, which are approximately The ARIMA model is defined below as:
where y is time series, ϕ 1 , ϕ 2 . . . ϕ p is autoregressive coefficient, θ 1 , θ 2 . . . θ q is moving average coefficient, ξ t is error series, p is autoregressive order number (p > 0 and as an integer), and q is autoregressive order number (q > 0, and as an integer). If the differential order is represented by d, the model can be written as ARIMA (p, d, q) .
Modeling steps
The steps of ARIMA modeling are as follows:
• The stationarity of the series is identified according to the scatter diagram of the series and the autocorrelation and partial autocorrelation function (PACF) graph.
• If the series is not stable, use difference or moving average to smooth the data.
• 
MEEMD-ARIMA model
The non-stationarity of series can be reduced by MEEMD decomposition of runoff; however, the pseudo-component is extremely unstable and cannot achieve a good prediction effect, so the pseudo-component is decomposed by EEMD.
The decomposition of MEEMD and EEMD provides a stationarity premise for the prediction of the ARIMA model.
The specific steps of the MEEMD-ARIMA model are as follows:
1. Use MEEMD to decompose annual runoff to obtain IMF components, trend, and pseudo-component of annual runoff.
2. Apply EEMD decomposition to the pseudo-component and obtain the IMF components and trend. In addition, there is the influence of water and sediment regulation of Xiaolangdi reservoir. After 2002, the runoff series showed a significant upward trend. It can be seen that the runoff evolution of Huayuankou station is greatly influenced by human activities, and the randomness of the series is relatively large, thus can be approximately regarded as a non-stationary series. Therefore, it is reasonable for this study to choose MEEMD and EEMD to decompose the runoff.
Decomposition of annual runoff
The runoff series are decomposed into sub-signals of different frequencies, which are IMF components, trend, and pseudo-component, respectively. The complex runoff prediction is equal to the sum of the predicted values of different frequency subcomponents. By calculating the relative error of the sub-signal, the contribution rate of each subsignal to the runoff series can be analyzed, and explain whether the relative error of a sub-signal influences the relative error of the runoff.
After repeated testing, when the noise logarithmic is 100, the noise amplitude is 0.2, the embedding dimension is 5, the maximum decomposition is 6, the PE threshold is 0.56, and the time delay is 1, MEEMD has the best decomposition effect on runoff, as shown in Figure 4 .
As can be seen from Figure 4 , the runoff series is decomposed into three IMF components, one trend, and one pseudocomponent. Among them, the IMF 1 component has the lowest stationarity, which manifests as larger volatility, higher frequency, and shorter wavelength. The amplitude and frequency of the other IMF components gradually decreased and the wavelength gradually increased. In addition, the change amplitude of the IMF components is significantly lower than the original series. It can be seen that the volatility and tendency of the series are greatly reduced by MEEMD decomposition.
The pseudo-component shows great non-stationarity and randomness, and it is studied separately by using the EEMD method.
Pseudo-component decomposition
The MEEMD, CEEMD, and EEMD methods can be used to decompose pseudo-components. If MEEMD is used for quadratic decomposition, it will fall into the infinite loop of pseudo-component extraction. If CEEMD is selected, it has four setting parameters, the determination of these parameters have no specific criteria and are difficult to determine. Furthermore, the calculation is twice as much as EMMD (Zheng et al. ) . Therefore, EEMD was determined to decompose the pseudo-component. The EEMD decomposition results are as shown in Figure 5 .
As can be seen from Figure 5 , the pseudo-component is decomposed into four IMF components and one trend. After the pseudo-component is decomposed again, the subcomponents of the pseudo-component become stable. Among them, the IMF 1 component has the lowest stationarity, which is manifested as larger volatility, higher frequency, and shorter wavelength. The amplitude and frequency of the other IMF components gradually decreased and the wavelength gradually increased. In addition, the variation amplitude of IMF components was significantly lower than the original series.
Runoff prediction
The research emphasis of this study is that the pseudo-component of IMF is extracted, decomposing the unstable pseudo-component again, and using ARIMA to predict all the obtained stationary sequences. The runoff predicted value of the MEEMD-ARIMA model is equal to the sum of each stationary component, that is IMF components, trend, and pseudo-component, respectively.
Prediction of IMF components and trend
Prediction values of IMF components and trend are shown in Table 1 .
It can be seen from Table 1 proportion in the runoff sequence, so they would not influence the runoff prediction error.
Prediction of pseudo-component
The pseudo-component was decomposed into four IMF components and one trend, and the overall prediction error of the pseudo-component is shown in Table 2 . 
MEEMD-ARIMA prediction
The prediction value of runoff is equal to the prediction value of three IMF components, trend, and pseudo-component. The prediction effect of runoff at Huayuankou station is shown in Figure 6 .
The runoff prediction value and error of MEEMD-ARIMA model at Huayuankou station are shown in Table 3 .
It can be seen from Figure 6 and Table 3 , the prediction effect of MEEMD-ARIMA model was feasible, and the relative error ± 13%. It can be seen that even if the Huayuankou station was influenced by human activities and climate condition, the MEEMD-ARIMA model still had good effect on short-term runoff prediction.
DISCUSSION
To the best of our knowledge, MEEMD, CEEMD, and EEMD can be used for signal decomposition. The decomposition effect of the three methods are different under the same parameter setting. In this paper, only IMF 1 -IMF 3 components with a little low stationarity and trend renderings with a large proportion are achieved, as shown in Figure 7 .
MEEMD-ARIMA, CEEMD-ARIMA, and EEMA-ARIMA can be used to predict runoff. Comparison of the prediction results of the three models are shown in Table 4 . It can be seen from Figure 7 , in terms of the volatility and magnitude of the IMF components, that the decomposition effect of MEEMD is slightly better than CEEMD and EEMD. In the decomposition process, the PE is used to extract the pseudo-component of IMF, which is also the reason why the decomposition effect of MEEMD is better than CEEMD and EEMD. In addition, it can be seen from Table 4 that the prediction error of the MEEMD-ARIMA model is smaller and superior to the other two models.
From the perspective of MEEMD decomposition, the stability of IMF components and trend are different, and the contribution rate of runoff is also different. The trend accounts for a large proportion in the runoff series; once the trend prediction effect is poor, the prediction effect of the runoff series is definitely poor. Therefore, the trend contributes more to runoff series. However, the IMF 1 accounts for a small proportion in the runoff series, and even if the IMF 1 component has a slightly higher prediction error, the impact on the runoff prediction accuracy is also small. Therefore, the IMF 1 contributes less to runoff series. This is also the reason why the IMF 1 prediction error does not influence the overall prediction error of the runoff.
Due to the different evolution factors of runoff in different regions, some regions are strongly influenced by human activities, such as the construction of reservoirs, and water and soil conservation. Some areas are greatly affected by natural factors, such as regional precipitation, and underlying surface conditions. Due to the lack of sufficient data in the study to verify feasibility in different regions, the feasibility of applying this model to other regions cannot be determined, but it is feasible in theory.
The factors that influence the results essentially depend on the IMF's weight itself. Generally speaking, human activities and natural factors can influence the non-stationarity of runoff series. Furthermore, it influences the non-stationarity of IMF components after runoff decomposition. Under the interference of different natural factors and human activities, 
