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stischen Lösungen . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3 Auswahlfunktionen 31
3.1 Grundlagen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2 Lösungsfunktionen . . . . . . . . . . . . . . . . . . . . . . . . . . 33
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4.2 Stabilitätsbereiche . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2
4.3 Lösungsmengen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.4 Lösungsfunktionen . . . . . . . . . . . . . . . . . . . . . . . . . . 51
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Das mathematische Gebiet der Optimierung spielt in unserer heutigen Gesell-
schaft eine bedeutende Rolle. In der Industrie können eine optimale Ausnutzung
von Energie, Rohstoffen, Arbeitskraft, finanziellen Mitteln usw. existenzent-
scheidend sein. Viele Zusammenhänge in Industrie, Wissenschaft und Technik
können mit Hilfe von Optimierungsaufgaben beschrieben werden.
Ein wichtiges Teilgebiet der Optimierung ist die sogenannte Zwei-Ebenen–Opti-
mierung. Aufgaben der Zwei-Ebenen–Optimierung sind hierarchische Optimie-
rungsprobleme, welche Situationen mit den folgenden Eigenschaften beschrei-
ben:
1. Es gibt zwei Entscheidungsträger, den sogenannten Leader und den so-
genannten Follower. Beide sind an der Optimierung ihrer jeweiligen Ziel-
funktion interessiert.
2. Der Follower trifft seine Entscheidung, nachdem er die Entscheidung des
Leaders kennt.
3. Der Leader beeinflusst mit seiner Entscheidung die Wahlmöglichkeiten
und den Zielfunktionswert des Followers.
4. Der Follower beeinflusst mit seiner Wahl das Ergebnis des Leaders.
5. Der Leader kennt Zielfunktion und Entscheidungsmöglichkeiten des Fol-
lowers. Er muss die möglichen Entscheidungen des Followers berücksich-
tigen, wenn er seine eigene Zielfunktion optimiert.
Wie kann man also diese Situation mit Hilfe von Formeln wiedergeben? Ange-
nommen, eine die Entscheidung des Leaders lässt sich mit einem Vektor y ∈ Rk
beschreiben. Dann können die Entscheidungsmöglichkeiten des Followers mit
Hilfe eine Entscheidungsmenge X ⊆ Rn und einer Funktion h : Rn × Rk → Rm
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angegeben werden. Wenn f : Rn × Rk → R die Zielfunktion des Followers ist,
so löst er also eine parametrische Optimierungsaufgabe
min
x
{f(x, y) : h(x, y) ≤ 0, x ∈ X}. (1.1)
Diese Aufgabe heißt Aufgabe des Followers bzw. Aufgabe der unteren Ebene.
Der Leader kann bei seiner Entscheidung also davon ausgehen, dass der Follower
eine Entscheidung x ∈ Ψ(y) trifft, wobei Ψ(y) im folgenden die Menge aller
optimalen Lösungen der Aufgabe (1.1) bezeichnet in Abhängigkeit vom Vektor
y ∈ Rk. Wenn Y ⊆ Rk die Entscheidungsmenge des Leaders ist und g : Rn ×
Rk → R seine Zielfunktion, so löst der Leader also die Optimierungsaufgabe
”minx “{g(x, y) : x ∈ Ψ(y), y ∈ Y }. (1.2)
Diese Aufgabe heißt Aufgabe des Leaders bzw. Aufgabe der oberen Ebene.
Die Anführungsstriche in (1.2) verdeutlichen dabei die Unsicherheit in der Ent-
scheidung des Leaders, welche daraus resultiert, dass i.a. card Ψ(y) 6= 1 gilt.
Bei geeigneter Wahl der Menge Y kann davon ausgegangen werden, dass stets
Ψ(y) 6= ∅ für alle y ∈ Y gilt. Somit stellt sich die Frage, wie der Leader mit der
Situation card Ψ(y) > 1 umgeht. Für diese Situation werden in der Literatur
meist zwei Lösungszugänge angegeben.
1. optimistischer Lösungszugang: Wenn der Leader den Follower zur Ko-
operation überreden kann, so wird der Follower diejenige seiner optimalen
Lösungen wählen, welche am günstigsten für den Leader ist. Die hieraus




angegeben werden. Die Funktion φo : Rk → R heißt optimistische Lösungs-
funktion. Der Leader löst in diesem Fall die Ersatzaufgabe
min
y
{φo(y) : y ∈ Y }. (1.4)
2. pessimistischer Lösungszugang: Wenn der Leader den Follower nicht
zur Kooperation überreden kann, so wird er versuchen den Schaden zu
begrenzen, welcher ihm durch eine ungünstige Wahl des Followers ent-
steht. Der Leader geht bei diesem Lösungszugang also davon aus, dass der
Follower die für ihn ungünstigste Wahl trifft, und minimiert die Funktion




Die Funktion φp : Rk → R heißt pessimistische Lösungsfunktion. Der
Leader löst in diesem Fall die Ersatzaufgabe
min
y
{φp(y) : y ∈ Y }. (1.6)
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Die spezielle Struktur von Zwei-Ebenen–Problemen ermöglicht ein Anwendung
auf eine Vielzahl von praktischen Situationen, bei welchen eine hierarchische
Entscheidungssituation vorliegt. Dazu gehören zum Beispiel das Management
von hierarchisch strukturierten Firmen, die Planung von Straßennetzen, Pro-
duktionsplanung, Umweltschutz oder Steuerpolitik. Umfangreiche Übersichten
über existierende Anwendungen sind in den kommentierten Bibliografien [7, 28]
zu finden sowie in den Büchern von J.F. Bard [2] und S. Dempe [6].
Auf Grund der vielen Anwendungsmöglichkeiten existiert eine große Anzahl von
Arbeiten zur Zwei-Ebenen–Optimierung. Dabei liegt der Schwerpunkt auf den
sogenannten stetigen Zwei-Ebenen–Problemen. Damit sind i.a. Aufgaben ge-
meint, bei welchen X = Rn und Y = Rk gilt. Für diese Zwei-Ebenen–Probleme
wurde eine Vielzahl von Optimalitätsbedingungen und Lösungsverfahren ent-
wickelt (siehe z.B. [2, 6, 7, 28]).
Zwei-Ebenen–Probleme, bei denen einige Variable diskret sind, wurden bisher
nur sehr selten betrachtet. Eine der am häufigsten zitierten Arbeiten zu der-
artigen Problemen stammt von Vicente, Savard und Judice. In diesem Artikel
werden für diskrete lineare Zwei-Ebenen–Probleme die sogenannten induzierten
Mengen und äquivalente Drei-Ebenen–Probleme [2, 29] untersucht. Dabei wird
insbesondere aufgezeigt, dass es eine sehr große Rolle spielt, ob eine Variable in
der unteren oder ob eine Variable in der oberen Ebene diskret ist.
Zwei-Ebenen–Probleme mit einer diskreten oberen Ebene und mit einer ste-
tigen unteren Ebene, d.h. mit X = Rn und Y = Zk, werden in [11, 16, 30]
untersucht. In diesen Arbeiten sind die Nebenbedingungen stets linear und die
Zielfunktionen linear [16, 30] oder konvex bzw. quadratisch konvex [11]. Als
Lösungsverfahren wird in [11, 30] ein Branch & Bound–Verfahren vorgeschla-
gen.
Für lineare gemischt-ganzzahlige Zwei-Ebenen–Probleme wird in [2, 19] eben-
falls ein Branch & Bound–Algorithmus betrachtet. Die Korrektheit des Algo-
rithmus wurde jedoch nur für die Fälle gezeigt, bei denen alle Variablen in der
oberen Ebene diskret sind oder bei denen alle Variablen in der unteren Ebene
stetig sind.
Weiter gibt es Arbeiten, welche sich mit Zwei-Ebenen–Problemen beschäfti-
gen, in denen alle Variablen diskret sind [3, 14, 27]. In diesen Artikeln werden
Enumerations- bzw. k-th–best Algorithmen zur Lösung der Aufgaben vorge-
schlagen.
Desweiteren existieren einige wenige Arbeiten zu Zwei-Ebenen–Problemen mit
einer stetigen oberen Ebene und einigen diskreten Variablen in der unteren
Ebene [6, 8, 9, 15]. In [6] werden diskrete lineare Zwei-Ebenen–Probleme un-
tersucht, bei denen der Leader nur die Zielfunktion des Followers beeinflusst.
Die Artikel [8, 15] beschäftigen sich mit einem Zwei-Ebenen–Problem aus dem
Erdgas-Transport, bei welchem eine boolesche Variable in der Aufgabe der un-
teren Ebene auftritt. Der Artikel [9] kann auch in [6] nachgelesen werden. In
ihm entspricht die Aufgabe der unteren Ebene einem 0-1–Knapsack-Problem.
7
Von [9] abgesehen wird in allen in diesem Abschnitt angegebenen Artikeln aus-
schließlich der optimistische Lösungsfall betrachtet oder die Eindeutigkeit der
Lösungsmengen gefordert. Desweiteren fehlen bisher allgemeine Betrachtungen
zu Optimalitätsbedingungen.
Es stellt sich also für uns die Aufgabe, eine allgemeine Theorie zur Betrachtung
von Zwei-Ebenen–Problemen mit diskreter unterer Ebene und Optimalitätsbe-
dingungen zu entwickeln.
Die vorliegende Arbeit ist unterteilt in einen theoretischen Teil (Kapitel 2 und
Kapitel 3) und in einen Teil mit Anwendungen (Kapitel 4, Kapitel 5 und Kapi-








{f(x, y) : h(x, y) ≤ 0, x ∈ X}.
(1.7)
beschäftigen, bei welchen die Menge X in der unteren Ebene diskret ist.
In Kapitel 2 werden wir zunächst einige grundlegende Begriffe definieren wie z.B.
Stabilitätsbereich, Lösungsmenge und erweiterte Lösungsmenge. Weiter sollen
wichtige Eigenschaften der optimistischen bzw. pessimistischen Lösungsfunktion
φo(·) bzw. φp(·) untersucht werden. Da diese Funktionen i.a. nicht unterhalb-
stetig sind und somit die Aufgaben (1.4) bzw. (1.6) i.a. keine global optimale
Lösung besitzen, führen wir in Kapitel 2.6 den Begriff der schwachen Lösungs-
funktion ein. Danach untersuchen wir Optimalitätsbedingungen sowohl für die
(schwache) optimistische als auch die (schwache) pessimistische Lösungsfunkti-
on. Zum Schluss diskutieren wir eine Berechnungsmöglichkeit für schwach lokal
optimistische bzw. pessimistische Lösungen.
In Anwendungen ist es nicht immer sinnvoll, den optimistischen bzw. pessimisti-
schen Lösungszugang zu verwenden. Deshalb führen wir in Kapitel 3 den Begriff
der Auswahlfunktion ein. Mit Hilfe dieser Auswahlfunktionen können wir wie-
derum Lösungsfunktionen bzw. schwache Lösungsfunktionen für die Aufgabe
der oberen Ebene konstruieren. Auch für diese Lösungsfunktionen werden wir
Optimalitätsbedingungen und eine Berechnungsmöglichkeit für schwach lokale
Lösungen diskutieren. Anschließend zeigen wir den Zusammenhang zwischen
optimistischem bzw. pessimistischem Lösungszugang und den sogenannten op-
timistischen bzw. pessimistischen Auswahlfunktionen. Zum Schluss untersuchen
wir global optimale und ε-optimale Lösungen.
In den Kapiteln 4, 5 und 6 werden wir die Erkenntnisse aus den Kapiteln 2 und
3 auf einige konkrete Aufgabenklassen anwenden.
In Kapitel 4 betrachten wir ein Zwei-Ebenen–Problem mit einer stetigen linea-
ren Aufgabe in der oberen Ebene und einer diskreten konvexen Aufgabe in der
unteren Ebene. Für dieses Problem untersuchen wir zunächst die Eigenschaften
der Stabilitätsbereiche, der Lösungsmengen und der Lösungsfunktionen. An-
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schließend geben wir Optimalitätsbedingungen für lokal optimistische bzw. pes-
simistische Lösungen an. Weiter werden wir Lösungsverfahren diskutieren.
In Kapitel 5 betrachten wir eine lineare Zwei-Ebenen–Aufgabe mit einem 0-1–
Knapsack-Problem in der unteren Ebene. Für dieses Problem untersuchen wir
zunächst die Begriffe aus Kapitel 2. Es zeigt sich hierbei, dass es hier sinnvoll
ist, zur Betrachtung von optimistischen bzw. pessimistischen Auswahlfunktio-
nen überzugehen. Es werden also Auswahlfunktionen definiert. Für die zugehöri-
gen Lösungsfunktionen werden wir die Optimalitätsbedingungen aus Kapitel 3
anwenden. Weiter werden wir globale und ε-optimale Lösungen untersuchen.
In Kapitel 6 untersuchen wir das sogenannte Assortment-Pricing–Problem. Es
werden wiederum die Begriffe und Theoreme aus den Kapiteln 2 und 3 auf
dieses Problem angewendet. Besonders interessant bei diesem Problem sind die
Untersuchungen zu den schwach lokal pessimistischen Lösungen. Diese werden es














{f(x, y) : h(x, y) ≤ 0, x ∈ X}.
(2.1)
Dabei sei
g : Rn × Rk → R stetig bezüglich y,
f : Rn × Rk → R und
h : Rn × Rk → Rm.
Weiter sei Y ⊆ Rk eine nichtleere, kompakte Menge und X ⊆ Rn sei nichtleer
und diskret, d.h. es existiert ein ω > 0 mit ‖x1 − x2‖ > ω für alle x1, x2 ∈ X.
Man bezeichnet nun die Aufgabe
”miny “{g(x, y) : y ∈ Y, x ∈ Ψ(y)} (2.2)
als Aufgabe der oberen Ebene und die Aufgabe
min
x
{f(x, y) : h(x, y) ≤ 0, x ∈ X} (2.3)
als Aufgabe der unteren Ebene. Die Aufgabe der unteren Ebene ist also eine
diskrete Optimierungsaufgabe mit einem Parameter y ∈ Y . Dieser Parameter
kann sowohl in der Zielfunktion als auch in den Nebenbedingungen enthalten
sein. Die Anführungszeichen in (2.2) sollen die Unsicherheit in der Definition




{f(x, y) : h(x, y) ≤ 0, x ∈ X} (2.4)
bezeichnet hierbei die Menge aller global optimalen Lösungen der unteren Ebene
in Abhängigkeit von y ∈ Y .
Bemerkungen:
1. Spezialfälle für diskrete Mengen X sind X = Zn und X ⊆ Rn mit endlicher
Kardinalität card(X) < ∞.
2. Es wird keine Stetigkeit von g bezüglich x gefordert. Auch für die Funk-
tionen f und h wird zunächst keine Stetigkeit oder Differenzierbarkeit
gefordert.
Weiter werden an die Aufgabe (2.1) folgende Forderungen gestellt:
(F1) Es sei Ψ(y) 6= ∅ für alle y ∈ Y.
Ist diese Forderung in einer Aufgabe nicht erfüllt, so kann die Menge Y auf eine
Teilmenge mit der geforderten Eigenschaft eingeschränkt werden.
Weiter sei
X̄ := {x ∈ X : ∃y ∈ Y mit x ∈ Ψ(y)}. (2.5)
Für diese Menge fordern wir
(F2) card(X̄) < ∞.
Ist card(X) < ∞, so ist die Forderung (F2) automatisch erfüllt. Es gibt jedoch
auch Aufgaben mit diskreter Menge X, für welche Forderung (F2) nicht erfüllt
ist.
Die Forderungen (F1) und (F2) sind globale Voraussetzungen, welche ab sofort
stets vorausgesetzt werden, es sei denn, es wird explizit angegeben, dass sie nicht
benötigt werden.
Beispiel 2.1. Sei Y = [0.5; 1], X = Z, f(x, y) = y und h(x, y) = y − x. Dann
ist Ψ(y) = {1, 2, 3, . . .} = N für alle y ∈ Y . Also ist X̄ = N, d.h. Forderung (F2)
ist nicht erfüllt.
Weiter impliziert Forderung (F2) die Eigenschaft
card(Ψ(y)) < ∞ für alle y ∈ Y. (2.6)
Die Umkehrung gilt jedoch i.a. nicht, d.h. card(Ψ(y)) < ∞ für alle y ∈ Y
impliziert nicht die Gültigkeit von (F2).
Beispiel 2.2. Sei X = N, Y = [0; 1], h(x, y) = xy − 1 und
f(x, y) =
{
x , y = 0
−x , y 6= 0 .
Dann ist Ψ(0) = {1} und Ψ(y) = {b1/yc} für alle y ∈ (0; 1]. Also ist x ∈ Ψ(1/x)
für alle x ∈ X, d.h. X̄ = X = N und card(X̄) = ∞.
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2.2 Stabilitätsbereiche
Eine Menge, die für uns noch sehr wichtig werden wird, ist der Stabilitätsbereich.
Stabilitätsbereiche werden für Optimierungsaufgaben wie folgt definiert:
Definition 2.1. Die Menge
R(x) := {y ∈ Y : x ∈ Ψ(y)}
heißt Stabilitätsbereich von x ∈ X.
Ein Stabilitätsbereich von x ∈ X ist also die Menge aller Parameter y ∈ Y , für
welche x eine global optimale Lösung der unteren Ebene ist.
Somit gilt offenbar R(x) 6= ∅ genau dann, wenn x ∈ X̄ ist. Weiter impliziert die





Für die Berechnung eines Stabilitätsbereichs R(x), x ∈ X̄, kann man einen
Vergleich mit den anderen Elementen aus X̄ verwenden.
Lemma 2.1. Für alle x ∈ X̄ gilt
R(x) = {y ∈ Y : h(x, y) ≤ 0, (h(x̄, y) 6≤ 0 oder f(x, y) ≤ f(x̄, y)) ∀x̄ ∈ X̄}.
Beweis. Sei x ∈ X̄ und y ∈ R(x). Dann gilt laut Definition x ∈ Ψ(y). Dann
impliziert Formel (2.4) die Zulässigkeit von Punkt x, d.h. es ist h(x, y) ≤ 0.
Weiter darf kein x̄ ∈ X̄ einen besseren Funktionswert als x haben und zulässig
sein. Also ist
R(x) ⊆ {y ∈ Y : h(x, y) ≤ 0, (h(x̄, y) 6≤ 0 oder f(x, y) ≤ f(x̄, y))∀x̄ ∈ X̄}.
Sei x ∈ X̄ und sei y ∈ Y , wobei die Bedingungen
h(x, y) ≤ 0, (h(x̄, y) 6≤ 0 oder f(x, y) ≤ f(x̄, y))∀x̄ ∈ X̄
erfüllt sein sollen. Es ist y ∈ R(x) zu zeigen. Wegen Forderung (F1) exi-
stiert ein x̂ ∈ X̄ mit x̂ ∈ Ψ(y). Der Punkt x̂ ∈ X̄ ist also zulässig und der
Wert der Funktion f(·, y) ist im Punkt x̂ nicht schlechter als im Punkt x,
d.h. es ist f(x̂, y) ≤ f(x, y) und h(x̂, y) ≤ 0. Wegen der Annahme gilt wei-
ter f(x̂, y) ≥ f(x, y). Somit ist f(x̂, y) = f(x, y) und beide Punkte x, x̂ sind
zulässige Lösungen der unteren Ebene. Wenn x̂ eine global optimale Lösung
ist, so ist auch x eine global optimale Lösung, d.h. es ist x ∈ Ψ(y) und somit
y ∈ R(x). Also gilt
R(x) = {y ∈ Y : h(x, y) ≤ 0, (h(x̄, y) 6≤ 0 oder f(x, y) ≤ f(x̄, y)) ∀x̄ ∈ X̄}.
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Sei ein beliebiger Punkt x̂ ∈ X\X̄ gegeben. Dann bedeutet x̂ /∈ X̄, dass für
jedes y ∈ Y der Punkt x̂ nicht zulässig ist oder ein zulässiger Punkt x ∈ X̄
existiert mit f(x, y) < f(x̂, y). Für alle x ∈ X̄ und alle y ∈ R(x) gilt also stets
h(x̂, y) 6≤ 0 oder f(x, y) < f(x̂, y). Somit können die Stabilitätsbereiche für alle
x ∈ X auch wie folgt beschrieben werden:
R(x) = {y ∈ Y : h(x, y) ≤ 0, (h(x̄, y) 6≤ 0 oder f(x, y) ≤ f(x̄, y)) ∀x̄ ∈ X}.
(2.8)
Stabilitätsbereiche können für einige spezielle diskrete Optimierungsaufgaben
explizit berechnet werden, z.B.
1. für m = 0, k = n ≤ 3, card(X) < ∞ und f(x, y) = ‖x − y‖. Bei die-
ser Aufgabenklasse entspricht die Berechnung von Stabilitätsbereichen der
Berechnung von sogenannten Voronoi-Gebieten. Diese Berechnungen wer-
den z.B. in [20] ausführlich erläutert.
2. für Probleme mit kleiner Kardinalität der Menge X.
3. für das Assortment Pricing Problem (siehe Kapitel 6).
Stabilitätsbereiche sind im allgemeinen weder offen noch abgeschlossen. Weiter-
hin müssen sie nicht zusammenhängend sein.
Beispiel 2.3. Sei X = {0, 1, 2}, Y = [0; 3], h(x, y) = x − y ≤ 0 und f(x, y) =
(x− y)2. Dann gilt f(x, y) ≤ f(x̄, y) genau dann wenn x2− 2xy ≤ x̄2− 2x̄y und
somit 2y(x̄− x) ≤ x̄2 − x2 ist. Mit Formel (2.8) folgt also
R(0) = {y ∈ [0; 3] : y ≤ 0.5 oder y < 1, y ≤ 1 oder y < 2} = [0; 1),
R(1) = {y ∈ [1; 3] : y ≥ 0.5 oder y < 0, y ≤ 1.5 oder y < 2} = [1; 2),
R(2) = {y ∈ [2; 3] : y ≥ 1 oder y < 0, y ≥ 1.5 oder y < 1} = [2; 3].
Beispiel 2.4. Sei X = {−0.5, 0, 1}, Y = [−1; 1], h(x, y) = x2 − y2 ≤ 0 und
f(x, y) = −x2. Dann ist
R(−0.5) = (−1;−0.5] ∪ [0.5; 1), R(0) = (−0.5, 0.5) und R(1) = {−1} ∪ {1}.
In diesem Beispiel ist also R(0) offen, R(1) ist abgeschlossen und R(−0.5) we-
der das eine noch das andere. Außerdem sind R(1) und R(−0.5) nicht zusam-
menhängend.
Stabilitätsbereiche können auch leer sein oder sich überlappen, d.h. für zwei
Punkte x, x̄ ∈ X, x 6= x̄ gilt intR(x) ∩ intR(x̄) 6= ∅.
Beispiel 2.5. Sei X = {−1, 0, 1}, Y = [−2; 1], h(x, y) = x + y ≤ 0 und
f(x, y) = −x2. Dann erhält man mit Formel (2.8)
R(−1) = [−2; 1], R(0) = ∅, R(1) = [−2;−1].
Es gilt also R(0) = ∅, d.h. 0 /∈ X̄, und intR(−1) ∩ intR(1) = (−2;−1) 6= ∅.
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2.3 Eigenschaften der Lösungsmengen
Bekanntlich war
Ψ(y) = argmin{f(x, y) : h(x, y) ≤ 0, x ∈ X}
die Menge aller global optimalen Lösungen der unteren Ebene in Abhängigkeit
von y ∈ Y . Aufgrund der Definition der Stabilitätsbereiche gilt auch
Ψ(y) = {x ∈ X̄ : y ∈ R(x)}. (2.9)
Somit kann man bei Kenntnis der Stabilitätsbereiche leicht die Lösungsmen-
ge Ψ(y) für jedes y ∈ Y bestimmen. Die Begriffe der Lösungsmenge und des
Stabilitätsbereichs sind zueinander invers.
Beispiel 2.6. Betrachten wir noch einmal die Aufgabe aus Beispiel 2.5. Die
Stabilitätsbereiche waren hier R(−1) = [−2; 1], R(0) = ∅ und R(1) = [−2;−1].
Somit ist Ψ(y) = {1,−1} für alle y ∈ [−2;−1] und Ψ(y) = {−1} für alle
y ∈ (−1; 1].
Eine wichtige Eigenschaft in der Zwei-Ebenen-Optimierung mit stetiger unterer
Ebene ist die Oberhalbstetigkeit der Lösungsfunktion Ψ(·). Sie wird verwendet
für die Diskussion der Lösbarkeit (siehe [6]). Es stellt sich somit die Frage nach
der Oberhalbstetigkeit von Ψ(·) bei diskreter unterer Ebene.
Definition 2.2. [1] Eine Punkt-Menge-Abbildung Γ : Y → 2X̄ heißt oberhalb-
stetig in y0 ∈ Y , wenn für jede offene Menge Ω ⊇ Γ(y0) ein δ > 0 existiert mit
Ω ⊇ Γ(y) für alle y ∈ Y mit ‖y − y0‖ < δ. Die Abbildung Γ : Y → 2X̄ heißt
oberhalbstetig, wenn sie in allen Punkten y ∈ Y oberhalbstetig ist.
Aufgrund der Endlichkeit von X̄ kann die Oberhalbstetigkeit mit Hilfe von
folgendem Lemma geprüft werden:
Lemma 2.2. Eine Abbildung Γ : Y → 2X̄ ist oberhalbstetig in y0 ∈ Y genau
dann wenn ein δ > 0 existiert mit Γ(y0) ⊇ Γ(y) für alle y ∈ Y mit ‖y−y0‖ < δ.
Beweis. Angenommen es existiert kein δ > 0 mit Γ(y0) ⊇ Γ(y) für alle y ∈ Y
mit ‖y − y0‖ < δ. Dann gibt es eine Folge {yk} ⊆ Y mit limk→∞ yk = y0 und
Γ(y0) 6⊇ Γ(yk) für alle k. Somit existiert aber auch eine Folge {xk} ⊆ X̄ mit
xk ∈ Γ(yk)\Γ(y0) für alle k. Da card(X̄) < ∞ ist, kann o.B.d.A. angenommen
werden, dass die xk alle gleich sind. Es existiert also ein x ∈ Γ(yk)\Γ(y0) für
alle k. Somit existiert eine offene Umgebung Ω ⊇ Γ(y0) mit x /∈ Ω. Also ist Γ
nicht oberhalbstetig in y0 ∈ Y .
Sei δ > 0 und sei Γ(y0) ⊇ Γ(y) für alle y ∈ Y mit ‖y − y0‖ < δ. Dann gilt
für jede offene Menge Ω mit Ω ⊇ Γ(y0) auch Ω ⊇ Γ(y0) ⊇ Γ(y), d.h. Γ ist
oberhalbstetig.
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Nun lässt sich leicht zeigen, dass die Lösungsmengenabbildung Ψ(·) im allge-
meinen nicht oberhalbstetig ist.
Beispiel 2.7. Wir betrachten noch einmal die Aufgabe aus Beispiel 2.3. Sei
also X = {0, 1, 2}, Y = [0; 3], h(x, y) = x− y ≤ 0 und f(x, y) = (x− y)2. Dann
gilt
R(0) = [0; 1), R(1) = [1; 2) und R(2) = [2; 3].
Somit ist
Ψ(1) = {1} aber Ψ(y) = {0} für alle y ∈ [0; 1).
Also existiert kein δ > 0 mit Ψ(y) ⊆ Ψ(1) für alle y ∈ Y mit ‖y − 1‖ < δ. Die
Lösungsmengenabbildung ist in y0 = 1 nicht oberhalbstetig.
2.4 Die erweiterten Lösungsmengen
Da die Lösungsmengenabbildung Ψ(·) nicht oberhalbstetig ist, führen wir die
sogenannte erweiterte Lösungsmengenabbildung Ψ̄(·) ein.
Definition 2.3. Die Menge
Ψ̄(y) := {x ∈ X̄ : y ∈ clR(x)}
heißt erweiterte Lösungsmenge im Punkt y ∈ Y . Die zugehörige Punkt-Menge-
Abbildung Ψ̄ : Y → 2X̄ heißt erweiterte Lösungsmengenabbildung.
Beispiel 2.8. Sei noch einmal die Aufgabe aus Beispiel 2.3 bzw. Beispiel 2.7
gegeben mit X = {0, 1, 2}, Y = [0; 3], h(x, y) = x−y ≤ 0 und f(x, y) = (x−y)2.
Dann gilt bekanntlich
R(0) = [0; 1), R(1) = [1; 2) und R(2) = [2; 3].
Also ist
clR(0) = [0; 1], clR(1) = [1; 2] und cl R(2) = [2; 3].
Es folgt somit Ψ̄(1) = {0, 1} 6= Ψ(1) = {1}.
Es macht Sinn bei Ψ̄(·) von einer Erweiterung der Lösungsmengenabbildung zu
sprechen, denn es gilt offensichtlich
Ψ(y) ⊆ Ψ̄(y) für alle y ∈ Y. (2.10)
Weiterhin gilt Ψ(y) = Ψ̄(y) für alle y ∈ Y , falls die Stabilitätsbereiche ab-
geschlossen sind für alle x ∈ X̄. Die wichtigste Eigenschaft von Ψ̄(·) ist die
Oberhalbstetigkeit. Es gilt:
Theorem 2.3. Ψ̄(·) ist die kleinste oberhalbstetige Punkt-Menge-Abbildung mit
Ψ(y) ⊆ Ψ̄(y) für alle y ∈ Y .
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Beweis. Wir zeigen zunächst die Oberhalbstetigkeit von Ψ̄(·). Angenommen
Ψ̄(·) ist nicht oberhalbstetig in y0 ∈ Y . Dann existiert eine Folge {yk} ⊆ Y
mit limk→∞ yk = y0 und Ψ̄(yk) 6⊆ Ψ̄(y0) für alle k. Da card(X̄) < ∞ ist und
Ψ̄(yk) ⊆ X̄, können wir o.B.d.A. annehmen, dass ein x ∈ X̄ existiert mit
x ∈ Ψ̄(yk) ∀k und x /∈ Ψ̄(y0).
Somit folgt
yk ∈ clR(x) ∀k und y0 /∈ clR(x).
Dies ist aber ein Widerspruch zur Abgeschlossenheit von cl R(x). Also ist Ψ̄(·)
oberhalbstetig.
Angenommen es existiert eine oberhalbstetige Punkt-Menge-Abbildung Γ(·) mit
Ψ(y0) ⊆ Γ(y0) ⊆ Ψ̄(y0)
für ein y0 ∈ Y und Ψ(y) ⊆ Γ(y) für alle y ∈ Y . Sei x ∈ Ψ̄(y0) beliebig. Dann ist
y0 ∈ cl R(x). Somit existiert eine Folge {yk} ⊆ R(x) mit limk→∞ yk = y0. Also
gilt x ∈ Ψ(yk) ⊆ Γ(yk) für alle k. Aus der Oberhalbstetigkeit von Γ(·) folgt nun
x ∈ Γ(y0). Also ist Γ(y0) = Ψ̄(y0). Folglich ist Ψ̄(·) die kleinste oberhalbstetige
Punkt-Menge-Abbildung mit Ψ(y) ⊆ Ψ̄(y) für alle y ∈ Y .
2.5 Lösungsfunktionen
Wie wir schon gesehen haben (Beispiel 2.6), können die Lösungsmengen Ψ(y)
mehrere Elemente besitzen. Dies verursacht eine gewisse Unsicherheit in der
Aufgabe der oberen Ebene. Es stellt sich die Frage, welches x ∈ Ψ(y) in Auf-
gabe (2.2) verwendet werden soll. Um diesen Konflikt zu lösen, werden in der
Literatur die folgenden zwei Zugänge vorgeschlagen (siehe z.B. [6]):
(a) optimistischer Zugang: Beim optimistischen Zugang wird statt Aufga-
be (2.2) die Ersatzaufgabe
{
φo(y) → min





gelöst. Man geht hier davon aus, dass diejenige optimale Lösung der unte-
ren Ebene gewählt wird, welche am günstigsten für den Zielfunktions-
wert der oberen Ebene ist. Man ist also ”optimistisch“. Die Funktion
φo : Y → R heißt optimistische Lösungsfunktion.
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(b) pessimistischer Zugang: Beim pessimistischen Zugang wird statt Auf-
gabe (2.2) die Ersatzaufgabe
{
φp(y) → min





gelöst. Man geht hier davon aus, dass diejenige optimale Lösung der un-
teren Ebene gewählt wird, welche am ungünstigsten für den Zielfunkti-
onswert der oberen Ebene ist. Man ist also ”pessimistisch“. Die Funktion
φp : Y → R heißt pessimistische Lösungsfunktion.
Die Lösungsfunktionen φo(·) und φp(·) sind bei diskreten Mengen X im all-
gemeinen nicht stetig. Bei den Ersatzaufgaben (2.11) und (2.13) werden also
unstetige Funktionen über einer kompakten Menge optimiert.
Im Zusammenhang mit der optimistischen und der pessimistischen Lösungs-
funktion sollen weiter die folgenden Mengen eingeführt werden:
Definition 2.4. Seien
O(x) := {y ∈ R(x) : φo(y) = g(x, y)} und
P (x) := {y ∈ R(x) : φp(y) = g(x, y)}
die Mengen aller y ∈ Y , bei welchen der Punkt x ∈ X beim optimistischen bzw.
pessimistischen Zugang ausgewählt werden kann.
Diese Mengen sind im allgemeinen weder offen noch abgeschlossen. Sie können
auch leer oder nicht zusammenhängend sein.
Beispiel 2.9. Betrachten wir noch einmal die Aufgabe aus Beispiel 2.5, d.h. es
sei X = {−1, 0, 1}, Y = [−2; 1], h(x, y) = x + y ≤ 0 und f(x, y) = −x2. Dann
gilt bekanntlich
R(1) = [−2,−1], R(0) = ∅ und R(−1) = [−2, 1].
Also ist Ψ(y) = {1,−1} für alle y ∈ [−2,−1] und Ψ(y) = {−1} für alle y ∈
(−1, 1]. Weiter sei g(x, y) = xy. Dann gilt
φo(y) =
{
y für y ∈ [−2,−1]
−y für y ∈ (−1, 1] und φp(y) = −y für alle y ∈ Y
sowie
O(−1) = (−1, 1], O(0) = ∅ und O(1) = [−2;−1],
P (−1) = [−2, 1], P (0) = ∅ und P (1) = ∅.
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Statt den Begriffen optimistische/pessimistische Lösungsfunktion werden in der
Literatur (z.B. in [9]) gelegentlich die Begriffe starke/schwache Lösungsfunktion
verwendet. Diese Begriffe sind jedoch irreführend, da hiermit eine Wertigkeit der
Lösungsfunktionen impliziert wird. Im folgenden sollen diese Begriffe anderwei-
tig verwendet werden.
Bekanntlich existiert stets eine lokales bzw. globales Minimum, wenn eine unter-
halbstetige Funktion über einer kompakten Menge minimiert wird (siehe [25]).





gilt. Gilt diese Eigenschaft für alle Punkte y0 ∈ Y , so heißt φ(·) unterhalbstetig.
Leider sind jedoch die optimistische und die pessimistische Lösungsfunktion im
allgemeinen nicht unterhalbstetig.
Beispiel 2.10. Sei f(x, y) = (x − y)2, h(x, y) = x − y, g(x, y) = 1 + x − y,
X = {0, 1, 2} und Y = [0; 2]. Dies entspricht der Aufgabe aus Beispiel 2.8 mit
veränderter Menge Y . Analog zu Beispiel 2.8 gilt dann R(0) = [0; 1), R(1) =
[1; 2) und R(2) = {2}. Also ist card(Ψ(y)) = 1 für alle y ∈ Y , d.h. optimistische
und pessimistische Lösungsfunktion sind gleich. Es gilt




1− y, y ∈ [0; 1)
2− y, y ∈ [1; 2)
3, y = 2
.
Somit sind die Lösungsfunktionen in den Punkten y = 1 und y = 2 nicht unter-





Somit haben die optimistische und die pessimistische Lösungsfunktion im allge-
meinen kein lokales Minimum. Da wir dennoch zumindest eine ”fast“ optimale




Wenn z.B. die Funktion φo : Y → R nicht unterhalbstetig ist in einem Punkt
y0 ∈ Y , so gilt wegen Definition 2.5 offenbar φo(y0) > lim inf
y→y0, y∈Y
φo(y). Da
wir aber unterhalbstetige Funktionen betrachten wollen, motiviert uns dies zur
Einführung folgender Funktionen:
Definition 2.6. [26] Für alle y0 ∈ Y sei




φ̄p(y0) := lim inf
y→y0, y∈Y
φp(y). (2.16)
Dann heißt φ̄o(·) schwache optimistische Lösungsfunktion und φ̄p(·) schwache
pessimistische Lösungsfunktion.
Aufgrund der Definition gilt offenbar für alle y ∈ Y
φ̄o(y) ≤ φo(y) und φ̄p(y) ≤ φp(y). (2.17)
Im nächsten Theorem wollen wir zeigen, dass sowohl die schwache optimistische
als auch die schwache pessimistische Lösungsfunktion unterhalbstetig sind. So-
mit besitzen beide Funktionen lokale und globale Minima über der kompakten
Menge Y (siehe [25]).
Theorem 2.4. Die Funktionen φ̄o(·) und φ̄p(·) sind die größten unterhalbste-
tigen Funktionen mit φ̄o(y) ≤ φo(y) bzw. φ̄p(y) ≤ φp(y) für alle y ∈ Y .
Beweis. Wir zeigen die Behauptung für die schwache optimistische Lösungs-
funktion. Für die schwache pessimistische Lösungsfunktion ist der Beweis ana-
log.
Seien ein beliebiger Punkt y0 ∈ Y und eine beliebige Folge {yk} ⊆ Y gegeben
mit limk→∞ yk = y0. Wegen der Definition von φ̄o(·) existiert für jedes k ein
Punkt zk ∈ Y mit ‖zk − yk‖ < 1/k und |φo(zk)− φ̄o(yk)| < 1/k. Somit gilt
0 ≤ lim
k→∞
‖zk − y0‖ ≤ lim
k→∞
(‖zk − yk‖+ ‖yk − y0‖) = 0,
d.h. die Folge {zk} ⊆ Y konvergiert gegen y0. Weiter ist
φ̄o(y0) = lim inf
y→y0, y∈Y














Da die Folge {yk} beliebig war, ist φ̄o(·) in y0 unterhalbstetig. Wegen y0 ∈ Y
beliebig ist also φ̄o(·) unterhalbstetig.
Angenommen es existiert eine unterhalbstetige Funktion π : Y → R mit π(y) ≤
φo(y) für alle y ∈ Y und φ̄o(y0) ≤ π(y0) ≤ φo(y0) für ein y0 ∈ Y . Sei {yk} ⊆ Y
eine Folge mit limk→∞ yk = y0 und φ̄o(y0) = limk→∞ φo(yk). Dann gilt wegen






Also ist φ̄o(y) ≥ π(y) für alle y ∈ Y .
Natürlich ist es ungünstig, die Definitionen (2.15) bzw. (2.16) für die Berechnung
der schwachen optimistischen bzw. schwachen pessimistischen Lösungsfunktion
zu verwenden. Wir benötigen also eine alternative Beschreibung für die Funk-
tionen φ̄o(·) und φ̄p(·). Hierfür führen wir zunächst folgende Mengen ein:
Ψ̂o(y) := {x ∈ X̄ : y ∈ cl O(x)} (2.18)
Ψ̂p(y) := {x ∈ X̄ : y ∈ clP (x)} (2.19)
Diese Mengen geben an, welche Elemente x ∈ X̄ in der Umgebung eines Punktes
y ∈ Y beim optimistischen bzw. pessimistischen Zugang ausgewählt werden
können. Aufgrund von O(x) ⊆ R(x) bzw. P (x) ⊆ R(x) sind dies Teilmengen
von Ψ̄(y) für alle y ∈ Y , d.h. es gilt
Ψ̂o(y) ⊆ Ψ̄(y) und Ψ̂p(y) ⊆ Ψ̄(y) für alle y ∈ Y. (2.20)
Damit sind also zwei weitere Punkt-Menge-Abbildungen Ψ̂o : Y → 2X̄ und
Ψ̂p : Y → 2X̄ definiert.
Auch bei den Punkt-Menge-Abbildungen Ψ̂o(·) und Ψ̂p(·) wird für uns die Ober-
halbstetigkeit von Bedeutung sein. Es gilt:
Theorem 2.5. Die Punkt-Menge-Abbildungen Ψ̂o : Y → 2X̄ und Ψ̂p : Y → 2X̄
sind oberhalbstetig.
Beweis. Wir beweisen das Theorem für die Punkt-Menge-Abbildung Ψ̂o : Y →
2X̄ . Für Ψ̂p : Y → 2X̄ ist der Beweis analog.
Angenommen die Behauptung gilt nicht. Dann existiert aufgrund von Lem-
ma 2.2 ein y0 ∈ Y und eine Folge {yk} ⊆ Y mit limk→∞ yk = y0 und
Ψ̂o(yk) 6⊆ Ψ̂o(y0) für alle k. Wegen card(X̄) < ∞ existiert somit o.B.d.A. ein
x ∈ X̄ mit x ∈ Ψ̂o(yk) für alle k und x /∈ Ψ̂o(y0). Also ist yk ∈ cl O(x) für alle
k. Wegen der Abgeschlossenheit von clO(x) folgt hieraus y0 ∈ cl O(x). Dies ist
aber ein Widerspruch zu x /∈ Ψ̂o(y0). Somit muss Ψ̂o : Y → 2X̄ oberhalbstetig
sein.
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Nun können wir die eingeführten Punkt-Menge-Abbildungen nutzen, um die
Funktionen φ̄o : Y → R und φ̄p : Y → R besser zu beschreiben.
Theorem 2.6. Für alle y ∈ Y gilt
φ̄o(y) = min
x∈bΨo(y)
g(x, y) und φ̄p(y) = min
x∈bΨp(y)
g(x, y).
Beweis. Wir zeigen die Behauptung für die schwache optimistische Lösungs-
funktion. Für die schwache pessimistische Lösungsfunktion ist der Beweis wie-
derum analog.
Sei y ∈ Y . Dann existiert wegen (2.15) eine Folge {yk} ⊆ Y mit limk→∞ yk = y
und φ̄o(y) = limk→∞ φo(yk). Weiter existiert wegen card(X̄) < ∞ o.B.d.A. ein





g(x, yk) = g(x, y)




Sei x ∈ Ψ̂o(y) beliebig. Dann ist y ∈ cl O(x), d.h. es existiert eine Folge {yk} ⊆
O(x) mit limk→∞ yk = y. Es gilt also φo(yk) = g(x, yk) für alle k. Somit ist
φ̄o(y) ≤ lim inf
k→∞
φo(yk) = lim inf
k→∞





d.h. es gilt Gleichheit.
Beispiel 2.11. Sei f(x, y) = −(x1 + x2), h(x, y) = x1 + 2x2 − y, g(x, y) =
x1 − x2 − y + 2, X = {0, 1}2 und Y = [1; 3]. Mit Hilfe von Formel (2.8) erhält
man folgende Stabilitätsbereiche für diese Aufgabe:








































3− y, y ∈ [1; 2)
1− y, y ∈ [2; 3)
−1, y = 3
und φp(y) =
{
3− y, y ∈ [1; 3)
−1, y = 3 .
Somit besitzt die optimistische Lösungsfunktion kein lokales Minimum. Weiter





{x2}, y ∈ [1; 2)
{x2, x3}, y = 2
{x3}, y ∈ (2; 3)
{x3, x4}, y = 3
und Ψ̂p(y) =
{ {x2}, y ∈ [1; 3)




3− y, y ∈ [1; 2)
1− y, y ∈ [2; 3] und φ̄p(y) = φp(y).
Die beiden schwachen Lösungsfunktionen φ̄o(·) und φ̄p(·) haben das einzige lo-
kale bzw. globale Minimum bei y = 3.
2.7 Optimalitätsbedingungen
Wie wir im Abschnitt 2.6 bereits erwähnt haben, besitzen die schwachen
Lösungsfunktionen stets ein lokales Minimum. In diesem Abschnitt wollen wir
nun Bedingungen aufstellen, mit deren Hilfe man untersuchen kann, ob in ei-
nem gegebenen Punkt y0 ∈ Y ein solches lokales Minimum vorliegt. Desweiteren
werden wir auch Optimalitätsbedingungen für die optimistische/pessimistische
Lösungsfunktion betrachten.
Im folgenden bezeichne locmin{φ(y) : y ∈ Y } die Menge aller lokal minimalen
Lösungen für eine Funktion φ(·) über Y . Dabei heißt
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locmin{φ̄o(y) : y ∈ Y } Menge der schwach lokal optimistischen Lösungen
locmin{φ̄p(y) : y ∈ Y } Menge der schwach lokal pessimistischen Lösungen
locmin{φo(y) : y ∈ Y } Menge der lokal optimistischen Lösungen
locmin{φp(y) : y ∈ Y } Menge der lokal pessimistischen Lösungen.
Als erstes zeigen wir, das der Lösungsbegriff der schwach lokal optimistischen
bzw. pessimistischen Lösung tatsächlich schwächer ist als der Lösungsbegiff der
lokal optimistischen bzw. pessimistischen Lösung.
Lemma 2.7. Es gilt
1. locmin{φo(y) : y ∈ Y } ⊆ locmin{φ̄o(y) : y ∈ Y },
2. locmin{φp(y) : y ∈ Y } ⊆ locmin{φ̄p(y) : y ∈ Y }.
Beweis. Wir zeigen die Behauptung für den optimistischen Zugang. Für die
pessimistischen Lösungsfunktionen ist der Beweis analog.
Sei y0 ∈ locmin{φo(y) : y ∈ Y }. Dann existiert ein δ > 0 mit φo(y0) ≤ φo(y)
für alle y ∈ Y mit ‖y − y0‖ < δ. Sei y ∈ Y mit ‖y − y0‖ < δ beliebig. Dann








φo(yk) ≥ φo(y0) ≥ φ̄o(y0).
Da y beliebig gewählt war, folgt hieraus y0 ∈ locmin{φ̄o(y) : y ∈ Y }.
Wir wissen also, dass jede lokal optimistische bzw. pessimistische Lösung auch
eine schwach lokal optimistische bzw. pessimistische Lösung ist. Wie stellen
wir nun fest, ob ein gegebener Punkt eine schwach lokal optimistische bzw.
pessimistische Lösung ist? Zunächst führen wir hierfür folgende Mengen ein:
Lo(x) := locmin
y
{g(x, y) : y ∈ clO(x)} (2.21)
Lp(x) := locmin
y
{g(x, y) : y ∈ clP (x)} (2.22)
Nun kann das folgende Theorem verwendet werden.
Theorem 2.8. Es ist
1. y0 ∈ locmin{φ̄o(y) : y ∈ Y } genau dann, wenn y0 ∈ Lo(x) gilt für alle
x ∈ Ψ̂o(y0) mit φ̄o(y0) = g(x, y0).
2. y0 ∈ locmin{φ̄p(y) : y ∈ Y } genau dann, wenn y0 ∈ Lp(x) gilt für alle
x ∈ Ψ̂p(y0) mit φ̄p(y0) = g(x, y0).
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Beweis. Wiederum zeigen wir die Behauptung für den optimistischen Zugang.
Für die pessimistischen Lösungsfunktionen ist der Beweis analog.
Angenommen es gilt y0 /∈ Lo(x) für ein x ∈ Ψ̂o(y0) mit φ̄o(y0) = g(x, y0).
Wegen x ∈ Ψ̂o(y0) gilt y0 ∈ cl O(x). Da y0 /∈ Lo(x) ist, existiert eine Folge
{yk} ⊆ clO(x) mit limk→∞ yk = y0 und
g(x, yk) < g(x, y0) für alle k.
Weiter ist φ̄o(yk) ≤ g(x, yk) für alle k, da Theorem 2.6 gilt und x ∈ Ψ̂o(yk) aus
yk ∈ clO(x) folgt. Es gilt somit
φ̄o(yk) ≤ g(x, yk) < g(x, y0) = φ̄o(y0)
für alle k. Somit ist y0 /∈ locmin{φ̄o(y) : y ∈ Y }.
Angenommen es gilt y0 /∈ locmin{φ̄o(y) : y ∈ Y } für y0 ∈ Y . Dann existiert
eine Folge {yk} ⊆ Y mit limk→∞ yk = y0 und
φ̄o(yk) < φ̄o(y0) für alle k.
Wegen card(X̄) < ∞ existiert o.B.d.A. ein x ∈ X̄ mit x ∈ Ψ̂o(yk) und φ̄o(yk) =
g(x, yk) für alle k (siehe auch Theorem 2.6). Dann folgt x ∈ Ψ̂o(y0) wegen der
Oberhalbstetigkeit von Ψ̂o(·) (Theorem 2.5). Somit ist
g(x, yk) = φ̄o(yk) < φ̄o(y0) ≤ g(x, y0). (2.23)
Lässt man k gegen Unendlich konvergieren, so erhält man hieraus φ̄o(y0) =
g(x, y0). Da x ∈ Ψ̂o(yk) die Eigenschaft yk ∈ clO(x) impliziert, ist (2.23) somit
gleichbedeutend mit y0 /∈ Lo(x) für ein x ∈ Ψ̂o(y0) mit φ̄o(y0) = g(x, y0).
Wir können nun also prüfen, ob ein gegebener Punkt y0 ∈ Y eine schwach lo-
kal optimistische bzw. pessimistische Lösung ist, falls die Mengen Ψ̂o(y0) bzw.
Ψ̂p(y0) und Lo(y0) bzw. Lp(y0) bekannt sind. Wie man sich sich aber vorstel-
len kann, ist die Berechnung gerade dieser Mengen für viele Aufgaben recht
schwierig. Somit sind wir auch noch an alternativen Optimalitätsbedingungen
interessiert.
Zunächst definieren wir für jedes x ∈ X̄ folgende Menge
L̄(x) := locmin
y
{g(x, y) : y ∈ clR(x)}. (2.24)
Dann gilt folgendes Lemma.
Lemma 2.9. Sei y0 ∈ Y . Dann gilt
φ̄o(y0) ≤ g(x, y0) für alle x ∈ Ψ̄(y0).
Außerdem sind die folgenden Aussagen äquivalent:
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a) y0 ∈ Lo(x) für alle x ∈ Ψ̂o(y0) mit φ̄o(y0) = g(x, y0)
b) y0 ∈ L̄(x) für alle x ∈ Ψ̄(y0) mit φ̄o(y0) = g(x, y0)
Beweis. Sei x ∈ Ψ̄(y0). Dann gilt y0 ∈ clR(x). Somit existiert eine Folge {yk} ⊆
R(x) mit limk→∞ yk = y0. Für alle k ist also x ∈ Ψ(yk) und demzufolge auch
φo(yk) ≤ g(x, yk). Wenden wir hierauf den Grenzwert für k gegen Unendlich
an, so erhalten wir




g(x, yk) = g(x, y0)
und somit die erste Behauptung.
Im folgenden soll die Äquivalenz gezeigt werden. Angenommen Aussage a) gilt
nicht. Dann existiert ein x ∈ Ψ̂o(y0) mit g(x, y0) = φ̄o(y0) und y0 /∈ Lo(x). Dann
existiert eine Folge {yk} ⊆ clO(x) mit limk→∞ yk = y0 und g(x, yk) < g(x, y0)
für alle k. Wegen cl O(x) ⊆ clR(x) gilt somit y0 /∈ L̄(x). Weiter folgt x ∈ Ψ̄(y0)
aufgrund von (2.20). Also gilt Aussage b) nicht.
Angenommen Aussage b) gilt nicht. Dann existiert ein x ∈ Ψ̄(y0) mit φ̄o(y0) =
g(x, y0) und y0 /∈ L̄(x). Für dieses x gibt es somit eine Folge {yk} ⊆ clR(x)
mit limk→∞ yk = y0 und g(x, yk) < g(x, y0) für alle k. Die Eigenschaft {yk} ⊆
clR(x) ist äquivalent zur Eigenschaft x ∈ Ψ̄(yk) für alle k. Wegen der ersten
Behauptung des Lemmas und g(x, y0) = φ̄o(y0) folgt somit
φ̄o(yk) ≤ g(x, yk) < g(x, y0) = φ̄o(y0) für alle k.
Also ist y0 /∈ locmin{φ̄o(y) : y ∈ Y }. Dann impliziert aber Theorem 2.8, dass
Aussage a) nicht gilt.
Zusammen mit Lemma 2.9 erhalten wir nun folgende Folgerung aus Theo-
rem 2.8:
Folgerung 2.10. Es ist y0 ∈ locmin{φ̄o(y) : y ∈ Y } genau dann, wenn
y0 ∈ L̄(x) gilt für alle x ∈ Ψ̄(y0) mit φ̄o(y0) = g(x, y0).
Beweis. trivial
Im optimistischen Fall kann man die schwache lokale Optimalität also auch mit
Hilfe der erweiterten Lösungsmengen und den Mengen L̄(x) berechnen.
Als nächstes werden wir Optimalitätsbedingungen für die optimistische bzw.
pessimistische Lösungsfunktion betrachten.
Theorem 2.11. Es ist
1. y0 ∈ locmin{φo(y) : y ∈ Y } genau dann, wenn die folgenden beiden
Bedingungen gelten:
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(a) φo(y0) ≤ g(x, y0) für alle x ∈ Ψ̂o(y0),
(b) y0 ∈ Lo(x) für alle x ∈ Ψ̂o(y0) mit φo(y0) = g(x, y0).
2. y0 ∈ locmin{φp(y) : y ∈ Y } genau dann, wenn die folgenden beiden
Bedingungen gelten:
(a) φp(y0) ≤ g(x, y0) für alle x ∈ Ψ̂p(y0),
(b) y0 ∈ Lp(x) für alle x ∈ Ψ̂p(y0) mit φp(y0) = g(x, y0).
Beweis. Wir zeigen die Behauptung für die pessimistische Lösungsfunktion.
Beim optimistischen Fall ist der Beweis analog.
Sei y0 ∈ locmin{φp(y) : y ∈ Y }. Angenommen Bedingung (a) gilt nicht, d.h.
es existiert ein x ∈ Ψ̂p(y0) mit g(x, y0) < φp(y0). Dann folgt y0 ∈ cl P (x)
aus x ∈ Ψ̂p(y0). Somit existiert eine Folge {yk} ⊆ P (x) mit limk→∞ yk = y0.
Also gilt g(x, yk) = φp(yk) für alle k. Bildet man den Grenzwert für k gegen





g(x, yk) = g(x, y0) < φp(y0).
Dies ist aber ein Widerspruch zu y0 ∈ locmin{φp(y) : y ∈ Y }.
Angenommen Bedingung (a) gilt, aber Bedingung (b) gilt nicht. Dann existiert
ein x ∈ Ψ̂p(y0) mit g(x, y0) = φp(y0) und y0 /∈ Lp(x). Weiter folgt aus (a)
φp(y0) ≤ inf
x∈bΨp(y0)
g(x, y0) = φ̄p(y0),
d.h. φp(y0) = φ̄p(y0) = g(x, y0) (siehe (2.17)). Mit Theorem 2.8 erhalten wir
also y0 /∈ locmin{φ̄p(y) : y ∈ Y }. Nun folgt y0 /∈ locmin{φp(y) : y ∈ Y } wegen
Lemma 2.7.
Ist also y0 ∈ locmin{φp(y) : y ∈ Y }, so müssen die Bedingungen (a) und (b)
gelten.
Angenommen y0 ∈ Y ist keine lokal pessimistische Lösung. Dann existiert eine
Folge {yk} ⊆ Y mit limk→∞ yk = y0 und
φp(yk) < φp(y0) für alle k. (2.25)
Wegen card(X̄) < ∞ existiert o.B.d.A. für alle k ein x ∈ Ψ(yk) mit φp(yk) =
g(x, yk), d.h. es ist yk ∈ P (x) für alle k. Dies impliziert y0 ∈ clP (x) und somit
x ∈ Ψ̂p(y0). Zusammen mit der Ungleichung (2.25) folgt nun
g(x, yk) = φp(yk) < φp(y0) für alle k.
Bilden wir den Grenzwert für k gegen Unendlich, so erhalten wir g(x, y0) ≤
φp(y0). Wenn also Bedingung (a) gilt, so ist g(x, y0) = φp(y0). Dann folgt aber
g(x, yk) = φp(yk) < φp(y0) = g(x, y0) für alle k,
d.h. Bedingung (b) gilt nicht.
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Es gilt somit folgende Folgerung:
Folgerung 2.12. 1. Es ist y0 ∈ locmin{φo(y) : y ∈ Y } genau dann, wenn
φo(y0) = φ̄o(y0) und y0 ∈ locmin{φ̄o(y) : y ∈ Y } gilt.
2. Es ist y0 ∈ locmin{φp(y) : y ∈ Y } genau dann, wenn φp(y0) = φ̄p(y0)
und y0 ∈ locmin{φ̄p(y) : y ∈ Y } gilt.
Beweis. Wiederum zeigen die Behauptung nur für die pessimistische Lösungs-
funktion. Beim optimistischen Fall ist der Beweis analog.
Angenommen y0 ∈ Y ist eine lokal pessimistische Lösung. Dann ist y0 auch eine
schwach lokal pessimistische Lösung wegen Lemma 2.7. Außerdem gilt φp(y0) ≤
g(x, y0) für alle x ∈ Ψ̂p(y0) (Theorem 2.11). Wenden wir Theorem 2.6 an, so
erhalten wir also φp(y0) ≤ φ̄p(y0). Mit (2.17) folgt nun die Gleichheit.




g(x, y0) = φp(y0),
d.h. wir erhalten φp(y0) ≤ g(x, y0) für alle x ∈ Ψ̂p(y0). Also gilt Bedingung (a)
aus Theorem 2.11. Weiter folgt y0 ∈ Lp(x) für alle x ∈ Ψ̂p(y0) mit g(x, y0) =
φ̄p(y0) aus Theorem 2.8. Zusammen mit φp(y0) = φ̄p(y0) ergibt dies Bedingung
(b) aus Theorem 2.11. Also ist y0 eine lokal pessimistische Lösung.
Beispiel 2.12. Sei wie im Beispiel 2.11 f(x, y) = −(x1 + x2), h(x, y) = x1 +
2x2 − y, X = {0, 1}2 und Y = [1; 3]. Im Gegensatz zum Beispiel 2.11 sei nun
jedoch g(x, y) = (x2 − x1)y + x1 − 3x2. Dann sind die Stabilitätsbereiche
R(x1) = ∅, R(x2) = [1; 3), R(x3) = [2; 3) und R(x4) = {3}





















unverändert. Da jedoch die Funktion g(·, ·) geändert wurde, erhalten wir andere
















Wir überprüfen nun den Punkt y0 = 2 auf lokale Optimalität. Mit Hilfe der
Stabilitätsbereiche erkennt man leicht, dass Ψ(y0) = Ψ̄(y0) = {x2, x3} gilt.
Die Mengen Ψ̂o(y0) und Ψ̂p(y0) sind bekanntlich Teilmengen von Ψ̄(y0). Wegen
g(x2, y0) = −1 = g(x3, y0) gilt somit
Ψ̂o(y0) = Ψ̂p(y0) = {x2, x3}
und
φo(y0) = φp(y0) = φ̄o(y0) = φ̄p(y0) = −1.
Also ist im Punkt y0 = 2 die Bedingung (a) aus Theorem 2.11 sowohl für den
pessimistischen als auch den optimistischen Fall erfüllt. Wir überprüfen nun die
Bedingung (b) aus Theorem 2.11. Es gilt
O(x2) = [1; 3), O(x3) = {2}, P (x2) = [1; 2] und P (x3) = [2; 3).
Also ist
Lo(x2) = {3}, Lo(x3) = {2}, Lp(x2) = {2} und Lp(x3) = {2}.
Somit gilt φo(y0) = g(x2, y0) aber y0 /∈ Lo(x2), d.h. y0 = 2 ist keine (schwach)
lokal optimistische Lösung. Für den pessimistischen Fall gilt y0 ∈ Lp(x2) und
y0 ∈ Lp(x3), d.h. y0 = 2 ist eine (schwach) lokal pessimistische Lösung.
2.8 Die Berechnung von schwach lokal optimi-
stischen bzw. pessimistischen Lösungen
Nachdem wir Optimalitätsbedingungen kennen, stellt sich die Frage, wie man
zumindest eine schwach lokal optimistische bzw. pessimistische Lösungen finden
kann. Meist hat man schon eine Vorstellung, in welchem Bereich von Y so ei-
ne Lösung liegen könnte. Wir beginnen also mit einem Startpunkt y0 ∈ Y und
versuchen sukzessive den Funktionswert der entsprechenden schwachen Lösungs-
funktion zu verbessern.
Algorithmus 2.1. (Schwach lokal optimistische Lösung)
Eingabe: y0 ∈ Y
0. k := 0
1. Berechne Ψ̂o(yk), φ̄o(yk) und M(yk) := {x ∈ Ψ̂o(yk) : φ̄o(yk) = g(x, yk)}.
2. Falls ein xk ∈ M(yk) existiert mit yk /∈ Lo(xk), so wähle ein yk+1 ∈
Lo(xk) und gehe mit k := k + 1 zu Schritt 1.; sonst Stopp.
Ausgabe: yk ∈ locmin{φ̄o(y) : y ∈ Y }
28
Theorem 2.13. Algorithmus 2.1 berechnet in endlich vielen Iterationen eine
schwach lokal optimistische Lösung.
Beweis. Wenn der Algorithmus stoppt, so ersieht man leicht aus Theorem 2.8,
dass der berechnete Punkt eine schwach lokal optimistische Lösung ist. Es ist
also nur zu zeigen, dass der Algorithmus tatsächlich nach endlich vielen Ite-
rationen stoppt. Angenommen dies ist nicht der Fall. Dann berechnet der Al-
gorithmus Folgen {yk} ⊆ Y und {xk} ⊆ X̄ mit xk ∈ M(yk), yk /∈ Lo(xk)
und yk+1 ∈ Lo(xk) für alle k ≥ 0. Aus yk+1 ∈ Lo(xk) für alle k folgt weiter
xk ∈ Ψ̂o(yk+1) und somit φ̄o(yk+1) ≤ g(xk, yk+1) für alle k. Also gilt
φ̄o(yk) = g(xk, yk) > g(xk, yk+1) ≥ φ̄o(yk+1) für alle k.
Demzufolge ist φ̄o(yk) > φ̄o(yl) für alle Indizes k < l. Da card(X̄) < ∞ gilt,
existierten zwei Indizes k, l mit k < l und xk = xl. Dann ist xk = xl ∈ Ψ̂o(yl),
d.h. yl ∈ clO(xk). Zusammen mit yk+1 ∈ Lo(xk) und yl /∈ Lo(xl) = Lo(xk)
ergibt dies
g(xk, yk+1) < g(xk, yl) = g(xl, yl).
Dies ist aber ein Widerspruch zu
g(xk, yk+1) ≥ φ̄o(yk+1) ≥ φ̄o(yl) = g(xl, yl).
Also endet der Algorithmus nach endlich vielen Iterationen.
Algorithmus 2.2. (Schwach lokal pessimistische Lösung)
Eingabe: y0 ∈ Y
0. k := 0
1. Berechne Ψ̂p(yk), φ̄p(yk) und M(yk) := {x ∈ Ψ̂p(yk) : φ̄p(yk) = g(x, yk)}.
2. Falls ein xk ∈ M(yk) existiert mit yk /∈ Lp(xk), so wähle ein yk+1 ∈
Lp(xk) und gehe mit k := k + 1 zu Schritt 1.; sonst Stopp.
Ausgabe: yk ∈ locmin{φ̄p(y) : y ∈ Y }
Theorem 2.14. Algorithmus 2.2 berechnet in endlich vielen Iterationen eine
schwach lokal pessimistische Lösung.
Beweis. Der Beweis ist analog zum Beweis von Theorem 2.13.
Beispiel 2.13. Wir betrachten nochmals die Aufgabe aus Beispiel 2.12. Ange-
nommen wir haben einen Startpunkt y0 = 1 gegeben und wollen eine schwach
lokal optimistische bzw. schwach lokal pessimistische Lösung bestimmen. Es gilt
Ψ̂o(y0) = Ψ̂p(y0) = {x2} und Lo(x2) = {3}, Lp(x2) = {2}.
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Also ist y0 /∈ Lo(x2) und y0 /∈ Lp(x2).
Im optimistischen Fall wird nun von Algorithmus 2.1 der Punkt y1 = 3 berech-
net. In diesem Punkt ist M(y1) = {x2, x4} und y1 ∈ Lo(x2) = Lo(x4). Somit
bricht Algorithmus 2.1 hier ab. Der Punkt y1 = 3 ist eine schwache lokal opti-
mistische Lösung. Wie man leicht aus der Graphik in Beispiel 2.12 ersieht, ist
y1 = 3 auch eine global optimale Lösung für den optimistischen Fall.
Im pessimistischen Fall wird von Algorithmus 2.2 der Punkt y1 = 2 berechnet.
In diesem Punkt ist M(y1) = {x2, x3} und y1 ∈ Lo(x2) = Lo(x3). Somit bricht
Algorithmus 2.2 hier ab. Der Punkt y1 = 2 ist eine schwache lokal pessimistische
Lösung. Mit Hilfe der Graphik in Beispiel 2.12 erkennt man, dass y1 = 2 kei-
ne global optimale Lösung für den pessimistischen Fall ist. Eine global optimale
Lösung für den pessimistischen Fall ist der Punkt y = 3. Mit Hilfe von Algo-






Im Kapitel 2 hatten wir bereits den optimistischen und den pessimistischen Zu-
gang für die Lösung unseres Zwei-Ebenen-Optimierungsproblems (2.1) betrach-
tet. Dabei hatten wir jedoch nur auf den Zielfunktionswert der oberen Ebene
geachtet, d.h. es war egal welches der Elemente x ∈ Ψ(y) mit der Eigenschaft
φo(y) = g(x, y) bzw. φp(y) = g(x, y) gewählt wurde.
In der Praxis ist es im allgemeinen nicht so, dass der Follower bei seiner Wahl die
Interessen des Leaders beachtet (weder im positiven noch im negativen Sinn).
Seine Wahl wird eher von verwendeten Berechnungsalgorithmen oder internen
Präferenzen abhängen.
Im folgenden werden wir einen allgemeinen Zugang betrachten, bei welchem der
Leader für jedes y ∈ Y weiß, welches x ∈ Ψ(y) vom Follower gewählt wird.
Definition 3.1. Eine Funktion σ : Y → X heißt Auswahlfunktion, wenn für
alle y ∈ Y
σ(y) ∈ Ψ(y)
gilt. Wenn x = σ(y) gilt für ein x ∈ X und ein y ∈ Y , so sagen wir auch,
dass der Punkt x im Punkt y durch die Auswahlfunktion σ ausgewählt wird. Die
Menge aller Auswahlfunktionen bezeichnen wir mit S. Weiter sei
Sσ(x) := {y ∈ Y : σ(y) = x}
die Menge aller y ∈ Y , in welchen ein gegebener Punkt x ∈ X durch die Aus-
wahlfunktion σ ∈ S ausgewählt wird.
Beispiel 3.1. Sei f(x, y) = y, h(x, y) = y−x, X = {−1, 0, 1} und Y = [−1; 1].
Dann erhält man







{−1, 0, 1} für y = −1
{0, 1} für y ∈ (−1; 0]
{1} für y ∈ (0; 1].
Wir betrachten nun eine Funktion σ : Y → X mit
σ(y) =
{
1 für y ≥ −1/2
0 für y < −1/2.
Dann gilt σ(y) = 1 ∈ Ψ(y) für alle y ≥ −1/2 und σ(y) = 0 ∈ Ψ(y) für alle
y < −1/2. Somit ist die Funktion σ : Y → X eine Auswahlfunktion. Dabei gilt
Sσ(−1) = ∅, Sσ(0) = [−1;−0.5) und Sσ(1) = [−0.5; 1].
Es können nun einige Eigenschaften der Mengen Sσ(x) angegeben werden.
Lemma 3.1. 1. Sei σ : Y → X̄ eine Auswahlfunktion. Dann gilt
Sσ(x1) ∩ Sσ(x2) = ∅ für alle x1, x2 ∈ X mit x1 6= x2.
2. Es gilt
Sσ(x) ⊆ R(x) für alle x ∈ X





Sσ(x) für alle x ∈ X.
Beweis. 1. Seien zwei Punkte x1, x2 ∈ X gegeben mit x1 6= x2. Angenommen
es existiert ein y ∈ Sσ(x1) ∩ Sσ(x2) für eine Auswahlfunktion σ ∈ S.
Dann gilt laut Definition 3.1 σ(y) = x1 und auch σ(y) = x2. Dies ist ein
Widerspruch zu x1 6= x2.
2. Seien x ∈ X und σ ∈ S beliebig und sei y ∈ Sσ(x). Dann gilt x = σ(y).
Da σ eine Auswahlfunktion ist, folgt somit x ∈ Ψ(y), d.h. y ∈ R(x). Also
gilt Sσ(x) ⊆ R(x).
3. ” ⊇ “ : Diese Inklusion folgt offensichtlich aus der Eigenschaft Sσ(x) ⊆
R(x) für alle σ ∈ S und alle x ∈ X.
” ⊆ “ : Seien x ∈ X und y
0 ∈ R(x) beliebig. Weiter sei eine beliebige
Auswahlfunktion σ ∈ S gegeben. Wir betrachten nun die Funktion σ̄ :
Y → X mit
σ̄(y) =
{
x falls y = y0
σ(y) falls y 6= y0.
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Dann gilt σ̄(y) = σ(y) ∈ Ψ(y) für alle y 6= y0 wegen σ ∈ S und σ̄(y) =
x ∈ Ψ(y) für y = y0 wegen y0 ∈ R(x). Also ist die Funktion σ̄ : Y → X





folgt nun die Inklusion.
3.2 Lösungsfunktionen
Wie schon in den Abschnitten 2.5 und 2.6 für den optimistischen und pessi-
mistischen Zugang wollen wir auch für den Zugang mittels Auswahlfunktionen
Lösungsfunktionen und schwache Lösungsfunktionen für unsere Aufgabe 2.1 de-
finieren.
Definition 3.2. Sei σ ∈ S eine Auswahlfunktion. Dann heißt die Funktion
φσ : Y → R mit
φσ(y) := g(σ(y), y) (3.1)
die zu σ gehörige Lösungsfunktion.
Vergleicht man diese Lösungsfunktion mit der optimistischen und der pessimi-
stischen Lösungsfunktion aus Abschnitt 2.6, so gilt offenbar für alle Auswahl-
funktionen σ ∈ S die Beziehung
φo(y) ≤ φσ(y) ≤ φp(y) für alle y ∈ Y. (3.2)
Beispiel 3.2. Betrachten wir noch einmal die Aufgabe und die Auswahlfunktion
aus Beispiel 3.1. Sei nun weiter g(x, y) = (x− 1)(y + 1). Dann gilt
φσ(y) =
{ −y − 1 für y ∈ [−1;−0.5)
0 für y ∈ [−0.5; 1].
Diese Lösungsfunktion entspricht somit weder der optimistischen noch der pes-
simistischen Lösungsfunktion. Außerdem erkennt man leicht, dass sie im Punkt
y0 = −0.5 nicht unterhalbstetig ist.
Ebenso wie beim optimistischen und pessimistischen Zugang erhalten wir also
auch hier Lösungsfunktionen, welche im allgemeinen nicht unterhalbstetig sind.
Aus diesem Grund führen wir erneut den Begriff der schwachen Lösungsfunktion
ein.
Definition 3.3. Sei σ ∈ S eine Auswahlfunktion. Dann heißt die Funktion
φ̄σ : Y → R mit
φ̄σ(y0) := lim inf
y→y0, y∈Y
φσ(y) (3.3)
die zu σ gehörige schwache Lösungsfunktion.
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Die Betrachtungen für diese Lösungsfunktion sind analog zu den Betrachtun-
gen aus Abschnitt 2.6. Auch hier sind z.B. die Funktionswerte der schwachen
Lösungsfunktion nicht größer als die Funktionswerte der Lösungsfunktion selbst.
Es gilt also für alle Auswahlfunktionen σ ∈ S und alle y ∈ Y auf Grund von
Definition 3.3 offenbar
φ̄σ(y) ≤ φσ(y). (3.4)
Außerdem kann eine analoge Aussage zu Theorem 2.4 angegeben werden.
Theorem 3.2. Sei σ ∈ S. Dann ist die Funktion φ̄σ(·) die größte unterhalb-
stetige Funktion mit φ̄σ(y) ≤ φσ(y) für alle y ∈ Y .
Beweis. Seien ein beliebiger Punkt y0 ∈ Y und eine beliebige Folge {yk} ⊆ Y
gegeben mit limk→∞ yk = y0. Wegen der Definition von φ̄σ(·) existiert für jedes




‖zk − y0‖ ≤ lim
k→∞
(‖zk − yk‖+ ‖yk − y0‖) = 0,
d.h. die Folge {zk} ⊆ Y konvergiert gegen y0. Weiter ist
φ̄σ(y0) = lim inf
y→y0, y∈Y










(1/k + φ̄σ(yk)) = lim inf
k→∞
φ̄σ(yk).
Da die Folge {yk} beliebig war, ist φ̄σ(·) in y0 unterhalbstetig. Wegen y0 ∈ Y
beliebig, ist also φ̄σ(·) unterhalbstetig.
Angenommen es existiert eine unterhalbstetige Funktion π : Y → R mit π(y) ≤
φσ(y) für alle y ∈ Y und φ̄σ(y0) ≤ π(y0) ≤ φσ(y0) für ein y0 ∈ Y . Sei {yk} ⊆
Y eine Folge mit limk→∞ yk = y0 und φ̄σ(y0) = limk→∞ φσ(yk). Dann gilt







Also ist φ̄σ(y) ≥ π(y) für alle y ∈ Y .
Für eine bessere Beschreibung der schwachen Lösungsfunktion führen wir eine
Punkt-Menge-Abbildung Ψ̂σ : Y → 2X̄ für σ ∈ S ein mit
Ψ̂σ(y) := {x ∈ X̄ : y ∈ clSσ(x)}. (3.5)
Da für jedes σ ∈ S und jedes x ∈ X̄ die Inklusion Sσ(x) ⊆ R(x) gilt (Lem-
ma 3.1), folgt nun
Ψ̂σ(y) ⊆ Ψ̄(y) für alle y ∈ Y und alle σ ∈ S. (3.6)
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Beweis. Sei y ∈ Y und σ ∈ S. Dann existiert wegen (3.3) eine Folge {yk} ⊆
Y mit limk→∞ yk = y und φ̄σ(y) = limk→∞ φσ(yk). Weiter existiert wegen
card(X̄) < ∞ o.B.d.A. ein x ∈ X̄ mit yk ∈ Sσ(x) für alle k. Also ist y ∈ cl Sσ(x),





g(x, yk) = g(x, y)




Sei x ∈ Ψ̂σ(y). Dann ist y ∈ clSσ(x), d.h. es existiert eine Folge {yk} ⊆ Sσ(x)
mit limk→∞ yk = y. Es gilt also φσ(yk) = g(x, yk) für alle k. Somit ist
φ̄σ(y) ≤ lim inf
k→∞
φσ(yk) = lim inf
k→∞





d.h. es gilt Gleichheit.
Bemerkung: Die Punkt-Menge-Abbildung Ψ̂σ : Y → 2X̄ ist oberhalbstetig.
Dies kann analog zu Theorem 2.5 bewiesen werden.
Beispiel 3.3. Wir setzen nun die Aufgabe aus Beispiel 3.1 bzw. aus Beispiel 3.2





{0} für y < −0.5
{0, 1} für y = −0.5
{1} für y > −0.5.
Aus Theorem 3.3 folgt somit
φ̄σ(y) =
{ −y − 1 für y ∈ [−1;−0.5]
0 für y ∈ (−0.5; 1].
Es gilt folglich φ̄σ(y) = φσ(y) für alle y 6= −0.5 und
φ̄σ(−0.5) = −0.5 < 0 = φσ(−0.5).
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3.3 Optimalitätsbedingungen
Da für jede Auswahlfunktion die zugehörige schwache Lösungsfunktion unter-
halbstetig ist (Theorem 3.2), besitzt sie ein lokales Minimum über der kom-
pakten Menge Y (siehe z.B. [25]). In Analogie zu den Untersuchungen aus Ab-
schnitt 2.7 wollen wir also Bedingungen aufstellen, mit deren Hilfe man unter-
suchen kann, ob in einem gegebenen Punkt y0 ∈ Y ein solches lokales Minimum
vorliegt. Desweiteren werden wir auch wieder Optimalitätsbedingungen für die
Lösungsfunktion betrachten.
Sei σ ∈ S. Dann heißt
locmin{φ̄σ(y) : y ∈ Y } Menge der schwachen lokalen Lösungen und
locmin{φσ(y) : y ∈ Y } Menge der lokalen Lösungen
bzgl. σ ∈ S. Als erstes zeigen wir, das der Lösungsbegriff der schwachen lokalen
Lösung tatsächlich schwächer ist als der Lösungsbegiff der lokalen Lösung.
Lemma 3.4. Für alle Auswahlfunktionen σ ∈ S gilt
locmin{φσ(y) : y ∈ Y } ⊆ locmin{φ̄σ(y) : y ∈ Y }.
Beweis. Sei σ ∈ S und sei y0 ∈ locmin{φσ(y) : y ∈ Y }. Dann existiert ein
δ > 0 mit φσ(y0) ≤ φσ(y) für alle y ∈ Y mit ‖y − y0‖ < δ. Sei y ∈ Y mit









φσ(yk) ≥ φσ(y0) ≥ φ̄σ(y0).
Da y beliebig gewählt war, folgt hieraus y0 ∈ locmin{φ̄σ(y) : y ∈ Y }.
Jede lokale Lösung ist also auch eine schwache lokale Lösung. Um Optimalitäts-
bedingungen für die schwache Lösungsfunktion angeben zu können, führen wir
zunächst für jedes σ ∈ S folgende Menge ein:
Lσ(x) := locmin
y
{g(x, y) : y ∈ clSσ(x)} (3.7)
Nun kann das folgende Theorem verwendet werden.
Theorem 3.5. Sei σ ∈ S. Dann ist y0 ∈ locmin{φ̄σ(y) : y ∈ Y } genau dann,
wenn y0 ∈ Lσ(x) gilt für alle x ∈ Ψ̂σ(y0) mit φ̄σ(y0) = g(x, y0).
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Beweis. Angenommen es gilt y0 /∈ Lσ(x) für ein x ∈ Ψ̂σ(y0) mit φ̄σ(y0) =
g(x, y0). Wegen x ∈ Ψ̂σ(y0) gilt y0 ∈ clSσ(x). Da y0 /∈ Lσ(x) ist, existiert eine
Folge {yk} ⊆ clSσ(x) mit limk→∞ yk = y0 und
g(x, yk) < g(x, y0) für alle k.
Weiter ist φ̄σ(yk) ≤ g(x, yk) für alle k, da Theorem 3.3 gilt und x ∈ Ψ̂σ(yk) aus
yk ∈ clSσ(x) folgt. Es gilt somit
φ̄σ(yk) ≤ g(x, yk) < g(x, y0) = φ̄σ(y0)
für alle k. Somit ist y0 /∈ locmin{φ̄σ(y) : y ∈ Y }.
Angenommen es gilt y0 /∈ locmin{φ̄σ(y) : y ∈ Y } für y0 ∈ Y . Dann existiert
eine Folge {yk} ⊆ Y mit limk→∞ yk = y0 und
φ̄σ(yk) < φ̄σ(y0) für alle k.
Wegen card(X̄) < ∞ existiert o.B.d.A. ein x ∈ X̄ mit x ∈ Ψ̂σ(yk) und φ̄σ(yk) =
g(x, yk) für alle k (siehe auch Theorem 3.3). Dann folgt x ∈ Ψ̂σ(y0) wegen der
Oberhalbstetigkeit von Ψ̂σ(·). Somit ist
g(x, yk) = φ̄σ(yk) < φ̄σ(y0) ≤ g(x, y0). (3.8)
Lässt man k gegen Unendlich konvergieren, so erhält man hieraus φ̄σ(y0) =
g(x, y0). Da x ∈ Ψ̂σ(yk) die Eigenschaft yk ∈ cl Sσ(x) impliziert, ist (3.8) somit
gleichbedeutend mit y0 /∈ Lσ(x) für ein x ∈ Ψ̂σ(y0) mit φ̄σ(y0) = g(x, y0).
Wenn die Mengen Ψ̂σ(y0) und Lσ(y0) bekannt sind, so können wir also nun
prüfen, ob ein gegebener Punkt y0 ∈ Y eine schwache lokale Lösung ist bezüglich
σ ∈ S. Als nächstes werden wir untersuchen, unter welchen Bedingungen ein
gegebener Punkt auch eine lokale Lösung bezüglich σ ∈ S ist.
Theorem 3.6. Sei ein σ ∈ S gegeben. Dann ist y0 ∈ locmin{φσ(y) : y ∈ Y }
genau dann, wenn die folgenden beiden Bedingungen gelten:
1. φσ(y0) ≤ g(x, y0) für alle x ∈ Ψ̂σ(y0),
2. y0 ∈ Lσ(x) für alle x ∈ Ψ̂σ(y0) mit φσ(y0) = g(x, y0).
Beweis. Sei y0 ∈ locmin{φσ(y) : y ∈ Y }. Angenommen Bedingung (1.) gilt
nicht, d.h. es existiert ein x ∈ Ψ̂σ(y0) mit g(x, y0) < φσ(y0). Dann folgt
y0 ∈ cl Sσ(x) aus x ∈ Ψ̂σ(y0). Somit existiert eine Folge {yk} ⊆ Sσ(x) mit
limk→∞ yk = y0. Also gilt g(x, yk) = φσ(yk) für alle k. Bildet man den Grenz-





g(x, yk) = g(x, y0) < φσ(y0).
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Dies ist aber ein Widerspruch zu y0 ∈ locmin{φσ(y) : y ∈ Y }.
Angenommen Bedingung (1.) gilt, aber Bedingung (2.) gilt nicht. Dann existiert
ein x ∈ Ψ̂σ(y0) mit g(x, y0) = φσ(y0) und y0 /∈ Lσ(x). Weiter folgt aus (1.)
φσ(y0) ≤ inf
x∈bΨσ(y0)
g(x, y0) = φ̄σ(y0),
d.h. φσ(y0) = φ̄σ(y0) = g(x, y0) (siehe (3.4)). Mit Theorem 3.5 erhalten wir also
y0 /∈ locmin{φ̄σ(y) : y ∈ Y }. Nun folgt y0 /∈ locmin{φσ(y) : y ∈ Y } wegen
Lemma 3.4.
Ist also y0 ∈ locmin{φσ(y) : y ∈ Y }, so müssen die Bedingungen (a) und (b)
gelten.
Angenommen y0 ∈ Y ist keine lokale Lösung. Dann existiert eine Folge {yk} ⊆ Y
mit limk→∞ yk = y0 und
φσ(yk) < φσ(y0) für alle k. (3.9)
Wegen card(X̄) < ∞ existiert o.B.d.A. ein x ∈ Ψ(yk) mit φσ(yk) = g(x, yk) für
alle k, d.h. es ist yk ∈ Sσ(x) für alle k. Dies impliziert y0 ∈ clSσ(x) und somit
x ∈ Ψ̂σ(y0). Zusammen mit Ungleichung (3.9) folgt nun
g(x, yk) = φσ(yk) < φσ(y0) für alle k.
Bilden wir den Grenzwert für k gegen Unendlich, so erhalten wir g(x, y0) ≤
φσ(y0). Wenn also Bedingung (a) gilt, so ist g(x, y0) = φσ(y0). Dann folgt aber
g(x, yk) = φσ(yk) < φσ(y0) = g(x, y0) für alle k,
d.h. Bedingung (b) gilt nicht.
Es gilt somit folgende Folgerung:
Folgerung 3.7. Sei σ ∈ S. Dann ist y0 ∈ locmin{φσ(y) : y ∈ Y } genau dann,
wenn φσ(y0) = φ̄σ(y0) und y0 ∈ locmin{φ̄σ(y) : y ∈ Y } gilt.
Beweis. Angenommen y0 ∈ Y ist eine lokale Lösung bzgl. σ. Dann ist y0 auch
eine schwache lokale Lösung bzgl. σ wegen Lemma 3.4. Außerdem gilt φσ(y0) ≤
g(x, y0) für alle x ∈ Ψ̂σ(y0) (Theorem 3.6). Wenden wir Theorem 3.3 an, so
erhalten wir also φσ(y0) ≤ φ̄σ(y0). Mit (3.4) folgt nun die Gleichheit.




g(x, y0) = φσ(y0),
d.h. wir erhalten φσ(y0) ≤ g(x, y0) für alle x ∈ Ψ̂σ(y0). Also gilt Bedingung (a)
aus Theorem 3.6. Weiter folgt y0 ∈ Lσ(x) für alle x ∈ Ψ̂σ(y0) mit g(x, y0) =
φ̄σ(y0) aus Theorem 3.5. Zusammen mit φσ(y0) = φ̄σ(y0) ergibt dies Bedingung
(b) aus Theorem 3.6. Also ist y0 eine lokale Lösung.
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Beispiel 3.4. Wir führen nun Beispiel 3.3 fort und wollen untersuchen, ob der
Punkt y0 = −0.5 eine (schwache) lokale Lösung bzgl. σ ist. Hierfür benötigen
wir die Mengen Lσ(x) für alle x ∈ Ψ̂σ(y0) = {0, 1}. Wegen
g(0, y) = −y − 1 und clSσ(0) = [−1;−0.5]
g(1, y) = 0 und clSσ(1) = [−0.5; 1]
gilt also
Lσ(0) = {−0.5} und Lσ(1) = [−0.5; 1].
Weiter ist
φ̄σ(y0) = g(0, y0) < g(1, y0) = φσ(y0)
und y0 ∈ Lσ(0). Wegen Theorem 3.5 ist also y0 = −0.5 eine schwache lokale
Lösung bzgl. σ. Da aber φ̄σ(y0) 6= φσ(y0) ist, ist y0 = −0.5 wegen Folgerung 3.7
keine lokale Lösung bzgl. σ.
Beispiel 3.5. Es sei erneut die Aufgabe aus Beispiel 3.1 gegeben. Diesmal be-





1 für y > 0
0 für y ∈ (−1; 0]
−1 für y = −1.
Außerdem sei wiederum g(x, y) = (x− 1)(y + 1). Dann gilt
φσ′(y) = φ̄σ′(y) =
{ −y − 1 für y ∈ [−1; 0]






{1} für y > 0
{0, 1} für y = 0
{0} für y ∈ (−1; 0)
{−1, 0} für y = −1.
Weiter ist
Lσ′(−1) = {−1}, Lσ′(0) = {0} und Lσ′(1) = [0; 1].
Sei y0 = −0.5. Dann ist also Ψ̂σ′(y0) = {0}, aber y0 /∈ Lσ′(0). Aus Theorem 3.5
folgt somit, dass y0 = −0.5 keine schwache lokale Lösung ist.
Wenn wir dies mit den Ergebnissen aus Beispiel 3.4 vergleichen, erkennen wir,
dass es sehr stark von der gewählten Auswahlfunktion abhängt, ob ein gegebener
Punkt als (schwache) lokale Lösung bezeichnet wird.
3.4 Berechnung einer schwachen lokalen Lösung
Wie schon beim optimistischen bzw. pessimistischen Lösungszugang in Ab-
schnitt 2.8 können wir auch bei der Verwendung von Auswahlfunktionen σ ∈ S
einen Algorithmus angeben, mit dessen Hilfe man eine schwache lokale Lösung
bestimmen kann.
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Algorithmus 3.1. (Schwache lokale Lösung)
Eingabe: y0 ∈ Y
0. k := 0
1. Berechne Ψ̂σ(yk), φ̄σ(yk) und M(yk) := {x ∈ Ψ̂σ(yk) : φ̄σ(yk) =
g(x, yk)}.
2. Falls ein Punkt xk ∈ M(yk) existiert mit yk /∈ Lσ(xk), so wähle ein
yk+1 ∈ Lσ(xk) und gehe mit k := k + 1 zu Schritt 1.; sonst Stopp.
Ausgabe: yk ∈ locmin{φ̄σ(y) : y ∈ Y }
Theorem 3.8. Sei σ ∈ S. Dann berechnet der Algorithmus 3.1 in endlich
vielen Iterationen eine schwache lokale Lösung.
Beweis. Wenn der Algorithmus stoppt, so ersieht man leicht aus Theorem 3.5,
dass der berechnete Punkt eine schwache lokale Lösung ist. Es ist also nur zu
zeigen, dass der Algorithmus tatsächlich nach endlich vielen Iterationen stoppt.
Angenommen dies ist nicht der Fall. Dann berechnet der Algorithmus Folgen
{yk} ⊆ Y und {xk} ⊆ X̄ mit xk ∈ M(yk), yk /∈ Lσ(xk) und yk+1 ∈ Lσ(xk) für
alle k ≥ 0. Aus yk+1 ∈ Lσ(xk) für alle k folgt weiter xk ∈ Ψ̂σ(yk+1) und somit
φ̄σ(yk+1) ≤ g(xk, yk+1) für alle k. Also gilt
φ̄σ(yk) = g(xk, yk) > g(xk, yk+1) ≥ φ̄σ(yk+1) für alle k.
Demzufolge ist φ̄σ(yk) > φ̄σ(yl) für alle Indizes k < l. Da card(X̄) < ∞ gilt,
existieren zwei Indizes k, l mit k < l und xk = xl. Dann ist xk = xl ∈ Ψ̂σ(yl),
d.h. yl ∈ cl Sσ(xk). Zusammen mit yk+1 ∈ Lσ(xk) und yl /∈ Lσ(xl) = Lσ(xk)
ergibt dies
g(xk, yk+1) < g(xk, yl) = g(xl, yl).
Dies ist aber ein Widerspruch zu
g(xk, yk+1) ≥ φ̄σ(yk+1) ≥ φ̄σ(yl) = g(xl, yl).
Also endet der Algorithmus nach endlich vielen Iterationen.
3.5 Optimistische und pessimistische Auswahl-
funktionen
Im folgenden Abschnitt wollen wir den optimistischen und den pessimistischen
Lösungszugang nochmals mit Hilfe von speziellen Auswahlfunktionen näher be-
leuchten. Hierfür führen wir zunächst folgende Begriffe ein:
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Definition 3.4. Eine Auswahlfunktion σo : Y → X heißt optimistische Aus-
wahlfunktion, wenn für alle y ∈ Y
g(σo(y), y) = φo(y)
gilt. Die Menge aller optimistischen Auswahlfunktionen bezeichnen wir mit So.
Definition 3.5. Eine Auswahlfunktion σp : Y → X heißt pessimistische Aus-
wahlfunktion, wenn für alle y ∈ Y
g(σp(y), y) = φp(y)
gilt. Die Menge aller pessimistischen Auswahlfunktionen bezeichnen wir mit Sp.
Aus den beiden Definitionen 3.4 und 3.5 folgt dann offensichtlich
φσ(y) = φo(y) für alle y ∈ Y und für alle σ ∈ So, (3.10)
φσ(y) = φp(y) für alle y ∈ Y und für alle σ ∈ Sp. (3.11)
Die optimistischen und pessimistischen Auswahlfunktionen können auch noch
wie folgt charakterisiert werden:
Theorem 3.9. Sei σ ∈ S eine Auswahlfunktion. Dann gilt:
1. Es ist σ ∈ So genau dann, wenn Sσ(x) ⊆ O(x) für alle x ∈ X gilt.
2. Es ist σ ∈ Sp genau dann, wenn Sσ(x) ⊆ P (x) für alle x ∈ X gilt.
Beweis. Wir zeigen die erste Behauptung des Theorems. Der Beweis der zweiten
Behauptung ist dann analog.
Seien σ ∈ So und x ∈ X beliebig. Sei weiter y ∈ Sσ(x), d.h. x = σ(y). Dann
folgt y ∈ R(x) aus Lemma 3.1 und φo(y) = g(x, y), da σ eine optimistische
Auswahlfunktion ist. Dies impliziert aber y ∈ O(x) (siehe Definition 2.4). Also
gilt Sσ(x) ⊆ O(x) für alle x ∈ X.
Sei nun σ ∈ S eine Auswahlfunktion und sei Sσ(x) ⊆ O(x) für alle x ∈ X.
Sei weiter y ∈ Y beliebig. Da σ eine Auswahlfunktion ist, gilt y ∈ Sσ(x) für
x = σ(y). Somit folgt y ∈ O(x) aus der Voraussetzung. Dies impliziert nun
g(x, y) = φo(y). Also gilt g(σ(y), y) = φo(y) für alle y ∈ Y , d.h. σ ist eine
optimistische Auswahlfunktion.
Die Mengen Sσ(x) sind also für alle σ ∈ So bzw. σ ∈ Sp Teilmengen von O(x)
bzw. P (x), wobei keine Gleichheit gelten muss. Allerdings kann noch folgende
Eigenschaft gezeigt werden:




Sσ(x) und P (x) =
⋃
σ∈Sp
Sσ(x) für alle x ∈ X.
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Beweis. Wir zeigen wiederum nur die erste Behauptung des Lemmas. Die zweite
Behauptung kann analog bewiesen werden.
” ⊇ “ : Diese Inklusion folgt offensichtlich aus der Eigenschaft Sσ(x) ⊆ O(x) für
alle σ ∈ So und alle x ∈ X.
” ⊆ “ : Seien x ∈ X und y
0 ∈ O(x) beliebig. Weiter sei eine beliebige Aus-




x falls y = y0
σ(y) falls y 6= y0.
Dann gilt σ̄(y) = σ(y) ∈ Ψ(y) und g(σ̄(y), y) = g(σ(y), y) = φo(y) für alle
y 6= y0 wegen σ ∈ So. Weiter gilt σ̄(y) = x ∈ Ψ(y) und g(σ̄(y), y) = φo(y) für
y = y0 wegen y0 ∈ O(x). Also ist die Funktion σ̄ : Y → X eine optimistische





folgt nun die Inklusion.
Beispiel 3.6. Sei f(x, y) = y, h(x, y) = y − x, g(x, y) = (x − 1)(y + 1),
X = {−1, 0,−1} und Y = [−1; 1] (siehe Beispiel 3.1 und Beispiel 3.2). Sei
weiter die Auswahlfunktion σ : Y → X mit
σ(y) =
{
1 für y ≥ −1/2
0 für y < −1/2.
gegeben. Dann gilt
Sσ(0) = [−1;−0.5) 6⊆ P (0) = {−1} und
Sσ(1) = [−0.5; 1] 6⊆ O(1) = (0; 1] ∪ {−1}.
Also ist σ weder eine optimistische noch eine pessimistische Auswahlfunktion.





1 für y > 0
0 für y ∈ (−1; 0]
−1 für y = −1.
gegeben (siehe Beispiel 3.5). Dann gilt
Sσ′(−1) = {−1} = O(−1),
Sσ′(0) = (−1; 0] ⊆ O(0) = [−1; 0] und
Sσ′(1) = (0; 1] ⊆ O(1) = (0; 1] ∪ {−1}.
Also ist σ′ eine optimistische Auswahlfunktion.
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Wie wir bereits festgestellt haben (siehe (3.10) und (3.11)), gilt
φσ(y) = φo(y) für alle y ∈ Y und für alle σ ∈ So und
φσ(y) = φp(y) für alle y ∈ Y und für alle σ ∈ Sp.
Auf Grund der Definitionen 2.6 und 3.3 folgt somit offensichtlich
φ̄σ(y) = φ̄o(y) für alle y ∈ Y und für alle σ ∈ So und (3.12)
φ̄σ(y) = φ̄p(y) für alle y ∈ Y und für alle σ ∈ Sp. (3.13)
Für optimistische Auswahlfunktionen stimmen also die (schwache) Lösungsfunk-
tion und die (schwach) optimistische Lösungsfunktion überein. Analog dazu
stimmen für pessimistische Auswahlfunktionen die (schwache) Lösungsfunkti-
on und die (schwach) pessimistische Lösungsfunktion überein. Damit haben sie
auch dieselben lokalen Minima. Ist also eine optimistische bzw. eine pessimisti-
sche Auswahlfunktion gegeben, so kann mit Hilfe von Theorem 3.5 und Theo-
rem 3.6 überprüft werden, ob ein gegebener Punkt y0 ∈ Y eine (schwach) lokal
optimistische bzw. (schwach) lokal pessimistische Lösung ist.
Es stellt sich somit die Frage, ob die Theoreme 2.8 und 2.11 eventuell als Fol-
gerungen von Theorem 3.5 und Theorem 3.6 angesehen werden können.
Wir betrachten hierfür folgendes Lemma:
Lemma 3.11. Für alle optimistischen Auswahlfunktionen σ ∈ So sind folgende
Aussagen äquivalent:
1. Es ist y0 ∈ Lσ(x) für alle x ∈ Ψ̂σ(y0) mit φ̄σ(y0) = g(x, y0).
2. Es ist y0 ∈ Lo(x) für alle x ∈ Ψ̂o(y0) mit φ̄o(y0) = g(x, y0).
Für alle pessimistischen Auswahlfunktionen σ ∈ Sp sind folgende Aussagen
äquivalent:
1. Es ist y0 ∈ Lσ(x) für alle x ∈ Ψ̂σ(y0) mit φ̄σ(y0) = g(x, y0).
2. Es ist y0 ∈ Lp(x) für alle x ∈ Ψ̂p(y0) mit φ̄p(y0) = g(x, y0).
Beweis. Wir zeigen die Behauptung wieder nur für σ ∈ So. Für pessimistische
Auswahlfunktionen ist der Beweis analog. Sei also σ ∈ So und y0 ∈ Y .
Angenommen die erste Aussage gilt nicht. Dann existiert ein x ∈ Ψ̂σ(y0) mit
g(x, y0) = φ̄σ(y0) und y0 /∈ Lσ(x). Dann existiert eine Folge {yk} ⊆ clSσ(x)
mit limk→∞ yk = y0 und g(x, yk) < g(x, y0) für alle k. Wegen cl Sσ(x) ⊆ clO(x)
gilt somit y0 /∈ Lo(x). Weiter folgt x ∈ Ψ̂o(y0), da yk ∈ clO(x) für alle k auch
y0 ∈ clO(x) impliziert. Wegen (3.12) gilt somit auch die zweite Aussage nicht.
Angenommen die zweite Aussage gilt nicht. Dann existiert ein x ∈ Ψ̂o(y0) mit
φ̄o(y0) = g(x, y0) und y0 /∈ Lo(x). Für dieses x gibt es somit eine Folge {yk} ⊆
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clO(x) mit limk→∞ yk = y0 und g(x, yk) < g(x, y0) für alle k. Die Eigenschaft
{yk} ⊆ clO(x) ist äquivalent zur Eigenschaft x ∈ Ψ̂o(yk) für alle k. Wegen
Theorem 2.6 und g(x, y0) = φ̄o(y0) folgt somit
φ̄o(yk) ≤ g(x, yk) < g(x, y0) = φ̄o(y0) für alle k.
Mit Gleichung (3.12) erhält man also
φ̄σ(yk) ≤ g(x, yk) < g(x, y0) = φ̄σ(y0) für alle k.
Folglich ist y0 /∈ locmin{φ̄σ(y) : y ∈ Y }. Dann impliziert aber Theorem 3.5,
dass die erste Aussage nicht gilt.
Somit kann man also Theorem 2.8 aus Theorem 3.5 ableiten. Außerdem kann
man Theorem 2.11 als Folgerung aus Theorem 3.6 ansehen.
3.6 Global optimale Lösungen
Bekanntlich ist jede global optimale Lösung einer Optimierungsaufgabe auch
lokal optimal. Somit gilt für alle Auswahlfunktionen σ ∈ S
argmin{φσ(y) : y ∈ Y } ⊆ locmin{φσ(y) : y ∈ Y }. (3.14)
Aus der Existenz einer lokal optimalen Lösung muss jedoch nicht die Existenz
einer global optimalen Lösung folgen. Für Existenzbetrachtungen und Optima-
litätsbedingungen von global optimalen Lösungen spielen die schwach lokalen
Lösungen eine wichtige Rolle. Es gilt das folgende Theorem.
Theorem 3.12. Sei σ ∈ S. Dann ist y0 ∈ argmin{φσ(y) : y ∈ Y } genau dann,
wenn y0 ∈ locmin{φσ(y) : y ∈ Y } und
φ̄σ(y0) ≤ φ̄σ(ȳ) für alle ȳ ∈ locmin{φ̄σ(y) : y ∈ Y }
gilt.
Beweis. ” ⇒: “ Sei ein y
0 ∈ argmin{φσ(y) : y ∈ Y } gegeben. Dann gilt y0 ∈
locmin{φσ(y) : y ∈ Y } (siehe (3.14)). Somit ist auch φσ(y0) = φ̄σ(y0) wegen
Folgerung 3.7. Da y0 global optimale Lösung ist, gilt weiter φσ(y0) ≤ φσ(y) für
alle y ∈ Y . Mit φσ(y0) = φ̄σ(y0) und Definition 3.3 folgt nun
φ̄σ(y0) ≤ lim inf
y→ȳ,y∈Y
φσ(y) = φ̄σ(ȳ) für alle ȳ ∈ locmin{φ̄σ(y) : y ∈ Y }.
”⇐: “ Sei ein Element y
0 ∈ locmin{φσ(y) : y ∈ Y } gegeben mit φ̄σ(y0) ≤ φ̄σ(ȳ)
für alle ȳ ∈ locmin{φ̄σ(y) : y ∈ Y }. Wegen Folgerung 3.7 gilt dann φ̄σ(y0) =
φσ(y0). Angenommen y0 ist keine global optimale Lösung. Dann exisiert ein
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ỹ ∈ Y mit φσ(ỹ) < φσ(y0) = φ̄σ(y0). Auf Grund der Voraussetzung ist also
ỹ keine schwache lokale Lösung. Dann kann aber ausgehend vom Punkt ỹ mit
Algorithmus 3.1 eine schwache lokale Lösung ȳ ∈ Y berechnet werden mit
φσ(ȳ) ≤ φσ(ỹ) < φσ(y0) = φ̄σ(y0).
Dies ist wiederum ein Widerspruch zur Voraussetzung.
Eine weitere wichtige Rolle spielen die Optimalwerte der Lösungsfunktionen.
Diese bezeichnen wir für σ ∈ S mit
φ∗σ := inf
y
{φσ(y) : y ∈ Y } und φ̄∗σ := inf
y
{φ̄σ(y) : y ∈ Y }. (3.15)
Da die Funktion φ̄σ : Y → R unterhalbstetig ist (siehe Theorem 3.2) und
die Menge Y nichtleer und kompakt, existiert stets ein Punkt y0 ∈ Y mit
φ̄σ(y0) = φ̄∗σ, d.h. das Infimum wird in mindestens einem Punkt angenommen.
Wir können für die Funktion φ̄σ : Y → R in (3.15) ”min “ statt ” inf “ schreiben.
Für die Funktion φσ : Y → R ist dies nicht möglich, da der Wert φ∗σ nicht immer
in einem Punkt y0 ∈ Y angenommen wird. Es existiert also nicht immer eine
global optimale Lösung.
Verwenden wir die Optimalwerte der Lösungsfunktionen, so erhalten wir die
folgende Folgerung aus Theorem 3.12.
Folgerung 3.13. Sei σ ∈ S. Dann ist y0 ∈ argmin{φσ(y) : y ∈ Y } genau
dann, wenn φ̄σ(y0) = φ̄∗σ und φ̄σ(y
0) = φσ(y0) gilt.
Beweis. Laut Theorem 3.12 ist y0 ∈ argmin{φσ(y) : y ∈ Y } genau dann, wenn
y0 ∈ locmin{φσ(y) : y ∈ Y } und
φ̄σ(y0) ≤ φ̄σ(ȳ) für alle ȳ ∈ locmin{φ̄σ(y) : y ∈ Y }
gilt. Wegen Folgerung 3.7 ist dabei y0 ∈ locmin{φσ(y) : y ∈ Y } genau dann,
wenn y0 ∈ locmin{φ̄σ(y) : y ∈ Y } und φ̄σ(y0) = φσ(y0) gilt. Also ist y0 ∈
argminy{φσ(y) : y ∈ Y } genau dann, wenn φ̄σ(y0) = φσ(y0) gilt und y0
diejenige schwach lokale Lösung mit dem kleinsten Optimalwert ist. Da die
Funktion φ̄σ : Y → R eine global optimale Lösung über der Menge Y besitzt
und diese lokal optimal ist, entspricht dies den Bedingungen φ̄σ(y0) = φ̄∗σ und
φ̄σ(y0) = φσ(y0).




Lemma 3.14. Für alle σ ∈ S gilt φ∗σ = φ̄∗σ.
Beweis. Die Relation φ∗σ ≥ φ̄∗σ gilt wegen φσ(y) ≥ φ̄σ(y) für alle y ∈ Y (siehe
Theorem 3.2).
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Da die Funktion φ̄σ : Y → R unterhalbstetig ist und die Menge Y nichtleer und
kompakt, existiert ein y0 ∈ Y mit φ̄σ(y0) = φ̄∗σ. Wegen Definition 3.3 existiert








Also ist φ∗σ = φ̄
∗
σ.
Es ist möglich, dass die Funktion φσ : Y → R keine global optimale Lösung über
der Menge Y besitzt. Ist dies der Fall, so ist man an einer Lösung interessiert,
welche zumindest ”fast“ global optimal ist. Aus diesem Grund führen wir den
Begriff einer ε−optimalen Lösung ein.
Definition 3.6. Sei σ ∈ S und ε > 0. Ein Punkt y0 ∈ Y heißt ε−optimale
Lösung, wenn φσ(y0) < φ∗σ + ε gilt.
Es gilt nun das folgende Theorem.
Theorem 3.15. Sei σ ∈ S und sei ε > 0. Weiter sei ein Punkt y0 ∈ Y gegeben
mit φ̄σ(y0) = φ̄∗σ und ein Punkt x
0 ∈ Ψ̂σ(y0) mit φ̄σ(y0) = g(x0, y0). Dann ist
jeder Punkt y ∈ Sσ(x0) mit g(x0, y) < g(x0, y0) + ε eine ε−optimale Lösung.
Beweis. Sei y ∈ Sσ(x0) mit g(x0, y) < g(x0, y0) + ε. Dann gilt
φσ(y) = g(x0, y) < g(x0, y0) + ε = φ̄σ(y0) + ε = φ̄σ(y0) + ε
wegen der Definition von Sσ(x0), den Voraussetzungen des Theorems und Lem-
ma 3.14. Somit ist y eine ε−optimale Lösung.
Mit Hilfe dieses Theorem kann man somit ε−optimale Lösungen suchen. Dabei
ist zu bemerken, dass für jedes ε > 0 eine derartige Lösung existiert, da y0 ∈




in der unteren Ebene
4.1 Aufgabenstellung
Gegeben sei das Zwei-Ebenen–Problem


”miny “{g(x, y) = d




{f(x, y) = F (x)− y>x : x ∈ X}.
(4.1)
Dabei sei Y ⊆ Rn ein Polytop mit nichtleerem Inneren, F : Rn → R ei-
ne streng konvexe, stetig differenzierbare Funktion, d1, d2 ∈ Rn und X =
{x1, x2, . . . , xN} ⊆ Rn eine gegebene diskrete Menge mit 1 ≤ N < ∞ von-
einander verschiedenen Elementen. Weiter fordern wir, dass
∇F (xi) ∈ intY gilt für alle i = 1, . . . , N. (4.2)
Diese Forderung benötigen wir insbesondere für die Betrachtung von (schwach)
pessimistischen Lösungen.
Eine etwas allgemeinere Aufgabenstellung wird in [12] betrachten. In dieser
Arbeit ist Y konvex, abgeschlossen, mit nichtleerem Inneren und g(x, y) ist
stetig differenzierbar bzgl. y. Für diese allgemeinere Aufgabenstellung werden in
[12] Optimalitätsbedingungen mittels radialer Richtungsableitung und radialem
Subdifferential [6, 10, 23] betrachtet. In diesem Kapitel werden wir jedoch die
Aufgabenstellung (4.1) untersuchen und mittels der Betrachtungen aus Kapitel 2
Optimalitätsbedingungen und Lösungsverfahren diskutieren.
Für unsere Betrachtungen verwenden wir die strenge Konvexität der Funktion
F : Rn → R. Aus diesem Grund soll zunächst an Definition und Eigenschaften
von streng konvexen Funktionen erinnert werden.
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Definition 4.1. [4, 13] Sei eine konvexe Menge M ⊆ Rn gegeben. Dann heißt
eine Funktion F : Rn → R streng konvex auf M , wenn
F (λx + (1− λ)x′) < λF (x) + (1− λ)F (x′)
ist für alle λ ∈ (0; 1) und alle Punkte x, x′ ∈ M mit x 6= x′.
Weiter gilt das folgende Lemma.
Lemma 4.1. [4, 13] Sei eine konvexe Menge M ⊆ Rn gegeben. Dann ist die
Funktion F : Rn → R genau dann streng konvex auf M , wenn
F (x) > F (x′) +∇F (x′)>(x− x′)
gilt für alle Punkte x, x′ ∈ M mit x 6= x′.
Es sollen nun Lösungsverfahren für das Zwei-Ebenen–Problem (4.1) entwickelt
werden. Dies soll mit Hilfe der Betrachtungen aus Kapitel 2 geschehen. Dies ist
möglich, da die Forderungen (F1) und (F2) aus Kapitel 2 offensichtlich erfüllt
sind. Aus diesem Grund betrachten wir zunächst die Stabilitätsbereiche und
deren Eigenschaften.
4.2 Stabilitätsbereiche
In diesem Abschnitt wollen wir die Stabilitätsbereiche von allen Punkten xi ∈ X
untersuchen. Diese sind definiert durch
R(xi) := {xi ∈ Ψ(y)} (4.3)
für alle i = 1, . . . , N (siehe Definition 2.1). Es gilt nun offensichtlich für alle
Indizes i = 1, . . . , N
R(xi) = {y ∈ Y : f(xi, y) ≤ f(xj , y) für alle j 6= i}
= {y ∈ Y : F (xi)− y>xi ≤ F (xj)− y>xj für alle j 6= i}
= {y ∈ Y : (xj − xi)>y ≤ F (xj)− F (xi) für alle j 6= i}. (4.4)
Die Stabilitätsbereiche entsprechen demzufolge dem Durchschnitt vom Polytop
Y mit endlich vielen Halbräumen. Somit sind sie ebenfalls Polytope und folglich
auch konvex, abgeschlossen und beschränkt. Demzufolge gilt
clR(xi) = R(xi) für alle Indizes i = 1, . . . , N. (4.5)
Als nächstes untersuchen wir das Innere der Stabilitätsbereiche. Es gilt das
folgende Theorem.
Theorem 4.2. 1. Es ist ∇F (xi) ∈ intR(xi) für alle Indizes i = 1, . . . , N .
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2. Es gilt (xj −xi)>y = F (xj)−F (xi) für alle Indizes i 6= j und alle Punkte
y ∈ R(xi) ∩R(xj).
3. Es ist intR(xi) ∩R(xj) = ∅ für alle Indizes i 6= j.
Beweis. 1.) Sei ein Index i ∈ {1, . . . , N} gegeben und sei
α0 := min
j 6=i
F (xj)− F (xi)−∇F (xi)>(xj − xi)
‖xj − xi‖ .
Diese reelle Zahl ist wohldefiniert wegen der Voraussetzung xi 6= xj für alle
j 6= i. Weiter gilt α0 > 0 wegen der strengen Konvexität von F : Rn → R
und Lemma 4.1. Wir erhalten nun für alle reellen Zahlen α ∈ [0;α0) und alle
Vektoren h ∈ Rn mit ‖h‖ = 1
(xj − xi)>(∇F (xi) + αh) = ∇F (xi)>(xj − xi) + αh>(xj − xi)
≤ ∇F (xi)>(xj − xi) + α0‖xj − xi‖
≤ F (xj)− F (xi).
Außerdem gilt ∇F (xi) + αh ∈ Y für alle hinreichend kleine reelle Zahlen α > 0
wegen der Voraussetzung ∇F (xi) ∈ intY . Da α > 0 und h ∈ Rn mit ‖h‖ = 1
beliebig gewählt wurden, gilt somit ∇F (xi) ∈ intR(xi) (siehe Formel (4.4)).
2.) Seien Indizes i 6= j und ein beliebiger Punkt y ∈ R(xi) ∩ R(xj) gegeben.
Dann gilt wegen Formel (4.4)
(xj − xi)>y ≤ F (xj)− F (xi) wegen y ∈ R(xi)
und (xi − xj)>y ≤ F (xi)− F (xj) wegen y ∈ R(xj).
Hieraus folgt nun die Behauptung (xj − xi)>y = F (xj)− F (xi).
3.) Seien beliebige Indizes i 6= j gegeben. Angenommen es existiert ein Punkt
y0 ∈ intR(xi) ∩R(xj). Dann erhalten wir für alle Punkte
yλ := (1− λ)y0 + λ∇F (xj)
und alle reellen Zahlen λ ∈ (0; 1)
(xj − xi)>yλ = (1− λ) (xj − xi)>y0︸ ︷︷ ︸
=F (xj)−F (xi)
+λ (xj − xi)>∇F (xj)︸ ︷︷ ︸
>F (xj)−F (xi)
> F (xj)− F (xi)
wegen y0 ∈ R(xi) ∩ R(xj) und Lemma 4.1. Somit gilt yλ /∈ R(xi) für alle
λ ∈ (0; 1). Dies ist aber ein Widerspruch zur Annahme y0 ∈ intR(xi).
Bemerkung:
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‖x‖2 − y>x = 1
2
‖x− y‖2 − 1
2
‖y‖2.
Somit folgt, dass in diesem Fall die Stabilitätsbereiche dem Durchschnitt
von der Menge Y mit sogenannten Voronoi-Gebieten entsprechen (siehe
z.B. [20]).
2. Da für alle Indizes i = 1, . . . , N die Mengen R(xi) konvex und abgeschlos-
sen sind und da das Innere wegen ∇F (xi) ∈ intR(xi) (Theorem 4.2)
nichtleer ist, gilt ([4, 13])
cl intR(xi) = R(xi) für alle i = 1, . . . , N. (4.6)
3. Es ist anzumerken, dass bei strenger Konvexität der Funktion F : Rn → R
die Mengen
V (xi) := {y ∈ Rn : f(xi, y) ≤ f(xj , y) für alle j 6= i} ⊇ R(xi)
mit i = 1, . . . , N verallgemeinerte Voronoi-Gebiete sind ([20],[31]) und
viele Eigenschaften von Voronoi-Gebieten auf diese Mengen übertragen
werden können.
Beispiel 4.1. Seien n = 2, F (x) = x21 + x
2
2 + x1x2, Y = [−1; 5] × [−1; 5] und
































Die Forderung ∇F (xi) ∈ intY ist
für alle i = 1, . . . , 6 erfüllt. In der
nebenstehenden Abbildung sind die
Stabilitätsbereiche für alle Punkte xi














In diesem Abschnitt wollen wir einige Eigenschaften der Lösungsmengen ange-
ben. Die Ergebnisse werden sich dabei insbesondere aus den Eigenschaften der
Stabilitätsbereiche ergeben.
50
Da ∇F (xi) ∈ intR(xi) ist (Theorem 4.2), gilt xi ∈ Ψ(∇F (xi)) für alle Indizes
i = 1, . . . , N . Demzufolge erhalten wir
X = X̄ := {x ∈ X : ∃y ∈ Y mit x ∈ Ψ(y)} (4.7)
(siehe auch (2.5)). Wir vergleichen nun die Lösungsmengen und die erweiterten
Lösungsmengen. Die erweiterten Lösungsmengen waren definiert durch
Ψ̄(y) := {x ∈ X : y ∈ clR(x)}
(siehe Definition 2.3). Da R(x) = cl R(x) ist für alle x ∈ X (siehe (4.5)), gilt
Ψ̄(y) = Ψ(y) für alle y ∈ Y. (4.8)
Somit stimmen die Lösungsmengen und die erweiterten Lösungsmengen überein.
Demzufolge ist die Lösungsmengenabbildung Ψ : Y → 2X eine oberhalbstetige
Punkt-Menge-Abbildung. Weiter erhalten wir das folgende Lemma.
Lemma 4.3. Es ist Ψ(y) = {xi} für alle y ∈ intR(xi) und alle i = 1, . . . , N .
Beweis. ” ⊇ “: Sei y ∈ intR(x
i). Dann gilt auch y ∈ R(xi) und somit xi ∈ Ψ(y).
Demzufolge gilt Ψ(y) ⊇ {xi}.
” ⊆ “: Sei y ∈ intR(x
i). Angenommen es existiert ein j 6= i mit xj ∈ Ψ(y). Dann
gilt y ∈ R(xj) und somit y ∈ intR(xi) ∩ R(xj). Dies ist aber ein Widerspruch
zu Theorem 4.2. Demzufolge ist also Ψ(y) = {xi}.
4.4 Lösungsfunktionen
Wir betrachten nun die optimistische Lösungsfunktion
φo(y) := min
x∈Ψ(y)







und die pessimistische Lösungsfunktion
φp(y) := max
x∈Ψ(y)







Dann gilt für die Mengen
O(x) := {y ∈ R(x) : φo(y) = g(x, y)} und
P (x) := {y ∈ R(x) : φp(y) = g(x, y)}
(siehe Definition 2.4) das folgende Theorem.
Theorem 4.4. Es ist clO(xi) = cl P (xi) = R(xi) für alle i = 1, . . . , N .
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Beweis. Es ist offensichtlich O(xi) ⊆ R(xi) bzw. P (xi) ⊆ R(xi) und somit
clO(xi) ⊆ R(xi) bzw. cl P (xi) ⊆ R(xi) für alle Indizes i = 1, . . . , N .
Seien nun i ∈ {1, . . . , N} und y ∈ R(xi) beliebig. Dann existiert wegen R(xi) =
cl int R(xi) (siehe (4.6)) eine Folge {yk} ⊆ intR(xi) mit limk→∞ yk = y. Wegen
{yk} ⊆ intR(xi) gilt dann Ψ(yk) = {xi} für alle k (Lemma 4.3). Demzufolge ist
φo(yk) = φp(yk) = g(xi, yk)
und somit {yk} ⊆ O(xi) bzw. {yk} ⊆ P (xi). Hieraus folgt y ∈ clO(xi) und
y ∈ clP (xi). Wir erhalten also
R(xi) ⊆ clO(xi) und R(xi) ⊆ cl P (xi).
Somit gelten die Aussagen des Theorems.
Auf Grund von Theorem 4.4 gilt nun offensichtlich
Ψ̂o(y) := {x ∈ X : y ∈ clO(x)} = {x ∈ X : y ∈ R(x)} = Ψ(y), (4.11)
Ψ̂p(y) := {x ∈ X : y ∈ clP (x)} = {x ∈ X : y ∈ R(x)} = Ψ(y) (4.12)
für alle y ∈ Y (siehe (2.18), (2.19)). Mit Theorem 2.6 erhalten wir demzufolge
φo(y) = φ̄o(y) = φ̄p(y) für alle y ∈ Y. (4.13)
Somit ist die Funktion φo : Y → R unterhalbstetig. Außerdem können alle
Aussagen für die schwache optimistische Lösungsfunktion auf die Funktionen
φo : Y → R übertragen werden. Dies werden wir für die Betrachtung von
Optimalitätsbedingungen nutzen.
4.5 Optimalitätsbedingungen
Wegen (4.13) und Lemma 2.7 gilt offensichtlich
locmin{φp(y) : y ∈ Y } ⊆ locmin{φo(y) : y ∈ Y }, (4.14)
d.h. jede lokal pessimistische Lösung ist auch eine lokal optimistische Lösung.
Um die Optimalitätsbedingungen spezifizieren zu können, werden wir nun die
Mengen
L(xi) := locmin{g(xi, y) : y ∈ R(xi)} (4.15)
untersuchen für alle i = 1, . . . , N . Diese Mengen sind für uns interessant, da
wegen Theorem 4.4
L(xi) = Lo(xi) = Lp(xi) (4.16)
gilt für alle i = 1, . . . , N (siehe auch (2.21), (2.22)).
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Da g(x, y) = d1>x + d2>y gilt und da die Mengen R(x) konvex sind, erhalten
wir
L(xi) = locmin{d2>y : y ∈ R(xi)} (4.17)
= argmin{d2>y : y ∈ R(xi)}.
für alle Indizes i = 1, . . . , N . Da die Mengen R(xi) polyedral sind, entsprechen
die Mengen L(xi), i = 1, . . . , N , also den Lösungsmengen von linearen Optimie-
rungsaufgaben. Außerdem gilt L(xi) 6= ∅ für alle i = 1, . . . , N , da die Mengen
R(xi) nichtleer und kompakt sind.
Weiter gilt wegen (4.13)
locmin{φo(y) : y ∈ Y } = locmin{φ̄o(y) : y ∈ Y } = locmin{φ̄p(y) : y ∈ Y }.
Aus diesem Grund untersuchen wir im folgenden nur die lokal optimistischen
bzw. pessimistischen Lösungen.
Für lokal optimistische Lösungen erhalten wir aus (4.9), (4.11), (4.13), (4.16)
und Theorem 2.8 das folgende Theorem.
Theorem 4.5. Für alle y0 ∈ Y gilt y0 ∈ locmin{φo(y) : y ∈ Y } genau dann,








Beweis. Das Theorem folgt direkt aus aus (4.9), (4.11), (4.13), (4.16) und Theo-
rem 2.8.
Für lokal pessimistische Lösungen erhalten wir aus Theorem 2.11 das folgende
Theorem.
Theorem 4.6. Für alle y0 ∈ Y gilt y0 ∈ locmin{φp(y) : y ∈ Y } genau dann,
wenn y0 ∈ L(x) und φp(y0) = g(x, y0) gelten für alle x ∈ Ψ(y0).
Beweis. Laut Theorem 2.11 gilt y0 ∈ locmin{φp(y) : y ∈ Y } genau dann, wenn
1. φp(y0) ≤ g(x, y0) ist für alle x ∈ Ψ(y0) und
2. y0 ∈ L(x) für alle x ∈ Ψ(y) mit g(x, y0) = φp(y0).
Dies gilt wegen Ψ(y) = Ψ̂p(y) für alle y ∈ Y (siehe (4.12)). Wegen (4.10)
entspricht die Bedingung 1.) der Bedingung
φp(y0) = g(x, y0) für alle x ∈ Ψ(y0).
Hieraus folgt nun die Behauptung des Theorems.
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4.6 Lösungsverfahren
In diesem Abschnitt wollen wir uns mit der Berechnung von lokal und glo-
bal optimalen Lösungen beschäftigen. Wir beginnen unsere Betrachtungen mit
der Diskussion über die Existenz von lokal optimistischen bzw. pessimistischen
Lösungen.
Da wegen (4.13) die optimistische Lösungsfunktion unterhalbstetig ist, existiert
stets eine global optimistische Lösung. Für die pessimistische Lösungsfunktion
gilt diese Aussage nicht. Die Existenz einer lokal pessimistischen Lösung ist nicht
gesichert.
Beispiel 4.2. Seien n = N = 2, F (x) = 12‖x‖2, Y = [0; 4]× [0; 4], d1 = (1, 1)>,
d2 = (1, 0)> und X = {x1 = (1, 3)>, x2 = (3, 1)>}. Für diese Aufgabe erhalten
wir die Stabilitätsbereiche
R(x1) = {y ∈ Y : y1 ≤ y2} und R(x2) = {y ∈ Y : y1 ≥ y2}.
Demzufolge gilt L(x1) = L(x2) = {(4, 4)>}. Somit ist y0 = (4, 4)> die einzige
lokal optimistische Lösung (siehe Theorem 4.5). Da aber g(x1, y0) < g(x2, y0)
gilt, ist y0 keine lokal pessimistische Lösung (siehe Theorem 4.6). Wegen (4.14)
existiert also keine lokal pessimistische Lösung und somit auch keine global pes-
simistische Lösung.
Wir konzentrieren uns also zunächst auf die Berechnung von lokal optimisti-
schen Lösungen. Ein Verfahren zur Berechnung von lokal optimistischen Lösun-
gen beruht auf dem Algorithmus 2.1. Dieser kann verwendet werden, da die
optimistische und die schwache optimistische Lösungsfunktion übereinstimmen
(siehe (4.13)).
Algorithmus 4.1. Eingabe: y0 ∈ Y
0. k := 0
1. Berechne Ψ(yk), φo(yk) und M(yk) := {x ∈ Ψ(yk) : φo(yk) = g(x, yk)}.
2. Falls ein xk ∈ M(yk) existiert mit yk /∈ L(xk), so wähle ein yk+1 ∈ L(xk)
und gehe mit k := k + 1 zu Schritt 1.; sonst Stopp.
Ausgabe: yk ∈ locmin{φo(y) : y ∈ Y }
Wenn wir diesen Algorithmus anwenden, müssen in jedem Schritt die Mengen
Ψ(yk) und R(xk) berechnet werden. Dies kann zum Beispiel durch Verwendung
der Definitionen erfolgen. Ist jedoch die Kardinalität der Menge X sehr groß
und sind im Algorithmus 4.1 sehr viele Iterationen zu durchlaufen, so ist diese
Vorgehensweise ineffektiv. Es kann also sinnvoll sein, zunächst alle Stabilitätsbe-
reiche zu berechnen. Dabei kann man Berechnungsverfahren für verallgemeinerte
Voronoi-Gebiete verwenden [20, 31].
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{φo(y) : y ∈ Y } und φ∗p := inf
y
{φp(y) : y ∈ Y }.
Dann gilt das folgende Lemma.
Lemma 4.7. Es ist φ∗o = φ∗p.





{φ̄o(y) : y ∈ Y } und φ∗p = φ̄∗p := inf
y
{φ̄p(y) : y ∈ Y }.








Demzufolge ist jede global pessimistische Lösung auch eine global optimistische
Lösung (siehe auch (4.14)). Die Funktionswerte stimmen dabei überein. Wir
suchen also im folgenden nach einer global optimistischen Lösung. Wenn ein
Punkt y0 ∈ Y global optimistische Lösung ist, so ist wegen Lemma 4.7 der Punkt
y0 ∈ Y genau dann eine global pessimistische Lösung, wenn φo(y0) = φp(y0)
und damit φp(y0) = φ∗p gilt.
Eine naive Methode zur Berechnung einer global optimistischen Lösung besteht
darin, mit Algorithmus 4.1 und unter Verwendung der Startpunkte ∇F (xi),
i = 1, . . . , N , lokal optimistische Lösungen zu berechnen und deren Funkti-
onswerte zu vergleichen. Dazu muss man jedoch vorher alle Stabilitätsbereiche
berechnen. Es ist somit die Frage naheliegend, ob sich die Berechnung der Sta-
bilitätsbereiche und die Berechnung von global optimistischen Lösungen mit-
einander verknüpfen lassen. Wir untersuchen im folgenden diese Idee unter
Verwendung des Incremental–Algorithmus für verallgemeinerte Voronoi-Gebiete
[20, 31].
Der Incremental-Algorithmus ist ein Wachstumsalgorithmus. Er startet mit der
Berechnung der Stabilitätsbereiche für die Menge X = {x1, x2}. Danach wer-
den schrittweise weitere Punkte xl in die Berechnung einbezogen und die ent-
sprechenden Stabilitätsbereiche erzeugt. Für die Diskussion des Incremental–
Algorithmus benötigen wir somit für alle Indizes i = 1, . . . , l, l ≤ N , die Be-
zeichnungen
Rl(xi) := {y ∈ Y : f(xi, y) ≤ f(xj , y) für alle j = 1, . . . , l}. (4.18)
Dabei gilt offensichtlich R(xi) = RN (xi) für alle i = 1, . . . , N . Die Grundidee
des Algorithmus kann somit wie folgt angegeben werden.
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Algorithmus 4.2. (Incremental–Algorithmus)
Eingabe: X = {x1, . . . , xN}, Y , F : Rn → R
1. Setze R1(x1) := Y .
2. Für l = 2, . . . , N gehe wie folgt vor:
(a) Finde die Indexmenge
Il := {i ∈ {1, . . . , l − 1} : Rl−1(xi) ∩Rl(xl) 6= ∅}.
(b) Setze Rl(xi) := Rl−1(xi) für alle i /∈ Il.
(c) Setze Rl(xi) := {y ∈ Rl−1(xi) : (xl − xi)>y ≤ F (xl) − F (xi)} für
alle i ∈ Il.
(d) Setze Rl(xl) := {y ∈ Y : (xi − xl)>y ≤ F (xi)− F (xl) ∀i ∈ Il}.
Ausgabe: RN (x1), . . . , RN (xN )
Das Hauptproblem bei diesem Algorithmus ist die Berechnung der Indexmen-
gen Il. Dies kann geschehen, indem zunächst ein Index i0 ∈ Il berechnet wird
[31]. Ausgehend von diesem Index werden durch Nachbarschaftsbetrachtungen
alle anderen Indizes i ∈ Il berechnet. Dies wird für n = 2 in [20] ausführlich
diskutiert. Für nähere Aussagen sei auf die Ausführungen in [20] und die darin
enthaltenen Literaturangaben verwiesen.
Wir können nun die Idee des Incremental–Algorithmus mit der Berechnung
von global optimistischen Lösungen kombinieren, indem wir zunächst die Stabi-
litätsbereiche und eine global optimistische Lösung für die Menge {x1, . . . , xl−1}
berechnen und dann die Veränderungen bei Hinzufügen des Punktes xl unter-
suchen. Dabei verwenden wir die Bezeichnung
Ll(xi) := argmin
y
{d2>y : y ∈ Rl(xi)}. (4.19)
Algorithmus 4.3. (global optimistische Lösung)
Eingabe: X = {x1, . . . , xN} mit d1>x1 ≥ d1>x2 ≥ . . . ≥ d1>xN
1. Setze R1(x1) := Y , x∗ := x1 und berechne einen Punkt y∗ ∈ L1(x1). Setze
φ∗o := g(x∗, y∗).
2. Für l = 2, . . . , N gehe wie folgt vor:
(a) Berechne die Menge Rl(xl) und einen Punkt yl ∈ Ll(xl).
(b) Gilt y∗ ∈ Rl(xl), so setze x∗ := xl, y∗ := yl und φ∗o := g(xl, yl).
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(c) Gilt y∗ /∈ Rl(xl) und ist g(xl, yl) < φ∗o, so setze x∗ := xl, y∗ := yl
und φ∗o := g(x
l, yl).
Ausgabe: φ∗o, y
∗ ∈ argminy{φo(y) : y ∈ Y }
Theorem 4.8. Der Algorithmus 4.3 berechnet eine global optimistische Lösung.
Beweis. Wir beweisen das Theorem mittels vollständiger Induktion bezüglich
der Kardinalität der Menge X. Dazu verwenden wir die Bezeichnungen
Ψl(y) := {xi : i ∈ {1, . . . , l}, y ∈ Rl(xi)}
φl(y) := min
x∈Ψl(y)









{φl(y) : y ∈ Y }.
Für diese betrachten wir zunächst einige grundlegende Eigenschaften. Für alle
y ∈ Y und alle Indizes l > 1 gilt offensichtlich
xl ∈ Ψl(y) im Fall y ∈ Rl(xl) und Ψl(y) = Ψl−1(y) im Fall y /∈ Rl(xl).
Demzufolge ist
φl(y) = φl−1(y) für alle y /∈ Rl(xl). (4.20)











y ≤ φl−1(y). (4.21)
Hieraus folgt nun für alle Indizes l > 1
φ∗l = min{φ∗l−1, min
y∈Rl(xl)
φl(y)} = min{φ∗l−1, min
y∈Rl(xl)
g(xl, y)}. (4.22)
Nach Angabe dieser Eigenschaften können wir nun mit dem eigentlichen Beweis
des Theorems beginnen.
Sei also zunächst X = {x1}. Dann ist R1(x1) = Y und φ1(y) = g(x1, y) für alle
y ∈ Y . Somit gilt
L1(x1) = argmin{g(x1, y) : y ∈ R1(x1)} = argmin{φl(y) : y ∈ Y },
d.h. der berechnete Punkt y∗ ∈ L1(x1) ist tatsächlich eine global optimistische
Lösung im Fall X = {x1}.
Sei nun 1 < l ≤ N und gelte die Behauptung für X = {x1, . . . , xl−1}. Dann
berechnet der Algorithmus laut Induktionsvoraussetzung in den ersten l − 1
Iterationen einen Punkt y∗ ∈ Y mit φl−1(y∗) = φ∗l−1. Sei yl ∈ Ll(xl). Dann gilt
miny∈Rl(xl) g(x
l, y) = g(xl, yl) wegen yl ∈ Ll(xl). Wir unterscheiden nun die
Fälle y∗ ∈ Rl(xl) und y∗ /∈ Rl(xl).
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Angenommen es ist y∗ ∈ Rl(xl). Dann gilt wegen (4.21) und wegen yl ∈ Ll(xl)
φ∗l−1 = φl−1(y
∗) ≥ φl(y∗) = g(xl, y∗) ≥ g(xl, yl).
Aus (4.22) folgt somit
φ∗l = min
y∈Rl(xl)
g(xl, y) = g(xl, yl),
d.h. der im Algorithmus berechnete Punkt yl ist tatsächlich eine global optimi-
stische Lösung im Fall X = {x1, . . . , xl}.
Angenommen es ist y∗ /∈ Rl(xl). Dann folgt φ∗l = min{φ∗l−1, g(xl, yl)} aus (4.22).
Gilt also φ∗l−1 ≤ g(xl, yl), so ist y∗ eine global optimistische Lösung im Fall
X = {x1, . . . , xl}. Sonst ist der vom Algorithmus im Schritt 2c) berechnete
Punkt offenbar eine global optimistische Lösung im Fall X = {x1, . . . , xl}.
Aus der vollständigen Induktion folgt somit, dass der durch den Algorithmus
berechnete Punkt eine global optimistische Lösung ist.
Bemerkung: Wie man im Beweis erkennt, ist für den angebenen Algorithmus
die Ordnung der Punkte xi und die spezielle Form der Funktion g : Rn×Rn → R
von besonderer Bedeutung. Besitzt die Funktion g : Rn × Rn → R eine andere
Form, so ist der Algorithmus i.a. nicht korrekt.
Wenn wir eine global optimistische Lösung y∗ ∈ Y gefunden haben, so können
wir mit der Bedingung φo(y∗) = φp(y∗) überprüfen, ob dieser Punkt auch eine
global pessimistische Lösung ist. Ist dies nicht der Fall, so können wir mit Hilfe
von y∗ zumindest eine ε-optimale Lösung berechnen (siehe Definition 3.6).
Theorem 4.9. Sei y∗ ∈ Y eine global optimistische Lösung und sei x∗ ∈ Ψ(y∗)
mit φo(y∗) = g(x∗, y∗). Weiter sei ỹ ∈ intR(x∗) mit d2>y∗ < d2>ỹ. Dann ist
jeder Punkt y = λỹ + (1 − λ)y∗ mit 0 < λ < ε/d2>(ỹ − y∗) eine ε-optimale
Lösung für den pessimistischen Lösungsfall.
Beweis. Wegen ỹ ∈ intR(x∗) und R(x∗) konvex, ist y = λỹ + (1 − λ)y∗ ∈
intR(x∗). Aus Lemma 4.3 folgt somit φp(y) = g(x∗, y). Mit Theorem 3.15 folgt
nun die Behauptung wegen
λd2
>
(ỹ − y∗) ≤ ε
λd2
>





y ≤ εd1>x∗ + d2>y∗,
und folglich g(x∗, y) ≤ g(x∗, y∗) + ε.
Bemerkung: Ist d2 6= 0, so kann der Punkt ỹ in der Umgebung von ∇F (x∗) ge-









In diesem Kapitel werden wir Zwei-Ebenen-Probleme betrachten, bei welchen
das Problem der unteren Ebene einem 0-1–Knapsack-Problem entspricht. Unser
Ziel wird es sein, die Begriffe und Aussagen aus den Kapiteln 2 und 3 für diese
spezielle Aufgabenklasse zu spezifizieren.
Zwei-Ebenen-Probleme mit einem 0-1–Knapsack-Problem in der unteren Ebene
wurden bereits in [6] und [9] diskutiert. In diesen Arbeiten wurde insbesonde-
re nach global optimalen Lösungen gesucht. Entsprechende Ergebnisse werden
wir in allgemeinerer Form in Abschnitt 5.9 präsentieren. Im Gegensatz zu den
Arbeiten [6] und [9] werden wir außerdem Stabilitätsbereiche, Lösungsmengen,
erweiterte Lösungsmengen und Optimalitätsbedingungen für (schwach) lokale
optimistische bzw. pessimistische Lösungen untersuchen.









{c>x : a>x ≤ y, x ∈ {0, 1}n}.
(5.1)
Dabei seien a ∈ Rn und c ∈ Rn Vektoren mit positiven Komponenten und es
sei Y ⊆ R. Weiter sei d ∈ Rn und f ∈ R. Zu beachten ist außerdem, dass nun
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im Gegensatz zur Aufgabe 2.1 in der unteren Ebene maximiert statt minimiert
wird. Vergleichen wir Aufgabe 2.1 mit Aufgabe 5.1, so entspricht
g(x, y) = d>x+ fy, f(x, y) = −c>x, h(x, y) = a>x−y und X = {0, 1}n.
(5.2)
Weiter sei Y ⊆ R eine nichtleere, konvexe, kompakte Menge. Somit existieren
zwei reelle Zahlen bu, bo ∈ R mit bu ≤ bo, so dass
Y = [bu, bo] (5.3)
gilt. Da Forderung (F1) aus Kapitel 2 erfüllt sein soll und da die Aufgabe für
bu = bo trivial wäre, nehmen wir im folgenden an, dass
0 ≤ bu < bo (5.4)
ist.
5.2 Stabilitätsbereiche
Ein Stabilitätsbereich von x ∈ X ist die Menge aller Parameter y ∈ Y (siehe
Definition 2.1), für welche x eine global optimale Lösung der unteren Ebene ist,
d.h.
R(x) = {y ∈ Y : x ∈ Ψ(y)}.
Wenden wir nun Formel (2.8) auf unsere Aufgabe (5.1) an, so erhalten wir
R(x) = {y ∈ Y : a>x ≤ y, (y < a>x̄ oder c>x ≥ c>x̄) ∀x̄ ∈ {0, 1}n} (5.5)
für alle x ∈ {0, 1}n. Somit gilt offenbar
R(x) = [bu; bo] ∩ [a>x; min
x̄∈{0,1}n
{a>x̄ : c>x < c>x̄} ) (5.6)
für alle x ∈ {0, 1}n. Analog dazu folgt aus Lemma 2.1
R(x) = [bu; bo] ∩ [a>x; min
x̄∈X̄
{a>x̄ : c>x < c>x̄} ) (5.7)
für alle x ∈ X̄. Diese Formeln können wir nun benutzen, um Eigenschaften der
Stabilitätsbereiche herzuleiten.
Theorem 5.1. 1. Für jedes x ∈ {0, 1}n ist der Stabilitätsbereich R(x) ent-
weder leer, ein abgeschlossenes Intervall oder ein halboffenes Intervall.
2. Für zwei Punkte x, x̄ ∈ {0, 1}n gilt R(x) ∩ R(x̄) 6= ∅ genau dann, wenn
R(x) 6= ∅, R(x̄) 6= ∅ und c>x = c>x̄ ist.
3. Angenommen es gilt R(x) ∩ R(x̄) 6= ∅ und a>x ≤ a>x̄ für zwei Punkte
x, x̄ ∈ {0, 1}n. Dann ist R(x̄) ⊆ R(x).
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Beweis. 1. Die Aussage folgt direkt aus Formel (5.6), da der Durchschnitt
eines abgeschlossenen mit einem halboffenen Intervall stets ein leeres, ab-
geschlossenes oder halboffenes Intervall ist.
2. Angenommen für zwei Punkte x, x̄ ∈ {0, 1}n gilt R(x) ∩ R(x̄) 6= ∅. Sei
nun y ∈ R(x) ∩ R(x̄). Somit gilt offensichtlich a>x ≤ y und a>x̄ ≤ y.
Dann folgt mit Formel (5.5) c>x ≥ c>x̄ aus y ∈ R(x) und c>x̄ ≥ c>x aus
y ∈ R(x̄). Also gilt c>x = c>x̄. R(x) 6= ∅ und R(x̄) 6= ∅ ist offensichtlich.
Angenommen für zwei Punkte x, x̄ ∈ {0, 1}n gilt R(x) 6= ∅, R(x̄) 6= ∅ und
c>x = c>x̄. Sei nun
b := min
bx∈{0,1}n
{a>x̂ : c>x < c>x̂} und y := max{bu, a>x, a>x̄}.
Da c>x = c>x̄ gilt, ist somit
R(x) = [bu; bo] ∩ [a>x; b) und R(x̄) = [bu; bo] ∩ [a>x̄; b).
Wegen R(x) 6= ∅ und R(x̄) 6= ∅ gilt somit
max{a>x, bu} < b und max{a>x, bu} ≤ bo
bzw. max{a>x̄, bu} < b und max{a>x̄, bu} ≤ bo.
Somit gilt auch y < b und y ≤ bo. Folglich ist y ∈ R(x) ∩ R(x̄), d.h.
R(x) ∩R(x̄) 6= ∅.
3. Sei R(x) ∩ R(x̄) 6= ∅ und a>x ≤ a>x̄ für x, x̄ ∈ {0, 1}n. Auf Grund der
zweiten Aussage des Theorems gilt somit c>x = c>x̄. Sei nun y ∈ R(x̄)
beliebig. Dann ist y ∈ [bu; bo]. Weiter gilt a>x ≤ y wegen y ∈ R(x̄) und
a>x ≤ a>x̄. Aus y ∈ R(x̄) und c>x = c>x̄ folgt mit Formel (5.6) die
Ungleichung y < min
bx∈{0,1}n
{a>x̂ : c>x < c>x̂}. Somit gilt y ∈ R(x). Also
ist R(x̄) ⊆ R(x).
Desweiteren interessiert uns natürlich, für welche Punkte x ∈ {0, 1}n der zu-
gehörige Stabilitätsbereich leer ist. Es gilt folgendes Lemma
Lemma 5.2. Für jedes x ∈ {0, 1}n gilt R(x) = ∅ genau dann, wenn eine der
folgenden Bedingungen erfüllt ist:
1. Es gilt bo < a>x, d.h. der Punkt x ist für kein y ∈ Y zulässig.
2. Es existiert ein Punkt x̄ ∈ {0, 1}n mit c>x < c>x̄ und a>x ≥ a>x̄, d.h.
der Punkt x wird von x̄ dominiert.
3. Es existiert ein Punkt x̄ ∈ {0, 1}n mit c>x < c>x̄ und a>x̄ ≤ bu.
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Beweis. Der Beweis folgt direkt aus Formel (5.6).
Weiter gilt folgendes Lemma:
Lemma 5.3. 1. Seien x, u ∈ {0, 1}n zwei Punkte mit x + u ∈ {0, 1}n und
a>x > b0. Dann gilt a>(x + u) > bo und somit R(x + u) = ∅.
2. Seien x, x̄ ∈ {0, 1}n zwei Punkte mit c>x̄ > c>x und a>x̄ ≤ a>x. Sei
weiter ein Punkt u ∈ {0, 1}n gegeben mit x+u, x̄+u ∈ {0, 1}n. Dann wird
x + u von x̄ + u dominiert, d.h. es gilt R(x + u) = ∅.
Beweis. Die Behauptung ist trivial wegen ai > 0 und ci > 0 für alle i = 1, . . . , n.
Dieses Lemma können wir nun nutzen, um die Menge X̄ zu bestimmen. Hierfür
verwenden wir den folgenden Algorithmus von Lawler [17].
Algorithmus 5.1. Eingabe: a, c, bo, bu
1. Setze M0 := {(0, . . . , 0)>} und k := 1.
2. Berechne Mk := Mk−1 ∪ {x + ek : x ∈ Mk−1}.
3. Lösche alle x ∈ Mk, für welche a>x > bo gilt oder für welche ein x̄ ∈ Mk
existiert mit c>x̄ > c>x und a>x̄ ≤ a>x.
4. Gilt k < n, so setze k := k + 1 und gehe zu Schritt 2. Gilt k = n, so
lösche alle x ∈ Mn, für welche ein x̄ ∈ Mn existiert mit c>x̄ > c>x und
a>x̄ ≤ bu.
Ausgabe: Mn
Theorem 5.4. Der Algorithmus 5.1 berechnet die Menge X̄.
Beweis. Es ist Mn = X̄ zu zeigen.
Sei x ∈ Mn. Da x nicht gelöscht wurde in Schritt 3 oder Schritt 4 einer Iteration
des Algorithmus, ist keine der Bedingungen des Lemmas 5.2 erfüllt. Somit gilt
x ∈ X̄. Es folgt also Mn ⊆ X̄.
Sei x ∈ X̄\Mn. Dann existiert eine Indexmenge I ⊆ {1, . . . , n}, so dass x =∑
i∈I e





in der k-ten Iteration aus Mk gelöscht wird. Also ist für x′ mindestens eine
Bedingung aus Lemma 5.2 erfüllt.
Angenommen die erste Bedingung ist erfüllt, d.h. es ist a>x′ > bo. Dann folgt
mit u := x− x′ und Lemma 5.3 R(x) = ∅.
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Angenommen die zweite Bedingung ist erfüllt, d.h. es existiert ein x̄ ∈ Mk,
welches x′ dominiert. Sei




Dann gilt x′ + u ∈ {0, 1}n und x̄ + u ∈ {0, 1}n. Mit Lemma 5.3 folgt nun
R(x) = ∅.
Angenommen die dritte Bedingung ist erfüllt. Dann gilt k = n und x′ = x. Aus
Lemma 5.2 folgt somit R(x) = ∅.
R(x) = ∅ ist aber ein Widerspruch zu x ∈ X̄. Also gilt X̄ = Mn.
Die Elemente der Menge X̄ = {x1, x2, . . . , xN} können so geordnet werden, dass
c>x1 ≤ c>x2 ≤ . . . ≤ c>xN und a>x1 ≤ a>x2 ≤ . . . ≤ a>xN (5.8)
gilt. Diese Sortierung kann nun genutzt werden, um die Stabilitätsbereiche
schneller zu bestimmen.
Theorem 5.5. Sei x ∈ X̄ und sei die Menge X̄ entsprechend (5.8) sortiert.
Weiter sei i ∈ {1, . . . , N} der größte Index mit c>x = c>xi. Dann gilt
R(x) = [max{bu, a>x}; bo] falls i = N und
R(x) = [max{bu, a>x}; a>xi+1) falls i < N ist.
Beweis. Angenommen es ist i = N . Wegen der Sortierung (5.8) bedeutet dies,
dass kein x̄ ∈ X̄ existiert mit c>x̄ > c>x. Mit Formel (5.7) folgt nun R(x) =
[max{bu, a>x}; bo].
Angenommen es ist i < N . Auf Grund der Definition des Index i gilt dann
c>xi < c>xi+1. Wegen der Sortierung (5.8) bedeutet dies, dass
a>xi+1 = min
x̄∈X̄
{a>x̄ : c>x̄ > c>x}
ist. Außerdem gilt a>xi+1 ≤ bo wegen xi+1 ∈ X̄. Somit folgt mit Formel (5.7)
R(x) = [max{bu, a>x}; a>xi+1).
Beispiel 5.1. Sei a = (1, 2)>, c = (1, 1)>, bu = 1 und bo = 3 (siehe Bei-
spiel 2.11). Wir berechnen nun die Menge X̄ mit Hilfe von Algorithmus 5.1.
Dann erhalten wir
M0 = {(0, 0)>},
M1 = {(0, 0)>, (1, 0)>} und
M2 = {(0, 0)>, (1, 0)>, (0, 1)>, (1, 1)>}.
Kein Punkt wird dabei von einem anderen Punkt dominiert oder ist unzulässig.
Im letzten Schritt der zweiten Iteration wird der Punkt (0, 0)> gelöscht, da
a>(0, 0)> < a>(1, 0)> ≤ bu und c>(0, 0)> < c>(1, 0)> gilt. Also ist
X̄ = {(1, 0)>, (0, 1)>, (1, 1)>}.
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Ordnen wir diese Punkte wie in (5.8), so ist
x1 = (1, 0)>, x2 = (0, 1)> und x3 = (1, 1)>.
Zur Berechnung der Stabilitätsbereiche verwenden wir nun Theorem 5.5. Dann
erhalten wir für x1 und x2 den Index i = 2 und für x3 den Index i = 3. Somit
gilt also
R(x1) = [1; 3), R(x2) = [2; 3) und R(x3) = {3}.
Beispiel 5.2. Sei c = (7, 3, 2, 2, 1)>, a = (2, 1, 1, 2, 3)>, bu = 1 und bo = 5.
Wiederum wollen wir die Menge X̄ mit Hilfe von Algorithmus 5.1 berechnen.
Bezeichne 0 den Nullvektor. Dann gilt
M0 = {0},
M1 = {0, e1},
M2 = {0, e1, e2, e1 + e2} und
M3 = {0, e2, e1, e1 + e2, e3, e2 + e3, e1 + e3, e1 + e2 + e3}.
Bei der dritten Iteration des Algorithmus werden die Punkte e3, e2 + e3 und
e1 + e3 gelöscht, da sie von e2, e1 bzw. e1 + e2 dominiert werden. Also erhalten
wir
M3 = {0, e2, e1, e1 + e2, e1 + e2 + e3}.
Weiter gilt
M4 = {0, e2, e1, e1+e2, e1+e2+e3, e4, e2+e4, e1+e4, e1+e2+e4, e1+e2+e3+e4}.
Aus dieser Menge werden die Punkte e4, e2 + e4 und e1 + e4 gelöscht, da sie
von e1 bzw. e1 + e2 dominiert werden. Der Punkt e1 + e2 + e3 + e4 wird gelöscht
weil er nicht zulässig ist. Also bleibt
M4 = {0, e2, e1, e1 + e2, e1 + e2 + e3, e1 + e2 + e4}.
In der 5. Iteration des Algorithmus erhalten wir nach dem Löschen aller domi-
nierten und unzulässigen Punkte
M5 = {0, e2, e1, e1 + e2, e1 + e2 + e3, e1 + e2 + e4} = M4.
Als nächstes wird der Nullvektor gelöscht wegen c>0 < c>e2 und a>e2 ≤ bu.
Folglich ist
X̄ = {e2, e1, e1 + e2, e1 + e2 + e3, e1 + e2 + e4}.
Hierbei sind die Elemente bereits entsprechend (5.8) geordnet. Mit Theorem 5.5
erhalten wir nun
R(e2) = [1; 2), R(e1) = [2; 3), R(e1 + e2) = [3, 4),
R(e1 + e2 + e3) = [4; 5] und R(e1 + e2 + e4) = {5}.
Offenbar gilt hier R(e1 + e2 + e4) ⊆ R(e1 + e2 + e3). Dieses Ergebnis stimmt mit
den Aussagen von Theorem 5.1 überein wegen
c>(e1 + e2 + e3) = c>(e1 + e2 + e4) und a>(e1 + e2 + e3) < a>(e1 + e2 + e4).
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5.3 Die Lösungsmengen
Bekanntlich war die Lösungsmenge
Ψ(y) = argmax
x
{c>x : a>x ≤ y, x ∈ {0, 1}n}
die Menge aller global optimalen Lösungen der unteren Ebene in Abhängigkeit
von y ∈ Y . Weiter gilt auch
Ψ(y) = {x ∈ X̄ : y ∈ R(x)}.
Es gibt sehr viele Methoden, um eine Lösung eines 0-1–Knapsack-Problems
zu bestimmen. Die besten Algorithmen haben dabei eine pseudo-polynomiale
Laufzeit. Einen Überblick über vorhandene Lösungsmethoden kann man z.B. in
[18, 21] finden. Im Gegensatz zu den meisten Methoden wollen wir nicht nur
eine sondern alle optimalen Lösungen berechnen.
Im folgenden gehen wir davon aus, dass die Menge X̄ bereits berechnet wurde.
Sei also X̄ = {x1, x2, . . . , xN} gegeben und so geordnet, dass (5.8)
c>x1 ≤ c>x2 ≤ . . . ≤ c>xN und a>x1 ≤ a>x2 ≤ . . . ≤ a>xN
gilt.
Theorem 5.6. Sei y ∈ [bu; bo]. Sei weiter i0 der größte Index, für welchen
y ≥ a>xi0 gilt, und j0 der kleinste Index, für welchen c>xj0 = c>xi0 gilt. Dann
ist
Ψ(y) = {xj0 , xj0+1, . . . , xi0}.
Beweis. Sei ein Index i gegeben mit j0 ≤ i ≤ i0. Dann gilt
a>xi ≤ y und c>xj0 = c>xi = c>xi0
wegen der Wahl der Indizes i0, j0 und wegen der Sortierung der Elemente von
X̄. Sei xk ∈ X̄ ein Punkt mit c>xi < c>xk. Wegen (5.8) gilt dann k > i0. Wegen
der Wahl von i0 bedeutet dies aber y < a>xk. Somit gilt
y < min
x∈X̄
{a>x : c>xi < c>x}.
Mit (5.7) folgt nun y ∈ R(xi). Also ist {xj0 , xj0+1, . . . , xi0} ⊆ Ψ(y).
Wir nehmen nun an, die Inklusion {xj0 , xj0+1, . . . , xi0} ⊇ Ψ(y) gilt nicht. Dann
existiert ein xk ∈ Ψ(y), so dass entweder k > i0 oder k < j0 ist.
Angenommen es ist k > i0. Wegen der Wahl von i0 gilt dann y < a>xk. Also
ist y /∈ R(xk) und somit xk /∈ Ψ(y).
Angenommen es ist k < j0. Wegen der Wahl von j0 gilt dann c>xk < c>xj0
und a>xj0 ≤ y. Aus (5.5) folgt somit y /∈ R(xk), d.h. xk /∈ Ψ(y). Somit ist
Ψ(y) ⊆ {xj0 , xj0+1, . . . , xi0}.
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Ist also die Menge X̄ gegeben und so geordnet, dass (5.8) gilt, so können wir
also für jedes y ∈ Y die Lösungsmenge Ψ(y) durch Ermitteln der Indizes i0 und
jo bestimmen. Dies soll nochmals im folgenden Beispiel demonstriert werden.
Beispiel 5.3. Sei erneut die Aufgabe aus Beispiel 5.1 gegeben, d.h. es sei a =
(1, 2)>, c = (1, 1)>, bu = 1 und bo = 3. Dann war X̄ = {x1, x2, x3} mit
x1 = (1, 0)>, x2 = (0, 1)> und x3 = (1, 1)>.
Sei y = 2. Wir wollen nun Theorem 5.6 anwenden, um Ψ(y) zu berechnen.
Wegen
a>x1 = 1 < a>x2 = 2 = y < a>x3 = 3
gilt i0 = 2. Weiter folgt j0 = 1 aus c>x1 = c>x2 = 1. Also ist Ψ(y) = {x1, x2}.
5.4 Die erweiterten Lösungsmengen
In diesem Abschnitt wollen wir die erweiterten Lösungsmengen Ψ̄(y) mit y ∈ Y
für unser Problem (5.1) bestimmen. Dabei ist
Ψ̄(y) := {x ∈ X̄ : y ∈ clR(x)}
(siehe Definition 2.3). Wir benötigen also zunächst für alle x ∈ X̄ eine Formel













a>x̄ : c>x < c>x̄
}}]
(5.9)
für alle x ∈ X̄. Sei x ∈ X̄ und sei die Menge X̄ entsprechend (5.8) sortiert.
Weiter sei i ∈ {1, . . . , N} der größte Index mit c>x = c>xi. Dann erhalten wir
mit Theorem 5.5 die folgende alternative Formulierung
clR(x) = [max{bu, a>x}; bo] falls i = N und
clR(x) = [max{bu, a>x}; a>xi+1] falls i < N ist. (5.10)
Desweiteren werden wir folgendes allgemeine Lemma nutzen, welches nicht nur
für Aufgabe (5.1), sondern allgemein für Problem (2.1) gilt.
Lemma 5.7. Sei y0 ∈ Y . Dann gilt x ∈ Ψ̄(y0) genau dann, wenn für alle ε > 0
ein y ∈ Y mit ‖y − y0‖ < ε und x ∈ Ψ(y) existiert.
Beweis. Es ist x ∈ Ψ̄(y0) genau dann, wenn y0 ∈ cl R(x) gilt. Dies ist der Fall
genau dann, wenn für alle ε > 0 ein ein y ∈ Y existiert mit ‖y − y0‖ < ε und
y ∈ R(x). Aus der Äquivalenz der Aussagen y ∈ R(x) und x ∈ Ψ(y) folgt nun
die Behauptung des Lemmas.
Sei also im folgenden die Menge X̄ = {x1, x2, . . . , xN} bekannt und entsprechend
(5.8) sortiert. Dann gilt das folgende Theorem.
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Theorem 5.8. Sei y0 ∈ Y gegeben. Sei weiter i0 der größte Index mit y0 ≥
a>xi0 und j0 der kleinste Index mit c>xj0 = c>xi0 .
1. Gilt a>xj0 < y0 oder j0 = 1, so ist
Ψ̄(y0) = Ψ(y0) = {xj0 , xj0+1, . . . , xi0}.
2. Gilt a>xj0 = y0 und j0 > 1, so ist
Ψ̄(y0) = Ψ(y0) ∪ {xk0 , . . . , xj0−1} = {xk0 , . . . , xj0 , . . . , xi0},
wobei k0 der kleinste Index ist mit c>xk0 = c>xj0−1.
Beweis. Für den Beweis des Theorems werden wir Lemma 5.7 verwenden. Wei-
ter gelten im Fall j0 > 1 die Ungleichungen c>xj0−1 < c>xj0 und a>xj0−1 <
a>xj0 wegen der Definition von Index j0 und wegen xj0−1 ∈ X̄. Außerdem gelten
im Fall i0 < N die Ungleichungen c>xi0 ≤ c>xi0+1 und a>xi0 ≤ y0 < a>xi0+1.
Wir zeigen nun die Behauptung des Theorems, indem wir eine Umgebung um
den Punkt y0 konstruieren und die Lösungsmengen der in der Umgebung ent-
haltenen Punkte untersuchen.
1. Fall: Sei y0 > a>xj0 oder j0 = 1. Sei weiter ε > 0 beliebig mit
ε < |y0 − a>xj0 | falls j0 > 1 gilt und ε < |a>xi0+1 − y0| falls i0 < N gilt
und sei y ∈ Y beliebig mit |y − y0| < ε.
Angenommen es ist y > y0. Dann ist
y < y0 + ε < a>xi0+1 falls i0 < N gilt und a>xi0 ≤ y0 < y.
Aus Theorem 5.6 folgt somit Ψ(y) = Ψ(y0).
Angenommen es ist y < y0. Dann ist a>xi0+1 > y0 > y. Wenn also i den
größten Index bezeichnet mit a>xi ≤ y, so gilt i ≤ i0. Sei j der kleinste Index
mit c>xi = c>xj . Dann gilt also Ψ(y) = {xj , . . . , xi} wegen Theorem 5.6.
Angenommen es ist j0 = 1. Dann ist offenbar j0 ≤ j. Somit folgt Ψ(y) ⊆ Ψ(y0).
Angenommen es ist j0 > 1. Dann gilt ε < |y0 − a>xj0 |. Somit folgt a>xj0 <
y0 − ε < y, d.h. es ist j0 ≤ i ≤ i0. Dies impliziert aber j0 ≤ j ≤ i0 wegen
c>xj = c>xi = c>xi0 = c>xj0 . Also gilt Ψ(y) ⊆ Ψ(y0).
Falls y0 > a>xj0 oder j0 = 1 gelten, erhalten wir also Ψ̄(y0) = Ψ(y0) =
{xj0 , . . . , xi0} unter Verwendung von Lemma 5.7.
2. Fall: Sei nun y0 = a>xj0 und j0 > 1. Dann kann ε > 0 mit
ε < |a>xj0 − a>xj0−1| = |y0 − a>xj0−1|
und im Fall i0 < N mit ε < |a>xi0+1 − y0| beliebig gewählt werden. Weiter sei
y ∈ Y mit |y − y0| < ε beliebig.
Angenommen es ist y > y0. Dann ist
a>xi0 ≤ y0 < y und y < y0 + ε < a>xi0+1 falls i0 < N gilt.
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Aus Theorem 5.6 folgt somit Ψ(y) = Ψ(y0).
Angenommen es ist y < y0. Dann ist
a>xj0−1 ≤ y0 − ε < y < y0 = a>xj0 .
Somit folgt Ψ(y) = {xk0 , . . . , xj0−1} wegen der Wahl von k0. Unter Verwendung
von Lemma 5.7 erhalten wir also Ψ̄(y) = {xk0 , . . . , xi0}, falls y0 = a>xj0 und
j0 > 1 gelten.
Ist die Menge X̄ gegeben und gemäß (5.8) geordnet, so haben wir mit Theo-
rem 5.8 also ein Berechnungsverfahren für die erweiterten Lösungsmengen. Die-
ses soll am folgenden kleinen Beispiel demonstriert werden.
Beispiel 5.4. Sei erneut die Aufgabe aus Beispiel 5.1 bzw. Beispiel 5.3 gegeben,
d.h. es sei a = (1, 2)>, c = (1, 1)>, bu = 1 und bo = 3. Dann war X̄ =
{x1, x2, x3} mit
x1 = (1, 0)>, x2 = (0, 1)> und x3 = (1, 1)>.
Sei y = 3. Wir wollen nun Theorem 5.8 anwenden, um Ψ̄(y) zu berechnen.
Wegen
a>x1 = 1 < a>x2 = 2 < y = a>x3 = 3
müssen wir den zweiten Fall des Theorems anwenden. Offensichtlich gilt hier
k0 = 1, j0 = 3 und i0 = 3. Somit ist Ψ̄(y) = {x1, x2, x3} = X̄.
5.5 Lösungsfunktionen
In diesem Abschnitt wollen wir die optimistische und die pessimistische Lösungs-
funktion für das Problem (5.1) bestimmen. Außerdem sollen die Mengen O(x)
und P (x) (siehe Definition 2.4) untersucht werden.
Wie wir aus (2.12) und (2.13) wissen, gilt
φo(y) = min
x∈Ψ(y)
g(x, y) und φp(y) = max
x∈Ψ(y)
g(x, y). (5.11)
Bei unserer Problemstellung (5.1) ist dabei g(x, y) = d>x + fy. Im folgenden
sei wiederum die Menge X̄ bekannt und entsprechend (5.8) geordnet. Wenn wir
nun unsere Kenntnisse zur Lösungsmenge Ψ(y) verwenden, so erhalten wir das
folgende Ergebnis.
Theorem 5.9. Sei y ∈ [bu; bo]. Sei weiter i0 der größte Index, für welchen
y ≥ a>xi0 gilt, und j0 der kleinste Index, für welchen c>xj0 = c>xi0 gilt. Dann
ist
φo(y) = min{d>xj0 , d>xj0+1, . . . , d>xi0}+ fy (5.12)
φp(y) = max{d>xj0 , d>xj0+1, . . . , d>xi0}+ fy. (5.13)
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Beweis. Der Beweis folgt direkt aus (5.11) und aus Theorem 5.6.
Wir betrachten nun die Mengen O(x) und P (x). Dies sind die Mengen aller
y ∈ Y , in welchen der Punkt x ∈ X beim optimistischen bzw. pessimistischen
Zugang ausgewählt werden kann, d.h.
O(x) = {y ∈ R(x) : φo(y) = g(x, y)} und
P (x) = {y ∈ R(x) : φp(y) = g(x, y)}.
Im folgenden Theorem wollen wir diese Mengen genauer untersuchen.
Theorem 5.10. Sei ein Punkt x̄ ∈ X̄ gegeben und bezeichne i0 den größten
Index mit c>x̄ = c>xi0 . Sei weiter
Jo := {x ∈ Ψ(a>xi0) : d>x < d>x̄} und
Jp := {x ∈ Ψ(a>xi0) : d>x > d>x̄}.
















Beweis. Wir wollen die Aussagen für die Menge O(x̄) zeigen. Für die Menge
P (x̄) ist der Beweis analog.
Zunächst wollen wir eine Beziehung zeigen zwischen der Menge Ψ(a>xi0) und
den Mengen Ψ(y) mit y ∈ R(x̄), welche wir für den Beweis benötigen werden.
Auf Grund von Theorem 5.6 ist
Ψ(a>xi0) = {xj0 , xj0+1, . . . , xi0},
wobei j0 der kleinste Index ist mit c>xj0 = c>xi0 . Auf Grund der Wahl von i0
und j0 entspricht dies der Menge aller x ∈ X̄ mit c>x = c>x̄. Weiter folgt aus
x̄ ∈ Ψ(y) und Theorem 5.6
Ψ(y) = {x ∈ Ψ(a>xi0) : a>x ≤ y} für alle y ∈ R(x̄). (5.14)
Diese Aussage benutzen wir nun, um die Menge O(x̄) zu charakterisieren.
Angenommen es ist Jo = ∅. Dann gilt d>x ≥ d>x̄ für alle x ∈ Ψ(a>xi0). Wegen
Ψ(y) ⊆ Ψ(a>xi0) für alle y ∈ R(x̄) (siehe (5.14)) gilt also d>x ≥ d>x̄ für alle
y ∈ R(x̄) und alle x ∈ Ψ(y), d.h. es ist
g(x̄, y) = min
x
{g(x, y) : x ∈ Ψ(y)} für alle y ∈ R(x̄).
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Aus (5.11) folgt somit φo(y) = g(x̄, y) für alle y ∈ R(x̄). Also ist R(x̄) = O(x̄).
Angenommen es ist Jo 6= ∅. Sei y ∈ O(x̄). Wegen (5.14) und (5.11) impliziert
dies (a>x > y oder d>x̄ ≤ d>x) für alle x ∈ Ψ(a>xi0). Somit gilt y < a>x für
alle x ∈ Jo. Weiter ist y ≥ max{bu, a>x̄} wegen y ∈ R(x̄) (siehe Theorem 5.5










Sei ein y ∈ Y gegeben mit max{bu, a>x̄} ≤ y < a>x für alle x ∈ Jo. Dann gilt
offensichtlich y ∈ R(x̄) (siehe auch Theorem 5.5). Weiter folgt x /∈ Ψ(y) für alle
x ∈ Jo. Also ist Ψ(y) ∩ Jo = ∅. Wegen Ψ(y) ⊆ Ψ(a>xi0) folgt somit d>x̄ ≤ d>x
für alle x ∈ Ψ(y). Dies impliziert nun φo(y) = g(x̄, y), d.h. y ∈ O(x). Weil








d.h. die Behauptung des Theorems gilt.
Mit Hilfe von Theorem 5.10 können wir nun leicht weitere Erkenntnisse über
die Mengen O(x) und P (x) erlangen.
Folgerung 5.11. Sei x̄ ∈ X̄ und seien die Mengen Jo und Jp wie in Theo-
rem 5.10 definiert. Dann gilt
1. O(x̄) = ∅ genau dann, wenn ein x ∈ Jo mit a>x ≤ max{bu, a>x̄} existiert.
2. P (x̄) = ∅ genau dann, wenn ein x ∈ Jp mit a>x ≤ max{bu, a>x̄} existiert.
Beweis. Der Beweis folgt direkt aus Theorem 5.10.
Folgerung 5.12. Sei x̄ ∈ X̄ und seien der Index i0 und die Mengen Jo und Jp
wie in Theorem 5.10 definiert.








2. Angenommen es ist P (x̄) 6= ∅ und Jp 6= ∅. Dann gilt







Beweis. Der Beweis folgt direkt aus Theorem 5.10.
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Weiterhin können nun auch die Mengen
Lo(x) = locmin
y
{g(x, y) : y ∈ clO(x)} und
Lp(x) = locmin
y
{g(x, y) : y ∈ clP (x)}
(siehe (2.21), (2.22)) mit Hilfe von Theorem 5.10 berechnet werden. Da g(x, y) =
d>x+fy ist und die Mengen clO(x) und cl P (x) abgeschlossene Intervalle sind,
entsprechen die Mengen Lo(x) und Lp(x) den Lösungsmengen von linearen Op-
timierungsaufgaben mit einer Variablen. Gilt f < 0, so wird hierbei die eindeu-
tige Lösung jeweils am rechten Rand des Intervalls angenommen. Ist f > 0, so
entspricht die eindeutige Lösung dem linken Randpunkt des Intervalls. Und gilt
f = 0, so ist Lo(x) = cl O(x) und Lp(x) = cl P (x).
5.6 Die Mengen Ψ̂o(y) und Ψ̂p(y)
In diesem Abschnitt werden wir die Mengen Ψ̂o(y) und Ψ̂p(y) für das Pro-
blem (5.1) untersuchen. Wie in den Abschnitten 2.6, 2.7 und 2.8 ersichtlich ist,
werden diese Mengen für die Berechnung der schwachen Lösungsfunktionen, für
Optimalitätsbedingungen und für die Berechnung von lokal optimalen Lösun-
gen benötigt. Die Mengen Ψ̂o(y) und Ψ̂p(y) wurden in Abschnitt 2.6 wie folgt
definiert:
Ψ̂o(y) := {x ∈ X̄ : y ∈ cl O(x)} (5.15)
Ψ̂p(y) := {x ∈ X̄ : y ∈ clP (x)} (5.16)
Diese Mengen geben an, welche Elemente x ∈ X̄ in der Umgebung eines Punktes
y ∈ Y beim optimistischen bzw. pessimistischen Zugang ausgewählt werden
können.
Sei wiederum im folgenden die Menge X̄ = {x1, x2, . . . , xN} bekannt und ent-
sprechend (5.8) sortiert. Dann gilt folgendes Theorem.
Theorem 5.13. Sei y0 ∈ Y gegeben. Sei weiter
Ψ̄(y0) = {xl0 , . . . , xi0}
die erweiterte Lösungsmenge im Punkt y0, wobei die Elemente entsprechend
(5.8) sortiert sind. Dann definieren wir zunächst folgende Zahlen:
w1o := min
x∈Ψ̄(y0)
{d>x : a>x < y0}, w2o := min
x∈Ψ̄(y0)
{d>x : a>x = y0}
w1p := max
x∈Ψ̄(y0)
{d>x : a>x < y0}, w2p := max
x∈Ψ̄(y0)
{d>x : a>x = y0}.
Dabei werden die Werte w1o, w
2
o auf ∞ und die Werte w1p, w2p auf −∞ gesetzt,
wenn die entsprechenden zulässigen Bereiche leer sind.
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1. Gilt w1o < w
2
o und c
>xl0 = c>xi0 , so ist
Ψ̂o(y0) =
{






x ∈ Ψ̄(y0) : d>x = w1o, a>x < y0
}
∪ {x ∈ Ψ̄(y0) : d>x = w2o, a>x = y0
}
.
2. Gilt w1p > w
2
p und c
>xl0 = c>xi0 , so ist
Ψ̂p(y0) =
{






x ∈ Ψ̄(y0) : d>x = w1p, a>x < y0
}
∪ {x ∈ Ψ̄(y0) : d>x = w2p, a>x = y0
}
.
Beweis. Wir beweisen die Aussagen des Theorems für den pessimistischen Fall.
Für den optimistischen Fall ist der Beweis analog.
a) Sei w1p > w
2
p und c
>xl0 = c>xi0 . Es ist Ψ̂p(y0) =
{
x ∈ Ψ̄(y0) : d>x = w1p
}
zu zeigen.
Sei also x̄ ∈ Ψ̄(y0) mit d>x̄ = w1p beliebig. Da wegen c>xl0 = c>xi0
Ψ(y0) = Ψ̄(y0) gilt (siehe Theorem 5.8), ist x̄ ∈ Ψ(y0). Aus w1p > w2p
und d>x̄ = w1p folgt weiter d
>x̄ ≥ d>x für alle x ∈ Ψ̄(y0) = Ψ(y0). Dies




x ∈ Ψ̄(y0) : d>x = w1p
}
.
Angenommen es existiert ein x̄ ∈ Ψ̂p(y0) mit
x̄ /∈ {x ∈ Ψ̄(y0) : d>x = w1p
}
.
Da Ψ̂p(y0) ⊆ Ψ̄(y0) ist (siehe (2.20)), gilt also w1p 6= d>x̄. Aus w1p > w2p
folgt weiter w1p ≥ d>x für alle x ∈ Ψ̄(y0). Somit existiert ein x ∈ Ψ̄(y0)
mit w1p = d>x > d>x̄ und a>x < y0. Weiter ist c>x = c>x̄ wegen c>xl0 =
c>xi0 . Wenn wir die Bezeichnungen aus Theorem 5.10 verwenden, so folgt
hieraus x ∈ Jp. Folgerung 5.12 und a>x < y0 implizieren somit y0 /∈
clP (x̄). Dies ist ein Widerspruch zu x̄ ∈ Ψ̂p(y0). Folglich ist
Ψ̂p(y0) =
{




b) Sei w1p ≤ w2p oder c>xl0 < c>xi0 . Es ist
Ψ̂p(y0) =
{
x ∈ Ψ̄(y0) : d>x = w1p, a>x < y0
}
∪ {x ∈ Ψ̄(y0) : d>x = w2p, a>x = y0
}
zu zeigen.
” ⊇ “ : Sei x̄ ∈ Ψ̄(y
0)\Ψ̂p(y0). Dann gilt y0 ∈ cl R(x̄) und y0 /∈ clP (x̄).
y0 ∈ clR(x̄) impliziert a>x̄ ≤ y0. Verwenden wir die Bezeichnungen aus
Theorem 5.10 und Folgerung 5.11, so existiert wegen R(x̄) 6= P (x̄) ein
x ∈ Jp mit c>x = c>x̄ und d>x > d>x̄. Weiter gilt entweder
P (x̄) = ∅ und somit a>x = a>x̄ ≤ y0 oder
P (x̄) 6= ∅ aber y0 /∈ clP (x̄) und somit a>x̄ < a>x < y0.
Dann folgt x ∈ Ψ̄(y0) aus x̄ ∈ Ψ̄(y0), a>x ≤ y0 und c>x = c>x̄ (siehe
Theorem 5.8).
Wir unterscheiden nun die Fälle a>x̄ < y0 und a>x̄ = y0.
1. Fall: Sei a>x̄ < y0. Dann folgt auch a>x < y0. Mit x ∈ Ψ̄(y0) und
d>x > d>x̄ folgt also w1p ≥ d>x > d>x̄. Somit ist
x̄ /∈ {x ∈ Ψ̄(y0) : d>x = w1p, a>x < y0
}
.
2. Fall: Sei a>x̄ = y0. Dann gilt auch a>x = y0. Mit x ∈ Ψ̄(y0) und
d>x > d>x̄ folgt also w2p ≥ d>x > d>x̄. Somit ist






x ∈ Ψ̄(y0) : d>x = w1p, a>x < y0
}
∪ {x ∈ Ψ̄(y0) : d>x = w2p, a>x = y0
}
.
” ⊆ “ : Sei x̄ ∈ Ψ̂p(y
0). Dann gilt x̄ ∈ Ψ̄(y0) (siehe (2.20)) und entweder
a>x̄ < y0 oder a>x̄ = y0.
Sei a>x̄ < y0. Da y0 ∈ clP (x̄) aus x̄ ∈ Ψ̂p(y0) folgt, gilt d>x ≤ d>x̄ für
alle x ∈ Ψ̄(y0) mit a>x < y0. Also ist
x̄ ∈ {x ∈ Ψ̄(y0) : d>x = w1p, a>x < y0
}
.
Sei a>x̄ = y0. Da y0 ∈ clP (x̄) aus x̄ ∈ Ψ̂p(y0) folgt und c>x̄ = c>x ist
für alle x ∈ Ψ̄(y0) mit a>x = y0, gilt d>x ≤ d>x̄ für alle x ∈ Ψ̄(y0) mit
a>x = y0. Also ist







x ∈ Ψ̄(y0) : d>x = w1p, a>x < y0
}
∪ {x ∈ Ψ̄(y0) : d>x = w2p, a>x = y0
}
,
d.h. das Theorem gilt.
Beispiel 5.5. Sei erneut die Aufgabe aus den Beispielen 5.1, 5.3 und 5.4 gege-
ben, d.h. es sei a = (1, 2)>, c = (1, 1)>, bu = 1 und bo = 3. Außerdem sei nun
d = (1,−1)> und f = −1. Dann war X̄ = {x1, x2, x3} mit
x1 = (1, 0)>, x2 = (0, 1)> und x3 = (1, 1)>.
Sei y = 3. In Beispiel 5.4 hatten wir für diesen Punkt
Ψ̄(y) = {x1, x2, x3} = X̄
berechnet. Wir wollen nun Ψ̂o(y) und Ψ̂p(y) ermitteln mit Hilfe von Theo-
rem 5.13. Hierzu berechnen wir zunächst die Werte
w1o = −1, w2o = 0, w1p = 1 und w2p = 0.
Wegen c>x1 < c>x3 erhalten wir nun
Ψ̂o(3) = {x2, x3} und Ψ̂p(3) = {x1, x3}.
Sei y = 2. Dann folgt Ψ̄(y) = {x1, x2} aus Theorem 5.8. Weiter gilt
w1o = w
1





Unter Verwendung von Theorem 5.13 erhalten wir nun
Ψ̂o(2) = {x1, x2} und Ψ̂p(2) = {x1}.
Diese Ergebnisse können wir durch die Berechnung der Mengen O(x) und P (x)
für alle x ∈ X̄ nochmals überprüfen. Mit Theorem 5.10 erhalten wir
O(x1) = [1; 2), O(x2) = [2; 3), O(x3) = {3}
und
P (x1) = [1; 3), P (x2) = ∅, P (x3) = {3}.
Wenn wir nun die Abschließungen zu diesen Mengen und die Definitionen (5.15)
und (5.16) betrachten, so erhalten wir ebenfalls die Mengen Ψ̂o(y) und Ψ̂p(y)
für y = 3 und y = 2.
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Da wir nun die Mengen Ψ̂o(y) und Ψ̂p(y) berechnen können, ist es auch möglich
die Funktionswerte für die schwachen Lösungsfunktionen zu ermitteln. Auf
Grund von Theorem 2.6 gilt
φ̄o(y) = min
x∈bΨo(y)
d>x + fy und φ̄p(y) = min
x∈bΨp(y)
d>x + fy. (5.17)
Wir können also nun alle Mengen und Funktionswerte berechnen, welche wir
zum Prüfen von lokaler Optimalität benötigen (siehe Abschnitt 2.7). Auch die
Berechnung von schwach lokal optimistischen und pessimistischen Lösungen ist
selbstverständlich nun möglich (siehe Abschnitt 2.8).
Um die Kardinalität der verwendeten Mengen so klein wie möglich zu halten
und um weitere Betrachtungen so einfach wie möglich zu gestalten, werden
wir jedoch optimistische und pessimistische Auswahlfunktionen für die weiteren
Ausführungen verwenden.
5.7 Optimistische und pessimistische Auswahl-
funktionen
Optimistische und pessimistische Auswahlfunktionen sind spezielle Auswahl-
funktionen, welche wir bereits im Abschnitt 3.4 betrachtet haben.
Dabei ist eine Funktion σo : Y → X eine optimistische Auswahlfunktion, falls
σo(y) ∈ Ψ(y) und φo(y) = g(σo(y), y) (5.18)
für alle y ∈ Y gilt (siehe Definition 3.1 und Definition 3.4). Analog hierzu heißt
eine Funktion σp : Y → X pessimistische Auswahlfunktion, falls
σp(y) ∈ Ψ(y) und φp(y) = g(σp(y), y) (5.19)
für alle y ∈ Y gilt (siehe Definition 3.1 und Definition 3.5). Mit So wird dabei die
Mengen aller optimistischen Auswahlfunktionen und mit Sp wird die Mengen
aller pessimistischen Auswahlfunktionen bezeichnet.
Für die Angabe von einer optimistischen und einer pessimistischen Auswahl-
funktion berechnen wir ausgehend von der Menge X̄ = {x1, . . . , xN} zunächst
zwei Mengen X̄o und X̄p. Die Berechnung der Mengen X̄o und X̄p erfolgt durch
die folgenden beiden Algorithmen. Dabei sei die Menge X̄ wiederum so sortiert,
dass
c>x1 ≤ c>x2 ≤ . . . ≤ c>xN und a>x1 ≤ a>x2 ≤ . . . ≤ a>xN
gilt.
Algorithmus 5.2. (Berechnung von X̄o)
Eingabe: X̄, a, c, d
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Lösche alle Elemente xi ∈ X̄, für welche ein j ∈ {1, . . . , N} existiert mit c>xi =
c>xj, a>xj ≤ a>xi und entweder d>xj < d>xi oder j < i, d>xj ≤ d>xi.
Lösche alle Elemente xi ∈ X̄, für welche ein j > i existiert mit a>xj ≤ bu.
Ausgabe: X̄o
Algorithmus 5.3. (Berechnung von X̄p)
Eingabe: X̄, a, c, d
Lösche alle Elemente xi ∈ X̄, für welche ein j ∈ {1, . . . , N} existiert mit c>xi =
c>xj, a>xj ≤ a>xi und entweder d>xj > d>xi oder j < i, d>xj ≥ d>xi.
Lösche alle Elemente xi ∈ X̄, für welche ein j > i existiert mit a>xj ≤ bu.
Ausgabe: X̄p
Wir berechnen in den beiden Algorithmen zwei Teilmengen X̄o bzw. X̄p von
der Menge X̄. Dabei werden alle Punkte x ∈ X̄ gelöscht, für welche ein Punkt
x̄ ∈ X̄ existiert mit R(x) ⊆ R(x̄) und
g(x̄, y) ≤ g(x, y) bzw. g(x̄, y) ≥ g(x, y) für alle y ∈ R(x).
Gilt R(x) = R(x̄) und g(x̄, y) = g(x, y) für alle y ∈ R(x), so werden nicht beide
Punkte gelöscht.
Es stellt sich also nun die Frage, welche Eigenschaften diese Mengen besitzen.
Um dies zu untersuchen sei die Menge X̄o = {x1, . . . , xNo} so geordnet, dass
c>x1 ≤ c>x2 ≤ . . . ≤ c>xNo und a>x1 ≤ a>x2 ≤ . . . ≤ a>xNo (5.20)
gilt. Auch die Menge X̄p = {x̄1, . . . , x̄Np} sei so geordnet, dass
c>x̄1 ≤ c>x̄2 ≤ . . . ≤ c>x̄Np und a>x̄1 ≤ a>x̄2 ≤ . . . ≤ a>x̄Np (5.21)
gilt. Dann erhalten wir das folgende Lemma.
Lemma 5.14. 1. Sei die Menge X̄o = {x1, . . . , xNo} entsprechend (5.20)
sortiert. Dann ist
a>x1 ≤ bu < a>x2 < . . . < a>xNo .
Weiter gilt d>xi > d>xj für alle Indizes i < j mit c>xi = c>xj.
2. Sei die Menge X̄p = {x̄1, . . . , x̄Np} entsprechend (5.21) sortiert. Dann ist
a>x̄1 ≤ bu < a>x̄2 < . . . < a>x̄Np .
Weiter gilt d>x̄i < d>x̄j für alle Indizes i < j mit c>x̄i = c>x̄j.
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Beweis. Wir zeigen die Behauptungen für die Menge X̄o. Für die Menge X̄p
ist der Beweis analog. Die Aussage a>x1 ≤ bu < a>x2 folgt direkt aus dem
Algorithmus.
Angenommen es existieren zwei Indizes i < j mit xi, xj ∈ X̄o und a>xi = a>xj .
Dann gilt c>xi = c>xj , da sonst einer der Punkte den anderen dominieren
würde (siehe Lemma 5.2). Weiter ist entweder d>xi ≤ d>xj oder d>xi > d>xj .
Dann löscht Algorithmus 5.2 im ersten Fall den Punkt xj und im zweiten Fall
den Punkt xi, d.h. wenn a>xi = a>xj gilt, so können nicht beide Punkte zur
Menge X̄o gehören. Also ist a>xi < a>xj für alle Indizes i > j.
Angenommen es existieren zwei Indizes i < j mit c>xi = c>xj und d>xi ≤
d>xj . Dann gilt a>xi < a>xj wegen i < j. Somit löscht Algorithmus 5.2 den
Punkt xj . Also gilt d>xi > d>xj für alle Punkte xi, xj ∈ X̄o mit i < j und
c>xi = c>xj .
Mit Hilfe der Mengen X̄o und X̄p können wir nun optimistische und pessimisti-
sche Auswahlfunktionen berechnen.
Theorem 5.15. 1. Sei X̄o = {x1, . . . , xNo} gemäß (5.20) sortiert. Dann ist
die Funktion σo : Y → X mit
σo(y) := xi für alle y ∈ Y
eine optimistische Auswahlfunktion. Dabei bezeichne i den größten Index
mit a>xi ≤ y.
2. Sei X̄p = {x̄1, . . . , x̄Np} gemäß (5.21) sortiert. Dann ist die Funktion
σp : Y → X mit
σp(y) := x̄i für alle y ∈ Y
eine pessimistische Auswahlfunktion. Dabei bezeichne i den größten Index
mit a>x̄i ≤ y.
Beweis. Wir zeigen die Gültigkeit von (5.19) für die pessimistische Auswahl-
funktion. Für die optimistische Auswahlfunktion ist der Beweis analog.
Als erstes zeigen wir, dass σp : Y → X eine Auswahlfunktion ist. Angenommen
dies ist nicht der Fall. Dann existiert ein y ∈ Y und ein x = σp(y) mit x /∈ Ψ(y).
Da a>x ≤ y gilt, existiert also ein Element x̄ ∈ X̄ mit a>x̄ ≤ y und c>x̄ > c>x.
Wegen x, x̄ ∈ X̄ und (5.8) muss somit a>x < a>x̄ ≤ y sein. Auf Grund der
Wahl von σp(y) folgt nun x̄ /∈ X̄p. Der Punkt x̄ wurde also in Algorithmus 5.3
gelöscht. Somit existiert ein Punkt x′ ∈ X̄p mit
c>x′ = c>x̄ > c>x und a>x′ ≤ a>x̄.
Wegen x′, x ∈ X̄p und (5.8) gilt nun a>x < a>x′ ≤ a>x̄ ≤ y. Dies ist ein
Widerspruch zur Wahl von x = σp(y). Somit ist x ∈ Ψ(y), d.h. σp : Y → X ist
eine Auswahlfunktion.
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Angenommen es existiert ein y ∈ Y und ein x = σp(y) mit φp(y) 6= g(x, y). Dann
existiert ein x̄ ∈ Ψ(y) mit φp(y) = g(x̄, y) > g(x, y), d.h. d>x̄ > d>x. Weiter
folgt c>x = c>x̄ aus x, x̄ ∈ X̄. Da der Punkt x in Algorithmus 5.3 nicht gelöscht
wurde, muss also a>x < a>x̄ ≤ y sein. Auf Grund der Wahl von x = σp(y) gilt
somit x̄ /∈ X̄p. Da der Punkt x̄ im Algorithmus 5.3 gelöscht wurde, existiert ein
Punkt x′ ∈ X̄ mit
c>x′ = c>x̄ = c>x, a>x′ ≤ a>x̄ ≤ y und d>x′ ≥ d>x̄ > d>x.
Aus x, x′ ∈ X̄p und Lemma 5.14 folgt nun a>x < a>x′ ≤ y. Dies ist ein
Widerspruch zur Wahl von x = σp(y). Somit ist σp : Y → X eine pessimistische
Auswahlfunktion.
Aus der Definition der Funktionen σo : Y → X bzw. σp : Y → X und mit Hilfe
von Lemma 5.14 können wir nun leicht die Mengen
Sσo(x) = {y ∈ Y : x = σo(y)} und Sσp(x) = {y ∈ Y : x = σp(y)}
für alle x ∈ X bestimmen. Es gilt das folgende Theorem.





[max{bu, a>xi}, a>xi+1) für i < No
[max{bu, a>xi}, bo] für i = No.
Für alle x /∈ X̄o gilt Sσo(x) = ∅.




[max{bu, a>x̄i}, a>x̄i+1) für i < Np
[max{bu, a>x̄i}, bo] für i = Np.
Für alle x /∈ X̄p gilt Sσp(x) = ∅.
Beweis. Der Beweis folgt unmittelbar aus Theorem 5.15.
Wir können nun die Mengen Sσo(x) und Sσp(x) verwenden, um die Mengen
Ψ̂σo(y) = {x ∈ X̄ : y ∈ clSσo(x)} und Ψ̂σp(y) = {x ∈ X̄ : y ∈ clSσp(x)}









Die Mengen Sσo(x) bzw. Sσp(x) sind für alle x ∈ X̄o bzw. x ∈ X̄p also disjunkte
Intervalle. Wir erhalten somit das folgende Theorem.
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Theorem 5.17. 1. Sei X̄o = {x1, . . . , xNo} gemäß (5.20) sortiert und sei
y ∈ Y . Sei weiter i der größte Index mit a>xi ≤ y. Dann gilt
Ψ̂σo(y) =
{ {xi} für i = 1 oder a>xi < y
{xi−1, xi} für i > 1 und a>xi = y.
2. Sei X̄p = {x̄1, . . . , x̄Np} gemäß (5.21) sortiert und sei y ∈ Y . Sei weiter i
der größte Index mit a>x̄i ≤ y. Dann gilt
Ψ̂σp(y) =
{ {x̄i} für i = 1 oder a>x̄i < y
{x̄i−1, x̄i} für i > 1 und a>x̄i = y.
Beweis. Der Beweis folgt unmittelbar aus Theorem 5.16.
Mit Hilfe von Theorem 5.16 können wir außerdem noch die Mengen
Lσo(x) = locminy {g(x, y) : y ∈ clSσo(x)} und
Lσp(x) = locmin
y
{g(x, y) : y ∈ clSσp(x)}
berechnen. Da g(x, y) = d>x + fy ist und die Mengen cl Sσo(x) und cl Sσp(x)
abgeschlossene Intervalle sind, entsprechen die Mengen Lσo(x) und Lσp(x) den
Lösungsmengen von linearen Optimierungsaufgaben mit einer Variablen. Gilt
f < 0, so wird hierbei die eindeutige Lösung jeweils am rechten Rand des
Intervalls angenommen. Ist f > 0, so entspricht die eindeutige Lösung dem
linken Randpunkt des Intervalls. Und gilt f = 0, so ist Lσo(x) = cl Sσo(x) und
Lσp(x) = cl Sσp(x). Es gilt somit das folgende Theorem.
Theorem 5.18. Sei X̄o = {x1, . . . , xNo} gemäß (5.20) sortiert. Dann gilt
1. falls f > 0 ist Lσo(x
i) = {max{bu, a>xi}},




[max{bu, a>xi}; a>xi+1] für i < No
[max{bu, a>xi}; bo] für i = No
und
3. falls f < 0 ist
Lσo(x
i) =
{ {a>xi+1} für i < No
{bo} für i = No
für alle xi ∈ X̄o.
Für die pessimistische Auswahlfunktion σp : Y → X werden die Mengen Lσp(xi)
analog für alle x̄i ∈ X̄p berechnet.
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5.8 Optimalitätsbedingungen
In diesem Abschnitt werden wir uns mit Optimalitätsbedingungen für das Pro-
blem (5.1) beschäftigen. Wir wollen insbesondere die Menge aller (schwach) lokal
optimistischen bzw. pessimistischen Lösungen bestimmen. Hierfür werden wir
die optimistische bzw. die pessimistische Auswahlfunktion aus Theorem 5.15
verwenden, denn es gilt
φσo(y) = φo(y) = g(σo(y), y) und φσp(y) = φp(y) = g(σp(y), y)
für alle y ∈ Y (siehe (3.10) und (3.11)). Weiter ist
φ̄σo(y) = φ̄o(y) und φ̄σp(y) = φ̄p(y)
für alle y ∈ Y (siehe (3.12) und (3.13)). Aus Theorem 3.3 folgt somit
φ̄o(y) = min
x∈bΨσo (y)
d>x + fy und φ̄p(y) = min
x∈bΨσp (y)
d>x + fy (5.22)
für alle y ∈ Y . Verwenden wir nun Theorem 5.17 und die Bezeichnungen aus
diesem Theorem, so erhalten wir für alle y ∈ Y
φ̄o(y) =
{
d>xi + fy für i = 1 oder a>xi < y




d>x̄i + fy für i = 1 oder a>x̄i < y
min{d>x̄i−1, d>x̄i}+ fy für i > 1 und a>x̄i = y. (5.24)
In den weiteren Betrachtungen werden wir die Fälle f > 0, f < 0 und f = 0
unterscheiden.
5.8.1 Der Fall f > 0
Zunächst untersuchen wir die Menge aller schwach lokal optimistischen bzw.
pessimistischen Lösungen. Es gilt das folgende Theorem.
Theorem 5.19. Sei f > 0.
1. Sei X̄o = {x1, . . . , xNo} nach (5.20) sortiert. Dann gilt
locmin{φ̄o(y) : y ∈ Y } = {bu} ∪ {a>xi : 2 ≤ i ≤ No, d>xi < d>xi−1}.
2. Sei X̄p = {x̄1, . . . , x̄Np} nach (5.21) sortiert. Dann gilt
locmin{φ̄p(y) : y ∈ Y } = {bu} ∪ {a>x̄i : 2 ≤ i ≤ Np, d>x̄i < d>x̄i−1}.
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Beweis. Wir zeigen die Behauptung für den optimistischen Fall. Für den pes-
simistischen Fall ist der Beweis analog. Wegen φ̄o(y) = φ̄σo(y) für alle y ∈ Y
können wir Theorem 3.5 für den Beweis verwenden.
Sei y0 ∈ locmin{φ̄o(y) : y ∈ Y }. Dann existiert ein xi ∈ X̄o mit xi ∈ Ψ̂σo(y0)
und φ̄o(y0) = g(xi, y0). Für dieses xi gilt y0 ∈ Lσo(xi). Aus Theorem 5.18 folgt
also y0 = max{bu, a>xi}. Wegen Lemma 5.14 gilt dann y0 = bu für i = 1
und y0 = a>xi für i > 1. Angenommen es ist y0 = a>xi für i > 1. Dann ist
Ψ̂σo(y
0) = {xi−1, xi} (siehe Theorem 5.17). Wegen φ̄o(y0) = g(xi, y0) muss also
d>xi−1 ≥ d>xi sein. Gleichheit kann dabei allerdings nicht gelten, da a>xi >
max{bu, a>xi−1} und somit y0 /∈ Lσo(xi−1) ist. Es folgt also
locmin{φ̄o(y) : y ∈ Y } ⊆ {bu} ∪ {a>xi : 2 ≤ i ≤ No, d>xi < d>xi−1}.
Angenommen es ist y0 = bu. Dann ist Ψ̂σo(y
0) = {x1} und y0 ∈ Lσo(x1). Also
folgt y0 ∈ locmin{φ̄o(y) : y ∈ Y } wegen Theorem 3.5.
Angenommen es ist y0 = a>xi und d>xi−1 > d>xi für ein i ∈ {2, . . . , No}.
Dann gilt Ψ̂σo(y
0) = {xi−1, xi}. Weiter gilt φ̄o(y0) = g(xi, y0) < g(xi−1, y0)
und y0 ∈ Lσo(xi). Aus Theorem 3.5 folgt somit y0 ∈ locmin{φ̄o(y) : y ∈ Y }.
Also gilt die Behauptung des Theorems.
Mit Hilfe von Theorem 5.19 und Folgerung 3.7 können wir nun alle lokal opti-
mistischen bzw. pessimistischen Lösungen berechnen.
Theorem 5.20. Sei f > 0. Dann gilt
locmin{φ̄o(y) : y ∈ Y } = locmin{φo(y) : y ∈ Y } und
locmin{φ̄p(y) : y ∈ Y } = locmin{φp(y) : y ∈ Y }.
Beweis. Die Inklusion locmin{φ̄o(y) : y ∈ Y } ⊇ locmin{φo(y) : y ∈ Y } folgt
aus Lemma 2.7. Sei nun y0 eine schwach lokal optimistische Lösung. Sei weiter
X̄o = {x1, . . . , xNo} nach (5.20) sortiert. Laut Theorem 5.19 gilt dann y0 = bu
oder y0 = a>xi mit d>xi−1 > d>xi für ein i ∈ {2, . . . , No}. Gilt y0 = bu, so
ist σo(y0) = x1 und Ψ̂σo(y
0) = {x1} und somit φ̄o(y0) = φo(y0) = g(x1, y0).
Gilt y0 = a>xi mit d>xi−1 > d>xi für ein i ∈ {2, . . . , No}, so ist σo(y0) = xi.
Hieraus folgt nun φo(y0) = g(xi, y0) = φ̄o(y0). Mit Folgerung 3.7 erhalten wir
also y0 ∈ locmin{φ̄o(y) : y ∈ Y }.
Der Beweis für den pessimistischen Fall ist analog.
5.8.2 Der Fall f < 0
Wiederum untersuchen wir zuerst die Menge aller schwach lokal optimistischen
bzw. pessimistischen Lösungen. Es gilt das folgende Theorem.
Theorem 5.21. Sei f < 0.
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1. Sei X̄o = {x1, . . . , xNo} nach (5.20) sortiert. Dann gilt
locmin{φ̄o(y) : y ∈ Y } = {bo} ∪ {a>xi+1 : i < No, d>xi < d>xi+1}.
2. Sei X̄p = {x̄1, . . . , x̄Np} nach (5.21) sortiert. Dann gilt
locmin{φ̄p(y) : y ∈ Y } = {bo} ∪ {a>x̄i+1 : i < Np, d>x̄i < d>x̄i+1}.
Beweis. Wegen φ̄o(y) = φ̄σo(y) für alle y ∈ Y können wir Theorem 3.5 für den
Beweis verwenden.
Sei y0 ∈ locmin{φ̄o(y) : y ∈ Y }. Dann existiert ein xi ∈ X̄o mit xi ∈ Ψ̂σo(y0)
und φ̄o(y0) = g(xi, y0). Für dieses xi gilt y0 ∈ Lσo(xi). Aus Theorem 5.18 folgt
also y0 = a>xi+1 für i < No und y0 = bo sonst. Angenommen es ist y0 =
a>xi+1 < bo für i < No. Dann ist Ψ̂σo(y
0) = {xi, xi+1} (siehe Theorem 5.17).
Wegen φ̄o(y0) = g(xi, y0) muss also d>xi+1 ≥ d>xi sein. Gleichheit kann dabei
allerdings nicht gelten, da sonst y0 /∈ Lσo(xi+1) wegen a>xi+1 < bo ist. Es folgt
also
locmin{φ̄o(y) : y ∈ Y } ⊆ {bo} ∪ {a>xi+1 : i < No, d>xi < d>xi+1}.
Angenommen es ist y0 = bo. Dann ist Ψ̂σo(y
0) = {xNo} und y0 ∈ Lσo(xNo)
falls a>xNo < bo ist. Gilt a>xNo = bo, so ist Ψ̂σo(y
0) = {, xNo−1, xNo} und
y0 ∈ Lσo(xNo) = Lσo(xNo−1). Also folgt y0 ∈ locmin{φ̄o(y) : y ∈ Y } wegen
Theorem 3.5.
Angenommen es ist y0 = a>xi+1 < bo und d>xi+1 > d>xi für ein i < No.
Dann gilt Ψ̂σo(y
0) = {xi, xi+1}. Weiter gilt φ̄o(y0) = g(xi, y0) < g(xi+1, y0)
und y0 ∈ Lσo(xi). Aus Theorem 3.5 folgt somit y0 ∈ locmin{φ̄o(y) : y ∈ Y }.
Also gilt die Behauptung des Theorems. Der Beweis für den pessimistischen Fall
ist analog.
Mit Hilfe von Theorem 5.21 und Folgerung 3.7 können wir nun alle lokal opti-
mistischen bzw. pessimistischen Lösungen berechnen.
Theorem 5.22. Sei f < 0. Dann gilt
locmin{φo(y) : y ∈ Y } = {bo} falls φo(bo) = φ̄o(bo) ist und
locmin{φp(y) : y ∈ Y } = {bo} falls φp(bo) = φ̄p(bo) ist.
Sind die Bedingungen nicht erfüllt, so sind die jeweiligen Mengen leer.
Beweis. Zur Menge locmin{φo(y) : y ∈ Y } gehören laut Folgerung 3.7 alle
Punkte y0 ∈ locmin{φ̄o(y) : y ∈ Y } mit φo(y0) = φ̄o(y0). Sei y0 = a>xi+1 mit
d>xi < d>xi+1 für ein i < No. Dann ist σo(y0) = xi+1 und somit
φo(y0) = g(xi+1, y0) > g(xi, y0) = φ̄o(y0),
d.h. es gilt y0 /∈ locmin{φo(y) : y ∈ Y }. Hieraus folgt die Behauptung des
Theorems. Der Beweis für den pessimistischen Fall ist analog.
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5.8.3 Der Fall f = 0
Bei dem Fall f = 0 ist es sinnvoll zu fragen, welcher Punkt keine (schwach) lokal
optimistische bzw. pessimistische Lösung ist.
Theorem 5.23. Sei f = 0. Dann ist
locmin{φ̄o(y) : y ∈ Y } = Y = locmin{φ̄p(y) : y ∈ Y }.
Weiter seien X̄o = {x1, . . . , xNo} bzw. X̄p = {x̄1, . . . , x̄Np} nach (5.20) bzw.
(5.21) sortiert. Dann gilt
locmin{φo(y) : y ∈ Y } = Y \{a>xi : xi ∈ X̄o, i > 1, d>xi−1 < d>xi}
locmin{φp(y) : y ∈ Y } = Y \{a>x̄i : x̄i ∈ X̄p, i > 1, d>x̄i−1 < d>x̄i}.
Beweis. Wir zeigen die Behauptung des Theorems wiederum nur für den opti-
mistischen Fall. Für den pessimistischen Fall ist der Beweis analog.
Sei y ∈ Y . Dann gilt offenbar y ∈ Lσo(x) für alle x ∈ Ψ̂(y). Somit ist Y =
locmin{φ̄o(y) : y ∈ Y }.
Folglich gilt y /∈ locmin{φo(y) : y ∈ Y } genau dann, wenn φo(y) 6= φ̄o(y)
ist (siehe Folgerung 3.7). Sei σo(y) = xi. Dann ist dies genau dann der Fall,
wenn i > 1, y = a>xi und d>xi−1 < d>xi gilt. Somit gilt die Behauptung des
Theorems.
Beispiel 5.6. Sei a = (1, 2)>, c = (1, 1)>, bu = 1, bo = 3, d = (1,−1)> und
f = −1. Dann ist X̄ = {e1, e2, e1 +e2} (siehe Beispiel 5.1). Wir verwenden nun
die Algorithmen 5.2 und 5.3 zur Berechnung der Mengen X̄o und X̄p. Offenbar
gilt
X̄o = {e1, e2, e1 + e2} und X̄p = {e1, e1 + e2}.
Unter Verwendung von Theorem 5.21 erhalten wir nun
locmin{φ̄o(y) : y ∈ Y } = locmin{φ̄p(y) : y ∈ Y } = {3}.
Weiter gilt φ̄o(3) = −4 < φo(3) = −3 und φ̄p(3) = −3 = φp(3). Aus Theo-
rem 5.22 folgt somit
locmin{φo(y) : y ∈ Y } = ∅ und locmin{φp(y) : y ∈ Y } = {3}.
Angenommen es gilt bo = 3.5 und d = (1, 1)>. Alle anderen Daten seien un-
verändert. Dann gilt wiederum X̄ = {e1, e2, e1 + e2}. Nun ist aber
X̄o = X̄p = {e1, e1 + e2}.
Weiter gilt
locmin{φo(y) : y ∈ Y } = locmin{φp(y) : y ∈ Y } = {3.5}.
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Jede globale optimistische bzw. pessimistische Lösung muss offenbar auch eine
lokale optimistische bzw. pessimistische Lösung sein. Es gilt jedoch
φo(2.9) = φp(2.9) = −1.9 < φo(3.5) = φp(3.5) = −1.5.
Somit existiert weder eine globale optimistische noch eine globale pessimistische
Lösung.
5.9 Global optimale Lösungen
In diesem Abschnitt wollen wir uns mit der Berechnung von globalen optimisti-




{φo(y) : y ∈ Y } und argmin
y
{φp(y) : y ∈ Y }
ermitteln. Weiter werden wir die Optimalwerte der Lösungsfunktionen
φ∗o := min
y
{φo(y) : y ∈ Y } und φ∗p := min
y
{φp(y) : y ∈ Y }
bestimmen. Wie wir bereits im Beispiel 5.6 gezeigt haben, müssen weder globale
optimistische noch globale pessimistische Lösungen existieren. Ist dies der Fall,
so werden wir uns mit ε-optimalen Lösungen beschäftigen. Für diese Betrach-
tungen unterscheiden wir erneut die Fälle f > 0, f < 0 und f = 0.
5.9.1 Der Fall f > 0
Seien die Mengen X̄o = {x1, . . . , xNo} und X̄p = {x̄1, . . . , x̄Np} nach (5.20) und
(5.21) sortiert. Dann wissen wir aus Theorem 5.19 und Theorem 5.20, dass
locmin{φo(y) : y ∈ Y } = locmin{φ̄o(y) : y ∈ Y }
= {bu} ∪ {a>xi : 2 ≤ i ≤ No, d>xi < d>xi−1}
und
locmin{φp(y) : y ∈ Y } = locmin{φ̄p(y) : y ∈ Y }
= {bu} ∪ {a>x̄i : 2 ≤ i ≤ Np, d>x̄i < d>x̄i−1}
gilt. Unter Verwendung von Folgerung 3.13 und Lemma 3.14 erhalten wir somit
das folgende Theorem (siehe auch Theoreme 5 und 6 in [9]).
Theorem 5.24. Sei X̄o = {x1, . . . , xNo} bzw. X̄p = {x̄1, . . . , x̄Np} nach (5.20)
bzw. (5.21) sortiert. Dann gilt
φ∗o = min{d>xi + f max{bu, a>xi} : i = 1, . . . , No} und
φ∗p = min{d>x̄i + f max{bu, a>x̄i} : i = 1, . . . , Np}.
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Weiter entspricht die Menge
{
max{bu, a>xi} : 1 ≤ i ≤ No, d>xi + f max{bu, a>xi} = φ∗o
}
der Menge aller globalen optimististischen Lösungen und die Menge
{
max{bu, a>x̄i} : 1 ≤ i ≤ Np, d>x̄i + f max{bu, a>x̄i} = φ∗p
}
entspricht der Menge aller globalen pessimistischen Lösungen.
Beweis. Wir zeigen die Aussagen des Theorems für den optimistischen Fall. Für
den pessimistischen Fall ist der Beweis analog.
Da die Funktion φ̄o : Y → R unterhalbstetig und die Menge Y nichtleer und
kompakt ist, existiert ein y ∈ Y mit φ̄o(y) = φ̄∗o. Somit gilt y ∈ locminy{φ̄o(y) :
y ∈ Y }. Mit Theorem 5.20 und Folgerung 2.12 erhalten wir nun φo(y) = φ̄o(y).
Dann impliziert Folgerung 3.13 y ∈ argminy{φo(y) : y ∈ Y }, d.h. es existiert
eine globale optimistische Lösung.
Sei nun y0 ∈ argminy{φo(y) : y ∈ Y } beliebig, d.h. es sei φ∗o = φo(y0). Dann
ist y0 ∈ locminy{φo(y) : y ∈ Y }. Wegen Theorem 5.19 existiert also ein Index
i > 1 mit y0 = a>xi und d>xi−1 > d>xi, d.h. φo(y0) = φ̄o(y0) = d>xi + fy0
oder es gilt y0 = bu und somit φo(y0) = φ̄o(y0) = d>x1 + fy0. Also ist φo(y0) =
d>xi + f max{bu, a>xi} und y0 = max{bu, a>xi} für einen Index i (siehe auch
Lemma 5.14). Hieraus folgt nun
φ∗o = φo(y
0) ≥ min{d>xi + f max{bu, a>xi} : i = 1, . . . , No}
und
y0 ∈ {max{bu, a>xi} : 1 ≤ i ≤ No, d>xi + f max{bu, a>xi} = φ∗o
}
.
Umgekehrt, sei i ein beliebiger Index und sei y0 = max{bu, a>xi}. Dann ist
Ψ̂σo(y
0) = {x1} für i = 1 und Ψ̂σo(y0) = {xi−1, xi} für i > 1. Somit gilt
φ∗o ≤ φo(y0) ≤ d>xi + f max{bu, a>xi}.
Ist also φ∗o = d
>xi + f max{bu, a>xi}, so ist φ∗o = φo(y0) und somit y0 ∈
argmin{φo(y) : y ∈ Y }. Außerdem war der Index i beliebig gewählt. Somit
folgt
φ∗o ≤ min{d>xi + f max{bu, a>xi} : i = 1, . . . , No}.
Es gelten also die Behauptungen des Theorems.
5.9.2 Der Fall f < 0
Seien die Mengen X̄o = {x1, . . . , xNo} und X̄p = {x̄1, . . . , x̄Np} nach (5.20) und
(5.21) sortiert. Dann wissen wir aus Theorem 5.21, dass
locmin{φ̄o(y) : y ∈ Y } = {bo} ∪ {a>xi+1 : i < No, d>xi < d>xi+1}
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und
locmin{φ̄p(y) : y ∈ Y } = {bo} ∪ {a>x̄i+1 : i < Np, d>x̄i < d>x̄i+1}
gilt. Somit erhalten wir das folgende Theorem.
Theorem 5.25. Sei X̄o = {x1, . . . , xNo} bzw. X̄p = {x̄1, . . . , x̄Np} nach (5.20)
bzw. (5.21) sortiert. Dann gilt
φ∗o = min{d>xNo + fbo, min
i<No
(d>xi + fa>xi+1)}
φ∗p = min{d>x̄No + fbo, min
i<No
(d>x̄i + fa>x̄i+1)}.
Beweis. Wir zeigen die Aussagen des Theorems für den optimistischen Fall. Für
den pessimistischen Fall ist der Beweis analog.




o ≤ φ̄o(bo) ≤ d>xNo + fbo.
Weiter gilt xi ∈ Ψ̂σo(a>xi+1) für alle Indizes i < No und somit
φ∗o = φ̄
∗
o ≤ φ̄o(a>xi+1) ≤ d>xi + fa>xi+1.
Demzufolge ist
φ∗o ≤ min{d>xNo + fbo, min
i<No
(d>xi + fa>xi+1)}.
Da die Funktion φ̄o : Y → R unterhalbstetig und die Menge Y nichtleer und
kompakt ist, existiert ein y0 ∈ Y mit φ̄o(y0) = φ̄∗o. Dieser Punkt y0 ist wegen
(3.14) und Lemma 2.7 auch eine schwach lokal optimistische Lösung. Wegen
Theorem 5.21 ist also entweder y0 = bo mit a>xNo < b0 und somit φ̄o(y0) =
d>xNo + fbo oder es existiert ein Index i < No mit y0 = a>xi+1 und d>xi <
d>xi+1 und somit φ̄o(y0) = d>xi + fa>xi+1. Hieraus folgt nun




locmin{φo(y) : y ∈ Y } = {bo} falls φo(bo) = φ̄o(bo) ist und
locmin{φp(y) : y ∈ Y } = {bo} falls φp(bo) = φ̄p(bo) ist.
Sind die Bedingungen nicht erfüllt, so sind die jeweiligen Mengen leer (Theo-
rem 5.22). Da jeder global optimale Punkt auch lokal optimal ist, kann somit
nur y0 = bo eine globale optimistische bzw. pessimistische Lösung sein. Wir
müssen also überprüfen, ob der Punkt bo die Bedingungen von Folgerung 3.13
erfüllt. Wir erhalten somit das folgende Theorem.
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Theorem 5.26. Sei X̄o = {x1, . . . , xNo} bzw. X̄p = {x̄1, . . . , x̄Np} nach (5.20)
bzw. (5.21) sortiert. Dann ist
1. argmin{φo(y) : y ∈ Y } = {bo} falls d>xNo + fbo ≤ d>xi + fa>xi+1 für
alle Indizes i < No gilt.
2. argmin{φp(y) : y ∈ Y } = {bo} falls d>x̄Np + fbo ≤ d>x̄i + fa>x̄i+1 für
alle Indizes i < Np gilt.
Sind die Bedingungen nicht erfüllt, so sind die jeweiligen Mengen leer.
Beweis. Wiederum zeigen wir die Aussagen des Theorems nur für den optimi-
stischen Fall. Für den pessimistischen Fall ist der Beweis analog.
Der Punkt bo ist die einzige mögliche globale optimistische Lösung wegen Theo-
rem 5.22. Ist also bo nicht global optimal, so ist die Menge argmin{φo(y) :
y ∈ Y } leer. Unter welchen Bedingungen ist also bo eine globale optimistische
Lösung? Auf Grund von Folgerung 3.13 ist bo eine globale optimistische Lösung
genau dann, wenn φ∗o = φo(bo) = φ̄o(bo) gilt.
Sei also φ∗o = φo(bo) = φ̄o(bo). Wegen Theorem 5.25 und φo(bo) = d
>xNo + fbo
gilt dann
φo(bo) = d>xNo + fbo = min{d>xNo + fbo, min
i<No
(d>xi + fa>xi+1)}
und somit d>xNo + fbo ≤ d>xi + fa>xi+1 für alle Indizes i < No.
Umgekehrt, sei d>xNo + fbo ≤ d>xi + fa>xi+1 für alle Indizes i < No. Wegen
Theorem 5.25 und φo(bo) = d>xNo + fbo gilt dann
φ∗o = φo(bo) = d
>xNo + fbo.
Wegen φ̄∗o ≤ φ̄o(bo) ≤ φo(bo) = φ∗o und φ̄∗o = φ∗o folgt somit φ∗o = φo(bo) =
φ̄o(bo).
Also gelten die Aussagen des Theorems.
Es ist bereits bekannt, dass die Menge argmin{φo(y) : y ∈ Y } im Fall f < 0 leer
sein kann. Aus diesem Grund sind wir in diesem Fall an der Bestimmung von
ε-optimalen Lösungen interessiert (siehe Definition 3.6). Dabei heißt ein Punkt
y0 ∈ Y
1. ε-optimale optimistische Lösung, wenn φo(y0) < φ∗o + ε gilt
2. ε-optimale pessimistische Lösung, wenn φp(y0) < φ∗p + ε gilt
für ε > 0. Unter Verwendung von Theorem 3.15 erhalten wir nun das folgende
Theorem (siehe auch Theorem 7 in [9]).
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Theorem 5.27. Sei X̄o = {x1, . . . , xNo} bzw. X̄p = {x̄1, . . . , x̄Np} nach (5.20)
bzw. (5.21) sortiert. Weiter sei ε > 0.
1. Sei argmin{φo(y) : y ∈ Y } = ∅ und sei i0 < No ein Index mit
d>xi0 + fa>xi0+1 ≤ d>xi + fa>xi+1 für alle i < No.
Dann ist jeder Punkt
y ∈ (max{a>xi0 , a>xi0+1 − ε/|f |} ; a>xi0+1)
eine ε-optimale optimistische Lösung.
2. Sei argmin{φp(y) : y ∈ Y } = ∅ und sei i0 < Np ein Index mit
d>x̄i0 + fa>x̄i0+1 ≤ d>x̄i + fa>x̄i+1 für alle i < Np.
Dann ist jeder Punkt
y ∈ (max{a>x̄i0 , a>x̄i0+1 − ε/|f |} ; a>x̄i0+1)
eine ε-optimale pessimistische Lösung.
Beweis. Wiederum zeigen wir die Aussagen des Theorems nur für den optimi-
stischen Fall. Für den pessimistischen Fall ist der Beweis analog.
Auf Grund von argmin{φo(y) : y ∈ Y } = ∅ gilt φ∗o < φo(b0) = d>xNo + fbo.
Aus Theorem 5.25 folgt somit, dass ein Index i0 < No existiert mit φ∗o =




ter ist xi0 ∈ Ψ̂σo(a>xi0+1) und φ̄o(y0) = g(xi0 , y0). Dann impliziert Theo-
rem 3.15, dass alle Punkte y ∈ Sσo(xi0) mit g(xi0 , y) < g(xi0 , y0) + ε ε-
optimale optimistische Lösungen sind. Die Behauptung des Theorems folgt nun
aus Sσo(x
i0) = [a>xi0 , a>xi0+1) und aus
g(xi0 , y)− g(xi0 , y0) = d>xi0 + fy − d>xi0 − fy0 = fy − fy0
< fa>xi0+1 + ε− fy0 = ε
für alle y > a>xi0+1 + ε/f .
5.9.3 Der Fall f = 0
Sei erneut X̄o = {x1, . . . , xNo} bzw. X̄p = {x̄1, . . . , x̄Np} nach (5.20) bzw. (5.21)
sortiert. Im Fall f = 0 gilt dann offenbar
φo(y) = d>xi für alle y ∈ Sσo(xi) und alle i = 1, . . . , No sowie
φp(y) = d>x̄i für alle y ∈ Sσp(x̄i) und alle i = 1, . . . , Np.
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Da die Mengen Sσo(x
i) bzw. Sσp(x̄
i) die Menge Y überdecken, folgt somit
φ∗o = inf{φo(y) : y ∈ Y } = min{d>xi : i = 1, . . . , No} und (5.25)
φ∗p = inf{φp(y) : y ∈ Y } = min{d>x̄i : i = 1, . . . , Np}. (5.26)
Demzufolge existieren stets Indizes i0 ∈ {1, . . . , No} und j0 ∈ {1, . . . , Np} mit
φ∗o = d
>xi0 und φ∗p = d
>x̄j0 .






{φo(y) : y ∈ Y } und Sσp(xj0) ⊆ argmin
y
{φp(y) : y ∈ Y }.
Sei nun y0 ∈ argminy{φo(y) : y ∈ Y }. Dann existiert ein i0 ∈ {1, . . . , No}
mit σo(y0) = xi0 . Für diesen Index i0 gilt dann φ∗o = φo(y0) = d>xi0 . Für den
pessimistischen Fall erhalten wir eine analoge Aussage. Somit gilt das folgende
Theorem.
Theorem 5.28. Sei X̄o = {x1, . . . , xNo} bzw. X̄p = {x̄1, . . . , x̄Np} nach (5.20)
bzw. (5.21) sortiert. Weiter sei f = 0. Dann gilt
φ∗o = inf{φo(y) : y ∈ Y } = min{d>xi : i = 1, . . . , No},
















Beispiel 5.7. Sei a = (1, 2)>, c = (1, 1)>, bu = 1, bo = 3 und d = (1,−1)>.
Dann ist
X̄o = {e1, e2, e1 + e2} und X̄p = {e1, e1 + e2}
(siehe Beispiel 5.6). Wir wollen nun globale optimistische bzw. pessimistische
Lösungen für verschiedene Werte von f untersuchen.
1. Sei f = 1. Dann erhalten wir aus Theorem 5.24
φ∗o = min{2, 1, 3} = 1 und φ∗p = min{2, 3} = 2 sowie
argmin
y
{φo(y) : y ∈ Y } = {2} und argmin
y
{φp(y) : y ∈ Y } = {1}.
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2. Sei f = −1. Dann erhalten wir aus Theorem 5.25




{φo(y) : y ∈ Y } = ∅ und argmin
y
{φp(y) : y ∈ Y } = {bo}
aus Theorem 5.26 wegen d>xNo + fbo = −3 6≤ d>x2 + fa>x3 = −4 und
d>x̄Np + fbo = −3 ≤ d>x̄1 + fa>x̄2. Somit sind wir auch an ε-optimalen
optimistischen Lösungen interessiert. Sei also ε > 0. Wir verwenden nun
Theorem 5.27. Zuerst muss hierfür ein Index i0 < No mit
d>xi0 + fa>xi0+1 ≤ d>xi + fa>xi+1 für alle i < No
bestimmt werden. Dieser Index beträgt hier i0 = 2. Also sind alle Punkte
des Intervalls (max{2, 3− ε}; 3) ε-optimale optimistische Lösungen.
3. Sei f = 0. Dann erhalten wir aus Theorem 5.28
φ∗o = min{1,−1, 0} = −1 und φ∗p = min{1, 0} = 0 sowie
argmin
y
{φo(y) : y ∈ Y } = [2; 3) und argmin
y






In der Wirtschaft existiert ein permanenter Wettbewerb zwischen Konsumenten
und verschiedenen Produzenten. Im folgenden betrachten wir eine Situation mit
einem Produzenten und einem Konsumenten. Wir nehmen an, der Produzent
verkauft n verschiedene Produkte, welche wir mit i = 1, . . . , n bezeichnen, für
einen Preis pi, i = 1, . . . , n. Dabei hat er Produktionskosten ci für die Produk-
te i = 1, . . . , n. Das Kaufverhalten des Konsumenten kann durch einen Vektor
x ∈ Zn beschrieben werden, wobei jedes xi ∈ Z angibt, wie oft der Konsument
das Produkt i kauft. In Abhängigkeit vom Kaufverhalten des Konsumenten
und des vom Produzenten gewählten Preisvektors p ∈ Rn erhält der Produzent
also einen Profit E(x, p) = (p − c)>x. Wenn der Produzent seinen Profit ma-
ximieren möchte, so muss er demzufolge das Kaufverhalten des Konsumenten
in Abhängigkeit vom Preisvektor p kennen. Wie kann dieses also beschrieben
werden?
Der Konsument hat eine begrenzte Menge b an Geld zur Verfügung. Somit gilt
die Restriktion x>p ≤ b. Das vorhandene Geld wird der Konsument so einsetzen,
dass er seine Bedürfnisse so gut wie möglich befriedigt. Wir gehen im folgenden
davon aus, dass seine Zufriedenheit mit einem Warenkorb x ∈ Zn proportional
zu dem Quotienten aus Leistungsumfang und gezahltem Entgeld ist, wobei der
Leistungsumfang durch a>x und das Entgeld durch p>x gegeben sind. Somit
maximiert der Konsument den Quotienten a>x/p>x über alle möglichen Wa-
renkörbe x ∈ Zn\{0}. Kauft der Konsument nichts, so beschreiben wir seine
Zufriedenheit durch eine nichtnegative Konstante [24].
Wenn wir davon ausgehen, dass es für alle Produkte i = 1, . . . , n eine obere
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Preisschranke ui > 0 und eine maximale Verfügbarkeit βi ≥ 1 gibt, so erhalten








{f(x, p) : p>x ≤ b, x ∈ X}
(6.1)
mit E(x, p) = (p− c)>x und
Y := {p ∈ Rn : 0 ≤ pi ≤ ui für alle i = 1, . . . , n}, (6.2)
X := {x ∈ Zn+ : xi ≤ βi für alle i = 1, . . . , n}. (6.3)
Weiter sei c ∈ Rn, β ∈ Nn, b ∈ R, b > 0 und a ∈ Rn, u ∈ Rn mit ai > 0, ui > 0





M für x = 0
p>x
a>x
für x 6= 0 (6.4)
mit M ∈ R, M > 0. Diese Funktion ist wohldefiniert wegen a>x > 0 für alle
x ∈ Zn+ mit x 6= 0.
Somit haben wir ein Zwei-Ebenen-Problem zu lösen mit einem diskreten hyper-
bolischen Problem in der unteren Ebene und einem linearen Problem in der obe-
ren Ebene. Hyperbolische Zwei-Ebenen-Probleme mit stetigen Variablen wurden
bereits in [5] untersucht. Weiter existieren Betrachtungen zu diskreten hyperbo-
lischen Optimierungsproblemen [22] aber keine zu Zwei-Ebenen-Problemen mit
einem diskreten hyperbolischen Optimierungsproblem in der unteren Ebene.
6.2 Stabilitätsbereiche
Um lokal optimale Lösungen für das Zwei-Ebenen-Problem (6.1) zu finden,
müssen wir die Lösungsmengen Ψ(p) für alle p ∈ Y kennen. Diese stehen in
Relation zu den Stabilitätsbereichen
R(x) := {p ∈ Y : x ∈ Ψ(p)}
für alle x ∈ X. R(x) ist also die Menge aller Parameter p ∈ Y , für welche ein
gegebener Punkt x ∈ X eine optimale Lösung des Problems der unteren Ebene
ist. Somit gilt für alle x ∈ X
R(x) =
{
p ∈ Y : p>x ≤ b, (f(x, p) ≤ f(y, p) ∨ p>y > b) ∀y ∈ X} , (6.5)
d.h. x ∈ X ist zulässig und alle anderen Elemente y ∈ X sind entweder un-
zulässig oder haben einen größeren Funktionswert als x.
Die Stabilitätsbereiche haben interessante Eigenschaften mit Hinblick auf Sum-
men. Dies zeigen wir im folgenden Lemma.
92
Lemma 6.1. Seien x, x1, x2 ∈ X\{0} mit x = x1 + x2. Dann gilt R(x) ⊆
R(x1) ∩R(x2) und f(x, p) = f(x1, p) = f(x2, p) für alle p ∈ R(x).
Beweis. Sei ein beliebiger Punkt p ∈ R(x) gegeben. Dann gilt b ≥ p>x =
p>(x1+x2). Wegen x ≥ 0 und p ≥ 0 erhalten wir somit b ≥ p>x1 und b ≥ p>x2.
Die Punkte x1, x2 ∈ X sind also zulässig. Demzufolge haben sie einen größeren
Zielfunktionswert als x, d.h. es gilt f(x, p) ≤ f(x1, p) und f(x, p) ≤ f(x2, p).






p>(x1 + x2)a>x1 ≤ p>x1a>(x1 + x2)
p>x2a>x1 ≤ p>x1a>x2
f(x2, p) ≤ f(x1, p).
Auf analoge Weise impliziert f(x, p) ≤ f(x2, p) die umgekehrte Umgleichung
f(x2, p) ≥ f(x1, p). Somit gilt f(x1, p) = f(x2, p). Aus der Umkehrung der
obigen Rechnung unter Verwendung des Gleichheitszeichens erhalten wir dem-
zufolge
f(x, p) = f(x1, p) = f(x2, p).
Wegen p ∈ R(x) gilt für alle y ∈ X somit entweder p>y > b oder
f(x1, p) = f(x2, p) = f(x, p) ≤ f(y, p).
Mit (6.5) erhalten wir also p ∈ R(x1) und p ∈ R(x2). Da p ∈ R(x) beliebig
gewählt wurde, folgt hieraus nun R(x) ⊆ R(x1) ∩R(x2).
Sei
I(x) := {i ∈ {1, . . . , n} : xi > 0}. (6.6)
Dann gilt (x− ei) ∈ X für alle x ∈ X\{0} und für alle Indizes i ∈ I(x). Somit
erhalten wir mit Hilfe von Lemma 6.1 das folgende Ergebnis.
Lemma 6.2. Sei x ∈ X mit x 6= 0. Dann gilt R(x) ⊆ ⋂i∈I(x) R(ei) und
f(x, p) = f(ei, p) für alle i ∈ I(x) und alle p ∈ R(x).
Beweis. Ist x ∈ X ein Einheitsvektor, so ist die Behauptung offensichtlich. Wir
nehmen im folgenden also an, dass dies nicht der Fall ist. Sei i ∈ I(x) beliebig.
Dann können wir x in der Form x = ei + (x − ei) schreiben. Wenn x kein
Einheitsvektor ist und i ∈ I(x), gilt weiter x−ei ≥ 0 und x−ei 6= 0. Außerdem
gilt offensichtlich x − ei ≤ β. Demzufolge ist also x − ei ∈ X\{0}. Durch
Anwenden von Lemma 6.1 erhalten wir nun R(x) ⊆ R(ei) und f(x, p) = f(ei, p)
für alle p ∈ R(x). Da der Index i ∈ I(x) beliebig gewählt wurde, gelten somit
alle Behauptungen des Lemmas.
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Sei x ∈ X mit x 6= 0. Dann gilt bekanntlich f(x, p) = f(ei, p) für alle Punkte p ∈
R(x) und alle Indizes i ∈ I(x) (Lemma 6.2). Demzufolge müssen wir den Punkt
x nur mit dem Nullvektor und mit allen zulässigen Einheitvektoren vergleichen,
um die Menge R(x) zu bestimmen. Es gilt somit das folgende Theorem.
Theorem 6.3. Sei x ∈ X\{0} und sei i0 ∈ I(x). Dann gilt
R(x) = {p ∈ Y : x>p ≤ b, pi0ai = piai0 ∀i ∈ I(x)\{i0},
(pkai0 ≥ pi0ak ∨ pk > b) ∀k /∈ I(x), pi0 ≤ Mai0}. (6.7)
Beweis. ” ⊆ “: Sei p ∈ R(x). Dann gilt x
>p ≤ b und f(x, p) = f(ei, p) für alle
i ∈ I(x) (Lemma 6.2). Hieraus folgt f(ei0 , p) = f(ei, p) für alle i ∈ I(x)\{i0},
d.h. es ist pi0ai = piai0 für alle Indizes i ∈ I(x)\{i0}.
Sei k /∈ I(x). Wegen p ∈ R(x) gilt pk > b oder f(x, p) = f(ei0 , p) ≤ f(ek, p)
(siehe (6.5)). Dies impliziert pk > b oder pi0/ai0 ≤ pk/ak. Demzufolge gilt also
(pkai0 ≥ pi0ak oder pk > b) für alle k /∈ I(x).
Weiter ist pi0 ≤ Mai0 wegen f(x, p) = f(ei0 , p) ≤ f(0, p). Wir haben nun also
gezeigt, dass die Menge R(x) in der rechten Menge enthalten ist.
” ⊇ “: Angenommen, für einen Punkt p ∈ Y gelten die Gleichungen und Unglei-
chungen der rechten Menge. Wir zeigen nun unter Verwendung von (6.5), dass
p ∈ R(x) gilt.




xi(piai0 − pi0ai) = ai0p>x− pi0a>x.
Es gilt somit f(x, p) = f(ei0 , p) = f(ei, p) für alle i ∈ I(x).
Sei y ∈ X\{0}mit p>y ≤ b. Dann gilt pj ≤ b für alle Indizes j ∈ I(y). Auf Grund









f(y, p) ≥ f(ei0 , p) = f(x, p).
Außerdem gilt f(x, p) = f(ei0 , p) ≤ f(0, p) wegen Mai0 ≥ pi0 . Wir erhalten
somit p>y > b oder f(x, p) ≤ f(y, p) für alle Punkte y ∈ X. Somit ist p ∈ R(x)
(siehe (6.5)).
Der Index i0 ∈ I(x) in Theorem 6.3 kann beliebig gewählt werden, da die
Bedingungen f(x, p) = f(ei, p) für alle i ∈ I(x) und pi0ai = piai0 für alle
i ∈ I(x) zueinander äquivalent sind.
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Sei x̄ ∈ X mit x̄i = βi für alle i = 1, . . . , n derjenige Punkt, für welchen alle
Komponenten ihren maximalen Wert besitzen. Dann impliziert Lemma 6.1, dass
R(x̄) ⊆ R(x) gilt für alle x 6= 0. Wenn wir also einen Punkt p ∈ R(x̄) kennen,
so können wir für jedes x ∈ X\{0} ein Element des Stabilitätsbereichs R(x)
angeben. Es ist also für uns von Interesse, die Menge R(x̄) näher zu untersuchen.
Lemma 6.4. Sei x̄i = βi, i = 1, . . . , n. Dann gilt
R(x̄) =
{












Beweis. Aus Theorem 6.3 wissen wir bereits, dass
R(x̄) = {p ∈ Y : x̄>p ≤ b, p1 ≤ Ma1, pia1 = p1ai ∀i = 2, . . . , n}
gilt. Somit müssen wir nur die angegebenen Bedingungen umformulieren. Unter
Verwendung der Bedingungen
∑n






≤ b und somit p1 ≤ ba1a>x̄ . Sei t := p1/a1. Dann ist
t ≤ M . Durch Substitution von p1 = ta1 erhalten wir nun pi = tai, i = 1, . . . , n,
und t ≤ b/a>x̄. Aus p ≥ 0 und a > 0 folgt t ≥ 0. Weiter ist t ≤ ui/ai für alle
i = 1, . . . , n wegen pi ≤ ui für alle i = 1, . . . , n. Wir erhalten somit
R(x̄) =
{












Wir haben bis jetzt nur Stabilitätsbereiche für Punkte x 6= 0 betrachtet. Im
folgenden Theorem werden wir noch die Menge R(0) charakterisieren.
Theorem 6.5. Es gilt
R(0) = {p ∈ Y : ( pi > b oder pi ≥ Mai ) ∀i = 1, . . . , n}.
Beweis. ” ⊆ “: Sei p ∈ R(0) beliebig. Dann gilt offensichtlich p ∈ Y und
f(0, p) ≤ f(ei, p) oder pi > b für alle i = 1, . . . , n. Somit sind die Ungleichungen
der rechten Menge erfüllt.
” ⊇ “: Angenommen, für p ∈ Y sind die Ungleichungen der rechten Menge
erfüllt. Sei weiter x ∈ X\{0} beliebig. Wir wollen nun zeigen, dass mindestens
eine der Bedingungen p>x > b und f(0, p) ≤ f(x, p) erfüllt ist. Angenommen
die erste Bedingung gilt nicht. Es sei also p>x ≤ b. Dann gilt pi ≤ b für alle
Indizes i ∈ I(x). Da die Ungleichungen der rechten Menge erfüllt sind, folgt






xipi und somit Ma>x ≤ p>x
gilt. Wir erhalten also f(0, p) ≤ f(x, p). Da x ∈ X\{0} beliebig gewählt wurde,
folgt somit p ∈ R(0).
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Beispiel 6.1. Seien n = 2, a = (1, 2)>, u = (6, 6)>, β = (1, 1)>, M = 6 und
b = 4. Dann erhalten wir aus Theorem 6.3, Lemma 6.4 und Theorem 6.5 die
Stabiltitätsbereiche
R(0) = {p ∈ R2 : 4 < p1 ≤ 6, 4 < p2 ≤ 6}
R(e1 + e2) = {p = ta : t ∈ [0, 4/3]}
R(e1) = {p ∈ R2 : 0 ≤ p1 ≤ 4, (4 < p2 ≤ 6 oder 2p1 ≤ p2 ≤ 6)}
R(e2) = {p ∈ R2 : 0 ≤ p2 ≤ 4, (4 < p1 ≤ 6 oder 0.5p2 ≤ p1 ≤ 6)}.











Wie man leicht sieht, sind die Stabi-
litätsbereiche im allgemeinen weder of-
fen noch abgeschlossen. Außerdem sind
sie nicht immer konvex.
Da die Stabilitätsbereiche selbst im allgemeinen nicht abgeschlossen sind, sind
wir an ihrer Abschließung interessiert. Diese werden wir unter anderem für die
Berechnung der erweiterten Lösungsmengen benötigen (siehe Kapitel 2.4) und
für die Berechnung der Mengen L̄(x) (siehe (2.24)).






∅ für R(0) = ∅
n⊗
i=1
[min{b,Mai}, ui] für R(0) 6= ∅. (6.8)
Dabei gilt R(0) = ∅ genau dann, wenn ein Index i ∈ {1, . . . , n} existiert mit
ui ≤ b und ui < Mai (siehe Theorem 6.5).
Im folgenden untersuchen wir die Mengen cl R(x) für alle Punkte x ∈ X\{0}.
Dafür verwenden wir die Formel (6.7) aus Theorem 6.3. Zuerst formulieren wir
die Formel für R(x) um, indem wir für alle Indizes i ∈ I(x)\{i0} die Variablen
pi durch pi = pi0
ai
ai0

















Somit erfüllt die Variable pi0 die Bedingungen
0 ≤ pi0 ≤ ui0 , pi0 ≤ Mai0 , pi0 ≤
bai0
a>x




für alle Indizes i ∈ I(x). Außerdem gilt die Ungleichung pi0/ai0 ≤ pk/ak für alle
Indizes k /∈ I(x), für welche die Ungleichung uk ≤ b erfüllt ist. Für diese Indizes
gilt demzufolge auch pi0 ≤ uk ai0ak . Somit erhalten wir





















≤ pk ≤ uk oder b < pk ≤ uk) ∀k /∈ I(x)}.
Theorem 6.6. Seien x ∈ X und i0 ∈ I(x) gegeben. Dann gilt
clR(x) = {p ∈ Rn : pi = pi0
ai
ai0
für alle i ∈ I(x)\{i0},

















, uk] für alle k /∈ I(x) mit uk ≤ b,
pk ∈ [min{b, pi0
ak
ai0
}, uk] für alle k /∈ I(x) mit uk > b}.
Beweis. ” ⊆ “: Sei p ∈ clR(x) beliebig. Dann existiert eine Folge {p
l} ⊆ R(x)






∀i ∈ I(x)\{i0} ∀l,















≤ plk ≤ uk oder b < plk ≤ uk) ∀k /∈ I(x) ∀l.
Wir lassen nun in diesen Gleichungen und Ungleichungen den Index l gegen
Unendlich streben. Dann folgt pi = pi0
ai
ai0
für alle i ∈ I(x)\{i0} und














Gilt uk > b für einen Index k /∈ I(x), so erhalten wir plk ∈ [min{b, pli0 akai0 }, uk]
für alle Indizes l und somit pk ∈ [min{b, pi0 akai0 }, uk]. Gilt uk ≤ b für einen Index




, uk]. Der Punkt p liegt demzufolge in der rechten Menge. Da p ∈ clR(x)
beliebig gewählt wurde, ist damit die Inklusion ” ⊆ “ gezeigt.
” ⊇ “: Wir nehmen nun an, ein beliebig gewählter Punkt p ∈ R
n erfüllt alle







pi für i ∈ I(x)
pi für i /∈ I(x) mit ui ≤ b
ui für i /∈ I(x) mit ui > b.
Wir wollen nun zeigen, dass (1 − λ)p + λp̄ ∈ R(x) ist für alle λ ∈ (0, 1]. Wir
müssen demzufolge die Gültigkeit von allen Gleichungen und Ungleichungen in
Formel (6.9) überprüfen.
Offensichtlich gilt pi = (1 − λ)pi + λp̄i für alle λ ∈ (0, 1] und für alle Indizes
i ∈ I(x) und i /∈ I(x) mit ui ≤ b. Demzufolge gelten für diese Indizes auch die
entsprechenden Gleichungen bzw. Ungleichungen in der Formel (6.9).
Sei beliebiger Index k /∈ I(x) mit uk > b gegeben. Dann ist p̄k = uk > b.
Wir unterscheiden nun die Fälle b ≤ pk ≤ uk und pi0 akai0 ≤ pk ≤ uk. Im Fall
b ≤ pk ≤ uk gilt
(1− λ)pk + λp̄k ≥ (1− λ)b + λb = b.
Angenommen, es ist pi0
ak
ai0
≤ pk ≤ uk. Dann gilt wegen p̄k = uk










Die Gültigkeit der Ungleichung (1 − λ)pk + λp̄k ≤ uk ist offensichtlich. Somit
haben wir also (1 − λ)pk + λp̄k ∈ R(x) gezeigt für alle λ ∈ (0, 1]. Hieraus folgt
nun p ∈ cl R(x).
6.3 Eigenschaften der Stabilitätsbereiche
Im Beispiel 6.1 haben wir bereits gezeigt, dass die Stabilitätsbereiche im all-
gemeinen weder offen noch abgeschlossen sind. Vor allem aber sind sie nicht
immer konvex. Deswegen soll gezeigt werden, dass die Stabilitätsbereiche zu-
mindest sternförmig sind. Außerdem sind das relativ Innere und die Dimension
der Mengen von Interesse.
Wir beginnen unsere Betrachtungen mit der Berechnung des relativ Inneren und
der Dimension der Stabilitätsbereiche.
Theorem 6.7. Sei ein Punkt x ∈ X\{0} gegeben und ein Index i0 ∈ I(x).
Dann ist das relativ Innere des zugehörigen Stabilitätsbereichs
ri R(x) = {p ∈ Rn : pi = pi0
ai
ai0
für alle i ∈ I(x)\{i0},

















< pk < uk oder b < pk < uk) für alle k /∈ I(x)}.
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Außerdem ist die Dimension des Stabilitätsbereichs
dim R(x) = n + 1− card(I(x)).
Beweis. Sei ein Punkt x ∈ X\{0} gegeben und ein Index i0 ∈ I(x).
Wir betrachten zunächst die Formel (6.9) für den Stabilitätsbereich R(x). In
dieser Formel gibt es card(I(x)) − 1 Gleichheitsbedingungen für die Punkte
p ∈ R(x). Wir müssen somit nun zeigen, dass die Vektoren ai0ei − aiei0 linear




j − ajei0) = 0.
Indem wir diese Gleichung für alle Indizes j ∈ I\{i0} von links mit ej> mul-
tiplizieren, erhalten wir λjai0 = 0 für alle j ∈ I(x)\{i0}. Aus a > 0 folgt
somit λj = 0 für alle j ∈ I(x)\{i0}, d.h. die Vektoren ai0ei − aiei0 sind li-
near unabhängig. Aus der linearen Unabhängigkeit dieser Vektoren folgt nun
dim R(x) ≤ n + 1 − card(I(x)). Außerdem gilt somit für die affine Hülle von
R(x)
aff R(x) ⊆ {p ∈ Rn : pi0ai = piai0 ∀i ∈ I\{i0}}.
Im Fall I(x) = {1, 2, . . . , n} sind nun die Behauptungen des Theorems offen-














Aus Lemma 6.4 und Lemma 6.1 folgt nun p̄ ∈ R(x). Weiter gilt offensichtlich
p̄iai0 = p̄i0ai für alle i ∈ I(x), x>p̄ < b, Mai > p̄i und ui > p̄i > 0 für alle
Indizes i = 1, . . . , n. Als nächstes betrachten wir einen Punkt p ∈ Rn mit
pi :=
{
p̄i für alle i ∈ I(x)
1
2 (p̄i + ui) für alle i /∈ I(x)
.
Dann gilt piai0 = pi0ai für alle i ∈ I(x), x>p < b, Mai > pi und ui > pi > 0







= p̄k < pk < uk
für alle Indizes k /∈ I(x). Hieraus folgt nun p ∈ R(x). Dabei sind alle Unglei-
chungen in Formel (6.9) als strenge Ungleichungen erfüllt. Demzufolge ist also
dim R(x) = n + 1− card(I(x)) und
aff R(x) = {p ∈ Rn : pi0ai = piai0 für alle i ∈ I(x)\{i0}}.
Die Formel für die Menge ri R(x) ist nun eine offensichtliche Folgerung hieraus.
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Bemerkungen:
1. Für alle Einheitsvektoren ei besitzen die Stabilitätsbereiche ein nichtleeres
Inneres intR(ei) 6= ∅.
2. Bekanntlich ist
R(0) = {p ∈ Rn : b < pi ≤ ui or Mai ≤ pi ≤ ui ∀i = 1, . . . , n}
(Theorem 6.5). Angenommen es ist R(0) 6= ∅. Dann gilt dim R(0) = n
offensichtlich genau dann, wenn für alle Indizes i = 1, . . . , n mindestens
eine der Ungleichungen b < ui bzw. Mai < ui erfüllt ist.
Weiter benötigen wir für die Betrachtung von Optimalitätsbedingungen im pes-
simistischen Fall das folgende Lemma.
Lemma 6.8. Sei ein Punkt p ∈ R(0) gegeben und sei intR(0) = ∅. Dann
existiert ein Index i ∈ {1, . . . , n} mit p ∈ R(ei).
Beweis. Angenommen es gilt p ∈ R(0) und intR(0) = ∅. Dann ist offenbar
dim R(0) < n. Demzufolge existiert ein Index i mit b ≥ ui und Mai ≥ ui.
Für diesen Index gilt b < ui oder Mai ≤ pi ≤ ui wegen p ∈ R(0). Somit




= Maj ≤ pj ≤ uj für alle Indizes j 6= i. Hieraus folgt nun p ∈ R(ei).
Wir wissen bereits, dass die Mengen cl R(x) im allgemeinen nicht konvex sind.
Um dennoch gut mit den Stabilitätsbereichen arbeiten zu können, zeigen wir
im folgenden, dass die Mengen clR(x) sternförmig sind.
Definition 6.1. Eine Menge M heißt sternförmig mit einem Zentrum a ∈ M
genau dann, wenn für alle x ∈ M und alle λ ∈ [0; 1]
λx + (1− λ)a ∈ M gilt.
Um die Sternförmigkeit der Mengen cl R(x) zu zeigen, beweisen wir zunächst
das folgende Lemma.
Lemma 6.9. Sei ein Punkt x ∈ X\{0} gegeben und ein Index i0 ∈ I(x). Weiter
seien l1, l2 ∈ R reelle Zahlen mit















Dann existiert ein Punkt p̄ ∈ ri R(x) mit p̄i0 ∈ (l1; l2), so dass
pλ := λp̄ + (1− λ)p ∈ riR(x) gilt und pλi0 ∈ (l1; l2)





: i /∈ I(x) mit b < ui und l1 < uiai0
ai
}.
Dann existiert eine reelle Zahl p̄i0 mit





















+ ui) für alle i /∈ I(x) mit b ≥ ui
0.5(b + ui) für alle i /∈ I(x) mit b < ui, l1 ≥ ui ai0ai




Wir wollen nun zeigen, dass p̄ ∈ ri R(x) und p̄i0 ∈ (l1; l2) gilt.
Die Eigenschaft p̄i0 ∈ (l1; l2) folgt offensichtlich aus der Definition von p̄i0 .
Weiter gilt 0 < b < p̄i < ui für alle Indizes i /∈ I(x) mit b < ui. Für alle anderen
Indizes i folgt 0 < p̄i0
ai
ai0
< ui aus der Ungleichung 0 ≤ l1 < p̄i0 < ui ai0ai und
somit 0 < p̄i < ui. Demzufolge ist 0 < p̄i < ui für alle i = 1, . . . , n. Weiter
folgt aus der Definition von p̄ offensichtlich p̄i0
ai
ai0




< p̄i für alle Indizes i /∈ I(x) mit ui ≤ b und b < p̄i für alle Indizes















wegen p̄i0 < l2. Aus Theorem 6.7 folgt somit p̄ ∈ ri R(x).
Seien nun ein beliebiger Punkt p ∈ clR(x) mit pi0 ∈ [l1; l2] und eine beliebige
reelle Zahl λ ∈ (0; 1) gegeben. Sei weiter pλ := λp̄ + (1 − λ)p. Wir wollen nun
pλ ∈ ri R(x) und pλi0 ∈ (l1; l2) zeigen. Dazu verwenden wir Formel (6.10).
Aus 0 < p̄i < ui und 0 ≤ pi ≤ ui für alle i = 1, . . . , n folgt offensichtlich


















































Für alle Indizes i ∈ I(x) ist











Sei nun ein beliebiger Index k /∈ I(x) gegeben. Wir unterscheiden dann 3 Fälle.








2. Fall: Angenommen es gilt uk > b und l1 ≥ uk ai0ak . Dann ist pi0
ak
ai0
≥ l1 akai0 ≥ uk
und somit b ≤ pk. Wegen b < p̄k folgt nun b < pλk .
3. Fall: Angenommen es gilt uk > b und l1 < uk
ai0
ak









Somit haben wir nun pλ ∈ ri R(x) und pλi0 ∈ (l1; l2) gezeigt (siehe Formel (6.10)).
Folgerung 6.10. Die Menge clR(x) ist sternförmig für alle x ∈ X. Außerdem
existiert ein Zentrum p̄ ∈ riR(x) mit λp̄+(1−λ)p ∈ ri R(x) für alle p ∈ clR(x)
und für alle λ ∈ (0; 1).
Beweis. Für x = 0 folgt die Behauptung direkt aus Theorem 6.5 und For-
mel (6.8). Für x 6= 0 erhalten wir Behauptung aus Theorem 6.6 und Lemma 6.9













6.4 Die Lösungsmengen Ψ(p)
In diesem Kapitel wollen wir eine explizite Beschreibung der Lösungsmenge
Ψ(p) für alle Punkte p ∈ Y angeben. Wir können bereits für alle Punkte x ∈ X
den zugehörigen Stabilitätsbereich R(x) angeben. Wegen Ψ(p) = {x ∈ X :
p ∈ R(x)} (siehe (2.9)) ist es somit möglich, die Mengen Ψ(p) anhand der
Stabilitätsbereiche zu bestimmen.
Um also zu überprüfen, ob für zwei gegebene Punkte p und x die Beziehung
x ∈ Ψ(p) gilt, kann man die Gültigkeit von p ∈ R(x) testen. Dennoch ist es
nicht sinnvoll, dies für alle x ∈ X zu tun, um Ψ(p) zu bestimmen. Anstatt
dessen werden wir die folgenden Lemmas verwenden. Zunächst erhalten wir in
Analogie zu Lemma 6.1 das folgende Lemma.
Lemma 6.11. Sei p ∈ Y und x ∈ X\{0}.
1. Angenommen es gilt x = x1 + x2 für zwei Punkte x1, x2 ∈ X\{0}. Sei
weiter x ∈ Ψ(p). Dann folgt x1 ∈ Ψ(p) und x2 ∈ Ψ(p).
2. Aus x ∈ Ψ(p) folgt ei ∈ Ψ(p) für alle Indizes i ∈ I(x).
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Beweis. 1.) Sei x ∈ Ψ(p). Dann gilt p ∈ R(x). Aus Lemma 6.1 erhalten wir
somit p ∈ R(x1) und p ∈ R(x2). Hieraus folgt nun x1 ∈ Ψ(p) und x2 ∈ Ψ(p).
2.) Sei x ∈ X\{0} mit x ∈ Ψ(p). Dann gilt p ∈ R(x). Aus Lemma 6.2 folgt somit
p ∈ R(ei) für alle Indizes i ∈ I(x). Demzufolge ist ei ∈ Ψ(p) für alle Indizes
i ∈ I(x).
Mit Hilfe von Lemma 6.11 und in Analogie zu Lemma 6.2 können wir nun zeigen,
dass jeder Punkt x 6= 0 genau dann optimal ist, wenn er zulässig ist und alle
Einheitsvektoren ei mit i ∈ I(x) optimal sind.
Lemma 6.12. Sei x ∈ X\{0} und p ∈ Y . Dann gilt x ∈ Ψ(p) genau dann,
wenn p>x ≤ b und ei ∈ Ψ(p) gelten für alle Indizes i ∈ I(x).
Beweis. Sei x ∈ Ψ(p). Dann ist x eine zulässige Lösung für p ∈ Y , d.h. es
ist x>p ≤ b. Die Eigenschaften ei ∈ Ψ(p) für alle Indizes i ∈ I(x) folgen aus
Lemma 6.11.
Sei ei ∈ Ψ(p) für alle Indizes i ∈ I(x) und sei p>x ≤ b. Dann gilt p ∈⋂
i∈I(x) R(e
i). Wir wollen nun p ∈ R(x) und somit x ∈ Ψ(p) zeigen.
Aus p ∈ R(ei) für alle Indizes i ∈ I(x) folgt f(ei0 , p) = f(ei, p) für alle Indizes










f(x, p) = f(ei0 , p).
Wegen p ∈ R(ei0) erhalten wir also (p>y > b oder f(x, p) = f(ei0 , p) ≤ f(y, p))
für alle Punkte y ∈ X. Zusammen mit den Voraussetzungen p ∈ Y und p>x ≤ b
folgt somit x ∈ Ψ(p).
Auf Grund von Lemma 6.12 ist es für uns wichtig zu wissen, welche der Ein-
heitsvektoren in der Lösungsmenge liegen. Außerdem interessiert uns, wann der
Nullvektor optimal ist.
Lemma 6.13. Sei ein Punkt p ∈ Y gegeben. Weiter seien
J(p) := {i ∈ {1, . . . , n} : pi ≤ min{b,Mai}} und
J̄(p) := {j ∈ {1, . . . , n} : ej ∈ Ψ(p)}.
Dann gelten die folgenden Behauptungen.
1. Sei J(p) 6= ∅. Dann ist








2. Die Aussagen J(p) = ∅, J̄(p) = ∅ und Ψ(p) = {0} sind zueinander äqui-
valent.
3. Es ist 0 ∈ Ψ(p) genau dann, wenn J(p) = ∅ oder wenn pi = Mai für alle
Indizes i ∈ J(p) gilt.
Beweis. 1. ” ⊆ “: Sei j ∈ J̄(p) beliebig. Dann gilt e
j ∈ Ψ(p) und somit
p ∈ R(ej). Hieraus folgt j ∈ J(p) und f(ej , p) ≤ f(ei, p) für alle Indizes















pj ≤ min{b,Maj} und f(ej , p) ≤ f(ei, p)
für alle Indizes i ∈ J(x). Weiter erhalten wir für alle Indizes i /∈ J(p)






Hieraus folgt nun p ∈ R(ej), d.h. es ist j ∈ J̄(p).
2. Angenommen es gilt J(p) = ∅. Dann sind alle Einheitsvektoren unzulässig
oder sie haben einen schlechteren Zielfunktionswert als 0. Somit ist kein
Einheitsvektor in der Lösungsmenge, d.h. es ist J̄(p) = ∅. Aus J̄(p) = ∅
folgt nun, dass wegen Lemma 6.12 kein x 6= 0 in der Lösungsmenge ist.
Also gilt Ψ(p) = {0}. Sei Ψ(p) = {0}. Dann ist J(p) = ∅ offensichtlich.
Somit sind die Aussagen zueinander äquivalent.
3. Es gilt 0 ∈ Ψ(p) genau dann, wenn p ∈ R(0) ist. Wegen Theorem 6.5
gilt dies genau dann, wenn b < pi ≤ ui oder Mai ≤ pi ≤ ui gelten für
alle Indizes i = 1, . . . , n. Dies ist wiederum genau dann der Fall, wenn
J(p) = ∅ oder Mai = pi gilt für alle i ∈ J(p) .
Hieraus erhalten wir die folgende Folgerung.
Folgerung 6.14. Sei ein Punkt x ∈ X\{0} gegeben und ein Punkt p ∈ ri R(x).
Dann gilt I(x) = J̄(p).
Proof. Sei i ∈ I(x) beliebig. Dann folgt p ∈ R(ei) aus p ∈ R(x). Also ist
ei ∈ Ψ(p), d.h. i ∈ J̄(p). Es gilt somit I(x) ⊆ J̄(p) und folglich auch J̄(p) 6= ∅.
Sei ein beliebiger Index k ∈ {1, . . . , n} gegeben mit k /∈ I(x). Dann gilt b < pk
oder pi0/ai0 < pk/ak wegen Theorem 6.7 und wegen p ∈ ri R(x). Dann folgt
aber k /∈ J̄(p) aus Lemma 6.13 und J̄(p) 6= ∅. Somit ist I(x) ⊇ J̄(p), d.h. es gilt
Gleichheit der Indexmengen.
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Um eine Menge Ψ(p) für einen Punkt p ∈ Y zu berechnen, bestimmen wir
zunächst die Indexmenge J̄(p) durch Ordnen aller Indizes i ∈ J(p) hinsichtlich
des Wertes pi/ai. Danach müssen wir nur noch den Nullvektor betrachten und
alle zulässigen Summen finden. Dabei ist X = {x ∈ Zn+ : xi ≤ βi ∀i} zu
beachten (siehe (6.3)). Wir können somit den folgenden Algorithmus verwenden.
Algorithmus 6.1. Eingabe: p ∈ Y
1. Bestimme die Menge J(p) := {i ∈ {1, . . . , n} : pi ≤ min{b,Mai}}. Gilt
J(p) = ∅, so setze S := {0}; sonst bestimme die Indexmenge







2. Gilt J(p) 6= ∅, so setze S := T := {ei : i ∈ J̄(p)}. Solange T 6= ∅ ist, gehe
wie folgt vor:
(a) Setze Tneu := ∅.
(b) Für alle Punkte x ∈ T und alle Indizes j ∈ J̄(p) setze S := {x+ei}∪S
und Tneu := {x + ei} ∪ Tneu falls die Bedingungen xi < βi und
p>(x + ei) ≤ b erfüllt sind.
(c) Setze T := Tneu.
3. Gilt pi = Mai für alle Indizes i ∈ J̄(p), so setze S := S ∪ {0}.
Ausgabe: S
Theorem 6.15. Angenommen für einen Punkt p ∈ Y wird mit Algorithmus 6.1
eine Menge S berechnet. Dann gelten die folgenden Behauptungen.
1. Wird der Schritt (2) in Algorithmus 6.1 das m-te mal durchlaufen, so
werden alle Punkte x ∈ Ψ(p) berechnet mit ∑ni=1 xi = m + 1.
2. Die berechnete Menge S entspricht der Lösungsmenge Ψ(p).
3. Der Algorithmus ist endlich.
Beweis. Gilt J(p) = ∅, so sind wegen Lemma 6.13 die Behauptungen des
Theorems offensichtlich erfüllt. Sei also im folgenden J(p) 6= ∅. Außerdem sei
T0 := {ei : i ∈ J̄(p)} und sei Tk die Menge aller Punkte, die beim k-ten
Durchlaufen von Schritt (2) berechnet werden. Wir wollen nun zeigen, dass
Tk = {x ∈ Ψ(p) :
∑n
i=1 xi = k + 1} gilt. Dazu verwenden wir die Methode der
vollständigen Induktion. Im Fall k = 0 folgt die Behauptung aus Lemma 6.13.
Wir nehmen nun an, dass die Behauptung für k − 1 gilt.
” ⊆ “: Sei x ∈ Tk beliebig. Dann existiert ein Punkt x
′ ∈ Tk−1 und ein Ein-
heitsvektor ei0 ∈ T0 mit x = x′ + ei0 und x′i0 < βi0 , x>p ≤ b. Auf Grund der
Induktionsvoraussetzung gilt nun x′ ∈ Ψ(p) und ∑ni=1 x′i = k. Wegen x′ ∈ Ψ(p)
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gilt natürlich auch x′ ∈ X. Zusammen mit x′i0 < βi0 erhalten wir somit x ∈ X.




xi = 1 +
n∑
i=1
x′i = k + 1.
Somit gilt x ∈ {x ∈ Ψ(p) : ∑ni=1 xi = k + 1}.
” ⊇ “: Sei x ∈ Ψ(p) mit
∑n
i=1 xi = k + 1. Dann folgt i ∈ J̄(p) für alle Indizes
i ∈ I(x) wegen Lemma 6.12. Sei nun i0 ∈ I(x) und sei x′ := x− ei0 . Dann gilt






xi − 1 = k und x′ ∈ Ψ(p)
wegen Lemma 6.11. Auf Grund der Induktionsvoraussetzung gilt somit x′ ∈
Tk−1. Der Punkt x wird somit beim k-ten Durchlauf von Schritt (2) des Algo-
rithmus aus den Punkten x′ und ei0 generiert, d.h. es ist x ∈ Tk.
Alle anderen Behauptungen des Theorems sind einfache Folgerungen hieraus,
da die Menge X endlich viele Elemente enhält und 0 ∈ Ψ(p) im Schritt (3) des
Algorithmus geprüft wird.
Beispiel 6.2. Seien n = 2, a = (1, 2)>, b = 4, β = (1, 3)>, M = 1, u =
(5, 5)> und p = (1, 2)>. Wir wollen nun die Lösungsmenge Ψ(p) berechnen.
Dazu verwenden wir Algorithmus 6.1. Dann gilt
J(p) = {i ∈ {1, . . . , n} : pi ≤ min{b,Mai}} = {1, 2}.
Außerdem ist p1/a1 = p2/a2 = 1. Die Menge der optimalen Einheitsvektoren
ist demzufolge
{ei : ei ∈ Ψ(p)} = {e1, e2}.
Weiter werden im Schritt(2) des Algorithmus die Punkte x = (1, 1)> und x =
(0, 2)> erzeugt. Außerdem gilt 0 ∈ Ψ(p) wegen p1/a1 = p2/a2 = M . Somit ist
Ψ(p) = {(1, 0)>, (0, 1)>, (1, 1)>, (0, 2)>, (0, 0)>}.
6.5 Die erweiterten Lösungsmengen Ψ̄(p)
In diesem Kapitel wollen wir erweiterten Lösungsmengen Ψ̄(p) mit p ∈ Y für
unser Problem 6.1 untersuchen. Diese wurden definiert durch
Ψ̄(p) = {x ∈ X : p ∈ clR(x)} (6.11)
(siehe Definition 2.3). Die hierdurch gegebene erweiterte Lösungsmengenabbil-
dung Ψ̄ : Y → 2X ist die kleinste unterhalbstetige Punkt-Menge-Abbildung mit
Ψ(p) ⊆ Ψ̄(p) für alle Punkte p ∈ Y (siehe Theorem 2.3).
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Die in der Definition verwendeten Mengen cl R(x) haben wir bereits in Theo-
rem 6.6 und in (6.8) angegeben. Wir werden dies also nun nutzen, um Ei-
genschaften der erweiterten Lösungsmengen zu untersuchen und um Berech-
nungsmöglichkeiten zu entwickeln.
Im folgenden Lemma geben wir zunächst einige triviale Eigenschaften an.
Lemma 6.16. 1. Für alle Punkte p ∈ Y gilt
Ψ(p) ⊆ Ψ̄(p) ⊆ {x ∈ X : x>p ≤ b, f(x, p) ≤ M}.
2. Seien Punkte x, x1, x2 ∈ X\{0} gegeben mit x = x1 + x2 und x ∈ Ψ̄(p).
Dann gilt x1 ∈ Ψ̄(p) und x2 ∈ Ψ̄(p).
3. Sei x ∈ X\{0}. Weiter sei x ∈ Ψ̄(p) für p ∈ Y . Dann gilt ei ∈ Ψ̄(p) für
alle Indizes i ∈ I(x).
Beweis. Die erste Eigenschaft ist offensichlich.
Seien Punkte x, x1, x2 ∈ X\{0} gegeben mit x = x1 + x2 und x ∈ Ψ̄(p). Dann
gilt p ∈ cl R(x) (siehe (6.11)). Somit existiert eine Folge {pk} ⊆ R(x) mit
limk→∞ pk = p0. Aus Lemma 6.1 erhalten wir nun {pk} ⊆ R(xi) für i = 1, 2.
Demzufolge ist p0 ∈ cl R(xi) für i = 1, 2. Somit gilt x1 ∈ Ψ̄(p) und x2 ∈ Ψ̄(p)
wegen (6.11).
Die dritte Behauptung des Lemmas ist eine triviale Folgerung aus der zweiten
Behauptung.
Die Menge Ψ(p) ist für alle Punkte p ∈ Y eine Teilmenge von Ψ̄(p), aber im
allgemeinen gilt keine Gleichheit. Sei zum Beispiel n = 1, a1 = 1, b = 2, β1 = 1
und u1 = 3. Dann gilt R(1) = [0, 2] und R(0) = (2, 3]. Demzufolge ist hier
Ψ(2) = {1} 6= Ψ̄(2) = {0, 1}.
Im folgenden sind wir an einer expliziten Darstellung der Mengen Ψ̄(p) inter-
essiert. Aus diesem Grund untersuchen wir, welche Einheitsvektoren für p ∈ Y
Elemente der Menge Ψ̄(p) sind. Hierfür benötigen wir das folgende Lemma.
Lemma 6.17. Seien ein Punkt p ∈ Y gegeben und zwei Indizes i, j ∈ {1, . . . , n}
mit i 6= j. Weiter sei ej ∈ Ψ̄(p), pi ≤ b und piai <
pj
aj
. Dann gilt pi = b < ui.
Beweis. Wegen ej ∈ Ψ̄(p) gilt p ∈ clR(ej) (siehe (6.11)). Aus Theorem 6.6 folgt
wegen I(ej) = {j} und i 6= j somit
b ≤ pi ≤ ui oder pj ai
aj




≤ pi ≤ ui im Fall b ≥ ui.
Auf Grund der Voraussetzung piai <
pj
aj
gilt demzufolge b < ui und b ≤ pi ≤ ui.
Zusammen mit der Voraussetzung pi ≤ b erhalten wir also pi = b < ui.
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Weiter benötigen wir für die Betrachtung der erweiterten Lösungsmengen noch
die folgende Definition.
Definition 6.2. Sei ein Punkt p ∈ Y gegeben und sei
J(p) := {i ∈ {1, . . . , n} : pi ≤ min{b,Mai}}
die Indexmenge aller zulässigen Einheitsvektoren, welche keinen schlechteren
Zielfunktionswert als 0 ∈ X haben. Sei weiter
J(p) = J1 ∪ . . . ∪ JN , N ≤ n
eine Partitionierung der Indexmenge J(p) in disjunkte Teilmengen. Diese Par-
titionierung heißt geordnet, wenn für alle Indizes i, j ∈ J(p) mit i ∈ Js, j ∈ Jt
und 1 ≤ s ≤ t ≤ N die folgenden Bedingungen erfüllt sind:
1. Es ist piai =
pj
aj
genau dann, wenn s = t gilt.
2. Es ist piai <
pj
aj
genau dann, wenn s < t gilt.
Mit Hilfe von Lemma 6.17 und Definition 6.2 können wir nun ermitteln, welche
Einheitsvektoren in der erweiterten Lösungsmengen für einen Punkt p ∈ Y
liegen.
Theorem 6.18. Sei ein Punkt p ∈ Y gegeben und sei J(p) 6= ∅. Weiter sei
J(p) = J1 ∪ . . . ∪ JN eine geordnete Partitionierung der Indexmenge J(p).
1. Angenommen es existiert ein Index l ∈ {1, . . . , N} mit pi = b < ui für
alle Indizes i ∈ Js und alle s < l. Weiter existiere ein Index j ∈ Jl mit
pj < b oder b = uj. Dann gilt
{i : ei ∈ Ψ̄(p)} = J1 ∪ . . . ∪ Jl.
2. Angenommen es gilt pi = b < ui für alle Indizes i ∈ J(p). Dann ist
{i : ei ∈ Ψ̄(p)} = J(p).
Beweis. 1.) Sei p ∈ Y . Angenommen es existieren Indizes l ∈ {1, . . . , N} und
j ∈ Jl mit pj < b oder b = uj und mit pi = b < ui für alle Indizes i ∈ Js und
alle Indizes s < l. Wir zeigen nun {i : ei ∈ Ψ̄(p)} = J1 ∪ . . . ∪ Jl.
” ⊇ “: Seien beliebige Indizes s ∈ {1, . . . , l} und i ∈ Js gegeben. Wir wollen
p ∈ clR(ei) = {p ∈ Y : pi ≤ min{Mai, b},
pk ≥ pi ak
ai
für alle k 6= i mit uk ≤ b,
pk ≥ min{b, pi ak
ai
} für alle k 6= i mit uk > b}
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zeigen (siehe auch Theorem 6.6). Die Bedingungen pi ≤ Mai und pi ≤ b folgen
aus der Voraussetzung i ∈ Jl ⊆ J(p). Wir untersuchen nun die Bedingungen für
die Indizes k 6= i. Hierfür unterscheiden wir die Fälle k /∈ J(p), k ∈ Jt mit t < s
und k ∈ Jt mit t ≥ s.
Angenommen es gilt k /∈ J(p). Auf Grund der Definition von J(p) und wegen
i ∈ J(p) ist dann b < pk ≤ uk oder pi akai ≤ Mak < pk ≤ uk. Es liegt also der
Fall b < uk vor und die Bedingungen sind erfüllt.
Angenommen es gilt k ∈ Jt mit t < s. Dann gilt pk = b < uk wegen t < s ≤ l
und auf Grund der Wahl des Index l, d.h. die entsprechenden Bedingungen sind
wiederum erfüllt.
Angenommen es gilt k ∈ Jt mit t ≥ s. Da eine geordnete Partitionierung von
J(p) vorliegt, gilt somit pi/ai ≤ pk/ak. Somit sind auch in diesem Fall die
entsprechenden Bedingungen erfüllt.
Demzufolge gilt p ∈ clR(ei) und somit ei ∈ Ψ̄(p). Da die Indizes i, s beliebig
gewählt wurden, gilt also
{i : ei ∈ Ψ̄(p)} ⊇ J1 ∪ . . . ∪ Jl.
” ⊆ “: Angenommen es existiert ein Index i ∈ {1, . . . , n} mit e
i ∈ Ψ̄(p) und
i /∈ J1 ∪ . . . ∪ Jl. Dann folgt p ∈ clR(ei) aus der Annahme ei ∈ Ψ̄(p). Somit
gilt pi ≤ b und pi ≤ Mai (siehe Theorem 6.6). Es ist also i ∈ J(p). Wegen
i /∈ J1 ∪ . . . ∪ Jl existiert also ein Index r > l mit i ∈ Jr. Da eine geordnete
Partitionierung von J(p) vorliegt und l < r ist, gilt also pj/aj < pi/ai für alle
Indizes j ∈ Jl. Außerdem ist pj ≤ b für alle Indizes j ∈ Jl wegen Jl ⊆ J(p).
Demzufolge erhalten wir b = pj < uj für alle Indizes j ∈ Jl (siehe Lemma 6.17).
Dies ist jedoch ein Widerspruch zur Wahl des Index l.
Somit gilt also
{i : ei ∈ Ψ̄(p)} = J1 ∪ . . . ∪ Jl.
2.) Sei p ∈ Y . Wir nehmen nun an, es gilt pi = b < ui für alle Indizes i ∈ J(p).
Wir zeigen nun {i : ei ∈ Ψ̄(p)} = J(p).
Sei ein beliebiger Index i ∈ J(p) gegeben. Für diesen Index wollen wir nun
p ∈ clR(ei) zeigen. Wir überprüfen also für alle Indizes j ∈ {1, . . . , n} die
entsprechenden Ungleichungen (siehe Theorem 6.6).
Aus i ∈ J(p) folgt die gewünschte Ungleichungen pi ≤ min{Mai, b}. Außerdem
gilt pj = b < uj für alle Indizes j ∈ J(p), d.h. auch für diese Indizes gelten die




≤ Maj ≤ pj ≤ uj , d.h. auch für die Indizes j /∈ J(p) gelten die
gewünschten Bedingungen. Demzufolge ist p ∈ cl R(ei) und somit ei ∈ Ψ̄(p). Da
der Index i ∈ J(p) beliebig gewählt wurde, gilt also
{i : ei ∈ Ψ̄(p)} ⊇ J(p).
Die umgekehrte Inklusion ist trivial (siehe auch Lemma 6.16).
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Wir können nun die Aussagen von Theorem 6.18 nutzen, um die erweiterten
Lösungsmengen Ψ̄(p) zu bestimmen.
Theorem 6.19. Sei p ∈ Y . Dann gelten die folgenden Aussagen.
1. Ist J(p) = ∅, so gilt Ψ̄(p) = {0}.
2. Sei J(p) 6= ∅ und sei pi = b < ui für alle Indizes i ∈ J(p). Dann gilt
Ψ̄(p) = {ei : i ∈ J(p)} ∪ {0}.
3. Sei J(p) 6= ∅ und sei J(p) = J1 ∪ . . . ∪ JN eine geordnete Partitionierung
von der Menge J(p). Weiter seien l ∈ {1, . . . , N} und j0 ∈ Jl Indizes mit
pj0 < b oder b = uj0 und mit pi = b < ui für alle i ∈ Js und alle s < l.
(a) Angenommen es gilt außerdem Maj0 = pj0 . Dann ist
Ψ̄(p) = {ei : i ∈ J1 ∪ . . .∪Jl}∪{x ∈ X : I(x) ⊆ Jl, p>x ≤ b}∪{0}.
(b) Gilt pj0 < Maj0 , so ist
Ψ̄(p) = {ei : i ∈ J1 ∪ . . . ∪ Jl} ∪ {x ∈ X\{0} : I(x) ⊆ Jl, p>x ≤ b}.
Beweis. 1.) Sei J(p) = ∅. Dann gilt Ψ(p) = {0} ⊆ Ψ̄(p) (siehe Lemma 6.13,
Lemma 6.16). Wegen Lemma 6.16 und Theorem 6.18 kann außerdem die Menge
Ψ̄(p) kein weiteres Element enthalten. Somit ist Ψ̄(p) = {0}.
2.) Sei J(p) 6= ∅ und sei pi = b < ui für alle Indizes i ∈ J(p). Dann folgt
Ψ̄(p) ⊇ {ei : i ∈ J(p)} aus Theorem 6.18. Außerdem soll 0 ∈ Ψ̄(p) gezeigt
werden.
Wegen b = pi < ui für alle Indizes i ∈ J(p) und wegen min{Mai, b} < pi ≤ ui
für alle Indizes i /∈ I(p) gilt R(0) 6= ∅ (siehe Theorem 6.5) und p ∈ cl R(0) (siehe
Formel (6.8)). Demzufolge ist also Ψ̄(p) ⊇ {ei : i ∈ J(p)} ∪ {0}.
Wir zeigen nun die umgekehrte Inklusion. Sei also ein beliebiger Punkt 0 6=
x ∈ Ψ̄(p) gegeben. Dann gilt ei ∈ Ψ̄(p) für alle Indizes i ∈ I(x) (Lemma 6.16).
Hieraus folgt nun I(x) ⊆ J(p) (siehe z.B. Theorem 6.18). Wegen der Vorausset-




xi ≤ b, d.h. x ∈ {ei : i ∈ J(p)}.
Demzufolge ist also Ψ̄(p) = {ei : i ∈ J(p)} ∪ {0}.
3) Sei J(p) 6= ∅ und sei J(p) = J1 ∪ . . .∪ JN eine geordnete Partitionierung von
der Menge J(p). Weiter seien l ∈ {1, . . . , N} und j ∈ Jl Indizes mit pj < b oder
b = uj und mit pi = b < ui für alle i ∈ Js und alle s < l.
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Dann gilt Ψ̄(p) ⊇ {ei : i ∈ J1 ∪ . . . ∪ Jl} wegen Theorem 6.18. Weiter müssen
wir zeigen, dass
Ψ̄(p) ⊇ {x ∈ X\{0} : I(x) ⊆ Jl, p>x ≤ b}
gilt. Sei also ein beliebiger Punkt x ∈ X\{0} gegeben mit I(x) ⊆ Jl und p>x ≤
b. Weiter wählen wir ein i0 ∈ I(x). Wir müssen also nun p ∈ clR(x) zeigen.
Hierzu verwenden wir die Formel in Theorem 6.6.
Die Bedingungen p ∈ Y , pi0 ≤ Mai0 und x>p ≤ b folgen aus der Wahl von x.
Wir überprüfen nun die Bedingungen für alle Indizes i ∈ {1, . . . , n}.
Wegen I(x) ⊆ Jl und Definition 6.2 gilt pi/ai = pi0/ai0 für alle Indizes i ∈ I(x).




≤ Mai < pi ≤ ui wegen i0 ∈ Jl ⊆ J(p).
Für die Indizes i ∈ Js mit s < l gilt pi = b < ui auf Grund der Wahl der Index
l.




≤ pi ≤ ui.
Demzufolge ist also x ∈ Ψ̄(p). Somit haben wir bisher
Ψ̄(p) ⊇ {ei : i ∈ J1 ∪ . . . ∪ Jl} ∪ {x ∈ X\{0} : I(x) ⊆ Jl, p>x ≤ b}
gezeigt.
Angenommen es existiert ein Punkt x ∈ Ψ̄(p) mit x 6= 0 und
x /∈ {ei : i ∈ J1 ∪ . . . ∪ Jl} ∪ {x ∈ X : x 6= 0, I(x) ⊆ Jl, p>x ≤ b}.
Auf Grund von x ∈ Ψ̄(p) und x 6= 0 gilt nun ei ∈ Ψ̄(p) für alle Indizes i ∈ I(x)
(Lemma 6.16). Mit Theorem 6.18 erhalten wir somit I(x) ⊆ J1 ∪ . . . ∪ Jl. Auf
Grund der Annahme existiert somit ein Index i0 ∈ I(x)\Jl und ein Punkt x′ 6= 0
mit x = ei0 +x′. Dabei ist I(x′) ⊆ I(x) ⊆ J1∪ . . .∪Jl. Wegen i0 /∈ Jl ist i0 ∈ Js
für ein s < l. Auf Grund der Voraussetzung gilt also pi0 = b. Wir erhalten nun
b ≥ p>x = pi0 + p>x′ = b + p>x′ und somit p>x′ = 0.
Es ist also pi = 0 für alle Indizes i ∈ I(x′). Dann ist aber pi/ai = 0 minimal für
alle i ∈ I(x′), d.h. es ist I(x′) ⊆ J1 (siehe Definition 6.2). Da aber 1 ≤ s < l ist,
ist dies ein Widerspruch zur Voraussetzung pk = b > 0 für alle Indizes k ∈ J1.
Damit haben wir
Ψ̄(p)\{0} = {ei : i ∈ J1 ∪ . . . ∪ Jl} ∪ {x ∈ X\{0} : I(x) ⊆ Jl, p>x ≤ b}
gezeigt. Weiter sei j0 ∈ Jl ein Index mit pj0 < b oder b = uj0 . Wir zeigen nun,
dass 0 ∈ Ψ̄(p) und somit p ∈ cl R(0) genau dann gilt, wenn Maj0 = pj0 ist.
Dazu verwenden wir Theorem 6.5 und Formel 6.8.
Sei 0 ∈ Ψ̄(p). Dann gilt Maj0 ≤ pj0 wegen R(0) 6= ∅ und Maj0 ≥ pj0 wegen
j0 ∈ J(p). Also ist Maj0 = pj0 .
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Sei Maj0 = pj0 . Dann sind die Bedingungen min{b,Mai} ≤ pi ≤ ui und (b < ui
oder Mai ≤ ui) für alle Indizes i = 1, . . . , n zu zeigen. Diese Bedingungen
gelten offensichtlich für alle Indizes i /∈ J(p) und für alle Indizes i ∈ J(p) mit
b = pi < ui. Wir betrachten also nun alle Indizes i ∈ J(p), für welche pi < b
oder pi = b = ui gilt und somit i ∈ Jt mit t ≥ l (siehe Wahl des Index l). Wegen






≤ M wegen i ∈ J(p)
und somit Mai = pi. Also sind auch für diese Indizes die Bedingungen erfüllt.
Folglich gilt 0 ∈ Ψ̄(p).
Somit haben wir nun alle Aussagen des Theorems gezeigt.
Beispiel 6.3. Seien n = 2, a = (1, 2)>, b = 4, M = 6, β = (1, 1)> und sei







Sei p = (2, 4)>. Dann gilt J(p) = J1 =
{1, 2}. Somit ist Ψ̄(p) = {e1, e2}. Sei
p = (3, 4)>. Dann gilt J1 = {2} und
J2 = {1}. Wegen p1 < b und p1 <
Ma1 folgt somit Ψ̄(p) = {e1, e2}. Sei
p = (4, 4)>. Dann gilt J(p) = {1, 2}
und p1 = b < u1, p2 = b < u2. Somit
ist Ψ̄(p) = {0, e1, e2}.
6.6 Lösungsfunktionen
In diesem Kapitel untersuchen wir die Lösungsfunktionen für das Problem der
unteren Ebene
”max “{E(p, x) = (p− c)
>x : p ∈ Y, x ∈ Ψ(p)}. (6.12)
Da die Lösungsmenge im allgemeinen mehr als ein Element besitzen, führen wir
wiederum optimistische und pessimistische Lösungsfunktionen φo : Y → R und
φp : Y → R ein (siehe Kapitel 2.5). Dabei ist jedoch zu beachten, dass nun




E(x, p) und φp(p) := min
x∈Ψ(p)
E(x, p). (6.13)
Da wir die Lösungsmengen mittels Algorithmus 6.1 angeben können, können
wir also bereits für alle Punkte p ∈ Y die Werte φo(p) und φp(p) berechnen. Da
die Lösungsmengen jedoch mitunter sehr viele Elemente enthalten können, ist
es sinnvoll die Menge der zu betrachtenden Punkte zunächst zu reduzieren.
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Theorem 6.20. Sei ein Punkt p ∈ Y gegeben. Sei weiter
J+(p) := {i : ei ∈ Ψ(p), pi − ci > 0} und








{E(x, p) : I(x) ⊆ J+(p), x ∈ Ψ(p)} falls J+(p) 6= ∅
0 falls J+(p) = ∅, 0 ∈ Ψ(p)
max
i








{E(x, p) : I(x) ⊆ J−(p), x ∈ Ψ(p)} falls J−(p) 6= ∅
0 falls J−(p) = ∅, 0 ∈ Ψ(p)
min
i
{E(ei, p) : ei ∈ Ψ(p)} falls J−(p) = ∅, 0 /∈ Ψ(p).
Beweis. Wir zeigen die Behauptung für den optimistischen Fall. Für den pessi-
mistischen Fall ist der Beweis analog.
Angenommen die Behauptung gilt nicht. Wir unterscheiden nun 3 Fälle.
1. Fall: Sei J+(p) 6= ∅. Dann existiert ein Index i0 ∈ J+(p). Für diesen gilt
E(ei0 , p) > 0. Demzufolge ist φo(p) ≥ E(ei0 , p) > 0. Auf Grund der Gege-
nannahme existiert kein Punkt x′ ∈ Ψ(p) mit I(x′) ⊆ J+(p) und φo(p) =
E(x′, p). Es existiert demzufolge ein Punkt x ∈ Ψ(p) mit φo(p) = E(x, p) und
I(x) 6⊆ J+(p). Für diesen gilt somit E(x, p) = ∑i∈I(x) xi(pi − ci) > 0. Wegen
I(x) 6⊆ J+(p) ist die Indexmenge I(x) somit die Vereinigung von zwei disjunk-
ten, nichtleeren Teilmengen I1, I2, wobei
I1 := {i ∈ I(x) : pi − ci > 0} und I2 := {i ∈ I(x) : pi − ci ≤ 0}










x1, x2 ∈ X\{0} und somit x1, x2 ∈ Ψ(p) (Lemma 6.11). Wegen E(x2, p) ≤ 0
und E(x, p) = E(x1, p) + E(x2, p) folgt hieraus
E(x1, p) = E(x, p)− E(x2, p) ≥ E(x, p) = φo(p)
und somit E(x1, p) = φo(p). Außerdem ist ei ∈ Ψ(p) für alle Indizes i ∈ I(x1)
und somit I1 = I(x1) ⊆ J+(p). Dies ist aber ein Widerspruch zur Gegenannah-
me.
2. Fall: Sei J+(p) = ∅ und 0 ∈ Ψ(p). Dann gilt φo(p) ≥ E(0, p) = 0. Auf Grund
der Gegenannahme ist also φo(p) > 0. Somit existiert ein Punkt x ∈ Ψ(p)\{0}
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mit E(x, p) = φo(p) > 0. Wegen E(x, p) =
∑
i∈I(x) xi(pi − ci) > 0 existiert
somit ein Index i ∈ I(x) mit ei ∈ Ψ(p) (Lemma 6.12) und pi − ci > 0. Dies ist
aber ein Widerspruch zur Voraussetzung J+(p) = ∅.
3.Fall: Sei J+(p) = ∅ und 0 /∈ Ψ(p). Dann gilt pi − ci ≤ 0 für alle Indizes
i ∈ {1, . . . , n} mit ei ∈ Ψ(p). Sei nun x ∈ Ψ(p) beliebig. Dann ist I(x) 6= ∅









E(x, p) = max
i
{E(ei, p) : ei ∈ Ψ(p)}.
Wir können nun die Werte φo(p) und φp(p) berechnet, ohne erst die gesamte
Menge Ψ(p) bestimmen zu müssen. Im Fall J+(p) = ∅ im optimistischen Fall
bzw. J−(p) = ∅ im pessimistischen Fall ist dies trivial, da die optimalen Einheits-
vektoren einfach berechnet werden können (Lemma 6.13). Im Fall J+(p) 6= ∅ im
optimistischen Fall bzw. J−(p) 6= ∅ im pessimistischen Fall können wir Algo-
rithmus 6.1 verwenden, wobei die Menge J̄(p) durch J+(p) bzw. J−(p) ersetzt
wird.
Als nächstes werden wir die schwachen Lösungsfunktionen untersuchen.
6.7 Die schwachen Lösungsfunktionen
Die schwachen Lösungsfunktionen φ̄o : Y → R und φ̄p : Y → R sind definiert
durch
φ̄o(p0) = lim sup
p∈Y, p→p0
φo(p) und φ̄p(p0) = lim sup
p∈Y, p→p0
φp(p) (6.14)
für alle Punkte p0 ∈ Y (siehe Definition 2.6). Diese Funktionen sind oberhalb-
stetig (Theorem 2.4) und es gilt
φ̄o(p) ≥ φo(p) und φ̄p(p) ≥ φp(p) (6.15)
für alle Punkte p ∈ Y . (Beachte: Es wird in Aufgabe (6.12) maximiert statt mi-
nimiert.) Sowohl für die schwache optimistische als auch für die schwache pessi-
mistische Lösungsfunktion können wir alternative Beschreibungen angeben, z.B.
mit Hilfe von Mengen Ψ̂o(p) bzw. Ψ̂p(p) (siehe Theorem 2.6) oder unter Verwen-
dung von optimistischen bzw. pessimistischen Auswahlfunktionen (siehe Theo-
rem 3.3, (3.12), (3.13)). Im folgenden geben wir solche Berechnungsmöglichkei-
ten für die schwachen Lösungsfunktionen an.
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6.7.1 Die schwache optimistische Lösungsfunktion
Wie wir schon gesehen haben, kann die schwache optimistische Lösungsfunktion
mit Hilfe einer optimistischen Auswahlfunktion oder mit Hilfe der Mengen Ψ̂o(p)
berechnet werden. Hier werden wir jedoch einen anderen Zugang wählen. Auf




Da wir mit Theorem 6.19 für jeden Punkt p ∈ Y die zugehörige erweiterte
Lösungsmenge ermitteln können, können wir also bereits für alle Punkte p ∈ Y
den Wert φ̄o(p) berechnen. Da die erweiterten Lösungsmengen jedoch mitunter
sehr viele Elemente enthalten, ist es sinnvoll die Menge der zu betrachtenden
Punkte in Analogie zu Theorem 6.20 zunächst zu reduzieren.
Theorem 6.21. Sei ein Punkt p ∈ Y gegeben. Sei weiter








{E(x, p) : I(x) ⊆ J̄+(p), x ∈ Ψ̄(p)} falls J̄+(p) 6= ∅
0 falls J̄+(p) = ∅, 0 ∈ Ψ̄(p)
max
i
{E(ei, p) : ei ∈ Ψ̄(p)} falls J̄+(p) = ∅, 0 /∈ Ψ̄(p).
Beweis. Angenommen die Behauptung gilt nicht. Wir unterscheiden nun 3 Fälle.
1. Fall: Sei J̄+(p) 6= ∅. Dann existiert ein Index i0 ∈ J̄+(p). Für diesen gilt
E(ei0 , p) > 0. Demzufolge ist φ̄o(p) ≥ E(ei0 , p) > 0. Auf Grund der Gege-
nannahme existiert kein Punkt x′ ∈ Ψ̄(p) mit I(x′) ⊆ J̄+(p) und φ̄o(p) =
E(x′, p). Es existiert demzufolge ein Punkt x ∈ Ψ̄(p) mit φ̄o(p) = E(x, p) und
I(x) 6⊆ J̄+(p). Für diesen gilt somit E(x, p) = ∑i∈I(x) xi(pi − ci) > 0. We-
gen I(x) 6⊆ J̄+(p) ist die Indexmenge I(x) folglich die Vereinigung von zwei
disjunkten, nichtleeren Teilmengen I1, I2, wobei
I1 := {i ∈ I(x) : pi − ci > 0} und I2 := {i ∈ I(x) : pi − ci ≤ 0}










x1, x2 ∈ X\{0} und somit x1, x2 ∈ Ψ̄(p) (Lemma 6.16). Wegen E(x2, p) ≤ 0
und E(x, p) = E(x1, p) + E(x2, p) folgt hieraus
E(x1, p) = E(x, p)− E(x2, p) ≥ E(x, p) = φ̄o(p)
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und somit E(x1, p) = φ̄o(p). Außerdem ist ei ∈ Ψ̄(p) für alle Indizes i ∈ I(x1)
und somit I1 = I(x1) ⊆ J̄+(p). Dies ist aber ein Widerspruch zur Gegenannah-
me.
2. Fall: Sei J̄+(p) = ∅ und 0 ∈ Ψ̄(p). Dann gilt φ̄o(p) ≥ E(0, p) = 0. Auf Grund
der Gegenannahme ist also φ̄o(p) > 0. Somit existiert ein Punkt x ∈ Ψ̄(p)\{0}
mit E(x, p) = φ̄o(p) > 0. Wegen E(x, p) =
∑
i∈I(x) xi(pi − ci) > 0 existiert
somit ein Index i ∈ I(x) mit ei ∈ Ψ̄(p) (Lemma 6.16) und pi − ci > 0. Dies ist
aber ein Widerspruch zur Voraussetzung J̄+(p) = ∅.
3.Fall: Sei J̄+(p) = ∅ und 0 /∈ Ψ̄(p). Dann gilt pi − ci ≤ 0 für alle Indizes
i ∈ {1, . . . , n} mit ei ∈ Ψ̄(p). Sei nun x ∈ Ψ̄(p) beliebig. Dann ist I(x) 6= ∅









E(x, p) = max
i
{E(ei, p) : ei ∈ Ψ̄(p)}.
6.7.2 Die schwache pessimistische Lösungsfunktion




berechnet werden (siehe Theorem 2.6). Dabei waren für alle Punkte p ∈ Y die
Mengen Ψ̂p(p) wie folgt definiert.
Es gilt für alle Punkte p ∈ Y
Ψ̂p(p) := {x ∈ X : p ∈ clP (x)} (6.18)
(siehe (2.19)), wobei die Mengen P (x) für alle Punkte x ∈ X durch
P (x) := {p ∈ R(x) : φp(p) = E(x, p)} (6.19)
gegeben sind (siehe Definition 2.4). Wir müssen also zunächst die Mengen
clP (x) für alle Punkte x ∈ X näher untersuchen.
Lemma 6.22. Sei min{b,Mai} < ui für alle Indizes i = 1, . . . , n. Dann gilt
clP (0) = cl R(0).
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Beweis. Wegen P (0) ⊆ R(0) gilt offensichtlich cl P (0) ⊆ clR(0). Sei nun
min{b,Mai} < ui für alle Indizes i = 1, . . . , n. Dann gilt
intR(0) = {p ∈ Rn : min{b, Mai} < pi < ui für alle i = 1, . . . , n}
(siehe Bemerkungen nach Theorem 6.7). Somit gilt Ψ(p) = {0} wegen Lem-
ma 6.13 und demzufolge auch p ∈ P (0) für alle Punkte p ∈ intR(0). Also ist
intR(0) ⊆ P (0). Da offenbar cl int R(0) = cl R(0) gilt (siehe (6.8)), ist somit
clR(0) ⊆ cl P (0). Demnach gilt die Behauptung des Lemmas.
Wir führen nun zunächst für alle Indizes i = 1, . . . , n und alle t ∈ {1, . . . , βi}
die Größe





ein. Dies ist die kleinste obere Schranke von pi für alle p ∈ R(tei). Es gilt
also pi ≤ li(t) für alle p ∈ R(tei) bzw. für alle p ∈ clR(tei), wobei der Wert
in mindestens einem Punkt angenommen wird (siehe (6.9), Theorem 6.6 und
Lemma 6.9).
Lemma 6.23. Seien i ∈ {1, . . . , n} und t∗ ∈ {1, . . . , βi} beliebig. Dann gilt
cl P (t∗ei) ⊆ {p ∈ clR(t∗ei) : min{ci, b/(t∗ + 1)} ≤ pi im Fall t∗ < βi
ci ≥ pi im Fall t∗ > 1}. (6.21)
Ist außerdem noch einer der Fälle
1. t∗ = βi
2. t∗ = 1 < βi und min{ci, b/(t∗ + 1)} < li(t∗)
3. 1 < t∗ < βi und min{ci, b/(t∗ + 1)} < min{li(t∗), ci}
erfüllt, so gilt Gleichheit. Es ist in diesen Fällen also
clP (t∗ei) = {p ∈ clR(t∗ei) : min{ci, b/(t∗ + 1)} ≤ pi im Fall t∗ < βi
ci ≥ pi im Fall t∗ > 1}.
Beweis. ” ⊆ “: Sei p ∈ P (t
∗ei). Dann gilt p ∈ R(t∗ei) wegen (6.19) und somit
t∗ei ∈ Ψ(p). Aus Lemma 6.11 und Lemma 6.12 folgt nun
Ψ(p) ⊇ {tei : t ∈ {1, . . . , βi}, tpi ≤ b}.
Wegen p ∈ P (t∗ei) gilt somit E(t∗ei, p) ≤ E(tei, p) oder tpi > b für alle natürli-
chen Zahlen t ∈ {1, . . . , βi}.
Da für alle t < t∗ die Ungleichung tpi ≤ t∗pi ≤ b gilt wegen p ∈ R(t∗ei), ist also
E(t∗ei, p) ≤ E(tei, p) für alle t < t∗. Dies entspricht
t∗(pi − ci) ≤ t(pi − ci)
(t∗ − t)(pi − ci) ≤ 0, d.h. pi ≤ ci wegen t < t∗.
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Es ist also pi ≤ ci im Fall i > 1. Angenommen es ist t∗ < βi und pi < ci. Dann
gilt offensichtlich E(t∗ei, p) > E(tei, p) für alle Zahlen t > t∗. Somit gilt b < tpi
für alle Zahlen t > t∗, d.h.
b < (t∗ + 1)pi ≤ . . . ≤ βipi.
Ist also t∗ < βi, so muss pi ≥ ci oder pi > b/(t∗ + 1) gelten. Demzufolge ist
P (t∗ei) ⊆ {p ∈ clR(t∗ei) : b/(t∗ + 1) < pi oder ci ≤ pi im Fall t∗ < βi
ci ≥ pi im Fall t∗ > 1}. (6.22)
Somit gilt die Inklusion ” ⊆ “ für die Abschließungen der Mengen.




0 im Fall t∗ = βi




li(t∗) im Fall t∗ = 1
min{ci, li(t∗)} im Fall t∗ > 1 .
Wie man nun leicht überprüfen kann, sind die angegebenen Fälle genau dieje-
nigen Fälle, für welche 0 ≤ l1 < l2 ≤ li(t∗) gilt.
Sei nun p0 ∈ clR(t∗ei) beliebig mit p0i ≤ ci im Fall t∗ > 1 und mit p0i ≥
min{ci, b/(t∗ + 1) im Fall t∗ < βi. Wir verwenden nun Lemma 6.9 mit den
angegebenen Zahlen l1 < l2.
Dann existiert eine Folge {pk} ⊆ intR(t∗ei) mit limk→∞ pk = p0 und mit pki ∈
(l1, l2) für alle k. Aus Folgerung 6.14 und Lemma 6.12 folgt dann
t∗ei ∈ Ψ(pk) = {ei, 2ei, . . . , tkei} mit tk := max{t ∈ N : t ≤ βi, tpki ≤ b}.
Für den Fall t∗ = 1 erhalten wir nun tk = 1 = t∗ oder ci < pki für alle k.
Für den Fall t∗ > 1 gilt pki < ci und tk = t
∗ für alle k wegen pki ∈ (l1, l2).
Hieraus folgt nun E(t∗ei, pk) ≤ E(tei, pk) für alle t = 1, . . . , tk und für alle k.
Somit gilt {pk} ⊆ P (t∗ei), d.h. es ist p0 ∈ clP (t∗ei). Demzufolge gelten die
Behauptungen des Lemmas.
Bemerkungen: Wir können nun also für einen Teil der Punkte x = t∗ei die zu-
gehörige Menge cl P (x) berechnen. Für alle anderen Punkte x = t∗ei können wir
Eigenschaften der Mengen clP (x) angeben mit Hilfe von der Inklusion (6.21).
Ist z.B. die rechte Menge in (6.21) leer, so ist auch die Menge cl P (x) leer.
Außerdem erhalten wir aus Lemma 6.23 die folgende Folgerung.
Folgerung 6.24. Sei x = t∗ei mit t∗ < βi und mit
min{ci, b/(t∗ + 1)} = li(t∗) im Fall t∗ = 1 bzw. mit
min{ci, b/(t∗ + 1)} = min{li(t∗), ci} im Fall t∗ > 1.
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Dann ist clP (x) ⊆ {p ∈ cl R(x) : pi = ci}.
Sei weiter clP (x) 6= ∅. Dann ist E(t∗ei, p) = 0 für alle p ∈ clP (x). Außerdem
existiert für alle p ∈ cl P (x) ein
t̃ := max{t ∈ N : t ≤ βi, tpi ≤ b} > t∗
mit p ∈ cl P (t̃ei) und E(t∗ei, p) = 0 = E(t̃ei, p).
Beweis. Für den Fall cl P (x) = ∅ sind die Aussagen der Folgerung offensichtlich.
Sei also cl P (x) 6= ∅. Dann ist auch P (x) 6= ∅. Aus (6.22) folgt somit
b/(t∗ + 1) < pi ≤ li(t∗) oder ci ≤ pi ≤ li(t∗) im Fall t∗ < βi
und pi ≤ min{ci, li(t∗)} im Fall t∗ > 1
für alle Punkte p ∈ P (x) (siehe auch Theorem 6.6). Für die angegebenen Fälle
ist somit pi = ci ≤ b/(t∗ + 1) für alle p ∈ P (x). Somit gilt
clP (x) ⊆ {p ∈ cl R(x) : pi = ci}.
Demzufolge ist offensichtlich E(x, p) = 0 für alle p ∈ clP (x).
Da also im Fall clP (x) 6= ∅ die Werte pi für alle Punkte p ∈ clP (x) konstant
sind, existiert der Wert t̃. Für t̃ gilt entweder pi > b/(t̃ + 1) oder t̃ = βi. Wegen
t∗ < βi und pi ≤ b/(t∗ + 1) ist somit t∗ < t̃. Außerdem gilt p ∈ cl R(t̃ei) für
alle Punkte p ∈ clP (x) wegen p ∈ clR(t∗ei) und t̃pi ≤ b (siehe Theorem 6.6).
Somit erhalten wir p ∈ clP (t̃ei) für alle Punkte p ∈ clP (t∗ei) (Lemma 6.23).
Die Gleichung E(t∗ei, p) = 0 = E(t̃ei, p) für alle Punkte p ∈ clP (t̃ei) ist offen-
sichtlich.
Damit haben wir gezeigt, dass die in Folgerung 6.24 betrachteten x ∈ X zur
Berechnung der Werte φ̄p(p) eigentlich gar nicht nötig sind. Im folgenden werden
wir analoge Ergebnisse für alle x ∈ X angeben, für welche wir die Menge cl P (x)
noch nicht berechnet haben.
Wir beginnen unsere weiteren Betrachtungen mit dem Nullvektor.
Lemma 6.25. Sei min{Mai, b} = ui für einen Index i ∈ {1, . . . , n} und sei
P (0) 6= ∅. Dann gilt ci ≤ min{Mai, b}. Wir unterscheiden nun die folgenden
Fälle.
1. Ist ci < min{Mai, b}, so gilt clP (0) ⊆ cl P (ei) und E(t̃ei, p) ≥ E(0, p)
für alle p ∈ clP (0).
2. Ist ci = min{Mai, b}, so gilt clP (0) ⊆ clP (t∗ei) und E(t∗ei, p) = E(0, p)
für alle p ∈ clP (0) mit t∗ := max{t ∈ N : t ≤ βi, t min{Mai, b} ≤ b}.
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Beweis. Sei i ∈ {1, . . . , n} ein Index mit min{Mai, b} = ui und sei P (0) 6= ∅.
Dann ist R(0) 6= ∅ und somit Mai = ui = pi ≤ b für alle p ∈ clP (0). Weiter
gilt wegen R(0) 6= ∅






≤ uj für alle j 6= i und alle p ∈ R(0).
Wir erhalten somit P (0) ⊆ R(0) ⊆ R(ei). Wegen der Definition der pessimisti-
schen Lösungsfunktion folgt hieraus nun 0 = E(0, p) ≤ E(ei, p) für alle p ∈ P (0)
und somit ci ≤ pi = min{Mai, b} für alle p ∈ P (0).
1. Sei ci < min{Mai, b}. Dann gilt offensichtlich li(1) = min{Mai, b} (siehe
(6.20)) und somit min{ci, b/2} < li(1). Wir können nun mit Lemma 6.23
die Menge cl P (ei) bestimmen. Es gilt
clP (ei) = cl R(ei) ∩ {p ∈ Y : min{ci, b/2} ≤ pi im Fall 1 < βi}.
Wegen P (0) ⊆ cl R(ei) und wegen li(1) = pi für alle p ∈ P (0) folgt hieraus
P (0) ⊆ clP (ei) und somit die Behauptung.
2. Sei ci = min{Mai, b} und sei t∗ := max{t ∈ N : t ≤ βi, t min{Mai, b} ≤
b}. Wegen p ∈ R(ei) und t∗pi ≤ b gilt dann p ∈ R(t∗ei) für alle p ∈ P (0).
Also ist cl P (0) ⊆ clR(t∗ei). Weiter kann leicht li(t∗) = min{Mai, b} =
ci gezeigt werden (siehe (6.20)). Wegen der Definition von t∗ gilt nun
entweder t∗ = βi oder ci = min{Mai, b} = li(t∗) > b/(t∗ + 1). In beiden
Fällen kann offensichtlich mit Lemma 6.23 die Menge cl P (t∗ei) bestimmt
werden. Es ist
clP (t∗ei) = cl R(t∗ei)∩{p ∈ Y : min{ci, b/(t∗+1)} ≤ pi im Fall t∗ < βi}.
Wegen P (0) ⊆ clR(t∗ei) und wegen li(t∗) = pi für alle p ∈ P (0) folgt
hieraus P (0) ⊆ clP (t∗ei) und somit die Behauptung.
Die angegebenen Gleichungen bzw. Ungleichungen sind nun offensichtlich.
Die einzigen Punkte, welche wir bisher noch nicht betrachten haben, sind die
Punkte x ∈ X mit card I(x) > 1. Bevor wir jedoch mit unseren Untersuchungen
beginnen, betrachten wir zunächst das folgende Beispiel.
Beispiel 6.4. Sei n = 2, a = (1, 2)>, b = 4, M = 10, u = (5, 5)> β = (2, 1)>
und c = (1.5, 3)>. Wir betrachten nun den Punkt p0 = (4/3, 8/3)>. Dann gilt
Ψ(p0) = {e1, e2, e1 + e2, 2e1} = X\{0}
(siehe Algorithmus 6.1). Für diese optimalen Lösungen der unteren Ebene er-
halten wir die Funktionswerte
E(e1, p0) = −1/6, E(e1 + e2, p0) = −1/2,
E(e2, p0) = −1/3 und E(2e1, p0) = −1/3.
120
Demzufolge ist p0 ∈ P (e1 + e2) und somit e1 + e2 ∈ Ψ̂p(p0). Andererseits gilt
auf Grund von Lemma 6.23
cl P (2e1) = {p ∈ Y : p1 ≤ 1.5, min{4, 2p1} ≤ p2},
cl P (e2) = {p ∈ Y : p2 ≤ 4, min{4, p2/2} ≤ p1}.
Demzufolge ist p0 ∈ cl P (2e1)∩ clP (e2). Es gilt also {2e1, e2, e1 + e2} ⊆ Ψ̂p(p0)
und somit wegen (6.17)
φ̄p(p0) ≥ E(2e1, p0) = E(e2, p0) > E(e1 + e2),
d.h. wir benötigen den Punkt e1 + e2 zwar zur Berechnung des Wertes φp(p0),
aber nicht zur Berechnung des Wertes φ̄p(p0).
Im nächsten Lemma zeigen wir, dass wir eine analoge Aussage für alle Punkte
p ∈ Y und alle x ∈ X mit card I(x) > 1 treffen können.
Lemma 6.26. Seien Punkte p0 ∈ Y und x ∈ Ψ̂p(p0) gegeben mit card I(x) > 1.
Dann existiert für jeden Index i ∈ I(x) eine natürliche Zahl t∗i ∈ N mit
t∗i e
i ∈ Ψ̂p(p0) und φ̄p(p0) ≥ E(t∗i ei, p0) ≥ E(x, p0).
Beweis. Sei ein x ∈ X gegeben mit card I(x) > 1 und sei p0 ∈ clP (x). Dann
existiert eine Folge {pk} ⊆ P (x) mit lim
k→∞
pk = p0. Sei nun
tki := max
t
{t ∈ N : t ≤ βi, tpki ≤ b} für alle Indizes i ∈ I(x) und k.
O.B.d.A. können wir dabei annehmen, dass natürliche Zahlen t∗i existieren mit
t∗i = t
k
i für alle Indizes i ∈ I(x) und k. Weiter folgt x ∈ Ψ(pk) aus {pk} ⊆ P (x)
und somit t∗i e
i ∈ Ψ(p) für alle Indizes i ∈ I(x) (siehe Lemma 6.12). Demzufolge
ist pk ∈ R(t∗i ei) für alle Indizes i ∈ I(x). Wegen der Wahl der tki folgt aus
Lemma 6.23 also pk ∈ clP (t∗i ei) für alle Indizes i ∈ I(x). Folglich gilt auch
p0 ∈ clP (t∗i ei) für alle Indizes i ∈ I(x).
Weiter gilt φp(pk) = E(x, pk) ≤ E(t∗i ei, pk) wegen {pk} ⊆ P (x) und wegen
t∗i e
i ∈ Ψ(p) für alle Indizes i ∈ I(x) und k. Auf Grund der Stetigkeit der
Funktion E(·, ·) folgt somit die Behauptung.
Wir fassen nun unsere bisherigen Ergebisse im folgenden Theorem zusammen.
Theorem 6.27. Sei RX ⊆ X eine diskrete Menge bestehend aus den folgenden
Elementen:
0 ∈ RX im Fall min{b,Mai} < ui für alle i = 1, . . . , n





0 im Fall t = βi










} im Fall t = 1




} im Fall t > 1.
Für alle Punkte x /∈ RX und für alle p ∈ clR(x) existiert ein x̄ ∈ RX mit
p ∈ clP (x̄) und E(x, p) ≤ E(x̄, p) ≤ φ̄p(p).
Bemerkungen:1.) Wenn wir die Bezeichnungen li1(t) und li2(t) verwenden, so
erhalten wir aus Lemma 6.23
clP (tei) = cl R(tei) ∩ {p ∈ Y : pi ∈ [li1(t); li2(t)]} (6.23)
für alle Punkte tei ∈ RX\{0}.
2.)Für den Fall β = (1, 1, . . . , 1)> gilt stets li1(1) = 0 < li2(1). Somit ist dann
RX = {0, e1, e2, . . . , en} falls min{Mai, b} < ui ist für alle i = 1, . . . , n
RX = {e1, e2, . . . , en} falls ein Index i existiert mit min{Mai, b} ≥ ui.
Für alle Punkte p ∈ Y sei im folgenden
R̂Ψp(p) := {x ∈ RX : p ∈ clP (x)}. (6.24)
Dies entspricht offensichtlich
R̂Ψp(p) = Ψ̂p(p) ∩RX. (6.25)




Damit wurde die Anzahl der Punkte x ∈ X, welche man für die Berechnung der
schwach pessimistischen Lösungfunktion benötigt, erheblich reduziert. Dabei ist
natürlich die Berechnung der Mengen R̂Ψp(p) nötig. Dies ist aber möglich, da
wir in Lemma 6.22 und Lemma 6.23 die entsprechenden Mengen clP (x) angeben
konnten.
Wir betrachten hierfür das folgende Theorem, wobei wir die Bezeichnungen li1(t)
und li2(t) aus Theorem 6.27 übernehmen.
Theorem 6.28. Sei p ∈ Y gegeben. Dann besteht die Menge R̂Ψp(p) aus den
folgenden Elementen
0 ∈ R̂Ψp(p) im Fall 0 ∈ Ψ̄(p) mit min{Mai, b} < ui für alle i = 1, . . . , n,
tei ∈ R̂Ψp(p) im Fall tei ∈ Ψ̄(p) mit tei ∈ RX und pi ∈ [li1(t); li2(t)].
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Beweis. Laut Definition (6.24) ist genau dann 0 ∈ R̂Ψp(p), wenn 0 ∈ RX und
p ∈ clP (0) gelten. Dabei gilt wegen Theorem 6.27 0 ∈ RX genau dann, wenn
die Bedingung min{Mai, b} < ui für alle i = 1, . . . , n erfüllt ist. Weiter ist
clP (0) = cl R(0) im Fall 0 ∈ RX (Lemma 6.22), d.h. die Aussagen 0 ∈ Ψ̄(p)
und p ∈ clP (0) sind zueinander äquivalent. Demzufolge gelten für x = 0 die
Aussagen des Theorems.
Sei x = tei. Dann gilt laut Definition (6.24) genau dann x ∈ R̂Ψp(p), wenn x ∈
RX ist und p ∈ cl P (x). Dabei entspricht x ∈ RX der Bedingung li1(t) < li2(t)
(Theorem 6.27). Weiter ist wegen (6.23)
clP (x) = cl R(x) ∩ {p ∈ Y : li1(t) ≤ pi ≤ li2(t)}.
Demzufolge gilt p ∈ cl P (x) genau dann, wenn pi ∈ [li1(t); li2(t)] und p ∈ clR(x)
und somit x ∈ Ψ̄(p) ist. Somit gelten für x = tei die Aussagen des Theorems.
Weitere Elemente können nicht in der Menge R̂Ψp(p) liegen auf Grund von
(6.24) und der Definition der Menge RX.
Da wir nun die Mengen R̂Ψp(p) bestimmen können für alle Punkte p ∈ Y ,





berechnen. Wir demonstrieren dies am folgenden Beispiel.
Beispiel 6.5. Sei n = 2, a = (1, 2)>, b = 4, M = 10, u = (5, 5)> β = (2, 1)>
und c = (1.5, 3)>. Dann ist offensichtlich RX ⊆ {0, e1, 2e1, e2}. Wir überprüfen
also nun diese Elemente. Wegen b < u1, b < u2 gilt 0 ∈ RX. Weiter ist
l11(1) = 1.5 < l12(1) = min{10, 4, 5} = 4, d.h. e1 ∈ RX
l11(2) = 0 < l12(2) = min{1.5, 10, 4, 5} = 1.5, d.h. 2e1 ∈ RX
l21(1) = 0 < l22(1) = min{20, 4, 5} = 4, d.h. e2 ∈ RX.
Demzufolge ist also RX = {0, e1, 2e1, e2}. Wir betrachten nun den Punkt p =
(1, 2)>. Dann erhalten wir mit Theorem 6.19 die erweiterte Lösungsmenge
Ψ̄(p) = {e1, 2e1, e2, e1 + e2, 2e1 + e2}
und somit RX ∩ Ψ̄(p0) = {e1, 2e1, e2}. Weiter gilt
p1 ∈ [l11(2); l12(2)] und p2 ∈ [l21(1); l22(1)] aber p1 /∈ [l11(1); l12(1)].
Wegen Theorem 6.28 ist also R̂Ψp(p) = {2e1, e2}. Demzufolge erhalten wir
φ̄p(p) = max{E(2e1, p), E(e2, p)} = max{−1,−1} = −1.
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6.8 Die Mengen L̄(x) und Lp(x)
Unser Ziel ist es, die Optimalitätsbedingungen aus Theorem 2.8, Folgerung 2.10
und Folgerung 2.12 für das Assortment Pricing Problem (6.1) zu spezifizieren.




{E(x, p) : p ∈ clR(x)}




{E(x, p) : p ∈ cl P (x)}
für alle Punkte x ∈ X (siehe (2.23)), um im pessimistischen Fall das Theorem 2.8
anwenden zu können.
Wir unterteilen dieses Kapitel somit wie folgt. Zunächst bestimmen wir die
Mengen L̄(x) für alle Punkte x ∈ X. Danach untersuchen wir die Mengen Lp(x)
für alle Punkte x ∈ X.
6.8.1 Die Mengen L̄(x)
In diesem Abschnitt wollen wir die Mengen
L̄(x) := locmax
p
{E(x, p) : p ∈ clR(x)} (6.27)
für alle Punkte x ∈ X bestimmen. Wir beginnen unsere Untersuchungen mit
dem Punkt 0 ∈ X.
Angenommen es gilt R(0) = ∅. Dann ist offensichtlich cl R(0) = ∅ und somit
L̄(0) = ∅. Sei also im folgenden R(0) 6= ∅, d.h. es sei b < ui oder Mai ≤ ui für
alle Indizes i = 1, . . . , n (siehe Theorem 6.5). Dann gilt
L̄(0) = locmax
p
{E(p,0) : p ∈ clR(0)}
= locmax{0 : p ∈ clR(0)}
= cl R(0). (6.28)
Somit müssen wir nur noch die Mengen L̄(x) untersuchen mit x ∈ X\{0}.
Theorem 6.29. Sei x ∈ X und sei i0 ∈ I(x) beliebig. Außerdem sei p∗ ∈ Y
ein Punkt mit

















für alle Indizes i ∈ I(x)\{i0}
p∗k := uk für alle Indizes k /∈ I(x).
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Dann gilt p∗ ∈ L̄(x). Weiter ist L̄(x) = {p ∈ clR(x) : pi0 = p∗i0}, d.h.
L̄(x) = {p ∈ Y : pi = p∗i ∀i ∈ I(x), pk ∈ [p∗i0
ak
ai0
, uk] ∀k /∈ I(x) : b ≥ uk,
pk ∈ [min{b, p∗i0
ak
ai0
}, uk] ∀k /∈ I(x) : b < uk}.
Beweis. Wegen Theorem 6.6 gilt offensichtlich p∗ ∈ clR(x). Weiter gelten für
























xi(p∗i − ci) = E(x, p∗)
für alle Punkte p ∈ clR(x). Folglich gilt
p∗ ∈ argmax{E(x, p) : p ∈ cl R(x)} ⊆ L̄(x).
Sei ein Punkt p ∈ clR(x) gegeben mit pi0 < p∗i0 . Weiter sei h ∈ Rn ein Punkt
mit hi = ai für alle Indizes i mit pi < ui und mit hi = 0 für alle Indizes i mit




Weiter erhalten wir p + th ∈ clR(x) für alle hinreichen kleinen reellen Zahlen
t > 0 (siehe Theorem 6.6). Außerdem ist E(x, p) < E(x, p + th) für alle diese
Zahlen t > 0, d.h. der Funktionswert wächst in der Richtung h. Demzufolge gilt
p /∈ L̄(x). Hieraus folgt nun L̄(x) = {p ∈ clR(x) : pi0 = p∗i0}. Zusammen mit
Theorem 6.6 erhalten wir somit
L̄(x) = {p ∈ Y : pi = p∗i ∀i ∈ I(x), pk ∈ [p∗i0
ak
ai0
, uk] ∀k /∈ I(x) : b ≥ uk,
pk ∈ [min{b, p∗i0
ak
ai0
}, uk] ∀k /∈ I(x) : b < uk}.
Beispiel 6.6. Seien n = 2, a = (1, 2)>, b = 4, M = 6, β = (1, 1)> und
u = (5, 5)>. Dann gilt wegen Theorem 6.29 und (6.28)
L̄(0) = {p ∈ R2 : 4 ≤ p1 ≤ 5, 4 ≤ p2 ≤ 5}
L̄(e1) = {p ∈ R2 : p1 = 4, p2 ∈ [4, 5]}
L̄(e2) = {p ∈ R2 : p1 ∈ [2, 5], p2 = 4}
L̄(e1 + e2) = {p ∈ R2 : p1 = 4/3, p2 = 8/3}.
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6.8.2 Die Mengen Lp(x)
In diesem Kapitel wollen wir die Mengen
Lp(x) := locmax
p
{E(x, p) : p ∈ cl P (x)} (6.29)
für alle Punkte x ∈ X bestimmen. Zunächst untersuchen wir die Mengen Lp(x)
für alle Punkte x ∈ RX, da wir für diese Punkte die Mengen cl P (x) explizit
angeben können (siehe Lemma 6.22 und Lemma 6.23).




{E(p,0) : p ∈ clP (0)}
= locmax{0 : p ∈ cl P (0)}
= cl P (0) = cl R(0). (6.30)
Sei nun x ∈ RX mit x 6= 0. Dann existieren ein t ∈ N und ein Index i mit x = tei
und li1(t) < li2(t), wobei wir die Bezeichnungen li1(t), li2(t) aus Theorem 6.27
übernehmen. Für diese Punkte gilt das folgende Theorem.
Theorem 6.30. Sei ein Punkt x = tei gegeben mit x ∈ RX. Dann gilt










} im Fall t = 1




} im Fall t > 1 ist.
Beweis. Wegen tei ∈ RX gilt li1(t) < li2(t) (Theorem 6.27) und
clP (tei) = cl R(tei) ∩ {p ∈ Y : pi ∈ [li1(t); li2(t)]}
(siehe (6.23)). Wir betrachten nun zunächst einen Punkt p∗ ∈ Y mit p∗i := li2(t)
und p∗k := uk für alle Indizes k 6= i. Wegen





gilt dann offensichtlich p∗ ∈ cl R(tei) (Theorem 6.6). Aus p∗i ∈ [li1(t); li2(t)] folgt
somit p∗ ∈ clP (tei). Außerdem erhalten wir
E(tei, p) = t(pi − ci) ≤ t(p∗i − ci) = E(p∗, x)
für alle Punkte p ∈ clP (tei). Folglich ist
p∗ ∈ argmax{E(tei, p) : p ∈ cl P (tei)} ⊆ Lp(tei).
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Sei ein Punkt p ∈ cl P (x) gegeben mit pi < p∗i = li2(t). Weiter sei h ∈ Rn ein
Punkt mit hk = ak für alle Indizes k mit pk < uk und mit hk = 0 für alle Indizes
k mit pk = uk. Dann gilt hi = ai wegen pi < p∗i ≤ ui0 .
Weiter erhalten wir p + εh ∈ clP (x) für alle hinreichen kleinen reellen Zahlen
ε > 0 (siehe (6.23)). Außerdem ist E(tei, p) < E(tei, p + εh) für alle diese
Zahlen ε > 0, d.h. der Funktionswert wächst in der Richtung h. Demzufolge gilt
p /∈ Lp(tei). Hieraus folgt nun Lp(tei) = {p ∈ clR(x) : pi = li2(t)}.
Für einige Punkte x /∈ RX können wir die Mengen cl P (x) nicht explizit ange-
ben, aber wir können dennoch Aussagen über die Mengen Lp(x) treffen. Es gilt
für diese Punkte das folgende Lemma.
Lemma 6.31. Sei ein Punkt x /∈ RX gegeben und ein Punkt p0 ∈ Y , für welche
x ∈ Ψ̂p(p0), φ̄p(p0) = E(x, p0) und p0 /∈ Lp(x)
gilt. Dann existiert ein Punkt x̄ ∈ RX mit
x̄ ∈ Ψ̂p(p0), φ̄p(p0) = E(x̄, p0) und p0 /∈ Lp(x̄).
Beweis. Seien ein Punkt x /∈ RX gegeben und ein Punkt p0 ∈ cl P (x). Wir
nehmen nun an, dass p0 /∈ Lp(x) gilt. Wegen der Definition
Lp(x) = locmax{E(x, p) : p ∈ clP (x)} (siehe (6.29))
existiert somit eine Folge {pk} ⊆ cl P (x) mit lim
k→∞
pk = p0 und mit E(x, pk) >
E(x, p0) für alle k. Wegen Theorem 6.27 und da die Menge RX endlich ist,
können wir o.B.d.A. annehmem, dass ein x̄ ∈ RX existiert mit {pk} ⊆ P (x̄)
und mit E(x̄, pk) ≥ E(x, pk) für alle k.
Wegen {pk} ⊆ P (x̄) gilt nun p0 ∈ P (x̄), d.h. x̄ ∈ Ψ̂p(p0). Somit ist auf Grund
der Voraussetzung
φ̄p(p0) = E(x, p0) ≥ E(x̄, p0) (siehe (6.17)).
Demzufolge gilt also
E(x̄, pk) ≥ E(x, pk) > E(x, p0) ≥ E(x̄, p0)
für alle k. Hieraus folgt nun p0 /∈ Lp(x̄). Außerdem erhalten wir E(x, p0) =
E(x̄, p0) durch Berechnung des Grenzwertes für k →∞. Somit gelten die Aus-
sagen des Lemmas.
6.9 Optimalitätsbedingungen
In diesem Kapitel wollen wir die Optimalitätsbedingungen für den optimisti-
schen und den pessimistischen Fall diskutieren. Dabei sollen die Bedingungen
aus Theorem 2.8, Folgerung 2.10 und Theorem 2.11 für das Assortment Pricing
Problem (6.1) spezifiziert werden.
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6.9.1 Der optimistische Fall
Für die schwach lokal optimistischen Lösungen erhalten wir nun aus Folge-
rung 2.10 das folgende Theorem.
Theorem 6.32. Es ist p0 ∈ locmax{φ̄o(p) : p ∈ Y } genau dann, wenn p0 ∈
L̄(x) gilt für alle Punkte x ∈ Ψ̄(p0) mit φ̄o(p0) = E(x, p0).
Beweis. Der Beweis folgt direkt aus Folgerung 2.10.
Die Bedingungen des Theorems können nun leicht überprüft werden, indem der
Wert φ̄o(p0) mit Theorem 6.21, die erweiterte Lösungsmenge mit Theorem 6.19
und die Mengen L̄(x) mit (6.28) bzw. Theorem 6.29 berechnet werden. Dabei
muss man im Fall x 6= 0 mit i0 ∈ I(x) offenbar nur die Bedingung












überprüfen, um die Bedingung p0 ∈ L̄(x) zu verifizieren.
Da die Funktion φ̄o : Y → R oberhalbstetig ist (siehe Theorem 2.4) und die
Menge Y kompakt, existiert stets eine schwach lokal optimistische Lösung. Es
gilt also
locmax{φ̄o(p) : p ∈ Y } 6= ∅. (6.31)
Weiter können wir nun mit Hilfe von Folgerung 2.12 Optimalitätsbedingungen
für lokal optimistische Lösungen aufstellen. Wir erhalten das folgende Theorem.
Theorem 6.33. Es ist p0 ∈ locmax{φo(p) : p ∈ Y } genau dann, wenn φo(p0) =
φ̄o(p0) und p0 ∈ locmax{φ̄o(p) : p ∈ Y } gilt.
Beweis. Das Theorem entspricht Folgerung 2.12 für die Aufgabe (6.1).
Im Gegensatz zu anderen Aufgabenstellungen (siehe z.B. Beispiel 2.11) existiert
für die Aufgabe (6.1) stets eine lokal optimistische Lösung. Es gilt die folgende
Folgerung aus Theorem 6.33.
Folgerung 6.34. Es gilt
u ∈ locmax{φ̄o(p) : p ∈ Y } und u ∈ locmax{φo(p) : p ∈ Y }.
Beweis. Sei x ∈ Ψ̄(u) beliebig und somit u ∈ cl R(x). Auf Grund von Theo-
rem 6.29 gilt dann auch u ∈ L̄(x). Somit ist u ∈ locmax{φ̄o(p) : p ∈ Y }
(siehe Theorem 6.32). Außerdem kann man leicht zeigen, dass Ψ̄(u) = Ψ(u) gilt.
Demzufolge ist φo(u) = φ̄o(u) und somit u ∈ locmax{φo(p) : p ∈ Y } (siehe
Theorem 6.33).
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6.9.2 Der pessimistische Fall
Für die schwach lokal pessimistischen Lösungen erhalten wir aus Theorem 2.8
das folgende Theorem.
Theorem 6.35. Es ist p0 ∈ locmax{φ̄p(p) : p ∈ Y } genau dann, wenn p0 ∈
Lp(x) gilt für alle Punkte x ∈ R̂Ψp(p0) mit φ̄p(p0) = E(x, p0).
Beweis. Sei p0 ∈ locmax{φ̄p(p) : p ∈ Y }. Dann gilt p0 ∈ Lp(x) für alle Punkte
x ∈ Ψ̂p(p0) mit φ̄p(p0) = E(x, p0) (Theorem 2.8). Wegen R̂Ψp(p0) ⊆ Ψ̂p(p0)
(siehe (6.24)) gelten somit die angegebenen Bedingungen.
Sei nun ein Punkt p0 ∈ Y gegeben und sei p0 ∈ Lp(x) für alle Punkte x ∈
R̂Ψp(p0) mit φ̄p(p0) = E(x, p0). Dann gilt wegen Lemma 6.31 und wegen (6.25)
p0 ∈ Lp(x) für alle Punkte x ∈ Ψ̂p(p0) mit φ̄p(p0) = E(x, p0). Aus Theorem 2.8
folgt nun p0 ∈ locmax{φ̄p(p) : p ∈ Y }.
Die Bedingungen des Theorems können nun für jeden Punkt p0 ∈ Y leicht
überprüft werden, indem die Menge R̂Ψp(p0) mit Theorem 6.28 berechnet wird.
Dann erhält man mit Formel (6.26) den Wert φ̄p(p0) und mit (6.30) bzw. mit
Theorem 6.30 die Mengen Lp(x) für alle Punkte x ∈ R̂Ψp(p0). Dabei muss man
im Fall x = tei offensichtlich nur die Bedingung p0i = li2(t) überprüfen, um die
Bedingung p0 ∈ Lp(x) zu verifizieren.
Da die Funktion φ̄p : Y → R oberhalbstetig ist (siehe Theorem 2.4) und die
Menge Y kompakt, existiert stets eine schwach lokal pessimistische Lösung. Es
gilt also
locmax{φ̄p(p) : p ∈ Y } 6= ∅. (6.32)
In Analogie zu Folgerung 6.34 kann man außerdem zeigen, dass
u ∈ locmax{φ̄p(p) : p ∈ Y } (6.33)
gilt. Weiter können wir nun mit Hilfe von Folgerung 2.12 Optimalitätsbedin-
gungen für lokal pessimistische Lösungen aufstellen. Wir erhalten das folgende
Theorem.
Theorem 6.36. Es ist p0 ∈ locmax{φp(p) : p ∈ Y } genau dann, wenn
φp(p0) = φ̄p(p0) und p0 ∈ locmax{φ̄p(p) : p ∈ Y } gilt.
Beweis. Das Theorem folgt direkt aus Folgerung 2.12.
Im Gegensatz zum optimistischen Fall (siehe Folgerung 6.34) existiert nicht
immer eine lokal pessimistische Lösung. Wir demonstrieren dies im folgenden
Beispiel.
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Beispiel 6.7. Sei im folgenden n = 2, a = (1, 1)>, b = 6, M = 8, u = (5, 5)>,
β = (1, 1)> und c = (1, 2)>. Dann gilt RX = {e1, e2}. Weiter ist Lp(e1) =
{(5, 5)>} = Lp(e2). Wegen Theorem 6.36 gilt demzufolge
locmax{φp(p) : p ∈ Y } ⊆ {(5, 5)>}.
Sei also p0 = u = (5, 5)>. Dann gilt R̂Ψp(p0) = {e1, e2} und demzufolge
φ̄p(p0) = max{4, 3} = 4.
Weiter ist Ψ(p0) = {e1, e2}. Folglich gilt φp(p0) = min{3, 4} = 3. Wegen
φp(p0) 6= φ̄p(p0) ist also p0 /∈ locmax{φp(p) : p ∈ Y }, d.h.
locmax{φp(p) : p ∈ Y } = ∅.
6.9.3 Einige Beispiele
In diesem Kapitel werden wir einige einfache Beispiele betrachten, um die An-
wendung der Optimalitätsbedingungen zu demonstrieren.
Beispiel 6.8. seien im folgenden n = 2, a = (1, 2)>, c = (1, 2)>, β = (1, 1)>,










E(e1, p) ≥ E(e2, p) für p1 + 1 ≥ p2,
E(e1 + e2, p) ≥ E(e2, p) für E(e1, p) ≥ 0,
E(e1 + e2, p) ≥ E(e1, p) für E(e2, p) ≥ 0.
Wir wollen nun für einige Punkte die Optimalitätsbedingungen überprüfen.
1. Sei p̃ = (4, 4)>. Dann gilt Ψ(p̃) = {e2} und somit φo(p̃) = φp(p̃) =
E(e2, p̃) = 2. Weiter ist
Ψ̄(p̃) = R̂Ψp(p̃) = {e1, e2,0} und somit φ̄o(p̃) = φ̄p(p̃) = E(e1, p̃) = 3.
Wegen 2 = φo(p̃) < φ̄o(p̃) = 3 und 2 = φo(p̃) < φ̄o(p̃) = 3 erhalten wir aus
Theorem 6.33 und aus Theorem 6.36, dass der Punkt p̃ weder eine lokal
optimistische noch eine lokal pessimistische Lösung ist. Wegen
φ̄o(p̃) = φ̄p(p̃) = E(e1, p̃) = 3 > E(e2, p̃) > E(0, p̃)
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und p̃ ∈ L̄(e1) = Lp(e1) ist der Punkt p̃ zumindest noch eine schwa-
che lokal optimistische bzw. pessimistische Lösung (siehe Theorem 6.32,
Theorem 6.35).
2. Sei p̂ = (3, 4)>. Dann gilt Ψ(p̂) = {e2} und Ψ̄(p̂) = R̂Ψp(p̂) = {e1, e2}.
Somit ist
φ̄o(p̂) = φ̄p(p̂) = 2 = E(e1, p̂) = E(e2, p̂).
Da jedoch p̂ /∈ L̄(e1) bzw. p̂ /∈ Lp(e1) ist, ist der Punkt p̂ weder eine schwa-
che lokal optimistische noch eine schwache lokal pessimistische Lösung.
Demzufolge ist p̂ auch keine lokal optimistische oder lokal pessimistische
Lösung.
3. Sei p̄ = (2, 4)>. Dann gilt Ψ(p̄) = {e1, e2} = Ψ̄(p̄) = R̂Ψp(p̄). Somit ist
φp(p̄) = E(e1, p̄) < E(e2, p̄) = φo(p̄) = φ̄o(p̄) = φ̄p(p̄).
Weiter gilt p̄ ∈ L̄(e2) = Lp(e2). Demzufolge ist also p̄ eine lokal optimisti-
sche aber keine lokal pessimistische Lösung. Außerdem ist p̄ eine schwache
lokal optimistische/pessimistische Lösung.
4. Sei p∗ = (4/3, 8/3)>. Dann gilt Ψ(p∗) = {e1, e2, e1 + e2} = Ψ̄(p∗) und
R̂Ψp(p∗) = {e1, e2}. Demzufolge ist
φp(p∗) = E(e1, p∗) = 1/3 < E(e2, p∗) = 2/3 = φ̄p(p∗) und
E(e1 + e2, p∗) = 1 = φo(p∗) = φ̄o(p∗)
Da außerdem zwar p∗ ∈ L̄(e1 + e2) aber p∗ /∈ Lp(e2) ist, ist der Punkt
p∗ also eine lokal optimistische aber keine (schwach) lokal pessimistische
Lösung.
Beispiel 6.9. Seien
a> = (10, 8, 6, 12, 5, 4, 2, 3)
c> = (4, 4, 4, 4, 4, 4, 4, 4)
p> = (5, 4, 3, 6, 4, 4, 4, 5)
β> = (1, 1, 1, 1, 1, 1, 1, 1)
u> = (5, 10, 6, 10, 5, 5, 10, 5) und M = 10, b = 20.
Wir wollen nun die Optimalitätsbedingungen für den Punkt p überprüfen. Dafür
müssen wir zunächst die Lösungsmenge und die erweiterte Lösungsmenge be-
rechnen.
Zuerst untersuchen wir die Einheitsvektoren. Die Werte pi/ai sind für die In-
dizes i = 1, 2, 3, 4 minimal. Wegen p1 < b und wegen RX = {e1, e2, . . . , e8} gilt
somit
{i : ei ∈ Ψ(p)} = {i : ei ∈ Ψ̄(p)} = {1, 2, 3, 4} und R̂Ψp(p) = {e1, e2, e3, e4}.
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Durch Berechnen aller zulässigen Summen erhalten wir demzufolge
Ψ(p) = Ψ̄(p) = {x =
∑
i∈I
ei : ∅ 6= I ⊆ {1, 2, 3, 4}}.
Weiter gilt
E(e1, p) = 1, E(e2, p) = 0, E(e3, p) = −1 und E(e4, p) = 2.
Mit E(x, p) =
∑
i∈I(x) xiE(e
i, p) erhalten wir demzufolge
φ̄o(p) = φo(p) = 3 = E(e1 + e4, p) = E(e1 + e2 + e4, p),
φ̄p(p) = E(e4, p) = 2 and φp(p) = −1 = E(e3, p).
Wegen φp(p) 6= φ̄p(p) ist p also keine lokal pessimistische Lösung. Da aber
p ∈ Lp(e4) gilt wegen





ist der Punkt p eine schwache lokal pessimistische Lösung. Wir verifizieren nun
die Bedingungen p ∈ L(e1 + e4) und p ∈ L(e1 + e2 + e4). Wegen
L(e1 + e4) = {5} × [4, 10]× [3, 6]× {6} × [2.5, 5]× [2, 5]× [1, 10]× [1.5, 5]
und
L(e1 + e2 + e4) = {5} × {4} × [3, 6]× {6} × [2.5, 5]× [2, 5]× [1, 10]× [1.5, 5]
sind diese Bedingungen erfüllt. Somit ist der Punkt p eine lokal optimistische
Lösung.
Im folgenden seien die Vektoren a, p, c, β, M und u unverändert, aber es sei jetzt
b = 4.5. Dann gilt Ψ(p) = Ψ̄(p) = {e2, e3} = R̂Ψp(p) und
φo(p) = φ̄o(p) = φ̄p(p) = E(p, e2) = 0 > −1 = E(p, e3) = φp(p).
Durch Überprüfen der Menge L̄(e2) = Lp(e2) erhalten wir, dass p∗2 = 4.5 6= p2
gilt für alle Punkte p∗ ∈ Lp(e2) = L̄(e2). Somit ist der Punkt p weder eine
schwach lokal optimistische noch eine schwach lokal pessimistische Lösung.
6.10 Lösungsverfahren
Natürlich kennt man mit p0 = u stets eine lokal optimistische und schwach
lokal pessimistische Lösung (siehe (6.33), Folgerung 6.34). In vielen Fällen ist
jedoch der Funktionswert in diesem Punkt nicht gut genug. Betrachten wir
hierfür zum Beispiel den Fall ui > min{b,Mai} für alle Indizes i = 1, . . . , n.
Dann gilt φo(u) = φp(u) = 0. In der Anwendung würde dies bedeuten, dass der
Produzent keinen Profit erzielt. Es ist also sinnvoll, die Algorithmen 2.1 und 2.2
zu verwenden, um ausgehend von einem Startpunkt p0 ∈ Y eine schwach lokal
optimistische bzw. pessimistische Lösung zu bestimmen.
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Algorithmus 6.2. (Schwach lokal optimistische Lösung)
Eingabe: p0 ∈ Y
0. k := 0
1. Berechne Ψ̄(pk), φ̄o(pk) und M(pk) := {x ∈ Ψ̄(pk) : φ̄o(pk) = E(x, pk)}.
2. Falls ein xk ∈ M(pk) existiert mit pk /∈ L̄(xk), so wähle ein pk+1 ∈ L̄(xk)
und gehe mit k := k + 1 zu Schritt 1.; sonst Stopp.
Ausgabe: pk ∈ locmax{φ̄o(p) : p ∈ Y }
Theorem 6.37. Der Algorithmus 6.2 berechnet in endlich vielen Iterationen
eine schwach lokal optimistische Lösung.
Beweis. Wenn der Algorithmus stoppt, so ersieht man leicht aus Theorem 6.32,
dass der berechnete Punkt eine schwach lokal optimistische Lösung ist. Es ist
also nur zu zeigen, dass der Algorithmus tatsächlich nach endlich vielen Ite-
rationen stoppt. Angenommen dies ist nicht der Fall. Dann berechnet der Al-
gorithmus Folgen {pk} ⊆ Y und {xk} ⊆ X mit xk ∈ M(pk), pk /∈ L̄(xk)
und pk+1 ∈ L̄(xk) für alle k ≥ 0. Aus pk+1 ∈ L̄(xk) für alle k folgt weiter
xk ∈ Ψ̄(pk+1) und somit φ̄o(pk+1) ≥ E(xk, pk+1) für alle k. Also gilt
φ̄o(pk) = E(xk, pk) < E(xk, yk+1) ≤ φ̄o(pk+1) für alle k.
Demzufolge ist φ̄o(pk) < φ̄o(pl) für alle Indizes k < l. Da card X < ∞ gilt,
existierten zwei Indizes k, l mit k < l und xk = xl. Dann ist xk = xl ∈ Ψ̄(pl),
d.h. pl ∈ clR(xk). Zusammen mit pk+1 ∈ L̄(xk) und pl /∈ L̄(xl) = L̄(xk) ergibt
dies
E(xk, pk+1) > E(xk, pl) = E(xl, pl).
Dies ist aber ein Widerspruch zu
E(xk, pk+1) ≤ φ̄o(pk+1) ≤ φ̄o(pl) = E(xl, pl).
Also endet der Algorithmus nach endlich vielen Iterationen.
Aus dem Beweis erhalten wir weiter die Ungleichung
φ̄o(p0) ≤ φ̄o(pk) für alle k, (6.34)
wobei p0 den Startpunkt und pk die durch Algorithmus 6.2 berechnete schwach
lokal optimistische Lösung bezeichnet.
Algorithmus 6.3. (Schwach lokal pessimistische Lösung)
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Eingabe: p0 ∈ Y
0. k := 0
1. Berechne R̂Ψp(pk), φ̄p(pk) und
M(pk) := {x ∈ R̂Ψp(pk) : φ̄p(pk) = E(x, pk)}.
2. Falls ein xk ∈ M(pk) existiert mit pk /∈ Lp(xk), so wähle ein pk+1 ∈
Lp(xk) und gehe mit k := k + 1 zu Schritt 1.; sonst Stopp.
Ausgabe: pk ∈ locmax{φ̄p(y) : y ∈ Y }
Theorem 6.38. Der Algorithmus 6.3 berechnet in endlich vielen Iterationen
eine schwach lokal pessimistische Lösung.
Beweis. Der Beweis folgt direkt aus Theorem 2.14, wobei der Übergang von
den Mengen Ψ̂p(p) zu den Mengen R̂Ψp(p) durch Lemma 6.31 gerechtfertigt
wird.
Da stets eine lokal optimistische Lösung existiert (siehe Folgerung 6.34), sind wir
natürlich auch an einem Algorithmus zur Berechnung einer lokal optimistischen
Lösung interessiert. Ausgehend von einem Startpunkt p0 ∈ Y können wir hierfür
die folgende Methode verwenden.
Algorithmus 6.4. (Lokal optimistische Lösung)
Eingabe: p0 ∈ Y
0. k := 0
1. Verwende Punkt pk und Algorithmus 6.2 zur Berechnung einer schwach
lokal optimistischen Lösung vk.
2. Gilt φ̄o(vk) = φo(vk), dann Stopp; sonst gehe zu Schritt 3.
3. Bestimme einen Punkt xk ∈ Ψ̄(vk) mit E(xk, vk) = φ̄o(vk). Wähle weiter
einen Punkt pk+1 ∈ L̄(xk) mit pk+1 6= vk und pk+1 ∈ R(xk).
Setze k := k + 1 und gehe zu Schritt 1.
Ausgabe: pk ∈ locmax{φo(p) : p ∈ Y }
Wir erinnern uns, dass eine schwach lokal optimistische Lösung vk keine lokal
optimistische Lösung ist, wenn ein Punkt xk ∈ Ψ̄(vk) existiert mit φo(vk) <
E(xk, vk) = φ̄o(vk) (Theorem 6.33). In diesem Fall wählt also der Algorithmus
einen Punkt pk+1 ∈ L̄(xk) ∩ R(x) und sucht erneut nach einer schwach lokal
optimistischen Lösung.
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Theorem 6.39. Algorithmus 6.4 berechnet eine lokal optimistische Lösung.
Beweis. Aus den Optimalitätsbedingungen von Theorem 6.33 ist ersichtlich,
dass wir eine lokal optimistische Lösung gefunden haben, wenn der Algorithmus
stoppt. Wir haben somit nur zu zeigen, dass der Algorithmus endlich ist.
Angenommen dies ist nicht der Fall. Dann berechnet der Algorithmus Folgen
{pk} ⊆ Y , {vk} ⊆ Y und {xk} ⊆ X. Dabei gilt pk+1, vk ∈ L̄(xk) für alle k ≥ 0,
da vk eine schwach lokal optimistische Lösung ist. Aus der Ungleichung (6.34)
erhalten wir somit
φ̄o(pk) ≤ φ̄o(vk) = E(xk, vk) = E(xk, pk+1) ≤ φo(pk+1) ≤ φ̄o(pk+1) ∀k ≥ 0.
Angenommen es gilt xk = xl für zwei Indizes k < l. Dann ist
E(xk, vk) ≤ φo(pk+1) ≤ φ̄o(pk+1) ≤ φ̄o(pl) ≤ φ̄o(vl) = E(xl, vl).
Zusammen mit vk ∈ L̄(xk) und vl ∈ L̄(xl) = L̄(xk) erhalten wir
E(xk, vk) = φo(pk+1) = φ̄o(pk+1) = φ̄o(pl) = E(xl, vl).
Hieraus ergibt sich nun pk+1 = vk+1 und φo(pk+1) = φ̄o(pk+1). Dies ist aber ein
Widerspruch zu
φo(vk+1) < E(vk+1, xk+1) = φ̄o(vk+1).
Somit sind alle Elemente der Folge {xk} voneinander verschieden. Dies jedoch
ist ein Widerspruch zur endlichen Kardinalität der Menge X. Somit ist der
Algorithmus endlich.
Bemerkung: Da xk ∈ Ψ̄(vk) und xk /∈ Ψ(vk) für all k gilt, wird die Eigenschaft
pk+1 6= vk durch die Bedingung pk+1 ∈ R(xk)∩ L̄(xk) impliziert. Somit ist also
pk+1 ein beliebiger Punkt der Menge R(xk) ∩ L̄(xk).
Wie sehen also diese Mengen aus? Aus (6.9), Theorem 6.5, Theorem 6.29 und
(6.28) erhält man offensichtlich
R(0) ∩ L̄(0) = {p ∈ Rn : Mai ≤ pi ≤ ui oder b < pi ≤ ui für alle i = 1, . . . , n}
und























, uk] ∪ (b, uk] ∀k /∈ I(x) : uk > b}
für alle Punkte x ∈ X und alle Indizes i0 ∈ I(x).
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Beispiel 6.10. Es seien
a> = (10, 8, 6, 12, 5, 4, 2, 3)
c> = (4.5, 4, 3.5, 4, 4, 4, 4, 4)
p0
>
= (5, 4, 3, 6, 4, 4, 4, 5)
β> = (1, 1, 1, 1, 1, 1, 1, 1)
u> = (5, 10, 4, 10, 5, 5, 10, 5) und b = 4.5, M = 20.
Dann gilt Ψ(p0) = Ψ̄(p0) = {e2, e3} und
φo(p0) = φ̄o(p0) = E(p0, e2) = 0 > −0.5 = E(p0, e3).
Beim Überprüfen der Menge L̄(e2) erhalten wir p∗2 = 4.5 6= p02 für alle Punk-
te p∗ ∈ L̄(e2). Somit gilt p0 /∈ L̄(e2). Demzufolge ist p0 keine schwach lokal
optimistische Lösung (siehe Theorem 6.32).
Wir wollen nun den Algorithmus 6.4 verwenden, um eine lokal optimistische
Lösung zu berechnen. Zuerst berechnen wir ausgehend von p0 eine schwach lokal
optimistische Lösung v0 mittels Algorithmus 6.2. Es gilt M(p0) = {e2} aber
p0 /∈ L̄(e2). Somit wählen wir ein p ∈ L̄(e2), z.B.
p = (4.5, 4.5, 4, 5, 5, 5, 5, 5)>.
Dann gilt Ψ̄(p) = {e1, e2, e3}, E(p, e1) = 0, E(p, e2) = 0.5 = E(p, e3) und
p ∈ L̄(ei) für i = 2, 3. Folglich ist p eine schwach lokal optimistische Lösung.
Wir setzen nun v0 := p und führen Algorithmus 6.4 fort. Wegen Ψ(v0) = {e1}
und φo(v0) = 0 < E(v0, e3) setzen wir x0 := e3. Wir wählen dann einen Punkt
p1 ∈ L̄(e3) ∩R(e3), z.B.
p1 = (5, 5, 4, 5, 5, 5, 5, 5)>.
Für den Punkt p1 gilt Ψ(p1) = Ψ̄(p1) = {e3} und p1 ∈ L̄(e3). Somit ist p1 eine
lokal optimistische Lösung. Der Algorithmus stoppt nun.
Für lokal pessimistische Lösung ist es nicht möglich, einen zu Algorithmus 6.4
analogen Algorithmus anzugeben, da bei einem solchen Vorgehen das Wachstum
der Lösungsfunktion nicht garantiert werden kann. Es bietet sich im pessimisti-
schen Fall jedoch an, nach ε-optimalen Lösungen zu suchen. Hierzu verwenden
wir die Betrachtungen aus Kapitel 3.6. Dies ist möglich, da
φp(p) = φσ(p) und φp(p) = φ̄σ(p)
für alle p ∈ Y und für alle pessimistischen Auswahlfunktionen σ ∈ Sp gilt (siehe
(3.11), (3.13)). Außerdem ist zu beachten, dass nun maximiert statt minimiert
wird.
Zunächst untersuchen wir die Werte
φ∗p := argmax{φp(p) : p ∈ Y } und φ̄∗p := argmax{φ̄p(p) : p ∈ Y }. (6.35)
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Es gilt nun das folgende Lemma.






wobei für alle x ∈ RX der Punkt p ∈ Lp(x) beliebig gewählt wird. Sei weiter








Beweis. Aus der Definition (6.35) folgt
φ̄∗p ≥ φ̄p(p) ≥ E(x, p)
für alle Punkte x ∈ RX und alle Punkte p ∈ Lp(x) wegen x ∈ R̂Ψp(p) für alle






Da die Funktion φ̄p : Y → R oberhalbstetig ist und Y kompakt, existiert ein
p0 ∈ Y mit φ̄∗p = φ̄p(p0). Wegen (6.26) existiert weiter ein x0 ∈ R̂Ψp(p0) mit
φ̄p(p0) = E(x0, p0). Demzufolge erhalten wir
φ̄∗p = E(x
0, p0) ≤ E(x0, p)




{φ̄p(p) : p ∈ Y },






wobei für alle x ∈ RX der Punkt p ∈ Lp(x) beliebig gewählt wird.
Sei nun p0 ∈ argmaxp{φ̄p(p) : p ∈ Y } beliebig. Dann ist p0 auch eine schwach lo-
kal pessimistische Lösung. Wegen Theorem 6.35 existiert dann ein x ∈ R̂Ψp(p0)
mit φ̄∗p = φ̄p(p0) = E(x, p0) und p0 ∈ Lp(x). Somit gilt x ∈ GS. Folglich ist
p0 ∈ Lp(x). Hieraus folgt nun
argmax
p




Also gelten alle Aussagen des Lemmas.
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Bemerkungen: Wegen Theorem 6.27 besitzen alle Elemente x ∈ RX die Form
x = 0 oder x = tiei.
1.) Gilt 0 ∈ RX, so gilt E(0, p) = 0 für alle Punkte p ∈ Lp(0).
2.) Sei tiei ∈ RX mit ti ≤ βi. Dann gilt auf Grund von Theorem 6.30
E(tiei, p) = ti(li2(ti)− ci),
wobei wir wiederum die Bezeichnungen li1(t) und li2(t) aus Theorem 6.27 über-







im Fall 0 /∈ RX und






im Fall 0 ∈ RX. Um den Wert φ∗p zu berechnen, müssen also
∑n
i=1 βi+1 Punkte
auf ihre Zugehörigkeit zu RX geprüft (Theorem 6.27) und dann das Maximum
der zugehörigen Funktionswerte gebildet werden.
Die Berechnung des Wertes φ∗p kann noch weiter vereinfacht werden. Wir geben
die entsprechenden Ergebnisse in der folgenden Folgerung an.









i )− ci) im Fall 0 /∈ RX und




i )− ci)} im Fall 0 ∈ RX.
Beweis. Sei









0 , t = βi
min{ci, b/(t + 1)} , t < βi , li2(t) =
{
min{b, li} , t = 1
min{ci, b/t, li} , t > 1.
Angenommen es gibt ein ti > t∗i mit tie
i ∈ RX. Dann ist
li1(t∗i ) = min{ci, b/(t∗i + 1)} < li2(t∗i ) ≤ li.
Hieraus folgt nun li1(t − 1) = min{ci, b/t} = li2(t) für alle t > t∗i . Demzufolge
gilt
E(tei, li2(t)) = min{0, b− cit} ≤ min{0, b− ci(t∗i + 1)} ≤ min{0, b− cit∗i }
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für alle t > t∗i . Wie wir schon gezeigt haben, gilt min{ci, b/(t∗i + 1)} < li.
Angenommen es ist ci < li. Dann ist 0 < t∗i (li − ci) und somit
min{0, b− ci(t∗i + 1)} ≤ min{0, b− cit∗i , t∗i (li − ci)} ≤ E(t∗i ei, li2(t∗i )).
Angenommen es ist ci ≥ li und b/(t∗i + 1) < li. Dann gilt
b < lit
∗
i + li ≤ lit∗i + ci
b− ci − cit∗i < lit∗i − cit∗i
b− ci(t∗i + 1) < t∗i (li − ci)
und somit wiederum
min{0, b− ci(t∗i + 1)} ≤ min{0, b− cit∗i , t∗i (li − ci)} ≤ E(t∗i ei, li2(t∗i )).
Demzufolge ist E(tei, li2(t)) ≤ E(t∗i ei, li2(t∗i )) für alle Punkte tei ∈ RX. Die
Aussagen der Folgerung folgen nun aus Theorem 6.40.
Da man außerdem leicht zeigen kann, dass
E((t∗i + 1)e





GS ⊆ {0, t∗1e1, t∗2e2, . . . , t∗nen}. (6.37)
Wir wollen nun nach ε-optimalen Lösungen suchen für den pessimistischen Fall
(siehe Definition 3.6).
Definition 6.3. Sei ε > 0 gegeben. Dann heißt ein Punkt p0 ∈ Y ε-optimale
pessimistische Lösung, wenn φp(y0) > φ∗p − ε ist.
Wir erhalten nun das folgende Theorem.
Theorem 6.42. Sei ε > 0. Weiter sei x0 ∈ GS (siehe Lemma 6.40) und es sei
p0 ∈ Lp(x0). Dann ist jeder Punkt p ∈ R(x0) mit
E(x0, p) > E(x0, p0)− ε
eine ε-optimale pessimistische Lösung.
Beweis. Der Beweis folgt direkt aus Theorem 3.15.
Bemerkungen: 1.) Ist 0 ∈ GS, so gilt φ∗p = 0 und min{Mai, b} < ui für alle
i = 1, . . . , n. Somit ist Ψ(p) = {0} für alle Punkte p ∈ Y mit min{Mai, b} < pi





global optimale pessimistische Lösungen und somit auch ε-optimale pessimisti-
sche Lösungen für alle ε > 0.
2.) Sei tiei ∈ GS für ein i. Dann ist p0i = li2(ti) für alle Punkte p0 ∈ Lp(tiei).
Wir können die Ungleichung aus Theorem 6.42 somit wie folgt umformen:
E(tiei, p) > E(tiei, p0)− ε
ti(pi − ci) > ti(li2(ti)− ci)− ε
tipi > tili2(ti)− ε
pi > li2(ti)− ε/ti.
Demzufolge sind alle Punkte p ∈ R(tiei) mit





Zwei-Ebenen–Probleme mit diskreter unterer Ebene sind hierarchische Op-
timierungsaufgaben, welche bisher trotz einer großen Anzahl von Anwen-
dungsmöglichkeiten nur sehr selten untersucht wurden.
In der vorliegenden Arbeit wurden theoretische Grundlagen für die Betrach-
tung von diskreten Zwei-Ebenen–Problemen bereitgestellt. Dabei wurden ins-
besondere Optimalitätsbedingungen und Struktureigenschaften der Aufgaben
der unteren und oberen Ebene diskutiert. Anhand von drei verschiedenen Pro-
blemklassen wurde aufgezeigt, auf welche Weise die theoretischen Erkenntnisse
auf konkrete Aufgaben angewendet werden und wie die bei der Berechnung der
zu betrachtenden Mengen und Funktionen entstehenden Schwierigkeiten in ei-
nigen Problemklassen gelöst werden können.
Die vorliegende Arbeit stellt folglich mit ihren Ergebnissen eine Konzeption
für die weiterführende mathematische Behandlung von diskreten Zwei-Ebenen–
Problemen dar.
Für die weitere Forschung auf dem Gebiet ergeben sich u.a. die folgenden offenen
Probleme:
1. Für die Aufgaben (4.1), (5.1) und (6.1) sind die angegebenen Algorithmen
zu implementieren und ihre Komplexität zu untersuchen.
2. Lassen sich die Betrachtungen zur schwach pessimistischen Lösungsfunk-
tion aus Kapitel 6.7 verallgemeinern?
3. Für die Untersuchung von Zwei-Ebenen–Problemen mit diskreter unterer
Ebene werden i.a. alle global optimalen Lösungen der Aufgabe der unteren
Ebene benötigt.
Für viele diskrete Optimierungsaufgaben wurden bisher jedoch nur Algo-
rithmen zum Auffinden einer global optimalen Lösung entwickelt. Für wel-
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che diskreten Optimierungsaufgaben ist es möglich alle optimalen Lösun-
gen zu berechnen?
4. Da für die Betrachtung der Aufgabe der unteren Ebene Kenntnisse zu
Stabilitätsbereichen benötigt werden, ist die Betrachtung diskreter para-
metrischer Optimierungsaufgaben und die Berechnung ihrer Stabilitäts-
bereiche und erweiterten Lösungsmengen von Bedeutung. Es stellt sich
also die Aufgabe, diese Mengen für möglichst viele diskrete parametrische
Optimierungsaufgaben zu untersuchen.
5. Da viele praktische Probleme durch lineare Aufgaben modelliert wer-
den, besteht insbesondere bei der Betrachtung von linearen Zwei-Ebenen–
Problemen mit diskreter unterer Ebene ein großer Forschungsbedarf. Ins-
besondere stellt sich in diesem Zusammenhang die Frage nach einer Ap-
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