I. INTRODUCTION
Airship demonstrated the first controlled flight by any aerial vehicle. It is a lighter than air aircraft which navigate through air by means of propulsive power. Interests in airship technology again took a high after the 1970's oil crisis. Major international institutes conducted number of studies in airship technology due to its low fuel consumption. In 1987, Gomes et al. [1] YEZ-2A project airship was designed. Extensive wind tunnel testing was carried out to obtain aerodynamic data for the airship Manuscript received July 1, 2016; revised October 31, 2016. which was then used for computer simulation of airship aerodynamics. Wind tunnel results were verified from flight test data of existing airships. Simulation language Advanced Computer Simulation Language (ACSL) was used for non linear modeling. YEZ-2A aerodynamics were studied using said computer simulation model. Results obtained from extensive wind tunnel testing are in the form of discrete sets. Gomes used these results for simulation of airships flight dynamics.
Curve fitting capacity of artificial neural networks (ANN) has been utilized by many researchers in the past [2] - [4] to construct continuous output which can then interpolate and extrapolate with considerable accuracy. However, this capability of ANN was not used previously for wind tunnel test results. Mazhar et al. [5] successfully used curve fitting capability of ANN to generate approximate pressure functions in terms of coordinates. Comparison between ANN results and higher order polynomial based 2D curve fitting was drawn. ANN gave 10 times more accuracy in terms of mean square error.
Literature review of airship aerodynamics simulations revealed that many different approaches were used for this purpose but ANN modeling was not adopted during any research. However, literature review in the field of ANN clearly suggest that this approach can be beneficial in term of aerodynamic modeling. The potential of ANN in the fields of engineering and artificial intelligence has also been explored by number of researchers. Similarly, the field of aerospace is not an exception. Techniques covering the application of neural networks alone or in combination with other techniques have been utilized earlier to solve a range of problems. Bucar et al. [6] , [7] implemented neural networks based model to envisage metal fatigue life by S-N curve scatter prediction. Numerical dependence of fatigue on maximum stress amplitude, notch factor, and temperature and stress ratio was investigated. Capability of ANN to predict key material properties of steel accurately was demonstrated by Sterjovski et al. [8] . Predictive model yielded quite healthy accuracy.
Composites possessing non-linear material properties pose a real challenge in terms of strength and reliability assessment. Lopes et al. [9] addressed the said deficiency by developing an ANN based reliability analysis model of composite materials as an alternative to conventional approach. The work aimed to decrease the overall computational time. Reliability based constrained composite strength optimization was done by Gomes et al. [10] through ANN and Genetic Algorithms (GA). A laminated composite shell was optimized to find the best ply orientation for a given reliability index. A hybrid intelligent system was proposed by Zheng et al. [11] through integrating ANN, genetic algorithm and fuzzy logic for training radial basis network. In the field of design optimization, Huskenet et al. [12] investigated different neural network models in fitness approximation for optimum design. Two different types of algorithms based upon approximation error with respect to available data and the learning ability of the networks to different problems with high accuracy and speed were used to investigate their effect on optimization.
Polynomial fitting and approximation to capture nonlinearity in data using multilayer feed-forward ANN was explored by Pei et al. [13] . He used higher order terms in Taylor series expansion of sigmoid function to elaborate the correlation between power of polynomial and the number of neurons in hidden layer. Bishop et al. [14] proposed the application of ANN using multilayer perceptrons for fast curve fitting to map experimental data. Xueming et al. [15] successfully used neural networks in a reverse engineering problem to generate 3D surface profile. Saleem [16] employed a third degree polynomial fitting technique to approximate the pressure and temperature data on the turbine blade with an overall mean error below five percent for temperature and 10 percent for pressure distribution. Fruthwirth et al. [17] presented the application of ANN in hydraulic pressure prediction in drilling. Chen et al. [18] devised ANN based technique to predict the pressure coefficient for roof of low buildings. Training of model was done from wind tunnel experimental data. Uematsua et al. [19] used wind tunnel data, along with a time-series simulation technique, issued to train neural network to develop a computer based load evaluation system for calculating pressure coefficients using geometric and aerodynamic information. Kulkarni et al. [20] proposed a methodology to predict wind speed employing neural networks and statistical techniques.
The potential of ANN in the field of aerospace technology has also been recognized. Faller et al. [21] presented potential applications of ANN to meet the current and future technological needs in aeronautics. Capability to handle extremely complex unsteady and non-linear flight dynamics models was presented. ANN can also find applications in real time active control systems, flight simulation and aircraft health monitoring / fault identifications.
Structural failure mechanism of aerospace components during the accidents was simulated by Lanzi et al. [22] . A comparison between finite element analysis and ANN was presented in the paper, which concluded that neural networks are capable of producing simple and fast crashworthiness approximation.
Application of artificial intelligence in aircraft design is an emerging field. Oroumieh et al. [23] presented a scheme for employing artificial intelligence in preliminary aircraft design to reduce the design cycle time. Two artificial intelligence techniques namely, fuzzy logic and ANN have been utilized. Likewise, in another application Patniak et al. [24] reported application of ANN along with regression approximation to improve a flight optimization code; thereby reducing the calculation time significantly. Carn et al. [25] successfully employed ANN to predict aircraft aerodynamic loads during flight using aircraft flight data.
Kumar et al. [26] performed system identification for a rotorcraft employing ANN to estimate aerodynamic stability and control derivatives. Radial basis function neural networks are trained using simulation data from the coupled equations of motion of the vehicle. Rai and Madavan et al. [27] used a simple two-layer feed-forward network to design 2D airfoils for turbo-machinery. Jahangirian and Shahrokhi et al. [28] employed a multilayer perceptron neural network along with genetic algorithm for aerodynamic shape optimization of transonic airfoils. Kharal and Saleem et al. [29] presented an ANN based technique to generate an airfoil for given pressure coefficient values.
Bezier-Parsec Parameterization technique was used for parameterization of airfoil geometry.
Utilization of ANN techniques to predict the flight dynamics is area which has yet not been explored to its potential. Likewise, ANN has yet not seen an application in the field of airships. Therefore, considering the computational powers of this technique, same will be applied to develop airship aerodynamics predictive model. ANN consists of number of interconnected elements which work together with a processing system just like brain to compute values from inputs. These elements are called artificial neurons. The network is capable of performing extremely large computations for data processing [30] , [31] . Neural network can change their structure mathematically on the basis of external inputs
International Journal of Mechanical Engineering and Robotics Research Vol. 5, No. 4, October 2016
during the learning phase [32] - [34] . To achieve desired or target output, the neural network model is trained by adjusting weights to different inputs and biases to different layers till the time considerable amount of matching is achieved between model output and target output. ANN model is usually a layered structure having three layers i.e. input layer, hidden layer and output layer [35] . Structure of an artificial neural network model is shown below in the Fig. 1 .
In ANN, the input layer receives all the inputs. Then in hidden layer, all the inputs are multiplied by weights to adjust the remaining error. Transfer function also known as activation function shown before output layer uses predefined logic to calculate the output. Working of single neuron in a neural network model can be mathematically written as:
(1)
where N i is the first neuron, X i is input, W ii is weight allocated to first input, B i is the bias added to first layer , Y i is output and f is the transfer function. Transfer function converts the inputs in output as per predefined logic. Some commonly used transfer functions are shown below in Table I . The objective of this research is development of six degree of freedom aerodynamic model of airship. Several studies have frequently used aerodynamic estimations in aerodynamics [36] - [39] , flight performance [40] , flight dynamics [41] - [43] and aircraft control [44] applications. ANN technique serves as alternative approach for accurate modeling in very less time frame. A highly accurate predictive model of airship is made by utilizing MATLAB® neural network module. Initially the wind tunnel data of airship is analyzed to establish the input and output parameters. The digitized data is refined by reducing the noise level. Then the data would be sorted in a way that it can be used in neural network module of MATLAB® necessary for supervised training of the network. Number of input and output parameters are standardized in accordance with target requirements. After training and optimizing network, final optimized neural network model is developed. Supervised training involves training of neural network to produce output with maximum possible accuracy to wind tunnel results of airship. The output aerodynamic coefficient are coefficient of lift, drag, side force, pitching moment, rolling moment and yawing moment.
A. Problem Formulation & Description
ANN module requires information in a digitized format. Digitization of data is process in which data is converted into digital format. Information is organized in discrete units in this format and is known as bits. This is a binary data and can be processed by computers or any computerized equipment accordingly as per its computational ability. The aerodynamic data is a function of five inputs; longitudinal incidence angle, lateral incidence angle, flaps deflection, aileron deflection and rudder deflection. The six output aerodynamic coefficients are lift, drag, side force, pitching moment, rolling moment and yawing moment.
Weighted inputs along with biases of all neurons in a layer are fed to the transfer function for activation of the neuron. The selection of the transfer function for a particular layer depends on the type of data and the specific range that is required for the output. Tan sigmoid transfer function is used in the hidden layer and pure linear in the output layer (Fig. 3) . The inputs to this work are concurrent, non-sequential and therefore not time barred. The required output is also not a time series but a pure prediction problem, therefore feed forward static neural network is used. A two layered feed forward network with five inputs, having a single hidden layer with 10 neurons as an initial guess and 1 neuron in output layer is created. The transfer functions are tan sigmoid in hidden layer and pure linear in output layer as shown in Fig. 4 . Before training the network, data is divided into three parts. These three sets are training, validation and testing sets. Training set is used for adjustment of weights and biases to compute the gradient. Validation set tunes network parameters other than weights and its error is analysed during the training process. Increasing error on the validation set accounts for the over fitting of the data. Test set is not used during training; it only tells how well the network generalizes on new data [45] .
After initialization, adjustment of weights and biases is carried out iteratively. Training is the basic process in which an initialized network learns to generate required results after undergoing learning by presentation of inputs and outputs. Supervised learning would be used where the network would be provided with the targets to compare with the network outputs and adjust the weights accordingly. The training style used would be batch training where the weights and bias would be updated once all the data set has gone through the network.
During training, performance function of network is minimized. The performance function selected for this work is Mean Square Error (MSE) between outputs and targets. Gradient of MSE is used for adjustment of weights to minimize error function. The technique deployed to determine the gradient is called back propagation. Back propagation algorithm computes gradients and Jacobian of the network error with respect to weights as shown in Fig. 5 . The Levenberg Marquardt algorithm is a numerical method designed to improve the standard back propagation. It is an iterative method and has adequate performance on fitting problems. It is employed as the initial training function for the networks to be modeled.
Six networks are modeled in order to establish a final model able to predict aerodynamic forces and moments acting on the airship. However, initially a two layered feed forward back propagation network will be made predicting only one output that is coefficient of drag. The associated results are discussed next.
III. IMPLEMENTATION AND DISCUSSION
With ten neurons in hidden layer and using LevenbergMarquardt training algorithm, results are analysed with following data divisions:
 70% -training, 15% -validation, 15% -testing  60% -training, 20% -validation, 20% -testing  80% -training, 10% -validation, 10% -testing Fig. 6 shows the MSE reduction of training, validation and testing against iterations. It can be seen that the error is continuously reducing and correspondingly the validation error is also reducing. However using the early stopping criterion once the error in validation data set increases for 6 consecutive iterations the training is stopped and the network weights and bias are fixed. The results shown are for data division of 70% training, 15% validation and 15% testing. check, gradient and step size are shown against each iteration. Fig. 8 shows the error histogram for all the data sets. It can be clearly seen that the network has been trained ideally and the error distribution is a near perfect normal distribution from the mean. This shows that the network behavior is almost the same on all data sets and shows that the network has a very good generalization ability and its predictions would be very accurate. The analysis suggest distributing 80% data for training, 10% for validation and 10% for testing would result in best generalization of network as shown in Table II . As this division yielded best regression R (correlation coefficient) between network outputs and corresponding targets and least mean square error.
A. Effect of Number of Neurons
Effect of change in number of neurons in hidden layer are also analysed. Best data division has already been selected that is 80% training, 10% validation and 10% testing. Above explained three parameters will be calculated by changing number of neurons. Effect of change in number of neurons on slope of best linear regression, correlation coefficient and mean square error is appended below: From above mentioned Table III , it is affirmed that best results are obtained with keeping number of neurons 22 in hidden layer.
B. Effect of Training Algorithm
Training algorithm being most important element of a network greatly affect the performance of a network. Effects of change in algorithm on network are appended in Table IV . It can be seen that Levenberg-Marquardt training algorithm yields best results. We have presented ANN based technique that develops computationally cheaper mathematical model of flight dynamics of Airships. The main benefits in using a neural network approach are that all flight characteristics can be represented within a unified environment of a neural network and that the network is built directly from experimental data using the self organizing capabilities of the neural network. The network is presented with the experimental data and learns the relationships between forces and moments in six degrees of freedom. A highly accurate predictive model of airship is made utilizing MATLAB® neural network module. The results of using neural networks to model aerodynamic forces & moments are very promising.
