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Abstract
For imaging during minimally-invasive treatment in the so-called catheter
laboratory conventional X-ray projection imaging is classically used. Par-
ticularly in cardio-vascular angiography and neuroradiology, so-called C-
arm systems are used, enabling a flexible positioning of X-ray tube and
detector. In the last years, these systems experienced the most important
technical innovation with the introduction of 3D imaging functionality by
means of cone-beam computed tomography (CBCT). With this technique
a large number of projections is acquired during a rotation of the C-arm
around the patient. Afterwards, these projections are reconstructed to
volumetric images using algorithms similar to those used in classical com-
puted tomography. The objective of current research is to improve the 3D
image quality in order to extend the imaging capability to high quality low
contrast imaging with C-arm X-ray systems.
In this context, this thesis addresses the problem of scattered radiation.
Because in CBCT with large area X-ray detectors the irradiated patient vol-
ume is substantially larger than in classical computed tomography, also the
amount of scattered radiation reaching the detector is significantly larger
and can even be superior to the amount of primary radiation. Therefore,
scattered radiation is a major source of image degradation and nonlinearity
in flat-detector based CBCT and is the most severe cause of inhomogeneity
artifacts in reconstructed images.
The primary objectives of this thesis are the detailed quantitative analy-
sis of scattered radiation, the assessment of existing scatter compensation
methods as well as the development of new effective methods for the re-
duction of scatter induced artifacts.
After an introduction to the physical and algorithmic principles of CBCT
in the first part of the thesis, at first a detailed quantitative analysis of the
characteristics of scattered radiation in projections of CBCT is undertaken.
This analysis is based on the advancements of a Monte-Carlo CBCT sim-
ulator allowing to study realistic and clinically relevant patient geometries
obtained from real data sets of conventional computed tomography. With
this method practically noise free reference data sets for typical measure-
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ment objects such as the head, thorax and pelvis region are generated that
allow to exactly study the influence of scattered radiation and that are
used in the course of the thesis for the assessment of the various methods
for scatter compensation.
Subsequently, the impact of scattered radiation on the reconstructed
volume is quantitatively studied. For this purpose, and as one of the key
contributions of this thesis, a mathematical description of the propagation
of the most relevant image quality characteristics, signal, contrast, and
noise from the projections into the reconstructed volume is derived.
Based on this description and based on the well known Feldkamp-
algorithm, new reconstruction algorithms are developed that – instead of
the usual CT Hounsfield values – allow for reconstruction of the respective
image quality feature, i. e., voxel-wise inhomogeneities, voxel-wise decrease
of object contrast, and voxel-wise standard deviations of the noise.
Using the developed analysis method and based on the created reference
data sets a comprehensive study of anti-scatter grids as the classical method
of scatter suppression reveals that the quality of anti-scatter grids available
for X-ray flat-detectors is not sufficient in order to effectively suppress
scatter induced artifacts. Additionally, the investigation shows that usage
of strongly scatter reducing anti-scatter grids has a negative impact on the
signal-to-noise ratio.
Therefore, in order to provide the desired image quality in low-contrast
CBCT, it is essential to correct for scatter contained in the projections by
means of software-based a-posteriori methods. In literature, however, so
far no practical methods can be found.
Therefore – as second important contribution – in this thesis a number
of new scatter compensation methods have been developed. These can be
grouped in four different classes: post-processing techniques performed in
3D reconstructed images, methods using model based Monte-Carlo simu-
lations, methods based on single scatter estimation schemes, and iterative
methods using artifact evaluation and feedback schemes.
All correction methods are comparatively validated using the clinical
reference data sets. It is shown that especially exploitation of both available
data domains, the planar projection data and the 3D information, allows for
combating the large scatter background present in this application and to
meet the demanding accuracy requirements to achieve the expected image
quality in CBCT.
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Kurzfassung
Zur Bildgebung wa¨hrend minimal-invasiver Eingriffe im sogenannten
Katheterlabor wird klassisch konventionelle Ro¨ntgendurchleuchtung mit
fla¨chigen Ro¨ntgendetektoren eingesetzt. Hierbei finden, vor allem
in der kardio-vaskula¨ren Angiographie und der Neuroradiologie, so-
genannte C-Bogen-Systeme Anwendung, mit denen die Position von
Ro¨ntgenro¨hre und -detektor flexibel eingestellt werden kann. Die
wichtigste Neuerung erfuhren diese Systeme in den letzten Jahren mit
der Einfu¨hrung dreidimensionaler Bildgebungsfunktionalita¨t mittels der
Kegelstrahl-Computertomographie (KSCT). Dazu werden wa¨hrend einer
kontinuierlichen Rotation des C-Bogens um den Patienten zahlreiche Pro-
jektionen aufgenommen, die anschließend mit Rekonstruktionsalgorithmen
a¨hnlich denen der klassischen CT zu volumetrischen Bilddaten rekonstru-
iert werden. Gegenstand der aktuellen Forschung ist die Verbesserung der
3D Bildqualita¨t, um auch hochwertige Niederkontrastbildgebung mit C-
Bogen-Ro¨ntgensystemen zu ermo¨glichen.
Die vorliegende Arbeit behandelt in diesem Kontext das Problem der
Streustrahlung. Da bei der KSCT mit fla¨chigen Ro¨ntgendetektoren im
Vergleich zur klassischen CT das je Projektionsrichtung gleichzeitig durch-
strahlte Patientenvolumen deutlich gro¨ßer ist, ist auch der Anteil der am
Detektor auftretenden Streustrahlung signifikant gro¨ßer und kann sogar
die Prima¨rstrahlung u¨bersteigen. Entsprechend stellt Streustrahlung eine
der gro¨ßten Quellen von Bildartefakten und Nichtlinearita¨ten in der KSCT
dar und ist die schwerwiegendste Ursache von Inhomogenita¨ts-Artefakten
in rekonstruierten Volumina.
Die wichtigsten Zielstellungen dieser Arbeit sind die detaillierte quanti-
tative Analyse der auftretenden Streustrahlung, die Bewertung der bereits
existierenden Kompensationsmethoden, sowie die Entwicklung neuer effek-
tiver Verfahren zur Reduktion der durch Streustrahlung hervorgerufenen
Artefakte.
Nach einer Einfu¨hrung in die physikalischen und algorithmischen Grund-
lagen der KSCT im ersten Teil der Arbeit wird zuna¨chst eine detaillierte
quantitative Analyse der Charakteristika der Streustrahlung in den Pro-
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jektionen der KSCT durchgefu¨hrt. Diese Analyse basiert auf der Weit-
erentwicklung eines Monte-Carlo KSCT Simulators, durch die die Unter-
suchung von realistischen und klinisch-relevanten Patientengeometrien er-
mo¨glicht wird. Mit dieser Methode werden quasi rauschfreie Referenz-
datensa¨tze fu¨r typische Messobjekte wie die Kopf-, Thorax- und Beckenre-
gion generiert, die das genaue Studium des Einflusses der Streustrahlung
erlauben und im weiteren Verlauf der Arbeit zur Bewertung der verschiede-
nen Methoden der Streustrahlungskompensation herangezogen werden.
Im Anschluss wird der Einfluss der Streustrahlung auf das rekonstru-
ierte Volumen quantitativ untersucht. Dazu wird, als einer der Kern-
beitra¨ge dieser Arbeit, eine mathematische Beschreibung der Fortpflanzung
der wichtigsten Bildqualita¨tscharakteristika Signal, Kontrast und Rauschen
von den Projektionen in das rekonstruierte Volumen entwickelt. Basierend
auf dieser Beschreibung werden, ausgehend vom bekannten Feldkamp-
Algorithmus, neue Rekonstruktionsalgorithmen entwickelt, die - statt der
u¨blichen Rekonstruktion der CT Hounsfield-Werte - nun die ortsaufgelo¨ste
Rekonstruktion der jeweiligen Bildqualita¨ts-Eigenschaft, speziell der vox-
eliert aufgelo¨sten Inhomogenita¨ten, des voxeliert aufgelo¨sten Objekt-
Kontrastes, sowie der voxeliert aufgelo¨ste Standardabweichung des
Rauschens, erlauben.
Unter Benutzung der entwickelten Analyseverfahren zeigt eine
umfassende Analyse von Anti-Streu-Gittern als klassische Methode
der Streustrahlungsunterdru¨ckung, dass die Gu¨te der fu¨r Ro¨ntgen-
Flachdetektoren verfu¨gbaren Anti-Streu-Gitter nicht ausreicht, um
Streustrahlungsartefakte hinreichend zu reduzieren. Außerdem zeigt die
Untersuchung, dass sich die Anwendung stark streustrahlungsabsorbieren-
der Gitter negativ auf das Signal-Rausch-Verha¨ltnis auswirkt.
Zur Gewa¨hrleistung der gewu¨nschten Bildqualita¨t in der Niederkontrast-
KSCT ist es daher essentiell, die in den Projektionen enthaltene
Streustrahlung mittels software-basierter Verfahren nachtra¨glich zu kor-
rigieren.
In der Literatur finden sich dazu jedoch bisher keine praktikablen Lo¨-
sungen. Daher werden in dieser Arbeit, als zweiter wichtiger Beitrag,
zahlreiche neue Streustrahlungskorrekturverfahren entwickelt. Diese lassen
sich vier verschieden Klassen zuordnen: Korrekturen im rekonstruierten
3D Datensatz, Korrekturen mittels modellbasierter schneller Monte-Carlo
Simulationen, Korrekturen basierend auf schnellen Scha¨tzern fu¨r Ein-
fachstreuung sowie iterativer Verfahren mittels Benutzung von Artefakt-
Bewertungsschemata.
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Alle Korrekturverfahren werden jeweils anhand der zuvor aus klin-
ischen CTs erstellten voxelierten Referenzdatensa¨tze vergleichend bew-
ertet. Es wird gezeigt, dass besonders das Ausnutzen beider Daten-
Doma¨nen, also sowohl der 2D Projektions- als auch der 3D Bild-Doma¨ne,
effiziente Streukorrekturverfahren erlaubt, die den hohen Anspru¨chen der
Niederkontrast-KSCT bezu¨glich der Bildqualita¨t genu¨gen ko¨nnen.
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1 Introduction
In the past, X-ray C-arm systems as shown in Figure 1.1 have been used
for interventional imaging exclusively using planar projected images of the
patient. In recent years the advent of cone-beam computed tomography
allowed these systems to also provide volumetric functionality. This is
achieved by rotating the C-arm system around the patient and simultane-
ously acquiring a large number of X-ray projections from different viewing
angles.
3D images are reconstructed from the acquired projection data with
algorithms similar to those used in conventional computed tomography.
Even though first systems were only capable of visualizing high-contrast
objects such as contrast agent filled vessel trees, the new technique was
a major success and found wide acceptance in clinical routine, because
availability of volumetric data during interventions meant a valuable source
of information to the operating radiologist.
The new technique allowed to combine the advantages of the open C-arm
structure providing the required patient access during interventions, and
Figure 1.1: Interventional X-ray cone-beam C-arm system with flat detector: Philips
Allura XPER FD20.
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Figure 1.2: Conventional CT system during intervention allowing only for restricted
patient access.
3D imaging capabilities necessary, e. g., for outcome control. This could
prevent moving the patient to a conventional CT system, where the patient
access is much more restricted, cf. Figure 1.2.
The objective of current research is to allow also for low contrast imaging
with C-arm systems in order to further enhance the diagnostic and ther-
apeutic capabilities during interventional procedures. For this purpose,
numerous investigations are currently under way covering topics ranging
from detector technology and image formation physics to reconstruction
algorithms, artifact suppression and compensation strategies.
With the advent of flat detector technology initially developed for radiog-
raphy and fluoroscopy, large advances have been made as well in cone-beam
computed tomography, because these detectors provide efficient real-time
acquisitions without geometric distortions, and their increased dynamic
range gives the potential to also enhance the volumetric contrast resolu-
tion.
Cone-beam CT typically employs large-area detectors with a large num-
ber of 1000 or more detector rows, as compared to 16–64 rows in current
multi-line fan-beam CT systems. Thus, from a single rotation around the
patient, a complete volume can be reconstructed with nearly isotropic,
sub-millimeter spatial resolution.
However, due to the large detectors and the thus large irradiated vol-
ume, the image quality of flat detector based cone-beam CT suffers from a
large amount of scattered radiation contained in the acquired projections.
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The background of scattered radiation is considerably higher than for fan-
beam CT and can amount to even more than that of primary radiation.
Therefore, scattered radiation is a major source of image degradation and
nonlinearity in flat detector based cone-beam CT and is the most severe
cause of inhomogeneity artifacts in the reconstructed images.
The conventional way of scatter suppression is the use of anti-scatter
grids composed of lead lamellae and interspacing material. As will be
shown in the course of this thesis, the scatter suppression achieved with
these devices is not sufficient such that cupping and streak artifacts re-
main in the reconstructed volume. Additionally, it will be shown that
the available anti-scatter grids decrease the SNR for flat detector based
cone-beam CT geometry, because the beneficial scatter attenuating effect
is over-compensated by the absorption of primary radiation.
Thus, availability of effective a-posteriori scatter correction schemes is an
essential feature for improving image quality in true cone-beam CT applica-
tions. Although numerous scatter compensation and correction approaches
exist in the literature, mainly originating from projection radiography, most
of these schemes are not suitable or at least not tailored for application in
clinical routine with flat detector based cone-beam CT. Moreover, none of
the available scatter correction schemes is making use of the availability of
3D information resulting either from projected views of different projection
directions or from potentially preliminary reconstructed data.
In this thesis, this unique feature will be exploited for four novel classes
of scatter correction algorithms leading to a significant increase in the com-
pensation performance for scatter-induced inhomogeneity artifacts.
The primary objectives of this thesis are as follows:
• to provide a detailed analysis of scattered radiation for the partic-
ular application of flat detector based cone-beam CT, and to quan-
tify scatter-induced artifacts both in projections as well as in recon-
structed images,
• to assess the performance of standard hardware based scatter com-
pensation strategies, in particular anti-scatter grids, focusing on the
imaging geometry applied in flat detector based cone-beam CT and
provide guidelines of grid usage for specific relevant body regions,
and
• to improve the image quality by development of new a-posteriori
scatter correction schemes tailored for application in flat detector
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based cone-beam CT by exploitation of available 3D information to
built up appropriate models.
1.1 Thesis overview
In the following a short overview of the remaining chapters of this thesis
is given:
Chapter 2 gives an introduction into the relevant physical characteristics
of X-radiation in order to provide a basis for the understanding of specific
artifacts important to cone-beam CT, particularly scattered radiation, and
for the understanding of the chosen compensation approaches presented in
later chapters.
Chapter 3 presents an introduction into the imaging technology this work
is based on. After a brief outline of the relevant fundamentals of computed
tomography the technology of flat detector based cone-beam CT is de-
scribed in detail, particularly considering flat detector technology, detector
and geometry calibration procedures and reconstruction algorithms. The
chapter ends with an overview of the various sources of inhomogeneity in
reconstructed volumes and respective compensation approaches currently
available in literature. Special focus lies on scattered radiation.
Chapter 4 offers a thorough analysis of the amount and the character-
istics of scattered radiation contained in cone-beam CT projections for
typically measured objects, in particular for a head, a thorax and a pelvis
acquisition. By extension of a Monte-Carlo cone-beam CT simulator realis-
tic and clinically relevant patient geometries are studied based on voxelized
phantoms derived from CT data sets. Practically noise-free reference data
sets are computed. These allow for accurately studying the impact of scat-
tered radiation and will serve as ground truth throughout the thesis for
evaluation of the various scatter correction algorithms.
Chapter 5 deals with the analysis of the impact of scattered radiation
in reconstructed images. In the course of this chapter a novel framework
is developed that mathematically describes the propagation of all three
important image characteristics, signal, contrast and noise, into the recon-
structed image. Within the framework, new reconstruction schemes are
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derived that instead of reconstructing CT Hounsfield values, allow for re-
constructing the respective image quality feature, i. e., voxel-wise inhomo-
geneities induced by scatter, voxel-wise decrease of object contrast caused
by scattered radiation and voxel-wise standard deviations of the noise with
and without the presence of scattered radiation.
Chapter 6 starts with an in depth analysis of the performance of anti-
scatter grids available for flat detector based C-arm systems, concluding
that scattered radiation is not sufficiently compensated by these devices
and thus proofing the necessity for a-posteriori scatter correction. Sub-
sequently, four different classes of scatter correction algorithms developed
in the course of this thesis are presented. In contrast to many correction
algorithms available in the literature, these novel methods exploit the 3D
information available from the rotational acquisition, and thus achieve very
high accuracy. In particular the developed methods are designed for
• scatter compensation as a post-processing technique performed in 3D
reconstructed images,
• scatter compensation using model based Monte-Carlo simulations,
• scatter compensation based on single scatter estimation schemes, and
• iterative scatter compensation using an artifact evaluation and feed-
back scheme.
Chapter 7 summarizes the findings of this thesis and gives a general
discussion with respect to the benefits and limits of the presented scatter
correction schemes.
5
2 Physics of X-radiation in
diagnostic imaging
A number of sources of artifacts occurring in diagnostic radiology, among
them scattered radiation and beam hardening, as well as the characteristics
of employed X-ray detectors originate from the physical characteristics of
X-rays.
As a basis for the understanding of these artifacts and possible com-
pensation approaches, in particular for scattered radiation, in this chapter
an introduction into the relevant physical characteristics of X-radiation is
given.
First, the generation of X-rays and in particular the technical aspects rel-
evant for current diagnostic applications are briefly outlined in Section 2.1.
Then, the basic interaction mechanisms of diagnostic X-radiation and mat-
ter and the propagation of X-ray are discussed in Section 2.2.
2.1 Generation of X-radiation
The most common generation technology used for diagnostic X-ray imaging
is the X-ray tube.
An X-ray tube consists of two electrodes situated in an evacuated glass-
tube. The filament of the cathode is heated by a glow current and emits
UA
anode
cathode
Figure 2.1: Schematical drawing of an X-ray tube
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electrons into the evacuated tube volume. These electrons are accelerated
by an acceleration potential UA, typically between 20-150 kV, towards the
anode. At the surface of the anode the kinetic energy of these electrons
equals the product of anode voltage UA and the charge of the electron,
Ekin = UA · e. (2.1)
Electrons impinging on the anode surface produce X-radiation through
two different processes, namely Bremsstrahlung and characteristic X-
radiation.
2.1.1 Bremsstrahlung radiation
If an accelerated electron impinging on the anode surface passes close to a
nucleus of an atom in the target material, it interacts with its coulomb field
and changes its direction of motion, i. e., it is accelerated. According to
classical theory, an accelerated charged particle radiates an electromagnetic
wave, such that a fraction of the kinetic energy of the impinging electron
is converted into electromagnetic radiation of a frequency ν, carrying the
the energy E = h · ν.
(a) (b)
Figure 2.2: Bremsstrahlung radiation is generated when an electron is accelerated in the
Coulomb-field of an atomic nucleus of the target material. The electron’s kinetic energy
might by partly converted to electromagnetic energy by changing the propagation direction
of the electron (a) or might be entirely converted due to a direct hit of the nucleus (b).
This process is called Bremsstrahlung radiation and is illustrated in Fig-
ure 2.2. Electrons with only a grazing incidence of the atomic coulomb field
(Figure 2.2(a)) emit only a small fraction of their kinetic energy, while elec-
trons hitting the nucleus directly can emit an X-ray photon with an energy
equal to the total former kinetic energy of the electron.
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Figure 2.3: Idealized X-ray spectra for a tungsten anode and UA = 100 kV. The tri-
angular shaped theoretical bremsstrahlung spectrum is attenuated by the glass of the tube
producing the shaded spectrum. Characteristic X-radiation appears on the spectrum as
discrete lines [19]).
The maximum possible frequency of the electromagnetic wave associated
with the X-ray photon that is reached, when the kinetic energy of the
electron is entirely converted into radiation, can be determined from the
energy balance as
νmax =
e ·UA
h
. (2.2)
The probability of X-ray production by bremsstrahlung interaction is
energy dependent. The theoretical probability for a thick target predicts
a bremsstrahlung spectrum linearly decreasing with the X-ray energy, cf.
Figure 2.3. Due to self-absorption in the target material and due to energy
dependent attenuation in the glass-housing of the tube, cf. Section 2.2.1,
the low energy X-ray photons are much stronger attenuated, such that the
effective bremsstrahlung spectrum emitted by the tube has a negligible
number of low energy photons. In Figure 2.3 the emitted part of the
spectrum is shown with shading.
2.1.2 Characteristic X-rays
In contrast to bremsstrahlung that is produced when electrons interact
with the nuclei of the target material, characteristic radiation occurs when
electrons interact with the atomic electrons in the target material.
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Figure 2.4: (a) Characteristic X-ray generation occurs when an accelerated electron
interacts with the atomic electron, ejecting it from its shell. Subsequently, outer-shell
electrons fill the vacancy in the inner shell, and in this process characteristic X-radiation is
emitted. The energy of the characteristic X-radiation is the difference between the binding
energies of the two shells. (b) Energy diagram of the K, L, M and N shell of tungsten
illustrating the individual binding energies and the naming scheme for the corresponding
potential shell transitions.
Figure 2.4(a) illustrates the process of characteristic X-ray production
by means of the classic Bohr model of the atom. Electrons occupy orbitals
and are bound to the nucleus with specific, well defined quantized energy
levels. The binding energy is highest for the innermost shell, the K-shell,
and decreases towards the outer shells (L, M, N). An accelerated electron
striking an atomic electron ejects it from its orbit and creates a vacancy in
the corresponding shell. This vacancy is subsequently filled by an electron
originating from an outer-shell with a smaller binding energy. During the
transition from one shell to another, the corresponding energy difference is
emitted as characteristic X-radiation.
As shown in Figure 2.4(b), each combination of the potential shell tran-
sitions between the characteristic energy levels of donator and receptor
shell produces a discrete spectral line in the X-ray spectrum. The lines are
referred to as, e. g., Kα1 line. In this nomenclature, the first character de-
scribes the receptor shell. The greek letter α at the second position states
that the electron was donated from one shell above, while β means that
the electron was donated two or more shells away. Finally, an optional
numeric index describes which of the electrons in the receptor shell, here
the K-shell, was initially ejected. The characteristic lines for a tungsten
anode are indicated in Figure 2.3.
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Figure 2.5: Picture [123] and schematic drawing of a Philips MRC X-ray tube. Due
to the small anode angle the active area on the rotating anode bombarded by the electron
beam appears as a small optical focal spot towards the X-ray window. Due to the heel
effect the optical focal spot size varies with the angle of the outgoing X-ray beam.
2.1.3 Technical aspects of X-ray generation
Figure 2.5 shows a picture and a schematical drawing of a Philips MRC
X-ray tube, which is used, e. g., in C-arm systems for interventional appli-
cations, cf. Section 3.2.
A major problem for diagnostic X-ray applications is the limited effi-
ciency of currently available X-ray generation techniques. For standard
X-ray tubes, a major part of the electron energy impinging on the anode is
converted into heat, whereas only less than 1% of energy is emitted as X-
rays. Furthermore, the generated X-rays are emitted almost isotropically
into one hemisphere and it is not possible to focus X-rays by means of,
e. g., lenses towards the required area. Lateral limitation to the required
irradiation area can only be achieved by means of lead collimators, where
the shielded radiation is lost. Thus, in total only a very small fraction of
the generated X-ray power, typically 0.05%, can be used for the diagnostic
application.
This low efficiency on the one hand and the ever increasing demand of
X-ray power required for, e. g., 4D computed tomography or fast X-ray pro-
jection imaging on the other hand, gives rise to a number of characteristics
10
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for the style of construction of modern X-ray tubes.
At first, the choice of the anode material is crucial because the achievable
X-ray power of the tube is influenced to a large extent by the anode mate-
rial’s heat capabilities and its X-ray yield. The dominating anode material
for modern X-ray tubes is tungsten, often mixed with a small percentage of
rhenium. As compared to other metals, tungsten has a high melting point
of about 3300 ◦C and offers a good head conduction ability. Furthermore,
the relative amount of emitted bremsstrahlung radiation increases with in-
creasing atomic number, Z, such that tungsten with Z = 74 and rhenium
with Z = 75 achieve a high yield.
Further increase of the X-ray power is achieved by using a fast rotating
anode disc with a large radius, see Figure 2.5. In this way, the used target
area is largely increased and the material of the active area can cool down in
between the bombardments with electrons. Additionally, geometric effects
are exploited by adequate choice of the anode angle. This is called the
line focus principle and is illustrated in the right hand side of Figure 2.5.
By using a small anode angle, the large area of the anode disc bombarded
with the electron beam coming from the cathode appears towards the X-ray
window as a narrow X-ray beam, such that the optical focal spot size can
be kept sufficiently small as required by many high resolution applications.
However, due to this technique, the width of the X-ray beam varies with
the angle of the outgoing X-ray beam. This heel effect is illustrated in
Figure 2.5 for an exaggerated exit angle. Due to the heel effect, the X-
ray intensity can vary up to 20% in one detector direction. Therefore,
this effect has to be taken into account in the gain calibration procedure,
cf. Section 3.2.2. Additionally, also the spectral distribution of the X-
ray energies slightly changes with varying beam direction. The spectral
impact, however, is much less severe than the intensity impact, such that
the spectral influence is often neglected.
Finally, in addition to attenuation in the glass wall of the tube housing,
the X-ray beam is often filtered with additional material layers in order
to attenuate unwanted low-energy photons. Low energy photons have a
relatively high attenuation probability in the patient, cf. Section 2.2.1,
leading to high patient dose while contributing little to the measured signal.
Beam filtration is illustrated in Figure 2.6. The shown X-ray spectra were
numerically calculated using parameters mimicking the X-ray tube shown
in Figure 2.5 with a target material of 95% tungsten and 5% rhenium at an
anode angle of 11◦. The tube inherent filtration is specified to be equivalent
to 2.5 mm of aluminum. In addition to this, two different beam filters
11
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Figure 2.6: X-ray tube spectra at 100 kVp after filtration with two different pre-filters.
composed of 1 mm aluminum plus 0.1 mm and 0.9 mm copper, respectively,
were applied. The figure shows that for the stronger filtered spectrum
the influence of the low energy photons is strongly reduced. This X-ray
spectrum was used for all simulations presented in this thesis. Due to
the energy dependence of the attenuation and scattering probabilities it
is of great importance to accurately model the X-ray spectrum for both
simulation and correction approaches.
2.2 Interaction of X-rays with matter
X-rays can interact with matter by means of a number of different inter-
action processes. All these processes result in a sudden and abrupt change
of the X-ray photon history, in that the photon either disappears entirely
or is scattered at a significant angle. Additionally, interactions can result
in the local deposition of energy, generation of characteristic X-radiation
or annihilation radiation photons. Furthermore, some of these processes
cause ionization of the atom by ejection of bound shell electrons. Because
of this property, X-radiation is a form of ionizing radiation.
Interaction with matter results in attenuation of the X-ray beam travel-
ing through a medium, which is described shortly in the next section. In
Sections 2.2.2-2.2.4 the three interaction mechanism relevant for diagnos-
tic X-radiation measurements, namely photoelectric absorption, Rayleigh
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scattering, and Compton scattering are discussed in detail.
2.2.1 Attenuation of X-radiation
N
dx
µ
N+dN
Figure 2.7: An X-ray beam of N photons is incident upon a thin slab of material with
linear attenuation coefficient µ and thickness dx.
Figure 2.7 shows an X-ray beam traveling through a thin piece of matter.
Through interaction with matter the number of impinging photons of the
beam N is altered during passage of the thickness interval dx by the num-
ber of dN photons. Through the different interaction processes photons
are removed from the primary beam either by absorption or by scattering
away from the original path. The number of interacting photons Nint(x) is
proportional to both the number of incident photons N and the thickness
interval dx, such that dN(x) is given by
dN(x) = −Nint(x) = −µ(x)N(x) dx, (2.3)
where µ is a constant proportionality called the linear attenuation coeffi-
cient. It describes the probability per unit length that a photon is removed
from the primary beam and, as can be concluded from equation 2.3, has
the unit m−1. Integration of equation 2.3 yields the local absolute number
of photons,
N(x) = N0 · e
−
x∫
0
µ(x′) dx′
. (2.4)
This equation is called Lambert-Beers equation.
The linear attenuation coefficient is a local material characteristic and
thus is a function of the position x. It represents the sum of the different
possible interaction processes
µtotal = τPhoto + σRayleigh + σCompton(+κPair), (2.5)
where τPhoto, σRayleigh, σCompton and κPair are the individual interaction prob-
abilities per unit length of photoelectric absorption, Rayleigh scattering,
13
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Figure 2.8: Individual interaction probabilities for photoelectric absorption, Rayleigh
scattering and Compton scattering and the resulting total linear attenuation coefficient
µtotal per unit length for water at room temperature as a function of the energy of the
incident photon.
Compton scattering and pair production. Pair production, however, has a
relevant contribution only for energies above 1 MeV, and can therefore be
neglected for diagnostic radiology.
Figure 2.8 displays the interaction probabilities of the relevant individual
interaction processes and the resulting total linear attenuation coefficient
µtotal for water at room temperature. The individual interaction probabil-
ities are strongly dependent on the energy of the incident photon. While
for small energies below 30 keV photo-absorption is the dominating effect,
for energies above 50 keV the total attenuation is almost entirely caused by
Compton scatter interaction. Rayleigh scattering is relevant, even though
not dominant, only for photon energies between 30 keV and 50 keV.
2.2.2 Photoelectric absorption
In the photoelectric absorption process, a photon undergoes an interac-
tion with an absorber atom of the material and ejects one of the atom’s
bound electrons. This process is illustrated in Figure 2.9(a). The incident
photon is completely absorbed and all of its energy is transferred to the
photoelectron. The photoelectron appears with an energy T given by
T = E − Eb, (2.6)
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Figure 2.9: (a) Schematic drawing of the process of photo-absorption. An electron is
ejected from the K shell and leaves the atom. Subsequently, an electron from the M-shell
changes shells and fills the vacancy. In the process characteristic radiation (fluorescence)
is emitted. (b) Photoelectric attenuation coefficients σphoto for water and lead plotted on
a semi-log scale. For lead the attenuation coefficient abruptly changes at the different
shown edges because of a change of the available shells. E. g., on the high energy side of
the K-edge, K, L, and M electrons may be involved in photoelectric absorption, while on
the low energy side, only the L and M shells are involved.
where E is the energy of the incident X-ray photon and Eb is the binding
energy of the shell from which the electron is ejected.
In addition to the photoelectron, the interaction also creates an ionized
absorber atom with a vacancy in one of its bound shells. This vacancy is
quickly filled through capture of a free electron from the medium or rear-
rangement of electrons from other shells of the atom. Therefore, one or
more characteristic X-ray photons may also be generated. Such character-
istic radiation is called after the shell it originates from, e. g., K-α or K-β
fluorescence, cf. Section 2.1.2.
Figure 2.9(b) displays the photoelectric attenuation coefficients σphoto
for water and lead. For lead, discontinuities or absorption edges in the
curve appear at X-ray energies that correspond to the binding energies of
electrons in the various shells of the absorber atom. The highest energy
edge corresponds to the binding energy of the K-shell electron. For X-
ray energies slightly above the edge, the photon energy is just sufficient to
undergo a photoelectric interaction in which a K-electron is ejected from
the atom. Interaction is most probable, if the incident photons carries
exactly the binding energy of the respective bound electron, E = Eb. For
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larger energies, the interaction probability decreases with increasing energy
E. For X-ray energies below the edge, the process is no longer energetically
possible and therefore the interaction probability drops abruptly. Similar
absorption edges occur at lower energies for the L and M electron shells of
the atom.
The interaction probability shows a steep increase with decreasing energy
E of the incident photon, such that also for water the photoelectric process
becomes the predominant mode of interaction for X-rays of relatively low
energy, compare Figure 2.8. The photoelectric process is also enhanced
for materials of high atomic number Z. A rough approximation for the
probability of photoelectric absorption as a function of the energy of the
incident photon and the atomic number Z is given by
τ ≃ constant× Z
n
E3.5
(2.7)
where the exponent n varies between 4 for high atomic numbers and 5 for
low atomic numbers in the energy range used for diagnostic X-ray imag-
ing [79, 19, 72].
This strong dependence of the photoelectric absorption probability on
the atomic number of the absorber is a primary reason for the usage of
high-Z materials such as lead for X-ray shielding or as lamellae-material
for anti-scatter grids, cf. Section 6.1.
2.2.3 Rayleigh scattering
The process of Rayleigh scattering is schematically illustrated in Fig-
ure 2.10(a).
An electromagnetic wave of wavelength λ and associated energy E is
passing the atom. The oscillating electric field of the electromagnetic wave
sets the electrons in the atom into momentary vibration. These oscillating
electrons emit radiation of the same wavelength λ as the incident radiation.
The waves from the individual electrons of the atom combine with each
other and form the scattered wave. Thus, the scattering is a cooperative
phenomenon and is therefore referred to as coherent scattering. During
the process no energy is converted to kinetic energy or transferred to the
medium, such that the entire energy is scattered and the scattered wave
has the same energy as the incident beam, E ′ = E.
Angular dependence for the process of Rayleigh scattering is based on
16
2.2 Interaction of X-rays with matter
9
0
°12
0
°
0
.1
0
0
.1
5
0
.2
0
6
0
°
21
0°
2
4
0
°
2
7
0
° 3
0
0
°
150°
180°
30
°
330°
0°
0
.0
5
10keV
30keV
50keV
100keV
dσRayleigh
dΩ
[1/cm]
(a)
(b)
scatte
red wa
ves
combi
ne and
interfe
re
K
L
λ
λ
E
E’ =E
Figure 2.10: (a) Schematic illustration of coherent scattering showing the scattered wave
composed of the interfering contribution from all electrons of the atom. (b) Polar diagram
of the differential Rayleigh cross sections for water at room temperature as a function of
the scattering angle θ and for various exemplary photon energies.
the angular scattering probability of a free electron given by
dσ0
dΩ
=
r20
2
(1 + cos2 θ), (2.8)
where r0 = 2.8179 10
-15m is the classical electron radius and θ is the scat-
tering angle with respect to the incident axis of the beam. This equation
was first derived by Thomson using the classical interpretation of the beam
of photons as an electromagnetic wave. The classical differential scattering
coefficient dσ0/ dΩ describing the fraction of the incident energy that is
scattered by a free electron into unit solid angle at angle θ, is, therefore,
often referred to as differential Thomson cross section.
When interacting with a bound electron, the differential Thomson cross
section for free electrons must be weighted with an atomic form factor
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F (x, Z), taking into account the configuration and the binding energies of
the electrons in the atom. Using this factor, the differential cross section
for coherent scattering, also referred to as differential Rayleigh cross section
reads
dσRayleigh
dΩ
=
r20
2
(1 + cos2 θ) ·F 2(x, Z). (2.9)
In this equation, x is the momentum transfer variable defined as x =
(sin θ/2)/λ and Z is the atomic number. Numerical form factor values
F (x, Z) have been tabulated for all elements. In this thesis the tables
published by the National Institute of Standards and Technology (NIST)
based on the work of Berger et al. [6] and Hubbell and Seltzer [64] have
been used. For small values of θ, the form factor approaches Z, accounting
for the scatter contribution of each electron in the atom and causing a
strong forward direction of the scattering, while for large values of θ it
tends towards zero, suppressing back-scatter.
In molecules, coherent scattering is determined by the interference of all
the electrons in the molecule. The resulting angular scattering distributions
differ significantly from those obtained using mixtures of the respective in-
dependent angular scattering distributions of the elements of the molecule.
For many materials, this effect is not well known. However, for a num-
ber of materials of interest molecular form factors have been determined
experimentally, see, e. g., [109].
Figure 2.10(b) shows the resulting, experimentally determined differen-
tial Rayleigh cross sections for water at room temperature as a function of
the scattering angle θ in a polar diagram. Different curves are exemplary
shown for a number of relevant photon energies. The scattering probabil-
ities are strongly peaked in forward direction. The trend becomes even
stronger for increasing energy of the incident photon.
The total Rayleigh scattering probability is obtained by integrating
equation 2.9 over the entire solid angle dΩ and substitution of dΩ =
2pi · sin θ dθ,
σRayleigh =
pi∫
0
r20
2
(1 + cos2 θ) ·F 2(x, Z) · 2pi · sin θ dθ. (2.10)
Values for the integrated total Rayleigh scattering probability were already
shown in Figure 2.8 in Section 2.2.1.
It is important to note that even though the total scattering probability
for Rayleigh scattering is significantly smaller as compared to Compton
18
2.2 Interaction of X-rays with matter
0.005
0.01
0.015
0.02
0.025
30°
210°
60°
240°
90°
270°
120°
300°
150°
330°
180° 0°
10keV
30keV
50keV
100keV
dσCompton
dΩ
[1/cm]
(a) (b)
recoil
electron
scattered
X-ray
impinging
X-ray
K
M
L
θ
Φ
λ
λ’
E E’
<E
Figure 2.11: (a) Schematic illustration of incoherent scattering. An incident X-ray
interacts with an outer-shell electron and ejects it from the shell. Some energy is retained
in the scattered photon and some is transferred to the recoil electron and absorbed. (b)
Polar diagram of the differential Compton cross sections for water at room temperature
as a function of the scattering angle θ and for various exemplary photon energies.
scattering, it is still of great relevance for diagnostic X-ray imaging, because
due to the tight angular distribution a large fraction of Rayleigh scattered
photons are deflected towards regions still covered by sensitive detector
area.
2.2.4 Compton scattering
In contrast to Rayleigh scattering, in the Compton process the incident X-
ray beam interacts with an individual electron of an atom of the absorbing
material. The process is, therefore, called incoherent scattering.
The Compton interaction process is illustrated in Figure 2.11(a). The
incoming X-ray photon is deflected by the interaction with the electron at
an angle θ with respect to its original direction and transfers a portion of
its energy to the electron. The electron, referred to as recoil electron, is
ejected from the atom.
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For a mathematical description of the Compton effect, it is assumed that
mainly outer-shell electrons with little binding energy are involved, such
that the electrons can be regarded as quasi-free. With this assumption,
from the conservation of energy and momentum one can derive the well
known Compton formula that relates the energy transfer and the scattering
angle as
E ′
E
=
1
1 +
E
m0c2
(1− cos θ)
. (2.11)
In this equation E and E ′ denote the energy of the incoming and scattered
photon andm0c
2 represents the rest-mass energy of the electron of 511 keV.
For small scattering angles θ, only a small fraction of the incident photon
energy is transferred. Furthermore, for the small energies of diagnostic
X-rays as compared to the rest-mass energy of the electron, even in the
extreme case of θ = pi some of the original energy is retained.
The angular distribution of gamma rays scattered through interaction
with a free electron is predicted by the relativistic Klein-Nishina formula
and the differential angular scattering cross section dσKN/dΩ reads
dσKN
dΩ
=
r2e
2
·
1 + cos2 θ +
(m/m0)
2 · (1− cos θ)2
1 +m/m0 · (1− cos θ)(
1 +m/m0 · (1− cos θ)
)2 , (2.12)
where m is the relativistic mass of the electron.
If the electron is bound in an atom Compton scattering in forward direc-
tion is suppressed due to electron binding effects. This is taken into account
by the incoherent scattering function S(x, Z) resulting in the incoherent
differential scattering cross section
dσCompton
dΩ
=
dσKN
dΩ
·S(x, Z). (2.13)
Numerical tabulation of S(x, Z) for all elements can be found in [6] and [64].
The probability of Compton scattering per atom of the absorber depends
on the number of electrons available as scattering targets, and therefore
the incoherent scattering function S(x, Z) converges towards Z for large x
and the Compton scattering probability increases linearly with Z.
The differential Compton cross sections for water at room temperature
and for a number of exemplary energies is illustrated in Figure 2.11(b).
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For small energies the suppression of the forward direction can be clearly
seen. With increasing energy the Compton cross sections are increasingly
directed in forward direction. Only scattering with very small angles θ
remains improbable.
The integrated total Compton cross sections as a function of the energy
E were already shown in Figure 2.8 in Section 2.2.1, showing that for the
higher energies in the diagnostic X-ray energy range Compton scattering
becomes the predominant interaction mechanism. Due to the suppression
of the forward direction, however, single Compton scattered photons are
less probable of hitting the X-ray detector, so that Compton scattering
is more important for attenuation and multiple scattering. This will be
further illustrated with simulation results presented in Section 4.2.5.
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3 3D X-ray tomographic imaging
This chapter gives an introduction into the imaging technology this work
is based on. First, the fundamentals of conventional computed tomogra-
phy are briefly outlined, particularly the image acquisition setup and the
principles of reconstruction (Section 3.1). Subsequently, the technology
of flat detector based cone-beam CT is described in detail (Section 3.2),
particularly considering flat detector technology, detector and geometry
calibration procedures and reconstruction algorithms. Finally, an overview
is given of the different sources of artifacts leading to inhomogeneities in
reconstructed images, including scattered radiation, and an overview of
compensation approaches currently available in the literature is presented
(Section 3.3).
3.1 Computed Tomography
Computed tomography (CT) is a technique for imaging cross-sections of an
object using a series of X-ray projection measurements taken from different
angles around the object. Using mathematical reconstruction algorithms,
the volumetric information of the patient can be reconstructed slice by slice.
Trans-axial images of the patient’s anatomy give more selective informa-
tion than conventional planar projection radiographs, because in contrast
to planar projected images of the patient, important details are no-longer
hidden by overlaying tissues. Computed tomography therefore had a revo-
lutionary impact in diagnostic medicine. In 1972, Hounsfield patented the
first CT scanner and he was awarded a Nobel Prize together with Cormack
for this invention in 1979.
Since then, large effort has been spent on developing new systems for
faster scanning, better dose usage and improved image quality. As a
consequence, four generations of different scanner types have evolved, see
e. g. [76]. Currently, most systems, such as the one shown in Figure 3.1, are
CT scanners of the third generation using a fan-beam acquisition geometry
rotating in a gantry around the patient. Using this basic setup, systems
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Figure 3.1: Modern computed tomography system.
are currently evolving from initial single-slice scanners to quasi cone-beam
systems with currently 64 slices. The goal is to increase the axial coverage
of the detector system in order to acquire the entire volume of a human
heart within one rotation. This is expected shortly by the introduction of
256 slice CT systems.
In the following, a short introduction into the basic principles of single
slice fan-beam computed tomography is given, which provides the basis for
the understanding of true cone-beam reconstruction techniques required
for C-arm based computed tomography. Cone-beam algorithms will be
discussed later in Section 3.2.4.
3.1.1 Setup and measuring of line integrals
Figure 3.2 sketches the basic principle of a fan-beam computed tomography
system. Within a gantry an X-ray tube and on the opposite site an X-
ray detector rotate around the patient. X-ray projections are taken from
a large number of different angular positions using fan-beam geometry,
i. e., a thin slice of the patient is irradiated with a divergent beam. As
explained in the previous chapter, while traveling through the measured
object the X-radiation is attenuated according to Lambert-Beers equation,
cf. equation 2.4, that is rewritten here using X-ray intensities instead of
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Figure 3.2: Sketch of the basic setup of a computed tomography system.
photon numbers
I = I0 · e
∫ +∞
−∞
−µ(s) ds. (3.1)
In this equation, I denotes the X-ray intensity measured in a detector pixel,
I0 is the corresponding X-ray intensity prior to attenuation in the object
and s represents the parameter along the beam trajectory. In practical
systems the boundaries of the integral are given by the position of the X-
ray tube and the detector. Reasonably, one can assume that no part of
the imaged object is outside these boundaries, such that as in preparation
of the mathematical reconstruction formulation, infinite integrals can be
assumed. By normalizing both sides of equation 3.1 with I0 one obtains
the normalized projection value, defined as pnpv =
I
I0
. Computation of the
logarithm of this fraction yields the line integral of the linear attenuation
coefficient along the X-ray trajectory through the object,
p = − ln I
I0
=
∫ +∞
−∞
µ(s) ds. (3.2)
I. e., after transformation with the logarithm function the exponential at-
tenuation of X-ray have been converted to a linear function of the objects
local attenuation values, which is the basis required for the application of
mathematical reconstruction algorithms.
It should be noted, however, that equation 3.2 describes an ideal situa-
tion, while in practical situations, the line integrals are distorted due to a
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Figure 3.3: Fourier slice theorem (after [147]).
number of artifacts, e. g., due to scattered radiation, beam hardening, de-
tector artifacts, or partial volume effects. The mathematical derivation of
the reconstruction algorithms, however, assume equation 3.2 to be fulfilled.
Remaining distortions of the line-integral values, possibly after application
of corrections schemes, will therefore lead to inconsistent data and cause
artifacts in the reconstructed volume, cf. Section 3.3 and Section 5.1.
3.1.2 Fan-beam filtered backprojection
In this section a short introduction into the basic principles of tomographic
reconstruction, in particular fan-beam reconstruction, is given. The intro-
duction is brief and meant as a re´sume´ in order to provide the basis for the
understanding of the cone-beam reconstruction algorithm used throughout
this thesis. The cone-beam reconstruction algorithm will be introduced in
Section 3.2.4. For a thorough discussion of the variety of available recon-
struction algorithms used in modern computed tomography systems the
reader is referred to, e. g., [75, 147].
Figure 3.3(a) shows a schematic illustration of an axial slice of the object
to be imaged, represented by its two-dimensional distribution of the linear
attenuation value µ(x, y). For the general discussion of the mathematics of
reconstruction, this distribution is replaced in the following by the general
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object function f(x, y). Furthermore, assuming parallel beam geometry,
Figure 3.3 illustrates a parallel set of line-integral values constituting a
projection. Each line integral is defined by the projection direction θ and
by the distance from the center of rotation t and can be computed as
pP (t, θ) =
∫ +∞
−∞
∫ +∞
−∞
f(x, y)δ(t− x cos θ − y sin θ) dx dy, (3.3)
where the superscript P indicates that the projection is parallel. This
function p(t, θ) is known as the Radon transform of the function f(x, y).
The Fourier slice theorem states that the values of the one-dimensional
Fourier transform of a parallel projection taken at angle θ, F1tp(t, θ), is
found along a radial line in the two-dimensional Fourier transformF2f(u, v)
of the object at the corresponding angle θ, cf. Figure 3.3:
F1tpP (ρ, θ) = F2f(−ρ sin θ, ρ cos θ). (3.4)
Using this equation and using polar coordinates |ρ| dρ dθ instead of du dv
the two-dimensional inverse Fourier transform can be expressed as
f(x, y) =
1
2
∫ 2pi
0
∫ +∞
−∞
F1tpP (ρ, θ)ej2piρ(y cos θ−x sin θ)|ρ| dρ dθ, (3.5)
which can be simplified (see, e. g., [147]) to
f(x, y) =
∫ 2pi
0
(pP ∗ gP∞)︸ ︷︷ ︸
filtering
(θ, y cos θ − x sin θ) dθ
︸ ︷︷ ︸
backprojection
. (3.6)
The term gP∞ represents a filtering kernel defined by
gP∞ =
1
2
∫ +∞
−∞
|ρ|ej2piρt dρ. (3.7)
Due to its shape in the Fourier domain this function is often referred to as
ramp-filter.
Using the above equations, an image point is reconstructed by integrat-
ing the filtered projection values along a sinusoidal curve in the sinogram
over all projection angles. The latter is commonly referred to as backpro-
jection. Backprojection is the adjoint to projection, and can be perceived
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Figure 3.4: Fan-beam projection (after [147]).
as smearing out the filtered projection values over the entire image plane
along the line directions. The entire method is called filtered backprojection
(FBP), because it comprises a filtering and a backprojection step. FBP is
the most commonly used type of tomographic reconstruction.
Reconstructed values f(x, y) are usually specified in so-called Hounsfield-
units (HU). Scaling between the attenuation coefficient µ and HU is per-
formed using the equation
f(x, y)[HU ] =
f(x, y)− µwater
µwater
· 1000. (3.8)
In the hounsfield scale, water equals 0 HU, vacuum, air or material with
negligible attenuation correspond to -1000 HU. Consequently, soft-tissue
exhibits values close to 0 HU while bone is found at about 600 to 1000 HU.
Reconstruction of data acquired with a computer tomograph of the third
generation as shown in Figure 3.2 requires to take into account the diver-
gent beam geometry, as illustrated in Figure 3.4. The source moves along
a circular trajectory with radius D. The rays of measured line integrals
are identified by the projection angle β and the fan angle γ, defined as
the angle between the respective ray and the central ray of the projection.
Lakshminarayanan [82, 39] and Herman and Naparstek [57] derived the
required modification of the parallel filtered backprojection formula for the
fan-beam geometry.
As a result, a modified version of the original ramp filter gP∞(t) for parallel
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projections
g∞(γ) =
(
γ
sin γ
)2
gP∞(γ) (3.9)
is used and is applied for filtering together with an additional pre-weighting
factor cos γ
p˜(β, γ) =
(
p(β, γ) cos γ
) ∗ g∞(γ). (3.10)
Backprojection is performed by
f(x, y) =
∫ 2pi
0
D2
L(x, y, β)2
p˜(β, γ(x, y, β)) dβ (3.11)
including another weighting factor D
2
L2
computed by the ratio of the square
of the focus-axis distance D and the square of the source-to-point distance
L(x, y, β) =
√
(D + x cos β + y sin β)2 + (−x sinβ + y cos β)2. (3.12)
As can be derived from Figure 3.4 the fan angle γ for a given cartesian
point x, y and a projection direction β is computed by
γ(x, y, β) = arctan
−x sinβ + y cos β
D + x cos β + y sin β
. (3.13)
Analogous equations will be given in the following for projections that
are not sampled equiangularly but equidistantly on a flat detector line. In
this case, the mathematical description uses a virtual detector line shown
as a-axis in Figure 3.4. The term virtual refers to the fact that detector
placement at this position is physically infeasible. The true detector coor-
dinates and the coordinate a of the mathematical description are obtained
by scaling with a scaling factor given by the ratio of the distances from
the focus to the rotation-center and from the focus to the detector. Using
this geometry, a projection ray is described by a duplet (β, a). The filtered
projection p˜F (β, a), with F referring flat detector geometry, is computed
using the same filter kernel as for the parallel-beam case and the same pre-
weighting factor cos γ as for the fan-beam case with equiangular sampling
[147, 75]
p˜F (β, a) =
(
p(β, a) cos γ
) ∗ gP∞(γ). (3.14)
Backprojection is done by
f(x, y) =
∫ 2pi
0
D2
U(x, y, β)2
p˜F (β, a(x, y, β)) dβ. (3.15)
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with the weighting factor D
2
U2
where U(x, y, β) represents the distance be-
tween the focus and the reconstructed voxel (x, y) projected onto the cen-
tral ray and is given by
U(x, y, β) = D + x cos β + y sin β (3.16)
The detector coordinate a(x, y, β) as a function of the voxel position is
expressed as
a(x, y, β) = D
−x sin β + y cos β
D + x cos β + y sin β
. (3.17)
In Section 3.2.4, the equations presented above will be further developed
for reconstruction of cone-beam geometry.
3.2 Cone-beam CT with 2D detectors
2D digital X-ray detectors were usually employed with C-arm systems,
cf. Figure 3.5. C-arm systems have an X-ray source and an X-ray detector
mounted on opposite sides of a large C-shaped structure that can be rotated
by means of usually three junctions, thus allowing to flexibly image the
patient from arbitrary directions.
While in the past, C-arm systems have been used for interventional imag-
ing exclusively using planar projected images of the patient, in recent years
these systems were used to produce also volumetric images. This was
achieved by acquiring projections during a rotation of the C-arm around
X-ray
tube
flat
detector
C-arm
patient
table
αrot
αang
αlarm
Figure 3.5: Philips Allura XPER FD20 C-arm system
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one of its junctions, thus yielding a projection data set along a circular
trajectory of X-ray source and detector around the patient.
Reconstruction of the acquired cone-beam projection data made inter-
ventional X-ray systems capable of providing 3D imaging, so that the
boundary between conventional CT and interventional X-ray systems has
become fuzzier. Advantages of the new approach as compared to conven-
tional CT are the open C-arm structure providing the required patient
access during interventions and the high spatial resolution of 2D detectors
yielding high spatial resolution also in the 3D reconstructed volume.
First systems capable of 3D imaging using image intensifier based X-ray
detectors were developed in the last decade of the last century, initially
intended for imaging of high-contrast objects such as vessels selectively
filled with contrast agent [80]. The restriction to high contrast objects was
predominantly due to the limited dynamic range of the utilized detectors,
truncated projections caused by the limited detector size and insufficient
suppression of scattered radiation.
Since then a large number of research groups have contributed to further
development of this new 3D imaging technology [136, 137, 144, 145]. With
the advent of flat detector technology, cf. Section 3.2.1, the dynamic range
of available detectors and therefore the volumetric contrast resolution could
be increased [1, 133, 98, 4, 22, 21]. Current research is therefore directed
towards new compensation schemes, mainly for scattered radiation [99,
138], truncation correction [26, 157] and detector artifacts [144, 163], and
also towards new system trajectories [100] and new reconstruction schemes
better suited for the available data. The main goal is to extend the 3D
capabilities of interventional systems to the full contrast range, and to open
up new areas of application for diagnosis, treatment guidance and outcome
control.
Furthermore, a number of different applications for the new technology
have been investigated, such as radio therapy planning [25, 70, 71, 53, 128,
126, 112], surgery [86, 139], breast imaging [48, 165] and dental scanning
[5]
Recently, a further fusion between conventional CT and flat detector
technology is achieved by mounting flat detector devices on CT gantries.
The aim of this is to exploit the more rigid CT gantry [98] for improved spa-
tial resolution [54, 97] and the feasibility of continuous and faster rotation
in order to enable new applications like 3D flow and perfusion studies [50].
In this thesis, measurements and simulations have been performed using
the geometry of the flat detector based C-arm system shown in Figure 3.5.
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Acquisitions have been performed using the so-called propeller movement
of the C-arm around the centric junction. This rotation is indicated as
αrot in Figure 3.5. In the following sections, the employed detectors as well
as the required calibration and reconstruction algorithms are discussed in
more detail.
3.2.1 Solid state flat detectors
Digital X-ray detectors based upon active matrix, thin-film electronics have
emerged for application in diagnostic radiology at the end of the last cen-
tury, started entering the market of medical X-ray detectors five years ago
and are currently replacing more and more systems based on image inten-
sifier technology.
The current technology of choice for actual dynamic flat X-ray detectors
are indirect conversion detectors based on amorphous silicon photo diode
arrays. Such flat detectors comprise of a large area pixel array of hydro-
genated amorphous silicon (a-Si:H) thin-film transistors (TFTs). X-rays
are detected indirectly by means of a scintillator converting X-rays into
visible light that is subsequently registered in the photo diode array. The
employed indirect conversion materials are usually luminescent phosphors
consisting either of terbium activated gadolinium oxysulphide (Gd2O2S:Tb,
GOS) [2, 130] or thallium doped cesium iodide (CsI:Tl) [38, 49, 22], see
Section 3.2.1.1.
For the acquisition geometries presented in this thesis, two indirect con-
version flat dynamic X-ray detectors (FDXDs) commercially available by
Trixell have been used: a small one, the Trixell Pixium 4800, designed for
cardiac applications with an active area of 176×176 mm2, and a larger one,
designed for cardio-vascular applications, the Trixell Pixium 4700 with an
active area of 382×294 mm2. The small detector has a pixel matrix of
960×960 pixels with a pixel pitch of 184 µm while the large detector has a
matrix of 2480×1910 pixels at a pixel pitch of 154 µm.
Both detectors are based on the same detector concept which has
been developed by Trixell together with its partners Philips, Siemens and
Thales [22]. The chosen design was especially optimized for the application
in low-dose fluoroscopy.
An illustrative drawing of the different layers of the detector concept is
shown in Figure 3.6. The top layer in this figure shows the scintillator,
which consists for both detectors of thallium doped cesium iodide (CsI:Tl)
with an effective thickness of 500 µm. As mentioned before, in the scintil-
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Figure 3.6: Illustrative drawing of the employed indirect conversion flat dynamic X-
ray detector showing the X-ray scintillator coupled to amorphous silicon photodiode array
together with the readout structure, in particular the row addressing structure (right) and
the column readout structure with the analog digital converter (left) [122].
lator the incident X-rays are converted to optical photons. The spectrum
of these optical photons is in the green range, which is matched to the
spectral sensitivity of the a-Si photodiodes of the digital pixel structure
shown below the scintillator. As shown in the second layer of Figure 3.6,
the largest part of the surface of each pixel is consumed for the photodi-
ode structure. The fill factor of the pixel by the photodiode structure is
approximately 70%. The rest of the space is used for the row-addressing
circuits and the column readout lines.
In the photo-diodes, the optical quanta are converted into electron-hole
pairs. During the time of X-ray exposure, the charge created by these
electron-hole pairs is integrated in the photodiodes by keeping the associ-
ated TFTs in a nonconducting state. After the exposure, the array is read
out by sequentially switching the rows of TFTs to the conducting state by
means of the TFT gate control circuitry (”row addressing” in Figure 3.6),
such that the charge from those pixels is transferred along the data lines to
the external charge-sensitive amplifiers shown in the left hand part of the
figure. After a very short time of approximately 20 µs the row is switched
back to the nonconducting state, and the process is repeated for each row
until the entire array has been read out.
In the charge-sensitive amplifiers the analog signal is amplified with a
variable gain factor that can be chosen from a range of available settings
in order to adjust the dynamic range of the detector for different applica-
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tions. Finally, in the analog-to-digital converter (ADC) the output signal
is digitized with a dynamic range of 14 bit.
Additionally, the employed detectors feature several options for pixel
binning and zooming. Using these features allows to reduce the amount of
data to be transferred via the readout chain in cases with less demand for
spatial resolution or spatial coverage, thus increasing the possible readout
frame rate.
3.2.1.1 Scintillation material
X-ray detectors need to interact, usually by means of photo-absorption,
with the incident X-ray photons to record their presence, because X-rays
that pass through the detector are essentially wasted. The signal generated
by a detector is proportional to the amount of energy absorbed in the
scintillation material. For a given scintillator thickness d the fraction of
absorbed energy η as a function of the incident photon energy can be
approximated by
η(E) = 1− e−τ(E) · d, (3.18)
where τ denotes the energy dependent photo-absorption coefficient of the
scintillation material. Due to the exponential decay, the energy absorption
coefficient η can be largely increased by increasing the thickness of the
scintillation layer.
A specific fraction of the X-ray energy absorbed in a scintillator is con-
verted to visible light and generates a burst of optical photons. For CsI,
the conversion efficiency is approximately 15%, i. e., 15% of the incident X-
ray energy is radiated as visible light [19]. By optical diffusion, the optical
photons propagate from the interaction site to the surface of the scintilla-
tor, undergoing multiple optical scattering events. Due to this process, the
light is spread out along its diffusion path length, leading to a reduction of
the spatial resolution of the detection system. Additionally, with increas-
ing thickness, an increased number of optical photons are attenuated prior
to reaching the photo-diodes. For statistical reasons, i. e. in order not to
create a secondary quantum sink [33], however, it is essential that for each
X-ray photon at least a number of on the order of 10 optical photons is
detected in the photodiodes. If this condition is met, the energy to light
conversion efficiency has no negative impact on the performance of the
detector, i. e., the detected quantum efficiency (DQE).
The choice of the scintillator thickness is a crucial parameters for the
performance of the X-ray detector, because on the one hand, as can be
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Figure 3.7: Microscopic picture of the columnar structure of a cesium iodide (CsI)
scintillator [104].
seen from equation 3.18, a larger scintillator thickness improves the energy
absorption efficiency and therefore the sensitivity of the detector, but on
the other hand it reduces the spatial resolution due to optical diffusion blur.
Therefore, a trade-off has to be made between the envisaged sensitivity and
spatial resolution of the detector.
An important factor that is exploited in order to positively influence the
optical diffusion characteristic of a scintillation material is its microscopic
structure. Figure 3.7 shows a microscopic picture of a cesium iodide scin-
tillator. Due to its columnar structure this material exhibits only a small
lateral optical light spread, thus allowing a large phosphor thickness while
maintaining high spatial resolution. Cesium iodide is therefore the scintil-
lator material of choice for high resolution and high sensitivity radiography
applications.
3.2.2 Detector pre-processing and defect correction
Due to spatially varying physical properties of the photodiodes and the
switching elements in the flat panel and also due to variations in the X-ray
sensitivity of the scintillator layer, raw images from flat X-ray detectors
show spatial variations of both dark image offset and pixel gain. The dark
image offset, i. e. the detector output signal without any X-ray exposure,
and its spatial variations are mainly caused by varying dark current of
the photodiodes. Gain variations are caused by both varying sensitivity of
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Figure 3.8: Detector images of a projection of a human head prior and after application
of offset, gain and defect calibration. For better visibility the images are shown after
computation of the logarithm.
the photodiodes and by variations of the local conversion efficiency of the
scintillator material due to, e. g., thickness or density variations. Addition-
ally to the offset and gain variations, even high-quality detectors exhibit
a certain amount of defect pixels. For illustration, Figure 3.8(a) shows
an acquired raw detector image prior to application of correction schemes.
Artifacts due to gain variations and defect pixels are clearly visible. The
block-like structures originate from multiplexed pixel columns sharing com-
mon amplifier structures.
In order to compensate for these inhomogeneities, images acquired with
flat X-ray detectors require systematic offset and gain calibration as well
as a correction of defect pixels. The sequence of the required calibration
steps, often referred to as detector pre-processing, is sketched in Figure 3.9.
Both offset and gain calibration require acquisition of additional image
sequences [163]. As shown in Figure 3.9, the first step of the detector
pre-processing is the offset correction, which is performed by pixel-wise
subtraction of an individual offset value computed by averaging over a
series of up to 30 dark images. The relative large number of averaged
images prevents introduction of additional image noise due to the offset
correction procedure. An updated set of dark images is acquired prior to
every measurement sweep, because due to drift and thermal fluctuation in
the system the offset value is constantly slowly changing.
The second step is the linear gain calibration consisting of dividing each
pixel by its individual gain factor. The gain factors are obtained by aver-
aging a sequence, again with up to 30 images, of homogeneous exposures
without any object between X-ray source and detector. The gain sequence
is first offset corrected with its own sequence of dark images. Since the
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Figure 3.9: Sketch of the detector pre-processing sequence.
corresponding gain correction table is stable over long time periods and
since clinical workflow does not allow for acquisition of gain images during
an intervention, the gain image sequences for the different detector modes
are acquired during the service period of the detector and are stored in the
system database.
The last procedure is the defect interpolation. Each pixel that shows
unusual behavior, either in the gain image or in the average dark sequence,
is marked in a defect map. Criteria for unusual behavior are completely
insensitive pixels, too large or too low offset, more than 25% sensitivity
deviation from the average sensitivity and too large noise caused by in-
stability. The gray values of pixels classified as defective in this way are
computed by linear interpolation along the least gradient descent [163].
Figure 3.8(b) shows the calibrated detector image.
Usually the pre-processing for flat detectors also comprises a means for
temporal artifact correction. Temporal artifacts arise in flat detectors be-
cause both the scintillator and the photodiodes exhibit residual signals.
Additionally, gain effects dependent on prior X-ray exposure lead to ghost
images. In the detectors considered in this thesis, a new functionality
has been integrated, which consists of applying a short light pulse to the
photodiodes during the global reset phase of the detector prior to charge
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Figure 3.10: Illustration of two-step geometry calibration procedure.
integration. By applying adequate amounts of reset light, the photo diode
residual signals and gain variations could be reduced significantly [106].
The remaining residual signal due to scintillator is negligible for the frame
times applied in the acquisitions. Additionally, due to the relatively slow
rotation around the patient allowed by the C-arm system, the local contrast
varies only slowly, such that no large jumps in contrast occurs. Therefore,
the correction of temporal artifacts has been omitted in the detector pre-
processing.
3.2.3 Geometry calibration
Due to the heavy weight of the C-arm of approximately 700 kg, gravitation
and centrifugal forces influence the relative position of focal spot and the
detector during the rotation. The projection of the X-ray focus on the
detector can move up to a few millimeters, so that a circular trajectory
is no longer guaranteed and a fixed rotation center does no longer exist.
Moreover, due to acceleration and deceleration of the C-arm, angular steps
between projections are not equidistant. 3D reconstruction, however, re-
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quires knowledge of the exact positions of X-ray focus and detector for each
projection.
Fortunately, despite of the comparatively large deviations from the ideal
trajectory, the trajectory of the C-arm is reproducible including all devi-
ations and oscillations. Multiple calibration experiments were carried out
showing that the movement of the system trajectory is reproduced with
a positional accuracy better than 100 µm. This allows for measuring the
geometric parameters in a separate calibration procedure and use of this
data in clinical routine. For the C-arm measurements presented in this
thesis, a calibration procedure according to Koppe et al. is used [80].
The principal steps of the calibration procedure are illustrated in Fig-
ure 3.10. The procedure is based on another virtual detector coordinate
system (ea, eb, ec) which is defined by a grid of bullets, the so-called pin-
cushion grid that is tightly mounted parallel to the detector surface. Here,
the term ”virtual” is used, because the origin of the detector coordinate
system does not coincide with the sensitive detector plane.
Then, a first calibration scan is performed with a ring of bullets contained
in a second plate accurately mounted parallel and with known distance to
the pincushion grid. Determining the positions of the shadows of the bul-
lets both of the pincushion grid and the focus ring in the projections allows
to accurately determine the exact position of the X-ray focus in detector co-
ordinates for each projection direction. This step is similar to determining
the intrinsic camera parameters in camera calibration procedures.
In a second step, the plates with the pincushion grid and the focus ring
are removed from the detector and a second rotational scan is performed
with a dodecahedron phantom composed of bullets placed on the patient
table at or close to the center of rotation. The fixed position and orienta-
tion of the dodecahedron defines the world coordinate system (ex, ey, eZ).
With the known focus position from the previous calibration step, the po-
sition and orientation of the C-arm and the detector in relation to the
dodecahedron can be determined from the projected bullet shadows for
each projection position, such that finally the trajectories of both focus
and detector are uniquely determined in the world coordinate system. This
second step is comparable to determining the extrinsic camera parameters
in camera calibration procedures.
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Figure 3.11: Cone-beam projection
3.2.4 Cone-beam reconstruction: the FDK algorithm
In conventional fan-beam CT, individual axial slices of the object are se-
quentially reconstructed, e. g., with the described fan-beam filtered back-
projection scheme, cf. Section 3.1.2, and subsequently assembled to the vol-
ume f(x, y, z). With 2D X-ray detectors and a cone-beam geometry, how-
ever, a 3D volume can be directly reconstructed from the two-dimensional
projection data. This is referred to as cone-beam reconstruction.
However, according to the Tuy-Smith condition [148], exact reconstruc-
tion of an individual object point requires that all planes intersecting the
object at the position of this point also intersect the source trajectory at
least once. This condition is obviously not met for cone-beam projections
acquired with a circular trajectory, such that exact reconstruction is only
feasible for the central axial plane, while it is not possible for all other axial
slices.
The first and the most popular approximate reconstruction scheme for
cone-beam projections acquired along a circular trajectory is the algorithm
according to Feldkamp, Davis and Kress [43]. It is often referred to as FDK
method. This algorithm is used by most research groups and commercial
vendors for cone-beam CT with 2D detectors [52, 70, 98, 77, 4, 53, 159, 112].
Figure 3.11 illustrates the geometry used for the mathematical formula-
tion of the algorithm. The original detector plane is replaced by a virtual
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detector plane, positioned parallel to the original plane through the origin
of the coordinate system. This virtual detector plane is used in the math-
ematical description, because it facilitates the establishment of a relation
to parallel beam geometry. A ray is geometrically determined by the pro-
jection angle β, the fan angle γ and the cone angle κ, or alternatively, by
the projection angle β and the virtual detector coordinates given by a and
b.
The FDK method is a filtered backprojection very similar to the fan-
beam reconstruction presented in Section 3.1.2. For the cone-beam case
the pre-weighting factor is
cos γ cosκ =
D√
D2 + a2 + b2
(3.19)
and the filtered projections are computed according to
p˜F (β, a, b) =
(
D√
D2 + a2 + b2
pF (β, a, b)
)
∗ gF (a). (3.20)
Here, it is important to note that filtering is performed with the identical
filter kernel as used for fan-beam reconstruction, i. e., also for cone-beam
reconstruction the filtering is still one-dimensional.
Analog to equation 3.11 a point (x, y, z) is then reconstructed by
fFBP(x, y, z) =
∫ 2pi
0
D2
U(x, y, β)2
p˜F (β, a(x, y, β), b(x, y, z, β)) dβ, (3.21)
where a and b are given by
a(x, y, β) = D
−x sinβ + y cos β
D + x cos β + y sin β
(3.22)
b(x, y, z, β) = z
D
D + x cos β + y sin β
(3.23)
The weighting factor D2/U 2 in equation 3.21 is built from the ratio of the
square value of the focus-axis distance D and the square square value of
the distance U between the source and the reconstructed voxel (x, y, z)
projected onto the central ray, where U(x, y, β) is given by
U(x, y, β) = D + x cos β + y sin β (3.24)
For the analogous fan-beam case, U is illustrated in Figure 3.4.
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Figure 3.12: Illustration of the main steps involved in the cone-beam filtered backpro-
jection algorithm due to Feldkamp, Davis and Kress.
As a summary, Figure 3.12 shows an overview of the entire acquisi-
tion and reconstruction procedure. The measured cone-beam projections
are pre-weighted, filtered and finally backprojected along the same ray-
geometry as initially used for forward projection.
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3.3 Sources of inhomogeneity and overview of
compensation approaches
A number of different sources of artifacts to be discussed in the following
cause systematic deviations of the gray values in reconstructed 3D images.
As a result, initially homogeneous regions exhibit, e. g., a cupping shaped
profile with much darker gray values in the center than at the borders of
the imaged object.
Such artifacts constitute a major problem for flat detector based cone-
beam CT for several reasons.
• The artifacts cause the Hounsfield scale (see equation 3.8) to be no
longer valid, thus impeding truly quantitative measurements.
• Viewing of the 3D image data becomes more difficult. When a tight
gray level window is applied to the viewed slices in the reconstructed
3D image in order to find low contrast details, the inhomogeneities
cause parts of the region of interest to be either below or above the
edges of the applied window. Low contrast details are therefore much
more difficult to find in presence of inhomogeneities.
• When the 3D images are used for further processing, inhomogeneities
cause pre-conditions to be no longer valid and might impair, e. g., the
choice of global threshold levels.
3.3.1 Beam-hardening
Beam hardening artifacts are caused due to usage of a poly-energetic X-
ray spectrum and due to the spectrally strongly varying linear attenuation
coefficient µ as a function of the photon energy, cf. Section 2.2.1. As the
beam traverses the patient, the low-energy photons are more likely to be
absorbed, causing an increase of the mean photon energy with increas-
ing penetration depth. As was shown in Figure 2.8, an increased mean
energy corresponds to a lower µ-value, i. e., the beam becomes ”harder”
giving rise to the name of the phenomenon. If a homogeneous object is
imaged, the central parts suffer from substantial beam hardening in al-
most all projection directions and, as a result, these regions are assigned
too low reconstructed values in the 3D image. In contrast to this, regions
close to the border of the object contribute in many projection directions
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to only very short line-integrals and are thus less affected by beam harden-
ing. Uncompensated beam hardening, therefore, typically causes the above
described cupping shaped inhomogeneity artifact.
Beam hardening artifacts can be reduced by filtering the X-ray spectrum
with aluminum and copper filters, removing low-energy photons prior to
entering the patient, see Section 2.1.3. Remaining artifacts can be com-
pensated to a large extent by so-called linear beam hardening compensa-
tion [58]. This procedure assumes the entire phantom to consist of water.
Corresponding pairs of ideal line integral values, i. e., without beam hard-
ening, and real line integral values including beam hardening can be de-
termined either by means of simulated X-ray spectra and using tabulated
linear attenuation coefficients, or by accurate measurement of the line in-
tegral value for known penetration depth of water phantoms. Correction is
performed by computing polynomial coefficients from the calibration curve
by means of function fitting and using the resulting function to correct
each measured line integral value. A suitable function is, e. g., a third
order polynomial with zero offset defined as
pcorr = a1pm + a2p
2
m + a3p
3
m, (3.25)
where pcorr and pm are the beam hardening corrected and the measured
line integral value, and ai are the polynomial coefficients of the correction
function to be determined from the calibration curve.
In conventional CT, even second pass beam hardening correction pro-
cedures are used. Hereby, the beam hardening correction performance is
further increased, by computing for each ray the separate path length in
water and in bone by means of an intermediate reconstruction, segmen-
tation and forward projection, and computing a correction by taking into
account the individual beam hardening properties of both materials.
3.3.2 Truncation artifacts
Lateral truncations constitute a major problem, because the missing data
violates the completeness criterion required for reconstruction, leading to
strong artifacts in the reconstructed image. In particular, these artifacts
occur because the support of the filtering function is unknown outside the
measured projection data. If no truncation compensation is performed at
all, filtered values close to the lateral borders of the projection lack con-
tributions of the unsupported negative filter coefficients with large values
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close to the center of the filtering function, such that the reconstructed val-
ues close to the border of the field of view exhibit largely too high values.
The standard approach to overcome this problem is to laterally extend
the projections prior to reconstruction assuming an elliptical shape that
is fitted to the lateral ends of the projections [85]. This can compensate
truncation artifacts to a large extent.
However, due to the strongly simplified assumptions about the shape of
the object, for a number of configurations, e. g., asymmetric truncation or
situations with strong absorbing objects, i. e., bones, close to the border of
the field of view, the missing data cannot be predicted sufficiently well and
resulting reconstructed 3D images still show strong cupping artifacts, with
typically increasingly disturbed gray values approaching the border of the
field of view of the truncated projections.
Therefore, we recently presented an accurate method for lateral pro-
jection extension [157, 161] based on exploitation of prior knowledge. A
previously acquired image covering the whole object (i. e., with fewer or
no truncations) is combined with the newly acquired truncated data. Ref-
erence images may either be acquired earlier during the intervention on
the same device or may be available from previous CT scan for diagnostic
purposes. The proposed technique allows for truncation artifact-free 3D
imaging of large objects exceeding the limited field of view of state-of-the-
art flat X-ray detectors or, alternatively, allows for 3D ROI imaging and
thus, strong dose savings by updating only a small measurement region. A
similar technique can be found in [117].
3.3.3 Scatter
While, as discussed in Section 3.1.1, the theory of computed tomography
reconstruction assumes that all photons are either absorbed in the exam-
ined object or reach the detector directly (see left hand side of Figure 3.13),
the largest amount of attenuation is, in fact, not caused by absorption but
scatter, cf. Section 2.2.1 (as shown in the right hand side of Figure 3.13).
Therefore, as will be shown in detail in Chapter 4, a considerable amount
of scattered photons reaches the detector on a non-straight way.
As shown in Figure 3.14(a) the background signal caused by scattered
radiation is generally relatively homogeneous, i. e., spatially slowly varying,
but its amount is particularly significant. The portion of the total signal
intensity caused by scattered radiation can – without anti-scatter grids –
amount up to 50% or more, i. e., the amount of detected scattered radiation
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Figure 3.13: Geometry view of the Monte-Carlo simulation program: The left part only
shows paths of photons that are either absorbed or passing the phantom, thus representing
the ideal situation usually assumed for computer tomography reconstructions. The right
part gives an idea of the large amount of scattering events influencing attenuation and the
detection of scattered radiation in real situations.
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Figure 3.14: (a) Cross sections of two perpendicular projections showing a relatively ho-
mogeneous but significant background signal of scattered radiation with the largest relative
impact as compared to the primary radiation in the center of the projections. (b) Recon-
structed axial slice with scatter-induced cupping artifact showing the largest deviation also
in the center of the object.
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Figure 3.15: Figure illustrating the working principle of anti-scatter grids. Primary
photons should pass the focused lamellae (a), while scattered photons should be absorbed
(c). However, also primary photons can be absorbed at the lamellae top surface (b), while
scattered photons with a small deflection angle may pass the grid (d), thus reducing the
intended ASG performance (see Section 6.1).
can exceed the primary radiation. As can be seen from the profiles shown
in Figure 3.14(a) the relative error is largest for the total signal in the mid-
dle of the attenuation signal. Consequently, the relative error is also largest
in the middle of the reconstructed object as shown in Figure 3.14(b). In
the cross section shown at the bottom of this figure the typical cupping
effect can be seen. As will be further discussed in Section 5.1, for the
human head deviations up to -150 HU below the correct gray value can
be found. Therefore, scatter represents the most severe cause of inhomo-
geneity artifacts for flat detector based cone-beam CT. Additional to the
inhomogeneities scatter causes a reduction of local contrast (important,
e. g., for lesion detection) and increases the noise due to the additional
scattered quanta. The impact of scattered radiation on image homogene-
ity, contrast and noise in reconstructed images will be discussed in detail
in Chapter 5.
Several compensation and correction strategies have been discussed in
the literature, mainly intended for application in projection radiography.
The different existing techniques can be grouped in three categories, namely
scatter reduction techniques, scatter correction based on measurements and
software-based scatter correction. Each group will be separately discussed
in the following.
3.3.3.1 Scatter reduction techniques
Anti-scatter grids The working principle of anti-scatter grids (ASGs) is
sketched in Figure 3.15. ASGs typically consist of a series of lead lamellae
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separated by an interspacer material of very low atomic number, e. g., fiber,
and are placed close and parallel to the detector surface. The lamellae
are usually angled towards the focal spot, such that most of the primary
radiation passes unimpeded to reach the detector and most of the scattered
radiation coming from different directions is attenuated by the lamellae.
The resulting effect, therefore, is a reduction in the scatter-to-primary ratio
(SPR).
Grids are characterized by a number of features including the grid ratio,
defined as the ratio r of the height of the lamellae and the width of the
interspacing material, and the fractions of primary and scatter transmission
Tp and Ts. The impact of ASGs for flat detector based cone-beam CT is
discussed in detail in Section 6.1. It is shown that currently available anti-
scatter grids do not sufficiently reduce the amount of scattered radiation,
thus requiring further compensation strategies, while their impact on the
signal-to-noise ratio (SNR) is mostly small and for some geometries even
negative. Similar findings are presented in [160] and [138].
X-ray beam shaping devices An X-ray beam-shaping device, in reference
to its shape often referred to as ”bow-tie” attenuator, is usually employed
to reduce the dynamic range of the radiation impinging on the detector
by attenuating the X-ray beam prior to the patient by an ideally inverse
attenuation profile, i. e., attenuating especially the lateral parts of the X-
ray beam, where the patient itself causes only little attenuation.
As a result, besides the relaxation of the dynamic range requirements to
the detector, such a device lowers patient dose and improves SNR unifor-
mity of CT imaging. Furthermore, as shown in [45], a beam-shaper can
significantly diminish X-ray scatter intensity and scatter-to-primary ratio,
resulting in reduction of the cupping artifact in CT imaging. Therefore,
usage of beam-shaper is standard in fan-beam CT.
Reduction of scatter and associated cupping artifacts for flat detector
based cone-beam CT was shown in [145]. Yet, beam-shaping devices have
not found acceptance in clinical practice, because it is not feasible to mount
and remove the beam-shaping device in between projection radiography
and cone-beam acquisitions. Furthermore, image quality problems arise,
because for two-dimensional radiographs of arbitrary shaped objects the
choice of an adequate bow-tie shape is difficult. Moreover, correction of
beam-hardening artifacts becomes much more complex, and due to bending
of the C-arm the projected beam-shaper geometry is constantly moving in
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the detector plane.
Usage of a beam-shaping device is therefore still questionable for flat
detector based cone-beam CT.
Air-gap technique Air gaps between the patient and the detector reduce
the SPR by decreasing the solid angle covered by the detector with respect
to the scattering sites. It has been shown for projection radiography that
the scatter reduction potential of air-gaps is comparable or superior to that
of anti-scatter grids [96]. The effect of the air gap for the particular cone-
beam geometry used in this thesis is studied in Section 6.1.2.2 for various
object types. It is shown that the SPR decreases rapidly with increasing
detector distance from the axis of rotation. However, the typical detec-
tor distance used for flat detector based cone-beam CT is already rather
large, such that the air-gap effect is intrinsically used to a certain extent,
partially causing the low efficiency of anti-scatter grids for this application.
Substantial further increase of the detector distance is not feasible for prac-
tical reasons with respect to the C-arm geometry. Moreover, increasing the
detector distance would cause further increase of focal spot blurring, thus
decreasing the achievable spatial resolution of the reconstructed image.
Additionally, a larger air gap without increasing the detector size would
lead to more truncation and the associated artifacts discussed above.
3.3.3.2 Compensation based on measurements
Several post-processing techniques have been introduced to a-posteriori
compensate and correct for the effects of scattered radiation for projection
radiography. These techniques do not intend to reduce the detection of
scattered photons, but aim at correcting for their detrimental effects prior
to viewing or further postprocessing the acquired projection images. The
compensation is based on either measuring or sampling the scatter back-
ground, which is discussed in this section, or on software based scatter
correction as discussed in Section 3.3.3.3.
Numerous investigations have been undertaken to measure scatter in-
tensities for projection based radiographic imaging, see, e. g., [89] for an
overview. However, most of the used methods are intended for character-
ization of scattered radiation for certain geometries or objects, such that
many of the used measurement setups are not feasible for usage in clinical
routine on a C-arm system.
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Beam-stop array technique A number of studies performed for projec-
tion radiography used beam-stop arrays, i. e., arrays of small lead disks
placed between X-ray source and patient in order to measure scatter radi-
ation and also veiling glare [88, 151, 152, 87]. Samples of scattered radia-
tion at individual positions throughout the entire projection are obtained
by measuring scattered radiation in the shadows of the small lead disks,
where primary radiation is entirely blocked, such that at these positions
the entire detected signal can be attributed to scattered radiation. For pro-
jection radiography with small object detector distances different methods
were discussed for interpolation of scatter values between the sampled val-
ues, including two-dimensional least squares fitting [151], filtration with
sinc and jinc functions [152] and two-dimensional cubic spline interpola-
tion [87]. Substantial improvement of contrast and spatial uniformity was
reported for the corrected projections [151]. However, the method of in-
terpolated local sampling schemes requires two projections of the patient
taken at each projection angle, one without and the other with the beam-
stop array in place, thus making direct application of the method for cone-
beam CT infeasible, because of the significant increase in patient dose and
acquisition time.
A recent publication [99] therefore proposes to acquire only a small num-
ber (<25) of additional projections using a beam-stop array prior to the
acquisition of the normal patient scan in order to obtain scatter measures
at both very coarse angular and spatial sampling. Using standard cubic
spline interpolation these sample measures are subsequently used to com-
pute and estimate the scatter level of the entire data set. The authors
use phantom studies and demonstrate reduction of scatter cupping and
shading artifacts of projections with fully open collimation with additional
radiation ”cost” equivalent to a small 5 mm wide slit collimation. However,
the problem of extra radiation exposure of the patient remains.
Aperture technique An alternative technology is using an aperture array,
i. e., a lead plate with an array of small holes, instead of beam stop array
prior to the patient [90, 166]. As for the beam stop array, two exposures
are acquired, one with the aperture array in place and one without. Due to
the low total imparted energy to the patient the image with the aperture is
assumed to consist of primary radiation only. Local scatter estimates are
then obtained by subtracting the aperture image from the normal exposure.
The entire scatter field is subsequently obtained by similar interpolation
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techniques as for the beam stop array. The advantage of this technique
is that, due to the small apertures, the extra dose required is very low,
typically well below 10% of an open field exposure. The main disadvantage
is, apart from the requirement of acquiring extra projections, that the
method is very sensitive to patient motion or geometry inaccuracies in
between the two acquisitions, because due to the large dynamic of the
primary image, even a small movement of the patient leads to a large error
in the computation of the scatter samples.
Measurement in border regions In order to overcome the problem of
requiring a second projection for the sampling of the scatter distribution,
scatter measurements might be taken in the border regions of the pro-
jections or in collimated regions [51]. For circular cone-beam CT with flat
detectors the maximal FOV that can be reconstructed has a cylindric shape
with conic ends at the top and the bottom. Its projection covers the entire
detector except for triangular shaped small border regions in the corner
of the detector that do not contribute to the FOV. Using an accordingly
shaped collimator in front of the patient would allow to measure scatter
in these regions. However, the expected accuracy is low, since interpola-
tion of the entire scatter field is difficult [132], because, as will be shown
in Section 4.2.2, in the border regions and especially in the corners of the
detector the scatter level significantly falls off. Moreover, in the corner
regions the shadowed measurement areas are often in direct neighborhood
to unattenuated primary radiation, such that additionally, measurement
accuracy is likely to be impaired by the influence of low frequency drop
effects.
3.3.3.3 Software-based scatter correction
Convolution based approaches Convolution filtering schemes are based
on the assumption that the distribution of scatter signals in an image is
equivalent to a blurred version of the distribution of primary signals [88].
With this assumption, the scatter distribution IS can be expressed by a
two-dimensional convolution IS = IP ∗hS of the detected primary signal IP
with a scatter kernel or scatter point spread function hS. The ideal primary
radiation can then be computed from the detector signal IPS = IP + IS by
IP = IPS − IP ∗ hS. (3.26)
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The limitation that IP is present at both sides of the equation has been
approached by approximating IP ∗hS by a convolution using IPS, a modified
point spread function and additional weighting factorsW (IPS∗h′S) [88, 93].
Filtering has been performed both in the spatial domain [88, 93] or using
deconvolution in the spatial frequency domain [125]. Filtering kernels have
been obtained either based on analytical models for the scatter point spread
function [125, 16] or empirically through minimization of the error between
estimated and measured scatter levels [88]. It was found that a spatially
variable weighting factor provides improvements over a spatially invariant
weighting factor [95, 93] and that spatially variable kernel sizes [81, 42] are
better than kernels of constant width.
A problem of all listed convolution approaches is the dependence on a
large number of parameters, e. g., in [93] or [164] the weighting factors
are functions of object type, object size, air-gap, and exposure parameters
and anti-scatter parameters. Some of these parameters, such as exposure
parameters, might be determined from system settings while some param-
eters, such as patient size and position are usually difficult to obtain from
single projection images. Additionally, most schemes require adaptation
of the used filter function [88, 93, 81], and the methods tend to significant
over- or underestimation if the thickness variation of the scanned object
differs from the phantom used for the design of the respective scheme.
It can be summarized that although numerous scatter compensation and
correction approaches exist in literature, most of the schemes are not suit-
able or at least not tailored for application in clinical routine of flat detector
based cone-beam CT. Moreover, none of the mentioned scatter correction
schemes takes advantage of the availability of 3D information resulting
either from projected views of different projection directions or from po-
tentially preliminary reconstructed data. This unique feature will be ex-
ploited for four novel classes of scatter correction algorithms that will be
presented in Chapter 6 and that constitute one of the main contributions
of this thesis.
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cone-beam CT projections
At the end of the last chapter an overview was given over the different arti-
facts leading to inhomogeneities and shading artifacts in the reconstructed
volume, and scattered radiation was identified as one major problem for
the image quality in cone-beam CT.
Prior to the presentation of the different scatter correction algorithms
that have been developed and evaluated for this thesis, the subject of this
chapter and the next chapter is a thorough analysis of the amount and
the characteristics of the scatter background contained in cone-beam CT
projections for typically measured objects, in particular for a head, a thorax
and a pelvis acquisition.
It is the objective to quantify scattered radiation of realistic and clin-
ically relevant patient geometries as accurate as possible. Therefore the
analysis is based on simulated scatter projections of voxelized CT images
of the different body regions. For this purpose, a Monte-Carlo cone-beam
CT simulator was extended to allow for efficient computation of voxelized
phantoms. Using this simulation technique it is achieved to obtain high-
quality and practically noise-free reference data sets of circular cone-beam
CT scans allowing to accurately quantify various characteristics of scat-
tered radiation, such as spatial and angular distributions, contributions
from different scattering mechanisms and the sources of scattered radia-
tion.
The projection data sets presented in this chapter will serve as ground
truth throughout the remainder of this thesis as an important measure for
the evaluation of the performance of the various scatter correction algo-
rithms.
The remainder of this chapter is structured as follows: First, the used
Monte-Carlo simulation technique and the extension for simulating high
resolution voxelized phantoms is outlined in Section 4.1.1. Next, the char-
acteristics of the scatter background contained in the projections of a typ-
ical acquisition of the human head is analyzed in detail in Section 4.2.
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Important scatter characteristics of the thorax and pelvis regions are pre-
sented subsequently in Section 4.3.
In Chapter 5, the analysis started in this chapter will be extended with
the development of a framework for studying the impact of scatter on
reconstructed images.
4.1 Scatter simulation techniques
Many phenomena of physical nature are too complex to be modeled or to
be calculated in an analytical way. The Monte-Carlo method is a common
statistical approach to overcome these limitations.
4.1.1 Monte-Carlo simulation technique
The basic idea of the Monte-Carlo method is to model the process of in-
terest, e. g., the process of X-ray photon propagation through a scattering
medium, by its known physical properties and to use these physical proper-
ties to calculate the tracks of individual photons through a virtual ensemble
of objects modeling, e. g., a patient. The physical properties of the different
objects and their materials are specified by means of probability distribu-
tions, often referred to as physical cross sections that accurately describe
the photon’s interaction, transport and energy deposition characteristics
within the respective material. Using this physical input data, a photon is
tracked from its point of creation, e. g., the X-ray tube, through the patient
model to the detector by repeatedly dicing random numbers and choosing
associated actions defined by the probability distributions. Photons reach-
ing the virtual detector surface are recorded and estimates of the quantities
of interest are derived from their distribution.
Usually a very large number of photon histories must be simulated in or-
der to obtain a sufficiently precise estimate of the quantities of interest, such
that Monte-Carlo simulations usually require significant computational ef-
fort. However, the Monte-Carlo method is the calculation algorithm that
most closely models the physical processes involved in medical diagnostics,
such that, despite of its computational effort, the Monte-Carlo method is
widely used as a tool for research in medical imaging sciences.
Simulations of X-ray scatter presented in this thesis have been simulated
with the simulation tool DiPhoS (Diagnostic Photon Simulation) [124].
This program implements the Monte-Carlo technique for tracking individ-
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ual X-ray photons through mathematically defined phantoms. Phantoms
are assembled from basic objects like ellipsoids or cubes to which materials
can be assigned. For the material characteristics, standard tables are im-
plemented for total and differential cross sections of Rayleigh and Compton
scattering and for the K-fluorescence emission probabilities [6, 65, 155].
In addition to probabilistic simulations of X-ray scatter, the program
also allows the analytical calculation of primary radiation. In contrast to
the photon distributions of scattered radiation that are always subject to
quantum noise, the analytical calculation of primary radiation results in
noise-free projection data.
Regarding the computational complexity of Monte-Carlo simulations the
following statements can be made: since the individual photon histories are
computed in sequential order, the required computation time obviously is
a linear function of the total number of simulated photons Nphot. Com-
putation of each photon history requires repeated generation of random
numbers, the evaluation of the respective probability functions and the
calculation of the distance to the next object or material boundary. This
last step requires ray-casting and thus is usually the computationally most
expensive task. If no further geometrical relations between the different ob-
jects can be exploited, the effort required for ray-casting is a linear function
of the number of objects Nobj the phantom is made of.
Finally, each photon can be considered as statistically independent, such
that the relative standard deviation σrel of the simulation result as a mea-
sure for the reciprocal statistical accuracy. With increasing number of pho-
tons the standard deviation σrel increases with the order O(
1√
Ndet,pix
), where
Ndet,pix is the number of detected photons in a detector pixel. The number
of the detected photons per pixel can usually be approximately specified as
a fraction psc of the number of corresponding initially simulated photons
per pixel Nphot,pix. Using these relations the expected resulting relative
standard deviation can be approximated by
σrel ∼ 1√
Ndet,pix
=
√
nx ·ny√
Nphot · psc
(4.1)
where nx and ny represent the number of detector pixels per projection.
For a targeted relative accuracy the computational effort can finally be
computed using equation 4.1 and
Effort = O(Nphot ·nevents ·Nobj) (4.2)
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(a) (b)
Figure 4.1: Photon tracks and computational principle of conventional Monte-Carlo
method (a) and with application of forced detection technique (b).
where nevents specifies the average number of scattering events per photon
track.
As an example, a moderate relative accuracy of σrel = 5% for a low
spatial resolution of 128×99 detector pixels and with a typical detection
fraction of psc = 1% requires already the computation of 5 · 108 photon
tracks. For an average number of five scatter events per photon track
and a typical number of Nobj = 20 objects for a geometrical phantom
of moderate complexity, the total computational effort for one projection
of scattered radiation involves about 50 billion ray-cast operations. This
clearly demonstrates the high computational cost required for the Monte-
Carlo simulation technique.
4.1.2 Variance reduction by forced detection technique
Even though the high computational effort of the Monte-Carlo method
as discussed above is partially compensated for by the availability of ever
faster computers, many problems require further strategies to reduce the
required effort. The aim of such strategies is to reach faster convergence
by reducing the statistical fluctuations of the photon distribution, such
that the desired quantities can be derived after a comparatively shorter
simulation time. In the literature, a number of such variance reduction
techniques is discussed, e. g., in [78].
One of these techniques is the forced detection technique. The different
concepts of the conventional Monte-Carlo method and the forced detec-
tion technique are illustrated in Figure 4.1(a) and (b), respectively. While
by using the conventional Monte-Carlo method, a large number of the
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simulated photons never reaches the detector because many photons are
photo-absorbed or are scattered away from the detector area, the aim of the
forced detection technique is to make use of as many contributions of the
simulated photons as possible. This is achieved in the following way: while
the occurrence of scattering events is still treated in the same probabilistic
manner as with the conventional Monte-Carlo technique, the contribution
of a scattering event is accounted for analytically by computing a fractional
contribution to each detector pixel as a function of the angular dependent
scattering probability and the photo-absorption from the point of scat-
tering to the respective detection position. This technique yields smooth
scatter distributions even at comparatively low photon numbers because
each scattering event has an impact on all detector pixels. In turn, the
computational effort of each scattering event is much higher as compared
to fully probabilistic Monte-Carlo simulations, such that the forced detec-
tion technique only allows for computation of comparatively less scattering
events.
In essence, for the forced detection technique the computational effort is
mainly a linear function of both the number of probabilistic photon paths
through the object as well as the number of detector pixels, i. e., the number
of contributions to be considered for each scattering event.
For the forced detection technique, a careful trade-off needs to be done
between the detector resolution and the number of photons to be simulated.
On the one hand, because the contribution of each scattering event has a
sharp ring structure due to the shape of the angular dependent scattering
probability especially of Rayleigh scattering, see Section 2.2.3, the detector
resolution must not be chosen too low in order to prevent systematic errors
due to a too coarse sampling. On the other hand, also the number of
photons must not be chosen too low, because for low number of photons
the quality of the simulation results of the forced detection technique is not
compromised by a lack of contributions to each detector pixel but by too
large statistical deviations of the distribution of the points of scattering in
the volume.
4.1.3 Fast technique for Monte Carlo simulation of
voxelized phantoms
For the investigations presented in this thesis it was the objective to quan-
tify scattered radiation of realistic and clinically relevant patient geometries
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Figure 4.2: The fast voxelized ray-casting algorithm computes the cross-section positions
with all voxel-layer boundaries.
as accurate as possible. While in general it is possible to refine mathemati-
cal phantoms to come very close to realistic clinical geometries, in practice
this goal is very difficult to achieve.
On the other hand, clinical data of very high accuracy and, with respect
to the requirements for simulation of scattered radiation, very high spatial
resolution is available from CT data sets and it is therefore an objective to
use these kind of data sets as phantom data for Monte-Carlo simulations.
In principle, incorporation of voxelized CT data into Monte-Carlo simu-
lation programs would be straightforward by determining a type of material
and a mass density for each voxel and modeling each voxel as a small cubic
object. However, in this way even a rather coarse resolution of, e. g., 643
voxels amounts already to a huge number of 262144 objects. In the original
implementation of DiPhoS, which was designed for simple geometric phan-
toms with usually on the order of 20 objects, it was not foreseen to exploit
the regular structure of a voxelized data set, such that the high number of
phantom objects would have led to a drastically increased simulation time
beyond a feasible limit.
Therefore, for the purpose of studying complex voxelized phantoms de-
rived from clinical CT data sets, a fast ray-casting algorithm was developed
and implemented in the simulation program during this thesis. The core
of this algorithm is sketched in Figure 4.2 and will be explained in the
following.
For the purpose of ray-casting, the ray to be tracked is transformed into
the coordinate system of the voxel volume, such that the walls between
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adjacent voxel layers are located at integer coordinate positions. As a
result, the ray to be tracked is determined by a start position r0 and a
direction vector d in voxel coordinates. Additionally, it is assumed that the
direction vector is normalized to length 1.0. In this case, the characteristic
step length λi representing the distance between adjacent voxel layers of the
component i as a multiple of the normalized direction vector d equals the
reciprocal value of the respective component of the normalized direction
vector itself, i. e.,
λi =
1
di
. (4.3)
The calculation principle of the fast ray-casting algorithm is based on the
maintenance of an ordered list of three entries representing the remainder
of the characteristic distances from the current point until the next wall
crossing in each of the three vector components. Once the ray geometry
and this list are initialized, this approach allows for efficient computation
of the sequence of wall crossings and the corresponding voxels using the
following scheme:
• Choose the first list entry, which is defined to contain the vector
component with the shortest distance to its respective next wall, and
define this as the actual component.
• Store the step length together with the material and the density of
the current voxel to be taken into account for the Monte-Carlo part
of the simulation.
• Move the pointer to the actual voxel on to the next voxel by increasing
its corresponding component by one increment.
• Decrease the distances to the next wall of the other two components
by the step length taken for the actual component.
• Set the distance to the next wall of the actual component to the value
of its characteristic wall distance and re-order the list.
• Start from the beginning.
I. e., each wall intersection point is computed with a total cost of evaluating
only two conditions for re-ordering the three item list, two additions and
one increment. Initialization of this procedure, i. e., computation of the first
voxel, thus requires comparatively much more effort than computation of
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all subsequent voxels. In Figure 4.2, this is indicated by shading the first
voxel hit by the ray to be tracked in dark gray.
In particular, computation of the first voxel involves transformation of
the ray into the coordinate system of the voxel volume, normalizing the
direction vector and computing the entry and exit position of the ray into
and out of the voxel volume together with the remainder of the charac-
teristic step length of each component until the first crossing with a voxel
layer boundary.
Based on the observation that calculation of the first voxel involves sub-
stantially more computational effort than computation of the remaining
voxel boundaries, the current implementation foresees to compute and store
the entire voxel-list directly when a new ray direction is initialized. Sub-
sequently, the stored voxel list is consumed as the ray propagates through
the volume. After an interaction takes place, a new ray direction is initial-
ized and a new voxel list is computed. Further optimization potential may
be exploited by adjusting the length of the pre-computed voxel list to the
mean free path length of the photon in the object.
Using the voxelized simulation technique it was finally achieved to sim-
ulate an object of 643 = 262144 voxels with only twice the simulation time
as necessary for a mathematical phantom of 20 objects, thus making vox-
elized Monte-Carlo studies of clinical phantom data and with high accuracy
feasible.
4.2 Detailed scatter analysis of the human head
Imaging of the human head in neuroradiological interventions is one of the
most important application for flat detector based cone-beam CT. There-
fore, using the above described simulation technique, in this section a thor-
ough analysis of the scatter background contained in projections of a rota-
tional scan of the human head is performed. Detailed results for a number
of different scatter characteristics are given here in order to motivate and
explain tailored scatter correction approaches for neurological application
scenarios.
Furthermore, the data set presented here will be used as a ground truth
reference for the evaluation of various scatter correction algorithms dis-
cussed in Chapter 6.
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4.2.1 Simulation setup
Given the objective to study the scatter background for realistic clinically
relevant patient geometries, simulated projections of primary and scattered
radiation of a human head have been computed using the above described
extended Monte-Carlo technique with a voxelized CT data set.
The employed phantom is a voxelized data set resulting from a helical
CT scan of a human head [167, 168]. The original X-ray CT images were
reconstructed in a 512×512×55 matrix with a resolution of 1 mm in the x-
y plane and a slice distance of 0.5 cm in z-direction. This specific CT data
set was chosen for this study because additionally to the CT attenuation
values, a voxel-based organ segmentation of the same resolution is avail-
able. Using this annotation data set, the voxels were classified into three
material classes with different scattering properties, air, water and bone.
The material density was scaled to meet the exact attenuation coefficient
in each voxel.
The geometry setup and parameters of the simulations were chosen to
mimic the characteristics of the Philips Allura Xper FD20 flat detector C-
arm system. The distance from the X-ray focus to the axis of rotation was
76.5 cm and the distance from the axis of rotation to the flat detector was
45 cm. A detector of active area 382×296 mm2 was simulated. The em-
ployed beam collimation width was 385 mm (fan direction) and the beam
collimation height was 300 mm (cone-direction), slightly exceeding the ex-
tent of the detector. The simulated scintillator material was cesium iodide
with an effective thickness of 500 µm. A configuration without anti-scatter
grid was assumed.
The simulated tube voltage was 100 kVp and the corresponding X-ray
spectrum was numerically calculated for an X-ray tube with a target mate-
rial of 95% tungsten and 5% rhenium at an anode angle of 11◦. In order to
reduce low energy photons, a beam filter of 1.0 mm aluminium and 0.9 mm
copper was assumed in addition to the tube inherent filtration of 2.5 mm
aluminum. The average photon energy of the spectrum after the filtration
was 68 keV. For a plot of the utilized spectrum see Figure 2.6.
In order to obtain high resolution projection data of primary and scat-
tered radiation, required for later reconstruction purposes, cf. Chapter 5,
on the one hand and keeping the computational cost for the Monte-Carlo
simulation of scattered radiation within feasible limits on the other hand,
the simulation approach as illustrated in Figure 4.3 has been chosen.
As shown in the top part of Figure 4.3 primary radiation was calculated
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Figure 4.3: Simulation technique: High resolution primary radiation is analytically
calculated using the full resolution of the phantom (top row) while coarser scatter distri-
butions are simulated using the Monte-Carlo technique and a coarser resolution of the
phantom (bottom row). The data sets are merged and reconstructed after spatial and
angular up-sampling and interpolation of the scatter distributions.
analytically for a fine detector resolution and by exploiting the full reso-
lution of the CT data set, while the Monte-Carlo scatter simulations were
performed using a coarser resolution of the phantom in order to improve
calculation speed. For the head scenario, Monte-Carlo simulations were
conducted using a volume of 64×64×55 voxels.
In order to avoid reconstruction artifacts due to sparse sampling, simu-
lation of primary radiation IP0 was conducted for a large set of 720 pro-
jections equiangularly distributed over a full rotation of 360 degree. The
projections were simulated at a resolution of originally 512×396 pixels and
subsequently downsampled to 256×198 pixels using a two-dimensional bi-
nomial low-pass filter of 4thorder.
In contrast, scatter energy IS0 was simulated for only 36 projection di-
rections equiangularly, again distributed over a total scan angle of 360
degree, and for a coarser detector discretization of 128×99 pixels. While
the primary radiation as described above was calculated analytically, scat-
tered radiation was computed using the full Monte-Carlo method as de-
scribed in Section 4.1.1. High statistical accuracy was achieved by tracking
a large number of 5×108 photons per projection. The total simulation time
amounted to about 20 days on a standard 2.4 GHz CPU. In order to reduce
statistical fluctuations that would be enhanced by the high-pass filtering
involved in reconstruction, the scatter projections used for this purpose
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were low-pass filtered by means of a two-dimensional filter composed of
Hanning windows of a width of 11 pixels in each detector direction. For
characterization and analysis purposes, a second set of primary radiation
energy was calculated for the same coarse resolution as used for the scatter
projection set.
The resulting scatter distributions vary smoothly in space and from one
projection to another. In order to match the required spatial and angular
resolution of the high resolution primary projections IP0, the coarse scatter
profiles were up-sampled using cubic interpolation in spatial direction and
4thorder Lagrange interpolation in angular direction. Scatter corrupted
projections IPS0 = IP0 + IS0 were obtained by adding the scatter images
to the corresponding projections of primary radiation.
4.2.2 Primary and scattered radiation
For three different exemplary viewing directions, the simulated attenua-
tion line integrals − log(IP ), the corresponding distributions of normalized
detected primary energy IP = IP0/I0, and the distributions of detected
normalized scatter energy IS = IS0/I0 are displayed in Figure 4.4. Addi-
tionally, Figure 4.5 shows the corresponding resulting pixel-wise scatter-to-
primary ratio (SPR) defined as IS/IP . All projections are displayed with
a resolution of 128×99 pixels which was used for the full Monte-Carlo sim-
ulation of the scattered radiation. Despite of this rather coarse resolution
the shown line integrals and normalized projection values in Figure 4.4(a)-
(f) as well as the SPR values in Figure 4.5 still reflect the voxel structure
of the phantom. Especially the slice structure is evident at the top of the
images due to the fact that the used head phantom comprises only 55 slices.
Examining the scatter images in Figure 4.4(g)-(i), one finds that as
compared to other regions, the scatter energy is somewhat smaller in the
shadow of the phantom, where a large fraction of scattered photons does
not reach the detector due to preceding absorption. The highest amount
of detected scatter in each shown projection is found near the boundary
of the object shadow. Due to the lacking absorption, also in the lateral
view (Figure 4.4(i)) in the region behind the air-cavities of the nose and
forehead, the portion of scatter reaching the detector is slightly larger than
in the surrounding regions. However, as a general observation, the spatial
distribution of scattered radiation is relatively flat, varying only smoothly
across the detector surface.
In contrast, the images of the scatter-to-primary ratio displayed in Fig-
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Figure 4.4: Simulated projections of a voxelized human head. (a)-(c) Attenuation line
integrals for anterior-posterior, intermediate, and lateral projection directions. (d)-(f)
Corresponding normalized distributions of primary radiation energy. (g)-(i) Correspond-
ing normalized distributions of scattered radiation energy. The thin solid contour lines in
the scatter images indicate the projected border of the head for orientation.
ure 4.5 show strong variations across the individual projections. Due to
the flatness of the scatter background, the SPR is mainly a function of the
reciprocal primary radiation. In the center of the head and especially in the
shadow of bony structures such as the skull base the SPR can reach values
up to 100%, while in the lateral parts of the head the values stay typically
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Figure 4.5: Scatter-to-primary ratio (SPR) for anterior-posterior (a), intermediate (b),
and lateral (c) projection direction of the voxelized human head.
well below 30%. It is thus evident that despite of the flatness of the scatter
profiles, the relative impact of scatter on the projection reflected by the
SPR is locally strongly varying. A certain scatter level might not cause
very much harm at a position where it corresponds to a low SPR while the
same absolute scatter value might cause severe artifacts at different posi-
tions with high SPR. For the software-based scatter correction schemes to
be discussed later in Chapter 6 it is thus important to accurately estimate
the scatter level especially in regions with very high SPR, i. e., at high pri-
mary attenuation, while a less accurate estimated value in regions of low
SPR might be sufficient.
4.2.3 Weighted computation of a projection-wise scatter
level
For the analysis of a number of different scatter quantities as a function
of the projection angle, the scatter distribution in each projection shall be
represented by an average scatter value. The chosen computation scheme
used throughout this thesis will be detailed in the following.
In order to correctly account for the different relative impact of residual
errors, i. e. of the differences between true scatter value at a pixel position
and the representative average value, an adequate weighting scheme has
to be chosen. In this thesis projection-wise constant scatter levels are
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computed according to
IS,const(θ) =
∑
x,y
1
IP (x,y,θ)
IS(x, y, θ)∑
x,y
1
IP (x,y,θ)
. (4.4)
In this equation, the pixel-wise difference of the simulated scatter profile
IS(x, y, θ) and IS,const(θ) is weighted by the corresponding reciprocal values
of primary energy 1/IP (x, y, θ). In this way, deviations in regions of low
primary energy receive higher weights than at locations with high primary
energy, where the same absolute deviation has a relatively higher impact.
The specific weighting scheme takes into account that the magnification
of deviations during the transformation to line integrals −ln(x + ∆x) on
first order is proportional to 1
x
(as follows from a Taylor series expansion
of the logarithm function), which is a consequence of the larger steepness
of the logarithm function at low values of its argument. I. e., even though
computation of the scatter level is performed in the domain of normalized
projection values, the weighting approximately ensures minimum deviation
between the true and the modeled scatter values with respect to its impact
in the domain of line integrals. Using the computation scheme given in
equation 4.4, the accumulated weighted deviations between the projection-
wise uniform scatter level and the true scatter values amount to 0 in each
individual projection.
Using the same weighting scheme as in equation 4.4, the residual devi-
ations between the constant scatter level and the true scatter distribution
in a projection can be quantified by means of a weighted root mean square
(RMS) deviation
∆IS(θ) =
√√√√√√
∑
x,y
1
IP (x,y,θ)
(
IS(x, y, θ)− IS,const(θ)
)2
∑
x,y
1
IP (x,y,θ)
. (4.5)
Since this expression quantifies the deviation to a constant scatter level it
can be used as a measure for the spatial dynamic of the scatter background
contained in each projection.
4.2.4 Spatial and angular dynamic of scatter projections
Using the equations derived above, the top curve including vertical bars in
Figure 4.6(a) displays the average scatter level and the spatial dynamic of
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Figure 4.6: (a) Weighted mean scatter (top curve with bars), weighted mean multiple
scatter (bottom curve with bars) and minimum primary radiation as a function of pro-
jection angle. For the total and multiple scatter the bars indicate the dynamic of the
scatter background in the respective projection. (b) Scatter fraction computed using the
projection-wise weighted mean scatter level and the 5th percentile of the minimum primary
energy.
the scatter profiles for a subset of 36 projections selected equiangularly over
the entire rotation angle of 360◦. The curve itself represents the weighted
mean scatter level computed using equation 4.4, while the corresponding
RMS deviations from the simulated profiles according to equation 4.5 are
indicated through the error bars. The average scatter level as a function of
the projection angle exhibits an almost sinusoidal shape with an amplitude
superior to the spatial dynamic represented by the error bars at every pro-
jection position. Consistent with the observations made above regarding
the flatness of the scatter profiles shown in Figure 4.4, this curve quan-
titatively shows that the variation of scatter energy as a function of the
projection angle is clearly more significant than the spatial variation within
each projection. These findings provide the rationale for build-up of scat-
ter correction schemes aiming at a spatially uniform, projection-dependent
scatter level that will be discussed in Chapter 6.
Apart from the multiple scatter level and its dynamic that will be dis-
cussed in Section 4.2.5, Figure 4.6(a) also shows the minimum primary
energy in each projection. In order to avoid outliers caused by locally
strong absorbing structures the shown values are 5th percentiles of the pri-
mary radiation computed by sorting the value of the primary radiation in
ascending order for each projection angle and selecting the value at position
floor(0.05 ·nx ·ny).
The resulting curve exhibits a similar sinusoidal shape as the curve of the
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weighted mean scatter level with comparable level and amplitude. For the
anterior-posterior viewing directions (corresponding to projection angles
of 0◦and 180◦) the average scatter level even dominates over the primary
energy in the darkest parts of the object shadow. In Figure 4.6 (b) the
value of the scatter fraction
SF =
IS,const(θ)
IP,min(θ) + IS,const(θ)
(4.6)
is plotted as a function of the projection angle. Due to the similar slope
of the average scatter level and the minimum primary energy, the angular
variation of the scatter fraction is moderate, ranging from about 45% at
lateral projection directions (corresponding to projection angles of 90◦and
270◦) to a maximum of about 56% at anterior-posterior viewing directions
with a mean value of 51%. The relatively low dynamic of the scatter
fraction provides the rationale for scatter correction schemes aiming at
estimating an adequate globally constant scatter fraction, cf. Section 6.6.4.
4.2.5 Analysis of different scatter contributions
In a next step the different contributions adding to the total scatter are an-
alyzed. The total scatter background can be separated into contributions
originating from photons that underwent only a single scattering event (of-
ten referred to as single scatter), and contributions from multiply scattered
photons (multiple scatter). The contributions from single scattered pho-
tons can be further decomposed into single Rayleigh scattered and single
Compton scattered photons. Images showing the scatter energy originat-
ing from these four contributions, taking the anterior-posterior projection
of the human head as example, are shown in Figure 4.7. For orientation,
in each of the shown images a thin dark frame indicates the projected bor-
der of the head as determined by a threshold at 95% of the corresponding
primary radiation.
Comparing Figure 4.7(a) with (c) and (d), one finds that the shape of the
single scatter background is mainly determined by the single Rayleigh scat-
ter while the single Compton scatter shows only little variation, especially
in the relevant region of the object shadow. The shape of single Rayleigh
and Compton contributions can be explained by the differential scattering
cross sections, cf. Sections 2.2.3 and 2.2.4. While the differential Rayleigh
cross section exhibits a strong forward peak the differential Compton cross
section is almost isotropic except for the smallest scattering angles.
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Figure 4.7: Analysis of the different scatter contributions for the example of the anterior-
posterior projection of the human head. The images show the normalized energy contribu-
tions of (a) single scattered and (b) multiply scattered photons. The single scatter energy
is further decomposed into (c) single Rayleigh scattered and (d) single Compton scattered
photons. The thin solid contour line in each image indicates the projected border of the
head for orientation.
Similarly, the spatial shape of the total scatter background (not shown
with tight gray level window) is mainly determined by the profile of the
single scatter, Figure 4.7(a), which varies slowly across the whole detector,
while the multiple scatter, Figure 4.7(b), exhibits an almost constant shape.
Thus, the spatial dynamic of the single scatter distribution is much
higher as compared to the distribution of multiple scatter. Quantitative
values characterizing the average value as well as the spatial dynamic of
the multiple scatter as a function of the projection angle are plotted in
Figure 4.6(a) along with the corresponding values for the full scatter back-
ground as discussed above. As for the full scatter background, the values
have been computed using equations 4.4 and 4.5. It is evident from Fig-
ure 4.6(a) that the dynamic of the multiple scatter background is clearly
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Figure 4.8: Analysis of the different scatter contributions of the human head as a func-
tion of projection positions. Figure (a) shows absolute values, while Figure (b) displays
corresponding ratios.
smaller than the dynamic of the full scatter background. On average, by
subtracting the single scatter background from the full scatter background
about 60% of the dynamic of the total scatter can be removed. This is an
important rationale for scatter correction schemes based on computation
of the single scatter background, cf. Section 6.5.
Finally, the average amount of the four distinguished scatter contribu-
tions as a function of the projection angle is analyzed. Weighted averages
computed using equation 4.4 are shown in Figure 4.8(a). Corresponding
ratios using the same values are plotted in Figure 4.8(b). As can be seen,
similar to the curves of the primary radiation and the full scatter back-
ground, also the curves of the four distinguished components exhibit sinu-
soidal characteristics of individual offset and amplitude. In the anterior-
posterior directions, single and multiple scatter both constitute about 50%
of the full scatter, while the single scatter is slightly dominating in the
lateral directions. In turn, the single scatter is composed of 50% origi-
nating from single Compton scattering and 50% originating from single
Rayleigh scattering, even though the Rayleigh scattering cross sections are
much smaller as compared to the Compton scattering probabilities, cf.
Figure 2.8. As mentioned earlier the relatively high amount of detected
single Rayleigh scatter is caused by the comparatively small average de-
flection angle the photons undergo during Rayleigh scattering processes as
compared to Compton scattering.
69
Quantification of scatter in cone-beam CT projections
0 0.01 0.02
10
20
30
40
50
60
70
80
90
IS [%]
y [pixel]
20 40 60 80 100 120
0
0.01
0.02
x [pixel]
I S
 
[%
]
(a) 
20 40 60 80 100 120
10
20
30
40
50
60
70
80
90
Sc
at
te
r n
pv
:  
 I S
 
[%
]
0
0.002
0.004
0.006
0.008
0.01
0.012
0.014
0.016
0.018
0.02
0 0.01 0.02
10
20
30
40
50
60
70
80
90
IS [%]
20 40 60 80 100 120
0
0.01
0.02
x [pixel]
I S
 
[%
]
(b) 
20 40 60 80 100 120
10
20
30
40
50
60
70
80
90
Figure 4.9: Sources of total scatter (a) and sources of multiple scatter (b) for the example
of the anterior-posterior viewing direction.
4.2.6 Sources of scatter
Finally, it shall be investigated which part of the object contributes most
extensively to the total scatter background. For this purpose, all detected
photons are assigned to their source ray, i. e., to the positions on the de-
tector they would have hit without any scattering process.
The resulting distribution of the sources of the total scatter background is
shown in Figure 4.9(a). It is evident that a large fraction of the total scatter
background is contributed by rays initially impinging onto the lateral parts
of the object. For comparison, Figure 4.9(b) displays the contribution from
multiply scattered photons. It can be inferred that the peaks in the lateral
parts are almost exclusively caused by single scattered photons. In these
regions the path length through the object is relatively short, such that
after a first scattering event the probability for leaving the object and
reaching the detector is higher as for centric regions. In contrast, photons
initially impinging in the center of the object mostly undergo multiple
scatter events prior to contributing to the detected scatter signal. With
each scattering event local structures are less visible, such that the image
of the sources of multiple scatter is almost flat.
The finding that specifically the rays impinging onto the lateral part
of the object contribute to the scatter background motivates the usage of
beam shaping devices as described in Section 3.3.3.1 that aim at reducing
the radiation exposure in these regions and would lead to a reduction of
the total amount of detected scatter.
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4.3 Scatter background of thorax and pelvis
region
After thoroughly analyzing the scatter characteristics for the rotational
scan of the human head in the previous section, in the following a brief
analysis of the most important scatter characteristics of rotational scans
of two other body regions, the thorax region and the pelvis region, will be
given. These data sets will later be used at several instances, such as for
the investigation of the impact of scatter on reconstructed slices (Section 5
and for the analysis of the performance of anti-scatter grids (Section 6.1).
4.3.1 Simulation setup for voxelized full body phantom
Simulations mimicking rotational acquisitions of the thorax and the pelvis
region were performed with a different data set than the simulations for
the head. For these scenarios, the employed phantom data stems from a
clinical full human body scan acquired with a prototype helical CT scanner,
cf. Figure 4.10. The original data set comprised of 2300 slices of 512×512
voxels with a voxelpitch in the x-y plane of 0.74 mm and a slice distance
of 0.8 mm. For this data set no additional segmentation information was
available. Therefore, the required classification into the three material
classes of air, tissue and bone was performed by means of a threshold
based segmentation using the threshold values of -950 HU between air and
tissue and 250 HU between tissue and bone. As for the simulation of the
head data set, the material density of each voxel was scaled to meet the
exact attenuation coefficient of the input CT data set.
For performance reason, the data set intended for the analytical primary
simulation was subsequently downscaled to a matrix of 256×256×1150
voxels by filtering with a binomial low-pass of third order and subsequent
standard subsampling. For the Monte-Carlo scatter simulations the reso-
lution was further reduced to a matrix size of 64×64×288 pixels.
In order to correctly quantify artifacts caused by scattered radiation
without the influence of artifacts arising from laterally truncated projec-
tions, cf. Chapter 5, the geometry setup used for the thorax and pelvis
simulations was slightly modified as compared to the head simulations. In
particular the detector width was set to 764 mm, i. e., to twice the width
of the original size of the Trixell Pixium 4700 detector used for simulation
the head scenario. Using this amplified detector width analytical primary
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Figure 4.10: Simulated regions of thorax and pelvis. (a) Coronal slice of the full body
phantom. Approximate areas covered by the normal and extended detector area are marked
by solid and dashed lines, respectively. (b)-(e) Primary line integrals and normalized
projection values of scattered radiation for the normal detector size for the thorax and
pelvis region. (f)-(g) Reconstructed axial slices using ideal primary radiation.
radiation of both thorax and pelvis acquisition could be computed without
occurrence of lateral truncations, cf. Figure 4.10. Despite of the doubling
of the detector width, the lateral beam collimation used for the Monte-
Carlo simulation of the scatter background was kept fixed, such that the
detected scatter background equals the amount of scatter that would be de-
tected for the normal detector size. The resulting setup can be interpreted
as a scenario with fully scatter deteriorated but ideally truncation compen-
sated projections. All other settings were set identical to the simulations
performed for the voxelized head.
4.3.2 Scatter characteristics of thorax and pelvis scans
Figure 4.11 displays the projection-wise weighted averages of the total and
multiple scatter background of the thorax and the pelvis acquisition. The
curves are compared to the respective 5th percentile of the primary radia-
tion, which is used as a quantifier for the region of strongest absorption.
As before for the head scan, the shown bars indicate the dynamic of the
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Figure 4.11: Scatter background of thorax (left) and pelvis (right) acquisition: The
top curves show the weighted mean scatter background, the middle curves represent the
corresponding weighted mean multiple scatter and the bottom curve displays the minimum
primary radiation as a function of projection angle. For the total and multiple scatter the
bars indicate the dynamic of the scatter background in the respective projection.
respective scatter quantity within the individual projections. For both ac-
quisitions, the displayed scatter curves show again a sinusoidal course as a
function of the projection angle. Even though the absolute scatter values
for the thorax acquisition are comparable and for the pelvis even lower as
compared to the head acquisition, the relative impact of scatter background
is stronger for these scans, because the primary radiation is much smaller
than for the head scan. The 5th percentile of the primary radiation for
all projection angles is substantially smaller than the average total scatter
value, such that the local SPR can reach very large values of up to 800%
in the lateral projection directions.
Additional to this, due to the anatomy of the thorax region with large
regions of low attenuation in the lungs close to regions of very large absorp-
tion in the mediastinum, the scatter background in the individual projec-
tions of the thorax region (not shown) exhibits a particularly large dynamic.
For the pelvis, the profile in the individual projections is much more ho-
mogeneous, partly, because of the more homogeneous object structure and
partly due to the very large multiple scatter fraction, as can be inferred
from Figure 4.11.
Finally, the three different acquisitions, head, thorax and pelvis are com-
pared based on the relative impact of the scatter background in each pro-
jection. This is done by the average scatter weights. In Section 4.2.3 it
was already discussed that due to the log-transform involved in calculating
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Figure 4.12: Average and peak impact (95th percentile) of an absolute scatter residual
as a function of projection angle for the simulated head (left), thorax (center) and pelvis
(right) acquisition.
the line integrals the impact of an absolute scatter residual is proportional
to the reciprocal value of the corresponding local primary energy. Subse-
quently, this weighting factor 1/IP (x, y) has been used in order to calculate
projection-wise weighted average values. In the following, this weighting
factor shall be used in order to quantify the average relative impact of
scatter in each individual projection.
In Figure 4.12 the average and the maximum scatter weights in each
projection are displayed as a function of the projection angle for all three
different voxelized phantoms. For the head, both the average and the
maximum scatter weight exhibit a smooth sinusoidal course indicating that
the scatter background has an approximately twice as severe impact in
the AP and PA directions (0◦and 180◦) as compared to the perpendicular
lateral projection directions. For thorax and pelvis this characteristic is
opposite and much more intense. For both regions, the relative impact in
the lateral directions exceeds by far the impact in the AP directions. This
means that the same absolute scatter values (or absolute scatter residuals
after a potential scatter correction) in the AP direction of the head and in
the lateral directions of the thorax and the pelvis region have a much larger
impact on the reconstructed image than similar absolute scatter values in
the respective perpendicular directions.
Comparing the curves of head and thorax it can be observed that even
though the mean scatter impact weights of the thorax are comparable
to those of the head, the maximum scatter weights for the thorax are
much higher than those for the head. This is of particular importance for
the propagation of noise into the reconstructed volume because, as will
be shown in Section 5.3, due to the propagation of the noise variances
into the reconstructed volume in squared manner particularly the larger
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contributions are emphasized.
4.4 Conclusions
In this chapter the amount and the characteristics of scattered radiation
in projections of flat detector based cone-beam CT have been quantified
by means of Monte-Carlo simulations. Using clinically relevant patient ge-
ometries based on voxelized phantoms derived from CT data sets scattered
radiation could be quantified for truly realistic scenarios. Using a special
and partly newly developed simulation technique it was achieved to ob-
tain high-quality and practically noise-free reference data sets that allow
to accurately quantify scattered radiation.
For the three different body regions investigated, a head, a thorax, and
a pelvis scenario, the analysis of the amount and the characteristics of the
scattered radiation revealed that the spatial distribution of scatter back-
ground is relatively flat, varying only smoothly across the detector space,
while the variation of scatter as a function of the projection angle is clearly
more significant.
The relative scatter level with respect to the primary radiation, expressed
by the scatter-to-primary ratio, is very significant and reaches values about
100% for the human head and even several hundred percent for the thorax
and pelvis scenario. Due to the flatness of the scatter profiles, the SPR is
mainly a function of the reciprocal primary radiation thus showing sharply
defined object features. Depending on the object shape the largest relative
scatter impact is usually found in the center of the object’s projection.
The presented reference data sets will serve as ground truth throughout
the remainder of this thesis as an important measure for the evaluation of
the performance of the various scatter correction algorithms.
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reconstructed 3D images
In the previous chapter the amount and the characteristics of the scatter
background contained in cone-beam CT projections have been thoroughly
analyzed. The aim of this chapter is to assess the impact of scatter in
reconstructed images.
As will be discussed in the following, scattered radiation influences the
image quality in reconstructed images in three different ways:
Inhomogeneity artifacts The gray levels obtained in reconstructed images
(the Hounsfield values) are usually shifted towards lower values. The
typically increasing amplitude of these inhomogeneities towards the
center of the object causes the well known cupping artifact. Addi-
tionally, streaks and artifacts with high frequency content arise pre-
dominantly at high contrasted object features and between strongly
absorbing structures. Details will be discussed in Section 5.1.
Deterioration of contrast Due to scatter, the contrast of object features
can be strongly diminished. This potentially leads to obstruction of
the visibility of low contrast lesions or causes mainly high contrasted
features, e. g., such as contrast agent filled vessels, to exhibit quanti-
tatively wrong enhancement. A detailed assessment will be given in
Section 5.2.
Impact on noise Due to the additional X-ray quanta stemming from scat-
tered radiation, the relative quantum noise contained in scatter dete-
riorated projections is effectively reduced. However, since scattered
radiation does not contribute to the signal but only to the noise, the
relative noise of the projections after scatter correction, i. e., after
subtraction of the scatter profile, is strongly enhanced. A compre-
hensive derivation can be found in Section 5.3.
In the course of this chapter a framework will be developed in order
to assess all three different influences on the image quality by means of a
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mathematical derivation of the propagation of signal, contrast and noise
variations into the reconstructed image. Finally, for all three kinds of
impact of scatter, modified reconstruction schemes will be derived. In-
stead of reconstructing CT Hounsfield values, these novel reconstruction
schemes allow for reconstructing the respective image quality feature, i. e.,
voxel-wise inhomogeneities induced by scatter, voxel-wise decrease of ob-
ject contrast, and voxel-wise standard deviations of the noise. Finally, the
impact of scattered radiation and scatter correction on the contrast to noise
ratio is derived by combining the results obtained with the different new
reconstruction algorithms.
5.1 Impact of scatter on image homogeneity
As a first step, in this section the impact of scattered radiation on the
reconstructed images shall be quantified. For this purpose, the simulated
projections discussed in Chapter 4 mimicking rotational acquisitions of the
human head, thorax and pelvis region are reconstructed using the cone-
beam filtered backprojection algorithm of Feldkamp, David and Kress [43],
see Section 3.2.4.
5.1.1 Calculation method
Obviously, for simulated data the impact of scatter on the obtained CT-
numbers (Hounsfield values) of the reconstructed image can be computed
by subtracting the reconstruction using ideal scatter free projection data
from the analogue reconstruction of scatter deteriorated projections
imgSA = FB
{− log(IP + IS)}−FB{− log(IP )}. (5.1)
In this equation imgSA refers to the reconstructed image of the scatter
artifact and IP and IS represent the sinograms of normalized primary and
scattered radiation. FB stands for the operation of filtered backprojection
which in general, might as well be replaced by any linear reconstruction
algorithm. All practical experiments in the remainder of this thesis were
performed using the FDK algorithm.
Since reconstruction using filtered backprojection is a linear process, one
may, as described above, compute the difference of the scatter deteriorated
and scatter free images after reconstruction or, analogously, may do the
subtraction prior to reconstruction in the line integral domain and perform
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only a single reconstruction of the difference sinogram in order to obtain
the scatter artifact image
imgSA = FB
{− log(IP + IS) + log(IP )} = FB{− log(1 + SPR)}. (5.2)
5.1.2 Results
As a continuation of the analysis of the impact of scatter performed in
Chapter 4 for the projection domain, also the analysis in the domain of
reconstructed images was done for all three body regions head, thorax and
pelvis. As before, for the head, the standard simulation setup as described
in Section 4.2.1 has been used, while for the thorax and pelvis acquisitions,
the modified setup as described in Section 4.3.1 was employed.
It shall be emphasized here again that by using this modified setup a
realistic scatter background of the standard cone-beam CT setup is emu-
lated while still ideally truncation-free projections are obtained. It is thus
feasible to study only the impact of scattered radiation, as it is intended
in the following, while truncation artifacts are entirely avoided. The setup
can be interpreted as a scenario with fully scatter deteriorated but ideally
truncation compensated projections.
Figure 5.1 displays central axial planes of the reconstructions of all three
body regions. The images (a), (c) and (e) represent the artifact-free ref-
erence reconstructions obtained using the ideal scatter and truncation free
analytical primary projections. The ideal reconstruction of the head ex-
hibits large regions of homogeneous gray value throughout the entire brain
region, slightly lower gray values occur in the area of the ventricles. Bright
regions at the outside border of the head originate from uncompensated
beam-hardening in the input phantom data.
In the reconstructions of the thorax and pelvis region one can distinguish
homogeneous areas of muscle and fat rsp. inner organs and fat. Very high
Hounsfield-values of the heart chambers and the aorta visible in image (c)
are caused by intra-venous contrast agent applied during the helical CT
acquisition of this data set.
The images (b), (d) and (f) of Figure 5.1 show the gray value inhomo-
geneities caused by the impact of scattered radiation. They display the
difference of the scatter deteriorated and the scatter-free reconstructions
and were computed using the reconstruction scheme according to equa-
tion 5.2. As a general trend in all three images one can observe increasing
amplitude of the scatter induced inhomogeneities towards the center of
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Figure 5.1: Reconstructed axial planes of the head (top row), thorax (middle row) and
pelvis (bottom row) region. The left column shows reconstructions using ideal scatter
and truncation free projections, the right column shows the corresponding plane of the
differences between reconstructions including the full scatter background to reconstructions
using the ideal scatter free projections. Solid contour lines indicate the object boundary
(and additionally the lungs), black and white dashed contour lines indicate zero crossing
of the residual scatter artifacts.
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the object, causing the well known cupping artifact. Additionally, streaks
and artifacts with high frequency content arise predominantly at high con-
trasted object features and between strongly absorbing structures such as
bones and contrast agent filled vessels.
An explanation for these scatter artifacts can be derived from equa-
tion 5.2. As stated above, the scatter deteriorated reconstruction can be
regarded as the sum of a reconstruction using ideal scatter free projections
and the reconstruction of the difference between scatter deteriorated and
scatter free projections in the line integral domain (cf. equation 5.2) and
thus the scatter artifact visible in the difference images is the sum of the
scatter deteriorations introduced by all projections.
With this, first the general cup-like shape of the scatter artifact can
be explained based on the characteristics of scattered radiation shown in
Chapter 4. As the scatter background in the projections is typically very
flat, while the primary radiation shows large dynamics with typically lowest
values in the center of the projections, the relative impact of scatter in
each projection is usually most severe in the center of the object shadow.
Therefore, in the reconstructed image, the largest deviations from the ideal
scatter free reference reconstructions also occur in the center of the object,
where for all projection directions the regions with the most severe scatter
deterioration overlay. E. g., a particular strong impact of scatter can be
observed in the thorax image, Figure 5.1(d), in the shadow of the heart
regions in AP direction, caused by the strong attenuating contrast agent
accumulated in this area. In contrast to this, in regions close to the border
of the phantom, only some backprojected rays are strongly affected by
scatter, while for corresponding rays of different projection directions with
little attenuation the relative impact of scatter is very low.
Second, recalling that due to the flatness of the scatter background the
SPR is mainly a function of the reciprocal primary radiation (cf. Sec-
tion 4.2.2) helps to explain the fact that also in the scatter artifact images
the shape of almost all inner and outer object boundaries, such as between
bone, fat, muscle, and air can be perceived. At these boundaries, the pro-
jections of the object’s primary radiation make a sharp transitions and so
does the SPR, cf. Figure 4.5. As for the reconstruction of the normal
line integrals, these sharp transitions propagate well pronounced through
the reconstruction algorithm. I. e., even though the scatter distribution
in projections is very smooth, the scatter artifact in reconstructed images
exhibits local well defined object details.
Finally, it is very interesting to note that although scattered radiation
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decreases the line integrals without any exception in each detector pixel
and projection position, such that one would expect a shift towards lower
Hounsfield values in each reconstructed voxel, for some regions, as Fig-
ures 5.1(b), (d) and (f) show, the opposite is the case. In order to easily
observe the boundary between scatter induced shifts of the reconstruction
value towards positive and negative values, dashed contour lines in these
figures indicate the position of zero deviation. Positive shifts occur directly
outside the object border and very prominently in the lung regions of the
thorax scenario. This phenomenon is caused by the negative coefficients of
the reconstruction filter that turn local strong negative values into slightly
weaker positive contributions at places distant from the filter kernel posi-
tion.
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5.2 Impact of scatter on image contrast
In a second step, in this section the impact of scattered radiation on the
image contrast in reconstructed images shall be derived.
5.2.1 Theoretical derivation
As shown in Figure 5.2, for the purpose of this derivation it is assumed
that a small contrast detail is added to the phantom volume data some-
where in the phantom. In reconstructions, the added contrast will cause
a small enhancement of the regions with the additional contrast as com-
pared to the region without additional contrast. As will be shown later
(see Section 5.2.3.1), it can be observed that for scenarios with and with-
out scattered radiation the enhancement of the contrasted regions differs.
For a quantitative study it is the aim to compute the exact difference be-
tween reconstructions with and without the contrast detail for the cases
with and without scattered radiation. Again, as in Section 5.1.1, due to
the linearity of the reconstruction operation, also the calculation of the
contrast differences can be performed either in the sinogram domain or in
the domain of the reconstructed images.
An illustration of the situation with and without the presence of scat-
ter as well as the corresponding nomenclature is given in Figure 5.3. The
graph shows the − log transformation between the domains of normalized
projection values (NPV) and line integrals. For a situation without scatter,
cf. reference point (1), the total line integral of a ray through the phan-
tom with additional contrast insert is composed of the phantoms primary
projectionwithout
contrast insert
projection with
contrast insert
xy0
− log(IP,C)− log(IP )
− log(IPS,C)− log(IPS)
Figure 5.2: For the derivation of the contrast propagation algorithm it is assumed that
a small contrast insert is added at an arbitrary position in the phantom.
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Figure 5.3: This curve shows normalized projection values and the corresponding line
integrals (as described by the − log transformation) for an arbitrary line integral and
a small contrast insert without (reference point (1)) and with the presence of scattered
radiation (reference point (2)).
line integral LIP = − log(IP ) and the additional line integral for the con-
trast LIC . Obviously, computation of the difference of the sinograms with
and without contrast inserts results in a sinogram containing only the line
integrals of the contrast insert
LIC = − log(IPC) + log(IP )
= − log(IP ) + LIC + log(IP ), (5.3)
and reconstruction of this sinogram leads to an image of the contrast insert
displaying its full original amplitude.
However, when adding scattered radiation to the normalized projection
values of both rays with and without the contrast insert, the difference of
the line integrals is computed at different points in the − log curve with
decreased slope, cf. reference point (2), and, as a result, the contrast
observed in the line-integral domain is reduced. The amount of scattered
radiation is assumed to remain unchanged for both cases with and without
83
The impact of scatter in reconstructed 3D images
the small contrast insert.
In the following, it is the aim to quantify the perceived contrast reduction
due to scatter by means of a contrast reduction factor kCRF and to derive
the propagation of the contrast degradation into the reconstructed image.
It is the goal to be able to specify and visualize the contrast reduction factor
at any position in the reconstructed image. Furthermore, it is intended to
achieve this by performing only a single reconstruction, instead of, as is
often done, calculating the contrast reduction only at isolated points by
sequentially placing small contrast inserts at many different positions of
the phantom and performing individual reconstructions at each position.
In the presence of scatter, the deteriorated line integral of the contrast
insert LIC ′ computed as the difference of the corresponding line integrals
with and without contrast inserts − log(IPS,C) and − log(IPS) is expressed
as
LIC ′ = − log(IPS,C) + log(IPS)
= − log(e−LIP−LIC + IS) + log(e−LIP + IS)
= LIC − log

1 +
IS
e−LIP−LIC
1 +
IS
e−LIP


= LIC − log

e−LIP + IS − IS +
IS
e−LIC
e−LIP + IS


= LIC − log
(
1 +
IS ·
(
eLIC − 1)
IP + IS
)
≈ LIC −
(
eLIC − 1)︸ ︷︷ ︸
≈LIC
· IS
IP + IS︸ ︷︷ ︸
=SF
≈ LIC · (1− SF)︸ ︷︷ ︸
kCRF
.
(5.4)
Using the two approximations in the last lines of this equation, the deteri-
orated contrast LIC ′ can be expressed as a fraction of the original contrast
LIC by means of a contrast reduction factor
kCRF = (1− SF) (5.5)
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Figure 5.4: Fan-beam projection geometry of an ellipsoid (inspired by [147]). In (a) in
addition to the fan-beam geometry also the parallel-beam geometry for the ray (β, a0) is
shown. In (b) the parallel-beam geometry is depicted for an arbitrary beam (β, a) within
the support of the circular contrast insert.
which is only a function of the individual scatter fraction SF present at
the position of the respective line integral. Mathematically, both used
approximations in equation 5.4 are valid for small values of LIC and benefit
additionally from small values of SF. As an example, we assume a 3 mm
solid bone insert in a water like region obtaining a value of LIC = 0.05.
In this case, even for a rather huge scatter fraction of, e. g., SF = 80% the
relative error of the combination of both approximations stays well below
2%, such that for all practically relevant situations equation 5.4 can be
considered valid.
The further derivation of the propagation of the individual contrast dete-
riorations (1−SF) of each line integral into the reconstructed image requires
a detailed formulation of the projection geometry of the small contrast de-
tail. For simplicity reasons, in the following fan-beam projection geometry
as shown in Figure 5.4 is assumed and the projection of a small circular
object is derived. Derivation for true cone-beam geometry is based on the
same formalism and leads to an analogous result. The fan-beam case can
be interpreted as the result for the central plane of the cone-beam case.
As shown in Section 3.1.2 the mathematical framework for projection
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and reconstruction in fan-beam geometry using flat detectors is based on
a virtual detector plane crossing the center of rotation, with a denoting
the distance from the center of rotation. Each ray is described by a duplet
(β, a) of the distance from the center of rotation a and the projection angle
β of the detector. Additionally each ray has an equivalent description
(t, β + γ) in parallel projection geometry with
t = cos γ · a (5.6)
cos γ =
D√
D2 + a2
(5.7)
and sin γ =
a√
D2 + a2
. (5.8)
In parallel beam geometry, the projection of a homogeneous circular
object with radius R0 and linear attenuation µ is expressed as [75]
pcircle(t) = µ · 2 ·
√
R20 − (t− t0)2 with |t− t0| ≤ R0. (5.9)
As shown in Figure 5.4(b), t0 as the center of the parallel projection con-
taining the ray (β, a) is obtained by projecting R1 onto the corresponding
t-axis and can be computed as
t0 = R1 · cos(θ + β + γ)
= R1 · cos(θ + β) · cos(γ)︸ ︷︷ ︸
a′0
−R1 · sin(θ + β) · sin(γ)︸ ︷︷ ︸
U−D
. (5.10)
With a0 = a
′
0 ·D/U one finally obtains
t0 = a0 · U
D
cos γ − (U −D) · sin γ. (5.11)
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Combining equations 5.9 and 5.11 results in
pFcircle(a) =µ · 2 ·
√
R20 −
(
a · cos γ − a0U
D
· cos γ + (U −D) · sin γ
)2
=µ · 2 ·√
R20 −
(
a · D√
D2 + a2
− a0 · U√
D2 + a2
+ (U −D) · a√
D2 + a2
)2
=µ · 2 ·
√
R20 −
(
U√
D2 + a2︸ ︷︷ ︸
≈ U√
D2+a2
0
=const
· (a− a0)
)2
.
(5.12)
As indicated by the curly brace in equation 5.12 the parameter a can be
replaced with the constant value a0 because for the here assumed small
extent of the contrast insert the difference between these two quantities is
negligible as compared to D. Doing so, the expression indicated by the
curly brace becomes independent of a and therefore constant within the
scope of one projection β. For typical cone-beam geometries as considered
in this thesis (cf. Section 4.2.1) and for small diameters of the circular
object as particularly assumed in this derivation, the relative error intro-
duced by this approximation stays well below 0.001 and can therefore be
neglected. One then obtains
pFcircle(a) =µ · 2 ·
√√√√(R0 ·√D2 + a20
U
)2
− (a− a0)2 · U√
D2 + a20︸ ︷︷ ︸
scaling factor
=µ · 2 ·
√(
R0 · D
U · cos γ0
)2
− (a− a0)2 · U
D
· cos γ0︸ ︷︷ ︸
scaling factor
with |a− a0| ≤ R0 · D
U · cos γ0 .
(5.13)
The second line of equation 5.13 finally describes the projection of the
circle as a function of the fan-beam parameter a. It is important to note
that, except for a scaling factor U/D · cos(γ0) and a different constant
radius, equation 5.13 has the same form as equation 5.9.
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An interesting property of the filtering step of filtered backprojection is
that filtering of the parallel projection of a circle of the form of equation 5.9
leads to identical filtered values in the center of the circle and to very similar
filtered values for a wide range of the circle’s shadow area independent of
the circle radius parameter R0, i. e.
p˜circle(t0) =
((
pcircle(t)
) ∗ gP∞(t))(t0) = µ2pi 6= f(R0). (5.14)
From the similarity of equations 5.9 and 5.13 and incorporating the addi-
tional weighting factor cosγ0 of equation 3.14 one can further conclude for
fan-beam geometry that
p˜Fcircle(a0) =
µ
2pi
· U
D
· cos2 γ0. (5.15)
Additionally, we will assume now that within the small extent of the
contrast insert the scatter fraction SF remains constant. Then, kCRF =
(1 − SF(a0)) becomes a constant factor within the entire support of the
convolution integral and the filtered result for the case including scattered
radiation becomes
p˜Fcircle
with scatter
(a0) =
µ
2pi
· U
D
· cos2 γ0 ·
(
1− SF(a0)
)
. (5.16)
Combining equations 3.15, 5.15 and 5.16 one can finally compute the
desired contrast reduction factor in the domain of the reconstructed image
fFCRF(x, y) by means of the ratio of the reconstructions with and without
scattered radiation
fFCRF(x0, y0) =
fFcontrast
with scatter
(x0, y0)
fFcontrast
without scatter
(x0, y0)
=
∫ 2pi
0
D2
U(x0, y0, β)2
· p˜Fcircle
with scatter
(β, a(x0, y0, β)) dβ
µ
.
(5.17)
In this equation the notation using (x0, y0) instead of (x, y) has still been
kept in order to indicate that this reconstruction is carried out for a virtu-
ally placed small contrast insert at each individual position (x0, y0).
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5.2.2 Contrast propagation reconstruction algorithm
Based on equations 5.16 and 5.17, a reconstruction algorithm has been
implemented that allows for reconstructing the contrast degradation due
to the impact of scattered radiation at any position of the object. For the
implementation it is convenient to split the factors introduced by equation
5.17 into the usual positions of pre-weighting and weighting factors of the
standard reconstruction in order to achieve maximum similarity with a
standard filtered backprojecton algorithm. The required modifications as
compared to a standard filtered backprojection algorithm are as follows:
1. Filtration of the projections with the reconstruction filter is omit-
ted. Instead, the projections built by the contrast redution fac-
tor kCRF = (1 − SF(β, a)) are pre-weighted with the squared pre-
weighting factor cos2γ (compare with equation 3.14) due to the ad-
ditional factor introduced by equation 5.13.
p˜FCRF(β, a) =
(
1− SF(β, a)) cos2 γ. (5.18)
2. The weighting factor D2/U 2, cf. equation 3.15, is reduced by one
potency due to the factor U/D introduced by equation 5.13.
fFCRF(x, y) =
∫ 2pi
0
D
U(x, y, β)
p˜FCRF(β, a(x, y, β)) dβ. (5.19)
The subscript CRF used in the above equations refers to contrast reduction
factor. Reconstruction using the algorithm described above results in val-
ues between 0 and 1 characterizing the relative contrast reduction caused
by scattered radiation. A result of 1 indicates that the contrast is not af-
fected, while small values close to 0 indicate a loss of a large fraction of the
originally present contrast at the respective position in the object.
5.2.3 Results
5.2.3.1 Experimental results with artificial low contrast inserts
In a first step, the impact of scattered radiation on the local contrast of
small objects shall be visualized and quantified by means of a conventional
approach using a standard reconstruction algorithm. For this purpose, five
irregularly shaped low contrast regions have been added to the voxelized
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Figure 5.5: Left column: Reconstructed central axial slices of the simulated human head
with artificial low-contrast inserted in the voxelized phantom data (a) without and (c) with
inclusion of the scatter background in the projection data. Images (b) and (d) show the
corresponding differences to the simulation without artificial contrast inserts.
phantom data of the human head within the homogeneous brain tissue re-
gions. Three of these inserts decrease the local gray value by 20 HU and two
increase it by 20 HU. Using these modified phantom data the simulations
of the voxelized human head were repeated with the same simulation setup
as described in Section 4.2.1. Figure 5.5 shows the central axial slices of
the reconstructed images with and without scatter and the corresponding
difference to the reconstructions without artificial contrast inserts.
While in the scatter-free reconstruction, Figure 5.5(a), the contrast in-
serts are clearly visible, the detectability of these lesions is significantly
reduced in the scatter deteriorated reconstruction, Figure 5.5(c). Partly,
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this reduced visibility is caused by the fact that due to the scatter cupping
artifact the gray level window in this image was required to be set less
tight.
Additionally, also the image contrast itself is reduced due to the impact
of scattered radiation, as is shown by the difference images with contrast
inserts to the corresponding reconstructions without contrast inserts in
Figures 5.5(b) and (d). The difference image for the scatter free case, Fig-
ure 5.5(b), reveals that insertion of the low-contrast objects, apart from the
modification itself, does not alter the reconstructed image at all. As ex-
pected, for the scatter-free case the contrast inserts exhibit the full contrast
of the modification of the phantom. In turn, for the scatter deteriorated
case, Figure 5.5(d), the contrast of the artificial inserts is strongly reduced.
A quantitative analysis of these image data is subsequently presented
in Table 5.1. For each of the five low-contrast inserts (ROIs) indicated in
Figure 5.5(b) the impact of scatter on the reconstructed gray-values and on
the local contrast is studied. The first four rows of the table show results
for the absolute Hounsfield value prior to insertion of the artificial contrast
without and with inclusion of scattered radiation in the projection data,
while the last five lines show the changes of the contrast of the artificial
inserts.
In accordance with the findings of Section 5.1 it can be seen that the
absolute and relative deviation of the average Hounsfield value due to scat-
tered radiation is significantly larger for the central ROI (ROI 1) than for
the other four ROIs placed closer towards the border of the head. Simi-
larly, the relative loss of contrast is also most severe for the central ROI,
while for the scatter free case all ROIs exhibit the same contrast. For
the central region the contrast inserts exhibits less than 57% of its initial
value, i. e., more than 43% of the local contrast is lost due to scattered
radiation. Together with the reduced detectability due to the less tight
gray level window this explains the almost invisible low-contrast inserts in
Figure 5.5(c).
5.2.3.2 Verfication of the contrast reconstruction method
In order to verify the newly developed contrast propagation reconstruc-
tion method, further reconstruction experiments were carried out using
the projection data set of the voxelized human head. In a first step, the
spatially resolved, scatter induced contrast reduction factor was calculated
using the new contrast propagation reconstruction algorithm described in
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Measurement ROI 1 ROI 2 ROI 3 ROI 4 ROI 5
CT value
w/o. scatter [HU] 39.2±0.3 44.4±0.3 44.2±0.3 50.0±0.3 46.8±0.2
CT value
w. scatter [HU] -164.7±0.3 -95.8±0.8 -113.5±0.8 -73.7±0.8 -72.4±0.7
Deviation due
to scatter [HU] -203.9±0.4 -140.2±0.8 -157.6±0.8 -123.8±0.8 -119.2±0.7
Relative
deviation [%] 19.6±0.0 13.4±0.1 15.1±0.1 11.8±0.1 11.4±0.1
Contrast
w/o. scatter [HU] -20.0±0.1 -20.0±0.1 19.9±0.1 20.0±0.1 -19.9±0.1
Contrast
w. scatter [HU] -10.5±0.0 -11.5±0.0 11.6±0.0 12.6±0.1 -12.5±0.1
Relative contrast
red. factor [%] 56.1±0.4 61.4±0.4 60.9±0.4 66.2±0.5 66.7±0.5
Theoret. contrast
red. factor [%] 56.5 62.2 60.8 65.7 66.4
Ratio
[%] 99.3±0.7 98.8±0.6 100.1±0.6 100.6±0.8 100.4±0.7
Table 5.1: Quantitative analysis of the impact of scattered radiation on the absolute
reconstructed Hounsfield value and on the local contrast of five artificial inserts indicated
in Figure 5.5
.
Section 5.2.2, of which the central axial slice is displayed in Figure 5.6(a).
Subsequently, corresponding ground truth data was computed using a con-
ventional, yet computationally much more demanding approach: Sequen-
tially, a small circular contrast insert was placed at each image voxel, its
projection was added to the original sinogram line-integral data, and an
individual reconstruction for each position of the circular contrast insert
was performed. Contrast reduction factors using this method are shown in
Figure 5.6(b).
Comparing both results by computing their ratio, cf. Figure 5.6(d),
shows that both the new reconstruction algorithm and the computation-
ally expensive conventional calculation method, provide almost identical
results. Additionally, comparing the results of the new method to the ex-
perimental results using the irregularly shaped contrast inserts discussed
in Section 5.2.3.1, again shows very good agreement as demonstrated by
the quantitative results given in the last three lines of Table 5.1. These
findings prove the correctness and applicability of the new method.
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5.2.3.3 Results for head, thorax and pelvis
After the above verification, the new computation method was used for
evaluating the impact of scattered radiation on image contrast for the head,
thorax and pelvis region. The results are shown in Figures 5.6(a), (c), and
(e). For all three cases, the reconstructed images of the contrast reduction
factor exhibit a smooth profile and barely reveal any characteristic object
structures. The strongest contrast reduction, i. e., the smallest relative
contrast values, are found in the center of the object, or, more generally,
in regions where very large scatter fractions are found in the correspond-
ing projection data. In the center of the head, contrast is decreased to
approximately 56% of its initial value, while for the thorax and pelvis in
the most deteriorated regions even values below 35% can be found. In all
cases, towards the border of the phantom, the contrast reduction gradually
recovers towards values closer to unity.
The smoothness of the relative contrast profile arises from the fact that,
as shown in the derivation in Section 5.2, the influence of the high-pass
characteristic of the reconstruction filter is canceled out, such that all object
features with sharp transitions are strongly smoothed by the remaining
low-pass characteristic of the backprojection.
Finally, it is important to note that the profile of the contrast reduc-
tion factor as compared to the scatter inhomogeneity artifacts discussed
in Section 5.1 behaves completely differently, both in terms of amplitude
and shape. While the images of the scatter inhomogeneity reveal artifacts
with high frequency content correlated to high contrasted object features,
cf. Figure 5.1, this characteristic is not present in the contrast reduction
factor reconstructions.
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Figure 5.6: Axial slices displaying the spatially resolved impact of scatter on the relative
contrast in reconstructed images. For the head, thorax and pelvis, the images (a), (c)
and (e) show the reconstructed contrast reduction factor fFCRF(x, y) obtained with the new
reconstruction method derived in Section 5.2.2. Image (b) shows values corresponding
to image (a) obtained experimentally for verification purposes and image (d) shows the
ratio of the values obtained experimentally and with the new method. Solid contour lines
indicate the outline of the respective phantom object.
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5.3 Impact of scattered radiation on voxel-noise
As a third step, it is the aim of this section to investigate the impact of
scattered radiation on noise contained in the acquired projection data and,
more importantly, how this noise affects the image quality of the scatter
deteriorated and scatter corrected reconstructions.
For this purpose, first a general formalism is derived that predicts the
propagation of initially uncorrelated non-stationary noise through an ar-
bitrary linear shift-invariant system. Secondly, by applying this formalism
to the concrete problem of filtered backprojection a new reconstruction
method is derived that is capable of predicting the noise in terms of the
expected standard deviation in each voxel of the reconstructed image from
a given non-stationary noise distribution in the projections of this object.
In a third step, very important extensions to the model are made in order
to cope with undersampled and shift-variant systems, as they are typically
found for cone-beam computed tomography.
5.3.1 Non-stationary noise propagation
Applying linear-systems theory, noise propagation through any kind of sys-
tems and in particular through medical imaging systems has been analyzed
in many publications [55, 153, 32, 154, 34]. All these approaches commonly
assume that image noise is represented by a spatially stationary and ergodic
random process, i. e., the expected values for the noise do not change with
the spatial position, giving the unique possibility to compute expected en-
semble means equivalently by determined spatial averages. This property
allows for applying Fourier-based analysis by calculating the noise-power
spectrum (NPS) and using the Wiener-Lee equation for the transmission of
the NPS through LSI-systems. In the field of medical imaging this approach
has been extended to the framework of linear cascaded systems [32, 34, 33]
which is now widely accepted and has been used for characterization of
medical imaging systems, and in particular for the performance of X-ray
detectors, by many authors [11, 129, 130, 1, 136, 48]. Recently, calculation
of the NPS has been generalized to multi-dimensional images such as flu-
oroscopic image sequences (including temporal effects) and 3-dimensional
tomographic reconstructions [131], but analysis is still based upon the as-
sumption of wide-sense stationarity of the underlying noise process.
For many 2D imaging purposes, the required condition of noise station-
arity is, in fact, satisfied. E. g., fluoroscopic images typically cover only a
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q(x) qout(x)
system
g(x)
Figure 5.7: Deterministic linear system characterized by its impulse response g(x).
small part of the patient, and hence, these images are illuminated quite
homogeneously. For the characterization of X-ray detectors often even
dedicated flat illuminated images are acquired. In contrast, artifact-free
reconstruction of a three dimensional object requires projections covering
the whole object implicating that the intensity of X-radiation reaching the
detector varies with a large dynamic. As a consequence, the associated
quantum noise changes drastically with the spatial position and hence, it
is required to explicitly deal with non-stationary noise, thus making appli-
cation of the Wiener-Lee equation impossible.
Therefore, in the following a different approach is derived that is capable
of correctly accounting for the non-stationary noise characteristic. In this
section, first a general calculation scheme for an arbitrary deterministic
linear system will be formulated. In the next section, this formalism is
applied to the concrete case of filtered backprojection.
Figure 5.7 shows a general deterministic linear, shift-invariant (LSI) sys-
tem. Such a system is characterized by its impulse response g(x), where
x is the vector comprising the spatio-temporal components of the imag-
ing system. For X-ray images, as exemplarily sketched in Figure 5.7, x
comprises two spatial components (x, y) describing the pixel position of
the shown detector images. Linear-systems transfer theory describes the
relationship between the input image q(x) and the output image qout(x)
by multi-dimensional convolution
qout(x) = g(x) ∗ q(x) (5.20)
or likewise in the frequency domain after applying the Fourier transfor-
mation (FT) or, for discrete signals, the discrete Fourier transformation
(DFT)
Qout(f) = G(f) ·Q(f). (5.21)
Due to the linear properties of the transfer system, the input signal
can be decomposed into additive components, of which each component
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is transmitted separately through the imaging system and subsequently
added to the output image.
Therefore, a noisy input image q(x) can be represented by its determin-
istic mean value q¯(x) and an additive noise signal kn(x), where k indicates
the kthrandom realization of the underlying noise process. It is assumed
that the mean value of the signal is accounted for in q¯(x), such that the
expectation for the mean value of kn(x) is
〈 kn(x)〉 = 0. (5.22)
A non-stationary noise process can then be modeled by assigning an appro-
priate individual value for the standard deviation σn(x) for each pixel po-
sition x of the input image, such that the expectation value of the squared
value of the noise signal can be computed by
〈( kn(x))2〉 = σ2in(x). (5.23)
I. e., each kn(x) is a realization of a non-stationary zero-mean noise process.
If we now assume that the input image noise is distributed according to a
normal distribution and furthermore spatially uncorrelated, i. e.
〈
kn(x1) · kn(x2)
〉
=

σ
2
in(x) , for x1 = x2 = x
0 , for x1 6= x2,
(5.24)
then the expectation value of the pixel variance of the output can be de-
rived as shown below. For simplicity reasons the following equations are
written for the one-dimensional case. Extension to the n-dimensional case
is straight-forward and leads to an analogous result.
σ2out(x) = 〈
(
knout(x)
)2〉 = 〈(g(x) ∗ kn(x))2〉
=
〈 ∞∑
i=−∞
∞∑
j=−∞
g(x− i) · kn(i) · g(x− j) · kn(j)
〉
.
(5.25)
Using equation 5.24 all summands for i 6= j can be eliminated and equa-
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tion 5.25 reduces to
σ2out(x) =
〈 ∞∑
i=−∞
g(x− i) · kn(i) · g(x− i) · kn(i)
〉
=
∞∑
i=−∞
g2(x− i) ·σ2n(i)
= g2(x) ∗ σ2in(x).
(5.26)
I. e., for uncorrelated input noise the spatially resolved expected variance
distribution of the output image can be elegantly computed by simply
convolving the element-wise squared point spread function of the linear
transfer system with the variance distribution of the input noise.
5.3.2 Application to filtered backprojection algorithm
In a next step, the above derived formula shall now be applied for the
specific case of cone-beam CT using filtered backprojection. Figure 5.8
shows the main components of the imaging chain relevant for signal and
noise transfer of images reconstructed from X-ray projections of flat detec-
tor based cone-beam CT systems as described in Section 3.2. At first, as
detailed in Section 3.2.1.1, the image of the impinging X-ray distribution
is spread by the PSF of the detector. In a second hardware related step,
in some detector configurations multiple detector pixels may be binned
together prior to the detector readout. The then following detector cal-
ibration is omitted in this drawing and it is thus assumed that at refer-
ence point (3) the X-ray projection already represents detector artifact
free normalized projection values. Subsequently these normalized projec-
tion values are converted to line-integral values by calculating the negative
logarithm. Finally, after optional software binning or a combination of
low-pass filtering and subsampling, the pre-processed image ready to be
used in reconstruction is obtained at reference point (5).
FBP reconstruction, as discussed in Sections 3.1.2 and 3.2.4, consist of a
projection-position dependent pre-weighting factor, filtering by convolution
with the space-invariant filter kernel and finally backprojection including
both linear interpolation and a space-and-angular-dependent weighting fac-
tor. The readily reconstructed image at reference point (8) is obtained by
summing up all contributions from all filtered and backprojected projec-
tions.
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Figure 5.8: Main components of the imaging chain for reconstructed images from X-ray
projections.
It is now the aim to apply the formula for non-stationary noise propa-
gation through a linear system, as derived in equation 5.26, to the above
described imaging chain for filtered backprojection. In the following anal-
ysis it will be discussed whether both the input noise distribution and the
imaging system fulfil the necessary requirements.
The input to the shown processing chain is the distribution of X-ray
quanta forming the measured projection image. X-ray photons impinging
on the detector are uncorrelated. This can be readily derived from the fact
that the history of each X-ray photon is individual and not dependent of
any other photon. The resulting quantum distributions in each pixel are
described by the Poisson statistic. For typical dose values as applied for
cone-beam computed tomography, even in the shadow of the most intense
absorption, the number of X-ray quanta forming the input signal of each
individual detector pixel is always in the order of, or well above 100 quanta,
such that the Poisson distribution becomes almost indistinguishable from
a Gaussian distribution.
Furthermore, typical detector signals applied in cone-beam CT are usu-
ally sufficiently high to neglect other noise sources of the detection system,
such as electronic noise. Therefore, it is safe to assume that the input im-
age noise is governed solely by the quantum nature of the X-ray photons
with spatially uncorrelated fluctuations according to a pixel-wise normal
distribution with a variance σ2in(x).
However, application of equation 5.26 to this input noise distribution
furthermore requires to describe the entire imaging system by a single shift-
invariant point spread or transfer function. Otherwise, if the calculation of
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the noise propagation was done in various intermediate steps, large non-
trivial co-variance matrices would be required in order to account for spatial
correlation of the noise distribution caused by non dirac-like transfer steps.
In order to derive such a compact description for the system of filtered
backprojection, in the following the individual steps and potential mod-
ifications of the system model shown in Figure 5.8 are discussed from a
linear-systems transfer theory point of view. The final result of this discus-
sion is presented in Figure 5.9, where along with the model the individual
transfer functions of each step are shown. This is done, where appropriate,
either in the spatial, or in the fourier domain.
The first component of the imaging chain shown in Figure 5.8 is the
detector PSF, or, likewise in the Fourier domain, the detector MTF. From a
linear-systems transfer theory point of view the detector MTF can be easily
modeled as a low pass, characterizing the used scintillation material and the
digital sampling geometry, cf. Section 3.2.1.1. Coefficients characterizing
this aspect of detectors are usually provided in the frequency domain and
are denoted in Figure 5.9(a) as GS(f), where ”S” refers to ”scintillator”.
Displeasingly, as shown in Figure 5.8, calculation of the logarithm func-
tion ruptures the chain of linear operations for binning and low-pass filter-
ing, such that without adequate approximations, it would not be possible
to describe the entire system by a single linear transfer function suitable
for application of equation 5.26. Therefore, the calculation of the loga-
rithm function was moved to the beginning of the imaging chain, where
its computation can be easily accounted for on the point wise uncorrelated
standard deviations of the individual pixels σ2in(x), see Section 5.3.3. Due
to the small extent of the involved point spread functions, both for the
detector PSF and for potential binning operations, the relative error intro-
duced by this change of the calculation order is reasonably small and stays
typically well below 1%. Solely very close to the border of the phantom,
larger errors might occur. In a worst case approximation using a very steep
edge of a large water ellipsoid, relative errors of 15% have been found at
isolated positions within 2 detector pixels distance from the objects border.
Due to the comparatively low number of pixels where this occurs, the er-
ror introduced by this approximation can be considered as negligible with
respect to later reconstructions.
Although digital X-ray detectors typically represent undersampled sys-
tems, in this section it will be assumed for the sake of conciseness that
the binning and low-pass filtering operations do not cause aliasing and can
thus be described by means of a shift-invariant transfer function denoted
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Figure 5.9: Sketch of transfer functions of the imaging chain of filtered backprojection.
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as GB(f). An important extension of the here derived noise propagation
model allowing to also account for the potentially significant impact of
aliasing and periodically shift-variant transfer functions will be discussed
in Section 5.3.4. The joint transfer functions of the detector PSFGS(f) and
of the subsampling or binning process GB(f) modelling the steps (a1)-(a3)
of Figure 5.8 are displayed in Figure 5.9(a).
The steps (b)-(f) in Figures 5.8 and 5.9 describe the different steps of the
filtered backprojection algorithm. In a first step (b), each projection value
needs to be pre-weighted with a multiplicative factor accounting for the
difference between parallel and cone-beam geometry. However, for geome-
tries typically applied for cone-beam CT the values of this pre-weighting
function are very close to unity, in particular smoothly varying from a min-
imum value at the edges of the projection of, e. g., 0.988 to the maximum
value of 1.0 in the center of the projection. Therefore, from the practical
point of view for an algorithmic implementation, the pre-weighting func-
tion can as well be accounted for directly on the input image, such that
the detector MTF and the subsequent binning and filtering function can be
successively applied in the frequency domain. The error introduced by this
modification is unnoticeable for practical situations. For the noise prop-
agation the pre-weighting function is applied with its individual squared
value to each individual variance as
σ21(x) = pre
2(x) ·σ2in(x). (5.27)
The basis for the filtering function, step (c), are the filter coefficients of
the so-called ”ramp filter” gF (x) as derived by Ramachandran and Laksh-
minarayanan [116]. For calculation efficiency, filtering is performed in the
frequency domain and the filter coefficients are transformed to GF (f). Ad-
ditional smoothing to reduce noise (e. g., Shepp-Logan filter) or to adjust
the projection sampling distance to the volume sampling distance might be
incorporated by windowing the filter function GF (f) with an apodization
window GA(f), Figure 5.9(d).
As a result of the modified calculation order, the filter functions of the
steps (a), (c) and (d) are now applied in sequence and can thus be combined
into a joint filter functionG1(f) with the respective equivalent in the spatial
domain g1(x).
G1(f) = GS(f) ·GF (f) ·GA(f) u e g1(x) (5.28)
The second part of the reconstruction consists of the backprojection op-
eration. Since for cone-beam geometry, detector pixel and voxel spacing are
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different, backprojection requires bi-linear interpolation. In Figure 5.9(e)
linear interpolation is sketched for the one-dimensional case using the fac-
tors a and b as interpolation weights. It is important to note that these
interpolation weights change individually for each voxel position, such that
it is impossible to describe the interpolation step by means of a linear
shift-invariant transfer function. Therefore, it is necessary to calculate the
noise variance of the interpolation result based on each positions individ-
ual interpolation weights and by explicitely taking into account the then
spatially correlated distribution σ22(x).
As shown in Figure 5.9(e), application of the interpolation step is per-
formed in the spatial domain and can be expressed as
q3,i(x) =a · q2(x0) + b · q2(x0 + 1)
=a · (g1 ∗ q1)(x0) + b · (g1 ∗ q1)(x0 + 1)
=
((
a · g1(x) + b · g1(x+ 1)
) ∗ q1(x))(x0). (5.29)
In this and the following equations, the variable x expresses the fact that
the result of the backprojection is computed in the domain of the recon-
structed volume, in contrast to the prior measures, which were specified
in the spatial domain of the projections. The subindex i indicates that
the given value describes the contribution of only one single projection di-
rection. Combining equations 5.26 and 5.29, the variance σ23,i(x) of each
individual ray casted for backprojection is computed as
σ23,i(x) =
((
a2 · g21(x) + b2 · g21(x+ 1)
+ 2ab · g1(x)g1(x+ 1)
) ∗ σ21(x))(x0)
=a2 · (g21 ∗ σ21)(x0) + b2 · (g21 ∗ σ21)(x0 + 1)
+ 2ab ·
((
g1(x)g1(x+ 1)
) ∗ σ21(x))(x0).
(5.30)
The last row of equation 5.30 represents the contribution of the covariance
term built by the correlation of the system function g1(x) with the interpo-
lation function a · δ(x) + b · δ(x+ 1) at a shift of one detector index. Only
due to the fact that the interpolation has a very small spatial extent of
only two support points the covariance term remains at a manageable size,
considering a practical implementation.
Finally the output variances σ2out(x) are computed by taking into account
the weighting function of backprojection (which are referred to here as
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posti) and by summing up the contributions from each projection direction
σ2out(x) =
∑
i
post2i (x) ·σ23,i(x). (5.31)
The equations presented above represent the basis for the calculation of
noise in the reconstructed image. All required steps are still very similar
to the steps of the original reconstruction algorithm. Due to this, it is pos-
sible to build a modified reconstruction algorithm allowing to reconstruct
the expected voxel variances instead of the usual voxel mean value or CT
Hounsfield number. The required moderate changes to the reconstruction
algorithm are in particular:
• replace any scalar factor k throughout the whole algorithm by its
squared equivalent k2,
• use squared filter coefficients g21(x) instead of the original filter coef-
ficients g1(x),
• perform a second filtering step with the DFT of g1(x)g1(x + 1) and
pass the result as a second filtered function to the backprojection
step, and finally,
• modify the backprojection step to take into account both filtered
functions according to equation 5.30.
For the special case of an ideal detector with a detector MTF of GS(f) =
1 and without apodization, i. e., GA(f) = 1, the transfer function g1(x) is
identical to the ramp filter function gF (x). Except for the center, every
other filter coefficient of this function is zero, such that in equation 5.30,
except for the center, either g1(x) or g1(x+1) are equal to zero. Therefore,
in this case the convolution of the last term of of equation 5.30 reduces to(
g1(x)g1(x+ 1)
) ∗ σ21(x) = gF (0) · gF (1) · (σ21(x) + σ21(x+ 1)). (5.32)
I. e., for this special case, computation of the filtered noise variances only
requires a single filtering step as the usual reconstruction algorithm.
5.3.3 Computation of input noise variances for
energy-integrating detectors
As has been shown in the previous section, the prediction of the spatially
resolved voxel variances of the reconstructed volume requires the pixel-wise
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specification of the variances of the line-integrals for each projection. These
line-integral variances have to be computed based on the variances of the
projection values of either measured or simulated data. The variances of
the projections are governed by the quantum nature of the impinging X-
rays, such that for mono-energetic radiation the variance would be directly
proportional to the square root of the number of impinging photons. For
energy integrating detectors, additionally the spectral distribution of the
X-ray beam needs to be taken into account.
The detector value of an ideally energy integrating detector is formed by
the energy weighted contributions of all impinging X-ray photons. Thus,
the normalized primary radiation value is calculated by the ratio of accord-
ingly energy weighted integrals over the spectral distribution of the X-ray
beams of both primary and unattenuated direct radiation
IP =
IP0
I0
=
∫
nP (E) ·E dE∫
n0(E) ·E dE =
NP0 · 〈EP 〉
N0 · 〈E0〉 = NP ·
〈EP 〉
〈E0〉 , (5.33)
where 〈EP 〉 is the mean photon energy of the primary radiation and 〈E0〉
the mean photon energy of the corresponding direct radiation. Accordingly,
nP (E) and n0(E) are the spectral count rate densities, NP0 and N0 are the
total count rates detected in a pixel, and NP is the count rate independent
ratio of the two latter values.
With gaussian error propagation the standard deviation of the corre-
sponding noise can be calculated as
σP =
√∫
nP (E) ·E2 dE∫
n0(E) ·E dE =
√
NP0 · 〈E2P 〉
N0 · 〈E0〉 =
1√
N0
·
√
NP ·
√
〈E2P 〉
〈E0〉 . (5.34)
where 〈E2P 〉 is the mean squared photon energy of the primary radiation.
In presence of scattered radiation, also the scattered photons contribute
to the noise. The corresponding standard deviation is then analogously
computed as
σPS =
1√
N0
·
√
NP · 〈E2P 〉+NS · 〈E2S〉
〈E0〉 . (5.35)
Equations 5.34 and 5.35 allow for calculation of the variances of the nor-
malized projection values with and without the presence of scatter. How-
ever, application of the linear model as discussed in the previous sections
requires variance values σ2in(x) specified in the line integral domain. Due to
different slope of the logarithm function at different values of its argument,
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the same absolute variances in the domain of normalized projection values
have a largely different impact on the line integrals. From a first order
Taylor series expansion of the logarithm function −ln(X +∆x) it follows
that due to the transformation to line integrals the variances are magnified
by an error magnification factor proportional to the square of the slope of
the logarithm function, i. e., proportional to 1
x2
.
Using this approximation, the input variances for the noise propagation
reconstruction for the cases without and with the presence of scattered
radiation are given by
σ2in,P (x) =
1
I2P
·σ2P (5.36)
and σ2in,PS(x) =
1
I2PS
·σ2PS, (5.37)
respectively.
Additionally, a very important further case arises for the variance calcu-
lation of line integral values computed from scatter offset corrected projec-
tions values. Software-based scatter correction methods can only correct
for the scatter offset but not for the additional noise originating from scat-
tered X-ray photons. Assuming ideal scatter offset correction the input
variances then result in
σ2in,PS@P (x) =
1
I2P
·σ2PS, (5.38)
i. e., the projection variance comprising contributions of both primary and
scattered radiation (PS) is magnified with the larger slope of the logarithm
function at the working point corresponding to the primary radiation only
(@P).
5.3.4 Extension of the model for undersampled and
shift-variant systems
For the derivation of the noise propagation reconstruction algorithm, so
far the assumption was made that the binning, low-pass filtering and sam-
pling involved in the detector preprocessing chain do not cause any aliasing.
However, since X-ray detectors typically represent undersampled systems
and since the digital detector response function to an impinging photon
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Figure 5.10: Illustrative drawing showing the effect of shift-variant digital detector re-
sponse: photons impinging at different positions within the extent of the same pixel lead
to different digital detector responses.
is not entirely shift-invariant, this assumption is, in fact, considerably vi-
olated, which prompts for further refinement of the derived calculation
model.
Figure 5.10 illustrates the shift variance of the detector response by
means of an example. The drawing shows three detector pixels, each of
which is divided into exemplarily 5 subpositions. For two example posi-
tions of impinging X-ray photons the detector point spread functions and
the corresponding response of the integrated and digitized detector signal
are sketched. It can be seen that despite the spatially shift-invariant point
spread function of the scintillator, the digital response of the detector is
dependent on the exact position of the impinging X-ray photon within
the pixel. I. e., the digital point spread function of the X-ray detector is
periodically shift-variant with the period of one pixel.
To overcome this problem, one may define the analogue-to-digital trans-
fer characteristics of a detector in terms of an expectation MTF, as e. g.,
described in [35]. The expectation MTF describes the response of the dig-
ital system to a delta function averaged over all possible positions of the
delta function. Analogously, it is also possible to define an expectation
PSF, which can be computed by averaging the individual system point
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∑
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Figure 5.11: Illustrative drawing showing the principle of handling noise propagation
for shift-variant digital system responses: the signal is split into subpixel signals for each
of which an individual shift-invariant system response can be specified.
spread functions in the spatial domain
EPSF(x) =


1
b
∫
b
PSF(x, a) da , for the continuous case,
1
N
∑
i PSFi(x) , for discrete oversampling.
(5.39)
In the following, the above described concept of expectation PSF shall be
extended to the context of noise propagation in order to be able to account
for shift-variant detector responses and aliasing.
The principle of handling noise propagation for shift-variant digital sys-
tem responses is illustrated in Figure 5.11. For the here assumed source
of noise, an uncorrelated distribution of individual photons, one can split
the input noise distribution into complementary subsets according to their
respective sub-position within a pixel. Corresponding to each subset of the
input noise distribution one can additionally define an independent point
spread function which is then shift-invariant, i. e., one can interpret each
subposition as an independent system with an independent input noise dis-
tribution. The output variance of each of these independent systems can
then be computed using equation 5.26. Finally, since the used subsets of
the input variances are complementary and also uncorrelated to each other,
the total output variance can be computed by simply summing over the
individual output variances
σ2out(x) =
∑
i
σ2out,i(x)
=
∑
i
(
g2i (x) ∗ σ2in,i(x)
)
.
(5.40)
With the further assumption that the value of the total input variance of
one entire original pixel stems from equal contributions of each subpixel
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position, such that
σ2in,i(x) =
1
N
σ2in(x) (5.41)
one finally obtains
σ2out =
( 1
N
∑
i
g2i (x)
)
︸ ︷︷ ︸
ESPSF(x)
∗σ2in(x). (5.42)
As indicated by the brace in the above equation, one can define a new
measure, the expected squared point spread function, ESPSF(x) which
can be computed analogously to equation 5.39 as
ESPSF(x) =


1
b
∫
b
PSF2(x, a) da , for the continuous case,
1
N
∑
i PSF
2
i (x) , for discrete oversampling.
(5.43)
It is important to note that, in spite of the assumption of constant in-
put variances for all subpixel positions, the aliasing is still fully accounted
for, because the model is based on the summation of the individual point
spread functions, which, being responses of the system to a delta func-
tion, represent the entire frequency spectrum up to the Nyquist frequency
corresponding to the pixel pitch of the oversampling. If the oversampling
is chosen adequately, no aliasing in the sversampled input spectra should
occur.
5.3.5 Results
Based on the mathematical description discussed in Sections 5.3.1-5.3.4, a
computer implementation of the new method for reconstructing the spa-
tially resolved expected voxel-variances was made.
5.3.5.1 Verification of the method
In a first step, the correctness of the new method shall be verified. For this
purpose, ground truth data was calculated in a conventional way using a
standard filtered backprojection reconstruction algorithm. For the simu-
lated projection data set of the voxelized human head, realistic random
photon noise distributions were calculated according to a Poisson distri-
bution. The random noise distributions were then added to the noise free
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Figure 5.12: (a) Axial slice of the human head reconstructed from projections including
quantum noise. (b) Standard deviation of 1000 reconstructions from projection sets with
different realizations of quantum noise. (c) Corresponding predicted standard deviation
by the noise propagation model, (d) difference of the experimental and predicted standard
deviation.
simulated projection data and subsequently reconstructions were carried
out using the noisy projection data.
Figure 5.12(a) exemplarily shows an image reconstructed of the projec-
tion data deteriorated with one random realization of the noise process. A
total number of 1000 realizations of the noise distribution and correspond-
ingly 1000 reconstructions were calculated. Using these 1000 reconstruc-
tions, an estimate for the standard deviation was computed by calculating
the root mean square deviation of the 1000 random reconstructions. The
resulting image, showing the expected voxel-wise standard deviation of the
noise, is displayed in Figure 5.12(b).
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The corresponding image of voxel-wise expected standard deviations cal-
culated using the newly developed noise propagation reconstruction algo-
rithm is shown in Figure 5.12(c). As can be seen from the difference image
between the conventional experimental and the new reconstruction method
shown in Figure 5.12(d), except for marginal differences, the results of both
methods are identical and the new method can thus be used for efficiently
computing the voxel-wise expected noise by using only a single reconstruc-
tion.
5.3.5.2 Results for head, thorax and pelvis phantom
After the above verification, the new computation method was used for
evaluating the expected noise distributions in reconstructions of the head,
thorax and pelvis region. At first, images were reconstructed for noise
distributions of projections including the full background of scattered ra-
diaton, i. e., equation 5.37 was used to compute the variance of the line
integrals based on the simulated variances obtained in the domain of the
projection values. For the absolute values shown in this thesis, a compar-
atively low total patient dose of approximately 5 mGy is assumed. Fur-
thermore, the apodization window width is set to optimally adapt the pro-
jection sampling distance to the volume sampling distance. The resulting
reconstructed image noise distributions are shown in Figures 5.13(a), (c),
and (e). Similarly to the reconstructions of the contrast reduction factor,
cf. Section 5.2.3.3, also the reconstructed images of the standard deviations
of the voxel-noise exhibit a smooth profile and barely reveal any character-
istic object structures. Generally, the strongest noise amplitudes are found
in the center of the phantom or in regions with large line integrals in the
corresponding projection data.
The average standard deviations of the noise shown in the bottom right
corner of the images were calculated by averaging over all areas of the
reconstructed noise images with a gray value greater than -300 HU in the
corresponding normal reconstruction. These areas are delineated by the
overlayed contour lines. It is interesting to note that both the head and the
thorax phantom exhibit identical average values of 17.4 HU noise standard
deviation. For the pelvis a higher value of 26.9 HU is observed. Towards
the border of the phantoms, for all cases the noise is gradually reduced and
typically values at about half of the magnitude found in the center of the
object are reached.
The smoothness of these profiles arises from the fact that for the noise
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Figure 5.13: Axial slices displaying the spatially resolved voxel-wise expected standard
deviations of the noise for the head, thorax and pelvis region (top to bottom). The left
column shows values reconstructed using noise distributions for scatter deteriorated pro-
jections including the full scatter offset, cf. equation 5.37. The right column shows values
reconstructed from the same initial noise distributions, but now assuming a prior ideal
scatter offset correction, cf. equation 5.38. Note that each image is plotted with an in-
dividually adapted gray level window ranging from the 0 to the maximal image value, as
specified in the bottom right corner of each image.
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propagation reconstruction the filter function is used with point wise
squared filter coefficients. Due to this, the high-pass characteristic of the
reconstruction filter turns into a low-pass characteristic, such that all ob-
ject features with sharp transitions are strongly smoothed.
Secondly, after studying the noise distribution for the scatter offset dete-
riorated projections, reconstruction was performed for noise distributions
calculated for projections after an assumed ideal removal of the scatter off-
set, i. e., using equation 5.38. These results are shown in Figure 5.13(b),(d),
and (f). Images of the corresponding noise enhancement ratio, calculated
according to
rnoise
enhancement
(x) =
σ(x)after scatter
correction
σ(x)before scatter
correction
(5.44)
are displayed in Figure 5.14(a), (c) and (e).
It can be observed that the noise enhancement is particularly strong
for regions with contributions from projections with large line integrals.
This is caused by the fact that for large line integrals usually large noise
contributions and large scatter fractions coincide. Removing the scatter
offset at these positions causes a strong increase in the magnification factor
incorporated by the logarithm transform.
Mathematically, this effect can be derived from comparing equations 5.37
and 5.38. The increase of the magnification factor from 1
I2PS
= 1(IP+IS)2 to
1
I2P
is largest for small values of IP and large values of IS.
Especially pronounced noise enhancement is found in the AP direction
at the mediastinum of the thorax and in lateral direction in the center of
the pelvis region. In these regions, noise enhancement ratios of up to the
factor of 3.5 and above are found.
Due to stronger noise enhancement for the thorax, after scatter removal
the average noise of the thorax region now becomes significantly larger
than the noise for the head. By far the largest noise can be found for the
pelvis region where, for the here chosen low-dose acquisition, the average
standard deviation of the voxel noise amounts to 105 HU.
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Figure 5.14: Axial slices showing the spatially resolved impact of scatter correction on
the image noise in terms of a noise enhancement ratio, images (a), (c) and (e) and the
impact on the contrast-to-noise ratio in terms of a CNR improvement factor (CIF). In
each image the phantom outline is delineated by a solid line.
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5.4 Impact of ideal scatter correction on
contrast-to-noise
Finally, based on the results obtained in Sections 5.2 and 5.3, in this section
the impact of scatter correction on the contrast-to-noise ratio shall be quan-
tified. As has been discussed in Section 5.2, the contrast of image details
is largely deteriorated due to the impact of scattered radiation. This effect
was quantified by reconstruction of the contrast reduction factor fCRF(x)
with the new contrast reconstruction propagation method. Assuming ideal
scatter offset removal, the initial object contrast would be fully restored,
such that the contrast enhancement due to scatter offset correction can be
computed by
rcontrast
enhancement
(x) =
1
fCRF(x)
. (5.45)
On the other hand, as has been shown in Section 5.3, also the noise found
in the reconstructions is strongly enhanced by scatter offset correction.
Therefore, in order to assess which of these impacts dominates, equa-
tions 5.45 and 5.44 have been combined and a voxel-wise contrast-to-noise
ratio improvement factor, CIF, defined as
CIF(x) =
CNRafter scatter
correction
(x)
CNRafter scatter
correction
(x)
=
rcontrast
enhancement
(x)
rnoise
enhancement
(x)
(5.46)
has been computed. A CIF value larger than unity indicates an improve-
ment of the contrast-to-noise ratio due to scatter offset removal, in contrast
values smaller than unity signify that the local contrast-to-noise ratio was
effectively decreased by the scatter offset correction.
Axial slices showing the CIF are displayed in Figure 5.14(b), (d), and
(f). While for the head, in all relevant regions inside the delineated object
the CIF remains close to unity, for the thorax, especially in the region of
the mediastinum, and for the pelvis in the central regions of the lateral
projection direction, significantly reduced CIF values are observed. Close
to the border of the thorax and the pelvis phantoms, again CIF values close
to unity are observed. It is important to note, however, that with average
CIF values within the delineated phantom area of the thorax and pelvis
region of less than 0.7 the contrast-to-noise ratio is significantly reduced
by scatter correction.
A reason for this behavior, i. e., similar contrast and noise enhancement
due to scatter offset correction at the borders of the phantom in contrast
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to dominating noise enhancement in regions affected by projections with
large line integrals, can be given when reflecting again the mathematical
derivations for both contrast and noise propagation algorithms. For the
contrast propagation algorithm, one can deduce from equation 5.4 that, in
the line integral domain, contrast enhancement achieved by scatter offset
correction is proportional to
contrast enhancement ∼ 1
1− SF. (5.47)
Similarly, for the noise propagation, one can see by combining equa-
tions 5.37 and 5.38 that, again in the line integral domain, the noise en-
hancement σin,PS@P/σin,PS caused by scatter correction is also proportional
to
noise enhancement ∼ IPS
IP
=
IP + IS
IP
=
1
1− SF. (5.48)
However, since the contrast propagation reconstruction algorithm uses the
input values in a linear manner, while the noise propagation reconstruction
algorithm is based on accumulation of the variances instead of the standard
deviations, i. e., it performs essentially a calculation of the square root of
the sum of the squared factors 1(1−SF)2 , the propagation behavior of both
algorithms is different. Essentially, the propagation of contrast and noise
enhancement can be compared with calculating a mean and a root mean
square value of a distribution, respectively. In case of a tight distribution,
i. e., with similar impact of scatter for all projection directions, little differ-
ence is found between the mean and the root mean square value. However,
in case of a broad distribution, i. e., with strong impact of scatter for some
directions and little impact for other directions, the root mean square value
is systematically larger than the linear mean value. For the same reason,
the noise enhancement dominates over the contrast enhancement for, e. g.,
the mediastinum region, where scattered radiation causes a large impact
for the AP and has only little impact for the lateral projection directions,
while for the phantom border regions, where the impact of scattered radi-
ation is equally low for all projections directions, both contrast and noise
enhancement cancel out each other.
5.5 Discussion and conclusions
In this chapter, the impact of scattered radiation in flat detector based
cone-beam CT has been quantified in the domain of reconstructed images.
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For this purpose, a novel framework has been developed that, instead of
reconstructing normal CT Hounsfield numbers, allows for reconstruction of
voxelized values for each of the three most important image quality char-
acteristics for quantifying the impact of scattered radiation, namely signal
deterioration (cupping and streaks), contrast degradation and the expec-
tation values of the voxel noise. Starting from projection data, formulas
for the propagation of contrast and noise within the different steps of the
reconstruction algorithm have been derived.
Based on this theoretical approach, practical implementations have been
done, incorporating the new computation methods into standard recon-
struction software. Special effort has been spent for the derivation of the
noise propagation formalism in order to incorporate the impact of both
noise aliasing and shift-variant system point spread functions allowing to
correctly account for realistic detector characteristics.
Using the new reconstruction methods of the various image performance
characteristics provided by the framework, it was possible to study the
impact of scattered radiation with great detail and for the realistic and
clinically relevant patient geometries of the head, thorax, and pelvis region
described in the previous chapter.
For all three different studied body regions, severe cupping and streak
artifacts induced by scattered radiation have been quantified and visualized
in reconstructed images. While reconstructed HU-values are usually shifted
towards negative values due to scatter, depending on the phantom anatomy,
also positive shifts are possible.
Using the contrast propagation reconstruction algorithm, it was shown
that local image contrast is degraded up to 60% due to scattered radiation.
The noise propagation reconstruction algorithm showed that the image
noise is typically twice as high in the center of the object as compared to
the objects border.
Finally, combining the various methods of the framework allowed to
quantify the impact of scatter removal on the contrast-to-noise ratio. It
was found that the contrast lost can be fully restored by scatter offset
correction schemes. In turn, also image noise in the reconstructions is
enhanced by scatter compensation.
While in the projection line-integral domain both effects almost ideally
compensate each other, because contrast and noise enhancement scale with
the same law as a function of the local scatter fraction, it turned out that
the CNR in the reconstructions was partly strongly reduced while only
in some regions it was almost not altered, as expected. Analysis of the
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formula derived for the theoretical framework revealed that this behavior
is due to the fact that the noise enhancement propagates into the recon-
structed volume by means of a square-law while the contrast enhancement
propagates only linearly. Therefore, in regions with contributions of partly
little and partly strong scatter impact the strong impacts on the noise
dominate, effectively decreasing the CNR due to scatter correction.
While calculation of contrast and noise with and without the presence of
scatter is in principle also feasible with conventional reconstruction tech-
niques, the new framework allows to calculate each quantity with full spa-
tial resolution with the same computational effort as a normal reconstruc-
tion. In contrast, calculation of data of the same quality using conventional
techniques would require computational effort several thousand times larger
than with the new techniques. Using the formulae of the framework and
the proposed modification to standard reconstruction software, in contrast
to previous studies, the propagation of contrast and noise could be recon-
structed for any position of complex clinical phantom data and not only
for strongly simplified structures such as homogeneous cylinders.
Therefore, the new framework has the additional potential to serve as a
valuable tool to effectively assess the impact of various system components
on the image quality such as, e.g., beam shapers or X-ray collimators.
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methods
After the thorough analysis of the amount and the characteristics of scat-
tered radiation performed in the last chapter, showing that scatter is a
major source of artifacts and image quality degradation for flat detector
based cone-beam CT, this chapter is devoted to the reduction of these
artifacts.
Therefore, first an in-depth analysis of the performance of available anti-
scatter grids as the standard means for scatter compensation in radiography
is undertaken (Section 6.1).
Subsequently, using the reference data of scattered radiation for the sim-
ulated clinical CT data sets, the ideally achievable degree of scatter com-
pensation assuming schemes estimating, e. g., a global or a projection-wise
constant scatter profile is determined (Section 6.2). Based on this, require-
ments for scatter compensation schemes are specified.
Finally, as the main part of this chapter, four different classes of scatter
correction algorithms that were developed in the course of this thesis are
presented (Section 6.3-6.6).
In particular these scatter correction approaches are
• scatter compensation as a post-processing technique performed in 3D
reconstructed images, Section 6.3,
• scatter compensation using model based Monte-Carlo simulations,
Section 6.4,
• scatter compensation based on single scatter estimation schemes, Sec-
tion 6.5, and
• iterative scatter compensation using an artifact evaluation and feed-
back scheme, Section 6.6.
Among other kinds of evaluation, all scatter compensation schemes pre-
sented throughout this thesis are evaluated using the simulated ground
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truth obtained from the clinical CT data sets. Quantitative values are
provided using the same evaluation scheme for all compensation methods
in order to allow maximum possible comparability of the performances of
the various scatter correction approaches. For the presented evaluations a
special focus is given to the application of the human head since in clinical
practice this is currently the main application area for flat detector based
cone-beam CT. Furthermore, the brain is the area with the most frequent
applications of low-contrast imaging tasks such as, e. g., for the detection
of cerebral haemorrhages during neuro-radiologic interventions.
6.1 Anti-scatter grids
As has been shortly introduced in Section 3.3.3.1, anti-scatter grids are
used in standard clinical practice in order to reduce scattered radiation
in fluoroscopy and other radiography techniques. In these procedures, the
detector is usually placed directly behind the patient. Thus, this is the
geometry the grids are designed for. However, for the application of flat
detector based cone-beam CT, the geometry is somewhat changed, since
for the rotation of the C-arm for safety reasons a larger distance is required
between patient and detector. Earlier studies indicate that with increasing
air gap between patient and detector, the scatter-to-primary ratio at the
detector decreases [96, 110]. It is thus questionable, whether the use of
anti-scatter grids is still beneficial for the application in flat detector based
cone-beam CT.
The aim of this section is therefore to assess the performance of anti-
scatter grids by means of extensive simulation study especially focusing
on the imaging geometry applied in flat detector based cone-beam CT. In
contrast to a similar study we presented earlier [160], where simulations
were performed for mathematical phantoms, here simulations are based on
the realistic voxelized phantoms consistent with the analysis presented in
the Chapters 4 and 5.
In Section 6.1.2, from these simulations the general characteristics of
the impinging field of scattered and primary photons are derived (Sec-
tion 6.1.2). Subsequently, different geometries of anti-scatter grids are
introduced (Section 6.1.3) and their impact on the impinging scatter field
is investigated. The grid performance is evaluated by means of the primary
and scatter transmissions (Section 6.1.5), and the signal-to-noise ratio im-
provement factor as a function of imaging geometry and grid parameters is
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Figure 6.1: Sketch of the geometry setup. a) The detector distance (DAD) is varied be-
tween 15 cm and 45 cm. b) Collimation for the large detector is varied up to 38.5×30 cm2
at 45 cm DAD. The example illustrates a collimation of 18×18 cm.
derived (Section 6.1.6), characterizing the benefit of the grid in the respec-
tive imaging scenario. Finally, the impact of the grid on the homogeneity
of reconstructed slices is shown (Section 6.1.7).
6.1.1 Geometry setup, studied objects and evaluation
technique
The geometry setup of the simulations for this investigation of the anti-
scatter grid performance is based on the same geometry as used for the
quantification of scatter in the previous chapters, cf. Section 4.2.1. In
addition to this basic setup, a number of different detector positions and
beam collimation variations were used.
While the distance from the X-ray focus to the axis of rotation was kept
fixed at 76.5 cm (FAD, focus-axis distance), the distance from the axis of
rotation to the flat detector was varied ranging from 15 cm to a maximum
of 45 cm (DAD, detector-axis distance), see Figure 6.1(a). A DAD of 45 cm
equals the DAD chosen for the simulations in Chapter 4 and is typical for
flat detector based cone-beam CT.
Figure 6.1(b) sketches the setup for the variation of the beam-
collimation. The lateral collimation width (collimation in fan direction)
and the axial collimation height (collimation in cone direction) are varied
based on the size of two different available flat detectors, the Trixell Pix-
ium 4800 with an active area of 176×176 mm2 and the Trixell Pixium 4700
with an active area of 382×296 mm2, cf. Section 3.2.1.
In order to study the performance of anti-scatter grids for realistic clinical
scenarios, scattered radiation is calculated for the voxelized CT data sets
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as presented in Section 4.2.1. To distinguish the performance of the anti-
scatter grids in different application scenarios, again the three different
body regions are studied, the head region, the thorax region and the pelvis
region. For each of three application scenarios, both an anterior-posterior
(AP) and a lateral view are studied.
It is the objective of this study to derive representative average values
for the scatter characteristics and the grid performance for each of these
scenarios, avoiding as much as possible the influence of rather random
inclusion of local object structure. Therefore, analytical primary radiation
as well as scattered radiation were computed on a rather coarse grid of
128×99 pixels representing the size of the detector, resulting in a pixel size
of 2.96×2.98 mm. Additionally, in order to obtain good statistical accuracy
and to prevent outliers caused by local object structures, for computation
of all quantities presented throughout this section, the simulated values of a
14×7 pixel matrix in the center of the projection were averaged. Using this
technique standard deviations for the quantities derived in the remainder
of this section were found to be below 3% of the respective displayed scale.
Therefore, plotting of errors bars will be skipped for all figures presented
in the following.
6.1.2 Scatter-to-primary ratio as a function of imaging
geometry
In a first step, the impinging field of scattered radiation for the six different
scenarios shall be characterized by means of the scatter-to-primary ratio
(SPR) without the presence of an anti-scatter grid. Since the imaging ge-
ometry has a large impact on the amount of scatter reaching the detector,
in the following the impact of both beam collimation and object-detector
distance on the scatter-to-primary ratio is investigated. The values ob-
tained in this section are the basis for investigating the grid performance
in the following sections.
6.1.2.1 SPR as a function of beam collimation
For the investigation of the impact of the beam collimation, both the ra-
diation fan width (lateral collimation) and the axial collimation height are
varied. For the lateral collimation, two different settings are considered:
a fan width of 38.5 cm at the detector plane mimicking fully open lateral
collimation adjusted for the large flat detector, the Trixell Pixium 4700,
122
6.1 Anti-scatter grids
0 5 10 15 20 25 30
0%  
50% 
100%
150%
200%
250%
300%
Axial collimation [cm] (at detector)
Sc
at
te
r t
o 
Pr
im
ar
y 
Ra
tio
 (S
PR
)
Head AP
Head lat.
0 5 10 15 20 25 30
0%  
100%
200%
300%
400%
500%
600%
Axial collimation [cm] (at detector)
Thorax AP
Thorax lat.
0 5 10 15 20 25 30
0%  
100%
200%
300%
400%
500%
600%
Axial collimation [cm] (at detector)
Pelvis AP
Pelvis lat.
Figure 6.2: Scatter-to-primary ratio as a function of collimation. In each frame, the
upper line of each line pair shows the SPR for a lateral collimation of 38.5 cm (large
detector) at 45 cm DAD and the lower one for a lateral collimation of 18 cm (small
detector).
and a fan width of 18 cm, mimicking lateral collimation set for the Trixell
Pixium 4800 detector. In this way, for both detectors, lateral collimation is
set marginally exceeding the true size of the active detector area. For the
Trixell Pixium 4700 detector axial collimation heights from 2.2 cm up to
30 cm and for the Trixell Pixium 4800 detector axial collimation heights of
2.2 cm to 18 cm were simulated, so that again the maximum values slightly
exceed the respective full detector size. In all cases, the detector is placed
at a distance of 45 cm DAD. Figure 6.2 shows the SPR values obtained
from the Monte-Carlo simulations of all three body regions for both the
AP and the lateral views. The shown values are computed by averaging the
pixel-wise SPR values for the centric detector region as described above. It
is evident that the scatter-to-primary ratio depends strongly on both the
object type as well as the beam collimation. The SPR increases almost
linearly with the axial collimation height. While for the pelvis region, as
expected, the SPR in the lateral view is much higher than in the AP view,
it is vice versa for the thorax region. This can be explained by the long
primary attenuation path length in the area between the lungs in the AP
view compared to the low primary attenuation in the area of the lungs in
the lateral view. Additionally, for this individual phantom the SPR of the
AP view of the thorax is further increased by contrast agent fillings of the
heart and the aorta. In case of the pelvis lateral view, the hip bones intro-
duce additional primary attenuation, while a large fraction of the scattered
radiation originating from all parts of the phantom can bypass those object
parts.
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Figure 6.3: Scatter-to-primary ratio as a function of detector distance. The upper line
of the line pairs shows the SPR for a collimation of 38.5×30 cm2 at 45 cm DAD, the
lower one for a collimation of 18×18 cm2 at 45 cm DAD.
6.1.2.2 SPR as a function of detector distance
Next, the dependence of the SPR on the distance from the detector to
the axis of rotation is considered. DADs between 15 cm and 45 cm are
simulated. The collimation is adjusted in order to cover the full respec-
tive detector at 45 cm DAD to 38.5×30 cm2 for the large detector and to
18×18 cm for the small detector. For smaller DADs the collimation is kept
fixed at the value for 45 cm DAD and the evaluation area as described
above is scaled accordingly. Results are shown in Figure 6.3. As the de-
tector is moved closer to the imaged object, the solid angle covered by the
detector becomes larger. The larger solid angle gives rise to a sharp increase
of the scatter-to-primary ratio. It can be concluded from Figure 6.3 that,
due to the large detector-axis distance, the scatter-to-primary ratio in flat
detector based cone-beam CT is typically quite low compared to projec-
tion radiography, where the detector is usually placed directly behind the
irradiated object. Compared to conventional CT, the scatter-to-primary
ratios presented here are comparatively high, due to the fact that the thin
scintillator of the flat detectors, cf. Section 3.2.1.1, limits the useful tube
voltage to values up to 100 kVp, while in CT tube voltages up to 140 kVp
are used. With higher tube voltages and the related decrease of both the
primary attenuation and the forward oriented Rayleigh scattering, cf. Sec-
tion 2.2, the scatter-to-primary ratios would strongly decrease. In turn,
with the thin scintillator of the detectors applied here that were designed
for fluoroscopy, these detectors are much less sensitive to the high energy
primary photons than to the scattered photons with lower energies leading
to an even higher scatter-to-primary ratio at higher tube voltages.
All numbers presented here should be considered as upper limit, as the
scatter-to-primary ratios are calculated for the center of the phantom and
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in the center of the irradiation field. In the lateral regions of phantom
and irradiated field of view, due to the spatially slowly varying scatter
distribution and the rapidly increasing primary radiation, the scatter-to-
primary ratio is several orders of magnitudes smaller than in the center.
However, due to the ”smearing” effect of the backprojection step of the
reconstruction algorithm and due to the quadratic propagation of the noise,
cf. Section 5.3, the region with strongest noise has also a substantial impact
on the other regions making this value an important characteristic for the
noise performance.
6.1.3 Employed anti-scatter grids
Four different anti-scatter grids were used in this study. The grids consist
of ideally focused lead lamellae interspaced with paper and two cover plates
consisting of carbon fibre, glue and paint. It should be noted that in reality
ideal focusing cannot be achieved in production. Therefore, even though
absorption of the interspacing material and the cover plates is taken into
account, the modeling of the anti-scatter grids should be regarded as best
case approximation of the grid performance. For this study, two standard
fluoroscopy grid types and two heavy grid prototypes have been selected.
Due to their thicker lead lamellae and their higher aspect ratio, the heavy
grids are expected to provide a better rejection of scattered radiation, but
in turn, they suffer from a worse transmission of primary photons. The
parameters of the different anti-scatter grid types used in the simulations
are shown in Table 6.1. The first three grids are 1D grids with their lamellae
oriented perpendicular to the axis of rotation, while the last one is a grid
with two layers of lamellae perpendicularly crossing.
Grid name line pairs lamellae interspacing lamellae aspect
thickness thickness height ratio (r)
[1/cm] [µm] [µm] [mm]
70 r13 70 27 120 1.5 12.5
44 r10 44 36 200 2.0 10
60 r27 60 69 100 2.7 27
70 r13x2 70 crossed 27 120 2x1.5 2x12.5
Table 6.1: Parameters of the four different grid geometries used in the simulations.
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6.1.4 Analytical calculation of grid transmission
For fast simulation of the grid properties, an analytical grid model similar
to [7] has been developed and implemented. Using this method, the path
length through cover plate material, lead lamellae and interspacing material
of the grid is analytically calculated for each photon reaching the detector.
The transmission probability of each photon is determined using the total
attenuation along this path length. The analytical calculation of the grid
transmission is about 100 times faster than a full Monte-Carlo simulation
and, therefore, has been used for almost all simulations presented in this
section.
In order to verify the analytical calculation method for the grid trans-
mission, additional full Monte Carlo simulations of one anti-scatter grid
are performed for comparison. For the full Monte Carlo case each lamel-
lae of the grid as well as the cover plates and the layer of filling material
are modeled as an individual cuboid object. For both methods the energy
spectrum of primary and scattered radiation as well as the angular distri-
bution of scattered photons impinging onto the detector are compared and
plotted in relation to the no-grid case.
Figure 6.4 shows results of the pelvis AP view for the 70 r13 grid and for
a DAD of 45 cm with fully open collimation for the large detector. For all
displayed quantities, the analytical grid calculations show very good agree-
ment with the full Monte Carlo simulation curves. Only slight differences
occur due to the fact that the analytical grid method is based on the total
linear attenuation as the sum of photo-electric effect, coherent and incoher-
ent scatter, but does not model any scattered radiation produced within
the grid. These minor differences are, however, not relevant for the results
of the intended study. Therefore, taking advantage of the much faster cal-
culation time of the analytic model, this method can be used to explore
the grid performance for the numerous different imaging geometries.
6.1.5 Grid transmission properties
An anti-scatter grid is mainly characterized by its primary transmission
and scatter transmission properties. For an ideal grid it would be desir-
able to have a primary transmission of Tp = 1.0 and a complete scatter
rejection equal to a scatter transmission of Ts = 0.0. Due to their different
geometries, the investigated grids exhibit large differences in primary and
scatter transmission.
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6.1.5.1 Primary transmission
The primary transmission Tp of a focused anti-scatter grid is mainly deter-
mined by the ratio between the top surface area of the lead lamellae and
the area of the spacing between the lamellae. In a one-dimensional grid,
the proportion of lamellae thickness and interspacing material directly de-
termines this ratio, resulting in
Tp, theoretical =
Aspacer
Atotal
=
dspacer
dlead + dspacer
. (6.1)
The ideal primary transmission of a grid geometry with crossed lamellae
can be computed from the product of the primary transmission values of
the two one-dimensional grids it consists of.
Values of the theoretical ideal primary transmission on the one hand,
and the primary transmission assuming realistic spacing and cover plate
materials on the other hand are shown in Table 6.2. The theoretical values
derived from the lead surface fraction according to equation 6.1 are shown
in the second column. Due to their geometry, the standard fluoroscopy
grids 70 r13 and 44 r10 have a much higher Tp as the two heavier grid
types 60 r27 and 70 r13x2.
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Grid type Primary transmission (Tp)
theoretical simulated measured
70 r13 0.82 0.76 0.71
44 r10 0.85 0.79 0.76
60 r27 0.59 0.53 0.48
70 r13x2 0.67 0.61 0.51
Table 6.2: Primary transmission of ideal and real grids. The right column shows mea-
surement results of real grids for comparison.
Additional attenuation originates from the interspacing material and the
cover plates. These contributions are taken into account for the primary
transmission values derived from the simulations shown in the third column
of Table 6.2. Finally, the last column of the table shows measured primary
transmission values [160], which are another 6-10% lower than the values
obtained from the simulated grid geometries. This is explained by the fact
that the simulations assume ideal lamellae focussing, which can only be
achieved in rough approximation in production, such that vignetting in
the manufactured grids causes additional primary beam attenuation.
Since the simulated grids in this investigation are assumed to be ideally
focused according to the respective DAD, the primary transmission does
not depend on the imaging geometry.
6.1.5.2 Scatter transmission as a function of collimation
The scatter transmission of the grids depends mainly on the angular dis-
tribution of the impinging scattered photons and is therefore dependent on
the beam and imaging geometry. In a first step, the scatter transmission
of the grids is studied as a function of the vertical beam collimation. Re-
sults for the large detector (30 cm lateral collimation) and varying axial
collimations for all three studied body regions are shown in Figure 6.5.
The grid transmission of the 1D grids is found to decrease substantially
with increasing axial collimation. This is due to the fact that the lamellae
of these grids are horizontally oriented, such that the scatter rejection in-
creases for broader axial angular distributions of the impinging scattered
radiation caused by larger axial collimation. Consequently, the 2D grid
shows less dependence on the axial collimation. Since the head phantom
appears to the grid under a smaller solid angle, the scatter transmission is
slightly higher than for the thorax and pelvis phantoms.
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Figure 6.5: Scatter transmission as a function of axial collimation. The lateral colli-
mation is fixed at a width of 38.5 cm at 45 cm DAD.
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Figure 6.6: Scatter transmission as a function of detector distance from the center of
the object. The beam collimation equals to a size of 38.5×30 cm at 45cm DAD.
6.1.5.3 Scatter transmission as a function of detector distance
Next, the scatter transmission is studied as a function of the detector dis-
tance to the center of the imaged object. Figure 6.6 shows the results for
the collimation fixed to a size of 38.5×30 cm at 45 cm DAD. Again, for all
three body regions, the scatter transmission shows similar characteristics.
At 45 cm DAD the scatter transmission is up to 60% worse than directly
after the object exit surfaces. Especially the fluoroscopy grids (70 r13,
44 r10) with their thin lamellae are much more effective in case of a broad
angular distribution at short distances than at, e. g., 45 cm DAD required
for application in cone-beam CT. In general, it is observed that the scat-
ter transmission of the standard fluoroscopy grids for the cone-beam CT
geometry is with about 35% still quite high. Results for the narrower fan-
beam width of 18 cm at 45 cm DAD for the rotated thorax and the pelvis
phantom (results not shown here) show an even slightly higher scatter
transmission, since the tighter irradiation cone or, respectively, the tighter
distribution of irradiated material lead to a tighter angular distribution,
which results again in decreased scatter rejection. Taking into account
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that at a typical cone-beam CT DAD of 45 cm the amount of scatter is
already strongly decreased due to the air gap, the question arises whether
the grids with their limited scatter rejection can further improve the SNR.
This will be investigated in the next section.
6.1.6 SNR improvement factor
The SNR ratio improvement factor (SIF) is the most important figure of
merit to characterize the benefit of a grid for the application in any type
of digital imaging. It is defined as the ratio of the SNR with and without
grid
SIF =
SNRwith ASG
SNRwithout ASG
. (6.2)
The SNR both before and after the grid are calculated by combining equa-
tions 5.33 and 5.34 (see also [7])
SNR =
IP
σPS
=
√
N0 ·
√
(NP 〈EP 〉)2
NP 〈E2P 〉+NS〈E2S〉
, (6.3)
where NP and NS are the number of primary and scattered photons, nor-
malized by the total number of photons of the unattenuated direct radi-
ation, that are detected in the scintillator, 〈EP 〉 the mean energy of the
primary photons and 〈E2P 〉 and 〈E2S〉 are the mean squared energies of pri-
mary and scattered photons, respectively. The SIF calculated by applying
equation 6.2 is invariant under a scaling of the number of photons and is
therefore independent of the exact dose applied in the simulations.
6.1.6.1 SIF as a function of collimation
As for the scatter transmission, at first the impact of collimation on the
SIF is analyzed. Results showing the SIF as a function of collimation are
presented in Figure 6.7 for a lateral collimation width of 38.5 cm (large
detector) and in Figure 6.8 for a lateral collimation width of 18 cm (small
detector).
For the two investigated projections of the head, in all investigated col-
limation cases all grids exhibit a SIF < 1, meaning that the use of an anti-
scatter grid would not improve but even slightly decrease the signal-to-noise
ratio. For the thorax application and the small fan width (Figure 6.8), still
all grids decrease or at least do not improve the signal-to-noise ratio. This
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Figure 6.7: SNR improvement factor (SIF) as a function of axial collimation for a fan
width of 38.5 cm (large detector) at 45 cm DAD.
holds also for the larger fan width (Figure 6.7) and lateral projection. Only
with the larger fan width and for large axial collimation in the AP view
especially the heavier grids show a significant benefit of up to 35% SNR
increase.
Also for the pelvis application, one has to distinguish between the small
and the large detector and, for the large detector, between the AP view
and the lateral view. While for the small detector size again the grids
have mostly a negative or indifferent impact on the signal-to-noise ratio,
the relations for the two projections for the large detector size is vice versa
as compared to the thorax application. Here, for the lateral view the SIF
is similar to the thorax AP view and especially for the heavy grid types
the SIF reaches significant values of about 1.4 for fully open collimation.
However, for the AP view, the best SIF achieved is only 1.09.
Despite the fact that the scatter suppression of the heavy grids 60 r27
and 70 r13x2 is strongly superior to that of the standard fluoroscopy grids
70 r13 and 44 r10, their performance with respect to the SIF is worse for
most application scenarios, especially when the beam is collimated. Only
for scenarios with a huge amount of scattered radiation prior to the grid,
e. g., for fully open collimation of the large detector for the pelvis lateral or
the thorax AP view, their performance is significantly superior as compared
to the standard grids. The otherwise inferior performance is caused by the
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Figure 6.8: SNR improvement factor (SIF) as a function of vertical collimation for fan
width of 18 cm (small detector) at 45 cm DAD.
low primary transmission, which appears in the calculation of the SIF with
a higher potency than the scatter transmission, cf. equation 6.8.
6.1.6.2 SIF as a function of the detector distance
The SIF as a function of DAD is shown in Figure 6.9 for a collimation of
38.5×30 cm2 (large detector) and in Figure 6.10 for a collimation equal to
18×18 cm2 (small detector). Examining these diagrams, it is concluded
that for small DADs and open collimation a grid is of great benefit in all
application scenarios. However, with increasing DAD this benefit decreases
rapidly.
In most situations with high initial scatter-to-primary ratio, the largest
increase in performance is obtained with the 60 r27 grid, while in most
situations with low initial scatter-to-primary ratio the standard fluoroscopy
grids perform best.
Despite the slightly better performance of the 44 r10 grid, the 70 r13
grid is used as standard grid for the employed detectors in fluoroscopy,
because the low line frequency of 44lp grid gives rise to Moire´ artifacts in
the projections that furthermore may introduce distortions in reconstructed
volumes.
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Figure 6.9: SNR improvement factor (SIF) as a function of DAD for a collimation
equal to 38.5×30 cm2 (large detector) at 45 cm DAD.
6.1.6.3 Theoretical limits for achieving a beneficial SIF
In order to discuss and verify the results obtained above, in this section
a general theoretical formulation is derived in order to determine the re-
quirements to a grid for achieving a beneficial SIF, i. e., a SIF > 1.
As discussed above, the SIF is computed according to equations 6.2 and
6.3 by dividing the signal-to-noise ratios with and without using the anti-
scatter grid. For simplicity, let us assume a mono-energetic beam with
an energy equal to the average beam energy of the poly-chromatic X-ray
spectrum. Furthermore, we also replace the spectrum of scattered photons
by a single energy of ES = c ·EP , and accordingly 〈E2S〉 = c2 ·E2P . The
factor c accounts for the fact that due to the energy loss by Compton-
scattering, the mean energy of the spectrum of scattered photons is slightly
lower as compared to the primary spectrum. Typical values for c range from
c = 0.80 (large objects) to c = 0.95 (small objects).
Using these assumptions, the number of primary and scattered photons
for the case of grid usage amount to
NP0,grid = TP ·NP0,no grid (6.4)
NS0,grid = TS ·NS0,no grid, (6.5)
where TP and TS are the energy integrated primary and scatter transmis-
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Figure 6.10: SNR improvement factor (SIF) as a function of DAD for a collimation
equal to 18×18 cm2 (small detector) at 45 cm DAD.
sions as introduced in Section 6.1.5. Additionally, the number of primary
and scattered photons without using the grid can be related by means of
the scatter-to-primary ratio as
NS0,no grid =
1
c
SPR ·NP0,no grid, (6.6)
where the factor 1/c accounts for the fact that the SPR is defined for the
scatter and primary energies and not for the here required photon numbers.
Finally, the SIF can be expressed as
SIF =
√
T 2P ·N 2P0 ·E2P
TP ·NP0 ·E2P + T 2S · 1cSPR ·NP0 · c2 ·E2P√
N 2P0 ·E2P
NP0 ·E2P + 1cSPR ·NP0 · c2 ·E2P
, (6.7)
which can be simplified to
SIF =
√
TP · (1 + c · SPR)
1 + TS
TP
· c · SPR (6.8)
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Figure 6.11: Critical scatter transmission value TS at which for a given SPR and pri-
mary transmission TP the benefit from scatter rejection exactly compensates the loss of pri-
mary radiation. For smaller TS values, the respective grid geometry exhibits a SIF < 1.0,
while larger TS values lead to SIF > 1.0.
From equation 6.8 it is evident how the primary and scatter transmission
characteristics govern the SIF of a grid. For small SPR, the second factor
of the nominator tends towards unity while the second summand of the
denominator becomes small as compared to unity such that the SIF is
governed by the primary transmission factor TP and becomes smaller than
unity, even for high scatter rejection of the grid. Only for large SPR, the
scatter transmission factor becomes relevant and can compensate for the
loss of primary radiation, thus achieving a SIF > 1.
For a given SPR and primary transmission, one can compute the scatter
transmission that is required in order to just compensate for the loss of
primary radiation, i. e., for achieving a SIF = 1. Only a grid with smaller
scatter transmission has a beneficial effect on the SNR. This threshold of
the scatter transmission TS,break even is obtained by
TS,break even =
T 2P · (1 + c · SPR)− TP
c · SPR . (6.9)
For a number of typical primary transmission factors, the critical values
of Ts as a function of the SPR are plotted in Figure 6.11. At certain low
values of SPR the curves reach the abscissa, showing that for lower SPR
even an ideal scatter rejection TS = 0 cannot compensate for the loss of
primary radiation caused by the anti-scatter grid.
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6.1.7 Impact on homogeneity of reconstructed images
In the previous sections it was shown that with respect to the signal-to-
noise ratio, typical anti-scatter grids available for flat detectors are only
of limited benefit for the application in cone-beam CT. While for scenar-
ios with extremely high initial scatter-to-primary ratios, such as the pelvis
region, the grids do improve the signal-to-noise ratio, it was found, in con-
trast to the expectations, that when applied in scenarios with less scatter
such as for the head region, the grids even cause a slight decrease of the
signal-to-noise ratio.
In this section, the impact of the grids on the homogeneity of the re-
constructed image is studied in order to evaluate whether the benefit from
scatter offset compensation might justify a possible ”cost” of decreased
signal-to-noise ratio.
For this purpose, the anti-scatter grids are included in the simulations
of the rotational scans of the three body regions, head, thorax and pelvis
presented in Section 5.1.2. Computation of primary and scattered radiation
for each of the three body regions is performed for three different cases:
first, no anti-scatter grid, second, the 70 r13 grid as an example of a light
anti-scatter grid and third, the 60 r27 grid as an example of a heavy anti-
scatter grid.
Analytical calculation of primary radiation and full Monte Carlo simu-
lations of scattered radiation are performed as described in Section 4.2.1.
The anti-scatter grids are simulated using the analytical method presented
in Section 6.1.4. Reconstructions were made on a grid of 2563 voxels with
a voxel size of 1 mm3 using the FDK method.
Results are shown in Figure 6.12. The images display the central slices
of the differences between reconstructions performed with projections com-
puted using the anti-scatter grids and reconstructions using ideal scatter-
free projections. The left column in Figure 6.12 shows the remaining dis-
tortion of the homogeneity due to residual scatter after applying the light
anti-scatter grid 70 r13, while the right column shows the corresponding
slice for the heavy grid 60 r27. The three rows represent the investigated
regions head, thorax and pelvis.
Scatter artifact free reconstructions and the scatter residuals for recon-
structions with the full scatter artifact were already shown and discussed
in Section 5.1. Also for both types of anti-scatter grids the typical scatter
cupping artifacts are clearly visible in all three body regions. The absolute
amount of residual cupping is approximately twice as high for the light
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Figure 6.12: Differences of reconstructions performed from projections computed using
anti-scatter grids to reconstructions using ideal scatter-free projections. Residual distor-
tion is shown after applying the light anti-scatter grid 70 r13 (left column) and the heavy
grid 60 r27 (right column) for the central slices of the head (top row), thorax (middle row)
and pelvis region (bottom row). See Figure 5.1 for the scatter artifact free reconstructions
and scatter residuals for reconstructions without usage of an anti-scatter grid.
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anti-scatter grid as compared to the stronger attenuating heavy grid. It is
concluded that due to the large amount of residual cupping artifacts even
in presence of the anti-scatter grids, the performance of these devices is
not sufficient to be used as the only means to combat the large amount of
scatter contained in the projections of flat detector based cone-beam CT.
Further scatter compensation is required by a-posteriori software based
scatter correction schemes. A number of different software based scatter
correction schemes, particularly designed for flat detector based cone-beam
CT, will be discussed in Sections 6.3-6.6.
6.1.8 Discussion
In this section the performance of currently available anti-scatter grids
designed for projection radiography was studied. It was found that due to
a larger patient detector distance the SPR in flat detector based cone-beam
CT is significantly lower than in projection radiography. Additionally, the
scatter reduction obtained with a grid decreases with increasing detector
distance and decreasing collimation width, while the cost of the grid in
terms of attenuation of primary radiation remains constant. Therefore,
the anti-scatter grid types investigated here were found to even reduce the
signal-to-noise ratio in the projection image for a number of application
scenarios, in particular for scenarios with large DAD as for flat detector
based cone-beam CT and for small objects. However, for large objects like
the pelvis region with large initial scatter-to-primary ratios anti-scatter do
significantly improve the signal-to-noise ratio.
Each anti-scatter grid still reduces the cupping artifact, which already
might be a satisfactory reason for applying a grid. However, even by ap-
plying standard fluoroscopy grids, a large fraction of the scattered radia-
tion still reaches the detector. Therefore, achieving homogeneously recon-
structed 3D images still requires additional software based scatter offset
compensation even in case of using an anti-scatter grid. Consequently, the
remainder of this thesis is devoted to the development and the assessment
of a number of suitable scatter offset compensation schemes, particularly
designed for the application in cone-beam CT.
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6.2 Required scatter correction accuracy
As a basis for the design of novel software-based scatter correction methods
to be presented in the remainder of this thesis, in this section the required
accuracy of envisaged scatter correction schemes shall be discussed.
6.2.1 Scatter correction using globally and
projection-wise constant profiles
In a first step, it shall be analyzed whether it is potentially feasible to use
software-based scatter correction techniques that instead of estimating a
fully shaped scatter profile aim at estimating only approximate represen-
tations of the scatter profile.
For this analysis two approximate representation have been selected:
Global constant: one single average scatter value IS,global represents the
scatter background for the full set of acquired projections.
Projection-wise constant profile: a projection-wise constant scatter level
IS,const(φ) represents the scatter background as function of the pro-
jection angle φ.
In the following it its the aim to determine the maximum achievable
accuracy of potential scatter correction schemes assuming employment of
the above mentioned specific approximate representations of the estimated
scatter profile. Therefore, for both types of scatter profile representations
optimal values are determined directly from the simulated scatter distri-
butions by means of weighted average computation using the reciprocal
primary radiation 1
Ip
as weighting scheme as described in Section 4.2.3.
Reconstructed axial slices showing the difference between reconstructions
using projections corrected with the above defined approximate scatter dis-
tributionas and ideal scatter-free projections are displayed in Figure 6.13.
For numerical quantification of the residual scatter artifacts, tissue-like
regions have been selected based on voxel gray-values of the correspond-
ing ideal scatter-free reconstructions including all voxels with attenuation
values between -100 HU and +150 HU. The rationale for this is that in
clinical praxis low-contrast imaging tasks are usually performed for tissue-
like regions such that especially in these regions scatter artifacts are most
relevant. In the tissue-like regions the residual scatter artifact are quan-
tified by means of the minimum, maximum, average and RMS deviation.
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Figure 6.13: Scatter artifact residuals of reconstructed central axial planes (a) after cor-
rection with the globally calculated weighted scatter average value and (b) after correction
with the projection-wise calculated weighted average scatter value.
Method min. max. mean RMSD
Globally calculated weighted
scatter average, Fig. 6.13(a) -130.8 HU 290.2 HU -6.3 HU 35.3 HU
Projection-wise calculated weighted
scatter average, Fig. 6.13(b) -31.9 HU 54.8 HU -0.3 HU 11.3 HU
Table 6.3: Quantitative results calculated in tissue-like regions of the voxelized human
head data shown in Figure 6.13.
Throughout the remainder of this thesis the above described evaluation
scheme has been used for all scatter correction schemes in order to al-
low easy comparison of the performance of the various scatter correction
approaches.
Numerical results for the here studied approximate scatter profile repre-
sentations are given in Table 6.3. Even though for both profiles the average
scatter residuals are almost zero, for the globally calculated constant scat-
ter value huge maximum and minimum deviations can be observed and
also the root-mean square deviation is more than twice as large as for the
correction using projection-wise weighted average values. Also visual com-
parison of both axial slices shown in Figure 6.13 reveals large differences
of both methods. While for the global constant method the residual arti-
fact exhibits a large inverse cupping shape and a lot of streaks, the shape
of the residual artifact for the projection-wise constant method does not
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show any streaks and only exhibits a much less strong inverse cupping ar-
tifact. These findings are in accordance with those of Section 4.2.4 where
it was shown that the scatter profile exhibits a large dynamic as function
of the projection angle while its dynamic withhin one projection is compa-
rably low. It is therefore concluded that estimation of only a global scatter
level for the entire set of projections cannot represent a sufficient means
of scatter compensation while scatter correction schemes aiming at esti-
mating a projection-wise constant scatter level potentially can compensate
scatter-induced artifacts to a satisfactory extent, provided that the esti-
mated scatter value is sufficiently accurate.
6.2.2 Impact of under- and overestimation
In the previous section it has been shown that estimation of a projection-
wise constant scatter profile may achieve satisfactory scatter compensation.
Naturally, the potential estimation performance is only achieved if the esti-
mated projection-wise constant profile is sufficiently accurate. Therefore, in
the following results will be presented that show the impact on the correc-
tion performance for systematic deviations from the ideal scatter correction
profile.
For this purpose the ideal projection-wise constant scatter correction
profile was scaled with a global factor s ranging from s = 0% to s = 200%.
Figure 6.14 exemplarily shows the residual scatter artifact for s = 90%
and s = 110%. Corresponding numerical results are shown in Table 6.4.
While for the underestimation case the artifact profile is relatively flat, in
case of overestimation the artifact exhibits a large inverse cupping shaped
profile with large error values especially in the center of the reconstructed
object. Correspondingly, even though the absolute value of the shift of the
mean HU-value is similar for both cases, for the overestimation case the
RMS and especially the maximum deviation in the tissue-like regions is
much superior than for the underestimation case. As a consequence, the
residual scatter artifact is considerably more perceivable in case of overes-
timation. It is concluded that with respect to the impact of the residual
artifact overestimation is more critical than underestimation. As a guide-
line, the target range for envisaged scatter correction schemes aiming at
estimation of projection-wise constant scatter profiles can be specified to
be approximately within −15% and +10% of the ideal average scatter level.
Of course, for more demanding applications like for the application in he-
lical cone-beam computed tomography more accurate scatter profiles are
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Figure 6.14: Scatter artifact residuals of reconstructed central axial planes after cor-
rection with (a) 90% of the ideal projection-wise constant scatter profile (i. e. simulating
10% underestimation) and (b) 110% of the projection-wise constant scatter profile (i. e.
simulating 10% overestimation).
Method min. max. mean RMSD
90% of projection-wise calculated
weighted scatter average, Fig. 6.14(a) -45.5 HU 20.8 HU -15.3 HU 17.2 HU
110% of projection-wise calculated
weighted scatter average, Fig. 6.14(b) -46.1 HU 114.7 HU 15.7 HU 26.9 HU
Table 6.4: Quantitative results calculated in tissue-like regions of the data shown in
Figure 6.14.
required that also reflect the correct spatial shape of the scatter distribu-
tions, cf. Section 6.5 and 6.6.5.
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6.3 Scatter compensation performed in 3D
reconstructed images
As has been shown in Section 3.3, a number of different sources of arti-
facts, among them scatter, potentially lead to reconstructed 3D images
with spatially slowly varying inhomogeneities. One of the major problems
caused by these inhomogeneities is that when slices in the reconstructed
volume are viewed with a tight gray level when one is interested in low
contrast details, such inhomogeneities might cause parts of the gray values
of the region of interest to be either below or above the edges of the applied
window. Low contrast details are therefore much more difficult to find in
presence of inhomogeneities.
As a first a-posteriori software based compensation method in order to
overcome these limitations, in this section a homogenization procedure is
presented that is applied to the slices of the reconstructed 3D image prior
to viewing. The basic idea is to first estimate the shape of the baseline
of the inhomogeneity in the 3D data set and to subsequently remove the
estimated shape. As will be detailed in Section 6.3.1 the method does not
make any assumption on the origin of the cupping or, more general, of the
inhomogeneity artifact contained in the reconstructed data, such that the
homogenization method is not only suited for scatter correction but also
for compensating any undesired low-frequent inhomogeneity.
Even though it was shown in Section 5.1 that due to the logarithm step
the impact of the originally independent and smooth scatter background
contained in the projections becomes highly dynamic and dependent on
the primary radiation, such that also the scatter contribution to the re-
constructed image has a locally strong spatial dynamic, it is the goal of
this section to investigate to which extent it is possible and beneficial to
compensate scatter in the reconstructed image. The motivation for this is
that this method would still be applicable at viewing time as an optional
compensation that can be switched on and off by the doctor and that no
knowledge about the system and the causes of the artifact is required.
6.3.1 Method: Homogenization algorithm
The homogenization procedure developed for this study is sketched in Fig-
ure 6.15. In this figure, the different steps of the algorithm are illustrated
using a simple example slice.
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Figure 6.15: Sketch of the homogenization algorithm.
The homogenization algorithm has been developed aiming at compen-
sating scatter-induced artifacts and other inhomogeneities of similar char-
acteristics in the reconstructed 3D image. The basic idea is to first estimate
a spatially slowly varying 2D baseline in every axial plane of the volume
representing the smooth shape of cupping, and to subsequently subtract
the estimated baseline. For estimation of the baseline, two main problems
are to be solved. First, a set of voxels needs to be determined that can be
used as supporting points for the baseline, and second, a good fit-function
through these points must be found providing the required regularization
and smoothness as well as the possibility to interpolate adequate compen-
sation values for regions in between the supporting points.
It was found that for the application to reconstructed data sets of the
human head an appropriate selection of supporting points is achieved by
segmenting all voxels into three main classes of matter based on their gray
value: air, tissue, and bone. The main fraction of the human head consists
of brain tissue with an attenuation coefficient close to water, such that
segmentation can be done by selecting an upper and lower threshold with
respect to the linear absorption coefficient of water. In case the X-ray spec-
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trum applied for the measurements is known, the attenuation coefficient of
water can be a-priori calculated. Alternatively the required value can be
determined computing, e. g., the center of gravity of the histogram of gray
levels in the range of the expected value (cf. Section 6.6.1.2).
Based on the linear attenuation value of water and by taking into ac-
count the cupping of the scatter deteriorated reconstructed volume shown
in Figure 6.15(a), a threshold window for the selection of supporting points
between -250 HU and +150 HU is chosen. Using these values the resulting
mask of voxels classified as ”valid tissue” and selected as supporting points
is shown in Figure 6.15(b).
To find a fit through these irregularly distributed supporting points, sev-
eral methods based on low pass filtering, polynomial, and spline fitting have
been tested. Best results in terms of computational cost and estimation
accuracy were achieved by fitting two-dimensional polynomials to the data.
In order to limit the order of the applied polynomials for achieving stable
fitting results on the one hand and to provide sufficient flexibility to allow
for modeling irregularly shaped baselines on the other hand, it has been
chosen to decompose the entire 2D slice of voxels into nine overlapping
regions and to use independent 2D polynomials of third order in each of
the regions. The edge length of the regions was chosen to be half of the edge
length of the entire slice of voxels, such that each region has an overlap of
50% with its direct neighboring regions. The global fitting result is obtained
by combining the individually computed fitting results of the overlapping
regions by means of linear faded weighting.
The polynomial fit in each region is performed using the method of
weighted least squares as described, e. g., in [113]. Weighting is used to
assign a confidence value to each supporting point and has been intro-
duced to overcome the following problem: At the edges between tissue and
bone or tissue and air, steep transitions of the gray values appear, and
due to the partial volume effect a fraction of these voxels, which are not
beneficial for the baseline estimation, fall within the threshold window. In
order to reduce the impact of these points, the local variance is computed
in a neighborhood of each supporting point and the reciprocal value of the
variance is used as weight of the respective point. The neighborhood is de-
fined by means of a 2D binomial filter of third order. Voxels close to sharp
edges exhibit large local variances and thus obtain the desired low weight
for the fit. In order to leverage the weight of points with very low variance,
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in the particular implementation the individual weight wi is computed by
wi =
1
σ270% + σ
2
i
(6.10)
with σ2i being the computed local variance and σ
2
70% the 70
th percentile of
all local variances of the entire fitting region.
The baseline found using the polynomial fitting scheme is shown in Fig-
ure 6.15(c). In order to avoid stability problems of the fit outside the area
covered with supporting points, the region of the imaged object is seg-
mented by applying a second threshold followed by a four-neighbor con-
nectivity algorithm. Finally, the estimated cupping baseline is subtracted
from the original slice for all voxels in the segmented ”inside” region of the
object. The gray value of the image may be shifted to an arbitrary value,
e. g., the a-priori computed gray value of water. The result for the example
slice is displayed in Figure 6.15(d).
It should be noted that this homogenization algorithm is not intended
to restore exact Hounsfield units. Its purpose is rather to improve the
detectability of local low contrast details by facilitating the application of
tight gray level windows.
6.3.2 Homogeneity and low contrast detectability
Application of the method is illustrated using reconstructions of the vox-
elized human head data set as presented in Section 4.2. In particular, the
modified data set with artificial contrast inserts added to the phantom data
prior to simulation has been used, as was discussed in Section 5.2.3.1. In
a first step, the performance of restoring the homogeneity shall be demon-
strated. For this purpose, axial planes at three different vertical positions of
the scatter deteriorated reconstructed volume were selected. These slices
prior to application of the homogenization algorithm are shown in Fig-
ure 6.16(a)-(c). Cupping artifacts present in these images originating from
scattered radiation in the projections spread the gray level of tissue over an
amplitude of more than 200 HU, such that the viewing gray level window
cannot be chosen tighter than 200 HU without clipping parts of the tissue
regions. The shape of the inhomogeneity introduced by scatter in each slice
differs due to the topology of the head. In accordance with the findings
of Section 5.1, the distortion is generally most severe in the center and
causes a gray level underestimation of up to 210 HU. In order to overcome
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Figure 6.16: Three different axial planes of the reconstructed voxelized head using noise
free projections, prior (a)-(c) and after (d)-(f) the application of the homogenization pro-
cedure. The images (g)-(i) display the difference between the homogenized slice and the
corresponding ideally scatter free slice. The width of the gray level window has been nar-
rowed from [-175 HU 75 HU] for the scatter deteriorated slices to [-50 HU 50 HU] for the
homogenized and the difference images.
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this inaccuracy and to allow for an easier viewing with tighter gray level
windows, the homogenization algorithm described in Section 6.3 is applied
to the slices (a)-(c). The corresponding slices after homogenization are
presented in images (d)-(f). For the homogenized slices it is now possible
to tighten the gray level window for improved visibility of low contrast
structures.
Comparing images (a)-(c) to the corresponding images (d)-(f), it is evi-
dent that the homogenization procedure strongly improves the visibility of
regions that were too bright or too dark before, e. g., in the center of images
(b) and (c). Structures that hardly were visible in the original slices are
clearly seen after the homogenization. Additionally, because the restored
homogeneity allows for adjusting the gray level window, local contrast fea-
tures such as the artificial low contrast inserts added in the region of the
images (b) and (c) are now clearly visible. Due to the smooth correction
function calculated by the homogenization procedure, these local contrast
features are preserved while the global shading is corrected.
The images (g)-(i) in Figure 6.16 display the residual inhomogeneity in
each slice computed by subtracting the respective ideal artifact-free slice
from each homogenized slice. For these images, the average difference in
the tissue-like regions of the displayed slices has been adjusted to zero.
This has been done, because the average value is an arbitrary parameter of
the homogenization algorithm. It should be remarked, however, that the
algorithm itself is not capable of restoring the absolute Hounsfield scale.
For the large brain regions shown in slices (h) and (i) the algorithm
achieved very good restoration results. Quantitatively, this is reflected by
the residual root mean square deviations of 14 HU and 10 HU, respectively,
computed for the pixel classified as tissue and with at least two voxel dis-
tance from bone voxels. For slice (g) with more bone structures, the com-
puted residual value is slightly larger (21 HU). However, as can be seen
in the images, for the voxels close to the bony structures and for the bone
voxels itself the residual artifact remains very large, because for these vox-
els the scatter artifacts exhibit locally highly dynamic structures which are
not modeled by the homogenization algorithm. Remaining streak artifacts
originating from high-contrast bone objects, which can also not be com-
pensated by the algorithm, partially obstruct local low contrast structures,
so that, e. g., the top left contrast insert in slice (e) is almost indistinguish-
able. In the difference images (h) and (i) the low-contrast structures appear
inverted. This is due to the fact that the local contrast in reconstructions
using scatter deteriorated projections is diminished. The homogenization
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Figure 6.17: Axial plane of the reconstruction of the voxelized head using projections
mimicking the small detector Trixell Pixium 4800 (a) prior to and (b) after application
of the homogenization algorithm.
algorithm restores only the global shading but cannot restore the lost local
contrast of the scatter deteriorated reconstruction such that the difference
due to lost local contrast remains.
6.3.3 Influence of truncation
So far, images were used that originated from simulations mimicking an
acquisition setup using the large detector, Trixell Pixium 4700. In this
section, it is the objective to evaluate the performance of the homogeniza-
tion algorithm for artifacts arising from laterally truncated projections.
For this purpose, the same simulated projections as used in the previous
section have been truncated emulating the size of of the smaller detector,
the Trixell Pixium 4800. Using this setup, the field of view covered by
all projections spans a diameter of 115 mm, while the lateral extent of the
head is up to 190 mm.
An axial plane of the reconstructed 3D image of the voxelized head using
truncated projections is shown in Figure 6.17(a). Though lateral elliptical
projection extension as described in [85] can prevent severe shading arti-
facts especially at the boundaries of the FOV, global shading due to trun-
cation could not be completely prevented. Especially the dynamic shape of
the calotte is not predicted well by the extension method when the calotte
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is not located inside the field of view. In Figure 6.17(a), demonstrative
truncation artifacts can be observed especially in the upper left and right
corners in the shadow of the visible bone structures. In these regions, the
gray values decrease towards the outside of the head.
Figure 6.17(b) demonstrates that the homogenization procedure is ca-
pable of correcting also this kind of shading. Global shading artifacts are
diminished to a large extent.
However, while three of the five added low contrast inserts of 20 HU are
located in the shown FOV, they are hardly visible even in the homogenized
slice, because their visibility is obstructed by local low contrast artifacts
arising from uncompensated truncated structures of high contrast outside
the FOV. Especially a dark ring-like structure is evident in the homogenized
slice.
6.3.4 Discussion
In this section, scatter and truncation artifact compensation was performed
using a novel homogenization algorithm aiming at correction of artifacts
in the 3D reconstructed volume. The algorithm is based on estimating
a smooth baseline in segmented soft-tissue regions and subsequently sub-
tracting this baseline in order to achieve the desired flat gray level profiles
in the axial planes of the reconstructed volume. The algorithm is prin-
cipally suited to reduce inhomogeneity artifacts arising from a number of
different sources such as scatter, beam hardening and truncation.
In this investigation, its performance for correcting scatter and trunca-
tion artifacts was evaluated using simulated projections of the voxelized
head data set with artificial low contrast inserts. Excellent performance
for the compensation of global shading artifacts and long range inhomo-
geneities of the algorithm was observed. Stable baseline estimations were
achieved for different regions of the human head and for all investigated
scenarios including reconstructions stemming from truncated projections.
In all cases, the algorithm helped to tighten the gray level window of the
viewed slices, facilitating the detection of low contrast details.
However, due to its nature, the algorithm reduces only the low-frequent
part of induced artifacts. Highly structured artifacts arising also in soft
tissue regions due to data inconsistencies at distinct high contrasted bony
regions cannot be compensated because in the reconstructed volume these
artifacts are indistinguishable from desired low contrast regions. There-
fore, these kinds of distortions remain in the image and were found to
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occasionally obstruct detectability of low contrast structures.
It is concluded that the presented algorithm compensates inhomo-
geneities caused by scattered radiation and truncated projections to a large
extent, but principally cannot entirely compensate all induced artifacts.
Advantages of the method are that it does not require any knowledge of
system parameters and that it can be optionally applied a-posteriori to
reconstruction at viewing time.
Furthermore, the estimation of a reliable cupping baseline as a measure
for remaining scatter artifacts in the reconstructed volume will be reused
and extended as a key component of the iterative scatter correction ap-
proach presented in Section 6.6.
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6.4 Model based scatter compensation
The algorithm described in the previous section, aimed at reducing the
scatter artifacts in the reconstructed volume. In contrast to this, in this
and the following sections, algorithms are presented and evaluated which
aim at estimating the scatter background contained in the projections and
apply the scatter correction prior to reconstruction.
While it would be theoretically possible to compute the exact scatter
background of each projection by Monte-Carlo simulations by accurately
modeling the physical properties of every tiny bit of both the object to be
measured and the X-ray system, this approach is far from being practi-
cally feasible for mainly two reasons: First, in cone-beam CT it is usually
the objective of reconstructing the physical properties of the object based
on the measured data, such that the object is in principle unknown for
correction of this data. Moreover, the reconstructed data set might be
even incomplete, e. g., due to truncations caused by the limited FOV of
the employed detector setup. The second, and more important reason is
that Monte-Carlo simulations of complex objects or even voxelized data
are very time consuming, even with today’s fast computers, preventing use
of this approach in practice.
Therefore, it is the objective of this section to exploit the feasibility
and performance of leveraging the computational cost by representing the
measured object by simple geometric object models. For this purpose,
a practical method was developed for estimating the parameters of such
geometric models from the set of acquired projections and subsequently
obtaining appropriate scatter constants for each projection from online or
offline Monte-Carlo simulations. The method will be applied and evaluated
for simulated projections of a large set of mathematical head phantoms as
well as for the voxelized human head based on a helical CT data set.
6.4.1 Method
6.4.1.1 Overview of the method
As for all projection-based scatter compensation schemes, the aim of this
method is to find suitable estimates of the scatter background contained in
each projection. Subsequently, the scatter estimates are subtracted from
the detector projection values, and a scatter-compensated 3D image is
reconstructed from the corrected projections.
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The idea of this method is to base the scatter estimation on a simple,
parametric 3D object model determined from the set of acquired projec-
tions. In general, the model should fit extension, shape, position, orienta-
tion, absorption and scattering properties of the imaged object as well as
possible. However, because objects of not too different shapes and densities
usually still produce a similar amount of scatter, and because slightly falsi-
fied scatter estimates usually still allow for compensation of scatter caused
image artifacts to a relatively wide extent, see Section 6.2.2, approximate
conformance between model and imaged object may be sufficient.
Based on the estimated parametric model, the corresponding scatter
estimates for each projection are then to be derived from Monte-Carlo
simulations. The main drawback for the practical feasibility of this method
is the computational cost of the Monte-Carlo simulations. As has been
detailed in Section 4.1.1, the computation time of Monte-Carlo simulations
grows approximately proportional with the number of objects included in
the simulation and depends on the statistical accuracy required for the
values to be obtained from the simulation. For complex object models
and if the spatial distribution of scattered radiation in each projection is
desired, such simulations are very time consuming.
Therefore, in order to keep the computational effort within a feasible
limit, two measures have been taken: first, as object model, a homogeneous
ellipsoid with water-like scatter characteristics was chosen. The geometric
shape of the ellipsoid is assumed of being able to approximately model the
shape of a human head. The ellipsoid model is determined by a total of
10 parameters, 3 of them specifying the position of the ellipsoid’s center of
mass, 3 specifying the extents of the ellipsoid half axes, 3 specifying rotation
angles that define the orientation of these axes in three-dimensional space,
and the remaining one specifying the X-ray absorption of the homogeneous
ellipsoid relative to water. For other body parts than the head, similar
models, e. g., of cylindric shape, may be chosen.
As a second measure to keep the computational effort reasonably low,
the scatter estimate is restricted to a constant value for each acquired X-ray
projection, neglecting the spatial shape of the scatter distribution. This
reduces dramatically the demand of the statistical accuracy to be achieved
by the Monte-Carlo simulations, because all scattered photons impinging
on the detector in one projection can be averaged. As has been previously
shown in Section 6.2, subtraction of a spatially constant projection-wise
scatter level can compensate scatter-induced artifacts in the reconstructed
image to a wide extent, provided that the estimated constants are suffi-
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Figure 6.18: Sketch of the basic steps of the scatter compensation method by model
based Monte Carlo simulation.
ciently accurate.
Using the simple object model, the average scatter level in one projec-
tion can be computed in only a few seconds, which almost would make
online Monte-Carlo scatter calculations feasible. As an alternative, it will
be investigated to compute scatter values for all possible combinations of
model parameters offline and store the results in a scatter lookup table.
The basic principle of the developed scatter correction method is
sketched in Figure 6.18. Following the acquisition of a sequence of pro-
jections, a number of about 10-40 images in equiangular distance is se-
lected for both the model and the scatter estimation process. Such angular
down-sampling strongly decreases computational effort of the method but
still provides sufficiently accurate results as long as the angular distances
between the projections are not too large, since the scatter level is a slowly
varying function of the viewing angle, cf. Section 4.2.4. The heart of the
method is represented by an iterative loop trough a three-step procedure:
1. estimation of the model parameters,
2. scatter estimation by means of table lookup, and
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3. correction of the projections using the scatter estimate.
The iteration is necessary because estimation of the optimal set of model
parameters in turn requires availability of scatter-free projections. Purpose
of the iteration is thus to stepwise increase the accuracy of the model and
scatter estimates. It is demonstrated later that this three-step sequence
shows sufficient convergence usually after a maximum of three iterations,
i. e., the model parameters and therefore the scatter estimates change only
marginally after the third iteration.
Finally, after convergence has been reached, the final sequence of es-
timated scatter values for each projection is up-sampled using standard
interpolation techniques, e.g., cubic interpolation. In this way, projection-
wise constant scatter estimates are obtained for the complete set of acquired
projection data.
6.4.1.2 Projection-based estimation of the geometric model
The estimation of the model parameters from the selected set of projec-
tions is achieved by means of an optimization procedure that aims to find
the model parameters providing maximum correspondence between the
line integrals of the measured projections and those obtained by forward
projecting the ellipsoid model.
Here, maximum correspondence is defined in the sense of least mean
square deviation between the line integrals of the object and the model,
which is expressed by means of a cost function f of the model parameters
p as
f(p) =
∑
θ
∑
n
(
LImodel(θ, n | p)− LImeasured(θ, n)
)2
. (6.11)
In this equation, LImodel(θ, n | p) denotes the line integral of projec-
tion θ and pixel n predicted by the model given the parameters p, and
LImeasured(θ, n) is the corresponding measured projection line integral.
Forward projection of the model is performed using a fast computation
scheme. Calculation of the forward projections requires access to the ac-
quisition geometry information for each utilized projection, in particular
detector size, position, orientation and focus position. To save computa-
tion time, a mono-energetic X-ray spectrum is assumed for the forward
projections.
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Starting from an initial guess, optimization of the model parameters
can be achieved using standard algorithms for constrained non-linear opti-
mization (see, e.g., [114] for a number of optimization algorithms). Obvious
constraints are positive values for the ellipsoid half axes and for the attenu-
ation factor relative to water. In the chosen implementation, optimization
is performed using a trust-region reflective Newton algorithm provided by
the MATLAB optimization toolbox.
For improving the computational efficiency, only a subset of on the order
of 100 detector pixels per sample projection is utilized in equation 6.11. To
exclude systematic errors of the estimated parameters due to the specific
choice of the pixels, a different pixel subset is used in each of the roughly 30
sample projections. Using the MATLAB algorithm, parameter optimiza-
tion was found to be robust and typically converged in about 5 seconds
on a 2.4 GHz CPU for an arbitrary choice of the start values. Further-
more, using the previously determined model parameters as initial guess
strongly reduced the computational demand of the optimization procedure
in the second and third cycle of the scatter correction loop sketched in
Figure 6.18.
6.4.1.3 Monte-Carlo scatter simulations
Following the estimation of model parameters, the scatter contributions for
each sample projection shall be estimated from Monte-Carlo simulations.
For the calculation of scatter and corresponding primary radiation, the
Monte-Carlo simulation tool DiPhoS, see Section 4.1.1, has been used.
By applying the forced detection technique as explained in Section 4.1.2,
simulation of the chosen simple ellipsoid model and for a single central de-
tector cell requires a computation time of about 5-10 s for an entire sweep
comprised of 36 projections, yielding satisfactory accuracy with statistical
fluctuations of only few percent. I. e., if values are required only for a single
(or very few) detector cells and for very few iterations of the scatter correc-
tion loop, the simulation performance allows even for online computation
of the scatter background and the corresponding primary radiation.
Using online simulations for the scatter correction has the advantage
that the simulation geometry and parameters can be chosen in specific ac-
cordance with the actual settings of the system. Thus, it provides great
flexibility, allowing for arbitrary changes of the system settings, e. g., beam
collimation or detector-axis-distance, as long as the parameters of the ac-
tual configuration are available to the system (or can be automatically
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detected in the images) and are supplied to the simulation program. On
the other hand, online simulations require incorporation of a dedicated
Monte-Carlo simulation program into the product, which may cause siz-
able implementation and maintenance efforts.
6.4.1.4 Offline construction of a scatter lookup table
As an alternative to online simulations, another option is to conduct exten-
sive Monte-Carlo simulations offline for a large number of combinations of
the 10 model parameters and to store the results in a lookup table. Main
advantages of this approach are a comparatively low implementation ef-
fort in a product and a potential speed-up of the correction procedure. In
turn, this approach is less flexible since settings such as geometrical system
setup, tube spectrum, beam filter characteristics, beam collimation, use of
a beam-shaping device, and use of an anti-scatter grid must be specified
a priori and separate lookup tables must be constructed for all desired
combinations of such settings.
However, for the systematic evaluation of the performance of model
based Monte-Carlo scatter simulation, it was chosen to further consider
the lookup table instead of the online simulation approach, because the
lookup table additionally gives insight into the variation of the scatter
background as a function of the model parameters.
Taking into account that the model has 10 independent parameters, it is
evident that for each parameter only a limited number of values can be ex-
plicitly simulated with reasonable computational demand. Table 6.5 shows
the parameters for the scatter lookup table chosen for this investigation.
Even the combination of the basic set of values chosen here, which can be
regarded as a minimum scatter table, amounts to a total of approximately
106 required scatter projections to be computed. Simulations have been
performed assuming the geometry of the cone-beam CT setup as described
in Section 4.2.1 and using all combinations of the ellipsoid parameters
contained in Table 6.5. The simulations were processed in parallel on five
2.4 GHz CPU’s. Execution required a computation time of about 5 days
on each machine.
For each simulated projection, both primary and scatter radiation energy
was calculated for 104 X-ray photons in an array of 11×9 uniformly dis-
tributed sample points on the detector. The obtained quantities were nor-
malized by the values for unattenuated primary radiation. Subsequently,
the mean scatter energy in the object shadow, defined by a primary energy
157
Scatter offset compensation methods
Ellipsoid parameter Simulated values
Positional offset in y [cm] 0.0 2.0 4.0
Positional offset in x-z plane [cm] 0.0 2.0 4.0
Positional offset angle in x-z plane [◦] 0.0 22.5 45.0 67.5 90.0
Half axis in x [cm] 8.0 10.0 12.0
Half axis in y [cm] 8.0 10.0 12.0
Half axis in z [cm] 8.0 10.0 12.0
Rotation angle around x [◦] -45.0 -22.5 0.0 22.5 45.0
Rotation angle around y [◦] 0.0 to 337.5 in steps of 22.5
Rotation angle around z [◦] -45.0 -22.5 0.0 22.5 45.0
Attenuation factor relative to water 0.9 1.1
Table 6.5: Ellipsoid parameter values chosen for the lookup table. For the positional
offset angle as well as the rotation angles around the x- and z-axes, exploration of the
symmetries of the ellipsoid model and of the imaging geometry allows to restrict the sim-
ulated parameter ranges to 90 degrees, still covering all possible ellipsoid configurations
with respect to the mentioned parameters.
below 95% of the value for unattenuated primary radiation, was computed
and stored in a lookup table. The constructed lookup table thus contains
about 2×106 values and is of size 4.15 MB. Since the table contains scat-
ter values for individual projection geometries, lookup can be performed
for arbitrary system geometries, as long as the trajectory at least approxi-
mately fulfils the specification of the simulation setup, i. e., the focal spot
is positioned in normal orientation with respect to the detector center with
the correct focus-detector distance.
Before table lookup, for each acquired sample projection the ellipsoid off-
set vector and rotation angles are transformed into the detector coordinate
system using the geometry data of the scan. Then, the corresponding scat-
ter value is obtained from the table by means of 10-fold linear interpolation.
Linear interpolation between the table parameters was found to produce
already relatively accurate results, with average root-mean-square inter-
polation errors of about 1.9% for the scatter energy, including statistical
errors due to the relatively low number of photons used in the simulations.
6.4.2 Evaluation
Assuming the geometry of C-arm based volume imaging as described in
Section 4.2.1, the developed method of model-based scatter correction was
evaluated using different phantoms. First the method was applied to a large
set of simulated geometric head phantoms. From these results a correction
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Iteration # 1 2 3 4
Evaluations of equation 6.11 177 144 122 67
Total optimization time [s] 5.3 3.2 2.5 1.8
Fit residual (RMSD) 0.20 0.19 0.19 0.19
Positional offset in x [cm] 0.01 0.00 0.01 0.01
Positional offset in y [cm] 0.03 0.04 0.04 0.04
Positional offset in z [cm] 0.03 0.04 0.04 0.04
Half axis in x [cm] 8.82 8.78 8.80 8.80
Half axis in y [cm] 11.74 11.53 11.58 11.57
Half axis in z [cm] 10.97 10.93 10.92 10.92
Rotation angle around z [◦] -0.2 -0.1 -0.2 -0.2
Rotation angle around x [◦] 0.5 0.4 0.5 0.6
Rotation angle around y [◦] 0.5 0.1 0.1 0.1
Attenuation factor relative to water 0.963 1.111 1.079 1.083
Columns 1 through 9
Table 6.6: Optimization results for the mathematical head phantom.
factor was derived accounting especially for the additional absorption of
the calotte. Subsequently, the method including the correction factor is
applied to the simulated rotational scan of the voxelized head phantom as
presented in Section 4.2.
6.4.2.1 Geometric head phantoms
Application of the method is first illustrated using a set of simulated cone-
beam projections of a mathematical head phantom [83]. Estimation of the
model ellipsoid parameters was undertaken according to the algorithm de-
scribed in Section 6.4.1.2 and using only a subset of 36 scatter corrupted
projections. For each sample projection, a subset of 168 sample points
was considered in equation 6.11. The results of this estimation are sum-
marized in the second column of Table 6.6 (iteration #1). In addition to
the estimated model parameters, the table shows the number of performed
evaluations of equation 6.11 during optimization, the approximate total
optimization time on a 2.4 GHz CPU, and the fit residual based on the
root-mean-square deviation between the projections of the simulated ob-
ject and the estimated model. The latter figure of merit demonstrates that
the root-mean-square disagreement between object and model projections
approximately corresponds to the attenuation of 1 cm water.
The optimization result is further exemplified in Figure 6.19, displaying
two perpendicular projections of the head phantom (top), as well as the
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Figure 6.19: Two perpendicular sample projections of the simulated head phantom (top)
as well as difference images between the respective projections of phantom and model
(bottom).
respective difference of the forward-projected ellipsoid model and the sim-
ulated projection (bottom). As is evident from the difference images, the
largest mismatch between head phantom and ellipsoid model occurs at the
positions of the projected calotte and the other bone and air regions, while
homogeneous regions of the phantom are very well approximated by the
model.
Following the determination of the model parameters, estimates for the
average scatter level were obtained using the lookup table as explained in
Section 6.4.1.4. The scatter estimates were then subtracted from the sam-
ple projections, and the procedure of model estimation, scatter estimation,
and scatter correction was repeated three times, leading to the results sum-
marized in the three further columns in Table 6.6. Examining this table,
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Figure 6.20: Estimated scatter constants for the simulated head phantom using the
lookup table approach for the first three iterations of the model fitting algorithm. For the
third iteration, an additional curve is plotted using a constant correction factor.
it is found that merely the attenuation factor changes from one iteration
to another, while all other model parameters stay almost constant.
The projection-wise constants for scatter correction obtained in all three
iterations are plotted in Figure 6.20. For comparison, a reference curve
representing the true mean scatter level in the simulated projections of the
head phantom is also shown. Due to the different attenuation factors in the
estimated model, the scatter constants resulting from the first and second
iterations differ strongly. However, the curves converge quickly, so that the
difference between the respective curves resulting from the third and the
further iterations is small (not shown to keep Figure 6.20 concise).
However, as is evident from Figure 6.20, after three iterations the scatter
constants estimated from the model are somewhat higher than the reference
values. This tendency is likely to be mainly caused from the additional
absorption of the calotte, which is not reflected in the ellipsoid model.
In order to improve the accuracy of the model-based method, a constant
compensation factor c may be introduced that compensates for such sys-
tematic deviations. It is applied by multiplying each determined scatter
value by this factor. The magnitude of the compensation factor may de-
pend on the imaged object. However, within one class of objects without
too severe variation, such as the human head, it is expected that a constant
value of a compensation factor can compensate for the described deviation
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to a wide extend.
As a means to determine the efficacy of such a compensation factor,
the scatter profiles of additional 100 different head phantoms were simu-
lated and compared with the scatter estimates resulting from model-based
correction after three iterations. The 100 phantoms mutually differed by
independent random scaling of the spatial extent in all three dimensions,
the attenuation, and by a random orientation in space. The variations of
these parameters were chosen such that all parameters of the correspond-
ing estimated ellipsoids were still in the range of the constructed scatter
lookup table.
For each phantom, the optimal compensation factor c was determined.
This was done in the sense of least mean square deviation between sim-
ulated and estimated scatter values. Statistical analysis of the resulting
individual compensation factors yielded the mean value m(c)=0.84 with a
standard deviations σ(c)=0.95%. This result demonstrates that, for the
considered scenario, application of a fixed compensation factor, chosen as
the mean of the individual factors, results in an average over- or underesti-
mation of the scatter profiles of about 0.95% for model-based lookup table
correction.
For the simulated data set of the first considered head phantom, the fi-
nal curve of scatter constants obtained by multiplying the curve after three
iterations with the optimal compensation factor c=0.84 is shown in Fig-
ure 6.20. Clearly, the profile obtained after application of the compensation
factor closely approximates the desired reference curve.
Finally, reconstructions of the simulated head phantom are shown in
Figure 6.21. The left column displays slices reconstructed using the scat-
ter deteriorated projections prior and after applying the model-based cor-
rection algorithm, while the right column shows corresponding difference
images to a scatter-free reconstruction. The shown images are the central
slices of reconstructions made on a grid of 2563 voxels with a voxel size of
1 mm3. The reconstructions are based on the full set of 720 projections.
The estimated 36 scatter values were up-sampled using cubic interpolation
to match the sampling rate of the projections.
Examining the uncorrected images at the top of Figure 6.21, one finds
the typical scatter-induced cupping artifact that amounts to a magnitude of
about 200 HU in the central cross section of the shown slice. Applying the
model-based method with the appropriate correction factor compensates
this artifact to a large extend and reduces cupping/capping to remaining
variations of about 20 HU in homogeneous image regions. Note that a
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Figure 6.21: Central axial plane of the mathematical head phantom reconstructed using
(a,b) no scatter correction and (c,d) using model-based correction after three iterations
with c=0.84. The plots on the left display the reconstruction result and the plots on the
right show corresponding error images obtained by subtracting the scatter-free reference
image from the respective images on the left. Note the different gray value ranges for the
error images.
different gray value scale is used for the uncorrected images.
6.4.2.2 Voxelized human head
In a second evaluation step, the algorithm was applied to the simulated
projections of the voxelized CT reconstruction of a human head as pre-
sented in Section 5.1. Again, model-based correction was performed based
on a subset of 36 scatter corrupted sample projections. For simplicity,
the scatter-free projections, known from the simulations, were utilized for
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Evaluations of equation 6.11 309
Total optimization time [s] 6.4
Fit residual (RMSD) 0.40
Positional offset in x [cm] 0.56
Positional offset in y [cm] -1.49
Positional offset in z [cm] -0.01
Half axis in x [cm] 10.90
Half axis in y [cm] 13.61
Half axis in z [cm] 8.23
Rotation angle around x [◦] 0.8
Rotation angle around y [◦] -2.0
Rotation angle around z [◦] -22.2
Attenuation factor relative to water 1.190
Table 6.7: Optimization results for the voxelized head.
estimation of the model parameters, so that no further iteration of the
correction procedure was required. The estimated model parameters are
summarized in Table 6.7.
Sample projections and the difference images to the corresponding pro-
jection of the estimated model ellipsoid are displayed in Figure 6.22.
Because the estimated ellipsoid parameters for the half axis in y, and the
attenuation were outside the range of tabulated values, the preliminary
lookup table could not be used for this example. Thus, the scatter levels
for the 36 sample projections were directly determined from Monte-Carlo
simulations using the exact model parameters.
The resulting scatter profiles are displayed in Figure 6.23. As compared
to the simulated reference scatter level, the originally estimated profile with
c = 1.00 has a slightly higher amplitude. For the AP views (0◦and 180◦) it
accurately meets the reference values, while for the lateral views, a slight
overestimation occurs. Using the adapted estimated profile with the same
factor c = 0.84 as determined for the mathematical head phantoms the
amplitude is correct, but for the whole angular range an underestimation
of on average 12% occurs. I. e., in this case compensation factor closer
to unity would have been more appropriate. This is caused by the fact
that, due to the local bone structures, the estimated ellipsoid is on average
larger than the head (cf. Figure 6.22), leading to smaller absolute amount
of estimated scatter. However, in view of the relatively strong deviations
between model and object, the method still gives a satisfactory estimation
result.
Using the scatter estimates shown in Figure 6.23 and following sub-
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Figure 6.22: Sample projections of the simulated voxelized head of the anterior-posterior
(left column) and lateral view (right column). The top row shows the projection line inte-
grals, while the bottom row shows the corresponding difference image between the projec-
tions of the estimated ellipsoid and the head.
sequent up-sampling to 720 projections by means of cubic interpolation,
reconstructions of the voxelized head were made from the scatter-corrected
projections. The results are displayed in Figure 6.24, showing the recon-
structed central axial slice using the corrected projections and the corre-
sponding difference image to a scatter-free reconstruction. For the corre-
sponding image of the ideal scatter-free case and the difference image for
the full scatter deteriorated image refer to Figure 5.1. As for the mathe-
matical head phantom, the correction strongly reduces the cupping artifact
in the shown slice. However, due to the underestimation of the scatter con-
stants a small amount of cupping remains. Quantitative values of this eval-
uation are summarized in Table 6.8. The root mean square deviation of the
scatter residual in the tissue regions amounts to 22.4 HU. The minimum
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Figure 6.23: Estimated scatter constants as well as the corresponding reference values
for the simulated voxelized head.
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Figure 6.24: Central axial plane of the voxelized head reconstructed using using model-
based correction with c=0.84. The plot on the left displays the reconstruction result and the
plot on the right shows the corresponding error image obtained by subtracting the scatter-
free reference image from the image on the left. Note the different gray value range for
the error image.
and maximum values proof that no outliers with very strong deviations
are present. This is a notable result considering the simplicity of the used
object model.
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Method min. max. mean RMSD
Proj.-wise constant profile using model
based Monte Carlo method, Fig. 6.24(b) -48.4 HU 32.2 HU -20.3 HU 22.4 HU
Table 6.8: Quantitative results calculated in tissue-like regions of the voxelized human
head data shown in Figure 6.24.
6.4.3 Discussion
In this section, a novel scatter correction method was presented based on
the full Monte-Carlo simulation of corresponding simple object models.
Evaluation using simulated projections of geometric and voxelized head
phantoms have demonstrated good performance of the developed method
for application in neuroradiology. The method is principally also applicable
to other body parts, where simple object models such as the ellipsoid or an
elliptical cylinder may be used to approximately model the shape of, e. g.,
thorax or abdomen.
Further improvement of the accuracy of scatter correction was achieved
by introducing pre-determined compensation factors that compensate for
systematic deviations between model and imaged object. Specific factors
should be chosen for different object classes. Additional adjustment of the
factors might be necessary to compensate for possible systematic deviations
between simulated and experimentally observed scatter contributions.
In the present implementation, the estimation of the model parameters
is performed using a standard numerical optimization routine. In all eval-
uation scenarios, the model estimation procedure was found to be fast and
reliable. Robustness of the model estimation and accuracy of estimated
scatter in case of a heavy mismatch between model and imaged object,
e. g., when significant parts of the shoulders are visible in the head projec-
tions, may lead to the requirement of more sophisticated object models.
As far as robustness in case of truncated projections is concerned, first
results indicate that moderate truncations can adequately be handled by
the method.
For the scatter estimation step, two alternative procedures (online simu-
lations and table lookup) have been described. Online simulations allow for
large flexibility with respect to acquisition parameters, system geometry,
and exact choice of model, and do not involve interpolation errors, but in
turn require a considerably larger computation effort as compared to the
table lookup method.
Construction of a scatter lookup table requires a priori specification of
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the exact system geometry and, because a vast number of Monte-Carlo
simulations must be conducted, is only feasible for a small number of dif-
ferent sets of acquisition settings. Even for construction of a lookup table
that only sparsely covers the range of model parameters relevant for appli-
cations in neuroradiology, extensive computation power is required.
It can be concluded that usage of a basic scatter lookup table based on
full Monte Carlo simulation of simple objects provides reliable scatter es-
timation results of notable accuracy. Further improvement of the results
achieved with this method by using image based adaption of the compen-
sation factor will be presented in Section 6.6.3.
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6.5 Scatter Compensation based on Single
Scatter Estimation
Given an accurate 3D representation of an object, using Monte Carlo sim-
ulations the scatter background for an arbitrary imaging geometry could in
principle be calculated with high accuracy. Unfortunately, this technique
is computationally too expensive for being employed for imaging systems
intended for interventional applications.
In an attempt of decreasing the computational cost of such Monte Carlo
simulations, in the last section, it was investigated to represent the mea-
sured object by a simple geometric object model. For reasons of computa-
tional cost, it was found that for a practical implementation both construc-
tion of a lookup table and online simulation are only feasible when the cal-
culation is additionally restricted to projection-wise constant scatter levels
neglecting the spatial shape of the scatter distributions. Furthermore, ob-
ject dependent compensation factors were required in order to compensate
for the difference between realistic objects and the used simple geometric
model.
In contrast to Monte Carlo simulations, in this section it shall be inves-
tigated to which extent it is possible and beneficial to compute the scatter
background in a deterministic way in order to exploit efficient calculation
and sampling schemes. Motivated by the discussion presented below in
Section 6.5.1 a new scatter correction approach is developed that is based
on first accurately computing the single scatter distribution using a fast
deterministic calculation scheme of a 3D representation of the imaged ob-
ject and then using a subsequent simple formula to compute a spatially
constant estimate of multiple scatter. For this thesis, the new method has
been implemented in two different flavors, first employing a simple geo-
metric model as object representation and secondly using coarse voxelized
object data allowing for improved ray-casting of arbitrary patient shapes.
6.5.1 Analytical scatter estimation complexity
Before explaining the scatter estimation scheme, first the complexity of
full analytical scatter computation shall be discussed in order to motivate
the chosen approach. Any accurate analytical scatter estimation scheme
requires the calculation of the scatter contribution of all possible paths of
a possibly multiply scattered X-ray photon from the X-ray source through
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Figure 6.25: Sketch exemplarily illustrating different possible paths of a scattered photon
through an object with (a) a single scattering event, (b) two scattering events and (c) three
scattering events.
the object to the detector, and subsequently the integration over all these
possible paths weighted with their propagation probability.
Figure 6.25 sketches three exemplary paths of an X-ray photon through
an object, differing by their numbers of scattering events. A single scat-
tered photon (path (a) in Figure 6.25) can reach a given detector pixel by
being scattered at any position within the object. The respective pathes
within the object prior and after the scattering event are unambiguously
determined by the position of the scattering event. Thus, if for numeri-
cal calculation sampling of the possible scattering points in the volume is
assumed on a regular three-dimensional grid, the effort for calculating the
single scatter at a single detector pixel is determined by the number of
considered scattering points and can be calculated by
effort(ordscat = 1) = O(N
3). (6.12)
In this equation ordscat denotes the number of scattering events of the
considered photon paths and N 3 is the number of voxels of the volume.
Any further scattering event and associated scattering position adds a new
degree of freedom of order O(N 3) such that the effort for including photons
scattered ordscat times can be estimated by
effort(ordscat) = O(N
3 · ordscat). (6.13)
From these equations, it is obvious that the number of scattering events
that can be taken into account with reasonable effort is limited. Even
for a very coarse sampling of N = 32 voxels per dimension, full analytical
calculation involving the contributions of up to two times scattered photons
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requires to distinguish over 1.07 × 109 different paths for each detector
pixel. This effort is further multiplied by the number of sample detector
pixels per view and the number of views for which the scatter contribution
is calculated resulting in at least 3 more orders of magnitude. Thus, it
is concluded that the feasibility of the full analytical calculation of even
only double scattered photons is already questionable. Therefore, in the
following the feasibility and benefit of efficient schemes for the calculation
of the contribution of single scattered photons will be investigated.
Another motivation for the calculation of single scatter arises from the
analysis of the individual contributions of single and multiple scatter pre-
sented in Section 4.2.5. It was shown that while both single and multiple
scatter each constitute about half of the total scatter background, the
contribution from single scatter exhibits a spatially slowly varying shape
across the whole detector area, see Figure 4.7(a), while the multiple scatter
contribution appears to be almost constant, cf. Figure 4.7(b). As a con-
sequence, the dynamic of the single scatter distribution is much higher as
compared to the contribution of multiple scatter. Thus, the basic idea for
the approaches presented in the following is to accurately compute the sin-
gle scatter including its spatial dynamic and to model the multiple scatter
background by means of a spatially constant offset.
6.5.2 Model based single scatter calculation
In this section the calculation of single scatter is explained in detail assum-
ing the imaged object to be represented by a three-dimensional parametric
model [158]. Modifications of the algorithm required for a voxelized object
representation will be explained in Section 6.5.4.
As for the model based full Monte-Carlo estimation scheme presented in
Section 6.4, the used model can be any kind of parametric object or even
complex set of objects defining the shape, the position in space, the spatial
extent, the orientation and the absorption and scattering properties of the
material. However, a tradeoff has to be made between a complex object
with the potential to accurately describe any detail of the object of interest
and the demand for efficient calculation for the intended application in
C-arm based cone-beam CT. Therefore, in the following a homogeneous
ellipsoid model of water-like material properties will be further considered.
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Figure 6.26: Influencing factors of single scatter calculation.
6.5.2.1 Fast single scatter calculation scheme
Figure 6.26 sketches the influencing factors of single scatter calculation.
For the given position of the X-ray focus, a given position of a detector
pixel and a given point of scattering, the path of the ray within the object
is exactly determined. The contribution of single scatter of this individual
path [16] is calculated by taking into account the attenuation within the
object up to the point of scattering, the probability of scattering depending
on the angle between primary and scattered ray and the attenuation within
the object model after the scattering event, resulting in
S(rscat, rdet) ∝ e−µd1 ·σ(θ) · e−µd2. (6.14)
In this equation, rscat and rdet denote the point of scattering and the posi-
tion of the detector pixel for this ray. Together with the fixed position of
the X-ray focus they also determine the scattering angle θ. µd1 is the line
integral of the attenuation within the object up to the point of scattering
and µd2 is the attenuation after the point of scattering up to the point of
exiting the object. The attenuation coefficients µi are the sum of the contri-
butions of the cross sections for photo-absorption, Compton and Rayleigh
scattering and are obtained from tabulated physical data [155, 65, 66, 6].
For the numerical calculation of the single scatter, the following scheme
has been employed: First, the entire X-ray cone-beam impinging on the
object is sampled into Npx ·Npy primary rays. In order to improve the
calculation efficiency, along the path length of each primary ray within the
object a predefined number of sample scattering points (e. g., between 3 and
12) is selected, for which the scatter contribution to each detector element
is exactly calculated. In order to integrate the scatter contributions for all
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Figure 6.27: Schematic principle of integration and interpolation scheme.
possible scattering positions along the whole primary ray, for the sections
between the sample scattering points the scatter probability and the total
path length are interpolated.
Figure 6.27 sketches the used interpolation scheme. In this example,
along the primary ray crossing the center of the ellipsoid three sample
scattering points have been selected at the positions s0, s1 and s2. For
each of these scattering positions the scattering probability σ(θ) and the
attenuation line integral within the object µD = µd1 + µd2, composed of
the attenuation prior and after the scattering event, are computed. The
scattering probability σ(θ) has to be computed as the surface integral over
the differential angular scattering cross sections dσ/dΩ(θ) for the entire
detector pixel surface Adet,
σ(θ) =
∫
Adet
dσ
dΩ
(θ)dΩ, (6.15)
and can be approximated for small detector pixels and a large distance r
from the point of scattering to the detector pixel as
σ(θ) ≈ dσ
dΩ
(θ) · Adet · cos(φ)
r2
. (6.16)
In this equation, φ is the angle between the normal of the detector pixel
and the impinging ray from the point of scattering. The differential an-
gular scattering cross sections are also obtained from tabulated physical
data [155, 65, 66, 6]. As indicated in the right part of Figure 6.27, both the
scattering probability σ(θ) and the attenuation µD are linearly interpolated
as a function of the position parameter s. The total scatter contribution
Ssec of each primary ray section between two adjacent sampling points si
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and si+1 within the object for each combination of source ray and detector
position is then computed using
Ssec(s0, s1) =
s1∫
s0
(
σ0
s1 − s
s1 − s0 + σ1
s− s0
s1 − s0
) · e(µD0 s1−ss1−s0+µD1 s−s0s1−s0 )ds. (6.17)
This integral results in
Ssec(s0, s1) =
σ1 · s1
µD0 − µD1 · e
−µD1
− σ0 · s1
µD0 − µD1 · e
−µD0
+
( σ1 · s1
µD0 − µD1 −
σ0 · s1
µD0 − µD1
) · e−µD0 − e−µD1
µD0 − µD1 .
(6.18)
Finally, the total scatter contribution in each detector pixel is calculated
by summing up the contributions from each of the Npx ·Npy primary rays
and each of their Nsec sections. In general, the sampling of the detector
pixel positions can be chosen different from the sampling of the entire X-ray
beam into primary rays. For Ndx ·Ndy detector pixel positions we obtain a
total computational expense per projection of
effort = O(Npx ·Npy ·Nsec ·Ndx ·Ndy). (6.19)
For each of these contributions the required path length within the object
has to be calculated. Using the model parameters, the path length up the
point of scattering and from the point of scattering to the detector within
the measured object is calculated. Due to the simplicity of the ellipsoid
model, the calculation of the path length is very fast.
The single scatter calculation scheme presented here can be interpreted
as an extreme case of convolution filtering (compare Section 3.3.3.3) where
for each individual source ray the shape of the single scatter point spread
function is optimally calculated based on the knowledge of the shape of the
object.
6.5.2.2 Spectral Effects: Calculation of Scattering Kernel
Up to now, in the presented equations a fixed attenuation coefficient µ has
been assumed and thus, the differential angular scattering cross sections
dσ/dΩ(θ) were specified as a function of the scattering angle only. This
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Figure 6.28: Top: Energy resolved spectral effects of the imaging chain. Middle: Imaging chain parameters for energy integrated
processing. Bottom: Simplified equivalent calculation for changed calculation order of the imaging chain (see also [158]).
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holds for the case of mono-energetic radiation, but for poly-energetic radi-
ation a number of spectral effects must be taken into account. In principle,
it would be possible to split the impinging radiation into its individual en-
ergies and to use the calculation scheme as described above for each energy
bin separately, but for the targeted efficient calculation it is advantageous
to accurately compute the contribution of the entire ray at once and ac-
count for the spectral effects by using appropriately modified numerical
physical constants.
The important spectral effects of the imaging chain are summarized in
the sequence of plots at the top of Figure 6.28. The input spectrum shows a
typical bremsstrahlung spectrum for a tube voltage of 100 kVp and an ad-
ditional filtration of 2.5 mm aluminium and 1 mm copper. The second plot
shows the energy dependent propagation in water, which is a consequence
from beam-hardening effects. The example shows the transmission prob-
ability for a path length of 10 cm. The central image displays the energy
resolved differential angular scattering probability dσ/dΩ(θ) of the sum of
coherent (Rayleigh) and incoherent (Compton) scattering as a function of
the scattering angle θ, together with its cross-sectional profile along the in-
dicated dotted line. It is clearly visible that at high energy values photons
are predominantly scattered with small scattering angles (e. g., around 3◦),
while for smaller energies photons are mainly deflected with much larger
scattering angles. Finally, the last spectral impact in the imaging chain
is the energy dependent detection probability of the scintillator material,
resulting in a reduced detection of photons with higher energy.
For the desired computation of the entire energy-integrated contribution
of each ray in a single step, the consequence of these spectral effects is that
the coefficients representing the physical properties to be employed for each
part of the imaging chain will become dependent on the prior history of
the ray along its path. This is sketched in the diagram in the center of
Figure 6.28. Due to beam-hardening, the mean attenuation coefficient µ
for the propagation in water prior to scattering depends on the attenua-
tion length d1. The beam-hardening effect changes also the spectrum of
the propagated beam and as a consequence, the angular dependent dif-
ferential scattering cross section dσ/dΩ(θ) becomes also a function of the
attenuation length d1. Due to the spectral impact of the scattering process,
the attenuation coefficient of the second propagation in water depends on
the quantities d1 and θ as well as, due to beam hardening, on the second
attenuation length d2. Finally, also the integrated detection probability is
a function of all three quantities.
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Thus, calculating the energy-integrated scattering contribution in this
manner would involve large multi-dimensional tables of physical data
with the associated computational effort for look-up and interpolation.
Therefore, a new calculation scheme was developed which introduces only
marginal additional effort as compared to the mono-energetic case de-
scribed in Section 6.5.2.1. The assumptions for the derivation of this new
approach are that for the numerical computation each energy bin can be
treated individually and that no interchange of photons between different
energy bins occurs. For the case of single scattering these assumptions are
approximately fulfilled, since Rayleigh scattering does not influence the en-
ergy of a photon and the change of the energy due to Compton interactions
is very low for the energy range of diagnostic X-radiation and small angles.
Thus, the calculation in each energy bin can approximately be treated as
a cascade of multiplications of probabilities.
The basic idea of this new approach is to change the order of calculation
of the different steps of the imaging chain in order to remove the numerous
dependencies as discussed above. The proposed new order of calculation is
sketched at the bottom of Figure 6.28. The detection probability will be
accounted for directly by multiplying the input spectrum with the corre-
sponding probability distribution, resulting in a changed input spectrum.
The impact of the scattering process is computed prior to any attenuation
with this fixed new input spectrum. After scattering a new, angular de-
pendent spectral distribution is obtained that is then propagated through
water along the entire attenuation length d3 = d1 + d2 to obtain the final
output. For each individual scattering angle θ an individual attenuation
coefficient µ(θ) as well as beam-hardening coefficients for the propagation
of the beam along d3 are computed. I. e., the only remaining spectral im-
pact is the scattering angle dependence, resulting in only a one-dimensional
lookup-table for the required physical data. The required changes to the
mono-energetic algorithm as described in Section 6.5.2.1 are to introduce
an angular dependent µ(θ) and to replace the attenuation µdi by the re-
spective beam-hardening corrected quantity using the angular dependent
beam-hardening correction coefficients.
6.5.3 Model based single scatter estimation results
In this section, the implementation of the above presented model based
single scatter estimation algorithm will be first validated using scenarios
with geometric phantoms that can be ideally represented by the employed
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object model. Subsequently, the performance and limits of the model based
method will be evaluated for realistic scenarios.
6.5.3.1 Single scatter estimation: Mono-energetic case
In a first step, the application of the method is illustrated for a set of
different water ellipsoids and using mono-energetic radiation. The set of
test phantoms consists of 100 water ellipsoids with randomly chosen pa-
rameters mimicking the approximate size of human heads. In particular,
the three diameters of the main axes were chosen between 16 and 24 cm,
the positional offset with respect to the center of rotation of the imaging
system ranged from 0 to 4 cm offset in each of the x, y and z directions
and the rotation angles were chosen arbitrarily. The relative density with
respect to water ranged from 0.9 to 1.1.
As ground truth, scattered radiation was calculated using the Monte-
Carlo simulation technique as described in Section 4.1.1 and the forced
detection method as described in Section 4.1.2. Using a mono-energetic
X-ray spectrum of 60 keV, for each of the random ellipsoids one projection
of scattered radiation was computed, with a resolution of 33×27 pixels and
using the cone-beam geometry as described in Section 4.2.1. Single scatter
estimation was performed for the same geometry using the estimation algo-
rithm for the mono-energetic case as described in Section 6.5.2.1. For fast
calculation, primary radiation was sampled at a grid of 22×18 sampling
points. The single scatter contribution was explicitly calculated for 11×9
detector pixels and was up-sampled to the resolution of the Monte-Carlo
simulations using standard bi-cubic interpolation. Using this sampling
scheme, computation of each single scatter projection required approxi-
mately 0.5 seconds on a 2.4 GHz pentium CPU.
The simulation and estimation results of one exemplary ellipsoid are
shown in Figure 6.29, demonstrating the very high accuracy of the single
scatter distribution computed with the fast estimation algorithm. Esti-
mated (Figure 6.29(a)) and simulated (Figure 6.29(b)) distribution of sin-
gle scatter are almost identical. The quality of the estimation result is also
visible from the pixel-wise ratio of estimated and simulated value (Fig-
ure 6.29(d)), with a mean value of m = 99.8% and a standard deviation of
σ = 1.91%. Results of similar quality are obtained throughout the whole
set of random ellipsoids. The mean value of the pixel-wise estimation ratio
for the whole data set is m = 99.6%± 2.01%
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6.5.3.2 Single scatter estimation: Poly-energetic case
In a second step, simulations of the same set of random ellipsoids as in the
previous section were performed with a poly-energetic spectrum of an X-ray
tube with a tungsten anode and a pre-filtration of 2.5 mm aluminium and
1.0 mm copper. In order to demonstrate the impact of the spectral effects
described in Section 6.5.2.2, the corresponding single scatter estimations
have been calculated both with the basic method assuming mono-energetic
radiation and with the extended method using the angular dependent phys-
ical constants. A statistical analysis of the results is shown in Figure 6.30.
Without including the angular dependent parameters, the ratios of esti-
mated to simulated single scatter values show a systematic overestimation
of the scatter contributions of about 4% (Figure 6.30(a)). In contrast,
the estimation results including the angular dependent parameters with a
mean value of 99.9% ± 1.5% are as good as for the mono-energetic case,
see Figure 6.30(b).
6.5.3.3 Application to geometric and voxelized head phantoms
So far, very high accuracy of the fast single scatter estimation algorithm
was demonstrated for the case of an ideal match between the model and
the simulated object. In the following, the performance of the method
will be assessed using the sets of simulated cone-beam projection data
of a geometric head phantom [83] as already used in Section 6.4.2.1 and
the voxelized human head as introduced in Section 4.2. Projection based
estimation of the model ellipsoid parameters was undertaken using the
same algorithm as described for the model based full Monte-Carlo method
in Section 6.4.1.2, such that the resulting model parameters are identical
to those reported in Section 6.4.2.1 and 6.4.2.2, respectively.
For convenience for the discussion in this section, exemplary images
showing the differences between the projected model and the simulated
projection of the studied object are repeated in Figure 6.31(a) and (b). Cor-
responding images showing the pixel-wise ratio between the model based
single scatter estimation and the ground truth computed using Monte-
Carlo simulations are displayed in Figure 6.31(c) and (d).
For the geometric head phantom, exact estimation of the scatter profile is
only achieved in the center, while significant overestimations occur towards
the border of the phantom, Figure 6.31(c). An explanation for this is given
in the following. The geometric head phantom comprises a bony calotte
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Figure 6.29: (a) Single scatter estimation, (b) corresponding full MC simulation for
single scatter (ground truth), (c) simulated primary radiation and (d) detector pixel-wise
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Figure 6.31: Exemplary projected views illustrating model based single scatter estima-
tion for the geometric head phantom (left column) and the voxelized human head (right
column). The top row shows the difference between projected ellipsoid model and the true
projection of the head. The bottom row shows the corresponding pixel-wise ratio between
the model based single scatter estimation and the ground truth computed using Monte-
Carlo simulations.
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Figure 6.32: Model based single scatter estimation results: histogram of ratios of esti-
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of large density at the very outside of the phantom. This is reflected
in the model fit by a water ellipsoid of slightly larger extent than the
phantom and of a slightly larger density of water (cf. Table 6.6), such that
the largest differences between the line integrals of estimated model and
simulated projections shown in Figure 6.31(a) can be observed in the lateral
parts of the detector. In Section 4.2.6 it has been derived that the largest
contribution to the entire single scatter distribution originates from these
lateral regions. For the geometric head phantom single scattered photons
interacting close to these border regions have to pass the calotte with a flat
angle resulting in relatively strong attenuation due to long path lengthes in
bone. In contrast to this, for the model based single scatter estimation the
attenuation of these rays is computed from water, resulting in significantly
less attenuation and leading to the overestimation in the lateral parts of
the phantom shown in Figure 6.31(c). Similar results are found throughout
the entire projection data set of the geometric head phantom, such that
the statistical evaluation shown in Figure 6.32(a) on average exhibits a not
satisfying overestimation of 7%± 3%.
For the chosen example of the voxelized head projection data set in Fig-
ure 6.31(b) particular large mismatches between the projected model and
the simulated projection occur in the neck region and in the top left edge
of the skull. In these regions, the estimated model exceeds the simulated
object, so that for the estimation significantly more scattering matter is
assumed and a much larger fraction of the imparted X-ray energy is taken
into account for scattering. This leads to the strong overestimation shown
in the left part of Figure 6.31(d). For different projection positions (not
shown), e. g., for the AP projection direction, this additional matter causes
additional attenuation, such that for these projections the single scatter
distribution is substantially underestimated. Statistical evaluation of the
entire data set shown in Figure 6.32(b) reveals that over- and underesti-
mation occur with equal probability such that the mean value for this data
set of 99.6% is surprisingly close to unity. However, the frequent deviations
from the correct value quantified by a large standard deviation of 6.3% is
not satisfying.
These findings indicate that the very accurate estimation results achieved
for the case of ideal matching between estimated model and simulated
object cannot be achieved for realistic objects. Differences between model
and true object caused both a wrong amount of scattering sources taken
into account and wrong attenuation accounted for the generated scatter
prior to reaching the detector. Especially the latter is crucial, since the
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Figure 6.33: Single scatter calculation method using a voxelized model. The figure
sketches a single slice of the volume.
attenuation grows exponentially with the wrong path length. It can be
concluded, that a more accurate model representation is required in order
to improve the performance achieved with the single scatter estimation
method.
6.5.4 Single scatter calculation based on coarse voxelized
model
In order to overcome the limitations of the model-based approach and to
fully exploit the potential of the method, the single scatter estimation al-
gorithm was also implemented using a previously reconstructed coarse vox-
elized 3D image, allowing for a more accurate modeling of the distribution
of scattering and attenuating material of the scanned object.
Prior to reconstruction of this volume a very basic scatter correction
may be applied to the projections. In a second pass this volume is then
used for calculating the line integrals and the associated attenuation inside
the measured object. The employed voxel-based algorithm is illustrated
in Figure 6.33. For each source ray the object borders are determined by
stepping from the volume entry rsp. volume exit positions along the ray
direction until a first voxel above a predetermined threshold is found. As for
the model-based single scatter estimation algorithm, the interval between
the so-defined object borders is divided into a number of ray-sections (two
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sections for the example shown in Figure 6.33) and the computation of
single scatter is performed using the scheme described in Section 6.5.2.1.
Instead of using the approximate model fit, the line integrals µD0 and
µD1 required for the calculation of the single scatter contribution of each
section according to equation 6.18 can now be accurately computed using
the voxelized 3D image by means of fast ray-casting. In contrast to this,
the scatter cross sections σ0 and σ1 are still computed using the physical
data tables of water. Accounting for the local object density, the resulting
scatter contribution Ssec is weighted with a density factor wd,
wd =
∫ s1
s0
µ(s)ds
(s1 − s0)µH2O
. (6.20)
Since the single scatter distribution of clinically relevant objects ex-
hibits only a slowly varying shape, a coarse resolution of the voxelized
object model of, e. g., 643 voxels is considered to be sufficiently accurate.
Ray-casting has been implemented using a nearest neighbor interpolation
scheme in order to further increase the computational efficiency.
6.5.5 Voxelized single scatter estimation results
For creation of a coarse voxelized representation of the geometric head
phantom, 90 subsampled analytical primary projections of a resolution of
70×60 detector pixels have been reconstructed to a volume of 643 voxels
covering a FOV of 2563 mm3. Due to the cone-beam CT geometry setup
and the axial size of the phantom, eleven slices both at the top and the
bottom of the volume were affected from truncation due to insufficient cov-
erage of the employed detector. To compensate for this a simple extension
scheme has been employed by simply repeating a slightly scaled version of
the last entirely valid slice. The scaling factor was derived from extrapo-
lating the sizes of the last four slices determined by the number of voxel
above a threshold of 0.8 ·µH2O.
For the case of the voxelized human head, for simplicity reasons the scat-
ter free coarse reference data set was employed. Both the reconstructed
geometric head data set using analytical primary radiation and the ref-
erence data set of the voxelized human head have to be considered as
best case approach. In a practical scenario, reconstructions would be per-
formed using scatter deteriorated projections previously corrected with a
simple non-optimal scatter correction scheme, e. g., a constant fraction of
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Figure 6.34: Single scatter estimation results using voxelized object models: pixel-wise
ratio of estimated single scatter and the ground truth computed using Monte-Carlo sim-
ulations. The chosen projection directions for the geometric head (a) and the voxelized
human head (b) are the same as those shown in Figure 6.31 for the model based case.
the darkest pixel of each projection, such that the practical performance
will be slightly worse than the results presented here. A method to com-
pensate for the impact of these potential inaccuracies will be presented in
Section 6.6.
Using the previously reconstructed object models and the voxelized sin-
gle scatter estimation algorithm, estimations were performed for all 36
projections of both data sets. On a 2.4 GHz CPU an average computation
time of 1.2 seconds per projection direction was required.
For both scenarios, Figure 6.34 shows the pixel-wise ratios of estimated
single scatter and the ground truth computed using Monte-Carlo simula-
tions. In contrast to the model based case considered previously, now the
estimation ratios exhibit an entirely flat shape, indicating that throughout
the entire projection the single scatter is very accurately estimated by the
new method.
The quality of the estimation result is also evident from the statistical
analysis by means of the weighted histograms of the ratio of estimated and
simulated single scatter, which is shown in Figure 6.35(a) and (b). The
mean values of the pixel-wise estimation ratio for both entire data sets are
m = 100%± 1.63% and m = 98.6%± 2.29%, respectively.
Thus, it can be summarized that due to the 3D spatially resolved atten-
uation map, the voxelized ray-casting method provides a much better basis
for the attenuation correction and the distribution of scattering materia,
such that the single scatter estimation accuracy for this approach is clearly
superior as compared to the model based method.
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Figure 6.35: Single scatter estimation results using voxelized object models: histogram
of ratios of estimated and Monte-Carlo simulated single scatter for the geometric head
phantom (a) and the voxelized human head (b).
6.5.6 Multiple scatter model
In the previous section it has been shown that, provided a reasonable ob-
ject model is available, the single scatter distribution can be computed with
very high accuracy in an analytical fashion. However, as stated before, a
considerable amount of the total background of scattered radiation imping-
ing onto the detector originates from multiply scattered photons, such that
the achieved single scatter estimation performance is only valuable if the
missing multiple scatter can be approximated with sufficient accuracy.
As was discussed at the end of Section 6.5.1 the multiple scatter back-
ground can be represented by a projection-wise constant level. Fig-
ure 4.8(b) in Section 4.2.5 indicated that the ratio between the average
single and multiple scatter as a function of the projection angle exhibits
only moderate dynamic. Therefore, it was chosen to use a simple paramet-
ric model that estimates the multiple scatter background as a fraction of
the mean value of the previously calculated single scatter.
It is expected that the probability for multiple scatter increases with
increasing object thickness and as well as for increasing lateral object size.
Therefore, the following approach is chosen to compute the projection-wise
constant value for the multiple scatter background:
M = ¯Sobj · (p1 + p2 · ¯LIobj + p3 · F¯ ) (6.21)
In this equation, M denotes the constant multiple scattering background,
¯Sobj is the mean value of the computed single scatter in the shadow of
the object, ¯LIobj represents the mean attenuation length measured in the
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Figure 6.36: Determination of the parameters for the calculation of the multiple scatter
fraction: The multiple scatter fraction is composed of a constant, a contribution linearly
dependent on the mean attenuation measured in one projection (a), and a contribution
linearly dependent on the mean detector coverage (b).
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Figure 6.37: Histogram of the ratios of predicted and simulated multiple scatter fractions
for the set of random ellipsoids.
object shadow, and F¯ is the fraction of the total detector area that is
shadowed by the object.
The parameters pi were determined using the set of random water ellip-
soids as training objects. For this purpose, the values for the mean scatter
in the object shadow ¯Sobj, the mean attenuation length ¯LIobj, the fraction
of the shadowed detector area F and the true multiple scatter background
were calculated for each projection. Finally the best-fit parameters pi were
computed with the method of least mean squares.
The results are shown in Figure 6.36. For visualization, the three-
dimensional optimization has been split into two additive parts. Fig-
ure 6.36(a) shows the fitting line composed of the constant and ¯Sobj, Fig-
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ure 6.36(b) displays the contribution of the fitting line as a function of F¯ .
The total multiple scatter fraction is obtained by adding both contribu-
tions. The scattered dots show the simulated values of the multiple scatter
fraction. The histogram of the residuals of simulated and estimated scat-
ter fraction is shown in Figure 6.37. The distribution shows a standard
deviation of σ = 4.08%. It is concluded that the estimation of the multiple
scatter as a fraction of the mean single scatter achieves notable results even
with the simple parametric estimation scheme.
6.5.7 Application to cone-beam CT of the human head
Finally, the entire scatter correction scheme, comprising the accurate vox-
elized single scatter estimation and the estimation of the multiple scatter by
means of the simple parametric model, shall be applied to a full rotational
sweep of projections of the voxelized human head in order to investigate
the performance of the scatter correction in the reconstructed data set.
For this purpose, using projection-wise weighted averages of the esti-
mated single scatter distributions presented in Section 6.5.3.3, the multiple
scatter fraction was computed by means of the parametric model and the
parameters derived in Section 6.5.6, and the total scatter estimate was cal-
culated by adding the product of projection-wise single scatter average and
estimated multiple scatter fraction to the estimated single scatter distribu-
tion. As weighting factors the reciprocal scatter deteriorated normalized
projection values were used.
As a first performance indicator, Figure 6.38 compares the projection-
wise weighted averages of the resulting total scatter estimates to the
weighted averages of the Monte-Carlo simulated ground truth. The aver-
age ratio of estimated and simulated scatter constants amounts to a mean
value of 1.05±0.02. The moderate overestimation is mainly due to the sim-
ple model for the multiple scatter fraction, causing the multiple scatter to
be overestimated by an average factor of 1.11±0.05.
Finally, the estimated total scatter distributions of originally 128×99
detector pixels were up-sampled to the required resolution of the primary
radiation using standard bi-linear interpolation and subtracted from the
scatter deteriorated projections. In order to remove statistical noise from
the Monte-Carlo simulations the original scatter profiles were low-pass fil-
tered with an 11-pixel wide Hanning window in each x and y direction.
Reconstructions using the corrected projections were performed with the
FDK method [43] on a grid of 2563 voxels with 1 mm2 voxel size.
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Figure 6.38: Estimated scatter constants computed using the weighted average of vox-
elized single scatter estimation and the parametric multiple scatter model.
Method min. max. mean RMSD
Weighted mean scatter constants based
on single scatter method, Fig. 6.39(d) -29.2 HU 53.2 HU 5.1 HU 13.4 HU
Scatter shape estimated
using single scatter method, Fig. 6.39(b) -27.3 HU 45.3 HU 5.2 HU 6.3 HU
Table 6.9: Quantitative results calculated in tissue-like regions of the voxelized human
head data shown in Figure 6.39.
Figure 6.39(a) shows the central axial plane reconstructed using pro-
jections corrected with the spatially resolved scatter estimates computed
with the new method. The corresponding difference image to a scatter-
free reconstruction (cf. Figure 5.1) is shown in Figure 6.39(c), exhibiting
a small and spatially relatively homogeneous residual scatter artifact with
an RMSD value of 8.2 HU. Also the quantitative data summarized in
Table 6.9 demonstrates the high performance achieved with the proposed
method. The minor residual is mainly caused by the overestimation of the
multiple scatter fraction as discussed above.
In order illustrate the additional benefit of estimating the single scatter
including its spatial shape, Figure 6.39(b) and (d) show the reconstructed
slice and corresponding scatter residual after correction with the average
value of the estimated scatter of each projection, neglecting the spatial
dynamic. Comparing these images with the slices shown in Figure 6.39(a)
and (b) clearly shows the additional benefit of estimating the single scatter
including its spatial distribution.
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Figure 6.39: Reconstructed slices (top row) and residual error (bottom row) of the sim-
ulated voxelized human head after correction with the voxelized scatter estimation scheme
(left column) and after correction by using only the weighted average value of the estimated
spatial scatter distribution in each projection (right column).
6.5.8 Discussion
In this section, a new scatter correction method has been developed that is
based on accurately computing the level and spatial distribution of the sin-
gle scatter background using geometric models or voxelized intermediate
reconstructions. The multiple scatter background was subsequently ac-
counted for as a spatially constant value by means of a simple parametric
model.
Using deterministic calculation schemes instead of probabilistic Monte-
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Carlo methods for estimating the single scatter allowed for exploitation
of efficient computation and sampling schemes providing even spatially
resolved single scatter distributions.
Comparing results using two different versions of the method using both
a simple model based and a voxelized object representation revealed that
for clinically realistic objects the estimation accuracy sensitively relies on
a sufficiently accurate distribution of scattering and attenuation matter.
Therefore, using the voxelized approach very accurate results for the
computation of single scatter could be achieved with comparatively low
computational effort. Subtracting these accurate estimates of the spatially
resolved single scatter distribution from the total scatter background a
large part of the spatial dynamic of the entire scatter background could
be removed, such that the new approach provides a clearly superior per-
formance as compared to methods aiming at estimating a projection-wise
constant scatter level.
The single scatter calculation scheme can be interpreted as an extreme
case of convolution filtering. The fundamental advantage as compared to
conventional approaches [88, 93] is that by exploiting the 3D information
available in cone-beam CT for each individual source ray an adapted or,
for the voxelized case, an almost ideal shape of the single scatter point
spread function is calculated. This overcomes problems encountered with
adaptation of the typically multiple parameters that sensitively influence
the performance for conventional convolution approaches [88, 93, 81].
Combining accurate single scatter estimation with a simple paramet-
ric model for estimating a spatially constant multiple scatter, the scatter-
induced cupping artifact in the reconstructed slices of the voxelized human
head could be almost entirely compensated.
However, it should be noted that employment of the superior voxelized
estimation method requires the imaged object to be laterally entirely cov-
ered by the FOV of the cone-beam CT system. Truncations may have sig-
nificant impact on the estimation accuracy. Additional inaccuracies might
occur due to insufficient scatter compensation prior to reconstruction of
the coarse voxelized object model as well as due to potential failure of the
simple parametric multiple scatter model for certain object geometries not
covered by the training data set. In the next section, an image based it-
erative adaption scheme will be presented that aims at compensating such
inaccuracies.
It is concluded that the proposed combination of single scatter estima-
tion using a coarse voxelized model representation and the multiple scatter
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fraction model potentially provides very accurate spatially resolved scatter
estimates for truncation free projection data. In view of the low computa-
tional effort this method appears to be well suited for scatter correction in
cone-beam CT as interventional application.
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6.6 Iterative scatter correction
In the previous sections a number of different projection based scatter esti-
mation approaches have been shown to produce notable results. However,
the accuracy of these approaches often sensitively relies on the exactness
of the involved model or system parameters. In practice, due to manyfold
reasons, these parameters often do not reflect the true situation or the as-
sumptions used in the design of the respective scatter correction scheme
are not fulfilled. This occurs, e. g., if the physical characteristics of the
radiation differ due to a change in tube voltage, if the patient shape devi-
ates from the expected model, or if an anti-scatter grid provides a different
scatter rejection than expected.
In turn, in Section 6.3 it has been shown that scatter-induced cupping
artifacts can be well modeled and detected in the reconstructed volume.
Using the method presented in Section 6.3.1, artifacts could even be com-
pensated to a large extent. However, the discussed method suffered from
the fact that apart from low-frequent cupping artifacts, scattered radiation
additionally induces highly structured distortions, such as streaks, which
are indistinguishable from true object structures and are therefore impos-
sible to remove with the presented approach.
Therefore, it is the objective of the methods presented in this section
to combine the advantages of both, the projection-based and the volume-
based correction approaches. The basic idea is to use a potentially non-
optimal projection based scatter correction method, and to iteratively op-
timize its performance by repeatedly assessing remaining scatter-induced
artifacts in intermediately reconstructed volumes. For this purpose, af-
ter each iteration the scatter correction efficiency is evaluated by means
of a quantitative measure characterizing the amount of residual cupping,
and the parameters of the projection-based scatter correction are adjusted
accordingly for the next iteration.
The motivation for the iterative optimization method investigated in this
section is that even in case certain conditions of a designed scatter correc-
tion scheme are not fully met, such a method still might provide a valuable
starting point for optimization and that by using optimal parameters this
method potentially provides high quality scatter correction results.
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6.6.1 Method
In the following, the iterative scatter correction method will be described
in detail. First, an overview of the entire method is presented in Sec-
tion 6.6.1.1. Further details of the important residual scatter quantification
scheme are given in a second step in Section 6.6.1.2.
6.6.1.1 Overview of the method
Figure 6.40 sketches the basic principle of the iterative scatter correction
approach.
The heart of the method is represented by an iterative optimization
loop, indicated in Figure 6.40 by the underlying gray-shading. This itera-
tive optimization loop mainly consists of a three-step procedure comprising
parametric scatter correction (c), fast reconstruction (d), and cupping eval-
uation (e) with subsequent feedback to the scatter correction step.
Since the method usually requires frequent repetition of the iterative
optimization loop, prior to entering this loop the original high resolution
projection data is strongly subsampled both in spatial and in angular direc-
tion. E. g., the simulated data set of the voxelized human head of initially
720 projections with 256×198 detector pixels was reduced to a much coarser
resolution of 90 projections with 64×50 pixels.
Using this low-resolution projection data set, projection based scatter
correction is carried out in step (c) using one of the methods described
before. The choice of the scatter correction method is generally ambiguous.
The only requirement of potentially used correction schemes is to offer at
least one parameter that can be optimized by the iterative procedure. Such
a parameter might either be one of the internal parameters of the correction
method or, alternatively, a prior computed scatter estimation result may
be scaled with an additional factor.
Regarding the function of the parameter, applicable scatter correction
methods might be distinguished into three groups:
Global offset or scaling of a scatter profile.
The iterative optimization is used to determine a global offset or
scaling factor for an a-priory estimated scatter profile, e. g., for the
projection-wise constant scatter levels obtained with the model-based
full Monte-Carlo method presented in Section 6.4.
Parametric ”stand-alone” correction schemes.
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Figure 6.40: Sketch illustrating the basic principle of the iterative scatter compensation
method.
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With these schemes, the scatter background is calculated by a com-
putation formula exclusively using parameters that are adapted by
the iterative optimization method. An example for this group is
the scatter fraction (SF) method, where a projection-wise constant
scatter value is determined by taking a fixed percentage (the scatter
fraction) of the darkest pixel value in each projection.
Complementation of complex scatter estimation methods.
The iterative procedure is used in order to optimize one or more of
the internal parameters of a usually more complex scatter estimation
scheme. An example for this group is the optimization of the multiple
scatter fraction of the parametric multiple scatter model used for the
single scatter estimation based method presented in Section 6.5.
After applying the scatter correction, the corrected low resolution pro-
jection data is used to compute an intermediate reconstructed image (d).
Again, for computational efficiency, this reconstruction is performed on a
very coarse grid of, e. g., 643 voxels. For this reconstruction, the iterative
method requires access to at least a subset of the acquired projection and
geometry data distributed over the entire acquisition range. As discussed
above, only a small number of projections is required with only a coarse
resolution, such that the total amount of required data is very low, e. g.,
typically less than 1 MB.
Subsequently, the intermediate image is evaluated in order to assess the
remaining scatter-induced cupping artifacts. This step is schematically il-
lustrated by Figure 6.40(e) and will be further detailed in Section 6.6.1.2.
Using the quality measure computed by the cupping assessment, a simplex
algorithm is employed in order to adapt the parameters for the next iter-
ation. In the implementation for this thesis, the numeric minimum was
iteratively approximated by Brent’s scheme using inverse parabolic inter-
polation [115].
The iteration loop stops, when no further optimization is achieved by
adaption of the parameters. Using the optimized parameters, the final
scatter correction is applied to the complete data set of high resolution,
Figure 6.40(f). Using these corrected projections, the final high resolution
reconstruction is carried out, Figure 6.40(g).
196
6.6 Iterative scatter correction
6.6.1.2 Quantification of scatter residual
Quantification of the scatter residual is the most important step of the
iterative scatter correction method, because the accuracy of this assessment
directly determines success and accuracy of the overall scatter correction.
The requirement for such potential evaluation schemes is to provide a
quantitative measure with a single accurate minimum for the parameter set
with the least remaining scatter-induced artifacts and with no further local
minima away from the optimum within the allowed parameter range. Fur-
thermore, artifact evaluation needs to function reliably also for the coarse
resolution of the intermediate reconstructions.
As part of this thesis, a novel evaluation scheme has been developed.
It is based on the fact that for many application scenarios, especially for
neurological imaging, a large fraction of the imaged area of interest consists
of tissue material with attenuation values close to water, and that for the
artifact-free case these regions exhibit a spatially homogeneous gray value.
For this reason, these regions are well suited to assess gray value changes
due to scatter-induced cupping artifacts.
Especially the human brain exhibits, except for the ventricles, an almost
constant gray value. This fact was already exploited for the volume based
scatter correction technique presented in Section 6.3. A similar approach
will be discussed in the following, but in contrast to Section 6.3, where the
estimated baseline was used directly for compensating the inhomogeneity
artifacts in the volumetric data, here the technique will be used in order to
quantify residual cupping in the intermediate reconstructions and to assess
the performance of the scatter correction, while the scatter compensation
itself will be performed in the projection space.
As for the volume-based compensation method discussed in Section 6.3,
the basic idea for the quantification of the residual scatter artifacts is to
first represent the scatter-induced cupping artifact by a multi-dimensional
polynomial baseline function fitted to all voxels representing tissue-like ma-
terial, and to subsequently use this function in order to compute a quan-
titative cupping measure based on either function curvature or statistical
properties. As before in Section 6.3, computation of the baseline requires
prior segmentation of all voxels of the intermediate reconstruction into on
the one hand tissue-like voxels to be used to support the fitted function
and, on the other hand, different materials that need to be excluded from
the fitting procedure. In X-ray based tomography, these different materials
like bone and air have gray values strongly differing from tissue, such that
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Figure 6.41: Sketch illustrating the basic steps of the cupping assessment used to govern
the optimization procedure.
these areas are usually easily segmented by thresholding techniques.
However, due to the coarse grid required for fast intermediate reconstruc-
tions a large number of voxels are affected by the partial volume effect. For
illustration, Figure 6.41(a) shows the gray value histogram of an exemplary
intermediately reconstructed volume in the range between 50% and 200%
of the linear attenuation coefficient of water. Axial slices of the volume it-
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self are displayed in Figure 6.41(b). Apart from a spread of the tissue peak
due to the scatter-induced cupping, a strong tail of the histogram values
from the peak towards larger values is caused by the partial volume effect.
These voxels can be considered as outliers. In order to avoid a distorting
effect of these voxels on the fitting of the baseline function, it is required
to carefully chose the segmentation thresholds as tight as possible around
the desired gray level range of valid tissue.
For this purpose, as is illustrated in Figure 6.41(c), first a Gaussian func-
tion including an underlying uniform distribution is fitted to the histogram
data. While far away from the optimum of the parameters chosen for the
scatter correction procedure, due to the unpredictable impact of scattered
radiation, the gray level distribution may have an arbitrary shape and may
not be entirely represented by a Gaussian distribution, it is observed that
when the parameters of the scatter correction method to be optimized
get close to the optimum mainly image noise distortions reside, such that
at this important stage of the optimization procedure also the Gaussian
distriubtion does fit well to the observed gray level distribution.
Adaptation of the parameters of the Gaussian distribution is performed
using the non-linear least-square-optimization algorithm of Levenberg and
Marquardt [114]. Subsequently, reliable thresholds can be derived based
on the mean value µH and the standard deviation σH of the Gaussian
distribution. Using two pairs of thresholds, two gray level windows are
defined by
wtight = [µH − 1 ·σH ;µH + 1 ·σH ],
wloose = [µH − 2 ·σH ;µH + 2 ·σH ]. (6.22)
Based on these ranges, the voxels which shall be used in the evaluation
are selected according to the following scheme:
1. all voxels of the tight window are directly used,
2. voxels of the loose window are used as long as none of their directly
adjacent six neighbours is outside this loose gray level window.
The result of voxel selection is displayed in Figure 6.41(d). The figure
shows again the reconstructed coarse volume of the simulated head, where
to all unselected voxels a black color has been assigned. Due to the partial
volume effect there is a still a number of outliers visible, especially at the
edges between tissue and bones.
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For the elimination of the impact of these outliers a multi-dimensional
polynomial function is then fitted to the set of selected voxels. In the
implementation investigated in this thesis, a second order polynomial of
all three volume coordinates was chosen, excluding, however the mixed
terms xy, xz, and yz. Thus, the function to be fitted is defined as
fbaseline = a1x
2 + a2y
2 + a3z
2 + a4x+ a5y + a6z + a7. (6.23)
The coefficients a1 . . . a7 are determined using the method of direct linear
least square optimization, see, e. g., [113].
The resulting polynomial function for the intermediate example recon-
struction is shown in Figure 6.41(f). The fitted polynomial function has
been evaluated for all previously selected voxels and their original gray
values have been replaced by the corresponding value of the baseline func-
tion. Not selected voxels are shown in black. The smooth slope of the
fitted baseline function representing the scatter-induced cupping artifact
is clearly visible. Initial outliers and statistical fluctuation have been can-
celed.
The polynomial fit was found to be reliable and reproducible for the
same object, even for slightly different sets of selected voxels, such that
it is well suited to be used as a basis for the computation of representa-
tive quantitative measures of the residual artifacts. A number of different
measures might be defined, such as
• the standard deviation of the result of the polynomial fit, evaluated
at all selected voxels,
• the maximum of the result of the polynomial fit, evaluated at all
selected voxels, minus the respective minimum,
• the maximum of the standard deviations computed for each individ-
ual slice of the result of the polynomial fit,
• the respective maximum difference between maximum and minimum
of all slices,
• the curvature of the function defined by the coefficients a1, a2 and a3.
Best results have been achieved with the global standard deviation. There-
fore, this measure is used for the evaluation of the method presented in the
following sections.
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Figure 6.42: Illustration of (a) the performance of the classification of tissue voxels in
comparison to a reference segmentation and (b) the accuracy of the cupping quantification
in comparison to the RMS deviation of the scatter residual as a function of a systematic
scaling factor s for the projection-wise constant reference scatter values of the simulated
voxelized human head.
6.6.2 Evaluation using reference scatter profiles
In a first step, the iterative method is illustrated using the projection-
wise constant scatter reference profile for the simulated voxelized human
head. As explained in Section 4.2.4, this profile represents the projection-
wise weighted average scatter value, where pixel-wise weighting was used
in order to account for the local relative impact of the scatter. Using
this profile, both the performance of the segmentation procedure and the
accuracy of the cupping quantification measure shall be analyzed.
For this purpose, the projection-wise scatter reference curve is scaled in
200 steps from a scaling factor s = 0.0 to s = 2.0, i. e., from no scatter
correction at all to a 100% overestimation of the average scatter value.
For each step, the scaled list of scatter constants is subtracted from
the subsampled low-resolution scatter-deteriorated projection data. Prior
to subtraction, the initial list of 36 values was upsampled to 90 values
using cubic interpolation. Then, the set of 90 corrected projections was
reconstructed and the assessment scheme as described in Section 6.6.1.2
was applied.
In order to assess the segmentation performance, in each step the result
of the classification of tissue voxels to be included for the function-fitting
was compared to a reference segmentation and the percentage of correctly
and falsely classified voxels was determined. The resulting curves as a
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function of the scaling factor s are shown in Figure 6.42(a).
For a large range of the scaling factor s, the percentage of correctly
classified tissue voxels is 90% or higher. Only starting from s = 1.7 the
fraction of correct classifications drops below 85% and decreases quickly
for larger values of s. The complementary fraction of false negative clas-
sifications, i. e., tissue voxels according to the reference segmentation that
have not been included by the automatic classification, behaves accord-
ingly. The decrease of the classification performance regarding the ”true”
classified tissue voxels for large values of s is caused by the strong over-
compensation of the scatter background and the associated steep increase
of the line-integrals, such that the gray value distribution of tissue voxels
in the histogram con not longer be represented by a Gaussian function and
thus a number of voxels, especially in the center of the head, is shifted
outside the top end of the loose window.
The second important observation is the behavior of the false positive
voxels, i. e., voxels that have been falsely identified as tissue voxels by
the automatic classification. The curve shows a large percentage both
for very small and for very large values of s, while it quickly drops to
small values close to the ideal scatter compensation with s = 1.0. This
can be explained by the fact that for values of s far from the optimum the
impact of remaining scatter artifacts causes the tissue peak of the gray level
histogram to be extended, such that the thresholds estimated based on the
standard deviation become much more loose and fail to exclude a large
number of voxels, especially those affected by the partial volume effect.
This shows the importance of the adaptive choice of the thresholds, such
that for adequate compensation of the scatter artifact the segmentation
performance can be strongly improved.
It can be concluded that especially in the important region around the
optimum scaling factor, the chosen segmentation technique using two pairs
of adaptive thresholds yields a reliable and sufficiently accurate classifica-
tion of tissue voxels to be included for the subsequent fitting of the baseline
function.
Figure 6.42(b) shows results of two different cupping measures, the stan-
dard deviation and the difference of maximum and minimum gray value.
Both measures were evaluated for the polynomial fit at all selected tissue
voxels (solid lines) and, in order to analyze the impact of the accuracy of
the segmentation, additionally for the voxels of the reference segmentation
(dashed lines). For comparison, the root mean square deviation between
each partially scatter-corrected intermediate reconstructed volume and a
202
6.6 Iterative scatter correction
corresponding reference reconstruction using scatter-free projection data is
shown and serves as ground truth.
Interestingly, the ground truth curve exhibits its minimum at a scaling
factor of s = 0.97 and not, as was expected, at s = 1.00. This is due
to the fact that the true scatter background typically shows a small dip
in the center of each individual projection, such that the projection-wise
constant compensation generally results in a slight over-compensation in
the center of the projections and in a slight underestimation towards the
borders of the phantom. In the center of the reconstruction, the individual
over-compensations of the different projection directions accumulate and
cause a comparatively large deviation from the reference reconstruction,
such that a slight global underestimation of the individual constant scatter
levels yields a slightly better result.
In comparison to this reference curve, both cupping measures, the stan-
dard deviation and the amplitude between maximum and minimum of the
fitted values, exhibit similar characteristics, whereas it is most important
that the minimum function value of each assessment measures is reached
very close to the minimum of the reference curve. The curves for the stan-
dard deviation, both for the automatic and the reference segmentation, ex-
hibit a smooth slope and converge at s = 0.97 and s = 0.98, respectively.
The largest difference between the characteristics of both curves occurs due
to the decrease of the segmentation performance for scaling factors larger
than s = 1.6. This value range is far from the optimum value, and is
therefore considered as not crucial for the automatic adaptation process.
The curves for the amplitude between the maximum and the minimum
fitted value show very similar characteristic for the entire parameter range
with global minima at s = 0.96 for the automatic and at s = 0.99 for
the reference segmentation. However, for values close to the optimum,
the amplitude computed using the automatic segmentation shows a strong
dependency on the classification performance, provoking a second, local
minimum of this curve at s = 0.91. An automatic optimization algorithm
might be misled by such a second local minimum and thus potentially
converge at the wrong global value. As a consequence, it was chosen to use
the standard deviation evaluated for the polynomial fit at all automatically
selected tissue voxels as the cupping measure for the results presented in
the following.
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Figure 6.43: Estimated projection-wise constant scatter profiles after optimization with
the iterative procedure. The plot shows the optimized curves initially estimated with the
approach using the model-based full Monte-Carlo simulations and using the average scatter
computed with the single scatter estimation algorithm and the simple multiple scatter
model. For comparison, also the reference scatter curve with s = 0.97 as discussed in
Section 6.6.2 is shown.
6.6.3 Optimization of previously estimated scatter
profiles
Next, the performance of scatter estimation schemes presented earlier in
this thesis shall be optimized by means of the iterative procedure. Results
will be presented for the projection-wise constant scatter background esti-
mated both using model-based full Monte-Carlo simulations as presented
in Section 6.4, and using the single scatter estimation method in combi-
nation with the simple multiple scatter model as presented in Section 6.5.
For this purpose, the prototype implementation of the new optimization
method was applied to the curves initially estimated using these methods
for the scenario of the simulated voxelized human head, cf. Figure 6.23
and Figure 6.38, respectively.
The automatic optimization was stopped when the minimum was lo-
calized to a fractional precision of 1%. For the curve initially estimated
using model-based Monte-Carlo simulations, the algorithm converged in
13 iteration after a total computation time of 11.5 s on a 2.4 GHz CPU.
Convergence was reached for a global scaling factor of s = 1.12. This fac-
tor compensates for the under-estimation that occurred using the original
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Figure 6.44: Scatter artifact residuals of reconstructed central axial planes using pro-
jections corrected with projection-wise constant scatter profiles optimized using the iter-
ative procedure: (a) for a profile initially estimated using model-based full Monte-Carlo
simulations and (b) using the projection-wise average computed using the single scatter
estimation method and a simple multiple scatter model.
method as discussed in Section 6.4.2.2.
The second example, the average scatter estimated using the single scat-
ter estimation algorithm and the simple multiple scatter model, reached
convergence in 11 iterations with a global scaling factor of s = 0.95, com-
pensating the small over-estimation caused by the simple multiple scatter
model, as discussed in Section 6.5.7.
The resulting adapted scatter profiles are displayed as a function of the
projection angle in Figure 6.43. For comparison, also the adapted reference
scatter curve with s = 0.97 is shown. In a wide range, all three curves
have almost identical values. Small differences can be observed concerning
the amplitude of the curves. In general, the curves are more similar near
their minima, corresponding to the anterior-posterior projection directions
than near their maxima in the lateral projection directions. This can be
explained by the stronger impact of scatter due to the on average smaller
primary radiation in the AP directions.
Finally, Figure 6.44 shows the residual scatter artifacts in the central
axial plane of the reconstruction, computed as the difference of reconstruc-
tions using projections corrected with optimized projection-wise constants
and scatter-free projections, respectively. Corresponding quantitative val-
ues are summarized in Table 6.10. For both optimized estimated scatter-
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Method min. max. mean RMSD
Estimation using model based MC method,
scaled with s = 1.12, Fig. 6.44(a) -28.7 HU 19.9 HU -5.0 HU 8.6 HU
Estimated constants based on single scatter
method, scaled with s = 0.95, Fig. 6.44(b) -29.3 HU 29.2 HU -4.0 HU 9.4 HU
Table 6.10: Quantitative results calculated in tissue-like regions of the voxelized human
head data shown in Figure 6.44
.
compensation profiles, the residual scatter artifacts are very small. The
root-mean-square deviation evaluated for the soft-tissue regions amounts
to 8.6 HU for the model-based Monte-Carlo simulations and to 9.4 HU for
the curve based on the single scatter estimation method.
While for the shown cross-sections in y-direction the profile of the resid-
ual artifacts are very flat, the cross-sections in x-direction show a small
remaining capping. As mentioned earlier, this is due to the typical over-
estimation of the spatial scatter-profile by the projection-wise computed
average values. This effect has the strongest impact for the AP directions
with comparatively low values of the primary radiation. For this reason,
bone structures appear bright in the nose regions, while they are black in
the lateral regions of the head.
6.6.4 Performance of parametric ”stand-alone”methods
It will now be investigated whether the iterative optimization procedure
can even successfully be applied in a ”stand-alone” manner, i. e., by using
parametric computation formulae, where the scatter background is exclu-
sively calculated using parameters adapted by the iterative optimization
method.
For this purpose, two different parametric computation schemes have
been selected: a single parameter method, where a projection-wise con-
stant scatter value is computed as a function of a global scatter-fraction
parameter and a two-parameter method, where a scaled and offset cosine-
function is used to describe the scatter profile.
The first method is referred to as scatter-fraction method. With this
scheme a projection-wise constant scatter value is determined as
IS,est(φ) = SF · IPS,min(φ), (6.24)
where SF is a constant representing a fixed global scatter fraction and
206
6.6 Iterative scatter correction
IPS,min(φ) denotes the minimal value of total radiation energy IPS = IP +
IS in each projection image. I. e., the scatter value is assumed to be a
fixed percentage (the scatter fraction) of the darkest pixel value in each
projection. In order to compute IS,min(φ) in a regularized way and to
suppress a strong impact of local high contrast structures, in the current
implementation this value is replaced by the 5th percentile of the minimum
projection value.
For this computation scheme, the entire scatter profile is determined
by the scatter-fraction parameter SF. For the considered head phantom,
application of the iterative optimization method for optimizing this pa-
rameter yielded convergence after 10 iterations and resulted in a scatter
fraction of SF = 0.46.
The second method defines the scatter background by means of the shape
of a cosine-profile as
Iest(φ) = p1 − p2 · cos(4pi · (φ− φ0)). (6.25)
As has been shown in Section 4.2.4 the typical scatter profile of a convex
object like the human head as a function of the projection angle φ exhibits
two minima and two maxima such that the cosine-function is required to
have two entire periods in the angular range of 360◦. The phase φ0 of the
cosine-function is determined based on the extreme-values of the profile
of the minimum gray value in each projection and is subsequently kept
fixed during iterative optimization of the parameters p1 and p2. Using
the definition of equation 6.25, the first minimum is aligned with the AP
projection direction for positive parameters p1 and p2. Both parameters
have to be optimized by the iterative optimization procedure.
For this case, as a modification to the method described in Sec-
tion 6.6.1.1, the numerical approximation towards the minimum is per-
formed using the directions set method proposed by Powell [114]. For
each search direction in the two-dimensional parameter space, as for the
one-dimensional case of the iterative algorithm, numeric optimization was
done using Brent’s scheme. For the two-dimensional parameter space, con-
vergence required a total of 61 iterations and was achieved for the final
parameters p1 = 0.0126 and p2 = 0.0055.
For both approaches, the resulting final scatter profiles are shown in com-
parison to the reference curve in Figure 6.45. Again it is obvious that after
optimization the curves coincide more closely at their minima, correspond-
ing to the AP projection directions, while at the maxima, corresponding
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Figure 6.45: Parametric ”stand-alone” scatter compensation profiles after optimization
with the iterative procedure. The plot shows results for the scatter-fraction method and for
an adapted cosine-function in comparison to the projection-wise constant scatter reference
profile as a function of the projection angle.
Method min. max. mean RMSD
Estimation using
scatter fraction method, Fig. 6.46(a) -36.6 HU 35.6 HU -1.1 HU 8.1 HU
Estimation using
scaled and shifted cos-function, Fig. 6.46(b) -33.9 HU 18.7 HU -3.5 HU 8.3 HU
Table 6.11: Quantitative results calculated in tissue-like regions of the voxelized human
head data shown in Figure 6.46
.
to the lateral projection directions, differences of up to 20% occur. This
is attributed to the simplicity of the employed scatter estimation schemes,
which are unable to correctly describe the full angular dynamics of the
scatter mean values.
Figure 6.46 shows the residual scatter artifacts in the central axial plane
of the reconstructions after correction with the optimized parametric scat-
ter compensation profiles. Corresponding quantitative values are given in
Table 6.11. Surprisingly, despite the substantial differences between the
parametric and the reference scatter compensation profiles the impact in
the reconstructed volume is comparatively low. The overestimation in the
lateral projection directions is compensated to a large extent by underesti-
mation in the AP projection directions. Even though the absolute amount
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Figure 6.46: Residual scatter artifact of reconstructed central axial planes after correct-
ing the projections using the optimized parametric ”stand-alone” compensations schemes:
(a) based on the global optimized scatter fraction and (b) based on scaled and shifted
cosine-function.
of the underestimation is much smaller than that of the perpendicular
overestimation, their relative impact in the reconstructed volume is com-
parable, due to the different values of primary radiation in these projection
directions.
Comparing Figure 6.44 with Figure 6.46 reveals that the residual scat-
ter artifacts are very similar for both approaches. The root-mean-square
deviation computed for the soft-tissue regions amounts to 8.1 HU for the
scatter-fraction method and to 8.3 HU for the adapted cosine-function.
It is concluded that by use of the iterative optimization scheme, even
simple parametric optimization schemes yield a high quality scatter com-
pensation performance, comparable to results achieved with optimized
projection-wise constant profiles stemming from estimations based on much
more complicated scatter models.
6.6.5 Parameter optimization for single scatter based
estimation method
As a final evaluation using the simulated voxelized human head data set,
the iterative optimization approach shall now be used for optimization of
the performance of the scatter estimation scheme presented in Section 6.5.
In contrast to Section 6.6.3, where optimization was performed by scaling
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Method min. max. mean RMSD
Estimated single scatter shapes with
adapted multiple scatter levels, Fig. 6.47 -16.9 HU 25.3 HU -1.6 HU 4.9 HU
Table 6.12: Quantitative results calculated in tissue-like regions of the voxelized human
head data shown in Figure 6.47
.
the entire scatter profile estimated with previously presented methods, it
is targeted here to adapt an internal parameter of the scatter estimation
method itself.
The approach presented in Section 6.5 suggested to first estimate the
single scatter background based on a coarse voxelized object representa-
tion and to subsequently compute the multiple scatter background using a
simple parametric model. Even without optimization, this method yielded
very notable scatter estimation results, cf. Section 6.5.7.
The basis for this result was provided by the single scatter estimation
performance that has been shown to be close to ideal, cf. Section 6.5.5.
The simple parametric multiple scatter model, however, caused a small
overestimation of the multiple scatter of about 11%, such that the com-
bined estimation approach yielded still a small overestimation of 5%, i. e.,
the performance of the entire method suffered from the simplicity of the
multiple scatter model.
In order to overcome this drawback, in the following the iterative opti-
mization scheme shall be used in order to further adapt the multiple scatter
background. For this purpose, in each iteration the initially estimated mul-
tiple scatter background is scaled with a global optimization factor prior
to adding it to the estimated spatially resolved single scatter distribution.
Then, in each step, the entire adapted profile is subtracted from the
subsampled projection data and the corrected projections are used to com-
pute the coarse intermediate reconstruction. Convergence was achieved
after 16 iterations. The found global scaling factor for the multiple scatter
background of s = 0.86 is very close to the ideal scaling factor of 0.89.
After convergence, the final spatially resolved total scatter distributions
were up-sampled to the required high resolution of the primary radiation
using standard bi-linear interpolation and subtracted from the scatter de-
teriorated projections.
Figure 6.47 shows the residual scatter artifacts in the central axial plane
of the reconstruction using these projections corrected with the optimized
scatter profiles. Throughout the entire slice, and also in the other slices of
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Figure 6.47: Residual scatter artifact of the reconstructed central axial slice after cor-
recting the projections using the voxelized single scatter estimation method presented in
Section 6.5 and optimal adaptation of the multiple scatter profile using the iterative scatter
correction approach. The scatter artifact is almost ideally compensated.
the volume, the scatter-induced artifacts have been almost ideally compen-
sated. Only minor differences remain at the bony structures of the calotte
and the nose regions. This is confirmed by the quantitative values given in
Table 6.12. The systematic root-mean square deviation computed in the
soft-tissue regions amounts to a very small value of 4.9 HU.
This demonstrates the very high performance achievable with the com-
bined approach of using a projection-based scatter correction method to-
gether with the proposed assessment scheme exploiting the information
available in the reconstructed volume.
6.6.6 Discussion
In this section, a new approach to scatter correction has been presented
that combines the advantages of both the projection-based and the volume-
based scatter correction approaches. This has been achieved by exploiting
the fact that on the one hand, due to the flatness of the scatter background,
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compensation is most easily performed in the projection domain, while
on the other hand scatter-induced artifacts can be most easily quantified
in the reconstructed volume. As a result, high quality scatter correction
performance was achieved by iteratively optimizing the parameters of the
projection-based correction approaches by repeatedly assessing remaining
scatter-induced artifacts in intermediate reconstructed volumes.
The most important step of the iterative scatter correction method is
the quantification of the scatter residual, because the accuracy of this as-
sessment directly determines success and accuracy of the overall scatter
correction. In the presented implementation of this assessment scheme, a
number of robustness measures have been introduced, such as the adaptive
threshold selection based on the gray value histogram and the computation
of the cupping measure based on a fitted parametric baseline function. In
all evaluation scenarios, the assessment procedure was found to be fast and
reliable.
The accuracy of the assessment is determined by the ratio of large-area
inhomogeneities induced by scattered radiation and large-area inhomo-
geneities truly contained in the data set. Since the human brain exhibits,
except for the ventricles, an almost constant gray level, the proposed ap-
proach is especially well suited for neurological application scenarios.
The new method has been evaluated using different approaches for cor-
rection of the simulated voxelized human head data set. Using the new
method in combination with previously estimated projection-wise constant
scatter profiles, accurate compensation factors accounting for inaccuracies
of the initial methods were achieved.
Surprisingly, similar good performance was achieved by using the method
with parametric ”stand-alone” compensation schemes, where the scatter
background was exclusively calculated using parameters adapted by the
iterative optimization method.
Best scatter correction performance, however, yielded usage of the itera-
tive method for adaptation of the multiple scatter background in combina-
tion with the spatially resolved single scatter background computed using
the coarse voxelized object representation. By use of the iterative method,
scatter could be almost ideally compensated.
It has to be kept in mind, however, that the accuracy of the method
sensitively relies on the performance of the assessment procedure, which
in turn requires the presence of flat gray level profiles for the case of the
global parameter optimum. For the simulated voxelized human head data
set, this requirement was fulfilled. In clinical acquisition scenarios, however,
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this condition may not always guaranteed. Due to large-area systematic
gray level gradients, e. g., as caused by contrast agent inserted into a single
brain hemisphere or by unsymmetrical truncations, or due to large objects
of small contrast, the global parameter optimum might not coincide with
the flattest gray level profile, such that in these cases the parameter op-
timization may turn out to be less accurate than in the example shown
above.
Convergence of the optimization was typically achieved in less than 15
iterations. Due to usage of the various robustness measures allowing to
perform the iterative procedure with very coarse projection and volume
resolutions, one iteration required only one second, such that determin-
ing the optimal parameter set is easily feasible within the quasi real-time
constraints of interventional C-arm based cone-beam CT.
Finally, the suggested iterative method and the artifact evaluation
scheme are not limited to application for scatter correction. Alternatively,
the new technique might instead be used to optimize performance of, e. g.,
truncation correction or of beam hardening correction schemes, because
for these cases, residual artifacts are also characterized by globally slowly
varying inhomogeneities.
213
7 Summary and conclusions
In the first part of this thesis, a thorough study of scattered radiation in
flat detector based cone-beam computed tomography has been performed.
Analysis has been conducted both in the projection domain and in the
domain of reconstructed images. Based on this analysis, in the second
part, a variety of novel scatter correction approaches have been presented
in order to combat scatter-induced artifacts.
The basis for the analysis of scattered radiation was the extension of a
Monte-Carlo cone-beam CT simulator in order to allow for voxelized simu-
lations. Using this technique, in contrast to many previous studies found in
literature, realistic and clinically relevant patient geometries derived from
CT data sets could be studied. Using this method, quasi noise free refer-
ence data sets of various body regions were computed allowing to study
the impact of scattered radiation and serving as ground truth for assess-
ing the performance of the developed scatter offset compensation methods
throughout this thesis.
Analysis of the amount and the characteristics of the scattered radiation
contained in projections of C-arm based cone-beam CT systems revealed
that the spatial distribution of scatter background is relatively flat, varying
only smoothly across the detector space, while the variation of scatter as
a function of the projection angle is clearly more significant.
After the analysis of scattered radiation in the projection domain the im-
pact of scattered radiation on the reconstructed volume was quantitatively
analyzed. For this purpose, as one of the key contributions of this the-
sis, a novel framework has been developed that mathematically describes
the propagation of all three important image characteristics, signal, con-
trast and noise, into the reconstructed image. Based on this description,
new reconstruction schemes were derived that instead of reconstructing CT
Hounsfield values, allowed for reconstructing the respective image quality
feature, i. e., voxel-wise inhomogeneities induced by scatter, voxel-wise de-
crease of object contrast and voxel-wise standard deviations of the noise.
Results revealed that while scatter correction on the one hand improves de-
graded contrast by up to a factor of 2, on the otherhand noise was strongly
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enhanced to the same extent. Overall it was found that while the CNR ra-
tio prior and after scatter correction is typically not altered in regions with
similar scatter impact from all projections, it is even lowered in regions for
regions with a heterogeneous distribution of scatter contributions.
An in-depth simulation study of anti-scatter grids as the standard means
for scatter suppression showed that the quality of currently available anti-
scatter grids is not sufficient in order to use these devices as the only means
for scatter suppression in cone-beam computed tomography. Furthermore
the analysis revealed that especially strongly absorbing anti-scatter grids
have an even negative impact on the signal-to-noise ratio for some patient
geometries.
It is thus evident that, in order to achieve the desired image quality
for soft-tissue imaging with cone-beam computed tomography, efficient a-
posteriori scatter compensation schemes are required. A review of scat-
ter compensation schemes available in literature revealed that none of the
published schemes was tailored for the particular application of flat de-
tector based cone-beam CT, nor was exploiting the full 3D information
available through projections from different viewing angles or preliminary
reconstructed volumes.
It was therefore one of the main objectives of this thesis to exploit this
information in order to build highly accurate scatter compensation schemes
providing the required amount of artifact suppression.
Four different classes of scatter correction schemes have been investigated
and their performance has been assessed using various data sets, including
the previously computed simulated scatter reference data set of a voxelized
human head mimicking a typical application scenario in neuroradiology.
The first type of scatter correction aimed at compensation of scatter-
induced artifacts in the reconstructed volume itself by means of a homog-
enization algorithm. This algorithm is based on first estimating a smooth
baseline in segmented soft-tissue regions and subsequently subtracting this
baseline to achieve the desired flat gray level profiles. The developed
method achieved good performance for the compensation of global and
long range inhomogeneities, but, due to its nature, failed to compensate
highly structured artifacts arising, e. g., in the shadow of high contrasted
bony regions, because in the reconstructed volume these artifacts are in-
distinguishable from true structures found in the object. Nevertheless, this
algorithm could well be used as an on-demand post-processing technique
for removal of scatter-caused inhomogeneities at viewing time.
The second type of algorithm was designed to estimate scatter by first
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fitting simple object models to a small subset of available projection data
and subsequently using the model parameters in order to determine ade-
quate projection-wise constant scatter levels from a large data base of afore
performed Monte-Carlo simulations using the corresponding object model.
The method demonstrated very good performance, however, systematic
deviations between model and imaged object required compensation with
pre-determined object dependent compensation factors.
The third method aimed at estimating the scatter background based on
accurately computing the level and spatial distribution of the single scatter
background using either geometric models or intermediate reconstructions
as voxelized object representations. The multiple scatter background was
subsequently determined by means of a simple parametric model. The per-
formance analysis for the model based case revealed that the estimation
accuracy sensitively relies on the accuracy of the used object model. Us-
ing a voxelized object representation based on preliminary reconstructed
volumes showed outstanding single scatter estimation performance. Com-
bining these single scatter estimates with the simple parametric multiple
scatter model yielded spatially resolved total scatter estimates of still very
good accuracy.
Finally, a fourth scheme has been presented, proposing an iterative cor-
rection scheme by combing the advantages of both the projection-based
and the volume-based correction approaches. This was achieved by ex-
ploiting that, due to the flatness of the scatter-background, compensa-
tion itself is most easily performed in the projection-domain, while the
scatter-induced artifacts can be better observed in the reconstructed vol-
ume. The novel method therefore aimed at iteratively optimizing the pa-
rameters of projection-based correction approaches by repeatedly assessing
remaining scatter-induced artifacts in intermediate reconstructed volumes.
The method showed remarkable performance for optimizing the results
of previously presented scatter estimation schemes as well as for ”stand-
alone” parametric compensation schemes. Outstanding overall accuracy
was achieved by optimizing the multiple scatter fraction of the single scat-
ter based method, yielding an almost entirely compensated scatter back-
ground.
All methods presented above were tested using prototype implementa-
tions on standard computer hardware. A special attention was drawn to
meet the requirements and constraints determined by the interventional
environment for all presented methods.
It can be concluded that exploitation of both data domains available to
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flat detector based cone-beam CT, the planar projection data and the 3D
information, allows for combating the large scatter background present in
this application and meet the tough accuracy requirements to achieve the
expected image quality in cone-beam computed tomography.
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