Conclusions: A reliable semi-automated alternative for input function estimation which uses image-derived data augmented with 3 plasma samples is presented and evaluated for FDG-PET human brain studies.
line with 3 discrete asterisks. Also illustrated, with the 3 asterisks, is the time at which the average tracer activity is initiated in the CA-ROI τ 0 , the time point for the peak value τ p , the point of continuity τ between windows W 1 and W 2 , and the three plasma samples used for the fit. Time is expressed on logarithm scale hence emphasizing the effects for early time.
to the number of cluster TTACs used in the proposed method is demonstrated.
35
Moreover, the recovered input is highly accurate for obtaining parameter K = 36 K 1 k 3 /(k 2 + k 3 ), closely related to the CMRglc, for simulated and real data, After the early interval of roughly one half minute, image-derived data are subject to greater contamination of tracer spillover from tissue to blood. We therefore model the input data after the initial interval without using imagederived data, but using a limited number of intravenous plasma samples. The piecewise-continuous parameter-dependent formulation for the estimated in-put function u e is given by u e (t, θ, λ, δ) = 
Image-derived input function data

58
The curve associated with the image data from CA-ROIs is obtained from the
59
PET frames using the same protocol, and code as used in [9] .The initial time 60 frames up to time 2 minutes are summed so as to emphasize those voxels which
61
show the tracer in the CA-ROIs, typically 3 to 5 slices in the lower portion and from which whole blood time activity curves for each observed CA-ROI the discrete values of v(t).
94
A nested optimization method for recovering the input function u e (t) and the kinetic rate parameters of representative TTACS obtained from clustering is presented. The recovered u e can then be used to calculate kinetic parameters and
for additional TTACs. 
Clustering the PET data
97
The fast clustering method described in detail in [13] is utilized to find p 98 representative TTACs , y In the compartmental model [16] for FDG-PET, the ideal TTAC y(t) at a given voxel, or for a specific brain tissue ROI, is given analytically by convolution (⊗) of the instantaneous response function (IRF) with input u(t) Typically, kinetic parameters for cluster curve y (i) , given by (3), can be obtained by the minimization of Φ (i) ,
α (i) accounts for both partial volume and spillover effects for cluster i, and 114 the rate constants are components of 
120
It is usually assumed that the values for u(t j ) used in (4) are measured values of the input function. In contrast, we intend the use of the functional form (1).
With respect to the dominant first cluster, the parameters θ, λ, δ of the input function u e (t) can be recovered simultaneously with the kinetic rate constants.
This is accomplished in a two-stage process. Specifically, notice that for any given value of θ, parameters λ, δ can be obtained as the solutions of
using three intravenous plasma samples, (t l , u p (t l )) , l = 1, 2, 3. Therefore, at 121 each iteration in the minimization of Φ (1) (x (1) , α (1) , θ), noting now the intro-122 duced dependence on the recovery coefficient θ, (5) can be solved to obtain 123 the updates of λ and δ.
124
To make the estimation of the input function more robust, we note that the input function is common to all TTACs and thus propose that the optimization be performed simultaneously over p clusters with cost function
where
125
In summary, the nested optimization method, illustrated in the flow chart Φ(x, α, θ) subject to constraints (7) Input: T AC (t j ), i = 1, 2, . . . , p. 5.Scanning durations, w j = ∆t j , j = 1, 2, . . . , n. 6.Time points for each frame, t j , j = 1, 2, . . . , n. Initialization:
Evaluate objective function Φ by (6) E Approximate gradient and Hessian of Φ respect to variables K
Calculate new line search direction of current fmincon() iteration step.
for new θ by (5) using plasma samples and v(τ ) with constraints 
Clinical data set
143
The retrospective PET data available were collected using a 951/31 ECAT .00096, and .00074, in each case for p = 1, 2 and 3. shape between subjects.
Visual inspection of the input function
199 Table 1 Constants α (i) (7) of each cluster and parameters defining u W 2 obtained in the proposed method. 
203
The equilibrium of the FDG tracer in this time interval is justified in [20] .
204
Results are compared with those obtained using the plasma sampled data, see 
Quantitative evaluation for real data by nonlinear least squares
212
To further evaluate the method of Section 3 for recovering the input function it 213 is used in the postestimation of K 1 , k 2 and k 3 , and in turn K, and these values 214 compared to those in which the plasma-sampled data is used. Again, the within subject variation of K is comparable whether calculated by 218 u p or u e . Figure 7 illustrates the regression analysis for individual kinetic rate 219 parameters K 1 , k 2 and k 3 for subject 5.
220
Although not presented here, a careful examination of results obtained with were the bounds K 1 , k 2 and k 3 , attained, which justifies the choice of bounds 223 Table 3 Linear regression analysis comparing calculation of K by (2) using input functions u p and u e , for cluster TTACs for representative subjects. of rate parameters we obtain a TTAC using convolution equation (3) with 228 u p substituted for u(t). This yields 6 TTACs with known rate parameters 229 and K for each subject. Then the subject-dependent recovered u e was used 
Subj
232
This process studies the use of u e in the postestimation stage for the 50 clusters 233 for each subject, as described in Section 4.6, but with data for which the exact 234 K is known.
235
The calculated K for all simulation data are well-correlated with the true val- Here we focus on certain specifics of the method described in Section 3. which the average tracer activity is initiated in the CA-ROI 1 Constants α (i) (7) of each cluster and parameters defining u W 2
