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ABSTRACT 
This paper investigates the matrix equation A’= dl +AJ, where A is a rational 
circulant. Here d and h are rational numbers, I is the identity matrix, and J is the 
matrix with every entry equal to 1. A necessary and sufficient condition is given for 
the existence of matrices A satisfying the equation. When such matrices exist, the 
construction and enumeration of solutions are given explicitly. 
1. INTRODUCTION 
Let A be a matrix of order v. We let I denote the identity matrix of order 
v, and J the matrix of order v with every entry equal to 1. A circukznt is a 
special matrix in which each row (except the first) is obtained from the 
preceding row by shifting the elements cyclically one column to the right. 
There have been many papers in the general area of the matrix equation 
A’= J, (1.1) 
where A is a (0,l) matrix [3, 71. The question raised in [3] concerning the 
enumeration of all solutions is very difficult and remains unsolved. Ryser in 
1970 [8] investigated the more general matrix equation 
A2= D+u, (1.2) 
where A is a (0,l) matrix, D is an arbitrary diagonal matrix, and X is a 
positive integer. He showed that apart from certain exceptional matrices, A 
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must satisfy 
A’=dl+h.l, (1.3) 
where d is an integer. Furthermore, all the row sums and column sums of A 
are the same. We denote this constant line sum by k. The parameters have to 
satisfy 
and 
k2=d+Xv 0.4) 
-h<d<k-A. (1.5) 
Again, the dete~ination of the existence or the nonexistence of a solution of 
(1.3) with constant line sum k is a difficult unsolved problem. 
In the present paper we are concerned with finding solutions to the 
matrix equation (1.3) where d and h are rational numbers and A is a 
circulant whose entries are rational numbers. In this case, we can write 
down a necessary and sufficient condition for the existence of solutions. 
When solutions exist, we can even count the number of different solutions. 
Here, we regard two solutions as being different when the matrices are 
different. 
The methods used in this paper are inspired by the study of cyclic 
difference sets. Our proof utilizes the combinatorial techniques developed by 
many writers, but we include only the following comprehensive reference: 
t11. 
2. POLYNOMIAL GONGRUENCES 
Throughout the discussion the indices for a u X v matrix will run from 0 to 
v- 1. 
The circulant with l’s in the (0, I), (I, 2), . . II (u - 1,O) positions and with 
O’s elsewhere will be denoted by C. It is clear that every circulant A can be 
written as 
o-l 
A= c a$, 
i=O 
where (a,,~,, . . . ,a*_ J is the first row of A. 
A NaU polynomial of a circulant A is the polynomial 
v-l 
S(x)= 2 qd, 
i=O 
where (a,, aI, . . . , a,_ 1) is the first row of A. 
(2.1) 
(24 
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It should be noted that there is a one-to-one correspondence between 
circulants and their Hall polynomials. Indeed, the question of finding ra- 
tional circulant solutions to the matrix equation (1.3) is equivalent to a 
question on polynomial congruences. 
THEOREM 2.1. Let A be a rational circulunt. Then A satisfies the matrix 
equation 
A2=dI+X.l (2.3) 
if and only if its Hall polynomial satisfies 
8(x)2=d+X(1+x+... +r”-‘) (modx”-1). (2.4) 
Proof. Let (a,, a,, . . . , as _ J be the first row of A. Then 
0-l 
A= 2 aiCi, 
i=O 
(2.5) 
and its Hall polynomial is 
o-l 
e(x)= x aixi. 
i=O 
Since circulants multiply like polynomials modulo X” - 1, we have that the 
Hall polynomial of A2 is 19 (x)” reduced modulo X’ - 1. Hence A satisfies (2.3) 
if and only if O(x) satisfies (2.4). 
Before we proceed to solve (2.4), we need some more definitions. Let Q 
be the field of rational numbers and Q [x] be the polynomial ring with 
rational coefficients. We will denote (1-t x + . . . + xv-‘) by T(x). Equation 
(2.4) is a polynomial congruence relation in Q [z]/(x’- 1). We further let 
p),(x) denote the manic polynomial satisfied by the primitive 0th roots of 
unity, i.e., the wth cyclotomic polynomial. It is well known that this poly- 
nomial is irreducible over the rationals, and that Q [x]/cp,(x) is isomorphic to 
the cyclotomic field Q (E,), where &, is a primitive wth root of unity. 
We will consider the equation (2.4) modulo the various cp,(x)‘s where o 
divides O. These reduced polynomial congruence relations are easier to solve. 
If we can solve the equations for all the w’s, then we can construct a solution 
to (2.4) using the Chinese remainder theorem. 
Let us now state without proof the Chinese remainder theorem. This 
theorem can be found in most standard algebra books. However, the version 
most suitable for this paper is the one given by Berlekamp [2, p. 291. 
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THEOREM 2.2 (Chinese remainder theorem for polynomials). Given dis- 
tinct irreducible polynomials fi(x),fi(x), . . . , fk(x) and arbitray polynomials 
gl(x),gz(x), . . . ,g~(x), the simultaneous congruences 
h(x)=gi(x) (moWx)) 
have a unique solution for h(x) modulo II&(x). 
We let 6’,(x) denote the remainder of the Hall polynomial 0 (x) taken 
modulo CJIJX). Now we can prove the next theorem. 
THEOREM 2.3. Zf O(x) satisfies 
B(x)2=d+hT(x) (mod x’- l), (2.6) 
where T(x)=l+x+..a +x0-l, then the following conditions are satisfied: 
(i) there exists a rational number k such that 
k2=d+Xv, 
and 
or thal”) f each divisor w of v, w # 1, there exists a polynomial QJx) such 
Q&J2 = 4 
where .$, is an wth root of unity. 
Conversely, if the conditions (i) and (ii) are satisfied, then there exists a 
unique 0 (x) module x” - 1 which satisfies the equation (2.6) and the 
congruences 
e(x)+&) (mod R,(X)) 
for each w/o, and w#l. 
Proof. Assume that 0 (x) satisfies (2.6). Let w be a divisor of u. The 
relation (2.6), when taken modulo q,(x), becomes 
e,(X)2-d+XT(x) (mod R,(X)). (2.7) 
For w = 1, q~,( x) is x - 1, O,(x) is just 0 (l), and T(1) = 2). Hence we have 
condition (i). For o# 1, T(x) is divisible by q,(x). Hence the relation (2.7) 
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becomes 
B,(r)‘=d (mod QJ,(x)). (2.8) 
Observing that the isomo~hism between Q [x]/v,( X) and Q (&,) can be 
obtained by mapping f(x) in Q [x]/r~~,(r) onto f (&,) in Q (E,), the relation 
(2.8) becomes 
~,(&,,)” = d. 
Putting Q,(X) = f?,(r), condition (ii) is satisfied. 
Conversely, let us suppose that conditions (i) and (ii) are satisfied. Using 
the isomorphism between Q (6,) and Q [x]/vJx), for each w # 1 the poly- 
nomial a,(x) would satisfy 
QD,(x)2=d 
By the Chinese remainder theorem, 
e(X)-@,(X) 
for all w]u, w not equal to 1, and 
(mod P),(x))* (2.9) 
there exists a polynomial B(X) such that 
(mod ~44) (2.10) 
Since 
the ~lynomial 8 (x) we have constructed is unique moddo x” - 1. 
It remains to show that 6’ (x) satisfies (2.8). From (2.9) and (2.10) we have 
8(x)2-d (mod ~~(~)~, 
for o)o not equal to 1. From (2.11), we have 
(2.12) 
O(x)‘=d++hv (mod p)r(x)). (2.13) 
However, H +XT(x) also satisfies the simultaneous cong~ences (2.12) and 
(2.13). By the Chinese remainder theorem, the solution is unique modulo 
x” - 1. Therefore we have 
~(~)z~~+~~(~) (mod xv- 1). 
W 
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It should be remarked that once we have found all the ~,(x)‘s, the 
construction of 0 (x) follows easily. In Baumert [l, p. 661, 0 (x) is given 
explicitly as 
where 
(mod X’ - l), (2.14) 
(2.15) 
and p is the Mobius function. 
In the next section, we will be concerned with the construction of the 
~,(x)‘s. Because of condition (ii) of Theorem 2.3, we will consider how d 
factorizes in the cyclotomic field Q([,). 
3. SQUARES IN CYCLOTOMIC FIELDS 
We say that d is a square in Q (E,) if the polynomial x2 - d has both of its 
roots in the field. 
We quote without proof the following standard number theoretical 
lemma [9, p. 266 and p. 2571. 
LEMMA 3.1. Let p be an odd prime, and let z&,’ be a pkth root of unity, 
where k > 1. Then the cyclotomic field Q ($,k) has a unique quadratic 
subfield Q({m). 
We will use the Legendre symbol 
( 1 
+ for ( - 1)(P-1)/2, and r(u) will 
denote the number of divisors of o. 
The next theorem gives a necessary and sufficient condition for the 
existence of solutions to (2.6). Moreover, it gives the number of different 
solutions. 
THEOREM 3.2. The polynomial congruence relation 
f+)2-d+hT(x) (mod x” - 1) 
has a solution if and only if 
(i) d + Xv is a rational square, and 
(3.1) 
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(ii) d is a rational square unless v is a power of an odd prime, in which 
case it can also be the product of a rational square with 
( 1 
2 p. Moreover, 
if a solution exists, the number of different 8 (x)‘s module x” - 1 which 
satisfy (3.1) is 2f, where f is given by 
I 
0 for d=O and d+Av=O 
f= l for d=O and d+Xv#O 
r(v)-1 ford#Oandd+hv=O ’ 
r(v) for d#O and d+Xv#O 
Proof. Assume that both conditions (i) and ( ii are satisfied. Condition (i) ) 
here is the same as condition (i) of Theorem 2.3. If d is a square, say d = c2, 
then we can choose @Jx) = c for all w’s Hence condition (ii) of Theorem 2.3 
is satisfied. If d is not rational square, then v is a power of an odd prime p, 
and d is of the form 
d=c2 
where c is a rational number. Also, each divisor of v which is not equal to 1 
is of the form p’. We let 
where I 
(‘1 P 
is the Legendre symbol. Then 
p-1 , 
=C v 1 i=l ; ‘$, 
where 6, and $, are p rimitive p’th and pth roots of unity, respectively. Thus 
Qpr(%‘)” = c2( 5 )p = d. 
Again condition (ii) of Theorem 2.3 is satisfied. Hence, by Theorem 2.3, 
there exists a 8 (x) satisfying (3.1). 
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Next, we suppose that there exists a solution for (3.1). Theorem 2.3 
implies that d +Xv is a rational square. Hence condition (i) holds. Theorem 
2.3 also implies that for any divisor w of 0, o# 1, d is a square in the 
cyclotomic field Q(&). W e want to show that this condition implies condi- 
tion (ii) of the present theorem. To do this, we have to show that if d is not a 
rational square, then 2: is a power of an odd prime p and d is the product of a 
rational square with 
( 1 
2 p. 
If t’ is even, then d is a square in Q (Es). But ,$a = - 1 and Q ( - 1) = Q. 
Thus d is a square in Q, contradicting the assumption that d is not a rational 
square. 
Next, let p be an odd prime dividing O. Then d is a square in Q (&), i.e., 
d=a’, where (Y is not in Q. But then Q(a) is a quadratic subfield of Q(g). 
By Lemma 3.1, the quadratic subfield is unique. Hence 
a=a+b 
for some a and b in Q. Hence 
a2=a2+( $bl,+%ab&)p , 
Since d = a2 is in Q, we have 2ab = 0. Since a is not in Q, b #O. Hence a = 0 
and 
d= $ b’p, 
( ) 
(3.2) 
which is the required form. 
We still have to show that v is a power of p. Suppose there exists another 
distinct odd prime 4 which divides v. By similar reasoning, 
d= 2 c’q, 
( ) 
where c is in Q. But (3.2) and (3.3) together imply that either p/q or - p/q 
is a rational square, and this is impossible. Hence v is a power of p. 
It still remains for us to count the number of distinct solutions. In 
constructing solutions, we use the Chinese remainder theorem to find a 
polynomial 19 (x) in Q [XI/(X”- 1) such that 
0(x)‘=d+hv (mod x - l), (3.4) 
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and 
O(x)‘=d (mod q,(x)), (3.5) 
where w divides 0 and is not equal to 1. Hence Q(X) is congruent to the 
square roots of the right hand sides of (3.4) and (3.5). In taking square roots, 
different choices of sign will give us different 0 (x)‘s, as long as the terms 
involved are not equal to 0. So we have to look at the cases involving O’s 
separately. 
When both d and d + Au are non-zero, there are a total of r(u) square 
roots. Hence there are 2’(“) solutions in this case. 
If d = 0 and d + hv = 0, then the equation reduces to 
e(x)2Eo (mod x” - 1). 
Hence there is only one solution, namely, 6 (x) = 0. 
If d = 0 and d + hv # 0, then there are two choices for the square root of 
Xv. The other square roots are all 0’s. Thus there are only two solutions. 
If d #O and d + Xv = 0, then there are r(6) - 1 cyclotomic fields in 
condition (ii) of Theorem 2.3. Thus there are a total of 2’(“)-’ choices. Hence 
the theorem is proved. n 
Let us now look at some examples of the construction of solutions. We 
will use Eqs. (2.14) and (2.15). For v=5, 
and 
EXAMPLE 1. d=l, k=4, and A=3. 
We have 
e,(X) = t4, 
and 
Consider the case 8,(x)= +4 and f&(x)= + 1. Using (2.14), we have 
which satisfies 
e(x)= ;(8+3x+3x2+3x3+3x4), 
e(X)2-1+3T(x) (mod x5- 1). 
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The other three solutions are x + x2 + x3 + x4, 
and -(x+x~+x~+x~). 
- &(S +3x t- 3x2 + 3x3 + 3x4) 
EXAMPLE 2. d = 5, k = 15, and X = 44. 
Observe that (tl - E2-.$3+[4)2=5, where .$ is a primitive 5th root of 
unity. Thus 
8,(x) = + 15, 
and 
8&x)= q-x2-X3+X4). 
Taking the positive sign in both cases, we get 
8(~)=3+4~+2~~+2~~+4~~. 
Again 0 (x) satisfies 
B(x)2~5+44T(x) (mod x5- 1). 
Because of Theorem 3.1, Theorem 3.2 can be restated in terms of rational 
circulants. 
THEOREM 3.3. Let A be a rational circulant of order v > 1. Then the 
matrix equation 
A2= dI+hJ (3.6) 
has a solution if and only if 
(i) d + Xv is a rational square, and 
(ii) d is a rational square unless v is a power of an odd prime p, in which 
case d can also be the product of a rational square with 
if a solution exists, then the number of di~erent solution is 2f, where f is 
given by 
0 ford=Oandd~~v=O 
f 
d+hv#O = 
t(v)--l 
for d=O and 
i 
fordf0 dd+ht 0 ’ 7s 
T(v) ford+O:dd+Xv+O 
4. APPLICATION 
The results developed in this paper can be applied to the study of 
addition sets, which are generalizations of cyclic difference sets. 
A (v,k,~,g)-~ition set A = (a 1,. . . ,ak), or simply an addition set, is a 
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collection of k distinct residues modulo v, such that for any residue y ~0 
(mod v) the congruence 
ai + guj = y (mod v) 
has exactly X solution pairs (Us, ui) with a, and u1 in A. 
A parameter d is also defined by letting d + h be the number of ways that 
0 can be represented as ai + guj modulo v with ui and ui in the addition set A. 
When g = - 1, the (v, k,X, - 1)-addition sets are cyclic difference sets. 
Another simple example is the set { 1,4} which forms a (5,2,1,3)-addition 
set. Other examples are given in [5]. 
It is of some interest to determine the parameter sets for which addition 
sets exist. In [6], a table of addition sets with the parameter k < 10 has been 
compiled. The results of this paper can be used to obtain some non-existence 
theorems for addition sets. 
Given an addition set A = { ai,. , . , a,}, its Hall polynomial 8 (x) can be 
defined by 
B(x)=Pl+... +r”. 
The next theorem, from [5], establishes the importance of the Hall po- 
lynomial. 
THEOREM 4.1. A set A of k distinct residues module v is a (v, k,A,g)- 
addition set if and only if its Hull polynomial satisfies 
e(x)e(xg)~d+X(l+r+... +x”-‘) (modx”-1). (4.1) 
If for some divisor w of v, gz 1 (mod w), then (4.1) when reduced modulo 
xw - 1 becomes 
(1+x+... +xw-‘) (modr”-1). (4.2) 
Hence every addition set gives a solution to the matrix equation 
A2=dI+ % J. 
( 1 
(4.3) 
The necessary conditions for (4.3) to have a solution implies the following 
non-existence result for addition sets. 
THEOREM 4.2. Let A be a (v, k,h,g)-addition set where g = 1 (mod w) 
and o is a divisor of v. lf d is not a square, then w is a power of an odd 
prime p, and the square free part of d is ( 2 ) p, where ( 5) is the 
Legendre symbol. 
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For example, Theorem 4.2 can be used to eliminate the case o, k,h,d,g 
= 33,6,1,3,10. 
The construction of solutions to (4.2) can also be used in the study of 
addition sets. For each divisor o of u such that g= 1 (mod w), we can 
construct all the possible solutions to (4.2). Only those solutions with 
non-negative integral coefficients can correspond to addition sets. This is 
because the Hall polynomial 0 (x) of an addition set has (0,l) coefficients, 
and when reduced modulo xw - 1, it still has non-negative integral 
coefficients. For example, the case 0, k, A, g = 30,8,1,11 can be eliminated by 
this method. 
The constructive method also gives us all the possible Hall polynomials. 
In the unsolved case (0, k, A, g) = (95,10,1,56) in [6], the two possible Hall 
polynomials reduced modulo x5 - 1 are 2+x+3x2+3x3+x4 and 2+3x+ 
r2+ x3+3x4. 
As a final note, it should be mentioned that the author has shown in [4] 
that there are no non-trivial (0,l) circulant solutions to the matrix equation 
A2 = dZ + hJ. In terms of addition sets, it means that there are no non-trivial 
addition sets with g = 1. 
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