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Abstract 
Groundwater age or residence time is the time water has resided in the subsurface since recharge. 
Depending on the application, this definition may or may not include travel through the unsaturated 
zone. The determination of groundwater age can aid understanding and characterization of 
groundwater resources, because it can provide information on e.g. groundwater mixing and flow, and 
volumes of groundwater and recharge. Groundwater age can be inferred from environmental tracers, 
such as SF6 and tritium, that have a known input to groundwater and/or undergo known alteration 
processes in groundwater. The currently used age tracers face limitations regarding their application 
range and reliability. For example, some age tracers have local sources that can lead to contamination 
of groundwater. This contamination can result in misleading estimates of age. Other tracers have 
ambiguous inputs to groundwater, which can result in ambiguous age estimations. To reduce these 
limitations, it is now recognized that multiple tracers should be applied complementarily. There is also 
a need for new groundwater age tracers and/or new groundwater dating techniques to supplement 
the existing ones. Cost-effective and easily applicable tracers/techniques are preferred, since most 
established groundwater dating techniques are very costly and/or complex. Commonly measured 
hydrochemistry parameters1, such as the concentrations of major ions and pH, have been suggested 
as cost-effective and easily determinable potential age tracers. To date, the use of commonly 
measured hydrochemistry parameters as independent age tracer has only been demonstrated for 
water recharged weeks to months ago relying on seasonal changes. Other studies applied commonly 
measured hydrochemistry complementarily to established age tracers to better constrain 
groundwater age and/or better understand and predict anthropogenic effects on groundwater quality.  
Further study is needed to assess the extent to which commonly measured hydrochemistry can be 
used to reduce uncertainty in tracer-inferred age as well as the extent to which commonly measured 
hydrochemistry can be used to extrapolate tracer-inferred age.  
In addition to tracer specific limitations, quantification of uncertainty and ambiguity is not standard in 
age modelling. Although a few studies have attempted to quantify uncertainty in age modelling with 
the aid of probabilistic approaches, their methods are often relatively complex and not transferrable 
to the many cases with little available data. Uncertainties in the tracer’s recharge estimate and 
identification of appropriate model components, such as the objective function, have not been 
considered. Studies in other areas of hydrological modelling, where probabilistic approaches are more 
commonly used, have highlighted the need for careful identification of model components.  
                                                          
1 In this thesis, the term commonly measured hydrochemistry refers to relatively easily determinable and widely 
available parameters such as the concentrations of major ions, pH and conductivity. It does not include the 
concentration of isotopic compounds or other compounds that have been applied as groundwater age tracers. 
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This thesis aims to address the needs for additional complementary age tracers and a more 
comprehensive consideration of uncertainty in age modelling. This study is particularly concerned with 
improving the characterization of groundwater recharged a few months to ~100 years ago. Progress 
in three areas is made. Firstly, a new groundwater age tracer is presented, namely Halon-1301. Its 
discovery and the assessment of its performance as an age tracer against the established age tracers, 
namely tritium, SF6, CFC-12 and CFC-11, in a range of groundwater environments are detailed. 
Secondly, age modelling is placed into a relatively simple and transferable probabilistic framework that 
allows for quantification of uncertainty in inferred age and the assessment of relevant model 
components and model uncertainties. The framework is applied to tritium, SF6 and Halon-1301 data in 
a New Zealand gravel aquifer. Thirdly, the potential of commonly measured hydrochemistry for use as 
a complementary age tracer for groundwater recharged days to ~100 years ago (and as an age proxy 
and indicator for recharge sources and weathering processes) is demonstrated.  
The main findings of this thesis include:  
 Strong evidence is provided that Halon-1301 can be used as a (complementary) groundwater 
age tracer to date groundwater recharged after 1980. Age is reliably estimated with Halon-1301 in the 
majority of studied water samples from various groundwater environments. In a few relatively old 
anoxic waters reduced concentrations of Halon-1301 are observed which interfere with the age 
estimation. These were likely caused by degradation or sorption of Halon-1301 in the aquifer.  
 When placing age modelling into a relatively simple, transferable probabilistic framework, 
each individual uncertainty in model input and its relevance towards uncertainty in the age estimate 
is assessed in detail. Guidance is provided on how to identify the most appropriate objective function 
and most appropriate and relevant model inputs and uncertainties by assessing their performance 
with quantitative criteria. It is demonstrated that uncertainty in inferred age can be significant (of the 
order of decades) and should be considered for robust groundwater dating. Application of the 
framework to Halon-1301 data enabled further assessment of its performance as an age tracer when 
used alone and in combination with tritium and/or SF6.  
 The complementary use of commonly measured hydrochemistry parameters and established 
age tracers is shown to be advantageous. With the aid of a single robust tracer-inferred age estimate, 
age information at the remaining sites were estimated purely using hydrochemistry. If used in 
combination with established age tracers, hydrochemistry also helped resolve ambiguity and reduce 
uncertainty in tracer-inferred age information. The complementary use of hydrochemistry and 
established age tracers also helped identify recharge source(s) and infer weathering rates, which can 
aid groundwater characterization.   
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1. Introduction 
1.1 Background and context of this study 
There is an increasing demand for access to sufficient quantities of ‘good quality’ groundwater, along 
with an increasing recognition of the importance of groundwater quality in maintaining ecological 
functioning (for freshwater and other ecological niches) [Gleeson et al., 2012]. However, groundwater 
has become subject to major human induced contamination and scarcity [Sampat, 2000]. Groundwater 
levels are decreasing due to ever increasing abstraction volumes driven by a growing population and 
industrialization, but also due to climate change. Groundwater recharge areas are increasingly 
impacted by e.g. land use, water supply and sewage system infrastructure. There are also natural 
sources of groundwater pollution such as heavy metals arising e.g. from geothermal processes or 
volcanic rock, or increased salinity levels as a result of saltwater intrusion into groundwater. 
The complex and diverse recharge, mixing and flow processes need to be better understood in order 
to manage and protect groundwater resources [Dillon et al., 1989; White and Rosen, 2001; Close et 
al., 2001]. Two main approaches currently exist to characterize groundwater systems and their 
residence times, flows, recharge source, and aquifer volumes. In the first, hydrogeological models are 
developed based on lithology and hydrological data (e.g. water level, recharge area and porosity) to 
investigate groundwater flow, recharge and more recently to estimate groundwater age [e.g. 
Cornaton, 2012]. These models have shown to be very valuable as hypothesis testing tools, but these 
are ‘data hungry’ and complex to parameterize and set up [e.g. Castro and Goblet, 2005; Zuber et al., 
2011]. In the second and more widely used, tracer substances, such as stable- and radio-isotopes and 
hydrochemical tracers, are used to infer groundwater age and/or recharge source [e.g. Małoszewski 
and Zuber, 1982; Nir, 1986].  
Groundwater age, which is defined more formally in Chapter 2 of this thesis, is a measure of recharge 
year and residence time of a groundwater resource. Groundwater age information can aid assessment 
of not only recharge areas, flow paths and the amount of water that can be sustainably extracted, but 
also the lag-time and anticipated future loads of contaminants discharging from groundwater bodies 
[e.g. Visser, 2009]. For example, younger waters are generally more likely to be contaminated with 
man-made substances, due to recent leaching of pollutants (e.g. nitrate) into groundwater resources. 
A longer residence time of the water in the subsurface is likely to be associated with a lower risk of 
anthropogenic contamination. This is due to recharge at times with lower or no anthropogenic 
pollution, along with a higher potential of microbial (or other) degradation of pollutants with time 
which would have further impacts in future. However, these older groundwaters may be polluted with 
naturally occurring substances such as heavy metals leaching from the aquifer matrix.  
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Groundwater is usually sampled from a discharge point (e.g. springs or pumped wells) where 
groundwater from short and long flow paths in the aquifer mix. These samples therefore contain 
fractions of water of different ages rather than a single age [Maloszewski and Zuber, 1982]. Recent 
studies have stressed the importance of inferring the age distribution rather than the mean age, 
because mean age is misleading in many contexts e.g. contaminant breakthrough can occur much 
earlier than at mean age [e.g. McCallum et al., 2014; Suckow, 2014]. Several approaches exist to 
estimate the groundwater’s age distribution. The most widely applied technique and the one used in 
this study makes use of natural or anthropogenic tracer substances with a known input to groundwater 
and/or known alteration processes in groundwater (e.g. radioactive decay), and a model that 
conceptualizes mixing of groundwater, also referred to as mixing models. The simplest mixing models, 
from which the age distribution is deduced, are Lumped Parameter Models (LPMs). LPMs 
conceptualize groundwater mixing based on the aquifer geometry and allow for estimation of the 
groundwater’s age distribution with little tracer data. Since LPMs simplify groundwater flow and 
mixing and the model inputs, such the tracer’s recharge to groundwater, are uncertain and data are 
imperfect, the estimated groundwater age distributions are prone to uncertainty. Additionally, with 
insufficient tracer data and unknown aquifer geometry, often more than one LPM can fit observed 
tracer data leading to multiple possible (ambiguous) age estimates. 
In contrast to other areas of hydrological modelling, quantification of ambiguity and uncertainty is not 
standard in LPM age modelling. Uncertainty perturbation techniques have been used within the age 
modelling community, but only a very few recent age modelling studies have demonstrated 
probabilistic approaches, which are known to be more robust than perturbation techniques. These 
recent probabilistic age modelling studies have been useful in quantifying uncertainty in the age 
estimates. However, the majority of these studies used relatively complex approaches that are 
inapplicable for the many situations with little available tracer data. Because there are only a few 
probabilistic age modelling studies, a discussion on relevant modelling components, such as the 
tracer’s recharge estimate and most suitable objective function, has not been carried out. There is a 
need for relatively simple, easily applicable and widely transferable probabilistic age modelling 
approaches that allow for a more comprehensive quantification of uncertainty. 
A further issue in groundwater age modelling is the limited application range of established age tracers. 
Each tracer can only robustly cover a limited age range depending on the tracer’s input to groundwater 
and/or its alteration in groundwater [e.g. USGS, 1999; Zuber et al., 2011; Beyer et al., 2014]. Some 
tracers are degradable and/or have local sources in certain groundwater environments, which can 
result in misleading age estimates. Multiple tracer techniques generally need to be applied 
complementarily to reduce uncertainty and ambiguity in age estimates. However, even in 
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combination, ambiguities and high uncertainties can remain. Some tracers will also be of limited use 
in the future, because they are disappearing in the environment. For these reasons recent studies have 
stressed the importance of finding new complementary groundwater age tracers [e.g. Cook and 
Herczeg, 2000; Gooddy et al., 2006]. This study is not only concerned with finding new complementary 
age tracers for more robust groundwater dating, but also finding cost effective and easily determinable 
tracers to allow for groundwater dating when resources are limited. There is a specific interest in 
tracers for the characterization of relatively young groundwater recharged months to ~100 years ago. 
This age range is particularly important to understand, because groundwater for drinking and irrigation 
purposes in New Zealand and many other places around the world is abstracted primarily from shallow 
aquifers, due to their easier accessibility. Therefore shallow aquifers contain mainly younger 
groundwater and are highly prone to anthropogenic contamination. These younger groundwaters 
need to be studied for protection and sustainable management of drinking water resources. 
1.2 Aim and objectives of this study  
The focus of this study is on the characterization of relatively young groundwater in the many 
situations with limited available measurements and resources. In these situations the groundwater’s 
age distribution can be inferred with the aid of simplified Lumped Parameter Models (LPMs). The aim 
of this study is to contribute to some of the most pressing needs related to the use of environmental 
tracers and age (LPM) modelling, which are: 
1) The need for new groundwater age tracers to complement the existing tracers currently used for 
this purpose, while easily and cost effectively determinable tracers are preferred. 
2) The need for a widely transferable, easily applicable framework that allows for a more 
comprehensive quantification of uncertainty and ambiguity in inferred age. 
These needs are addressed with the following objectives (the first and second objectives relate to the 
first need and the third objective relate to the second need): 
1) Identification of potential new groundwater age tracers applicable for dating of groundwater 
recharged a few months to ~100 years ago. 
2) Demonstration and assessment of their performance as groundwater age tracers individually in 
relation to established age tracers, but also in combination with established tracers in a range of 
groundwater environments. 
3) Demonstration of a relatively simple, widely transferable probabilistic groundwater dating 
framework that allows for quantification of uncertainty and identification of relevant model 
components. 
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1.3 Contribution of the thesis 
Overall, this work contributes to more robust2 determination of groundwater age (and mixing) which 
can aid better groundwater management and protection. Specifically the following was achieved: 
 A new age tracer, Halon-1301, was discovered. Strong and conclusive evidence is provided that the 
signal formerly reported to have been caused by CFC-13 (a supposed groundwater age tracer) is 
caused by Halon-1301. Halon-1301 has never been considered as a groundwater age tracer. In this 
work, the applicability of Halon-1301 as a groundwater age tracer is assessed by means of its 
properties and demonstrated in various groundwater environments in New Zealand in relation to 
currently used age tracers. It is shown that Halon-1301 is a reliable groundwater age tracer at the 
majority of studied sites. At the remaining sites, reduced concentrations of Halon-1301 led to 
misleading age estimates. Possible reasons for reduced concentrations are discussed, but need to 
be validated in further study. Actual solubility measurements of Halon-1301 were not available, 
only estimates existed. Previous solubility estimates of Halon-1301 do not agree with its solubility 
determined from groundwater samples in this study. Further study is needed to robustly determine 
Halon-1301’s solubility in groundwater to increase the precision of age estimates. 
 An easily applicable, transferable groundwater age (LPM) modelling framework is demonstrated. 
The framework allows for quantification of uncertainty and ambiguity in age inferred from few 
tracer data. The framework also enables the identification of relevant model components such as 
the objective function and the tracer’s recharge estimate. Application of the framework to Halon-
1301 data allowed for further assessment of this new groundwater age tracer with regard to its 
ability to reduce uncertainty and ambiguity in estimated age when used individually or in 
combination with other tracers. 
 The use of commonly measured hydrochemistry3 as a groundwater age tracer is demonstrated. 
Previous studies have successfully used commonly measured hydrochemistry to infer the age 
distribution of groundwater recharged days to weeks ago. In older groundwater, commonly 
measured hydrochemistry has only been demonstrated as an age proxy and indicator for the 
groundwater’s mean age when used in combination with established age tracers. In this study, it is 
demonstrated that certain commonly measured hydrochemistry parameters can be used as 
complementary age tracers of water recharged months to ~100 years ago. Hydrochemistry helped 
in resolving ambiguity and reducing uncertainty in age information derived from established age 
tracers. Independent use of hydrochemistry resulted in relative age estimates. The addition of 
                                                          
2 more reliable, more accurate and more informative (with regard to ambiguity and uncertainty in age estimates) 
3 In this thesis, the term commonly measured hydrochemistry refers to relatively easily determinable and widely 
available parameters such as the concentration of major ions, pH and conductivity. It does not include the 
concentration of isotopic compounds or other compounds that have been applied as groundwater age tracers. 
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robust age estimate inferred with established age tracers at one site allowed deduction of the age 
distribution at the remaining sites purely using hydrochemistry. It is also shown that groundwater 
chemistry can aid inferring of weathering rates and hydrochemistry of recharge which can indirectly 
aid groundwater dating and/or groundwater characterization. 
1.4 Structure of the thesis 
This thesis is organized in seven chapters. In this chapter (Chapter 1) an overview of the problem along 
with the aims, objectives and contribution of this work were presented. In Chapter 2, more detailed 
background information is given, which includes a formal definition of groundwater age, a review of 
widely used groundwater age modelling approaches and age tracers applicable for dating of relatively 
young groundwater. In particular, the limitations currently faced in age (LPM) modelling are 
highlighted. In Chapter 3, the study areas are described, which serve for demonstration of the methods 
proposed to reduce the identified limitations. These methods include the use of Halon-1301 as a new 
groundwater age tracer presented in Chapter 4, the use of a relatively simple probabilistic 
groundwater age modelling approach presented in Chapter 5 and the use of commonly measured 
hydrochemistry as a groundwater age tracer presented in Chapter 6. Chapter 7 summarizes the main 
findings of this PhD and gives recommendations for future research. Appendices A, B, C and D contain 
detailed information on Chapters 3, 4, 5 and 6, respectively. 
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2. Background 
2.1 Definition of groundwater age  
The definition of groundwater age is complicated, as pointed out by Mazor (1996), Clark and Fritz 
(1997), Kendall and McDonnell (1998), Phillips and Castro (2003) and Kazemi et al. (2006) among 
others. Groundwater age cannot be measured directly, but is inferred from hydrological model 
simulations or from concentrations of age tracers by comparison of their measured input (recharge) 
and output concentrations and model process assumptions. Groundwater age or residence time 
indicates the time the water has resided in the subsurface since recharge normally excluding travel 
time through the unsaturated zone. Whether travel time through the unsaturated zone is included in 
the age estimate is method and tracer dependent. For example, groundwater age estimated from non-
gaseous tracers includes travel through the unsaturated zone (and travel on the surface e.g. in 
streams). Groundwater age inferred from gaseous tracers does not usually include this time, because 
gaseous tracers are in equilibrium with atmospheric air during transport in the unsaturated zone or on 
the surface (except for deep and/or moist unsaturated zones [Cook and Solomon, 1995]). The age 
tracer dependent age estimation is not necessarily a disadvantage. One can take advantage of this by 
comparison of the ages derived from non-gaseous and gaseous tracers (or multiple gaseous age 
tracers) to study the passage of recharging water through the unsaturated zone in addition to studying 
saturated zone processes. Comparison of ages inferred from multiple age tracers can also allow for the 
assessment of contamination/degradation of one of the tracers (indicated by an elevated/reduced 
concentration of one of the tracers in comparison to the others). 
Groundwater is usually sampled from a discharge point, such as springs or pumped wells, where 
groundwater recharged at different times and places converge and mix. These samples therefore 
contain fractions of different aged water rather than water of a single age [Maloszewski and Zuber, 
1982].  The distribution of ages within a water sample is complex to represent and estimates are prone 
to uncertainty due to model assumptions and uncertain and imperfect data for age modelling (further 
discussed in the subsequent sections). Commonly the mean residence time (MRT) or apparent age4 is 
used for illustration, comparison and further modelling. However, this may lead to false 
interpretations, e.g. of contaminant breakthrough [e.g. McCallum et al., 2014; Suckow, 2014]. To 
overcome this issue, recent studies have stressed the importance of using the age distribution and/or 
distributional thresholds, e.g. as reflected by the New Zealand Ministry of Health (2008) drinking water 
standard, which requires less than 0.005 % of the water to be below one year old. 
                                                          
4 Apparent groundwater age is directly inferred from the concentration of the tracer in groundwater without 
modelling assumptions (i.e. assuming piston flow or no mixing). Apparent age often differs from mean age 
depending on mixing and input historic of the tracer [McCallum et al., 2014 and references therein]. 
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2.2 Determination of groundwater age distributions with Lumped Parameter Models 
Several approaches have been used to infer groundwater age and/or the age distribution. Particular 
locally applied groundwater dating techniques and still-developing groundwater dating approaches 
have been used. These include estimation of groundwater age by assessing the extent of damping of 
seasonally changing hydrochemistry [Stichler and Moser, 1979], tracking of an induced tracer such as 
dye or chloride [Flury and Wai, 2003; Moore, 2005] or inferring groundwater age from concentrations 
of major ions [e.g. Daughney et al., 2010]. More widely applicable techniques include the use of physics 
based groundwater models or environmental tracers. 5 
Physics based groundwater models have been used to infer groundwater age distributions with the 
aid of particle tracking or direct age simulation [e.g. Goode, 1996; Cornaton, 2012]. These models have 
proven very valuable as hypothesis testing tools. However, these are very ‘data hungry’ as well as being 
time consuming to set up and parameterise and can be prone to large uncertainties particularly under 
conditions with limited available measurements as mentioned previously [Castro and Goblet, 2005; 
Zuber et al., 2011].  
Environmental tracers have been used to estimate groundwater age by making use of their well 
monitored (variable) input to groundwater and/or alteration in groundwater (e.g. radioactive decay) 
[e.g. Clark and Fritz, 1997; Phillips and Castro, 2003; Kazemi et al., 2006; IAEA, 2013]. If sufficient tracer 
data are available, the age distribution can be inferred without assumptions on groundwater mixing 
[e.g. Fienen et al., 2006; Cirpka et al., 2007]. However, a sufficiently large data set is rarely available to 
overcome the large degree of freedom introduced with this ‘shape free’, ‘non-parametric’ approach 
[e.g. McGuire and McDonell, 2006 and references therein]. Generally of the order of tens to thousands 
of data points are required. Simplified ‘parametric’ Lumped Parameter Models (LPMs) [Turnadge and 
Smerdon, 2014] are useful in the many situations with a limited number of tracer data where ‘shape 
free’ LPMs and more complex groundwater models cannot be applied. Simplified ‘parametric’ LPMs 
conceptualize groundwater mixing (i.e. assume the form of the age distribution a priori) based on the 
aquifer geometry and well construction [e.g. Małoszewski and Zuber, 1982; Nir, 1986]. Despite their 
simplicity, LPMs have been shown to 1) explain measured tracer concentrations in a range of 
hydrogeologic settings and 2) give similar age estimates to those obtained by particle tracking using 
detailed physics based groundwater models [e.g. Zuber et al., 2011; Eberts et al., 2011; Green et al., 
2014; Basu et al, 2012; Scalon et al., 2003; Jurgens et al., 2012 and references therein]. Due to their 
wide applicability and simplicity, ‘parametric’ LPMs are used in this study to infer groundwater age 
                                                          
5 Steady state conditions are often assumed in both the simple and more complex modelling approaches. If 
sufficient tracer data are available, age tracers can be used to verify steady state or non-steady state conditions 
[Morgenstern et al., 2010]. Non-steady state (transient) approaches may be used to infer groundwater age, but 
require confinement (magnitude and direction) of the changes [Ozyurt and Bayari, 2005]. 
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from tracer data. Estimating the age distribution with the aid of simplified LPMs from environmental 
tracers relies on the simplified relationship in Eqn. 2-1, also referred to as convolution integral. 
𝑐𝑜𝑏𝑠(𝑡)  =  ∫ 𝑔(𝑡
′) ∗ 𝑐𝑖𝑛(𝑡 − 𝑡
′) ∗  𝑒−(𝜆×𝑡
′)∞
0
𝑑𝑡′ ,     Eqn. 2-1 
where 𝑐𝑜𝑏𝑠(𝑡)  is the observed tracer concentration in groundwater; 𝑐𝑖𝑛(𝑡
′ − 𝑡) is the tracer 
concentration in recharge as a function of time; 𝑡′  = transit time, t = observation time, 𝑒−(𝜆×𝜏) refers 
to radioactive/biological decay of the tracer with decay rate 𝜆; 𝑔(𝑡′) is the mixing model or LPM from 
which the age distribution is deduced. 
In general, ‘parametric’ LPMs are a function of mean residence time (MRT) and one or more mixing 
parameter(s). The most commonly applied LPMs are the Dispersion Model (DM), the Exponential 
Mixing Model (EMM), the Exponential Piston flow Model (EPM) and the Piston flow Model (PM). As an 
example, the EPM conceptualizing mixing of groundwater emerging from a partly unconfined aquifer 
is defined in Eqn. 2-2 and illustrated in Fig. 2-1. For a more detailed description of the most commonly 
used LPMs and further discussion on the use of ‘parametric’ LPMs, their advantages and limitations 
Maloszewski and Zuber (1996), Mook et al. (2001) and Jurgens et al. (2012) can be consulted. 
For > 𝑀𝑅𝑇(1 −
1
𝑛
):  𝑔(𝑡′) = 𝑓𝐸𝑃𝑀 =
𝑛
𝑀𝑅𝑇
 ∗  𝑒𝑥𝑝(−𝑛 ∗
𝑡′
𝑀𝑅𝑇
+ 𝑛 − 1); else:  𝑓𝐸𝑃𝑀 = 0.          Eqn. 2-2 
𝑓𝐸𝑃𝑀 is one form of g(t’), the age distribution according to the exponential piston flow model, MRT is 
the mean residence time; 𝑡′  is the transit time; t is the observation time; n refers to the reciprocal of 
the ratio of exponential to total flow defined by Maloszewski and Zuber (1982); 1/n is in the following 
referred to as E/PM. 
 
Figure 2-1: Schematic diagram of an idealized aquifer in which the exponential piston-flow model can be applied - a partly 
confined aquifer with a recharge area of length x and a confined part of length x* (LEFT). Example of an age distribution 
expected at Well X (RIGHT) assuming an EPM ratio (n) of 1 and mean age of 25 years [after Jurgens et al, 2012]. 
There are a number of widely accepted and commonly used programmes and codes6 which have been 
developed to infer groundwater age distributions from age tracers with the aid of simplified LPMs. 
These are summarized in Suckow (2014) and Jurgens et al. (2012). They are based on the convolution 
integral (Eqn. 2-1) and involve the generation of tracer concentrations by adjustment of the LPM type 
and its parameters (i.e. the MRT and mixing parameter(s)) until simulated tracer concentration(s) 
                                                          
6 These are most commonly spreadsheet programmes, but also include computer codes. 
Outlet 
Well X 
at Well X 
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sufficiently match observed tracer concentration(s). The adequateness of the match is evaluated by 
eye or by evaluating the (average) relative difference between simulated and observed tracer 
concentration(s) in a least square minimization approach or similar. Additionally, information such as 
aquifer geometry or location of the studied groundwater in relation to aquifer recharge area is taken 
into account to infer a representative LPM. Studies that use these programmes/codes commonly only 
report the (visually) best fitting LPM and assume it to be most representative of age tracer 
observation(s) and groundwater processes. Ambiguity can easily be overlooked, due to the often 
manual assessment of the LPM parameter domain. In addition, uncertainty is not considered or 
quantified, because these programmes do not easily allow for this. 
Understanding and quantifying uncertainty arising from model input uncertainties, model structural 
errors and uncertainty in observations is an important part of characterizing the performance of 
models and reducing uncertainty in model findings and predictions. This has become standard in other 
areas of hydrological modelling [e.g. Liu and Gupta, 2007 and Shrestha et al. 2009]. Ginn et al. (2009) 
noted that quantification of uncertainty in age modelling including all sources of uncertainty has not 
been fully carried out in literature. As part of this study, an extensive literature review through the 
Web of Science7 was performed which confirmed that a more comprehensive consideration of 
uncertainty in age modelling has only emerged in studies from 2010 onwards, although an earlier 
exception to this (Cirpka et al., 2007) is noted. A summary of the findings illustrated in Fig. 2-2 shows 
that, although a significant number of studies carried out sensitivity analysis of the age estimation 
towards model input uncertainties, these are still the minority of groundwater age studies (10 % of 
400 assessed age modelling studies published between 1977 and 2014). Even fewer of the 400 age 
modelling studies published between 1977 and 2014 or between 2010 and 2014) attempt a more 
comprehensive uncertainty assessment in age modelling with the aid of more robust probabilistic 
approaches (2 % or 3 %, respectively). It is acknowledged that there may have been additional papers 
that address or take account of uncertainty in age modelling, but did not get identified in the literature 
search. The author went through references and citing articles of the papers identified in the literature 
search detailed in Appendix C1 to find additional papers. The author is confident that the number of 
publications that were not identified by the literature search is very small and these findings are 
representative. 
                                                          
7 Literature review (carried out on 29/04/2015) of the top 400 groundwater dating studies  sorted by relevance 
that were identified by the keywords: ‘water’ or ‘groundwater’ and ‘residence time’ or ‘age’ or ‘dating’ and 
‘tracer’ or ‘lumped parameter model’; studies that address uncertainty (using sensitivity analysis or a more 
comprehensive uncertainty quantification) were identified by the keywords ‘uncertain’, ’sensitivity’, ‘error’, 
‘probability’, ‘Bayes’ or ‘reali(z/s)ations’ 
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Figure 2-2: Literature review (carried out on 29/04/2015) of the 400 groundwater dating studies published from 1977 to2014 
(LEFT) and 2000 to 2014 (RIGHT) identified by the keywords: ‘water’ or ‘groundwater’ and ‘residence time’ or ‘age’ or ‘dating’ 
and ‘tracer’ or ‘lumped parameter model’ and sorted by relevance; studies that address uncertainty (in a more comprehensive 
or sensitivity analysis approach) were identified by the keywords ‘uncertain’, sensitivity’, ‘error’, ‘probability’, ‘Bayes’ or 
‘reali(z/s)ations’  
The very few age modelling studies that were identified in the literature search as using a more 
comprehensive uncertainty analysis are summarized in Tab. 2-1. One additional paper highlighted 
(with ‘*’ in Tab. 2-1), which did not get identified in the literature search, was found through 
assessment of references and citing articles of the papers that address uncertainty in age modelling.  
Almost half of the studies listed in Tab. 2-1 use ‘non-parametric’ (shape free) LPMs. These have been 
useful in inferring the age distribution in particular to overcome model structural errors. However, the 
use of ‘non-parametric’ LPMs requires a large number of tracer data that are not readily available in 
many (non-extensive) studies as mentioned earlier. The remaining probabilistic age modelling studies 
use simplified ‘parametric’ LPMs, such as the piston flow model and the dispersion model, to 
conceptualize groundwater mixing. Although simplified LPMs introduce model structural uncertainty, 
these can be applied in studies with few available tracer data. A formal multi-model approach to assess 
model structural errors has not been addressed in the existing LPM age modelling literature. 
The few studies that have attempted a more comprehensive uncertainty assessment in age modelling 
(listed in Tab. 2-1) take account of uncertainties in the tracer measurements in groundwater. Fewer 
studies also consider model structural errors (when using parameterized LPMs) and uncertainty in the 
tracer’s retardation and decay rate. Uncertainty in the tracer’s input to groundwater, e.g. due to 
variability of its atmospheric concentration or use of recharge estimates, has not been considered. In 
addition, a discussion on the appropriateness of objective functions for fitting of age tracer data and 
LPM calibration has not yet been carried out. Studies in other areas of hydrological modelling, where 
probabilistic approaches are more commonly used, have suggested careful identification of such 
metrics is required [e.g. Krause et al., 2005; Gelman, 2008; Beven, 2006; Stedinger, 2008 and 
references therein; Beven and Binley, 2014]. Implementing a more comprehensive uncertainty 
quantification in groundwater age modelling including all sources of uncertainty (as a standard 
procedure) is vital for robust groundwater dating. This is addressed in Chapter 5 of this thesis. 
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Table 2-1: Reference and specifications of probabilistic uncertainty quantification approaches in groundwater age modelling 
found in extensive literature review of 400 age modelling papers; *additional paper not identified in literature search, but 
found through a search of citing articles and references of the papers found in literature review 
Reference 
Data type and 
data quantity 
Considered LPMs/ 
transfer function 
Details on 
approach 
Considered uncertainties 
Cirpka et al., 2007* 
Electrical con-
ductivity in river 
(data points of 
order of 10,000) 
Non-parametric, 
1,000 realizations 
maximum 
likelihood and 
variogram 
regularization 
Uncertainty in tracer 
observations, model structure 
and possible numerical errors 
(totalling ca. 5%) 
Liao and Cirpka, 
2011 -builds on 
Cirpka et al., 2007 
Synthetic, 
conservative & 
reactive tracer 
Non-parametric 
in a transient-
storage model 
Truncated 
singular value 
decomposition, 
geostatistical 
smoothness 
criterion, maxi- 
mum likelihood 
function  
Uncertainty in tracer 
observations (as  5% noise) 
McCallum et al., 
2014 -builds on 
Cirpka et al., 2007 
Synthetic age 
tracer data 
Non-parametric 
in a groundwater 
box model, 100 
realizations 
Uncertainty in tracer 
observations (assumed to be 5 
or 10% based on analytical 
errors and spatial variability of 
atmospheric concentrations) 
Knee et al., 2011 
Rn observations 
to characterize 
groundwater 
flow into sea 
Piston flow 
model 
‘Classic’ Monte 
Carlo simulation 
with 10,000 
realizations 
Uncertainty in tracer 
observation (analytical error + 
natural variability,  normally 
distributed) 
Massoudieh et al., 
2012 
multiple 
synthetic single 
point and time 
series age 
tracer data of 
environmental 
age tracers 
Various 
parametric LPMs, 
hypothetical 
aquifer model 
Bayesian 
approach with 
Markov Chain 
Monte Carlo 
Simulation and 
a likelihood 
function 
Uncertainty in tracer 
observations (based on 
analytical errors and temporal 
and spatial variation of the 
tracers, heterogeneities and 
model structural error) 
assumed to be log-normally 
distributed (of 5% magnitude 
in 2014b paper); uncertainty in 
tracer decay and retardation 
(in 2012 paper) 
Massoudieh 2013 
(theoretical study) 
simulated (non-
parametric) LPMs   
 inferred from 
hypothetical 
aquifer model are 
compared to 
parametric LPMs 
Massoudieh et al., 
2014b 
Massoudieh et al., 
2014a 
Non-parametric, 
(histogram 
model) 
Timbe et al., 2014 
Stable isotopes 
(O18 and H2), 2 
year weekly 
data in 
catchment 
Comparison of 
the performance 
of 7 parametric  
LPMs with regard 
to uncertainty in 
the MRT 
‘Classic’ Monte  
Carlo (10,000); 
Nash Sutcliff 
efficiency 
Uncertainty in tracer 
observation (analytical error,  
normally distributed) 
Green et al., 2014 
Synthetic age 
tracer data 
Comparison of 
parametric LPMs 
to non-
parametric LPMs 
(inferred from a 
heterogeneous 
aquifer model)  
‘Classic’ Monte 
Carlo, 
optimization 
routine in 
‘PEST’) 
Uncertainty in tracer 
observation (estimated from 
replicate tracer observations, 
normally distributed), model 
structural error 
2.3 Tracer substances for dating relatively young groundwater 
In the following section, more detail on those tracers that are commonly used for dating of relatively 
young groundwater is presented, with a particular focus on individual tracer limitations. Only the most 
commonly used age tracers that cover the age range that was of interest to this study (from months 
to ~100 years) are covered. In addition to most commonly used age tracers, information on the current 
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and potential use of commonly measured hydrochemistry as an age tracer is given. Summaries of other 
currently used age tracers and their limitations as well as further detail on the ones presented in the 
following can be found in e.g., Mazor (1996), Clark and Fritz (1997), Kendall and McDonnell (1998), 
Cook and Herczeg (2000), Phillips and Castro (2003), Kazemi et al. (2006), Bauer et al. (2001) and IAEA 
(2013). 
Currently, the most widely applied age tracers for dating of relatively young groundwater are SF6 
(sulphur-hexa-fluoride), tritium and the CFCs (chlorofluorocarbons) CFC-12 and CFC-11 [e.g. Busenberg 
and Plummer, 2000, 2008 and 2010; Taylor et al., 2001; Stewart and Morgenstern, 2001; van der Raaij, 
2003; Morgenstern et al., 2010].8 Groundwater dating with these tracers utilizes their atmospheric 
concentration records monitored over the last few decades (illustrated in Fig. 2-3) and well-examined 
radioactive decay (for tritium). The properties and limitations of tritium, SF6 and CFCs are summarized 
in the following.  
Tritium (3H), the heaviest hydrogen isotope, decays with a half-life of 12.32 years and occurs naturally, 
produced by spallation reactions in the atmosphere due to cosmic ray interaction with atmospheric 
gases. The atmospheric thermonuclear bomb tests (mainly occurring between 1954 and 1963) have 
led to global spike(s) in atmospheric tritium concentration, also referred to as ‘bomb peak’, with 
different magnitude and characteristics between the northern and southern hemisphere (Fig. 2-3). The 
estimation of tritium recharge to the groundwater system is complicated, since it is dependent on the 
amount and timing of recharging water. The seasonally varying tritium signal in the atmosphere can in 
some cases be amplified or dampened by seasonally varying recharge [Stewart and Taylor, 1981]. To 
estimate tritium recharge, atmospheric tritium concentrations have been weighting according to 
recharge estimates [e.g. Allison and Hughes, 1978; Stewart and Taylor, 1981; Engesgaard et al., 1996; 
Knott and Olipio, 2001, Morgenstern et al., 2010]. 
Tritium allows for dating of groundwater with a mean residence time of a few months to about 250 
years, depending on detection limits, tritium recharge, sampling frequency and mixing assumptions. 
The rate of tritium’s radioactive decay and its decrease in the atmosphere has led to similar 
concentrations in groundwater recharged after the nuclear bomb tests. Due to this, ambiguous age 
estimations can be inferred, particularly in the northern hemisphere [Taylor et al., 1992; Morgenstern 
and Taylor, 2009; Morgenstern et al. 2010]. To overcome ambiguity, tritium time series measurements 
or the combination of a single tritium measurement with data of a complementary age tracer, e.g. 
                                                          
8 Please note that stable isotopes (ratios) of hydrogen and oxygen are also widely applied, but are not further 
assessed in this study, because these only robustly cover a small age range from a few months to < 5 years (relying 
on seasonal changes) and are mainly used to characterize the recharge source of groundwater [McDonell et al., 
1999; Rosen et al., 1999b; Stewart and Morgenstern, 2001]. Tracer tests facilitating the application of dye and 
other artificial locally applied tracers are also not covered here. 
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tritium’s daughter product 3He, CFCs, or SF6, are often used [Tolstikhin and Kamenski, 1969; Schlosser 
et al., 1988]. In areas where tritium is being emitted, e.g. at nuclear waste disposal sites, landfills or 
nuclear power plants, the atmospheric tritium signal can be significantly disturbed. In these cases the 
use of tritium can result in misleading age estimates and another tracer, such as SF6 are necessary to 
robustly estimate groundwater age [e.g. Galeriu et al., 2005; Mutch and Mahony, 2008; Hughes et al., 
2010]. 
SF6 is widely used for electrical insulation, which has led to continuously increasing atmospheric SF6 
concentrations since the 1970s (Fig. 2-3). As a consequence of its characteristic atmospheric trend, SF6 
can be used to date groundwater recharged after the 1970s dependent on the limit of detection of the 
analysis. Despite SF6 being a greenhouse gas, it is unlikely that SF6 production and release will be 
limited soon because its atmospheric concentration in relation to its effect as a greenhouse gas is still 
relatively low compared to other greenhouse gases. The steadily increasing concentration in 
groundwater recharge is expected to allow for increasingly accurate dating of water younger than 40 
years. SF6 is not known to be biodegradable in groundwater even under anoxic conditions and does 
not sorb to organic matter [e.g. Watson et al., 1991; Wilson and Mackay, 1996]. There are also local 
(anthropogenic and natural) sources of SF6 that can lead to higher concentrations or excess SF6. These 
can result in misleading age estimates with SF6. Natural sources of SF6 include hot springs, volcanic 
areas, carbonate aquifers and silicigenous rock [Stewart and Morgenstern, 2001; van der Raaij, 2003; 
Koh et al. 2007; Bunsenberg and Plummer 2000 and 2008]. Anthropogenic sources, such as industrial 
areas where SF6 is used [Santella et al. 2003 and 2008], are generally not a problem in New Zealand 
[van der Raaij and Beyer, 2015]. 
CFCs9 have gradually increased in the atmosphere since the 1930s due to their use as propellant and 
refrigerant gases (Fig. 2-3). They can be used to date groundwater recharged after the late 1940s 
depending on the limit of detection of the analysis. CFCs are still being released from industrial waste, 
e.g. old refrigerants and air-conditioning units. However, the restriction of the CFC emissions since the 
late 1980s, due to their ozone depleting effect (Montreal Protocol), led to a levelling out and 
subsequent decrease in atmospheric CFC concentrations (from about 2000, see Fig. 2-3 for detail). This 
has compromised the use of CFCs as groundwater age tracers, because often ambiguous age estimates 
are inferred [Bullister, 2011]. Further complications with the use of CFCs as groundwater age tracers 
are that they are biodegradable in anoxic groundwater and tend to sorb to organic matter in soils 
[Lesage et al., 1990; Bullister and Lee, 1995; Shapiro et al., 1997; Happell et al., 2003; Hinsby et al., 
2007; Horneman et al., 2008]. Due to past and present release of CFCs, local anthropogenic CFC 
sources, e.g. in urban and industrial areas [e.g. Szabo et al., 1996], can lead to contamination of 
                                                          
9 The most commonly used ones are CFC-11, CFC-12 and CFC-113 
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groundwater. Such cases are known as ‘excess’ CFCs [e.g. Oster et al. 1996; Stewart and Morgenstern, 
2001; Cook et al., 2006; Bunsenberg and Plummer, 2008 and 2010] can result in misleading age 
estimates with CFCs. However, with improving knowledge of CFC contamination sources it may be 
possible to use excess CFCs as indicator for recharge source [van der Raaij and Beyer, 2015]. In some 
cases, excess CFCs can also aid estimation of the extent and source of contamination plumes [e.g. 
Thompson and Hayes, 1979; Busenberg et al., 1993, Darling et al., 2010]. 
Further limitations of the gaseous tracers SF6 and the CFCs may arise from excess air, e.g. entrapped 
air bubbles during recharge or sampling, and degassing, e.g. loss of tracer into gas phase created by 
biological processes such as methane or nitrogen. If not taken into account, both excess air and 
degassing can result in nonconforming, ambiguous age estimations when using SF6 and the CFCs (and 
tritium/3He in northern hemisphere) [van Breukelen et al., 2003; Visser 2009]. 
As refer to in section 2.1, the use of gaseous and non-gaseous age tracers can result in different age 
estimations, depending on whether the age estimate includes or excludes travel time through the 
unsaturated zone. For tritium, a non-gaseous tracer, the age ‘clock’ starts counting as soon as the rain 
recharge infiltrates into the soil. Age estimates derived from tritium therefore include the passage of 
the water though the unsaturated zone. If water enters the aquifer, then re-emerges to the surface 
but again enters the aquifer after a short time, the tritium age ‘clock’ is not significantly altered during 
this surface contact, assuming additional recharge containing modern tritium concentrations is 
negligible. The tritium signal is not significantly affected during contact with air. Tritium can therefore 
be used to date ground- and surface water [e.g. Morgenstern et al., 2010]. In contrast, the gaseous 
tracers SF6 and the CFCs are in equilibrium with the atmosphere in the unsaturated zone, hence their 
‘clock’ does not start counting until the recharge has entered the saturated zone. When groundwater 
reappears at the surface, the dissolved gaseous tracers re-equilibrate with atmospheric air; hence their 
‘age clock’ is reset to zero. In thick (>ca. 10m) and/or moist unsaturated zones a lag time needs to be 
taken into account for both gaseous age tracers and tritium, due to their slower diffusive transport 
[Cook and Salomon, 1997]. 
To overcome ambiguities and reduce the limitations generally encountered when using a single tracer, 
it is now recognized that multiple tracers (or the combination of a single tracer with another 
groundwater characterization technique) are essential. The use of multiple tracers/techniques enables 
more robust groundwater dating than feasible when using a single tracer/technique. However, even 
when using a combination of different dating techniques, robust age estimates are not always 
achievable. Some of the tracers, such as CFCs will become of limited use in the future as they are fading 
out in the environment. The development of further methods (e.g. new groundwater age tracers) is 
imperative to extend the application range of currently used groundwater dating methods, replace 
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those that will become less applicable, and to further reduce ambiguities and uncertainty in age 
estimates. In particular a combination of tracers with different input histories or transport parameters 
is preferred to also allow for the study of more complex groundwater processes such as double 
porosity transport. In addition easily and cost-effectively determinable (and widely available) tracers 
are preferred to aid groundwater dating in areas where the established techniques are of limited use.  
 
Figure 2-3: Southern hemisphere (SH) and northern hemisphere (NH) atmospheric concentration of CFC-12, CFC-11, SF6, and 
tritium, using data from Sturges et al. (2000 and 2012), Busenberg and Plummer (2008), Bullister (2011) for the CFCs and SF6; 
Morgenstern and Taylor (2009) for SH tritium data and Jurgens et al. (2012) for NH IAEA tritium data. 
The use of commonly measured hydrochemistry10 as a groundwater age tracer bears significant 
advantages to the use of established age tracers. Firstly, the determination of commonly measured 
hydrochemistry is relatively cost-effective and simple. Secondly, major hydrochemistry is routinely 
determined and data are spatially widely available over the past decades in line with major national 
and regional groundwater monitoring programs such as the National Groundwater Monitoring 
Program (NGMP) in New Zealand, or the National Ground Water Monitoring Network (NGWMN) in the 
USA. The potential of commonly measured hydrochemistry for groundwater characterization has been 
discussed for decades [e.g. Freeze and Cherry, 1979; Drever, 1988; Langmuir, D. 1997; Robins, 1998]. 
However, its use as a groundwater age tracer has been shown to be difficult because groundwater 
chemistry can be influenced by many factors aside from residence time. Such factors include the 
                                                          
10 In this thesis, the term commonly measured hydrochemistry includes the concentration of major and trace 
elements, but does not include the concentrations of isotopic compounds, such as tritium and carbon, or other 
compounds, such as SF6, that have been applied as groundwater age tracers through employment of their known 
input to groundwater and/or well-studied decay.  
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abundance and type of minerals and microbes present and climatic conditions [Downes, 1985; 
Plummer et al., 1990; O'Brien et al., 1997; Kilchmann et al., 2004; Daughney and Reeves, 2005] but 
also anthropogenic factors such as land use and fertilizing practices [e.g. Morgenstern and Daughney, 
2012]. 
The determination of the groundwater’s age distribution purely based on commonly measured 
hydrochemistry has only been demonstrated for relatively young groundwater with a mean age of the 
order of weeks to a few months [Anderson, 2005; Cox et al., 2007; Cirpka et al., 2007]11. The approach 
relies on significant (seasonal) variation of hydrochemistry in groundwater recharge. The use of 
anthropogenic commonly measured compounds, such as nitrate, for groundwater dating has also been 
suggested. However, reconstruction of its historic input to groundwater and determination of 
degradation rates are needed to utilize nitrate as an age tracer [e.g. Böhlke, 2002 and references 
therein]. Over a wider age range, where the time variable input of hydrochemistry has been 
dampened, the use of commonly measured hydrochemistry as an age proxy has been demonstrated 
which helped distinguish older from younger groundwater and/or support age information derived 
from environmental tracers with the aid of statistical tools or physical groundwater models [e.g. Allison 
and Hughes, 1978; Edmunds and Walton, 1980; Plummer and Sprinkle, 2001; Petrides et al., 2006; 
Lalbat et al., 2007; Daughney et al., 2010].  
Relationships between mean or apparent age inferred from environmental tracer data [e.g. Downes, 
1985; Katz et al., 1995; Morgenstern et al., 2009 and 2010; Rademacher et al., 2001 and 2005; Peters 
et al., 2013], flow path or well depth [e.g. Taylor et al., 1992; Edmunds and Smedley, 2000; Edmunds 
et al., 2003; Hofmann et al., 2010] and flow path length and groundwater velocity [e.g. Kenoyer and 
Bowser, 1992; Pacheco and van der Weijden, 2012]), and commonly measured hydrochemistry12 have 
been established. These relationships can be used to estimate age purely using hydrochemistry as 
illustrated in Fig. 2-3. Further studies demonstrate the use of age - hydrochemistry relationships to 
help better understand groundwater systems, e.g. through determination of weathering rates, 
quantity and quality of recharge, and prediction/reconstruction of anthropogenic effects on 
groundwater quality [e.g. Boehlke, 2002 and MacDonald et al., 2003]. 
                                                          
11 The approach is similar to the use of stable isotope ratios for groundwater dating [e.g. McDonell et al., 1999; 
Rosen et al., 1999b; Stewart and Morgenstern, 2001]. It relies on seasonal variation of hydrochemistry of 
recharge that is dampened over a period of months to a few years (depending on the groundwater environment 
and its signal dampening effect).  The approach works well for inferring groundwater age distributions with a 
mean age of up to several months (e.g. has been used to characterize infiltration of river water into groundwater 
[Anderson, 2005; Cox et al., 2007; Cirpka et al., 2007]), but is of limited use for dating of water older than ~5 
years. In addition, a large number (i.e. time series) data of hydrochemistry of recharge and hydrochemistry of 
groundwater are necessary for successful application of this approach.  
12 These relationships have been established for rock forming elements, such as Si, Na, Mg, and total dissolved 
solids (TDS) as well as constituents of microbial degradation, such as dissolved oxygen (DO) and pH. 
18 
Hydrochemistry–age relationships are generally formed using mean/apparent age (or age equivalent) 
inferred with established techniques and do not take account of groundwater mixing. These 
relationships do therefore not (necessarily) represent processes/kinetics at piston (i.e. unmixed or 
homogenously mixed) flow as generally determined in lab environments. Deviation of observed 
hydrochemistry in groundwater from piston flow relationships may contain information on 
groundwater mixing. Inferring such information may allow for the use of commonly measured 
hydrochemistry as an age tracer to estimate the groundwater’s age distribution over a wider age range 
than possible with the established technique that relies on seasonal variations in hydrochemistry of 
recharge.  
Chapter 6 builds on the findings of existing studies and assesses the potential use of commonly 
measured hydrochemistry as a complementary age tracer further. Specifically, it is assessed to what 
extent hydrochemistry can be used to 1) reduce uncertainty and ambiguity in age estimates inferred 
with established age tracers, and 2) extrapolate age inferred with established age tracers at sites with 
otherwise unavailable age information. In addition, the performance of commonly measured 
hydrochemistry for the use as an independent groundwater age proxy/tracer is also assessed. 
 
Figure 2-4: Schematic of inferring residence time (RT) from commonly measured hydrochemistry. In this example the RTs of 
seven wells are available (estimated e.g. from age tracers) and for one well RT is unknown. A relationship between Ca 
concentration and RT at the seven dated wells was established. With the aid of this relationship RT at the eighth site can be 
estimated from its Ca concentration (assuming the established Ca-RT relationship is also valid at this site). 
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3. Study areas 
The Wellington Region is one of the 16 local government regions of New Zealand. It is located in the 
southern part of New Zealand’s North Island. The region covers a land area of ~8,000km2 and has a 
population of ~470,000 [Statistics NZ, 2014]. The climate in the Wellington Region is temperate and 
marine with moderate temperatures all year round. Mean monthly temperatures, precipitation, 
sunshine hours and relative humidity recoded at two stations in the region are illustrated in Fig. 3-1. 
The location of the climate monitoring stations within the region is illustrated in Fig. 3-2. The seasonal 
pattern for the two stations is very similar, although absolute numbers differ. Generally precipitation 
is highest and temperature is lowest during winter months (Jun-Aug) resulting in higher water 
availability in winter. 
Water use differs highly throughout the region. In Wellington city, water is mainly used for public 
supply. In rural areas, water is mainly used for irrigation with 70% being used for dairy pasture, 18% 
for non-dairy pasture and about 10% for horticulture and viticulture [GWRC, 2014]. Sources of water 
supply are local rivers, lakes and groundwater systems. Three of the region’s groundwater systems 
serve as study areas in this thesis, as illustrated in Fig. 3-2. These are the Lower Hutt Groundwater 
Zone (LHGWZ), the Wairarapa groundwater system and the Wainuiomata aquifer. Water quality is 
generally good in the Region, but some surface water bodies are harmful for aquatic life during 
summer [GWRC, 2014]. Although water quality has been decreasing in some surface water bodies from 
2006 to 2011, which can be attributed to intensification of agriculture and dairy/sheep farming, 
significant trends in groundwater quality have not been observed in the LHGWZ, the Wainuiomata 
aquifer and the Wairarapa groundwater systems from 2006 to 2011. However, the occurrence of 
droughts and the increasing water needs have impacted the groundwater systems in recent years and 
are expected to increasingly do so in the future [Keenan et al., 2012]. To manage and protect 
groundwater resources in the Wellington Region, groundwater quality and groundwater levels have 
been recorded in monthly intervals since 1993. In addition, physical groundwater models have been 
established and groundwater age modelling is increasingly used to characterize the region’s 
groundwater systems, e.g. estimate volumes of groundwater and identify recharge sources and areas. 
This study takes advantage of the rich datasets of (time series) tritium, CFC-11, CFC-12, and SF6 data 
and historical records of major hydrochemistry in the LHGWZ, the Wairarapa groundwater zone and 
the Wainuiomata aquifer at 23 groundwater sites and one surface water site (Fig. 3-2 and Tab. 3-1). 
Detailed concentrations of the age tracers, kindly provided by GNS Science, are summarized in 
Appendix A along with further information on the studied sites, e.g. their geographic coordinates. 
Water samples have been collected and analysed following standard sampling and analysis procedures 
- for gaseous tracers see van der Raaij (2003) or van der Raaij and Beyer (2015), for tritium see 
20 
Morgenstern and Taylor (2009). Historical major hydrochemistry data records (time range 1993-2013) 
were provided by Greater Wellington Regional Council (GWRC). Available hydrochemistry parameters 
are summarized in Tab. 3-2. Water samples for analysis of hydrochemistry have been collected 
following standard sampling procedures described in Rosen et al. (1999a). Prior to 2003, unfiltered 
samples had been analysed (data reported as total concentration), after 2003 filtered samples (0.45 
um) have been analysed (data reported as dissolved concentrations). Analytical methods (and 
sampling procedures) that have been used to determine major hydrochemistry in New Zealand 
aquifers can be found in Daughney and Reeves (2005).  
The LHGWZ is the main study site in this thesis (providing data for Chapter 4, 5 and 6), therefore 
extensively described in the following. The Wairarapa groundwater system and Wainuiomata aquifer 
are only used to a minor extent (providing data for Chapter 4 only), so less detailed in the following. 
 
Figure 3-1: Climate summary data for Kelburn and Masterton showing mean monthly data for 1981-2010 [CliFlo 
database (NIWA)] 
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Table 3-1: Lower Hutt Groundwater Wells, available age tracer and major hydrochemistry data and their time range, DO 
aquifer layer and depth, # median number of measurements is given since not all parameters were not determined every year;  
*monthly spaced observations; + SF6 in 2013 determined in this study (details in Chapter 4); d groundwater samples showed 
considerable amount of methane and are considered as anoxic, despite relatively high oxygen concentration 
Table 3-2: Available hydrochemistry parameters for wells in the Lower Hutt Groundwater Zone 
Available hydrochemistry parameter unit 
Measured 
Br, Na, F, Fe, SO4, Ca, Cl, B, SiO2, DO, NO3-N, NO2-N, Mg, K, Al, Mn, NH4-N, tot. alkalinity. (CaCO3), 
PO4-P, dissolved reactive phosphorous (DRP), Cr, Cu, Cd, Ni, Zn, As 
mg/L 
Conductivity (field and lab) uS/cm 
pH (field and lab) pH units 
Calculated 
total dissolved solids (TDS), Bicarbonate, hardness, total cations, total anions mg/L 
Well # Hydrochemistry data Tritium data SF6 data CFC data DO 
[mg/L]  # Time range # Time range # Time range # Time range 
 Lower Hutt Groundwater Zone 
6 57# 1993-2012 4 
1998, 2005, 2008, 
2010 
2 2007, 2013+ 2 2007 4.82 
2 52# 1993-2011 2 2005, 2009 1 2007 - - 1.72 
13 9 1993-2013 1 2013 - - - - 9.1 
14 10 1993-1995 11 2002-2003*   - - - - - 
5 38# 1993-2013 9 1972-2013 2 2007, 2013+ - - 0.17 
1 11 1993-2013 2 2010, 2013 2 2010, 2013+ 2 2010 3.84 
4 58# 1993-2013 9 1996-2010 3 
2002, 2007, 
2013+ 
3 
2002, 2007, 
2013 
0.31 
7 2 2008, 2013 2 2007, 2013 - - - - 1.8 
3 59# 1993-2012 3 2002, 2005, 2011 2 2002, 2013+ 1  0.22 
9 2 2008, 2013 1 2013 - - - - 0.94 
10 3 1993, 2013 1 2013 - - - - 1.58 
8 2 2008, 2013 3 2007, 2x 2013 1 2013+ - - 1.9 
12 20 1993-2013 1 2013 - - - - 0.14 
11 10 1993-2013 1 2013 3 2002, 2x 2013+ 2  0.11 
15 18# 1993-2012 1 2013 - - - - 10.8 
26 - - 4 
1996; 1998; 2001; 
2007 
3 
2005, 2007, 
2013+ 
2 2005, 2007 0.29 
27 - - 3 1998; 2001; 2002 2 2002, 2013+ 1 2002 4.19 d 
 Wairarapa groundwater zone 
16 - - 1 2005 2 2005, 2013+ 1 2005 0.02 
17 - - 1 1983 1 2013+ - - 0.22 
18 - - 2 1983, 2005, 2013 2 2005 - - 2.84 
19 - - 3 2005, 2009, 2011 2 2007, 2013+ 1 2007 0.26 
20 - - 2 2005, 2009 2 
2005, 2013+ 
1 2005 0.02 
21 - - 1 2008 2 1 2005 5.52 
22 - - 3 2005, 2008, 2011 2 1 2005 1.16d 
23 - - 1 2009 2 1 2005 2.28d 
24 - - - - 2 1 2005 6.12 
 Wainuiomata aquifer 
25 - - 2 2005, 2008 2 2007, 2013+ 1 2007 4.17 
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Figure 3-2: The Wellington Region and three of its groundwater systems, Lower Hutt Groundwater Zone (A), Wainuiomata aquifer (B) and Wairarapa groundwater zone (C); the groundwater 
systems outline are indicated by dashed ovals; the Wairarapa groundwater zone can be split into upper, middle and lower valley as indicated by the dashed lines, the arrow indicates the 
general groundwater flow direction; groundwater wells and sampling locations in the Wellington Region New Zealand are displayed as points.  
ZOOM IN (RIGHT) shows the Lower Hutt Groundwater Zone, its outline is indicated with a dash-dotted line, the Hutt River is indicated as a dotted line, the arrow indicates the general 
groundwater flow direction, pentagons indicate groundwater sampling location and crossed circles indicate aquifer material sampling locations. Well 7 and 9, and 4 and 26 have the same 
location (upper, lower well, respectively).  
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3.1 Lower Hutt Groundwater Zone 
The Lower Hutt Groundwater Zone (LHGWZ) is an alluvial gravel aquifer system located in the Hutt 
Valley, a sedimentary basin (Fig. 3-2). The LHGWZ is composed of multiple layered aquifers that are 
interconnected in a small unconfined area of ca. 5 km2 [Gyopari, 2013]. Layers of aquifers and 
aquicludes have been formed during changing climatic periods and sea-level fluctuation in the last 
50,000 years in concert with constant deposition of gravel from the Hutt River [O’Callaghan, 1996; 
McConchie et al., 2011]. Table 3-3 summarizes the layering of aquifers and aquicludes in the LHGWZ 
and their composition and time of formation after Brown and Jones (2000).  
The water baring material in the LHGWZ is composed of greywacke gravel, which has been transported 
by the Hutt River from the ranges located further north (Tararua Ranges) or slopes surrounding the 
area which are all part of the Torlesse Composite Terrane [Begg and Johnston, 2000]. The composition 
of the water baring gravels is expected to be similar to the rock it is originating from, but may be partly 
altered, possibly depleted in reactive minerals, due weathering during wind and rain erosion and 
transportation in the Hutt River. Rowe (1980) determined the bulk composition of greywacke rock in 
the aquifer region by XRF (X-Ray Fluorescence) and XRD (X-Ray Diffraction) analysis in an extensive 
study using rock samples of ~700 kg at six sampling locations each. Rowe found 24% quartz, 25% 
plagioclase (90% albite and 10% anorthite) and smaller amounts of K-feldspar (4%), biotite (4%), 
chlorite (5%) and muscovite (1%), further detailed in Appendix D1. The general evolution of major 
hydrochemistry with residence time in the LHGWZ (Fig. 3-3) illustrates increasing Na and HCO3 
concentrations with increasing groundwater age, suggesting increasing effects of mineral weathering 
on groundwater quality with increasing residence time. 
The main recharge source of the LHGWZ is the Hutt River. The remaining recharge originates from 
infiltrating rain [Phreatos, 2003; Gyopari, 2013]. The amount and timing of recharge from the river 
have not been extensively studied because it is difficult to measure. Butcher (1993) estimated average 
monthly rainfall recharge in the LHGWZ, summarized in Tab. 3-5, using precipitation data and a simple 
soil moisture model (Eqn. 3-1). Estimated horizontal hydraulic conductivity values (Khx) for the main 
aquifers are summarized in Tab. 3-4 [Gyopari, 2014]. These indicate decreasing flow, therefore 
increasing residence time of the water from the upper to the lower aquifers. 
Recharge = Rainfall - Actual Evapotranspiration - Soil Moisture Deficit   Eqn. 3-1 
The groundwater zone’s geometry and groundwater flow are believed to be relatively simple, due to 
three relatively homogeneous main (interconnected) aquifers (i.e. the Taita alluvium and the two 
Waiwhetu artesian gravels) [e.g. Phreatos, 2003]. Time series measurements of tritium and SF6 and 
relatively long records of major hydrochemistry (1993-2012) are available at 14 groundwater sites and 
one surface water site (Fig. 3-2 and Tab. 3-1). CFC data (CFC-12, CFC-11 and few CFC-113) are also 
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available, but are of limited use, because elevated and reduced concentrations13 have been observed 
in the majority of sites compared to SF6 and tritium further detailed in Chapter 4. This prevents the use 
of CFCs as reliable age tracers in the LHGWZ. All 14 groundwater wells with available major 
hydrochemistry and age tracer data are water supply wells14 that tap into the two Waiwhetu aquifer 
layers. These aquifer layers are the main sources of water supply from the LHGWZ and in the following 
referred to as upper and lower aquifer. For further detail on the LHGWZ the following references can 
be consulted: Grant-Taylor (1967), Butcher (1993) and Gyopari (2013). 
Table 3-3: Strata summary of Hutt aquifer (after Brown and Jones, 2000), * the artesian Waiwhetu aquifer is composed of 
two layers, upper and lower Waiwhetu aquifer; + B.P. refers to before present 
Aquifer layer Type Origin Material Time evolved+ 
Taita 
Alluvium(1) 
Unconfined 
aquifer 
(Hutt) river 
fluvial 
deposits 
Grey brown gravel; yellow brown silt; 
poorly sorted rounded to sub-angular, 
up to 30/ 50mm 
4 ka B.P - present 
Melling Peat Aquiclude  Wood fragments 4.0 ka B.P. 
Taita 
Alluvium(2) 
Aquifer 
(Hutt) river 
fluvial dep. 
Grey blue gravel; poorly sorted round to 
sub-angular, < 30 - 50mm 
6.5-4.0 ka B.P. 
Petone 
Marine Beds 
Aquiclude 
Marine 
deposits 
Sand, shells 6.5 ka B.P. 
Taita Alluvium Aquifer (Hutt) river 
fluvial 
deposits 
 
In some places hard to distinguish, 
mainly gravel clasts, sandy gravel, silty 
gravel, silty clayey gravel, gravelly sand, 
sand; poorly sorted, round to sub-
angular <50 - 100mm 
Older than 6.5 ka 
B.P. 
Waiwhetu 
artesian gravel 
two layers* 
Aquifer 
Last glaciation 
(Otira) 22-15ka B.P 
Willford shell 
bed 
Aquiclude 
Marine 
deposits 
Silt, clay, sand, shells 
High sea level, last 
interglac.(Kaihinuwa) 
Moera gravel Aquifer 
(Hutt) river 
fluvial 
deposits 
Weathered gravel (brown with rust 
brown & black staining), yellow silt & 
sand; poorly sorted rounded/ sub-
rounded to sub-angular/ angular gravel < 
50 to 80mm 
Penultimate 
glaciation 
(Waimea), >40ka 
BP 
Deeper strata mix two glacial and three interglacial deposits 
Greywacke Greywacke basement rock 
Permian 220-
300Ma BP 
Table 3-4: Modelled hydraulic conductivity data in horizontal direction (Khx) for the main aquifer strata in the LHGWZ [Gyopari, 
2013] 
Aquifer layer Taita Alluvium (2) Upper Waiwhetu Lower Waiwhetu Moera 
Khx [m3/m2/d] 1000 1400 336 200 
Table 3-5: Recharge estimate for the Lower Hutt Groundwater Zone from precipitation, evapotranspiration and soil moisture 
data [Butcher, 1993] 
Calendar month Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Annual 
Mean Recharge [mm] 18 8 36 58 117 135 138 108 73 72 41 45 833 
                                                          
13 Elevated concentrations can be associated with contamination (from anthropogenic sources) and reduced 
concentrations can be associated with degradation (usually only occurring in anoxic water). 
14 These include public and private, artesian and pumped wells. Well screens had generally been constructed to 
sample the entire aquifer layer. 
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Figure 3-3: Piper plot of selected wells in the LHGWZ, errors indicate general evolution of major hydrochemistry with increasing 
residence time (RT) showing  an increase in HCO3 and Na with increasing RT suggesting mineral weathering. 
3.2 Wairarapa and Wainuiomata aquifer 
The Wairarapa groundwater zone is located in the Wairarapa Valley in the eastern part of the 
Wellington Region (Fig. 3-2).  The groundwater zone’s formation and composition is similar to that of 
the LHGWZ. It is an alluvial gravel aquifer system that formed during glacial and interglacial periods 
during the Holocene and Pleistocene. The water baring strata are composed of greywacke gravel. 
Marine deposits formed aquicludes. The aquifer system is unconfined and recharged by both rain and 
river infiltration (with rain recharge equalling about 35% of the total recharge) [Jones and Gyopari, 
2006]. The groundwater zone is compartmentalized into various smaller interconnected aquifers by 
numerous fault lines that cross the Wairarapa Valley. For reference, the aquifer system is subdivided 
into the three main aquifer zones - the upper (located furthest north), lower (located furthest south) 
and middle valley (located between the upper and lower valley) [Jones and Gyopari, 2006] as 
illustrated in Fig. 3-2. Hydraulic conductivity varies greatly throughout the groundwater zone due to a 
complex mosaic of sedimentary layers penetrated and lifted or subducted by the traversing fault lines 
[Jones and Gyopari, 2006]. Further detail on the Wairarapa groundwater system can be found in Begg 
et al. (2005) and Jones and Gyopari (2006). 
Well 2 
Well 8 
Well 5 
Well 3 
Well 6 
Well 11 
Well 4 
Well 7 
Well 9 
Well 15 
Well 15 
Well 13 
Well 26 
Well 27 
 Legend 
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The Wainuiomata aquifer is located in the south of the Wellington region and is considerably smaller 
than the Wairarapa groundwater zone and the LHGWZ. The Wainuiomata aquifer has formed in an 
alluvial valley filled with alluvial gravel and sand [WRC, 1993]. The aquifer is shallow and unconfined 
and recharged by both rain and river infiltration. Little data and information on the Wainuiomata 
aquifer are available as the aquifer is not significantly used for water supply of the Wellington Region 
[Jones and Barker, 2005].  
For both the Wairarapa and the Wainuiomata aquifer tritium, SF6 and CFC (CFC-12, CFC-11 and for 
some wells also CFC-113) data are available (see Tab. 3-1 for details). Similar to the LHGWZ, CFCs have 
a limited use as groundwater age tracers in the Wairarapa and the Wainuiomata aquifer. Elevated and 
reduced concentrations of the CFC were found at the majority of sites which resulted in misleading 
age estimates further detailed in Chapter 4. 
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4. Halon-1301 a new groundwater age tracer  
4.1 Introduction 
As extensively discussed in Chapter 2, additional tracers (or alternatively other groundwater dating 
techniques) are needed to reduce the limitations faced with currently used age tracers and to 
ultimately allow for more robust age estimates. Busenberg and Plummer (2008) suggested the use of 
CFC-13 (CF3Cl) as a complementary age tracer. Following their suggestion, the initial intent of this study 
was to determine CFC-13 in various groundwater environments to further assess its performance as 
an age tracer. To analyse groundwater samples for CFC-13, the analytical system developed by 
Busenberg and Plummer (2008) composed of a gas chromatography with electron capture detector 
(GC/ECD) was used. While analysing a range of standard gases and modern water15, it was discovered 
that the signal formerly reported to be caused by CFC-13 is actually caused by Halon-1301 (both 
compounds have an extremely close retention time on Busenberg and Plummer’s analytical system). 
This discovery raised the question of whether Halon-1301 (CF3Br) can be used as a groundwater age 
tracer (instead of CFC-13). The behaviour of Halon-1301 in water and its potential use as a groundwater 
age tracer had not been previously investigated.  
This chapter provides the strong evidence behind the discovery of Halon-1301 in groundwater. Its 
potential use as a groundwater age tracer is assessed by means of its properties and through testing 
of its performance against already established tracers (SF6, CFC-12, CFC-11 and tritium) taking 
advantage of the relatively well defined age information of New Zealand groundwater estimated from 
time series tritium and SF6 data [Morgenstern and Taylor, 2009; van der Raaij and Beyer, 2015]. The 
analysed samples included oxic and anoxic groundwater that had been recharged recently16 to over 
100 years ago. This allowed for assessment of Halon-1301’s performance as an age tracer under 
different groundwater conditions. 
4.2 Properties of Halon-1301 important for its use as a groundwater age tracer 
Generally for a groundwater tracer it is important that a) it has a resolved atmospheric input, b) it is 
easily detectable in water, c) the tracer is stable in the atmosphere, d) it is conservative in groundwater 
(or the reactions/processes the tracer undergoes are well-studied and taken into account when 
inferring age from its concentration) and e) the tracer lacks local anthropogenic or natural 
contamination sources which would interfere with the age estimation from its concentration [Plummer 
et al., 2006]. As shown in the following, the established properties of Halon-1301 satisfy many of these 
key properties required for its use as a groundwater age tracer.  
                                                          
15 Modern water refers to water recharged a few weeks to months ago. River water samples and equilibrated 
tap water samples (equilibrated with atmospheric air at time of analysis) were used as modern water samples. 
16 Recharged weeks to months ago 
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Halon-1301 (CF3Br) was used as a refrigerant gas and fire suppressant agent in the mid-90s. At present 
it is still used in rare cases (due to recycling procedures) as an effective fire suppression agent in high-
value facilities, like airports (fuelling of planes), telecommunication and large scale data centres. A 
small amount of Halon-1301 is also released during preparation of the pesticide Fipronil (mainly 
produced in China and France) [HTOC, 2012]. Halon-1301 was shown to be stable and inert when 
stored in gaseous form [Fraser et al., 1991; Peacock et al., 1994] and also in the atmosphere (with a 
lifetime of 400-10000 years) [Burkholder et al., 1991; Newland et al., 2013]. 
Halon-1301’s atmospheric history has been well monitored in air samples covering the recent decades 
by NOAA (National Oceanic and Atmospheric Administration) and AGAGE (Advanced Global 
Atmospheric Experiment), and data from 1969 to 1977 were reconstructed by Butler et al. (1999). The 
results of these programmes showed that the concentration of Halon-1301 in the atmosphere prior to 
1970 was not detectable. Its entirely anthropogenic nature was confirmed by analysis of Arctic and 
Antarctic firn air [Butler et al., 1999] showing absence of Halon-1301 prior to 1960.  
As illustrated in Fig. 4-1, Halon-1301’s atmospheric concentration had started to increase after the 
1970s until about 2000 following a pattern similar to that of SF6. From about 2000 atmospheric Halon-
1301 concentrations started to slowly level out because of production restriction due to its ozone 
depleting effect (Montreal Protocol in 1987) [e.g. Montzka et al., 2011]. Atmospheric Halon-1301 
concentrations are projected to start declining between 2020 and 2030, depending on the model 
parameters used such as its atmospheric lifetime [e.g. Newland et al., 2013]. With its specific 
atmospheric trend Halon-1301 is expected to be useful for dating groundwater recharged from the 
1970s onwards, depending on the limit of detection of the analytical procedure. 
 
Figure 4-1: Records of Halon-1301 and SF6 atmospheric mixing ratios in the southern hemisphere (Cape Grim, Australia) 
[Newland et al., 2013; Butler et al., 1999; Thompson et al., 2004; Miller et al. 2008; Maiss and Brenninkmeijer, 1998] 
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Since Halon-1301 has not been commonly used (compared to the CFCs) and is restricted by the 
Montreal protocol, local emissions and thus local atmospheric excess may be quite rare. Although 
comprehensive analysis of potential local sources has not been carried out, studies such as that by 
Barletta (2011) in Los Angeles, US, did not find local enhancement of Halon-1301 in city environments. 
Only one study found unusual fluctuations of Halon-1301 in the atmosphere in two stations in Poland, 
at Krakow and Kasprowy Wierch stations. The research group is still investigating reasons, but 
speculate it may be attributed to local sources from close-by city/industry environments [Bartyzel, 
2015]. 
Halon-1301 is soluble in water (saturation: 30 mg/L at 20°C, in contact with modern air with 3.15 pptv 
Halon-1301: 7.4 fmol/L at 20°C, 10 m elevation) [Deeds, 2008]. In contrast to the solubility of SF6, which 
had been well studied and directly measured [Wilhelm et al., 1977; Bullister et al., 2002], the solubility 
parameters of Halon-1301 had only been estimated by Deeds (2008) using the solubility estimation 
methods of Meylan and Howard (1991) and Meylan et al. (1996). Actual solubility measurements of 
Halon-1301 were not available in literature (according to extensive searches and further backed up by 
personal communication with Daniel Deeds, 06/03/2015). Robust and precise solubility measurements 
are important for inferring groundwater age from aqueous concentrations of Halon-1301. 
Overall, these properties meet many of the key properties required for its use as a groundwater age 
tracer. However, little was known considering Halon-1301’s conservativeness and contamination 
potential in groundwater and its performance in groundwater for the use as an age tracer relative to 
other tracers. To fully assess the potential of Halon-1301 as a groundwater age tracer the following 
questions needed to be answered: 
 Is Halon-1301 easily determinable in groundwater and what is its application range (depending on 
the LOD of the analysis)? 
 Does Halon-1301 degrade like the structurally similar CFCs in anoxic water [Plummer and Busen-
berg, 1999] or due to hydrolysis [Butler et al., 1991; Sturges et al., 1991; Kanta Rao et al., 2003]? 
 Does Halon-1301 sorb to organic material in soil or elute from sampling material as suggested for 
CFCs [Reynolds et al., 1990; Cook and Solomon, 1995]? 
 Does its use as a fire suppression agent and by-product during pesticide (Fipronil) production lead 
to ‘local’ contamination of groundwater resulting in misleading age estimates, similar to CFCs? 
 Do CFC-13 and Halon-1301 signals (and potentially additional co-eluting compounds) interfere 
during groundwater analysis, which may lead to overestimated Halon-1301 concentrations (e.g. in 
case of CFC-13 contamination)?  
30 
 Most importantly, how does Halon-1301 perform (both alone and in combination with other 
tracers) as an age tracer relative to other tracers in any groundwater environment? 
To answer these questions, 17 New Zealand groundwater samples and various modern (river) water 
samples were analysed for Halon-1301 as part of this study. As shown subsequently, the analysis for 
Halon-1301 allowed for the simultaneous determination of SF6. Both SF6 and Halon-1301 are gaseous 
substances and were expected to have similar behaviour in water. Their simultaneous determination 
therefore allowed for the identification of problems such as contamination, due to contact with air 
during sampling or local sources, or degradation (indicated by elevated/reduced concentrations of one 
of the compounds with respect to the other). 
Modern (equilibrated tap and river) water samples were used with the initial aim of validating the 
previously determined solubility estimates for Halon-1301. On seeing inconsistencies, they were 
instead used to estimate Halon-1301’s solubility. All groundwater samples had been previously dated 
with tritium, CFC-12, CFC-11 and SF6. Piston and exponential piston flow ages were determined for 
Halon-1301 and SF6, inferred by matching their historic input (i.e. atmospheric concentrations) to their 
determined concentrations in the groundwater samples. Comparison of Halon-1301-inferred piston 
flow and exponential piston flow mean residence times (MRTs) to relatively robustly tritium- and SF6-
derived MRTs enabled direct assessment of the performance of Halon-1301 as a groundwater age 
tracer. Comparison of age information estimated from tritium and four different gaseous tracers (SF6, 
Halon-1301 and CFC-12 and CFC-11) in this study allowed for assessment of unsaturated zones 
processes of Halon-1301 and its potential degradation/contamination. Since some of the anoxic 
groundwater samples clearly have shown evidence of CFC degradation, comparison of Halon-1301 
from these samples enabled a first understanding of the potential for degradation of Halon-1301 in 
anoxic groundwater systems. 
4.3 Methods 
Since the methods used to identify Halon-1301 in groundwater and assess its potential use as a 
groundwater age tracer were similar, these are presented together in the following. Firstly, the 
standard gases and water samples used in this study are listed. Secondly, details on the sampling 
procedure of the groundwater samples are given and the analytical procedure for determination of 
Halon-1301 in water is presented. Subsequently the methods for estimation of solubility, calibration 
of the analytical procedure, estimation of the analytical uncertainty and determination of the recharge 
year from concentrations of Halon-1301 are described. 
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4.3.1 Samples  
Standard gases 
A calibrated air standard (prepared by Scripps Institution of Oceanography in 2011, containing mainly 
SF6, CFC-12, CFC-13, Halon-1301 and SF5CF3) and a custom made standard gas (prepared by NOAA 
containing CFC-12, CFC-13, SF6 and SF5CF3 and smaller amounts of other halocarbons, but not 
containing Halon-1301) were analysed. The analysed gas volumes were usually 9.97±0.02 ml (in the 
following referred to as 10 ml) at pressures up to 1 bar at room temperature. In a few cases a larger 
amount (approximately 100 ml samples from ~1 bar to ~20 bar) of the custom made standard gas, 
which contained CFC-13, but lacked Halon-1301, was analysed to assess the analytical sensitivity for 
CFC-13. Additionally, using the same analytical setup, 0.502 ± 0.001 ml (in the following referred to as 
0.5 ml) of a standard gas mixture prepared by New Zealand Industrial Gases (NZIG) containing only 
Halon-1301 and SF6 was analysed. The detailed composition of the three analysed gases can be found 
in Tab. 4-1. It was believed that there were no detectable traces of Halon-1301 in the CFC-13 only 
standard (custom made NOAA standard) or CFC-13 in the Halon-1301 only standard (custom made 
NZIG standard). There may have been detectable traces of compounds with similar retention time to 
Halon-1301 and CFC-13 in the analysed gases, which may have interfered with the Halon-1301 signal 
(potential interfering candidates are further evaluated in Appendix B1). However, analysis of these 
standard gases, calibrated air and modern water demonstrated this was not a likely problem. 
Table 4-1: Compounds and their concentrations in calibrated air standard and two custom made standard gases used in this 
study, * standards were gravimetrically prepared, because absolute standards for these compounds are not available 
Compound Calibrated air (Scripps) 
Custom made standard gas 
(NOAA) 
Custom made standard gas 
(NZIG) 
SF6 7.53 (±0.81) ppt 10.70 (±0.02) ppt (analysed) 1.02 (± 0.1) ppb 
CFC-13 
Not reported, but approx. as 
atmospheric concentration at 
time of filling (5.3 ppt) 
10.1 (±0.1) ppt (gravimetric 
blend*) 
None 
Halon-1301 3.27 (±1.55) ppt None 3.16 (± 0.3) ppb 
SF5CF3 
Not reported, but determined 
from atm. conc. (0.16ppt) 
21.5 (±0.4) ppt (gravimetric 
blend*) 
None 
CFC-12 530.80 (± 0.06) ppt 544.5 (±1.5) ppt (analysed) None 
others 
Other CFCs and Halon gases 
usually contained in air 
~ 10.1 ppt of HFC-32, HFC-23, 
HFC-125, HFC-143a,CFC-115 
None 
Water samples 
River water and a variety of equilibrated (at close to constant temperature) tap water samples were 
taken as representative modern water samples, to verify concentrations of Halon-1301 and CFC-13 in 
modern water and to confirm estimated solubility data. This method presupposed no contamination 
of CFC-13, SF6 or Halon-1301 from air in the lab facilities, surrounding environment or river sampling 
locations, which seemed reasonable, due to the absence of sources of these compounds in these areas. 
To confirm the absence of elevated SF6, CFC-13 and Halon-1301 concentrations in the lab facilities, air 
samples were regularly analysed. To enable a relatively comprehensive assessment of the use of Halon-
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1301 as a groundwater age tracer, groundwater samples previously dated with tritium, SF6, CFC-12 and 
CFC-11 covering a wide range of mean residence times and including anoxic and oxic samples and 
samples with apparent contamination/degradation of the CFCs were chosen.  
Simultaneous analysis for Halon-1301 and SF6 in 35 groundwater samples and eight river and 
equilibrated tap water samples was carried out. The groundwater samples were taken from 17 
different sites in the Wellington region from three different aquifer systems (the Lower Hutt and the 
Wairarapa Groundwater Zone and the Wainuiomata aquifer described in Chapter 3). The sampling 
sites, number of samples taken for Halon-1301 analysis and corresponding aquifer systems are 
summarized in Tab. 4-2. Table 4-2 also includes the previously determined recharge temperature and 
amount of excess air (determined by Ar and N2 analysis) [Stewart and Morgenstern, 2001; Jones and 
Gyopari, 2006; Tidswell et al., 2012], the number of previously determined CFC -11 and -12, SF6 and 
tritium data and the waters’ oxygen content (anoxic/oxic17). The location of the sampling sites is 
illustrated in Fig. 3-2 in Chapter 3.  
Table 4-2: Summary of water samples analysed in this study: site number, amount of duplicates analysed, recharge 
temperature and excess air determined from noble gas analysis, oxygen content b and number of available CFC, tritium and 
SF6 data; a no data are available for this site - average NZ recharge temperature of 12.1ᵒC ±1.8 and average NZ excess air 12.1 
± 1.8 ml(STP)/L [van der Raaij and Beyer,  2015] are used; b oxic or anoxic water (distinguished according to dissolved oxygen 
(DO) concentration), detailed DO data and tracer sampling times can be found in Tab. 2-2 in Chapter 2. 
Site # 
# of water 
samples analysed 
for Halon-1301 
recharge 
temperature 
[ᵒC] 
Excess air 
[ml(STP)/L] 
oxic/ 
anoxic 
waterb 
#  of 
SF6 
data 
# of 
CFC 
data 
# of 
tritium 
data 
25 3 10.7 ± 1.8 0.6 ± 0.9 oxic 2 1 2 
6 3 14.2 ± 1.9 -0.7 ± 0.9 oxic 1 2 4 
4 3 12.3 ± 1.9 1.0 ± 0.8 anoxic 4 3 9 
3 3 15.8 ± 2.1 2.3 ± 0.9 anoxic 2 1 3 
15 4 15.4; 12.3 2.9±1.8a oxic 1 1 1 
26 3 10.4 ± 1.5 0.8 ± 0.8 anoxic 3 2 4 
27 3 12.1 ± 1.8 a 2.9 ± 1.8 a anoxic 2 1 3 
11 3 9.7 ± 1.5 0.3 ± 0.8 anoxic 3 2 1 
1 3 10.8 ± 1.2 0.6 ± 0.6 anoxic 1 2 2 
23 1 14.0 ± 0.1 2.1 ± 0.2 anoxic 2 1 1 
22 1 10.7 ± 1.6 2.0 ± 0.8 anoxic 3 2 3 
20 1 20.0 ± 2.4 5.5 ± 0.9 anoxic 2 1 2 
16 1 20.7 ± 1.5 -3.4 ± 0.8 anoxic 2 1 1 
17 1 9.4 ± 1.8 3.0 ± 1.0 anoxic 1 0 1 
19 1 10.3 ± 1.8 0.1 ± 1.0 anoxic 2 1 3 
24 1 14.2 ± 1.5 -0.3 ± 0.8 oxic 2 1 0 
21 1 12.7 ± 1.5 -0.4 ± 0.8 oxic 2 1 1 
18 1 11.4 ± 1.7 2.4 ± 0.8 oxic 1 0 2 
equilibr. water 4 14.4; 19.8 n/a oxic 1 1 0 
                                                          
17 Water that contained > 0.5 mg/L DO was considered as oxic (≤ 0.5 mg/L was considered as anoxic). The 
threshold of 0.5 mg/L was chosen based on recommendation of McMahon and Chapelle (2008) and Jurgens et 
al. (2009) and because the variation in major ion concentrations ≤ 0.5 mg/L DO was significantly larger than > 0.5 
mg/L (see Appendix D2 for detail). 
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To collect water for determination of Halon-1301 (and CFC-13), the standard sampling procedure used 
for collection of water for determination of other water soluble gaseous tracers such as SF6 and CFCs 
was followed. To ensure the sampling of fresh unexposed groundwater (i.e. not the water stagnating 
in the dead volume of the well), the well was flushed at least three times of its volume and until 
conductivity, pH and dissolved oxygen (DO) stabilized [Daughney et al., 2006]. To avoid alteration of 
Halon-1301 (and CFC-13) concentrations with UV light and contamination or adsorption of Halon-1301 
and SF6 (and CFC-13) from/onto the sampling material (assuming Halon-1301 behaves similar to 
structurally similar CFCs), only brown borosilicate glass bottles and nylon tubing were used and the 
use of PTFE/Teflon or other fluorine baring plastics was avoided [Reynolds et al., 1990; van der Raaij 
and Beyer, 2015]. To avoid contamination of the samples with modern air, sampling was carried out 
under rigorous exclusion of air by inserting a nylon tube to the bottom of the sampling bottle and filling 
it from the bottom. Then the bottle was let to overflow, so the water volume was replaced by several 
bottle volumes. The bottle was quickly capped and checked for presence of bubbles and if necessary 
the sampling process was repeated until no bubble was present. Groundwater samples in the Lower 
Hutt Groundwater Zone (LHGWZ) and river water samples were collected as triplicates, of which two 
were analysed directly after sampling and one was analysed after seven weeks storage at 14°C to 
assess potential degradation of Halon-1301 in water during storage. One river water sample was 
analysed after 1.23 years of storage at 14°C. The simultaneous determination of SF6 and Halon-1301 
allowed for isolation of Halon-1301 degradation, since SF6 was not known to degrade in oxic or anoxic 
environments. An isolated reduced concentration in Halon-1301 can indicate Halon-1301 degradation, 
in contrast to a combined reduced concentration (of both Halon-1301 and SF6) that can indicate e.g. 
escaping of gas into headspace (i.e. degassing). 
4.3.2 Analytical procedure 
Busenberg and Plummer’s (2008) analytical setup consisting of a gas chromatography (GC) including a 
mole sieve 5A pre-column, a 3 m long column packed with 60-80 mesh Carbograph 1AC coated with 
1% AT-100, and attached electron capture detector (ECD) was used.  For the purpose of this study, the 
author is confident that the analytical setup was similar enough to their approach to give comparable 
results, and many replicates under varying conditions were taken to ensure representativeness of the 
results (detailed in Appendix B2). 
To extract the trace gases from the water samples, 1 L water samples were purged in a vacuum-sparge 
extraction system similar to that developed by Busenberg and Plummer (2000). Details on the exact 
apparatus and methodology are given in van der Raaij and Beyer (2015). The GC/ECD signals obtained 
when analysing the purged gas from the 1 L water samples were interpreted by using calibration curves 
established with the gas standards. The solubility relationship, detailed in the following, was then used 
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to determine equivalent atmospheric molar ratios at time of equilibrium/ recharge from aqueous 
concentrations of CFC-13, Halon-1301 and SF6 (which were used to infer age). If applicable, the amount 
of Halon-1301, CFC-13 and SF6 in the water sample was corrected for headspace (as measured in the 
sampling bottle) and/or excess air (as previously determined by dissolved Ar and N2 analysis after 
Heaton and Vogel (1981), further detailed in Appendix B3). 
Please note the sample extraction procedure used in this study was different to the spray equilibrium 
technique used by Busenberg and Plummer (2008). Their technique implies sampling of hundreds of 
litres of water until equilibrium between a headspace (of approximately 100 ml) and the water phase 
is reached. The concentration of tracers is essentially equivalent to their atmospheric concentration at 
time of recharge of the analysed water. The concentrations of extracted tracers in the purge gas (this 
study) and the equilibrated headspace (Busenberg and Plummer’s study) were determined on a similar 
analytical setup [Busenberg and Plummer, 2008]. This implied that concentrations and limit of 
detection determined when using standard gases and present day air in Busenberg and Plummer’s 
(2008) study and this study were relatively comparable, but may have differed for concentrations 
determined in water, dependent on the extraction method used. 
4.3.3 Solubility 
To confirm whether the signal determined in water relates to Halon-1301 or CFC-13, their equivalent 
atmospheric concentration was determined using the solubility relationship (also referred to as Clarke-
Glew-Weiss fit) in Eqn. 4-1 [Warner and Weiss, 1985] and solubility parameters given in Tab. 4-3. Since 
only solubility estimates for Halon-1301 were available [Deeds, 2008] and solubility is important for 
inference of the recharge year from Halon-1301 concentrations in groundwater, modern (equilibrated 
tap and river) water was used to validate the previously determined solubility estimates for Halon-
1301. On seeing inconsistencies, solubility was estimated using modern (equilibrated tap and river) 
water and relatively young oxic groundwater samples (with a MRT <2 years)18 at temperatures ranging 
from 280 to 300 K. To estimate the robustness of the estimated Halon-1301 solubility, the solubility of 
SF6 was also determined in these samples. 
Table 4-3: Reported solubility parameters for Halon-1301 and CFC-13 and resulting Henry coefficient at 12.5 ˚C and 10 m 
elevation; * estimated solubility parameters for Halon-1301 in this study with an uncertainty of 10% 
Compound Reference 
Solubility parameters for Henry/Bunsen/Ostwald coefficient 
A B C Solubility Coefficient 
CFC-13 Scharlin and Battino (1995) -157.11 229.8978 67.90798 Ostwald [L/L] 
CFC-13 Deeds (2008) -34.7447 53.1175 11.9348 Bunsen [L/L] 
SF6 Bullister et al. (2002) -96.5975 139.883 37.8193 Henry [mol/L/atm] 
Halon-1301 Deeds (2008) -92.9683 140.1702 36.3776 Henry [mol/L/atm] 
Halon-1301 this study* -91.878 139.001 35.478 Henry [mol/L/atm] 
                                                          
18 These modern waters were specifically collected for estimation of the solubility of Halon-1301. 
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Solubility relationship: ln𝐾𝑥  = 𝐴 + 𝐵
100
𝑇
+ 𝐶 ln
𝑇
100
 ,        Eqn. 4-1     
with Kx as the solubility - estimated as one of Henry’s (KH), Bunsen (KB) or Ostwald (KO) coefficient, T as 
the recharge temperature (in K) and A, B, C as the solubility fit parameters, given in Tab. 4-3. A salinity 
term can be added to Eqn. 4-1, but this is negligible for most groundwater applications, so was ignored 
here. The Ostwald and Bunsen coefficients can both be expressed as Henry coefficient according to 
the following relationships given in Eqn.4- 2 A and B [Emerson and Hedges, 2008].  
Solubility coefficients: A:   𝐾𝐻 =
𝐾𝑂
𝑅×𝑇
      and      B:    𝐾𝐻 =   
𝐾𝐵
𝑅×273.15𝐾
  ,         Eqn. 4-2 
where R as the gas constant (8.314 J/K/mol). 
4.3.4 Calibration 
The amount of Halon-1301, CFC-13 and SF6 in water was determined by establishing a calibration curve  
(least square fit, forced through 0/0)19 with approximately 10 ml certified air standard at various 
pressures. A calibration curve was established every day before measurement commenced, since the 
performance of the GC/ECD could change from day to day, due to fluctuations in the environment (e.g. 
temperature) or aging of the GC material (e.g. column fill). Because Halon-1301 concentrations in 10 
ml calibrated air standard did not sufficiently cover concentrations obtained in modern water samples, 
another standard gas containing larger amounts of Halon-1301 and SF6 prepared by NZIG (composition 
stated in Tab. 4-1) was used in a smaller standard loop of approximately 0.5 ml at various pressures. 
Additionally tap water samples ranging from ~1 to ~15 L volume and 10 ml modern air samples at 
pressures from ~1 to ~3.5 bar were analysed to assess the linearity of the ECD signal towards Halon-
1301 concentrations in the concentration range obtained in old to modern 1 L groundwater samples. 
If linearity was found, then previously determined calibration curves (using the calibrated air standard) 
were linearly up-scaled to estimate Halon-1301 concentrations in groundwater.20 The additional 
uncertainty introduced by this approach was taken into account when interpreting the findings (see 
section 4.5).  
4.3.5 Analytical uncertainty 
To determine the overall relative uncertainty arising from the analytical procedure, the 
EURACHEM/CITAC Guide CG4 [Ellison and Williams, 2012] was followed. This guide recommends the 
                                                          
19 The analysis of blank samples (only containing N2) indicated no observable signal for SF6 and Halon-1301. In 
addition, the statistical difference between the intercept of the calibration curves for SF6 and Halon-1301 (when 
not forced through 0/0) were not significant (at 99% confidence). The intercept of the calibration curve was 
therefore considered insignificantly different from 0, hence the calibration curve was forced through 0/0 to 
simplify the calibration procedure and to ensure 0 signal was interpreted as a concentration of 0 (fmol/L, e.g.). 
This procedure was following the suggestions of Helsel and Hirsch (2002) and Caulcutt and Boddy (1983). 
20 This was relevant for all groundwater samples for which calibration curves were established at the time of 
measurement with calibrated air only. 
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method described in Kragten (1994), which also implies a sensitivity analysis. The standard 
measurement error was determined as the total of the following (independent) uncertainties: 
  𝑢𝑡𝑜𝑡𝑎𝑙(𝑥) = √𝑢12 + 𝑢22+𝑢32 + 𝑢42+𝑢52 + 𝑢62 + 𝑢72  .       Eqn. 4-3 
u1: Uncertainty from least square regression (calibration curve) 
u2: Uncertainty in standard gas concentration 
u3: Repeatability error from relative standard deviation of replicates 
u4: Uncertainty related to correction for headspace 
u5: Uncertainty related to correction for excess air 
u6: Uncertainty in recharge temperature  
u7: Uncertainty in solubility 
Replicate samples were analysed to determine the repeatability standard deviation of the analysis. The 
absolute standard deviation was defined as:  𝐴𝑆𝐷𝑖 =  √
(∑[(𝑎𝑖−?̅?𝑖 )]2 )
𝑛−1
 ,         Eqn. 4-4 
where 𝑎𝑖 – 𝑥?̅?   is the difference between the concentrations obtained for one of the replicate 
samples 𝑎𝑖  with overall mean value 𝑥?̅?  for n samples and m number of replicates.  
The overall relative standard deviation can then be determined as mean of all replicate samples: 
𝐷𝑖 = ∑ (
𝐴𝑆𝐷𝑖
?̅?𝑖
) .            Eqn. 4-5 
The limit of detection (LOD) and limit of quantification (LOQ) were determined using the slope and 
standard deviation (SD) of the calibration curve [Shrivastava and Gupta, 2011]:  
 𝐿𝑂𝐷 =  3.3
𝑆𝐷
𝑠𝑙𝑜𝑝𝑒
   and  𝐿𝑂𝑄 =  10
𝑆𝐷
𝑠𝑙𝑜𝑝𝑒
         Eqn. 4-6 
4.3.6 Determination of recharge year 
To assess the performance of Halon-1301 as an age tracer against established age tracers, the recharge 
year or residence time of the groundwater was inferred. For that the equivalent partial pressure of 
Halon-1301 and SF6 in the atmosphere at time of recharge (determined as described in the previous 
sections) was compared to their historic southern hemisphere atmospheric records illustrated in Fig. 
4-1. It was assumed that Halon-1301 concentrations were well mixed across the atmosphere of the 
southern hemisphere as suggested by Montzka and Fraser (2003) and Butler et al. (1998) and local 
sources of Halon-1301 were lacking as indicated by regular analysis of local air in this study, so that 
southern hemisphere atmospheric concentrations could be used to estimate concentrations of Halon-
1301 in recharge in this study. 
The piston flow recharge year can be found when observed (equivalent) atmospheric tracer 
concentrations match historic atmospheric tracer concentrations. However, misleading age 
estimations can be obtained when assuming piston flow, which does not take account of mixing 
processes of groundwater that are usually occurring during discharge or sampling [e.g. Eberts et al., 
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2012]. As discussed in Chapter 2, lumped parameter models (LPMs) are often used to conceptualize 
groundwater mixing and to infer an age distribution and the mean residence time (MRT) of a 
groundwater sample [Maloszewski and Zuber, 1982; Jurgens et al., 2012]. In this study, the commonly 
used exponential piston flow modelling (EPM) was used, which had previously been found to best 
represent tritium and SF6 (time series) data at the studied groundwater sites (as also shown in Chapter 
5). Age (LPM) modelling was carried out using TracerLPM, a commonly used spreadsheet approach to 
fit LPMs to tracer data using a deterministic single ‘best fit’ approach (USGS) [Jurgens et al., 2012]. 
Generally a range of EPMs with various exponential to total flow ratio (in the following referred to as 
E/PM)21 can be fit to single tracer measurements, as obtained for Halon-1301 and SF6 in this study. 
Since the mixing parameter could not be adequately constrained with a single measurement of Halon-
1301 and SF6, in this study their E/PM was constrained to the E/PM previously (relatively robustly) 
inferred from tritium time series data. It was assumed that this approach was adequate under the 
assumption of steady state at each sampling location, which had been indicated by assessment of time 
series hydrochemistry data (using trend and seasonality analysis, further detailed in Chapter 6). The 
MRTs estimated from SF6 and Halon-1301 in this study were subsequently compared to previously 
determined MRTs inferred from tritium. Halon-1301 concentrations were also assessed with regard to 
previously observed degradation or contamination with the CFCs (CFC-12 and CFC-11) in these waters. 
Since the main interest of this study was to assess how Halon-1301-inferred MRTs compared to MRTs 
derived from other tracers, uncertainty in the inferred MRTs was estimated in a relatively simple error 
propagation approach22. For a more robust uncertainty assessment a probabilistic approach can be 
used as presented in Chapter 5. 
In the following, the findings supporting the identification of Halon-1301 (instead of CFC-13) with the 
analytical method developed by Busenberg and Plummer (2008) are presented. Thereafter the 
assessment of Halon-1301’s performance as an age tracer in comparison to tritium, SF6 and the CFCs 
(-11 and -12) is presented. 
4.4  Results and discussion on the identification of Halon-1301 in groundwater 
Analysis of the custom made standard gases revealed that for the gas containing CFC-13 but lacking 
Halon-1301 (Fig. 4-2) there was no signal peak where Busenberg and Plummer (2008) reported CFC-
13 (at about 2.9 min retention time). However, for the gas containing Halon-1301 (and SF6), but lacking 
CFC-13, the peak at retention time of 2.9 min was present (Fig. 4-3). This clearly identified the peak 
with retention time of 2.9 min in calibrated air as Halon-1301. This also indicated absence of (other) 
                                                          
21 E/PM = 1/n. n had been defined as ratio of total to exponential flow by Maloszewski and Zuber (1982). 
22 Where the upper/lower uncertainty limit of the inferred MRT was determined by interpreting the measured 
concentration ± 1 SD using TracerLPM. 
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co-eluting compounds present in the custom made NOAA standard. For comparison please see the 
chromatogram published by Busenberg and Plummer (2008) (Fig. 4A in their publication).  
Because CFC-13 was not detectable at ambient atmospheric concentrations (Fig. 4-2) with the 
analytical setup used in this study, the sensitivity of the setup towards CFC-13 was assessed by 
analysing 100 ml of the custom made standard gas (NOAA) containing 10.1 pptv of CFC-13, but lacking 
Halon-1301, up to ~20 bar (STP equivalent of around 2 L standard gas or 4 L 2013 air containing 5.3 
pptv). This resulted in the chromatogram illustrated in Fig. 4-4 and showed what may be a very small 
CFC-13 peak at retention time of around 2.9 min. Assuming that the entire signal of this small peak had 
been caused by CFC-13, the detection limit (LOD) for CFC-13 in this study was estimated to be around 
800 fmol (800 x 10-15 mol). This LOD estimate was equivalent to the amount of CFC-13 in 50 L modern 
water (equilibrated at 12.5˚C with atmospheric air in 2013, no headspace, no excess air), or around 4 
L of 2013 air. This implied to adequately quantify CFC-13 concentrations in water recharged in 2013, 
one would need to analyse at least 50 L of water using the vacuum purge system (this study) or around 
4 L of equilibrated headspace using the headspace equilibrium technique (used in Busenberg and 
Plummer’s study). Larger sample amounts would be necessary for water recharged before 2013. 
 
Figure 4-2: Chromatogram of 10 ml custom made NOAA standard containing CFC-13 (almost two times the amount compared 
to ambient air), SF5CF3, CFC-12 and SF6 and 10 ml calibrated air standard showing a missing peak where we expected CFC-13 
to appear according to Busenberg and Plummer (2008) 
The use of relatively large volume of gas at high pressure (i.e. ~100 ml gas at a pressure up to ~20 bar) 
may have overloaded the pre-concentration traps, resulting in insufficient cooling of the gas sample 
being pushed through them. This may have resulted in insufficient trapping and pre-concentration of 
the tracer and a low to no ECD signal23. To assess whether the low to no CFC-13 signal had been caused 
by overloaded traps rather than poor detectability of CFC-13, the extended calibration curves for SF6 
                                                          
23 This is particularly relevant for compounds with low boiling point. For comparison, the boiling point of CFC-13 
is -81.5 °C, that of SF6 is -68.25 °C and that of SF5CF3 is -20.4 °C. 
39 
and SF5CF3 (both can also be determined on the analytical setup developed by Busenberg and Plummer 
(2008)), illustrated in Fig. 4-5, were assessed. The nearly linear signal response towards both 
compounds indicated that both SF6 and SF5CF3 could be adequately determined using ~100 ml gas at 
pressures up to ~20 bar. It was believed that CFC-13 was similarly well trapped, due to the similar 
boiling points of CFC-13 and SF6, although full evidence of this is subject to further study. If CFC-13 was 
less well-trapped, the LOD may actually be slightly higher than the estimated LOD in this study. Overall 
the ECD appeared to be significantly less sensitive to CFC-13 than most other detected compounds24, 
supporting that the peak is actually caused by Halon-1301. 
 
Figure 4-3: Chromatogram of a 0.5 ml gas sample containing Halon-1301 and SF6 (custom made NZIG standard gas) using the 
analytical setup developed by Busenberg and Plummer (2008) 
 
Figure 4-4: Chromatogram of approximately 100 ml custom made NOAA standard gas containing SF6, SF5CF3, CFC-12 and CFC-
13, but lacking Halon-1301 at 20 bar. The very small peak at 2.9 min retention time is potentially CFC-13 
As an additional test to examine whether the signal as detected by Busenberg and Plummer (2008) 
with retention time of 2.9 min relates to Halon-1301 or CFC-13, it was assessed whether calculated 
                                                          
24 Sensitivity is a function of electron affinity, which is dependent on the number and type of halogenated atoms 
in the molecule [e.g. Landowne and Lipsky, 1962; Poole, 2013 and references therein]. Electron affinity generally 
increases with increasing amount of halogen atoms and halogen type (increasing with F, Cl towards Br [Plummer 
et al., 2008]), which explains that CFC-13 (CF3Cl) showed a significantly lower (mol specific) ECD signal compared 
to Halon-1301 (CF3Br). 
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aqueous concentrations matched equivalent atmospheric concentrations. Halon-1301 and CFC-13 
concentrations in water were calculated under two hypotheses: that the signal with retention time of 
2.9 min was Halon-1301, or CFC-13. The hypothetical calibration curves for Halon-1301 and CFC-13, 
illustrated in Fig. 4-625, were established using 10 ml of the calibrated air standard (composition as 
stated in Tab. 4-1) at different pressures and the analytical setup developed by Busenberg and 
Plummer (2008). The Halon-1301/CFC-13 signals obtained during analysis of 1 L tap and river water 
samples were interpreted into equivalent amounts in fmol, summarized in Tab. 4-4.  This was carried 
out by using the established hypothetical calibration curves given in Fig. 4-6 and solubility relationship 
given in Eqn. 4-1 using the solubility estimated by Deeds (2008) for Halon-1301 and Scharlin and 
Battino (1995) and Deeds (2008) for CFC-13. Chromatograms of 10 ml modern air (calibrated air 
standard) and 1 L modern (tap) water samples are shown in Fig. 4-7. 
 
Figure 4-5: Signal response to amount of SF6 and SF5CF3 in 10 and 100 ml custom made standard gas (NOAA) at ambient 
temperature up to 20 bar 
The results summarized in Tab. 4-4 show that the equivalent atmospheric concentration in modern 
water (equilibrated with atmospheric air at time of sampling) was around 3 pptv for Halon-1301 and 
11 pptv for CFC-13. For comparison the atmospheric concentration at time of recharge (i.e. 2013) was 
3.2 pptv for Halon-1301 and 5.3 pptv for CFC-13. These findings showed that the signal at 2.9 minutes 
was commiserate with the expected signal from Halon-1301 at atmospheric 2013 levels, while if it was 
CFC-13, atmospheric concentrations would have been more than twice the 2013 value. These results 
further support that the compound previously identified as CFC-13 is Halon-1301. 
                                                          
25 Please note that the hypothetical standard curves did not cover the signal range obtained for modern water 
samples. Analysis of modern air at pressures ranging from 1 to 3.5 bar and analysis of water samples of 3 to 15 L 
(in Appendix B4) confirmed the nearly linear response of the ECD towards concentrations of Halon-1301/ CFC-
13 at higher concentrations. Only for very high amounts (signals of approximately one order of magnitude higher 
than obtained in modern water) did the quadratic regression fit slightly better than the linear regression. A linear 
relationship between signal and amount was used to estimate concentrations of Halon-1301 and CFC-13 in 
modern water. Since the identification of Halon-1301/CFC-13 was the main aim of this section, uncertainties 
were not determined for the inferred aqueous concentrations and atmospheric concentrations. The reader is 
referred to the subsequent section for details on uncertainty estimates. 
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Figure 4-6: Typical standard curve data for Halon-1301/CFC-13 and equivalent concentration in 10 ml standard gas using the 
gas law relationship (p*V=n*R*T) 
 
Figure 4-7: Chromatogram of 10 ml calibrated air standard and 1 L tap water sample extracted using the vacuum sparge 
system [Busenberg and Plummer, 2000] and the analytical GC/ECD setup based on Busenberg and Plummer (2008) 
Table 4-4: Signals and equivalent amount in fmol of Halon-1301 and CFC-13 obtained in tap and river water using standard 
curve slopes (amount/signal) of 3149.18 and 1942.98 uV/min/fmol for Halon-1301 and CFC-13, respectively and Henry 
coefficients at 12.5˚C and 10 m elevation obtained from various reported data; *^using solubility data reported by *Deeds, 
(2008) and ^Scharlin and Battino (1995) 
Sample 
volume [L] 
Signal peak 
area [uV/min] 
Aqueous conc. 
of Halon-1301 
[fmol] 
Aqueous conc. 
of CFC-13 [fmol] 
Atmospheric 
conc. of Halon-
1301 [pptv] 
Atmospheric 
concentration of 
CFC-13 [pptv] 
Tapwater 
0.92 24841 8.57 13.90 2.60* 11.01^ 11.94* 
2.76 80837 9.30 15.07 2.82* 11.95^ 12.95* 
4.6 120625 8.33 13.50 2.53* 10.70^ 11.59* 
9.2 230874 7.97 12.92 2.42* 10.24^ 11.09* 
River water 
0.92 27275 9.41 15.26 2.86* 12.09^ 13.11* 
0.92 26414 9.12 14.78 2.77* 11.71^ 12.69* 
The identification of the compound with retention time of 2.9 min as Halon-1301 using different gas 
standards and calibrated air was also in agreement with the conclusions of Rosiek et al. (2013), who 
had followed the general setup suggested by Busenberg and Plummer (2008), but with a longer (8 m 
instead of 3 m) column for separation of CFC-13 and Halon-1301. They had also improved the 
sensitivity of the analysis towards CFC-13, Halon-1301 and SF5CF3 with a custom made detector setup 
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[Rosiek et al., 2013]. They had analysed a calibrated air standard and additionally a custom gas 
containing CFC-13 only. The latter had allowed them to definitively identify the CFC-13 peak, which in 
the calibrated air standard had approximately been an order of magnitude lower than another 
compound at a very similar retention time (see Fig. 5 in Rosiek et al. (2013)), which they had concluded 
was Halon-1301 based on molecular structure. The results presented in this study, which included both 
a custom gas containing Halon-1301 and excluding CFC-13, and vice versa, and analysis of modern 
water samples provided more compelling evidence to confirm Rosiek et al.’s conclusion.  
This study and Rosiek et al. (2013) suggested CFC-13 was at or below the LOD using the analytical setup 
developed by Busenberg and Plummer (2008) and either tracer extraction methods (headspace 
equilibrium or vacuum sparge technique) for normal groundwater applications considering achievable 
sample volumes and normal concentrations in water and air. Rosiek et al. (2013) reports an LOD for 
CFC-13 equivalent to 7 fmol (18.6 pptv at 10 ml ambient air), which is significantly lower than the LOD 
of around 800 fmol approximated in this study. This difference may have been caused by overload of 
the pre-concentration traps, discussed earlier, or by a difference in ECD performance (dependent e.g. 
on type of electron source or signal). However, this study’s approximated LOD is somewhat in line with 
Sousa and Bialkowski (2001), who report a detection limit of 90 pg for HCFC-22 (CHF2Cl)26 that is ~ 
1,000 fmol. For comparison, the CFC-13 concentration in 1 L water equilibrated with atmospheric air 
in 2013 (containing 5.3 pptv CFC-13, at 12.5°C and 10 m elevation, using solubility data from Deeds 
(2008)) is equivalent to 6.17 fmol CFC-13, which is just at the LOD reported by Rosiek et al. (2013) and 
far below the LOD estimated in this study. 
Overall it was shown that the signal previously reported to have been caused by CFC-13 by Busenberg 
and Plummer (2008) is almost entirely caused by Halon-1301. This was demonstrated by agreement of 
Halon-1301 mole specific signals in calibrated air (containing various other compounds, such as HCFCs) 
and a standard only containing Halon-1301 and SF6, where a linear calibration curve was established 
using both standards. It was also shown that interfering signals of co-eluting compounds with the 
Halon-1301, such as CFC-13, were not a major problem when analysing 1 L modern water samples. 
Rosiek et al. (2013) also provided strong evidence for the absence of interfering signals in air caused 
by compounds with similar retention time as Halon-1301 and CFC-13 (see Fig. 5 in Rosiek et al. (2013)). 
However, further study is needed to confirm this exclusively, e.g. by assessing the retention time of 
potential co-eluting compounds on the GC column used in this study and assessment of the 
concentration range of potential co-eluting compounds in groundwater at normal/elevated 
atmospheric concentrations.  
                                                          
26 CHF2Cl is expected to results in a similar ECD signal intensity due to its similar structure (same amount of ECD 
sensitive atoms: 2 F and 1 Cl and similar size). 
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4.5 Results and discussion on the assessment of Halon-1301 for the use as an age 
tracer 
As shown in the previous section, Halon-1301 can be adequately determined on the GC/ECD setup 
developed by Busenberg and Plummer (2008), which is an important requirement for its use as a 
groundwater age tracer. In the following section further evidence is presented that supports the 
applicability of Halon-1301 as a groundwater age tracer based on its performance as an age tracer in 
various groundwater samples (of different age and groundwater environment). As mentioned 
previously, the analytical setup allowed for the simultaneous determination of Halon-1301, SF6 and 
potentially CFC-12 (if appropriate standard gases are used for calibration). This three way simultaneous 
determination of three independent tracers can aid more robust groundwater dating, due to the ability 
to identify problems related to the limited application range of the individual tracers. These are contact 
with air during sampling (indicated by an increased concentration of all three gas tracers), 
degradation/contamination of one or more of the gas tracers (indicated by a reduced/increased 
concentration, respectively) or unsaturated zone processes, such as diffusion or retardation (indicated 
by a reduced concentration of one or more of the gas tracers in comparison to a non-gaseous tracer 
such as tritium). 
4.5.1.1 Calibration curve 
Figure 4-8 illustrates the calibration curve established with the calibrated air standard (Scripps) and 
highly concentrated Halon-1301 standard (NZIG) with a nearly linear response of the ECD towards 
Halon-1301 concentration in the concentration range obtained for groundwater samples (signal up to 
30 mV/min for modern water). Given this evidence of a linear signal response up to concentrations 
obtained in modern water, also confirming the findings presented earlier in Fig. 4-6, the calibration 
curve of Halon-1301 obtained with the calibrated air standard was linearly up-scaled to estimate 
concentrations of Halon-1301 in all groundwater samples. Using this approach introduced additional 
uncertainty, which was taken into account during discussion of the inferred MRTs (for further detail, 
see section 4.5.1.4 and Appendix B5). 
 
Figure 4-8: Calibration curve (LEFT) and residual plot (RIGHT) for Halon-1301 using 10 ml calibrated air standard (category 1) 
and 0.5 ml highly concentrated Halon-1301 standard (NZIG) (category 2) 
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4.5.1.2 Uncertainty 
Uncertainty assessment showed that the analysis allowed for an average repeatability of 3.6 % for 
Halon-1301 (and 2.8 % for SF6) and an average standard deviation of the calibration curve of 9.8 % for 
Halon-1301 (and 6.9 % for SF6). The overall analytical uncertainty in an average New Zealand 
groundwater sample27 was 4.7 % for Halon-1301 (and 9.0 % for SF628). Due to its characteristic S-shaped 
atmospheric history, this led to a larger uncertainty in inferred piston flow age for waters recharged 
before 1975 and after about 2000 when using Halon-1301 as illustrated in Fig. 4-9. The limit of 
detection (LOD) and limit of quantification (LOQ) of the analytical setup was 0.32 fmol/L and 0.98 
fmol/L, respectively, for Halon-1301 (and 0.23 fmol/L and 0.69 fmol/L, respectively, for SF6). For 
comparison, the LOQ was equivalent to a recharge year of 1975 for Halon-1301, at average recharge 
temperature (12.1°C), 10 m elevation and absence of excess air and headspace. 
 
Figure 4-9: Effect of relative analytical uncertainty on inferred piston flow recharge year for SF6 and Halon-1301 
Sensitivity analysis showed that the most significant contributors to the overall uncertainty in the 
determination of Halon-1301 and SF6 were uncertainties related to the calibration curve, repeatability, 
excess air and headspace correction. The main uncertainty for the determination of Halon-1301 was 
related to uncertainty of the calibration curve and repeatability. Without considering headspace and 
excess air, the total uncertainty became only marginally smaller for Halon-1301 (4.4 % instead of 4.6 
%), but significantly smaller for SF6 (3.2 % instead of 9.0 %). Detailed uncertainties in the inferred MRT 
for each groundwater sample are presented in section 4.5.1.4. 
                                                          
27 A detailed study in New Zealand [van der Raaij and Beyer, 2015] showed groundwater samples have an average 
recharge temperature of 12.1±1.8°C; 2.9±1 ml (STP)/kg excess air and 0.5±0.05 ml headspace volume. 
28 Please note if SF6 alone is analysed using a different GC column, it can be more accurately resolved with 4.5 % 
overall uncertainty [van der Raaij and Beyer, 2015]. The aim of this study was to simultaneously determine the 
two gaseous tracers SF6 and Halon-1301 with a particular focus on resolving the Halon-1301 signal accurately. 
The higher uncertainty in SF6 determination when using the presented approach may be resolved by adjustment 
of the GC column, ECD conditions or sampling technique, or processing of the ECD signal to enhance the signal 
recovery of SF6. Appendix B6 shows promising findings when applying processing/filtering to the ECD signal with 
regard to the signal recovery of SF6 and Halon-1301 and proposes sampling techniques which may potentially 
further improve their determination in groundwater. 
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4.5.1.3 Solubility 
Figure 4-10 shows the solubility (ln KH) of SF6 and Halon-1301 estimated using modern groundwater 
and equilibrated tap and river water in comparison to the solubility estimated by Deeds (2008) and 
determined by Bullister et al. (2002) for Halon-1301 and SF6, respectively. Table 4-3 contains the 
solubility parameters that were derived from the found relationship in Fig. 4-10 along with previously 
reported solubility parameters. As can be seen, the estimated solubility of SF6 agreed well with its 
reported solubility, which indicated that the approach in this study should give relatively robust Halon-
1301 solubility estimates. The solubility of Halon-1301 inferred in this study was significantly lower 
than the Deeds (2008) estimated solubility. When using the Deeds (2008) estimated solubility 
parameters, Halon-1301 concentrations were obtained which resulted in significantly older inferred 
Halon-1301 ages compared to tritium and SF6 ages with an average discrepancy of +12 years in 
equilibrated tap and river water (note also the differences in inferred atmospheric concentrations to 
actual atmospheric concentrations when analysing modern (equilibrated) water to support the 
identification of Halon-1301 in Tab. 4-4). This offset was removed when using Halon-1301’s solubility 
parameters estimated in this study. This further supports that the solubility of Halon-1301 estimated 
in this study better reflects its actual solubility than the solubility previously estimated according to its 
structure. 
 
Figure 4-10: Estimated solubility (ln KH) of Halon-1301 and SF6 determined in equilibrated tap water, river water, and oxic 
young groundwater in comparison to reported solubility data using solubility data from Deeds (2008) for Halon-1301and 
Bullister et al. (2002) for SF6 
Due to absence of robust solubility data of Halon-1301, the solubility parameters estimated in this 
study (Tab. 4-3) were used to infer equivalent atmospheric Halon-1301 concentrations and with that 
derive Halon-1301 ages. The estimated solubility had a relatively large uncertainty of 9.8 % (estimated 
using regression analysis in Fig. 4-10), due to scatter in the data which may have been caused by e.g. 
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uncertainty in recharge temperature, unaccounted heterogeneity or mixing of water. Uncertainty in 
solubility added to the analytical uncertainty determined in the previous section, so that the overall 
uncertainty increased from 4.7 to 9.7 %. This increased uncertainty in turn affected uncertainty in 
inferred Halon-1301 age as discussed in the following section. Accurate measurement of the solubility 
of Halon-1301 was beyond the scope of this study. Due to the extremely low solubility of Halon-1301, 
specialised equipment is required. Further study is needed to more accurately determine the solubility 
of Halon-1301 to ultimately reduce the uncertainty in Halon-1301-inferred age distributions (as 
demonstrated in Chapter 5). 
4.5.1.4 Assessment of inferred Halon-1301 ages 
In the following, the consistency of inferred Halon-1301 MRTs with MRTs derived from tritium and SF6 
and the conservativeness of Halon-1301 in groundwater is assessed. Inferred MRTs were considered 
as agreeing, i.e. insignificantly different, when their 1 SD uncertainty bounds overlapped (except for 1 
site where 1.1 SD was accepted). Elevated concentrations of Halon-1301, SF6 or the CFCs (>10%) were 
considered as ‘potentially contaminated’ and highly elevated concentrations (>25%) were considered 
as ‘highly contaminated’. For signals at or below the LOD only a lower limit of the mean age could be 
assigned (e.g. recharged before 1970). Details on individual piston and exponential piston flow model 
MRTs and their uncertainty29 inferred from Halon-1301 and SF6 measurements determined in this 
study are listed in Tab. 4-5. In the following, all comparisons are made in relation to a total of 18 
samples: 17 groundwater samples + 1 modern water sample (= average of various modern water 
samples). For comparison, Tab. 4-5 also contains MRTs that had been estimated from tritium, CFC and 
SF6 in previous studies for these 18 samples.  
 
Figure 4-11: Piston flow and exponential piston flow ages (MRTs) inferred from Halon-1301 and SF6 concentrations, including 
error bars (1 SD uncertainty as overall uncertainty including uncertainty in solubility) 
                                                          
29 Uncertainty was estimated using an error propagation approach, see section 4.3.3 for detail. 
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When using the piston flow model (PM) to conceptualize groundwater mixing, the estimated Halon-
1301 MRTs were on average 5.4 years higher than the estimated SF6 MRTs (over the entire age range) 
as illustrated in Fig. 4-11. However, as discussed previously, piston flow ages are unrealistic as they 
neglect mixing of water, also indicated by previously determined EPM ages inferred from tritium and 
SF6 at the studied sites [e.g. Morgenstern and Taylor, 2009]. In the following the exponential piston 
flow model was used to conceptualize groundwater mixing. It was found that the choice of LPM 
significantly affected the age estimation with Halon-1301. This was attributed to its non-linear, S-
shaped atmospheric input that was skewed during mixing (depending on the LPM choice). For SF6, this 
was less of a problem, due to its nearly linear atmospheric input since the late 1980s. This finding 
highlighted the importance of considering mixing processes for estimation of groundwater age from 
Halon-1301. The sensitivity of Halon-1301 concentrations towards mixing of groundwater of different 
age also implied that groundwater dating with Halon-1301 may allow better constraining of the mixing 
parameters compared to SF6. However, time series measurements of Halon-1301 are necessary to 
confirm this supposition. A first attempt in assessing the value of time series Halon-1301 data is carried 
out in Chapter 5. 
Consistency of inferred Halon-1301 ages with inferred tritium and SF6 ages using the EPM 
Comparison of inferred Halon-1301 and SF6 MRTs when using the EPM to previously derived tritium 
MRTs in Fig. 4-12 allowed the assessment of whether differences in inferred MRTs have been caused 
by processes affecting both gaseous tracers (such as lag-time in the unsaturated zone) or only Halon-
1301 (such as potential degradation or sorption which does not occur for SF6). Where present, samples 
exhibiting probable CFC degradation/contamination are highlighted in Fig. 4-12. Comparison to 
inferred CFC ages could not be made, because all samples (with available CFC data) were either 
degraded and/or contaminated in one or both CFC-11 and -12. 
At one of 18 sites both gases and tritium were close to the LOD, but evidence of slight contamination 
with modern air during sampling was found, indicated by elevated concentrations of both SF6 and 
Halon-1301 which were incompatible with their low tritium concentrations. Evaluation of the 
performance of Halon-1301 as an age tracer in comparison to SF6 and tritium was not possible for this 
sample, which was therefore excluded for the overall comparison. For the majority of the remaining 
17 samples, inferred SF6 ages agreed well with previously determined tritium ages, which indicated 
that unsaturated zone processes were not significant in this study.  
Halon-1301-inferred MRTs of 12 of 17 samples were in agreement with tritium- and SF6-inferred MRTs 
(within an uncertainty of ~1 SD). This included four older groundwater samples, which showed 
concentrations at or close to the LOD of tritium, and were also free of Halon-1301 (Fig. 4-12 and Tab. 
4-5). For the remaining waters (all > 1 year old and anoxic), inferred Halon-1301 ages were significantly 
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higher compared to tritium/SF6 ages. The reasons for this offset are discussed in the following 
subsection along with the assessment of Halon-1301’s conservativeness. 
Table 4-5 showed that the relatively large uncertainty in its estimated solubility led to additional 
uncertainty in Halon-1301-inferred MRTs compared to estimates assuming only 1 % uncertainty in 
solubility, for demonstration purposes. An up to 170 % or 7 years higher uncertainty in Halon-1301-
inferred MRTs was found when accounting for uncertainty in the estimated solubility. This implied that 
Halon-1301-inferred MRTs can potentially be better constrained with a more accurate solubility 
estimate. This also implied that the full potential of Halon-1301 as an age tracer could not be realised 
due to absence of accurate /robust solubility data. 
 
Figure 4-12: Summary of MRTs including error bars (± 1 SD analytical uncertainty including uncertainty in solubility) inferred 
from Halon-1301, SF6 vs mean residence times inferred from tritium using the exponential piston flow model, data points are 
highlighted according to CFC-12/CFC-11 contamination/degradation (see legend); Halon-1301 and SF6 were determined in 
this study, tritium and the CFCs had been determined in previous study(s); the abbreviations ‘c’ and ‘d’ in the legend refer to: 
contaminated and degraded in one or both CFCs, respectively; c/d refer to contamination and degradation was observed for 
either CFC-12 or CFC-11; ‘n/a’ refers to no available CFC data. 
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Table 4-5: Summary of obtained exponential piston flow ages (MRT) inferred from Halon-1301 and SF6 (determined in this study), tritium, CFC-12/ CFC-11 (determined in previous studies); 
contaminated samples (>10%) are displayed ‘C’, highly contaminated samples (>25%) are displayed as ‘HC’; ‘D’ refers to potentially degraded; signals below or at LOD are illustrated ‘LOD’  
a sampling date: 02/12/2013; b sampling date: 10/12/2013; c uncertainty (± 1 SD) including/excluding uncertainty in solubility, d E/PM= mixing ratio of exponential to total flow as defined in Eqn. 
2-2 in Chapter 2, which had previously been inferred from tritium (time series) data 
 
equivalent atmospheric concentration inferred MRT when using EPM previously det. age information 
Halon-1301 SF6 Halon-1301 SF6 tritium CFC-12/ CFC-11 
Well # pptv 
± c 
(incl. 
solub.) 
± c 
(excl. 
solub.) 
pptv ± 
MRT 
[years] 
+ c 
(incl. 
solub.) 
-  c 
(incl. 
solub.) 
+ c 
(excl. 
solub.) 
-  c 
(excl. 
solub.) 
MRT 
[years] 
+ - E/PMd 
MRT 
[years] 
MRT [years] 
15 3.72 0.65 0.56 7.14 0.56 0 HC 4 C 2 1.5 2 1.4 var. 0 n/a 
6a 3.60 0.46 0.19 10.02 1.74 0 C 2 C 0 HC HC 0.1 var. 1.0 C/n/a 
21b 3.77 0.59 0.28 10.63 1.34 C HC 0 C 0 HC HC 0.1 var. 1.0 C/HC 
24b 3.47 0.52 0.18 9.14 1.14 0 C 7 0 0 C C 0.5 var. 1.5 C/12 
25a 2.95 0.78 0.67 8.21 1.09 7 C 11 7 9 0.1 1.9 C var. 2.0 HC/24 
19b 2.22 0.35 0.16 6.04 0.85 18 5 5 2.5 2 7 4 3.5 0.8 2.5 19/D 
11a 2.66 0.26 0.11 5.23 0.34 11 4 4 1 2 10 2 1 var. 9.0 27/C 
22b 2.06 0.22 0.09 4.43 0.34 20 4 4 1.5 2 15 2.5 2 0.9 13 C/D 
3a 0.25 0.12 0.11 3.65 0.50 135 25 45 23 38 21 5 3.5 0.8 16 C/C 
1a 0.57 0.05 0.02 2.77 0.23 53 2 2 1 1 26 2 2 0.7 18 21/D 
4a 0.05 0.12 0.11 2.03 0.26 55 8 >14 8 >14 27 2 2 0.4 40 85 
20b 0.05 0.00 0.00 1.65 0.10 234 5 4 2 4 52 3 3 0.9 25 D/D 
23b 1.22 0.13 0.05 3.19 0.12 41 4 5 2 2 25.5 2 1.5 0.9 >21 39/D 
18b 0.62 0.09 0.04 1.30 0.12 62 6 5 3 2 51.5 4.5 3.5 0.8 75 - 
26a LOD - - LOD - - - - - - - - - 0.1 100 95 
17b 0.05 0.01 0.00 0.12 0.01 234 6 6 6 6 215 10 5 0.9 140 n/a 
27a LOD - - LOD - - - - - - - - - var. 150 LOD/ LOD 
16b LOD - - 1.57 0.71 - - - - - 52 28 17 var. LOD LOD/ LOD 
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Conservativeness of Halon-1301  
No significantly elevated Halon-1301 concentrations were found, although the sites covered situations 
of land use and well construction that resulted in CFC contamination (Fig. 4-12 and Tab. 4-5). A 
significantly elevated Halon-1301 concentration was only found for one site in concert with an elevated 
SF6 concentration, suggesting that the sample was contaminated with air during sampling rather than 
contaminated from (anthropogenic) sources of Halon-1301. This indicated absence of contamination 
for Halon-1301 from local sources at the studied sites. This has to be evaluated further, e.g. in 
groundwater recharged close to airports, where Halon-1301 is still in use as a fire suppressant during 
fuelling of planes. The absence of elevated Halon-1301 concentrations in this study may have also 
indicated that interference of the Halon-1301 signal with signals caused by CFC-13 or other co-eluting 
compounds was not an issue in the studied groundwater samples. However, this needs to be assessed 
further in groundwater with elevated concentrations of CFC-13 and/or other potentially co-eluting 
compounds. 
Significantly reduced concentrations of Halon-1301 relative to SF6 and tritium, i.e. higher Halon-1301 
MRTs to tritium and SF6 MRTs over an age range from 2.5 to 40 years MRT, were found in five of 17 
groundwater samples, where direct age comparison could be made. These samples also showed 
evidence of more significant degradation of one or both CFC-11 and CFC-12 (if the sample was not 
contaminated with the CFCs). There are several possibilities for reduced Halon-1301 concentrations, 
which are assessed in detail in Appendix B5. A summary is presented in the following.  
The assessment of reduced Halon-1301 concentrations showed degassing into headspace created by 
denitrification, production of methane or when groundwater is brought to the ground surface could 
be excluded, since this would have affected all determined gas tracers to the highest extent the least 
water soluble SF6. Reduced concentrations of both Halon-1301 and SF6 were not found in any of the 
analysed samples. Lag-time in the unsaturated zone was also excluded, because this would have 
affected all gas tracers, dependent on their diffusion coefficient [Gooddy et al., 2006] and reduced 
concentrations of Halon-1301, SF6 and the CFCs were not found in any of the samples. Assuming that 
Halon-1301 behaved similarly to the CFCs with regard to sorption to specific materials, the risk of 
sorption to well casing and sampling material was considered minimal as robust sampling procedures 
established for the CFCs and SF6 were followed. The remaining possibilities for reduced Halon-1301 
concentrations were: 
I) Increased Halon-1301-inferred MRTs in younger water samples with a tritium- and SF6-inferred 
MRT ≤ 15 years (applicable for one of five affected samples) were likely caused by uncertainties 
related to the recent levelling out atmospheric concentrations of Halon-1301 [AGAGE, 2014], which 
made it more difficult to constrain the MRT of these younger waters.  
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II) Increased Halon-1301-inferred MRTs in the remaining, particularly older samples with a tritium- 
and SF6-infererd MRT > 15 years were likely caused by a) degradation30, which is likely to occur 
under anoxic conditions (all affected samples were anoxic); b) sorption to organic material in the 
aquifer (could not be excluded for any of the sites). 
Potential degradation of Halon-1301 during storage was assessed by analysis of groundwater samples 
from six different sites (covering an age range from modern (< 1 year) to over 100 years, and oxic to 
anoxic waters) stored for seven weeks at 14°C. Figure 4-13 illustrates concentrations determined 
before and after storage for seven weeks were within analytical uncertainty. The concentration of 
Halon-1301 in river water stored for over 1.2 years was also not significantly reduced in Halon-1301 
compared to SF6. These findings provided evidence for the stability of Halon-1301 in oxic and anoxic 
water stored up to seven weeks (potentially up to 1.2 years) at 14°C. These findings could not, 
however, provide evidence for the stability of Halon-1301 in oxic and anoxic groundwater residing in 
the subsurface. Further study is needed to confirm whether Halon-1301 is degradable or reduced 
concentrations are a result of sorption/retardation in the aquifer. This can be studied by determination 
of Halon-1301 in e.g. relatively old (with a MRT > 5 years) oxic groundwater and/or relatively young 
(with a MRT < 2 years) anoxic groundwater. Reduced concentrations of Halon-1301 in relatively old 
oxic water could confirm sorption/retardation, since degradation is likely only occurring in anoxic 
water. Similarly, analysis of relatively young anoxic groundwater, where sorption/degradation has not 
likely affected the concentration of Halon-1301, due to a relatively short travel time in the aquifer and 
the currently levelled out atmospheric trend, could confirm degradation of Halon-1301. 
 
Figure 4-13: Comparison of Halon-1301 concentration in 1 L water samples analysed directly after sampling (‘initial’ = 2 of 3 
samples) and after 7 weeks storage (1.2 years for Hutt River water), for Well 6 Halon-1301 was not detectable;* indicates 
anoxic water 
                                                          
30 Assuming Halon-1301 behaves similarly to structurally similar CFCs in groundwater, microbial degradation 
(Lesage et al., 1992; Lovley and Woodward, 1992; Sonier et al., 1994) and hydrolysis (e.g. Butler et al., 1991; 
Sturges et al., 1991; Kanta Rao et al., 2003) are possible degradation mechanisms of Halon-1301.  
7 weeks 7 weeks 
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4.4 Chapter summary and conclusion 
Analysis of modern air and water samples and three different standard gases strongly suggested that 
the compound previously identified as CFC-13 by Busenberg and Plummer (2008) is instead Halon-
1301 (with potentially a small interference with CFC-13). This study’s findings complemented a 
separate study by Rosiek et al. (2013), who had suggested Halon-1301 was the dominant compound 
near the retention time of CFC-13 in a calibrated air standard. This study provided more definitive 
proof of this, through use of custom made gases including and excluding both compounds as 
appropriate. 31  
New analytical methods will need to be developed for the use of CFC-13 as a groundwater age tracer. 
This study showed that CFC-13 was difficult to determine with a simple GC/ECD setup. Higher 
sensitivity towards CFC-13 can be achieved by a custom made ECD setup [Rosiek et al., 2013]. However 
their method requires alteration of the commercially available ECD, with significant additional cost, 
and even with this detection of CFC-13 remained low. Another possible approach to determine CFC-
13 concentrations in water may be the establishment of a GC/mass spectrometry system, as currently 
used for determination of atmospheric CFC-13 concentrations. However, such systems are not 
currently employed for groundwater analysis, so may be difficult to establish.32 
This study was the first to give attention to the application of Halon-1301 as a groundwater tracer. The 
following was found: 
 It was demonstrated that Halon-1301 has strong potential as a groundwater age tracer. 
 The capability of the analytical setup for robust simultaneous determination of Halon-1301 and SF6 
(and CFC-12) in the same 1 L water sample was shown. The analytical setup provides a cost-effective 
age estimation of relatively young groundwater (recharged <100 years) with three independent 
gaseous tracers. 
 Actual solubility measurements of Halon-1301 were not available (only an estimate existed) and 
the solubility of Halon-1301 determined in this study did not match its initial estimate. To convert 
measured Halon-1301 concentrations in water into atmospheric concentrations, its solubility was 
estimated from a range of equilibrated water samples and recently recharged, oxic groundwater 
samples. Uncertainties arising from the estimation of Halon-1301’s solubility led to significantly 
higher uncertainties in Halon-1301-inferred MRTs than observed when not taking account of 
uncertainty in the estimated solubility. More accurate determination of Halon-1301’s solubility is 
required for better utilization of it as an age tracer.  
                                                          
31 Busenberg, E. agrees with these findings. 
32 Promising separation of Halon-1301 and CFC-13 on a GC for determination in water and air was indicated in 
Rosiek et al. (2013); Miller et al. (2008); Culbertson et al. (2000) and Engen et al. (1998). 
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 To infer age from Halon-1301 (and SF6) concentrations in groundwater, piston and exponential 
piston flow modelling were used. Significantly different age estimations were found with both 
modelling approaches. It was shown that Halon-1301 is particularly sensitive to the choice of mixing 
model due to its S-shaped atmospheric history, which is considerably skewed during mixing 
processes, in contrast to SF6 with a nearly linear atmospheric history since the later 1980s. This 
indicated that the use of time series Halon-1301 data may allow better constraint of the mixing 
model than when using time series SF6 data. However, further study is needed to support this.   
 Previously inferred CFC-11, CFC-12, SF6 and tritium MRTs at the studied groundwater sites allowed 
for comparison of the performance of Halon-1301 to other groundwater age tracers. For 12 of 17 
groundwater samples, where direct comparison of inferred ages could be made, matching Halon-
1301, SF6 and/or tritium MRTs (within ~1 SD) were found. This compares favourably with the CFCs. 
 The remaining 5, anoxic sites showed reduced concentrations of Halon-1301 along with significantly 
even further reduced concentrations of CFC-12 and CFC-11. Analysis of stored groundwater 
samples indicated that Halon-1301 was stable in oxic to anoxic water stored up to seven weeks at 
14°C. It was unclear if reduced concentrations found in groundwater had been caused by 
degradation or retardation of Halon-1301 in the aquifer.  
 Although the sites included different land use environments and well construction that resulted in 
CFC contamination, no significantly increased Halon-1301 concentrations in any of the analysed 
groundwater samples were found. This indicated no apparent sources of contamination of Halon-
1301 in this study. To confirm the absence of local sources, Halon-1301’s performance needs to be 
assessed at sites with higher risk of local sources e.g. close to airports or data centres.  
Despite the not fully understood reduced Halon-1301 concentrations, this study’s findings indicated 
that Halon-1301 has strong potential as a new complementary groundwater age tracer. Even if Halon-
1301 was affected by degradation/sorption and/or contamination is occurring in specific areas, Halon-
1301 is likely to be a more reliable groundwater age tracer than CFCs, as demonstrated in this study33. 
CFCs face issues regarding their reliably to infer groundwater age due to (anthropogenic) 
contamination and degradation (in anoxic waters). Atmospheric CFC concentrations are also fading 
out, which will make the CFCs even less reliable in the future. Halon-1301 is also projected to start 
declining and eventually fade out, but not before 2020. 
If used in combination with other established tracers, Halon-1301 is likely to aid in reducing the 
ambiguity in groundwater age estimations obtained through tritium, SF6 and fading out CFC 
concentrations, and improve constraining of mixing models. Since Halon-1301 is a gaseous tracer, it 
                                                          
33 All samples with available CFC data in our study were either degraded and/or contaminated in one or both 
CFC-11 and -12. 
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has additional potential to be used for assessment of unsaturated as well as saturated zone processes, 
especially with respect to the simultaneous determination of CFC-12 and SF6 on the proposed 
analytical setup. Due to its S-shaped, fading out atmospheric input and analytical detection limits, the 
appropriate application range for inferring groundwater age from Halon-1301 is suggested to be for 
waters recharged between 1980 and 2005/2008. Higher uncertainty will be present in age estimates 
for waters of earlier (after 1970) or more modern recharge. Uncertainty in inferred Halon-1301 age 
can be further reduced by more accurate determination of its solubility (which requires special lab 
equipment due to its extremely low solubility in water). 
To conclude, this study’s findings suggest that Halon-1301 (as any other tracer) should be used 
complementarily together with other tracers to compensate for individual tracer limitations. It is not 
suggested that Halon-1301 is used as a stand-alone tracer (although in our study area it was 
significantly more reliable than CFCs, which are often used alone in the literature). Specifically, the 
simultaneous determination of Halon-1301 with SF6 and CFC-12, using the cost-effective method 
presented in this study it is recommended. This allows for the determination of three complementary 
age tracers in the same water sample, which may enable more precise determination of groundwater 
age (and mixing), assessment of unsaturated zone processes, and increased robustness as the three 
tracers together allow for identification and exclusion of problem samples (e.g. where contact with air 
during sampling or degradation of one of the age tracers had occurred). To further improve the age 
estimation with Halon-1301, the complementary use of Halon-1301, SF6 and CFC-12 together with 
tritium, which is possibly the most reliable groundwater age tracer (particularly in the southern 
hemisphere34), is recommended. All four age tracers have different properties and input histories to 
groundwater enabling a more robust determination of groundwater age with a reduced ambiguity and 
uncertainty in inferred age. Their combined determination in the same water sample also reduces their 
individual determination costs. It also reduces the costs for determination of time series tritium and/or 
SF6 data that would be necessary for an equally robust groundwater age estimate (particularly in the 
northern hemisphere where ambiguity in inferred tritium ages is still an issue). Other multi-tracer 
analysis approaches and applications have been demonstrated in recent years, e.g. the simultaneous 
determination of dissolved He, Ne, Ar, Kr, Xe, SF6, N2, and O2 in Brennwald et al., 2013 and Bauer et al. 
2001. It is hoped that multi-tracer analysis and application will become common practice, due to their 
significant advantages over single tracer analysis and application.  
 
                                                          
34 Ambiguous age interpretations are often inferred from tritium in the northern hemisphere. This is less of a 
problem in the southern hemisphere due to the differing atmospheric tritium record in the northern and 
southern hemisphere. 
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5. A probabilistic age (LPM) modelling framework 
5.1 Introduction 
As highlighted in Chapter 2 (section 2.2), a more comprehensive quantification of uncertainty in age 
modelling is not standard and only emerged in age modelling studies published from 2010 onwards 
(with a single exception: the paper by Cirpka et al. (2007)). Although several recent studies attempted 
a more comprehensive uncertainty quantification in groundwater age modelling (listed in Tab. 2-1), 
there are still issues that need to be addressed. These are i) the demonstration of parametric LPMs in 
a probabilistic approach and the use of multiple models, ii) a more ‘objective’ choice of the objective 
function, and iii) consideration of all relevant uncertainties, in particular the uncertainty in the tracers’ 
recharge to groundwater.  
This study set out to fill these gaps. The aim was to demonstrate a relatively simple, easily applicable 
and widely transferable groundwater age modelling framework that 1) is applicable for the many 
situations with limited tracer data, and 2) allows for consideration of all sources of uncertainty and 
identification of relevant model components. Age modelling was placed into a relatively simple 
probabilistic framework using an uncertainty estimation method similar to GLUE (generalized 
likelihood uncertainty estimation) [Beven and Binley, 1992]. ‘Classic’ Monte Carlo Simulation 
[Hammersley and Handscomb, 1964] was used for random sampling. Simplified ‘parametric’ LPMs 
were used to conceptualize groundwater mixing and an objective function was used for model 
calibration. The framework allowed for application of multiple LPMs (to account for model structural 
errors) and can be applied to any tracer dataset in any aquifer, for which a ‘parametric’ LPM approach 
can be reasonably applied. The framework also allowed for identification of most appropriate LPM(s), 
objective function and recharge estimate, and the most relevant model input uncertainties. 
Combination of multiple tracers and the assessment of the (potential) contribution of each individual 
tracer towards a reduced uncertainty in inferred age were also carried out. 
The framework was demonstrated on tritium, Halon-1301 and SF6 data in a New Zealand aquifer and 
the most appropriate framework components (for this case study) were identified. In particular, the 
performance of Halon-1301, the new groundwater age tracer presented in Chapter 4, was further 
assessed when used alone in relation to SF6 and tritium, and when used in combination with tritium 
and/or SF6. To demonstrate the relatively simple application of the framework, the main parts (i.e. the 
framework components that had been found most appropriate/relevant in this study) were coded up 
and a GUI (graphical user interface) was created. Both can be found on the accompanying CD including 
a user manual and example datasets. The GUI can be run in Matlab (versions R2014a or later). The 
code can be modified to include other framework components that may be more relevant for other 
tracers and study areas.  
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To minimize confusion of the term ‘uncertainty or probability distribution in the age distribution’, the 
age distribution is in the following also referred to as ‘age estimation’ or ‘age estimate’. 
5.2 General framework overview 
5.2.1 Sources of uncertainty 
There are various sources of uncertainty in age (LPM) modelling, which can be differentiated into 
model input uncertainties, uncertainty in tracer observations and model structural uncertainty35.  
1) Uncertainty in the model structure arises since the governing parametric LPM is a simplified model 
and may not adequately describe actual groundwater mixing. Although it has not been discussed in 
detail in age (LPM) modelling studies, ‘equifinality’ may occur, i.e. multiple conceptually different 
‘parametric’ LPMs can result in similarly well represented tracer observations as often found in 
other areas of hydrological modelling [e.g. Beven and Binley, 1992]. 
2) Observational uncertainty, i.e. uncertainty in the tracer measurements (or observations), results 
from analytical uncertainty and inadequate sampling or sample storage. Additional uncertainty 
arises when the tracer cannot be directly measured, but is determined from other measurables. 
Uncertainty in time series tracer data induced by non-steady state conditions can also occur. 
3) There are a range of model input uncertainties. The following were considered in this study (not all 
of these uncertainties are relevant for each study and need to be assessed based on the tracer(s) 
used and characteristics of the study area): 
  Uncertainty in decay (chemical, biological, radioactive) and retardation of the tracer in 
groundwater results from uncertainties in the tracer’s decay constant and retardation factor. 
  Various uncertainties related to the tracer’s historic recharge/input to groundwater were 
considered. These were: 
a. The input of an atmospheric tracer to groundwater can be estimated from its atmospheric 
concentration, which is prone to uncertainties as a result of analytical and sampling uncertainty, 
but also spatial and temporal variability of the tracer’s atmospheric concentration. Whether 
uncertainty in atmospheric tracer records is biased or random (see example Fig. 5-1) and what 
effect this has on the age distribution has yet to be determined. 
                                                          
35 It is acknowledged that numerical uncertainty (from numerical errors and approximations) may add to these 
uncertainties, but can be minimized by appropriate modelling procedures and approximation techniques. The 
procedures/methods used to minimize numerical uncertainty in this study are summarized in Appendix C2. A full 
assessment of numerical uncertainty was outside the scope of this study and was not further discussed. Please 
refer to existing discussions on this [e.g. Hammersley and Handscomb, 1964; Smyth, 2014]. 
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Figure 5-1: Example of biased and random uncertainty in the tracer’s input to groundwater, assuming the input 
concentration of the tracer to groundwater is 1 from time 1 to5 with an uncertainty of +/-0.75 (1 SD). Biased 
uncertainty results in a shifted input function, random uncertainty results in additional variability of the tracer’s input 
function. 
b. For a tracer with a seasonally variable atmospheric trend, additional uncertainty in the tracer’s 
input may be introduced due to averaging of finely spaced records to coarsely spaced data (e.g. 
averaging of hourly recorded data to yearly data).  
c. Aside from the tracer’s atmospheric concentration, tracer input is also dependent on the 
amount and timing of recharging water. This is often accounted for by weighting the tracer’s 
atmospheric record with recharge estimates [e.g. Knott and Olimpio, 2001; Engesgaard et al., 
1996; Allison and Hughes, 1978]. This introduces additional uncertainty in the tracer’s input. 
d. Spatially variable rainfall may affect the tracer’s recharge to groundwater leading to additional 
uncertainty in the estimation of the tracer’s input [Schuurmans and Bierkens, 2007 and 
references therein]. 
e. Local tracer sources can also interfere with the tracer’s atmospheric concentration and/or its 
concentrations in groundwater [e.g. Cook et al., 2006]. 
5.2.2 General framework 
To quantify uncertainty in the age distribution as a result of the uncertainties listed in the previous 
section, age modelling was placed into a probabilistic framework illustrated in Fig. 5-1. The framework 
included the generation of tracer concentrations by random sampling of the model inputs from within 
their uncertainty and identification of behavioural (adequately fitting/representative) simulations with 
the aid of an objective function. The general framework was similar to the frameworks that had been 
used in the existing probabilistic age modelling studies (listed in Tab. 2-1 in Chapter 2), but differed in 
its components. Generally, each framework component (model input, mixing model and objective 
function) has numerous choices associated with it. It is important to identify the most adequate model 
components to reduce uncertainty in model findings and predictions as highlighted in other areas of 
hydrological modelling. The following outlines which choices are generally associated with each model 
component in age (LPM) modelling, which ones were assessed in this study and how the most 
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appropriate ones were identified when demonstrating the framework on tritium and SF6 data in a New 
Zealand aquifer.  
 
Figure 5-2: Schema of the modelling approach with framework components: model input, mixing model & objective function 
After identification of the most appropriate model components and most relevant uncertainties for 
the specific tracers and groundwater system in this study, these were used to infer the population of 
behavioural mixing model (LPM) parameters. Uncertainty in the age distribution was then estimated 
from the joint uncertainty in the LPM parameters. Each tracer’s performance was assessed with regard 
to their ability to reduce uncertainty and/or ambiguity in inferred age in comparison to other tracers 
when used alone and in combination with other tracers. To assess the magnitude and shape of 
uncertainty in the age distribution and to discuss implications for groundwater management, 
uncertainty in the inferred age distribution was illustrated using different methods.  
5.2.3 Specific framework components used in this study 
5.2.3.1 The Mixing Model 
A variety of approaches exist for conceptualization of groundwater mixing as detailed in Chapter 2. To 
allow for application of the framework to the many situations with limited available data (in regard to 
tracer and aquifer information), ‘parametric’ LPMs are used to conceptualize groundwater mixing in 
this study. The framework can be extended to allow for the use of more complex models. 
Identifying the most appropriate parametric LPM(s) can be difficult as demonstrated in e.g. 
Massoudieh et al. (2014b), Green et al. (2014) and McCallum et al. (2014). No standard approach exists 
currently. Often certain LPM type(s) are prioritized or rejected based on the geometry of the studied 
aquifer and well construction. This ensures that mixing as conceptualized by the LPM is physically 
sensible. In the absence of aquifer and well construction information (or inconclusive information on 
these), the performance of various (preselected) LPM types is often assessed by evaluating the quality 
of the fit of simulated and observed tracer concentrations, such as the root mean square error (RMSE), 
a likelihood measure (Bayes factor), and/or by evaluating the identifiability of the LPM parameters 
[Massoudieh et al., 2014b; Green et al., 2014; McCallum et al., 2014]. The use of quantitative measures 
also allows for a more objective LPM choice. To address structural uncertainty, a multi-model approach 
can be used as suggested in other areas of hydrological modelling [e.g. Hoeting et al., 1999; Singh et 
al., 2010]. As an alternative approach to minimize or overcome structural uncertainty , ‘shape-free’ 
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LPMs can be used, although they are only applicable if an adequately large number of tracer data is 
available (not considered in this study). 
In this particular case, multiple parametric LPM types were pre-selected based on the complexity of 
the groundwater system (i.e. physical realisticness) - a commonly used approach (see section 5.3 for 
detail on pre-selection of LPM types in this study). The performance of each pre-selected LPM type 
was then evaluated based on multiple quantitative and qualitative criteria. A large number of criteria 
were chosen to increase robustness of the approach. Widely applied performance measures, namely 
the bias, the root mean square error (RMSE) and the coefficient of variation (CV), were used. These 
had been previously applied in other probabilistic hydrological modelling studies but not in this 
combination, see e.g. references given in Efstratiadis and Koutsoyiannis (2010).36 Specifically, the 
following criteria were used in this study37:  
1. On average (for all sites) the lowest bias of behavioural simulations and observations. This criterion 
penalized LPM types that resulted in biased fits. 
2. On average (for all sites) the lowest RMSE of behavioural simulations and observations. This 
criterion penalized LPM types that led to poor fits. 
3. On average (for all sites) the lowest CV of the behavioural LPM parameters. This criterion penalized 
poorly constrained LPM parameters and indirectly evaluated how much information was provided 
by the LPM type to reproduce tracer observations. Generally, the LPM parameters are likely to be 
poorly identifiable when the model/LPM is too complex leading to ‘over-fitting’.38 
4. On average (for all sites) the highest number of behavioural models, which is a measure of the 
likelihood that the particular LPM type is appropriate (in combination with a low CV). 
5. The lowest bias and RMSE of distinct/‘important’ tracer observations and behavioural simulation. 
This criterion ensured that all major features of the tracers input history were well represented.  
                                                          
36 When information on aquifer complexity is unavailable or the pre-selected LPM types lead to poorly 
represented tracer observations, it is recommended that a wide range of LPM types is assessed.36 The CV has 
been applied as performance measure in Massoudieh et al. (2012) - one of the identified age modelling studies 
listed in Tab. 2-1. For other types of performance criteria that have been applied in the age modelling literature 
see Massoudieh et al. (2013), Massoudieh et al. (2014b), Green et al. (2014) and McCallum et al. (2014). 
37 If the pre-selected LPM types are of different complexity (i.e. have a different number of independent 
variables) an additional criterion may be necessary to penalize more complex model structures. This countervails 
over-fitting, despite equally well represented tracer observations. For example, Speigelhalter et al. (2002) 
suggested the use of the deviance information criterion (DIC). 
38 The author notes that well constrained model parameters may not necessarily lead to the lowest model 
structural uncertainty, because structural uncertainty and parameter uncertainty interact. Ideally both structural 
and parameter uncertainty should be minimized. 
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Each LPM type was scored according to its performance for these criteria39. All criteria were weighted 
equally. The LPM type with best overall score was considered most representative. If multiple trialled 
LPM types performed equally well, a multi-model approach was used to take account of equifinality, 
as applied in other areas of hydrological modelling [e.g. Hoeting et al., 1999; Singh et al., 2010]. The 
(weighted) average of all ‘behavioural’ model solutions was used to infer the population of behavioural 
age distributions when using each of these equally well performing LPMs. 
In addition to these quantitative criteria the following qualitative criteria were used (if aquifer 
geometry and well construction were well studied) to ensure that mixing as conceptualized by the LPM 
type was physically sensible40. These were: 
6. Agreement of the LPM type with general aquifer geometry.  
7. Agreement of inferred MRTs with well location with regard to recharge area or other dated wells.  
5.2.3.2 The Model Inputs 
As outlined in section 5.2.1, a range of model inputs and model input uncertainties exist, e.g. various 
tracer recharge estimates. Although often not explicitly stated in age modelling studies, commonly the 
assumed most relevant model inputs and uncertainties are subjectively pre-selected. To the authors 
knowledge a more comprehensive assessment of the relevance of individual model inputs and their 
(combined) effect on the age distribution has not been addressed in detail. This study attempts to 
firstly identify all relevant model inputs and uncertainties based on the tracer(s) used and study area. 
Tracer recharge was estimated using a) atmospheric tracer records with biased or random uncertainty 
and b) recharge weighted atmospheric concentrations, where the tracer recharge was weighted 
according to Eqn. 5-1. The most appropriate model inputs were then identified by assessing their 
individual performance using the quantitative performance criteria described in the section 5.2.3.1. 
Recharge weighted tracer input: 𝑐𝑖𝑛,𝑦,𝑤 =
∑(𝑐𝑖𝑛,𝑚∗𝑟𝑒𝑐ℎ𝑎𝑟𝑔𝑒(𝑚𝑜𝑛𝑡ℎ𝑙𝑦))
∑ 𝑟𝑒𝑐ℎ𝑎𝑟𝑔𝑒(𝑚𝑜𝑛𝑡ℎ𝑙𝑦))
 ,        Eqn. 5-1 
where 𝑐𝑖𝑛,𝑦,𝑤 refers to the tracer’s recharge weighted concentration yearly (e.g. Jan-Dec); 𝑐𝑖𝑛,𝑚 refers 
to the tracer’s monthly atmospheric concentration which is multiplied by the monthly recharged and 
divided by the total annual recharge. 
                                                          
39 The performance of each LPM type was evaluated when using the most appropriate objective function and 
tracer recharge equivalent to average monthly atmospheric concentrations without consideration of 
uncertainties in tracer recharge and decay. It was acknowledged that the performance of each LPM type may 
depend on the objective function, model inputs and uncertainties used. It was outside the scope of this study to 
evaluate the performance of each LPM type when using combinations of different model inputs, uncertainties 
and objective functions. The same applied for the assessment of the most appropriate objective function and 
model inputs, which may depend on the LPM type and model inputs or objective function used, respectively. 
40 These measures are commonly studies in age modelling studies. A purely objective approach was not feasible, 
because information on physical realisticness could not be entirely quantitatively evaluated. 
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To keep the framework as simple as possible ‘Classic’ Monte Carlo Simulation was used to sample the 
model inputs from within their uncertainty. As detailed in Appendix C2, the LPM parameters were 
sampled from a uniform distribution. The MRT boundaries were set to 0 and 100 years. The mixing 
parameter boundaries were set to 0 and 1 (both are further detailed in Appendix C2). Setting the upper 
MRT limit to 100 years assumes that the water did not contain significant fractions of older (tracer free 
water). This may underestimate uncertainty in the inferred MRT. As can be seen in section 5.4.2.1, at 
only one site41 did the maximum limit of the behavioural MRT population reach the maximum MRT 
model boundary. For this particular site it could not be excluded that uncertainty in the MRT exceeded 
the MRT model boundary.  
5.2.3.3 The Objective Function 
As detailed in Chapter 2, other areas of hydrological modelling, where probabilistic approaches are 
more commonly used, highlighted the need for careful identification of objective functions [e.g. Krause 
et al., 2005; Gelman, 2008; Beven, 2006; Stedinger, 2008 and references therein; Beven and Binley, 
2014]. Since only a few studies have demonstrated probabilistic age modelling approaches, 
assessment of the appropriate of objective functions has not been carried out in age modelling. 
Generally, the performance of an objective function is dependent on the type and properties of the 
data, e.g. how much variation is in the data and how much data is available. To identify the most 
appropriate objective function, their performance is often assessed visually from the fit and/or bias 
and RMSE of modelled and observed data.  
In this study, the Kling-Gupta [Gupta et al., 2009], the Nash-Sutcliffe efficiency [Nash and Sutcliffe, 
1970], least square error, root mean square error and the Chi2 statistic [e.g. Helsel and Hirsch, 2002; 
Guest, 2012] were used. Their performance is assessed using the quantitative criteria presented in 
section 5.2.3.1. To infer uncertainty in the age distribution from the population of behavioural LPM 
parameters, it was assumed that all behavioural models performed equally well, which is a commonly 
used approach, although debated [Beven and Binley, 2014]. If multiple tracers were available, the 
combination of each tracer’s individual age estimation was expected to compensate individual tracer 
limitations, such as an ambiguous age estimate as often obtained with e.g. tritium. There are various 
methods to combine the age estimations inferred from multiple tracers [e.g. Massoudieh et al., 
2014b]. Since there are only a few probabilistic age modelling studies, little work has been done to 
combine age estimates from multiple tracers when using other objective functions than a likelihood 
function. To obtain a combined age distribution from up to three tracers in this study, the following 
                                                          
41 when using tritium or SF6. At three additional sites the upper uncertainty limit in the MRT could not be 
constrained when using Halon-1301. However, these sites were degraded in Halon-1301 which restricted robust 
determination of groundwater age at these sites. 
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methods were used. These involve modification of the selected, most appropriate objective function 
(e.g. Kling-Gupta, Chi2). The methods were42: 
 Method 1: the LPM parameter populations inferred from each individual tracer were averaged. 
 Method 2: the LPM parameters were considered as behavioural if the objective function for all 
tracers was met43. 
 Method 3: LPM parameters were considered as behavioural if on average all individual tracers’ 
objective function was met43 (with equal weight for all tracers’ objective function).  
 Method 4: LPM parameters were considered as behavioural if on average all tracers’ weighted 
objective function was met43 (weighted according to the number of available data for each 
individual tracer divided by the sum of all available tracer data). 
5.3 Study area specific framework components  
The framework was demonstrated on SF6, Halon-1301 and tritium data in the Lower Hutt Groundwater 
Zone (LHGWZ) described in detail in Chapter 3, with a particular focus on further assessing the 
performance of Halon-1301 as an age tracer. Table 5-1 contains the number and sampling times of the 
utilized SF6, Halon-1301 and tritium data. More information on the studied wells can be found in Tab. 
3-1 in Chapter 3 and in Appendix A. 
Table 5-1: Site number, name, depth, tritium, Halon-1301 and SF6 observations (amount and time range), *monthly spaced 
observations; Well number 15 = the Hutt River; sampling time in italics indicate artificial Halon-1301 data 
Well 
# 
Tritium data SF6 data Halon-1301 
# Sampling time # Sampling time # Sampling time 
1 2 2010, 2013 3 2010, 2013, 2014 1 2014 
2 2 2005, 2009 1 2007 -  
3 3 2002, 2007, 2011 2 2002, 2014 1 2014 
4 9 1996-2010 3 2002, 2007, 2014 1 2014 
5 9 1972-2013 3 2002, 2007, 2014 -  
6 4 1998-2010 2 2007, 2014 1 2014 
7 2 2007, 2013 - - -  
8 3 2007, 2x 2013 2 2x 2013 -  
9 1 2013 - - -  
10 1 2013 - - -  
11 1 2013 4 2002, 2x2013, 2014 1 2014 
12 1 2013 - - -  
13 1 2013 - - -  
14 11 2002-2003* - - -  
15 1 2013 1 2014 1 2014 
                                                          
42 In this study, equal trusts in all tracers’ capability as an age tracer (beyond analytical uncertainties on individual 
observations which were considered) were assumed. However, this could be generalized to account for differing 
levels of confidence. 
43 ‘meeting the objective function’ refers to meeting a specified threshold above or below which (depending on 
the objective function used) the model is considered behavioural. The approach is further detailed in Appendix 
C4.4. 
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Only single measurements of Halon-1301 were available (at six sites). These did not allow for a more 
comprehensive assessment of uncertainty in the inferred age distribution when using Halon-1301. In 
particular the potential of time series Halon-1301 data for identification of the mixing model and 
mixing parameter could not be carried out with single measurements of Halon-1301. To allow for a 
more comprehensive (and theoretical) assessment of uncertainty in Halon-1301-estimated age 
distributions when using Halon-1301 alone or in combination with tritium and/or SF6, additional Halon-
1301 measurements were generated in this study. Data generated for Well 6 and 11 are highlighted in 
italics in Tab. 5-144. Since the generated concentrations could not replace actual independent 
measurements of Halon-1301, artificial Halon-1301 data were only used to assess the potential value 
of time series Halon-1301 observations in this study as opposed to identifying the most relevant 
framework components.  
Based on the structure of the LHGWZ (i.e. relatively homogenous aquifer layers with one recharge 
area) and well construction, the exponential piston flow model (EPM), the dispersion model (DM) and 
the partial exponential model (PEM) were pre-selected45. Equations of these LPMs can be found in 
Appendix C2. The following model input uncertainties were considered relevant for tritium, Halon-
1301 and SF6 in this study. Uncertainties deemed insignificant or irrelevant for the applied tracers and 
given (aquifer) conditions are presented in Appendix C2 along with details on the reasoning behind 
their exclusion. The excluded uncertainties may be relevant in other studies and can be implemented 
in the presented framework if required. The considered model input uncertainties were: 
1. Uncertainty in tracer recharge estimate: 
SF6 and Halon-1301 recharge were estimated using atmospheric SF6 and Halon-1301 trends from Cape 
Grim (Australia) the closest monitoring station for these compounds [Bullister, 2014 and Newland et 
al., 2013], and either biased or random uncertainty in atmospheric trends was assumed. Tritium 
recharge was estimated using monthly and yearly (Dec-Nov and Jul-Jun average) atmospheric records 
from Kaitoke (New Zealand), the closest tritium monitoring station located 50 km north of the LHGWZ 
[Taylor, 1966, Morgenstern and Taylor, 2009], and either biased or random uncertainty in atmospheric 
trends was assumed. In addition to monthly and yearly atmospheric records, recharge weighted yearly 
(Dec-Nov) atmospheric records were used. All model input datasets are detailed in Appendix C2.2. To 
                                                          
44 Halon-1301 data were only generated for Well 6 and 11, since these were not reduced in Halon-1301 
concentrations. The remaining sites with reduced concentrations of Halon-1301 and the Hutt River sample were 
excluded. Reasons for their exclusion and details on the generation of artificial Halon-1301 data are given in 
Appendix C2. The objective function used in this study is presented in the subsequent section (5.3). 
45 More complex models (e.g. conceptualizing mixing of portions of considerably older and younger water as 
occurring in dual porosity aquifers) were not considered as they did not appear physically sensible for the given 
study area (for the given aquifer geometry and well construction further described in section 3.1). For a more 
thorough assessment, it is recommended to assess a large variety of mixing models. 
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weight the atmospheric tritium records according to Eqn. 5-1 the following recharge estimates were 
used: 
 Recharge estimate 1: Groundwater recharge that had been estimated by Butcher (1993) given in 
Tab. 3-3 in Chapter 3 using the Thornthwaite-Mather method [Thornthwaite and Mather, 1955], 
was used. 
 Recharge estimate 2: Groundwater recharge was estimated from the average monthly difference 
in precipitation and potential evapo-transpiration from selected monitoring sites in the catchment. 
Details on the locations and available data can be found in Appendix C2. 
 Recharge estimate 3: Groundwater recharge was estimated similarly to Recharge estimate 2, but 
using monthly precipitation and potential evapo-transpiration data (not average). Details can also 
be found in Appendix C2. 
To identify the most appropriate recharge estimate(s) for tritium and SF6 in this study and the most 
representative LPM type(s), the criteria presented in section 5.2.3.1 were used. For criterion 5 
(adequate representation of distinct/‘important’ tracer observations) tritium observations before and 
after arrival of the ‘bomb peak’46 in Well 5 were used, i.e. observation 1 (1973) and 2 (1997) (Fig. 5-2). 
For SF6 and Halon-1301, with a steadily increasing atmospheric trend, criterion 5 was omitted. 
 
Figure 5-3: Tritium observations at site well 5 (points), an EPM (MRT of 20 years, E/PM of 0.1) was fit to the data points; the 
error was 2-4 %, except for the observation in 1971, which had an uncertainty of 7%  
2. Uncertainty in half-life: 
Tritium half-life has been determined with great precision (12.32 ± 0.02 years [Lucas and Unterweger, 
2000]). This may indicate an insignificantly small effect of uncertainty in tritium half-life on the age 
distribution even for relatively old water. In this study, it was indeed found that uncertainty in tritium 
half-life did not significantly affect the population of behavioural LPM parameters for any site (details 
can be found in Appendix C3). The effect of uncertainty in tritium decay was therefore not further 
discussed in this study. 
Decay and/or retardation were identified as possible causes of reduced Halon-1301 concentrations in 
Chapter 4. However, since this was the first study to assess the use of Halon-1301 as an age tracer, 
                                                          
46 The peaking in tritium concentration in the 1950s/60s due to H bomb testing is referred to as ‘bomb peak’. 
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further study is needed to confirm these and estimate decay/retardation rates of Halon-1301. To make 
a first attempt in estimating uncertainty in Halon-1301-inferred age distributions in this study, Halon-
1301 decay and retardation were assumed to be negligible. Further study is needed to more 
comprehensively assess uncertainty in Halon-1301 age estimates using derived Halon-1301 
decay/retardation rate(s). 
3. Uncertainty in tracer observations: 
Uncertainties for SF6 (data before 2014) and tritium data, provided by GNS Science, are detailed in 
Appendix C2. Uncertainties in SF6 (2014 data) and Halon-1301 data were determined in Chapter 4, 
where uncertainties in Halon-1301 data were reported as including and excluding uncertainty in 
solubility. Both uncertainty measures were considered in this chapter to assess the effect of different 
magnitudes of measurement uncertainty on uncertainty in Halon-1301-inferred age distributions. 
5.4 Results 
In the following, the objective function, the LPM type(s) and tracer recharge estimate(s) that were 
found most appropriate and representative in this study are presented. Thereafter the LPM 
parameters and uncertainties inferred from Halon-1301, tritium and SF6 individually and in 
combination (using the most appropriate framework components) are presented and discussed. 
Finally, the resulting age distribution and its uncertainty are illustrated and implications discussed. 
Since the performance of Halon-1301 was of particular interest to this study, results obtained when 
using Halon-1301 are discussed in more detail than these obtained when using SF6 and tritium. 
5.4.1 Most appropriate model components 
5.4.1.1 Objective function 
Although the Chi2 statistic performed best in this study, it can only be applied on a relatively large 
dataset (which allows at least one degree of freedom e.g. a minimum of three tracer observations are 
necessary when using the EPM)47. To allow for consistent comparison of tracer simulations and 
observations at all sites in this study a ‘custom’ objective function (Eqn. 5-2) at a threshold of 0.5 was 
used48. Details on the custom objective function and its selection can be found in Appendix C3. 
                                                          
47 The Chi2 objective function also requires that the uncertainty in the tracer measurements can be transferred 
into a normal distribution. The analytical uncertainty in the tracer measurements was assumed to be normally 
distributed based on the analytical methods used for their determination. However, normality of the uncertainty 
caused by inhomogeneities in the subsurface or variability of groundwater flow could not be confirmed, although 
assessment of monthly sampled hydrochemistry data indicated normally distributed uncertainty as detailed in 
Appendix D1. 
48 The ‘custom’ objective function was found to have a similar performance as the Chi2 statistic, i.e. it resulted in 
consistent behavioural models as the Chi2 approach at 99 % confidence and uncertainty of 2 SDs at sites with 
more than three time series tracer data as detailed in Appendix C3. 
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𝑜𝑏𝑗. 𝑓𝑐𝑡. =
(𝑥1∗1)+(𝑥2∗0.5)+(𝑥3∗0.25)+ (𝑥4∗−0.25)+ (𝑥5∗−0.5)+(𝑥6∗−1)
𝑜
,     Eqn. 5-2 
where o is the total number of tracer observations, x1 as the number of simulations within 1 SD of 
tracer observation(s), x2 is the number of simulations within 1-2 SDs of observation(s), x3 is the number 
of simulations within 2-3 SDs of observation(s), … and x6 is the number of simulations greater than 5 
SDs of the tracer observation(s). LPMs that resulted in a custom objective function above or equal to 
0.5 were considered behavioural (i.e. adequately fitting). This implied that LPMs which generate tracer 
concentrations on average outside 2 SDs of observations were considered as non-behavioural and 
were disregarded. 
5.4.1.2 LPM type 
Despite relatively well constrained and identifiable behavioural LPM parameter populations inferred 
from tritium, Halon-1301 and SF6 data for all assessed LPM types (see example illustrated in Fig. 5-3), 
the EPM appeared most representative for groundwater flow and mixing in the LHGWZ as indicated 
by the highest performance in evaluated criteria summarized in Tab. 5-2. The EPM resulted in the 
lowest CV, lowest bias, RMSE and highest number of accepted behavioural models. This was 
particularly prominent for sites with more than two tritium data. For the majority of sites with less 
than three tritium data all LPM types performed similarly well. Only small differences in CV, RMSE and 
bias were observed. The identification of the LPM type using the selected criteria with SF6 data 
appeared difficult. On average the PEM was performing best, but large differences in performance 
were observed at each site (Tab. 5-3). This was likely a result of SF6’s nearly linear input over the last 
few decades, which did not contain enough information to sufficiently constrain the LPM type as 
predicted in Chapter 4. When using Halon-1301 (with a different, S-shaped input), the EPM performed 
significantly better than the DM and the PEM for all sites, although only one Halon-1301 observation 
was available at each site in contrast to SF6 time series data that where were available at most sites. A 
similar picture (albeit with a slightly weaker indication towards the EPM) was observed when using 
generated Halon-1301 data in addition to the measured data (details can be found in Appendix C4). 
These findings indicated that the mixing model could be better constrained using Halon-1301 data 
than using SF6 data, as a result of both tracers’ historic input to groundwater. 
Overall the EPM performed best (with regard to the set performance criteria) when using tritium and 
Halon-1301 data and also agreed well with the general aquifer geometry (partly unconfined) and well 
screen configuration (sampling of the entire aquifer layer). All other considered LPMs performed 
considerably less well, therefore the EPM was used in the following and a formal multi-model approach 
was not carried out, i.e. structural uncertainty is not formally assessed for this particular case study49.  
                                                          
49 Although the presented framework allows for implementation of a multi-model approach, it was most sensible 
to not use of a formal multi-model approach in this study. Firstly, this would require the use of a large number 
of LPM types or more complex models, although there is no objective method to pre-select sensible ones. 
Secondly, the use of a multi-model approach adds more complexity to the illustration of uncertainty in the 
inferred LPM parameters. One cannot simply combine the inferred MRTs or mixing parameter populations as 
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Figure 5-4: The figure illustrates behavioural LPM parameters that comply with the objective function (Eqn. 5.2) for assessment 
of the most representative LPM type for Well 4 using 9 tritium observations (LEFT), 6 SF6 observations (MIDDLE) and 1 Halon-
1301 observation (RIGHT), the mixing parameter refers to the ratio of exponential to total flow (E/PM) for the EPM; the 
dispersion parameter for the DM and the ratio of sampled volume to total volume for the PEM.  
Table 5-2: Criteria to assess the most representative LPM type: median RMSE (root mean square error) and median bias of 
behavioural simulations and observation; median coefficient of variation (CV) of behavioural MRT and E/PM range; median 
number of behavioural models; median= median at all sites, sum points refers to the sum of points assigned for criteria - colour 
code: dark grey = 2 points (best fulfilled criterion); medium grey =1 point (medium performance for criterion); light grey = 0 
points(worst performance for criterion); *data given as median (25/75 percentile), ^ median bias and median RMSE for 
observation number 9 (in 1972) before the arrival of the bomb peak and observation number 8 (in 1997) after arrival of the 
bomb peak at Well 5;  
tracer criterion 
LPM type 
EPM DM PEM 
tritium 
 
 
RMSE * 0.67 (0.60/0.93) 0.86 (0.70/1.13) 0.68 (0.53/0.89) 
Bias* -0.006 (-0.004/ -0.020) -0.007 (-0.002/ -0.024) -0.006 (-0.003/ -0.022) 
CV (MRT/ mix.p.) 0.53/0.57 0.39/0.76 1.14/0.61 
# behav. mod. 886 258 463 
RMSE; bias 
important obs.^ 
1.49; 0.009 0.94; -0.009 1.64; 0.015 
Sum points 9 3 4 
SF6 
RMSE* 1.15 (0.49/2.1) 1.11 (0.48/1.99) 1.14 (0.49/2.6) 
Bias* 1.05 (0.42/ 1.78) 1.01 (0.49/1.76) 1.03 (0.42/ 1.76) 
CV (MRT/ mix.p.) 0.39/0.42 0.42/0.55 0.39/0.43 
# behav. mod. 7458 4790 7762 
Sum points 3 2 5 
Halon-1301 
 
RMSE* and Bias* 0.319 (0.06/0.63) 0.320 (0.08/0.63) 0.320 (0.06/0.63) 
CV (MRT/ mix.p.) 0.41/0.53 0.42/0.62 0.40/0.54 
# behav. mod. 19621 22748 19341 
Sum points 6 2 4 
Overall Sum points 18 7 13 
5.4.1.3 Uncertainty in tracer recharge 
Recharge estimate (applicable for tritium only) 
For some sites the use of different tritium recharge estimates had a significant effect on the inferred 
EPM parameter populations. An example is illustrated in Fig. 5-4. For most locations, however, the 
                                                          
this can lead to misleading interpretation, because these parameters are linked to a specific type/shape of age 
distribution (depending on the LPM type). Further study is needed to demonstrate the implementation of a 
formal multi-model approach in age (LPM) modelling. As an alternative approach to minimize or overcome 
structural uncertainty, ‘shape-free’ non-parametric LPMs can be used, although their application requires a large 
number of tracer data (of the order of thousands of data points). 
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effect on the behavioural EPM parameter populations was relatively small (within ±1 year of the MRT 
and within ±0.1 of the mixing parameter in the following referred to as E/PM50). Assessment of the 
selected performance criteria indicated that overall monthly average atmospheric concentrations 
performed best, closely followed by yearly (Dec-Nov and Jul-Jun) average atmospheric concentrations. 
For example, the CV and RMSE were highest and bias was the lowest when using the Jul-Jun average 
atmospheric concentrations. All observations (pre- and post- ‘bomb peak’) could be adequately well 
represented when using yearly/monthly average atmospheric concentrations, but could not be as well 
represented when recharge weighted atmospheric records were used. Details can be found in 
Appendix C3. 
 
Figure 5-5: Effect of tritium input estimate on behavioural MRT and E/PM population; number of behavioural models as a 
function of MRT and E/PM using three different recharge weighted estimates for Well 4 (using 9 tritium observations) 
These findings indicated that the tritium recharge could be best estimated with monthly average 
atmospheric concentrations in this study. It was also found that the effect of recharge weighted 
atmospheric records became only significant when absolute (time variable) recharge estimates were 
used. Where available the use of absolute recharge estimates and the assessment of the most 
appropriate tracer recharge estimate for the considered tracers are suggested. 
Shape of uncertainty in tracer input 
The shape of uncertainty in atmospheric tracer records had a significant effect on the behavioural LPM 
parameter populations for most sites when using tritium and SF6 (see example illustrated in Fig. 5-5). 
Generally, random uncertainty in atmospheric tracer trends resulted in a significantly smaller 
uncertainty in the EPM parameters compared to the ones obtained when using biased uncertainty. For 
tritium, yearly average atmospheric concentrations with random uncertainty and monthly average 
concentrations with biased uncertainty resulted in similar behavioural EPM parameter populations. 
                                                          
50 The E/PM is defined as the ratio of exponential to piston flow in Eqn.2-2 (Chapter 2). 
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This indicated that when tritium was used, seasonality in its recharge played a role and was important 
for constraining the EPM parameters in this study (seasonality was contained in monthly average 
atmospheric concentrations with biased uncertainty and induced by random uncertainty of the yearly 
average atmospheric record).  
Evaluation of the performance criteria indicated that uncertainty in the atmospheric SF6 record was 
more likely to be biased than random because of its better performance compared to random 
uncertainty. For tritium, this was less prominent. An overall slightly better performance of monthly 
and yearly average atmospheric records with biased uncertainty was observed compared to monthly 
atmospheric records and random uncertainty. The poorest performance was observed for the yearly 
atmospheric trend with random uncertainty. Tritium observations before and after the bomb peak 
could only be reproduced when considering biased uncertainty in the tritium record. Further detail can 
be found in Appendix C3.  
    
Figure 5-6: Number of behavioural models as a function of MRT and E/PM when using yearly/monthly average tritium data 
and random (rnd)/biased uncertainty for Well 4 with 9 tritium observations (LEFT) and 6 SF6 observations (RIGHT)  The SF6-
inferred LPM parameter populations appear to be bimodal which may be a result of erroneous data (e.g. caused by contact 
with air) which did not get picked up by the objective function. To resolve this issue, reliability and potential in-appropriateness 
of individual tracer data need to be assess either prior to uncertainty modelling (followed by removal of the erroneous data 
need to be removed), or accounted for in an appropriate objective function. The issues caused by erroneous tracer data is 
further discussed subsequently for reduced Halon-1301 concentrations. 
In combination with the preceding findings demonstrating that the tritium input was more likely to 
follow the monthly atmospheric record, it was concluded that the tritium input could be best 
represented by the monthly average atmospheric record with biased uncertainty in this study. 
When using purely measured Halon-1301 data and random and biased uncertainty in the Halon-1301 
input, insignificantly different EPM parameters were inferred and both biased and random uncertainty 
performed similarly (details can be found in Appendix C3). This indicated that single Halon-1301 
observations did not contain enough information to constrain the shape of uncertainty in the Halon-
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1301 input, as anticipated. Similarly, when using single SF6 observations, random and biased 
uncertainty in the SF6 input also performed equally well confirming that time series data were 
necessary to provide information on the shape of uncertainty in the tracer’s input. These findings were 
further strengthened when using generated Halon-1301 data in addition to measured Halon-1301 
data, which resulted in significantly different EPM parameter populations. However, since artificial 
data cannot replace actual measurements, the shape of uncertainty in the Halon-1301 trend could not 
be confirmed in this study51. Since biased uncertainty in the SF6 input had been found most appropriate 
in this study and biased uncertainty in the atmospheric Halon-1301 trend appeared also most 
reasonable when assessing atmospheric Halon-1301 records [e.g. Fraser et al., 1999], uncertainty in 
the Halon-1301 and SF6 input was assumed to be biased for further analysis in this study52. 
5.4.2 Quantifying uncertainty in inferred age when using the most appropriate framework 
components and most relevant model uncertainties 
In the previous sections it was shown that the EPM was the most representative LPM type and that a 
custom objective function could be used for LPM calibration in this study. In addition, the tritium input 
was found to be best represented with monthly average atmospheric tritium concentrations and the 
shape of uncertainty in atmospheric tritium and SF6 (and Halon-1301) trends was most likely biased 
(than random). On the basis of these findings, the custom objective function, the EPM and monthly 
atmospheric tracer records with biased uncertainty were used to infer age distributions and estimate 
their uncertainty from Halon-1301, SF6 and tritium data in this study. Results are presented in the 
following.  
5.4.2.1 Uncertainty in inferred LPM parameters using individual tracers 
In this section, the LPM parameter populations inferred using individual tracers are presented. Firstly, 
the LPM parameters populations derived from each tracer are compared and each tracer’s 
performance as an age tracer with regard to uncertainty and ambiguity in the estimated LPM 
parameter populations is assessed. Secondly, consistency of the inferred LPM parameters populations 
at each site and reasons for inconsistencies are discussed. Thirdly, the inferred LPM parameters are 
compared to the LPM parameters estimated using other techniques to assess the performance of the 
probabilistic framework.  
                                                          
51 The use of observed and generated Halon-1301 data indicated that biased uncertainty performed significantly 
better that random uncertainty in the input, although it was noted that artificial data had been generated 
assuming biased uncertainty in the Halon-1301 input. The findings therefore only suggested that if time series 
Halon-1301 data were available, the shape of the uncertainty in the Halon-1301 input could be potentially better 
constrained than with single Halon-1301 observations, as opposed to confirming the shape of the uncertainty in 
the Halon-1301 input. 
52 The shape of uncertainty in Halon-1301 input (if biased or random) was not expected to show an effect on the 
inferred LPM parameters when using single Halon-1301 data, since the shape of uncertainty in the Halon-1301 
input did not significantly affect the behavioural EPM parameters when using single Halon-1301 data. 
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The site specific uncertainty bounds of the inferred EPM parameters and most likely EPM parameters 
are summarized in Tab. 5-3. Note that uncertainty of the estimated EPM parameters is presented as 
total range (i.e. 100% coverage and confidence). For comparison uncertainty bounds at 90 and 95% 
confidence are given in Appendix C4. The probability should be consulted for interpretation of 
estimated age distributions as discussed in section 5.4.2.3. Fig. 5-6 and 5-7 illustrate two examples of 
EPM parameter probability distributions inferred from tritium, Halon-1301 and SF653. 
Table 5-3: Range and most likely behavioural EPM parameters (MRT & E/PM) using tritium and SF6; ^m.l. refers to the most 
likely LPM parameter with highest probability; +nearly uniformly distributed or ambiguous results where the m.l. = average; 
*visually best fitting MRT inferred from tritium when using a common spreadsheet approach 
   Well  
# 
tritium SF6 
Halon-1301 (incl./excl. 
uncertainty in solubility) 
visual best 
fit* 
MRT (m.l.^) 
[years] 
E/PM (m.l.^) 
MRT (m.l.^) 
[years] 
E/PM (m.l.^) 
MRT (m.l.^) 
[years] 
E/PM (m.l.^) 
MRT [years] 
{E/PM} 
1 7-64 (17) 0-1 (0.4) 0-38 (20) 0-1 (0.3) 
29.4->100 (91.2)/ 
29.9->100 (91.2) 
0-1 (0.73)/ 
0-1 (0.73) 
18 {0.73} 
2 0.8-50 (5) 0-1 (0.3) 0.2-5.5 (3+) 0-1 (0.9) - - 1 {0.30} 
3 3-58 (12) 0-1 (0.8) 10-26 (13) 0-1 (0.9) 
31.4->100 (70.8)/ 
31.7->100 (70.8) 
0-0.93 (0.30)/ 
0-0.92 (0.30) 
17 {0.88} 
4 19-52 (41) 0.4-0.8 (0.5) 18-47 (31) 0.3-1 (0.9) 
33.9->100 (62.0)/ 
34.0->100 (62.0) 
0-0.84 (0.69)/ 
0-0.83 (0.69) 
20.5 {0.40} 
5 19.9-27 (21) 0.1-0.4 (0.2) 25->100 (30) 0-0.8 (0.8) - - 19 {0.17} 
6 1.0-3.3 (1.9+) 0.0-0.9 (0.7+) 0-5 (1) 0-1 (0.3) 
0-16.6 (9.7)/ 
0-8.2 (3.6) 
0-1 (0.82)/ 
0-1 (0.18) 
0.5 {0.25} 
6 with one additional (artificial) Halon-1301 observation 0-5.0 (1.2) 0-1 (0.34)  
7 8-41 (28) 0.1-0.4 (0.3) - - - - 32 {0.22} 
8 7-56 (14) 0-1 (0.9) 3-9 (6) 0-1 (0.9) - - 15 {0.60} 
9 56- >100 (79) 0-0.5 (0.4) - - - - 65 {0.22} 
10 0.1-52 (2) 0-1 (0.1) - -   2.5 {0.80} 
11 0.9-59 (4) 0-1 (0.2) 5-14 (13) 0-1 (0.9) 
0.7-21.6 (16.7)/ 
6.6-20.0 (16.7) 
0-1 (0.91)/ 
0-1 (0.91) 
7 {0.40} 
11 with one additional (artificial) Halon-1301 observation 7.2-17.6 (12.7) 0-1 (0.91)  
12 7-66 (17) 0-1 (0.3) - - - - 16 {0.60} 
13 0.1-52 (2) 0-1 (0.1) - - - - 3.5 {0.70} 
14 0-51 (42) 0-1 (0.4) - - - - 1 {0.30} 
15 0.2-50 (1) 0-1 (0.1) 4-35 (12.7) 0-1 (0.9) 
0-19.3 (12.7)/ 
0-17.9 (17.8) 
0-1 (0.91)/ 
0-1 (0.68) 
<0.5 
{variable} 
EPM parameter populations inferred from each tracer: 
For some sites relatively flat EPM parameter distributions (highlighted with ‘+’ in Tab. 5-3 and 
illustrated in Fig. 5-7) did not allow for identification of the most likely EPM parameters. For the 
remaining locations, the EPM parameter distributions appeared to be similar to a normal or log-normal 
distribution if not multi-modal. Strong correlation of the EPM parameters were found at most sites 
(e.g. in Fig. 5-6 and 5-7), which may have led to large uncertainties in the inferred EPM parameters. 
The strong correlation (and relatively large uncertainty) was most likely a result of too few or too 
                                                          
53 The probability plots were established by binning the behavioural populations into 20 bins and normalization 
by the number of behavioural models. The effect of bin size on the distribution is discussed in Appendix D4. 
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closely spaced tracer measurements, which did not contain enough information to constrain the EPM 
parameters further. This may be resolved by additional tracer measurements.  
  
  
 
Figure 5-7: Probability plots of LPM parameters inferred from 9 tritium observations (UPPER), 3 SF6 (MIDDLE) and 1 Halon-
1301 observation (without consideration of uncertainty in solubility) (LOWER) for Well 4; the inferred MRT population for 
Halon-1301 suggested uncertainty in the inferred MRT is larger than 100 years and would need to be evaluated further with 
larger MRT bounds. 
Generally, how well LPM parameters can be constrained with each tracer is dependent on various 
factors, such as the tracer’s input, number and time of tracer data in groundwater in relation to the 
input and/or radioactive day, which is further discussed in Appendix C4. In this study, generally less 
ambiguous MRTs were inferred from SF6 and Halon-1301 than when inferred from tritium. The 
examples illustrated in Fig. 5-7 show two distinct MRT populations inferred from tritium and only one 
MRT population inferred from SF6 and Halon-1301. This was attributed to the tracer’s historic input to 
groundwater (i.e. a pulse function for tritium vs. SF6 and continuously increasing Halon-1301) and the 
behaviour of the tracers in groundwater (i.e. radioactive decay of tritium vs. stability of SF6 and Halon-
1301). For all locations where ambiguous (i.e. bimodal) MRT populations were obtained with tritium, 
only one of the MRT populations overlapped with the MRT population inferred from SF6 and/or Halon-
1301. These findings indicated that ambiguity may be resolved and the LPM parameters may be better 
constrained when inferred from a combination of all three tracers. 
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Figure 5-8: Probability plots of LPM parameters inferred from tritium (UPPER), SF6 (MIDDLE) and Halon-1301 (without 
consideration of uncertainty in solubility) (LOWER) for Well 11 
The E/PM was generally best constrained (i.e. had a smaller uncertainty) when inferred from tritium, 
followed by Halon-1301 and SF6. This was attributed to the tracer’s characteristic historic input and 
behaviour in groundwater as discussed previously. Significantly larger uncertainties in the inferred 
MRTs were obtained with Halon-1301 compared to the ones inferred from SF6 and tritium (if not 
bimodal)54. This may have been a consequence of the congregation of the following factors: 1) the 
relatively large analytical uncertainty in the determination of Halon-1301 in groundwater (determined 
in Chapter 4); 2) a relatively flat input of Halon-1301 to groundwater over the last few decades 
particularly since 2000 (e.g. an increase of 1.3 % in atmospheric Halon-1301 vs. 8.2 % in SF6 from 2010 
to 2012, as illustrated in Fig. 4-1 in Chapter 4); and 3) only one available Halon-1301 measurement at 
each site compared to time series SF6 and tritium data at the majority of sites (a relatively large 
uncertainty in inferred EPM parameters was also observed when using single SF6 measurements). The 
                                                          
54 With inclusion of uncertainties in retardation/decay of Halon-1301 the uncertainty in inferred Halon-1301 age 
may actually exceed the uncertainty estimated in this study. 
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author notes that this comparison of Halon-1301’s performance as an age tracer to tritium and SF6 
may underestimate Halon-1301’s potential, because only 1 Halon-1301 measurement was available at 
each site compared to time series tritium and SF6 data, and as some sites were known to be degraded 
in Halon-1301. For a more comprehensive analysis and comparison of the performance of Halon-1301 
as an age tracer, one needs to assess a richer dataset with additional Halon-1301 data, and treat data 
with known issues with more caution. 
When using generated Halon-1301 data in addition to measured data, a smaller uncertainty in the 
MRT, but an insignificantly different uncertainty in the E/PM was obtained (see Tab. 5-4). Inclusion of 
generated Halon-1301 data did therefore not allow for confirmation of the supposition that the mixing 
parameter can be better constrained with the aid of time series Halon-1301 data than with single 
Halon-1301 data. This needs to be assessed further with independent time series data of Halon-1301. 
Aside from the use of artificial Halon-1301 data that cannot replace actual measurements, the assessed 
groundwater samples were relatively young55, i.e. contained a large fraction of water recharged during 
recent years with a flattening out atmospheric Halon-1301 concentration, which may have prevented 
further constraining of the E/PM in this study.  
To assess if a lower analytical uncertainty in Halon-1301 measurements would result in a significantly 
reduced uncertainty in the inferred EPM parameters, the analytical uncertainty not taking uncertainty 
in the estimated solubility (as determined in Chapter 4)  into account was used. As anticipated, a lower 
bias, lower RMSE and lower number of behavioural models were obtained with the lower uncertainty 
compared to the ones obtained when considering the more comprehensive analytical uncertainty (i.e. 
including uncertainty in solubility). However, only for the younger water samples (that were not 
reduced in Halon-1301) did the lower analytical uncertainty result in a significantly (up to 59%) smaller 
uncertainty in the inferred MRT (see Tab. 5-1 and Appendix C3 for details). 
These findings highlighted the need for a reduced uncertainty in the determination of Halon-1301 (i.e. 
its solubility and/or analysis) and the use of time series Halon-1301 data to decrease uncertainty in the 
Halon-1301-inferred LPM parameters and ultimately expand Halon-1301’s application range and 
reliability as a groundwater age. This was also noted in Chapter 4.  
Consistency of EPM parameters inferred from each tracer: 
For all locations where data for tritium and SF6 were available, the behavioural EPM parameter 
populations derived from SF6 and tritium overlapped, which indicated partially consistent age 
estimates inferred from either tracer. Estimated Halon-1301 MRTs only agreed with estimated SF6 and 
                                                          
55 Assessment of the effect of additional Halon-1301 data in the older wells was not possible, since these were 
all degraded in Halon-1301. 
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tritium MRTs for Well 6, 11 and 15. For the remaining sites Halon-1301-inferred MRTs were 
significantly lower than the MRTs inferred from tritium and SF6, confirming the findings presented in 
Chapter 4 which showed reduced Halon-1301 concentrations at these sites. For some of the wells with 
a reduced concentration of Halon-1301, Halon-1301-inferred MRTs (and E/PMs) overlapped with 
MRTs derived from SF6 and/or tritium (and E/PMs), due to the relatively large uncertainty in the MRT 
(and the E/PM) estimated from Halon-1301 data. This highlighted the need for considering uncertainty 
in tracer observations and/or the reliability of the tracer to reduce uncertainty in the inferred LPM 
parameters when using a combination of multiple tracers. For three of the wells with a reduced 
concentration of Halon-1301, uncertainty in the estimated MRT could not be sufficiently characterized, 
as it exceeded the maximum MRT boundary of 100 years used in this study (Tab. 5-3).  
Although the MRTs derived from SF6 and tritium overlapped for the majority of sites, the most likely 
MRT inferred from each tracer differed significantly (with a difference of 6-30 years) for five of eight 
sites (Tab. 5-3). Because the most likely MRTs estimated from tritium was not consistently higher than 
the ones estimated from SF6 (and Halon-1301), the difference in the most likely MRT was unlikely to 
have been caused by travel through the unsaturated zone or on the surface (i.e. travel in the Hutt 
River). Instead, it was more likely that these differences were a result of e.g. analytical (or sampling) 
errors in the tracer measurements, air exposure in the well or due to a relatively flat MRT distribution 
with no clear probability maximum. 
Comparison of LPM parameters inferred using the probabilistic approach to the ones inferred using 
other methods: 
Table 5-3 also summarizes the (visually) best fitting EPM parameters derived from tritium when using 
TracerLPM, a commonly used spreadsheet approach to fit LPMs to tracer data using a deterministic 
single ‘best fit’ approach [Jurgens et al., 2012]. Although the best fitting EPM parameters inferred from 
TracerLPM were generally contained in the EPM parameter populations estimated using tritium in this 
study, there were significant discrepancies (differences of up to 41 years) between the most likely MRT 
inferred in this study and the (visually) best fitting MRT and mixing parameter estimated using 
TracerLPM for seven of 15 sites. These discrepancies highlighted that the commonly determined best 
fitting LPM parameters may not be the most likely ones.  
Uncertainty in the MRTs inferred from SF6 and Halon-1301 in this chapter greatly exceeded the ones 
estimated using an uncertainty perturbation approach presented in Chapter 4 (Tab. 4-5). In other 
words, the use of the probabilistic framework led to a more conservative uncertainty estimate in the 
MRT than inferred when using an uncertainty perturbation technique. These findings highlighted that 
uncertainty in the estimated LPM parameters may be significantly different when derived from 
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probabilistic and non-probabilistic approaches. For a more robust age estimation and quantification of 
uncertainty, the use of probabilistic approaches is recommended. 
5.4.2.2 Uncertainty in inferred LPM parameters a combination of up to three tracers 
In this section, the combined age estimates inferred using up to three tracers are presented. At the 
majority of sites any tracer combination method enabled reduction of uncertainty in the EPM 
parameters derived from SF6 or Halon-1301 and reduction of ambiguity in the EPM parameters derived 
from tritium. For some sites, however, ambiguity still remained. With each tracer combination method 
significantly different uncertainty distributions in the inferred EPM parameters were obtained. 
Examples are illustrated in Fig. 5-8 and further detailed in Appendix C4. Note that the combination 
methods were increasingly more sophisticated with increasing method number (see section 5.2.3.3 for 
detail on the individual methods employed). Unsurprisingly, uncertainty in the LPM parameters 
became increasingly more constrained with increasing method number. The most constrained EPM 
parameters were obtained with method 4 (where the LPM parameters were considered as behavioural 
when the weighted average of all tracers’ objective function was met).  
The author notes that inclusion of reduced Halon-1301 concentrations when inferring a combined age 
interpretation tends to select the older MRT populations inferred with tritium and/or SF6. The resulting 
age distributions appear to have narrowed while they may actually have been biased through inclusion 
of reduced Halon-1301 data. This finding demonstrates the potential danger in including potentially 
erroneous age tracer data. To resolve this issue, reliability and potential inappropriateness of 
individual tracer data need to be assessed either prior to uncertainty modelling (followed by removal 
of the erroneous data), or accounted for in an appropriate objective function.  
 
Figure 5-9: Probability plots for Well 11 (LEFT) and Well 6 (RIGHT) showing the probability as a function of the MRT inferred 
from tritium, Halon-1301 and SF6 using each tracer alone and in combination – combined with method 2 to 4 (method 1 simply 
combines the behavioural EPM parameters inferred from each tracer and is not illustrated as a separate graph here) 
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To assess whether uncertainty in the EPM parameters could be reduced with addition of Halon-1301 
to tritium and/or SF6, the change in uncertainty in the inferred EPM parameters when using Halon-
1301 in addition to tritium and/or SF6 was determined according to Eqn. 5-3.56 Results are summarized 
in Tab. 5-4. 
∆𝜀%(𝑎𝑔𝑒) 𝐻 =
𝜀(𝑎𝑔𝑒)𝑆/𝑇−𝜀(𝑎𝑔𝑒)𝐻+𝑆/𝑇
𝜀(𝑎𝑔𝑒)𝐻+𝑆/𝑇
∗ 100,              Eqn. 5-3 
where 𝜀(𝑎𝑔𝑒) denotes uncertainty in inferred LPM parameters as determined from the full range (i.e. 
the 0th and 100th %centile) of the derived LPM parameters, e.g. uncertainty in estimated MRT 𝜀(𝑀𝑅𝑇) 
is equal to 𝑀𝑅𝑇𝑚𝑎𝑥 − 𝑀𝑅𝑇𝑚𝑖𝑛. 𝜀(𝑎𝑔𝑒)𝑆/𝑇 refers to the age inferred from tritium and/or SF6; 
𝜀(𝑎𝑔𝑒)𝐻+𝑆/𝑇 refers to the age derived from Halon-1301 and tritium and/or SF6. ∆𝜀%(𝑎𝑔𝑒)𝐻 denotes 
the relative change in estimated LPM parameters when using Halon-1301 in combination with SF6 
and/or tritium compared to using SF6 and/or tritium alone. For example a ∆𝜀%(𝑀𝑅𝑇)𝐻 < 0% implied 
that uncertainty in the MRT inferred from tritium and/or SF6 could be reduced with addition of Halon-
1301. 
Table 5-4: Average relative change in uncertainty in the MRT and E/PM when including Halon-1301 for all sites; statistically 
insignificant changes (p>0.05) are highlighted in italics 
 ∆𝜺%(𝑴𝑹𝑻)𝑯 [%] when using: ∆𝜺%(𝑬/𝑷𝑴)𝑯 [%] when using: 
Comb.  
method 
# 
All 3 compared 
to tritium and 
SF6 
Halon-1301 and 
SF6 compared to 
SF6 alone 
Halon-1301 and 
tritium compared 
to tritium alone 
All 3 compared 
to tritium and 
SF6 
Halon-1301 and 
SF6 compared to 
SF6 alone 
Halon-1301 and 
tritium compared 
to SF6 alone 
When considering all sites 
1 51.6 50.2 46.5 6.4 6.4 6.4 
2 0 2437 456.0 0 727.5 401.5 
3 51.2 10.1 31.3 -7.0 -0.4 -15.2 
4 17.1 94.2 176.1 -18.6 1.5 -11.2 
When considering all sites plus artificial Halon-1301 data for Well 6 and 11 
1 51.6 49.0 46.5 6.4 6.4 6.4 
2 -8.6 2430 445.3 -16.5 727.5 391.6 
3 53.1 55.3 17.8 -7.0 -0.4 -18.0 
4 20.9 204.3 168.5 -18.1 1.5 16.9 
It was found that the direction, magnitude and significance of the change in uncertainty in the EPM 
parameters with addition of Halon-1301 were dependent on the site and combination method. When 
using method 1, changes in uncertainty in the estimated MRT and E/PM were statistically significant, 
although uncertainty in the inferred MRT significantly increased (on average) with addition of Halon-
1301 to tritium and/or SF6. This increase in uncertainty with addition of Halon-1301 can be attributed 
to the large uncertainty in Halon-1301 data, but may also highlight the potential inappropriateness of 
method 1, as further discussed in Appendix C3. When using method 3, changes in uncertainty in the 
MRT and E/PM were also statistically significant. A significant reduction in uncertainty in the inferred 
E/PM was achieved when including Halon-1301 to tritium and/or SF6, particularly when combining the 
two gaseous tracers Halon-1301 and SF6. This appeared even more significant (higher reduction in 
                                                          
56 A one tailed student t-test assuming independent populations with different variance was used to assess if the 
difference was significant. Significantly different populations were characterized by p<0.05. 
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uncertainty of the inferred E/PM) when using artificially generated Halon-1301 data in addition to 
measured Halon-1301 data as shown in Tab. 5-4 and detailed in Appendix C4. This indicated that with 
the aid of time series Halon-1301 data uncertainty in the E/PM may be better constrained than when 
using single Halon-1301 observations. However, further study is needed to confirm this exclusively 
with additional independent measurements of Halon-1301. 
5.4.2.3 Uncertainty in the age distribution 
In this section, uncertainty and ambiguity in the estimated age distribution is illustrated. In addition, 
the compliance/non-compliance with the New Zealand drinking water standard (NZDWS), which 
requires < 0.005 % of the groundwater to be <1 year old [Ministry of Health, 2008], is assessed. The 
probability distribution of the age distribution was inferred from the joint probability of the EPM 
parameters derived from SF6 and tritium using tracer combination method 1.57 The illustration of the 
uncertainty in the age distribution is a multidimensional problem and little study has been carried out 
to assess appropriate illustration methods that can be consulted for assessment of compliance/ non-
compliance with standards such as the NZDWS. In this study, two illustration methods were used. 
Figure 5-9 illustrates the likelihood of water containing fractions of <1 year old water for Well 6 and 
for <1 year old water and 1-100 year old water for Well 4. Most of the water in Well 4 was most likely 
between one and 100 years old. Since there was a 95% probability that less than 0.005% of the water 
in Well 4 was <1 year old, water in Well 4 did comply with the NZDWS. For Well 6 <1 year old water 
may have made up 0 to 100% of the water, with the highest probability that the fraction of <1 year old 
water was close to 40%. This suggested water from Well 6 did not comply with the NZDWS.  
   
Figure 5-10: Probability plots of the proportion of <1year old water for Well 6 (LEFT) ,  < 1 year old water for Well 4 (MIDDLE) 
and 1-100 year old water for Well 4 (RIGHT). 
                                                          
57 Method 1 simply averaged the behavioural EPM parameters inferred from either tracer. Halon-1301 was not 
considered here since it was not available at all sites and some wells were degraded in Halon-1301 which 
prevented a robust age interpretation with Halon-1301 in these wells. The actual method and tracers used in this 
section was irrelevant as this section only served as a demonstration of illustration methods and communication 
of the uncertainty in the inferred age interpretation. 
0 20 40 60 80 100
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
fraction [%] bins
p
ro
b
a
b
ili
ty
 
 
<1 year old water
0 20 40 60 80 100
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
fraction [%] bins
p
ro
b
a
b
ili
ty
 
 
1-10 year old water
0 0.5 1 1.5 2 2.5 3 3.5 4
0
0.2
0.4
0.6
0.8
1
fraction [%] bins
p
ro
b
a
b
ili
ty
 
 
> 10 year old water
0 20 40 60 80 100
0
0.02
0.04
0.06
0.08
0.1
0.12
.14
0.16
0.18
fraction [%] bins
p
ro
b
a
b
ili
ty
 
 
<1 year old water
0 20 40 60 80 100
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
fraction [%] bins
p
ro
b
a
b
ili
ty
 
 
1-10 year old water
0 0.5 1 1.5 2 2.5 3 3.5 4
0
0.2
0.4
0.6
0.8
1
fraction [%] bins
p
ro
b
a
b
ili
ty
 
 
> 10 year old water
0 1 2 3 4 5 6
0
0.2
0.4
0.6
0.8
1
fraction [%] bins
p
ro
b
a
b
il
it
y
 
 
<1 year old water
90 92 94 96 98 100
0
0.1
0.2
0.3
0.4
0.5
fraction [%] bins
p
ro
b
a
b
il
it
y
 
 
1-100 year old water
0 2 4 6 8 10
0
0.1
0.2
0.3
0.4
0.5
fraction [%] bins
p
ro
b
a
b
il
it
y
 
 
> 100 year old water
0 1 2 3 4 5 6
0
0.2
0.4
0.6
0.8
1
fraction [%] bins
p
ro
b
a
b
ili
ty
 
 
<1 year old water
90 92 94 96 98 1
0
0.1
0.2
0.3
0.4
0.5
fraction [%] bins
p
ro
b
a
b
ili
ty
 
 
1- 0  year old water
2 4 6 8 10
.
fraction [%] bins
p
ro
b
a
b
ili
ty
 
 
> 100 year old water
100 
//   //   
Proportion of water [%] 
< 1 year old 
 
Proportion of water [%] 
Between 1 and 100 year old 
 
Proportion of water [%] 
< 1 year old 
 
80 
Figure 5-10 illustrates the most likely, median (at 50% probability) and the 10th and 90th percentile 
cumulative age distributions for water in Well 4 and 6. Figure 5-10 allowed for similar conclusions to 
the ones made with Fig. 5-9. For example most of the water in Well 6 was below 10 years old and 
according to the most likely and 10th percentile age distribution the water did not comply with the 
NZDWS. However, the median and 90th percentile age distributions indicated that the water at Well 6 
did comply with the NZDWS. According to Fig. 5-10, a larger proportion of water in Well 4 was likely 
above 100 years old. The most likely, median and 10th percentile age distribution indicated that water 
at Well 4 did comply with the NZDWS. However, the 90th percentile age distribution indicated that 
water at Well 4 did not comply with the NZDWS. 
     
    
   
Figure 5-11: Cumulative probability plots of age distribution inferred for Well 6 (UPPER) and Well 4 (LOWER) 
These findings indicated, with either illustration method, a discussion on appropriate thresholds and 
their implication needs to take place (e.g. whether the 10th and 90th percentile are appropriate). This 
is particularly relevant when highly ambiguous age estimation is obtained. It is likely that this threshold 
will vary between counties and authorities (similar to drinking water contamination thresholds) and 
will depend on the application, e.g. assessment of contamination risks vs. sustainable use. In addition 
to the use of uncertainty thresholds, qualitative measures, such as the general understanding of the 
groundwater flow processes in the aquifer, may be used to interpret ambiguous age estimates. A 
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discussion on how such qualitative measures may be implemented in interpreting ambiguous age 
estimates and ultimately decision making (e.g. threshold setting, such as the NZDWS) is needed in 
further study. 
5.5 Chapter summary and conclusion 
An extensive literature review, carried out in this study, suggests that 1) very few groundwater age 
modelling studies have used a probabilistic approach to assess uncertainty; 2) although various model 
(input) uncertainties have been considered in the identified probabilistic age modelling studies, 
uncertainty in the tracer’s recharge estimate has not been taken into account; and 3) there has been 
negligible effort in defining meaningful objective functions in age (LPM) modelling. Progress in other 
areas of hydrological modelling has shown the need for careful identification of such metrics and 
consideration of all relevant model input uncertainties. For a more comprehensive uncertainty 
assessment in groundwater age modelling, it is important to consider all sources of uncertainty and 
identify the most relevant model components.  
In this study, age modelling was placed into a relatively simple probabilistic framework. The framework 
built on the work presented in the few identified probabilistic age modelling studies (listed in Tab. 2-1 
in Chapter 2), but was aimed at the many studies where little tracer data is available. Parametric LPMs 
were used to conceptualize groundwater mixing. The use of more complex models, such as non-
parametric LPMs, is also possible. The framework was demonstrated on tritium, Halon-1301 and SF6 
data in a New Zealand aquifer, but can be applied on any tracer dataset. Each individual uncertainty in 
model input and its relevance towards uncertainty in the age distribution was assessed in detail. 
Guidance was provided on how to identify the most suitable LPM type(s), most appropriate objective 
function and most appropriate and relevant model inputs and uncertainties by assessing their 
performance with quantitative criteria. It was suggested how to implement a multi-model approach 
to address structural uncertainty. The author notes, it is relatively simple to adapt the framework to 
include a range of LPMs and/or other structures, such as distributed models. The use of non-
parametric LPMs is an alternative approach to minimize or overcome structural uncertainty, although 
a considerable amount of tracer data is required to overcome the large degrees of freedom introduced 
by this shape-free approach. Different combination techniques for age information gained from 
multiple tracers were also demonstrated. The main findings of this chapter and recommendations for 
further work are summarized in the following: 
Framework specific findings and recommendations: 
 The objective function that best fulfilled the chosen requirements in this study was the Chi2 statistic. 
However, to allow for inferring of an age distribution from any number of time series tracer data, 
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the use of the custom objective function (Eqn. 5-2) was suggested which, as shown in this chapter, 
had a similar performance as the Chi2 statistic. The use of the Chi2 statistic is recommended, when 
an adequately large number of time series tracer data is available (e.g. three observations when 
using a ‘parametric’ LPM with two parameters) and the shape of uncertainty in tracer observations 
can be transformed into a Gaussian distribution. To confirm the wide transferability of both 
objective functions on any age tracer data set, their performance needs to be assessed in other 
environments (e.g. in the northern hemisphere where atmospheric tracer records are different) 
and/or when using other tracers than used in this study. Further work in this area is needed to 
identify meaningful objective functions. 
 Information on aquifer complexity was used to pre-select the most relevant LPM types. The 
performance of the pre-selected LPMs was assessed using quantitative criteria, which were 
beneficial to infer the most representative LPM type. The transferability of the chosen criteria 
needs to be assessed on other tracer datasets. Particularly the (subjective) pre-selection of the most 
suitable LPM types based on aquifer complexity needs further assessment and may be best 
replaced by a quantitative assessment. To ensure that the most suitable LPM type is among the 
pre-selected LPM types, it is recommended to assess a large number of LPM types.  
 A formal multi-model approach was not carried out. t is suggested future extensions of this work 
should use a multi-model approach, which allows for assessment of model structural errors. The 
implementation of a multi-model approach needs to be assessed further e.g. if the (weighted) 
average of the inferred LPM parameter populations is appropriate. 
 This study made a first attempt to also assess the effect of uncertainty in the tracer’s recharge to 
groundwater on the age distribution. Quantitative criteria were used to identify most likely tracer 
recharge estimates. It is suggested that future work should assess which uncertainties and tracer 
recharge estimate are most representative at the given study area and for the tracer used. Better 
(time and space variable) tracer recharge estimates may be taken account of by combining the 
approach with models that infer recharge more accurately. 
 The framework also allowed for assessment of the performance of individual tracers with regard to 
uncertainty and ambiguity in estimated age. Of particular interest was the performance of Halon-
1301, the new groundwater age tracer presented in Chapter 4. In the following case study specific 
findings and future recommendations are summarized. 
Case study specific findings and recommendations: 
 It was shown that the age distribution was sensitive towards a variety of data and model 
uncertainties. Uncertainty in the tritium decay rate did not significantly affect uncertainty in the 
age distribution in this study. However, for other tracers with a larger uncertainty in decay rate 
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and/or slower decay this may significantly affect the age estimate, particularly for older 
groundwater. It is suggested to assess the effect of all possible uncertainties on the uncertainty in 
the age distribution to ensure a robust uncertainty assessment in age modelling. 
 The following was found with regards to the performance of Halon-1301 compared to SF6 and 
tritium: 
a) Identification of the most appropriate mixing model was more conclusive when using Halon-
1301 than when using SF6. In addition, uncertainty in the Halon-1301-inferred mixing parameter 
was smaller than the one inferred from SF6. These findings confirmed the results from Chapter 
4 indicating that Halon-1301 may aid constraining of mixing models due to its non-linear (S-
shaped) historic input.  
b) Halon-1301-estimated MRTs were prone to larger uncertainties than the ones inferred from 
tritium or SF6 which can be related to the relatively large uncertainty in Halon-1301 
measurements in groundwater, its relatively flat atmospheric trend particularly since 2000 and 
only one available Halon-1301 measurement at each studied site.  
c) The relatively large uncertainty in the MRT was reduced when using multiple Halon-1301 data 
and/or when not considering uncertainty in the solubility of Halon-1301. This highlighted the 
need for further study to better estimate the solubility of Halon-1301 and/or to further reduce 
the analytical uncertainty in the determination of Halon-1301 (some suggestions have been 
provided in Appendix B6) to extend Halon-1301’s application range as an age tracer. Further 
study is needed to determine independent time series Halon-1301 data and confirm the cause(s) 
of reduced concentrations of Halon-1301 and estimate rates of decay/retardation to more 
comprehensively assess the uncertainty in Halon-1301-inferred age estimates and its 
performance as an age tracer. 
 Direct comparison and combination of age estimations from SF6, Halon-1301 and tritium allowed 
for reduction of individual tracer limitations, such as ambiguity related to the use of tritium, and 
uncertainty in the LPM parameters related to the use of SF6 and Halon-1301. These findings 
indicated that, although large uncertainties in the MRT may be inferred from Halon-1301 data, the 
value added through complementary use of Halon-1301 e.g. to constrain the mixing parameter and 
help resolve ambiguous MRTs, can outweigh this shortcoming. It is recommended to assess the age 
estimation inferred from each tracer individually before assessing different combination methods 
for robust groundwater dating. 
 It was noted that, although the consideration of Halon-1301 data in combination with tritium 
and/or SF6 narrowed the resulting LPM parameter populations inferred with each individual tracer, 
the age interpretation may have actually been biased towards higher ages due to the inclusion of 
data that is thought to have had degraded (reduced concentrations) of Halon-1301. This 
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demonstrates the potential danger in using (multiple) age tracer data while not accounting for the 
tracer’s reliability, e.g. potential degradation. Further study is needed to find methods that allow 
for consideration of the tracer’s reliability in age modelling. Potential methods include 
identification of erroneous tracer data prior to uncertainty modelling (followed by removal of the 
erroneous data need to be removed), and the use of an appropriate objective function that 
accounts for the tracer’s reliability, e.g. by weighting tracer data based on their reliability. 
Key messages: 
 A key message arising from this work is that the commonly derived single (visually) best fitting LPM 
parameters do not generally comply with the most likely LPM parameters found when using the 
probabilistic framework.  
 Aside from ambiguous age estimates, a significant uncertainty in the MRT ranging from 20 to over 
3000% of the most likely MRT was found. The estimated uncertainties were significantly higher than 
uncertainties estimated using a simple sensitivity perturbation technique for Halon-1301 presented 
in Chapter 4. These findings highlighted the need for consideration of uncertainty in model inputs 
and the use of a probabilistic age modelling approach for robust groundwater dating. Use of a single 
parameter set is dangerous and should be avoided.  
 It is recommended that further studies trial the presented framework and its components for 
assessment of uncertainty in age estimations inferred from other tracers than those utilised in this 
study. The performance of all common tracers should also be interrogated across a range of 
different hydrologic and geologic settings. It needs to be assessed whether similar conclusions 
about the shape and uncertainty in tracer input and contribution of model input uncertainties 
towards uncertainty in the age distribution can be made. Further work is also needed to assess the 
transferability of individual framework components, in particular the evaluation criteria and tracer 
combination methods, and identification of meaningful objective functions. The author hopes that 
further study will take the presented analysis further and implement a multi-model approach to 
quantify structural uncertainty related to the use of simplified models for groundwater dating such 
as parametric LPMs. 
 Most importantly it is hoped that it will become common practice to quantify and take account of 
uncertainties in groundwater age modelling to ultimately robustly mange groundwater resources. 
 It was highlighted that communicating uncertainty in the age distribution is a difficult task, since 
the age distribution is already a distribution (conceptualizing the fractions of different aged waters 
in a water sample). Discussion of appropriate illustration methods and probability thresholds (e.g. 
the use of the 10th and 90th percentile) is needed. This is particularly relevant when obtaining 
ambiguous age estimates.  
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6. Assessment of commonly measured hydrochemistry as a 
groundwater age tracer 
6.1 Introduction 
Despite their high value for groundwater characterization and management, age tracer measurements 
are only available for a limited number of groundwater sites, because their determination is relatively 
expensive and requires special lab equipment and expertise. In addition, the applicability and reliability 
of each age tracer can also be limited in specific groundwater environments and each tracer’s time/age 
application range is restricted, as already detailed in Chapter 2. This study is not only concerned with 
finding new groundwater age tracers to complement the existing age tracers, but also finding cost-
effective, easily determinable tracers to increase the number of available robust groundwater age 
estimates. 
As detailed in Chapter 2, commonly measured hydrochemistry parameters58 appear ideal candidates 
for the use as age tracers. The reasons for this include their cheap and routine determination and 
spatial and temporal wide availability. Commonly measured hydrochemistry has only been used to 
infer the age distribution of groundwater with a mean age ranging from weeks to months relying on a 
well monitored seasonally variable input of hydrochemistry to groundwater. Over a wider age range, 
where the seasonally variable input has been dampened, commonly measured hydrochemistry has 
only been used as an age proxy. To estimate age of groundwater recharged weeks to hundreds of years 
ago using commonly measured hydrochemistry, age estimates determined with other techniques (e.g. 
age tracers) are needed to establish hydrochemistry-age relationships. However, these relationships 
do not normally take account of groundwater mixing and have only been used to estimate mean or 
apparent age.  
This chapter assesses the potential use of commonly measured hydrochemistry parameters as 
complementary age tracers further. Specifically, in a New Zealand groundwater system it is assessed: 
1) whether and to what extent hydrochemistry can be used to reduce uncertainty and ambiguity in 
age estimates inferred with established age tracers (here tritium), and 
2) whether and to what extent commonly measured hydrochemistry can be used to extrapolate age 
inferred with established age tracers for sites of otherwise unknown age. 
3) For either and both of the above, it is also assessed which hydrochemistry parameter(s) work best 
and under what conditions. 
                                                          
58 In this thesis, the term commonly measured hydrochemistry includes the concentration of major and trace 
ions, but does not include the concentrations of isotopic compounds, such as tritium and carbon, or other 
compounds, such as SF6, that have been applied as groundwater age tracers through employment of their known 
input to groundwater and/or well-studied decay.  
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The independent use of hydrochemistry is expected to result in relative rather than absolute age 
estimates, because hydrochemistry of recharge is either assumed to be constant (meaning it carries 
no time information) or it is unknown [person. communication Daniel Sinclair, 25/11/2015]. For 
comparison, when using established age tracers, age can be constrained with the aid of a time-
dependent parameter (such as its time dependent input to groundwater and/or a tracer-decay term) 
fed into the Convolution Integral (Eqn. 2-1), turning the concentration into a time-varying function. 
Nevertheless, for completeness and in the hope that physical constraints might somewhat constrain 
age, this thesis considers whether and to what extent age information can be inferred when using 
commonly measured hydrochemistry independently. In particular, it considers whether the deviation 
of observed hydrochemistry from hydrochemistry-piston flow time (PT) relationships contains 
information on groundwater mixing. 
In this study, the outcome of these assessments will be somewhat specific to the studied dataset 
and/or study area, but may highlight the potential of hydrochemistry elsewhere. In addition, this 
study’s finding may provide information for further study to seek generalizable results e.g. by 
region/geoclimatic regime. Aside from assessing the performance of commonly measured 
hydrochemistry as an age tracer, it was also assessed whether weathering rates and hydrochemistry 
of recharge could be inferred with the aid of groundwater chemistry. Estimates of weathering (or other 
reaction) rates have been shown to indirectly aid groundwater dating, e.g. by correction of C14 
activities to infer C14 ages [Fontes and Garnier, 1979], and assessment of anthropogenic effects, e.g. 
the effect of acid rain [e.g. Pacheco and van der Weijden, 1996] or carbon sequestration [e.g. Cressey, 
2014] on the groundwater’s chemistry. Estimates of hydrochemistry of recharge have been shown to 
aid identification of recharge source(s) and temporal changes of recharge chemistry which are 
important for groundwater management [e.g. MacDonald et al., 2003; Böhlke and Denver, 1995; 
Lindsey et al., 2003; Freeze and Cherry, 1979]. 
6.2 Methods 
6.2.1 General method overview 
To assess whether commonly measured hydrochemistry parameters can be used as a stand-alone or 
complementary groundwater age tracer, the methodology illustrated in Fig. 6-1 and further described 
below was used. Firstly, commonly measured hydrochemistry data were collected from sites for which 
hydrochemistry-PT relationships are likely to exist (e.g. from sites located in one aquifer).59 The data 
                                                          
59 The transfer of lab-determined hydrochemistry-PT relationships to infer age from groundwater chemistry may 
be limited. Large differences (in kinetics) have been observed for hydrochemistry-PT relationships found in lab 
and field environments which can be attributed to the different conditions prevailing in controlled lab 
environments and more complex field environments [e.g. White and Brantley, 2003]. It was expected that 
hydrochemistry-PT relationships need to be determined specifically for each groundwater system rather than 
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were then assessed for apparent internal consistency with regard to potential drivers and controlling 
factors and to identify (potential) sub-datasets within the dataset (referred to as the data analysis step 
in Fig. 6-1). This is necessary because there are various processes and conditions that may affect the 
chemical composition of groundwater, aside from residence time and groundwater mixing. This may 
hinder establishment of strong hydrochemistry-PT relationships and inference of age information from 
commonly measured hydrochemistry, even if the sites were all located in one aquifer. The following 
methods were used to identify differences/similarities in hydrochemistry and potential drivers and 
controlling factors in this study60: 
1. Nearest neighbour hierarchical cluster analysis (HCA) [e.g. Gueler et al., 2002] in Statgraphics® 
Centurion XVI [StatPoint Technologies Inc., 2009] was used on standardized median major 
hydrochemistry data to identify differences in hydrochemistry of the studied samples. Difference 
may indicate contamination and/or differences in recharge of the respective sample(s). 
2. The Mann-Kendall test [Mann 1945, Kendall 1975] and Sen’s slope estimator [Sen, 1968; Helsel and 
Hirsch 1992] using the GNS Science Spreadsheet for automatic processing of water quality data 
[Daughney, 2010] were used on historical hydrochemistry records to identify apparent trends in 
major hydrochemistry. Trends may indicate anthropogenic effects or non-steady state conditions 
at the affected groundwater sites. Trends with p < 0.05 and an increase/year of > 10% were 
considered as significant based on Daughney and Reeves (2006), who considered relative 
hydrochemistry trends in New Zealand of < 10% as too slow to be attributed to anthropogenic 
effects (or non-steady state), but may be attributed to natural processes. 
3. The Kruskal-Wallis test [Kruskal and Wallis, 1952; Helsel and Hirsch 1992] using the GNS Science 
Spreadsheet for automatic processing of water quality data [Daughney, 2010] was used on 
historical hydrochemistry records to identify significant seasonality in major hydrochemistry, which 
may indicate a change in recharge (e.g. season dependent rain/river recharge) or non-steady state 
conditions at the affected groundwater sites. Significant seasonality (assuming two or four 
seasons61) was characterized by p < 0.05 and a seasonal difference > 10%. 
4. Principal Component Analysis (PCA) [e.g. Gueler et al., 2002] in Statgraphics® Centurion XVI 
[StatPoint Technologies Inc., 2009] was used on standardized median hydrochemistry data to 
identify correlating hydrochemistry parameters, which may indicate the same potential 
                                                          
using generalizable relationships, due to differing conditions such as climate, geology or microbial populations 
that influence groundwater chemistry. Further study is needed to assess if generalizable relationships exist. 
60 The applicability of each tool may depend on the dataset and may need to be assessed for each study 
individually. Some commonly used statistical and graphical tools that can be used for assessment of the 
consistency of hydrochemistry within a dataset are summarized in Appendix D1. The approach presented in this 
study, can be adjusted to implement other tools. 
61 The number of seasons was chosen based on the climate in the study area. See Chapter 3 for details on the 
seasonal precipitation and temperature pattern in the study area. 
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processes/reactions. The dominant processes that were identified with PCA were further assessed 
in an inverse mass balance model to identify dominant reactions and confirm their consistency at 
all sites. Because PCA indicated mineral weathering was one of the major processes that had altered 
major hydrochemistry in this study, a mineral weathering inverse mass balance model was 
established in PHREEQC [Parkhurst and Appelo, 1999]. 
5. To assess if the assumptions made and outputs of the inverse mass balance model and PCA were 
consistent with actual weathering processes, the aquifer material composition was determined. 
Aquifer material analysis was carried out on carbon coated thin sections on a microprobe using 
electron backscatter imaging, EDS and WDS (electron dispersive spectroscopy and wavelength 
dispersive spectroscopy, respectively).  
After identification of potential sub-datasets, hydrochemistry-PT relationships and age information 
were inferred for each sub-dataset. For that a probabilistic approach similar to that presented in 
Chapter 5 was used. The relationship in Eqn. 2-1 in Chapter 2 (i.e. the convolution integral) was 
adjusted for the use of hydrochemistry as an age tracer in Eqn. 6-1.  
cobs(t) = ∫ 𝑔(𝑡
′) ∗ 𝑐𝑖𝑛(𝑡 − 𝑡
′) ∗ 𝑐𝑎𝑙𝑡(𝑡
′)
∞
0
𝑑𝑡′,         Eqn. 6-1 
where 𝑐𝑜𝑏𝑠(𝑡′)  is the observed hydrochemistry in groundwater; 𝑐𝑖𝑛(𝑡
′ − 𝑡) refers to the 
hydrochemistry of recharge; t is the observation time; t’ is the residence time; the decay term in Eqn. 
2-1 was replaced with 𝑐𝑎𝑙𝑡(𝑡
′) with refers to the time dependent alteration of hydrochemistry in 
groundwater, i.e. the hydrochemistry-PT relationship. 
 
Figure 6-1: Schema of 2-stepped modelling approach 
The approach involved the generation of hydrochemistry (e.g. Si concentrations) by modelling of 
groundwater mixing processes and random sampling of the model inputs from within their uncertainty 
using ‘Classic’ Monte Carlo sampling [Hammersley and Handscomb, 1964]. The model inputs were: a) 
the mixing model parameters for each site in the selected dataset, b) hydrochemistry of recharge and 
c) the time dependent hydrochemistry altering process, i.e. hydrochemistry-PT relationship. Simulated 
and observed hydrochemistry data were then compared by means of an objective function to identify 
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model inputs (i.e. hydrochemistry-PT relationships and mixing model parameters) that led to 
‘behavioural’ (i.e. adequately fitting, representative) hydrochemistry data. Details on the model 
components used in this study are given in the following.62 
Power law relationships between hydrochemistry and PT were assumed (Eqn. 6-2), because such 
relationships between hydrochemistry and groundwater age (or age equivalent) have been commonly 
found in both lab [e.g. Luce et al., 1972; Paces, 1973; Taylor and Blum, 1995] and field studies [e.g. 
Downes, 1985; Katz et al., 1995; Rademacher et al., 2001 and 2005; Morgenstern et al., 2009 and 
2010]. 
Hydrochemistry-PT relationship: 𝑐𝑎𝑙𝑡(𝑡
′) = a ∗ t′b + c,      Eqn. 6-2 
where 𝑐𝑎𝑙𝑡 is the time dependent hydrochemistry concentration; and the parameters a, b and c, which 
are in the following referred to as process parameters. 
Groundwater mixing was conceptualized by simplified LPMs from which the age distribution was 
determined. The following three scenarios with regard to prior information on the LPM parameters 
were used (also summarized in Tab. 6-1): 
A) To assess whether the often ambiguous tracer-inferred LPM parameters can be further constrained 
with the aid of commonly measured hydrochemistry, tracer-inferred LPM parameters were used to 
establish hydrochemistry-PT relationships. It was assumed that hydrochemistry and age tracers 
underwent the same flow and mixing processes.63 
B) To assess the performance of hydrochemistry as an age proxy when used independently, the LPM 
parameters at each site were not constrained a priori. To assess whether hydrochemistry could be 
used to confirm the mixing model, a selection of LPM types was used. To identify the most 
appropriate LPM type, the performance criteria suggested in Chapter 5 were used64.To assess 
whether a robustly pre-determined age distribution at one site would allow for inferring of the age 
distribution at the remaining sites purely based on commonly measured hydrochemistry, the LPM 
parameters were not constrained a priori at all but one site for which tracer-derived age 
                                                          
62 As extensively discussed in Chapter 5, numerous choices for each component of the probabilistic modelling 
approach exist and their applicability may depend on the dataset and may need to be assessed for each study 
individually. The presented method can be adjusted to implement other modelling components if required. 
63 This implied that the same mixing model could be applied to describe mixing of tracers and hydrochemistry 
with groundwater. It was also assumed that the assessed hydrochemistry parameters and age tracers were 
behaving conservatively in groundwater (i.e. retardation is negligible). Retardation has been shown to be 
negligible for the tracers used in this study (see Chapter 2 for detail) and only hydrochemistry parameters with 
negligible retardation were assessed in this study (see section 6.2.2 for detail). 
64 The performance criteria for identification of the most appropriate LPM type presented in Chapter 5 were: 
1) the lowest CV of the behavioural LPM parameters.   2) the lowest bias of behavioural simulated and 
observed hydrochemistry.    3) the lowest RMSE (of simulated and observed hydrochemistry. 4) the highest 
number of behavioural models.   5) agreement of the LPM with general aquifer geometry.   6) agreement of 
inferred MRTs with well location with regard to recharge area or other dated wells.  
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information were used. To assess what type of data (poorly constrained vs well constrained, 
relatively old vs young) would lead to the most constrained groundwater age distributions, a 
correlation matrix was established which included the change in 1) the uncertainty in the 
hydrochemistry-inferred LPM parameters, 2) the most likely tracer-derived LPM parameters, and 
3) the uncertainty in the tracer-inferred LPM parameters. To confirm if the results inferred in C) 
were meaningful, the value of the tracer-derived LPM parameters for each data point was assessed 
by using tracer-inferred LPM parameters at all but one site for which unconstrained LPM 
parameters were used. 
Table 6-1: Use or prior information on groundwater age to assess the potential of hydrochemistry as an age tracer/proxy 
Site # Scenario A Scenario B 
Scenario C 
C I C II C … C N 
1 
Unconstrained 
LPM parameters 
Tracer-inferred 
LPM 
parameters 
Tracer-inferred 
LPM parameters 
Unconstrained 
LPM parameters Unconstrained 
LPM parameters Unconstrained 
LPM parameters 
2 
Unconstrained 
LPM parameters 
Tracer-inferred 
LPM parameters 
... 
Unconstrained 
LPM parameters 
Tracer-inferred 
LPM parameters 
n 
Unconstrained 
LPM parameters 
Tracer-inferred 
LPM parameters 
To calibrate the LPM and hydrochemistry-PT relationships, the ‘goodness of fit’ or Chi2 statistic was 
used (see Eqn. 6-3 after Helsel and Hirsch (2002) and Appendix D3 for further detail). The Chi2 statistic 
presumes a normally distributed uncertainty in the observations which were confirmed for each 
assessed hydrochemistry parameter at each site detailed in Appendix D3. The Chi2 statistic allowed for 
reporting of a specific confidence (e.g. 99% confidence) that observations and simulations agree within 
a certain uncertainty threshold (e.g. three standard deviations). 
Chi2 objective function:   𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝜒2(𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑) = ∑
(𝑜𝑏𝑠−𝑠𝑖𝑚)2
𝜀2
/𝑑𝑓,  Eqn. 6-3 
where obs refers to the observed hydrochemistry (the median of historical data was used if no trends 
in hydrochemistry records have been identified); sim is the simulated hydrochemistry; df refers to the 
degrees of freedom, which are defined as the difference between the # of observations and the # of 
relations between observations (which is dependent on the independent variables of the model, e.g 
df = 3 for the EPM); ε represents uncertainty in hydrochemistry observations which reflects the 
analytical uncertainty, repeatability and the variability of the historical hydrochemistry data. ε was 
estimated from the standard deviation (SD) of the historical hydrochemistry data or the measurement 
uncertainty whichever was larger. ε > 5 SD was considered as to large to allow adequate constraining 
of hydrochemistry-PT relationships and age information. 
It was found that the ability to establish hydrochemistry-PT relationships and infer age information 
differed for each assessed hydrochemistry parameter. The performance appeared dependent on the 
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considered uncertainty threshold (Ɛ in Eqn. 6-3, i.e. the number of considered SDs65) as illustrated in 
Fig. 6-2. Based on this finding, a flexible uncertainty threshold was used in this study. The most 
appropriate uncertainty threshold was identified for each hydrochemistry parameter using 
performance criteria detailed in Appendix D3. The Chi2 objective function has never been applied in 
this way, i.e. with a flexible uncertainty threshold. The closest equivalent to the objective function used 
in this study is an objective function with a specified threshold such as demonstrated in Timbe et al. 
(2014), who used the Nash-Sutcliff efficiency with a specified ‘cut-off’ above which models were 
considered as behavioural. 
 
Figure 6-2: Examples of hydrochemistry-PT relationships established using the Chi2 objective function with an uncertainty 
threshold (𝜀 in Eqn. 6-3) of 3-4 SD. Relationships could not be established when considering an uncertainty threshold <2 SD. 
In this study, linear, asymptotic and exponentially decreasing hydrochemistry -PT relationships are assumed (Eqn. 6-2). 
Weathering rates were estimated from the slope of the inferred hydrochemistry-PT relationships and 
by linking the hydrochemistry parameters to specific mineral weathering reactions. This was carried 
out based on the general understanding of mineral weathering reactions and the findings obtained 
during inverse mass balance modelling. The estimated weathering rates were then compared to 
weathering rates deduced in other field studies. Hydrochemistry of recharge was estimated from the 
intercept of the inferred hydrochemistry-PT relationships (i.e. process parameter c in Eqn. 6-2) and 
compared to observed hydrochemical composition of recharge in the study area. 
6.2.2 Case study 
The Lower Hutt Groundwater Zone (LHGWZ), described in Chapter 3, appeared to be a suitable case 
study to assess whether information on the age distribution can be inferred with the aid of 
groundwater chemistry. Firstly, the LHGWZ was believed to have a relatively simple/homogenous 
aquifer structure which was thought to indicate relatively consistent, homogenous hydrochemistry-
altering processes throughout the aquifer. Secondly, commonly measured hydrochemistry and age 
tracer data were available in 15 locations across the LHGWZ, illustrated in Fig. 3-2 and summarized in 
Tab. 3-1 in Chapter 3, with mean residence times (MRTs) ranging from days to approximately 75 years. 
                                                          
65 The uncertainty in observed hydrochemistry is commonly reported as 1 or 2 SD and is site and hydrochemistry 
parameter specific and reflects the analytical uncertainty, repeatability and the variation of hydrochemistry over 
time. 
Piston flow time 
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This rich dataset allowed for comparison of hydrochemistry-inferred and tracer-inferred age 
information and assessment of the complementary use of hydrochemistry and established age tracers 
for groundwater dating. Thirdly, the groundwater was not too saline, i.e. it was under-saturated for 
most minerals, as shown in section 6.3. Saturation may prohibit identification of hydrochemistry-PT 
relationships due to an insignificant increase of dissolved species with residence time when reaching 
saturation. 
Median ion concentrations, median pH and median conductivity were determined from historical 
major hydrochemistry data (a summary of available data is given in Tab. 3-1 in Chapter 3) using the 
GNS Science Spreadsheet for automatic processing of water quality data [Daughney, 2010]. Further 
detail on the data used can be found in Appendix D1, which also describes how outliers and missing or 
below detection limit data of the historical hydrochemistry data were treated in this study. To confirm 
the composition of the water baring material and identify weathering processes, two gravel pebbles 
were analysed. One was sampled from the Hutt River the other was sampled from the lower aquifer 
layer (68m below surface).66 The location of the gravel samples in regard to the locations of 
groundwater wells is illustrated in Fig. 3-1 in Chapter 3. Further information on the aquifer material 
analysis and the inverse mass balance model can be found in Appendix D2. 
Promising correlations of the hydrochemistry parameters Na, Si, TDS, Fe, F, Cl, Mg, K and Ca with 
tritium-inferred mean residence time (MRT) have been found in the LHGWZ as presented in Appendix 
D1. Because these parameters have also been shown to correlate well with mean or apparent age in 
other studies [e.g. Downes, 1985; Taylor et al., 1992; Katz et al., 1995; Rademacher et al., 2001 and 
2005; Morgenstern et al., 2009 and 2010], the focus of this study was to assess these parameters for 
the use as groundwater age tracers/proxies.67 Additionally, PCA was used as a data reduction tool and 
the identified Principal Components were assessed for the use as age proxies/tracers. To simulate 
hydrochemistry data (i.e. the concentration of Na, Si, Fe, F, Cl, Mg, K and Ca, TDS and the PCs) in the 
                                                          
66 Although, this approach involved analysis of 2 aquifer gravel pebbles only, the mineral analysis outcome of 
these two samples agreed well with the general greywacke composition reported by Rowe (1980) and 
weathering processes derived from inverse mass balance modelling shown in section 6.3.1. On the basis of these 
findings, it was assumed that the relative composition and relative weathering processes inferred from these 2 
samples were relatively representative for the studied aquifer. For a more thorough assessment of weathering 
reactions, the author recommends the analysis of sand size particles as they are likely dominating water 
chemistry due to their relatively large surface areas, although the determination of bulk (unweathered) aquifer 
material chemistry is more difficult when using sand size particles than when using pebble sized material.  
67 Ratios and combinations of one or more of these parameters were also assessed for the use as age 
tracers/proxies (e.g. the sum/ratio of their concentrations was used or the objective function was adjusted for 
multiple parameters as presented in Chapter 5). However, since no behavioural relationships with PT (with ε < 5 
SD) could be established, these were not further discussed in this study. Although not successful in this study, it 
is strongly believed that the combination of hydrochemistry parameters can aid more robust and certain 
groundwater dating in (other) groundwater environments. Further study is needed to look into this. 
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LHGWZ the process parameters a, b and c (Eqn. 6-2) were randomly sampled from a uniform 
distribution68.  
To assess whether groundwater age distributions can be inferred purely using hydrochemistry, 
unconstrained/floating age information were used. The mixing parameter was sampled from a uniform 
distribution from 0 to 1 (its natural boundaries, see example of the EPM in Eqn. 2-2, Chapter 2) and 
the MRT was drawn from a uniform distribution in the open interval69. To conceptualize groundwater 
mixing, the exponential piston flow model (EPM), partial exponential model (PEM) and the dispersion 
model (DM) were used, which have been found most suitable for the LHGWZ based on the complexity 
of the groundwater system (see Appendix D4 for equations of these LPMs and Chapter 5 for a 
discussion on the pre-selection of LPM types). Monte Carlo (MC) simulation was carried out using 1 
million runs. One million runs have been found appropriate, because no significant differences in 
model output were found when using more than 500,000 MC runs. Further detail on the MC simulation 
and selected model components can be found in Appendix D. 
To examine the effect of using hydrochemistry on previously inferred age information, the tracer-
inferred EPM parameter populations (i.e. the MRT and E/PM pairs, see Eqn. 2-2 in Chapter 2) obtained 
in Chapter 5, were randomly sampled. To assess whether and to what extent the tracer-inferred or 
unconstrained groundwater age information were (further) constrained with the aid of 
hydrochemistry, the relative change in uncertainty in the EPM parameters with the aid of 
hydrochemistry was determined using Eqn. 6-4. 
∆𝜀%(𝑎𝑔𝑒)ℎ𝑐 =
𝜀(𝑎𝑔𝑒)ℎ𝑐−𝜀(𝑎𝑔𝑒)𝑡
𝜀(𝑎𝑔𝑒)𝑡
∗ 100,       Eqn. 6-4 
where 𝜀(𝑎𝑔𝑒) denotes uncertainty in inferred LPM parameters determined as the absolute (the 0th 
and 100th %centile or full range) uncertainty which is equal to the difference between max and min of 
the inferred LPM parameters, e.g. 𝜀(𝑀𝑅𝑇) refers to uncertainty in the estimated MRT determined as 
𝑀𝑅𝑇𝑚𝑎𝑥 − 𝑀𝑅𝑇𝑚𝑖𝑛; 𝜀(𝑎𝑔𝑒)𝑡 = uncertainty in the tracer-derived/unconstrained LPM parameters; 
𝜀(𝑎𝑔𝑒)ℎ𝑐 refers to uncertainty in the hydrochemistry-inferred LPM parameters; ∆𝜀% denotes a 
                                                          
68 To simulate TDS in this study, the process parameters a, b, c (Eqn. 6-2) were randomly sampled from a uniform 
distribution with the following boundaries: a = -10 to 100, b= 0 to 2, c= 0-100. For simulation for the remaining 
hydrochemistry parameters (Na, Si, Fe, F, Cl, Mg, K and Ca) and PCs, the process parameters a, b and c (Eqn. 6-2) 
were randomly sampled from a uniform distribution with the following boundaries: a = -10 to 30, b= 0 to 2, c= 0-
40. These boundaries have been chosen based on the range of behavioural process parameters obtained during 
a pre-run with wider process parameter boundaries. These boundaries also respected natural boundaries. 
Parameter c was not further constrained, e.g. to hydrochemistry of recharge, to allow for one additional degree 
of freedom and inference of hydrochemistry of recharge with this approach. 
69 As a starting point the MRT was sampled from a uniform distribution from 0 to 100 years (based on the range 
of previously inferred MRTs using age tracers and the general application range of the tracers. However, 
insignificantly different (relative) results were obtained when drawing the MRT from a uniform distribution from 
0 to 500 or 0 to 1000 years indicating that the MRT could only be constrained relatively when estimated purely 
based on hydrochemistry as presented in the section 6.3.2. 
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relative change in uncertainty e.g. a ∆𝜀%(𝑀𝑅𝑇)ℎ𝑐 of 0 % or <0 % implies no change or a reduction of 
uncertainty in the tracer-derived/unconstrained MRT with the aid of hydrochemistry, respectively. 
6.3 Results 
6.3.1 Identification of similarities/differences in major hydrochemistry and sub-datasets 
In the following the outcome of the data analysis are summarized and the identified sub-datasets are 
presented. Further detail can be found in Appendix D1. 
No statistically significant trends in historical hydrochemistry data were found for any site. This may 
have indicated insignificant anthropogenic influence (on the assessed hydrochemistry) and/or may 
have confirmed steady state flow conditions at the studied sites. Significant seasonality in the assessed 
hydrochemistry parameters was only found for two shallow groundwater wells located in the 
unconfined part of the aquifer (Well 2 and 6). For > 70% of the assessed hydrochemistry parameters70 
insignificant seasonality was confirmed. These included the parameters that were assessed for the use 
as age tracers in this study. To meet the objectives of this study, it was concluded that on the basis of 
the trend and seasonality analysis it was acceptable to use the hydrochemistry data in the chosen study 
area. Based on the lack of seasonality and trends in the composition of the Hutt River (the main 
recharge source of the LHGWZ), it was assumed that the variability of hydrochemistry in recharge was 
insignificant compared to changes induced by mixing and/or residence in the subsurface71. With this 
assumption the convolution integral (Eqn. 6-1) became72:  
cobs(t)  =  ∫ 𝑔(𝑡
′) ∗  𝑐𝑎𝑙𝑡(𝑡
′)
∞
0
𝑑𝑡′        Eqn. 6-5 
HCA carried out on a range of hydrochemistry parameters73 indicated that hydrochemistry at two 
groundwater sites (Well 5 and 9) was significantly different from the hydrochemistry at any other site. 
Further assessment of their individual chemical composition indicated that water from Well 5 was 
reduced in SO4 and water from Well 9 was significantly affected by ion exchange. Well 9 was the only 
well that tapped into the lower aquifer layer. The aquifer material in the lower (and older) aquifer layer 
was expected to be more weathered and to contain a larger amount of clay minerals than the aquifer 
material in the upper aquifer layer. This supports the inference of significant ion exchange in Well 9.  
                                                          
70 The hydrochemistry parameters used for trend and seasonality analysis can be found in Tab. 3-2, Chapter 3. 
71  For trend and seasonality analysis hydrochemistry records from 1992 to 2014 were used. To confirm a lack of 
trends and seasonality over the entire groundwater age range exclusively further study is needed. See Appendix 
D1 for a more detailed discussion on this. 
72 If the variation of hydrochemistry of recharge (or the recharge itself) was significant, a representative recharge 
function that accounts for time variable hydrochemistry recharge may be used. Identification of a representative 
recharge function would require sufficient time series data of hydrochemistry of recharge for the time range 
covering the ages of the studied groundwater. 
73 using Total Alkalinity, NH4-N, Br, Ca, Cl, Conductivity (field), DO, Fe, Mg, NO3-N, K, SIO2, Na, SO4, pH (field) 
because these parameters were available and above the Limit of Detection (LOD) at all sites. 
96 
PCA carried out on a range of hydrochemistry parameters73 indicated that the main processes that 
altered hydrochemistry in the LHGWZ were mineral weathering and to a smaller extent microbial 
process. The outcome of the inverse mass balance model confirmed the same minerals weathered at 
all sites. Mineral identification carried out by EDS point and area analysis confirmed the presence of 
mainly quartz, K-feldspar and albite, and smaller amounts of chlorite/biotite, anorthite, 
gibbsite/kaolinite and possibly some higher-order silicates, such as muscovite, which had been 
identified in greywacke rock in the aquifer region by Rowe (1980) (detailed in Appendix D2). EDS and 
WDS analysis also revealed that both gravel samples were depleted in the elements Ca, Na, K and Fe 
close to the rim, which indicated weathering. Ratios of EDS signals confirmed the rim was enriched in 
Si in relation to Al, Na and K and depleted in Al in relation to Si, Na and K, which might be linked to K-
feldspar, anorthite and albite weathering, and quartz and kaolinite precipitation, as indicated during 
inverse mass balance modelling. These findings also supported that the aquifer material was fairly 
weathered, as indicated by inverse mass balance modelling, and agreed with reaction path modelling 
of silicate weathering in the general sense [e.g. Langmuir, 1997; White and Buss, 2013].  
These findings provided valuable information on the difference/similarities in hydrochemistry that 
aided selection of datasets for inferring hydrochemistry-PT relationships. In summary, the data analysis 
showed that major processes that have altered the groundwater’s chemistry in the LHGWZ were 
relatively consistent across the entire aquifer and effects of anthropogenic and/or non-steady state 
conditions on the assessed hydrochemistry parameters were insignificant. It was shown that 
hydrochemistry and its controlling factors may have been differentiated between individual aquifer 
layers and that hydrochemistry was significantly influenced by mineral weathering and microbial 
processes. Microbial processes generally differ in oxic and anoxic environments and may affect mineral 
weathering kinetics as indicated in e.g. Welch et al. (1999). Based on these findings the potential of 
groundwater chemistry for the use as an age tracer/proxy and for inference of hydrochemistry of 
recharge and weathering rates was assessed on the following dataset: 
a) Data from the entire aquifer (at all sites) were used. 
b) Data in anoxic and oxic waters were assessed separately74.  
c) Data in different aquifer layers were assessed separately75. 
                                                          
74 Water that contained > 0.5 mg/L DO was considered as oxic (≤ 0.5 mg/L was considered as anoxic). The 
threshold of 0.5 mg/L was chosen based on recommendation of McMahon and Chapelle (2008) and  Jurgens et 
al. (2009) and because the variation in ion concentrations ≤ 0.5 mg/L DO was significantly larger than > 0.5 mg/L 
(Appendix D1). This threshold split the dataset into half (Well 14 was left out due to unavailable DO data). 
75 Layer specific analysis separated Well 9 from the remaining sites, because Well 9 was the only well that tapped 
into the lower aquifer layer (the remaining wells taped into the upper aquifer layer, see Chapter 3 for details on 
individual wells).  
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6.3.2 Inferring age information from hydrochemistry 
In the following the derived hydrochemistry-PT relationships and inferred age information76, 
weathering rates and hydrochemistry of recharge are presented for each sub-dataset. Detailed results 
can be found in Appendix D3 and D4 on inferred hydrochemistry-PT relationships, and estimated 
groundwater age, hydrochemistry of recharge and weathering rates, respectively.  
6.3.2.1 Inferred hydrochemistry-RT relationships  
Table 6-2 lists uncertainty thresholds that were considered in the Chi2 objective function (Eqn.6-3) to 
establish hydrochemistry-PT relationships (fulfilling the criteria detailed in Appendix D3.4) for the 
studied hydrochemistry parameter and sub-dataset. The left and right hand side of Tab. 6-2 summarize 
results obtained with age information derived from tritium and unconstrained/floating age 
information, respectively. No significant difference in the model outcome with regard to the required 
uncertainty threshold and behavioural models was found when using the DM, EPM or the PEM. Results 
are therefore presented as average inferred when using all three LPM types in the following. Detailed 
LPM specific results can be found in Appendix D3.  
Table 6-2: Required uncertainty threshold (i.e. number of SDs, Eqn. 6-3) to establish hydrochemistry-PT relationships 
(illustrated in Fig. 6-2) for each individual hydrochemistry parameter in the different groundwater environments using age 
information entirely gained from tritium (LEFT) and entirely unconstrained age information (RIGHT); * layer specific analysis 
(i.e. excluding Well 9 from the dataset); ** average when using DM, PEM and EPM 
Uncertainty threshold (i.e. number of SDs) required to establish hydrochemistry-PT relationships 
 When using tritium-inferred age information When using unconstrained age information** 
Parameter 
Oxic 
sites 
Anoxic 
sites 
Anoxic 
sites 
layer* 
All 
sites 
All 
sites 
layer* 
Oxic 
sites 
Anoxic 
sites 
Anoxic 
sites 
layer* 
All 
sites 
All 
sites 
layer* 
Si 2 4.4 4.4  > 5   > 5  2.7  4  3.2  5  4.8  
Na 2.5  3.8  3  4.3  3.9  2.2  4.2  3.4  4.6  4.1  
Ca 3.1  2  1.7  3.2  2.9  3  3.6  2.4  4.4  3.1  
K 3.7  > 5   > 5   > 5   > 5   3.5  > 5   > 5   > 5   > 5   
Fe, Mg, F, 
PCs 
> 5   > 5   > 5   > 5   > 5   > 5   > 5   > 5   > 5   > 5   
Cl > 5   2.5  2.7  > 5   > 5   > 5  2.6  2.8  > 5  > 5  
TDS 5  2.6  2.7  4.5  4.7  4.2  2.1  2.0  4.2  4.2  
As can be seen, behavioural models were only found for Na, Si, Ca, K and TDS (at an uncertainty 
threshold < 5 SD), which are ions whose relationship to PT should have been affected by mineral 
weathering as opposed to microbial processes. Relationships between PT and Na, Si and TDS were 
found for oxic and anoxic sites, but not when considering all sites or layer specific sites. This indicated 
potentially different prevailing reactions in oxic and anoxic waters. For K, which is involved in ion 
exchange processes of clay minerals, hydrochemistry-PT relationships were only found for oxic sites. 
Relationships between Cl and PT were only found for anoxic sites. No relationships were found for Fe, 
                                                          
76 The term ‘age information’ or ‘age estimate’ referred to an age distribution as conceptualized by the LPM 
which is a function of the MRT and one or several mixing parameter. 
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Mg, F or the two Principal Components (PCs) inferred from PCA. Fe is redox sensitive and therefore 
also extremely sensitive to contact with air (e.g. the sampling procedure) and tends to form colloids 
with organic matter [Koenings and Hooper, 1976] which may have prevented strong relationships with 
PT. Mg is closely related to Ca and the HCO3 cycle and therefore also sensitive to redox conditions and 
contact with air, F was at or close to the detection limit for eight out of 15 sites and the PCs are lumped 
parameters, which may have prevented the determination of relationships with PT. 
The findings summarized in Tab. 6-2 also indicated that when oxic or anoxic sites were considered 
separately, a significantly lower uncertainty threshold was required to establish hydrochemistry-PT 
relationships for either case than when all (oxic and anoxic) sites were considered.  Similarly, when 
only the sites that tap into the upper aquifer layer were assessed (i.e. excl. Well 9), a lower uncertainty 
threshold was needed to establish hydrochemistry-PT relationships than when Well 9 was included, 
except for Cl and TDS. Generally increasing concentrations of Si and Na and decreasing concentrations 
of Ca and Cl with increasing PT were obtained.77 However, the inferred hydrochemistry-PT 
relationships differed in magnitude and sign for the various sub-datasets. These findings indicated that 
hydrochemistry-PT relationships and the ability to constrain age information may be significantly 
different for certain time dependent reactions in the lower and upper aquifer layer and oxic and anoxic 
waters. This was further assessed in section 6.3.2.2.  
It was also found that the derived hydrochemistry-RT relationships were generally more ambiguous 
and more uncertain when using unconstrained age information than when using age information 
inferred from tritium (detailed in Appendix D3). This confirmed the initial prediction, that 
hydrochemistry-PT relationships (and consequently age information) can be better constrained when 
using constrained (age tracer-inferred) age formation than when not constraining the age information 
a priori. Similarly, on average similar results were obtained with any LPM type, which indicated that 
the hydrochemistry-PT relationships were not significantly affected by the choice of mixing model (at 
least the ones that were used in this study). 
6.3.2.2 Hydrochemistry-inferred age information 
In the following hydrochemistry-inferred age information are presented for the three scenarios: 1) 
using entirely tracer-derived LPM parameters, 2) using unconstrained/floating LPM parameters and 3) 
using tracer-inferred LPM parameters for one site and unconstrained LPM parameters for the 
                                                          
77 A decreasing Cl concentration with residence time was somewhat opposed to the general understanding/ 
belief that Cl concentrations increase with residence time due to the release of Cl during mineral weathering 
reactions. The decrease in Cl found in this study may have been a result of Cl complexation (primarily with heavy 
metals), but actual reasons were unknown. 
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remaining sites. The relative change in the LPM parameters with the aid of hydrochemistry is 
abbreviated as ∆𝜀%(𝑎𝑔𝑒)ℎ𝑐 or as ∆𝜀%(𝑀𝑅𝑇)ℎ𝑐 and ∆𝜀%(𝐸/𝑃𝑀)ℎ𝑐  (defined in Eqn. 6-4). 
When using tracer-inferred LPM parameters in combination with hydrochemistry 
When using tracer-derived age information at all sites to assess whether hydrochemistry can support 
age information estimated from other techniques, it was found that uncertainty in the tracer-inferred 
LPM parameters was significantly reduced with the aid of hydrochemistry at the majority of sites (see 
Fig. 6-3). At four of eight affected sites (Well 3, 10, 11 and 13) ambiguous MRTs that had been 
previously inferred from tritium were resolved with the aid of hydrochemistry (examples are illustrated 
in Fig. 6-4). Overall, relationships between Na, Si, Ca and PT led to the highest reduction of uncertainty 
in the MRT. Uncertainties in the tracer-derived E/PMs could not be as significantly reduced as 
uncertainties in the tracer-inferred MRTs with the aid of hydrochemistry (illustrated in Fig. 6-3). The 
magnitude of the reduction in uncertainty in the tracer-derived EPM parameters appeared site, 
hydrochemistry parameter and groundwater environment dependent without any clear pattern and 
may have been a result of parameter and site specific hydrochemistry-PT relationships shown 
previously. 
 
 
Figure 6-3: Average change in age information (uncertainty in MRT and E/PM) inferred from hydrochemistry compared to the 
age information derived from tritium, at each site and groundwater environment and as a function of uncertainty threshold 
(# of SDs); error bars indicate the max and min change in age information; * ambiguous MRTs were inferred from tritium; 
^aquifer layer specific analysis excluded Well 9 from the dataset 
With decreasing uncertainty threshold (i.e. stronger hydrochemistry-PT relationships) uncertainties in 
the tracer-inferred MRTs appeared increasingly reduced through the use of hydrochemistry. The most 
significantly reduced uncertainty in the tracer-derived MRT was found at or below an uncertainty 
threshold of 2 SD (Fig. 6-3). This negative trend, although not statistically significant, implied where 
hydrochemistry data was less prone to outliers, here uncertainty in hydrochemistry-PT relationships 
and ultimately the age distributions could be potentially better constrained. Identification and removal 
of outliers is complicated, since outliers may not necessarily indicate problems during analysis and/or 
sampling, but may indicate heterogeneities in the aquifer or different recharge of the prospective 
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wells. Poor or weak hydrochemistry-PT relationships may also arise from unaccounted interaction 
between hydrochemistry parameters, which may be resolved by coupling the LPM approach with 
detailed geochemical process models or the use of known relationships among the parameters. 
Further study is needed to assess ways to best identify outliers and assess if the removal of outliers 
and use of known relationships/coupling with geochemical models can lead to reduced uncertainties 
in the inferred age information. 
For Well 13 ambiguity resolved with Si at oxic sites:
 
 
 
 
 
         
For Well 10 ambiguity resolved with Si at oxic sites: 
           
Figure 6-4: MRT and E/PM inferred from hydrochemistry and tritium; to obtain these probability plots, the population of 
behavioural LPM parameters were binned into 10 bins. The effect of bin size on the distribution is discussed in Appendix D3. 
When using hydrochemistry independently 
When using unconstrained age information (i.e. floating LPM parameters) at all sites to assess whether 
age distributions can be inferred purely based on hydrochemistry, it was found that on average the 
LPM parameters could be significantly constrained with the aid of hydrochemistry as illustrated in Fig. 
6-5. However, insignificantly different results were obtained when drawing the MRT from different 
uniform distribution (e.g. from 0 to 100 or 0 to 500 years) indicating that the MRT could only be 
constrained relatively when derived purely based on hydrochemistry. This confirmed the initial 
prediction that when used independently, hydrochemistry could only be used as an age proxy to 
distinguish relatively old from relatively young water. Although the mixing parameter could be 
significantly (absolutely) constrained with the aid of hydrochemistry for some sites (Fig. 6-6), no 
significant difference in performance of any of the three assessed LPM types (using the performance 
criteria presented in section 6.2.2) was found as detailed in Appendix D4. These findings indicated that 
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the type of LPM could not be confirmed purely based on hydrochemistry in this study. It is expected 
that it may be possible to identify the most suitable LPM type with the aid of hydrochemistry, if 
groundwater mixing was more complex than in this study, e.g. mixing of significantly different aged 
water occurred that had a more significant effect on the deviation of the observed hydrochemistry 
from hydrochemistry-PT relationships than observed in this study. However, further study is needed 
to confirm this. 
 
 
Figure 6-5: Average change in uncertainty in the MRT and the mixing parameter (here E/PM when using the EPM) inferred 
from hydrochemistry compared to their input uncertainties (=100%), at each site and groundwater environment and as a 
function of uncertainty threshold (# of SDs); error bars indicate the max and min change in estimated age information; *aquifer 
layer specific analysis excluded Well 9 from the dataset 
Similar to the preceding findings, it was found that the MRT could be better constrained than the 
mixing parameter and the magnitude of change was site, environment and hydrochemistry parameter 
dependent without any clear pattern as illustrated in Fig. 6-5. Relationships between PT and TDS 
worked best in constraining the LPM parameters. The ability to constrain the LPM parameters did not 
appear to be dependent on the MRT of the groundwater (sites are sorted with increasing tracer-
inferred most likely MRT in Fig. 6-5). Generally the MRT could be increasingly more constrained at a 
lower uncertainty threshold (although the trend was again not significant) and the most constrained 
MRT was found at 2 SDs, as also found when using hydrochemistry to constrain tracer-inferred age 
information.  
Relatively poor constraining of the MRT at some sites purely based on hydrochemistry may have been 
caused by highly uncertain or ambiguous hydrochemistry-PT relationships as presented and discussed 
previously. It was assessed if the consideration of exclusively increasing concentrations with increasing 
PT (i.e. positive process parameter ‘a’ in Eqn. 6-2 and unambiguous hydrochemistry-PT relationships) 
would constrain uncertainty in hydrochemistry-inferred age information more significantly. To limit 
the risk of over-constraining the hydrochemistry-PT relationships and ultimately age information, only 
the hydrochemistry parameters Si, Na and TDS were used for which positive relationships with PT 
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appeared reasonable78. As illustrated in Fig. 6-6, uncertainty in the hydrochemistry-inferred MRT could 
be significantly more constrained than when using all behavioural (ambiguous) hydrochemistry-PT 
relationships. These findings highlighted that constraining hydrochemistry-PT relationships to positive 
(or negative) relationships can (potentially) further constrain age information estimated purely using 
hydrochemistry data. 
 
 
Figure 6-6: Average constraining in the MRT and the E/PM inferred from hydrochemistry when only considering positive 
hydrochemistry-PT relationships at each site and groundwater environment; error bars indicate the max and min change in 
estimated age information, * aquifer layer specific analysis excluded Well 9 from the dataset 
Positive a (Eqn. 6-2) at oxic sites  
         
Positive a (Eqn. 6-2) at anoxic sites 
      
Figure 6-7: Probability plots of the hydrochemistry-inferred MRT when using positive hydrochemistry-PT relationships and the 
EPM (light grey) compared to the unconstrained MRT input (black), the x-axis is showing a floating MRT with x being any 
positive value; to obtain these probability plots, the population of behavioural LPM parameters was binned into 10 bins, the 
effect of bin size on the distribution is assessed in Appendix D4. 
At all sites all considered hydrochemistry parameters gave indications towards relatively old/young 
groundwater which complied with the tritium-inferred MRTs (in a relative sense). One exception was 
                                                          
78 As indicated during mass balance modelling and confirmed by aquifer material analysis, Si and Na have been 
released during weathering of the aquifer material which is likely contributing to an increase in TDS.  
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Well 7 for which non-conforming results were obtained: Si indicated the water was relatively old and 
TDS indicated that the water was relatively young as illustrated in Fig. 6-7. These findings highlighted 
the need for use of multiple hydrochemistry parameters (and/or tracers) to robustly infer groundwater 
age as opposed to using a single hydrochemistry parameter. 
These promising findings using only commonly measured hydrochemistry to estimate groundwater 
age distribution relatively raised the question of whether and to what extent the MRT could be 
constrained absolutely if one of the sites had available age tracer data, i.e. a reference age was 
available. This is assessed in the following. 
When using tracer-inferred LPM parameters at one site and unstrained LPM parameters at the 
remaining sites 
Tracer-derived LPM parameters at one site and unconstrained/floating LPM parameters at the 
remaining sites were used to assess whether tracer-inferred age information could allow the use  of 
hydrochemistry as an age tracer (as opposed to the use of hydrochemistry as an age proxy) at the 
remaining sites. This was carried out for oxic and anoxic sites and the parameters Na, Si, Ca, K, Cl and 
TDS.79 It was found that with addition of age information at one site, the hydrochemistry-inferred LPM 
parameters could be significantly further constrained (up to several thousand %) as illustrated in Fig. 
6-8. This suggested absolute constraining of hydrochemistry-derived MRTs is possible with the aid of 
pre-determined age information at one site, i.e. a reference age. However, it is noted that the system 
is essentially under-constrained (i.e. fitting of three parameters (a, b and c, Eqn. 6-2) with only one 
MRT and E/PM data, and boundaries on a, b and c detailed in section 6.2.1). It is likely that three to 
four age estimates is optimal to more fully constrain Equation 6-2. Similar to the preceding findings, 
the magnitude of change in uncertainty in the EPM parameters was site, environment and 
hydrochemistry parameter dependent without any clear pattern. To assess what type of age data led 
to the most significant change in purely hydrochemistry-inferred EPM parameters at the remaining 
sites, a correlation matrix was established in Tab. 6-3.  
A positive and strong although statistically insignificant correlation (with an average R of 0.44) was 
observed between uncertainty in tracer-inferred MRT and the relative constraining of the MRT with 
the aid of hydrochemistry (∆𝜀%(𝑀𝑅𝑇)ℎ𝑐). The correlation between uncertainty in tracer-derived 
E/PM and ∆𝜀%(𝐸/𝑃𝑀)ℎ𝑐 was also positive, and also statistically significant (R of 0.63). These findings 
                                                          
79 Oxic and anoxic dataset were chosen for this analysis, since the strongest hydrochemistry-PT relationships and 
most constrained age information were found at oxic and anoxic sites (compared to the other groundwater 
environments) in this study. The parameters Na, Si, Ca, K, Cl and TDS (for which hydrochemistry-PT relationships 
could be established at oxic and/or anoxic sites) were used. The floating MRT range was set to 0-1000 years, 
much greater than the range of 0 to 100 years that had been inferred with the aid of tracers to ensure that the 
changes in uncertainty in the MRT could be identified. 
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indicated that the tracer-inferred age information (i.e. reference age) would need to be relatively well 
constrained to allow for (most constrained) absolute hydrochemistry-inferred age distributions at the 
remaining sites. 
   
Figure 6-8: Average change in age information (uncertainty in MRT and E/PM) inferred from hydrochemistry when using 
unconstrained age information at all sites except one site, at which age derived from tritium was used; only considering oxic 
and anoxic sites; error bars indicate the max and min change in estimated age information 
Table 6-3: Correlation matrix of tracer-inferred LPM parameters (i.e. uncertainty* in MRT and E/PM and most likely MRT and 
E/PM) and the constraining of the MRT and E/PM (𝜀%(𝐸/𝑃𝑀) and 𝜀%(𝑀𝑅𝑇)) with the aid of hydrochemistry when replacing 
unconstrained age data at one site with tritium-derived age data; data are given as average obtained for all hydrochemistry 
parameters and at oxic and oxic sites; a correlation coefficient of R > 0.55 was considered as statistically significant at 80% 
confidence and with seven samples = sites for anoxic/oxic waters); *uncertainty in LPM parameters = the full range of the 
inferred LPM parameters (max-min) 
Hydrochemistry
-inferred 
Tracer-inferred Hydrochemistry-inferred 
Uncertainty* 
in the MRT 
Most likely 
MRT 
Uncertainty* 
in the E/PM 
Most likely 
E/PM 
∆𝜺%(𝑴𝑹𝑻)𝒉𝒄 ∆𝜺%(𝑬/𝑷𝑴)𝒉𝒄 
∆𝜀%(𝑀𝑅𝑇)ℎ𝑐 0.44 0.03 0.22 -0.57 1  
∆𝜀%(𝐸/𝑃𝑀)ℎ𝑐 0.26 -0.60 0.63 0.29 -0.01 1 
A negative, statistically significant correlation (average R of -0.60) between the most likely tracer-
inferred MRT and ∆𝜀%(𝐸/𝑃𝑀)ℎ𝑐 was found indicating that the older the tracer-derived age estimate, 
the better the E/PM could be constrained purely using hydrochemistry at the remaining sites. In 
addition, a significant correlation (R of -0.57) between ∆𝜀%(𝑀𝑅𝑇)ℎ𝑐 and the most likely inferred 
E/PM) was found indicating the higher the E/PM (i.e. the closer groundwater mixing is to pure 
exponential flow or the furthest away it is from pure piston flow) of the tracer-inferred age estimate, 
the better the MRT could be constrained purely using hydrochemistry at the remaining sites. These 
trends were also supported by the findings obtained when using unconstrained age data at one site 
and tracer-inferred age information at the remaining sites (see Appendix D4 for details). Please note 
that statistical significance was very difficult to establish for some relationships, because only a 
relatively low number of samples were available for this analysis (i.e. seven data point when using the 
anoxic and oxic dataset). Further study is needed to assess whether similar correlations can be found 
on other (larger) datasets.  
6.3.2.3 Inferred weathering rates and hydrochemistry of recharge 
In the following it is demonstrated that the derived hydrochemistry-PT relationships can also provide 
information on weathering rates and hydrochemistry of recharge. Figure 6-9 illustrates the range of 
(max, min and most likely) hydrochemistry-PT relationships inferred for Si and Na at anoxic and oxic 
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sites when using tritium-inferred age information. To make the results comparable to reaction rates 
deduced in other (field) studies, the hydrochemistry observations were plotted as a function of piston 
flow time equivalent (the definition of this term is detailed in Appendix D3). The kinetics for Si/Na 
release which are linked to mineral weathering appeared to be steeper (faster) at anoxic sites than at 
oxic sites in this study. These findings contrasted the findings of Ullman et al. (1997) who had found 
that micro-organisms can accelerate silicate weathering in oxic water. Slower weathering rates at oxic 
sites compared to anoxic sites in this study may have been caused by a thicker biofilm on the aquifer 
material surface in oxic waters which may have hindered diffusion of solutes to and from the mineral 
surfaces in oxic waters more significantly than in anoxic waters. Due to the apparent difference in 
kinetics at anoxic and oxic waters in this study, weathering rates were inferred in oxic and anoxic 
waters separately as presented in the following.  
 
 
Figure 6-9: Inferred range of hydrochemistry-PT relationships (max, min most probable (best)) for Si (LEFT) and Na (RIGHT) at 
anoxic sites (UPPER) and oxic sites (LOWER). Hydrochemistry observations are plotted as function of piston flow time 
equivalent (Appendix D3) obtained from best (most probable) MRT and E/PM. The y-error bars on the observations are the 
uncertainties displayed in two levels of 1 and 2 SD. The x-error bars on the observations illustrate uncertainty of piston flow 
time equivalent (max/min) as a result of uncertainty in age information inferred from environmental tracers 
Since hydrochemistry-PT relationship (< 5 SDs) were only found for Si, Na, Ca, K, Cl and TDS and of 
these only Na and K could be linked to weathering of a single mineral80, weathering rates for albite and 
                                                          
80 TDS is a lumped parameter and could not be directly linked to one specific weathering reaction; Si could be 
related to weathering of several minerals such as albite, anorthite, K-feldspar and quartz weathering in this study; 
Ca could be linked to calcite weathering, but is also related to the HCO3 cycle and sensitive to contact with air 
during sampling; Cl could not be directly linked to weathering of a specific mineral. 
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K-feldspar were inferred from Na-PT and K-PT relationships, respectively. To allow for comparison of 
the derived rates to rates published in Rademacher et al. (2001), Kim (2002), Burns et al. (2003) and 
Peters et al. (2013), who had studied the dissolution kinetics of fairly weathered rocks and 
consequently report linear weathering kinetics, weathering rates were inferred from the slope of the 
nearly linear part of the hydrochemistry-PT relationships (from ~20 years to ~100 years, Fig. 6-9). 
Figure 6-9 shows an increase of 1 mg/L to 15 mg/L (derived from the min and max line, respectively) 
of Na in oxic water from 20 to 100 years, which equated to 0.5 to 8.2 umol/L/year. Assuming that all 
Na had been produced by albite weathering as indicated by inverse mass balance modelling and 
aquifer material analysis, the rate of Na release was equivalent to 0.5 to 8.2 umol/L/year albite 
weathering. The upper value was close to the weathering rate of 6.3-7.2 umol/L/year obtained in Burns 
et al. (2003) for total Plagioclase weathering in a mostly oxic riparian Panola Granite Aquifer in Atlanta, 
Georgia, US. The lower value was close to weathering found for A-plagioclase by Rademacher et al. 
(2001) of 0.0116 umol/L/year established with CFC-11 ages in an oxic glacial till (andesite and 
granodiorite) aquifer. In anoxic waters, an albite weathering rate between 1.6 and 16.3 umol/L/a was 
inferred from the found Na-PT relationships. The lower rate compared well to Plagioclase weathering 
rates ranging from 1.4 to 2.3 umol/L/year in anoxic water of a sandy silicate aquifer in Wisconsin, US 
[Kim, 2002]. For K an increase of up to 0.14 umol/L/year (and decrease of 0.2 nmol/L) in oxic water 
was found which was equivalent to 0.14 umol/L/year K-feldspar weathering (no behavioural 
relationships were found in anoxic water). This estimated weathering rate was comparable to the K-
feldspar weathering rates of 0.20-0.42 umol/L/year estimated in Burns et al. (2003) in a mostly oxic 
riparian Panola Granite Aquifer in Atlanta, Georgia, US. 
Table 6-4 summarizes the estimated hydrochemistry of recharge81 (i.e. process parameter c in Eqn. 6-
2) when using tritium-inferred or unconstrained/floating age information in the identified sub-
datasets. Table 6-4 also contains data on recharge chemistry observed in Wellington rain and the Hutt 
River for comparison. On average, uncertainty in the inferred chemistry of recharge was relatively high, 
which may have indicated relatively poorly constrained hydrochemistry-PT relationships and/or poorly 
constrained intercepts of these relationships. Generally, uncertainty in hydrochemistry of recharge 
estimated purely using groundwater chemistry was smaller than the one estimated using tracer-
inferred age information and groundwater chemistry. This may have indicated that hydrochemistry-
PT relationships (in particular the intercept) were over-constrained with tracer-inferred age 
information. This suggested hydrochemistry of recharge may be better inferred purely using 
                                                          
81 assuming hydrochemistry of recharge has been constant over time. Absence of trends and seasonality in the 
Hutt River chemistry were found when assessing hydrochemistry records from 1993 to 2015. To confirm 
hydrochemistry of recharge was constant for the entire groundwater age range exclusively, further study is 
needed (e.g. through reconstruction of anthropogenic inputs to the aquifer). 
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groundwater chemistry. Both hydrochemistry of recharge estimates using A) purely groundwater 
chemistry and B) groundwater chemistry and age tracer data overlapped i.e. agreed partly for the 
majority of hydrochemistry parameters and sub-datasets. Generally, the hydrochemistry observed in 
rain was close to the lower end of the inferred recharge chemistry. The hydrochemistry observed in 
the Hutt River was close to the median of the derived recharge chemistry. One exception of this was 
the estimated Ca concentration inferred from tracer-derived age information and groundwater 
chemistry which did not agree with the observed median Ca concentration of recharge when 
considering anoxic sites and all sites (both including and excluding Well 9). This may have been caused 
by contact with air during sampling of anoxic groundwater as Ca concentrations are sensitive to this. 
Overall, these findings highlighted that hydrochemistry of recharge could be estimated using 
groundwater chemistry even if (tracer-inferred) age information was unavailable. 
Table 6-4: Groundwater chemistry-inferred hydrochemistry of recharge (max, min of behavioural process parameter c) and 
observed chemistry of the Hutt River and Wellington rain [Harvey et al., 1988] (TDS was approximated from conductivity data 
reported by Harvey et al. (1988) and conductivity -TDS relationship found in the Hutt river (see Appendix D2 for details). 
Significant differences in inferred and observed hydrochemistry are highlighted in italics; * layer specific analysis excludes data 
from Well 9.^ Ca corrected refers to the Ca concentration inferred using the inferred concentrations of Si, Na, Ca, K and/or 
TDS and relationships amongst them as further detailed subsequently. 
H
yd
ro
ch
e
m
is
tr
y 
p
ar
am
e
te
r 
Max, min of inferred hydrochemistry at recharge when using tritium-
derived age information (UPPER value) and  floating age information, 
positive relationships and the EPM (LOWER value) [mg/L] 
Observed recharge 
chemistry [mg/L] 
All sites 
All sites 
layer* 
Oxic sites Anoxic sites 
Anoxic sites 
layer* 
Rain [Harvey 
et al., 1988] 
Hutt 
River 
max min max min max min max min max min summer winter 
  median 
(SD) 
Si 
- 
- 
- 
- 
5.4 
16.5 
1.3 
0.10 
15.0 
15.63 
0.01 
0.06 
18.5 
18.71 
0.29 
0.32 
40.0 
17.92 
0.47 
0.00 
n/a n/a 
9.1 
(4.3) 
Na 
14.3 
11.25 
0.05 
0.11 
22.3 
11.3 
0.05 
0.11 
22.2 
10.02 
0.04 
0.11 
12.2 
12.72 
0.02 
0.06 
37.8 
12.72 
0.02 
0.16 
2.0 5.6 
7.6 
(1.5) 
K 
- 
- 
- 
- 
- 
- 
- 
- 
11.0 
1.27 
0.02 
0.03 
- 
- 
- 
- 
- 
- 
- 
- 
0.01 0.39 
0.7 
(0.1) 
Cl 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
33.4 
13.7 
0.04 
0.33 
33.4 
14.2 
0.04 
0.02 
3.9 10.3 
12.6 
(1.1) 
TDS 
99.8 
74.9 
1.2 
0.9 
99.8 
74.9 
1.2 
0.9 
99.8 
75.5 
1.3 
0.64 
100.0 
73.7 
0.07 
0.43 
100.0 
73.70 
0.07 
0.43 
35.9 68.4 
66.0 
(5.0) 
Ca 
17.2 
4.1 
5.5 
0.01 
17.7 
5.9 
5.3 
0.0 
17.5 
6.44 
0.01 
0.0 
25.8 
3.13 
7.9 
0.0 
28.2 
5.52 
7.9 
0.0 
0.2 0.2 
4.7 
(4.7) Ca  cor-
rected^ 
10.2 
7.2 
0 
0 
4.7 
6.9 
0 
0 
0 
7.7 
0 
0 
30.6 
5.7 
0 
0 
18.6 
6.3 
0 
0 
To demonstrate the potential value of further (physical) constraints on groundwater dating with the 
aid of hydrochemistry, multiple regression analysis was carried out on median concentrations of K, Na, 
Si, Cl and/or TDS to explain Ca for each sub-dataset. The found relationships and the derived (max and 
min) concentrations of K, Na, Si, Cl and/or TDS were then used to infer ‘corrected’ (max and min) Ca 
concentrations. Further detail on the approach, including the found relationships is given in Appendix 
D4. The ‘corrected’ Ca concentrations are detailed in Tab. 6-4 showing that the previously non-
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conforming Ca concentrations at all sites and anoxic sites now agreed with the Ca concentration found 
in Wellington rain and the Hutt River. With the aid of the established relationships among the 
hydrochemistry parameters, the lower limit of the estimated Ca concentrations was ‘corrected’ to not 
detectable (or 0 mg/L) and the upper limit of the estimated Ca concentration was significantly reduced 
(when using tracer-inferred age information with a reduction of 41, 73 and 34 % for all sites, all layer 
specific sites and anoxic layer specific sites, respectively). These findings indicated that the use of 
known relationships among the hydrochemistry parameters may aid to inferring of other 
hydrochemistry parameters for which hydrochemistry-PT relationships could not established and may 
aid further constraining of hydrochemistry-PT relationships and ultimately age information. Further 
study is needed to explore this more comprehensively. 
6.4 Chapter summary and conclusion 
Commonly measured hydrochemistry data82 are spatially and temporally widely available and their 
determination is relatively easy and cost-effective. The use of commonly measured hydrochemistry 
parameters as age tracers may be particularly useful when the use of established groundwater dating 
techniques is limited or mot possible. The potential of commonly measured hydrochemistry for 
groundwater characterization has been discussed for decades. For example, commonly measured 
hydrochemistry parameters have been applied as age proxies to distinguish relatively old from 
relatively young groundwater and to support age information inferred from established age tracers. 
The independent use of commonly measured hydrochemistry parameters has only been demonstrated 
for an age ranging from weeks to months relying on seasonal hydrochemistry of recharge. Over a wider 
age range, the seasonal hydrochemistry input is dampened and recharge is either assumed to be 
relatively constant over time or unknown, hence no time carrying model input is available. To estimate 
the mean age of groundwater recharged weeks to hundreds of years ago using commonly measured 
hydrochemistry, age estimates determined with other techniques (e.g. age tracers) are needed to 
establish hydrochemistry-age relationships.  
This chapter further investigated whether and to what extent commonly measured hydrochemistry 
can be used to 1) reduce uncertainty and ambiguity in age estimates inferred with established age 
tracers, and 2) extrapolate age inferred with established age tracers in a New Zealand groundwater 
system. For completeness the independent use of commonly used hydrochemistry was also assessed, 
although it was expected that the independent use of hydrochemistry could not allow for inferring of 
absolute age estimates. In particular, it was assessed whether the deviation of observed 
                                                          
82 In this thesis, the term commonly measured hydrochemistry includes the concentration of major and trace 
ions, but does not include the concentrations of isotopic compounds, such as tritium and carbon, or compounds, 
such as SF6, that have been applied as groundwater age tracers through employment of their known input to 
groundwater and/or well-studied decay.  
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hydrochemistry from hydrochemistry-piston flow time (PT) relationships contained information on 
groundwater mixing. 
The main findings of this chapter include: 
 The hydrochemistry parameters Si, Na, Ca and TDS were successfully used as a complementary age 
tracer to reduce uncertainty in age information (i.e. LPM parameters) inferred from established age 
tracers and to resolve ambiguous tracer-derived MRTs (at 50% of the affected sites). 
 When established age tracer data was unavailable, the parameters Si, Na, Ca and TDS could act as 
groundwater age proxies to estimate the relative age of groundwater and to distinguish older from 
younger water. This finding is in line with previous studies, which have also demonstrated the use 
of hydrochemistry as an age proxy. 
 As expected, inferring information on the age distribution purely based on hydrochemistry was 
difficult. The mixing parameter could not be significantly constrained only using hydrochemistry. 
No clear preference for any LPM type (the assessed ones were the EPM, DM and PEM) was found 
indicating that the mixing model could not be identified purely based on hydrochemistry in this 
study. It was speculated that it may be possible to identify the mixing model if groundwater 
underwent more complex mixing that had a more significant effect on hydrochemistry than found 
in this study, although further study is needed to confirm this supposition. 
 The use of a reference age (i.e. tracer-inferred age information at one site) aided the use of 
commonly measured hydrochemistry as an ‘independent’ age tracer at the remaining sites83. It was 
shown that the tracer-derived reference age needed to be relatively well constrained, robust in the 
older age range and highly mixed (i.e. furthest away from piston flow) to allow for significant 
constraining of purely hydrochemistry-inferred age information at the remaining sites. This finding 
highlighted the significant potential of using hydrochemistry to supplement age information 
inferred from established techniques. The complementary use of hydrochemistry and other 
groundwater dating techniques appears to be a much more cost-effective way to gain multiple age 
estimates than the sole use of expensive age dating techniques. 
 For the majority of sites the hydrochemistry-inferred MRTs agreed well when derived from Si, Na, 
Ca and TDS. For a few sites significantly different age information were inferred using one of the 
parameter that using other parameters. This indicated that multiple hydrochemistry parameters 
may need to be applied complementarily to confirm age estimates. This is also often faced when 
using established, currently used age tracers for groundwater dating. 
                                                          
83 It is noted that the system is essentially under-constrained (i.e. fitting of three parameters (a, b and c, Eqn. 6-
2) with only one MRT and E/PM data, and boundaries on a, b and c detailed in section 6.2.1). Further study is 
needed to more comprehensively assess how many and what type of age information is needed to use 
hydrochemistry as an age tracer at the remaining sites. 
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 With the aid of groundwater chemistry, hydrochemistry of recharge and weathering rates could be 
inferred. These can indirectly aid groundwater dating and characterization. 
It is hypothesized that other commonly measured hydrochemistry parameters that were not detected 
(or assessed) in this study may also show strong relationships with residence time and may contain 
(more) information on the groundwater age distribution, hydrochemistry of recharge and weathering 
rates. For example, trace metals, which were not determined in this study, have been shown useful as 
groundwater and surface water tracers [e.g. Johannesson et al., 1997; Gruau et al., 2004; Åström, 
2001; Davranche et al., 2011]. Further study is needed to assess whether strong correlations between 
hydrochemistry and groundwater age can be found in other groundwater environments (e.g. of 
different lithology, organic content, oxidation state) and whether these can be used to infer 
groundwater age. Overall, it needs to be further assessed whether commonly measured 
hydrochemistry can be used as a (complementary) groundwater age tracer and under what conditions. 
It is hoped that the method presented in this study can serve as a basis or inspiration for this further 
work and that the following recommendations resulting from this study’s findings may be of help: 
 Since it was helpful to consider different groundwater environments separately in this study, it is 
recommended to assess the performance of hydrochemistry as an age proxy/tracer groundwater 
environment, site and hydrochemistry parameter specific84. 
 Although the Chi2 objective function worked well in this study, further study is needed to find 
and/or define meaningful objective functions. If one intended to use the Chi2 objective function on 
other datasets, it is recommended to assess the performance of each hydrochemistry parameter 
at a range of uncertainty levels (e.g. 1 to 5 SD) to identify the most optimal uncertainty threshold. 
If one wanted to use a fixed uncertainty threshold, an uncertainty between 2 and 3 SDs is 
recommended as this appeared most promising for constraining the age distribution and 
hydrochemistry-PT relationships in this study. 
Overall, this chapter’s findings suggest that commonly measured hydrochemistry parameters may be 
useful complementary age tracers. When used in combination with robust age estimates, commonly 
measured hydrochemistry parameters can be used to infer age at sites with otherwise unavailable age 
information. If used independently, commonly measured hydrochemistry can also be used as an age 
proxy to differentiate relatively old from relatively young groundwater which may already provide 
sufficient information for groundwater management in a relatively cost effective, fast, easy and widely 
                                                          
84 This approach, however, reduces the dataset and may prevent successful inferring of hydrochemistry-PT 
relationship and age information and the use of the Chi2 objective function (or other objective function) in studies 
with fewer available data. Further study is needed to find objective functions that can be used on smaller datasets 
and to identify the most appropriate/maximum/minimum size of a dataset for successful use of hydrochemistry 
for groundwater dating. 
111 
applicable manner. Overall, this study’s findings confirm the general perception that hydrochemistry 
is useful for a variety of purposes. It can be used e.g. for estimation of groundwater age, information 
on aquifer homogeneity or stratification, recharge area and source, and deserves further study.  
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7. Main findings, conclusions and future research recommendations  
The focus of this study was on the characterization of groundwater resources with the aid of 
groundwater dating. Of specific interest was the dating of relatively young groundwater recharged 
months to about 100 years ago. This age range is particularly important to understand, because 
relatively shallow and young groundwater is often abstracted due to its easier accessibility than 
deeper/older groundwater but is most vulnerable to contamination. Since mixing of groundwater 
generally occurs during discharge or sampling, water samples often contain fractions of different aged 
water. Often the mean age is estimated, but this can be misleading in many contexts. The importance 
of determining and considering the groundwater’s age distribution for robust groundwater 
management is increasingly recognized. The most widely applied technique to infer the groundwater’s 
age distribution makes use of environmental tracers that have a well monitored input to groundwater 
and/or undergo well studied processes such as radioactive decay. In the many situations with only a 
limited number of available age tracer data, simplified lumped parameter models (LPMs) are used to 
conceptualize groundwater mixing. There are a number of limitations related to the use of age (LPM) 
modelling and groundwater age tracers. The aim of this study was to contribute to some of the most 
pressing needs arising from these limitations. These were: 
1) The currently used age tracers face limitations regarding their application range and reliability. For 
example, some tracers are degradable in certain groundwater environments and/or have local 
sources that can lead to contamination. Both contamination and degradation can result in 
misleading age estimates. Other tracers have historic inputs to groundwater that can result in 
ambiguous age estimates. To overcome individual tracer limitations, multiple tracers are often 
applied complementarily. However, even with multiple tracers age estimates can remain highly 
uncertain and ambiguous. In addition, some tracers are fading out in the environment and will 
become of limited use in the future. To reduce uncertainty and ambiguity in age estimates and 
replace those tracers that are disappearing in the environment, new complementary groundwater 
age tracers are needed. Since the established age tracers are very costly, cheaper and easily 
determinable complementary age tracers are preferred. 
2) Consideration of model uncertainties and quantification of uncertainty in the age estimates is 
currently not standard in age (LPM) modelling in contrast to other areas of hydrological modelling. 
As shown in an extensive literature review in this study, only very few studies have implemented 
probabilistic approaches to quantify uncertainty in age modelling. The majority of these studies 
used relatively complex approaches that are inapplicable for the many cases with limited available 
tracer data and have not considered uncertainty in the tracer’s recharge estimate. Because only a 
few studies have demonstrated probabilistic age modelling approaches, the identification of most 
appropriate model components, such as the objective function, have not been assessed. Studies in 
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other areas of hydrological modelling, where probabilistic approaches are more commonly used, 
have shown the need for careful identification of such metrics. To allow for a more comprehensive 
quantification of uncertainty in age modelling including all sources of uncertainty with a limited 
number of available tracer data, appropriate age (LPM) modelling frameworks are needed. 
To address these needs, this thesis set out to:  
1) identify new age tracers applicable for dating of groundwater recharged months to ~ 100 years ago 
to complement the tracers currently used for this purpose, with widely available, easily and cheaply 
determinable tracers preferred 
2) demonstrate and assess their performance as groundwater age tracers individually in relation to 
established age tracers, but also in combination with established tracers in a range of groundwater 
environments. 
3) demonstrate an easily applicable and widely transferable age (LPM) modelling framework that 
allows for identification of relevant model components and uncertainties for quantification of 
uncertainty in age estimates. 
Progress to address these objectives was made in this thesis as detailed in the preceding chapters. In 
the following, the main findings and conclusions of the preceding chapters are summarized and future 
research recommendations are drawn. 
7.1 Halon-1301, a new complementary groundwater age tracer  
A new groundwater age tracer, Halon-1301, was identified and demonstrated in Chapter 4. Strong and 
conclusive evidence was provided that Halon-1301’s signal had been misidentified as caused by CFC-
13 (a supposed groundwater age tracer). Both compounds have an extremely close retention time on 
the analytical setup that had been developed to determine CFC-13 in groundwater [Busenberg and 
Plummer, 2008]. This study’s findings complemented a separate study by Rosiek et al. (2013), who had 
suggested Halon-1301 was the dominant compound near the retention time of CFC-13 in a calibrated 
air standard. This study provided more definitive proof of this, through use of custom made gases 
including and excluding both compounds as appropriate.  
The behaviour of Halon-1301 in water and its performance as an age tracer had not been previously 
evaluated. As shown in Chapter 4, its properties, such as long lifetime in the atmosphere and 
monitored, steadily increasing atmospheric concentration over the last few decades, make it a 
promising new age tracer candidate. However, little was known regarding its behaviour in 
groundwater. To further assess its suitability as an age tracer, Halon-1301 was determined in various 
groundwater samples and ages were inferred from its concentration. Comparison of inferred Halon-
1301 ages with ages previously derived from tritium, SF6 and CFC-11 and CFC-12 (the most commonly 
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used age tracers for dating of relatively young groundwater) and simultaneous analysis for Halon-1301 
and SF6 in the same water samples allowed for detailed assessment of the potential of Halon-1301 as 
a groundwater age tracer. The main findings and recommendations for future research were: 
 For 71% of the samples, inferred Halon-1301 ages agreed with ages derived from SF6 and tritium 
(within ~1 SD). The remaining anoxic waters showed reduced concentrations of Halon-1301. The 
cause(s) of reduced Halon-1301 concentrations need to be evaluated further, but are likely due to 
degradation and/or retardation of Halon-1301 in the aquifer.  
 No evidence for Halon-1301 contamination was found, which suggests absence of sources of Halon-
1301 contamination in the study area. Further study is needed to assess if contamination of Halon-
1301 is an issue in areas where Halon-1301 is still in use, e.g. at airports or in data centres.  
 The previously estimated solubility of Halon-1301 did not comply with the solubility estimated in 
this study. Since solubility is a key requirement for the determination of groundwater age from its 
concentration, Halon-1301’s solubility needs to be accurately and robustly determined to confirm 
the full potential of Halon-1301 as an age tracer85.  
 The presented analytical approach can be used to determine Halon-1301 together with SF6 and 
potentially CFC-12 (if an appropriate standard gas is used) with negligible additional costs to the 
sole determination of SF6. The determination of SF6 and Halon-1301 in the same water sample 
allowed for identification of problems such as contact with air during sampling and degradation/ 
contamination of one of the tracers.  
Although this study provided compelling evidence that Halon-1301 is a useful new groundwater age 
tracer particularly when used in combination with other tracers, its performance and reliability as an 
age tracer need to be assessed in other groundwater environments. As a consequence of its 
characteristic atmospheric trend, Halon-1301 seems particularly useful for dating of groundwater 
recharged between 1980 and 2005. Before and after this time period a higher uncertainty in inferred 
age is obtained due to its relatively flat increase in the atmosphere before 1980 and after 2005, 
although this may be resolved with an improved determination of Halon-1301 in groundwater and/or 
the use of time series data of Halon-1301. Halon-1301 will become of limited use as an age tracer in 
the future, due to its soon decreasing and eventually declining atmospheric concentration (it is 
predicted to start decreasing between 2020 and 2030 and fade out after 2060/2070). However, until 
then, Halon-1301 can replace the CFCs, which are prone to degradation, contamination and have 
already decreasing atmospheric concentrations (since about 2000).  
                                                          
85 Since the solubility of Halon-1301 is very low, robust determination of solubility requires special laboratory 
equipment. 
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It is recommended to use Halon-1301 together with other tracers to compensate individual tracer 
limitations (although in our study area it was significantly more reliable than CFC-12 and CFC-11, which 
are commonly used alone in the literature). Specifically, the simultaneous determination of Halon-
1301 with SF6 and CFC-12 using the cost-effective method presented in this study is recommended. 
This may allow for the determination of three complementary age tracers in the same water sample, 
which may enable more precise determination of groundwater age (and mixing), assessment of 
unsaturated zone processes, and increase robustness as the three tracers together allow identification 
and exclusion of problem samples (e.g. where contact with air during sampling or degradation of one 
or more of the age tracers has occurred). To further improve the age estimation with Halon-1301, the 
complementary use of Halon-1301, SF6 and CFC-12 together with tritium, which is possibly the most 
reliable groundwater age tracer in the southern hemisphere86, is recommended. All four age tracers 
have different properties and a different input history to groundwater. This allows for relatively robust 
determination of groundwater age (with a reduced ambiguity and uncertainty in inferred age) in a 
reasonably cost-effective manner. 
7.2 Achievements in LPM age modelling 
Progress to address the need for a more comprehensive probabilistic age modelling approach that is 
applicable for the many situations with limited data availability was made in Chapter 5. Age (LPM) 
modelling was placed into a relatively simple, transferable probabilistic framework. The framework 
was demonstrated on tritium, Halon-1301 and SF6 data in New Zealand groundwater samples. Each 
individual uncertainty in model input and its relevance towards uncertainty in the age distribution was 
assessed in detail. Guidance was provided on how to identify the most suitable LPM type(s), most 
appropriate objective function and most appropriate and relevant model inputs and uncertainties by 
assessing their performance with quantitative criteria. Different combination techniques for age 
information gained from multiple tracers were also demonstrated. Application of the framework to 
Halon-1301 data allowed for further assessment of the performance of Halon-1301 with regard to 
uncertainty in age estimates compared to tritium and SF6. In the following the key findings and future 
recommendations are summarized. These were: 
 Although a custom objective function (with a similar performance as the Chi2 statistic) best fulfilled 
the chosen criteria in this study, further study is needed to assess whether it is widely transferable 
to other tracer dataset and to identify other meaningful objective functions.  
                                                          
86 Ambiguous age interpretations are often inferred from tritium in the northern hemisphere. This is less of a 
problem in the southern hemisphere due to the differing atmospheric tritium record in the northern and 
southern hemisphere. 
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 The age distribution was sensitive towards a variety of uncertainties (e.g. in the tracer’s recharge 
estimate). It was shown that uncertainty in the inferred mean residence time (MRT) can be 
significant (of order of decades) and significantly larger than uncertainty estimated with an 
uncertainty perturbation technique. Probabilistic approaches are known to be more robust, but 
(simpler) perturbation techniques are generally used. It is suggested to assess the relevance and 
effect of all possible model uncertainties on uncertainty in the age distribution using probabilistic 
approaches and to consider uncertainty in the age distribution for robust groundwater dating.  
 It was shown that the mixing model and mixing parameter could be better constrained with Halon-
1301 than with SF6 as a result of their characteristic atmospheric concentration over the last few 
decades87 (confirming Chapter 4’s prediction). Relatively large uncertainties in the Halon-1301-
inferred MRTs were observed compared to the ones inferred from SF6 or tritium. The relatively 
large uncertainty in the MRT inferred from a single Halon-1301 measurement was significantly 
reduced with the aid of (generated88) time series Halon-1301 data, and also when not considering 
uncertainty in the solubility of Halon-1301 in groundwater. Based on these findings, it is 
recommended to robustly determine the solubility of Halon-130189 and/or use time series Halon-
1301 data to reduce uncertainty in Halon-1301 age estimates. Further study is also needed to 
confirm the full potential of time series Halon-1301 data for groundwater dating using independent 
measurements of Halon-1301.  
 Combination of age information inferred from multiple tracers (in this study SF6, Halon-1301 and 
tritium) allowed for reduction of uncertainty and ambiguity in the estimated age distribution. In 
particular the use of Halon-1301 in combination with tritium and/or SF6 significantly reduced 
uncertainty in the age distribution derived from tritium and/or SF6. This suggests that Halon-1301 
is a useful complementary age tracer to SF6 and tritium. Their complementary use can reduce the 
tracers’ individual limitations and can ultimately result in more robust age estimations, although it 
was also highlighted that the use of erroneous tracer data, e.g. reduced Halon-1301 concentrations, 
may reduce uncertainty in LPM parameters while actually biasing the model outcome  
 When illustrating the uncertainty in the inferred age distribution to assess implications for 
groundwater management, it was found that there is a need to discuss appropriate thresholds, e.g. 
whether the use of the 10th/90th percentile age distribution is adequate.  
Further study is needed to trial the presented framework and its components for quantification of 
uncertainty in age estimates using (other) tracers in different hydrologic and geologic settings and 
                                                          
87 SF6 has a nearly linear input and Halon-1301 has an S-shaped input over the last few decades. 
88 since only one actual Halon-1301 measurement was available at each site, generated data were used to assess 
the potential of time series data 
89 Other methods to reduce uncertainty in the determination of Halon-1301 were also presented in Appendix B. 
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assess if similar conclusions can be made. Assessment of the appropriateness of the employed 
objective function is needed, since studies in other areas of hydrological modelling have shown the 
need for careful identification of such metrics and only a few studies have used a probabilistic approach 
in groundwater age modelling. Employment of a multi-model approach would also be valuable to 
address structural uncertainty. It is relatively simple to adapt the framework to include a range of LPMs 
and it is also possible to include other structures such as distributed models. Other approaches that 
can be used to reduce structural uncertainty (apart from the use of a multi-model approach) includes 
the use of non-parametric LPMs, although a rich dataset is needed to implement this more complex 
approach. Further study is needed to confirm the cause(s) of reduced concentrations of Halon-1301 
and estimate rates of decay/retardation to more comprehensively assess the uncertainty in Halon-
1301-inferred age estimates. Most importantly, it is hoped that it will become common practice to 
quantify uncertainties in groundwater age modelling for robust groundwater dating. 
7.3 Hydrochemistry, a (new) groundwater age proxy and complementary ‘age tracer’ 
In Chapter 6, the performance of commonly measured hydrochemistry90 as a complementary age 
tracer (and as an age proxy and indicator for recharge sources and weathering processes) was 
demonstrated. The use of commonly measured hydrochemistry has significant advantages to the use 
of established age tracers. Reasons include their easy and cost-effective determination and spatially 
and temporally widely available data with major regional and national groundwater monitoring 
programmes. The potential of commonly measured hydrochemistry for characterization of 
groundwater has been known for decades, but its performance as an independent and complementary 
age tracer is not well established. The groundwater’s age distribution has only been successfully 
inferred purely based on commonly measured hydrochemistry for relatively young groundwater (with 
a mean age ranging from weeks to several months). Other studies have demonstrated the use of 
hydrochemistry as an age proxy or have established relationships between hydrochemistry and mean 
age derived with other techniques to estimate age at sites with unavailable age information. This study 
set out to further assess the potential use of commonly measured hydrochemistry as (complementary) 
age tracer. Of particular interest was to assess whether the deviation of hydrochemistry from 
relationships between hydrochemistry and piston flow time may contain information on groundwater 
mixing. The following key findings and future recommendations were drawn:  
 Commonly measured hydrochemistry was useful as a complementary age tracer. It helped reduce 
uncertainty and ambiguity in the age distributions inferred from established age tracers. 
                                                          
90 In this thesis, the term commonly measured hydrochemistry refers to relatively easily determinable and widely 
available parameters, e.g. the concentration of major ions, pH and conductivity. It does not include the 
concentration of isotopic compounds or other compounds that have been applied as groundwater age tracers. 
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 When used independently, commonly measured hydrochemistry could be used as an age proxy to 
distinguish relatively old from relatively young groundwater. This can help interpret ambiguous age 
estimates inferred with established age tracers. 
 With the aid of a single reference age (derived from established age tracers), commonly measured 
hydrochemistry parameters could be used as ‘independent’ age tracers at sites with otherwise 
unavailable age information.  
 Aside from directly inferring age information from hydrochemistry, it was also found that 
hydrochemistry of recharge and weathering rates could be estimated purely using groundwater 
chemistry. These can (indirectly) aid groundwater dating and characterization. 
In summary, this study provided evidence that certain commonly measured hydrochemistry 
parameters can aid groundwater dating as a complementary age tracer, age proxy and as an indicator 
for recharge sources and weathering processes. This study’s findings may be specific to the study area. 
It is therefore recommended to assess the potential of (other) hydrochemistry parameters in other 
groundwater environments for use as age proxies/tracers. Further study is also needed to assess 
whether it is possible that hydrochemistry can aid characterization of groundwater over a wider age 
range than possible with established age tracer, such as tritium, SF6 and Halon-1301 and may be used 
to date surface water in addition to groundwater (as also achievable with tritium). 
 
Combining the findings from the above, the following recommendations are drawn with regard to the 
use of the new groundwater age tracer Halon-1301 and age proxy hydrochemistry: 
 If the resources and groundwater environment allow for it and robust age estimates are needed, it 
is recommended to simultaneously determine Halon-1301, SF6 and CFC-12 in the same 
groundwater sample. In addition, tritium may be used to support the age information estimated 
with these tracers and to allow for study of unsaturated zone processes. If hydrochemistry data is 
also available, these may aid further reduction in ambiguity and uncertainties in the age estimates 
or (prospect of further study) hydrochemistry may be used as a standalone age tracer. 
 If resources are limited and/or the determination of relative groundwater age is sufficient for the 
purpose of the study, it is recommended to use hydrochemistry as an age proxy.  
 If resources are limited and robust age estimates are needed, it is recommended to infer age with 
a well-established technique at a small fraction of the studied sites and extrapolate age information 
purely based on commonly measured hydrochemistry at the remaining sites. This ‘complementary’ 
use of commonly measured hydrochemistry in combination with other groundwater dating 
techniques bears significant advantages, such as cost-effectiveness and availability, compared to 
the sole use of expensive groundwater dating techniques. 
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 Further study is needed to more comprehensively assess the potential of Halon-1301 and 
commonly measured hydrochemistry for the use as groundwater age tracers/proxies in other 
groundwater environments. 
7.4 Final summary 
This study’s achievements allow for more robust91 determination of groundwater age and 
groundwater mixing and ultimately better management and protection of groundwater resources, 
particularly for groundwater recharged < 100 years ago. In summary the following was achieved: 
1) A new groundwater age tracer, namely Halon-1301, was identified and its performance was 
demonstrated against established age tracers. Halon-1301 can be determined simultaneously 
with SF6 (and CFC-12) in the same water sample at little additional cost to the sole determination 
of SF6. This determination of three independent tracers can reduce limitations and ultimately 
result in more robust age estimates than can be achieved with a single age tracer. 
2) Age (LPM) modelling was placed into a relatively simple, transferable probabilistic framework that 
allowed for a more comprehensive assessment of uncertainty in estimated age. Only few 
probabilistic age modelling studies have been demonstrated. This study was the first to 
demonstrate the identification of relevant model components, such as the objective function and 
tracer recharge estimate, and assessment of all relevant model uncertainties which are important 
for robust uncertainty assessment in age modelling. 
3) It was demonstrated that commonly measured hydrochemistry can be used as a complementary 
age tracer (and as an age proxy and indicator for recharge sources and weathering processes). 
This has not been demonstrated to this extent. The use of commonly measured hydrochemistry 
as an age tracer may allow for cheaper and easier determination of robust groundwater age 
information and may be particularly useful in areas where the established age tracers/dating 
techniques are of limited use. 
This study’s findings and recommendations reinforce the growing recognition in recent groundwater 
age modelling studies, namely the use of multiple tracers and consideration of uncertainty for robust 
groundwater dating. In summary, it is hoped that the findings of this thesis encourage the groundwater 
dating community to: 
 include quantification of uncertainty as a standard procedure for groundwater age modelling. This 
is expected to become even more important in the future, due to predicted increasing water 
demands which may require the utilization and characterization of more complex groundwater 
systems. For a more comprehensive determination of uncertainty, probabilistic approaches should 
be used as opposed to uncertainty perturbation approaches; 
                                                          
91 more reliable, more accurate, more informative in regard to ambiguity and uncertainty in the age distribution 
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 consider the use of multiple tracers to reduce the limitations faced with individual tracers. In 
particular, consider the use of Halon-1301 as an additional complementary groundwater age tracer 
and take advantage of its simultaneous determination together with SF6 and CFC-12 for robust and 
cost-effective groundwater dating; and 
 consider the use of commonly measured hydrochemistry as 1) a complementary ‘age tracer’ to 
reduce uncertainty in age inferred from established age tracers, and/or 2) a age proxy to distinguish 
relatively old from relatively young groundwater. 
Further study is needed to further assess the performance of Halon-1301 and commonly measured 
hydrochemistry as age tracers/proxies in other groundwater environments and further improve the 
probabilistic age modelling approach. The author notes that other approaches can be used to 
(potentially better) quantify age information and its associated uncertainty. These include the use of 
non-parametric LPMs (these overcome structural uncertainty) and physics based groundwater models, 
although a rich dataset is generally needed to successfully implement these more complex approaches. 
This study made a first attempt in more comprehensively determining the uncertainty in age modelling 
using parametric LPMs. 
Although this study identified and demonstrated new groundwater age tracers, all groundwater dating 
techniques including the new age tracers face limitations regarding their application range and 
reliability. Additional, complementary groundwater age tracers or dating techniques need to be 
identified to reduce these limitations and to replace the tracers that will become of limited use in the 
future. In view of a growing population and increasing pressure on groundwater resources, 
groundwater characterization methods, such as groundwater dating techniques, are predicted to 
remain important tools for groundwater management and protection and deserve further study. 
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Appendix A – Available tracer data for studied groundwater sites 
A summary of available tracer data (well number, well name, coordinates (NZ Map Grid coordinates), sampling date and concentration of tracer data) in the 
groundwater wells studied in this thesis is given in Tab. A1. 
Table A1: Summary of available tracer data for wells studied in this thesis. Data in italics were considered as outliers 
Well      
# 
Well name 
Easting 
/Northing 
Tritium data SF6 data CFC-11 & CFC-12 data 
date Concentration [TU] Date Concentration [pptv] date Concentration [pptv] 
Lower Hutt Groundwater Zone 
6 
Avalon 
studios 
2673100/ 
6000400 
3.2.98; 6.7.05; 
29.2.08; 30.1.10 
2.62 (±0.06); 1.75 (±0.04); 
1.76 (±0.06); 1.80 (±0.05) 
27.02.07; 
2.12.13 
5.84 (±n/a); 10.0 
(±1.7) 
27.2.07; 
2.12.13 
286 (±7); & 581 (±11); 
272(±30); & 607 (± 58) 
2 Mahoe St 
2672219/ 
5997514 
6.07.05; 5.03.09 1.80; 1.69 27.02.07 4.75 (± 0.48) - - 
13 Hutt GC 
2673362/ 
5999592 
29.5.13 1.699 (±0.04) - - - - 
14 Bloomfield 
2671470/ 
5997916 
In 2002: 25.7.; 15.8.; 
19.9.; 17.10.; 15.11.; 
16.12.; In 2003: 16.1. 
17.2.; 4.3.; 15.4.; 1.5. 
(all ±0.04) 1.87; 1.97; 
1.90; 1.82; 1.86; 
2.03; 1.88; 
1.90; 1.88; 1.91; 1.93 
- - -  
5 
Somes 
Island 
2666233/ 
5992581 
6.9.72; 15.2.97; 
16.11.99; 19.5.02; 
22.8.04; 24.2.07; 
11.10.08; 5.6.10; 
5.3.13 
0.97 (±0.08); 2.59 (±0.11); 
1.78 (±0.06); 1.61 (±0.04); 
1.26 (±0.04); 0.92 (±0.03); 
0.96 (±0.04); 0.84 (±0.04); 
0.77 (±0.02) 
19.05.02; 
24.02.07 
0.31 (±n/a); 0.14 
(±n/a); 
- - 
1 Buick Street 
5996330/ 
2667750 
30.11.10; 6.3.13 1.14 (±0.04); 0.98 (±0.03) 
30.11.10; 
6.11.13; 
2.12.13 
2.72 (±0.23) 
2.90 (±0.19) 
2.77 (±0.23) 
30.11.10 20.5 (±3.5) & 379 (±27) 
4 IBM No 2 
2667000/ 
5996210 
27.12.96; 21.12.98; 
11.1.00; 20.5.02; 
18.6.03;  2.3.05;  
19.3.07; 27.6.08; 
18.9.10 
6.3.13; 29.5.13 
2.87 (±0.12); 2.23 (±0.06); 
2.20 (±0.06); 1.79 (±0.04); 
1.68 (±0.04); 1.49 (±0.05); 
1.31 (± 0.04); 1.17 (±0.04); 
1.07 (±0.03); 
0.25(±0.02); 0.46(±0.02) 
20.05.02; 
19.03.07; 
2.12.13 
1.74 (±0.17); 1.98 
(±0.20); 
2.03 (±0.26) 
 
20.05.02; 
19.03.07; 
29.05.13 
2.5 (±n/a) & 60.1(±n/a); 193 
(±n/a) & 1474(±n/a); 
1.1 (±1.6) & 51.2 (+/16.2); 
7 
TS Tamatoa 
(sh) 
2667033/ 
5995965 
24.5.07; 29.5.13 1.50(±0.05); 0.82 (±0.03) - - - - 
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Well      
# 
Well name 
Easting 
/Northing 
Tritium data SF6 data CFC-11 & CFC-12 data 
date Concentration [TU] date Concentration [pptv] date Concentration [pptv] 
3 
Seaview 
Wools 
2669950/ 
5994230 
16.5.02; 21.12.05 
2.02.11 
1.64 (± 0.07); 1.37 (± 0.04); 
1.17(±0.03) 
16.05.02; 
2.12.13 
2.74 (±0.27); 
3.65 (±0.50) 
- - 
9 
TS Tamatoa 
(deep) 
2667033/ 
5995965 
2.5.07; 29.5.13 0.15 (±0.04); 0.09 (±0.02) - - - - 
10 
Hutt 
Hospital 
2673438/ 
5998720 
29.05.13 1.71 (±0.04) - - - - 
8 
McEwan 
Park 
2669656/ 
5995140 
24.5.07; 29.5.13; 
29.5.13 
1.5 (±0.05); 1.15 (± 0.03); 
1.16 (±0.07) 
29.05.13; 
29.05.13 
4.99 (± 0.43); 
5.03 (± 0.46) 
- - 
12 NZTS 
2668336/ 
5995769 
29.5.13 0.98 (±0.03) - - - - 
11 Shandon GC 
5995900/ 
2668925 
8.5.13 1.31 (±0.03) 
16.05.02; 
7.05.13; 
8.05.13 
3.37 (±n/a); 
5.10 (±0.43); 
5.23 (±0.34) 
- - 
15 Hutt River 
2672804/ 
6000103 
21.6.13 1.83 (±0.04) 2.12.13 7.14 (±0.56) - - 
26 IBM 1 
2667000/ 
5996210 
27.12.96; 
21.12.98 ; 10.1.01; 
19.3.07 
0.17 (±0.02); 0.00 (±0.02); -
0.01(±0.02); 0.02(±0.02) 
25.2.05; 
19.3.07; 
2.12.13 
all < LOD (0.2): 
<0.02; 
0; 0 
25.2.05; 
19.3.07 
3 (±n/a) & 4.4 (±n/a); 0.3 
(±n/a) & 79.7(±n/a) 
27 UWA3 
2669835/ 
5994960 
18.12.98 
10.01.01 
16.05.02 
-0.01(±0.02); 0.00(±0.02); 
0.01(±0.02) 
16.5.02 
2.12.13 
all <LOD (0.2): 
0.06; 0 
16.5.02 0.9 (±n/a) & 2.7(±n/a) 
Wairarapa groundwater zone 
16 Finlayson 
2696313/ 
5986755 
5.05.05 -0.005 (±0.021) 
3.5.05; 
10.12.13 
0.38 (± n/a); 
1.57 (±0.71) 
3.5.05 2.1 (±0.3) & 4.1 (±1.8) 
17 Warren 
2691376/ 
5981438 
12.04.83; 28.2.05 0.27 (±0.11); 0.28 (±0.02) 10.12.13 0.12 (±0.01) - - 
18 
Lake Ferry 
MC 
2689300/ 
5977370 
20.4.83; 28.2.05; 1.22 (±0.14); 0.720 (±0.03); 10.12.13 1.3 (±0.12) - - 
19 Johnston 
2706525/ 
6000655 
13.7.05; 17.3.09; 
3.2.11 
1.69 (±0.07); 1.72 (±0.07); 1.68 
(±0.07) 
3.5.05; 
10.12.13 
3.85 (±n/a); 
6.04 (±0.85) 
26.03.07; 
11.12.13 
67.1 (± 0.7) & 410 (±3); 400 
(±40) & 16.9 (±3.6) 
20 George 
2713369/ 
5999061 
4.05.05; 16.06.09 1.22 (±0.04); 1.02 (±0.04) 
3.5.05; 
10.12.13 
1.24 (± n/a), 
1.65 (±0.1) 
3.5.05 0.42 (± 0.60) & 1.39 (±1.97) 
21 Pawai Springs 
2717500/ 
6010730 
2.6.83; 6.06.08 3.92 (±0.22); 1.88 (±0.05) 
3.5.05; 
10.12.13 
6.37 (±n/a); 
10.6 (±1.3) 
3.5.05 1431 (±6) & 917.4 (±5.3) 
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Well      
# 
Well name 
Easting 
/Northing 
Tritium data SF6 data CFC-11 & CFC-12 data 
date Concentration [TU] date Concentration [pptv] date Concentration [pptv] 
22 CDC south 
2720489/ 
6015999 
12.5.05; 5.6.08; 
4.2.11 
1.41 (±0.06); 1.28 (±0.04 ); 1.24 
(±0.04) 
3.5.05; 
10.12.13 
2.71 (±n/a); 
4.43 (±0.34) 
3.5.05 112.0 (±0.1) & 19963 (+/135) 
23 Duffy deep 
2737500/ 
6023500 
28.4.83; 3.5.05; 
19.03.09 
5.11 (±0.26); 1.08 (±0.03); 0.96 
(±0.03) 
3.5.05; 
10.12.13 
1.45 (±0.02); 
3.19 (±0.12) 
3.5.05 5.29 (±0.11) & 252.7 (+/4.4) 
24 
Trout 
Hatchery 
2732160/ 
6024730 
- - 
3.5.05; 
10.12.13 
5.39 (±0.04); 
9.12 (±1.14) 
3.5.05 237.4 (±1.8) & 565.3 (+/1.4) 
Wainuiomata aquifer 
25 Wainuiomata 
2672300/ 
5987500 
7.7.05; 29.2.08 1.59 (±0.06); 1.62 (±0.06) 
27.2.07; 
10.12.13 
6.14 (±n/a); 8.18 
(±1.09) 
27.2.07; 
11.12.13 
192.7 (±0.2) &1455 (±27); 
191.2 (±21.5) & 1055 (± 102) 
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Appendix B – for Chapter 4 
This Appendix contains a summary of compounds that potentially co-elute with Halon-1301 (B1), 
details on the analytical procedure used in Chapter 4 (B2), detailed information on the correction of 
excess air and headspace (B3), calibration curve established with larger amounts of Halon-1301 than 
contained in modern water to assess the linearity of the calibration curve beyond concentrations 
obtained in water (B4), detailed assessment of reduced concentrations of Halon-1301 in anoxic water 
(B5) and proposed methods for an improved determination of Halon-1301 (and SF6) to increase their 
application range as age tracers (B6). 
B1 Potentially co-eluting compounds with Halon-1301 
B2 Details on analytical procedure 
B3 Correction for excess air and headspace 
B4 Calibration curve established with larger amounts of Halon-1301 than contained in modern water 
B5 Detailed assessment of elevated Halon-1301 ages 
B6 Proposed methods for an improved determination of Halon-1301 (and SF6) 
B1 Potentially co-eluting compounds 
Structurally similar compounds with similar boiling point and size compared to Halon-1301 are likely 
to co-elute with Halon-1301. Rosiek et al. (2013) concluded that CFC-13 had a similar retention time 
to Halon-1301. They used the same column type used in this study, but of longer length (Carbograph 
1AC coated with 1% AT-1000, 8 m instead of 3 m). Their chromatogram also shows that there may be 
an additional potentially co-eluting non-specified compound (see signal peak at around 13 min in Fig. 
5 in their publication), when the shorter (3 m) column is used. Other potentially co-eluting compounds 
can be found in Miller et al. (2008) and Sousa and Bialkowski (1997), who used different but 
comparable GC columns (CP-PoraBond Q and Poraplot Q, respectively). A summary of compounds 
which could potentially co-elute with Halon-1301 is given in Tab. B1. Table B1 also summarizes LODs 
and LODs in relation to CFC-12 obtained using an ECD (in pptv in 1 L gas at STP), current atmospheric 
concentration and amount of present day air needed to obtain concentrations greater than LOD. It 
should be noted that these reported LODs should only be considered in a relative sense, since their 
absolute values are dependent on the performance of the LOD such as electron source or signal type 
(analogue signals vs counter based signals), among other things. The ratio of reported LODs between 
compounds can be used to get a feeling about the relative range of LODs, although it should be noted 
that LODs reported for SF6 in relation to CFC-12 vary greatly (the ECD is reported to be 4.8 to 700 times 
less sensitive to SF6 than CFC-12). 
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Overall it can be seen that the ECD is significantly less sensitive towards the majority of potentially co-
eluting compounds listed in Table B1. As a result of their relatively high LODs and low atmospheric 
concentration interference with the Halon-1301 signal is highly unlikely, when calibrated air or custom 
made standard gases are analysed in this study. Potentially interfering compounds are SO2F2 and HCFC-
22 (CHClF2) due to their relatively low LOD and high atmospheric concentration. Both compounds were 
present in the calibrated air standard, but lacking in the custom made NZIG and NOAA standard.  
Potentially higher solubility in water of potentially co-eluting compounds compared to Halon-1301 
may lead to higher concentrations in water and therefore a possibility of interference with the Halon-
1301 signal. This is only an issue when the water is analysed using the vacuum sparge system used in 
this study, but not using the equilibrium spray-technique used in Busenberg and Plummer (2008). 
Absolute solubility data of all potentially co-eluting compounds are not available or sparse. Relative 
water solubilities were inferred from estimated water solubilities at saturation using the ALOGPS 2.1 
software [Tetko et al., 2005]. It can be seen that HCFC-22 is significantly more soluble than Halon-1301 
or CFC-13. However HCFC-22, similarly to other HCFCs and the CFCs, is prone to microbial degradation 
[Chang and Criddle, 1995; Balsiger et al., 2005 and references therein], which may reduce 
concentrations in water to below LOD. 
Table B1: Potentially co-eluting compounds with Halon-1301, their LOD using an ECD, atmospheric concentration and 
estimated solubility in water at saturation using ALOGPS 2.1 software [Tetko et al., 2005] (SF6 is not potentially co-eluting 
with Halon-1301, but given for comparison of LOD), atmospheric concentration data:  ~ http://cdiac.ornl.gov/ftp/ 
ale_gage_Agage/AGAGE/gc-ms-medusa/complete/ in NH (Jungfraujoch) and SH (Cape Grim); LOD data from: * Sousa and 
Bialkowski (2001); + Plummer et al., (2008); # Vollrath et al. (1995); % Rosiek et al. (2013); x Qu et al. (2000) (sample V 
unknown, assumed to be 1 L); @Reuter et al. (2010); $ Śliwka et al. (2010); & Darling et al. (2010); ! Labasque et al. (2014); 
^van der Raaij and Beyer (2015). 
Compound LOD in 1 L 
@ STP 
[pptv] 
Atm. conc. NH/SH [pptv]  
(volume for LOD [L]) 
LOD relative to 
CFC-12 
Estimated solubility 
in H2O @ saturation 
[mmol/L] 
carbonyl sulphide 
(COS) 
Not 
sensitive 
- - - 
Sulfuryl fluoride 
(SO2F2) 
0.4 x 2.0/1.7~ (0.20/0.24) n/a n/a 
PFC-218 (CF3CF2CF3) n/a 0.59/0.56~ (n/a) n/a 0.78 
HFC-143a (CH3CF3) n/a 7.4+/n/a (n/a) n/a 302.00 
HFC-125 (CF3CHF2) 2,650* 13.0/10.8~ (204/245) 5,600* 67.61 
CFC-115 (CClF2CF3) 1,700# 8.5/8.4~ (200/202) 37# 3.02 
HFC-152a (CH3CHF2) > 17,000* 9.1/4.3~ (1,900/4,000) >20,000* n/a 
HFC-134a (CH2FCF3) 10,000* 75/65~ (133/154) 18,000* 181.97 
HCFC-22 (CHClF2) 23.6 * 233/212~ (0.10/0.11) 36*; 89@ 549.54 
Sulfur hexa-
fluoride (SF6) 
0.06 ^ 7.8/7.5~ (0.008/0.008) 4.8+; 38$; 100&; 
700! 
n/a 
Halon-1301 (CF3Br) 0.011% 3.3/3.3~ (0.003/0.003) 1.5@% 131.83 
CFC-13 (CF3Cl) 0.186 % 5.3 (0.035) 25.4@; 
17% (relative to 
Halon-1301) 
60.26 
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Overall the agreement of Halon-1301 signals per mole in calibrated air (containing various other 
compounds, such as HCFCs) and a standard only containing Halon-1301 and SF6 (linear calibration 
curve established using both standards), as well as agreement of inferred atmospheric concentration 
from modern water samples and modern atmospheric concentration, demonstrated that co-elution is 
not likely to be a major problem. 
B2 Details on analytical procedure 
For the purpose of this study, the author is confident that the analytical setup used in this study is 
comparable to that of Busenberg and Plummer (2008). The details of this study’s analytical setup are 
described in the following. 
The analysis included the separation of the compounds on a 30 cm 0.32 mm OD stainless steel pre-
column packed with mole sieve 5 (80-100 mesh) and a 3 m long 0.32 mm OD stainless steel column 
filled with 60/80 mesh Carbograph 1AC coated with 1% AT-1000. Subsequently the trace gases were 
trapped at -72 ˚C and released at 95 ˚C from two consecutive traps, a 90 cm long 3.2 mm OD stainless 
steel trap packed with Porapak Q (800-100mesh) and a 10 cm 3.2 mm-OD trap packed with 5 cm 
Porapak T and 5cm Poracil C. The carrier gas flow (N2) was set to 20 ml/min at 75 ˚C and subsequent 
analysis was carried out on a Shimadzu GC2014 using a Shimadzu ECD-2014 set at 345 ˚C and 2 nA and 
amplification at 100. 
To ensure representativeness of results, many replicates were analysed under varying conditions 
(pressures and volumes) at ambient temperature. Hundreds of standard gas samples, including 
replicates, of 10 and  ~200 ml volume at 0.1 to 1 bar and pressures ranging from 1 to 20 bar of a 
calibrated air standard (prepared by Scripps Institution of Oceanography) and a custom made standard 
gas (prepared by NOAA) were analysed, respectively. Tens of samples of a Halon/SF6 standard gas 
(prepared by New Zealand Industrial Gases) were also analysed at volumes of 0.205 and 10 ml and 
pressures ranging from 0.1 to 1 bar. Additionally 1 L (river and tap) water samples were analysed in 
triplicates. 
B3 Correction for excess air and headspace 
Due to degassing of the water sample after sampling, a gas bubble/headspace can form in the sample 
bottle which are recorded and accounted for when analysing water samples in this study. Not taking 
account of headspace can lead to an underestimation of total amount of Halon-1301 (and SF6) in the 
water sample during analysis since gas bubble can contain a significant amount of Halon-1301 (and 
SF6) depending on its size (both Halon-1301 and SF6 are highly volatile). The amount of Halon-1301 
(and SF6) ‘lost’ into the bubble (headspace) was determined using the solubility relationships as 
described earlier and the method described in Pankow (1986). The total amount of Halon-1301 (and 
161 
 
SF6) contained in the sample was then determined as the sum of Halon-1301 (and SF6) contained in 
the bubble/ headspace and (dissolved) in the water sample (determined via analysis). 
Additionally the total amount of Halon-1301 (and SF6) in the sample was corrected by excess air 
trapped in the sample during recharge following the method described in Pankow (1986). If not 
accounted for, trapped excess air can introduce additional amounts of Halon-1301 (and SF6) into the 
sample which can lead to an overestimation of the total amount of Halon-1301 (and SF6) in the water 
sample when the sample is analysed. Excess air data, which had been determined with the aid of 
dissolved Ar and N2 concentrations (after Heaton and Vogel (1981)), were provided by GNS Science.  
B4 Calibration curve established with larger amounts of Halon-1301 than contained in 
modern water 
Figure B1 illustrates the calibration curve when using larger amounts of Halon-1301 than contained in 
modern water (using the highly concentrated NZIG standard gas) showing a fairly linear relationship 
between Halon-1301 concentration (here volume/pressure of the analysed standard gas and water 
sample). 
 
 
Figure B1: Assessment of linearity of the ECD signal towards Halon-1301/CFC-13 (the peak with retention time of 2.9 min) 
using 10ml modern air at different pressures (LEFT) and water at different volumes (RIGHT) showing an almost linear signal 
to pressure/volume (UPPER) and acceptable residuals (LOWER), lines in upper graphs represent the best least square fit, fit 
with standard deviation of slope and 95% confidence interval 
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B5 Detailed assessment of elevated Halon-1301 ages 
B5.1 Analytical issues 
Calibration curve 
The calibration curve was linearly up-scaled for concentrations that where not covered with the 
calibration curve established with calibrated air (at the time of analysis of groundwater samples in this 
study, only calibrated air was available). This may have introduced additional uncertainty, but was 
considered fairly minor (see fairly liner calibration curve for larger amounts of Halon-1301 than 
contained in 1 L modern water). The slight non-linearity of the ‘true’ calibration curve relationship 
would have mostly affected the modern water samples – only one of the five affected groundwater 
wells with an apparent reduced concentration of Halon-1301  (Well 19 and with 3 years tritium MRT). 
It was considered unlikely that uncertainties related to calibration would have caused the significant 
differences in concentrations/ inferred ages observed for the older groundwater age sites (e.g. Well 3 
with ca. 16 years MRT obtained with tritium and SF6), hence cannot explain the found reduced 
concentrations (higher inferred ages) of Halon-1301 in in Well 20, 1, 22, 4 and Well 3. 
High uncertainty in inferred age for water recharged before 1975 and after 2000 
Results of uncertainty calculations showed an overall average relative uncertainty of 4.6 % for Halon-
1301 determination. Due to its characteristic S-shaped input function (less difference in concentration 
from year to year before 1975 and after about 2000), a larger uncertainty in inferred piston flow age 
was faced for waters recharged before 1975 and after about 2000. In Well 19 and potentially Well 22 
higher uncertainties due to a reduced growth rate may explain reduced Halon-1301 concentrations 
(compared to other gaseous tracers). However, significantly reduced Halon-1301 concentrations in the 
remaining affected groundwater of higher MRT were considered unlikely to have been caused by a 
reduced growth rate and/or seasonal fluctuations in atmospheric Halon-1301 concentrations, because 
these were recharged before 2000 and after 1975. 
Interference of the Halon-1301 signal with co-eluting compounds 
As shown in Chapter 4, the interference of the Halon-1301 signal with co-eluting compounds, such as 
CFC-13, did not appear to be a major problem when (calibrated) air was analysed, due to the lower 
sensitivity of the ECD towards CFC-13 and potential co-eluting compounds at concentrations present 
in air. The same applied for water samples. However interference of the Halon-1301 signal with signal 
from other compounds in groundwater could not be excluded in this study, because contamination of 
the water with potentially co-eluting compounds could not be excluded.  
Since the interference with the CFC-13 signal could be excluded in (calibrated) air, it was considered 
unlikely that reduced concentrations of Halon-1301 (compared to other gaseous tracers) have been 
caused by an erroneous calibration curve that had been affected by interference of co-eluting 
compounds. Similarly, it was considered unlikely that reduced concentrations of Halon-1301 have been 
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caused by interference of the Halon-103 signal with co-eluting compounds in groundwater, because 
this would lead to increased inferred concentrations. 
B5.2 Halon-1301 property related issues 
Degradation 
Similarly to the CFCs, degradation of Halon-1301 only appeared possible in anoxic conditions. The 
groundwater wells where reduced concentrations of Halon-1301 occurred were Well 1, 20, 3, 4 with a 
DO of 0.26, 0.02, 0.2, and 0.3 mg/L, respectively and methanogenic Well 23. In all wells anoxic 
conditions could have allowed for degradation of Halon-1301 which would have led to reduced Halon-
1301 concentrations (in concert with reduced CFC concentrations as found in the majority of these 
wells). However, further study is needed to verify that reduced Halon-1301 concentration have been 
caused by degradation in these wells. 
Lag-time in unsaturated zone 
Differences in gas ages and tritium age can also occur, due to diffusive travelling of tracer gases through 
the unsaturated zone and associated lag-time [Cook and Solomon, 1995]. The time lag is a function of 
the tracer’s diffusion coefficient, tracer solubility in water, and soil water content [Weeks et al., 1982; 
Cook and Solomon, 1995]. Gooddy et al. (2006) simulated lag-times for SF6, CFC-11 and CFC-12 and 
showed lag-times in order SF6  < CFC-12 < CFC-11 in the given environment, which only resulted in a 
significant age difference with unsaturated zone depth of more than 10 m. An existing lag-time would 
have affected all gas tracers (including SF6). A decreased concentration of Halon-1301 and SF6 (and the 
CFCs) was not observed for any of the sites. 
Degassing 
Degassing of gas tracers into gas bubbles/headspace created due to de-nitrification, production of 
methane or when groundwater is brought to the ground surface may have occurred [Blicher-
Mathiesen et al., 1998; Fortuin and Willemsen, 2005; Visser et al., 2007]. However this should have 
also affected SF6 concentrations, actually to a higher extent than Halon-1301, due to its lower solubility 
in water compared to Halon-1301. Reduced Halon-1301 concentrations were not observed along with 
even further reduced SF6 concentrations at any affected site. Hence degassing could not explain 
reduced Halon-1301 concentrations in this study. 
Adsorption in aquifer or material used 
Another reason for the offset in determined Halon-1301 ages in regard to SF6 and tritium ages is 
potential absorption to organic material and therefore retardation in the aquifer (as reported for the 
CFCs in e.g. Cook et al. (1995) and Brown (1980)). This could not be excluded for any site, because little 
is known regarding the sorption behaviour of Halon-1301. Reported estimated Koc values for Halon-
1301 vary highly ranging from moderately mobile to very mobile (organic carbon coefficient (Koc) of 
244.8 (e.g. Ansul Incorporated (2009) and other safety data sheets) or 49 (estimated, using a log Kow 
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of 1.86 [Hansch et al., 1995] and a regression-derived equation [Lyman et al., 1990]) or 102 (estimated 
by Montgomery (2007) using the method by Chiou et al. (1979)).  
Sorption to well casing or sampling equipment may also lead to reduced gas tracer concentrations of 
certain (halo-)carbons, particularly if of certain plastic material other than the recommended Nylon 
and glass ware[Glenn et al., 1990]. It is assumed that the effect of sorption to sampling equipment or 
well material in this study was of minor importance, since the time the water was in contact with the 
well or sampling material was very short in the order of seconds to minutes which could not allow a 
large difference in Halon-1301 concentration. 
B6 Proposed methods for an improved analytical determination of Halon-1301 (and 
SF6) 
The application range of Halon-1301 (and other compounds) as groundwater age tracers is limited, 
due to their specific atmospheric trend and limitations of their determination in water (i.e. the LOD 
and uncertainty of the determination) as demonstrated in Chapter 4 (for Halon-1301) and Chapter 5 
of this thesis (for Halon-1301, SF6 and tritium). Generally, there are two principle ways to improve the 
analytical determination of any compounds in any medium 1) the analysis needs to be improved (i.e. 
the sensitivity of the analysis towards the compounds needs to be increased) and 2) the sampling 
needs to be improved to collect or up-concentrate larger amounts of the compounds for subsequent 
analysis. Both approaches are in the following applied on the determination of Halon-1301 and SF6 in 
water using the sampling and analytical method presented in Chapter 4. Firstly the limitations 
(particularly in regard to the relatively poor uncertainty in determination and LOD) of the currently 
used analytical method for determination of Halon-1301 and SF6 are highlighted. It is then shown that 
the LOD and uncertainty of the determination can be significantly improved by the use of signal 
processing. Secondly, the limitations of the currently used sampling methods are highlighted and 
alternative approaches which are currently used for sampling of (other) gaseous substances in water 
are presented and discussed. 
Due to time constrains of this PhD the potential of these alternative sampling methods and signal 
processing could not be fully assessed, but these are presented here in hope that subsequent studies 
will (further) assess their potential to improve the determination of Halon-1301 (and SF6 and other 
gaseous tracers) in water to extend their application range as groundwater age tracers. 
B6.1 Proposed signal processing method for the determination of Halon-1301 and SF6 
B6.1.1 Introduction 
The determination of Halon-1301 (and SF6) with the current GC/ECD (gas chromatography with 
attached electron capture detector) setup presented in Chapter 4, which is similar to the one 
developed by Busenberg and Plummer (2008) is restrained due to poor repeatability and high 
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uncertainties related to the establishment of the calibration curve (as presented in Chapter 4 and 5).  
Poor repeatability and large uncertainties in the calibration curve may be a result of disturbance of 
both compounds’ signals in the chromatogram, particularly at very low concentrations. In general, 
disturbances of GC signals can be caused by high frequency background noise induced by electrical 
disturbances (e.g. electromagnetic and electrostatic interference from cables and wiring) and/or low 
frequency background (drift) induced by methodological disturbances (e.g. temperature or pressure 
variation or contamination of the GC column in some instances leading to ghost peaks). Figure B2 
illustrates a typical chromatogram obtained when analysing a 1 L water sample containing SF6 and 
Halon-1301 with the analytical setup presented in Chapter 4. It can be seen that the signals of both 
analytes are sufficiently large for a young water sample (e.g. 1 year old in Fig. B2). However, when 
determining an older groundwater sample (e.g. 50 years in Fig. B2) with significantly lower 
concentration of SF6 and Halon-1301, the effect of background variations and noise on their ECD signals 
increases significantly. 
 
Figure B2: GC/ECD chromatogram of 1L modern (1 year) & older (50 years) water sample containing SF6, CFC-13 
In chromatography two approaches have been commonly used to improve the recovery of analyte 
signals (particularly of low concentration/low signal analytes) as illustrated in Fig. B3 (after Pierce et 
al. (2012)). These are: 1) signal enhancement and 2) noise reduction/removal. For best signal recovery 
both approaches should be applied complementarily. In the following both approaches are further 
detailed and their effect (and potential improvement) on the simultaneous determination of Halon-
1301 and SF6 is assessed. 
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Figure B3: Approaches to increase determination of low concentrations/ low signal compounds 
Signal enhancement involving hardware adjustments 
Adjusting the analytical setup (hardware), such as choosing an appropriate detector and adjusting GC 
and detector settings (such as temperature), to enhance the signal recovery of one or more analytes 
is a relatively simple standard procedure in chromatography [e.g. Scott, 2009]. However, this approach 
is often not satisfactory if one aims to improve the determination of multiple analytes in a 
chromatogram, as encountered is this study. When adjusting the GC and ECD temperature, GC flow 
and ECD current to enhance the signals of both SF6 and Halon-1301 in this study, significant 
improvement of both compounds’ determination could not be achieved simultaneously. Note that the 
pressure peak that is interfering with the SF6 signal in Fig. B3 could not be resolved without reducing 
the Halon-1301 signal at the same time and vice versa. 
Since the potential of Halon-1301 as a new groundwater age tracer (and its simultaneous 
determination with SF6) had been first highlighted in this study (detailed Chapter 4), little study has 
been done to identify the most appropriate detector for the simultaneous determination of Halon-
1301 and SF6 in water that could potentially improve the determination of both compounds compared 
to their determination with the current analytical setup (presented in Chapter 4). One study by Rosiek 
et al. (2013) assessed different detector setups for the determination of SF6 and Halon-1301 (although 
they did not provide full evidence that the signal believed to be caused by Halon-1301 was actually 
caused by Halon-1301). They suggested the use of two custom-made ECDs in resonance mode instead 
of a single ECD (as used in this study following the suggestion of Busenberg and Plummer (2008)) which 
significantly improved the signal recovery of Halon-1301 and most other compounds in the 
chromatogram (e.g. SF5CF3) but not SF6. Further study is needed to assess if other detector(s) and/or 
detector setups may be able to improve the determination of both SF6 and Halon-1301 simultaneously.   
Noise reduction/removal involving software adjustments 
Although the advantages of signal processing for reduction and removal of disturbances (i.e. noise) 
and increase of signal recovery is known for decades, it is not commonly carried out in chromatography 
[e.g. Smit and Walg, 1975; Vilianti, 1980; Alciaturi et al., 1998; Stewart et al., 2011] and has also never 
Signal enhancement 
Adjust detector and column 
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Noise reduction/removal 
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Determination of low concentration analytes 
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been applied to assess the potential improvement for the simultaneous determination of the Halon-
1301 and SF6. Signal processing is sparsely fully applied, because its components are specific for each 
analysis (depending on the nature of noise and signal) [Di Marco and Bombi, 2001 and references 
therein; Stewart et al., 2011]. For convenience often conventional GC software is used (e.g. Shimadzu’s 
GCsolution®, Agilent’s ChemStation® or Leco’s ChromaTOF®) which is provided with the analytical 
system. However, conventional chromatography data processing software has limited data processing 
options (e.g. often only the sampling rate and filter/bunching rate can be adjusted) [e.g. Shimadzu, 
2001; Angilent Technologies, 2009; Leco Corporation, 2011]. Data processing options are often chosen 
in a trial and error approach until the best analyte peak resolution is obtained, which can be very time 
consuming and inaccurate, and the resolution of one signal is often sacrificed for poorer resolution of 
others in the same chromatogram [e.g. Shimadzu, 2001; Agilent Technologies, 2009]. Peak integration 
with conventional chromatography data processing software (not well documented) often involves 
defining a signal threshold above which a peak is defined or setting a fixed start/end time of the peak 
based on the retention time of the analyte. In other cases, manual integration is necessary due to a 
variable background signal (e.g. background drift) or interference with ‘ghost peaks’. Adequate 
resolution of overlapping signal peaks can often not be achieved with conventional data processing 
tools, because it does not allow for assessment of the shape and nature of the signal which is necessary 
for choosing an appropriate peak integration technique [Dyson, 1998; Di Marco and Bombi, 2001]. 
As an alternative to conventional GC software, software packages/codes have been developed to 
provide more (targeted) options for processing of chromatographic data (e.g.  ‘Chromeleon’ [Dionex 
Corporation, 2001],  ‘PyMS’ [O’Callaghan et al., 2012] and ‘AMDIS’ [Nair et al., 2013]), although 
research has shown that the larger amount of available processing options can often be misleading 
resulting in inadequately processed signals [e.g. Shoval, 2001; Fagan, 2011; de la Mata et al., 2012; 
Zhou, 2013; Giovanelli, 2014]. For more targeted data processing, custom made data processing has 
been developed that based on assessment of the nature of signal and noise [e.g. Shoval, 2001; Fagan, 
2011; de la Mata et al., 2012; Zhou, 2013; Giovanelli, 2014]. These custom made tools make use of 
signal filtering to reduce the effect of background noise on the analyte signal. For removal of e.g. high 
frequency (white) noise, a low pass filter has been successfully applied. However, the removal of low 
frequency noise and/or noise with a similar frequency as the analyte signal has been proven difficult 
(without affecting the analyte signal itself) [Stewart et al., 2011 and references therein]. Aside from 
signal filtering, a variety of peak integration techniques have been used to eliminate or significantly 
reduce the effects of low frequency noise [Dyson, 1998; Di Marco and Bombi, 2001]. Signal averaging 
techniques (e.g. boxcar, median, Savitzki-Golay or weighting average filter) have also been used to 
reduce noise, but these do significantly affect the analyte signal(s) [Pierce et al., 2012]. Despite the 
advantage of custom made targeted data processing, these have been developed for processing of 
168 
 
specific data and are often not widely transferable. In this study a relatively simple and easily applicable 
(possibly widely transferable) custom-made data processing method is presented. It is demonstrated 
that the method can be used to significantly improve the signal recovery of both Halon-1301 and SF6 
simultaneously on the analytical setup presented in Chapter 4 (similar to the one developed by 
Busenberg and Plummer (2008)). 
B6.1.2 Method 
General method overview 
The method used to significantly improve the signal recovery of both Halon-1301 and SF6 
(simultaneously) in this study is illustrated in Fig. B4. It involves the identification of the nature of the 
signal (in particular its shape for targeted customized signal peak integration) and noise (e.g. high/low 
frequency noise for targeted application of a customized low/high frequency pass filter, respectively), 
as detailed in the following. 
Firstly Fourier transformation of the ‘raw’ (unfiltered) chromatogram (time domain) into the frequency 
domain is carried out, which enables identification of noise and data structure [e.g. Lam and Isenhour, 
1981]. Secondly, assessment of the frequency spectrum is carried out to identify an approximate ‘cut-
off’ frequency below/above which data are removed while still within the Fourier domain to reduce 
low/high frequency noise components, respectively. To allow for the most appropriate choice of the 
‘cut-off’ frequency, the data are run through not only  the selected ‘cut-off’ frequency but also six 
additional frequencies three above and three frequencies below (in 2Hz increments)92. The data are 
then back transferred into time domain (using inverse Fourier transformation) and the filtered 
chromatograms (and their derivatives) are inspected to select the most appropriate ‘cut-off’ 
frequency. Most appropriate noise removal is indicated by a near horizontal, smooth baseline of the 
chromatogram and improved analyte signals. An unsteady baseline after application of this approach 
to filtering frequencies may have indicated a too high ‘cut-off’ frequency (leading to ‘under-filtering’ 
and insufficiently removed noise) or a too low ‘cut-off’ frequency (leading to ‘over-filtering’ and 
additional induced noise). The type of filter (high or low frequency) is chosen based on the nature of 
the noise (as indicated in the chromatogram and/or frequency spectrum) and best removal of the noise 
(as indicated in the filtered chromatogram). After running the data through the selected filter (e.g. 
high/low pass filter) at the specified ‘cut-off’ frequency, the most appropriate peak integration 
technique (e.g. Gaussian peak integration) is selected based on the nature/shape of the signal (e.g. 
near Gaussian peak shape). The used ‘filtering’ method is very simple and easy to apply, but needs 
further assessment regarding artefacts and wide transferability for general application. 
                                                          
92 These can be adjusted if appropriate. Optionally a factor multiplication of the Fourier transformed data can 
be applied to resolve issues related to overlapping signal peaks [Engblom, 1990]. 
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Figure B4: Simplified schema of methodology used to improve the signal recovery of both Halon-1301 and SF6 (simultaneously) 
in this study 
The data processing part of the method (i.e. application of the high/low pass frequency filter and 
selection of the ‘cut-off’ frequency) have been coded up in Matlab software R2012a. Since the removal 
of high frequency noise (with a low pass frequency filter) most significantly improved the signals of 
Halon-1301 and SF6, a low pass frequency filter is implemented into the code, but this be easily 
adjusted for the use of a high (or both high and low) pass frequency filter. The script is provided with 
the accompanying CD including a user manual and an example data set. For peak integration and 
selection of the most appropriate peak integration method, the interactive peak fitter (developed by 
O’Haver (2012)) was used. The method (and Matlab code) is potentially widely transferable and easily 
applicable for processing of chromatography or related data for which high/low pass frequency 
filtering is appropriate. In the following the specific method components used for improvement of the 
determination of SF6 and Halon-1301 in groundwater are detailed. 
Specific method components for demonstration on SF6 and Halon-1301 
The GC/ECD system (described in Chapter 4 of this thesis similar to the one presented in Busenberg 
and Plummer (2008)) was used to determine the concentrations of Halon-1301 and SF6 in 
groundwater. To allow for an improved signal recovery (determination) of both Halon-1301 and SF6 
(simultaneously), the customized data processing (described above) was applied on ‘raw’ ECD signals 
(recorded at the smallest sampling and filter rate (4ms) at the detector). For comparison, conventional 
GC software (GCsolution software from Shimadzu Ver.2 (Columbia, MD, USA)), was used in which the 
filtering and sampling rate was adjusted to achieve the best separation of the Halon-1301 and SF6 
signals and noise (following the instructions given in the user manual [GCsolution, 2001]). A filtering 
rate of 200 ms and sampling rate of 20 ms led to (visually) best recovery of the Halon-1301 and SF6 
signals. Signal peak integration was carried out by manual adjustment of the start and end time of the 
signal peaks (as supposed to an automatically set start and end time based on a signal threshold or set 
retention time), because an automatically set start and end time of the peak did not allow for adequate 
integration of the SF6 peak (due to disturbance of the pressure peak with the SF6 signal). 
When using the custom data processing, it was found that a low pass frequency filter with a cut-off 
frequency of ca. 12 Hz (see Fig. B5) best removed the high frequency noise from the chromatogram. 
Raw data input
Idetify nature of signal and noise (high/low frequency)
Low/high pass frequency filter
Customized peak integration
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Since the SF6 and Halon-1301 signal peaks in the chromatogram appear to follow a normal distribution 
and it is generally believed that compounds exiting the GC or other chromatography follow a normal 
distribution [Scott, 2009], Gaussian peak integration was used. The start end time of the Gaussian peak 
integration was determined from the 1st derivative of the data.  
 
Figure B5: Frequency spectrum 
Both conventional and customized data processing and peak integration were applied to a total 87 
chromatograms. For each analyte (SF6 and Halon-1301) 30 calibration curves (least square fit, forced 
through 0/0)93 were established by analysing 10ml (at ambient temperature and pressures up to 1 bar) 
of a custom made standard gas containing 29.3 ppt ± 0.2 Halon-1301 and 10.97 ppt ±0.04 SF6, supplied 
by National Oceanic and Atmospheric Administration (NOAA). Fifty % of the calibration curves were 
established with data processed with the conventional data processing and the remainder were 
established with data processed with customized data processing. To reduce effects of changes in the 
GC/ECD performance (e.g. reduced sensitivity due aging of column fill) or user induced changes (e.g. 
better performance with more practice), all calibration curves were determined within a short period 
of time (2 days) applying custom and conventional data processing in alternation. 
To compare the performance of each data processing tool with regard to an improved determination 
of Halon-1301 and SF6, relevant calibration curve statistics such as the coefficient of determination 
(R2), standard deviation (SD) of the slope of the calibration curve and the signal as well as the limit of 
detection (LOD) and limit of quantification (LOQ) were determined. The linear fit and statistics (R2, SD, 
slope, etc.) were obtained using the Excel LINEST function. LOD and LOQ were estimated by taking into 
                                                          
93 Blank samples (only containing N2) were analysed which indicated 0 signal for SF6 and Halon-1301. In addition 
the statistical difference between the intercept of the calibration curves for SF6 and Halon-1301 (when not forced 
through 0/0) were not significant (at 99% confidence). The intercept of the calibration curve was therefore 
considered insignificantly different from 0, hence the calibration curve was forced through 0/0 to simplify the 
calibration procedure and to ensure 0 signal is interpreted as a concentration of 0 (fmol/L, e.g.). This procedure 
is following the suggestion of Helsel and Hirsch (2002) and Caulcutt and Boddy (1983). 
appropriate cut-off 
frequency to remove noise 
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account the slope and standard deviation (SD) of the data (Eqn. B1 and B2) [Shrivastava and Gupta, 
2011]:    
LOD = 3.3 SD/slope     Eqn. B-1;        LOQ=10 SD/slope       Eqn.B-2 
B6.1.3 Results 
Custom data processing visually effectively reduced the effect of the low frequency noise on the 
chromatogram in contrast to the chromatogram obtained after conventional data processing which 
still showed a significant effect of noise on the Halon-1301 and SF6 signal (Fig. B6).  
 
Figure B6: Example chromatograms obtained when using conventional data processing (left) and custom processing (right), 
not that the right chromatogram (obtained when analysing calibrated air) contains an oxygen peak, which is not contain in 
the left chromatogram (obtained when analysing water)  
Table B2: Statistics summary of 10 linear regressions of SF6 and Halon-1301including average, best and poorest outcome of 
R2, standard deviation of response (y) and standard error of slope, using conventional and developed post-analysis; improved 
data are highlighted in bold, note: all calibration curves are forced through zero (zero signal - zero compound) 
Average statistics of the calibration curves established for Halon-1301 and SF6 when applying 
conventional and custom data processing are summarized in Tab. B2 and illustrated in Fig. B6. As can 
be seen, the standard deviation and standard error of the calibration curve slope are on average 
significantly lower and the R2 significantly higher when the data were processed with the custom data 
processing method compared to the ones obtained when using conventional data processing for both 
SF6 and Halon-1301. The standard deviation of the response (signal), which is a measure for 
repeatability, improved 13% and 64% for Halon-1301 and SF6, respectively and the standard deviation 
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slope 4469.6 4653.1 236.1 189.8 
SD of slope 53.42 93.43 32.82 49.88 
R2 0.9993 0.9979 0.0007 0.0019 
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R2 0.9994 0.9993 0.0007 0.0011 
SD of signal (y) 387.78 443.48 218.29 264.87 
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of the calibration curve slope improved 9% and 43%, respectively, when using the custom data 
processing method (with respect to data obtained with conventional data processing). 
As a result of the improvement in calibration curve statistics a significant improvement (i.e. decrease 
with respect to conventional GC software) of 43% and 14% for SF6 and Halon-1301, respectively of the 
LOD/LOQ with the custom data processing method was achieved as summarized in Tab. B3. 
 
Figure B7: Calibration curves of compound Halon-1301, raw data processed in developed post analysis tool (left) and 
conventional GC software (right). Diamond shaped points represent data points, solid line is linear least square regression, 
dashed lines represent 95% prediction interval with upper and lower limits 
Table B3: Comparison of average LOD/LOQ of SF6 and Halon-13012 obtained from calibration curves using conventional or 
developed post-analysis; improved data highlighted in bold 
 LOD (SD) [fmol] LOQ (SD) [fmol] Improvement with custom 
data processing compared to 
conventional data processing 
 Data processing 
Compound custom conventional  custom conventional  
SF6 0.23 (0.12) 0.40 (0.20) 0.68 (0.38) 1.20 (0.60) 43 % 
Halon-1301 0.52 (0.32) 0.61 (0.35) 1.58 (0.97) 1.84 1.07) 14 % 
B6.1.3 Discussion 
Please note that the data (e.g. the calibration curve statistics and the LOD/LOQ) presented here are 
not directly comparable to the data presented in Chapter 4, due to fluctuations in sensitivity of the 
ECD over time. Note the over 20 % reduced calibration curve slopes for both compounds compared to 
the data presented in Chapter 4. Relative comparison of the findings, however, can be made. If one 
assumed that the relative improvement of the calibration curve statistics was independent of the ECD 
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sensitivity (although this would need to be confirmed in further study), the relative improvement in 
the standard deviation of the calibration curve found in this study would imply an overall reduced 
uncertainty of the analytical system to  4.1 and 8.6% compared to uncertainties presented previously 
of 4.6 and 9.0% for an average modern water sample (average headspace, excess air and recharge 
temperature). This implies that uncertainty in inferred groundwater age also decreases when using 
the developed data processing94. The improvement in LOD and LOQ implies that we could potentially 
use a (43 %) smaller water sample to determine SF6 without compromising the performance of the 
determination. This also implies that the minimum determinable groundwater age (assuming piston 
flow) reduces from 1975 and 1979 to 1974 and 1975 for Halon-1301 and SF6, respectively, when using 
the custom data processing. Further study is needed to confirm these numbers for the previously 
observed (higher) ECD sensitivity. However, even if the relative change in calibration curve statistics 
was dependent on the ECD sensitivity, these findings indicated that custom made (targeted) data 
processing can potentially significantly improve the determination of Halon-1301 and SF6 (and 
potentially other analytes) and improve their application range as groundwater age tracers. 
At this stage the proposed data processing is slightly more time consuming than conventional data 
processing, but it could be setup automatically once the most optimal parameters, such as the most 
appropriate cut-off frequency, have been determined. The wide transferability of the proposed 
method needs to be confirmed on other compounds and analytical systems. 
B6.2 Proposed sampling techniques for determination of Halon-1301 and SF6 in groundwater 
A range of sampling techniques has been developed to determine highly volatile gases, such as Halon-
1301 and SF6 in water. These techniques often include purging and sampling of headspace (also 
referred to as ‘purge and trap’) allowing for sampling of larger volumes of water and/or pre-
concentration of the volatile gases and therefore improved determination of volatile compounds in 
water [e.g. Biziuk et al., 1996; Marczak et al., 2004; Demeetrere, 2007]. In addition cryo-trapping (as 
often integrated in the analytical setup) is often used for further pre-concentration of the compounds 
in the gas phase, which is subsequently analysed [Kellner et al., 2004]. Four main sampling/purging 
approaches have been used for determination of gaseous tracers in groundwater as detailed in the 
following. Not all of these methods have been used but may be applicable for sampling of groundwater 
for determination of Halon-1301 and SF6 and may improve their determination in regard to an 
improved signal recovery and calibration statistics as well as improved handling (e.g. a reduced 
sampling times and sampling volumes). These are: 
                                                          
94 The actual reduction in uncertainty in the inferred age (distribution) for SF6 and Halon-1301 is complicated 
since it depends on the average age and/or the proportion of ages recharged at a specific concentration of Halon-
1301 and SF6, particularly for Halon-1301 since its historic input over the last few decades is non-linear. 
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A) The vacuum purge system (as illustrated in Fig. B8) originally developed by Bullister and Weiss 
(1988) and Smethie et al. (1988) is widely used for determination of SF6 and the CFCs in 
groundwater [e.g. Busenberg and Plummer, 2000; this study; van der Raaij and Beyer, 2015]. It 
involves bubbling of nitrogen (or other inert gas) through a water sample in a chamber of confined 
volume until all targeted gases are fully removed into the gas phase (and trapped in a cryo-trap), 
which is subsequently analysed. The determination of the gaseous compounds with this method is 
limited due to a limited amount of purged water (usually 1 L). 
B) To allow for purging of larger volumes of water the spray equilibrium technique (illustrated in Fig. 
B9) had been developed by Busenberg and Plummer (2008) which involves continuous pumping 
and spraying of groundwater into a confined headspace volume until equilibrium between water 
and gas phase is reached. The apparatus is employed in the field and the headspace samples are 
stored and transported for analysis in the laboratory. The confined headspace volume limits the 
amount of gas and analytes that can be determined with this approach (depending on their 
equilibrium concentration) [Busenberg and Plummer 2008]. 
C) Similar to the headspace equilibrium technique, the Venturi sampling technique can also handle 
larger (unlimited) groundwater sample volumes. The Venturi sampling technique had been 
developed by Morgenstern and Herbert (1991) for sampling of CO2 in groundwater. It consists of a 
Venturi-nozzle (therefore the name Venturi sampler), which allows for improved phase transport 
and equilibrium between gas and liquid phase due to well mixed water and gas phase by finely 
dispersed gas bubbles (such as nitrogen or air) in a turbulent water stream (illustrated in Fig. B10). 
Similar to the headspace equilibrium technique, the Venturi sampler is run until equilibrium 
between gas and water phase is reached and the amount of gas and analyte that can be determined 
is limited due to a limited headspace/gas phase volume.  Alternatively a trap (e.g. limewater for 
CO2) is employed to increase the amount of analyte that can be trapped. This method (including or 
excluding the trap) has never been used for sampling of gaseous age tracers, such as Halon-1301 
or SF6 in groundwater, but may allow improved determination of these. 
D) To improve sample handling and storage compared to the techniques presented above, passive 
diffusion may be applicable, which has been demonstrated for the determination of noble gases in 
groundwater by Gardner and Solomon (2009). A passive diffusion sampler (such as the one 
employed by Gardner and Solomon (2009)) consists of a membrane permeable for gases, but 
impermeable for water, which forms a confined space either filled with an inert gas (such as 
nitrogen) or vacuum (simplified schema in Fig. B11). The sampler is put into groundwater (e.g. in a 
well) and gas tracers, among other volatile compounds, present in the groundwater diffuse into the 
sampler. When equilibrium is reached the sampler is withdrawn from the water, closed and 
transported to the lab for determination of the target gases. This method has the advantage of 
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simple sample handling in the field, but is limited in regard to sampling time (diffusion can be a slow 
process – depending on the properties of the gas), water volume and amount of gas phase and 
target gases that can be sampled. 
E) To improve equilibrium times and sampling of larger water volumes an active diffusion sampler can 
be used as demonstrated by Loose et al. (2009) and recently Matsumoto et al. (2012) for 
determination of SF6 and SF5CF3 among other volatile compounds in water. This method takes 
advantage of a flow through diffusion sampler (or membrane contractor) which benefits from an 
increased surface area due to the use of membrane fibres (in which the gas phase is located, either 
pumped through or of a confined volume) and advective water flow around the fibres (illustrated 
in Fig. B12). The increased surface area decreases equilibrium times compared to the ‘passive’ 
diffusion ample presented in D. However this method is not well established and needs further 
study [Matsumoto et al., 2012], e.g. as currently the analysis for SF6 and SF5CF3 is carried out in the 
field with a portable analytical system, which may not be practicable for other gaseous substances, 
such as Halon-1301. 
To improve the determination of Halon-1301 and SF6 the active diffusion sampler and Venturi sampler 
offer potential alternatives to the currently (most widely) used vacuum sparge chamber and the 
equilibrium spray technique. To overcome the issues related to sample handling and storage that are 
faced by all above mentioned sampling methods, it is suggested to employ a trap to sorb the gaseous 
tracers, such as a solid sorbent trap, or a cryo-trap. A tracer trap can not only potentially simplify 
handling and storage of gas samples enriched in the target tracers (e.g. Halon-1301 and SF6), but may 
potentially further shorten the sampling time due to an increased concentrations gradient. The 
material/specifics of the trap will be dependent on the tracer properties. For most tracers, such as 
Halon-1301 and SF6, activated carbon is expected to do well. The advantage of using activated carbon 
(over a cryo-trap) is that it can be applied at ambient temperatures. Subsequent desorption (at higher 
temperatures and/or increased pressure) would allow for analysis of larger amounts of gaseous 
substances than currently possible with the sampling methods mentioned above. However, first 
experiments with activated coal carried out in this study showed, that the method is very sensitive to 
desorption (and adsorption) temperatures, pressures and times. In addition the most appropriate 
injection method of the desorbed gases into the currently used GC system (presented in Chapter 4) 
needs to be found.  Full development of this method may need relatively long development times as 
these are currently not well studied for the pre-concentration of gaseous age tracers. 
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Figure B8: Purge chamber for stripping of VOCs such as 
SF5CF3, CFCs and SF6 according to Bullister and Weiss 
(1988) and Smethie et al. (1988) 
 
Figure B9: Headspace equilibrium technique according to 
Busenberg & Plummer (2008) for determination of SF6, CFC-13 
and SF5CF3 
 
Figure B10: Venturi-nozzle headspace sampler 
with/without integrated active carbon (AC) trap 
 
Figure B- 1: Passive diffusion sampler in groundwater, principle 
approach 
Figure B11: Active diffusion sampler, principle approach 
B6.3 Summary of Appendix B6 
The determination of Halon-1301 and SF6 for the use as groundwater age tracers is limited, due to 
limitations of the current analytical setup and sampling procedure which affect uncertainty in the 
determination (i.e. calibration curve statistics), repeatability and the limit of detection and 
quantification (LOD/LOQ, respectively) of Halon-1301 and SF6 in groundwater. 
This study demonstrated significant improvement of the analytical determination of Halon-1301 and 
SF6 (in terms of uncertainty in the calibration and LOD/LOQ) can be achieved with the aid of a relatively 
simple targeted (custom) data processing method (which included a low pass frequency filter and 
Gaussian peak integration). This implies that a lower uncertainty and lower LOD/LOQ in Halon-1301- 
and SF6- inferred recharge year (or age) can be achieved. The finding also highlights the potential use 
of smaller groundwater samples without compromising the LOD/LOQ. Although further study is 
needed to confirm that the performance of the data processing is independent of the ECD sensitivity 
(only relative comparison of the performance of the developed data processing could be made in this 
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study due to a fluctuating sensitivity of the ECD (towards both compounds) over time and a decreased 
ECD sensitivity in this study compared to the ECD sensitivity presented earlier (Chapter 4)), the 
presented findings highlight the significant potential of an improved determination of both 
compounds, particularly for SF6 with a relative simple custom data processing method. The applied 
processing method was very simple and easy to apply and needs further assessment regarding 
artefacts and wide transferability for general application. 
Available sampling procedures have also been highlighted which may significantly further improve the 
determination of Halon-1301 and SF6 in regard to the LOD/LOQ by allowing for sampling of larger 
volumes and/or increased pre-concentration of both compounds. It is expected that the 
complementary application of both the most appropriate sampling procedure and the customized data 
processing can significantly improve the determination of Halon-1301 and SF6 in groundwater 
(compared to the currently used method) and extend their application range as groundwater age 
tracers, due to a reduced LOD/LOQ and lower uncertainties for both compounds. It is hoped that the 
potential of these sampling methods and data processing will be more fully assessed in the future. 
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Appendix C – for Chapter 5 
This appendix contains detailed information on the literature review (C1), the modelling approach (C2), 
and the model outcome with regard to inferred hydrochemistry-PT relationships (C3) and inferred age 
information (C4). 
C1 Details on literature review 
C2 Detailed model description 
C3 Detailed model outcome 
C4 Detailed age estimation 
C5 References of Appendix C 
C1 Details literature search 
Table C1 summarizes 400 most relevant age modelling studies (sorted by relevance and ear 
published) identified in the Web of Science in January 2015.  
Table C1: Summary of the 400 most relevant age modelling studies found in the Web of Science with the following keywords 
(here sorted by date of publication): ‘water’ or ‘groundwater’ and ‘residence time’ or ‘age’ or ‘dating’ and ‘tracer’ or ‘lumped 
parameter; A – 1= contains the following uncertainty key word or word parts  in abstract or title ‘uncertain’, ‘error’, 
‘probability’, ‘Bayes’ or ‘reali(z/s)ations’, 0- does not contain such keywords; B- 1= study uses probabilistic framework for more 
comprehensive uncertainty assessment in age modelling, 0 –study does not considers a more comprehensive uncertainty 
assessment; studies that use a ‘fuller’ uncertainty assessment are highlighted in bold 
Authors Title Place of publication Vol. Year A B 
Timbe et al. 
Understanding Uncertainties When Inferring 
Mean Transit Times Of Water Trough Tracer-
Based Lumped-Parameter Models In Andean 
Tropical Montane Cloud Forest Catchments 
Hydrology And Earth 
System Sciences 
18 2014 1 1 
Zhang et al. 
Impact Of Impoundment On Groundwater 
Seepage In The Three Gorges Dam In China 
Based On Cfcs And Stable Isotopes 
Environmental Earth 
Sciences 
72 2014 0 0 
Tait et al. 
The Influence Of Groundwater Inputs And Age 
On Nutrient Dynamics In A Coral Reef Lagoon 
Marine Chemistry 166 2014 0 0 
Kietavainen et al. 
Noble Gas Residence Times Of Saline Waters 
Within Crystalline Bedrock, Outokumpu Deep 
Drill Hole, Finland 
Geochimica Et 
Cosmochimica Acta 
145 2014 0 0 
Visser et al. 
Intercomparison Of Tritium And Noble Gases 
Analyses, H-3/He-3 Ages And Derived Para-
meters Excess Air And Recharge Temperature 
Applied Geochemistry 50 2014 1 0 
Mahara et al. 
Effects Of Terrigenic He Components On 
Tritium-Helium Dating: A Case Study Of 
Shallow Groundwater In The Saijo Basin 
Applied Geochemistry 50 2014 0 0 
Kralik et al. 
Using O-18/H-2, H-3/He-3, Kr-85 And Cfcs To 
Determine Mean Residence Times And Water 
Origin In The Grazer And Leibnitzer Feld 
Groundwater Bodies (Austria) 
Applied Geochemistry 50 2014 0 0 
Delbart et al. 
Investigation Of Young Water Inflow In Karst 
Aquifers Using SF6-CFC-H-3/He-Kr-85-Ar-39 
And Stable Isotope Components 
Applied Geochemistry 50 2014 0 0 
Mayer et al. 
A Multi-Tracer Study Of Groundwater Origin 
And Transit-Time In The Aquifers Of The 
Venice Region (Italy) 
Applied Geochemistry 50 2014 0 0 
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Authors Title Place of publication Vol. year A B 
Petersen et al. 
Quantifying Paleorecharge In The Cont-
inental Intercalaire (CI) Aquifer By A Monte-
Carlo Inversion Approach Of Cl-36/Cl Data 
Applied Geochemistry 50 2014 0 0 
Suckow 
The Age Of Groundwater - Definitions, 
Models And Why We Do Not Need This Term 
Applied Geochemistry 50 2014 0 0 
Akesson et al. 
Modelling Pesticide Transport In A Shallow 
Groundwater Catchment Using Tritium And 
Helium-3 Data 
Applied Geochemistry 50 2014 0 0 
Massoudieh et al. 
Assessment Of The Value Of Groundwater 
Age Time-Series For Characterizing Complex 
Steady-State Flow Systems Using A Bayesian 
Approach 
Applied Geochemistry 50 2014 1 1 
Massoudieh et al. 
A Bayesian Modeling Approach For 
Estimation Of A Shape-Free Groundwater Age 
Distribution Using Multiple Tracers 
Applied Geochemistry 50 2014 1 1 
Earnest et al. 
Investigating The Role Of Hydromechanical 
Coupling On Flow And Transport In Shallow 
Fractured-Rock Aquifers 
Hydrogeology Journal 22 2014 0 0 
Zhang et al. 
A Study Of The Interrelation Between Surface 
Water And Groundwater Using Isotopes And 
Chlorofluorocarbons In Sanjiang Plain, 
Northeast China 
Environmental Earth 
Sciences 
72 2014 0 0 
Ritterbusch et al. 
Groundwater Dating With Atom Trap Trace 
Analysis Of Ar-39 
Geophysical Research 
Letters 
41 2014 0 0 
Houben et al. 
Freshwater Lenses As Archive Of Climate, 
Groundwater Recharge, And Hydrochemical 
Evolution: Insights From Depth-Specific 
Water Isotope Analysis And Age 
Determination On The Island Of Langeoog, 
Germany 
Water Resources 
Research 
50 2014 0 0 
Marques et al. 
Assessment Of Mixing Between Shallow And 
Thermal Waters Using Geochemical And 
Environmental Isotope Tracers (N Portugal): 
A Review And Reinterpretation 
Environmental Earth 
Sciences 
72 2014 0 0 
Stoelzle et al. 
Streamflow Sensitivity To Drought Scenarios In 
Catchments With Different Geology 
Geophysical Research 
Letters 
41 2014 0 0 
Beyer et al. 
Potential Groundwater Age Tracer Found: 
Halon-1301 (CF3Br), As Previously Identified As 
CFC-13 (CF3Cl) 
Water Resources 
Research 
50 2014 0 0 
Jiménez-Martínez et 
al. 
Temporal And Spatial Scaling Of Hydraulic 
Response To Recharge In Fractured Aquifers: 
Insights From A Frequency Domain Analysis 
Water Resour. Res. 49 2013 0 0 
Boehlke et al. 
Educational Webtool Illustrating Groundwater 
Age Effects On Contaminant Trends In Wells 
Ground Water 52 2014 0 0 
Jurgens et al. 
A Ternary Age-Mixing Model To Explain 
Contaminant Occurrence In A Deep Supply 
Well 
Ground Water 52 2014 0 0 
Starn, J. J et al. 
Simulating Water-Quality Trends In Public-
Supply Wells In Transient Flow Systems 
Ground Water 52 2014 1 1 
Musgrove et al. 
Factors Affecting Public-Supply Well 
Vulnerability In Two Karst Aquifers 
Ground Water 52 2014 0 0 
Somaratne 
Characteristics Of Point Recharge In Karst 
Aquifers 
Water 6 2014 0 0 
Somaratne et al. 
Three Criteria Reliability Analyses For 
Groundwater Recharge Estimations 
Environmental Earth 
Sciences 
72 2014 0 0 
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Kwicklis and 
Farnham 
Testing The C-14 Ages And Conservative 
Behavior Of Dissolved C-14 In A Carbonate 
Aquifer In Yucca Flat, Nevada (USA), Using Cl-
36 From Groundwater And Packrat Middens 
Hydrogeology Journal 22 2014 0 0 
Bekele et al. 
Aquifer Residence Times For Recycled Water 
Estimated Using Chemical Tracers And The 
Propagation Of Temperature Signals At A 
Managed Aquifer Recharge Site In Australia 
Hydrogeology Journal 22 2014 0 0 
Yu Dun; Changyuan 
Tang; Yanjun Shen 
Identifying Interactions Between River Water 
And Groundwater In The North China Plain 
Using Multiple Tracers 
Environmental Earth 
Sciences 
72 2014 0 0 
Desbarats et al. 
Groundwater Flow Dynamics And Arsenic 
Source Characterization In An Aquifer System 
Of West Bengal, India 
Water Resources 
Research 
50 2014 0 0 
Su et al. 
Sustainability Of Intensively Exploited Aqui-  
fer Systems In The North China Plain: Insights 
From Multiple Environmental Tracers 
Journal Of Earth Science 25 2014 0 0 
Mastrocicco et al. 
Modelling Groundwater Residence Time In A 
Sub-Irrigated Buffer Zone 
Ecohydrology 7 2014 0 0 
Gardner et al. 
A Multiple-Tracer Approach To 
Understanding Regional Groundwater Flow In 
The Snake Valley Area Of The Eastern Great 
Basin, USA 
Applied Geochemistry 45 2014 0 0 
Hopkins et al. 
Evaluation Of The Importance Of Clay 
Confining Units On Groundwater Flow In 
Alluvial Basins Using Solute And Isotope 
Tracers: The Case Of Middle San Pedro Basin 
In Southeastern Arizona (USA) 
Hydrogeology Journal 22 2014 0 0 
Leray et al. 
Temporal Evolution Of Age Data Under 
Transient Pumping Conditions 
Journal of Hydrology 511 2014 0 0 
Cowie et al. 
Use Of Natural And Applied Tracers To  Guide 
Targeted Remediation Efforts In An Acid 
Mine Drainage System, Colorado Rockies, 
USA 
Water 6 2014 0 0 
Diem et al. 
Assessing The Effect Of Different River Water 
Level Interpolation Schemes On Modeled 
Groundwater Residence Times 
Journal of Hydrology 510 2014 1 0 
Jin-Yong Lee 
Use Of Environmental And Applied Tracers 
For Groundwater Studies In Korea 
Geosciences Journal 18 2014 0 0 
McCallum et al. 
Bias Of Apparent Tracer Ages In 
Heterogeneous Environments 
Ground Water 52 2014 1 0 
McCallum et al. 
Nonparametric Estimation Of Groundwater 
Residence Time Distributions: What Can 
Environmental Tracer Data Tell Us About 
Groundwater Residence Time? 
Water Resources 
Research 
50 2014 1 1 
Liu et al. 
Using Chlorofluorocarbons (Cfcs) And Tritium 
(H-3) To Estimate Groundwater Age And Flow 
Velocity In Hohhot Basin, China 
Hydrological Processes 28 2014 0 0 
Wood et al. 
Factors Affecting Carbon-14 Activity Of 
Unsaturated Zone CO 2 And Implications For 
Groundwater Dating. 
Journal of Hydrology 
(Amsterdam) 
519 2014 0 0 
Kashiwaya et al. 
Multiple Tracer Study In Horonobe, Northern 
Hokkaido, Japan: 1. Residence Time 
Estimation Based On Multiple Environmental 
Tracers And Lumped Parameter Models. 
Journal of Hydrology 
(Amsterdam) 
519 2014 0 0 
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Tekleab et al. 
Characterisation Of Stable Isotopes To Identify 
Residence Times And Runoff Components In 
Two Meso-Scale Catchments In The 
Abay/Upper Blue Nile Basin, Ethiopia 
Hydrology And Earth 
System Sciences 
18 2014 0 0 
Cendon et al. 
Groundwater Residence Time In A Dissected 
And Weathered Sandstone Plateau: Kulnura-
Mangrove Mountain Aquifer, NSW, Australia 
Australian Journal Of 
Earth Sciences 
61 2014 0 0 
Eller et al. 
Radium Sampling Methods And Residence 
Times In St. Andrew Bay, Florida 
Estuaries And Coasts 37 2014 0 0 
Heilweil et al. 
Innovative Environmental Tracer Techniques 
For Evaluating Sources Of Spring Discharge 
From A Carbonate Aquifer Bisected By A River 
Ground Water 52 2014 0 0 
Massoudieh 
Inference Of Long-Term Groundwater Flow 
Transience Using Environmental Tracers: A 
Theoretical Approach 
Water Resources 
Research 
49 2013 1 1 
Davila et al. 
A Toolkit For Groundwater Mean Residence 
Time Interpretation With Gaseous Tracers 
Computers & 
Geosciences 
61 2013 1 0 
Visser et al. 
Groundwater Age Distributions  at  a Public 
Drinking Water Supply Well Field Derived From 
Multiple Age Tracers (Kr-85, H-3/He-3, and Ar-
39) 
Water Resources 
Research 
49 2013 1 0 
Foster et al. 
The Aquifer Pollution Vulnerability Concept: 
Aid Or Impediment In Promoting Groundwater 
Protection? 
Hydrogeology Journal 21 2013 0 0 
Currell et al. 
Analysis Of Environmental Isotopes In 
Groundwater To Understand The Response Of 
A Vulnerable Coastal Aquifer To Pumping: 
Western Port Basin, South-Eastern Australia 
Hydrogeology Journal 21 2013 0 0 
Tomasky-Holmes 
et al. 
Determination Of Water Mass Ages Using 
Radium Isotopes As Tracers: Implications For 
Phytoplankton Dynamics In Estuaries 
Marine Chemistry 156 2013 0 0 
Ako et al. 
Flow Dynamics And Age Of Groundwater 
Within A Humid Equatorial Active Volcano 
(Mount Cameroon) Deduced By Delta D, Delta 
O-18, H-3 And Chlorofluorocarbons (Cfcs) 
Journal of Hydrology 502 2013 0 0 
Frisbee et al. 
Are We Missing The Tail (And The Tale) Of 
Residence Time Distributions In Watersheds? 
Geophysical Research 
Letters 
40 2013 0 0 
Al-Charideh and 
Hasan 
Use Of Isotopic Tracers To Characterize The 
Interaction Of Water Components And Nitrate 
Contamination In The Arid Rasafeh Area (Syria) 
Environmental Earth 
Sciences 
70 2013 0 0 
Yager et al. 
Comparison Of Age Distributions Estimated 
From Environmental Tracers By Using Binary-
Dilution And Numerical Models Of Fractured 
And Folded Karst: Shenandoah Valley Of 
Virginia And West Virginia, USA 
Hydrogeology Journal 21 2013 0 0 
Kamdee et al. 
Use Of Isotope Hydrology For Groundwater 
Resources Study In Upper Chi River Basin 
Journal Of 
Radioanalytical And 
Nuclear Chemistry 
297 2013 0 0 
Han and    
Plummer 
Revision Of Fontes & Garnier's Model For The 
Initial C-14 Content Of Dissolved Inorganic 
Carbon Used In Groundwater Dating 
Chemical Geology 351 2013 1 0 
Robertson et al. 
Variability Of Groundwater Nitrate 
Concentrations Over Time In Arid Basin 
Aquifers: Sources, Mechanisms Of Transport, 
And Implications For Conceptual Models 
Environmental Earth 
Sciences 
69 2013 0 0 
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Hiyama et al. 
Estimation Of The Residence Time Of 
Permafrost Groundwater In The Middle Of 
The Lena River Basin, Eastern Siberia 
Environmental Research 
Letters 
8 2013 0 0 
Meredith et al. 
The Lithium, Boron And Strontium Isotopic 
Systematics Of Groundwaters From An Arid 
Aquifer System: Implications For Recharge 
And Weathering Processes 
Geochimica Et 
Cosmochimica Acta 
112 2013 0 0 
Yuanzheng et al. 
Characterizing The Groundwater 
Renewability And Evolution Of The Strongly 
Exploited Aquifers Of The North China Plain 
By Major Ions And Environmental Tracers 
Journal Of 
Radioanalytical And 
Nuclear Chemistry 
296 2013 0 0 
Zhai et al. 
Characterizing The Groundwater 
Renewability And Evolution Of The Strongly 
Exploited Aquifers Of The North China Plain 
By Major Ions And Environmental Tracers 
Journal Of 
Radioanalytical And 
Nuclear Chemistry 
296 2013 0 0 
Briggs et al. 
Relating Hyporheic Fluxes, Residence Times, 
And Redox-Sensitive Biogeochemical 
Processes Upstream Of Beaver Dams 
Freshwater Science 32 2013 0 0 
Friedrich et al. 
Factors Controlling terrigenic SF6 in young 
groundwater of the Odenwald Region (Germ.) 
Applied Geochemistry 33 2013 0 0 
Nakata et al. 
 Groundwater Dating Using Radiocarbon in 
Fulvic Acid in Groundwater Containing 
Fluorescein 
Journal of Hydrology 489 2013 0 0 
Grundl et al. 
Mechanisms Of Subglacial Groundwater 
Recharge As Derived From Noble Gas, C-14, 
And Stable Isotopic Data 
Earth And Planetary 
Science Letters 
369 2013 0 0 
Selle et al. 
Recharge And Discharge Controls On 
Groundwater Travel Times And Flow Paths To 
Production Wells For The Ammer Catchment 
In Southwestern Germany 
Environmental Earth 
Sciences 
69 2013 0 0 
Lapworth et al. 
Residence Times Of Shallow Groundwater In 
West Africa: Implications For Hydrogeology 
And Resilience To Future Changes In Climate 
Hydrogeology Journal 21 2013 0 0 
Samborska et al. 
Estimation Of Groundwater Residence Time 
Using Environmental Radioisotopes (14C,T) In 
Carbonate Aquifers, Southern Poland 
Isotopes In 
Environmental And 
Health Studies 
49 2013 0 0 
Molenat et al. 
Use Of Gaseous Tracers (Cfcs And SF6) And 
Transit-Time Distribution Spectrum To 
Validate A Shallow Groundwater Transport 
Model 
Journal of Hydrology 480 2013 1 0 
Al-Charideh 
Recharge and Mineralization of Groundwater 
of The Upper Cretaceous Aquifer In Orontes 
Basin, Syria 
Hydrological Sciences 
Journal-Journal Des 
Sciences 
Hydrologiques 
58 2013 0 0 
Farid et al. 
Hydrogeochemical Investigation Of Surface 
And Groundwater Composition In An 
Irrigated Land In Central Tunisia 
Journal Of African Earth 
Sciences 
78 2013 0 0 
Alvarado et al. 
Dating Groundwater In The Bohemian 
Cretaceous Basin: Understanding Tracer 
Variations In The Subsurface 
Applied Geochemistry 29 2013 0 0 
Marques et al. 
Isotopic And Hydrochemical Data As 
Indicators Of Recharge Areas, Flow Paths And 
Water-Rock Interaction In The Caldas Da 
Rainha-Quinta Das Janelas Thermomineral 
Carbonate Rock Aquifer (Central Portugal) 
Journal of Hydrology 476 2013 0 0 
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Haiyan et al. 
The Application Of Dating Shallow Ground-
water with Sulfur Hexafluoride (SF6) in 
Groundwater Vulnerability Assessment In 
The Core Area Of Daqing Oilfield 
Advanced Materials 
Research 
726-
731 
2013 0 0 
Zhang, et al 
The Application Of Dating Shallow 
Groundwater With Sulfur Hexafluoride (SF6) 
In Groundwater Vulnerability Assessment In 
The Core Area Of Daqing Oilfield 
Advances In 
Environmental 
Technologies, Pts 1-6 
726-
731 
2013 0 0 
Frey and Kulls 
New Hydrological Age-Dating Techniques 
Using Cosmogenic Radionuclides Beryllium-7 
And Sodium-22 
Isotopes In Hydrology, Marine 
Ecosystems And Climate 
Change Studies - Proceedings 
Of The International 
Symposium 
 
2013 0 0 
Gastmans et al. 
Groundwater Ages And Hydrochemical 
Evolution Along A Flow-Path In The 
Northeastern Sector Of The Guarani Aquifer 
System (GAS) Derived From Structural 
Geology, Isotopes And Hydrochemical Data 
2013 1 0 
Mayer et al. 
Multiple Tracer ( 4He,  14C,  39Ar,  3hphe,  
85kr) Depth Profile In An Extensively 
Exploited Multilevel Aquifer System In The 
Venetian Plain, Italy 
2013 0 0 
Ndembo et al. 
 The Use Of Multiple Environmental Tracers 
In  Age estimation Of The Mount Amba 
Aquifer, Kinshasa, Democratic Republic Of 
Congo 
2013 0 0 
Takahashi et al. 
Radiocarbon Dating Of Groundwater In 
Granite Fractures In Abukuma Province, 
Northeast Japan 
Radiocarbon 55 2013 0 0 
Baudron et al. 
Assessing Groundwater Residence Time In A 
Highly Anthropized Unconfined Aquifer Using 
Bomb Peak C-14 And Reconstructed 
Irrigation Water H-3 
Radiocarbon 55 2013 0 0 
Matray and 
Dauzeres 
Origin Of Cl- And High Delta Cl-37 Values In 
Radiocarbon Dated-Fracture Groundwaters 
At The Tournemire URL (France) 
Proceedings Of The 
Fourteenth 
International 
Symposium On Water-
Rock Interaction, Wri 14 
7 2013 1 0 
Carreira et al. 
Isotopic And Geochemical Tracers In The 
Evaluation Of Groundwater Residence Time 
And Salinization Problems At Santiago Island, 
Cape Verde 
7 2013 0  
Cao et al. 
Residence Time As A Key For Comprehensive 
Assessment Of The Relationship Between 
Changing Land Use And Nitrates In Regional 
Groundwater Systems 
Environmental Science-
Processes & Impacts 
15 2013 0 0 
Gusyev et al. 
Calibration Of A Transient Transport Model 
To Tritium Data In Streams And Simulation Of 
Groundwater Ages In The Western Lake 
Taupo Catchment, New Zealand 
Hydrology And Earth 
System Sciences 
17 2013 0 0 
Avrahamov et al. 
Carbon Isotope Exchange During Calcite 
Interaction With Brine: Implications For C-14 
Dating Of Hypersaline Groundwater 
Radiocarbon 55 2013 0 0 
Intissar et al. 
Hydrogeochemical Investigation Of Surface 
And Groundwater Composition In An 
Irrigated Land In Central Tunisia. 
Journal Of African Earth 
Sciences 
78 2013 0 0 
Xiao-Wei et al. 
A Quantitative Study On Accumulation Of 
Age Mass Around Stagnation Points In 
Nested Flow Systems 
Water Resources 
Research 
48 2012 0 0 
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Han et al. 
Using Chlorofluorocarbons (Cfcs) And Tritium 
To Improve Conceptual Model Of 
Groundwater Flow In The South Coast 
Aquifers Of Laizhou Bay, China 
Hydrological Processes 26 2012 0 0 
Plummer et al. 
Old Groundwater In Parts Of The Upper 
Patapsco Aquifer, Atlantic Coastal Plain, 
Maryland, USA: Evidence From Radiocarbon, 
Chlorine-36 And Helium-4 
Hydrogeology Journal 20 2012 0 0 
Bakari et al. 
Groundwater Residence Time And 
Paleorecharge Conditions In The Deep 
Confined Aquifers Of The Coastal Watershed, 
South-East Tanzania 
Journal of Hydrology 466 2012 0 0 
Jaunat et al. 
Hydrochemical Data And Groundwater Da-
ting To Infer Differential Flowpaths Through 
Weathered Profiles Of A Fractured Aquifer 
Applied Geochemistry 27 2012 0 0 
Leray et al. 
Contribution Of Age Data To The 
Characterization Of Complex Aquifers 
Journal of Hydrology 464 2012 0 0 
Massoudieh et al. 
Bayesian Evaluation Of Groundwater Age 
Distribution Using Radioactive Tracers And 
Anthropogenic Chemicals 
Water Resources 
Research 
48 2012 1 1 
Darling et al. 
The Practicalities Of Using Cfcs And SF6 For 
Groundwater Dating And Tracing 
Applied Geochemistry 27 2012 0 0 
Manning et al. 
Evolution Of Groundwater Age In A Mountain 
Watershed Over A Period Of Thirteen Years 
Journal of Hydrology 460 2012 0 0 
Morgenstern and 
Daughney 
Groundwater Age For Identification Of 
Baseline Groundwater Quality And Impacts 
Of Land-Use Intensification - The National 
Groundwater Monitoring Programme Of New 
Zealand 
Journal of Hydrology 456 2012 0 0 
Hoque et al. 
C-14 Dating Of Deep Groundwater In The 
Bengal Aquifer System, Bangladesh: 
Implications For Aquifer Anisotropy, 
Recharge Sources And Sustainability 
Journal of Hydrology 444 2012 0 0 
Qin et al. 
Determination Of Groundwater Recharge 
Regime And Flowpath In The Lower Heihe 
River Basin In An Arid Area Of Northwest 
China By Using Environmental Tracers: 
Implications For Vegetation Degradation In 
The Ejina Oasis 
Applied Geochemistry 27 2012 0 0 
Flewelling et al. 
Travel Time Controls The Magnitude Of 
Nitrate Discharge In Groundwater Bypassing 
The Riparian Zone To A Stream On Virginia's 
Coastal Plain 
Hydrological Processes 26 2012 0 0 
Koh et al. 
Flow Paths And Mixing Properties Of 
Groundwater Using Hydrogeochemistry And 
Environmental Tracers In The Southwestern 
Area Of Jeju Volcanic Island 
Journal of Hydrology 432 2012 0 0 
Stewart 
A 40-Year Record Of Carbon-14 and Tritium In 
The Christchurch Groundwater System, New 
Zealand: Dating of Young Samples with C14 
Journal of Hydrology 430 2012 0 0 
Blondel et al. 
Punctual And Continuous Estimation Of 
Transit Time From Dissolved Organic Matter 
Fluorescence Properties In Karst Aquifers, 
Application To Groundwaters Of 'Fontaine De 
Vaucluse' Experimental Basin (SE France) 
Environmental Earth 
Sciences 
65 2012 0 0 
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Liu et al. 
Groundwater Recharge Environments And 
Hydrogeochemical Evolution In Beijing, 
China: Multi-Tracer Approach 
Advances In Environ-
mental Science And 
Engineering, Pts 1-6 
518-
523 
2012 0 0 
Jilai et al. 
Groundwater Recharge Environments And 
Hydrogeochemical Evolution In Beijing, 
China: Multi-Tracer Approach 
Advanced Materials 
Research 
518-
523 
2012 0 0 
Satrio et al. 
Groundwater Dynamic And Its Interrelation-
ship With River Water Of Bandung Basin 
Using Environmental Isotopes (18O, 2H, 14C). 
Modern Applied Science 6 2012 0 0 
Salle et al. 
Groundwater Residence Time Downgradient 
Of Trench No. 22 At The Chernobyl Pilot Site: 
Constraints On Hydrogeological Aquifer 
Functioning. 
Applied Geochemistry 27 2012 0 0 
Mahara et al. 
New Dating Method: Groundwater Residence 
Time Estimated From The He-4 Accumulation 
Rate Calibrated By Using Cosmogenic And 
Subsurface-Produced Cl-36 
Environmental 
Radioactivity 2010 
24 2012 0 0 
Hagedorn et al. 
Estimating Recharge In Fractured Aquifers Of 
A Temperate Humid To Semiarid Volcanic 
Island (Jeju, Korea) From Water Table Fluc-
tuations, and Cl, CFC-12 and H-3 Chemistry 
Journal of Hydrology 409 2011 1 0 
Tosaki et al. 
Estimation Of Groundwater Residence Time 
Using The Cl-36 Bomb Pulse 
Ground Water 49 2011 1 0 
Datta et al. 
Perennial Ponds Are Not An Important 
Source Of Water Or Dissolved Organic Matter 
To Groundwaters With High Arsenic 
Concentrations In West Bengal, India 
Geophysical Research 
Letters 
38 2011 0 0 
Massoudieh and 
Ginn 
The Theoretical Relation Between Unstable 
Solutes And Groundwater Age 
Water Resources 
Research 
47 2011 0 0 
Brown et al. 
Impacts Of Agricultural Irrigation Recharge 
On Groundwater Quality In A Basalt Aquifer 
(Washington, USA): A Multi-Tracer Approach 
Hydrogeology Journal 19 2011 0 0 
Qin et al. 
Assessing Impact Of Irrigation Water On 
Groundwater Recharge And Quality In Arid 
En-vironment Using Cfcs, Tritium And Stable 
Iso-topes, In The Zhangye Basin, Northwest 
China 
Journal of Hydrology 405 2011 0 0 
Rinaldo et al. 
Catchment Travel Time Distributions And 
Water Flow In Soils 
Water Resources 
Research 
47 2011 0 0 
Botter et al. 
Catchment Residence And Travel Time 
Distributions: The Master Equation 
Geophysical Research 
Letters 
38 2011 0 0 
McMahon et al. 
A Comparison Of Recharge Rates In Aquifers 
Of The United States Based On Groundwater-
Age Data 
Hydrogeology Journal 19 2011 0 0 
Bretzler et al. 
Groundwater Origin And Flow Dynamics In 
Active Rift Systems - A Multi-Isotope 
Approach In The Main Ethiopian Rift 
Journal of Hydrology 402 2011 0 0 
Van Stempvoort et 
al. 
Artificial Sweeteners As Potential Tracers In 
Groundwater In Urban Environments 
Journal of Hydrology 401 2011 0 0 
Momoshima et al. 
Application Of Kr-85 Dating To Groundwater 
In Volcanic Aquifer Of Kumamoto Area, Japan 
J. Of Radioanalytical 
And Nuclear Chemistry 
287 2011 0 0 
Tosaki et al. 
Distribution Of Cl-36 In The Yoro River Basin, 
Central Japan, and Its Relation to the 
Residence  Time Of The Regional 
Groundwater Flow System 
Water 3 2011 0 0 
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Zongyu et al. 
Identifying The Recharge Sources And Age Of 
Groundwater In The Songnen Plain (North-
east China) Using Environmental Isotopes 
Hydrogeology Journal 19 2011 0 0 
Zuber et al. 
On Some Methodological Problems In The 
Use Of Environmental Tracers To Estimate 
Hydrogeologic Parameters And To Calibrate 
Flow And Transport Models 
Hydrogeology Journal 19 2011 0 0 
Murphy et al. 
Tritium-Helium Groundwater Age Used To 
Constrain A Groundwater Flow Model Of A 
Valley-Fill Aquifer Contaminated With 
Trichloroethylene (Quebec, Canada) 
Hydrogeology Journal 19 2011 0 0 
Zouari et al. 
Using Geochemical Indicators To Investigate 
Groundwater Mixing And Residence Time In 
The Aquifer System Of Djeffara Of Medenine 
(Southeastern Tunisia) 
Hydrogeology Journal 19 2011 0 0 
Sueltenfuss et al. 
Age Structure And Recharge Conditions Of A 
Coastal Aquifer (Northern Germany) 
Investigated With Ar-39, C-14, H-3, He 
Isotopes And Ne 
Hydrogeology Journal 19 2011 0 0 
Kagabu et al. 
Groundwater Flow System Under A Rapidly 
Urbanizing Coastal City As Determined By 
Hydrogeochemistry 
Journal Of Asian Earth 
Sciences 
40 2011 0 0 
Asai et al. 
Impact Of Natural And Local Anthropogenic 
SF6 Sources On Dating Springs And 
Groundwater Using SF6 In Central Japan 
Hydrological Research 
Letters 
5 2011 0 0 
Kagabu et al. Groundwater Flow System In Aso Caldera 
Journal Of Japanese 
Association Of 
Hydrological Sciences 
41 2011 0 0 
Fourre et al. 
Dissolved Helium Distribution In The 
Oxfordian And Dogger Deep Aquifers Of The 
Meuse/Haute-Marne Area 
Physics And Chemistry 
Of The Earth 
36 2011 0 0 
Liao and Cirpka 
Shape-Free Inference Of Hyporheic 
Traveltime Distributions From Synthetic 
Conservative And ‘‘Smart’’ Tracer Tests In 
Streams 
Water Resources 
Research 
47 2011 1 1 
Knee et al. 
Using Radium Isotopes To Characterize 
Water Ages And Coastal Mixing Rates: A 
Sensitivity Analysis 
Limnol. Oceanogr. 
Methods 
9 2011 1 1 
Singleton, and  
Moran 
Dissolved Noble Gas And Isotopic Tracers 
Reveal Vulnerability Of Groundwater In A 
Small, High-Elevation Catchment To 
Predicted Climate Changes 
Water Resources 
Research 
46 2010 0 0 
Starn et al. 
Using Atmospheric Tracers To Reduce 
Uncertainty In Groundwater Recharge Areas 
Ground Water 48 2010 1 0 
Koh et al. 
Land-Use Controls On Sources And Fate Of 
Nitrate In Shallow Groundwater Of An 
Agricultural Area Revealed By Multiple 
Environmental Tracers 
Journal Of Contaminant 
Hydrology 
118 2010 0 0 
Stolp et al. 
Age Dating Base Flow At Springs And Gaining 
Streams Using Helium-3 And Tritium: Fischa-
Dagnitz System, Southern Vienna Basin, 
Austria 
Water Resources 
Research 
46 2010 0 0 
Darling et al. 
Using Environmental Tracers To Assess The 
Extent Of River-Groundwater Interaction In A 
Quarried Area Of The English Chalk 
Applied Geochemistry 25 2010 1 0 
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Kirchner et al. 
Comparing Chloride And Water Isotopes As 
Hydrological Tracers In Two Scottish 
Catchments 
Hydrological Processes 24 2010 0 0 
McMahon et al. 
Use Of Geochemical, Isotopic, And Age Tracer 
Data To Develop Models Of Groundwater 
Flow For The Purpose Of Water Manage-
ment, Northern High Plains Aquifer, USA 
Applied Geochemistry 25 2010 0 0 
Aeppli et al. 
Quantifying In Situ Transformation Rates Of 
Chlorinated Ethenes By Combining 
Compound-Specific Stable Isotope Analysis, 
Groundwater Dating, And Carbon Isotope 
Mass Balances 
Environmental Science 
& Technology 
44 2010 0 0 
Fantong et al. 
Hydrochemical And Isotopic Evidence Of 
Recharge, Apparent Age, And Flow Direction 
Of Groundwater In Mayo Tsanaga River 
Basin, Cameroon: Barings On Contamination 
Environmental Earth 
Sciences 
60 2010 0 0 
Daughney et al. 
Discriminant Analysis For Estimation Of 
Groundwater Age From Hydrochemistry And 
Well Construction: Application To New 
Zealand Aquifers 
Hydrogeology Journal 18 2010 0 0 
Land and Huff 
Multi-Tracer Investigation of Groundwater 
Residence Time in a Karstic Aquifer: Bitter 
Lakes National Wildlife Refuge, New Mexico  
Hydrogeology Journal 18 2010 1 0 
Cartwright 
Using Groundwater Geochemistry And 
Environmental Isotopes To Assess The 
Correction Of C-14 Ages In A Silicate-
Dominated Aquifer System 
Journal of Hydrology 382 2010 0 0 
Lavastre et al. 
Establishing Constraints On Groundwater Ages 
With Cl-36, C-14, H-3, And Noble Gases: A Case 
Study In The Eastern Paris Basin, France 
Applied Geochemistry 25 2010 0 0 
Newman et al. 
Dating Of 'Young' Groundwaters Using 
Environmental Tracers: Advantages, 
Applications, And Research Needs 
Isotopes In 
Environmental And 
Health Studies 
46 2010 0 0 
von Rohden et al. 
Accumulation Of Natural SF6 In The 
Sedimentary Aquifers Of The North China 
Plain As A Restriction On Groundwater Dating 
Isotopes In 
Environmental And 
Health Studies 
46 2010 0 0 
Seebach et al. 
Dating Problems With Selected Mining Lakes 
And The Adjacent Groundwater Body In 
Lusatia, Germany 
Isotopes In 
Environmental And 
Health Studies 
46 2010 0 0 
Kluge et al. 
Assessing The Use Of 3H-3He Dating To 
Deter-mine The Subsurface Transit Time Of 
Cave Drip Waters 
Isotopes In 
Environmental And 
Health Studies 
46 2010 0 0 
Stadler et al. 
Linking Chloride Mass Balance Infiltration 
Rates With Chlorofluorocarbon And SF6 
Groundwater Dating In Semi-Arid Settings: 
Potential And Limitations 
Isotopes In 
Environmental And 
Health Studies 
46 2010 1 0 
Hasegawa et al. 
Verification Of 4He And  36Cl Dating Of Very 
Old Groundwater In The Great Artesian 
Basin, Australia. 
Groundwater Response 
To Changing Climate 
 2010 0 0 
Bouchaou et al. 
Origin And Residence Time Of Groundwater 
In The Tadla Basin (Morocco) Using Multiple 
Isotopic And Geochemical Tools 
 
Journal of Hydrology 379 2009 0 0 
Gattacceca et al. 
Isotopic And Geochemical Characterization 
Of Salinization In The Shallow Aquifers Of A 
Reclaimed Subsiding Zone: The Southern 
Venice Lagoon Coastland 
 
Journal of Hydrology 
378 2009 0 0 
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Gillon et al. 
Open To Closed System Transition Traced 
Through The TDIC Isotopic Signature at the 
Aquifer Recharge Stage, Implications For 
Groundwater C-14 Dating 
Geochimica Et 
Cosmochimica Acta 
73 2009 1 0 
Liu et al. 
Origin Of Methane In High-Arsenic Ground-
water Of Taiwan - Evidence From Stable 
Isotope Analyses And Radiocarbon Dating 
Journal Of Asian Earth 
Sciences 
36 2009 0 0 
Amaral et al. 
Assessing TNT And DNT Groundwater 
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Stable Isotope Tracers As Diagnostic Tools In 
Upscaling Flow Path Understanding And 
Residence Time Estimates In A Mountainous 
Mesoscale Catchment 
Hydrological Processes 19 2005 0 0 
Ozyurt and Bayari 
LUMPED Unsteady: A Visual Basic (R) Code Of 
Unsteady-State Lumped-Parameter Models 
For Mean Residence Time Analyses Of 
Groundwater Systems 
Computers & 
Geosciences 
31 2005 0 0 
Alvarado et al. 
Cl-36 In Modern Groundwater Dated By A 
Multi-Tracer Approach (H-3/He-3, SF6, CFC-12 
and Kr-85): A Case Study In Quaternary Sand 
Aquifers In The Odense Pilot River Basin, 
Denmark 
Applied Geochemistry 20 2005 0 0 
Kim and Jeong 
  Factors Influencing Natural Occurrence of 
Fluo-ride-Rich Groundwaters: A Case Study In 
The Southeastern Part Of The Korean Peninsula 
Chemosphere 58 2005 0 0 
Tesoriero et al. 
Nitrogen Transport And Transformations In A 
Coastal Plain Watershed: Influence Of 
Geomorphology On Flow Paths And 
Residence Times 
Water Resources 
Research 
41 2005 0 0 
Morikawa et al. 
Estimation Of Groundwater Residence Time 
In A Geologically Active Region By Coupling 
He-4 Concentration With He Isotopic Ratios 
Geophysical Research 
Letters 
32 2005 0 0 
Patterson et al. 
Cosmogenic, Radiogenic, And Stable Isotopic 
Constraints On Groundwater Residence Time 
In The Nubian Aquifer, Western Desert Of 
Egypt 
Geochemistry 
Geophysics Geosystems 
6 2005 0 0 
Rodgers et al. 
Using Stable Isotope Tracers To Assess 
Hydrological Flow Paths, Residence Times 
And Landscape Influences In A Nested 
Mesoscale Catchment 
Hydrology And Earth 
System Sciences 
9 2005 0 0 
Tesoriero et al. 
Nitrogen Transport And Transformations In A 
Coastal Plain Watershed: Influence of Geo-
morphology On Flow Paths & Residence Times. 
Water Resources 
Research 
41 2005 0 0 
198 
 
Authors Title Place of publication Vol. year A B 
Laier 
Nitrate Monitoring And CFC-Age Dating Of 
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Check The Effect Of Restricted Use Of 
Fertilizers. 
 Nitrates In Groundwater: 
Selec-ted Papers From The 
European Meeting Of The 
International Association Of 
Hydrogeologists, Wisla, Poland, 
4-7 Jun 2002 
2005 0 0 
Kilchmann et al. 
Natural Tracers In Recent Groundwaters 
From Different Alpine Aquifers 
Hydrogeology Journal 12 2004 0 0 
Broers 
The Spatial Distribution Of Groundwater Age 
For Different Geohydrological Situations In 
The Netherlands: Implications For 
Groundwater Quality Monitoring At The 
Regional Scale 
 
Journal of Hydrology 
299 2004 0 0 
Katz et al. 
Use Of Chemical And Isotopic Tracers To 
Assess Nitrate Contamination And Ground-
Water Age, Woodville Karst Plain, USA 
 
Journal of Hydrology 289 2004 0 0 
Gascoyne 
Hydrogeochemistry, Groundwater Ages And 
Sources Of Salts In A Granitic Batholith On 
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C2 Detailed model description 
In the following a more detailed model description is presented. Details on the MC simulation (number 
of MC runs and parameter boundaries), specifications of input functions and their convolution to 
minimize numerical uncertainty are given. Details on the considered model input uncertainties are also 
presented.  
C2.1 MC Simulation details 
To minimize numerical uncertainty an adequately large number of MC realizations were used. 
Generally a higher the number of MC simulations the closer the model output will get to the actual 
‘real’ solution in expense of modelling time and processor memory. If an inadequately low number of 
simulations are run, misleading result may be obtained. However, in this inverse problem not only the 
number of simulations is crucial, but also the number of ‘behavioural’ models. When, e.g. only three 
behavioural models are obtained even at 1 million MC simulations, this low number of behavioural 
models does not allow an adequate assessment of the inferred parameter distribution. The following 
three solutions may be applicable: 1) the number of MC runs needs to be increased, 2) a smaller 
parameter range (i.e. narrower boundaries) needs to be resampled or 3) the objective function needs 
to be adjusted to allow more behavioural models (e.g. using a higher cut-off threshold or using the 
best 10% of models with regard to their objective function value) or a combination of these. 
In this study the behavioural models (i.e. LPM parameter range and probability distribution and most 
likely parameter value) were assessed at 1,000, 10,000, 20,000, 50,000 and 100,000 MC runs (Fig. C1 
and C2) to identity the most adequate number of MC simulations (most appropriate number of MC 
runs refers to an adequate large number of MC runs to reduce numeric uncertainty, but one that also 
allow for a practicable amount of model run time and processor memory). It was found that above 
50,000 runs MC runs the behavioural models were independent of the number of MC runs for any 
location (example Fig. C1). The exceptions were two sites (Well 5 and 6), where a larger number of MC 
runs was necessary to allow for stabilization of the behavioural LPM parameter range (Fig. C3) and to 
allow for a larger number of behavioural models, i.e. a relatively smooth LPM parameter distribution.  
To increase the number of behavioural models for these two sites, but keep model run time and 
processor memory at a minimum, 100,000 MC runs and a smaller MRT range (an MRT of 10 to 30 years 
for Well 5 and 0 to 15 years for Well 6) were used. For Well 5 the smaller MRT range resulted a higher 
number of behavioural models and with that a smoother LPM parameter distribution. For Well 6, 
however, the narrower MRT range, did not significantly improve the smoothness of the behavioural 
LPM parameter probability plots. This may be due to outliers in the observations or a generally high 
sensitivity towards uncertainties in tracer recharge (e.g. seasonality) due to its location in the 
unconfined area. To improve the model outcome of Well 6, the number of MC runs were increased to 
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1 million (with the same MRT boundaries of 0 to 15 years). To save time and processor memory, 50,000 
MC simulations were run for the remaining sites. As a result between 130 and 4,200 behavioural 
models were obtained when using average inputs, the EPM and the monthly atmospheric tritium 
record which resulted in a relatively smooth and well defined distribution with identifiable parameters 
(e.g. Fig. C2). It is suggested to assess the most appropriate number of MC runs and adjust the LPM 
parameter boundaries if necessary to allow for relatively smooth, representative LPM parameter 
distributions. 
 
 
Figure C1: Change in behavioural model number and MRT range (max-min) as function of MC run, when using monthly 
atmospheric data without consideration of uncertainty with tritium (UPPER) and SF6 (LOWER); * for Well 5 the MRT range 
had been adjusted to 15-30 years; for Well 6 the MRT range had been adjusted to 0-15 years  
 
Figure C2: Effect of model runs at EPM on behavioural MRT and E/PM populations for Well 4 when using tritium observations 
and average input (tritium recharge equivalent to monthly atmospheric record, average half-life, without consideration of 
input uncertainty) 
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Figure C3: Effect of model runs on behavioural MRT and E/PM populations for Well 5 (UPPER) and Well 6 (LOWER) when using 
tritium observations and average input (tritium recharge equivalent to monthly atmospheric record, average half-life, without 
consideration of input uncertainty and the EPM); the large MRT range for both well 5 and 6 refer to 0-100 years; the small 
MRT range refers to0-15 years (for Well 6) and 10-30 years (for Well 5). 
C2.2 Input functions, input uncertainties and their convolution and integration 
In this section the uncertainties deemed irrelevant or insignificant in this study are listed. It is also 
described which LPM type(s), recharge estimates and the decay function (if applicable) was used and 
how these functions were convolved and integrated to minimize numerical uncertainty. 
Uncertainties deemed irrelevant or insignificant in this study 
The following uncertainties have been deemed not relevant or insignificant in this study: 
 Uncertainty in tracer decay – this could be excluded for SF6 only, since SF6 is not known to degrade 
in groundwater, even under anoxic conditions [e.g. Busenberg and Plummer, 2000]. 
 Uncertainty in tracer recharge estimate - this could be excluded for SF6, since SF6 is a gaseous tracer 
with a steadily increasing atmospheric concentration with lack of significant seasonality (see e.g. 
Bullister, (2014)). 
 Uncertainty due to incomplete sampling of the entire age distribution is believed to be insignificant 
in this study: The well screens in the chosen study area were designed to sample the entire aquifer 
layer, which ensures sampling of the entire age distribution. 
 Uncertainty in tracer observations in groundwater as a result of retardation, non-conservativeness 
(such as degradation) of the tracer in the groundwater environment or inadequate sampling, 
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storage/ analysis procedures is excluded. Retardation of tritium is negligible (tritium is part of the 
water molecule), and has been shown to be negligible for SF6 [e.g. Watson et al., 1991; Wilson and 
Mackay, 1996]. SF6 is sometimes found in tritium free groundwater, which is commonly attributed 
to problems during sampling, storage and/or analysis. This uncertainty was minimized in this study 
by following standard procedures for storage, sampling and analysis of SF6 (and Halon-1301) [e.g. 
Busenberg and Plummer, 2008; van der Raaij and Beyer, 2015]. 
 Uncertainty in tracer input to groundwater as a result of spatially variable tracer recharge induced 
from spatially variable rainfall is deemed insignificant for SF6 in the study, due to spatially invariable 
atmospheric SF6 concentrations at the relatively small spatial scale of the study area. Tritium 
recharge may vary spatially, particularly at locations close to the ocean, due to differences in tritium 
concentration over oceans and continents driven by re-evaporation of tritium from land masses 
[Ehhalt, 1971]. These may affect the amount, timing and location of tritium being recharged, in 
addition to seasonally variable recharge. It was assumed that the effect of spatially variable rainfall 
and spatially variable tritium concentration on the tritium recharge in this study was minor, because 
the Lower Hutt Groundwater Zone is mainly river recharged (the river smoothed spatial variability 
in the catchment) and spatial variability in the relatively small and flat recharge area (of ca. 5 km2 
[Gyopari, 2014]) is expected to be insignificant. 
 Uncertainty in time series tracer observations induced by non-steady state conditions is relevant 
for both tritium and SF6, but insignificant as confirmed by an absence of apparent trends in major 
hydrochemistry for the time period where tracer observations were taken (Appendix C2) and 
absence of outliers in the time series tracer observations. 
Transfer function or LPM 
Three LPM types, namely the exponential piston flow model (EPM), piston flow model (PEM) and 
dispersion model (DM) were used as described in Eqn. C1, C2 and C3 and illustrated in Fig. C4, 
respectively (after Maloszewski and Zuber (1982) and Jurgens et al. (2012)). 
EPM: for ′ >  𝑀𝑅𝑇(1 −
1
𝑛
) , 𝑓𝐸𝑃𝑀 =
𝑛
𝑀𝑅𝑇
 ∗  𝑒𝑥𝑝(−𝑛 ∗
𝑡′
𝑀𝑅𝑇
+ 𝑛 − 1); else 𝑓𝐸𝑃𝑀 = 0.  Eqn. C1 
MRT is the mean residence time; n=the reciprocal of the ratio of exponential in total flow, which is 
referred to as E/PM=1/n, the ratio of exponential in total flow in the following (n had been defined as 
ratio of total to exponential flow by after Maloszewski and Zuber, 1982). At E/PM = 0 for pure piston 
flow is obtained and at E/PM=1 for pure exponential flow is obtained. 
PEM: for 𝑡′ >  𝑀𝑅𝑇𝑎𝑞 ∗ ln (𝑚) , 𝑓𝑃𝐸𝑀 =
𝑚
𝑀𝑅𝑇𝑎𝑞
 ∗  𝑒𝑥𝑝(
−𝑡′
𝑀𝑅𝑇𝑎𝑞
) ; else 𝑓𝐸𝑃𝑀 = 0.   Eqn. C2 
 𝑀𝑅𝑇𝑎𝑞 =
𝑀𝑅𝑇𝑠
ln(𝑚)+1
, 𝑀𝑅𝑇𝑠 is the MRT of the sample and m as the reciprocal of the ratio of sampled to 
total volume (P/EM). This version of the PEM conceptualises mixing of water in an aquifer that can be 
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described by the exponential model (EM), but only part of the well is screened and therefore sampled. 
At n = 1 (for wells screened across the entire aquifer) the EMM is obtained. 
DM:  𝑓𝐷𝑀 =
1
MRT
×
1
√4πDP
t′
MRT
× e
−
(1−
t′
MRT
)
2
4DP
t′
MRT       Eqn. C3 
The DM conceptualizes 1-dimensional advection-dispersion with DP as dispersion parameter, which is 
defined as 𝐷𝑃 =
D
Vx
  with dispersion coefficient D, velocity V and outlet position x. When DP=0, piston 
flow behaviour is obtained. 
 
       
       
Figure C4: Schematic diagram of idealized aquifer in which the dispersion model (DM) (panel A) exponential piston-flow model 
(EPM) (panel B) and partial exponential model (PEM) (panel C) can be applied. DM: mixing occurs within the aquifer due to 
heterogeneities that cause variations in groundwater velocity. EPM: a partly confined aquifer with a recharge area of length 
x and a confined part of length x*. PEM: an unconfined aquifer receiving uniform recharge with a partially screened well of 
length (z) and screen length z-z*. The age distribution is illustrated below the schematic aquifer diagram assuming a MRT of 
25 years (all 3 models), a dispersion parameter of 0.5 (DM), an EPM and PEM ratio of 1 (EPM and PEM) [after Jurgens et al, 
2012]. 
B 
C 
A 
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Decay 
Decay (applicable for tritium) is defined as:      𝑓𝑑𝑒𝑐𝑎𝑦 = 𝑒𝑥𝑝(−
𝑙𝑜𝑔2
𝑡1/2
∗ (𝑡′)),   Eqn. C4 
where  𝑡1/2is half-life, for tritium=12.32 +-/0.02 years (± 1 SD) [Lucas and Unterweger, 2000], t’ is the 
transit time. 
Atmospheric tracer records 
For estimation of the tracers input/recharge, atmospheric tritium and SF6 records from Kaitoke 
(located 50 km north of Wellington) [Taylor, 1966; Morgenstern and Taylor, 2009] and Cape Grim 
(Australia) [Bullister, 2014], respectively, were used. For Halon-1301 atmospheric records from Cape 
Grim were used [Newland et al., 2013]. Atmospheric records and uncertainty are illustrated in Fig. C5. 
Uncertainty in monthly atmospheric tracer concentrations is reported to be about 2-10 % of its median 
for tritium and 1-10% for SF6. Where measurement uncertainty had not been reported (particularly 
true for data before 1920 for tritium and before 1950 for SF6), uncertainties were approximated from 
existing data of similar magnitude (tritium) or were assumed to be within 10 % of its estimated 
concentration (for SF6) [Rigby et al., 2010].  To the authors knowledge it has not been assessed if 
uncertainty in atmospheric record is biased or random. Figure C6 illustrates random and biased 
uncertainty in the tritium input. 
Commonly discrete (monthly) tracer input data are used in groundwater age modelling studies. 
However, considerable uncertainty can be introduced by integration of discrete data. To reduce errors 
introduced by integration of vectorised data, studies in related areas have shown that either the time 
increment needs to be minimized or the data need to be interpolated [e.g. Hrachowitz et al., 2011 and 
references therein]. In this study atmospheric tracer records were interpolated to reduce numerical 
uncertainty. For tritium, piecewise cubic interpolation [Fritsch and Carlson, 1980] was found to best 
interpolate the data compared to polynomial or cubic spline fit (Fig. C7). To allow for adequate 
interpolation of the input data up to an upper integration limit of 300 times MRT, atmospheric tritium 
data were artificially extrapolated from 1943 until 1500 BC to background concentration (with average 
concentration from 1943 to 1955 equal to 1.5 tritium units (TU)). Tritium concentrations close to 
background (natural) concentrations were most representative for this time period, due to a lack of 
anthropogenic tritium sources. It should be noted that the actual extrapolated concentration, e.g. 1 or 
10 TU, did not significantly change the age estimation, since only a very small portion of water is 
contained in waters with MRT up to 100 or 150 years. 
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Figure C5: Monthly and yearly (Dec-Nov) atmospheric tritium concentration in the southern hemisphere (Kaitoke) [Taylor, 
1966, Morgenstern and Taylor, 2009], monthly atmospheric concentration of SF6 in southern hemisphere (Cape Grim) 
[Bullister, 2014], with blow up of concentration between 2000 and 2010 to assess seasonality includes uncertainties 
For SF6 and Halon-1301, monthly atmospheric records were interpolated using piecewise cubic 
interpolation (Fig. C8). Atmospheric SF6 records have been monitored since 1994. For the period 
1953.5-1994.5 industrial production and release estimates were used to estimate annual atmospheric 
concentrations of SF6 [Maiss and Brenninkmeijer, 1998]. Atmospheric concentrations prior to 1953.5 
are assumed to be 0, based on the solubility of SF6 in seawater [Bullister et al., 2002], which results in 
a concentration below the current limit of detection [e.g. Bullister and Wisegarver, 2008; van der Raaij 
and Beyer, 2015]. Halon-1301 concentrations prior to 1960 are assumed to be 0 based on Arctic and 
Antarctic firn air analysis [Butler et al., 1999] which showed absence of Halon-1301 prior to 1960. 
It should be noted that additional uncertainty in the tracers recharge may be introduced due to 
artificially extending atmospheric tracer records for time periods with unknown concentration. The 
effect of this additional uncertainty on the age estimation is dependent on the transfer function and 
its parameters used, but will generally affect a wide age distribution with large MRT more than a 
narrower distribution with low MRT [Hrachowitz et al., 2011 and references therein]. 
213 
 
 
Figure C6: Examples for biased and random uncertainty in tritium input, average denotes the fir through tritium 
observations, error bars display ±1 SD 
 
Figure C7: Interpolation of monthly (left) and yearly (right) atmospheric tritium data with pchip (piecewise cubic spline) and 
cubic spline – both fitting methods result in an insignificantly different fit for tritium 
Integration 
Integration of the convolved functions LPM, tracer input and decay (if applicable) was carried out with 
the Matlab build in function ‘integral’, which is a global adaptive quadrature numerical integration 
function based on ‘quadva’ [Shampine, 2008]. It adjusts the quadrature integration steps according to 
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the shape/discontinuity of the function and ensures an absolute/relative error of integration to a 
minimum of 10-10/10-6 (default value) by comparison to Gaussian and Kronrod integration. 
 
Figure C8: Interpolation of monthly atmospheric SF6 concentration with pchip (piecewise cubic spline) and a spline (a cubic 
spline fit) – both fitting methods result in an insignificantly different fit for either tracer 
Tracer observations 
Measurement uncertainties for SF6 (data before 2014) and tritium data had been provided by GNS 
Science (with a measurement uncertainty (1 SD) of 7- 15 % for SF6 and 2- 10 % for tritium). Uncertainty 
reported for SF6 includes correction for excess air, headspace, recharge temperature and elevation. 
Where the measurement uncertainty had not been reported (relevant for SF6 only), an uncertainty of 
10 % of the observed SF6 concentration (equivalent to the average uncertainty in determination 
reported by van der Raaij and Beyer (2015) was assumed. For Halon-1301 uncertainties have been 
determined in Chapter 4 of this thesis. Please note that in Chapter 4 determined analytical 
uncertainties were presented as uncertainty including and excluding uncertainty in solubility. Both 
uncertainty measures were considered in this study to assess their effect on uncertainty in inferred 
age. 
To allow for a more comprhensive (and theoretical) assessment of the value that Halon-1301 added to 
the currently used tracers (SF6 and tritium) with regard to uncertainty in inferred age and identification 
of LPM type, artificial Halon-1301 data were generated. To allow for (a more direct) comparison of the 
performance of SF6 and Halon-1301, the observation times for the artificial Halon-1301 data were set 
to the observation times of SF6 (specific for each site, the Hutt River was left out since it had also only 
one available SF6 observation). To generate the artificial Halon-1301 concentrations it was assumed 
that the Halon-1301 input to groundwater follows monthly atmospheric Halon-1301 records at Cape 
Grim (Australia) with biased uncertainty. It was also assumed that groundwater flow can be 
conceptualized by the EPM (as formerly identified and confirmed with SF6 and tritium in this study). 
The EPM parameters were randomly sampled inferred from one Halon-1301 observation. 
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The median and standard deviation of the generated population of possible Halon-1301 
concentrations were then used as artificial Halon-1301 observations and their uncertainty, 
respectively. Since three of the five sites with an available Halon-1301 observation (excluding Hutt 
River) were degraded in Halon-1301 (as shown in Chapter 4), artificial Halon-1301 observations were 
only generated for the two remaining sites (namely Well 6 and 11). 
Uncertainty in tritium recharge 
Atmospheric tritium records: 
Uncertainty in yearly average atmospheric tritium concentrations (as estimated from the standard 
deviation of average monthly atmospheric concentrations) was significantly larger compared to 
uncertainty in monthly average atmospheric tritium, induced by its seasonally changing signal, which 
may have overestimated uncertainties for yearly average atmospheric tritium concentrations. Taylor 
et al. (1992) reports the seasonality of tritium determined in rivers was considerably smoothed 
compared to atmospheric concentrations. They suggested that the smoothing is similar to that found 
for the oxygen isotope (O18), which is about 10% of the total seasonal variance. Ten % of uncertainty 
in yearly averaged tritium data equals a value close to the measurement uncertainty in monthly data 
and is therefore not considered as a separate case in this study. 
Recharge weighted atmospheric tritium records: 
Figure C9 illustrates the average monthly recharge estimated using a) precipitation and 
evapotranspiration data from selected stations in the recharge area and b) using a more complex 
recharge model by Butcher (1993). Both recharge estimates showed a similar pattern of higher 
recharge during spring, winter and autumn months (Ap. to Oct.) and very little to no recharge during 
summer (Nov. to Feb.). Total amounts vary significantly over time, which was taken into account with 
the 3rd time variable recharge estimate (not included in Fig. C9). All recharge weighting techniques 
increased the effect of seasonality significantly compared to yearly average concentrations of tritium 
in rain, illustrated in Fig. C10. 
 
Figure C9: Comparison of recharge estimated using precipitation and evapotranspiration data from selected locations in the 
recharge area (data include 1 SD error bars) and recharge estimated by Butcher (1993) for the LHGWZ 
Locations of precipitation and evapo-transpiration data [CliFlo database (NIWA)] for recharge estimate 
method 2 are illustrated in Fig. C11. Data from 1975 to 1991 (this was the only time range with available 
monthly precipitation and potential evapo-transpiration data) were used. For recharge estimation 
method 3, actual (not average) monthly precipitation and potential evapo-transpiration data (time 
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range 1975-1991) were used.  For calendar years with unavailable precipitation and potential evapo-
transpiration data average monthly precipitation and potential evapo-transpiration data (determined 
from time range 1975-1991) were used. 
 
Figure C10: Monthly averaged tritium input and monthly weighted tritium input 
 
Figure C11: Locations of precipitation and evapo-transpiration data [CliFlo database (NIWA)]; solid line represents the outline 
of the Hutt River catchment 
sites with available precipitation and evapo-transpiration data 
Groundwater wells with available age tracer 
data 
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C2.3 Hydrochemistry trends for assessment of steady state flow 
To confirm steady sate flow conditions in the study area during measurement of age tracers in 
groundwater, a variety of hydrochemistry parameter (with lowest potential to be affected 
anthropogenically) were assessed for apparent trends and seasonality for the time range: 1992-2013 
(time range where most tracer measurements were taken) at all sites with available age tracer data. 
Trend analysis was carried with the Mann-Kendall test and Sen’s slope estimator, where a significant 
trend was characterized by p < 0.05 and an increase/year >10% [Helsel and Hirsch 1992; Daughney 
2005]. Seasonality was assessed with the Kruskal-Wallis test. Trend and seasonality analysis results are 
summarized in Tab. C2 and C3, respectively. 
A significant trend (>10%/year) was only found for Well 4, which showed a significant decrease in DO 
(>10%). DO had been determined in the field with a probe, which had been submerged into the water 
sample. Due to that procedure, the DO measurement is sensitive towards the sampling procedure 
(adequate flushing of the well and submerging of the probe into fresh, unexposed groundwater) and 
to the calibration of the probe. The decrease found for the anoxic site (Well 4) may have been an 
artefact of better sampling and analysis procedures in recent years. Since no other parameters showed 
significant trends in Well 4, it was assumed that the trend observed for DO was a result of sampling 
procedure rather than non-steady state. 
It should be noted that for some parameters insufficient data were available, so trend analysis could 
not be carried out (stated as ND in Table C1). Similarly some observations were below LOD, which were 
substituted according to a method by Helsel and Cohn (1988) [Daughney, 2007]. These parameters 
may have exhibited significant trends over the assessed time period, which were removed by 
substitution of below detection limits. However significant trends for these parameters seemed 
unlikely due to the absence of significant trends in the remaining hydrochemistry parameters. 
Significant seasonality of the parameters alkalinity, B, Ca, Mg and K flowed by Fe, Na, TDS, Zn and pH 
was found in two shallow wells located in the recharge area (Well 6 and 2). The seasonality observed 
in these shallow wells may have been a result of seasonally changing recharge (varying proportions of 
river and rain recharge), because the Hutt River did only indicate significant seasonality of DO and Zn. 
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Table C2: Trends (N, ND, INCR/DECR in units/year) for Hutt aquifer sites; Sen’s slope estimator data [%], data from 1993 to 
2012; * above 10% (but below 15%) from median 
Well 
Alk. 
tot 
Br Ca Cl 
Cond. 
field 
DO F 
Hard-
ness 
Fe Mg Mn K SIO2 Na TDS Zn 
pH 
field 
6 N N 
INCR 
0.03 
N 
DECR 
-1.3 
DECR 
-0.24 
N 
INCR 
0.09 
N N N 
DECR 
-0.01 
INCR 
0.05 
N 
DECR 
-0.25 
N 
INCR 
0.03 
3 
INCR 
0.22 
N 
INCR 
0.12 
INCR 
0.10 
N N N 
INCR 
0.5 
N 
INCR 
0.04 
INCR 
0.0005 
INCR 
0.007 
N 
INCR 
0.12 
N N N 
4 N N N N N 
DECR 
-0.04* 
N N N N N 
DECR 
-0.0003 
N 
INCR 
0.08 
N N N 
5 N N 
INCR 
0.15 
DECR 
-0.08 
N N N N N N N N N N N N N 
8 N N N N N N N ND N N N N N N N ND N 
1 N N 
DECR 
-0.21 
N ND ND N N ND N ND N ND N N ND ND 
2 N N 
INCR 
0.02 
INCR 
0.05 
N N N 
INCR 
0.12 
N N ND 
DECR 
-0.005 
INCR 
0.05 
N N N 
INCR 
0.03 
10 N N N N ND ND N N N N N N ND N N N ND 
7 N N N N N N N ND N N N N N N N ND N 
9 N N N N N N N ND N N N N N N N ND N 
11 N N N N ND ND N N N N N N ND N N ND ND 
13 N N N N ND ND N N N N N N ND N N N ND 
12 N 
DECR 
-0.003 
N N ND ND N 
DEC        -
1.56 
ND N ND N N N 
DECR 
-3.35 
ND ND 
14 N N N N ND ND N N N N ND N ND N N ND ND 
15 N ND N N 
INCR 
0.11 
INCR 
-0.03 
ND ND N N N N ND N ND 
DECR        
-0.004 
N 
 
Table C3: Seasonality test Y, N or ND) for Hutt aquifer sites, concentrations given as total concentration in mg/L, TDS as 
conductivity in uS/cm, data from 1993 to 2012 
Well # 
 Alkal.  
tot 
Ca Cl 
Cond. 
field 
DO F 
Hard-
ness 
Fe Mg Mn K SIO2 Na TDS Zn pH field 
15 N N N N Y ND ND N N N N ND N ND Y N 
1 N N N ND ND N N ND N ND N ND N N ND N 
10 N N N ND ND N N N N N N ND N N N N 
11 N N N ND ND N N N N N N ND N N ND N 
12 N N N ND ND N N ND N ND N N N N ND N 
13 N N N ND ND N N N N N N ND N N N N 
14 N N N ND ND N N N N ND N ND N N ND N 
2 Y Y Y Y Y N Y Y Y ND Y Y Y Y Y Y 
3 Y N N N N Y N N N N N N N N N N 
4 N N N N N Y N N N N N N N N N N 
5 N Y N N N Y N N N Y N N N N N N 
6 Y Y Y Y Y Y Y Y Y N Y Y Y Y Y Y 
7 N N N N N N ND N N N N N N N ND N 
8 N N N N N N ND N N N N N N N ND N 
9 N N N N N N ND N N N N N N N ND N 
C3 Detailed model outcome 
C3.1 Details on the objective function 
A variety of objective functions currently commonly used for hydrological model calibration or other 
curve fitting exercises was assessed in this study. The objective function that produced behavioural 
concentrations closest to observed tracer concentrations (with the lowest RMSE and bias) was the 
‘goodness of fit’ or Chi2 statistic (Eqn. C5 and C6). The Chi2 statistic may have been more suitable for 
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this study’s data because the LPMs, which were fit to the data, were relatively simple and the tracer’s 
inputs were relatively ‘smooth’. Highly variable or sudden changes in the fit, such as often encountered 
when using rainfall runoff models, can be accounted for by application of more complex objective 
functions, such as Nash-Sutcliff or Kling-Gupta efficiency. 
When using the Chi2 statistic, optimally simulated concentrations lie within the measurement error of 
the tracer observations, i.e. the ‘optimal’ variance of observed and simulated concentrations is less 
than or equal to 1. Hence models can be considered as adequately representing observations (i.e. 
behavioural), when the variance of simulated and observed concentrations does not significantly differ 
from the ‘optimal’ variance at a specific confidence level, i.e. the normalized observed Chi2 is below or 
equal to the normalized ‘optimal’ Chi2 (Eqn. C6) (after Helsel and Hirsch (2002). 
 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝜒2(𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑) =
∑
(𝑜𝑏𝑠−𝑠𝑖𝑚)2
𝜀2 
 
𝑑𝑓
,                       Eqn. C5  
where obs and sim are the observed and simulated tracer concentration, respectively; df is the degrees 
of freedom (df = # observations - # relations e.g. when using the EPM, # relations is two (MRT and 
E/PM)), ε is the measurement error, e.g. 1 standard deviation (SD) 
𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝜒2(𝑜𝑝𝑡𝑖𝑚𝑎𝑙) =
𝜒2(𝛼,𝑑𝑓)
𝑑𝑓
,       Eqn. C6  
where 𝜒2(𝛼, 𝑑𝑓) = Chi2 distribution at significance level α of e.g. 0.05 (or 95% confidence).  
The Chi2 approach presumes normally distributed measurement errors and can only be applied on a 
relatively large dataset which allows at least one degree of freedom. For example a minimum number 
of three time series tracer observations is necessary, to fit an Exponential Piston flow Model (EPM) to 
tracer observations when using the Chi2 statistic. To ensure a consistent objective comparison of time 
series tracer simulations and observations for all sites in this study (independent of the number of 
tracer observations) several combinations of the following ‘custom’ objective function (Eqn. C7) are 
assessed with the aim to find a combination, which leads to similar behavioural models to those found 
with the Chi2 approach (assessed for sites with > 3 tracer observations).  
𝑐𝑢𝑠𝑡𝑜𝑚 𝑜𝑏𝑗. 𝑓𝑐𝑡. =
(𝑥1∗𝑎)+(𝑥2∗𝑏)+(𝑥3∗𝑐)+ … + (𝑥𝑛−1∗𝑦)+(𝑥𝑛∗𝑧)
𝑜
,    Eqn. C7 
where o is total number of observations, x1 as number of simulations within 1 SD of observation(s), x2 
as number of simulations within 1-2 SDs of observations, x3 as number of simulations within 2-3 SDs 
of observations, etc., xn as number of simulations greater than n SDs from observations. Variables a, 
b, c, …, y, z are assigned values (e.g. +0.5 or -1) to reward/penalize simulations that comply/do not 
comply with simulations within the considered level of uncertainty. A specific threshold (e.g. 0.5) is 
assigned to distinguish between behavioural and non-behavioural models. 
When assessing the performance of a variety of custom objective functions at sites with more than 
three observations, consistent behavioural models with the Chi2 approach (at 99 % confidence, <= 2 
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SDs) in terms of number of behavioural models and range (max-min) of behavioural model parameters 
were obtained with the following custom objective function at threshold of 0.5  
𝑐𝑢𝑠𝑡𝑜𝑚 𝑜𝑏𝑗. 𝑓𝑐𝑡. =
(𝑥1∗1)+(𝑥2∗0.5)+(𝑥3∗0.25)+ (𝑥4∗−0.25)+ (𝑥5∗−0.5)+(𝑥6∗−1)
𝑜
 .   Eqn. C8 
Although there were generally more empty spaces in the behavioural parameter cloud when the 
custom objective function was used (compared to Chi2), both objective functions led to similar 
behavioural LPM parameter ranges and shape of uncertainty distribution of behavioural tracer 
concentrations (Fig. C13 to B14). The empty spaces may have been induced by the more rigorous 
approach of distinguishing behavioural from non-behavioural models at a certain uncertainty 
threshold. In contrast the Chi2 is a ‘smoother’ approach which does not apply rigorous thresholds or 
cut offs, but assesses if the overall variance of simulations and observations is statistically similar. The 
Chi2 approach may have therefore appeared the more appropriate objective function when an 
adequate number of tracer time series observations were available. However, note that the Chi2 
approach presumes normally distributed measurement errors, but the actual shape of uncertainty in 
tracer observations is often unknown, because an adequately large data set of tracer measurements 
at point in time is rarely available to study the shape of uncertainty distribution in tracer observations 
in groundwater. Some studies had assumed normally distributed errors [e.g. Green et al., 2014]. Others 
had assumed log-normally distributed errors [e.g. Massoudieh et al., 2014]). Assuming a specific 
uncertainty distribution shape can often not be justified and may lead to significant errors in the model 
outcome, as shown in other areas of hydrological modelling [Stedinger et al., 2008]. 
As can be seen in Fig. C12 and C13, when using the custom objective function, the behavioural tracer 
simulations followed relatively well defined distributions, which did not necessarily agree with the 
normal distribution. When assessing uncertainty distribution of the inferred LPM parameters (e.g. Fig. 
C13 to C15), one can observe that the distribution of behavioural LPM parameters was often relatively 
well-defined (i.e. a relatively narrow most likely range), but was not of a specific shape (e.g. Gaussian, 
or log-normal). It can also be seen that the most likely LPM parameter did not (necessarily) occur at 
the best objective function value. This indicated that the commonly inferred and reported best fitting 
LPM parameters may not necessarily reflect the most likely LPM parameters.  
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Figure C12: Example of behavioural model parameters when using Chi2 different uncertainty levels (UPPER) or a custom 
objective function (LOWER) at different threshold levels for Well 4 inferred from multiple tritium observations 
Figure C12 to C14 also illustrate that the behavioural LPM parameters were dependent on the 
considered measurement error (e.g. 1 or 2 SDs) and probability (e.g. 99 and 80%) for the Chi2 objective 
function or the measurement error (e.g. 1 or 2 SDs) and the threshold (e.g. 0.5 or 0.6) for the custom 
objective function. However, the shape of the distribution of behavioural LPM parameters was not 
altered. This indicated that the most likely LPM parameters inferred when using the custom objective 
function or Chi2 objective function was not sensitive to the chosen thresholds (measurement error or 
confidence level), but the range (max-min) of the behavioural LPM parameters was sensitive to this. 
Depending on the tracer observations (and analytical uncertainty) or purpose of the study, the 
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confidence, uncertainty level or objective function threshold can be adjusted if appropriate. This 
implies if one was only interested in the most likely age estimation it does not matter which objective 
function (custom and Chi2) and uncertainty level or objective function threshold is used. For 
assessment of the entire uncertainty distribution, however, appropriate threshold(s) need to be 
identified. 
 
 
 
 
Figure C13: Example of behavioural model parameters when using Chi2 different uncertainty levels (UPPER) or a custom 
objective function (LOWER) at different threshold levels for Well 5 inferred from multiple tritium observations 
C3.2 Detailed assessment of input uncertainties on the behavioural LPM parameter 
populations 
In the following details on the performance of the chosen framework components (the LPM type, 
tracer recharge estimate) are presented and the behavioural LPM parameters inferred when using one 
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of the three LPM types (the PEM, EPM and DM), uncertainty in tracer input (monthly, yearly, recharge 
weighted atmospheric concentrations), uncertainty in the shape of uncertainty distribution in 
atmospheric tracer records and uncertainty in tritium decay are shown.  
1 observation (Well 5, SF6): 
 
2 observations (Well 4, SF6): 
 
Figure C14: Example of behavioural model parameters when using the custom objective function at different threshold levels 
for Well 5 inferred from one SF6 observations (UPPER) and for Well 4 inferred from 2 SF6 observations (LOWER) 
LPM type 
Figure C15 illustrates Box and Whisker plots of the behavioural LPM parameters ranges (max-min) 
obtained for all sites in the LHGWZ when using three different LPM types (EPM, DM and PEM). It can 
be seen that the choice of LPM type significantly affected the LPM parameter range. This indicated 
that it is important to evaluate the best LPM type or a use multi-model approach to account for 
uncertainties in model structure.  
 
 
Figure C15: Behavioural MRT and E/PM range inferred when using three LPM types (EPM = exponential piston flow model; 
DM= dispersion model and PEM=partial exponential model) for tritium (UPPER) and SF6 (LOWER) 
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Decay 
Figure C16 illustrates Box and Whisker plots of the behavioural LPM parameter ranges (max-min) 
obtained for all sites in the LHGWZ when using average half-life, half-life + 1 SD and half-life – 1 SD. As 
can be seen the behavioural MRT and EPM range as well as the model number did not vary significantly 
which indicated that the effect of uncertainty in decay on the behavioural LPM parameter population 
was negligible. 
Table C4: Performance criteria for the EPM, DM and PEM when using Halon-1301 
criterion 
LPM type 
EPM DM PEM 
Use all sites with one observation, except two sites (Well 6 and 11) with artificial data 
RMSE^ 0.25 (0.06/0.40) 0.25 (0.08/0.40) 0.25 (0.06/0.40) 
Bias^ 0.24 (0.06/0.36) 0.24 (0.08/0.36) 0.24 (0.06/0.36) 
CV (MRT/ mix.p.) 0.45 (0.52/0.38) 0.51 (0.61/0.40) 0.45 (0.53/0.36) 
# behav. mod. 16107 20981 15946 
Sum points 7 2 6 
With artificial data using Well 6 and 11 only 
Bias^ 0.184 (0.06/0.40) 0.183 (0.08/0.40) 0.182 (0.06/0.40) 
RMSE^ 0.223 (0.06/0.36) 0.219 (0.08/0.36) 0.217 (0.06/0.36) 
CV (MRT/ mix.p.) 0.417/0.565 0.588/0.668 0.419/0.562 
# behav. mod. 4759 2753 4796 
Sum points 7 2 6 
Without artificial data using Well 6 and 11 (only) 
RMSE^, Bias^ 0.432 (0.577/0.288) 0.430 (0.575/0.284) 0.432 (0.575/0.288) 
CV (MRT/ mix.p.) 0.524/0.596 0.648/0.712 0.520/0.591 
# behav. mod. 15299 8051 14980 
Sum points 2 6 2 
 
 
Figure C16: Max MRT and E/PM inferred from tritium observations and number of behavioural models when using average 
half-life and half-life ± 1 SD 
Recharge estimate 
Table C5 summarizes the performance criteria and corresponding score for each recharge estimated 
used in this study showing that the monthly and yearly average atmospheric concentrations performed 
better than the recharge weighted estimates for tritium. Figure C17 illustrates Box and Whisker plots 
of the behavioural LPM parameter populations obtained for all sites in the LHGWZ when using different 
tracer (tritium) recharge estimates. As can be seen the LPM parameter populations were significantly 
affected by the choice of tracer recharge estimate. Interestingly the difference in behavioural MRT and 
EPM range was insignificant for the majority of sites (below 3%) when recharge estimates 1 and 2 were 
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used, except three sites with only 1-2 observations. Recharge estimate 3 led to larger changes in the 
behavioural MRT and EPM range between 10 and 65% for all assessed locations. 
 
Figure C17: Max, min MRT and max E/PM inferred from tritium observations when using different tritium input estimates, 
12m denotes 12 monthly average (Dec-Nov) and 12m 2 denotes yearly average (Jul-Jun), for all sites 
Table C5: Average criteria at all sites to assess the most representative tritium recharge: median RMSE (root mean square 
error) and median bias of behavioural simulations and observation; median coefficient of variation (CV) of behavioural MRT 
and E/PM range (max-min); median number of behavioural models; median= median at all sites, *data given as median (25/75 
percentile), ^ median bias and median RMSE for observation number 9 (in 1972) before the arrival of the bomb peak and 
observation number 8 (in 1997) after arrival of the bomb peak at Well 5; detailed box whisker plots can be found in 
Appendix C3; colour code: dark grey = 2 points; medium grey=1 point; light grey=0 points 
Recharge 
estimate 
Monthly 
average 
Yearly (Jul-
Jun) average 
Yearly (Dec-
Nov) average 
Recharge 
method 1 
Recharge 
Method 2 
Recharge 
Method 3 
CV (MRT/ 
E/PM) 
0.55/0.50 0.73/0.42 0.45/0.57 0.46/0.50 0.43/0.44 0.72/0.45 
RMSE * 
0.67 
(0.60/0.93) 
0.78 
(0.60/0.96) 
0.78 
(0.60/0.96) 
0.91 
(0.59/0.96) 
0.92 
(0.60/0.97) 
0.92 
(0.63/1.00) 
Bias * 
-0.006 (-0.004 
/-0.020) 
-0.005 (-0.003 
/-0.018) 
-0.005 (-0.003 
/-0.018) 
-0.005 (-0.003 
/-0.022) 
-0.008 (-0.003 
/-0.021) 
-0.011 (-0.003 
/-0.027) 
# behav. 
models 
886 1020 994 692 813 997 
RMSE; bias 
import.obs.^ 
1.49; 0.009 1.50; 0.014 1.46;0.012 1.54; -0.012 1.51; -0.026 1.28; -0.038 
Sum points 8 6 7 4 4 1 
Uncertainty in atmospheric trends 
Table C6 summarizes the performance criteria and corresponding score when using random and biased 
uncertainty in the atmospheric tritium and SF6 trend showing best performance with biased 
uncertainty for tritium and SF6. Figure C18 illustrates Box and Whisker plots of the behavioural LPM 
parameter ranges (max, min) obtained for all sites in the LHGWZ when using random and biased 
uncertainty in atmospheric tracer records. No difference in behavioural models was obtained when 
using single Halon-1301 observations as illustrated in Fig. C19. 
As expected, the range of behavioural EPM parameters was significantly wider for all sites when 
monthly/yearly averaged atmospheric data including ± 1 SD uncertainty was used, compared to 
monthly/yearly average data alone. For tritium a wider behavioural MRT and E/PM range was obtained 
when yearly atmospheric records (with biased or random uncertainty) were used compared to the one 
obtained when using monthly records (with biased or random uncertainty). This can be explained by 
the seasonally varying atmospheric signal, which may have led to a higher uncertainty in yearly average 
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atmospheric records (due to averaging of monthly records) compared to monthly average records. 
However, this may have overestimated uncertainty in yearly average tritium concentrations as 
discussed earlier (in section C2.2). 
Table C6: Criteria to assess the most representative uncertainty shape in atmospheric tritium and SF6 data average RMSE 
(root mean square error) and average bias of behavioural simulations and observation; average CV (coefficient of variation) 
of behavioural MRT and E/PM range; average number of behavioural models; *data given as median (25/75 percentile); ^ 
average bias and average RMSE for observation number 9 (in 1972) before the arrival of the bomb peak and observation 
number 8 (in 1997)after arrival of the bomb peak at Well 5;    detailed box whisker plots can be found in Appendix C3; average 
= average of all sites; dark grey = 2 points; medium grey=1 point; light grey=0 points 
Shape of uncertainty Monthly biased Monthly random 
Tritium 
monthly input 
CV (MRT/ E/PM) 0.47/0.56 0.44/0.50 
RMSE* 0.65 (0.58/0.96) 0.67 (0.58/0.96) 
Bias* -0.009 (-0.004/ -0.021) -0.007 (-0.003/ -0.019) 
# behav. models 849 907 
RMSE; bias import.obs.^ 1.08; -0.0001 no behav. model 
Sum points 7 7 
Tritium 
yearly input 
CV (MRT/ E/PM) 0.55/0.44 0.51/0.52 
RMSE* 0.65 (0.59/0.97) 0.70 (0.63/1.0) 
Bias* -0.009 (-0.005/ -0.019) -0.008 (-0.003/ -0.012) 
# behav. models 657 851 
RMSE; bias import.obs.^ 1.22; -0.01 no behav. model 
Sum points 6 3 
SF6 
CV (MRT/ E/PM) 0.41/0.45 0.39/0.43 
RMSE* 1.17 (0.51/2.10) 1.12 (0.49/2.08) 
Bias* 1.05 (0.41/1.81) 1.05 (0.43/1.78) 
# behav. models 7442 7430 
Sum points 5 6 
Halon-1301 
CV (MRT/ E/PM) 0.41/0.53 0.39/0.52 
RMSE* 0.23 (0.05/0.42) 0.23 (0.05/0.42) 
Bias* 0.23 (0.05/0.42) 0.23 (0.05/0.42) 
# behav. models 13989 13961 
Sum points 5 5 
Halon-1301 with artificially generated data 
 Average of data from 
all sites with one 
observation and two 
sites (Well 6 and 11) 
with artificial data 
CV (MRT/ E/PM) 0.43/0.47 0.44/0.51 
RMSE* 0.28 (0.06/0.51) 0.29 (0.06/0.51) 
Bias* 0.28 (0.06/0.48) 0.29 (0.06/0.48) 
# behav. models 148795 19190 
Sum points 7 4 
Average of data from 
Well 6 and 11 with 
artificial data 
CV (MRT/ E/PM) 0.184 (0.16/0.21) 0.156 (0.11/0.20) 
RMSE* 0.223 (0.18/0.26) 0.185 (0.11/0.26) 
Bias* 0.417/0.565 0.397/0.584 
# behav. models 4759 4384 
Sum points 7 2 
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Figure C18: Behavioural MRT and E/PM range (max, min) under consideration of measurement uncertainties in tracer input 
for tritium (UPPER) and SF6 (LOWER) 
 
Figure C19: Behavioural MRT and E/PM inferred from single Halon-1301 observations 
C4 Detailed age estimation 
In the following the effect of bin size on the LPM parameter distribution is presented. A discussion on 
factors that influence how well the age estimation can be constrained and a discussion on the 
combination of the age estimation obtained from three tracers (here SF6, Halon-1301 and tritium) are 
also given. 
C4.1 Probability plots 
The population of behavioural LPM parameter are illustrated in probability plots. These probability 
plots were established by binning the behavioural LPM parameter population into bins and normalizing 
the binned data by the sum of all behavioural models (under the assumption that all behavioural 
models fit observations adequately well). Since the bin size had an effect on the shape of the 
probability distribution, the most appropriate bin size of the following bin sizes: 10, 20 and 40 was 
identified when assessing 1) a relatively narrow MRT range (Well 4), 2) a relatively wide MRT range 
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(Well 8) and 3) relatively few behavioural models (Well 5). Results, as illustrated in Fig. C20 to C22, 
indicated that when 10 bins were used detailed features of the LPM parameter distribution could not 
be captured, such as two ranges with highly likely MRTs (e.g. Well 8, Fig. C20). However when 40 bins 
were used the probability plots were over-fit (leading to artificial features in the distribution), 
particularly for locations with very few behavioural models (e.g. Well 5, Fig. C21). To avoid both over- 
and under-fitting, a bin size of 20 was chosen as a compromise. 
 
Figure C20: Effect on bin size on the distribution of behavioural LPM parameters inferred from SF6 for Well 4 
 
Figure C21: Effect on bin size on the distribution of behavioural LPM parameters inferred from tritium for Well 8 
 
Figure C22: Effect on bin size on the distribution of behavioural LPM parameters inferred from tritium for Well 5 
C4.2 Age estimation at 90 and 95% confidence 
Table C7 summarizes the inferred age estimation at 90 and 95% confidence in comparison to the 
entire range (max-min) presented in Tab. 5-4 in Chapter 5 for tritium and SF6. 
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Table C7: Inferred age estimation at 90 and 95% confidence for tritium and SF6 
  inferred from Tritium inferred from SF6 
Well # % tile MRT min MRT max E/PM min E/PM max MRT min MRT max E/PM min E/PM max 
1 
100 6.9 63.7 0.0 1.0 8.6 19.9 0.0 1.0 
90 11.8 49.2 0.1 0.9 9.6 15.6 0.1 0.9 
95 10.9 54.3 0.1 0.9 9.3 16.8 0.1 1.0 
2 
100 0.7 50.9 0.0 1.0 0.2 5.5 0.0 1.0 
90 1.0 47.0 0.2 0.8 0.8 4.3 0.1 0.9 
95 0.9 47.9 0.1 0.9 0.6 4.5 0.1 1.0 
3 
100 2.9 58.3 0.0 1.0 3.3 10.9 0.0 1.0 
90 7.7 21.9 0.3 0.9 4.1 8.2 0.1 0.9 
95 7.0 24.5 0.2 1.0 3.8 8.9 0.1 1.0 
4 
100 19.1 51.1 0.4 0.8 8.2 21.3 0.0 1.0 
90 24.4 42.0 0.4 0.6 9.4 16.2 0.2 0.9 
95 22.7 44.3 0.4 0.6 8.9 17.8 0.1 1.0 
5 
100 17.7 29.8 0.0 0.7 25.4 100.0 0.0 0.9 
90 19.7 22.0 0.2 0.3 29.6 87.4 0.2 0.9 
95 19.4 22.4 0.2 0.4 28.5 93.5 0.1 0.9 
6 
100 0.5 2.5 0.0 1.0 0.1 2.9 0.0 1.0 
90 1.0 1.8 0.2 0.8 0.3 2.2 0.1 0.9 
95 1.0 1.9 0.1 0.9 0.2 2.4 0.0 0.9 
7 
100 26.7 40.4 0.0 0.4 - - - - 
90 29.4 36.3 0.2 0.3 - - - - 
95 28.7 37.2 0.1 0.4 - - - - 
8 
100 7.3 55.8 0.0 1.0 2.7 8.5 0.0 1.0 
90 8.6 50.6 0.2 1.0 3.3 6.7 0.1 0.9 
95 8.3 52.3 0.1 1.0 3.1 7.2 0.1 1.0 
9 
100 55.7 99.9 0.0 0.5 - - - - 
90 63.2 94.2 0.1 0.4 - - - - 
95 61.0 96.9 0.0 0.5 - - - - 
10 
100 0.1 50.8 0.0 1.0 - - - - 
90 2.0 47.5 0.1 0.9 - - - - 
95 1.2 49.3 0.1 0.9 - - - - 
11 
100 0.9 56.6 0.0 1.0 2.34 6.38 0.00 1.00 
90 6.7 49.7 0.1 0.9 2.92 5.30 0.11 0.92 
95 6.2 52.1 0.1 1.0 2.76 5.57 0.06 0.96 
12 
100 7.1 64.5 0.0 1.0 - - - - 
90 12.6 51.3 0.1 0.9 - - - - 
95 11.5 56.2 0.1 0.9 - - - - 
13 
100 0.1 51.8 0.0 1.0 - - - - 
90 2.5 46.9 0.1 0.9 - - - - 
95 2.0 49.3 0.1 0.9 - - - - 
14 
100 0.4 51.1 0.0 1.0 - - - - 
90 4.5 47.2 0.3 0.5 - - - - 
95 1.2 48.5 0.2 0.7 - - - - 
15 
100 49.8 1.0 0.2 0.0 - - - - 
90 44.9 0.9 0.6 0.1 - - - - 
95 47.9 1.0 0.4 0.1 - - - - 
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C4.3 Factors that influence uncertainty of the age estimation 
In general how well the age estimation can be constrained (in terms of its uncertainty) is dependent 
on various factors. A compendium can be found in the following: 
 The tracers input concentration. This is more ambiguous for tritium than SF6 and Halon-1301. 
 Sensitivity of the tracer observation to external processes/factors. Such processes/factors include 
sampling procedure and estimate of recharge temperature applicable for SF6 and Halon-1301 and 
actual recharge to the groundwater (mainly) applicable for tritium. 
 The time interval between the observations. For example for Well 4 vs Well 14, despite Well 14 
having more observations (11) than Well 4 (9), Well 14 data could not be fit very well, because 
tritium data have been obtained with a monthly time interval. Data obtained with a small time 
interval (< 1year) are expected to be sensitive towards seasonality of the tritium signal and actual 
tritium recharge. 
 The timing of the observation. Ambiguous results with tritium can still be obtained with multiple 
observations, e.g. as found for Well 8 with three observations. An additional measurement, taken 
at a later time, may annihilate the effect of radioactive decay and similarly decreasing atmospheric 
concentration. 
 The number of observations. Fig. C23 shows the objective function and behavioural EPM parameter 
range (max, min and mean) as function of number of observations (by removing observations 
backward in time) for Well 4. The wider range of max, min and mean MRT found at lower number 
of tracer observations confirm a higher likelihood of an ambiguous MRT and E/PM prediction with 
a lower number of observations. 
 Heterogeneities in the subsurface and/or a more complex flow, which cannot be explained by the 
simplified LPM. This can cause poorer fits with increasing number of tracer observations. Fig. C20 
illustrates Well 4, where best results (highest objective function, least ambiguous results) were 
obtained with at least six observations. However more data do not necessarily improve the fit (as 
also shown in Fig. C23 with a slightly decreased objective function value with more than eight 
observations), because additional observations may capture that mixing is more complex than can 
be represented by a simplified LPM. A reduced objective function may also indicate outlier(s), 
induced by erroneous determination or changing groundwater flow (non-steady state) (e.g. 
observation 9 in Fig. C23). 
 Transient groundwater flow conditions, due to e.g. seasonal variability in pumping, may influence 
the tracer’s concentration in groundwater and may result in a larger uncertainty in the age 
estimation. 
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  Custom objective function: 
 
  Chi2 objective function: 
 
Figure C23: Objective function as a function of number of observations for Well 4, tritium data using monthly average 
atmospheric concentrations with the custom objective function (UPPER) and Chi2 objective function (LOWER) 
C4.4 Tracer combination methods from a combined age estimation inferred from tritium, 
Halon-1301 and SF6 
To infer a combined age estimation from multiple tracers, the following four tracer combination 
methods were suggested in Chapter 5 of this thesis. Overall the age estimation could be better 
constrained when combining age estimations inferred from Halon-1301, SF6 and tritium when using 
any of the three methods (as illustrated in Fig. C24 and C25). For example for Well 4, the relatively 
unconstrained, wide E/PM range obtained with SF6 alone could be better constrained when a 
combination of tritium, Halon-1301 and SF6 was used. For Well 8, the MRT of 40-50 years of the 
ambiguous age estimation inferred from tritium could be excluded with consideration of SF6. In the 
following it is commented on how well the age estimation could be constrained when inferred from 
combinations of SF6, tritium and Halon-1301 (compared to the ones inferred from each individual 
tracers) using any of the four methods. Since assessment of the performance of Halon-1301 (the new 
groundwater age tracer presented in Chapter 4) was of particular focus of this study, the relative 
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change in the age estimation when including/excluding Halon-1301 is summarizes in Tab. C8 and 
illustrated in Fig. C26.  
Method 1: average of behavioural LPM parameter populations inferred from each individual tracer:  
The simple combination (average) of the behavioural EPM parameters inferred from any tracer 
implied equal weighting of all tracers’ age estimation resulted in a large uncertainty of the inferred 
MRT and E/PM (Fig. C24 and C25). Because in the majority of cases, the behavioural population of 
EPM parameters inferred from Halon-1301 and SF6 were significantly larger than inferred from 
tritium, this approach resulted in artificially higher weighting of the LPM parameters inferred from 
Halon-1301 and SF6 compared to the ones inferred from tritium. 
Method 2: All tracers’ objective function > threshold:  
This method implied that LPM parameters were considered as behavioural if the objective function 
for all tracers was met. Figure C24 and C25 illustrate that method 2 resulted in a reduced number 
of behavioural models and reduced uncertainty in the MRT and E/PM compared to the ones 
inferred from method 1. This method may be too strict, particularly when e.g. some tracer 
observations were erroneous. This can be resolved with tracer combination method 3. 
Method 3: Average objective function of all tracers > threshold:  
This method implied that LPM parameters were considered as behavioural if the average of all 
tracers’ objective function was met (with equal weight for all tracers’ objective function). Figure 
C24 and C25 illustrate that method 3 led to a narrower range of behavioural models than obtained 
with method 1, but a larger range than obtained with method 2.  
When using method 1 to 3, the EPM parameters inferred from all tracers were weighted equally. 
This appears inappropriate, since the LPM parameters can be better constrained with a larger 
number of observations as accounted for by method 4. 
Method 4: Weighted average objective function of all tracers > threshold:  
This method implied that LPM parameters were considered as behavioural if the weighted average 
of all tracers’ objective function was met. Weighting was carried out according to the number of 
(time series) observations, i.e. the tracer with a larger number of observations was given a higher 
weight compared to the tracer with a lower number of tracer observations. As a result a narrower 
LPM parameter range and lower number of behavioural models was obtained compared to method 
1 and 3 (Fig. C24 and C25). 
Because the presented methods did not take into account each tracers’ individual performance (i.e. 
magnitude of uncertainty in behavioural LPM parameter), it was also considered to weight the 
objective function with uncertainty in LPM parameters. However this is complicated, because 
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uncertainty in LPM parameters is dependent on the tracers input shape (i.e. higher uncertainty with 
flatter input curve) and uncertainty in the tracers observation (i.e. higher uncertainty with higher 
uncertainty in observation) and for tritium also the time of observation in relation to the time of 
recharge (i.e. higher uncertainty when tritium is decayed to background levels). It is hoped that further 
studies will develop a tracer combination method that can account for this uncertainty. 
 
Figure C24: MRT range (max, min) and behavioural model number inferred by combining SF6 and tritium for Well 4 
   
   
Figure C25: Probability as function of MRT (LEFT) and E/PM (RIGHT) inferred from tritium, Halon-1301 and SF6 combined for 
Well 11 = Shandon GC (UPPER) and Well 6= Avalon (LOWER) 
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Table C8: Average relative change in uncertainty in the MRT and E/PM when including Halon-1301- all changes were 
statistically insignificant (p > 0.05) which is probably a result of the small number of available data, data highlighted in 
orange/yellow refer to a increase/decrease in uncertainty when including Halon-1301, respectively; the colour green indicates 
no significant change when including Halon-1301 
 
Relative change in uncertainty for MRT 
when using 
Relative change in uncertainty for E/PM 
when using 
Combination 
method # 
All 3 
Halon-1301 
and SF6 
Halon-1301 
and tritium 
All 3 
Halon-1301 
and SF6 
Halon-1301 
and tritium 
Only non-degraded sites (Well 6, 11 and 15) 
1 0.02 -0.01 0.01 <0.01 <0.01 <0.01 
2 0 1827.6 561.3 0 545.6 539.9 
3 15.8 60.2 16.7 0.02 0.04 <0.01 
4 29.1 215.9 49.2 0.7 1.4 -0.02 
Only non-degraded sites (Well 6, 11 and 15) plus artificial data for Well 6 and 11 
1 0.02 -2.5 0.02 0.0 0.0 0.0 
2 -8.6 2429.6 730.5 -16.5 727.5 703.4 
3 24.3 67.3 -4.7 0.04 0.1 0.0 
4 45.1 305.4 50.3 1.8 1.9 1.6 
 
 
 
Figure C26: Relative range in uncertainty in MRT and E/PM when considering Halon-1301 in addition to tritium and/or SF6 
compared to using tritium and/or SF6 alone; bars symbolize the median relative change obtained when assessing all sites; 
error bars symbolize the maximum and minimum change obtained; Table 5-5 in Chapter 5 shows whether the average change 
was significant. 
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Appendix D – for Chapter 6 
This Appendix consists of five parts. In the first part details on the study area (LHGWZ) are summarized 
which includes information on the structure of the groundwater zone (alternating aquifer and 
aquiclude layer) and information on the composition of the aquifer material. The second and third 
parts give detailed results on the hydrochemistry and aquifer material analysis, respectively, obtained 
in this study. In the fourth and fifth part detailed results and discussion on the inferred hydrochemistry-
PT relationships and age information are presented, respectively. 
D1- Details on aquifer composition (LHGWZ) 
D2 - Detailed assessment of hydrochemistry in the LHGWZ 
D3 - Detailed assessment of aquifer material in the LHGWZ 
D4 - Detailed hydrochemistry-PT modelling results  
D5 - Detailed results on constrained age information with inferred hydrochemistry-PT relationships 
D6 References of Appendix D 
D1 Detailed assessment of hydrochemistry in the LHGWZ 
D1.1 Statistical and graphical tools for assessment of the consistency of hydrochemistry data  
Various statistical tools, such as hierarchical cluster analysis (HCA) and visualization methods, such as 
the Piper diagram or box plots [e.g. Freeze and Cherry, 1979; Langmuir, 1997] have been used to 
identify homogeneity or stratification of the aquifer, steady state and recharge source based on 
hydrochemistry (which may indicate the same potential drivers and controlling factors affecting 
hydrochemistry in that aquifer). Other statistical tools such as principal component analysis (PCA) and 
inverse mass balance modelling have been used to study the hydrochemistry altering processes and 
reactions, respectively [e.g. Parkhurst and Appelo, 1999; Gueler et al., 2002]. 
D1.2 Data Analysis 
Before using the historical hydrochemistry data (time range: 1992-2013) available data are assessed 
to identify and correct or remove erroneous and missing data. The following was included in the data 
analysis: 
 Total vs dissolved concentrations: Due to a change in sampling method, concentrations prior to 
2003 have been reported as total (unfiltered sample), after 2003 concentration are reported as 
dissolved (filtered sample). Dissolved and total concentrations were summarized (used 
interchangeably), since no significant differences in (median) concentration for filtered and 
unfiltered samples was found, which had also been indicated by Daughney (2007) (except for Fe 
and Mn). 
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 Outliers: Data above 4 MAD (median absolute deviation) from the median were considered as 
outliers and are excluded from the dataset on a per site per sample basis. 
 Lab vs field estimates: Where possible field determined data were used as these reflect the 
groundwater environment better. During storage and transport hydrochemistry may alter e.g. due 
to dissolution of air (O2), which disturbs the carbonate equilibrium (H2CO3, CO2 and their dissolved 
ions), which affects for example the redox equilibrium and microbial activity.  
 Missing data: For some hydrochemistry parameters data were missing or are below limit of 
detection (LOD), as summarized in Table D1. If the data were too few to allow determination of a 
median, the missing data were inferred from regression analysis (if possible, e.g. conductivity and 
pH (Field) were inferred from Conductivity and pH (Lab), respectively as illustrated in Fig. D1) or in 
the last instance inferred from other groundwater wells of similar age to allow for further analysis.  
 Data below detection limit: Data below detection limit were generally not a problem, because the 
log probability regression method was used when determining the median and SD [Gilliom and 
Helsel, 1986; Sanford et al., 1993]. If the median was below detection limit (because all historical 
data were below detection limit), the median was replaced by 0.5 times the detection limit (a 
common procedure [Helsel, 1990]) to allow for further analysis. For some hydrochemistry 
parameters too many data were missing or below the detection limit at the majority of 
groundwater sites and are therefore excluded from further analysis. These are: Cd, As, Nitrite, Ni, 
B, Cr and Cu. 
No site had a charge balance error (CBE) >7% when using median hydrochemistry data after this data 
‘cleaning’, so it was assumed that no bias had been introduced by the data ‘cleaning’. 
Table D1: Summary of hydrochemistry data availability 
Available for all sites  tot. hardness (CaCO3), TOC, Fe, F, SO4, Na, SiO2, tot. alkalinity, Ca, TDS, Cl, K, Mg, Br, TDS 
Some data < LOD NH4-N, Pb, DRP, Mn, Zn, Al, NO3-N 
Not enough data 
(excluded) 
Cr, As, Cd, Ni, Cu, B, F, Al, NO2-N 
 
 
Figure D1: Regression analysis of field and lab measurement of conductivity and pH to surrogate missing data 
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D1.3 Determination of median and standard deviation 
The median of the historical hydrochemistry data (for the time range 1992 - 2013) are summarized in 
Tab. D2. It is acknowledged that for sites where hydrochemistry had only been determined two to four 
times within the time range 1992 – 2013 (for sites: Well 8 (four observations), Well 10 (three 
observations), Well 7 and 9 (two observations each)), the median and SD are less robust. However, 
since the difference between the available data sets was within or close to the measurement error and 
the charge balance error when using the median hydrochemistry was below 7%, it was assumed that 
the median adequately reflected the real median at the specific site. For a more robust determination 
of the median and SD additional data should be obtained.  
D1.4 Trends and seasonality 
Details of seasonality and trend analysis of all groundwater and river water sites (upstream and 
downstream sites) are summarized in Table D3 and D4, respectively. Significant trends (>10%/year, 
>0.1mg/L for NO3-N and p< 0.05) were only observed for DO at Well 4 (decrease), NH4-N at site Well 
3 (decrease), NO3-N at site Well 14 (decrease) and Zn in the River (decrease). The oxygen concentration 
(DO) had been determined in the field with a probe that is submerged into the freshly sampled water. 
This method is sensitive to adequate flushing of the well, complete exposure of the probe with fresh 
well water and to the calibration of the probe. The decrease in DO found at Well 4 (an anoxic site) may 
therefore be an artefact of improved sampling and analysis and/or better probes in recent years. The 
decrease in Zn in the river is believed to have been caused by improved detection limit over the past 
years being able to detect lower concentrations. Because the decrease in DO, NH4-N and NO3-N were 
only observed at one site each, their relative change was below 15% and no other (anthropogenic) 
hydrochemistry parameter showed significant trends at these sites, these trends were not considered 
as indication for non-steady state or anthropogenic effect on the groundwater. It should be noted that 
for some parameters insufficient data were available that did not allow for trend analysis (stated as 
ND in Tab. D3). Significant trends in these wells, may have been possible but seemed unlikely because 
of lacking (unexplained) significant trends in hydrochemistry at any other site, particularly the lack of 
significant trends in anthropogenic compounds, such as sulphate and nitrate. 
Significant seasonality (p< 0.05  and relative SD >10%) was observed for two shallow wells located in 
the recharge area (Well 2 and 6) for the parameters DO, DRP, TOC and Zn and at Well 6 also for F and 
NO3-N. Because the Hutt River did indicate significant seasonality only for NO3-N and Zn, the 
seasonality observed for these parameters in the shallow groundwater wells may have resulted from 
seasonally changing recharge (rain vs. river recharge). Significant seasonality in the remaining older 
wells (located in the confined area) was only observed for site Well 3 for F and Well 5 for Ca (note it 
was found that the Ca concentration in Well 5 may have been affected by ion exchange, see C 1.5). 
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Table D2: Detailed hydrochemistry median data (unit mg/L, except for Conductivity - unit is uS/cm, and pH – no unit); yellow highlight refers to field data that had been inferred from lab 
determined data; orange refers to data that had been estimated from data from the youngest GW sites (Well 2 and 6); grey refers to data that were at detection limit and had been assigned 0.5 
times the detection limit; green refers to data were the SD had been surrogated 
Well 
# 
Alkal 
tot 
Al NH4-N Br Ca Cl 
Cond. 
Field 
DO DRP F Fe Pb Mg Mn NO3-N K SIO2 Na SO4 TDS Zn 
pH 
Field 
15 19.8 0.0385 0.0058 0.02 5.0 13.8 96.3 10.7 0.005 0.06 0.06 0.0001 1.8 0.0016 0.24 0.86 11.2 10 4.1 61.6 0.002 7.29 
6 22.0 0.02 0.01 0.04 5.2 13.5 99.8 4.82 0.009 0.07 0.01 0.0003 1.9 0.0022 0.34 0.92 11.0 9.9 4.3 65.0 0.005 6.23 
2 32.0 0.02 0.01 0.06 8.1 15.6 137.0 1.72 0.011 0.06 0.01 0.0006 3.1 0.005 0.95 1.1 16.0 12 7.6 88.0 0.009 5.93 
14 24.7 0.01 0.05 0.06 5.2 13.0 102.6 ND 0.01 0.10 0.05 0.03 2.2 0.01 0.42 0.86 13.9 10.3 4.6 69.0 0.03 6.05 
10 29.0 0.48 0.006 0.2 5.9 13.1 104.6 1.58 0.01 0.08 0.1 0.03 2.5 0.005 0.41 0.79 13.6 10.8 4.6 147.0 0.03 7.09 
13 24.0 0.01 0.05 0.06 5.3 13.6 108.8 9.07 0.01 0.08 0.05 0.05 2.3 0.02 0.35 0.91 13.5 10.1 5.4 71.0 0.031 6.63 
11 41.4 0.0006 0.05 0.08 9.1 15.0 163.3 0.11 0.01 0.08 0.14 0.05 4.1 7.6E-05 1.09 1.1 18.0 13 7.8 100 0.03 5.87 
8 51.0 0.01 0.02 0.09 10.4 16.6 171.4 3.71 0.005 0.09 0.94 0.0001 4.6 0.0413 1.15 1.15 17.2 14.3 7.0 112.1 0.004 6.50 
12 34.9 0.04 0.05 0.06 6.4 13.0 116.0 0.14 0.01 0.14 0.03 0.05 3.3 0.03 0.51 1.1 16.0 13 6.9 79.0 0.03 6.22 
3 59.0 0.02 0.024 0.1 11.0 18.0 203.0 0.22 0.008 0.08 0.18 2.7E-06 6.0 0.0518 0.82 1.7 18.4 18 8.8 120.0 0.002 6.19 
1 40.0 0.01 0.05 0.06 4.3 12.9 111.2 0.26 0.01 0.16 
0.03 
0.03 2.3 0.01 0.36 0.98 17.3 19.4 4.8 86.0 0.03 6.52 
 
5 54.0 0.02 0.32 0.08 4.8 15.0 152.0 0.17 0.12 0.16 1.22 4.9E-07 4.6 0.24 0.001 1.7 24.0 18 0.04 99.0 0.008 6.37 
4 28.0 0.01 0.05 0.06 4.2 14.0 118.0 0.31 0.016 0.18 0.13 5.6E-07 2.4 0.021 0.16 0.98 18.4 13.95 4.4 76.0 0.004 6.51 
7 29.5 0.01 0.01 0.08 4.4 14.1 112.0 1.8 0.012 0.19 0.15 0.0001 2.6 0.0185 0.18 0.87 18.1 13.55 4.3 72.96 0.006 6.58 
9 73.0 0.01 0.815 0.09 0.8 15.7 180.0 0.94 0.94 0.16 0.8 0.0006 0.7 0.0405 0.75 2.75 27.5 35.5 0.4 160.8 0.02 6.94 
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Table D3: Trends (N, ND, INCR/DECR in units/year) for Hutt aquifer sites; Sen’s slope estimator data [%], data from 1993 to 2012; * above 10% (but below 15%) from median 
Well 
# 
Alk. 
tot 
Al NH4-N Br Ca Cl 
Cond
. 
Field 
DO DRP F Hardn. Fe Mg Mn NO3-N K SIO2 Na SO4 TDS Zn 
pH 
Field 
6 N ND ND N 
INCR 
0.5 
N 
DECR 
-1.3 
DECR 
-5.1 
N N 
INCR 
0.4 
N N N 
DECR 
-1.2 
DECR 
-0.6 
INC
R 
0.5 
N N 
DEC
R 
-0.4 
N 
INCR 
0.4 
3 
INC
R 
0.4 
ND 
DECR 
-10.5* 
N 
INCR 
1.1 
INCR 
0.6 
N N N N 
INCR 
1.0 
N 
INCR 
0.6 
INCR 
1.0 
DECR 
-0.6 
INCR 
0.4 
N 
INC
R 
0.7 
INCR 
0.6 
N N N 
4 N ND 
DECR 
-4.4 
N N N N 
DECR 
-14.1* 
INCR 
5.5 
N N N N N 
INCR 
4.1 
DECR 
-0.3 
N 
INC
R 
0.6 
N N N N 
5 N N N N 
INCR 
3.2 
DEC
R 
-0.5 
N N 
INCR 
9.7 
N N N N N N N N N 
DEC 
>-0.1 
N N N 
8 N ND N N N N N N ND N ND N N N N N N N N N ND N 
1 N ND N N 
DECR 
-5.0 
N ND ND N N N ND N ND N N ND N N N ND ND 
2 N ND ND N 
INCR 
0.3 
INCR 
0.3 
N N N N 
INCR 
0.4 
N N ND 
DECR 
-1.2 
DECR 
-0.4 
INC
R 
0.3 
N N N N 
INCR 
0.5 
10 N N N N N N ND ND N N N N N N N N ND N N N N ND 
7 N ND N N N N N N ND N ND N N N N N N N N N ND N 
9 N ND N N N N N N ND N ND N N N N N N N N N ND N 
11 N ND N N N N ND ND ND N N N N N N N ND N N N ND ND 
13 N ND N N N N ND ND ND N N N N N N N ND N N N N ND 
12 N ND N 
DEC
R 
-4.3 
N N ND ND ND N 
DEC    
-5.8 
ND N ND N N N N 
DEC
R 
-6.9 
DEC
R 
-4.2 
ND ND 
14 N ND N N N N ND ND N N N N N ND 
DECR 
-14.4* 
N ND N N N ND ND 
15 N N N ND N N 
INCR 
1.4 
INCR 
-0.6 
N ND ND N N N 
DECR 
-4.0 
N ND N N ND 
DEC 
-22.5* 
N 
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Table D4:  Seasonality test (Y, N or ND) of historical hydrochemistry data from 1993 to 2012 for Hutt aquifer sites  
Well  
# 
Alkalinity 
tot 
Al Ca Cl 
Cond. 
Field 
DO DRP F Hardness Fe Mg Mn NO3-N K SiO2 Na SO4 TDS TOC Zn 
pH 
(field) 
2 Y 0.9% ND 
Y, 
5.7% 
Y 
3.2% 
Y 
2.9% 
Y 
24% 
Y 
18% 
N Y 3.0% ND 
Y 
3.2% 
ND 
Y 
7.4% 
Y 
9.1% 
Y 
3.1% 
Y 
3.3% 
Y 
3.9% 
Y 
1.1% 
Y 
45% 
Y 
82% 
Y 
2.5% 
5 N N 
Y, 
12% 
N N N N 
Y 
6.3% 
N N N 
Y 
4.6% 
N N N N N N N N N 
3 Y 3.4% ND N N N N N 
Y 
13% 
N N N N N N N N N N N N N 
6 Y 9.1% ND 
Y 
5.8% 
Y 
3.7% 
Y 
8.2% 
Y 
29% 
Y 
15% 
Y 
13% 
Y 4.8% ND 
Y 
5.3% 
N 
Y 
16% 
Y 
7.6% 
Y 
5.5% 
Y 
5.1% 
Y 
4.7% 
Y 
4.6% 
Y 
43% 
Y 
98% 
Y 
1.3% 
4 N ND N N N N N 
Y 
5.6% 
N N N N N N N N N N N N N 
13 N ND N N ND ND ND N N N N N N N ND N N N ND N N 
11 N ND N N ND ND ND N N N N N N N ND N N N ND ND N 
1 N ND N N ND ND N N N ND N ND N N ND N N N ND ND N 
12 N ND N N ND ND ND N N ND N ND N N N N N N ND ND N 
14 N ND N N ND ND N N N N N ND N N ND N N N ND ND N 
10 N N N N ND ND N N N N N N N N ND N N N ND N N 
8 N ND N N N N ND N ND N N N N N N N N N ND ND N 
7 N ND N N N N ND N ND N N N N N N N N N ND ND N 
9 N ND N N N N ND N ND N N N N N N N N N ND ND N 
15 N N N N N 
Y 
7.5% 
N ND ND N N N 
Y 
31% 
N ND N N ND N 
Y 
43% 
N 
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D1.5 Hierarchical Cluster Analysis (HCA) and Principal Component Analysis (PCA) 
HCA95 indicated that hydrochemistry at two groundwater sites (Well 5 and Well 9) was significantly 
different from the hydrochemistry at any other site (see Fig. D2) Assessment of their individual 
hydrochemical composition showed that water from Well 5 was reduced in SO4 as indicated by a 
significantly lower concentration in SO4 in Well 5 compared to all other sites (0.04 mg/L for Well 5 vs. 
5.1 mg/L on average for all sites) in combination with elevated Fe and Mn concentrations. Water from 
Well 9 had an extremely low Ca concentration (0.8 mg/L), but high alkalinity (73 mg/L) in combination 
with elevated Na and K concentrations compared to all other sites (Ca is on average 5.9 mg/L, alkalinity 
was on average 41 mg/L) indicating significant contribution of ion exchange at this site.  
 
Figure D2:  HCA (nearest neighbour) scree plot (LEFT) and dendrogram (RIGHT) considering: using Alkalinity tot, NH4-N, Br, 
Ca, Cl, Cond. (field), DO, Fe, Mg, NO3-N, K, SIO2, Na, SO4, pH (field) 
 
 
Comp. # Eigen-
value 
% of 
Variance 
Cum. 
% 
1 6.26 44.69 44.69 
2 4.33 30.92 75.62 
Figure D3:  Principle component analysis of selected Lower Hutt aquifer hydrochemistry 
PCA95 illustrated in Fig. D3 shows two components (with Eigenvalue >1) explained 76% of the variation 
in the data. PC 1 (explaining 45% of the variation in the data) showed positive loading for almost all 
major ions and was therefore attributed to mineral weathering. PC 2 (explaining 31% of the variation 
in the data PC 1) showed positive loading for oxidized species NO3 and SO4 and negative loading for 
reduced species NH4 and Fe and was therefore attributed to redox reactions. Of the two important 
drivers of hydrochemistry identified by PCA, mineral weathering was likely more strongly correlated 
with groundwater residence time, due to relatively homogenous aquifer layers in regard to aquifer 
                                                          
95 using Total Alkalinity, NH4-N, Br, Ca, Cl, Conductivity (field), DO, Fe, Mg, NO3-N, K, SIO2, Na, SO4, pH (field) 
because these parameters were available at all sites and were above the Limit of Detection (LOD) 
15 6     14   13   1 4 7          12 2 111 8 10         3 5  9 
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material and aquifer geometry in the study area. In contrast, microbial processes were expected to be 
dependent on for example the residence time in addition to the presence of specific microbes, 
substrate and respiratory nutrients. Due to these findings, assumptions and the general understanding 
of aquifer processes, dominant mineral weathering reactions were assessed and their consistency 
across the entire aquifer confirmed by using a inverse mass balance model. 
D1.6 Inverse mass balance mineral weathering model 
Mineral weathering is generally strongly dependent on the pH [e.g. Knaus and Wolery, 1986; Blum and 
Stillings, 1995; Brantley, 2008]. Figure D4 (upper) indicates that the pH in the LHGWZ was around 
neutral to slightly acidic (pH 5.9 to 7.3) and fairly constant across the studied sites. Mineral weathering 
around this neutral pH is the slowest and a change in pH should only have a minor effect on weathering 
kinetics compared to a higher/lower pH [Knaus and Wolery, 1986; Blum and Stillings, 1995; Brantley, 
2008]. It was therefore expected that weathering kinetics in this study were fairly consistent across 
the studied sites. To confirm this and assess the specific mineral weathering reactions that have led to 
the change in hydrochemistry, inverse mass balance modelling was used. 
 
Figure D4:  pH average for all sites (UPPER) and saturation state given by the saturation index (SI) of groundwater wells with 
respect to minerals present, were each bar represents one studied site (LOWER) 
The inverse mass balance mineral weathering model was kept as simple as possible with least possible 
mineral phases. As input, minerals present in ‘parent’ rock (in this study greywacke) were considered 
as determined by [Rowe, 1980] and confirmed in this study by aquifer material analysis (details in 
Appendix D3). These were albite, anorthite, quartz, K-feldspar, biotite and the weathering products 
kaolinite and gibbsite. The presence of trace minerals was neglected. Quartz was constrained to 
precipitate and calcite, albite and anorthite were constrained to weather based on their general 
stability/weatherability [Bowen, 1928] and assessment of their saturation index (SI) illustrated in Fig. 
D4 (lower), which indicated  oversaturation with respect to kaolinite, K-mica, goethite, gibbsite Fe-
oxide, under-saturation for albite, anorthite, calcite and close to equilibrium for K-feldspar, 
Silica(amorphous) and quartz. The saturation states were fairly similar across the aquifer which also 
indicated consistent weathering processes in the entire aquifer. 
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The outcome of the inverse mass balance model is illustrated in Fig. D5 showing that K-feldspar 
weathering and albite/anorthite dissolution occurred in concert with precipitation of kaolinite/ 
gibbsite and quartz. Very few models considered gibbsite as weathering product (precipitating). These 
findings may have indicated a fairly weathered aquifer material, since one would expect higher 
amounts of albite and anorthite to dissolve, due to their lower stability compared to all other minerals 
present in the aquifer material (greywacke). Similar amounts of chlorite and biotite weathered and 
precipitated, respectively, which may have indicated that the phase transition of biotite and chlorite 
had no significant active contribution to the change in hydrochemistry in this study. Figure 6-3 also 
shows a decreasing trend of mineral weathering/precipitation with residence time (the sites are sorted 
in increasing order of the previously inferred most likely MRT), which confirmed a slower reaction rate 
with time (i.e. power law weathering kinetics) generally found in lab and field environments [e.g. Luce 
et al., 1972; Paces, 1973; Downes, 1985; Taylor and Blum, 1995; Katz et al., 1995; Rademacher et al., 
2001 and 2005; Morgenstern et al., 2009 and 2010]. 
 
Figure D5:  Inverse model output PHREEQC showing mineral dissolution during weathering decreases with MRT (LEFT) and 
mineral precipitation during weathering (illustrated as positive rates) (RIGHT), note wells are sorted with increasing MRT 
D1.6 Groundwater environments 
Water that contained more than 0.5 mg/L DO was considered oxic and water with a DO below 0.5 mg/L 
was considered anoxic based on the recommendation of [McMahon and Chapelle, 2008; Jurgens et 
al., 2009] This threshold split the dataset into half (seven oxic and seven anoxic sites, Well 14 was left 
out due to unavailable DO data) and concurred with a significantly larger variation in ion 
concentrations below 0.5 mg/L DO than above 0.5 mg/L as illustrated in Fig. D6. 
 
Figure D6:  Ion concentrations as a function of dissolved oxygen (DO), y axis crosses at 0.5 mg/L DO 
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D1.7 Assessment of normal distribution of data 
The Chi2 objective function used in this study requires normally distributed data. To assess if the 
historical hydrochemistry data were normally distributed (or required transformation to follow the 
normal distribution), their distribution was assessed graphically and their skewness and kurtosis was 
determined. Data were considered as normally distributed if their kurtosis and skewness agreed with 
the critical value equivalent to two times their standard error (sek and ses, respectively), which were 
estimated as:  𝑠𝑒𝑠 = √6/𝑁 and  𝑠𝑒𝑘 = √24/𝑁 (after Tabachnick and Fidell, 1996). The normality 
was assessed using the historical data for Ca, Cl, F, Fe, Mg, K, Si, Na and TDS (since these parameters 
were used in this study to assess hydrochemistry-PT relationships and infer age information from 
hydrochemistry) at five sites with a rich dataset (Well 2 to 6 with 54- 78 data from 1992 to 2012). It 
was assumed that the outcome of this assessment was representative for all remaining sites with fewer 
available data. As summarized in Tab. D5, data are insignificantly different from normally distributed 
data at the majority of sites, except for Fe and F. Fe is very sensitive to sampling (contact with air) and 
F is below detection limit for the majority of sites.  
Table D5: Percentage of sites for which skewness and kurtosis are insignificantly different from the normal distribution 
% of sites for which Ca Cl F Fe Mg K Si Na TDS 
Skewness is not sig. different 
than normal distribution 
100% 60% 40% 40% 100% 80% 100% 80% 80% 
Kurtosis is not sig. different than 
normal distribution 
100% 60% 20% 40% 100% 100% 60% 80% 100% 
D1.8 Relationships between hydrochemistry and the tritium-inferred MRT in the Lower Hutt 
Groundwater Zone 
Figure D7 illustrates the previously found relationships between hydrochemistry and the tritium-
inferred MRT in the Lower Hutt Groundwater Zone. 
 
Figure D7: Promising relationships found between hydrochemistry and tritium-inferred groundwater age in the Lower Hutt 
Groundwater zone 
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D2 Detailed assessment of aquifer material 
D2.1 Details on aquifer composition of the LHGWZ by Rowe (1980) 
Figure D7 summarizes the composition of greywacke rock (the source of the aquifer material) in the 
Wellington Region determined by Rowe (1980).  
 Average % SD 
 
 
Trace element concentrations vary with grain size.  Anions, e.g. Chloride 
and Fluoride had not been determined. 
SiO2 66.395 3.565 
Al2O3 14.710 1.843 
TiO2 0.576 0.094 
Fe2O3 0.553 0.285 
FeO 3.368 0.874 
MnO 0.067 0.026 
MgO 1.745 0.457 
CaO 2.561 1.683 
Na2O 3.149 0.592 
K2O 3.045 0.667 
P2O5 0.182 0.030 
Trace elements Cu Ni Zn Y Cr U Th  Nb  
Amount [ppm] 20-40 0-40 40-120 10-40 30-70 40-120 10-20 6-15 
 
Figure D8: Geochemistry of greywacke basement rock, the source of the aquifer material in the LHGWZ [Rowe, 1980] 
D2.2 Location of the Gravel pebbles 
The Hutt River sample was taken from the central river bed in the unconfined aquifer part and the 68m 
sample was taken from a bore in the confined area of the aquifer that taped into the lower aquifer 
layer (lower Waiwhetu aquifer). The gravel sample locations in regard to the groundwater wells are 
illustrated in Fig. 3-2 in Chapter 3.  
D2.3 Details on WDS and EDs analysis 
Thin sections of the two gravel samples are shown in Fig. D9. The electron beam was set to zonally 
analyse squares of 50x50um in a 0.4 mm wide and 20.25 mm long strip going from rim to centre of the 
gravel samples (illustrated in Fig. D10) with a dwell time of 20s at 15kV and 12nA (typical settings for 
EDS/WDS [e.g. Reed, 1975]). This approach averaged the signal over each 250um² square, but is a 
much faster approach compared to single point analysis. The obtained elemental signals (e.g. Al, Si, 
Na, K and Ca), equivalent to relative abundances of each element, were assessed as a function of 
distance to the rim of the aquifer material. Because each element could be associated with the 
abundance of specific mineral(s) (e.g. Na is contained in /can be associated with the mineral albite), a 
different elemental compositions in the rim and bulk of the aquifer material may have indicated 
mineral weathering. To identify apparent changes between rim and bulk chemistry in the aquifer 
material, trend analysis was carried out on EDS and WDS median signals for each row (of 8 x 250um² 
squares) using the Mann-Kendall test and Sen’s slope estimation, where a significant trend was 
characterized by p < 0.05 and > 10% increase/unit [Helsel and Cohn, 1988; Daughney, 2005 and 2006]. 
geochemistry of greywacke rock/ aquifer material
SiO2
Al2O3
TiO2
Fe2O3
FeO
MnO
MgO
CaO
Na2O
K2O
P2O5
LOI (ign loss)
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Additionally a student t-test (for small sample volumes) was performed on these data to assess if the 
EDS and WDS signals at the rim and bulk were significantly different.  
  
Figure D9: Thin section of Hutt River and 68m b.s. sample Figure D10:  schematic setup of the EDS/WDS strip analysis 
D2.4 Detailed results of aquifer material analysis 
The cut of the 68m deep gravel sample (illustrated in Fig. D9) showed a visible difference between rim 
and centre of the gravel pebble and was expected to show a good indication of which minerals and 
how much of the minerals weathered. Results of mineral identification carried out using EDS point and 
area analyses are presented in Fig. D11 and D12 of the 68m gravel sample showing the mineral 
abundance close to the rim and the centre/bulk of the gravel pebble, respectively. As can be seen 
mainly quartz (qrtz.), K-feldspar (K-f.) and albite (alb.) as well as smaller amounts of chlorite/biotite 
(chl./bio.), anorthite (an.) and gibbsite/kaolinite and perhaps some higher silicates (hs.) were present 
in the 68m gravel pebbles. Similar results were obtained when analysing the Hutt River gravel pebble 
(results are not presented here). 
Median elemental EDS signals and signal ratios (for each row of eight times 50um squares) are 
illustrated in Fig. D13 as a function of distance from the rim for both gravel samples indicating an 
increase in O, Na, Si, Al, K and Fe from rim to bulk in the 68 m sample during the first 4 mm. Trend 
analysis revealed the highest increase of Si and Al. In contrast to the 68 m sample, EDS analysis of the 
Hutt River gravel sample indicated a much narrower weathering rind  with a sudden increase in all 
elements identified with EDS (except for oxygen) during the first 500 um from the pebble edge. Trend 
analysis of the first 500 um revealed increasing trends for all elements except Si and Al. Overall, EDS 
and WDS analysis revealed that both gravel samples were depleted in lighter elements (Ca, Na, K, Fe, 
etc.) close to the rim, which may have indicated weathering. Ratios of the EDS signals (Fig. D13, lower) 
confirmed the rim was enriched in Si in relation to Al, Na and K and depleted in Al in relation to Si, Na 
and K, which may be linked to K-feldspar, anorthite and albite weathering and quartz and kaolinite 
precipitation, as indicated during inverse mass balance modelling. These findings also support that the 
aquifer material was fairly weathered, as indicated by inverse mass balance modelling, and agree with 
reaction path modelling of silicate weathering in the general sense [e.g. Langmuir, 1997; White and 
Buss, 2013]. 
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3:  10:  11:  
12:  13:  
14:  15:  16:  
17:  18:  
19:  20:  
point # 3, 20 10 12, 19 19, 11, 15, 16, 17 14 13, 18 
associated mineral quartz biotite/chlorite K-feldspar albite  albite/anorthite higher silicate 
 
Figure D11: EDS example 1, sample number 1, close to rim. Backscatter image with EDS spectra of selected locations 
249 
 
 
8:   9: 10:  
11:  12:  
13: 14:  
15: 17: 18:  
19:  20:  
point # 8 9   10, 11,15, 18, 14, 19 12, 17, 14, 19 20 13, 14, 19 
assoc. mineral quartz biotite/chlorite K-feldspar albite anorthite/K-feldspar   higher silicates 
 
Figure D12: EDS example 2, sample number 8, central gravel pebble. Backscatter image with EDS spectra of selected locations 
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Figure D13:  Elemental EDS signals (UPPER) and EDS signal ratios (LOWER) of 68m (left) and Hutt River (right) gravel pebble 
D2.5 Determination of differences and apparent trend in mineral abundance within the 
studied aquifer pebbles 
The difference in mineral abundance within the aquifer pebble (with distance from rim) was assessed 
by trend analysis using the Man-Kendall test. Results are summarized in Tab. D9 and D10 for the 68m 
sample and the Hutt River sample, respectively, indicating a significant increase in O, Na, Si, Al, K and 
Fe from rim to bulk in the 68 m sample during the first 4 mm with the highest increase of Si and Al. In 
contrast to the 68 m sample, EDS analysis of the Hutt River gravel sample indicated a much narrower 
weathering rind  with a sudden increase in all elements identified with EDS (except for oxygen) 
during the first 500 um from the pebble edge. Trend analysis of the first 500 um revealed increasing 
trends for all elements except Si and Al. 
Table D9: Trend analysis of WDS and EDS data 68m              
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WDS  EDS 
Ca Na Mg K Si CP O Na Al Si K Fe 
trend 
average N DECR N N INCR INCR INCR INCR INCR INCR INCR INCR 
median N DECR N N INCR INCR INCR INCR INCR INCR INCR INCR 
Sen’s 
slope 
average 28.0 -59.4 15.1 39.2 84.1 6.5 68.3 79.8 852.7 454.2 100.6 40.1 
median 0.9 -73.8 4.8 6.6 58.6 4.0 57.4 74.5 707.4 436.6 92.9 36.1 
Linear 
regression 
average 13.0 -71.9 18.1 65.0 108.5 12.6 100.6 80.1 1510.4 556.0 102.0 43.3 
median 29.1 -97.2 7.4 46.4 101.4 10.7 89.1 74.6 1505 568.8 98.2 40.0 
potential 
outliers 
(>4 MAD) 
average 24 0 9 12 10 16 38 0 55 19 6 13 
median 21 8 10 19 17 22 41 0 56 32 8 55 
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Table D10: Trend analysis of WDS and EDS data Hutt River sample [signal/um] 
 Trend for the entire 200um sample 
Element and 
method 
Ca 
WDS 
Na 
WDS 
Mg 
WDS 
K 
WDS 
Si 
WDS 
CP 
O   
EDS 
Na 
EDS 
Al 
EDS 
Si  
EDS 
K 
EDS 
T trend? INCR N N N INCR N N N INCR INCR N 
Sen’s slope 524.5 281.3 20.7 70.5 362.7 0.0 -67.1 81.49 280.7 394.6 66.9 
Linear regression 952.6 310.4 47.1 -9.61 1292 0.0 -200 192.16 2769 2666 125.9 
 Trend for the first 500 um 
Trend? INCR INCR INCR INCR N N DECR INCR N N INCR 
Sen’s slope 3723 8824 1397 11154 3079 0.0 -3127 3876 1411 3787 3420 
Linear regression 4332 7359 1610 10498 15526 0.0 -4136 3926 37157 34456 3387 
D3 Detailed results hydrochemistry-time modelling 
D3.1 Equations of LPMs used 
The three LPM types, EPM, DM and PEM were used as described in Eqn. D1, D2 and D3, respectively 
[after Maloszewski and Zuber, 1982 and Jurgens et al. 2012]. 
EPM: for ′ >  𝑀𝑅𝑇(1 −
1
𝑛
) , 𝑓𝐸𝑃𝑀 =
𝑛
𝑀𝑅𝑇
 ∗  𝑒𝑥𝑝(−𝑛 ∗
𝑡′
𝑀𝑅𝑇
+ 𝑛 − 1); else 𝑓𝐸𝑃𝑀 = 0.  Eqn. D1 
MRT is the mean residence time; n=the reciprocal of the ratio of exponential in total flow, which is 
referred to as E/PM=1/n, the ratio of exponential in total flow in the following. (n had been defined as 
ratio of total to exponential flow by after Maloszewski and Zuber, 1982). At E/PM = 0 for pure piston 
flow is obtained and at E/PM=1 for pure exponential flow is obtained.  
DM:  𝑓𝐷𝑀 =
1
MRT
×
1
√4πDP
t′
MRT
× e
−
(1−
t′
MRT
)
2
4DP
t′
MRT       Eqn. D2 
The DM conceptualizes 1-dimensional advection-dispersion with DP as dispersion parameter, which is 
defined as 𝐷𝑃 =
D
Vx
  with D as the dispersion coefficient, V as velocity and x as outlet position. When 
DP=0, piston flow behaviour is obtained. 
PEM: for 𝑡′ >  𝑀𝑅𝑇𝑎𝑞 ∗ ln (𝑚) , 𝑓𝑃𝐸𝑀 =
𝑚
𝑀𝑅𝑇𝑎𝑞
 ∗  𝑒𝑥𝑝(
−𝑡′
𝑀𝑅𝑇𝑎𝑞
) ; else 𝑓𝐸𝑃𝑀 = 0.   Eqn. D3 
𝑀𝑅𝑇𝑎𝑞 =
𝑀𝑅𝑇𝑠
ln(𝑚)+1
, 𝑀𝑅𝑇𝑠 is the MRT of the sample and m as the reciprocal of the ratio of sampled to 
total volume (P/EM). This version of the PEM conceptualises mixing of water in an aquifer that can be 
described by the exponential model (EM), but only part of the well is screened and therefore sampled. 
At n = 1 (for wells screened across the entire aquifer) the EMM is obtained. 
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D3.2 Median of considered hydrochemistry parameters 
Table D11 summarizes median concentrations and standard deviations of the assessed hydrochemistry parameters at each site. These data were used to 
assess hydrochemistry-PT relationships and inference of age information from hydrochemistry. 
Table D11: Summary of median and standard deviation data for each site, *+ uncertainty could not be determined from existing historical data, but is interpolated from uncertainty determined 
at other sites, which is * 5% and + 10% 
Well # 
TDS Mg K Ca Si Na F Cl Fe 
median 
[mg/L] SD 
median 
[mg/L] SD 
median 
[mg/L] SD 
median 
[mg/L] SD 
median 
[mg/L] SD 
median 
[mg/L] SD 
median 
[mg/L] SD 
median 
[mg/L] SD 
median 
[mg/L] SD 
6 65.0 4.53 1.90 0.16 0.92 0.12 5.2 0.44 11 0.81 9.9 0.69 0.069 0.008 13.5 0.69 0.01 
0.001
+ 
3 120.0 5.56 6.00 0.32 1.7 0.11 11 1.06 18.4 0.48 18 1.08 0.080 0.013 18.0 0.81 0.18 0.099 
4 76.0 5.62 2.40 0.16 0.98 0.07 4.21 0.32 18.35 0.57 13.95 1.33 0.180 0.014 14.0 0.21 0.13 0.055 
5 99.0 2.93 4.60 0.27 1.7 0.16 4.8 0.66 24 0.24 18 0.55 0.160 0.014 15.0 1.16 1.22 0.144 
8 111.4 2.02 4.60 0.99 1.15 0.07 10.6 0.99 17 0.28 14.1 1.56 0.094 0.037 17.0 
0.85
* 1.18 1.582 
1 86.0 6.27 2.30 0.00 0.98 0.03 4.3 0.36 17.3 
0.87
* 19.4 0.97 0.160 0.005 12.9 0.19 0.03 0.003 
2 88.0 3.17 3.10 0.18 1.1 0.12 8.1 0.49 16 0.74 12 0.61 0.060 0.011 15.6 0.69 0.01 0.001 
10 147.0 6.36 4.30 1.25 2.2 0.14 18 0.00 13.6 
0.68
* 19 1.41 0.160 0.007 23.4 1.63 7.60 0.636 
7 73.0 1.36 2.60 0.28 0.87 0.11 4.35 0.35 18.1 0.14 13.55 0.78 0.185 0.007 14.1 0.07 0.15 0.076 
9 160.8 69.6 0.73 0.09 2.75 0.21 0.755 0.22 27.5 0.71 35.5 2.12 0.155 0.049 15.7 1.91 0.80 0.113 
11 100.0 2.19 4.10 0.08 1.1 0.00 9.05 0.82 18 
0.90
* 13 0.09 0.080 0.008 15.0 0.16 0.14 0.114 
13 71.0 1.44 2.30 0.00 0.91 0.02 5.3 0.35 13.5 
0.68
* 10.1 0.10 0.080 0.008 13.6 0.27 0.05 0.048 
12 79.0 6.08 3.30 0.30 1.1 0.07 6.4 0.72 16 
0.80
* 13 0.79 0.140 0.014+ 13.0 0.65* 0.03 0.003 
14 69.0 2.71 2.20 0.14 0.86 0.03 2.5 0.67 13.9 
0.70
* 10.3 0.40 0.100 0.010+ 13.0 0.23 0.05 0.011 
15 66.0 5.02 0.01 0.00 0.7 0.11 4.685 4.69 9.085 4.27 7.6 1.46 0.070 0.018 12.6 1.08 0.06 0.050 
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D3.4 Chi2 objective function and the effect of uncertainty threshold on behavioural 
hydrochemistry-time relationships 
In this study, simulated hydrochemistry is defined as behavioural if they lie within uncertainty (e.g. 1 
SD) of the observed hydrochemistry, i.e. the ‘optimal’ variance of observed and simulated 
hydrochemistry is equal to 1. Hence simulations were considered as behavioural when the variance of 
simulated and observed concentrations was not significantly different from the ‘optimal’ variance at 
the considered confidence (e.g. 99%), i.e. the normalized observed Chi2 is below or equal to the 
normalized ‘optimal’ Chi2:    
𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝜒2(𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑) = ∑
(𝑜𝑏𝑠−𝑠𝑖𝑚)2
𝜀2
/𝑑𝑓,     Eqn. D4  
where obs is the observed hydrochemistry (the median of historical data was used if no trends in 
hydrochemistry records had been identified); sim is the simulated hydrochemistry; df is the degrees of 
freedom, which are defined as difference between the # of observations and the # of relations between 
observations (which is dependent on the independent variables of the model, in this study the EPM, 
so df = 3); ε is the uncertainty in observations, which was estimated from the standard deviation (SD) 
of the historical data or the measurement uncertainty whichever is larger. If historical data did not 
allow the determination of the SD (e.g. too few data) uncertainty was assumed to be 10% of the 
median. ε > 5 SD was considered as to large to allow adequate constraining of the hydrochemistry time 
relationship. 
𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝜒2(𝑜𝑝𝑡𝑖𝑚𝑎𝑙) = 𝜒2(𝛼, 𝑑𝑓)/𝑑𝑓,      Eqn. D5 
where 𝛘2(𝛼, 𝑑𝑓) is the Chi square distribution at significance level α of e.g. 0.01 (or 99% confidence).  
It was observed that with increasing uncertainty threshold (e.g. 1 or 2 SD with SD referring to the 
standard deviation/measurement error of the hydrochemistry observations which is reflecting 
analytical uncertainty, repeatability and the variability of the historical hydrochemistry data) the 
number of behavioural models increased. An example is illustrated in Fig. D14. Firstly a larger 
behavioural process parameter range (i.e. uncertainty) and an increasingly smoother probability 
distribution were obtained with increasing uncertainty threshold. Secondly the increase in behavioural 
process parameter range plateaued and thirdly increased further until the considered uncertainty 
threshold was so large that ambiguous process parameters were obtained (i.e. a negative minimum 
for process parameter a at an uncertainty of >3.5 SD as illustrated in Fig. D14). 
To ensure the full development of the probability distribution (smooth distribution), but avoid 
ambiguous interpretations, uncertainty threshold was considered as appropriate the following criteria 
were fulfilled: 
1. To ensure a ‘fully developed’ behavioural process parameter range (the ‘plateau’ is reached) an 
insignificant difference in behavioural process parameter range between the tested uncertainty 
threshold and a 0.1 SD higher uncertainty threshold was required. A change of <10% of the max, 
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min and most probable a, b, c for at least six out of the nine parameters (max, min, most probable 
for each process parameter a, b and c) was consider insignificant. 
2. To ensure a relatively smooth distribution of behavioural process parameters when binning the 
behavioural process parameter population into 15 bins, the number of behavioural models 
obtained at the tested uncertainty threshold was required to be large enough (> 100 behavioural 
models relative smoothness was achieved). 
3. If multiple uncertainty thresholds fulfilled the above criteria, the lowest of these uncertainty 
thresholds was considered as appropriate to minimize the risk of ambiguous behavioural process 
parameter ranges. 
 
Figure D14:  Effect of uncertainty threshold on the behavioural process parameter range 
D3.5 Effect of number of MC runs on behavioural hydrochemistry-time relationships 
When assessing the effect of MC runs on the behavioural process parameter range (illustrated in Fig. 
D15), no significant differences in model outcome (i.e. behavioural hydrochemistry-time relationships) 
were observed when using 1 million or 0.9 million MC runs. With 0.7 million MC runs no significantly 
different hydrochemistry-time relationships were obtained, except for oxic sites, where a significant 
change in appropriate uncertainty threshold resulted in significantly different behavioural process 
parameter ranges. Based on these findings, 1 million MC runs were used throughout this study. 
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Figure D15:  Differences in behavioural process parameter range when using 0.7, 0.9 and 1 million (in legend referred to as million) MC runs for Na, Ca, Si and TDS 
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D3.6 Effect of binning on the probability distribution of behavioural hydrochemistry-PT 
relationships 
The effect of binning and the number of bins on the shape of the process parameter distribution is 
illustrated in Fig. D16 shows that five bins were too few (lumps information together), 30 bins were 
too many (individual information counts more so that the shape of distribution was lost) and best 
results were obtained with 10 to 20 bins. Based on these findings 10 bins are used throughout this 
study. 
5 bins: 
 
10 bins: 
 
20 bins: 
 
30 bins: 
 
Figure D16:  Probability distribution of 100 binned behavioural models when using 5, 10, 20 or 30 bins 
D3.7 Determination of equivalent piston flow time 
The time dependent mixing function and hydrochemistry-PT relationships overlay (convolve), see Eqn. 
6-1 in Chapter 6. The time equivalent to piston flow time can be determined as the mean of these 
convolved functions. An example is given in Eqn. D6 and D7 using the EPM and a logarithmic 
hydrochemistry-PT relationship. The convolved functions of LPM and kinetics are normalized by their 
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integral to obtain a probability function (all add up to 1) (Eqn. D6). The mean time is then simply the 
time at probability 0.5 (50%) (Eqn. D7). 
𝑐𝑜𝑛𝑣𝑜𝑙𝑣𝑒𝑑 𝑝𝑟𝑜𝑏𝑎𝑏𝑎𝑖𝑙𝑖𝑡𝑦 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 = ∫
𝐸𝑃𝑀∗𝑎𝑡𝑏
∫ (𝐸𝑃𝑀∗𝑎𝑡𝑏)
∞
0
∞
0
 ,     Eqn. D6 
where EPM symbolizes the exponential piston flow model (Eqn. C1), 𝑎𝑡𝑏is the logarithmic kinetics with 
variable a, b and time t.    
𝑐𝑜𝑛𝑣𝑜𝑙𝑣𝑒𝑑 𝑝𝑟𝑜𝑏𝑎𝑏𝑎𝑖𝑙𝑖𝑡𝑦 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛(𝑀𝑅𝑇𝑃𝑀 𝑒𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡) = 0.5    Eqn. D7 
D4 Detailed results on constrained age information with hydrochemistry-time 
relationships 
In the following summary figures that illustrate the inferred behavioural process parameters and age 
information when using unconstrained/floating age information and tracer-inferred age information 
are presented to support the results summarized in the main part of the publication.  
D4.1 Inferred hydrochemistry-time relationships 
Figure D17 illustrates the behavioural process parameter population for a, b and c inferred when using 
tracer-inferred age information. Figure D18 and D19 illustrate the behavioural process parameter 
populations when using unconstrained/floating age information and the DM and PEM (results using 
the EPM are illustrated in the main part of the publication). Table D12 contains detailed information 
on the number of behavioural models and uncertainty threshold when using unconstrained age data 
and any of the three LPM types (EPM, DM, PEM). 
 
 
Figure D17:  Behavioural process parameter ranges when using age information inferred from tritium, bars indicate the most 
probable inferred process parameters and error bars indicate the maximum and minimum inferred process parameters; * 
aquifer layer specific analysis excluded Well 9 from the dataset 
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Figure D18:  Behavioural process parameter a inferred when using unconstrained age information using and the EPM, DM 
and PEM; bars illustrate the most likely value for a and the errors bars illustrate the max and min of a (i.e. its uncertainty 
range); * aquifer layer specific analysis excluded Well 9 from the dataset 
Table D12: Determined (most appropriate) uncertainty threshold and number of behavioural models when using 
unconstrained age information and the LPMs EM, DM and PEM at different groundwater environments 
 Oxic sites Anoxic sites Anoxic sites layer * All sites All sites layer* 
 PEM EPM DM PEM EPM DM PEM EPM DM PEM EPM DM PEM EPM DM 
Si 
2.7 
(109) 
2.7 
(105) 
2.7 
(121) 
3.9 
(118) 
4 (122) 
4.2 
(163) 
3  
(104) 
3.2 
(109) 
3.3 
(108) 
5 (93) 5 (67) 5 (63) 
4.6 
(104) 
4.8 
(148) 
4.9 
(188) 
Na 
2.3 
(203) 
2.1 
(107) 
2.2 
(115) 
4.3 
(181) 
4.1 
(102) 
4.2 
(110) 
3.5 
(148) 
3.4 
(109) 
3.4 
(111) 
4.5 
(135) 
4.5 
(131) 
4.8 
(187) 
4   
(105) 
4.1 
(137) 
4.2 
(124) 
Ca 
3.1 
(1492) 
3.1 
(1498) 
2.8 
(256) 
3.7 
(161) 
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Figure D19:  Behavioural b and c with unconstrained age information using the EPM, DM and PEM; * aquifer layer specific 
analysis excludes Well 9 from the dataset 
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D4.2 Inferred age information 
The constraining of the tracer-inferred age parameters (MRT and E/PM min, max and best) when 
inferred from hydrochemistry is illustrated in Fig. D20. It can be seen that E/PM min was most 
constrained, followed by MRT min. This may be due to the tracer-inferred min(E/PM) and min(MRT) 
are in most cases close to or at 0. Figure D21 illustrates the average change (constraining) of the 
unconstrained age parameters (MRT and E/PM min, max and best) when inferred from hydrochemistry 
when using the DM, EPM and PEM.  
 
Figure D20:  Relative constraining of the age parameters at different locations (UPPER) and for each hydrochemistry 
parameter (LOWER), * ambiguous age estimation inferred from tritium 
 
 
Figure D21:  Average change in age estimation with each hydrochemistry parameter when using unconstrained age and the 
EPM, DM and PEM; E/PM stands for the mixing parameter of any LPM type 
Figure D22 and D23 illustrate the range in change (max-min) of the age information and the most 
probable age information when using unconstrained age information and the DM and PEM, 
respectively (results obtained with the EPM are illustrated in the main part of the paper). 
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Figure D22:  Range in change (max-min) of age estimation with each hydrochemistry parameter when using unconstrained 
age and the DM; DP stands for dispersion parameter 
 
Figure D23:  Range in change (max-min) of age estimation with each hydrochemistry parameter when using unconstrained 
age and the PEM; P/EM stands for the ratio of sampled to total volume 
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D4.3 Including/excluding tritium/hydrochemistry 
Table D13 shows the correlation matrix of the most likely MRT and E/PM, uncertainty in tracer-inferred 
MRT and E/PM hydrochemistry and the constraining of the age estimation when replacing unstrained 
age data with tritium-inferred age at one site (∆𝜀%(𝐸/𝑃𝑀)ℎ𝑐 and 𝜀%(𝑀𝑅𝑇)ℎ) and when replacing 
tritium-inferred age with unconstrained age at one site (∆𝜀%(𝐸/𝑃𝑀)𝑡 and ∆𝜀%(𝑀𝑅𝑇)𝑡). Data are 
presented as average correction coefficient, i.e. the average of correlation coefficients when using Na, 
Si, K, Cl and TDS. Table D13 indicates that the tracer-inferred age information (at one point in the 
dataset) would need to be relatively well constrained and in the older age range to successfully 
constrain the hydrochemistry-inferred age estimation absolutely (and constrain uncertainty in the 
MRT inferred from hydrochemistry further). These findings were supported by the correlation of 
∆𝜀%(𝐸/𝑃𝑀)𝑡 ,∆𝜀%(𝑀𝑅𝑇)𝑡, with uncertainty in tracer-inferred MRT (statistically significant) and 
E/PM (statistically insignificant). 
Table D13: Correlation matrix of tracer-inferred LPM parameters (i.e. uncertainty in MRT and E/PM and most likely MRT and 
E/PM) and the constraining of the MRT and E/PM with the aid of hydrochemistry when replacing unstrained age at one site 
with tritium-inferred age and tracer-inferred (∆𝜀%(𝐸/𝑃𝑀)ℎ and ∆𝜀%(𝑀𝑅𝑇)ℎ) and when replacing tritium-inferred age at 
one site with unconstrained age (∆𝜀%(𝐸/𝑃𝑀)𝑡 and ∆𝜀%(𝑀𝑅𝑇)𝑡); a correlation coefficient of > 0.55 is considered as 
statistically significant at 80% confidence 
Correlation 
matrix  
Un-
certainty
* in MRT  
Most 
likely 
MRT  
Un-
certainty
* in E/PM  
Most 
likely 
E/PM  
∆𝜺% 
 (𝑴𝑹𝑻)𝒉𝒄 
∆𝜺% (𝑬/
𝑷𝑴)𝒉𝒄 
∆𝜺% 
 (𝑴𝑹𝑻)𝒕 
∆𝜺%  (𝑬/
𝑷𝑴)𝒉𝒄 
All behavioural hydrochemistry-PT relationships 
Uncertainty* 
in MRT  1        
most likely 
MRT  -0.17 1       
Uncertainty* 
in E/PM  0.75 -0.72 1      
most likely 
E/PM  -0.32 0.02 -0.17 1     
∆𝜺%(𝑴𝑹𝑻)𝒉𝒄 0.44 0.03 0.22 -0.57 1    
∆𝜺%(𝑬/𝑷𝑴)𝒉𝒄 0.26 -0.60 0.63 0.29 -0.01 1   
∆𝜺%(𝑴𝑹𝑻)𝒕 -0.92 -0.14 -0.49 0.26 -0.50 -0.04 1  
∆𝜺%(𝑬/𝑷𝑴)𝒕 -0.10 -0.02 -0.21 0.00 -0.05 -0.55 0.08 1 
Only considering positive hydrochemistry-PT relationships 
Uncertainty* 
in MRT  1        
most likely 
MRT  -0.17 1       
Uncertainty* 
in E/PM  0.75 -0.72 1      
most likely 
E/PM  -0.32 0.02 -0.17 1     
∆𝜺%(𝑴𝑹𝑻)𝒉𝒄 0.58 -0.24 0.47 -0.59 1    
∆𝜺%(𝑬/𝑷𝑴)𝒉𝒄 0.27 -0.60 0.65 0.29 0.07 1   
∆𝜺%(𝑴𝑹𝑻)𝒕 -0.91 -0.15 -0.47 0.25 -0.53 -0.04 1  
∆𝜺%(𝑬/𝑷𝑴)𝒕 -0.06 -0.06 -0.15 0.07 0.05 -0.52 0.09 1 
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D4.4 Constraining of inferred hydrochemistry of recharge with known relationships of 
hydrochemistry parameters 
In the following the relationships found between K, Cl, Na, Si and/or TDS to explain Ca are presented 
including relevant statistics. All found relationships were statistically significant at the 95% confidence 
level (with p<0.05 using the ANOVA test). 
For all sites: Ca = -1.40393 + 0.233872*TDS - 0.922262*Na 
R2 = 81.6385 %; R2 (adjusted for d.f.) = 78.5783 %; Standard Error of Est. = 1.96054; Mean absolute 
error = 1.42839; Durbin-Watson statistic = 1.7671 (P=0.3732); Lag 1 residual autocorrelation = 0.05415 
For all sites excluding Well 9:  Ca = -0.214764 + 0.228489*TDS - 0.119278*Si - 0.835252*Na 
R2 = 82.1731 %; R2 (adjusted for d.f.) = 77.3112 %; Standard Error of Est. = 2.01769; Mean absolute 
error = 1.39374; Durbin-Watson statistic = 1.6832 (P=0.3093); Lag 1 residual autocorrelation = 
0.0737961 
For oxic sites: Ca = -0.733212 + 0.246418*TDS - 1.38501*K - 0.120043*Si - 0.795653*Na 
R2 = 82.4666 %; R2 (adjusted for d.f.) = 75.4532 %; Standard Error of Est. = 2.09868; Mean absolute 
error = 1.44997; Durbin-Watson statistic = 1.68259 (P=0.3206); Lag 1 residual autocorrelation = 
0.0718791 
For anoxic sites (including and excluding Well 9): Ca = -9.62105 + 0.061941*TDS - 0.0340028*Si - 
0.4399*Na + 1.17042*Cl 
R2 = 91.0283 %; R2 (adjusted for d.f.) = 87.4397 %; Standard Error of Est. = 1.50124; Mean absolute 
error = 0.921459; Durbin-Watson statistic = 2.4997 (P=0.8367); Lag 1 residual autocorrelation = -
0.268624 
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