Standard sector classification frameworks present drawbacks that might hinder portfolio manager. This paper introduces a new non-parametric approach to equity classification. Returns are decomposed into their fundamental drivers through Independent Component Analysis (ICA). Stocks are then classified according to the relative importance of identified fundamental drivers for their returns. A method is developed permitting the quantification of these dependencies, using a similarity index. Hierarchical clustering allows for grouping the stocks into new classes. The resulting classes are compared with those from the 2-digit GICS system for U.S. blue chip companies. It is shown that specific relations between stocks are not captured by the GICS framework. The method is applied on two different samples and tested for robustness. JEL: G11, G19
Introduction
The primary objective of equity classication is facilitate for ecient diversication and consequently, reduce the exposure of a portfolio to specic risk, by summarizing the overall equity landscape. Studies of common characteristics in equity returns have resulted in the introduction of various criteria for the classication of equity into grand classes, based on within class homogeneity. Style, industry aliation, and geographical location are among the most popular criteria in use. This paper proposes a new approach to equity classication using nonparametric estimation based on the non-Gaussianity of nancial returns, without an a-prior denition of the classication criteria.
Financial returns depend on a large variety of factors and present heavy tails, leptokurtosis and asymmetry (Kon, 1984; Mills, 1985; Peiro, 1999 ; Premaratne and Bera, 2000; Patton, 2004) . Criteria for grouping stocks should endeavor to include statistical and nancial economic properties, i.e. nonnormality and the dependence upon fundamental drivers. Most methods in use x the criteria used to cluster equity and lack exibility to adapt to changing economic circumstances. For instance the evolution of the business activities, within a given industry, is usually ignored. Additionally, stock returns show signicant non-Gaussianity, implying that statistical clustering methods using the normality hypothesis such as using Pearson's correlation as a distance measure, will be less accurate.
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Through signal decomposition the non-Gaussian characteristics of equity returns are extracted and serve as the pillar for the presented equity classication method. The method therefore hinges upon two essential aspects: Firstly extracting non-Gaussian characteristics of stock returns through Independent Component Analysis. Secondly, using these characteristics in classifying the considered stocks based on their dependence upon the extracted characteristics. Independent Component Analysis (ICA) introduced by Jutten and Herault (1986, 1991) and Comon (1994) , and Hyvärinen and Oja (1997) , has proven to be very successful in letting data express their hidden structure.
It provides a representation of the joint co-movement of multivariate data as a linear combination of sources, estimated under the condition of maximal stochastic independence. The technique has been applied in a variety of elds including brain imaging (Vigario et al., 1998 and 2000) and telecommunication (Cristescu et al., 2000) , and in nance as a noise reduction tool by Back and Weigend (1997) or for the construction of factor models by Chan and Cha (2000) and Vessereau (2000) .
The method presented in this paper shares common grounds with equity classication using statistical decomposition methods and clustering techniques (Elton and Gruber, 1970; Farrell, 1974 ; Brown and Goetzman, 1997; Kao and Schumaker, 1999) . It therefore endeavors to identify relationships between stocks of dierent sectors. Industry aliation is shown by Connor The remainder of this paper is structured as follows. In section 2, a full description of the methodology is given. In section 3, the selected data are presented. Section 4 discusses the empirical results which are tested for ro-6 bustness. A conclusive summary is given in the last section.
Methodology
The methodology used in this paper has three parts. First non-Gaussian and statistically independent components are extracted from stock returns. This task is performed through an ICA algorithm. Second, retrieved independent components are sorted by their importance to each stock. The same n components are present in each of the n stocks, though with varying importance.
Only some of these independent components are considered signicant. However, they are not consistently the same ones for each stock. The essence of this classication system therefore lies in nding the common signicant components of each stock. Thirdly, after selecting a limited number of signicant components (retained components) for each stock, it is possible to compute a distance measure between the stocks. This measure, based on the number of common components, quanties the shared dependence upon specic non-Gaussian characteristics two stocks have in common. It can be seen as a correlation metric, however, avoiding the normality hypothesis and using the true distribution of stock returns. Clusters are then formed using the computed distance. Dunn's index is used to assess the quality of the obtained clusters.
First
Step: Extracting non-Gaussian components Consider a group of n equity returns, r 1 , .., r n , observed during m periods with t = 1, .., m. The n series of length m are piled up in an n × m matrix, R = (r it ), where r it is the value of r i observed at time t. ICA decomposes R into n statistically independent series, s 1 , .., s n , called independent components, using the following linear decomposition:
where S = (s it ) is an n×m matrix with rows corresponding to the independent components, and W = (w ij ) is an n × n weighting matrix. Each equity return series is therefore expressed as a weighted sum of n independent components.
Matrix R is the only observable element from which W and S have to be Once the n independent components are extracted from the n stocks and weighted they need to be sorted. For each stock a sorted list of n weighted independent components is constructed based upon the same unique list of n independent components. The independent components have dierent importance for the returns of each stock. Only part of the events included in the dierent components are relevant for a particular stock. The independent components will therefore carry stock specic weights. These weights are however insucient to give a denitive order to the components. As a stock is reconstructed by cumulatively summing up its weighted independent components, the total reconstructed information will vary with each new member. for stock i, which is initially empty. Letū (i) be the series of weighted and unsorted independent components which initially contains all n weighted independent components. The jth weighted independent component be dened
The reconstruction error between the stock and the p summed up independent components is dened as,
where,x
The optimal order of the independent components for a stock i is found by minimizing,v
When the minimum is found,ū (i) k is removed from the listū (i) .
As the data used includes noise and as a satisfactory reconstruction of the stocks can only be achieved using a fraction of the n independent components, q independent components will be retained for the analysis. Back and Weigend (1997) used four components (out of twenty-eight, in their case) to achieve satisfactory reconstruction of the data. In this analysis a variable number of components is considered for each stock. The MSE criterion is computed for each stock and each component added. For each stock the number of retained components is dependent upon the rapidity with which the MSE declines towards the set threshold of 0,1.
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The rst q independent components of each seriesV n = (v (i) ) are retained for each stock. These components represent the fundamental drivers on which stocks depend the most. Determining the intersections between these groups of components for each stock enables us to quantify the common dependence between stocks on these fundamental drivers.
Second
Step: Similarity Index
Using the tripartite similarity index by Tulloss (1997) we quantify the similarity between two stocks r i , r j as the value t r i, r j piled up into the nxn matrix
T = (t r i, r j ). (see appendix B). Tulloss index quanties the intersection between
two lists of sorted independent components. As these components represent non-Gaussian eects and their relative importance to the reconstruction of the considered stocks, the index can be seen as a non-parametric correlation coecient representing common non-Gaussian eects. In practice it takes into account both the size of the intersection and the number of components present in one but not in the other list. As the length of the lists of components is variable across stocks, this index shows signicant advantages, for instance, rank correlations.
At this stage, each stock in the sample has been dissected into its fundamental drivers, the independent components. The stocks have then been reconstructed in order to identify which components matter most to each stock. The intersection between the lists of ordered components is then found in order to quantify the common dependence of the stocks upon the same n independent components.
Third
Step: Stock Clustering
The third step involves grouping the securities. Using hierarchical clustering, the test sample is formally rearranged into an optimal number of subsets. Hierarchical clustering is based upon the notion of successively combining all stocks into groups. This method enables us to follow the dependencies be- 
Based on the similarity index the stocks are successively grouped into increasingly larger groups. The clustering yields a tree-like structure in which the distance between the clusters is indicated by the height of the branches. The procedure is repeated for a variable number of nal partitions, assessing each 13 time the quality of the groups using Dunn's index (Dunn, 1973 ). Dunn's index is dened as,
where dist is the minimal distance between two elements of two dierent clusters and diam is the maximal diameter of a cluster. Dunn's index is used to assess the cohesiveness of the found groups and should therefore be maximized.
In our case however, the index is minimized as the distance and diameter are computed using the similarity index and not a traditional measure such as the Euclidean distance. 
where P it is the closing price of security i on day t. The S&P100 index comprises only U.S. blue chip corporations representing the ten 2-digit GICS industrial sectors. Two companies (Lucent Technologies and HCA) had to be excluded as their stocks did not remain publicly traded over the entire considered period. Table 1 gives a full list of the selected stocks, together with their GICS class, the empirical moments and the results for the Jarque-Bera normality statistic. Table 1 shows that the returns are not normally distributed.
Excess kurtosis is very much present.
The period under study is representative of a global economic expansion driven principally by strong economic growth of which, for the rst time in history, almost every country proted. In the U.S. a signicant increase in consumption, now reaching nearly 70% of GDP, drove the economic expansion. Finally, all stocks are positively correlated. This is of course to be expected as all companies are U.S. blue chip companies and among the largest in the nation. At the same time, it implies that a relatively strong market tendency is present, something that most certainly will have an inuence on the found independent components.
Empirical Results and Robustness Test
The approach in the current paper diers greatly from the system that led to the construction of the GICS classes. Still some correspondence should be present between the classes dened in the GICS framework and those found here. A number of companies do have strong links based on their end products and production processes and therefore should be part of the same cluster. In this same area the correlation matrix indicated sector-like dependencies.
The result of clustering according to this similarity matrix will therefore most probably have two characteristics. Firstly, the cohesion inside GICS sectors will probably be less important and be substituted for larger dependencies outside the sectors. Secondly, a number of companies will be clustered alone or in very small groups as they show relative independence on a general level.
Hierarchical Clustering
In order to identify which dependencies exist between the analyzed companies and how each of them relate to the others, a hierarchical clustering system is 
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the distance between the clustered stocks or groups. Table 2 gives the list of the companies grouped in each of the 20 clusters.
In this nal classication a larger number of companies is clustered independently while others show strong relations with companies outside their GICS sectors. The largest cluster is the second one in Table 1 comparing these last results to the GICS framework, two main observations emerge. First, the end product and production clustering in the GICS framework seems to be a reasonable criterion up to a certain extent. Non-parametric similarities lead to the same kind of dependence among a large portion of the stocks considered. The end product criterion inuences investors and will have the eect of grouping stocks together. But it is, however, insucient to reveal the real dependencies. Secondly, the notion of industry group is less present in our clusters. Instead, companies are grouped into much larger or much smaller groups. Notoriety, like the case of Heinz and Coca-Cola, also inuences the formation of clusters.
Our classication helps tackling the question of winning industry versus winning rm. In the 1990's, investors were looking for sectors outperforming others. Nowadays, this notion has less importance as it seems individual companies can outperform an entire sector. These rms are aected by dierent non-Gaussian eects than most of the companies inside their GICS class.
The conclusions drawn from the hierarchical clustering are instructive. 
Robustness Tests
In order to investigate the robustness of the classication presented in this paper, the S&P sample was split into two equal sub-samples. Each sub-sample has 47 rms representing each GICS sector. Each sample has the same number of companies for each GICS class. Independent components are re-estimated and the similarity index is calculated. The two sub-samples are than clustered into twenty clusters, again an optimal number of clusters, using hierarchical clustering. The results can be found in Figure 6 and Table 3 The results for sub-sample 1 are presented in Figure 6 and Table 3 . The conclusions found for the rst sub-sample are also true for the second sub-sample in Figure 7 and Table 4 
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The GICS framework classies stocks according to end products, production processes and investor perception of the rms. It has received increasing attention, in particular among practitioners. The GICS framework is taken ans a benchmark in our study.
Given the non-Gaussian nature of equity returns, as indicated among others by (Kon, (1984) ; Mills, (1985) ; Peiro, (1999); Premaratne and Bera, (2000) and Patton, (2004)), fundamentals driving equity returns can be retrieved by Independent Component Analysis. All particular dependencies, whether situated in the tail or, e.g., in the asymmetry of the distribution are taken into account. Retrieving similarity between sets of components that have the highest inuence in the reconstruction of the considered stock is the basis of the approach described here.
Clustering stocks using the method presented in this paper has several advantages. First, the method depends only on stock returns and their characteristics while being non-parametric. This implies exibility and adaptability.
The dependencies are not rigid in time and take into account the situation and the dependencies between stocks as they are perceived by the market. When a crises strikes a number of companies or an entire sector, the possible contagious eects, expressed in non-Gaussian dependencies between stocks will be captured and integrated into the mechanisms for grouping equity. When a portfolio is set up to avoid the eects of crises, as suggested by Brière and Szafarz (2008) for a bond portfolio, rebalancing it could be prevented. How-ever when major dependency shifts occur, the stability of equity clusters as a whole might be considerably reduced. New data change the dependency structure and thus the clusters. With our method, practitioners have a tool
to accommodate for such situation. When constructing a portfolio, or when it is rebalanced in the face of changing economic or market conditions, portfolio managers should certainly consider the advantages the present method oers.
Comparing this new method to the traditional GICS framework some differences are noted. The clustering analysis has shown that GICS captures non-Gaussian dependency structures in S&P 100 stocks. However, it falls short due to its is its inability to quickly adapt to changing market realities.
As a crisis might spread from one rm to another, from one sector to another, our method oers the possibility to group stocks based on their non-Gaussian dependence. The GICS framework can thus be seen as good foundation on which to build an initial analysis of the market and the potential portfolios that can be constructed. But before deciding in which stocks to invest it would indeed be wise to cluster the considered universe using the above presented method.
Some elements could still be improved in order to gain accuracy in the sorting algorithm. Independent components tend to capture very specic events common to a number of companies. In order to gain additional stability of the system, higher frequencies could be removed from the returns using lters before performing ICA. Medium term and trend eects would in that case de-termine the nature of the independent components and ultimately the nature of the groups. These ltered components would be more stable over time, as it is likely that stock returns are aects by only a small set of stock specic effects. Consequently, the clusters found would remain more similar over time. A number of components explaining the cross-section of the returns is identied,
i.e., components representing the market, which are subsequently separated from those representing more idiosyncratic events. Clustering methods using only stock specic components could be the result of such amelioration's.
The here presented method could be applied to other areas of nance.
Dependencies in real estate markets or between property types is a possible The present paper suggests that sectors change with the conjuncture. Economic changes lead to variations in the coherence of industry sectors, as dened by for instance the GICS framework. Our empirical results show indeed that a small number of sectors exhibit real coherence, such as the Financial sector, however, even these entities seem rarely independent. The conclusion is that either the sector should be considered as variable entities, or the number of sectors should be adjusted to those showing real cohesion complimented by vast group of non-specied companies.
Globally, a valid way of grouping equities into classes should be to limit The three functions determine a cost for the number of components the two series share, the number of components they do not share and the dierence in length of the two series that are compared. These features greatly increase the accuracy of the index. The index always has a value greater or equal to zero and smaller or equal to one, with zero when no similarity is discovered and one when the two series are equal. Once the cost function is applied, a distance matrix T = (t r i ,r j ) is obtained. t r i ,r j quanties the distance in terms of dependence on similar independent components between stock i and stock j.
