Abstract. The exact enumeration of most interesting combinatorial problems has exponential computational complexity. The finite-lattice method reduces this complexity for most two-dimensional problems. The basic idea is to enumerate the problem on small finite lattices using a transfer-matrix formalism. Systematically grow the size of the lattices and combine the results in order to obtain the desired series for the infinite lattice limit. We have developed a parallel algorithm for the enumeration of polyominoes, which are connected sets of lattice cells joined at an edge. The algorithm implements the finite-lattice method and associated transfer-matrix calculations in a very efficient parallel setup. Test runs of the algorithm on a HP server cluster indicates that in this environment the algorithm scales perfectly from 2 to 64 processors.
Introduction
The enumeration of polyominoes is a classical combinatorial problem [1] . A polyomino is a connected set of lattice cells joined at their edges. The fundamental problem is the calculation (up to translation) of the number of fixed polyominoes, a n , with n cells. If we also take into account rotation and reflection symmetries we arrive at free polyominoes. Thus 22 and 2 2 count as different fixed polyominoes, but they are the same free polyomino, while 2 2 isn't a polyomino because the two cells don't share an edge. The enumeration of polyominoes has traditionally served as a benchmark for computer performance and algorithm design [2] [3] [4] [5] [6] [7] [8] [9] .
Polyominoes are closely related to lattice animals. A site animal can be viewed as a finite set of lattice sites connected by a network of nearest neighbor bonds. Polyominoes are thus identical to site animals on the dual lattice. In the physics literature lattice animals are often called clusters due to their close relationship to percolation problems [10] . Series expansions for various percolation properties, such as the percolation probability or the average cluster size, can be obtained as weighted sums over the number of lattice animals, g n,m , enumerated according to the number of sites n and perimeter m [11] .
It has been proven [12] that the number of polyominoes grows exponentially lim n→∞ n −1 ln a n = sup n>0 n −1 ln a n = λ
where λ is the growth constant. The best numerical estimate, based on an analysis of the series for the generating function up to order 46, is λ = 4.062570(8) [13] , while rigorous lower and upper bounds shows that 3.903184 . . . ≤ λ ≤ 4.649551 . . ., where the lower bound was derived in [13] from the aforementioned series using a method developed by Rands and Welsh [14] and the upper bound is due to Klarner and Riverst [15] . It is generally believed, though not rigorously proven, that there is a power-law correction to the exponential growth
where θ is called the entropic exponent. It is generally believed [16] from theoretical arguments that θ = 1, a prediction, which is overwhelmingly supported by the available numerical evidence [13] .
As with most interesting unsolved combinatorial problems the enumeration of polyominoes is of exponential computational complexity. That is the time T (n) required to calculate the first n terms grows like T (n) ∝ κ n . The finite-lattice method (FLM) reduces the value of κ for two-dimensional problems. The basic idea is to enumerate the problem on small finite lattices using a transfer-matrix (TM) formalism. Systematically grow the size of the lattices and combine the results in order to obtain the desired series for the infinite lattice limit.
Sykes and Glen [11] calculated g n,m up to n = 19 on the square lattice, and thus obtained the number of polyominoes, a n = m g n,m , to the same order. Redelmeier [4] presented an improved algorithm for the enumeration of polyominoes and extended the results to n = 24. This algorithm was later used by Mertens [6] to devise an improved algorithm for the calculation of g n,m and a parallel version of the algorithm appeared a few years later [7] . All of the above algorithms were variations on direct counting and their computational complexity thus grows as T (n) = λ n . A major advance was obtained by Conway [8] who used the FLM to calculate a n and numerous other series up to n = 25 [17] . For this algorithm the computational complexity was T (n) = 3 n/2 . In unpublished work Oliveira e Silva [18] used the parallel version of the Redelmeier algorithm to extend the enumeration to n = 28. In [9] we used an improved version of Conway's algorithm to extend the enumeration to n = 46. This improved algorithm has complexity T (n) = κ n/2 with κ ≃ 2. Knuth [19] improved the algorithm somewhat further and managed to obtain one further term.
In this paper we describe a parallel implementation of the TM algorithm for the enumeration of polyominoes. The algorithm implements the finite-lattice method and associated transfer-matrix calculations in a very efficient parallel setup. Test runs of the algorithm on a HP server cluster indicates that in this environment the algorithm scales perfectly from 2 to 64 processors.
Enumeration of polyominoes
The method we use to enumerate polyominoes on the square lattice is based on the method used by Conway [8] for the calculation of series expansions for percolation problems, and is similar to methods devised by Enting for enumeration of self-avoiding polygons [20] . In the following we give a brief description of the algorithm used to count polyominoes. We then give some details of the parallel version of the algorithm.
Transfer matrix algorithm
The number of fixed polyominoes that span rectangles of width W and length L are counted using a transfer matrix algorithm. By combining the results for all W × L rectangles with W ≤ W max and W + L ≤ 2W max + 1 we can count all polyominoes up to N max = 2W max . Due to symmetry we only consider rectangles with L ≥ W while counting the contributions for rectangles with L > W twice. The maximal size N max up to which one can count the number of polyominoes is limited by the available computational resources. The transfer matrix technique involves drawing an intersection through the rectangle cutting through a set of W cells. Polyominoes in rectangles of a given width are counted by moving the intersection so as to add one cell at a time, as shown in figure 1. For each configuration of occupied or empty cells along the intersection we maintain a truncated generating function for partially completed polyominoes. Each configuration can be represented by a set of states S = {σ i }, where the value of the state σ i at position i must indicate first of all if the cell is occupied or empty. An empty cell is simply indicated by σ i = 0. Since we have to ensure that we count only connected graphs more information is required if a cell is occupied. We need a way of describing which occupied cells along the intersection are connected to one another via a set of occupied cells to the left of the intersection. The most compact encoding of this connectivity is [8] Configurations are read from the bottom to the top. As an example the configuration along the intersection of the partially completed polyomino in figure 1 is S = {102023404}.
Pruning In the original approach [8] polyominoes were required to span the rectangle only length-wise and polyominoes of width ≤ W and length L were counted several times. It is however easy to obtain polyominoes of width exactly W and length L from such data [20] . In our algorithm we directly enumerate polyominoes of width exactly W and length L. At first glance this would appear to be inefficient since for many intersection configurations we now have to keep 4 distinct generating functions depending on which borders have been touched. However, as demonstrated in practice [9] it actually leads to an algorithm which is both exponentially faster and whose memory requirement is exponentially smaller. Realizing the full savings in time and memory usage require enhancements to the original algorithm. The most important is what we call pruning. This procedure allows us to discard most of the possible configurations for large W because they only contribute to polyominoes of size greater than N max . Briefly this works as follows. Firstly, for each configuration we keep track of the current minimum number of cells N cur already inserted to the left of the intersection. Secondly, we calculate the minimum number of additional cells N add required to produce a valid polyomino. There are three contributions, namely the number of cells required to connect all sections of the partially completed polyomino, the number of cells needed (if any) to ensure that the polyomino touches both the lower and upper border, and finally the number of steps needed (if any) to extend at least W cells in the length-wise direction (remember we only need rectangles with L ≥ W ). If the sum N cur + N add > N max we can discard the partial generating function for that configuration, and of course the configuration itself, because it won't make a contribution to the polyomino count up to the size we are trying to obtain.
The updating rules In Table 1 we have listed the possible local 'input' states and the 'output' states which arise as the kink in the intersection is propagated by one step. The most important cell on the intersection is the 'lower' one situated at the bottom of the kink (the cell marked with the second '2' (counting from the bottom) in figure 1 ). This is the position in which the lattice is being extended. Obviously the new cell can be either empty or occupied. The state of the upper cell (the cell marked '3' in figure 1) is likely to be changed as a result of the move. In addition the state of a cell further afield may have to be changed if a branch of a partially completed polyomino terminates at the new cell or if two independent sections of a partially completed polyomino join at the new cell. Details of how these updating rules are derived can be found in [9] . Here a few comments will have to suffice.
10: The lower cell is an isolated occupied cell and the new cell can be empty only if there are no other occupied cells on the intersection (otherwise we generate graphs with separate components) and if both the lower and upper borders have been touched. The result are valid polyominoes and the partial generating function is added to the total polyomino generating function. 14: This situation never occurs. The upper cell is last among a set of occupied cells, so the cell immediately to its left is also occupied, this in turn is connected to the lower cell, which therefore cannot be an isolated cell. 20: The lower cell is first among a set of occupied cells, so if the new cell is empty, another cell in the set changes its state. Either the first intermediate cell becomes the new first cell, and its state is changed from 3 to 2, or, if there are no intermediate cells, the last cell becomes an isolated cell, and its state is changed from 4 to 1. This relabeling of a matching cell is indicated in Table 1 Computational complexity The algorithm has exponential complexity, that is the time required to obtain the polyominoes up to size n grows exponentially with n. Time and memory requirements are basically proportional to the maximum number of distinct configuration generated during a calculation. In [9] we s showed that the maximal number of configurations, N Conf , grows with W max as N Conf ∝ κ Wmax , and from the numerical data we estimated that κ is a little larger than 2. Note that this is much better than a direct enumeration in which time requirements are proportional to the number of polyominoes and therefore has the growth constant, λ ≃ 4.06 . . ., of polyominoes. The price we have to pay is that the memory requirement also grows exponentially like N Conf , whereas in direct enumerations the memory requirement grows like a polynomial in n.
Further details The integer coefficients occurring in the calculation become very large so we used modular arithmetic [21] . This involves performing the calculation modulo various integers p i and then reconstructing the full integer coefficients at the end. The p i are called moduli and must be chosen so they are mutually prime. The Chinese remainder theorem ensures that any integer has a unique representation in terms of residues. Since we are using a heavily loaded shared facility CPU time was more of a immediate limitation than memory and secondly more memory was used for the data required to specify the configuration and manage the storage than for storing the actual terms of the generating functions. So we used the moduli p 0 = 2 62 and p 1 = 2 62 − 1, which allowed us to represent a n correctly using just these two moduli.
Parallelization
In the past decade or so parallel computing has become the paradigm for high performance computing. The early machines were largely dedicated MPP machines which more recently have been superceded by clusters. The transfermatrix algorithms used in the calculations of the finite lattice contributions are eminently suited for parallel computations.
The most basic concerns in any efficient parallel algorithm is to minimise the communication between processors and ensure that each processor does the same amount of work and use the same amount of memory. In practice one naturally has to strike some compromise and accept a certain degree of variation across the processors.
One of the main ways of achieving a good parallel algorithm using data decomposition is to try to find an invariant under the updating rules. That is we seek to find some property about the configurations along the intersection which does not alter in a single iteration. The algorithm for the enumeration of polyominoes is quite complicated since not all possible configurations occur due to pruning and an update at a given set of cells might change the state of a cell far removed as explained above. However, there still is an invariant since any cell not in the kink itself cannot change from being empty to being occupied and vice versa. Only the kink cell can change its occupation status. This invariant allows us to parallelise the algorithm in such a way that we can do the calculation completely independently on each processor with just two redistributions of the data set each time an extra column is added to the lattice. It should be noted that each redistribution results in a global synchronization of the processors.
The main points of the algorithm are summarized below:
1. With the intersection in an upright position distribute the data across processors so that configurations with the same occupation pattern along the lower half of the intersection are placed on the same processor. 2. Do the TM update inserting the top-half of a new column. This can be done independently by each processor because the occupation pattern in the lower half remains unchanged. 3. Upon reaching the half-way mark redistribute the data so that configurations with the the same occupation pattern along the upper half of intersection are placed on the same processor. 4. Do the TM update inserting the bottom-half of a new column. 5. Go back to 1.
The redistribution among processors is done as follows:
1. On each processor run through the configurations to establish the configuration pattern c of each configuration and calculate, n(c), the number of configurations with a given pattern. 2. Calculate the global sum of n(c) on say processor 0. The calculations were performed on the facilities of the Australian Partnership for Advanced Computing (APAC) which is an HP Server Cluster with 125 ES45's each with 4 1 Ghz Alpha chips for a total of 500 processors in the compute partition. The cluster has a total peak speed of 1Tflop. Each server node has at least 4 Gb of memory. Nodes are interconnected by a fat-tree low latency (MPI < 5 usecs), high bandwidth (250 Mb/sec bidirectional) Quadrics network.
In Table 2 we list the time and memory use of the algorithm for N max = 48 at W = 20 using from 1 to 64 processors. The memory use of the single processor job was about 2Gb. As can be seen the algorithm scales perfectly from 1 to 64 processors since the total CPU time (column 2) stays almost constant while the elapsed time is halved when the number of processors is doubled. We expect that the drop in CPU time at 32 or 64 processors is caused by better single processor optimization by the compiler. One would for example expect that the average time taken to fetch elements from memory drops as the problem size on individual processors drops from 2Gb for the computation using a single processor to just under 40Mb for the 64 processor computation. Another main issue in parallel computing is that of load balancing, that is, we wish to ensure that the workload is shared almost equally among the processors. This algorithm is quite well balanced. Even with 64 processors, where each processor uses only about 40Mb of memory, the difference between the processor handling the maximal and minimal number of configurations is less than 10%. For the total number of terms retained in the generating functions the spread is less than 20%. A simple timing of different sub-routines of the parallel algorithm shows that the typical time to do a redistribution is about the same as the average time taken in order to move the kink once. Further on this subject we have listed, in columns 4 and 5, the maximal and minimal 'redistribution cost' (total time spent in the redistribution sub-routine). Firstly we note that the typical overall cost of parallel execution is smaller than 10%, when the per processor problem size is large. As the number of processors is increased we are not surprised to see that the relative cost of parallel execution increases and as the problem becomes less well-balanced we also see an increase in the difference between the maximal and minimal cost of redistribution. Another way of examining the efficiency of the parallel algorithm is to look at a fixed rectangle (in this case a 22 × 22 square) and grow the overall problem size by increasing N max . This means that more and more configurations and terms are retained. By increasing the number of processors we ensured that the problem size handled by individual processors remained relatively stable (we tried to make the number of configurations almost constant). In Table 3 we list the time and memory use of the algorithm as N max is increased from 50 to 56 while using from 4 to 32 processors. Clearly we achieved the goal of keeping the number of configurations fairly constant. The elapsed time also stays fairly constant with changes largely reflecting the changes in workload as the number of configurations and terms increase or decrease. One thing we do note is that the difference between the maximum and minimum number of configurations (and terms) increase significantly with problem size. In particular the difference in the maximal and minimal redistribution costs is markedly increased from the 4 to the 32 processor problem. Obviously this would indicate that there is some scope for further optimization of the parallel algorithm. We have extended the series for square lattice polyominoes up to size 56. The calculations requiring most resources were at widths 22-24. These cases were done using 40 processors and took about 8-10 hours each. The total CPU time required was about 1500 hours per prime. Calculations for each width and prime are totally independent and several can be done simultaneously.
Results and Conclusion
We have presented a parallel algorithm for the enumeration of polyominoes on the square lattice. The computational complexity of the algorithm is exponential with time (and memory) growing as κ n/2 , where κ appears to be a little larger than 2. Implementation on the APAC server cluster has allowed us to count the number of polyominoes up size 56. In Table 4 we have listed the new terms obtained in this work for the number of polyominoes with perimeter 47-56. The number of polyominoes of length ≤ 46 can be found in [9] . Repeating the analysis of [13] we obtain an improved numerical estimate for the growth constant λ = 4.0625696(5) and an improved lower bound λ ≥ 3.927378 . . .. 
