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Résumé
Les progrès de l’hélio- et plus généralement de l’astérosismologie permettent aujourd’hui
de sonder les étoiles avec une précision jusqu’à présent inégalée. Des informations cruciales
sur leur structure interne sont ainsi extraites des observations des oscillations stellaires.
Ces observations, comparées aux prédictions théoriques obtenues par les codes de structure
stellaire font apparaître des différences significatives, qui pourraient être liées entre autre
à une mauvaise connaissance de la production et du transport de l’énergie dans les étoiles.
Les β-Céphei sont des étoiles pulsantes progéniteurs de supernovae et de ce fait, intrin-
sèquement liées à notre compréhension de l’enrichissement du milieu interstellaire. Leur
étude montre des difficultés à prédire leurs modes d’oscillation, qui sont générés par un
pic d’opacité des éléments du groupe du fer (dominé par les éléments chrome, fer, nickel)
autour de log T = 5.3 via le κ-mécanisme. Dans la première partie de ce manuscrit, nous
allons exposer le fonctionnement de ce mécanisme et nous montrerons qu’il suppose une
détermination fine des paramètres de l’étoile (masse, âge et métallicité) mais aussi des
opacités des trois éléments précédemment cités compte-tenu de leur implication directe
dans les pulsations de ces étoiles. Nous exposerons ensuite le résultat d’une expérience
menée au LULI en 2011 sur ces trois éléments ainsi que le résultat de comparaisons théo-
riques de calculs d’opacité utilisés en astrophysique avec de nouveaux calculs d’opacité.
Notre étoile hôte, le Soleil, est un endroit privilégié pour tester et valider nos connais-
sances de la physique stellaire. Cependant, il apparaît que la physique solaire n’est pas
entièrement bien comprise. En effet, il existe des différences entre les modèles solaires et
les observations sismiques, visibles par exemple sur le profil de vitesse du son (Turck-
Chièze, 2001; Turck-Chièze et al., 2004; Turck-Chièze et al., 2011; Christensen-Dalsgaard
et al., 2009; Basu et al., 2014). Ces différences bien établies conduisent à ré-examiner les
calculs de transfert de rayonnement dans la zone radiative solaire. La seconde partie de
ce manuscrit sera consacrée à cet axe de recherche et à toutes ces difficultés, avec la mise
en place d’une nouvelle plateforme expérimentale dédiée à la mesure des opacités dans les
conditions solaires. Une étude détaillée de la façon dont les opacités sont utilisées dans





Helio- and asteroseismology (SoHo, CoRoT, KEPLER...) have produced observed acous-
tic oscillations of thousands stars. The characteristics of these oscillations are deeply linked
to the transport of radiation inside the stars. However, the comparisons of seismic data
of Sun and stars with model predictions have led to significant discrepancies, which could
be due to a bad knowledge of production and transport of energy.
β-Cephei are pulsating stars, progenitors of supernovae and thus deeply linked to our
understanding of stellar medium enrichment. Their study has shown some difficulty to
predict the observed oscillation modes, which are directly linked to a bump of the opacity
of the elements of the iron group (Cr, Fe, Ni) at log T = [5.25 - 5.3] through their pulsating
mechanism called the κ-mechanism. We show that the different parameters of the stars
(mass, age, metallicity) have a great influence on the amplitude of the bump, and then
on the structure of the considered star.
The mastery of the κ-mechanism that produces the pulsation of these stars supposes a
fine determination of the peak opacity of the iron group in their envelopes. We present
the final results of an experiment conducted at LULI 2000 in 2011 on Cr, Fe and Ni and
a theoretical comparison between OP, ATOMIC and SCO-RCG codes. We show how to
improve the opacity in the range of temperature around log T = 5.3.
The Sun is, as being our closest star, a privilege place to test and validate physics. Howe-
ver, the solar physics is not yet completely understood. Indeed, since the recent update of
the solar composition, there are significant differences between solar models predictions
and seismic data, clearly visible on the solar sound speed profile comparison. The well es-
tablished large discrepancy (Turck-Chièze, 2001; Turck-Chièze et al., 2004; Turck-Chièze
et al., 2011; Christensen-Dalsgaard et al., 2009; Basu et al., 2014) could be linked to
radiative transfer issue. Two directions of investigations are possible. One possibility to
explain this gap could be that the Sun produces slightly more energy than it liberates on
its surface (around 5%). This energy could be transformed into macroscopic motions in
the radiative zone, which are not taken into account in the solar standard model. Another
explanation could be that the calculations of energy transport are not accurately taken
into account either on the calculation of the Rosseland mean values and (or) in the treat-
ment of the radiative acceleration. This could have some impact on the determination of
the internal solar abundances.
Unfortunately, there are very few experiments to validate these calculations (Bailey et al.,
2009, 2015). That’s why we are proposing an opacity experiment on a high-energy laser
like LMJ, in the conditions of the radiative zone (T = [2 × 106 - 15 × 106 K] and ρ = [0.2 -
150 g/cm3]). The aim is to measure the opacity of the most important contributors to
the global opacity in this solar area : iron, oxygen and silicon. We are using a technical
approach called the Double Ablation Front, driven by plasma radiative effects to reach
these high temperatures and densities at LTE and validate or not plasma effects and line
widths. I will show the principle of this technique and the results of our simulations on
several elements.
In parallel, we are also exploiting new opacity calculations thanks to the OPAS code
(Blancard et al., 2012) at the conditions of the solar radiative zone. I will show the im-
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1.1 Début du voyage
Chers lecteurs, j’aimerais commencer ce manuscrit en vous invitant à m’accompagner
pour une petite promenade. C’est l’été et le temps est clair, nous traînons un peu en route
et voilà que la nuit tombe...Dans l’obscurité se révèlent alors devant nos yeux ébahis, des
millions que dis-je, des milliards d’étoiles scintillantes. Comment rester insensible face à
ce spectacle immuable... ? Immuable ? Ne parlons pas trop vite ! Imaginez en effet que
sous leur allure paisible, les étoiles sont en réalité d’immenses réacteurs nucléaires, siège
de processus parfois extrêmement violents !
Figure 1.1 – Ciel étoilé d’une nuit d’été à l’Observatoire du Pic du Midi (Source : galerie
photo du site web de l’Observatoire du Pic du Midi).
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Toutes ne sont d’ailleurs pas identiques. Il existe en effet une grande variété d’étoiles dif-
férentes, qu’il est possible de classer selon leur luminosité et leur température effective 1.
Le diagramme d’Herzsprung-Russel (HR), qui représente la position des étoiles dans le
plan de ces deux grandeurs et dont un exemple est illustré par la figure 1.2, permet ainsi
de faire ressortir différentes classes d’étoiles : les naines blanches, situées au bas du dia-
gramme, les super géantes et les géantes en haut à droite. Au centre du diagramme existe
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5 Masses on the Main Sequence: Stellar masses (purple 
labels) decrease from the upper left to the lower right on the 
main sequence.
6 Lifetimes on the Main S quence: Stellar lifetimes ( reen 
labels) increase from the upper left to lower right on the 
main s quence: High-ma s stars live horter liv s because 
their high luminosities mean they exhaust their nuclear fuel 
more quickly.
Stars along each of these 
diagonal lines all have the same 
radius. Note that radius increases 
from the lower left to the upper right 
of the H–R diagram.
Figure 1.2 – Diagramme Herzsprung-Russel (Bennet et al., 2012).
Au cours de sa vie, une étoile navigue dans ce diagramme. A titre d’exemple, notre So-
leil fait actuellement partie des étoiles de la séquence principale. D’ici quelques milliards
d’années, il évoluera vers le stade de géante rouge, ce qui le placera plus haut dans le
diagramme HR. Il continuera ensuite son chemin jusqu’à atteindre le stade ultime de son
évolution : naine blanche et s’éteindra ensuite lentement.
Si les étoiles brillent, c’est parce que leur surface est très chaude (entre 3 000 et 50 000 K).
Dans leur coeur se produisent des réactions nucléaires qui les alimentent en énergie et in-
fluencent directement leur durée de vie.
C’est en 1919 que Jean Perrin, très vite suivi par Eddington en 1920, proposa l’existence
de ces réactions nucléaires pour expliquer la source de l’énergie interne solaire. Plus géné-
ralement, il s’avère que la plupart des étoiles possèdent un coeur nucléaire. Suivant leur
température centrale (directement liée à leur masse et gravité), différents types de réac-
tions peuvent se produire : plus l’étoile est massive, plus elle est capable d’amorcer des
1. Température du corps noir qui émettrait dans l’espace la même quantité d’énergie
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réactions de fusion avec des éléments de numéros atomiques (Z) de plus en plus grands.
Nous verrons dans la suite comment cette énergie produite au centre de l’étoile est évacuée
vers sa surface.
1.2 Modélisation des étoiles
Les premières modélisations des étoiles datent des années 1950, moment où la structure
et les processus physiques impliqués dans les étoiles ont été mis en équation. Les premières
modélisations numériques arrivèrent quelques années plus tard, dans les années 1960.
1.2.1 Equations de structure stellaire
1.2.1.1 Statique
Les hypothèses classiques consistent à négliger les phénomènes dynamiques internes, la
rotation, les champs magnétiques et les phénomènes de dissipations, qui ont généralement
un effet assez faible sur la structure globale de l’étoile. Ceci permet de faire la plupart des
calculs en une dimension. Toutefois, aujourd’hui, il est nécessaire de les introduire pour
comprendre des phénomènes comme l’interaction Soleil-Terre ou la fin de vie des étoiles.
Une étoile, au cours de la majorité de son évolution, peut être traitée comme un sys-
tème sphérique symétrique, en équilibre hydrostatique 2 où la perte de masse est prise en
compte dans les étoiles massives sous une forme simplifiée.
Dans ce cadre, les équations de structure stellaire peuvent s’écrire de la façon suivante en




































= nuc − T dS
dt
(1.4)
L’équation (1.1) est l’équation de conservation de la masse et l’équation (1.2) représente
l’équilibre hydrostatique. Le transport de l’énergie est décrit par l’équation (1.3). Nous
reviendrons dans ce chapitre sur les différents modes de transport de l’énergie dans une
étoile. La dernière équation (1.4) décrit la conservation de l’énergie.
L(m) est la luminosité de la sphère de masse m, nuc = nuc(ρ, T,Xi) est le taux spécifique
de production d’énergie nucléaire. Enfin, le gradient de température ∇T est défini par :
∇T = ∂ln T
∂ln P
et dépend du régime de transport de l’énergie. La pression P = P (ρ, T, µ) et l’entropie
spécifique s = s(ρ, T, µ) sont définies par l’équation d’état du plasma en fonction de la tem-
2. état où les forces de gravitation compensent exactement le gradient de pression
3
CHAPITRE 1. INTRODUCTION ASTROPHYSIQUE
pérature T, de la masse volumique ρ et du poids moléculaire moyen µ. {Xi}={Xi(m, t)}
représente la fraction de masse en élément i du plasma considéré.
Notons que la vision Lagrangienne est bien plus adaptée pour l’étude de la structure
stellaire que la vision Eulérienne. En effet, la vision Eulérienne consiste à observer les
variations du milieu à un endroit donné de l’astre. Or le rayon de l’étoile varie beaucoup
plus que sa masse au cours de son évolution. Il s’avère donc qu’utiliser r(t) pour étudier
et modéliser une telle évolution n’est pas la variable la mieux adaptée et que la vision
Lagrangienne est plus adéquate.
1.2.1.2 Evolution temporelle
L’évolution temporelle de l’étoile est obtenue via l’évolution de la composition chimique.
Cette évolution est traduite par l’équation (1.5), écrite pour chaque espèce chimique i, de
fraction de masse Xi que l’on prend en compte dans le modèle. L’évolution de la fraction
en élément i dépend des réactions nucléaires produites dans l’étoile mais également des
















1.2.1.3 Conditions aux limites
La description de l’étoile se faisant via 4 équations différentielles, 4 conditions aux li-






Les conditions de surface sont moins évidentes à obtenir. La théorie des atmosphères
stellaires suggère la définition du rayon de l’étoile comme la base de la photosphère. Les
conditions aux limites à la surface sont alors :
T = Tphoto(g, L)
P = Pphoto(g, L)
}
à la surface (photosphère) (1.7)
La photosphère est définie par une profondeur optique τ =
∫∞
R
κ¯ρdr = 2/3 où κ¯ est
l’opacité moyenne de l’atmosphère. Sous les hypothèses précédemment citées, on a alors :













Il faut noter que la résolution des équations précédentes, n’a pour une masse d’étoile
donnée et une composition chimique donnée, qu’une seule solution (Théorème de Russel-
Vogt).
1.2.2 Modes de transfert de l’énergie
Nous avons vu précédemment que les étoiles étaient le siège de réactions nucléaires. Inté-
ressons nous à la façon dont cette énergie va être transportée du coeur de l’étoile, jusqu’à
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sa surface. Dans les étoiles, trois modes de transport existent :
• le transport par rayonnement,
• le transport par convection,
• le transport par conduction.
1.2.2.1 Le rayonnement
Il s’agit du mode de transfert le plus important dans les étoiles de type solaire (dans
le cas du Soleil, cette zone représente 98 % en masse de l’étoile). Les photons se pro-
pagent des régions les plus chaudes vers les régions les plus froides via diverses interactions
rayonnement-matière. Ces interactions sont caractérisées par une section efficace d’inter-
action que l’on nomme opacité.
Il existe plusieurs types d’interaction, qui contribuent toutes à l’opacité globale de la
matière :
• la diffusion par les électrons : il s’agit de la diffusion de photons par les électrons
libres. Selon que les électrons sont relativistes ou non, on parle de diffusion Compton
ou Thompson ;
• les transitions lié-lié : un photon est absorbé/émis par une modification du niveau
d’énergie d’un électron qui reste lié à un noyau. D’après la théorie des quantas,
l’énergie pour passer d’un niveau à un autre est quantifiée : seuls les photons pos-
sédant l’énergie (et donc la fréquence) correspondant à cette transition entre deux
niveaux seront émis ou absorbés. Ainsi, les transitions lié-lié génèrent un spectre de
raies d’absorption/émission ;
• les transitions lié-libre (photoionisation) : un électron lié devient libre après l’inter-
action avec un photon ou inversement (recombinaison radiative) ;
• les transitions libre-libre (Bremsstrahlung inverse) : l’électron reste libre après l’in-
teraction avec un photon (dans les régions totalement ionisées).
Evaluer l’opacité globale revient à prendre en compte l’ensemble de ces interactions.
Or les sections efficaces diffèrent fortement selon les processus considérés. Certaines sont
proportionnelles à Z, d’autres à Z2 et enfin d’autres à Z4. L’opacité va donc dépendre
fortement de l’organisation des cortèges électroniques des ions constituant la matière et
donc de la densité, de la température et de la composition du milieu.
Dans les équations de structure stellaire, l’opacité intervient sous la forme d’une moyenne,


























avec σ la constante de Stefan, Bν la fonction de Planck et κν l’opacité spectrale.
Cette quantité apparait directement dans l’expression du flux radiatif F, obtenu à partir




















Le gradient de température dans les zones radiatives peut également s’exprimer en fonc-













où G est la constante gravitationnelle et l est la luminosité locale définie par l= 4pir2F .
1.2.2.2 La convection
Dans les intérieurs stellaires, il peut arriver que le flux de rayonnement ne soit plus suf-
fisant pour transporter efficacement l’énergie. Si le gradient de température s’avère trop
élevé localement dans une région de l’étoile, et que le flux radiatif est insuffisant, l’énergie
s’accumule et réchauffe les régions concernées. Ainsi des zones de plasma chauffées de-
viennent plus chaudes que le milieu environnant. Leur densité diminue et sous l’action de
la poussée d’Archimède, ces zones commencent à s’élever vers la surface : c’est le déclen-
chement de l’instabilité convective.
Quand la convection prend place, le gradient de température est donné en bonne approxi-
mation par le gradient adiabatique :







avec Γ2 le deuxième exposant adiabatique.
La comparaison du gradient adiabatique et du gradient radiatif permet ainsi de détermi-
ner le mode de transport de l’énergie prédominant et a été formalisé par Schwarzschild :
Critère de Schwarzschild
La stabilité d’une couche est assurée si :
∇rad < ∇ad (1.13)
Ce critère est valable dans les zones présentant une composition chimique homogène.
Dans le cas contraire, il existe un autre critère faisant intervenir en plus des gradients
radiatif et adiabatique, le poids moléculaire des espèces. Ce critère porte le nom de critère
de Ledoux (Kippenhahn et al., 2012).
1.2.2.3 La conduction
En général, les plasmas stellaires sont d’assez mauvais conducteurs de la chaleur et leur
conductivité thermique est négligeable au regard de l’efficacité du rayonnement et de la
convection. Ce régime de transport correspond au transport de l’énergie par collisions suc-
cessives entre particules. Les chocs sont fréquents mais leur libre parcours moyen est très
faible. Les particules perdent beaucoup d’énergie avant d’avoir effectué un grand trajet.
Ce mode de transport de l’énergie est donc très peu efficace. Cependant au sein de coeurs
denses d’étoiles évoluées, les électrons peuvent devenir dégénérés et ces derniers peuvent
alors s’avérer être d’excellents conducteurs.
A titre d’illustration, la figure 1.3 représente les modes de transport de l’énergie dans les
deux types d’étoiles qui seront l’objet de ce manuscrit : les étoiles de type solaire et les
étoiles massives. Les structures de ces étoiles diffèrent de façon assez sensible. En effet,
les étoiles de type solaire présentent un coeur radiatif et une enveloppe convective ; les
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Figure 1.3 – Les différentes natures de transfert de l’énergie dans le Soleil et dans une
étoile neuf fois plus massive (Mathis, 2009).
étoiles plus massives présentent quant à elles un coeur convectif et une enveloppe radiative.
Cette différence de structure, principalement liée à la nature des réactions nucléaires se
produisant dans les coeurs de ces étoiles (dominées par le cycle pp dans le premier cas, et
par le cycle CNO dans le second), va avoir un impact sur le transport des ondes comme
nous allons le voir dans la section suivante.
1.3 Les ondes dans les étoiles
De la même façon que la Terre est traversée par des ondes élastiques générées par le
déplacement des plaques tectoniques, la quasi-totalité des étoiles est parcourue par des
ondes sismiques, qui génèrent des oscillations de l’étoile, dont la fréquence et l’amplitude
sont directement liées à la structure de l’étoile considérée. Ces oscillations peuvent entrer
en résonance pour former des modes propres. La figure 1.4 illustre cette très grande variété
de pulsateurs en localisant les différents types d’étoiles pulsantes sur le diagramme HR
que nous avons introduit précédemment.
Les premières observations sismiques solaires datent des années 1960-1970. En observant
de petites zones de la surface solaire, les astronomes purent en effet déceler des chan-
gements de longueur d’onde qui se répétaient approximativement toutes les 5 minutes.
Mais c’est au cours des années 1980 que ces activités devinrent une discipline à part en-
tière : l’héliosismologie (Claverie et al., 1979; Grec et al., 1980). A l’approche des années
2000, les détections furent généralisées à d’autres étoiles et se poursuivent actuellement
(Kjeldsen and Bedding, 1995; Martić et al., 1999). Cette discipline, nommée astérosismo-
logie, a déjà permis de détecter les modes de milliers d’étoiles.
Les oscillations stellaires sont détectées de deux façons :
• par des mesures de vitesse Doppler : via l’étude du déplacement de certaines raies
caractéristiques du spectre (vers le rouge ou vers le bleu), il est possible de mesurer
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Figure 2.17: Schematic Hertzsprung-Russell diagram illustrating the location
of several classes of pulsating stars. The dashed line shows the zero-age main
sequence, the continuous curves are selected evolution tracks, at masses 1, 2,
3, 4, 7, 12 and 20M!, the dot-dashed line is the horizontal branch and the
dotted curve is the white-dwarf cooling curve.
temperature-sensitivity of the formation of molecules in the stellar atmospheres. They are
typically single periodic. The irregular variables (‘Irr’) have lower amplitudes and show
variations in the amplitudes and possibly periods.
The final stages of stellar evolution are represented by the subdwarf B variable stars
(also known as ‘EC 14026’ stars, after the first member of the group to be discovered),
discussed in more detail in Section 2.4.3 below. Their pulsations are also, as for the main-
sequence B stars, caused by an opacity mechanism related to iron-group elements. Several
groups of white dwarfs, discussed in Section 2.4.4, also pulsate.
Figure 1.4 – Diagramme HR schématique où sont représentés les différents types de
pulsateurs. Les lignes continues sont des chemins d’évolution à 1, 2, 3, 4, 7, 12 et 20
M. Les différents types d’étoiles pulsantes sont repérés par des hachures. (Christensen-
Dalsgaard, 2014).
le déplacement de surface d’un astre.
• p r des variations de lum nosité
C’est la première méthode qui est exploitée ar l’instrument GOLF (cf figure 1.5). Cet
instrume t, embarqué à bord du satellite SoHO (Solar and Heliospheric Observatory) fut
lancé en 1995 et est toujours en activité. Son objectif est de réaliser des observations sis-
miques solaires, en s’affranchissant des différentes perturbations induites par l’atmosphère
et en évitant le cycle jour/nuit. Il a notamment permis d’extraire les profils de vitesse
du son, de densité (qui influencent directement les fréquences d’oscillation) et aussi de
rotation interne et permet plus généralement une étude de la physique micro et macrosco-
pique solaire (Turck-Chièze et al., 2001; Couvidat et al., 2003; Turck-Chièze et al., 2004).
La seconde méthode est quant à elle utilisée par CoRoT (Baglin et al., 2006), lancé en
2006, et Kepler (Gilliland et al., 2010), lancé en 2009. Ces deux missions permettent à
la fois de fournir des contraintes observationelles pour la modélisation des étoiles mais
également de détecter des exoplanètes.
8
1.3. LES ONDES DANS LES ÉTOILES
Figure 1.5 – A gauche : Lancement de SoHO, Cape Canaveral le 2 décembre 1995. A
droite : Instrument GOLF (Gabriel et al., 1995).
L’amplitude des oscillations joue un rôle important dans leur détection et leur mesure,
et impose des contraintes plus ou moins sévères sur les conditions d’observation. Les
étoiles de type solaire présentant des oscillations de très faible amplitude nécessitent des
observations continues sur de longues durées (plusieurs mois voire plusieurs années) pour
sortir un spectre de bonne qualité, avec une résolution et une précision suffisantes pour
estimer les caractéristiques du spectre.
La structure et la composition des étoiles varient au cours de leur évolution, ce qui fait
évoluer la fréquence des modes observés selon leur âge et leur masse. L’astérosismologie
permet ainsi d’estimer assez précisément l’âge des étoiles (Aerts et al., 2010).
1.3.1 Mécanismes d’excitation
Il existe 3 modes d’excitation majoritaire des étoiles (Aerts et al., 2010) :
• le mécanisme κ (Céphei, RR Lyrae, les δ-Scuti et les β-Céphei...) qui est directement
lié à des pics d’opacités près de la surface de l’étoile ;
• le mécanisme d’excitation stochastique (Soleil, étoile de type solaire et certaines
géantes rouges) comme la granulation (excitation par la convection) ;
• le mécanisme  (potentiellement excitateur d’étoiles massives très évoluées) lié aux
réactions nucléaires au coeur de l’étoile. Le taux de ces réactions peut varier selon
les conditions de température et de densité. Si ces deux grandeurs sont perturbées,
cela peut générer une oscillation de ce taux et conduire à une oscillation de l’étoile.
Il existe un quatrième mode d’excitation potentiel dans le cas très particulier des systèmes
binaires : les forces de marées. Il s’agit d’un forçage mécanique lié aux forces de marées
(Zahn, 1975). Une première signature de ce mode a été observé dans les données Kepler
pour des naines blanches et des étoiles de masse intermédiaire (Welsh et al., 2011).
Nous reviendrons ultérieurement sur les deux premiers modes d’excitation.
1.3.2 Modes d’oscillation
On distingue plusieurs types de modes d’oscillation :
• les modes de pression, ou modes P, qui sont des ondes acoustiques et dont la force
de rappel est le gradient de pression. Ces modes présentent de hautes fréquences,
• les modes de gravité, ou modes G, des ondes transversales dont la force de rappel
est la gravité. Ces modes ont des périodes plus longues que les modes P.
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Il existe également des couplages entre ces deux types de modes (les modes mixtes ou
encore les modes f ).
La figure 1.6 représente les tracés de rayons des ondes (Lighthill, 1978; Roxburgh and
Vorontsov, 2000) se propageant dans le Soleil. Les modes de gravité se propagent dans la
partie radiative et sont évanescents dans la région convective et les modes de pression se
déplacent de la surface jusqu’au coeur, mais sont particulièrement sensibles aux phéno-
mènes superficiels. Les modes de gravité sont donc intimement liés à la structure profonde
du Soleil.
2 CHAPITRE - 1. INTRODUCTION
et, plus particulie`rement sur une sphe`re de gaz chaud autogravitante. La figure 1.1 refle`te
notre compre´hension actuelle de la structure solaire. On peut y remarquer plusieurs zones :
– le cœur nucle´aire s’e´tendant sur 25% en rayon, zone de production de l’e´nergie ne´cessaire
pour maintenir l’e´toile en e´quilibre, dans laquelle l’e´nergie est transporte´e par rayonne-
ment,
– la zone radiative allant jusqu’a` 70% en rayon n incluant le cœur, contenant 98% de la
masse et t n portant l’´nergie produite au centre sous forme de lumie`re,
– la zone convective prenant le r lais pour le trans ort de l’e´nergie dans les 30% en rayon
les plus exte´rieurs, sous la forme de cellules de taille variable transportant la chaleur.
Fig. 1.1 – Structure du Soleil acompagne´e du spectre discret (non-continu) en fre´quence des
ondes sonores du Soleil, appele´es aussi oscillations de 5 minutes
Il est clair aussi que sa surface est tre`s variable et inhomoge`ne, signe d’une activite´ turbu-
lente et magne´tique intense (taches solaires, protube´rances,...) moins statique que la structure
interne.
Mais jusqu’a` quelle pre´cision notre description du Soleil, ce que l’on appelle mode`le solaire
”standard”, est ve´rifie´e et peut nous permettre de mieux comprendre l’e´volution des e´toiles?
En effet, par sa proximite´ (environ 8 minutes lumie`re, alors que l’e´toile la plus proche, Pro-
xima du Centaure est a` 4.6 anne´es lumie`re, soit environ 300000 fois plus distante), le Soleil
est une e´toile privile´gie´e pour notre compre´hension de leur structure. Il est meˆme devenu
graˆce a` l’he´liosismologie, un pre´cieux laboratoire pour la physique contemporaine. Une fois
un processus physique valide´ par le puissant diagnostic he´liosismique, il peut eˆtre introduit
dans des mode`les d’e´toiles ayant des caracte´ristiques globales ou des aˆges diffe´rents. Dans le
cas ou` les observations d’amas d’e´toiles d’aˆge ou de composition chimique diffe´rents confir-
ment a` leur tour le processus, celui-ci est de´finitivement valide´. Dans le cas contraire, soit on
abandonne le processus, soit on tente de l’ame´liorer par l’ajout de processus comple´mentaires
Figure 1.6 – Intérieur solaire : superposé à la structure solaire, apparaît le tracé de rayon
des ondes (c’est à dire le tracé du trajet des modes g en profondeur et des mode p en
surface) (Page web SOHO : http://soho.nascom.nasa.gov).
Dans les étoiles plus massives que le Soleil, qui disposent d’une enveloppe radiative (voir
figure 1.3) comme les β-Céphei par exemple, les modes de gravité et de pression sont
responsables de pulsations dont la période est de quelques heures.
1.4 Codes d’évolution stellaire
Historiquement, les premiers modèles d’évolution stellaire datent des années 1960 - 1970,
lorsque les ordinateurs ont atteint une puissa ce de calcul suffisante. Les premiers mo-
dèles étaient des modèles unidimensionels à symétrie sphérique sans rotation. Les modèles
1D continuent à être très largement utilisés du fait de leur bonne compatibilité avec les
observations de surface.
Les codes résolvent les équations (1.1),(1.2), (1.3) et (1.4). Les variables calculées sont la
pression, l’opacité, la composition, la production d’énergie, l’entropie, le deuxième expo-
sant adiabatique...
En évolution stellaire, les processus dynamiques n’ont que peu d’effet sur la structure de
l’étoile (au premier ordre). Toutefois, des modèles 3D se développent : ils traitent soit des
portions d’étoiles (STAGGER) soit des temps d’évolution très courts (ASH (Brun et al.,
2004; Alvan, 2014)).
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1.5 Présentation du contenu de ce manuscrit
Comme mentionné dans les sections précédentes, les progrès de l’hélio- et de l’asté-
rosismologie permettent aujourd’hui de sonder l’intérieur des étoiles avec une précision
inégalée et de qualifier les processus physiques introduits de façon purement théorique.
Les différences entre les observations obtenues par les différentes missions spatiales et les
prédictions obtenues via les codes d’évolution stellaire permettent d’orienter les différents
travaux sur l’approche dynamique mais aussi sur la qualité des ingrédients microscopiques.
On s’intéresse dans ce manuscrit à deux cas particuliers : le cas des étoiles de type solaire
et le cas de certaines étoiles massives nommées β-Céphei.
Dans le cas du Soleil, l’accord est loin d’être satisfaisant entre les données fournies par
l’héliosismologie et les prédictions obtenues via le modèle standard. La figure 1.7 illustre
cette différence dans le cas de la vitesse du son.
Les causes de cet écart sont activement recherchées : il pourrait provenir d’un bilan éner-
gétique incomplet dans le Soleil (moins de 5% (Turck-Chièze and Couvidat, 2011) de
l’énergie totale qui ne serait pas prise en compte). Cette énergie manquante serait trans-
formée en mouvements macroscopiques dans la zone radiative (tels que la rotation interne,
un champ magnétique fossile, les circulations méridiennes, les ondes de gravité...), mou-
vements qui ne sont pas pris en compte dans le bilan d’énergie du Soleil qui ne tient pas
compte des processus dynamiques. Cet écart pourrait également être dû à des calculs de
transferts de rayonnement imprécis qui sous-estimeraient la moyenne de Rosseland ou la
migration des espèces chimiques dans la zone radiative, via l’accélération radiative. La
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Figure 1.7 – Ecart au carré de la vitesse du son sismique et de la vitesse du son extraite
de différents modèles en fonction du rayon solaire (Turck-Chièze and Lopes, 2012). En
rouge, le modèle standard solaire, décrit par les équations de structure stellaire et en noir,
le modèle sismique, ajusté pour reproduire les observations. Les barres d’erreur sismiques
sont ajoutées sur ce dernier modèle.
Les β-Céphei sont des étoiles pulsantes dont il est possible d’observer aujourd’hui les
modes d’oscillation. Nous verrons ultérieurement comment et pour quelle raison ces étoiles
pulsent mais le fait est qu’aujourd’hui ces modes restent difficiles à identifier. En effet,
il est délicat de prédire l’ensemble des modes de ces étoiles et l’utilisation de différentes
sources d’opacités ne conduit pas aux mêmes prédictions comme l’illustre la figure 1.8.
Les pulsations de ces étoiles étant directement liées à un pic d’opacité, le fait de ne pas
réussir à prédire correctement les modes observés met le doute quant à la qualité de ces
opacités et limite l’exploitation de l’astérosismologie pour ces étoiles.
11


















Figure 1.8 – Comparaison entre les modes observés (bleu) et les modes calculés d’une
étoile massive (rouge et noir) (Zdravkov and Pamyatnykh, 2009).
1.6 Problématique de la thèse
Ces deux situations encouragent donc l’examen précis des calculs de transfert de rayon-
nement dans les conditions de ces étoiles (faible température (T < 25 eV 1 eV = 11 604 K)
et faible densité (quelques µg.cm−3) pour les β-Céphei ; haute température (T > 200 eV)
et haute densité (de l’ordre de la densité du solide) pour les étoiles de type solaire). Nous
nous proposons dans cette thèse d’essayer de comprendre les limites des tables historiques
OP et OPAL via deux axes de recherche :
• l’utilisation de nouveaux calculs théoriques,
• la mise en place et l’exploitation d’expériences lasers.
Cette thèse s’inscrit dans le contexte laser actuel en France et en Europe, particulièrement
favorable car il existe aujourd’hui des lasers qui sont capables de reproduire des conditions
équivalentes à celles de ces étoiles.
Ce manuscrit est organisé en deux parties, chacune dédiée à un type d’étoiles. La première
partie sera ainsi consacrée aux β-Céphei et la seconde partie, au Soleil et aux étoiles
de type solaire. Auparavant, et faisant suite à ce chapitre introductif, le lecteur pourra
trouver trois chapitres : le premier sera consacré à l’interaction laser-matière, le second
aux opacités et le troisième présentera le code de physique atomique FLYCHK. Ces trois
chapitres mettront en place les bases nécessaires à la compréhension des chapitres suivants.
L’organisation du manuscrit est présentée en figure 1.9.
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Chapitre 1 
Introduction générale astrophysique 
Chapitre 2 




Les β-Céphei : des étoiles pulsantes 
Partie I 
Les étoiles massives 
Chapitre 6 
Expérience LULI  
Chapitre 4 
Le code de physique atomique FLYCHK 
Chapitre 7 
Comparaison des calculs théoriques 
Partie II 
Le Soleil et les étoiles de type-solaire 
Chapitre 8 
Position du problème solaire 
Chapitre 10 
Recherche des conditions expérimentales 
Chapitre 11 
Les simulations d’une expérience de 
mesure d’opacité 
Conclusion et perspectives 
Chapitre 9 
Nouveaux calculs et impact sur le modèle 
solaire et les étoiles de type solaire 
Figure 1.9 – Organisation de la thèse.
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2.1 Généralités sur les plasmas
Les différents états de la matière sont souvent regroupés en trois familles : solide, liquide
et gaz. Il existe en réalité un quatrième état de la matière, faisant suite aux trois états
précédents dans l’échelle des températures : le plasma.
C’est à la fin des années 20 que Langmuir (1928) proposa le terme de plasma pour dési-
gner un quatrième état de la matière, similaire à l’état gazeux mais pour lequel une large
portion du gaz est ionisé : il s’agit d’un état dilué de la matière constitué de particules
chargées, électrons et ions positifs, en proportions telles que le milieu soit globalement
neutre. La présence d’un nombre non-négligeable de porteurs de charges dans le plasma
le rend électriquement conducteur et par conséquent, très sensible aux champs électro-
magnétiques. Les interactions entre particules chargées sont régies par la loi de Coulomb
(potentiel d’ionisation en 1
r
), et la décroissance très lente de ce potentiel en fonction de
la distance confère au plasma des propriétés particulières : interactions à longue portée,
effets collectifs.
On distingue les plasmas chauds des plasmas froids. Outre leur différence de tempéra-
ture, la différence entre les deux tient au nombre d’atomes dans le mélange : le paramètre
d’ionisation α = ne
ne+nn
(où ne et nn sont respectivement la densité d’électrons et la densité
d’atomes neutres) est proche de l’unité pour les plasmas chauds et très petits pour les
plasmas froids. La figure 2.1 présente les ordres de grandeurs de températures et de den-
sités de quelques plasmas connus en astrophysique (nébuleuse, coeur et couronne solaire)
mais également de plasmas existants sur Terre (aurore boréale, éclair, flamme)
L’émission d’un plasma peut se situer dans n’importe quelle gamme du spectre électro-
magnétique, du rayonnement radioélectrique jusqu’aux rayons X. La répartition spectrale
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Figure 2.1 – Quelques ordres de grandeurs de différents types de plasmas (Crédit Clément
Mouhot, Université de Cambridge).
de ce rayonnement dépend de la densité, de la température et du degré d’ionisation du
plasma considéré. Lorsque la densité de matière est élevée, l’émission est proche d’un
corps noir. Le flux d’émission F total est alors qualifié de thermique car il ne dépend que
de la température T de la zone émettrice par la relation :
F = σT 4
où σ est la constante de Stefan-Bolztmann. En général, les plasmas de laboratoire sont
plus ou moins transparents au rayonnement qu’ils émettent, et l’émission possède des
propriétés assez éloignées de celle d’un corps noir : il s’agit d’un spectre de raies, dû aux
transitions électroniques entre niveaux liés des ions, auquel se superpose un rayonnement
continu généré par l’interaction électrons libres-ions et électrons-électrons. L’émission ra-
diative d’un plasma constitue un véritable indicateur de sa composition, de sa tempéra-
ture, de sa densité et de son état d’ionisation. L’étude théorique de l’opacité d’un plasma
est, en général, un sujet complexe qui fait intervenir de nombreux domaines de la phy-
sique. Parmi ceux-ci, on peut citer :
• la physique atomique, pour le calcul des niveaux de l’énergie de l’ion, des forces
d’oscillateurs, etc...
• la physique statistique pour l’évaluation des grandeurs macroscopiques caractéris-
tiques du milieu (température, densité, etc),
• les équations de l’hydrodynamique pour prendre en compte l’expansion spatiale du
milieu au cours du temps,
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• les équations du transfert radiatif pour l’étude du champ de radiation se propageant
dans le plasma.
Il est aujourd’hui possible de créer des plasmas en utilisant des lasers. Nous allons nous
intéresser dans la suite aux différents phénomènes mis en jeu lors de la création et de
l’expansion de ces plasmas.
2.2 Interaction laser-plasma
Lorsqu’un faisceau laser intense (1012 - 1016 W/cm2) irradie une cible solide, la matière
est très rapidement ionisée, sur des temps inférieurs ou de l’ordre de la picoseconde. L’onde







où λ(µm) est la longueur d’onde du laser en µm. Cette grandeur représente la densité
critique électronique, au-delà de laquelle l’onde laser est complètement réfléchie. Dans
la zone où le rayonnement laser pénètre, l’énergie lumineuse est absorbée par différents
mécanismes et peut ensuite se propager par conduction vers les zones plus denses, qui
sont alors chauffées et se détendent. Une structure hydrodynamique s’établit, donnant
naissance à un choc qui se propage dans la cible. Les profils de densité et de température
























Figure 2.2 – Profils caractéristiques de température et de densité dans le cas d’un maté-
riau de numéro atomique inférieur à 10 (Dautray and Watteau, 1991). Nous verrons dans
la suite que pour un Z plus élevé, les profils dans la zone de conduction sont différents.
• le solide non perturbé de densité ns (qui en réalité est souvent le siège d’un préchauf-
fage dû aux électrons suprathermiques et au rayonnement X dur en provenance de
la couronne) ([1] sur la figure 2.2) .
17
CHAPITRE 2. INTERACTION LASER-PLASMA
• la zone sous-choc : pour des densités électroniques supérieures à ns ([2] sur la figure
2.2). Lorsque la matière commence à se détendre juste derrière le front d’ablation,
défini comme le plan où la densité électronique du plasma est égale à la densité du
solide ns, la pression devient très importante (de l’ordre de la dizaine de Mbar) et
engendre un choc hydrodynamique, confondu dans un premier temps avec l’onde
thermique. La vitesse de l’onde thermique diminuant au cours du temps, l’onde et
le choc se séparent et le choc se propage alors en amont de l’onde thermique (sépa-
ration hydrodynamique). Ici, la température est de quelques électronvolts.
• la zone de conduction (ou surcritique) pour des densités électroniques comprises
entre nc et la densité du solide ([3] sur la figure 2.2). Dans cette zone, l’énergie du
laser, déposée dans la couronne, est transportée par conduction thermique et/ou
par rayonnement X et XUV vers les régions de densité plus élevée. Ici, l’ordre de
grandeur de la température est compris entre 10 eV et 1 keV.
• la couronne (ou zone d’interaction) : pour des densités électroniques inférieures à nc
([4] sur la figure 2.2). Il s’agit de la zone où se déroulent les mécanismes d’absorp-
tion de l’énergie laser par le plasma. Dans cette zone, la température électronique
est à peu près constante, de l’ordre du kilo-électronvolt et la densité est très faible
(typiquement 0.01 g/cm3).
2.3 Mécanisme d’absorption laser
Les deux principaux mécanismes d’absorption de l’énergie laser sont l’absorption colli-
sionnelle (ou Bremsstrahlung inverse) et l’absorption résonante dans les conditions ty-
piques d’un laser nanoseconde. Le mécanisme dominant est en général l’absorption colli-
sionnelle.
2.3.1 L’absorption collisionnelle
L’absorption collisionnelle (ou Bremsstrahlung inverse) est un processus à trois corps au
cours duquel un électron absorbe un photon au cours d’une collision avec un ion : les
électrons oscillent dans le champ laser et entrent en collision aléatoirement avec les ions.
Au cours de ce processus, ils absorbent un photon. Ainsi, l’énergie cohérente d’oscillation
des électrons est transformée en énergie cinétique désordonnée. L’ efficacité du processus
dépend de la fréquence de collision électron/ion et de la trajectoire de l’onde dans le
plasma.
Ce processus est d’autant plus important que la longueur d’onde du laser est courte et
le numéro atomique de la cible élevé. Ce mécanisme est le processus d’absorption le plus
efficace. Il conduit au chauffage du plasma en déposant son énergie préférentiellement au
voisinage de la densité critique et ne produit pas de particules rapides.
2.3.2 L’absorption résonante
Plus l’intensité du laser augmente, moins l’absorption collisionnelle est efficace. Un mé-
canisme non collisionnel devient prépondérant pour assurer l’absorption : l’absorption
résonante (linéaire). Elle repose sur la conversion d’une onde électromagnétique en une
onde de Langmuir (oscillations de plasma).
Elle génère des électrons rapides dit suprathermiques, à la densité critique. L’énergie des
ondes plasma est ensuite cédée au milieu par amortissement Landau et convection ther-
mique à bas flux, et par déferlement à haut flux. Une minorité d’électrons est ainsi chauffée
à une température très élevée. Une partie de ces électrons est diffusée vers l’avant de la
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cible, dans la couronne sous-dense, l’autre partie vers l’arrière de la cible en pénétrant la
zone de densité critique. Ils peuvent avoir un effet nocif sur l’efficacité de la compression
de la cible. Ce processus excite par effet tunnel des ondes électroniques au voisinage de
la densité critique et donne naissance à une population quasi-maxwellienne d’électrons
chauds (électrons suprathermique). Cet effet est surtout marqué en impulsion courte et
aux fortes valeurs du paramètre I14×λ2µm où I14 est l’intensité laser en unité de 1014 W/cm2
et λµm la longueur d’onde du faisceau laser en micromètres (Dautray and Watteau, 1991).
Il dépend également de la polarisation du laser.
Ces deux processus sont qualifiés de linéaires car ils ne font pas intervenir l’intensité de
l’onde, à l’opposé des processus non-linéaires qui apparaissent lorsque la vitesse d’oscilla-
tion de l’électron dans le champ électrique de l’onde est de l’ordre de la vitesse thermique.
2.3.3 Les instabilités paramétriques
Ce sont des processus non-linéaires qui peuvent conduire à l’absorption ou à la réflexion
de l’onde et peuvent s’interpréter en terme de décomposition de l’onde électromagnétique
en ondes plasmas (électroniques ou ioniques) et/ou électromagnétiques. Ils peuvent être
décrit par le couplage de 3 ou 4 ondes et peuvent être à l’origine de la production d’élec-
trons chauds (excitation d’ondes plasmas électroniques). Il existe ainsi l’instabilité Raman
(lorsqu’il s’agit d’ondes plasma électroniques, qui se produit au voisinage de nc/4), l’in-
stabilité Brillouin (lorsqu’il s’agit d’ondes plasmas ioniques, qui se produit au voisinage
de la densité critique nc). Il existe également l’instabilité de décomposition à deux plas-
mon (two-plasmon-decay), qui se produit dans le domaine où la densité électronique est
inférieure à nc/4.
Ces processus apparaissent pour des fortes valeurs du paramètre I14 × λ2µm (Dautray and
Watteau, 1991).
2.4 Le transport de l’énergie dans la cible
Au delà de la zone critique s’établit une zone dite de conduction à l’intérieur de laquelle
l’énergie laser déposée continue à se propager vers les zones denses sous l’action de deux
mécanismes :
• la conduction électronique
• le transport radiatif
2.4.1 La conduction électronique
Dans le cas des éléments légers (Z < 10), le transport de l’énergie dans la zone de conduc-
tion est essentiellement assuré par les électrons thermiques. Les électrons suprathermiques
contribuent également au transport de l’énergie mais comme source de préchauffage car
leur libre parcours est très grand, même à l’échelle de la cible. Ils doivent donc être pris
en compte dans les expériences d’hydrodynamique (leur rôle étant d’uniformiser le dépôt
d’énergie).
2.4.1.1 Transport classique de Spitzer-Härm
Les électrons du plasma ayant gagné de l’énergie par absorption vont aller déposer cette
énergie par collisions dans les régions plus denses de la cible. Le sujet du transport ther-
mique électronique est délicat : plusieurs modèles ont été élaborés afin de le décrire et
tenter de reproduire les résultats expérimentaux. Le calcul classique de la conductivité
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thermique qui intervient dans l’expression reliant le flux de chaleur au gradient de tem-
pérature a été effectué par Spitzer et Härm (Spitzer and Härm, 1953), il s’écrit :
~Q = −K~∇Te (2.2)
où ~∇Te est le gradient de température électronique et K la conductivité de Spitzer-Härm.
Cependant, cette expression n’est valable que lorsque la longueur du gradient de la tempé-
rature est suffisamment grande devant le libre parcours moyen des électrons, c’est à dire
pour des gradients de température peu raides. Or, dans les conditions expérimentales,
ceci n’est pas réalisé : au voisinage de la densité critique, les électrons ne sont plus ther-
malisés, i.e. l’hypothèse de Spitzer et Härm supposant que la fonction de distribution est
une Maxwellienne n’est plus valable. Des expériences réalisées dans les années 80 (Malone
et al., 1975) ont montré que le flux de chaleur est inférieur (d’un facteur compris entre 10
et 100) à celui donné par la formule classique. Dans le cas d’un gradient raide, le flux de
chaleur pourrait donc croître indéfiniment... Plusieurs solutions ont alors été envisagées
pour surmonter cet obstacle et rendre l’expression du flux de chaleur plus physique. La
première consiste à limiter artificiellement ce flux, en lui imposant une valeur maximale,
et une autre méthode, plus physique, utilise une théorie de transport non-local.
2.4.1.2 Flux de chaleur limite
Ainsi, une façon simple de décrire ce flux dans les simulations est d’introduire un facteur
de flux limite f , que l’on ajuste pour retrouver les résultats expérimentaux. Les électrons
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ou bien tel que :
Q′ = min(Q, fQlim) (2.4)
2.4.1.3 Flux délocalisé
Cette limitation empirique du flux ne rend toutefois pas compte de la réalité. Lorsque les
gradients de température sont très raides, le libre parcours moyen des électrons est grand
devant les échelles locales et ceux-ci déposent leur énergie loin dans la cible. Pour tenter
de reproduire ce phénomène, la théorie du flux délocalisé a été proposé par Luciani et al.




où QSH est le flux classique de Spitzer-Härm, et où ω(x, x′) est un opérateur de délocali-
sation ajusté de manière à approcher les simulations cinétiques Fokker-Planck existantes
(Matte and Virmon, 1982). Ainsi, le flux de chaleur à la position x, Q(x), dépend du profil
de température autour de la position x, mais surtout dans la région située à une distance
inférieure au libre parcours moyen des électrons de température Te(x). Ainsi, le flux de
chaleur sera naturellement limité dans les zones chaudes du gradient de température, pour
augmenter dans les zones les plus froides.
2.4.2 Le transport radiatif
Dans le cas où le numéro atomique de l’élément irradié est modéré ou élevé (Z & 10), la
fraction de l’énergie laser convertie en rayonnement X et XUV est plus importante et le
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transport de l’énergie est assuré de façon prépondérante par le rayonnement X. Dans ce
cas, la zone de conduction se scinde en deux zones (Sigel, 1994) : la zone de conversion et
la zone de ré-émission comme illustré sur la figure 2.3. Au voisinage de la densité critique,
l’énergie laser est convertie en rayonnement X. Cette zone est appelée zone de conversion.
Le rayonnement X émis est réabsorbé puis réémis à des densités plus élevées, ce qui fait
apparaître une nouvelle zone dite zone de ré-émission. L’énergie est alors transportée de
façon radiative par des processus d’absorption et de ré-émission successifs qui constituent


























Figure 2.3 – Profils caractéristiques de température et de densité dans le cas d’un maté-
riau de numéro atomique modéré ou élevé. La zone de conduction [3] sur la figure 2.2 se
scinde en deux zones : la zone de ré-émission (3a) et la zone de conversion (3b) (Dautray
and Watteau, 1991).
2.4.2.1 Zone de conversion
Le laser en déposant son énergie au voisinage de la densité critique, chauffe cette région
fortement. Elle devient le siège d’un rayonnement X intense, dû à des processus complexes
de transition des électrons dans les ions excités : il y a ainsi conversion de l’énergie laser
en rayons X d’où le nom de cette zone ([3b] sur la figure 2.3) La zone de conversion est
caractérisée par des températures électroniques élevées de l’ordre du kilo-électronvolt et
des densités faibles (inférieures à 0.1 g/cm3).
Cette émission X est produite par trois principaux mécanismes :
• l’émission par Bremsstrahlung, qui se produit lorsqu’un électron entre en collision
avec un ion. L’électron est alors freiné et perd une partie de son énergie cinétique
sous forme de rayonnement. La puissance émise par Bremsstrahlung ("rayonnement
de freinage") est répartie sur toutes les fréquences.
• l’émission par recombinaison électron-ion qui domine le Bremsstrahlung d’autant
plus que l’état d’ionisation est élevé (et donc que le numéro atomique est grand).
Dans la zone de conversion, le degré d’ionisation est très élevé ; les photons émis par
21
CHAPITRE 2. INTERACTION LASER-PLASMA
recombinaison électron-ion ont des énergies supérieures au kilo-électronvolt car ils
proviennent des transitions avec les couches atomiques plus profondes.
• l’émission de raie qui se produit lors d’une transition électronique entre deux ni-
veaux énergétiques d’un même ion. Ce type d’émission est dominant dans le cas de
matériaux de Z élevé.
Ce rayonnement X est émis aussi bien vers la cible que vers le vide (dans la direction
du laser). Le rayonnement qui se propage vers la cible rencontre des zones de densité
élevée (∼ de la densité du solide) et de température plus froide où il sera beaucoup
plus absorbé en raison de la grande opacité de cette région (l’opacité est inversement
proportionnelle à la température, et proportionnelle à la densité comme nous le montrerons
dans le chapitre suivant). Le rayonnement émis vers le laser quant à lui s’échappe de la
zone de conversion, qui est optiquement mince pour son propre rayonnement, et participe
aux pertes radiatives.
L’émission X est d’autant plus importante que le numéro atomique du matériau est élevé.
Cette caractéristique joue un rôle fondamental dans le choix du matériau constituant la
cavité dans la configuration attaque indirecte en fusion par confinement inertiel, mais aussi
dans le matériau constituant l’ablateur dans la configuration attaque directe (ablateur
dopé) comme nous le verrons dans la suite de ce manuscrit.
2.4.2.2 Zone de ré-émission
La zone de ré-émission (zone [3a] sur la figure 2.3) est chauffée par le rayonnement X
provenant de la zone de conversion. Elle est caractérisée par des densités de l’ordre de
1 g.cm−3 et des températures de l’ordre de la centaine d’électronvolts. Elle est optique-
ment épaisse au rayonnement X provenant de la zone de conversion et par conséquent,
son rayonnement se rapproche de celui d’un corps noir d’intensité égale à σT4. Une partie
de l’intensité des rayons X provenant de la zone de conversion est alors réémise de façon
quasi-planckienne par des nombreux processus d’absorption et de ré-émission successifs,
vers le front d’ablation et la zone de conversion.
2.5 Electrons suprathermiques
Il s’agit d’une population très énergétique d’électrons que l’on dit suprathermiques ou
rapides. La production de ces électrons est particulièrement importante dans le cas d’un
régime laser à haut flux (typiquement des intensités laser supérieures à 1018 W/cm2).
Dans le cas de l’interaction laser-matière, les électrons suprathermiques ne proviennent
pas d’une source externe mais sont directement créés dans la cible irradiée par le laser,
notamment par les instabilités paramétriques que nous avons évoquées précédemment.
Appartenant à ses couches les plus externes, ils sont fortement accélérés par le laser et
se propagent vers l’intérieur de la cible. Leur déplacement rapide vers les parties les plus
profondes (ne >nc) altère en particulier la neutralité de charge. L’importante densité
de charge associée au faisceau d’électrons fait alors apparaître des effets électriques et
magnétiques (Bond et al., 1980) qui deviennent très importants et qui vont agir sur la
propagation et sur le dépôt d’énergie. Le champ électrique associé au courant d’électrons
rapides peut atteindre des valeurs allant jusqu’à 107 MV/m. Ces électrons induisent des
"trous" en couche interne, peuplant alors des niveaux doublement excités, de nombre
quantique élevé. Leur désexcitation induit une émission dans le domaine X de raies satel-
lites qui s’accumulent sur le flanc bleu/rouge de la raie de résonance associée et élargissent
cette dernière.
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2.6 Equilibre Thermodynamique Local
L’Equilibre Thermodynamique Local (ETL) implique que toutes les propriétés thermo-
dynamiques d’un petit volume de matière sont égales à leur valeur d’équilibre thermody-
namique (Drake, 2006). Cela signifie que les vitesses électronique et ionique suivent les
lois de distribution de la mécanique statistique et que les équilibres d’excitation et d’io-
nisation sont déterminés par les collisions plus que par les taux radiatifs. Dans la limite
non-dégénérée, les distributions de vitesses sont donc Maxwelliennes, l’équilibre d’excita-
tion est donné par la fonction de distribution de Boltzmann et l’équilibre d’ionisation est
donné par la formule de Saha. En revanche, le rayonnement ne suit pas nécessairement la
loi de Planck.
Une étoile est ainsi en très bonne approximation à l’équilibre thermodynamique local
compte-tenu de la densité de matière relativement élevée. C’est l’approximation retenue
dans les modèles stellaires et vérifiée par la sismologie (Turck-Chièze et al., 2001).
2.6.1 Formule de Saha











où ni est la densité d’atome dans l’état d’ionisation i ; gi est la dégénérescence des états
pour les ions i, i est l’énergie requise pour retirer i électrons à un atome neutre de
l’espèce considérée, ne est la densité électronique, Λ est la longueur d’onde thermique de
De Broglie.
Cette formule n’est toutefois valable que pour des plasmas faiblement ionisés, pour lesquels
la longueur de Debye est grande. Dans le cas de l’équilibre de Saha, le degré d’ionisation
diminue lorsque la densité augmente à température fixée. Cette tendance est en réalité
inversée lorsque la densité solide est atteinte, là où l’ionisation par pression apparaît
(Atzeni and Meyer-Ter-Vehn, 2004).
2.6.2 Fonction de distribution de Boltzmann
La distribution de Boltzmann donne la fonction de distribution des particules occupant








où kB la constante de Bolztmann et T la température du milieu. gi est la dégénérescence





La fonction Z(T), appelée fonction de partition, assure que l’ensemble des probabilités
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2.6.3 Distribution Maxwellienne des vitesses
La loi de distribution Maxwellienne des vitesses donne la probabilité par unité de vitesse













où m est la masse d’une particule, kB la constante de Bolztmann et T la température du
milieu.
Il est à noter que l’hypothèse de l’équilibre thermodynamique local reste valide tant que
le nombre de transitions atomiques par collision reste supérieur au nombre de transitions
radiatives. Cette situation est favorisée dans les plasmas collisionnels i.e. à forte densité
électronique et/ou lorsque le champ de radiation est faible.
2.7 Transmission d’une couche de plasma
Pour un plasma uniforme, de température T et de densité ρ, irradié directement par un
faisceau laser de fréquence ν, l’atténuation de l’intensité incidente en géométrie 1D plane
s’exprime de la façon suivante (Salzmann, 1988) :
dI(ν) = −κ(x, ν)ρI(x, ν)dx (2.10)
où κ(x, ν) est l’opacité du plasma à l’abscisse x. Nous allons revenir dans le chapitre
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Figure 2.4 – Transmission d’une couche de plasma purement absorbant
En intégrant l’équation 6.1 sur l’épaisseur L de la couche de plasma, nous obtenons :
Iν,s = Iν,0e
[−κ(ν)ρL] (2.11)
La transmission se définit ensuite comme le rapport de l’intensité de sortie sur l’intensité
incidente et est ainsi directement liée à l’opacité par l’exponentielle (loi de Beer-Lambert).
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2.8 Les différentes classes de laser
Nous présentons ici les lasers susceptibles d’être utilisés dans des expériences de mesures
d’opacités.
2.8.1 Les lasers de classe intermédiaire
2.8.1.1 OMEGA
L’installation OMEGA 1 dont une vue schématique est présentée en figure 2.5, se situe
au Laboratory for Laser Energetics à Rochester (USA). Il s’agit d’un ensemble de 60 fais-
ceaux laser dopé au néodyme, avec une longueur d’onde de 351 nm après conversion de
fréquence et de durée temporelle autour de la nanoseconde. Il peut fournir jusqu’à 30 kJ
sur cible en géométrie sphérique.
Cette installation est désormais complétée par le dispositif OMEGA EP 2 (Extended Per-
formance), qui comprend 4 lignes lasers, dont deux pouvant être utilisées en picosecondes.
Les impulsions nanosecondes d’OMEGA EP sont générées et délivrées de la même façon
que celles d’OMEGA, avec la même conversion de fréquence à 351 nm. Deux des quatre
lignes fournissent des impulsions pouvant aller de 1 à 100 ps à 1053 nm. Ce dispositif peut
fournir des intensités sur cible supérieures à 2 × 1020 W/cm2.
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2.8.1.2 HELEN - ORION
L’installation HELEN, située à Aldermaston en Angleterre se composait de deux fais-
ceaux longs (∼1 ns, 500 J) et d’un faisceau de radiographie (500 fs, 50 J, 1.05 µm). Elle
a été fermée en 2009 et remplacée par ORION.
L’installation ORION possède 10 faisceaux longs (nanosecondes) qui peuvent fournir jus-
qu’à 5 kJ (500 J par faisceau) à 351 nm et deux faisceaux à impulsions courtes (dixième
de picoseconde) qui peuvent fournir jusqu’à 500 J chacun en 0.5 ps à 1053 nm (soit une
intensité sur cible de 1021 W/cm2).
2.8.1.3 LULI
Le hall laser LULI 2000 3 contient deux chaînes laser de puissance à verre néodyme mono-
impulsionelles. Chaque chaîne peut délivrer jusqu’à 1 kJ à 1 ω (1.053 µm) en 1.5 ns.
L’impulsion est alors carrée et sa durée d’impulsion variable, de 0.5 à 5 ns (avec un temps
de montée de l’ordre de 150 ps). Une ligne à retard permet d’avoir des délais entre les
deux chaînes ajustables (± 10 ns). Des impulsions converties en fréquence (à 2 et 3 ω)
peuvent également être délivrées. L’implantation de la technique d’amplification à dérive


















LULI 526 (2ω) - 351 (3 ω) 300 - 350 (2 ω) 2 faisceaux (+ 1faisceau court) France
Table 2.1 – Résumé des caractéristiques de différents lasers nanosecondes de classe in-
termédiaire (* installation fermée).
Il existe également d’autres lasers que nous n’avons pas évoqués (liste non exhaustive) :
• Vulcan, qui est un faisceau Petawatt pouvant fournir jusqu’à 1021 W/cm2 dans une
tache focale de 5µm
• PALS (Prague Asterix Laser System) qui peut fournir jusqu’à 3 × 1016 W/cm2
• Gekko XII est un laser composé de 12 faisceaux, doublé en fréquence à 532 nm. Ils
peuvent fournir jusqu’à 10 kJ.
3. http ://www.luli.polytechnique.fr
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Figure 2.6 – Localisation des principaux lasers pouvant être utilisés dans les expériences
d’opacités.
2.8.2 Les lasers à haute puissance
Il n’existe à l’heure actuelle que deux lasers à haute puissance : le National Ignition Fa-
cility (Livermore) et son homologue français en cours de construction, le Laser Mégajoule
(LMJ). Les caractéristiques de ces deux lasers sont présentées en table 2.2.
NIF LMJ
Localisation Livermore (USA) Bordeaux (France)
Nombre de faisceaux 192 176∗
Intensité sur cible 1.6 - 1.85 MJ 1.5 MJ
Table 2.2 – Comparaison des capacités du NIF et du LMJ. [∗ prévision]
Figure 2.7 – A gauche : Vue extérieure de la chambre du LMJ c© CEA. A droite : Vue
intérieure de la chambre du NIF c© LLNL.
L’un des grands atouts du Laser Mégajoule est d’être couplé à un second laser, PETAL
qui est un laser Petawatt. La table 2.3 présente les caractéristiques d’un quadruplet LMJ
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(=ensemble de quatre faisceaux laser organisés en carré) et du faisceau PETAL. Aujour-
d’hui, seuls quatre quadruplets sont disponibles, les 172 seront mis en service au fur et à
mesure, permettant la montée en puissance du laser.
Une vue schématique du trajet des faisceaux de leur création jusqu’à leur focalisation
dans la chambre d’expérience ainsi que l’organisation des quadruplets dans la chambre
sont présentés respectivement en figure 2.8 et figure 2.9 pour l’agencement des faisceaux et
figure 2.8 pour le trajet des faisceaux de leur création à leur focalisation dans la chambre).
L’installation LMJ-PETAL sera accessible à la communauté académique à l’horizon 2017,
avec l’accès à deux quadruplets et un temps d’accès allant de 20 à 30% .
PETAL 1 quad LMJ
Energie 3 kJ (1 kJ en première configuration) 30 kJ
Longueur d’onde 1053 nm 351 nm
Durée de l’impulsion 0.5 à 10 ps 0.2 à 25 ns
Intensité 1020 W/cm2 autour de 1015 W/cm2
Table 2.3 – Caractéristiques de PETAL et du LMJ (Ion Workshop, 2012)
Figure 2.8 – Trajet des faisceaux, de la création à la focalisation sur cible dans la chambre
sur le LMJ c© CEA.
La figure 2.10 représente en fonction de la température et de la densité massique (ou
la densité de particules), les domaines atteints par les différentes classes de laser. A ces
domaines sont superposés, à titre indicatif, les chemins thermodynamiques de différents
objets astrophysiques. Le domaine atteignable par le LMJ sera selon les prévisions le
même que celui atteint par le NIF.
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and 49° polar angles. Four other quads enter the target chamber at 59.5° polar angle, and will be dedicated to 
radiographic purpose (see Figure V.5).  
The PETAL beam enters the experimental chamber in the equatorial plane. 
     
Figure V.5: Target chamber et geometry of the LMJ irradiation cones 
 
A detailed configuration of irradiation geometry is given in Figure V.6 and the spherical coordinates 
of all beam ports are given in Table V.1.  
 
Figure V.6: Irradiation geometry of LMJ quads and PETAL beam. The first operative quads are indicated 
 
90° : PETAL 
33.2° : 10 quads 
49° : 10 quads 
59.5° : 2 quads 
120.5° : 2 quads 
131° : 10 quads 
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90° 59.5° 49° θ = 
Figure 2.9 – Géométrie de la configuration de la chambre LMJ. Les premiers quadruplets
disponibles sont indiqués c© CEA.
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Fig. 1.1. Regimes of high-energy-density physics. Adapted from the NRC Report:
High Energy Density Physics: The X-Games of Contemporary Science
We begin along the left edge of this figure. Working up in temperature, the
first curve encountered shows the boundary between ionized and unionized
matter. Once the temperature reaches about an eV, one begins to see some
ionization. The required temperature increases as density increases, reflecting
the increasing density of electrons that can recombine with the ions. Then, at
densities approaching 1 g/cm3 (g/cc in the axis label), the curve turns over.
At high-enough density, matter is ionized at any temperature, for reasons
discussed in Chap. 3. This phenomenon is known as pressure ionization.
Continuing up the left axis, one sees horizontal lines labeled “Total pres-
sure = 1 Mbar” and “1 Gbar”. These lines correspond to the temperature
at which an equilibrium radiation field produces these pressures. Above the
lines the plasma is radiation-dominated, if the system is in equilibrium. A
plasma at low-enough density becomes radiation-dominated at a tempera-
ture of about 1 keV. We introduce radiation-dominated plasmas in Chap. 3
and discuss them in more depth in Chs. 6 and 7. Following these horizon-
tal lines to the right, one sees that they tilt downward. This occurs as the
thermal pressure of the matter becomes equal to and then dominant over the
radiation pressure. Thus, for example, the thermal pressure at a density of 1
g/cm3 and a temperature of 1 eV is roughly 1 Mbar. At a density just above
1 g/cm3, the curve showing a pressure of 1 Mbar becomes vertical. This is
the density where the Fermi pressure of the electrons exceeds 1 Mbar. We
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Fig. 1.1. Regimes of high-energy-density physics. Adapted from the NRC Report:
High Energy Density Physics: The X-Games of Contemporary Science
We begin along the left edge of this figure. Working up in temperature, the
first curve encountered shows the boundary between ionized and unionized
matter. Once the temperature reaches about an eV, one begins to see some
ionization. The required temperature increases as density increases, reflecting
the increasing density of electrons that can recombine with the ions. Then, at
densities approaching 1 g/cm3 (g/cc in the axis label), the curve turns over.
At high-enough density, matter is ionized at any temperature, for reasons
discussed in Chap. 3. This phenomenon is known as pressure ionization.
Continuing up the left axis, one sees horizontal lines labeled “Total pres-
sure = 1 Mbar” and “1 Gbar”. These lines correspond to the temperature
at which an equilibrium radiation field produces these pressures. Above the
lines the plasma is radiation-dominated, if the system is in equilibrium. A
plasma at low-enough density becomes radiation-dominated at a tempera-
ture of about 1 keV. We introduce radiation-dominated plasmas in Chap. 3
and discuss them in more depth in Chs. 6 and 7. Following these horizon-
tal lines to the right, one sees that they tilt downward. This occurs as the
thermal pressure of the matter becomes equal to and then dominant over the
radiation pressure. Thus, for example, the thermal pressure at a density of 1
g/cm3 and a temperature of 1 eV is roughly 1 Mbar. At a density just above
1 g/cm3, the curve showing a pressure of 1 Mbar becomes vertical. This is
the density where the Fermi pressure of the electrons exceeds 1 Mbar. We
Figure 2.10 – Domaines atteignables par différents lasers comparés à différents ordres
de grandeurs astrophysiques (Committee on High Energy Density Plasma Physics, 2003)
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2.9 Résumé
Nous avons fait dans ce chapitre une revue les différents processus mis en jeu lors de l’in-
teraction entre un laser et une cible solide qui va permettre la compréhension de ce travail
de thèse. Nous avons ainsi décrit les différentes zones du plasma lors de l’irradiation d’une
cible solide par un laser ce qui nous a conduit à examiner les différents phénomènes d’ab-
sorption laser. Nous avons également exposé les différents modes de transport de l’énergie
(électronique et radiatif) dans la cible, ce qui nous a amené à évoquer les différentes ap-
proximations réalisées pour la modélisation du transport électronique.
Une notion importante lorsque l’on s’attache à l’étude des intérieurs stellaires est celle
de l’équilibre thermodynamique local (ETL) et il est très important de considérer cette
propriété lors de la mise en place d’expériences dédiées à ces intérieurs stellaires. Il est
en effet aujourd’hui possible de reproduire des plasmas d’intérêt astrophysique avec des
lasers. Nous avons présenté quelques-uns des lasers qui seraient susceptibles d’être utilisés
pour des expériences de mesure d’opacité : des lasers de classe intermédiaire et des lasers
de haute puissance. Nous allons revenir dans le chapitre suivant sur cette grandeur, fon-
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3.1 Historique
C’est dès les années 1920 qu’Eddington (1926) identifie l’opacité comme l’un des ingré-
dients clés des modèles stellaires. A cette époque la contribution lié-lié est négligée. A la
fin de la même décennie, Russel (1929) publie la première analyse quantitative de la com-
position chimique de l’atmosphère du Soleil en déterminant l’abondance de 56 éléments.
Au milieu des années 40, sous l’impulsion de Teller, les processus de photoexcitation sont
pris en compte. A la fin des années 50, Schwarzschild (1958) ne considère pour le calcul
des opacités que trois processus :
• les transitions lié-libre
• les transitions libre-libre
• la diffusion électronique.
Il faut attendre les années 1960 pour voir l’introduction des processus de photo-excitation
dans les calculs d’opacité stellaire via les travaux de Cox et Stewart. Devant la complexité
et la lourdeur des calculs, les opacités furent mises sous forme de tables, directement uti-
lisables par les codes de structure stellaire.
Les premières tables utilisées très largement dans les modèles stellaires proviennent de la
libraire d’opacité de Los Alamos (LAOL, Cox and Stewart (1965, 1970a,b)). Compte-tenu
de la taille et des capacités des ordinateurs, les calculs d’opacités se basaient sur une
approximation hydrogénoïde des atomes. Ces tables demeurèrent une référence pendant
une vingtaine d’années.
L’augmentation de la qualité des données observationnelles a finalement montré les li-
mites de cette librairie. En effet, la détermination de la masse des Cépheides, basée sur
leur position dans le diagramme HR n’était pas en accord avec la masse déterminée par la
théorie des pulsations (Simon, 1982) : les modèles standards de pulsation prédisaient des
rapports de périodes plus grands que les observations. La forte dépendance des proprié-
tés stellaires à l’opacité ont conduit Simon à montrer qu’une augmentation des opacités
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pourraient résoudre ce problème. Deux groupes se sont alors attelés à la production de
nouveaux calculs d’opacités :
• le groupe OPAL (OPacity At Livermore) du laboratoire Lawrence Livermore aux
Etats-Unis (Rogers and Iglesias, 1992; Iglesias and Rogers, 1996)
• le groupe OP (Opacity Project), une collaboration académique internationale (Sea-
ton et al., 1994)
Ces tables restent aujourd’hui les plus utilisées dans la communauté astrophysique mon-
diale. Au début des années 2000 est apparue la première génération de calculs détaillés
d’opacités. La table 3.1 résume les différentes tables d’opacités produites depuis les années
1960.
Equipe Nombre d’éléments Traitement de laphysique Résultats







Huebner et al. (1977) (Los
Alamos Opacity Library -
LAOL)
12 : H, He, C, N, O, Ne,









Rogers and Iglesias (1992)
14 : H, He, C, N, O, Ne,






de 300% du pic
du fer : méc. κ
des β-Céphei,
SPB
Seaton et al. (1994)
17 éléments : les éléments
de LOAL + S, Ca, Cr,
Mn et Ni.
Nouveaux éléments




Iglesias and Rogers (1996)
21 : Rogers and Iglesias













Table 3.1 – Historique des tables d’opacités
Les premiers tests expérimentaux des calculs d’opacités avec des lasers de puissance
datent des années 1990 (Huebner and Barfield, 2014). D’autre part, grâce à l’augmentation
de la puissance de calcul des ordinateurs, de nouveaux modèles et codes d’opacités ont
été mis au point ou sont en cours de développement : TOPAZ (Lawrence Livermore
National Laboratory, USA), ATOMIC (Los Alamos National Laboratory, USA), OPAS
(CEA DAM, France), SCO-RCG (CEA DAM, France).
3.2 Definition
L’opacité caractérise le couplage du rayonnement électromagnétique avec la matière par
absorption et diffusion à la fréquence ν : elle se définit comme la section efficace d’interac-
tion du photon avec la matière. Elle s’exprime en cm2/g. Cette interaction photon-matière
est en général décomposée en divers processus électroniques élémentaires (Mihalas, 1978).
Ces processus sont nommés en fonction des états initial et final de l’électron participant
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à la transition radiative. Ainsi, l’opacité peut s’écrire de façon générale comme la contri-
bution des différents processus élémentaires. Dans les plasmas chauds et partiellement
ionisés, le calcul de l’opacité est dominé par 4 processus :
• processus de diffusion ;
• Bremsstrahlung 1 inverse (libre-libre) ;
 Interaction avec les e´lectrons libres
• photoionisation (lié-libre, saut d’énergie) ;
• photoexcitation (lié-lié : raies spectrales).
 Interaction avec les e´lectrons lie´s
Les calculs sont complexes : selon les méthodes, un calcul détaillé peut prendre jusqu’à 1
mois et il est souvent nécessaire de réaliser des milliers de calculs. Les calculs détaillés sont
donc souvent réservés à des études particulières et en général, il faut faire des approxi-
mations pour le calcul des opacités. Tout l’enjeu consiste à trouver les approximations
pertinentes pour le problème posé. De plus, la validation expérimentale est utile. Elle
permet aussi d’étudier les effets plasma de l’élargissement des raies et les interactions de
configuration. Pour le calcul de l’opacité à l’ETL, les structures atomiques des espèces
présentes dans le plasma doivent être déterminées ainsi que les taux de transitions des
processus entre différents états de charge. Si le plasma est hors ETL, il faut en plus
déterminer les populations des niveaux. Les processus radiatifs font intervenir les états
électroniques du plasma liés ou libres conduisant à différents mécanismes d’absorption.
L’opacité monochromatique est usuellement notée κν et est reliée à la section efficace








où ρ est la densité massique, NA le nombre d’Avogadro, ma la masse atomique et kν le
coefficient d’absorption.
3.2.1 Absorption lié-lié
L’absorption lié-lié ([1] sur la figure 3.1) correspond à l’absorption d’un photon par un
atome, au cours de laquelle un électron lié effectue une transition d’un état lié à un état
lié d’énergie supérieure. L’inverse de cette transition est l’émission d’un rayonnement par
l’atome lors de la transition de l’état d’énergie supérieure à l’état d’énergie inférieure. C’est
un vrai processus d’absorption et son inverse est l’émission de rayonnement accompagnant
une transition vers un état d’énergie inférieure.
Pour une transition entre deux niveaux atomiques 1 et 2 d’une espèce atomique X
X1 + hν12 → X2, la contribution à l’opacité monochromatique est exprimée en fonc-






où N1 est le nombre total d’ion X1 par unité de volume, me la masse d’un électron et φν est
le profil de raie qui distribue la force d’oscillateur f2,1 sur un certain intervalle de fréquence,
selon les conditions d’environnement plasma via les mécanismes d’élargissement de raies.
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• l’élargissement par impacts électroniques (effet Stark électronique),
• l’effet Stark ionique.
En règle générale, l’élargissement naturel est presque toujours négligeable devant les autres
processus. Lorsque la densité de matière n’est pas trop élevée (typiquement inférieure à
1020 cm−3), l’élargissement Doppler est le processus dominant. Au-delà, c’est l’effet Stark
qui joue le plus sur les largeurs de raies.
L’opacité lié-lié totale est obtenue en sommant toutes les contributions des différentes
transitions possibles, en fonction des occupations des sous-couches de départ et d’arrivée.
3.2.2 Absorption lié-libre
L’absorption lié-libre ([2] sur la figure 3.1) correspond à l’absorption d’un photon par
un atome au cours de laquelle un électron lié effectue une transition vers le continuum,
que l’on appelle également photoionisation. C’est un vrai processus d’absorption et le




Figure 3.1 – Les 4 principales interactions contribuant à l’opacité. Ces interactions sont
nommées en fonction de l’état initial et de l’état final de l’électron qui participe à la
transition radiative. 1=Transition lié-libre ; 2= Transition lié-lié ; 3=Transition libre-libre ;
4= Diffusion











la section efficace différentielle pour la transition monoélectronique vers le
continuum. La prise en compte des occupations des états liés ni d’énergie Ei et de la




















L’absorption libre-libre ([3] sur la figure 3.1) correspond à l’absorption d’un photon par
un électron du continuum qui rejoint un état du continuum d’énergie plus élevée. C’est
un vrai processus d’absorption et son inverse est appelé Bremsstrahlung.
X+i + e() + hν → X+f + e(′) (3.3)
L’opacité associée à la transition 3.3 s’exprime (Seaton, 1987) :








exp(−E + kT )S(E + hν, f ;E, i)dE (3.4)
où Ue est un facteur de normalisation correspondant à la fonction de partition des électrons
et Ne la densité d’électrons libres. L’opacité totale due aux transitions libre-libre avec un




κffν (i→ f) (3.5)
3.2.4 Diffusion
Il s’agit de la diffusion des photons par les électrons libres du gaz, que l’on appelle
communément la diffusion Compton, ou dans l’approximation non relativiste qui est ha-
bituellement applicable dans les étoiles, la diffusion Thomson. Ce processus ([4] sur la
figure 3.1) est indépendant de la longueur d’onde du rayonnement.
Chandrasekar effectue la distinction suivante entre processus d’absorption et de diffusion
(Chandrasekhar, S., 1939) : dans le cas d’un processus de diffusion, le photon interagit
avec le diffuseur et émerge dans une nouvelle direction avec éventuellement une fréquence
légèrement altérée. Au cours de ce processus, le photon n’est pas détruit dans le sens où
il n’est pas converti en énergie cinétique de particule. Dans le cas d’un processus d’ab-
sorption, le photon est détruit et son énergie est convertie (du moins en partie) en énergie
cinétique des particules constituant le milieu.
3.2.5 Opacité totale
Dans les intérieurs stellaires, ces 4 sources d’opacité sont les seules qui jouent réellement
un rôle. La prédominance d’une ou l’autre des absorptions dépend de l’état thermodyna-
mique de la matière mais la tendance générale est la suivante : à basse température, avec
un nombre significatif d’atomes partiellement ionisés, l’opacité est dominée par l’absorp-
tion lié-lié et l’absorption lié-libre. Au fur et à mesure que les atomes s’ionisent, l’opacité
due aux transitions libre-libre devient dominante. Ce sont d’ailleurs les photons d’éner-
gies les plus faibles qui vont interagir en libre-libre (pour toucher un électron lié, il faut
bien plus d’énergie que pour un électron libre). L’ajout des différents termes d’opacité
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s’effectue comme suit (avec prise en compte de l’émission induite) :
κν(ρ, T ) = [κ
bb
ν (ρ, T ) + κ
bf
ν (ρ, T ) + κ
ff
ν (ρ, T )]︸ ︷︷ ︸
Absorption
×
correction d′e´mission induite︷ ︸︸ ︷
(1− e− hνkT ) +κsν(ρ, T )︸ ︷︷ ︸
diffusion
(3.6)
où les exposants bb, bf et ff désignent respectivement les contributions bound-bound (lié-
lié), bound-free (lié-libre) et free-free (libre-libre).
Ainsi pour un mélange solaire à 17 éléments, il faudra considérer :
• potentiellement 288 ions,
• pour un couple (densité,température) représentatif de la base de la zone convective :
200 000 configurations non-relativistes,
• 109 transitions à la base de la zone convective,
• pour le calcul du profil de chaque raie sur une grille : v 104 énergies de photons,
• pour une table d’opacités Rosseland : v 1000 couples (ρ, T)
Ceci représente 2 à 3 ans de calculs (Blancard, communication privée).
3.3 Les opacités moyennes
En pratique, dans les codes d’évolution stellaire, on utilise des opacités moyennes, selon
l’épaisseur optique du milieu considéré.
3.3.1 Moyenne de Planck
Ce coefficient d’absorption moyen est une approximation valide dans les régions à l’ETL,
où les dimensions sont faibles par rapport au libre parcours moyen des photons (milieu








où Bν est la fonction de Planck et κν l’opacité spectrale.
3.3.2 Moyenne de Rosseland
Dans le cas contraire (milieu optiquement épais), une moyenne harmonique est utilisée.
















La forme de la pondération de l’opacité pour les deux moyennes est présentée en figure
3.2.
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Figure 3.2 – Pondération de Rosseland (en rouge) et pondération de Planck (en noir).
Il est à noter que les maxima des fonctions de pondérations des moyennes de Planck et
de Rosseland sont respectivement à 3kBT et 4kBT.
3.3.3 La différence entre les deux moyennes
Il y a trois différences importantes entre ces valeurs moyennes (Huebner and Barfield,
2014) :
• Dans la moyenne de Planck, ce sont les grandes valeurs de l’opacité (donc les pics
d’absorption) qui contribuent le plus à la valeur moyenne. Au contraire, dans la
moyenne de Rosseland, ce sont les petites valeurs de l’opacité qui contribuent le
plus à la valeur moyenne.
• Les processus individuels contribuant à l’opacité moyenne de Planck sont additifs ;
ce n’est pas le cas pour l’opacité moyenne de Rosseland.
• Les fonctions de pondération Rosseland et Planck ne sont pas identiques (voir figure
3.2)
En pratique, le calcul de la moyenne de Rosseland est tellement lourd et complexe que
cette quantité est évaluée en dehors des codes d’évolution stellaire et mise sous forme de
tables, directement utilisables par ces codes. Selon les codes d’opacité utilisés, la tabulation
est soit en (log T, log Ne) où T est la température et Ne la densité électronique soit (log
T, log R) où R est une variable intermédiaire telle que
log R = log ρ− 3× log T + 18 (3.9)
Cette variable est particulièrement bien adaptée aux tabulations car lorsque la pression
radiative est dominante, le rapport entre la pression de la matière et celle du rayonnement
est quasi-constante. La loi des gaz parfaits et la loi de Stefan-Boltzmann entrainent alors
que la quantité ρ
T 3
est également quasi-constante (Pradhan and Nahar, 2011). On utilise
donc la variable R, qui décrit à la fois la densité et la température dont le logarithme
varie entre -8 et 1 si on considère la plupart des étoiles.
3.3.4 Formule de Kramers
Il existe une approximation, développée par le physicien néerlandais Kramers, qui donne
une expression approchée des opacités lié-libre et libre-libre, sous réserve que l’opacité
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soit dominée par l’une ou l’autre de ces contributions (Kippenhahn et al., 2012). Sous ces
hypothèses, la forme générale de l’opacité est la suivante :
κR ≈ CρT−7/2 (3.10)
où C est une constante dépendante de la composition chimique. La dépendance en densité
à la puissance 1 apparaît car le produit ρκ est proportionnel à ρ2 dans les processus
radiatifs qui font intervenir deux particules (comme un électron et un ion). La dépendance
en T−7/2 signifie qu’à densité fixée, les interactions libre-libre diminuent par rapport à la
diffusion.
Pour l’opacité lié-libre, on a, sous cette approximation :





où gbf est le facteur de Gaunt associé aux transitions lié-libre, t est un facteur de correction
additionnel typiquement compris entre 1 et 100, Z est la fraction massique en élément de
numéro atomique supérieur à 2 et X la fraction de masse en hydrogène. T et ρ sont
respectivement la température et la densité, à exprimer dans les unités indiquées entre
crochets.
Pour l’opacité libre-libre :
κff = 3.68× 1022gff (1− Z)(1 +X)ρ[g/cm3]T [K]−72 [cm2.g−1] (3.12)
où gff est le facteur de Gaunt associé aux transitions libre-libre.
3.4 Calculs d’opacité
En pratique, un calcul d’opacité se divise en trois étapes :
• détermination des niveaux de populations (Equation d’état),
• détermination des sections efficaces d’absorption et diffusion (Physique Atomique),
• calcul des moyennes d’opacités pour les conditions et compositions considérées.
Il existe pour cela plusieurs approches :
• détaillée : on calcule toutes les transitions possibles,
• statistique : on rassemble des niveaux pour former des superconfigurations,
• hybride : on mélange les deux approches.
Les paragraphes qui suivent font une revue de certains codes d’opacités, qui seront utilisés
par la suite.
3.4.1 OPAL
La communauté astrophysique internationale utilise généralement les tables d’opacités
calculées par le code OPAL (Rogers and Iglesias, 1992) du Lawrence Livermore National
Laboratory. Dans ces tables, les opacités sont tabulées pour de très nombreuses valeurs de
densités ρ et de températures T recouvrant l’ensemble des conditions thermodynamiques
de l’intérieur des étoiles et pour quelques valeurs de la fraction de masse d’hydrogène,
pour plusieurs fractions métalliques fixées. Les 21 espèces chimiques prises en compte cor-
respondent aux espèces les plus abondantes du plasma solaire : H, He, C, N, O, Ne, Na,
Mg, Al, Si, S, Ar, Ca, Cr, Mn, Fe, Ni (les éléments de numéro atomique supérieur à 2 pris
en compte sont ceux dont l’abondance relative par rapport à l’hydrogène est supérieure à
10−7). Des exemples sur le choix et l’importance de certains éléments à prendre en compte
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sont discutés dans Turck-Chièze et al. (1998) et Turck-Chièze (1998). Près de la photo-
sphère, le poids moléculaire moyen varie fortement car il y a formation de molécules, dans
ce cas les opacités changent fortement et donc pour les basses températures (inférieures à
environ 6000 K), ces tables sont complétées par celles de Alexander and Ferguson (1994)





































Figure 3.3 – Opacité moyenne de Rosseland, calculée pour un mélange correspondant à
la composition chimique solaire avec le code OPAL, représentée en fonction de log T et
log R.
On note une valeur importante de l’opacité pour les faibles températures et les R élevés :
en effet, si la température est moindre avec un R élevé, cela correspond à une zone où les
atomes sont peu ou partiellement ionisés, ce qui rend les interactions entre les photons et
la matière extrêmement nombreuses.
3.4.2 OP
D’autres tables d’opacités, réalisées par le groupe académique OP (Seaton et al., 1994),
sont également disponibles. Elles sont réalisées avec le même maillage de température et
de densité que les tables OPAL mais prennent en compte moins d’éléments lourds (les 19
plus abondants dans le cas d’OPAL, les 17 plus abondants pour OP : P, Cl, K et Ti ne sont
pas pris en compte). Créés à l’origine pour résoudre le problème des enveloppes stellaires
pulsantes, les calculs OP considèrent un très grand nombre de transitions. Ils se sont
montrées efficaces pour le domaine des Cépheides. La mise à jour de Badnell et al. (2005)
étend les calculs pour des températures et des densités plus élevées (ρ > 0.01 g/cm3) et
prend en compte de nouvelles transitions liées à ∆n=0. Les comparaisons directes des
opacités OP et OPAL pour le mélange solaire indiquent des écarts maxima de 3% sur la
moyenne de Rosseland. Cependant ces différences peuvent être plus importantes pour les
spectres, jusqu’à 60 % comme indiqué dans Turck-Chièze, S. et al. (2011), et également
pour la prédiction des instabilités stellaires (Salmon et al., 2009; Lenz et al., 2007) ayant
pour origine le pic d’opacité du groupe du fer (Fe, Ni, Co et Mn) ou encore pour le calcul
des accélérations radiatives (Delahaye and Pinsonneault, 2005).
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Il est à noter que les opacités OPAL sont tabulées en (log T, log R) et les opacités OP
en (log T, log Ne).
3.4.3 SCO-RCG
Le code hybride SCO-RCG (Porcherot et al., 2011; Pain et al., 2013, 2015) est conçu
pour détailler le plus grand nombre de faisceaux possible. Les intégrales de Salter, spin-
orbite et dipolaire sont calculées par le code SCO (Superconfiguration Code for Opacity,
Blenski et al. (2000)), qui prend en compte les effets d’écrantage et d’environnement
plasma (ionisation par pression,...) sur les fonctions d’onde. Puis, les niveaux d’énergie et
les raies sont obtenus par une procédure adaptée du sous-programme RCG du code de
Cowan (Cowan, 1981). Récemment, SCO-RCG a été enrichi de l’approche PRTA (Partially
Resolved Transition Array) (Iglesias and Sonnad, 2012) qui consiste à effectuer un calcul
détaillé réduit préservant l’énergie moyenne et la variance du faisceau.
3.4.4 ATOMIC
ATOMIC (Another Theoretical Opacity Modeling Integrated Code) est un code polyva-
lent (Magee et al., 2004; Colgan et al., 2013) qui fournit des quantités à l’ETL ou non, à
différents niveaux d’approximation (définis par l’utilisateur). De nouveaux calculs sont en
cours pour produire de nouvelles tables à l’ETL pour les éléments allant de l’hydrogène
au zinc, avec l’objectif de mettre à jour les opacités OPLIB qui ont été produites dans
les années 90 en utilisant le code LEDCOP (Magee et al., 1995). Nous présenterons dans
ce manuscrit plusieurs types de calculs, qui prennent en compte un nombre variable de
transition. Ce code permet aussi de prendre en compte les effets relativistes (ATOMICR).
Une présentation plus détaillée des différentes options de ce code sera faite au chapitre 7.
3.4.5 OPAS
OPAS est un code de calcul des opacités spectrales de plasmas à l’ETL combinant les
approches détaillée (Detailed Level Accounting, DLA) et statistique (Detailed Configu-
ration Accounting, DCA). Les équations d’état du système considéré sont fournies par le
code ab initio SCAALP qui tient compte des effets plasmas et déduit ses grandeurs carac-
téristiques (ionisation moyenne, occupation des sous couches, micro-champ ionique, etc).
Les quatre composantes de l’opacité, lié-lié (photoexcitation), lié-libre (photoionisation),
libre-libre (Bremsstrahlung inverse) et diffusion sont ensuite calculées. Seules les transi-
tions dipolaire électriques sont considérées dans les calculs lié-lié et lié-libre. Un traitement
spécifique des profils de raies est utilisé incluant l’élargissement Stark ionique, les collisions
électroniques, l’élargissement naturel et d’autoionisation. L’opacité libre-libre est obtenue
au moyen d’une interpolation entre les modèles de Kramers pour les hautes énergies et de
Drude pour les basses énergies. La diffusion est calculée selon l’approximation Thomson,
incluant des corrections liées aux effets relativistes et à la diffusion inélastique (Blancard
et al., 2012; Mondet et al., 2015).
3.5 Accélération radiative
La diffusion des éléments est un processus agissant au niveau microscopique mais qui
peut produire des effets macroscopiques comme la séparation des espèces chimiques. La
diffusion atomique peut créer ainsi des inhomogéneités en abondance dans les étoiles et
peut donc affecter les opacités et donc la structure et l’évolution des étoiles. En général,
la diffusion atomique est dominée par la convection, la turbulence...dans de nombreuses
étoiles mais dans les zones radiatives et dans les étoiles à faible rotation, cet effet est
important sur des temps longs. Cet effet est d’environ 10% sur les abondances dans
l’intérieur solaire pour les éléments de Z ≥2 (Turcotte et al., 1998).
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où σν et Fν sont la section efficace d’absorption d’une particule et le flux de photon res-
pectivement. Dans des régions optiquement épaisses, cette quantité peut être approximée,













où P(u) est la distribution de flux normalisée. La luminosité radiative au rayon r est Lradr ,
κR est l’opacité moyenne de Rosseland, κu(total) est l’opacité totale à la fréquence u et
XA la fraction de masse de l’élément considéré. La valeur de grad est donc très dépendante
des données atomiques en en particulier de l’opacité moyenne de Rosseland et des spectres
d’opacités monochromatiques. L’accélération radiative a une signification statistique : il
s’agit de la moyenne sur un grand nombre d’interaction microscopique avec les photons
dans toutes les directions. Elle représente le moment moyen acquis par un seul atome via
la champ de rayonnement. Elle s’exprime en général en cm.s−2.
3.6 Résumé
L’opacité est une grandeur clé en évolution stellaire. Malheureusement, son calcul repose
sur des calculs de physique atomique extrêmement complexes car il faut prendre en compte
l’ensemble des interactions possibles entre les photons et les électrons : processus lié-lié, lié-
libre, libre-libre et processus de diffusion. Pour des raisons pratiques, l’opacité moyenne
de Rosseland qui est une moyenne de l’opacité spectrale intervenant directement dans
l’équation du transfert radiatif est donc mise sous forme de tables utilisables par les codes
de structure stellaire. Les deux sources de tables en astrophysique sont OPAL et OP mais
il existe également une génération de nouveaux calculs, que nous utiliserons pour certains
d’entre eux dans la suite de ce manuscrit. Il existe également certains codes qui donnent
une bonne approximation de l’opacité et des distributions ioniques avec des temps de
calculs très rapides. Le code FLYCHK, que nous allons présenter dans le chapitre suivant,
en est un bon exemple.
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CHAPITRE 4
Le code de physique atomique FLYCHK
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FLYCHK (Chung et al., 2005) est un code qui calcule l’ionisation et les distributions de
population de plasmas, en dimension 0 (ce qui signifie qu’il ne fournit des informations sur
les conditions plasma qu’aux conditions locales spécifiées), avec une précision suffisante
pour beaucoup d’estimations. Dans de nombreux cas, il est également utilisable pour des
analyses plus sophistiquées. FLYCHK résout les équations de populations en considérant
à la fois les processus collisionnels et les processus radiatifs en employant une structure
atomique et des processus schématiques (Chung et al., 2008).
4.1 Formulation des équations de taux
Les niveaux de populations en fonction du temps d’un plasma sont déterminés en utili-
sant des équations de taux sur plusieurs niveaux (Chung et al., 2008). L’équation de taux









njWij 1 ≤ i ≤ NL (4.1)
Pour les transitions montantes (i < j ),
Wij = BijJ¯ij + neCij + βij + neγij + σij + Iij (4.2)
Pour les transitions descendantes (j > i),







où ne est la densité d’électrons, J¯ est une intensité moyennée sur les fréquences pour
la transition d’intérêt. L’indice (ji) signifie que l’on considère une transition du niveau j
au niveau i. Les différents taux correspondent aux différents processus atomiques pris en
compte :
• Aij : l’émission spontanée ; Bij : absorption (i <j) ou émission (i > j ) stimulée,
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• Cij : excitation collisionnelle ; Dij desexcitation collisionnelle,
• Iij : collision faisceau/électrons non thermiques,
• αji : recombinaison radiative,
• βij : photoionisation et recombinaison stimulée,
• γij : ionisation collisionnelle,
• κji : capture électronique,
• σij : autoionisation.
La quantité NL est le nombre de niveaux inclus dans le calcul.
4.2 Effets plasmas
En plus des processus d’ionisation et d’excitation, les champs électriques du plasma
peuvent réduire le potentiel d’ionisation d’un ion et donc affecter la distribution de charge
du plasma. Cela affecte les niveaux les plus hauts des ions et pour certains états, des
électrons pourraient ne plus être liés. Pour déterminer les niveaux d’énergie qui sont ef-
fectivement en dessous du seuil d’ionisation, et donc liés, la théorie IPD (Ionic Potential
Depression) est utilisée (Stewart and Pyatt, 1966).
Les effets des électrons suprathermiques sur les distributions de populations sont égale-
ment inclus dans le code. Lorsque le plasma considéré a une taille finie, le rayonnement
émis par un atome est absorbé et ré-émis par les atomes voisins. Au cours de ce processus,
du rayonnement peut être perdu sous la forme de collisions ou sortir du plasma. Lorsque
le plasma est optiquement épais (κl >1 où κ est l’opacité du plasma et l, son épaisseur),
les taux des différents processus radiatifs sont significativement réduits par rapport au
cas optiquement mince. Cet effet est traité en utilisant un formalisme de probabilité de
perte (Mihalas, 1978), où les taux radiatifs sont réduits par une probabilité de perte en
fonction de l’épaisseur optique τ=κl .
4.3 Post-processeur FLYSPEC
Le post-processeur FLYSPEC permet d’obtenir les spectres d’émission et d’absorption
en utilisant les distributions de populations obtenues par FLYCHK avec correction. Pour
générer le spectre, l’émissivité ν et l’opacité κν du plasma en fonction de la fréquence
(ou de l’énergie) sont calculées (Mihalas, 1978). Le plasma est supposé être une couche
de température et densité uniformes et génère ainsi l’intensité émise suivante :
Iν = Sν(1− e−τν ) [ergs/cm2/sec/Hz/Ω]





[ergs/cm2/sec/Hz/ω] ; τν = κνl (4.5)
où l est l’épaisseur de la couche de plasma considérée.
L’émissivité et l’opacité sont déterminées pour toutes les transitions (lié-lié et lié-libre) en
utilisant les fichiers de populations générés par FLYCHK.
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4.3.1 Transition lié-lié
L’émissivité pour une transition lié-lié entre un niveau haut u et un niveau bas l est
donnée par :
ν = NuAulhνul/4piφ(ν) [ergs/cm
3/sec/Hz/Ω] (4.6)
où la densité de population de l’état u est Nu, νul la fréquence de la transition et Aul le
taux d’émission spontané. Le profil de raie φ(ν) détermine la dépendance en fréquence de
l’émissivité. L’opacité pour la même transition est donnée par :




où flu est la force d’oscillateur associé à la transition radiative u→l et gu, gl les poids
statistiques respectifs des niveaux u et l.
Ces deux formules définissent complètement la fonction source dans le cas des transitions
lié-lié.
4.3.2 Transition lié-libre
Pour l’émissivité lié-libre, le code utilise des sections efficaces hydrogénoïdes. La formule
pour l’émissivité d’un état dans le niveau ionique i+1 se recombinant en un état du niveau
ionique i est :














où IP et νIP sont les potentiels d’ionisation de l’état i en eV et en Hz respectivement.
G est le facteur de Gaunt obtenu par les calculs de Karzas and Latter (1961) et Ne, la
densité électronique. L’opacité de cette transition i+1 →i est obtenue par :














Le terme entre parenthèses représente la correction de l’absorption lié-libre due aux re-
combinaisons stimulées et est généralement faible.
4.3.3 Transition libre-libre
L’émissivité due aux transitions des électrons libres vers les états du continuum inter-
agissant avec une population d’ions de densité Ni et de charge zi est :









où la somme est faite sur tous les niveaux d’ionisation. L’opacité pour les processus libre-
libre s’exprime comme suit :











4.4 Comparaison à d’autres codes
Dans cette partie, nous allons présenter des comparaisons de FLYCHK avec d’autres
codes afin d’évaluer la qualité du code dans les conditions thermodynamiques explorées
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dans ce manuscrit : les conditions de la zone radiative solaire (Ne ∼ 1023 - 1024 cm−3 et
Te > 200 eV) et les enveloppes des β-Céphei (Ne ∼ 1016 - 1017 cm−3 et Te ∼ 10 - 20 eV).
4.4.1 Distribution ionique
La figure 4.1 présente des comparaisons de distributions ioniques du fer dans des condi-
tions proches de celles de la zone radiative solaire entre FLYCHK et le code collisionnel-
radiatif PrismSPECT 1. Les données PrismSPECT sont extraites de Bailey et al. (2009).
Figure 4.1 – Comparaison des résultats FLYCHK avec les résultats obtenus via Prism-
SPEC (Bailey et al., 2009) pour la distribution ionique du fer à différentes conditions
proches des conditions de la zone radiative solaire.
La figure 4.1 montre que les distributions ioniques calculées par les deux codes sont
proches. Pour les comparer, nous allons évaluer les ionisations moyennes (Zmoy) associés
1. http ://www.prism-cs.com/Software/PrismSpect/PrismSPECT.htm
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à chaque distribution. La table 4.1 présente ainsi les Zmoy des distributions ioniques de la
figure 4.1. L’accord entre les deux codes est très satisfaisant car ils diffèrent de moins de









193 1023 16.36 16.38
261 1023 17.96 18.35
335 1023 18.71 19.38
Table 4.1 – Comparaison des Zmoy obtenus avec FLYCHK et PrismSPECT dans les
conditions thermodynamiques de la zone radiative solaire.
La figure 4.2 présente des comparaisons entre OP et FLYCHK de calcul de distributions
ioniques du fer à des conditions proche de celles de la zone radiative solaire, sur des points
de grille OP. Nous pouvons constater que l’accord est plutôt bon entre les deux types de
calculs.
Figure 4.2 – Comparaison des résultats FLYCHK avec les résultats obtenus via OP à des
conditions de températures et de densités proches de celles de la zone radiative solaire.
Les différences entre les ionisations moyennes calculées avec OP et FLYCHK dans ces
conditions sont présentées en table 4.2 : elles sont de l’ordre de 1.5 %.
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216 1023 17.34 17.64
242 1023 18.29 18.62
272 1023 19.32 19.62
306 3.16 × 1023 18.96 19.37
Table 4.2 – Comparaison des Zmoy obtenus avec OP et FLYCHK pour le fer dans des
conditions proches de la zone radiative solaire, correspondant à des points de grille OP.
J’ai également effectué des comparaisons des ionisations moyennes obtenues dans les
conditions thermodynamiques des enveloppes des β-Céphei, résumées en table 4.3 pour
le cas du chrome, et qui font apparaître des différences inférieure à 9% pour le chrome, le









10.84 1017 6.39 6.96
15.32 3.16 × 1017 8.22 8.67
21.65 1018 10.23 10.65
Table 4.3 – Comparaison des Zmoy obtenus avec SCO-RCG et FLYCHK pour le chrome
dans des conditions correspondant à celles des enveloppes des β-Céphei.
Le code FLYCHK fournit donc de bonnes approximations des distributions ioniques et
des ionisations moyennes des éléments étudiés dans les différentes conditions explorées
dans ce travail de thèse.
4.4.2 Spectre
Le code FLYCHK peut également fournir une approximation de l’opacité. La figure 4.3
montre la comparaison de spectres de fer à des conditions proches de celles de la zone
radiative solaire.
Grâce à ces spectres, j’ai pu calculer les moyennes de Rosseland associées. Celles-ci sont
présentées en table 4.4. L’accord entre les deux codes est plutôt satisfaisant puisque les
moyennes de Rosseland du fer dans les conditions de la zone radiative diffèrent d’environ
15% entre OP et FLYCHK.
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Figure 4.3 – Comparaison de spectres du fer obtenus avec FLYCHK (en vert) et OP (en
bleu) dans des conditions proches de celles de la zone radiative solaire.
Température (eV) Densité électronique (cm−3) κR OP κR FLYCHK
216 1023 757 654
242 1023 693 654
272 1023 587 523
306 3.16 × 1023 666 801
Table 4.4 – Comparaison des moyennes de Rosseland pour le fer obtenues avec FLYCHK
et OP dans les conditions proches de la zone radiative solaire (en cm2/g).
La même étude a été effectuée pour le silicium avec des résultats moins satisfaisants :
en effet, les opacités moyennes de Rosseland présente des différences autour de 50% dans
les mêmes conditions que celles de la table 4.4 (voir figure 4.4 pour la comparaison des
spectres). Néanmoins, dans la suite de ce manuscrit, nous allons essentiellement utiliser
la position des différents pics d’opacités, qui sont bien repérés par FLYCHK et non leur
amplitude. Cette évaluation approximative est donc suffisante dans le cadre de notre
travail.
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Figure 4.4 – Comparaison de spectres du silicium obtenus avec FLYCHK (en vert) et
OP (en bleu) pour des conditions proches de celles étudiées dans ce manuscrit.
4.5 Résumé
Le code de physique atomique FLYCHK est un code permettant de donner rapidement
de bonnes approximations pour le calcul des distributions ioniques mais également pour
le calcul des spectres dans les conditions que nous avons explorées dans notre travail. Ce
code est très utilisé lors d’expérience pour estimer les conditions thermodynamiques de
plasmas (température, densité) (Hoarty et al., 2010). Pour toutes ces raisons, ce code sera
largement utilisé dans la suite de ce manuscrit pour l’estimation de distributions ioniques
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5.1 Introduction
Ces étoiles, connues depuis 1902, tirent leur dénomination de l’étoile du même nom (voir
figure 5.1). Les β-Céphei sont des progéniteurs de supernovae, ce qui signifie que ces
étoiles participent à l’enrichissement du milieu interstellaire. Elles présentent des masses
comprises entre 8 et 20 M. Plus de 100 individus sont recensés à ce jour (Aerts et al.,
2010).
Figure 5.1 – A gauche : Image de β-Céphei (ESO Online Digitized Sky Survey, négatif).
A droite : SN1987a, une supernovae de type II. C’est l’onde de choc générée par l’explosion
de l’étoile qui allume la coquille de matière en périphérie (cercle rose intense) (Crédit :
NASA)
Ces étoiles sont de type B, ce qui signifie qu’elles sont très lumineuses et très chaudes :
elles se trouvent donc dans la partie haute du diagramme HR (voir figure 5.2). Elles pré-
sentent des pulsations, se traduisant par des variations de luminosité et de rayon dont la
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période varie entre 2 et 8 heures suivant l’étoile. Ces oscillations radiales et non radiales,
sont associées à des modes g et/ou p de bas ordres.
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Figure 2.17: Schematic Hertzsprung-Russell diagram illustrating the location
of several classes of pulsating stars. The dashed line shows the zero-age main
sequence, the continuous curves are selected evolution tracks, at masses 1, 2,
3, 4, 7, 12 and 20M!, the dot-dashed line is the horizontal branch and the
dotted curve is the white-dwarf cooling curve.
temperature-sensitivity of the formation of molecules in the stellar atmospheres. They are
typically single periodic. The irregular variables (‘Irr’) have lower amplitudes and show
variations in the amplitudes and possibly periods.
The final stages of stellar evolution are represented by the subdwarf B variable stars
(also known as ‘EC 14026’ stars, after the first member of the group to be discovered),
discussed in more detail in Section 2.4.3 below. Their pulsations are also, as for the main-
sequence B stars, caused by an opacity mechanism related to iron-group elements. Several
groups of white dwarfs, discussed in Section 2.4.4, also pulsate.
Figure 5.2 – Situation des β-Céphei sur le diagramme HR (Christensen-Dalsgaard, 2014).
5.2 Mécanisme de pulsation
Une première explication de la pulsation de ces étoiles fut avancée par Stellingwerf (1978).
Il avait en effet observé un pic d’opacité près de T=150 000 K, dû à l’ionisation de l’hé-
lium He II. Ce pic d’opacité, quoique déstabilisant pour l’étoile, n’était cependant pas
suffisant pour ca ser la pulsation. Par contre, il no a qu’a gme er l’opacité de 70 %
dans la région log T = 5.2 permettait de rendre les modèles instables et de satisfaire la
plupart des contraintes observationnelles. Par la suite, Simon (1982) confirma cette idée,
en suggérant que les opacités dans la zone 100 000 et 2 000 000 K avaient sans doute
été sous-estimées d’un facteur 2 voire 3. Dans les années 90, lorsque de nouvelles données
atomiques devinrent disponibles, il fut clairement établi que le mécanisme de pulsation
dit "κ", agissant sur le pic d’opacité des éléments du groupe du fer profondément dans
l’enveloppe de l’étoile, était à l’origine de la pulsation des β-Céphei (Moskalik and Dziem-
bowski, 1992; Dziembowski and Pamyatnykh, 1993).
Aujourd’hui, de nouvelles difficultés sont apparues. En effet, il est difficile d’interpréter
les pulsations de ces étoiles car certains modes observés sont prédits comme étant stables
via les prédictions théoriques utilisant OP ou OPAL (Pamyatnykh, 1999; Zdravkov and
Pamyatnykh, 2009). Suivant la source d’opacité choisie, les modes prédits ne sont pas les
mêmes.
Le κ-mécanisme est historiquement le premier compris et le plus efficace (Dziembowski
and Pamyatnykh, 1993; Gautschy and Saio, 1993). Sa dénomination vient du fait qu’il
est directement lié à des variations d’opacités à l’intérieur de l’étoile. Pour les β-Céphei,
le κ-mécanisme est dû à des transitions de couche M pour les éléments du groupe du fer
(chrome, fer et nickel), ce qui induit un pic d’opacité. Ce pic est très variable en fonction
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des différents paramètres de l’étoile considéré (âge, masse, métallicité) comme nous le
montrerons dans la suite de ce chapitre.
5.3 Description du κ-mécanisme
Nous allons dans cette partie décrire le fonctionnement du κ-mécanisme. Pour cela, nous
allons commencer par définir le temps thermique de relaxation, qui correspond au temps





où m et T sont les masse et température de l’élément de plasma, cv sa chaleur spécifique
et L la luminosité à la profondeur de l’élément considéré. Ce temps sera très long dans
les couches profondes de l’étoile et ira en décroissant vers l’extérieur. En conséquence,
une compression au coeur de l’étoile sera adiabatique alors qu’à l’autre extrême, près de
la surface, elle sera isotherme, l’énergie d’un élément de plasma étant diffusée immédia-
tement vers les couches environnantes. Dans un diagramme de Clapeyron, un tel cycle
suivrait une isotherme pour une localisation dans les couches externes et une adiabat dans
les couches profondes. A priori, le cycle ne fournit ni n’absorbe d’énergie...mais cela peut
être différent si certaines conditions sont vérifiées.
Tout d’abord, il faut que le temps thermique soit comparable à la période d’une oscilla-
tion ; ainsi, on peut décomposer la compression en une partie adiabatique et une autre
isotherme (de même pour la décompression), ce qui nous donne un cycle qui peut éven-
tuellement fournir du travail. Pour que le cycle soit moteur, il faudra qu’un phénomène
physique empêche l’énergie de la couche de plasma considérée d’être libérée lors de la
compression et qu’au contraire, cette couche puisse emmagasiner de l’énergie rayonnée
vers elle et la restituer sous forme d’énergie mécanique, de travail et donc d’entretenir
l’oscillation. Dans le cas du κ-mécanisme, ce phénomène physique est l’ionisation d’un ou
plusieurs éléments, qui entraine une variation d’opacité.
Pour comprendre la nature du κ-mécanisme, considérons l’intégrale du travail, qui re-
présente l’énergie gagnée par un mode d’oscillation au cours d’un cycle. En supposant
que le gain d’énergie provient uniquement de la perturbation du flux radiatif ~FR, i.e. en
négligeant les contributions au travail des perturbations des taux de réactions nucléaires













où δ représente la perturbation Lagrangienne d’une variable physique, P est la pression
totale. Dans l’approximation de diffusion (justifiée dans les couches optiquement épaisses)
et quasi-adiabatique, on peut écrire :





























Le premier terme de cette dernière équation décrit la dissipation radiative, qui provoque
dans de nombreux cas la stabilisation du mode. Le second terme décrit l’influence des
variations de température sur la luminosité. Le κ-mécanisme ne sera efficace que si le
second terme varie plus rapidement en fonction du rayon que les autres. Ce second terme
peut être ré-écrit de la façon suivante :
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où Γ1 et Γ3 sont respectivement le premier et le troisième exposant adiabatique. En géné-
ral, ∂P
P
varie peu avec le pic d’opacité. Le premier terme est petit (≈1 car κρT−7/2 d’après
les lois de Kramers (voir Chapitre 3)) et ne varie quasiment pas dans les intérieurs stel-
laires. Le second terme au contraire varie fortement avec un pic d’opacité car dans les zones
d’ionisation des éléments abondants, des modifications importantes de l’équation d’état,
de l’opacité et des coefficients thermodynamiques ont lieu. Dans ces régions, l’opacité aug-




diminue fortement). La couche va alors absorber de
l’énergie pendant la phase de compression, énergie qui sera ensuite évacuée sous la forme





Figure 5.3 – Diagramme de Clapeyron : au centre de l’étoile, l’oscillation est adiabatique
et ne produit aucun travail. En couche superficielle, l’oscillation est isotherme et ne produit
aucun travail. A la transition, l’oscillation peut produire un travail, proportionnel à l’aire
du cycle sur le diagramme (Baudin, 2009).
5.4 Pic du fer et structure des β-Cephei
Après nous être intéressé au mécanisme moteur des pulsations des β-Céphei, nous allons
maintenant nous concentrer sur la grandeur à l’origine de l’apparition de ce mécanisme :
l’opacité. La figure 5.4 représente l’évolution de l’opacité le long du profil d’une étoile
de 9 M, avec différentes échelles. La première vignette en partant du haut représente
ce profil d’opacité en fonction de la température : trois pics d’opacités apparaissent. Le
premier pic en partant du centre de l’étoile apparait autour de log T= 6.3 : il s’agit du
Deep Opacity Bump (DOB), qui est lié à des effets de spin-orbite dans les transitions
lié-libre du fer (Rogers and Iglesias, 1992). Un second pic apparaît à log T = 5.3. Il
s’agit du pic du fer, moteur du κ-mécanisme pour les β-Céphei. Un troisième et dernier
pic apparaît à log T = 4.6 : il s’agit de la zone d’ionisation de He II. Les deux autres
vignettes représentent ce profil d’opacité en fonction du pourcentage en rayon et en masse
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respectivement. Notons que les pics d’opacités se produisent finalement dans une région














Figure 5.4 – Pic du fer dans une étoile de 9 M au milieu de sa séquence principale : les
trois vignettes représentent le profil d’opacité Rosseland dans l’étoile en fonction de log
T, du pourcentage en rayon et du pourcentage en masse respectivement.
Les β-Cephei présentent un coeur convectif et une enveloppe radiative (voir figure 5.5).
Les variations d’opacités sont à l’origine de l’apparition de zones convectives dans l’enve-
loppe radiative de ces étoiles. Un bon moyen de visualiser la structure des étoiles est de
représenter le rapport du gradient radiatif sur le gradient adiabatique. Selon le critère de
Schwarzchild (1.13), si cette quantité est inférieure à 1, le mode de transport majoritaire
est la radiation et si elle est supérieure à 1, c’est la convection qui prédomine. Ces étoiles
présentent un coeur convectif du fait du caractère fortement exothermique des réactions
nucléaires qui s’y produisent : en effet, dans ces étoiles, la source nucléaire est basée sur
le cycle CNO plutôt que sur le cycle pp comme dans le cas du Soleil.
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Convective 
Radiative 
Figure 5.5 – Profil d’opacité et rapport gradient radiatif sur gradient adiabatique dans
une étoile de 9 M au milieu de sa séquence principale.
Figure 5.6 – Table d’opacité OPAL à X=0.7 et Z=0.02, à laquelle sont superposés les
profils d’opacité d’étoiles de masse 8 M, 14 M et 20 M. Inspiré de Pamyatnykh (1999)
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5.5 Variabilité du pic du fer
Nous avons réalisé, grâce au code d’évolution stellaire MESA (Paxton et al., 2011, 2013)
l’évolution de modèles d’étoiles de différentes masses et métallicités, afin d’observer l’in-
fluence de ces paramètres sur le pic d’opacité des éléments du groupe du fer.





























Figure 5.7 – Evolution du pic du fer à différents âges d’une étoile de 8 M. En haut : Pro-
fils d’opacité en fonction de log T. En bas : Profils du rapport ∇r∇ad en fonction de log T.
La figure 5.7, extraite de l’article Le Pennec and Turck-Chièze (2014) adjoint à ce cha-
pitre, est composée de deux graphiques : le premier représente l’évolution de l’opacité le
long du profil d’une étoile de 8 M, à différents âges (une courbe = un âge). Le second
graphique représente l’évolution du rapport gradient radiatif sur gradient adiabatique ∇r∇ad .
Notons que le pic du fer est responsable d’un pic dont l’amplitude est très proche de 1.
Ainsi, la moindre méconnaissance de l’opacité dans cette zone pourrait être responsable
d’une connaissance erronée de la structure de l’étoile considérée et donc ne pas permettre
de prédire ses modes. Il est également nécessaire de connaître avec précision les différents
paramètres de l’étoile (masse, métallicité, âge) car ils influencent fortement l’amplitude
du pic d’opacité et donc son influence sur le rapport des gradients et ainsi la structure de
l’étoile. Les figures 5.8 et 5.9 montrent l’évolution du pic avec la masse et la métallicité
respectivement.

















Figure 5.8 – Evolution du pic du fer en fonction de la masse sur le rapport gradient
radiatif sur gradient adiabatique : tracé pour 2, 6, 9 et 12 M.
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Le cas des étoiles de 8 - 9 - 10 M est particulièrement remarquable : pour ces étoiles, le
rapport gradient radiatif sur gradient adiabatique est très proche de la valeur 1 (voir figure
5.8) et l’existence d’une zone convective dans l’enveloppe radiative difficile à prédire.

















Figure 5.9 – Evolution du pic du Fer en fonction de la métallicité : profil de rapport
gradient radiatif sur gradient adiabatique pour des métallicités autour de la métallicité
solaire et des métallicité autour de celle du Grand Nuage de Magellan.
Il est donc nécessaire de connaître avec précision les opacités des éléments du groupe du
fer dans les conditions où celles-ci jouent un rôle prépondérant : log T = 5.3 et ρ ≈ 10−7 -
10−6 g.cm−3. Néanmoins, tous les éléments du groupe du fer ne contribuent pas à la même
hauteur au pic d’opacité.
Il est également à noter que selon la source d’opacité choisie (OPAL ou OP), la position
du pic du fer varie. La figure 5.10 montre les profils d’opacités obtenus avec les tables
OPAL (en haut) et les tables (OP) dans une étoile de 9 M, restreints au pic du fer. Dans
le cas OPAL, le pic du fer est localisé autour de log T = 5.28 et dans le cas OP, autour
de log T = 5.32.
Figure 5.10 – Evolution du pic du Fer selon la source d’opacité choisie. En haut : Evo-
lution des profils d’opacités d’une étoile de 9 M réalisée avec OPAL. En bas : Evolution
des profils d’opacités d’une étoile de 9 M réalisée avec OP.
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5.6 Contribution relative des éléments au pic du fer
De par leur abondance différente, les éléments du groupe du fer ne contribuent pas de
la même façon au pic d’opacité situé à log T= 5.3. Les figures 5.11 et 5.12 montrent
la contribution du fer et du nickel à l’opacité globale pour différentes masses dont trois
correspondent à des masses typiques de β-Céphei : 8, 13 et 20 M en fonction de la
température et de la densité respectivement. Le fer, le plus abondant, est le contributeur
majoritaire au pic (entre 60 et 70 %) quelque soit la masse. Le second contributeur est
le nickel, avec une forte influence de la masse : autour de 15 % pour une étoile de faible
masse, 30 % pour une étoile de 20 M.
Figure 5.11 – Contribution du fer et du nickel à l’opacité globale pour des étoiles de
différentes masses (de gauche à droite et de haut en bas : 2.5 M, 8 M, 13 M et 20 M)
de même composition, modèles réalisés avec les opacités OP. Pour les 4 cas, les proportions
en X, Y et Z sont identiques. Pour chaque étoile, l’âge, où le profil d’opacité en fonction
de la température est réalisé, est indiqué en millions d’années.
Notons également que selon l’élément, le pic de contribution à l’opacité n’est pas situé
au même endroit : si les pics de contribution du fer et du nickel sont situés autour de log
T= 5.3 - 5.4, celui du chrome est situé un peu plus en amont, à log T = 5.1.
Ces contributions doivent cependant être prises avec la plus grande prudence. En ef-
fet, le désaccord entre les deux sources d’opacités historiques est également visible sur
l’évaluation de la contribution des différents éléments à l’opacité globale.
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Figure 5.12 – Contribution du fer et du nickel à l’opacité globale pour des étoiles de
différentes masses (de gauche à droite et de haut en bas : 2.5 M, 8 M, 13 M et 20
M) de même composition, réalisé avec les opacités OP . Pour les 4 cas, les proportions
en X, Y et Z sont identiques. Pour chaque étoile, l’âge où le profil d’opacité est réalisé en
fonction de la densité est indiqué en millions d’années.
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Fig. 1 a: Temperature gradient ratio between a radiative
or convective region versus temperature for a 10 M  star.
b: Temperature dependence of the total Rosseland mean
opacity for OP calculation (solid blue line) and OPAL cal-
culation (dashed red line). c: Relative contribution of the
heavy elements to the total opacity. d: Relative contribu-
tion of the light elements to the total opacity.
3 Radiative properties of more massive stars
When the stellar mass increases, the central tempera-
ture increases and consequently carbon, oxygen, nitro-
gen can penetrate the Coulomb barrier. In these con-
ditions the hydrogen burning is no longer dominated
by the weak interaction but by the strong interaction
where these elements act as catalysts. The nuclear
burning becomes more rapid, and the lifetime of these
stars decreases from billions to millions of years, the
central temperature increases strongly and the radia-
tive di usion has no time to take place. The core of
these stars (> 1.5M ) becomes convective, while the
envelope is radiative. In the envelope, many elements
are partially ionized, so the detailed calculation of the
Rosseland mean opacity is even more complex because
many electronic shells are open and the bound-bound
processes are extremely important.
Figure 1 illustrates the case of a 10 M  star. All the
species including iron are totally ionized in the center
of this star due to high temperature, 34 MK, and a rel-
atively low density of 8 g/cm3. The opacity is not as
high (Fig 1b) as in lighter stars, but the luminosity due
to the CNO cycle is so high that rrad is higher than
rad (Fig 1a). When the ratio of gradients is greater
than one, the region is convective; in the opposite case,
the region is radiative. The rest of the star is radiative
except in two small regions which correspond to the
partially ionized contribution of helium and hydrogen
at low temperatures (see Fig 1d) and of the iron-group
elements above 100,000 K (Fig 1c). Figure 2 shows that
the di erences between OP and OPAL are particularly
important for Ni, Mn and Cr and that the contribu-
tion of Cr and Ni could be very important in the case
of OP. Therefore, we have begun comparisons between
di erent opacity calculations.
Two other processes are considered in the stellar
equations or in stellar pulsations. Both require a de-
tailed description of the sub-surface layers: the radia-
tive acceleration and the ⇥ mechanism.
Fig. 2 Influence of the di erent elements of the iron group
to the total opacity and comparison between OP and OPAL
(same representation than Figure 1).
Radiative accelerations are crucial quantities to
study the di usion of elements in stars and to un-
derstand the stellar photospheric abundances. They
strongly depend on the atomic properties of the dif-
ferent ions, so they largely depend on the quality of
the atomic data and on the knowledge of the ionization
stage of the di erent elements. For a detailed descrip-
tion of this process, we refer to the book dedicated to
G. Michaud, and in particular to the paper of Alecian
(2005). The expression for the radiative acceleration
is also given in Turck-Chie`ze et al. (2009). This pro-
cess must be taken into account in the description of
stellar envelopes, in addition to the gravitational set-
tling, turbulence and sometimes magnetic activity. For
radiative accelerations, one needs to know the detailed
monochromatic photon flux for all the processes (dif-
fusion, bound-bound, bound-free...) and for each ele-
ment. This information is not delivered by the OPAL
consortium (Iglesias & Rogers 1995) but is available for
the OP calculations (Seaton & Badnell 2004). Some
specific comparisons lead to 50% di erences in the ra-
diative acceleration for the iron case in the opacity peak
region mentioned in Figs. 1 and 2 (Delahaye & Pin-
soneault 2006).
It is important to resolve this discrepancy to under-
stand the chemically peculiar stars and the thousands
of pulsators observed with COROT and Kepler. The
rapid variability of the above-mentioned opacities in the
stellar envelope generates the so-called ⇥ mechanism
and maintains the pulsation in classical Cepheids (due
to partial ionization of helium) and for   Cephei stars
(due to the iron-group element ionization) (Dupret
2003).
Calculations for asteroseismology must predict the
theoretical acoustic modes in order to identify with-
out ambiguity the observed modes and to understand
the excitation of the modes. Several papers show the
di culties for   Cephei stars (Pamyantnykh 1999; Bri-
quet et al. 2007; Degroote et al. 2010; Daszynska-
Daszkiewicz & Walczak 2010) and mention that an
increase of opacity will improve the interpretation of
the asteroseismic data.
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to the total opacity and comparison between OP and OPAL
(same representation than Figure 1).
Radiative accelerations are crucial quantities to
study the di usion of elements in stars and to un-
derstand the stellar photospheric abundances. They
strongly depend on the atomic properties of the dif-
feren ions, so they largely depend on the quality of
the atom c data a d on the knowledge of the ionization
stage of the di erent elements. For a detailed descrip-
tion of this process, we refer to the book dedicated to
G. Michaud, and in particular to the paper of Alecian
(2005). Th expression for the radiative acceleration
is also given in Turck-Chie`ze et al. (2009). This pro-
cess must be taken into account in the description of
stellar envelope , in addition to the gravitational set-
tling, turbulence and sometimes magnetic activity. For
radiative accelerations, one needs to know the detailed
monochromatic photon flux for all the processes (dif-
fusion, bound-bound, bound-free...) and for each ele-
m nt. This information is not delivered by the OPAL
consortium (Iglesias & Rogers 1995) but is available for
the OP calculations (Seaton & Badnell 2004). Some
specific comparisons lead to 50% di erences in the ra-
diative acceleration for the iron case in the opacity peak
region mentioned in Figs. 1 and 2 (Delahaye & Pin-
soneault 2006).
It is important to resolve this discrepancy to under-
stand the chemically peculiar stars and the thousands
of pulsators observed with COROT and Kepler. The
rapid v r abil ty of the above-mentioned opacities in the
st llar envelope generates the so-called ⇥ mechanism
and maintains the pulsation in classical Cepheids (due
to partial ionization of helium) and for   Cephei stars
(due to the iron-group element ionization) (Dupret
2003).
Calculations for asteroseismology must predict the
theoretical acoustic modes in order to identify with-
out ambiguity the observed modes and to understand
the excitation of the modes. Several papers show the
di culties for   Cephei stars (Pamyantnykh 1999; Bri-
quet et al. 2007; Degroote et al. 2010; Daszynska-
Daszkiewicz & Walczak 2010) and mention that an
increase of opacity will improve the interpretation of
the asteroseismic data.
3
Fig. 1 a: Temperature gradient ratio b tween a radiativ
or convective region versus temperature for a 10 M  star.
b: Temperature dependence of th tot l Rosseland mean
opacity for OP calculation (solid blue line) and OPAL cal-
culation (dashed red line). c: Relative contribution of the
heavy elements to the total opacity. d: Relative contribu-
tion of the light lements to the to al opac ty.
3 Radiative properties of more massive stars
When the stella mass increases, the central tempera-
ture increases and consequently carbon, oxygen, nitro-
gen ca penetrate the Coul mb barrier. In these con-
ditions the hydroge burning is no longer dominated
by the weak in eraction but by t e strong interaction
where t s elements act as ca alysts. The nuclear
burning becomes more rapid, and the lifetime of these
star decr ses from billions to millions of years, the
central temperature increases strongly the radia-
tive di usion has no time to take place. The core of
th se sta s (> 1.5M ) becomes convective, while the
envel pe is ra ia ive. In the envelope, many elements
are partially ioniz d, s the de ail d calculation of the
Rosseland an op city is even ore complex because
many electronic shells ar open and the bound-bound
processes are extremely imp rtant.
Figure 1 illus rates the case of 10 M  star. All the
species including iro are totally ionized in the center
of this star ue to high temperature, 34 MK, and a rel-
atively low density of 8 g/cm3. The opacity is not as
high (Fig 1b) as in lighter stars, but the luminosity due
to the CNO cycle is so high that rrad is higher than
d (Fig 1a). When the ratio of gradients is greater
than ne, th region is convective; in the opposite case,
the region is r diative. The rest of the star is radiative
except in two small regions which correspond to the
parti lly ionized contribution of helium and hydrogen
at low temperat res (see Fig 1d) and of the iron-group
elem nts above 100,000 K (Fig 1c). Figure 2 shows that
the di erences between OP and OPAL are particularly
important for Ni, Mn and Cr and that the contribu-
tion of Cr and Ni could be very important in the case
of OP. Ther for , we have begun comparisons between
di erent opacity calculations.
Two other processes are considered in the stellar
equations or in stellar pulsations. Both require a de-
tailed description of the sub-surface layers: the radia-
tive acceleration and the ⇥ mechanism.
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Fig. 1 a: Temperature g di t tio betw en a radiative
or convective region ve sus tempera ur for a 10 M  star.
b: Temp rature dependence of the t tal Rosseland m a
opa ity f r OP calculation (soli blue line) and OPAL cal-
culation (d shed red line). c: Re ve con ribution of the
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3 Radiative prop rties of ore massive stars
When the stellar mass increases, the cen ral t pera-
tur increases and consequen ly carbon, oxygen, tro-
gen can p ne rat the Coulomb barrier. In these con-
itions the hyd oge burni g is o longer d mi a ed
by the weak interaction bu strong int raction
where these elements act a ca alysts. T e nucle r
burning beco es m re rapid, and the lifetime of the e
ta s decrease f o billions o millions of years, the
cent al t mperature incre ses strongly and he radia-
tive di usion ha no tim to take place. Th c re of
these stars (> 1.5M ) becomes conv ctive, wh le the
envelop is radiative. In the e velop , m ny elem nts
are partially ionized, so the detail d c lcul tion of he
Rosseland me opacity is even more co pl x be ause
many electronic shells ar open and the bound- o
processes ar ex remely important.
Figure 1 ll strates the ca e of a 10 M  star. All
species including iron ar totally i n z d in the cen er
of this star due to high empera ure, 34 MK, and a rel-
atively low density of 8 g/cm3. The opacity is not a
high (Fig 1b) s in lighter stars, bu the l minosity due
to the CNO cycle is so high that rad is higher than
rad (Fig 1a). When the ra io of gradients is grea er
than one, the r gion is convec ive; in h opposite case,
the region is radiative. The e t of the sta is radiative
except in two small region which correspond to the
partially ion zed contributio of helium and hydrogen
low temperatures (see Fig 1d) and of the iron-group
lements above 100,000 K (Fig 1c). Figure 2 shows th t
th di erences b tw en OP a d OPAL ar par icularly
important for Ni, Mn and Cr and that the con ribu-
tion of Cr and Ni could be very import t in he case
f OP. Therefore, w have begun compa is ns betwee
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Two other proc sses are considered n the stellar
equations or in tellar pul ti ns. B th req ir de-
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tive acceleration and the ⇥ mechanism.
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2003).
Calculation for asterosei mology must predict the
theoretical acoustic modes in ord r iden ify with-
out ambiguity the observed mo s and to u ersta
the excitation of h modes. S v ral papers show the
di culties for   Cephei stars (Pamyantnykh 1999; Bri-
quet et al. 2007; Degroote et al. 2010; Daszynsk -
Daszkiewic & Walczak 2010) and mention that an
increase of o acity will improve h inter retation of
the as erosei mic data.
3
Fig. 1 a: Temperature g di t tio betw en a radiative
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When the stellar mass increases, the cen ral t pera-
ture increases and consequently carbon, oxygen, itro-
gen can penetrat the Coulomb barrier. In th se con-
itions the hydroge burni g is o longer d mi ated
by the weak interaction bu strong interaction
where these elements act a ca alysts. The nucle r
burning becomes m re rapid, and the lifetime of these
tars decrease f o billions to millions of years, the
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these stars (> 1.5M ) becomes conv ctive, wh le the
envelop is radiative. In the e elo , m ny elem nts
are partially ionized, so the detail d c lculation of he
Rosseland me opacity is even more co pl x be ause
many electronic shells ar open and the bound- o
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to the CNO cycle is so high that rad is higher than
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the region is radiative. The e t of the star is radiative
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ment. This i formation is not d livere by the OPAL
consortium (Iglesias & Rogers 1995) but is avail ble for
the OP calculations (Seaton & Badnell 2004). Some
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of pulsators observed with COROT and Kepler. The
rapid variability of he above-mentio ed opacities in the
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Figure 5.13 – Contribution des différents éléments à l’opacité globale d’une étoile de 9




La figure 5.13 montre la contribution de chacun des éléments du groupe du fer à ce pic
d’opacité, en utilisant deux sources d’opacités différentes : OP et OPAL pour une étoile
de 9 M. Les deux graphiques Global et metals représentent respectivement le profil
d’opacité global dans l’étoile et la contribution des éléments de Z > 2 à l’opacité globale.
Les trois vignettes représentent les contributions relatives du fer, du nickel et du chrome à
l’opacité globale. Au niveau du pic du fer, le contributeur majoritaire est très clairement
le fer (quasiment 70% quelque soit la source d’opacité choisie). Cependant, des différences
significatives sont observables pour le nickel et le chrome : la contribution au pic du fer
du nickel atteint 28% avec les calculs OP alors qu’elle n’atteint que 15% avec les calculs
OPAL. De même, pour le chrome, la contribution calculée avec OP atteint 16% alors
qu’avec OPAL, elle atteint à peine 5%.
5.7 Résumé
L’importance de l’opacité et particulièrement de l’opacité du fer et du nickel dans les
pulsations des β-Céphei a été montrée dans ce chapitre. Leur connaissance précise, tout
comme la connaissance fine des différents paramètres des étoiles, est fondamentale pour
obtenir leur structure.
La différence entre les deux sources d’opacités historiques OPAL et OP a également été
mise en évidence. Pour tenter de comprendre cet écart, une expérience a été menée en
2011 au LULI 2000, afin de mesurer les opacités des éléments du groupe du fer dans des
conditions équivalentes à celles existant dans les enveloppes. Nous allons dans les deux
chapitres suivants exposer le principe puis les résultats de cette expérience, mais également
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Abstract. β Cephei and SPB are pulsating stars for which the excitation of modes by the
κ-mechanism, due to the iron-group opacity peak, seems puzzling. We have first looked for the
origins of the noticed differences between OP and OPAL iron and nickel opacity calculations (up
to a factor 2), a fact which complicates the interpretation. To accomplish this task, new well-
qualified calculations (SCO-RCG, HULLAC and ATOMIC) have been performed and compared
to values of these tables, and most of the differences are now well understood. Next, we have
exploited a dedicated experiment on chromium, iron and nickel, conducted at the LULI 2000
facilities. We found that, in the case of iron, detailed calculations (OP, ATOMIC and HULLAC)
show a good agreement contrary to all of the non-detailed calculations. However, in the case of
nickel, OP calculations show large discrepancies with the experiments but also with other codes.
Thus, the opacity tables need to be revised in the thermodynamical conditions corresponding to
the peak of the iron group. Consequently we study the evolution of this iron peak with changes
in stellar mass, age, and metallicity to determine the relevant region where these tables should
be revised.
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1. Introduction
The κ-mechanism is responsible for the pulsation of stars between 1.6 to 20M. For
massive stars (2.5 to 20M), this mechanism is due to M-shell transitions for the elements
of the iron group (chromium, iron, nickel and copper) which induce an opacity bump.
SPB and β-Cephei stars are examples of such pulsating stars. β-Cephei (M > 8M)
are particularly interesting because they will evolve into supernovae and thus are linked
to our understanding of the interstellar medium enrichment. However, they are particu-
larly poorly understood. Indeed, there are, for instance, some difficulties interpreting the
pulsations of these stars, as one observes modes which were calculated to be stable in
theoretical predictions using OP or OPAL opacity tables (Pamyatnykh 1999, Zdravkov &
Pamyatnykh 2009). Furthermore, depending on the mass of the star, some of the modes
seem better predicted using OP (Seaton & Badnell 2004) or OPAL (Rogers & Iglesias
1992) tables. This fact suggests that some of these opacities could be inaccurately deter-
mined for both tables (Daszyn´ska-Daszkiewicz & Walczak 2010) or that some hydrody-
namic process plays an important role not yet understood. We are studying in this paper
the first possibility: an inaccurate determination of the iron opacity bump. To deal with
this problem, several activities have been developed at CEA in France to improve the
present situation: new calculations have been developed and compared to understand the
differences, and two XUV campaigns of experiments have been conducted at the LULI
2000 facility for the different elements at temperature around 25 eV and density of about
2 mg cm−3.
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2. Calculations and experiments
Opacity codes are based on different approaches (Turck-Chie`ze et al. 2011): statisti-
cal (STA, SCO), detailed (OP, HULLAC, Bar-Shalom et al. 2001; ATOMIC, Magee et
al. 2004; LEDCOP, OPAS) or mixed (SCO-RCG). The two major contributors to the
iron bump are iron and nickel, so the calculations have been performed for these two el-
ements as highest priority. Comparisons have been made for tabulated temperature and
density values near the experimental ones. These comparisons show that detailed calcu-
lations tend to agree, except for the OP results (Gilles et al. 2011). The interaction of
configuration plays an important role for iron in this domain of temperature and density,
and largely explains the difference from the statistical calculations (Gilles et al. 2012).
For OP, in the case of iron, the Rosseland mean values show differences of around 6−7%
with ATOMIC and HULLAC, but up to 40% with statistical calculations. In the case
of nickel, OP differs clearly from the other codes, showing at least 50% of discrepancies
(Turck-Chie`ze et al. 2013).
Figure 1. Comparison between nickel transmission spectrum (linked to the opacity through an
exponential) taken at LULI 2000 (thick continuous line) and respectively OP, LEDCOP and
SCO-RCG. The OP and SCO-RCG calculations are given at 27 eV, 3.4 mg cm−3 and LEDCOP
at 26 eV, 2 mg cm−3. The domain 60-180 eV (700 000K - 2 106K) is the domain where the
Rosseland mean is the most important. From Turck-Chie`ze et al. (2013).
Figure 1 presents the first analysis of the experiment on nickel (Turck-Chie`ze et
al. 2013) compared to different code results (OP, LEDCOP and SCO-RCG). The OP
calculations, in fact extrapolated from iron, disagree strongly with the experiments and
other calculations. This result confirms some conclusions of Salmon et al. (2012). New
OP, HULLAC and ATOMIC calculations are in progress, but take a very long time to
perform. One concludes that the origin of the differences between OP and OPAL is of
different nature for iron and nickel.
3. Study of the iron bump
We have calculated numerous stellar models to determine the domain where new cal-
culations need to be performed. For this task, we have explored how the iron peak varies
with mass, age and metallicity during the main sequence of SPB and β-Cep stars. All
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models were calculated using the stellar evolution code MESA (Paxton et al. 2011) and
the OPAL opacity tables, with the AGSS09 (Asplund et al. 2009) abundance mixture.
Figure 2 shows that opacity uncertainties during the stellar lifetime have large conse-
quences on the stability of the acoustic modes. Adopting the Schwarzschild criteria to
see the onset of the convective instability (ratio of the radiative gradient on the adiabatic
gradient greater than 1), one observes that this ratio is very near to 1 at the iron-bump
region from one source of opacity calculation to another, and so the resulting structure of
the star can be different. In less than 10 Myr, a small convective zone appears in the iron
bump region of an 8 M. Precise knowledge of the age of the star is needed to correctly
predict the observed modes.





























Figure 2. Age variation of the amplitude of the iron bump. Top panel: Opacity in cm2 g−1
versus log T in the case of a 8M star. The first bump at log T = 4.6 is linked to partially
ionized helium, the second at 5.25 is the iron bump and the third at 6.3 is the deep iron bump,
linked to L-shell bound-free transitions of iron. Bottom panel: ratio ∇r/∇a versus log T .
Figure 3 shows the influence of mass and metallicity on the iron bump. The gradient
ratio varies rapidly with mass and metallicity, and is around 1 for these types of stars,
so a precise knowledge of the opacity is required to properly determine the observed
frequencies.


































Figure 3. Left: Influence of the mass on the amplitude of the iron bump. Right: Influence of the
metallicity on the iron bump for a 8M star. The ratio of the two gradients is always around
one so, depending on the properties of stars, convective instability can appear.
This study allows us to determine the thermodynamical conditions in which the iron-
peak opacity must be carefully estimated for stars between 2 to 20M. It is known
that opacities vary rapidly with temperature, so one can notice that this peak appears
always at the same position independently of the chosen conditions between 100 000 K to
320 000 K. However, the free electron density, Ne, principally due to the totally ionized
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Qi is the ionization charge, χi the relative contribution in mass, Ai the atomic weight of
species i and ρ is the density.
Table 1. Domain of investigation of the iron bump for stars from 2.5 to 20M and Z = 0.02.
The free electron density decreases with stellar mass. The present domain will be reduced for
specific analyses, and the study extended to the Magellanic Clouds.
Mass Ne,min (cm
−3) Ne,max (cm−3)
2.5 M 7.87 1016 1.57 1019
6 M 1.93 1016 3.94 1018
10 M 8.63 1015 1.98 1018
14 M 4.63 1015 1.22 1018
20 M 2.43 1015 7.69 1017
4. Conclusion
The OPAC consortium studies (new calculations and new experiments) help to under-
stand the discrepancies between OP and OPAL in the iron bump which excites the modes
of β Cephei and SPB stars. Iron opacities are better estimated by OP calculations at
relatively high temperature but OP nickel opacities are not correct for all the considered
cases. As the iron group peak varies strongly with age, mass and composition of the star,
the properties of the stars need to be correctly known and the opacities of the different
elements of the iron group must be precisely calculated for a range of T and Ne that we
are determining. New tables are in construction thanks to the HULLAC, ATOMIC and
SCO-RCG codes, and we hope for results in 2014. At that time, radiative acceleration
and non LTE-conditions will also be investigated.
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6.1 Etat de l’art
Il y a eu dans le passé peu d’expériences d’opacité dans les domaines de température
correspondant aux enveloppes de β-Céphei. Ceci est principalement dû à la difficulté de
reproduire en laboratoire les conditions qui existent dans les étoiles, mais également au
fait que ces expériences sont très difficiles à interpréter et qu’elles ne sont pas toujours
réalisées dans la gamme spectrale pertinente pour la moyenne de Rosseland. Une analyse
détaillée des difficultés que peuvent présenter de telles expériences est présentée dans
Chenais-Popovics (2002) et Bailey et al. (2009). Nous en résumons ici les principaux
points pour ce qui concerne l’astrophysique :
• Il est nécessaire de former des plasmas à l’équilibre thermodynamique local. Cette
condition suppose une bonne simulation de l’expérience pour pouvoir sonder l’échan-
tillon d’intérêt dans les meilleurs conditions. L’expansion rapide de l’échantillon est
limitée par deux tampons de matériau de Z faible (typiquement du carbone), placés
de part et d’autre de l’échantillon.
• La température de l’échantillon est mesurée via un diagnostic µ-DMX. Les gradients
en température et en densité dans la cible ont été limités en utilisant deux cavités.
La température obtenue dépend bien entendu de la géométrie, de la position de
l’échantillon et de la justesse des simulations.
• La résolution du spectromètre XUV est fondamentale pour discriminer les différents
calculs. Elle varie avec la longueur d’onde.
Un bref historique des mesures d’opacités dans notre domaine thermodynamique d’intérêt
montre que l’élément ayant été le plus mesuré est le fer (voir table 6.1). Nous allons passer
en revue les principales expériences réalisées dans ce domaine.
Da Silva et al. (1992) ont mesuré la transmission d’un échantillon de fer à 25 eV et à la
densité 0.008 g/cm3. Ils ont montré que les calculs OPAL de 1992 étaient globalement en
accord et que les spectres d’ions présentant des trous en couche M, et particulièrement
les transitions de ces niveaux, étaient particulièrement compliqués à cause du nombre de
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transitions à prendre en compte. Il a été montré cependant que ces transitions doivent
être incluses dans les calculs d’opacités pour obtenir des prédictions de modèles stellaires
cohérentes.
Winhart et al. (1996) ont mesuré la transmission de l’aluminium, du fer et de l’holmium
à des températures autour de 22 eV et des densités avoisinant 0.01 g/cm3 : ils se sont
attachés aux transitions 3 → 4 et 3 → 5 dans la gamme 100 - 180 eV sur l’installation
ASTERIX. Ils ont également comparé leurs résultats au code OPAL, avec lequel ils ont
présenté un bon accord.
L’absorption dans la gamme 90 - 300 eV (transition 3 → 5) a été mesurée par Springer
et al. (1994), à des températures plus élevées (59 eV pour une densité de 0.01 g/cm3).
Chenais-Popovics et al. (2000) ont réalisé des mesures complémentaires sur les transitions
de couche L 2p-3d à des températures autour de 20 eV et des densités de [2 - 4] ×10−3
g/cm−3. La gamme spectrale explorée dans ce cas est de 721 - 756 eV, est limitée par la
géométrie de l’expérience et n’est pas pertinente pour l’astrophysique.
Loisel et al. (2009) ont ensuite mesuré l’opacité de quelques éléments de Z intermédiaires
(Fe, Ni, Cu et Ge) à des températures comprises entre 15 et 25 eV et des densités de 2 à
10 mg/cm3 dans le domaine X. La même équipe a par la suite fait une mesure de l’opacité
de Cr, Fe, Ni et Cu dont nous allons présenter l’analyse dans ce chapitre.






Da Silva et al. (1992) NOVA Fe 25 2 50 - 120
Springer et al. (1994) NOVA Fe 59 11.3 80 - 325
Winhart et al. (1996) Asterix Fe, Ho, Al 20 10 70 - 125
Chenais-Popovics
et al. (2000) LULI Al, Fe 20 2 - 4 721 - 756
Chenais-Popovics
et al. (2001) LULI Ni 20 1 900 - 1 100




Cu 20 - 30 2 - 4 50 - 200
Table 6.1 – Historique des mesures d’opacités pertinentes pour les enveloppes des β-
Céphei.
6.2 Conditions expérimentales
Une expérience a été faite dans le domaine XUV sur l’installation LULI 2000 à Polytech-
nique sur les éléments du groupe du fer (chrome, fer, cuivre, nickel) pour tester la physique
correspondante au pic du fer dans des cas où l’expérience est possible (Turck-Chièze, S.
et al., 2011; Turck-Chièze et al., 2013; Thais et al., 2015; Turck-Chièze et al., 2015; Loisel,
2011). Les densités des enveloppes sont trop faibles pour être reproduites en laboratoire
(∼ 10−7 - 10−6). La première étape a donc consisté en la recherche de conditions équi-
valentes, présentant les mêmes distributions ioniques et les mêmes densités d’électrons
libres que celles existants dans les enveloppes pour les éléments d’intérêt (Loisel, 2011).
La figure 6.1 présente la comparaison des distributions ioniques du fer dans les conditions
des β-Céphei et dans le cas des conditions choisies pour l’expérience, calculées avec OP.
La densité électronique est la même dans les deux cas : 3.2 × 1020 cm−3.
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154 Absorption XUV du Cr, Fe, Ni, Cu, Ge















Pondération de Rosseland à 15.3 eV
(a) Opacités pour la condition « —-Ceph. » (noir) et pour la
condition « exp » (rouge). La fonction de pondération de Ros-
seland (normalisée et a chée linéaire en ordonnée) à 15 eV est
superposée.



















(b) Distribution ionique pour la condition « —-Ceph. » (noir)
ÈZÍ = 8.4 et pour la condition « exp » (rouge), ÈZÍ = 8.6.
Fig. 8.2 – Comparaison des spectres d’opacité (table OPCD 1) entre les conditions d’enveloppe de —-
Cephei et les conditions accessibles avec les lasers du LULI (rouge). Les distributions ioniques entre les
2 cas sont très similaires montrant dans le spectre d’absorption des structures reproductibles entre les
deux conditions.
D’autre part nous avons noté que les calculs variaient rapidement avec la température
et nous avons donc envisagé de réaliser plusieurs conditions de température.
Sur la figure 8.3 est représentée la variation des calculs de spectres de transmission
pour le cas du fer et pour les conditions envisagées. Une description des codes ainsi que les



















Figure 6.1 – Distribution ionique du fer dans les conditions β-Céphei et les conditions
expérimentales choisies (Loisel, 2011; Turck-Chièze, S. et al., 2011).
Les conditions choisies sont des températures autour de 25 eV et des densités de quelques
10−3 g/cm3. Les calculs variant rapidement avec la température à ces conditions, plusieurs
conditions de température ont été réalisées.
6.3 Description de l’expérience
L’expérience a été réalisée en 2011 sur l’installation LULI 2000. Le détail du schéma
expérimental étant exposé dans Loisel (2011), nous allons simplement en rappeler ici les
grandes lignes.
L’expérience exploite le principe de l’attaque indirecte : deux cavités en or (holhraum)
placées de part et d’autre de la cible sont utilisées pour la chauffer radiativement. Un
faisceau nanoseconde délivrant une énergie autour de 170 J à 2ω (0.515 µm) en 600 ou
900 ps est séparé en deux parties qui chauffent, de façon aussi identique que possible
les deux cavités (voir figure 6.2). Le dépôt d’énergie est suffisamment rapide pour porter
l’intérieur des cavités à des températures élevées et produire un rayonnement de corps







Figure 6.2 – Schéma expérimental restreint aux abords de l’échantillon (Loisel, 2011).
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Chaque cavité, de 2 mm de diamètre et d’environ 15 µm d’épaisseur, est accolée à l’autre
de sorte que les trous de diagnostic coïncident comme illustré sur la figure 6.2. Les trous
de diagnostic ont un diamètre d’environ 550 µm, et les trous d’entrée laser de 700 µm.





























Fig. 8.6 – Schéma expérimental de la chambre d’expérience. Les instruments sont disposés dans le plan
équatorial, à l’exception la chambre à sténopé qui se trouve à 45¶ au dessus du faisceau nanoseconde et


















Figure 6.3 – Schéma expérimen al de la chambre d’expérience. Les instruments sont
disposés dans le plan équatorial de la chambre, à l’exception de la chambre à sténopé
qui se trouve 45˚ au dessus du faisceau nanoseconde et du spectromètre micro-DMX dont
l’axe est à 30˚ en dessous du plan équatorial (Loisel, 2011).
L’approche avec deux cavités permet de réduire les gradients à 15% pour la température
et la densité. Une fois les conditions de densité et de température requises atteintes, la
mesure est effectuée (voir figure 6.4). L’échantillon d’intérêt (chrome, fer, nickel, cuivre),
enserré entre deux couches de carbone qui permettent de favoriser la détente unidimen-
sionnelle du plasma et de la limiter, est chauffé à des températures avoisinant les 25 eV.
La mesure consiste en une radiographie de l’échantillon, qui est effectuée en utilisant la
technique de spectroscopie d’absorption par projection de point. Son principe est d’uti-
liser une source pour radiographier le plasma étudié : elle doit être suffisamment intense
dans la gamme spectrale d’intérêt, quasi-ponctuelle pour optimiser la résolution spectrale
et présenter un spectre aussi "plat" que possible. La source de radiographie est réalisée
en utilisant un faisceau picoseconde qui, focalisé sur une cible épaisse d’or (backlighter),
produit des rayons X (voir figure 6.2).
La mesure effectuée par ce procédé est la transmission (voir équation (2.12)). L’acqui-
sition de cette grandeur se fait via un spectromètre XUV spécifiquement créé pour cet
usage (Reverdin et al., 2012) et dont la position dans la chambre d’expérience est indiquée
sur la figure 6.3. La gamme spectrale choisie est [60 - 180] eV pour se situer autour du
maximum de la moyenne de Rosseland et la résolution en énergie varie de ± 1.5 à ± 3
eV. Une caméra steak permet d’obtenir l’évolution temporelle des spectres et des µ-DMX
sont utilisés pour évaluer la température radiative.
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5
Fig. 3.— Top: Time dependent spectral intensity measured on the streak camera for iron (left figure) and nickel (right figure). The
transmitted spectra 47 and 59 correspond to the dotted lines and the reference spectrum of shot 56 to point dotted lines. In the iron case,
data are summed on three successive channels in energy to improve the statistics and then they are smoothed. In the case of nickel the
data without smoothing are shown for comparison.
Bottom: Experimental transmission iron (left figure) and nickel (right figure) spectra. The horizontal error bars correspond to the dispersion
of the XUV spectrometer. The vertical error bars result from the statistics of the measurements and a systematics of ±5% which comes
from the specific details of the analysis, they do not integrate any gradient e↵ects or any reproductibility estimate which have not been





Figure 6.4 – Coupe réalisée à l’énergie 90 eV sur un tir de nickel, montrant l’évolution
tempor lle e la m sur . Le premier pic d’inte sité st dû au lase et le second correspond
à la radiographie.
Le résumé des différents échantillons utilisés, avec leur largeur et leur densité surfacique
est présenté en table 6.2. Les résultats sur les échantillons de cuivre ne seront pas présentés
ici car ils ne sont pas pertinent pour l’astrophysique.
Numéro du tir Element Largeur (Å) Densité surfacique (µg/cm2)
47 Fe 190 15
53 Fe 190 15
54 Fe 190 15
55 Fe 318 25
57 Cr 350 25
59 Ni 168 15
60 Ni 291 25
Table 6.2 – Résumé des caractéristiques des échantillons utilisés pour les différents tirs.
6.4 Dépouillement des spectres
Différents types d’informations sont enregistrés, en utilisant :
• des films photostimulables (ou Images Plates (IP)),
• la sortie du spectromètre.
73
CHAPITRE 6. EXPERIENCE LULI
Les IP permettent de déterminer la loi en énergie via des relations optiques simples et
la sortie du spectromètre nous donne les radiographies de chaque échantillon. L’analyse
est basée sur l’extraction du spectre de chaque échantillon provenant du spectromètre.
Pour un tir d’absorption, le spectre transmis à travers l’échantillon Iν est mesuré. Des tirs
dits "de référence" (sans échantillon) sont effectués, fournissant un spectre Iν,0. Ces tirs
de référence ne peuvent pas, par essence, être effectué simultanément des tirs sur échan-
tillon (contrairement aux expériences X) ce qui rend l’analyse plus difficile. Une part de
la différence des conditions pour les deux types de tirs est prise en compte dans l’analyse,
où des normalisations adéquates sont appliquées en fonctions de la différence d’énergie
laser fournie. La grandeur obtenue en sortie de l’analyse est la transmission Tν , qui est liée





où σ=ρ∆l est la densité surfacique de l’échantillon, ρ la densité de l’échantillon de plasma
sondé et ∆l son épaisseur. Il est à noter que cette expression est obtenue dans le cas où les
gradients de température et de densité sont négligés, ce qui est précisément un des intérêts
de la technique utilisé. Il reste néanmoins, comme nous l’avons déjà signalé, environ 15%
de gradients.
Le principe des mesures par transmission implique qu’il n’est pas nécessaire de tenir
compte de la réponse spectrale des différents composants du spectromètre comme la ré-
flectivité spectrale des miroirs, des photocathodes... Dans des conditions expérimentales
similaires, chaque réponse spectrale multiplicative est éliminée dans le rapport pour le
calcul de la transmission.
6.4.1 Etalonnage grâce aux Images Plates
La conversion entre les pixels et l’énergie correspondante est basée sur l’étude de la
géométrie de l’expérience. On supposera dans la suite que l’ordre 0 est au pixel 968 du
spectromètre. Un tir est effectué sur de l’aluminium pour calibrer le spectre en énergie. La
largeur de chaque pixel est mesurée et est égale à 39 µm. La figure 6.5 montre le résultat
du tir de calibration sur l’IP. Le bord L de l’aluminium étant positionné au pixel 430, on
72.5 eV 
0 order 
Figure 6.5 – Image de l’IP après le tir de calibration. On trouve la position du bord L
de l’aluminium à 430 pixels.
peut en déduire que l’énergie de ce pixel est 72.5 eV. On obtient ainsi la loi en position
sur la fente de la caméra steak (en mm) :
Xmm[i] = 0.039× (968− i) (6.2)
où i est le numéro du pixel et Xmm la position en mm par rapport à l’ordre 0. Avec la
géométrie de l’expérience et quelques lois d’optique basiques, on peut alors obtenir la loi
en énergie. La géométrie du réseau est présentée en figure 6.6.
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Figure 6.6 – Géométrie du réseau.






− θm)] = mλ → a[cos(θi)− cos(θm] = mλ (6.3)




soit 0.05 rad (voir figure 6.6). Avec ces valeurs numériques, la relation donnant la longueur

















On obtient ainsi les équations régissant la dispersion :
















La forme de la loi en énergie ainsi obtenue est présentée en figure 6.7.
6.4.2 Les images brutes
La figure 6.8 présente les images brutes typiques obtenues en sortie du spectromètre XUV
pour la référence et le tir laser. La référence correspond à un tir laser réalisé sans cible.
La première trace obtenue est la trace du laser de chauffage. La radiographie est obtenue
quelques nanosecondes plus tard (voir figure 6.9) et en fin d’observation se trouve la trace
du remplissage des cavités par le laser. Il est à noter qu’aux températures auxquelles sont
réalisées les mesures, le carbone est complètement transparent. La radiographie réalisée
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Figure 6.7 – Loi en énergie obtenue en fonction de la colonne en pixel.
est donc celle de l’échantillon d’intérêt (chrome, fer, nickel) mais qui comprend également













Figure 6.8 – Image brute en sortie du spectromètre (exemple d’un tir sur du chrome).
Trois zones sont observables : la trace du laser de chauffage, la radiographie (ou backligh-
ter) et la trace du remplissage des cavités.
Nous allons, dans la suite de ce chapitre, détailler l’analyse pour le cas du chrome. Les
résultats expérimentaux obtenus sur le fer et le nickel ont été analysés de la même façon.
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6.4.3 Méthode d’analyse
6.4.3.1 Points chauds et courant d’obscurité
La première étape de l’analyse consiste à traiter les points chauds de l’image. Pour cela,
nous avons défini une valeur seuil à partir de laquelle, le point est considéré comme chaud :
nous avons choisi la valeur moyenne des voisins + 3σ. Le nombre de points traités sur
l’image est de 3760 soit 0.03% des pixels de l’image.
Le courant d’obscurité, obtenu via une prise annexe, est ensuite retiré. Ce courant corres-
pond à un fond quasi-constant avec un léger gradient dans le sens de lecture.
6.4.3.2 Dispersion
La conversion en énergie et en temps est ensuite effectuée en utilisant la loi déterminée







Figure 6.9 – Image brute de la radiographie, avec la conversion en énergie (exemple du
chrome).
6.4.3.3 Lissage
Un lissage est ensuite effectué, tenant compte de la dégradation de la résolution spectrale.




× (225− 134.5)(1 + arctan(Xmm
134.5
)) (6.7)
Le lissage choisi est un lissage gaussien, de largeur variable selon la bande spectrale et
basé sur la loi 6.7. La table 6.3 résume les largeurs à mi-hauteur choisies en fonction de
la bande spectrale .
Energie (eV) Largeur à mi-hauteur
28 - 35 7
35 - 50 6
50 - 90 5
90 - 200 4
> 200 3
Table 6.3 – Largeur à mi-hauteur de la gaussienne utilisée pour le lissage.
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6.4.3.4 Retrait du fond d’émission propre des cavités
Il s’agit de retirer le fond autour du backlighter, dû à l’émission propre des cavités. Pour
cela, j’ai choisi d’évaluer le fond en effectuant un ajustement d’un polynôme d’ordre 2 sur
ce fond, de chaque côté de la radiographie. On soustrait ensuite le fond ainsi évalué au
backlighter, ce qui nous permet de ne conserver que le signal dû à l’échantillon de chrome.
Les courbes 6.10, 6.11 et 6.12 montrent cette évaluation tous les 5 eV sur la gamme [60 -
145] eV, ainsi que la soustraction de ce fond au signal (en bleu). Les valeurs négatives
sont mises à 0.
Figure 6.10 – Fit du fond dû à l’émissivité des cavités sur les ailes de la radiographie :
coupes de 60 à 85 eV, tous les 5 eV. En rouge, la coupe sans soustraction du bruit, en
vert, fit du bruit et en bleu, résultat de la soustraction (exemple du chrome).
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Figure 6.11 – Fit du fond dû à l’émissivité des cavités sur les ailes de la radiographie :
coupes de 90 à 115 eV, tous les 5 eV. En rouge, la coupe sans soustraction du bruit, en
vert, fit du bruit et en bleu, résultat de la soustraction (exemple du chrome).
Figure 6.12 – Fit du fond dû à l’émissivité des cavités sur les ailes de la radiographie :
coupes de 120 à 145 eV, tous les 5 eV. En rouge, la coupe sans soustraction du bruit, en
vert, fit du bruit et en bleu, résultat de la soustraction (exemple du chrome).
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6.4.3.5 Intégration
Le backlighter a en réalité une forme légèrement convexe comme le montre la figure 6.13
où un fit par un polynôme d’ordre 2 est effectué sur la forme de la radiographie en fonction
de l’énergie.
Figure 6.13 – Fit de la forme du backlighter du tir 57 par une parabole (exemple du
chrome).
Cette déformation, due à la déformation géométrique introduite par l’optique électro-
nique de la caméra steak, est toutefois suffisamment petite pour être négligée et on peut
considérer en première approximation que que la radiographie est rectiligne. La position
moyenne du backlighter est obtenue en recherchant les maxima de la radiographie pour
chaque colonne et en moyennant la suite de valeurs obtenue.
Figure 6.14 – Recherche des maxima pour chaque colonne. La position moyenne calculée
avec ces maxima est pour le tir 57 : 555 et pour le tir 56 : 545 (exemple du chrome).
Pour néanmoins tenir compte de la déformation du backlighter et s’affranchir des diffé-
rentes variations, une intégration temporelle sur la largeur de la radiographie est effectuée.
Cette largeur est déterminée en réalisant des coupes à énergie fixée et en regardant la lar-
geur du backlighter autour de la position moyenne. Une moyenne des largeurs obtenues
est ensuite effectuée. Dans le cas du chrome, nous avons obtenu une largeur moyenne
d’environ 28 pixels soit 14 pixels de chaque côté de la position moyenne du backlighter.
Ceci correspond, compte-tenu de la valeur d’un pixel à une moyenne temporelle sur 420 ps.
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6.4.3.6 Retrait des ordres supérieurs
La loi de Bragg montre qu’en un point de l’axe de dispersion, l’image obtenue est une
superposition d’images d’ordre 1,2,3...k dues à un rayonnement de longueur d’onde λ,
λ/2 ...λ/k. On se débarrasse de cette pollution en utilisant les coefficients de diffraction
obtenus pour chaque énergie, présenté en figure 6.15. Ces coefficients ont été mesurés sur
le synchrotron SOLEIL (Gif-sur-Yvette, France) par Reverdin et al. (2012). Au delà de
l’ordre 3, la pollution est considérée comme étant trop faible pour nécessiter un traitement.
En pratique, seuls l’ordre 2 et l’ordre 3 sont donc retirés.
10E134-3 Reverdin et al. Rev. Sci. Instrum. 83, 10E134 (2012)
FIG. 5. Reflection coefficient of a carbon mirror measured at different graz-
ing incidences.
FIG. 6. Grating dispersion at different grating to photocathode distances.
FIG. 7. Diffraction yield of grating measured at different diffraction orders.
FIG. 8. Streak camera image for shot 56. Early time laser signal is visible
2.5 ns before backlight spectrum taken here through two cavities.
FIG. 9. Backlighter spectrum through two gold cavities on shot 56. The
lower curve is the same spectrum after removal of 2nd and 3rd order con-
tributions.
100 µm slit in front of the grating and to decrease the dis-
tance of the photocathode to the center of the grating down to
134.5 mm.
The diffraction yield of this grating was measured with
the Metrology beam line at the SOLEIL9 synchrotron facility
(Gif sur Yvette, France). Second order yield was found to be
one fifth of first order one as shown in Figure 7.
D. Streak camera
For the time resolved detection, an x-ray Kentech streak
camera was used. It is fixed to the wall of the target cham-
ber and distance of the photocathode to target is 1080 mm.
The effective length of the photocathode is close to 20 mm. It
is used with an image intensifier, an optical fiber cone and a
CCD. Space resolution is 5 lp / mm which limits the spectral
resolution of this spectrometer to 1 eV at 50 eV and 8 eV at
250 eV.
The CsI photocathode was manufactured by LUXEL. It
is made of a 100 nm LEXAN membrane with 25 nm layer of
aluminium and 100 nm layer of CsI.
III. EXPERIMENTAL RESULTS
An image recorded with the streak camera is displayed
in Figure 8. In this shot there was no sample between the two
cavities which were heated with 167 J at 2ω laser beam. The
picosecond beam was fired 2.5 ns later on the gold backlighter
with 12 J at 2ω. At later times a rather strong emission is vis-
ible. As there was no sample, at backlighter time, the back-
ground emission is rather low. The obtained backlighter emis-
sion spectrum is displayed on Fig. 9. Below 50 eV there is no
signal because the photocathode absorbs x-rays. The carbon
mirrors damps the reflection for photons with energies above
200 eV.
Targets with sample have a stronger emission. Obtained
absorption measurements will be published elsewhere.
1C. Reverdin, F. Thais, and G. Loisel, Rev. Sci. Instrum. 81, 10E327 (2010).
2G. Loisel et al., High Energy Density Phys. 5, 173 (2009).
3T. Blenski et al., Phys. Rev. E 84, 036407 (2011).
4S. Turck-Chièze et al., High Energy Density Phys. 5, 132 (2009).
5D. Gilles et al., High Energy Density Phys. 7, 312 (2011).
6J. L. Bourgade and B. Villette et al., Rev. Sci. Instrum. 72, 1173 (2001).
7F. Scholze et al., Proc. SPIE 4344, 402 (2001).
8M. B. Chowdhuri et al., Rev. Sci. Instrum. 78, 023501 (2007).
9See http://www.synchrotron-soleil.fr/images/File/Recherche/Lignes
Lumiere/metrology/APS-metrology.pdf for SOLEIL.
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Figure 6.15 – Coefficients de diffraction dû au réseau, à différents ordres (Reverdin et al.,
2012).
La figure 6.17 montre l’effet de la correction sur le spectre : l’effet est important surtout
aux basses énergies (autour de 50 - 60 eV).



















Shot 56 with 2nd and 3rd orders substraction
Shot 56 without 2nd and 3rd orders substraction
Shot 57 with 2nd and 3rd orders substraction
Shot 57 without 2nd and 3rd orders substraction
Figure 6.16 – Spectre des radiographies des tirs 56 et 57, avant et après correction des
second et troisième ordres (exemple du chrome).
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6.4.3.7 Normalisation
Les énergies laser diffèrent légèrement entre deux tirs. Le spectre de référence et le spectre
transmis sont capturés via deux tirs différents car la résolution spectrale du spectromètre
ne permet pas d’avoir une résolution spatiale. Pour prendre en compte cette variation, je
normalise les spectres par l’énergie des lasers à 2ω, mesurée juste avant l’entrée dans la
chambre d’expérience. Dans le cas du chrome, cette normalisation est de 1.05.
6.4.3.8 Transmissions obtenues
L’ensemble des transmissions comparées aux calculs théoriques ont été publiées dans
un rapport interne CEA (Turck-Chièze et al., 2015). Les barres d’erreur verticales cor-
respondent à la somme de l’erreur statistique des comptages et à une barre d’erreur
systématique de ± 5% liée à la reproductibilité des soustractions de fond. Une barre d’er-
reur horizontale a été introduite pour tenir compte de l’incertitude sur la dispersion du
spectromètre XUV et varie entre ±1.5 à ± 3 eV.
A titre d’exemple, la figure 6.17 montre la transmission obtenue dans le cas du nickel
pour le tir 59 avec l’analyse présentée ci-dessus. Sur cette figure, la barre d’erreur hori-
zontale n’est pas portée et cette analyse n’a pas inclus le regroupement de canaux pour
améliorer la statistique des comptages de la référence et du tir avec cible, en particulier à
basse énergie.













Transmission, Energy pico Shot 56 2ω=12 and 1ω=76J, Shot 59 1ω=79J and 2ω=12 J
Figure 6.17 – Transmission obtenue dans le cas du nickel (tir 59).
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Nous avons pu constater que les résultats obtenus étaient très sensibles à l’analyse et que
les diverses imprécisions dues aux mesures de largeurs des pixels et à la position en énergie
pouvaient avoir des conséquences importantes sur la forme de la transmission obtenue, ce
qui illustre la grande difficulté des mesures en XUV. Cette variabilité est prise en compte
dans les barres d’erreur mais d’autres sources d’incertitudes, non prises en compte dans
ces barres d’erreur, peuvent exister (non simultanéité de la mesure du spectre transmis et
de la mesure de la référence).
6.5 Conclusion
L’expérience LULI 2011 a permis d’obtenir des transmissions de l’ensemble des éléments
du groupe du fer dans des conditions équivalentes à celles des enveloppes (Turck-Chièze
et al., 2015). Néanmoins, une étude détaillée a pu montrer la sensibilité aux gradients de
température et de densité (voir chapitre suivant), ainsi qu’à l’intégration temporelle et
aux normalisations adoptées. D’autre part, la statistique de certains tirs est également
faible, ce qui nous a conduit à faire des rassemblements en énergie des pixels par groupe
de 3, méthode qui sera appliquée dans le chapitre suivant où nous allons présenter la
comparaison des spectres théoriques obtenus via différents codes.
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CHAPITRE 7
Approche théorique pour les calculs d’opacités
astrophysiques
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Ce chapitre va être consacré à la comparaison de différents codes d’opacité entre eux
dans deux gammes de températures et de densités. Les codes dont nous allons montrer
les résultats dans ce chapitre ont été présentés au chapitre 3. Pour cette raison, nous ne
détaillerons ici que les différentes options du code ATOMIC. Nous exposerons ensuite la
comparaison de ces différentes options avec les résultats de SCO-RCG dans des conditions
qui correspondent à celles de l’expérience du chapitre précédent. Nous présenterons ensuite
la comparaison de ces mêmes codes avec le code OP dans les conditions correspondant à
celles des enveloppes des massives.
7.1 Les différentes options d’ATOMIC
Le code ATOMIC dispose de plusieurs options qui permettent de calculer l’opacité à
différents niveaux de détails.
• ATOMIC full : ces calculs emploient le code de structure atomique CATS (Abdal-
lah Jr et al., 1988; Cowan, 1981) pour le calcul des transitions lié-lié, en utilisant
l’approximation MUTA (Mazevet and Abdallah, 2006). Les sections efficaces de
photoionisation sont obtenues en utilisant le code GIPPER (Clark et al., 1991; Ab-
dallah et al., 2001). Ces calculs incluent un couplage intermédiaire, sans prendre en
compte l’interaction de configuration, ce qui permet d’obtenir les contributions de
milliers de configurations non relativistes.
• ATOMIC n5 : ces calculs sont des calculs semi-relativistes, qui prennent en compte
moins de configurations. Ces calculs ont été conçus pour prendre en compte les
transitions les plus importantes dans la gamme spectrale d’intérêt c’est à dire les
transitions 3 → 3, 3 → 4 et 3 → 5. La table 7.1 donne à titre d’exemple pour le
fer le nombre de configurations et le nombre de niveaux retenus pour ces calculs :
si le nombre de configurations retenues est assez modeste (100 par ion environ),
celles-ci génèrent un très grand nombre de niveaux (105 par ion) et des milliards de
transitions électroniques.
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Ion Nombre de configuration Nombre de niveaux
3+ 52 76 661
4+ 52 84 118
5+ 52 65 745
6+ 101 153 695
7+ 142 234 778
8+ 212 364 578
9+ 172 184 532
10+ 153 90 558
11+ 123 33 680
12+ 93 9798
13+ 63 2003
Table 7.1 – Calculs ATOMIC n5 : nombre de configurations et de niveaux pris en compte
pour chaque ion dans le cas du fer dans des conditions correspondant à celle de l’expérience
LULI (T ≈ 25 eV et ρ ≈ qq mg/cm3) (J. Colgan, meeting OPAC, fev. 2013).
• ATOMICR n5 : ces calculs sont complètement relativistes et utilisent la suite de
codes de Los Alamos (Fontes et al., 2004) qui est basée sur le travail de Sampson
et al. (2009). Ces calculs utilisent le code de structure atomique GIPPER et les
sections efficace de photoionisation sont calculées en utilisant l’option relativiste du
code GIPPER. Les résultats obtenus sont ensuite utilisés par le code ATOMIC pour
obtenir les opacités.
La comparaison d’ATOMIC n5 (semi-relativiste) et ATOMICR n5 (complètement rela-
tiviste) permet de juger l’importance des effets relativistes.
7.2 Comparaison dans les conditions de l’expérience
Les comparaisons présentées ci-dessous ont été réalisées dans des conditions correspon-
dant à celles de l’expérience LULI 2011 soit une température autour de 25 eV et une
densité autour de 2 mg/cc.
7.2.1 Chrome
La figure 7.1 en haut montre la sensibilité de la distribution ionique du chrome dans la
gamme de température et de densité correspondant à l’expérience présentée au chapitre
précédent (Chapitre 6). Nous pouvons noter qu’elle varie très vite avec la température.
Ainsi, la température va avoir un effet significatif sur la forme de la transmission dans
cette gamme de température et de densité comme l’illustre la figure 7.1 (en bas) qui pré-
sente la superposition de 3 calculs ATOMIC full réalisés à 3 températures différentes (19,
21 et 23 eV). Cette influence est particulièrement importante sur la gamme [70-100] eV.
Les effets de la densité sont en revanche moins importants.
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Figure 7.1 – En haut : Distribution ionique du chrome à diverses conditions proches de
l’expérience. En bas : Comparaison de la transmission théorique dans le cas du chrome
obtenue via différents calculs ATOMIC full à 19 (- - -), 21 (-.-) et 23 (...) eV (Turck-Chièze
et al., 2016).
ρ (mg.cm−3) T (eV) ATOMIC full ATOMICR n5 ATOMIC n5 SCO-RCG
2 19 24 528 23 811 19 701 29 069
2 21 22 937 23 591 19 444 25 315
2 23 19 989 21 581 17 759 20 985
2 25 16 825 18 742 15 109 -
2 27 13 914 16 079 12 719 -
Table 7.2 – Comparaison des moyennes de Rosseland κR obtenues avec différentes options
du code ATOMIC (en cm2/g) : full, n5 R (relativiste) et n5 SR (semi-relativiste) et SCO-
RCG.
La comparaison des moyennes de Rosseland est présentée en table 7.2. Grâce aux dif-
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férentes options d’ATOMIC, nous pouvons observer l’influence des effets relativistes sur
la valeur de la moyenne de Rosseland : jusqu’à 25% de différences entre les calculs semi-
relativistes et les calculs relativistes. En revanche, les calculs ATOMIC full sont en bon
accord avec les calculs ATOMIC n5 ( 10%).
Sur les points de calculs disponibles, SCO-RCG et ATOMIC full sont en relatif bon ac-
cord, notamment pour la plus haute température où les deux codes présentent moins de
5% de différences en moyenne de Rosseland.
7.2.2 Fer
La comparaison des moyennes de Rosseland obtenues dans le cas du fer montre un accord
global des calculs : il faut noter, comme dans le cas du chrome, la grande différence entre
les calculs ATOMIC n5 et ATOMICR n5, ce qui souligne la grande importance des effets
relativistes à ces conditions thermodynamiques (environ 20%). L’accord entre SCO-RCG
et ATOMIC n5 sur les points de calculs présentés est très bon (moins de 4% de différences).
Figure 7.2 – En haut : Transmissions théoriques obtenues avec le code ATOMIC à 19
eV (- -), 22 eV (....) et 25 eV (-.-.-) pour une densité de 2 mg/cm3. En bas : Transmissions
théoriques obtenues avec le code SCO-RCG à 22 eV (...) et 25 eV (-.-.-) pour une densité
de 2 mg/cm3.
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ρ (mg.cm−3) T (eV) ATOMIC full ATOMICR n5 ATOMIC n5 SCO-RCG
2 21 19 264 17 238 14 361 17 853
2 22 19 613 17 919 14 910 18 435
2 23 19 719 18 335 15 206 18 518
Table 7.3 – Comparaison des moyennes de Rosseland (en cm2/g) dans le cas du fer avec
les différentes options d’ATOMIC et SCO-RCG.
Cette différence sur les moyennes de Rosseland est également visible sur les spectres
d’opacités comme illustré sur la figure 7.2 pour ATOMIC et SCO-RCG. Ces spectres
montrent également la très grande variabilité de la transmission du fer en fonction de
la température à ces conditions thermodynamiques. Comme dans le cas du chrome, la
densité n’a que peu d’effets sur la forme de la transmission comme l’illustre la figure 7.3.
Figure 7.3 – Transmissions théoriques obtenues avec le code ATOMIC à 23 eV pour une
densité de 2 mg/cm3 (...) et 4 mg/cm3 (-.-.-).
Il faut noter qu’augmenter le nombre de transitions prises en compte pour un calcul
d’opacité n’augmente pas nécessairement la moyenne de Rosseland : en effet, l’ajout de
transition peut aussi faire apparaître des trous que des pics dans le spectre et donc aug-
menter ou diminuer la moyenne de Rosseland comme le montre la figure 7.4, qui présente
différents spectres de fer calculés à T = 15.3 eV et ρ = 5.48 mg/cm3 et qui prennent en
compte des nombres de transitions différents.
7.2.3 Nickel
La comparaison des différents calculs entre eux est illustrée dans la table 7.4. Nous
y pouvons retrouver les mêmes tendances que pour les deux éléments précédemment
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ATOMIC (full model); Z=5.24; κR=17284
ATOMIC (n4-model-FS-SC); Z=5.33; κR=8201
ATOMIC (n4-model-FS-CI); Z=5.33; κ
Ρ
=7334
ATOMIC (n5-model-FS-SC); Z=5.32; κR=15226

















ATOMIC (full model); Z=8.37; κR=18508
ATOMIC (n4-model-FS-SC); Z=8.51; κR=16319
ATOMIC (n4-model-FS-CI); Z=8.51; κR=14149
ATOMIC (n5-model-FS-SC); Z=8.48; κR=16509




Fig. 1.— Iron OP calculations compared to di↵erent ATOMIC calculations as defined in section 2.2 for T= 15 eV and density of 5.5 ⇥
10 3 g/cm3 and for T= 27 eV and density of 3.4 ⇥ 10 3 g/cm3. The corresponding mean ionic value Z¯ is given also.












































Fig. 2.— Evolution of the Iron ionic distribution using the ATOMIC code for di↵erent temperatures corresponding to the experimental
conditions. Idem for nickel.
tions  n = 1, 2 and how a detailed calculation (CI) can
modify the spectrum just obtained by an intermediate-
coupling (SC) calculation. In the range of astrophysical
conditions 125000K < T < 250000K a proper deter-
mination of CI including all excited levels in well spec-
ified groups (Bar-Shalom et al. 1999) must be consid-
ered at the lower energy part of the iron peak, see Gilles
et al. (2012, 2013). This fact has been confirmed by the
ATOMIC code. Full CI can be estimated precisely only
in HULLAC, ATOMIC, ATOMICR and OP. We note
also that on the other hand, a large range of transitions
must be included to compute a correct Rosseland mean
value.
Figures 1 illustrate the di↵erent contributions by com-
paring di↵erent calculations made using the ATOMIC
code. We compare these new calculations with OP cal-
culations for iron at T= 15 eV and T= 27 eV. The cal-
culations indicate the role of the CI and the role of the
completeness of the calculations by showing detailed cal-
culations treating only transitions from n = 3  n = 0
and  n = 1 (n4) or also  n = 2 (n5) as well as a full cal-
culation (full), see 2.2 for the corresponding definitions.
The figures show the e↵ect on the spectra and also on
the mean Rosseland opacities which vary by a factor of
about 2. The CI e↵ect, on the mean Rosseland value
for 27 eV, produces a reduction of about 15% in com-
parison with the SC approach. On the other hand, the
extra transitions included in the ATOMIC full calcula-
tion increases the Rosseland mean opacity by another 15
%. Since the Rosseland weighting function peaks around
h⌫/kT = 4 the e↵ect of CI is more sensitive at low tem-
perature as shown for the 15 eV comparison. One finds
also that at low temperature, the OP calculation appears
to be incomplete and under estimates the mean Rosse-
land value. Similar results have been shown for nickel,
Turck-Chie`ze et al. (2013) have already shown also that
the nickel OP calculation, which uses an extrapolation
from iron, is in total disagreement with a first analysis
of our nickel experiment.
Figures 2 show also that the average ionization evolves
quickly with the temperature for both elements. From 19
to 25 eV it increases by almost one charge state. The ion
Figure 7.4 – Spectre de fer à T = 15.3 eV et ρ =5.48 mg/cm3 : OP (traits pointillés noirs)
et différentes options d’ATOMIC, prenant en compte différents nombres de transitions.
étudiés : la grande différence entre les calculs ATOMIC full et ATOMIC n5 (autour de
30%) et le très bon accord entre ATOMICR n5 et SCO-RCG (moins de 6% d’écart).
ρ (mg.cm−3) T (eV) ATOMIC full ATOMICR n5 ATOMIC n5 SCO-RCG
2 23 14 394 12 839 10 621 12 760
2 24 15 109 13 355 11 217 14 200
2 25 15 528 13 777 11 693 14 490
Table 7.4 – Comparaison des moyenne de Rosseland (en cm2/g) dans le cas du nickel
avec les différentes options d’ATOMIC et SCO-RCG.
La compa aison des spectres montre qu’OP est très différent des nouveaux calculs (voir
figure 7.5). Pour éviter tout problème d’interpolation, le calcul OP figurant sur la figure
7.5 correspond à un point de calcul des tables OP. La densité de ce point est donc légère-
ment différente de la densité à laquelle les calculs ATOMIC ont été effectués. Toutefois,
les différences observées sont bien trop importantes pour être mises sur le compte d’un
effet de densité : nous avons montré précédemment que la forme des transmissions était
peu sensibles à la densité. Le même phénomène est observé dans le cas du chrome : les
spectres OP sont très différents des spectres obtenus par les nouveaux calculs. Dans le
cas du fer en revanche, l’accord est bien meilleur (voir les figures 3 et 5 de l’article Turck-
Chièze et al. (2016), adjoint à ce chapitre).
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Figure 7.5 – En haut : Transmissions théoriques obtenues avec le code ATOMIC à 23
eV (- -), 25 eV (....) et 27 eV (-.-.-) pour une densité de 2 mg/cm3. En bas : Transmission
théorique obtenue avec le code OP à 27 eV et 3.4 mg/cm3.
La comparaison des calculs dans des conditions thermodynamiques proches des conditions
expérimentales montrent que les nouveaux calculs sont globalement en accord les uns avec
les autres. En revanche, les calculs OP montrent un désaccord important dans le cas du
chrome et du nickel.
7.3 Conditions astrophysiques
L’expérience ayant été réalisée dans des conditions thermodynamiques équivalentes à
celles des enveloppes de β-Céphei, nous allons revenir dans cette partie aux conditions
réelles de ces étoiles c’est à dire des densités autour de 10−7 - 10−6 g.cm−3 et des tempé-
ratures de l’ordre de la quinzaine d’électronvolts.
7.3.1 Chrome
La figure 7.6 représente la distribution ionique du chrome aux différentes conditions
astrophysiques d’intérêt, qui varie très fortement avec la température.
La table 7.5 présente les moyennes de Rosseland du chrome dans les conditions astro-
physiques. La grande variabilité de la distribution ionique sur la gamme de température
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Cr, 10.84 eV and ne=1e17 cm−3
Cr, 15.32 eV and ne=3.16e17 cm−3
Cr, 21.64 eV and ne=1e18 cm−3
Figure 7.6 – Distributions ioniques du chrome aux points de grille OP correspondant aux
conditions astrophysiques, calculées avec FLYCHK. L’ionisation moyenne varie d’environ
60% entre les deux distributions extrêmes.
considérée se retrouve dans les valeurs de la moyenne de Rosseland, qui varie très vite
sur la gamme des conditions d’étude (d’un facteur 3 à 5 selon le code). Cette table fait
également apparaître la très grande différence entre OP et les autres calculs, en particulier
à basse température. Toutefois, cet écart peut être expliqué par le fait que les calculs du
chrome pour OP ont été extrapolés de ceux du fer et non calculés directement.
7.3.2 Fer
La distribution ionique du fer aux conditions astrophysiques est représentée sur la figure
7.7. Il faut noter que cette distribution varie très vite avec la température.
T (eV) Ne (cm−3) ρ (g/cm3) κR OP κR ATOMIC full κR SCO-RCG
10.84 1017 1.35 × 10−6 24.7 64 62.20
15.32 3.16 × 1017 3.44 × 10−6 358 682.3 673.8
21.64 1018 8.85 × 10−6 1270 1358 1313
Table 7.6 – Comparaison des moyennes de Rosseland (en cm2/g) du fer obtenues avec
différents codes dans les conditions correspondant à celles des enveloppes des étoiles mas-
sives.
La grande variabilité du cortège électronique du fer dans ces conditions se retrouve dans
le calcul de la moyenne de Rosseland dont certaines valeurs sont présentées en table 7.6
(correspondant à des points de grilles OP). Ainsi selon le code utilisé, un facteur allant
de 20 pour les nouveaux codes, à 50 dans le cas d’OP, est observé sur la moyenne de
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T (eV) Ne (cm−3) ρ (g/cm3) κR OP κR ATOMIC full κR SCO-RCG
10.84 1017 1.35 × 10−6 623.5 187.4 187.4
15.32 3.16 × 1017 3.6 × 10−6 1 685.3 1021.5 973.9
21.64 1018 9.48 × 10−6 573.3 527.1 487.5
Table 7.5 – Comparaison des moyennes de Rosseland (en cm2/g) du chrome obtenues
avec OP, ATOMIC et SCO-RCG dans les conditions correspondant à celles des enveloppes
des étoiles massives.
Rosseland. La comparaison des codes montre une différence d’un facteur 2 entre OP et
ATOMIC. Cet écart provient probablement d’une différence dans le nombre de transi-
tions considérées par chaque calcul. Il est à noter que les différences se réduisent avec la
température, avec le décalage du maximum de la pondération de Rosseland.
7.3.3 Nickel
La table 7.7 présente les moyennes de Rosseland du nickel dans les conditions astro-
physiques calculées avec OP, ATOMIC full et SCO-RCG. Les différences sont largement
plus importantes que dans le cas précédent (jusqu’à un facteur 7 entre OP et les autres
calculs dans les conditions explorées). Cette très grande différence pourrait provenir d’une
mauvaise extrapolation des calculs du fer dans le cas d’OP. En effet, les calculs OP pour
le nickel ont également été réalisés en extrapolant les calculs du fer. Il sera intéressant de
voir si les nouveaux calculs montreront aussi une grande contribution du nickel et si la
raison en sera claire.
T (eV) Ne (cm−3) ρ (g/cm3) κR OP κR ATOMIC full κR SCO-RCG
10.84 1017 1.35 × 10−6 28.8 51.17 27.57
15.32 3.16 × 1017 3.6 × 10−6 40.9 300.38 277.2
21.64 1018 9.48 × 10−6 372 1576 1586
Table 7.7 – Comparaison des moyennes de Rosseland (en cm2/g) du nickel obtenues
avec différents codes dans les conditions correspondant à celles des enveloppes des étoiles
massives.
7.4 Conclusion
Compte-tenu de la difficulté d’interprétation des expériences XUV et en particulier de
l’expérience LULI 2011, il reste difficile de discriminer les calculs. Les calculs relativistes
ne sont pas encore disponibles pour les nombreux points de grilles astrophysiques mais
semblent prometteurs pour l’avenir. Il est également à noter que les calculs OP pour le
nickel et le chrome sont globalement moins bons dans les conditions de l’expérience.
La comparaison des calculs dans les conditions astrophysiques montre un bon accord entre
les calculs ATOMIC et les calculs SCO-RCG. La qualité de cet accord dépend cependant
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Fe, 10.84 eV and ne=1e17 cm−3
Fe, 15.34 eV and ne=3.16e17 cm−3
Fe, 21.64 eV and ne=1e18 cm−3
Figure 7.7 – Distribution ionique du fer aux points de grille OP, correspondant aux
conditions astrophysiques, calculée avec FLYCHK. L’ionisation moyenne varie d’environ
30% entre la température la plus faible et la température la plus élevée.
de la température. Les calculs OP présentent en revanche de très grandes différences avec
les autres calculs, en particulier pour le nickel et le chrome où des facteurs allant jusqu’à
7 sont observés sur les moyennes de Rosseland du nickel et des facteurs 3 sur les moyennes
de Rosseland du chrome. Cette grande différence, probablement due au fait que les calculs
OP pour le nickel et le chrome sont extrapolés de ceux du fer, a conduit à la production
de nouveaux calculs d’opacités dans le cas du nickel.
De nouvelles tables sont actuellement en cours de production avec le code ATOMIC et
devraient être disponibles prochainement.
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ABSTRACT
Recent seismic observations have led to doubts or ambiguities on opacity calculations used in stel-
lar physics. We concentrate in this paper on the iron-group opacity peak, due to iron, nickel and
chromium, located around T= 200 000 K for densities from 10−8 to 10−4 g/cm3, that creates some
convective layers in stellar radiative envelopes for masses between 3 to 18 M. These conditions
have been extensively studied in the 1980s. However, more recently, inconsistencies between OP and
OPAL opacity calculations complicate the interpretation of the seismic observations as the iron-group
opacity peak excites acoustic and gravity modes in SPB, β Cephei and sdB stars. We investigate the
reliability of the theoretical opacity calculations by using the modern opacity codes ATOMIC and
SCO-RCG. We show their dependence on temperature and density for experimental conditions that
are achievable in the laboratory and that are equivalent to astrophysical conditions. We also compare
new theoretical opacity spectra with spectra obtained from OP calculations and we quantify how
different approximations impact the Rosseland mean calculations. This detailed study estimates new
ATOMIC Rosseland mean values for astrophysical conditions that we compare also to OP values. At
the present time, some puzzling questions are still under investigation for iron, but a strong increase
in the Rosseland mean nickel opacity of a factor between 2 and 6 compared to OP is found. A study
on chromium is also shown.
Subject headings: Stars:evolution – –Stars:interiors – – Atomic processes – – Stars:variables: Cepheids–
–Absorption Spectra– –Plasma Physics
1. THE SEISMIC CONTEXT
Cepheid pulsations have received a lot of attention
at the end of the 1960s due to their interesting mass-
luminosity relationship (Stobie 1969a,b,c). However, a
clear discrepancy between stellar model theory and pul-
sation observations has suggested that heavy element
opacities were underestimated (Simon 1982). This prob-
lem seemed to be solved by the arrival of OPAL opacities
in the 1990s (Rogers & Iglesias 1992; Iglesias & Rogers
1996). The later delivery of OP tables (Seaton & Badnell
2004) revealed some differences with the OPAL opacities,
for which the origin has not yet been identified (Badnell
et al. 2005). The modelling of intermediate stars shows
that using OP or OPAL opacity tables leads to a different
range of the instability strip in the Hertzsprung-Russell
diagram (Pamyatnykh 1999; Walczak et al. 2013). The
noticeable differences are clearly due to opacities of the
iron group. A further puzzle is that in some cases OP
opacity tables seem more appropriate, but in some oth-
ers OPAL tables lead to a better interpretation of the
seismic observations. In fact and moreover, the conclu-
sions could differ as shown by recent papers on modelling
of β Cep/SPB (Daszyn´ska-Daszkiewicz et al. 2013a,b) in
comparison with Gautschy & Saio (1993) or Salmon et al.
(2012). This is due to the fact that other processes like
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diffusion, rotation, and mixing could enter into competi-
tion with the radiative transport of energy. This situa-
tion needs to be clarified, as asteroseismic measurements
have been largely extended with MOST, COROT and
KEPLER satellites and the community hopes to deduce
from these observations new constraints on these very
interesting but complex stars.
We have noticed that the ratio R = ∇Trad/∇Tad 7 is
often around 1 in the iron peak and changes with the
mass, composition and age of the stars (Le Pennec &
Turck-Chie`ze 2014). So one needs to be cautious in the
interpretation of the seismic observations if the charac-
teristics of the star are not well known. Precise opacity
calculations and proper stellar characteristics are both
required to interpret properly these observations.
Motivated by the new observations, a consortium
has been formed (Turck-Chie`ze et al. 2009, 2011) to
look for the origins of the differences between OP and
OPAL tables in the specific range of the iron opacity
peak located around T= 200 000 K for densities from
10−8 to 10−4 g/cm3, see also Iglesias (2015). This is not
an easy task as the methods that underpin many of the
opacity tables are generally not described in sufficient
details. However, differences of 20-40% in the Rosseland
mean values of a mixture often hide greater differences
in the opacity of specific elements.
We concentrate, in this paper, on the three theoretical
iron, nickel and chromium spectra as they are the main
7 ∇Trad is the radiative gradient, ∇Tad the adiabatic gradient
and the ratio R is a well known criterion for defining a radiative
zone (R< 1) or a convective zone (R > 1).
2contributors to the iron opacity peak.
To understand the origins of the differences, we have
used new and independent calculations that are com-
pared to old calculations. Several papers have already
been published that describe our strategy, our consor-
tium and some preliminary results (Turck-Chie`ze et al.
2011; Gilles et al. 2011, 2013; Turck-Chie`ze et al. 2013).
In our previous studies, HULLAC V9 (Klapisch 1967;
Busquet et al. 2006) has been used to show that the con-
figuration interaction (CI) plays a crucial role in the iron
spectrum between 35 eV and 60 eV, whereas in the case
of nickel it is displaced toward lower energy and slightly
reduced, see Figures 3 of Turck-Chie`ze et al. (2013).
In this paper, we describe newly available opacity cal-
culations in section 2. We first compare some of them
with OP opacity spectra for iron. We then present and
compare theoretical ATOMIC and SCO-RCG transmis-
sions (including the OP ones) in section 3 for the three
elements and we discuss their sensitivity to temperature
and density, in order to stimulate a new generation of ex-
perimental comparisons. Results of different options of
the opacity calculations are presented, both on the opac-
ity spectra and on the Rosseland mean value. We show
in section 4 the potential increase of the Rosseland mean
values for chromium, iron and nickel, compared to OP,
in the conditions found in the envelopes of massive stars
for both SCO-RCG and ATOMIC calculations that are
now available to the astrophysical community. We then
conclude in section 5.
2. THE THEORETICAL FRAMEWORK FOR NEW
ASTROPHYSICAL OPACITY CALCULATIONS
We consider the SCO-RCG (Pain et al. 2013b) code
and three sets of ATOMIC code calculations (Magee
et al. 2004). They use different approaches and require
different computational resources that we shall compare
to existing OP computations used in the astrophysical
community (Seaton & Badnell 2004).
The total frequency dependent opacity is the sum of
photo-ionization κbf , inverse Bremsstrahlung κff , pho-
ton scattering κsc, and photo-excitation κbb relying on
the following expression for the total opacity:
κ
′
(hν) = κ(hν)(1− e−hν/kT ) + κsc(hν) (1)
with












where h is the Planck constant, ν is the photon frequency,
kT is the temperature in energy units, N the Avogadro
number, 0 the vacuum polarizability, m the electron
mass, A the atomic number and c the speed of light.
P〉 is the population of the initial state, fi→f the oscilla-
tor strength of the transition i→ f , Ψi→f the profile of
the transition. The sum i → f runs over lines, SOSAs,
UTAs or STAs whether initial and final states i, f are lev-
els, relativistic configurations (i.e. jj coupling), or non-
relativistic configurations (i.e. L-S coupling), or super-
configurations (i.e. group of configurations) respectively.
2.1. The ATOMIC code
ATOMIC is a multipurpose code that generates LTE
(Magee et al. 2004) or non-LTE (Fontes et al. 2015b)
quantities at various user-defined levels of approxima-
tion. New LTE opacity tables for H through Zn have
recently been completed (Colgan et al. 2016), and are
available online http://aphysics2.lanl.gov/opacity/lanl/.
These tables update the OPLIB opacity tables that were
generated some time ago using the legacy LEDCOP code
(Magee et al. 1995). Some comparisons of the new
ATOMIC opacities with previous work are also available
(Colgan et al. 2013a,b). The equation-of-state (EOS)
model used in ATOMIC, known as ChemEOS, is based
on the minimization of the free energy in the chemical
picture (Hakel & Kilcrease 2004; Hakel et al. 2006; Kil-
crease et al. 2015).
The calculations presented here use the Los Alamos
suite of codes, which contain a semi-relativistic and fully-
relativistic capability (Fontes et al. 2015b). The semi-
relativistic calculations employ the CATS atomic struc-
ture code (Abdallah et al. 1988; Cowan 1981) and pho-
toionization cross sections are obtained from the GIP-
PER multipurpose ionization code (Clark et al. 1991;
Abdallah et al. 2001). The CATS calculations that are
used for the bound-bound opacity calculations utilize the
MUTA approximation (Mazevet & Abdallah 2006) that
retains all the strongest fine structure lines in a given
transition array. It allows an accurate spectral descrip-
tion to be generated from a configuration-average set of
populations. This approach, called ’ATOMIC full’ in this
paper, allows single-configuration fine-structure detail to
be included in a relatively computationally inexpensive
manner. Such calculations thus include intermediate-
coupling within a configuration but not full CI, allowing
us to include the contributions from many thousands of
non-relativistic configurations.
A second set of ATOMIC semi-relativistic calculations
was also performed using a much smaller list of configu-
rations. These calculations were designed to include the
important transitions in the photon range of current in-
terest, ∆n = 0, 1, 2 transitions, i.e. an nmax = 5 model
(n are the principal quantum numbers) called ’ATOMIC
n5’ in this paper. The calculations were able to include
full CI (labelled FS-CI) between all the configurations
in the model. Although a relatively modest number of
configurations were retained (of order 100 per ion stage),
these generated very large numbers of fine-structure en-
ergy levels (of the order of 105 per ion stage) and billions
of electric dipole transitions. Such calculations proved
useful in order to gauge model sensitivity to CI effect.
Further calculations were also performed using a smaller
n4 model (i.e. only including ∆n = 0, 1 transitions)
as well as calculations that only included intermediate-
coupling within a single configuration (labelled FS-SC).
Such calculations are compared in Figure 1, see 2.4.
The n5 model was also calculated with the fully rela-
tivistic capability in the Los Alamos suite (Fontes et al.
2015b), which is based on the work of Sampson and co-
workers (Sampson et al. 2009). These calculations begin
with the RATS atomic structure code, which employs a
Dirac-Fock-Slater potential, and the necessary photoion-
ization cross sections are computed with the relativis-
tic capability in the GIPPER code. The resulting data
3are processed by the ATOMIC code to produce LTE
opacities. We refer to these relativistic calculations as
’ATOMICR n5’ in this paper.
Comparisons between the semi-relativistic ATOMIC
n5 and fully relativistic ATOMICR n5 calculations can
be used to judge the importance of relativistic effects.
While semi-relativistic calculations are typically consid-
ered to be good enough to produce accurate atomic data
for iron-peak elements, the present experimental effort
provides some motivation to look at relativistic effects
in more detail. In addition, a preliminary investigation
of these two types of calculations indicates that certain
portions of iron and nickel opacities may be sensitive to
the manner in which CI effects are treated (see the dis-
cussion in Section 4 concerning CI for iron opacities).
For example, the semi-relativistic CATS structure code
uses empirical scale factors (Cowan 1981) to modify the
CI Slater integrals in an attempt to include missing elec-
tron correlation and to provide improved agreement with
experimental results. On the other hand, the fully rela-
tivistic RATS structure code does not employ any scale
factors. A careful examination of earlier work by Samp-
son, Zhang and co-workers (Zhang et al. 1987; Sampson
et al. 1989) suggests that relativistic effects and/or CI
scale factors can have an impact on fundamental quanti-
ties such as oscillator strengths and collision strengths for
certain transitions in Ne-like iron ions. A more detailed
investigation of these effects for lower charged states of
nickel was presented by Fontes et al. (2015a). The impact
of such differing opacities on the modeling of stellar en-
velopes is also of interest and warrants additional study.
2.2. The SCO-RCG code
SCO-RCG (Porcherot et al. 2011; Pain et al. 2013a,b;
Pain & Gilleron 2015) is an hybrid opacity code which
combines statistical modelling of transition arrays (STA,
UTA, SOSA) and fine-structure calculations. Criteria
are used to select transition arrays which are removed
from the superconfiguration statistics, and replaced by
a detailed line-by-line treatment. The data required for
the calculation of the detailed transition arrays (Slater,
spin-orbit and dipolar integrals) are obtained from the
super-configuration code SCO (Blenski 2000), providing
in this way a consistent description of the plasma screen-
ing effects on the wave functions. Then, the level energies
and the lines (position and strength) are calculated by
the routine RCG of the atomic structure code of Cowan
(1981).
The extended list of configurations or super-
configurations is generated automatically by SCO-RCG
according to several criterions (on Boltzmann probabil-
ity, number of successive excitations, etc.). The strength
of our hybrid approach is that we take into account many
highly excited states and satellite lines. The probability
of those states may be small, but their number is so huge
that they can play a significant role in the opacity.
In SCO-RCG, the orbitals are treated individually up
to a certain limit beyond which they are gathered in a
single super-shell. The grouped orbitals (typically, in
the present calculations, 5 < n < 12) are chosen so that
they weakly interact with inner orbitals: that is why
we call this shell the Rydberg super-shell. A Detailed
Level Accounting (DLA) calculation is then performed
(when possible and necessary) for all transition arrays
starting from that configuration. DLA calculations are
performed only for pairs of configurations giving rise to
less than 800 000 lines. In other cases, transition arrays
are represented statistically by gaussian profiles in the
UTA or SOSA formalisms. If the Rydberg super-shell
contains at least one electron, then transitions starting
from the super-configuration are taken into account by
the STA model. In that way no configuration is forgot-
ten. The Rydberg super-shell is pushed back in order to
minimize its contribution. The amount of detailed calcu-
lations performed in SCO-RCG is now largely dominant
and therefore the computed spectrum is less sensitive to
the modelling of the remaining statistical contribution
(UTA, SOSA, STA).
The PRTA (Partially Resolved Transition Array)
model has been recently implemented, which enables us
to replace many statistical transition arrays by small-
scale DLA calculations (Iglesias & Sonnad 2012). The
amount of detailed calculations performed in SCO-RCG
is now largely dominant and therefore the computed
spectrum is less sensitive to the modelling of the remain-
ing statistical contribution (UTA, SOSA, STA).
2.3. Applications to the iron spectra
With the anticipation of relevant laboratory astrophys-
ical experiments, we have first compared iron and nickel
opacity spectra for achievable laboratory conditions ( 15
eV ≤ T ≤ 30 eV (1eV= 11603K), ρ of order 10−3 g/cm3)
that have been chosen to reproduce the same ion distri-
bution of typical astrophysical cases, see Loisel (2010)
and Turck-Chie`ze et al. (2011). The conditions imply
that transitions must be considered within ions from 5+
to 14+ for both iron and nickel since the mean ionization
of the plasma (for both iron and nickel) is around 8.
We examined first how the dominant n = 3, ∆n = 0,
the iron M-shell opacity is modified by the other transi-
tions ∆n = 1, 2 and how a detailed calculation (CI) can
modify the spectrum just obtained by an intermediate-
coupling (SC) calculation. In the range of astrophysi-
cal conditions 125000K < T < 250000K a proper deter-
mination of CI including all excited levels in well spec-
ified groups (Bar-Shalom et al. 1999) must be consid-
ered at the lower energy part of the iron peak, see Gilles
et al. (2012, 2013). This fact has been confirmed by the
ATOMIC code. Full CI can be estimated only in HUL-
LAC, ATOMIC, ATOMICR and OP.
We note also that on the other hand, a large range of
transitions must be included to compute a correct Rosse-
land mean value.
Figures 1 illustrate the different contributions by com-
paring different calculations made using the ATOMIC
code. We compare these new calculations with OP cal-
culations for iron at T= 15 eV and T= 27 eV. The cal-
culations indicate the role of the CI and the role of the
completeness of the calculations by showing detailed cal-
culations treating only transitions from n = 3 ∆n = 0
and ∆n = 1 (n4) or also ∆n = 2 (n5) as well as a full cal-
culation (full), see 2.1 for the corresponding definitions.
The figures show the effect on the spectra and also on
the Rosseland mean opacities, which vary by a factor of
about 2. The CI effect, on the Rosseland mean value
for 27 eV, produces a reduction of about 15% in com-
parison with the SC approach. On the other hand, the
extra transitions included in the ATOMIC full calcula-
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ATOMIC (full model); Z=8.37; κR=18508
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Fig. 1.— Iron OP calculations compared to different ATOMIC calculations as defined in section 2.2 for T= 15 eV and density of 5.5 ×
10−3 g/cm3 and for T= 27 eV and density of 3.4 × 10−3 g/cm3. The corresponding mean ionic value Z¯ is given also.












































Fig. 2.— Evolution of the Iron ionic distribution using the ATOMIC code for different temperatures corresponding to experimental
conditions (equivalent to astrophysical cases). Idem for nickel.
tion increases the Rosseland mean opacity by another 15
%. Since the Rosseland weighting function peaks around
hν/kT = 4 the effect of CI is more sensitive at low tem-
perature as shown for the 15 eV comparison. One finds
also that at low temperature, the OP calculation ap-
pears to be incomplete and under estimates the Rosse-
land mean value. Similar results have been shown for
nickel, Turck-Chie`ze et al. (2013) have already shown
also that the nickel OP calculation, which uses an ex-
trapolation from iron, is in total disagreement with a
first analysis of our nickel experiment.
Figures 2 show also that the average ionization evolves
quickly with the temperature for both elements. From 19
to 25 eV it increases by almost one charge state. The ion
stages that contribute most to the opacity at 19 eV are
Fe VII, Fe VIII, and Fe IX. At a temperature of 22 eV
Fe X is also important. At 25 eV the largest contribu-
tions arise from Fe VIII, Fe IX, and Fe X. In the photon
energy range of interest here the important transitions
involve the 3p and 3d subshells, with major contributions
arising from ∆n = 0 and ∆n = 1, 2 transitions.
Considering the complexity of the studied cases, the
comparison between different codes helps us to draw con-
clusions and to define a strategy on which part of the en-
ergy spectra must be studied in detail in order to reach
a reasonable accuracy.
3. THE CHROMIUM, IRON AND NICKEL SPECTRA
Two campaigns have been realized on the LULI2000
facility to obtain Cr, Fe, Ni and Cu spectra in 2010-
2011. The measurements were realized at temperatures
of about 13 eV and 23 eV respectively for a mass densities
of several mg/cm3. Unfortunately, the first campaign at
the lowest temperature produced very low transmission
spectra and also put in evidence some experimental prob-
lems. Some details of this campaign were given in Loisel
(2010); Turck-Chie`ze et al. (2011). Some experimental
problems were solved for the second campaign performed
5Fig. 3.— Top: temperature dependence of the iron transmission spectra obtained with the ATOMIC full calculation for a density of 2
mg/cm3 and respectively a temperature of 19 eV (- -) , 22 eV (...) and 25 eV (−.−). Intermediate: idem for SCO-RCG calculations and
a temperature of 22 eV (....) and 25 eV (-.-). Bottom: Comparison to the corresponding OP spectrum deduced from the available tables.
All the theoretical spectra are convolved by some experimental resolution varying from ± 1 to ± 3 eV.
at higher temperature, see Le Pennec (2015). That cam-
paign has produced first transmission spectra compared
to calculations (Turck-Chie`ze et al. 2013, 2015).
We concentrate, in this paper, on the theoretical de-
tailed study of the opacities of chromium, iron and nickel
spectra which are the main contributors to the iron-group
opacity peak found in the envelopes of massive stars.
The quantity measured in photo-absorption experi-
ments is the intensity transmitted by a thin foil of a
specific element with some experimental energy resolu-
tion. Dividing such intensity by a reference intensity of
the same radiation without sample yields to the so called
transmission of the sample related to the opacity of the
considered element:
T(hν) = exp−κ(hν)ρ r (4)
The theoretical spectral opacity is κ(hν), r is the thick-
ness of the foil (typically 15-25 µm) and ρ its density.
We introduce a realistic energy resolution of ± 1 to 3
eV, indeed we apply to the theoretical transmission a
Gaussian convolution using the experimental energy res-
olution of the LULI2000 experiment. This presentation
leads to a critical comparison with existing and coming
experiments, it allows also a clearer comparison between
calculations, even though we have lost their detailed en-
ergy resolution.
Figures 3, 4, 5 show the transmission spectra for three
calculations: ATOMIC full, SCO-RCG and OP for the
three studied elements. The OP calculations are taken
from the available tables prepared for astrophysical use
at some specific grid points (to avoid any interpolation).
Let us discuss first the comparison between the new
calculations ATOMIC and SCO-RCG. One sees a global
good agreement between the two new sources of cal-
6Fig. 4.— Top: temperature dependence of the nickel transmission spectra obtained with ATOMIC full calculation for a density of 2
mg/cm3 and respectively a temperature of 23 eV (...), 25 eV (−.−) and 27 eV (- -). Intermediate: idem for SCO-RCG calculations and a
temperature of 23 eV (...), 25 (-.-) and 27 eV (- -). Bottom: Comparison to the corresponding OP spectrum deduced from the available
tables. All the theoretical spectra are convolved by some experimental resolution varying from ± 1 to ± 3 eV.
culations for all the elements. These figures illustrate
clearly the great contribution from ∆n = 0 transitions
which slightly evolves with the number of electrons from
chromium to nickel (located respectively around 50, 70,
80 eV). It is clear that such contribution will be dom-
inant in the Rosseland mean values at low energy and
must be examined in detail. When looking deeply, one
notices some differences on the broadening of the big hole
or on the amplitude of some bumps.
In section 3.3, we shall discuss also the reliability of
the different approaches in using different ATOMIC cal-
culations which allow some study of both the CI effects
(below 120 eV) and bound-free contributions (above 120
eV).
3.1. Dependence in temperature and density of the
transmitted spectra
The temperature and density variations of the opacity
spectra are important to estimate in parallel to the qual-
ity of the calculations for astrophysical objectives or ex-
perimental comparisons. In the case of stellar modeling,
it is useful to properly estimate the reliability of the de-
livered tables but also to consider the choice of the grids
used, in particular when a sudden peak becomes promi-
nent as in the case of the massive stellar envelopes. In the
comparison with experiments, it is a necessity to inter-
pret correctly the data as there is always some gradient
in the sample in temperature and density that must be
taken into account in the comparison. Because of these
considerations, we examine both the transmission spec-
tra (Figures 3, 4, 5) and their impact on the Rosseland
7Fig. 5.— Top: temperature dependence of the chromium transmission spectra obtained with ATOMIC full calculation for a density of 2
mg/cm3 and respectively a temperature of 19 eV (....) , 21 eV (−.−) and 23 eV (- -). intermediate: idem for SCO-RCG calculations and
the same temperatures. Bottom: Comparison with the corresponding OP spectrum, deduced from the available tables. All the theoretical
spectra are convolved by some experimental resolution varying from ± 1 to ± 3 eV.
mean values (Tables 1, 2, 3).
The temperature affects the shape of the spectra, par-
ticularly in the range between 80 to 100 eV and shifts the
dips and bumps. Several studies have led to a thinner
or different experimental hole for transmission spectra
compared to the calculation that would be interesting
to investigate and to confirm, at 70-80 eV for iron and
around 85-90 eV for nickel (Turck-Chie`ze et al. 2013;
Pain & Gilleron 2015; Turck-Chie`ze et al. 2015), see also
Zeng et al. (2006).
Figure 6 shows how the transmission is sensitive to den-
sity variations. A density gradient slightly modifies only
the amplitude of the dips and bumps. In fact the aver-
age ionization is decreased by only 30% of a charge state
when the density increases from 1.5 to 2.5 mg/cm3, ac-
cordingly, the detailed features of the transmission spec-
tra are not very sensitive to variations in density. The
results are very similar for the two theoretical approaches
even if the effects seem slightly more important for SCO-
RCG than for ATOMIC. This may be partly due to the
slightly different density conditions chosen, but could
also be related to the convolution of the theoretical cal-
culations, due to the fact that the photon energy grids
used in each of the two calculations are not identical.
Figure 6 also allows us to compare more clearly the
iron and nickel spectra. We remark that the big dip
dominated by ∆n = 0 is a little larger for SCO-RCG than
for ATOMIC, the features are generally more pronounced
for nickel than for iron so the gradients appear to have
less effect on nickel than on iron, which is also what is
observed in the experimental spectra (Turck-Chie`ze et al.
2013, 2015).
8Fig. 6.— Sensitivity to the density variations: top: ATOMIC
’full’ at 23 eV for iron and for nickel and two densities 1.5 (...)-2.5
mg/cm3 (-.-). Bottom: Idem for SCO-RCG but for 2 mg/cm3(...)
and 4 mg/cm3 (-.-) .
In the conditions discussed in this study, the transmis-
sion of iron and nickel is of about the same amplitude.
The main difference is a shift (in photon energy) of the
major features. So for a stellar mixture, a proper esti-
mate of these two elements is important as the opacity
of one element fills some gaps of the other, even though
the nickel abundance is only 5% of the iron one.
3.2. Comparison with OP calculations
We now compare the present results to previous calcu-
lations commonly used in the astrophysics community.
Recently, a limited spectral comparison between OP and
OPAL appeared in Iglesias (2015). Unfortunately it has
not been possible to compare the present new calcula-
tions with OPAL calculations as they are not officially
delivered the elemental spectra, so we present only some
comparisons with OP spectra in figures 3, 4, 5. We use
the spectra given at the nearest temperature and den-
sity grids which are not at the exact conditions of the
experiments. However, the previous section allows us to
have a critical view of the comparison at such conditions.
In Figures 3, 4, 5 one sees clearly that the OP calcula-
tions are apparently displaced or simplified for nickel and
chromium as already noticed in our previous publication
(Turck-Chie`ze et al. 2013). In the case of iron, the agree-
ment with OP transmission spectrum seems reasonable,
except at low energy where clear differences exist. These
results are quite puzzling and deserve more analysis. It
is clearly desirable to explore this part of the spectrum in
more detail (difficult to reach experimentally), because
this region is sensitive to CI effects, but as these calcu-
lations are time consuming, it is important to determine
if full CI is required, and if it is better to use an ex-
tensive list of configurations, possibly through an hybrid
approach or statistical code.
3.3. Role of CI on calculations
In addition to the previous calculations (ATOMIC full,
SCO-RCG), we also use different approaches to explore
the region below 120 eV: the semi-relativistic ATOMIC
n5 model that includes CI for all transitions up to ∆n =
2, as well as the fully-relativistic ATOMICR n5 model,
that also includes CI for the same transitions.
Figures 7, 8 and 9 present this time the opacity spec-
tra (always with the same energy resolution) and show a
larger portion of the spectra (40-250 eV) that extends to
the lower energy region that is dominated by CI processes
and to higher energies that are sensitive to the bound-
free processes. The semi relativistic n5 and relativistic n5
calculations are shown at the temperature of 23 eV and
density of 2 mg/cm3 and compared to the full ATOMIC
and to the SCO-RCG calculations previously discussed
for the same temperature and density. One observes that
the relatively good agreement between the ATOMIC full
or SCO-RCG calculations is not questioned by these cal-
culations. We note several trends that emerge from these
comparisons:
- The general behavior along the spectrum is not sig-
nificantly different between the four calculations for the
three elements.
- The impact of CI is mainly concentrated below 60
eV for the three elements with a smaller effect for nickel.
Gilles et al. (2013), using the HULLAC code, have also
9Fig. 7.— Comparison of iron opacity spectra (expressed in cm2/g) using ATOMIC for three options: ATOMIC full, ATOMIC n5,
ATOMICR n5 and SCO-RCG at T= 23 eV and ρ = 2 mg/cm3.
observed that the effect of CI is more evident at lower
photon energies for nickel compared to iron. This is also
visible in comparing Figures 7 and 8. This implies that
CI effects impact the Rosseland mean values only at low
energies. The ATOMICR n5 calculations show reason-
able agreement in this range with the ATOMIC n5 calcu-
lations. The trends in the opacity around 70 eV for iron
(or 80-90 eV for nickel) are not really modified in the cal-
culations that include full CI compared to the ATOMIC
full or SCO-RCG calculations. This means that inclusion
of full CI does not appear to help to reconcile the cal-
culations with the iron and nickel measurements (Turck-
Chie`ze et al. 2013, 2015) that show that a prominent dip
in the transmission (dominated by ∆n = 0 transitions)
that appears displaced in the measurements compared to
these calculations for all the three elements. Iron displays
the largest disagreement between theory and measure-
ment. We also remark that the new calculations show
an overall better agreement with experiment than, for
example, OP calculations that compare to measurements
made at higher temperatures for the solar case (Bailey
et al. 2015).
- The fully relativistic ATOMICR n5 model shows a
more pronounced bump in opacity for iron and nickel
around 110 eV than the ATOMIC n5 model calculations.
The same is noticed for Ni, where the relativistic calcu-
lation is 10-20% greater in the range 110-135 eV. This
effect is partially due to the different potentials used in
the structure calculations employed by each set of models
(Hartree-Fock in the ATOMIC n5 calculations and Dirac-
10
Fig. 8.— Comparison of nickel opacity spectra (expressed in cm2/g) using ATOMIC for three options: ATOMIC full, ATOMIC n5,
ATOMICR n5 and SCO-RCG calculations at T= 23 eV and ρ = 2 mg/cm3.
Fock-Slater in the ATOMICR n5 calculations), and par-
tially due to the use of empirical scale factors in the
ATOMIC n5 calculations (as discussed in Section 2.1);
such scale factors are not used in the ATOMICR n5 cal-
culations.
- We have also observed that the detailed calcula-
tions which only consider a limited number of transitions
sometimes fails to reproduce the high-energy part of the
spectra. High n (> 4) levels are responsible for the high
energy part of the spectrum, but including them in the
calculations obviously dramatically increases the com-
puting time. A limited set of high n levels that decreases
the computing time compared to a more extensive calcu-
lation, may not be sufficient to compute the opacity over
a wide photon energy range.
To summarize, it appears that the relatively good
agreement between the ATOMIC full or SCO-RCG cal-
culations and the experiment is not put in question by
our test calculations that consider the effects of CI and
fully relativistic effects. We find that the SCO-RCG and
the ATOMIC full calculations appear to be reasonable
compromises, that is between the accuracy of atomic
data and completeness of configurations included, to re-
produce the opacity over the entire spectral range of in-
terest.
3.4. Rosseland mean values study
Except for a detailed microscopic diffusion study, as-
trophysicsts use the Rosseland mean values of a mixture
which is deduced from the elemental spectra. For one
11
Fig. 9.— Comparison of chromium opacity spectra (expressed in cm2/g) using ATOMIC for three options: ATOMIC full, ATOMIC n5,
ATOMICR n5 and SCO-RCG calculations at T= 23 eV and ρ = 2 mg/cm3.
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Tables 1, 2, 3 summarize the Rosseland mean values in
the discussed range of temperature for both ATOMIC
(different options) and SCO-RCG spectra for the three
elements.
It is first interesting to notice the great variation be-
tween chromium, iron and nickel for the same temper-
ature and density. Clearly chromium will influence the
iron peak at the lower side of the peak and nickel will
contribute to the values at the middle and upper side.
Of course considering the same density is slightly mis-
leading in the comparison for an astrophysical object (see
next section). The agreement between ATOMIC full and
SCO-RCG is generally within 10-15 % except in some
specific cases. One also observes that ATOMIC full and
ATOMICR n5 agree within 10 % which demonstrates
that the release of ATOMIC full values for astrophysics
appears to be justified. The comparisons provided in
these tables also give some indication of the order of mag-
nitude of uncertainty associated with these new calcula-
tions for each values. When summing all the elements
such error will likely decrease as some compensating ef-
fect appears. In all cases, one notices that ATOMIC
n5 values are smaller than ATOMIC full which indicates
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TABLE 1
Comparison of the Chromium Rosseland mean values for
the different options of the ATOMIC codes and for
SCO-RCG expressed in cm2/g.
T rho ATOMIC ATOMICR ATOMIC SCO-RCG
eV mg/cm3 full n5 n5
19 2 24530 23807 19702 29069
21 2 22940 23588 19444 25315
23 2 19992 21579 17580 20985
25 2 16827 18741 15109
27 2 13915 15796 12720
TABLE 2
Comparison of the Iron Rosseland mean values for the
different options of the ATOMIC codes and for SCO-RCG
expressed in cm2/g.
T rho ATOMIC ATOMICR ATOMIC SCO-RCG
eV mg/cm3 full n5 n5
19 2 17290 15370 12684
21 2 19266 17233 14361 17853
22 2 19613 17913 14910 18435
23 2 19508 18325 15205 18510
25 2 18384 18293 15094 17550
27 2 16426 14154 14055
TABLE 3
Comparison of the Nickel Rosseland mean values for the
different options of the ATOMIC codes and for SCO-RCG
expressed in cm2/g.
T rho ATOMIC ATOMICR ATOMIC SCO-RCG
eV mg/cm3 full n5 n5
19 2 10026 10496 8330
21 2 12014 11744 9429
23 2 13893 12833 10621 12760
25 2 15096 13764 11692 14200
27 2 15129 14154 12048 14490
29 2 14325 13961 11738
31 2 13043 13224 11016
that the CI effect is reasonably small at these conditions
and that inclusion of more transitions is important in
order to obtain an accurate Rosseland mean opacity.
4. THE ASTROPHYSICAL CONDITIONS
In this section we go a step further and discuss the real
astrophysical conditions of the iron opacity peak that
produces the excitation of modes in intermediate mass
stars. Such mode excitations can be useful in interpreting
the stellar oscillations of such systems and are sensitive to
the amplitude of the iron peak. The astrophysical condi-
tions correspond to temperatures around 200 000 K or 18
eV and densities of the mixture between 10−8g/cm3 up to
about 10−4g/cm3. For such conditions, the mean ionic
distribution Z¯ varies strongly both for iron and nickel
but at the maximum of the iron group peak, the ther-
modynamical conditions lead to ionic distributions very
similar to those previously discussed (Turck-Chie`ze et al.
2011).
4.1. Role of the different elements of the iron peak
Salmon et al. (2012) have remarked that nickel opac-
ity values seem to have some responsibilities in the diffi-
culty in interpreting the seismic results of the Magellanic
TABLE 4
Comparison of chromium Rosseland mean values for OP,
ATOMIC full and SCO-RCG codes expressed in cm2/g for
some astrophysical cases.
T Ne rho KR KR KR
K /cm3 g/cm3 OP ATOMIC SCO-RCG
125800 1.00 E17 1.37 E-6 623.5 187.4 187.4
177827 3.16 E17 3.6 E-6 1685.3 1021.5 973.9
251190 1. E18 9.48 E-6 573.3 527.1 487.5.
TABLE 5
Comparison of iron Rosseland mean values for OP,
ATOMIC full and SCO-RCG codes expressed in cm2/g for
some astrophysical cases.
T Ne rho KR KR KR
K /cm3 g/cm3 OP ATOMIC SCO-RCG
125800 1.00 E17 1.35 E-6 24.7 64. 62.60
177827 3.16 E17 3.44 E-6 358 682.3 673.8
199473 1.00 E17 9.52E-7 354 486.2 499.2
251190 1. E18 8.85 E-6 1270 1358.6 1313.
295553 3.16 E17 2.44 E-6 232 130.6 121.9
TABLE 6
Comparison of nickel Rosseland mean values for OP,
ATOMIC full and SCO-RCG codes expressed in cm2/g for
some astrophysical cases.
T Ne rho KR KR KR
K /cm3 g/cm3 OP ATOMIC SCO-RCG
125800 1.00 E17 1.37 E-6 28.8 51.17 27.57
177827 3.16 E17 3.6 E-6 40.9 300.4 277.2
199473 1.00 E17 1.02 E-6 29.8 288.3 304.2
251190 1. E18 9.48 E-6 372 1576.8 1586.
295553 3.16 E17 2.59 E-6 339 353.7 362.3
clouds for the B stars. We have pointed out in this paper
that the present nickel opacities commonly used in astro-
physical models could be questioned, but their impact
seems a priori small because if one extrapolates the solar
relative composition to other stars, nickel abundance is
about 5 % of the iron abundance.
As neighboring elements, we have also noticed similar
opacities when we have compared Rosseland mean values
at T= 23 eV for a density of 2. 10−3 g/cm3 of different
opacity codes, see the previous table and tables 1 and 2 of
Turck-Chie`ze et al. (2013). Nevertheless one can notice
that the maximum of opacity of the different elements
of the iron group is slightly displaced from chromium to
nickel as shown by Salmon et al. (2012) in their table 3,
moreover the absolute values are not the only key as the
convective criterium implies also the shape of the peak.
So it is interesting to estimate and compare opacities in
real astrophysical conditions to see the impact of this
study for astrophysics.
4.2. Astrophysical Rosseland mean values comparison
The OPAL calculations deliver only Rosseland mean
values of a mixture so it has not been possible to show
individual element comparisons but it is admitted that
a lot of progress has been done since the delivery of the
opacity tables 20 years ago, in particular for the sec-
ondary elements as nickel and chromium. We here com-
pare Rosseland mean values obtained by SCO-RCG and
ATOMIC full codes with OP values used presently in
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stellar evolution.
We show in table 4, 5 and 6 that ATOMIC and SCO-
RCG remarkably agree within 10% for the two highest
temperatures and the three elements but we find larger
discrepancies at low temperatures for nickel. When we
compare new calculations to OP results, we see differ-
ences for iron, nickel and chromium although the differ-
ences for nickel are considerable. The differences by a fac-
tor 2 for iron probably come from the non completeness
(in terms of the number of transitions considered) of the
OP calculations, as shown on Figures 1. For nickel and
chromium, clearly the extrapolation from iron is ques-
tionable and we believe that those elements need to be
calculated directly. Thus, the interpretation of the ”iron
peak” coming from OP calculations can be misleading.
5. SUMMARY AND PERSPECTIVES
We focus in this paper on the main contributors to the
iron opacity peak found, around log T= 5.3, in the en-
velopes of intermediate-mass stars. This peak is impor-
tant as it induces the pulsation of these stars. The two
main contributors are the opacity of iron and the opacity
of nickel but even if the chromium opacity is a very small
contributor it can also influence the low-energy side of
this peak. We present modern and detailed opacity code
comparisons on iron, nickel and chromium at equivalent
conditions of free electron density and ionization charge
distribution to those of the astrophysical cases.
This study has been performed as different groups,
OPAS (CEA) and ATOMIC (LANL), have recently de-
livered new tables for the interpretation of helio or aster-
oseismology (Mondet et al. 2015; Le Pennec et al. 2015;
Colgan et al. 2016) so it is interesting to understand what
progress has been made.
The experiments performed in the XUV domain are
known to be particularly difficult but some improve-
ments have been realized recently in measuring not only
iron but also nickel and chromium opacity (Turck-Chie`ze
et al. 2011; Loisel 2010; Turck-Chie`ze et al. 2013; Le
Pennec 2015; Turck-Chie`ze et al. 2015). Complemen-
tary measurements are under consideration too, but we
have shown that the level of accuracy needs to be very
high to go beyond the present study.
In this paper, we have studied theoretically the impact
of the temperature variation in details, as the conditions
are strongly dependent on the ionization distribution in
the sample. Thanks to the ATOMIC code with differ-
ent options, we have been able also to perform a very
detailed study of the impact of the theoretical approxi-
mations. We present the results to qualify how progress
can be done in comparison with the OP code presently
used in many astrophysical models of stars. Moreover we
compare with an independent code, SCO-RCG (CEA)
which has been also recently used to interpret different
measurements (Bailey et al. 2015; Pain & Gilleron 2015).
Depending on the specific application, the determina-
tion of an accurate opacity for complex atomic elements
such as Fe or Ni may require both accurate atomic data
(including effects such as full configuration-interaction)
and the inclusion of a sufficiently large number of config-
urations so that all radiative transitions of importance
are taken into account. However, calculations that re-
tain full configuration-interaction are often impractical
(in terms of computational constraints) for very large
numbers of configurations and for large tables. Opacity
calculations then must strike a balance between accuracy
and completeness. Further complications arise because
the impact of completeness or CI effect on the Rosseland
mean values slightly evolves with Z for a temperature
and density of the plasma.
For most astrophysical applications of the envelopes of
stars, it appears important to include a very large set of
transitions at an acceptable (although approximate) level
of atomic structure detail and with the inclusion of com-
plete configuration-interaction among a limited number
of configurations. The advantages of the new codes, com-
pared to previous releases from OPAL and OP, is that
current numerical ressources allow for the computation
of each element at the same level of accuracy.
We have demonstrated that it is possible with
ATOMIC n5 and ATOMICR n5, to accurately perform
calculations that include full configuration-interaction of
the n = 3→ n = 3 and n = 3→ n = 4, 5 transitions for
Cr, Fe and Ni at the temperatures and densities studied.
However, the contributions from transitions to higher n
states (that are included using calculations that only re-
tain intermediate-coupling, not full configuration- inter-
action) are also important, especially for the Rosseland
mean opacity.
The present study shows transmission spectra, opacity
spectra and Rosseland mean values. It has demonstrated
that some of the older opacity calculations commonly
used in astrophysical models may not be complete or
badly extrapolated from iron calculations and that new
considerations of the opacity of Cr, Fe and Ni at the con-
ditions relevant to stellar radiative envelopes appear to
be required. Our study also underscores the need for a
number of new independent sources of opacity calcula-
tions for the use in stellar modeling.
We have estimated the increase in Rosseland mean
opacity values that could be obtained to better under-
stand the seismic properties of massive stars. In addition
to the great sensitivity to the mass and age of the star,
we add a great sensitivity to the ingredients of the calcu-
lations. We have shown a very good agreement between
ATOMIC full and SCO-RCG mean Rosseland values for
both iron, nickel and chromium but less agreement at
lower temperatures. This point is critical for the physics
but less so for the astrophysical perspective. These codes
are promising for generating opacity tables of use in as-
trophysics. We have anticipated some increase compared
to OPAL too due mainly to nickel and chromium spec-
tra but it is difficult to quantify it precisely as no direct
individual comparison has been possible. We are still
investigating some difference between new calculations
and experiment for iron that encourages extremely pre-
cise experiments. Examining the opacity of more than
one element is extremely useful in assessing the accuracy
of the calculations as done by the recent measurements
but they do not discriminate yet clearly between the vari-
ous types of calculations that have been performed which
appear rather subtle when looking at the transmission
spectra. This is partly due to the difficulty in charac-
terizing the plasma conditions of the measurements (one
needs to estimate precisely the absolute transmission, the
absolute temperature and the temperature and density
gradients) and partly due to the reasonably close agree-
ment between the new calculations that have been pre-
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sented here.
Increase of up to a factor 2 for the Rosseland mean
opacities from the OP tables for iron is suggested by the
present study and up to a factor of 6 for nickel, the ori-
gin of the differences with OP calculations is attributed
to the non completeness of the calculations for iron and
to the incorrect extrapolation for nickel and chromium as
clearly seen on figures 4 and 5. The nickel and chromium
cases are very interesting because they are low contribu-
tors in mass fraction but inappropriate spectra have im-
portant consequences as they contribue to the opacity of
the mixture at a critical frequency position so they mod-
ify the edges of the peak that is crucial for determining
a convection region.
New tables from ATOMIC (Colgan et al. 2016) are
now available for astrophysical use. We hope to have
convinced the community that they represent certainly,
at least for the envelopes of massive stars, real improve-
ments in comparison with the OP tables. For this step
and the quality of the next steps, we are convinced that
using independent codes may be a real benefit for the as-
trophysical community. We are preparing some extended
work to illustrate the improvements on the mixture with
applications to some specific stars.
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Plus gros objet du système solaire, le Soleil représente environ 99,8% de sa masse totale.
Il s’agit d’une étoile de type G2V, de couleur jaune dont la température effective est
Teff=5 780 K.
Il est composé principalement d’hydrogène et d’hélium et est classé parmi les étoiles de la
séquence principale ce qui signifie qu’ il est actuellement dans une phase de combustion
de son hydrogène central (qu’il a consommé pour moitié).
Son coeur présente des conditions de température et de densité (voir figure 8.1) qui per-
mettent cette combustion de l’hydrogène via de nombreuses réactions nucléaires qui trans-
forme cet hydrogène en hélium (Turck-Chièze et al., 1993).
Comme nous l’avons vu rapidement dans le chapitre 1, le Soleil présente deux zones dis-
tinctes où le mode de transport de l’énergie majoritaire est différent comme l’illustre la
figure 8.1 :
• une zone radiative interne qui s’étend du coeur à 0.713 R (Christensen-Dalsgaard
et al., 1991; Basu and Antia, 1997), où l’énergie est transportée vers la surface par
l’interaction photon-matière. Les photons sont absorbés et ré-émis dans de multiples
collisions avec les atomes rencontrés qui sont soit complètement soit partiellement
ionisés.
• une enveloppe convective qui s’étend au delà de la zone radiative précédemment
évoquée jusqu’à la surface, où les forts gradients de température et de densité (va-
riation d’un facteur 1 million entre la base et la surface) engendrent des mouvements
convectifs qui sont observables à la surface comme des granules (dont la durée de vie
se chiffre en minutes) ou des supergranules dont les dimensions sont respectivement
de l’ordre de 1000 km et 35 000 km (voir figure 8.2).
La transition entre les deux zones précédentes est liée au fait que le transport radiatif
devient inefficace à cause du grand nombre d’interaction photon-matière avec un grand
nombre d’espèce partiellement ionisées comme nous le verrons dans ce chapitre.
Il existe en réalité une troisième zone, dite superadiabatique, située juste sous la surface
(autour de 0.995 R) et s’étendant sur quelques milliers de kilomètres, où les deux modes
de transport de l’énergie coexistent.
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T = 2.15 x 106 K 
ρ = 0.180 g/cm3 
T = 5775 K 
ρ ~ 10-7 g/cm3 
T = 15 x 106 K 
ρ = 150 g/cm3 
Figure 8.1 – Schéma de la structure solaire avec les densités et températures typiques
des différentes zones. La zone de transition entre radiation et convection est nommée
tachocline (Spiegel and Zahn, 1992) et correspond à la transition entre la zone radiative
où la rotation est quasi solide et la zone convective où la rotation est différentielle.
Figure 8.2 – Granules et taches solaires à la surface solaire. La taille moyenne d’un
granule solaire est de l’ordre de 1000 km.
8.1 Le modèle standard du Soleil
Le modèle standard solaire résout les équations de structure stellaire (présentées au
chapitre 1) pour un cas particulier : le Soleil. L’étoile obtenue par cette résolution doit
présenter à l’âge solaire (4.6 × 109 années en démarrant à la formation de l’étoile), un
rayon égal à 1 rayon solaire (1 R), une luminosité égale à une luminosité solaire (1 L)
ainsi qu’une composition en éléments chimiques proche de celle mesurée dans la photo-
sphère solaire, d’où sa dénomination de standard (Turck-Chièze et al., 1993; Basu et al.,
2014). L’adjectif standard est aussi relatif au fait que beaucoup de modèles d’étoiles de
Population I prennent la même composition en hélium, la même longueur de mélange
ainsi que les mêmes réactions nucléaires et les mêmes opacités (Demarque and Guenther,
1991).
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Les modèles standards s’améliorent avec le temps, compte-tenu de l’amélioration de la
description théorique des processus physiques et de l’amélioration des techniques de cal-
culs.
Les données d’entrée du modèle sont les équations d’état, les opacités, les taux de réac-
tions nucléaires et la composition solaire.
Cependant, nous ne connaissons pas aujourd’hui la composition interne détaillée du So-
leil. En effet, la composition solaire est déduite des observations photosphériques (obser-
vation des raies des différents éléments) et malheureusement, l’hélium ne présente aucune
raie dans la photosphère. La valeur d’hélium initial solaire, notée par le paramètre Y0,
est calibrée de façon à respecter les contraintes 1 R et 1 L à 4.6 milliards d’années. La
composition détaillée dépend de la diffusion des éléments au cours du temps.
D’autre part, à l’heure actuelle, la convection n’est pas traitée exactement dans les mo-
dèles stellaires car elle est particulièrement difficile à mettre en oeuvre. Dans les mo-
dèles 1D, elle est traitée en utilisant l’approximation de la longueur de mélange (Vitense,
1953; Böhm-Vitense, 1958; Canuto and Mazzitelli, 1991), qui remplace la situation réelle
avec des flux convectifs de différentes tailles, des plumes convectives...par une situation
moyenne où chaque élément convectif parcourt une distance Λ avant de se mélanger au
plasma solaire. Cette distance est liée à la pression via un paramètre appelé longueur de







Cet α est inconnu et est calibré grâce au rayon solaire.
Pour terminer, la composition actuelle photosphérique est comparée à celle du modèle à
l’âge solaire et la proportion Z/X initiale (où Z est la proportion en éléments de numéro
atomique supérieur à 2 et X la proportion en hydrogène, voir section 8.3) est ajustée en
conséquence (problème de la validité de la diffusion microscopique).
Le modèle présente donc trois inconnues α, Y0 et (Z/X)initial qui vont être obtenues de
façon à ce que l’étoile, à 4.6 milliards d’années présente bien le rayon et la luminosité
solaires actuels ainsi que la composition photosphérique observée.
8.2 Héliosismologie et modèle sismique
La fin du XXème siècle a vu l’avènement de l’héliosismologie, dédiée à l’observation des
oscillations solaires et à la détection des neutrinos solaires (Turck-Chièze and Couvidat,
2011; Turck-Chièze and Lopes, 2012). Il est désormais possible d’apporter des contraintes
sur la température centrale via les neutrinos du bore 8, qui sont extrêmement sensibles
à la température (∝ T24) et sur les profils de vitesse du son et de densité solaires via
l’héliosismologie.
Ceci va permettre de quantifier la qualité des modèles standards solaires : des modèles
peuvent être construit avec ces contraintes et être comparés aux modèles standards. Ce
type de modèle est appelé modèle sismique.
La table 8.1 présente la comparaison de modèles sismiques et de modèle standards.
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Table 8.1 – Comparaison de modèles sismiques et de modèle standards solaires. Le
modèle standard proposé ici a été réalisé avec le code MESA, en utilisant la composition
Asplund et al. (2009) et les opacités OPAL. Le modèle sismique a été réalisé en utilisant
les abondances GN93.
8.3 Composition solaire
La connaissance de la composition solaire est capitale au vu de son influence sur les
équations d’état, les opacités, les réactions nucléaires... La composition initiale influence
directement le poids moléculaire moyen, qui joue un rôle crucial dans la détermination de
la pression.
Il est à noter que la composition solaire sert de composition standard pour des étoiles de
même métallicité et éventuellement pour des étoiles de Z différents, même si une évolution
galactique peut être considérée.
8.3.1 Les abondances
Les abondances des éléments dans une étoile décrivent la fraction relative de chacun
d’entre eux. On exprime l’abondance en pourcentage de masse par rapport à l’hydrogène,
de loin le constituant le plus important pour des étoiles comme notre Soleil. Ainsi, on
définit par X le pourcentage en masse de l’hydrogène, par Y la proportion d’hélium et
par Z le pourcentage des atomes dont le numéro atomique est supérieur à 2, abusivement
appelés métaux ou éléments lourds. On obtient ainsi la relation X+Y+Z=1. Le terme mé-
tallicité, qui traduit la proportion relative des éléments lourds, est fréquemment employé
pour caractériser une étoile ou une galaxie. Usuellement, l’abondance logarithmique de
l’hydrogène est posée égale à 12. Les autres abondances sont normalisées à cette valeur.
Au cours des années, avec l’amélioration des techniques spectroscopiques, du calcul des
forces d’oscillateurs et des largeurs de raies, la composition solaire a été régulièrement
révisée.
8.3.2 Moyen de mesure
L’abondance de nombreux éléments peut être déterminée en utilisant les raies d’absorp-
tion du spectre solaire. Cependant, les résultats étant dépendant des modèles de l’atmo-
sphère solaire et des processus de formation des raies, la précision ne peut être meilleure
que 10%. Cette composition photosphérique est comparée aux compositions des météorites
du système solaire (chondrites). Ces météorites, formées il y a 4.55 milliards d’années, sont
en effet un bon indicateur de la composition solaire (le Soleil représentant plus de 99 %
en masse du système solaire) pour les espèces non volatiles. Cette comparaison (Anders
and Grevesse, 1989) a fait apparaître des différences qui ont permis de mieux identifier les




8.3.3 Mise à jour de la composition solaire
Les premières observations du spectre solaire datent des années 1850 et c’est Kirchhoff
qui le premier a montré la richesse de la composition solaire, avec notamment la pré-
sence de métaux. Dans les années 1920, il fut établi que l’hydrogène était le composant
majoritaire du Soleil (voir les travaux de Perrin, d’Eddington et de Payne (1925)). A la
fin des années 20, Russel (1929) parvint à déterminer l’abondance solaire de 56 éléments
chimiques.
Au cours des dernières années, avec les progrès de la physique atomique et des modéli-
sations d’atmosphères, la connaissance de la composition solaire n’a cessé d’être améliorée.
Nous allons ici faire une revue de quelques unes des dernières mises à jour de la compo-
sition solaire (sur une vingtaine d’années environ).
La table 8.2 présente un résumé des dernières compositions solaires (la dernière en date
étant la composition Asplund et al. (2009)) avec l’évolution des proportions en X, Y et Z
ainsi que les abondances absolues de quelques éléments lourds significatifs.
Auteurs X Y Z C N O Fe
Anders and Grevesse (1989) 0.7314 0.2485 0.0201 8.56 8.05 8.93 7.67
Grevesse and Noels (1993) 0.7336 0.2485 0.0179 8.55 7.97 8.87 7.5
Grevesse and Sauval (1998) 0.7345 0.2485 0.0169 8.52 7.92 8.83 7.50
Asplund et al. (2005) 0.7392 0.2485 0.0122 8.39 7.78 8.66 7.45
Asplund et al. (2009) 0.7381 0.2485 0.0134 8.43 7.83 8.69 7.50
Table 8.2 – Proportion en hydrogène (X), en hélium (Y) et en éléments de numéro
atomique supérieur à 2 (Z) en fraction de masse des différentes compositions. Les quantités
en éléments Xi sont exprimées en abondances absolues.
La proportion en éléments lourds a ainsi très fortement varié au cours du temps : une
forte diminution est ainsi constatée entre sur 20 ans comme l’illustre la table 8.2. Or, nous
le verrons plus tard, s’ils ne sont présents qu’à l’état de traces, ces éléments contribuent
néanmoins significativement à l’opacité. La détermination de leur abondance est donc un
facteur clé pour notre compréhension des transferts d’énergie dans le Soleil.
La table 8.3 donne les proportions relatives des principaux éléments lourds pour la der-
nière composition solaire AS09 (Asplund et al., 2009) : les 21 éléments les plus abondants
sont présentés (ce qui correspond aux éléments pris en compte dans les calculs OPAL).
La composition AS09 est en réalité bien plus détaillée que cela puisqu’elle donne les abon-
dances solaires des éléments jusqu’au thorium (excepté une dizaine d’éléments) mais ces
autres éléments sont beaucoup moins abondants.
La répartition des principaux éléments évoqués précédemment dans le Soleil actuel est
présentée sur la figure 8.3, en fraction de masse normalisée (la fraction de masse maximale
absolue est indiquée en légende pour chaque élément) en fonction du rayon solaire. Les
fractions en hélium et hydrogène sont quasi constantes (à 10% près) sauf dans le coeur
solaire où une diminution de la proportion d’hydrogène et une augmentation de la pro-
portion d’hélium sont constatées, signe de la combustion de l’hydrogène en hélium. Dans
cette zone, une conversion très partielle de C et O en N est également observée (cycle
CNO peu efficace dans le coeur solaire) (Turck-Chièze et al., 1993).
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Table 8.3 – Composition AS09 (Asplund et al., 2009) : les 21 éléments les plus abondants
utilisés dans les calculs OPAL. Dans les nouveaux calculs OPAS, un élément additionnel
est pris en compte : le cobalt, dont l’abondance absolue est 4.99 (soit quelques 10−4 en
fraction de masse).
8.4 Opacités solaires
Le Soleil est, comme nous l’avons vu précédemment, principalement constitué d’hydro-
gène et d’hélium. Toutefois, bien qu’ils ne soient présents qu’à l’état de traces (1.8 % en
fraction de masse), les éléments lourds contribuent significativement à l’opacité globale.
En effet, les processus lié-lié et lié-libre sont proportionnels à Z4 et les processus libre-libre
à Z2 (Z étant ici le numéro atomique des éléments considérés).
La figure 8.4 montre l’évolution de l’opacité le long du profil solaire, avec les contributions
des différents éléments lorsqu’ils deviennent partiellement ionisés. La figure 8.5 représente
la contribution relative des principaux éléments de numéro atomique supérieur à 2 à l’opa-
cité globale (incluant l’hydrogène et l’hélium).
Au centre solaire, seul le fer est partiellement ionisé : il contribue à l’opacité lié-lié, lié-libre
et libre-libre. Ces multiples transitions le font contribuer à hauteur de 30% à l’opacité glo-
bale comme l’illustre la figure 8.5 alors que sa contribution en masse n’est que d’environ
0.1 %. L’ionisation de l’oxygène (l’élément le plus abondant hors hydrogène et hélium)
puis du carbone provoque une augmentation importante de l’opacité, ce qui provoque





















H1 : max value=7.52E-01
He4 : max value=6.22E-01
C12 : max value= 2.80E-03
N14 : max value= 4.19E-03
O16 : max value= 6.93E-03
Figure 8.3 – Distribution des éléments (normalisée à 1) le long du profil solaire avec
la composition AS09 extraite du code MESA. Les abondances maximales (en fraction de
masse) sont données en légende par élément.L’équation d’état et les opacités gèrent  
partiellement la durée de vie des étoiles  
dT/dr = - 3/ 4ac [κρ /T3]  
    [L(r)/ 4π r2]    
 zone radiative 
dT/dr = [Γ2-1/Γ2] T/P  dP/dr    
zone convective 
coefficient d’opacité 
Rôle important de la composition en éléments lourds 
κ (T(r), ρ(r),Xi (r)) 
Turck-Chièze et al. Phys. Report 
1993 
Figure 8.4 – Profil d’opacité dans le Soleil en fonction du rayon et de la température. Les
bandes correspondent aux zones où les éléments mentionnés sont partiellement ionisés. A
gauche, un profil solaire complet est présenté et à droite, un agrandissement sur la zone
proche de la surface est réalisé (Turck-Chièze et al., 1993).
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La convection prend alors le relais, évacuant plus facilement l’énergie vers la surface
tout en homogénéisant la composition. Les photons continuent bien entendu à évacuer de
l’énergie mais avec une efficacité très faible. En se rapprochant de la surface, les photons
rencontrent des espèces neutres voire moléculaires. Autour de 0.995 R, l’hydrogène et
l’hélium, par ailleurs complètement ionisés en dessous de 0.989 R, deviennent neutres,
ce qui engendre une baisse sensible de l’opacité et augmente ainsi de façon significative
l’influence du flux radiatif (voir figure 8.4, à droite).
Figure 8.5 – Contributions des principaux éléments constitutifs du mélange solaire à
l’opacité solaire globale (incluant l’hydrogène et l’hélium), réalisé en utilisant les opacités
OP et la composition AS09.
Il est possible de déterminer la contribution de chaque type d’interaction photon-matière
pour chaque élément. La figure 8.4 réalisée pour les calculs OPAS (Blancard et al., 2012)
montre ces différentes contributions.
Les plus grandes contributions lié-lié proviennent du fer, du fait de sa grande abondance
et de son caractère partiellement ionisé dans l’ensemble de l’intérieur solaire. Toutefois,
cette figure montre que globalement c’est la contribution lié-libre qui domine l’opacité
des différents éléments, sauf pour l’hydrogène et l’hélium. Les plus grands contributeurs
à l’opacité solaire sont l’hydrogène, l’hélium, le fer et l’oxygène. Dans la partie supérieure
de la zone radiative, le néon et le silicium contribuent également significativement.
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Figure 2. Relative contributions of each element to the OPAS Rosseland mean
opacity of the mixture. Scattering (white), free–free (black), bound–free (blue),
and bound–bound (red) contributions are indicated.










Figure 3. θZ/θOPZ (blue circle) and ΩZ = κR/κOPR (red circle) for each element
of the mixture at kBT = 192.91 eV and Ne = 1023 cm−3.
3.2. Comparison of OP and OPAS Monochromatic Opacities
for Mg and Fe at kBT = 192.91 eV and Ne = 1023 cm−3
We compare OPAS and OP monochromatic opacities for Mg
and Fe. Fe has been preferred over Ni because its relative con-
tribution to κR is higher than the Ni one, and because extensive
atomic data computations have been explicitly performed for
this element in the framework of the OP. Comparisons are done
at kBT = 192.91 eV and Ne = 1023 cm−3. Though OPAS
and OP mean ionizations are in excellent agreement for Mg:
Z∗ = 9.631 (9.628) for OPAS (OP), charge state distributions
are different (Table 3). Larger differences concern the lower
charge states for which ground configurations contain at least
one electron in the L-shell. For these ions, according to the
SCAALP results, the OPAS calculations take into account a
large number of excited configurations including those with
open K-shell. Such configurations are not considered in OP cal-
culations (Badnell & Seaton 2003). The OPAS and OP magne-
sium opacities are shown in Figure 4. The spectra are in rather
good agreement except in the reduced photon energy range
[4, 7.3]. The bound–bound absorption structure that peaks at
u = 7 is dominated by the Heα line. The OP profile of this line
appears to be broader than the OPAS one. OP Rosseland opac-
ity is greater than the OPAS value because the red wing of the
Heα line significantly contributes to the Rosseland opacity. Due
to the high electron density, spectral line broadening strongly
depends on electron impact broadening. Both OP and OPAS cal-
culations include such a process using the one-perturber theory.
Nevertheless, they differ in the way this process is introduced.
OP uses collision strengths obtained from quantum calcula-
tions while OPAS uses a semiempirical formula (Dimitrijevic &
Konjevic 1987). The formula we used has been tested by com-
paring theoretical and experimental spectral transmissions of
hot dense MgFe plasmas (Bailey et al. 2008). The comparison
has been done at kBT = 150 eV and Ne = 8.6 × 1021 cm−3
in a wavelength range 6.9–9.4 Å. It has been shown that OPAS
transmission profiles of H-like and He-like Mg lines were con-
sistent with results provided by other opacity models and also
with results deduced from detailed line broadening analysis.
Due to the high temperature, the ionic Stark broadening process
is not negligible. In OP and OPAS calculations, ion contribu-
tion is introduced using conventional quasistatic theory. For
hydrogenic ions, we have checked that OPAS and OP provide
similar results comparing monochromatic opacities of oxygen at
kBT = 192.91 eV and Ne = 1023 cm−3, where O7+ is the dom-
inant ionic stage. In that case, OPAS and OP spectral opacities
are in excellent agreement.
5
Figure 8.6 – Contributions relatives des éléments du mélange solaire (convention OPAL)
à l’opacité totale. Les contributions relatives lié-lié (en rouge), lié-libre (en bleu) , libre-
libre (en noir) et la diffusion (blanc) sont indiquées pour chaque éléments (Blancard et al.,
2012).
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8.5 La problématique du Soleil
Lors de la mise à jour de la composition solaire en éléments lourds au milieu des années
2000 par Asplund et al. (2005), l’écart entre le profil de vitesse du son obtenu via le mo-
dèle standard et celui obtenu via les observations s’est très largement creusé (voir figure
8.7). Cet écart, d’au maximum 1% doit être comparé à la barre d’erreur des données ob-
servationnelles : en effet, il est aujourd’hui possible d’obtenir la vitesse du son à quelques
10−5 près. Il faut savoir que la vitesse du son centrale ne varie pas de plus de 9 % entre le
jeune Soleil et le Soleil actuel (Turck-Chièze and Couvidat, 2011) alors que les neutrinos
du bore 8 varie de plus d’un facteur 10. Aussi, l’écart observé est énorme par rapport à
cette barre d’erreur.
De nombreux travaux ont été menés afin de comprendre l’origine de ce phénomène. Antia
and Basu (2005) ont pu montrer qu’en modifiant l’abondance du néon, il était possible
de combler cet écart, mais même si cet élément est difficile à mesurer, il semble qu’il n’est
pas justifié de le soupçonner responsable de l’ensemble de l’effet.

















The differences between the helioseismic and predicted sound speeds cs as a function of depth (Serenelli
et al., in preparation). The standard solar models shown here only differ in the assumed chemical
compositions: Grevesse & Sauval (1998, here denoted as GS98), gray line; Asplund, Grevesse & Sauval
(2005, AGS05), red line; and the present work (AGSS09), blue line. Each model has independently been
calibrated to achieve the correct solar luminosity, temperature, and age. The base of the convection zone is
at R = 0.71 R!, which is also where the discrepancy starts in earnest in all three cases.
It is not only the sound speed variation that is discrepant when using the new solar abundances.
The inferred depth of the convection zone is now too shallow: RBCZ ≈ 0.725 R! instead of the
helioseismic measurement 0.7133± 0.0005 R! (Basu & Antia 2004). Furthermore, the resulting
He abundance when calibrating solar interior models to achieve the correct solar luminosity and
temperature at the solar age is similarly inconsistent with the value inferred from helioseismology
(see Section 3.9): YS ≈ 0.238 compared to the observed 0.2485 ± 0.0034 (Basu & Antia 2004),
where YS is the present-day He mass fraction at the surface. The problem also persists in the solar
core both as implied by low-degree p-modes (Chaplin et al. 2007) and by gravity modes (Garcı´a
et al. 2007). Thus, the problem exists in the convective envelope, in the radiative interior, and in
the core.
Following the initial revisions of the solar C and O abundances by Allende Prieto, Lambert
& Asplund (2001, 2002), many possible solutions have been put forward to explain the problem,
albeit with little success to date. The most obvious explanation would be that the opacities are
underestimated. Bahcall et al. (2005) estimated that a 10–20% increase of the OPAL opacities over
a relatively substantial fraction of the solar interior (R = 0.4–0.7 R! or equivalently T = 2–4 ×
106 K) would be required; Christensen-Dalsgaard et al. (2009) found even slightly more stringent
requirements with the Asplund, Grevesse & Sauval (2005) solar abundances. Serenelli et al. (in
preparation) have investigated the differences with the solar chemical composition presented here
and conclude that ≤12% extra opacity is required to restore the previous agreement in sound
speed. Little suggests, however, that current atomic physics calculations for stellar interiors are
missing such a substantial fraction of the opacity. For example, Badnell et al. (2005) showed that
opacities from the Opacity Project are at most 3% larger than the corresponding OPAL values
in the relevant temperature range. Although perhaps unlikely to cure the problem by itself, it is


































































Figur 8.7 – Différe ces entre la vitesse du so observée et celle obtenue via différents
modèles : en gris, la différence obtenue avec la composition GS98 , en rouge, celle obtenue
avec les abondances AS05 et en bleu, celle obte ue avec AS09. En abscisse, le rayon
norm lisé à un rayon s laire, en ordonnée, la différence en vitesse du son. O voit très
nettement que les nouvelles abondances sont en conflit avec l’héliosismologie (Asplund
et al., 2009).
Une autre possibilité est que la conservation d’énergi n’est pas exacte à cause d’une
production d’énergie dans le coeu supérieure à cell évacué à la surface. Cette énergie
résiduelle serait transformée à travers les pr cessus dynamiques internes : circulation méri-
dienne, champ magnétique... Le modèle sismique utilisé pour prédire le neutrinos détecté
permet de mettre une limite supérieure à cette différence. P s plus de 5% de l’énergie pro-
duite dans le coe r n’est transformée en é ergie non considérée ans le modèle standard
(Turck-Chièze et al., 2008; Turck-Chièze and Couvidat, 2011).
Dans cette thèse, nous nous concentrons sur les problèmes en lien avec le transport d’éner-
gie dans le Soleil.
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8.6. RÉSUMÉ
Dans la région radiative, la vitesse du son est directement liée aux opacités, qui intervient
directement dans le gradient radiatif. En effet, le plasma solaire étant un gaz presque





où µ est le poids moléculaire moyen. Or, les calculs de moyenne de Rosseland ou d’accé-
lération radiative pourraient ne pas être correctement pris en compte dans les modèles,
voire présenter des inexactitudes du fait de leur grande complexité. Cela pourrait entraî-
ner des erreurs sur la composition interne solaire.
8.6 Résumé
Cette situation conduit donc à un examen poussé des calculs de transfert de rayonnement.
Pour cela, deux axes sont développés dans cette thèse :
• le développement de nouveaux calculs d’opacités et leurs conséquences sur le modèle
solaire.
• la recherche d’une procédure expérimentale dédiée à la mesure des opacités dans les
conditions de la zone radiative solaire (Te > 200 eV et Ne > 1 × 1023 cm−3).
Le développement de nouveaux calculs est réalisé par l’équipe travaillant sur le code OPAS,
présenté rapidement dans le chapitre 2 mais piloté par l’astrophysique et ses contraintes
de précision. Nous verrons dans le chapitre suivant l’impact de ces nouveaux calculs sur
le profil solaire ainsi que l’amélioration des grilles, permettant une amélioration des inter-
polations réalisées. La recherche de la procédure expérimentale nous a conduit à explorer
les différentes méthodes de chauffage par laser pour atteindre les conditions thermodyna-
miques recherchées. Nous poserons les bases de la structure choisie et son utilisation sera
développée par la suite.
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CHAPITRE 9
Nouvelles opacités solaires et impact sur le modèle
solaire et les étoiles de type solaire
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9.1 Introduction
La différence entre les observations héliosismiques et les prédictions du modèle standard
pourraient être expliquée par une connaissance imprécise de la description du transport
d’énergie. Dans ce chapitre, nous explorons cette possibilité par la prise en compte de
nouveaux calculs d’opacités réalisés pour la zone radiative solaire.
9.2 Grille d’opacité
Nous avons vu dans le chapitre 3 que les opacités sont généralement mises sous forme de
tables directement utilisables par les codes de structures stellaires. Dans le cas du Soleil,
les tables OPAL sont le plus souvent utilisées. Les grilles s’expriment en log T et log R
(voir chapitre 3) :
• tabulation de 70 valeurs en température (log T = [3.75 - 6] par pas de 0.05 ; log T
= [6 - 8.1] par pas de 0.01 ; log T = [8.1 - 8.7] par pas de 0.2).
• tabulation de 19 valeurs en R (log R =[ -8 - 1.0] par pas de 0.5)
La figure 9.1 permet de visualiser le maillage OPAL, qui est superposé au chemin ther-
modynamique de plusieurs étoiles, de masses variables.
Il est à noter que ces tables ne sont pas rectangulaires mais adaptées aux besoins de la
physique stellaire en général (certaines valeurs manquent sur les bords, pour les fortes
températures et grandes valeurs de log R).
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Figure 9.1 – Grille d’opacité OPAL superposée au chemin thermodynamique de quelques
astres remarquables : le Soleil, des étoiles de 2.5 M, 8 M, 13 M et 20 M, une naine
blanche et une géante rouge.
Les tables sont disponibles pour 126 couples (X,Z) différents, qui sont visibles sur la figure
9.2 (à gauche). La répartition des éléments lourds est donnée pour différentes compositions
dont celle d’Asplund et al. (2009) AS09 (voir chapitre 8) Ce maillage, plus ou moins lâche
suivant les applications, peut être à l’origine de problèmes d’interpolation et donc d’une
mauvaise évaluation du transport d’énergie et ne permet pas de s’interroger sur la forme
des opacités résultantes. Pour tenter d’améliorer la situation, de nouveaux calculs ont été
réalisés au CEA-DAM grâce au code OPAS (Blancard et al., 2012; Mondet et al., 2015).
L’objectif est double :
• voir l’effet de nouveaux calculs d’opacités, réalisés avec des options différentes, sur
le modèle solaire,
• affiner le maillage pour tenter de s’affranchir des problèmes d’interpolation afin
d’essayer d’apporter des contraintes sur la composition réelle de la région radiative.
126
9.2. GRILLE D’OPACITÉ
Figure 9.2 – A gauche : Grille d’opacité OPAL en X et Z superposée au chemin ther-
modynamique solaire actuel (trait continu noir) : chaque point correspond à un mélange
(X,Y,Z) pour lequel les calculs ont été faits. A droite : Grille d’opacité OPAL et nouvelle
grille OPAS en X et Z superposées au chemin thermodynamique solaire actuel.














Figure 9.3 – Grille d’opacité OPAL et OPAS, superposées au chemin solaire. La transi-
tion radiation-convection est repérée par le symbole diamant.
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9.3 Les nouvelles tables OPAS
Le code OPAS a été présenté dans le chapitre 2. Ces calculs étant principalement dédiés
à l’intérieur solaire, les nouvelles tables ont été réalisés dans une gamme de température et
de densité correspondant à l’intérieur radiatif solaire. Le maillage en température (visible
sur les figures 9.4 et 9.3) couvre la zone log T = [6.0 - 7.2] par pas de 0.025. Le maillage
en R couvre la zone log R = [ (-2) - (-1)] par pas de 0.05. Ces nouvelles tables ont été
réalisées pour 30 mélanges différents (5 valeurs de la métallicité Z et 6 de la proportion
d’hydrogène X). Elles incluent le même nombre d’éléments que les tables OPAL avec
ajout du cobalt soit 22 éléments. La figure 9.4 représente les contributions relatives des
différents éléments à l’opacité globale (incluant l’hydrogène et l’hélium) en fonction du
logarithme de la température. Cette figure montre également le maillage en température
des tables OPAL (points bleus) et des tables OPAS (points rouges). Cette figure montre
que la contribution des différents éléments à l’opacité varie fortement avec la température
et qu’il est nécessaire d’avoir un maillage fin pour décrire au mieux les variations d’opacités
et évaluer le mieux possible la contribution des différents éléments à l’opacité globale.
Figure 9.4 – Contribution des différents éléments à l’opacité totale solaire, en fonction
du logarithme de la température. Les points bleus représentent le maillage en température
d’OPAL et les points rouges, le maillage en température d’OPAS. Pour rappel, la base de
la zone convective se trouve à log T=6.3.
Les différences de contributions sont directement liées à l’évaluation de l’opacité. Nous
allons à présent évaluer l’impact de ces nouvelles opacités sur le modèle solaire.
9.4 Calibration solaire
L’objectif de cette démarche est de comparer les résultats des calculs solaires aux obser-
vations internes : flux de neutrinos, profil de vitesse du son, profil de densité, profil de
composition. Pour cela, les inconnues proportion d’hélium initial Y0, le rapport (Z/X)initial
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et la longueur de mélange décrivant la convection sont ajustées de façon à obtenir une
luminosité solaire, un rayon solaire et un (Z/X) de surface à l’âge solaire actuel.
9.4.1 Principe
Le principe de la calibration est décrit en figure 9.5. Le point de départ est une étoile
d’une masse solaire en phase de contraction. Un premier jeu de valeurs (Y0, α, (Z/X)initial)
est utilisé pour réaliser l’évolution de l’étoile.
t=0 structure d’équilibre    conditions aux limites 
phase de contraction 
Résolution  
des  
équations de structure 
Age solaire : Comparaison 
luminosité, rayon solaire  
& (Z/X)surf 
Critère rempli 





Y0, (Z/X)init et α 
 
Evolution de l’étoile  
t=0 
t= Age solaire actuel 
Figure 9.5 – Schéma de principe d’une calibration solaire.
Une fois atteint l’âge solaire, la luminosité, le rayon et le (Z/X) de surface du modèle sont
comparés aux valeurs tirées des observations. En fonction de la proximité à ces valeurs, les
valeurs de (Y0, α, (Z/X)initial) sont ajustées et un nouveau modèle est construit. Lorsque
la précision demandée sur les valeurs est atteinte, le modèle est calibré.
Nous avons réalisé Le Pennec, M. et al. (2015) des calibrations avec deux codes d’évolu-
tion stellaire : MESA (voir Annexe B) et CLES.
9.4.2 Code d’évolution CLES
Le code d’évolution stellaire CLES (Code Liégeois d’Evolution Stellaire) (Montalbán
et al., 2004) est un code de structure et d’évolution stellaire. Ce code utilise les équa-
tions d’état OPAL01 (Rogers, 2001). Pour T<12000 K, les opacités utilisées sont celles
de Alexander and Ferguson (1994). Les réactions nucléaires sont tirées de Caughlan and
Fowler (1988). La convection est traitée via la théorie MLT (mixing length theory) (Böhm-
Vitense, 1958). La diffusion microscopique de l’ensemble des éléments est traitée en uti-
lisant la subroutine de Thoul et al. (1994). Les conditions d’atmosphère sont donnée par
Kurucz (1998) à Teff .
9.4.3 Résultats
Dans nos différents modèles CLES et MESA, nous avons utilisé les tables OPAL et des
tables OPAL modifiées : à chaque point de grille OPAL où un calcul OPAS est disponible,
la valeur OPAL est remplacée par la valeur OPAS (aux conditions thermodynamiques
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correspondantes). Le résultat des différentes calibrations effectuées est résumé en table
9.1.
Grandeur MESA-OPAL MESA-OPAS CLES-OPAL CLES-OPAS CLES-OP
Y0 0.2654 0.2611 0.2681 0.2636 0.2666
α 1.77 1.79 1.75 1.76 1.76
(Z/X)initial 0.01816 0.01815 0.01810 0.01810 0.01810
RCZ 0.729 0.723 0.724 0.719 0.723
Teff (K) 5776 5776 5776 5775 5776
Tc (eV) 1340 1339 1340 1339 1338
Table 9.1 – Résultats des calibrations solaires obtenues avec MESA et CLES, en utilisant
OPAL (modèle MESA-OPAL et CLES-OPAL) et OPAL modifié avec OPAS (MESA-
OPAS et CLES-OPAS).
Nous pouvons constater que les résultats obtenus avec OPAS donnent une position de la
base de la zone convective plus proche de celle donnée par les observations. La position
absolue de cette zone est dépendante du code utilisé mais dans tous les cas, un déplacement
de la base de la zone convective est observé vers le centre de l’étoile.
Les figures 9.6 et 9.7, extraites de l’article Le Pennec, M. et al. (2015) adjoint à ce
chapitre, illustrent l’impact des nouvelles opacités sur la différence de la vitesse du son
prédite par le modèle standard tirée de plusieurs des modèles précédents et celle obtenue
via les observations. La comparaison des modèles réalisés avec OPAL et OPAL modifié
avec OPAS fait apparaître une réduction de l’écart aux observations avec OPAL modifié
par OPAS ce qui illustre la contribution de l’opacité à cet écart. La différence est par-
ticulièrement remarquable autour de la base de la zone convective où la différence passe
de plus de 20% à 13%. Cette réduction observée sur la vitesse du son extraite du modèle
MESA-OPAS est confirmée par les résultats obtenus par CLES (voir figure 9.6).
Les opacités OP semblent donner les meilleurs résultats jusqu’à environ 0.55 R. Après
cette valeur, ce sont les opacité OPAS qui donnent les meilleurs résultats. Ce résultat est à
corréler avec les résultats obtenus sur les contributions des différents éléments à l’opacité
globale. Un prolongement de ce travail sera l’étude de l’impact de ces nouvelles opacités




Fig. 3.— Left: Di↵erence between the observed squared sound speed and density profiles
(Turck-Chie`ze & Lopes 2012) with those obtained with a SSM model of MESA using OPAL
(... line) or OPAS (    line). Right: Idem for a SSM model performed with CLES.
Figure 9.6 – A gauche : Différences entre la vitesse du son observée et la vitesse du son
prédite par un modèle standard réalisé avec MESA et les opacités OPAL (...) et OPAS (-
- -). A droite : Idem pour un modèle standard réalisé avec CLES.
– 12 –
Fig. 4.— Di↵erence between the observed squared sound speed and density profiles (Turck-
Chie`ze & Lopes 2012) with those obtained with a SSM model of CLES using OP (... line)
or OPAS (    line).
Figure 9.7 – Différences entre la vitesse du son observée et la vitesse du son prédite par
le modèle standard réalisé avec CLES et les opacités OP (...) et OPAS (- - -).
Les nouveaux calculs OPAS contribuent donc à réduire significativement l’écart présenté
par la vitesse du son extraite du modèle standard avec les observations à la base de la
zone convective principalement.
Ces calibrations nous ont également permis d’évaluer la durée de la séquence principale
solaire avec les deux types de calculs. Nos premiers résultats montrent un effet de 10%
sur l’opacité (pour rappel, les écarts d’opacités sont au maximum de 6%). La durée la
séquence principale est importante pour la détermination des paramètres fondamentaux
des autres étoiles (durée de vie).
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9.5 Avec d’autres masses
9.5.1 Validité des tables pour d’autres étoiles
Les tables OPAS ont été tabulées pour une utilisation solaire et nous pouvons grâce à
la figure 9.8 constater qu’elles nécessiteraient d’être étendues pour être appliquées à des
étoiles pertinentes pour l’astérosismologie pour la gamme 1.25 M à 1.5 M.
Figure 9.8 – Grille d’opacité OPAL et OPAS, superposées au chemin thermodynamique
de deux étoiles de masse 1.25 M et 1.5 M respectivement, à différents âges. La transition
radiation-convection est repérée par le symbole diamant.
Nous avons réalisé différents modèles stellaires , avec la composition AS09 et les opacités
OPAL d’un côté, OPAL+OPAS de l’autre. La métallicité choisie est celle associée à la
composition AS09 : Z=0.0135. Les tables 9.2, 9.3 et 9.4 résument l’effet de la prise en
compte des nouvelles opacités (sur les points de grille OPAL) sur différentes grandeurs du
changement d’opacité (la seule variable entre les deux modèles) pour des étoiles de 1.15,
1.25 et 1.35 M.
Grandeur Modèle MESA-OPAL Modèle MESA-OPAS
X 0.6430 0.6419
Y 0.3427 0.3439
Rcz (en R) 1.1834 1.1934
Rtot (en R) 1.4086 1.4241
Table 9.2 – Résultats 1.15 M au même âge : 3.35 Milliards d’années.
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Grandeur Modèle MESA-OPAL Modèle MESA - OPAS
X 0.6196 0.6181
Y 0.3662 0.3678
Rcz (en R) 1.5875 1.6644
Rtot (en R) 1.8355 1.8801
Table 9.3 – Résultats 1.25 M au même âge : 3.27 Milliards d’années.
Grandeur Modèle MESA-OPAL Modèle MESA - OPAS
X 0.6172 0.6152
Y 0.3687 0.3707
Rcz (en R) 1.9689 1.9965
Rtot (en R) 2.0793 2.1524
Table 9.4 – Résultats 1.35 M au même âge : 2.63 Milliards d’années.
Les comparaisons sont réalisées au même âge pour chaque étoile. Nous pouvons constater
que dans les trois, la combustion de l’hydrogène est un peu plus avancée, ce qui signifie
que l’étoile est un peu plus avancée sur sa séquence principale avec les opacités OPAS. Une
première étude a également montré une réduction de la durée de la séquence principale
pour des étoiles dont la masse varie de 1.15 à 1.5 M (autour de 10% de variation).
9.6 Conclusion
Les nouveaux calculs d’opacités OPAS, outre un calcul plus détaillé des opacités, ont été
réalisés de façon à mailler plus finement la zone radiative solaire par rapport à OPAL ou
OP. Les premières estimations de l’impact de ces nouveaux calculs sur le modèle solaire
montrent une réduction de la différence entre les prédictions du modèle standard et les
observations héliosismiques sur la vitesse du son et sur le profil de densité. La prise en
compte de ces nouvelles opacités semble également conduire à une réduction de la durée
des séquences principales des étoiles de type solaire (résultats qui restent à confirmer).
Après confirmation de ces résultats, l’ensemble des tables OPAS sera utilisé par la suite
afin d’évaluer l’impact de l’amélioration de l’interpolation sur le modèle solaire, tant au
niveau de la température et de la densité, que sur les mélanges. Les tables réalisées sont
également en partie valables pour d’autres étoiles. Un prolongement de ce travail serait
donc d’étendre le domaine de température et de densité de calculs de ces opacités afin
d’en tirer des informations pour l’astérosimologie.
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ABSTRACT
Stellar seismology appears more and more as a powerful tool for a better determination of the fundamental
properties of solar-type stars. However, the particular case of the Sun is still challenging. For about a decade now,
the helioseismic sound-speed determination has continued to disagree with the standard solar model (SSM)
prediction, questioning the reliability of this model. One of the sources of uncertainty could be in the treatment of
the transport of radiation from the solar core to the surface. In this Letter, we use the new OPAS opacity tables,
recently available for solar modeling, to address this issue. We discuss ﬁrst the peculiarities of these tables, then we
quantify their impact on the solar sound-speed and density proﬁles using the reduced OPAS tables taken on the
grids of the OPAL ones. We use the two evolution codes, Modules for Experiments in Stellar Astrophysics and
Code Liégeois d’Evolution Stellaire, that led to similar conclusions in the solar radiative zone. In comparison to
commonly used OPAL opacity tables, the new solar models are computed for the most recent photospheric
composition with OPAS tables and present improvements to the location of the base of the convective zone and to
the description of the solar radiative zone in comparison to the helioseismic observations, even if the differences in
the Rosseland mean opacity do not exceed 6%. We ﬁnally carry out a comparison to a solar model computed with
the OP opacity tables.
Key words: atomic processes – opacity – plasmas – stars: evolution – stars: interiors
1. THE SOLAR RADIATIVE ZONE IN QUESTION
The space missions ESA’s CoRoT (Baglin et al. 2006) and
NASA’s Kepler (Gilliland et al. 2010) have already provided
thousands of seismic observations of solar-like stars. This new
investigation improves the knowledge of their fundamental
properties (mass, radius) with the help of scaling relations
(Chaplin & Miglio 2013 and references therein). The next
effort concentrates on getting insight into their interior with the
help of asteroseismology. However, most of the stellar
evolution codes use the same physics inputs. It is thus
important to assess the validity of these inputs to get the best
scientiﬁc return of such space missions.
The Sun is a necessary test case for that purpose. The solar
revised CNO photospheric composition (Asplund et al. 2005)
revealed that the solar sound speed, predicted by a standard
solar model (SSM), is signiﬁcantly different from the one
obtained seismically from the SOHO satellite or from ground
networks in the radiative zone. The differences appeared
largely greater than the seismic error bars deduced with the
space GOLF+MDI instruments (Turck-Chièze et al. 2001,
2004; Bahcall et al. 2005). Then, the detailed composition of
the Sun was reexamined by different groups (Caffau
et al. 2008; Asplund et al. 2009), but the discrepancy between
the two sound-speed proﬁles continues to be puzzling (Turck-
Chièze & Couvidat 2011; Turck-Chièze et al. 2011b; Basu
et al. 2014). It reaches nearly 1% on the sound speed, which is
determined with a precision of 10−4 that seems difﬁcult to
attribute only to the dynamical processes (direct effect of
rotation or magnetic ﬁeld), which are often not included in the
equations describing theoretical models.
Several hypotheses have been suggested and some of them
have been quantiﬁed.
1. An incorrect understanding of the inner composition in
part due to some not well-known elements and in part to
insufﬁcient treatment of the microscopic diffusion (Basu
& Antia 2008; Basu et al. 2014).
2. Insufﬁcient knowledge of the energetic balance. An upper
limit of 5% for the possible energy difference between the
energy produced by the nuclear reaction rates and the
release of energy at the surface of the Sun has been
estimated (see Turck-Chièze & Lopes 2012, Table 3) in
using both neutrinos and seismology. If a difference
exists, it could be attributed to some dynamical
components not present in the energy equation of the
stellar structure (Turck-Chièze 2015). This idea could be
checked with a very precise measurement of the pp or pep
neutrino ﬂux.
In this Letter, we explore another hypothesis stating that the
current description of the energy transport by photons is not
sufﬁciently accurate for the interpretation of the helio- and
asteroseismic observations. If this is the case, both the use of
the Rosseland mean opacity values in stellar equations and the
treatment of the microscopic diffusion in the radiative zone
would be affected.
The available opacity tables, OPAL (Iglesias & Rogers 1996)
and OP (Seaton & Badnell 2004), were provided more than 10
years ago. We explore in this Letter how new opacity
calculations performed with current computer resources modify
the solar internal thermodynamical quantities. This ﬁrst
estimate uses the new, recently available OPAS tables
(Blancard et al. 2012; Mondet et al. 2015).
2. THE OPAS CALCULATIONS
A new generation of opacity codes is currently under
development to improve the interpretation of stellar observa-
tions in the ﬁeld of helio- and asteroseismology. One can
mention the ATOMIC calculations performed at Los Alamos
(Colgan et al. 2013), the SCO-RCG ones performed by a CEA
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team (Porcherot et al. 2011), and the OPAS ones performed by
another CEA team (Blancard et al. 2012). Some outputs of
these codes have been compared to a new generation of opacity
experiments performed at LULI2000 (Turck-Chièze et al.
2011a, 2013, 2015) and on the Z machine of La Sandia (Bailey
et al. 2015).
The OPAS code is dedicated to radiative opacity calculations
of plasmas in local thermodynamic equilibrium. It is based on a
detailed conﬁguration approach (Blancard et al. 2012). The
monochromatic opacity is evaluated as the sum of four
different contributions involving the diffusion process, free–
free, bound–free, and bound–bound absorption processes. The
bound–bound opacity is calculated by combining different
approximations to take into account the level structure of
conﬁgurations. Statistical or detailed methods are used to
describe the transitions connecting a couple of conﬁgurations.
The detailed method is based on an extensive line accounting
performed in the full intermediate coupling. The bound–free
opacity is evaluated using conﬁguration-average distorted wave
calculations. The free–free opacity is obtained by interpolating
between the Drude-like opacity and the opacity derived from
the Kramers formula including a Gaunt factor and an electron
degeneracy effect correction to improve the accuracy of
opacities into the complex regime where plasma and many-
body effects can be important. Photon scattering by free
electrons includes some collective effects as well as relativistic
corrections. The different approximations and their impact on
the Rosseland mean value tables are discussed (see Mondet
et al. 2015 for details, and the tables are available through this
reference).
3. DESCRIPTION OF THE OPAS TABLES
The OPAS opacity calculations are tabulated in log10T and
log10R, like the OPAL tables, where
R Tlog log 3 log 18.10 10 10r= - * + For reference, the
OPAL tables cover log10R from −8 to 1 with steps of 0.5
and log10T, from 3.75 to 6 with steps of 0.05, from 6 to 8.1
with steps of 0.1, and from 8.1 to 8.7 by steps of 0.2.
The new OPAS tables are speciﬁcally dedicated to the study
of the Sun and solar-like stars. Therefore, they have been
computed with thinner grids on log10T, log10R, and Z.
Consequently, for resources reasons, they are presently reduced
to log10T from 6 to 7.2 with steps of 0.025 and log10R from −2
to −1 with steps of 0.05 as shown in Figure 1 where the paths
of the Sun at different ages are represented together with the
locations of the base of the convective zone. Moreover, the Z
grids also have been increased to better adapt to the present
solar composition; Z=0.015 has been added along with some
interpolations for 0.013 and 0.017.
Figure 2 recalls the contributions of the most important
heavy elements to the global opacity (including H and He).
This ﬁgure has been realized with OP opacity calculations, as
monochromatic calculations are available for the different
elements. The temperature grids corresponding to OPAL (blue
circles) and OPAS (red circles) are also indicated. As one can
see, each elementary contribution has a speciﬁc shape, but a
spline interpolation through the OPAL (or OP) tables with only
7–8 points in temperature in the whole radiative zone of the
Sun could produce a smoothing effect that does not allow one
to explore the whole potentiality of the seismic results.
Therefore, the OPAS tables have been designed to signiﬁcantly
improve the interpolation procedure for trying to extract some
inner composition signatures from seismology (currently, for
the most past, for the Sun), as it was mentioned as an objective
before the launch of SOHO (Turck-Chièze 1992).
Indeed, the uncertainty on the sound speed is about 10−4,
while its radial location uncertainty varies from 1.5% to 3% in
the radius from the BCZ to the center. Hence, a small number
of opacity points does not seem sufﬁcient to precisely probe the
composition of this region since the Rosseland mean values are
signiﬁcantly dependent on the ionization state of each element
(see Turck-Chièze et al. 1993). The OPAL Rosseland mean
opacity varies between two consecutive points of the grid by
Figure 1. OPAL and OPAS opacity meshes, superimposed on the solar path at different ages (continuous line). The diamond symbol marks the transition between the
radiative and the convective zone.
2
The Astrophysical Journal Letters, 813:L42 (6pp), 2015 November 10 Le Pennec et al.
about 25% with a change of more than a factor of 10 between
the center to the BCZ of a solar model. The ﬁne mesh of OPAS
presents only 6% of the Rosseland mean opacity variation
between two consecutive points of the grids, so the interpola-
tion between points (when introduced in the computation of
solar models) will be more accurate. Consequently, OPAS
tables will have the potential of interpreting with a better
sensitivity changes of slope in the sound-speed proﬁle due to
the different opacity processes behavior (see Section 2)
available from different element contributions. These tables
will also have the potential to develop the inversion of
composition inside the radiative zone, as was possible for the
equation of state in the subsurface layers of the Sun (Basu &
Christensen-Dalsgaard 1997).
First, one needs to see how the absolute differences between
OPAS and the most commonly adopted tables act on the solar
model. This is why in this Letter we compare the structures of
solar models computed with OPAS, OPAL, and OP tables by
using the same opacity mesh in each case, i.e., adopting the
OPAL standard one (see the beginning of this section). In
doing so, we do not introduce any adding effect of interpolation
that could be difﬁcult to dissociate from physical processes. We
use in that aim two evolution codes popular in the
asteroseismic community.
From Mondet et al. (2015), we know that the OPAS
calculations do not differ by more than 10% from the OPAL
ones. In the present study, no more than 6% differences are
observed between OPAS and OPAL calculations for solar
conditions, so one needs to be cautious regarding our
conclusions.
4. NEW SOLAR MODELS USING THE OPAS TABLES
In this section, we compare the SSM computed for the most
recent composition (Asplund et al. 2009) with two different
stellar evolution codes, Modules for Experiments in Stellar
Astrophysics (MESA) and Code Liégeois d’Evolution Stellaire
(CLES). We compare ﬁrst the impact between the use of OPAS
and OPAL tables, as OPAL tables are considered the best effort
in opacities done for solar and solar-type stellar applications.
The use of the two codes guarantees that the observed effects
are really due to the new physics taken into account in the
opacity calculations. This precaution is necessary as the
differences between the two tables are not so large.
4.1. The MESA Characteristics
MESA (Paxton et al. 2011; Paxton et al. 2013, 2015) is a
recent stellar evolution code performed for extensive use in the
Figure 2. Relative contribution of the most important heavy elements to the total Rosseland mean opacity (including H and He) for the internal conditions of the
present Sun and the composition from Asplund et al. (2009), using OP opacities. OPAS (red circles) and OPAL (blue circles) grids in temperature are indicated in the
upper part of the diagram.
Table 1
Comparison between Solar MESA and CLES Models Including OPAL, OPAS,
or OP Opacity Calculations and the Most Recent Composition









Y0 0.2654 0.2611 0.2681 0.2636 0.2666
α 1.77 1.79 1.75 1.76 1.76
(Z/X)S 0.01816 0.01815 0.01810 0.01810 0.01810
R RCZ ( ) 0.729 0.723 0.724 0.719 0.723
TC (K) 15.55 10
6 15.54 106 15.55 106 15.54 106 15.52 106
Note.Y0 is the initial helium, α the MLT value, Z XS the surface metallic/
hydrogen ratio at the present age, RCZ the position of the base of the convective
zone, and TC the central temperature.
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HR diagram. This code is now largely used in the asteroseismic
community due to its reliability and its extensive access to a
large range of mass and evolution stages. The rapid progress in
the introduction of the physical inputs due to its international
use makes it very attractive for a lot of astrophysical
applications.
In the present study, we use version 4906 of the code and
adopt the following physics inputs: the MLT theory (Böhm-
Vitense 1958), the OPAL EOS (Rogers & Nayfonov 2002),
and OPAL opacity tables extended to low T and ρ (Ferguson
et al. 2005). Nuclear reactions are taken from NACRE (Angulo
et al. 1999), and the microscopic diffusion of all the elements
uses the subroutine of Thoul et al. (1994). The MESA
atmosphere model (Paxton et al. 2011) comes from tables
performed by Castelli & Kurucz (2003), using the solar
composition of Grevesse & Noels (1993).
4.2. The CLES Characteristics
The stellar evolution code CLES (Scuﬂaire et al. 2008) has
been developed mainly for main-sequence studies and seismic
interpretation and, for instance, has been compared in detail
with the CESAM code (see detailed comparisons in Montalbán
et al. 2008). An additional smoothing of the opacity tables
before their use in the evolution code is an option in CLES. As
we observe that it can artiﬁcially reduce the values of the
opacity, we do not include such treatment in the present study.
We use the same physics input as for the MESA computations,
except that the treatment of the microscopic diffusion only
considers three elements: H, He, and Fe (all elements heavier
than He are treated as Fe). The code uses interpolation in
models of atmosphere (see Kurucz 1998) and performs a
smooth junction between interior and atmosphere at T=Teff of
the model, with the same limitation as MESA.
4.3. Use of OPAS Tables in the Stellar Evolution Codes
We have built several calibrated solar models with CLES
and MESA using OPAL and OPAS tables. In the second case
and since OPAS tables extend over a limited range of log10T
and log10R values, at each mesh point of the OPAL tables
where there is an existing OPAS calculation, the OPAL opacity
value is replaced by the corresponding OPAS value. The
OPAL values are adopted for points outside the OPAS domain,
but we note that there is no transition in tables due to the
mixing of OPAL and OPAS information, as the OPAS tables
cover the whole solar radiative zone study.
Figure 3. Left: difference between the observed squared sound-speed and density proﬁles with those obtained with an SSM model of MESA using OPAL (–K– line)
or OPAS (– – – line). Right: idem for an SSM model performed with CLES. The full line corresponds to a seismic model; the associated error bars are extracted from
the inversion done using GOLF+MDI on board SOHO observations (see Turck-Chièze & Lopes 2012 for numbers and details).
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Table 1 summarizes the quantities of interest for the
calibrated solar models that we have computed. One should
note that, in both cases, the base of the convective zone
becomes closer to the seismic results (0.713± .001 R; Basu &
Antia 1997) with the OPAS tables. The initial helium
abundance also decreases when using OPAS tables in both
cases. With CLES, we have also compared the new results to a
solar model using OP tables as was already done for a different
solar composition (Scuﬂaire et al. 2008). We note the same
tendencies between OP and OPAS than between OPAL and
OPAS for the position of the base of the convective zone and
for the initial helium.
5. SOUND-SPEED AND DENSITY PROFILES COMPARED
TO HELIOSEISMIC RESULTS
We have extracted the solar sound speed and density from
the previous models, and we compare them to the seismic
observations (see all the numbers in Turck-Chièze &
Lopes 2012).
5.1. Comparison between Models Using
OPAL and OPAS Opacities
Figure 3 shows a clear reduction of the difference between
the SSM squared sound-speed or density proﬁle and the
observed seismic values along one-third of the radiative zone
below the base of the convective zone when one uses the
OPAS values in the OPAL tables. The same effect is observed
for the two evolutionary codes and can be directly attributed to
the change of opacities.
The observed improvement could be attributed to more
complete opacity calculations of iron, nickel, and several other
low-abundant-element (with high atomic numbers) contributors
to the Rosseland mean OPAS values. Indeed, near the base of
the convection zone, bound–bound processes are important for
these elements. Even if it is difﬁcult to conclude without a
detailed comparison of the spectra, it is important to recall that
6% of the mean value could come from 30% to 40%
differences on some speciﬁc elements (see Blancard
et al. 2012). Moreover, the difference in absolute values of
the position of the BCZ could originate from the way the
opacities are used (smoothing or not smoothing of the
opacities) in the two codes and on the difference in the
treatment of the microscopic diffusion. This point will be
studied in detail in a more thorough paper.
On the contrary, in the nuclear region and slightly above it,
the agreement is slightly worse and the central temperature
slightly reduced, as shown in Table 1, due to a reduction by
less than 5% of the Rosseland mean values of OPAS compared
to OPAL ones (as shown on Figure 5 by Mondet et al. 2015).
The reasons have not been studied in detail, but a check of the
reliability of these calculations would be useful. Some
experimental validation to study the plasma effects has been
already studied (Le Pennec et al. 2015).
5.2. Comparison between Models Using
OP and OPAS Opacities
One can see in Figure 4 that the improvements for models
computed with CLES, passing from OP to OPAS tables, seem
much smaller. Nevertheless, Table 1 shows the same progress
for the position of the base of the convective zone. In fact,
OPAS monochromatic opacity calculations differ from OP
calculations in the description of the Stark proﬁle of the He-
alpha line (Blancard et al. 2012). The width is greater in OP
calculations, and this effect increases with Z. Indeed, oxygen,
neon, magnesium, and silicium are affected by this effect with
resulting larger opacities for these elements in the case of OP
calculations. On the contrary, in the case of iron, due to the
greater number of considered excited states, OPAS calculations
are greater than OP ones. Therefore, as the differences in
oxygen and iron opacities are in the opposite sign, the recent
progress performed by the new generation of opacity codes is
not clearly visible, but the surprising result on the Z pinch
experiment does not favor the OP opacity calculations on iron
as compared to the OPAS ones (Bailey et al. 2015).
6. CONCLUSION AND PERSPECTIVES
New reﬁned opacity tables are now available for the
modeling of the Sun and solar-like stars (Mondet
et al. 2015). In this Letter, we show the physical change
obtained in using OPAS tables in OPAL or OP grids with the
same mesh. These improved calculations present opacity
differences with OPAL of no more than±5%–6% in the
conditions used in the present study. Such changes already
reduce the differences with the seismic observations when
compared to the use of OPAL tables, both for the base of the
Figure 4. Difference between the observed squared sound-speed and density
proﬁles (Turck-Chièze & Lopes 2012) with those obtained with an SSM model
of CLES and using OP opacity (–K– line) or OPAS (– – – line). Same
comments as in Figure 3.
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convective zone and for the sound-speed proﬁle in the radiative
region, which could be attributed to a more complete treatment
of the bound–bound processes of the iron group elements. The
progress in comparison with OP is also shown, but it is largely
reduced due a compensation effect between iron and oxygen.
Nevertheless, OP is not preferred to OPAS when therecent Z
machine experiment is taken into account.
The present study shows the direct effect of improvement in
the opacity calculations for some elements of the iron group.
Interest in the OPAS tables goes beyond the present study, as
the ﬁne grids in log10T, log10R, and Z will improve the
interpolation through the tables for Sun and solar-like stars.
The ﬁne meshes of OPAS will be used to try to extract some
speciﬁc signatures of the deep composition of the Sun. This
work is in progress and a more complete study using the
potential of the ﬁne meshes of OPAS will be discussed in a
more detailed paper (S. Salmon et al. 2015, in preparation). The
present results strongly encourage complementary experimen-
tal studies on high energy density laser facilities, both on iron
and oxygen (Keiter et al. 2013; Le Pennec et al. 2015).
This work has been done in the framework of the French
ANR OPACITY. We would also like to thank J. Montalbán for
her great expertise in the use of the CLES code. We thank also
the referees for their judicious remarks that lead to an improved
Letter.
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CHAPITRE 10
Recherche des conditions expérimentales
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10.1 Etat de l’art
Il n’existe à l’heure actuelle qu’une seule expérience ayant approché les conditions so-
laires, avec une mesure de spectres des éléments pertinents pour l’astrophysique : il s’agit
des campagnes d’expériences menées par l’équipe de J. Bailey sur l’installation Z-pinch à
La Sandia (Bailey et al., 2007; Bailey et al., 2009; Nagayama et al., 2014; Bailey et al.,
2015)
10.1.1 Principe de l’installation
Figure 10.1 – A gauche : Photo de la machine Z à la Sandia. A droite : Schéma de
principe.
Le Z-pinch est un hohlraum dit dynamique, piloté par un courant extrêmement fort de
21 × 106 ampères. Une capsule cylindrique de combustible (typiquement du CH2) est
141
CHAPITRE 10. RECHERCHE DES CONDITIONS EXPÉRIMENTALES
placée sur l’axe, au centre d’une cage à fils de tungstène (de l’acier peut également être
utilisé).
Figure 10.2 – Lignes de champ électrique (en orange) et lignes de champ magnétique
(en bleu) dans le cas du Z-pinch. Le champ magnétique comprime le plasma via les forces
de Lorentz et des rayons X sont émis (en rouge) (Crédit : Stanford University).
Lors de l’envoi du courant électrique, les fils se transforment en plasma conducteur de
courant. Les forces de Lorentz dues au courant entraine la striction du plasma sur son
axe z (voir figure 10.1). L’augmentation brutale de la pression du plasma génère une forte
radiation de rayons X, qui, à son tour, par phénomène d’onde de choc, vient chauffer et
comprimer la capsule comme l’illustre la figure 10.2.
On appelle cette structure un hohlraum dynamique car le diamètre se rétrécit avec le
temps, le tungstène étant comprimé par la pression magnétique fournie par le courant
axial.
10.1.2 Résultats obtenus
Les différentes expériences menées par Bailey et al. ont été réalisées sur des échantillons
de fer mélangé à du magnésium (le magnésium étant utilisé pour diagnostiquer la tem-
pérature), enterré dans un bloc de CH. La première expérience date de 2007 et a abouti
à la mesure du spectre de l’échantillon de fer à une température de 150 eV et une den-
sité électronique de 8.6 ×1021 cm−3 (Bailey et al., 2007). De nouvelles expériences ont
été réalisées par la suite avec le même type de cible et la même équipe a pu atteindre
les conditions suivantes en ajustant l’épaisseur de plastique (voir figure 10.3) : 167 eV et
7.1 × 1021 cm−3, 170 eV et 2 × 1022 cm−3 et 196 eV et 3.8 × 1022 cm−3 (Nagayama et al.,
2014).
spectra extracted from Fe/Mg spectra are identical to those
from pure Mg spectra. Thus, Fe conditions can be inferred
by fitting modeled spectra to the measured spectra in Mg
b-b line transmissions.
There are two comments on Mg b-b line transmission
analysis. One is on the Fe/Mg mixture effects on the emer-
gent spectra. In this article, we assume LTE. In LTE plas-
mas, level populations are fully determined by Te and ne
regardless of whether the plasma is a mixture or not, and
mixture effects will only appear in the line shapes via ion
microfields contributed from both Fe and Mg ions. As long
as mixture effects are included in the Mg Stark line shapes
calculation, Mg b-b lines extracted from Fe/Mg spectra and
from pure Mg spectra should be identical [Fig. 8(c)].
Another comment is on condition uncertainty due to the
baseline determination from the measured spectra. This is a
concern because there is noise in the measured spectra.
However, baselines are determined based on many data
points on both sides of b-b lines, and thus the baseline uncer-
tainty is smaller than the uncertainty of any of those data
points. The uncertainty due to the baseline determination is
included in the uncertainty due to experiment-to-experiment
variation in Secs. IV and V.
IV. MEASURED FE PLASMA CONDITIONS
In order to disentangle the complex physical processes
included in opacity models and benchmark those models, it is
important to measure Fe opacity at different conditions, but
with similar charge state distributions. Nash et al. used
LASNEX 2D53 hydrodynamic simulations to explore a way to
control Fe sample conditions by changing the target configura-
tion.25 They predicted that the Fe sample ne could be controlled
by changing the rear CH tamper thickness. Adding more tamp-
ing mass on the back slows the expansion speed and maintains
higher density at the time of the backlight. The slower expan-
sion would also produce modestly higher temperatures.
Based on their suggestions, Fe opacity experiments were
performed with three different rear CH tamper thicknesses as
shown in Fig. 9: (a) two experiments with 10lm, (b) one
experiment with 35 lm, and (c) six experiments with 68 lm.
By increasing this rear CH tamper thickness, the backlighter
radiation is attenuated more. In order to minimize this extra
attenuation, we reduced the front CH thickness from 10 lm
to 2lm for (b) and (c) assuming that Fe/Mg samples do not
expand downward due to the pressure provided by the ZPDH
CH2 foam plasma.
In this section, we summarize the Fe sample conditions
for each target configuration, which are analyzed by Mg
K-shell line transmission spectroscopy. Figures 10(a)–10(c)
show the Fe/Mg absorption spectra recorded from the differ-
ent target configurations shown in Figs. 9(a)–9(c), respec-
tively. One can qualitatively observe that Mg K-shell lines
become broader as the rear CH tamper thickness increases,
which indicates that ne becomes higher with increasing tam-
per thickness. For example, He-d becomes broader from Figs.
10(a) to 10(b), and becomes even broader and almost merged
into the continuum in Fig. 10(c). Also, He-like satellite lines
of Ly-a are not visible in Fig. 10(a), become visible in Fig.
10(b), and even more prominent in Fig. 10(c). These transi-
tions are 1s2p! 2p2 or 1s2s! 2s2p and start from excited
levels. This is proof that, as going from Figs. 10(a) to 10(c),
there is a larger fraction of the population in excited levels
and a sign that both Te and ne are higher. This means that the
plasma must be hot and dense enough for the collisional exci-
tation rates to b comparable to the spontaneous radiative
decay rates. The actual condition of each sample is quantita-
tively analyzed based on the method discussed in Sec. III.
A. 10 lm ar CH tamper
First, we analyzed Fe conditions using the thin CH tam-
per target [Fig. 9(a)], where the Fe/Mg sample is sandwiched
FIG. 8. This figure compares calculated transmission spectra from an Fe/Mg
mixture (red) and from pure Mg (blue). (a) Fe/Mg transmission is lower than
Mg transmission due to additional attenuation by Fe b-f but does not have
much Fe b-b contribution except h! < 1450 eV. (b) Blow-up of the dashed
region of (a). The red and blue dashed lines are baselines defined by replac-
ing the app rent Mg b-b lines by straight lines. (c) Mg b-b line transmission
spectra defined by dividing transmission spectra [solid curves in (b)] by the
baselines [dashed lines in (b)].
FIG. 9. Fe/Mg samples are tamped by
three different thicknesses of plastic
(CH): (a) rear: 10lm, front: 10lm; (b)
rear: 35lm, front: 2 lm; (c) rear:
68lm, front: 2 lm. Based on the
hydrosimulation, thicker rear CH tam-
per would reach higher Te and ne in
Fe/Mg plasmas. The pictures are not to
scale, but exaggerated to illustrate the
different tamper thicknesses.
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Te 
Ne 
167 eV ± 3 eV 
(7.1 ± 1.5) x 1021 cm-3 
170 eV ± 2 eV 
(2.0 ± 0.2) x 1022 cm-3 
196 eV ± 6 eV 
(3.8 ± 0.8) x 1022 cm-3 
Figure 10.3 – Les différentes cibles utilisées par Nagayama et al. (2014) et les conditions
obtenues pour chaque cible. Les conditions les plus proches des conditions de la zone
radiative solaire ont été obtenues avec la cible la plus épaisse : 196 eV et 3.8 × 1022 cm−3.
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Les dernières conditions de températures et densités atteintes sont remarquables : 196 eV
et 3.8 × 1022 cm−3 au maximum, ce qui est très proche des conditions rencontrées à
l’interface radiation-convection du Soleil.
Figure 10.4 – En haut (a) : Comparaison avec le modèle OP (les pointillés sont les
moyennes de Rosseland calculées pour cet intervalle de longueur d’onde). En bas (b) :
Comparaison avec ATOMIC, OPAS et SCO-RCG (Bailey et al., 2015).
La figure 10.4 montre les résultats obtenus lors de la dernière campagne. Les calculs
sont inférieurs à l’opacité mesurée d’un facteur 1.3 - 1.9 pour la tranche 7 - 10 Å (1171
- 1240 eV) comme le montre la figure 10.4. L’écart entre mesures et prédictions pourrait
s’expliquer, outre un problème expérimental, par Bailey et al. (2015) :
• des calculs incluant des sections efficaces de photoionisation sous-estimées dans cette
gamme spectrale,
• une mauvaise connaissance des contributions additionnelles lié-lié dans les faibles
longueurs d’onde.
Dans la gamme spectrale autour de la structure remarquable du fer (autour du kilo-
électronvolt), l’opacité mesurée est également plus haute que l’opacité prédite par les
modèles. La largeur de la raie principale est également plus grande que celle prédite. Ces
observations pourraient suggérer que certaines transitions sont manquantes dans les cal-
culs et/ou que l’élargissement de raies est plus grand que celui prédit.
Il demeure donc un écart pour le moment inexpliqué entre expérience et modèle d’opacité
qui conduit à rechercher une nouvelle plateforme pour la mesure d’opacité, afin de com-
prendre ces différences.
A cet effet, nous proposons dans ce chapitre l’utilisation de lasers de haute puissance afin
d’obtenir les conditions thermodynamiques solaires.
143
CHAPITRE 10. RECHERCHE DES CONDITIONS EXPÉRIMENTALES
10.2 Atteindre les conditions thermodynamiques sou-
haitées avec un laser : un challenge
La zone radiative solaire présente des conditions de températures et de densités difficiles
à atteindre en laboratoire (Te = [200 - 1 300] eV et ρ = [0.2 - 150] g/cm3 à l’ETL). La
difficulté est de réussir à chauffer suffisamment la matière, tout en gardant une densité de
matière proche ou supérieure à celle du solide.
Il y a plusieurs façons de chauffer la matière :
• avec une onde de choc,
• avec des impulsions ultra-courtes,
• avec un faisceau de protons,
• avec le rayonnement X produit par une cavité (hohlraum).
10.2.1 Chauffage par une onde de choc
En utilisant un choc produit par une impulsion laser, il est possible d’obtenir une densité
jusqu’à 4 fois la densité du solide, avec une température de l’ordre de quelques dizaines
d’électronvolts. La température obtenue va bien entendu dépendre de la force du choc
provoquant la compression.
Des expériences menées par Boehly et al. (2001) sur des cibles d’aluminium (avec ablateur
de CH) sur l’installation OMEGA ont permis d’obtenir des températures d’échantillon
d’environ 25 eV avec des intensités de l’ordre de 1014 W/cm2 (sans mesure de spectre).
measured spatial-intensity profiles. The accuracy of the drive
intensity in this experiment was estimated to be !!5%
based on the energy stability, pointing accuracy, and the tim-
ing jitter on the OMEGA laser.8 The overall thickness of the
drive foil was chosen based on competing considerations of
hydrodynamic instabilities and transmission of the target to
!1.5 keV x rays. Hydrodynamic instabilities due to target
acceleration could compromise the spatial resolution of the
measurement by mixing the Al layer with the CH.29 Since
the acceleration phase is delayed as the target thickness is
increased, thicker targets are less susceptible to hydrody-
namic instabilities than thinner ones; however, thicker targets
attenuate the x-ray backlighter more than thinner ones.
Choosing a drive foil with a 50 "m thickness was a good
compromise. The buried depth of the layer was varied to
probe the plasma conditions in different regions of the target.
Al 1s-2p absorption spectroscopy of the drive foil was per-
formed with a point-source Sm microdot backlighter irradi-
ated with six tightly focused "!100 "m spot# laser beams
having an overlapped intensity of !1016 W /cm2. This cre-
ates the well-defined Bragg reflection geometry necessary for
this experiment. The distance between the backlighter source
and the drive foil was 9 mm. No shifting of the Al K edge
was observed in an undriven shot, indicating that there was
no significant radiative heating from the backlighter. Source
broadening can degrade the spectral resolution of the mea-
surement. In contrast to the point-source Sm backlighter, the
CH coronal plasma of the drive foil having an !1 mm di-
ameter does not create a well-defined Bragg reflection geom-
etry. The coronal plasma emission contributes a background
signal that degrades the contrast of the absorption features.
The size of the Sm backlighter source was monitored with an
x-ray framing camera and found to be less than 100 "m.
The Sm M-shell emission provided a relatively smooth con-
tinuous spectrum in the 1.4 to 1.7 keV range, which overlaps
the Al 1s-2p absorption features around 1.5 keV and probes
the uniformly driven portion of the target "see Fig. 1#.30 The
transmitted spectrum was recorded with an x-ray streak
camera
31
outfitted with a Bragg crystal spectrometer that
used a flat RbAP crystal32 to disperse the spectrum onto a
low-density "fluffy# CsI photocathode.33 Each of the three
components was positioned independently to ensure that the
driven portion of the target was being probed with the
Al 1s-2p absorption spectroscopy. Since alignment of the ex-
periment was based on mechanical references, it was ex-
tremely reproducible. In a contrast measurement calibration
using a Pb slit plate on the x-ray photocathode of the
streaked x-ray spectrometer, a spectral resolution of 2.0 eV
"E /dE!750# was estimated from the sharpness of the mea-
sured step function.34 The dynamic range of the x-ray streak
camera was measured to be !50. The relative time axis of
the x-ray streak spectra was established using the UV timing
fiducial on OMEGA. The x-ray streak camera has a uniform
streak speed with an average speed of 115 ps/mm.35 It uses a
microchannel-plate36 image intensifier, and the streaked
spectrum is recorded on Kodak TMAX 3200 film. The film is
converted from optical density to a linear intensity scale us-
ing the step wedge imprinted on each roll of film. The
frequency-dependent transmission of a shocked Al layer was
obtained from the ratio of transmitted Sm spectra though CH
drive foils with and without an Al tracer layer.
III. ONE-DIMENSIONAL SIMULATIONS
Direct-drive plastic foils with a buried Al tracer layer
were simulated with the 1D hydrodynamics code LILAC "Ref.
5# using either a flux-limited6 or a nonlocal thermal-transport
model.10 A flux-limited transport model calculates heat flux
with either the classical Spitzer thermal conduction "qSH
=#!Te# or a fraction of free-streaming flux "qFS=neTevth#.
The Spitzer transport model is valid only when the mean free
path of electrons "$e# is much shorter than the electron-
temperature scale length $LT=Te / "dTe /dx#%. When $e is
comparable to LT such as in a conduction zone with a steep
temperature gradient, a flux-limited free-streaming flux "q
= fqFS# is used to model the heat flux. The flux limiter was
either 0.06 "lower heat flux# or 0.1 "higher heat flux# in these
simulations. A higher flux limiter in the model allows more
energy to flow from the critical density to the ablation sur-
face, producing a stronger shock wave compared to a flux
limiter with a lower value. A nonlocal model developed by
Goncharov10 does not require a flux limiter to calculate heat
flux. It solves a simplified Boltzmann equation using the
Krook collision model and calculates heat flux using a con-
volution with the Spitzer heat flux and a delocalization ker-
nel. This nonlocal treatment of the thermal transport includes
time dependence of a reduced heat flux from the Spitzer
model in plasmas with a steep temperature gradient and non-
local preheat due to long-range electrons from the coronal
plasma. Details of the nonlocal electron-transport model are
described in Refs. 10 and 37. The radiation transport is mod-
eled in LILAC with multigroup diffusion using the Los Ala-
mos National Laboratory astrophysical tables38 for the opaci-
ties. The equation of state "EOS# is modeled using the
SESAME tables39 for both CH and Al. The serial numbers of
SESAME EOS used in LILAC for these experiments are 7593
for CH and 3720 for Al.
Figure 2 shows the 1D spatial profiles of the electron
temperature and mass density predicted by LILAC in a drive
foil during shock-wave heating and heat-front penetration






















depthΔE = 2.0 eV
Δt < 100 ps
FIG. 1. A schematic of the Al 1s-2p absorption spectroscopy experiment
showing a point-source Sm backlighter, a plastic drive foil with a buried Al
layer, a Be blast shield, and a Bragg crystal spectrometer coupled to an x-ray
streak camera.
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Figure 10.5 – Vue schématique de l’expérience de Sawada : une cible de CH avec une
couche d’aluminium enterrée est irradiée par des faisceaux laser. La radiographie se fait
via un backlighter en samarium (Sawada et al., 2009).
Les expériences menées par Sawada et al. (2009) quelques années plus tard sur des
échantillons d’aluminium également sur l’installation OMEGA ont abouti à des mesures
de spectres d’aluminium à des températures et densités de l’ordre de 20 eV et 6 g/cm3.
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AVEC UN LASER : UN CHALLENGE
Les intensités laser utilisées étaient de l’ordre de 1014 - 1015 W/cm2.
Cette technique permet donc de comprimer la matière fortement mais ne permet pas d’at-
teindre des conditions de températures proches de celles de l’intérieur solaire (Te > 200 eV).
10.2.2 Chauffage par des impulsions ultra-courtes
L’équipe Hoarty et al. (2010) a mené des expériences d’opacités sur des cibles constituées
d’aluminium, de germanium et de mélange germanium-titane sur l’installation HELEN
OPCPA au Atomic Weapons Establishment (Aldermaston, Angleterre). Les conditions
obtenues sont autour 800 eV ± 100 eV et 1.5 ± 0.5 g/cm3 dans le mélange germanium-
titane et autour de 600 eV ± 150 eV et 3 - 4 g/cm3 dans du germanium ou de l’aluminium
pur avec des énergies laser supérieures à 1019 W/cm2.
Cette technique permet d’atteindre des conditions de densité et de température typiques
de l’intérieur solaire mais il est difficile de stabiliser le plasma qui évolue fortement au
cours de la mesure. Des travaux sont actuellement en cours pour réduire les gradients et
atteindre des densités plus hautes, en utilisant des chocs multiples.
Il est également à noter que ce type de chauffage provoque la génération d’électrons
chauds, qui peuvent induire un préchauffage de la cible. Ces électrons peuvent transporter
jusqu’à 30 - 40% de l’énergie incidente (Santos et al., 2008). Plusieurs études et expériences
ont déjà été menées pour déterminer le chauffage dû à ces électrons de haute énergie
(Martinolli et al., 2006; Santos et al., 2007; Morace et al., 2009).
10.2.3 Chauffage par un faisceau de protons
Cette technique permet d’atteindre des températures autour de la vingtaine d’électron-
volts et des densités de l’ordre de la densité du solide. L’équipe de Patel et al. (2003) a
mené une campagne d’expérience en utilisant des cibles d’aluminium de 10 µm d’épais-
seur et une énergie de faisceau de protons de 0.1 - 0.2 J sur environ 1 ps. Les conditions
obtenues sont une température de 23 eV et des densités de l’ordre de la densité du solide.
Pour cette campagne, l’intensité laser utilisée pour la génération du faisceau de protons
est de l’ordre de 5 × 1018 W.cm−2.
Il est à noter qu’en réalité, plusieurs de ces modes de chauffage sont combinés lors des
expériences laser.
10.2.4 Chauffage par le rayonnement X produit par une cavité
C’est le principe de l’attaque indirecte. Le rayonnement du laser est converti en rayon-
nement X, proche de celui d’un corps noir via une cavité (généralement de l’or) au centre
de laquelle est placée la cible (voir figure 10.6). Ce type de chauffage est a priori plus
gourmand en énergie laser car il fait intervenir une conversion d’énergie (et donc un ren-
dement supplémentaire) mais présente l’avantage d’éclairer de façon isotrope la cible.
Ce chauffage à l’aide d’une cavité est utilisé dans l’approche de la fusion par confi-
nement inertiel, consistant à éclairer de façon isotrope via une cavité en or une cible
de deutérium-tritium sphérique de façon à obtenir une densité de l’ordre de la centaine
de grammes par centimètre cube et une température de l’ordre du kilo-électronvolt au
point chaud central. Ce type de chauffage a déjà utilisé pour des mesures d’opacités à
des conditions équivalentes à celles existant dans les enveloppes des β-Céphei (voir la pre-
mière partie de ce manuscrit). Cette attaque indirecte de la cible est également l’approche
développée sur la machine Z.
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Figure 10.6 – Vue d’artiste d’une attaque indirecte sur le NIF : les faisceaux entrent par
deux trous à l’extrémité de la cavité et viennent frapper les parois intérieures de la cavité.
Un rayonnement X de conversion est alors émis.
Le résumé des différentes techniques que nous venons de présenter et les ordres de gran-
deur des températures et densités atteintes avec chacune d’entre elles est réalisé en table
10.1. L’objectif étant de reproduire les conditions de la zone radiative solaire avec une
grande stabilité, il apparaît que les différentes techniques que nous venons de présenter
ne sont pas réellement satisfaisantes. Nous proposons donc une nouvelle approche pour
l’obtention de ces conditions, basée sur une structure appelée Double Front d’Ablation
dont nous allons à présent expliquer la génération et le fonctionnement.
Technique Densité Température
Onde de choc 4 x la densité solide qq 10aines eV
Impulsion ultra-courte qqs g/cm3 qq 100aines eV
Faisceau de protons densité solide qq 10aines eV
Approche indirecte qqs 100aines de g/cm3 1 keV
Table 10.1 – Résumé des températures et densités atteintes avec les différentes techniques
de chauffage
10.3 Le Double Front d’Ablation
Lors de l’irradiation d’un matériau par un laser, un front d’ablation se crée du fait de
l’absorption et de la conversion de l’énergie laser en électrons thermiques comme nous
l’avons vu dans le chapitre 2. Ce processus donne naissance à un premier front d’abla-
tion : le front électronique. Dans le cas de l’irradiation d’un ablateur de Z modéré, les
photons émis par la couronne (hautes températures, faibles densités) sont très nombreux
et plus énergétiques que ceux absorbés au pied de l’onde thermique. Ils ont donc un libre
parcours moyen plus grand et sont absorbés dans les régions plus opaques en amont de
l’onde thermique, créant ainsi un front d’ablation additionnel : le front radiatif (Fujioka
et al., 2004; Drean, V., 2009). La structure obtenue présente ainsi un double front d’abla-
tion, caractéristique à l’origine du nom de la structure.
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Le Double Front d’Ablation (DFA) est basé sur une prédominance des effets radiatifs, due
à une conversion accrue de l’énergie laser en rayons X dans des matériaux de Z modérés
qui ont la particularité de favoriser ce couplage par rapport à des matériaux de Z faibles.























Figure 10.7 – Profils schématiques de température électronique Te, de densité ρ et d’opa-
cité moyenne de Rosseland κR dans un ablateur de SiO2 (Z=10). La densité électronique
est ici notée Ne et la densité critique Nc(définie au chapitre 2) On peut observer diffé-
rentes régions : la couronne (Ne<Nc ; Te autour de 3 keV et ρ ' 0.02 g.cm−3) ; la zone
dite de "conversion" (Te autour de 1 keV et densité faible) ; la zone de ré-émission (Te de
quelques centaines d’eV et ρ ' 1g.cm−3) qui est chauffée par les rayons X ; le choc et le
solide non perturbé en amont. Deux fronts d’ablation apparaissent : l’un dû aux électrons
(front électronique) et l’autre dû aux photons (front radiatif).
Entre les deux fronts d’ablation se développe un plateau (=zone de stabilité temporelle
pour les quantités hydrodynamiques) en densité et température, qui s’étend dans le temps
car les deux fronts d’ablation n’ont pas la même vitesse, principalement parce que le front
radiatif est plus opaque donc plus rapide que le front thermique. Dans le cas de l’alumi-
nium, Drean et al. (2010) ont montré que la largeur du plateau suivait la loi temporelle
suivante :
δxP = VP (t− tmin) (10.1)
où tmin est le temps où apparaît la structure en double front.
Il est à noter que sur ce plateau, les températures sont quasiment identiques
(Te ≈ Ti ≈ T r) et l’ETL est quasiment satisfait.
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La comparaison entre les résultats obtenus avec un matériau de Z faible et un matériau
de Z modéré est présentée sur la figure 10.8. Cette figure montre le résultat de simulations
réalisées avec le code CHIC (voir Annexe C) sur deux couches de matériaux différents
(respectivement du CH (Z=3.5) et du SiO2 (Z=10)), de même épaisseur (10 µm dans les
deux cas), irradiées par la même intensité laser (1 ×1015 W/cm2 avec une durée de pulse
de 2.2 ns). Les profils de température (traits pointillés) et de densité (traits pleins) obte-
nus dans chaque couche sont présentés. Nous pouvons ainsi observer l’impact de la valeur
du numéro atomique du matériau considéré : dans le cas du CH (figure 10.8 à gauche), il
n’existe qu’un seul front, situé au pied de l’onde thermique ; dans le cas du SiO2 (figure
10.8 à droite), le profil de densité est déformé et présente deux fronts d’ablation.
Figure 10.8 – Profils de température et de densité obtenus respectivement dans du CH
[Z=3.5] (à gauche :) et du SiO2 [Z=10] (à droite) dans les mêmes conditions (même
épaisseur, même irradiation laser, coupe au même temps) et représentés avec la même
échelle. En trait continu, la densité est représentée à deux temps : au tout début de
l’irradiation laser en rouge et après quelques centaines de picosecondes en bleu, lorsque la
structure en double front apparaît clairement.
10.4 Mise en évidence expérimentale de la structure
DFA
Les structures en double front ont été observées expérimentalement dans de l’aluminium
(sur l’installation ASTERIX III) dès 1986 sans néanmoins être nommées (Schmalz et al.,
1986). Dernièrement, cette structure a été mise en évidence sur le laser GEKKO XII
(Fujioka et al., 2004) et produite récemment sur le laser OMEGA (Hager et al., 2013).
La campagne réalisée sur GEKKO XII en 2004 avait pour but d’étudier l’instabilité de
Rayleigh-Taylor au front d’ablation pour la fusion par confinement inertiel. Les cibles
utilisées dans cette expérience sont des cibles de polystyrène brominé (CHBr) de 26 µm
d’épaisseur, irradiées par une intensité laser de 1.1 × 1014 W/cm2. L’apparition d’une
structure en double front est observée dans le polystyrène comme l’illustre la figure 10.9
extraite de Fujioka et al. (2004) : cette figure présente une radiographie X (en haut) et un
profil en unité arbitraire le long de la ligne en pointillé blanc indiquée sur la radiographie
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X (en bas).
Figure 10.9 – En haut (a) : Radiographie X. En bas (b) : Profil en unité arbitraire le
long de la ligne en pointillés blanc obtenu par Fujioka et al. (2004) : cible de CHBr de
30 µm d’épaisseur. Ces images font clairement apparaître la structure en double front
(Fujioka et al., 2004).
10.5 Double Front d’Ablation et instabilités
L’instabilité de Rayleigh-Taylor intervient lorsqu’un matériau lourd est poussé en phase
d’accélération par un matériau plus léger (plasma). Cette instabilité intervient notamment
en fusion inertielle et se situe dans ce cas soit au front d’ablation lors de l’accélération
soit à l’interface point-chaud DT lors de la décélération, ce qui peut entrainer un mélange
des milieux et le refroidissement du point chaud (Atzeni and Meyer-Ter-Vehn, 2004). Des
perturbations (pouvant aller jusqu’à la rupture de la coquille) sur la surface d’ablation,
causées par une irradiation laser non-uniforme et/ou des imperfections lors de la concep-
tion de la cible augmentent ainsi de façon exponentielle. La distorsion excessive des fronts
d’ablation à cause de l’instabilité Rayleigh-Taylor peut conduire à une dégradation im-
portante des performances de la capsule.
Cependant, il a été montré que le taux de croissance de cette instabilité pouvait être
stabilisé par l’ablation. Fujioka et al. (2004) ont ainsi montré que lorsqu’un matériau de
Z modéré est irradié par un laser avec une intensité typique en FCI (v 1014 W/cm2), la
structure en DFA est crée et favorise la réduction de l’instabilité de Rayleigh-Taylor au
front d’ablation. En effet, le double front d’ablation permet non seulement d’abaisser la
densité du front d’ablation mais également de diminuer le taux de masse ablatée (Fujioka
et al., 2004).
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10.6 Résumé du chapitre
L’expérience réalisée par Bailey et al. (2015) est la seule ayant permis la mesure d’un
spectre d’élément (du fer) dans des conditions proches de celles de la zone radiative solaire.
Toutefois, son interprétation reste problématique, ce qui encourage de nouveaux travaux
expérimentaux.
Les approches directes classiques semblent peu satisfaisantes pour la génération de condi-
tions thermodynamiques proches de celles de la zone radiative à l’équilibre thermody-
namique local. En effet, lorsque ces conditions sont atteintes, les échantillons d’étude
présentent de très forts gradients, peu propices à des mesures d’opacités. Nous propo-
sons donc une nouvelle approche basée sur l’utilisation de la structure en double front
d’ablation, développée entre autre pour la FCI. Cette structure, liée à une augmentation
des effets radiatifs par l’utilisation d’un ablateur de Z modéré (Z v 10 - 15), présente
deux fronts d’ablation séparés par un plateau de densité et de température. Ce plateau
pourrait permettre une mesure plus précise des opacités car il assure une bonne stabilité
temporelle et spatiale des grandeurs thermodynamiques (densité, température et densité
électronique) par rapport aux autres méthodes de chauffage dans le domaine de tempé-
rature et de densité recherché. Le chapitre suivant sera consacré au développement de




Les simulations d’une expérience de mesure d’opacité
Sommaire
11.1 Conditions de la zone radiative solaire . . . . . . . . . . . . . . . . . . 151
11.2 Structure de cible . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
11.3 Mise en place des simulations . . . . . . . . . . . . . . . . . . . . . . . 154
11.4 Recherche de l’ablateur . . . . . . . . . . . . . . . . . . . . . . . . . . 155
11.5 Simulations 1D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
11.6 Simulations 2D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
11.7 Instabilités hydrodynamiques . . . . . . . . . . . . . . . . . . . . . . . 174
11.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
Comme présenté dans les chapitres précédents, l’héliosismologie permet de sonder l’inté-
rieur des étoiles. Cependant, le dernier modèle standard, incluant la composition Asplund
et al. (2009), est en désaccord avec les profils radiaux héliosismiques et les neutrinos
détectés. Ce désaccord est clairement visible sur le profil de la vitesse du son, qui est
particulièrement sensible à la composition détaillée à travers les coefficients d’opacité. Il
a été montré par exemple qu’une variation d’à peine 1% sur ces coefficients provoquait
une variation de 0.1 % sur la vitesse du son, qui est connue avec une précision de 10−5.
Cette différence entre la vitesse du son observée et celle prédite par le modèle standard
est très importante. Deux hypothèses ont été avancées pour expliquer cette différence :
• le Soleil produirait plus d’énergie qu’il n’en libère à la surface (moins de 5%) et cette
énergie est transformée en mouvements macroscopiques qui existent dans la zone
radiative. De tels effets ne sont pas pris en compte dans le modèle standard qui ne
prend pas en compte les processus dynamiques (Turck-Chièze et al., 2009).
• les calculs de transfert de rayonnement ne seraient pas suffisamment précis et sous-
estimeraient la moyenne de Rosseland ou les processus de migration des espèces
dans la zone radiative via l’accélération radiative.
Une combinaison de ces deux phénomènes est également envisageable. Cette discussion
montre la nécessité de valider les calculs de transfert radiatif pour une grande partie de
la zone radiative solaire.
Ce chapitre expose l’étude menée afin de trouver une plateforme pour la mesure des
opacités dans les conditions de la zone radiative solaire en utilisant la structure présentée
au chapitre précédent.
11.1 Conditions de la zone radiative solaire
La table 11.1 rappelle les conditions typiques de la zone radiative solaire. Reproduire les
conditions de cette zone signifie réussir à obtenir des densités électroniques supérieures à
1023 cm−3 et des températures supérieures à 200 eV.
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Rayon (r/R) T (eV) ρ (g.cm−3) Ne (cm−3) Zmoy Fe Zmoy Si Zmoy O
0.5 340 1.36 8 × 1023 18.71 11.27 7.48
0.6 270 0.5 2.5 × 1023 18.21 11.27 7.48
0.7 200 0.21 1 × 1023 16.66 11.22 7.35
Table 11.1 – Température, densité massique et densité électronique du mélange solaire
à différents rayons solaires (extrait d’un modèle de solaire actuel réalisé avec MESA).
Les ionisations moyennes (notées Zmoy) du fer, du silicium et de l’oxygène, calculées avec
FLYCHK, sont également précisées.
L’objectif est ici de mesurer les opacités spectrales des éléments constitutifs du mélange
solaire. Nous avons vu dans les chapitres précédents que l’hydrogène et l’hélium sont
les principaux constituants du mélange solaire. De ce fait, leur contribution à l’opacité
globale est importante. Toutefois, d’autres contributeurs comme le fer, l’oxygène et le
silicium jouent également un rôle important : l’oxygène contribue ainsi significativement
à l’opacité à la base de la zone convective (40 %).
L’opacité du fer est particulièrement difficile à évaluer : le fer étant partiellement ionisé,
il contribue à la fois aux transitions lié-lié, lié-libre et libre-libre. La figure 11.1 présente
la distribution ionique de l’oxygène, du silicium et du fer aux trois profondeurs que nous
avons évoquées en introduction de ce chapitre.
Nos efforts porteront sur le fer en priorité car il est le contributeur majoritaire à l’opacité
globale dans la quasi totalité de la zone radiative comme nous l’avons vu au chapitre 8.
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Figure 11.1 – Distributions ioniques des principaux contributeurs à l’opacité solaire en
dehors de l’hydrogène et de l’hélium : (a) Oxygène, (b) Silicium, (c) Fer. On note que les
éléments de Z faible à modéré (Z=8,14) sont pratiquement totalement ionisés alors que le
fer, qui possède un Z plus élevé est partiellement ionisé.
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11.2 Structure de cible
Pour atteindre les conditions requises, nous allons exploiter la structure DFA que nous
avons présentée au chapitre précédent. Pour créer cette structure, nous avons donc besoin
d’une première couche d’ablateur de Z modéré, qui va mettre en forme le profil de densité
et de température. Cette couche sera suivie d’une couche du matériau d’intérêt qui est
donc le fer. Pour garantir la détente unidimensionnelle du plasma, une troisième couche
est nécessaire en arrière de l’échantillon. Nous avons développé deux axes de recherche :
• une irradiation dite "simple" où un seul faisceau irradie la cible. Dans ce cas, la
troisième couche est une couche de tampon de plastique (CH), simplement destinée
à limiter l’expansion de l’échantillon (voir figure 11.2).
• une irradiation dite "symétrique" où deux faisceaux opposés irradient la cible en
même temps. Dans ce cas, la troisième couche est une seconde couche d’ablateur,
destinée à créer une structure en double front en face arrière de l’échantillon d’intérêt
(voir figure 11.2).
Simple Symétrique 
Figure 11.2 – Les deux types d’irradiations envisagées. A gauche : Irradiation simple. A
droite : Irradiation symétrique. La couche d’ablateur est en vert, la couche de fer en jaune
et la couche rouge correspond à la couche de tampon dans la configuration irradiation
simple. Les flèches vertes représentent les faisceaux laser arrivant sur la cible.
11.3 Mise en place des simulations
Toutes les simulations hydrodynamiques de ce chapitre ont été réalisées à l’aide du code
CHIC dont une présentation détaillée est fournie en Annexe C. Le transport électronique
est modélisé à l’aide d’une approximation Spitzer-Härm, avec un limiteur de flux de 0.06
(Malone et al., 1975; Delettrez, 1986). La longueur d’onde des faisceaux laser est 0.351
µm, ce qui correspond à la longueur d’onde des faisceaux LMJ ou NIF après conversion
de fréquence. Le rayon de la tache focale est 400 µm. La durée des pulses laser est prise
égale à 2.2 ns, avec une rampe de 0.2 ns en début et fin de pulse, avec des intensités
laser variables (de 1.5 × 1015 W/cm2 à 4 × 1015 W/cm2). Les tables SESAME (Lyon
and Johnson, 1992) sont prises comme équations d’état. Les convergences en nombre de
groupes et en nombre de mailles ont été réalisées. Les opacités utilisées sont les opacités
GOMMES (Tsakiris and Eidmann, 1987).
Des simulations 1D ont été réalisées dans un premier temps pour effectuer un premier
dimensionnement de la cible (choix des matériaux, épaisseur des différentes couches) en
fonction de l’intensité laser. Des simulations 2D ont par la suite été réalisées pour diffé-
rents cas et comparées aux cas 1D.
L’objectif est de mesurer la transmission de la couche de fer. Ce ne sont donc pas les
conditions thermodynamiques en chaque point de l’échantillon qui importent mais les
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conditions moyennes de cet échantillon. Les grandeurs que nous allons observer sont des















la densite´ e´lectronique moyenne (11.3)
avec leur gradients associés. dm est l’élément de masse.
11.4 Recherche de l’ablateur
Pour constituer la structure en double front, il est nécessaire d’avoir un ablateur avec un Z
modéré (Z autour de 15) de façon à avoir suffisamment de photons générés pour la création
du front d’ablation radiatif. J’ai réalisé des simulations avec différents matériaux afin de
déterminer le matériau le plus adapté pour atteindre les conditions thermodynamiques
de la zone radiative solaire. Nous avons choisi d’effectuer nos tests sur des cibles placées
dans la configuration irradiation simple (voir figure 11.2).
Les cibles sont constituées d’une couche d’ablateur de 10 µm d’épaisseur, d’une couche de
fer d’épaisseur 1 µm d’épaisseur et d’une couche de tampon (CH) de 10 µm d’épaisseur.
On irradie les cibles avec la même intensité laser ILaser=1×1015 W/cm2. Les températures,
densités et densités électroniques moyennes obtenues dans l’échantillon de fer avec chaque
ablateur sont présentées sur les figures 11.3 en fonction du temps.
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(a) De gauche à droite et de haut en bas : Plastique (CH), Aluminium, Silice et Titane
(b) De gauche à droite et de haut en bas : Cuivre, Saphir et Silicium
Figure 11.3 – Profils de température (en bleu), de densité (en rouge) et de densité
électronique (en noir) obtenus avec différents types d’ablateurs.
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A titre de comparaison, la première vignette à gauche de la figure 11.3 présente également
les profils obtenus avec une couche de plastique (CH) placée dans les mêmes conditions
que les autres ablateurs. Dans le cas du CH, nous observons le passage du choc (autour de
0.2 ns) puis la détente de l’échantillon. On note qu’avec ce matériau, il n’y a effectivement
pas d’apparition de plateau dans le fer car la structure DFA n’existe pas dans ce cas.
En augmentant le Z du matériau, on voit cette fois, apparaître un plateau dans l’échan-
tillon où les grandeurs thermodynamiques ρ, Te et Ne sont stables sur des durées de l’ordre
plusieurs centaines de picosecondes. Selon le matériau utilisé, il est plus ou moins marqué
et atteint des valeurs de densités et de température variables. Ainsi pour les éléments de
Z modéré, nous observons le passage du choc (entre 0.2 et 0.5 ns suivant le matériau) puis
la détente de l’échantillon, suivie du plateau.
Si le numéro atomique de l’ablateur est élevé (Z > 20) comme c’est le cas du titane et
du cuivre, on observe un préchauffage important de l’échantillon en amont du choc (dû
au fait que les effets radiatifs plus importants) et donc une densité atteinte au cours du
plateau plus faible. L’ensemble des résultats obtenus est résumé dans le tableau 11.2.




SiO2 (quartz) 10 2.27 1.14 153 1.7 × 1023
Al2O3 (saphir) 10 3.95 1.16 140 1.65 × 1023
Al 13 2.7 0.85 155 1.32 × 1023
Si 14 2.33 0.9 155 1.41 × 1023
Ti 22 4.51 0.5 150 0.8 × 1023
Cu 29 8.96 0.25 130 0.44 × 1023
Table 11.2 – Résumé des matériaux considérés pour le choix de l’ablateur de la cible,
avec les résultats obtenus au niveau du plateau de la structure DFA.
Plusieurs matériaux sont alors envisageables : l’aluminium, la silice et le silicium (ces trois
ablateurs ont un Z compris entre 10 et 15). Les ablateurs avec un numéro atomique Z
supérieur à 15-20 (comme le titane) sont à exclure du fait du préchauffage qu’ils induisent.
Les principales structures du fer dans la gamme de température et de densité qui nous
intéresse se trouvent autour de 1 keV comme illustré sur la figure 11.4. Ce sont en effet les
structures se situant au maximum de la pondération de la moyenne de Rosseland et qui
contribuent donc le plus à cette grandeur. Il nous faut donc choisir un ablateur dont le
spectre ne présente pas de structure autour de cette zone. On élimine la silice à cause du
spectre de l’oxygène qui risquerait de venir perturber le spectre du fer. Après examen des
différents spectres, nous avons décidé de retenir le silicium (Figure 11.5). En effet, c’est
l’élément qui permet d’atteindre les plus hautes conditions de densité et de température,
avec une grande stabilité et sur une longue durée par rapport aux autres ablateurs. De
plus, ses principales structures spectrales situées à 2 keV, laissent libre la région d’intérêt
du spectre du fer située entre 500 et 1 500 eV.
Les simulations réalisées utilisent donc un ablateur en silicium, qui permet de générer la
structure en double front d’ablation tout en limitant le préchauffage de l’échantillon. La
suite du chapitre expose mes résultats de simulations.
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0.5 R¯ : 340 eV 8e23 cm
−3
0.6 R¯ : 270 eV 2.5e23 cm
−3
0.7 R¯ : 200 eV 1e23 cm
−3
Figure 11.4 – Spectres d’opacité du fer aux différentes profondeurs solaires présentées
en introduction, calculé avec FLYCHK (Chung et al. (2005) et Annexe 4).




















Figure 11.5 – Spectre d’opacité obtenus avec différents types d’ablateurs : en bleu,




11.5.1 En irradiation simple
L’objectif est ici de déterminer une structure de cible permettant d’atteindre les condi-
tions de température et de densité qui correspondent à l’intérieur radiatif solaire en irra-
diant la cible d’un seul côté.
Pour décrire au mieux les quantités hydrodynamiques, le nombre de mailles dans chaque
couche est ajusté en fonction de l’épaisseur et précisé pour chaque simulation.
11.5.1.1 Cas 1 : Intensité Ilaser=1.5 ×1015 W/cm2
Cette simulation a été réalisée avec une intensité laser correspondant environ à l’intensité
d’un quad LMJ : 1.5 × 1015 W/cm2. La structure de cible est présentée en figure 11.6 :
8 µm de silicium, précédant 0.1 µm de l’échantillon d’intérêt puis 7 µm de tampon de CH.
L’épaisseur de fer a été choisie de façon à pouvoir autoriser une mesure en transmission
tout en étant suffisamment résistante (passage du choc, instabilités). Le maillage utilisé
est le suivant : 30 mailles dans l’échantillon de fer, 200 dans l’épaisseur de silicium et 200
dans l’épaisseur de plastique.
CH 
1.5 x 1015 W/cm2 















200 20 200 Nmaille 
0 x 
Figure 11.6 – Structure de cible cas 1 : une couche de silicium comme ablateur, d’épais-
seur 8 µm comprennant 200 mailles, une couche de fer d’épaisseur 0.1 µm comprenant
30 mailles et une couche de CH d’épaisseur 7 µm comprenant 200 mailles. La cible est
irradiée par un seul faisceau, d’intensité 1.5 × 1015 W/cm2. Les valeurs de densité et de
température données sont les valeurs prises au début de la simulation (t=0).
La simulation est réalisée sur un temps de 3 ns. Le digramme de marche de la cible
présentant l’évolution de chaque maille de la cible est présenté en figure 11.7.
Ce diagramme de marche fait apparaître une mise en vitesse de la cible lors de l’irra-
diation par le faisceau laser : en 1.6 ns, l’échantillon de fer a ainsi reculé de 500 µm.
Nous pouvons également observer que sur les 3 ns de la simulation, le silicium n’est pas
complètement ablaté.
La figure 11.8 présente les profils de densité, de température électronique et de densité
électronique moyens (définies en 11.1, 11.2 et 11.3) obtenus dans le fer. La dispersion
spatiale (gradients spatiaux) dans l’échantillon est obtenue en calculant la variance des
différentes quantités sur l’échantillon. Elle correspond dans chaque cas à l’épaisseur du
trait.
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Figure 11.7 – Diagramme de marche de l’évolution de l’échantillon de fer. Le code couleur
identique à celui de la figure 11.6 : en mauve, l’ablateur de silicium, en cyan, l’échantillon
de fer et en bleu foncé, le tampon de CH.
L’analyse de ces profils permet de suivre l’hydrodynamique de la cible : au début de
l’irradiation, un préchauffage de l’échantillon a lieu (zone verte sur la figure 11.8). Ce pré-
chauffage s’arrête lors du passage du choc, qui comprime fortement la cible et engendre
un petit pic de température (zone bleue sur la figure 11.8). Le choc passé, le front radiatif
arrive et l’échantillon présente des conditions thermodynamiques stables pendant environ
1 ns (correspond au passage du plateau de la structure DFA). Les valeurs obtenues au
niveau du plateau sont les suivantes :
• ρmoy = 0.9 g.cm3 ± 10%
• Temoy = 170 eV ± 5%
• Nemoy = 1.3 × 1023 ± 15%
Les gradients spatiaux sont plus faibles, dû à la faible épaisseur de la couche de fer : autour
de 8% pour les 3 grandeurs observées. A la fin du plateau, le passage du front thermique
engendre une très forte augmentation de la température et une chute importante de la
densité.
Afin d’évaluer la proximité des conditions obtenues aux conditions solaires, j’ai calculé
la distribution ionique du fer dans ces conditions, que j’ai superposée pour comparaison
à celles obtenues dans les trois conditions solaires présentées en table 11.1 . La figure 11.9
résume cette comparaison. Nous pouvons constater que les conditions atteintes ne sont
pas suffisantes pour reproduire l’ionisation du fer dans l’intérieur radiatif solaire.
Dans un second temps, j’ai également calculé la transmission de chacune des couches,
ce qui nous a permis de déterminer approximativement la transmission globale suivant le






Figure 11.8 – Profils temporels de densité, de température et de densité d’électrons
libres dans l’échantillon de fer, moyennés sur la largeur de l’échantillon. L’épaisseur du
trait représente la dispersion dans l’échantillon.










Iν,e Iν,1 Iν,2 Iν,3 Iν,s 
Tν,4 Tν,3 Tν,2 Tν,1 
Tν 
Figure 11.10 – Division de la cible en 4 couches distinctes, supposées homogènes pour
le calcul de la transmission.
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Fe, 340 eV and ne=8e23 cm−3
Fe, 270 eV and ne=2.5e23 cm−3
Fe, 200 eV and ne=1e23 cm−3
Fe, 170 eV and ρ=0.9 g.cm−3
Figure 11.9 – Distribution ionique du fer à 170 eV et 0.9 g/cm3, calculée avec FLYCHK.
La distribution ionique du cas présent est représentée en traits pointillés noir, le code
couleur pour les autres distributions est identique à celui de la figure 11.1.
Pour cela, j’ai divisé la cible en 4 régions que j’ai supposées de température et den-
sité constante : on distingue ainsi la couronne (constituée du silicium ablaté), l’ablateur
(constitué du silicium non ablaté), la couche de fer et l’épaisseur de plastique. La trans-













= Tν,4 × Tν,3 × Tν,2 × Tν,1 (11.4)
Le calcul de la transmission de la cible est présentée sur la figure 11.11 : pour chaque
couche une densité moyenne est prise de façon à calculer la transmission. L’épaisseur de
la couche de plasma est évaluée en utilisant la simulation hydrodynamique précédente et
l’opacité est calculée avec le code FLYCHK aux conditions thermodynamiques moyennes
supposées pour chaque couche.
Figure 11.11 – Transmission attendue, calculée avec FLYCHK.A gauche : la transmission
des différentes couches. A droite :la transmission totale.
Nous pouvons observer sur cette transmission les structures principales du fer autour
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du kilo-électronvolt. La transmission globale (voir figure 11.11) montre que ces structures
ne sont pas perturbées pas les couches périphériques d’ablateur et de tampon. En re-
vanche, nous pouvons observer une saturation de la transmission au niveau de ces mêmes
structures, ce qui pourrait empêcher une éventuelle mesure.
11.5.1.2 Avec des intensités plus fortes
J’ai effectué d’autres simulations avec cette irradiation simple en utilisant des intensités
plus élevées pour nous rapprocher des conditions thermodynamiques solaires. Nous avons
pu constater qu’il était difficile d’atteindre les conditions recherchées. En effet, l’augmen-
tation de la puissance laser nécessite d’augmenter les épaisseurs des différentes couches
pour assurer la résistance de la cible mais également pour assurer la stabilité du plateau.
En effet, une intensité trop forte conduit à une inclinaison du plateau et à une inversion
de la structure pour les temps longs (Drean, V., 2009), déjà légèrement visible sur les
profils de densité et de température du cas 1.
D’autre part, l’approche par irradiation simple occasionne une mise en vitesse importante
de la cible (voir figure 11.7 et 11.12). L’échantillon va ainsi atteindre des vitesses de l’ordre
de 5 × 107 cm.s−1 ce qui va provoquer des instabilités dans la cible et pourrait conduire










Figure 11.12 – Evolution des vitesses le long de l’axe x (défini en figure 11.6) dans chaque
maille de l’échantillon de fer en fonction du temps d’une cible Si/Fe/CH irradiée par une
intensité laser de 4 × 1015 W/cm2. La zone temporelle correspondant au plateau DFA est
délimitée par des pointillés.
Pour nous rapprocher des conditions solaires, il est nécessaire d’augmenter l’énergie ap-
portée à la cible, ce qui est difficile avec une irradiation simple. Ces difficultés nous ont
conduit à envisager une autre méthode d’irradiation : l’irradiation symétrique. Il est à
noter que cette irradiation est possible sur l’installation LMJ-PETAL.
11.5.2 En irradiation symétrique
11.5.2.1 Avec un échantillon de Fer avec ILaser=1.5 × 1015 W/cm2
La cible est dans ce cas constituée de deux couches de silicium de 7 µm (discrétisées en
200 mailles chacune), enserrant une couche de fer de 0.1 µm d’épaisseur (discrétisée en
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30 mailles). Elle est irradiée par deux faisceaux laser symétriques, de même intensité :




















0.2ns  2ns  
ILaser 
t 
1.5 x 1015 W/cm2 
351 nm 
1.5 x 1015 W/cm2 
351 nm 
Figure 11.13 – Structure de cible cas 2 : une couche de silicium comme ablateur, d’épais-
seur 7 µm, une couche de fer d’épaisseur 0.1 µm comprenant 20 mailles et une couche
de Si comme second ablateur d’épaisseur 7 µm comprenant 200 mailles. Les valeurs de
densité et de température données sont les valeurs prises au début de la simulation (t=0).
Le diagramme de marche de la cible, présenté en figure 11.14, montre l’intérêt de l’irradia-
tion symétrique : l’échantillon n’est pas mis en vitesse, ce qui permet d’éviter une première
source d’instabilité dans la cible. La cible se détend de façon totalement symétrique ce
qui va permettre d’avoir des conditions plus homogènes à l’intérieur de l’échantillon.

















Figure 11.14 – Diagramme de la cible. Le code couleur est le même que celui de la figure
11.13 : en mauve, l’ablateur de silicium, en cyan, l’échantillon de fer.
La figure 11.15 présente les profils de densité, de température électronique et de densité
électronique moyens dans l’échantillon de fer en fonction du temps.
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Figure 11.15 – A gauche : Profils de densité, température électronique et densité élec-
tronique moyens obtenus dans la cible spécifiée ci-dessus, avec une irradiation symétrique
de 1.5 × 1015 W/cm2. A droite : Profils de densité, température électronique et densité
électronique moyens obtenus dans la cible spécifiée ci-dessus, avec une irradiation simple
de 3.0 × 1015 W/cm2.
Les valeurs obtenues au niveau du plateau DFA sont dans ce cas :
• ρmoy = 1.35 g.cm−3 ± 7%
• Temoy = 225 eV ± 10%
• Nemoy = 2.25 ×1023 cm−3 ± 10%
La détente symétrique de l’échantillon permet d’avoir des gradients spatiaux faibles dans
l’échantillon (de l’ordre de 5% pour chaque quantité thermodynamique étudiée).
La distribution ionique du fer dans ces conditions est représentée sur la figure 11.16. Elle
est quasiment identique à celle obtenue dans le cas 0.7 R (différence de moins de 1% sur
le Zmoy). La densité d’électrons libres est en revanche un peu plus faible (d’environ 10%)
par rapport aux conditions régnant à cette profondeur du Soleil (1023 cm−3) .
Pour bien montrer l’intérêt de l’irradiation symétrique par rapport à l’irradiation sy-
métrique, j’ai réalisé une comparaison des deux irradiations à partir du cas que je viens
d’exposer. J’ai ainsi utilisé la même cible, irradiée par la même intensité globale (3.0 ×1015
W/cm2) mais répartie respectivement en un seul faisceau pour l’irradiation simple et deux
faisceaux de même intensité de chaque côté de la cible pour l’irradiation symétrique (ce
qui correspond au cas 2).
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Fe, 340 eV and ne=8e23 cm−3
Fe, 270 eV and ne=2.5e23 cm−3
Fe, 200 eV and ne=1e23 cm−3
Fe, 225eV and ρ=1.35 g.cm−3
Figure 11.16 – Distribution ionique du fer à 225 eV et 1.35 g.cm−3 comparées à aux
distributions ioniques du fer à différents rayons solaires, calculées avec FLYCHK.
Les profils de densité, de température électronique et de densité électronique moyens ob-
tenus dans le cas de l’irradiation symétrique ont été exposés en figure 11.15 à gauche et
ceux obtenus dans le cas de l’irradiation simple sont présentés en figure 11.15 à droite. La
comparaison des deux configurations est résumée en table 11.3. Nous pouvons constater
qu’il y a un facteur deux entre la densité atteinte en irradiation simple et celle atteinte
en irradiation symétrique.
Grandeur Simple Symétrique
ρmoy (g.cm−3) 0.7 1.35
Temoy (eV) 205 225
Nemoy (cm−3) 2.3 ×1023 2.25 ×1023
Zmoy 15.88 16.77
Table 11.3 – Comparaison de l’irradiation simple et de l’irradiation symétrique avec la
même intensité résultante sur la cible : dans le cas simple, la cible est irradiée d’un seul
côté avec une intensité laser de 3 × 1015 W/cm2 et dans le cas symétrique, la cible est
irradiée de chaque côté par un faisceau d’intensité 1.5 × 1015 W/cm2.
L’approche symétrique semble donc plus adaptée pour l’atteinte des conditions de la zone
radiative solaire. Le Laser Mégajoule est actuellement dans sa configuration préliminaire :
il se compose de deux quads pouvant fournir chacun une intensité d’environ 1 à 1.5 ×1015
W/cm2. Avec le temps, de plus en plus de quads seront ajoutés, ce qui permettra d’obtenir
de plus grandes intensités sur cible. Dans cette optique, le paragraphe suivant présente
des résultats obtenus avec une irradiation de la cible plus importante.
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11.5.2.2 Sur du Fer avec ILaser=4 × 1015 W/cm2
La cible est cette fois constituée d’un échantillon de fer d’épaisseur 0.1 µm, entouré de
deux couches de fer d’épaisseur 10 µm. Cette cible est irradiée de chaque côté par une
intensité laser de 4 × 1015 W/cm2. Les résultats obtenus avec cette cible sont présentés
en figure 11.17.
Figure 11.17 – Profils de densité, température électronique et de densité électronique
moyens obtenus dans la cible spécifiée ci-dessus, avec une irradiation de 4 × 1015 W/cm2.
Les valeurs obtenues au niveau du plateau sont dans ce cas :
• ρmoy = 2 g.cm−3 ± 10 %
• Temoy = 280 eV ± 3%
• Nemoy = 2.25 × 1023 cm−3 ± 7%
Les gradients spatiaux sont de l’ordre de 5%.
La distribution ionique du fer dans les conditions ci-dessus est présentée sur la figure
11.18. Elle est quasi-identique à celle du fer à 0.6 R (différence d’environ 1% sur l’ioni-
sation moyenne).
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Fe, 340 eV and ne=8e23 cm−3
Fe, 270 eV and ne=2.5e23 cm−3
Fe, 200 eV and ne=1e23 cm−3
Fe, 280 eV and ρ=2 g.cm−3
Figure 11.18 – Distribution ionique du Fer à 280 eV et 2 g/cm3, calculée avec FLYCHK.
Cette dernière simulation permet d’atteindre des conditions très proches de celles qui
existent à 0.6 R. Néanmoins ces résultats sont à prendre avec prudence : ces hauts
régimes d’intensité laser restent mal connus et nous arrivons dans les limites de validité
du code.
11.5.3 Conclusion des simulations 1D
Nous avons montré dans cette partie que la structure DFA est une méthode nouvelle et
originale permettant d’atteindre des conditions thermodynamiques proches de celles de
l’intérieur solaire à l’ETL. Pour cela, nous avons envisagé dans nos simulations différents
cas, utilisant deux types d’irradiations (simple et symétrique). La figure 11.19 place les
différents cas présentés dans le plan (log ρ, log T), superposés au chemin solaire. Nous
pouvons constater qu’avec des intensités équivalentes à celles des premières configura-
tions du LMJ, nous sommes capables d’atteindre des conditions très intéressantes pour
l’astrophysique, qui vont de la base de la zone convective au milieu de la zone radiative
solaire. Ces conditions sont obtenues avec une grande stabilité temporelle et spatiale dans
l’échantillon de fer et proche de l’équilibre thermodynamique local, ce qui est propice à
une mesure d’opacité. Il est cependant à noter que dans les régimes de haute intensité,
l’effet des électrons chauds serait certainement à prendre en compte. D’autre part, dans
nos simulations, l’effet des instabilités n’est pas pris en compte. L’ensemble de ces résultats





Cas 1  
 Irradiation simple 
Cas 2  
 Irradiation symétrique 
1.5 x 1015 W/cm2 
Cas 3 
Irradiation symétrique  
4 x 1015 W/cm2 
Figure 11.19 – Résumé des cas développés : les trois cas présentés sont représentés par
des ronds de couleurs. Les conditions atteintes par l’expérience Z-pinch sont indiquées par
un triangle vert et le chemin solaire est représenté en trait continu bleu.
J’ai également effectué quelques tests sur l’oxygène (en utilisant différents oxydes) et le
silicium (avec un ablateur de titane) qui ont donné des résultats encourageants.
11.6 Simulations 2D
Pour essayer d’évaluer les effets 2D sur les différentes quantités qui nous intéressent, j’ai
mis en oeuvre des simulations 2D, en géométrie 2D axisymétrique. Il est à noter que de
telles simulations sont particulièrement difficiles à réaliser : il s’agit de trouver le bon
maillage, qui permettra une bonne détente de la cible et un bon suivi des quantités hy-
drodynamiques. Une des difficultés est liée à la finesse de l’échantillon, qui doit comporter
un nombre représentatif de mailles pour avoir des conditions hydrodynamiques convergées.
Pour réaliser ces simulations, nous avons mis en place les points suivants :
• réalisation des calculs en maillage adaptatif (ALE - Arbitrary Lagrangian Eulerian),
• ajout, en plus des 3 couches de la cible, d’un milieu fantôme, de densité très faible,
destiné à faciliter la détente de la couronne et ainsi éviter les problèmes de croise-
ment de maillage (le croisement des mailles provoque l’arrêt de la simulation),
• dimension transverse (diamètre) de cible suffisamment grande par rapport à la taille
de la tache focale,
• ajout d’un "fond laser" (d’intensité maximum égale à 1/20 de l’intensité du faisceau
d’irradiation) pour faciliter la détente des matériaux.
La tache focale choisie est une supergaussienne d’ordre 4, de rayon à 1/e 400 µm, de
centre 0 et de maximum 1. Cette tache focale correspond à une tache focale typique
obtenue sur l’installation OMEGA.
Les deux types d’irradiations présentés précédemment sont reprises ici via l’étude de deux
cas :
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• un cas à irradiation simple avec ILaser=1.5 × 1015 W/cm2,
• un cas à irradiation symétrique avec ILaser = 1.5 × 1015 W/cm2.
Les quantités observées sont les mêmes que dans le cas 1D à ceci près que deux moyennes
sont effectuées selon les axes défini en figure 11.21 :
1. une moyenne selon la direction transverse Y,






Figure 11.20 – Cible 2D dans le cas de l’irradiation simple, à t=0 ps. La direction
transverse est notée Y et la direction longitudinale est notée X.














L’équation (11.5a) donne l’expression de la moyenne en densité massique réalisée sur la
hauteur de la cible et l’équation (11.5b) donne l’expression de la masse des supermailles
en X. Enfin, l’équation (11.5c) donne l’expression de la densité moyenne 2D en fonction











L’équation (11.6a) donne l’expression de la moyenne en température électronique réalisée
sur la hauteur de la cible et l’équation (11.6b) donne l’expression de la température
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L’équation (11.7a) donne l’expression de la moyenne en densité électronique réalisée sur
la hauteur de la cible et l’équation (11.7b) donne l’expression de la densité électronique
moyenne 2D en fonction de cette première moyenne et de la masse des supermailles, dé-
finie en (11.5b).
11.6.1 Irradiation simple
Le premier cas étudié est le cas numéro 1 présenté dans la partie simulation 1D. La base
de la cible est celle présentée dans le cas une dimension (voir paragraphe 11.5.1.1) : une
cible constituée de trois couches, respectivement 8 µm de silicium, 0.1 µm de fer et 7 µm
de tampon de CH. La hauteur de la cible est choisie de sorte à faire 2 fois le rayon de la
tache focale, soit 800 µm. Le milieu fantôme est ajouté en amont de l’ablateur : l’épaisseur
de cette couche est très grande par rapport à l’épaisseur des autres couches.
Les différentes caractéristiques de la cible et de l’irradiation laser incidente sont présentées
en figure 11.21.
1.5 x 1015 W/cm2 
351 nm Fe Si 
8 µm 
0.1 µm 
















Nmaille = 29 Ghost 
12 
Figure 11.21 – Cible 2D avec irradiation par un faisceau supergaussien d’ordre 4.
Notons la taille importante du maillage fantôme : il faut en effet avoir le plus grand
domaine possible pour essayer d’avoir les grandeurs les plus réalistes possibles. En effet,
si l’on choisit un domaine trop petit, il risque d’y avoir des soucis de "rebond" de la
couronne sur les bords, ce qui occasionnerait une température surévaluée. La couronne se
détendant énormément lors de l’irradiation par le laser, il est donc nécessaire de prendre
un domaine assez large pour s’affranchir de cette sur-évaluation de la température.
Une moyenne sur 6 mailles est effectuée, ce qui correspond environ à 100 µm (à comparer
à la taille de la tache focale est 400 µm). Les profils de densité, de température électronique
et de densité électronique obtenus sont présentés en figure 11.22 (en rouge) et comparés
aux profils obtenus dans les mêmes conditions en 1D (en bleu).
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(a) Profils en densité (b) Différence entre les deux profils (%)
















































(c) Profils en température (d) Différence entre les deux profils (%)


















































(e) Profils en densité électronique (f) Différence entre les deux profils (%)
Figure 11.22 – A gauche : Profils moyens 2D (en rouge) et 1D (en bleu). A droite :
Différences en %. La dispersion spatiale dans l’échantillon correspond à l’épaisseur du
trait.
Au niveau du plateau, la densité obtenue est environ 0.5 g/cm3 et la température autour
de 140 eV. Si la structure DFA existe toujours, on peut observer néanmoins observer des
fluctuations au niveau du plateau ainsi qu’une réduction de la durée du plateau.
La comparaison avec le cas 1D fait apparaître des écarts en densité et en densité électro-
nique autour de 35% et des écarts d’environ 10% sur la température électronique.
Cette première simulation met en évidence l’importance des effets 2D dans le cas de
l’irradiation simple, qui conduit à une réduction de la densité, de la température et de la
densité électronique obtenues au niveau du plateau. Néanmoins, la stabilité de la structure
ainsi que les faibles gradients observés dans le cas 1D ne sont pas remis en cause.
11.6.2 Irradiation symétrique
Passons maintenant à l’irradiation symétrique. Nous ajoutons cette fois deux milieux
fantômes de part et d’autre de l’échantillon comme illustré sur la figure 11.23.
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1.5 x 1015 W/cm2 
















1.5 x 1015 W/cm2 
351 nm 
Nmaille = 29 
Ghost Ghost 
15 15 
0.2ns  2ns  
ILaser 
t 0.2ns  2ns  
ILaser 
t 
Figure 11.23 – Cible 2D avec irradiation symétrique par deux faisceaux supergaussiens
d’ordre 4.






















































(a) Profils en densité (b) Différence entre les deux profils (%)


















































(c) Profils en température (d) Différence entre les deux profils (%)





















































(e) Profils en densité électronique (f) Différence entre les deux profils (%)
Figure 11.24 – A gauche : Profils moyens 2D (en rouge) et 1D (en bleu). A droite :
Différences en %. La dispersion spatiale dans l’échantillon correspond à l’épaisseur du
trait.
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La figure 11.24 présente la comparaison des résultats 1D avec les résultats 2D. Nous obte-
nons des écarts de l’ordre de 10 - 15 % en moyenne tant au niveau des densités (massique
et électronique) qu’au niveau de la température.
11.6.3 Conclusion des simulations 2D
Les simulations 2D, plus réalistes et bien que présentant des différences avec les simula-
tions 1D par les conditions atteintes lors du plateau du DFA, montrent la stabilité de la
structure et des gradients prédits avec les simulations 1D. Les différences entre 2D et 1D
sont résumées en table 11.4 et montrent que les effets 2D n’empêchent pas l’atteinte de
conditions pertinentes pour l’astrophysique.




Table 11.4 – Résumé des écarts obtenus sur les différentes quantités thermodynamiques
au niveau du plateau entre simulations 1D et simulations 2D.
11.7 Instabilités hydrodynamiques
Dans nos simulations, les trois matériaux se comportent de façon idéale les uns par rap-
port aux autres. Dans la réalité, des instabilités auront lieu tout au long de l’irradiation
de la cible.
Lors de l’irradiation simple, la mise en vitesse de la cible peut provoquer une instabilité
de l’interface qui peut-être extrêmement dangereuse et provoquer la rupture de la feuille
de fer.
Cette mise en vitesse est évitée lors de l’irradiation symétrique. Néanmoins d’autres in-
stabilités apparaissent du fait de la non-uniformité de la cible et/ou de l’irradiation laser.
Même si ces uniformités sont très petites, les instabilités hydrodynamiques se produisant
pendant l’irradiation peuvent les amplifier de façon dramatique.
11.7.1 Instabilité de Richtmyer-Meshkov
Le passage d’un choc à travers une interface non-uniforme amplifie la déformation de
l’interface. Cette instabilité est connue sous le nom de Richtmyer-Meshkov. Son amplitude
dépend linéairement du temps :
h(t) = h0(1 + γt) (11.8)
Le taux de croissance γ dépend de la différence de vitesse ∆v de chaque côté de l’interface
lors du passage du choc et d’un coefficient dit nombre d’Atwood At :
γ = Atk∆v (11.9)
où At = ρ2−ρ1ρ2+ρ1 et k =
2pi
λ
où λ est la longueur d’onde de la perturbation.
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11.7.2 Instabilité de Rayleigh-Taylor
Le principe de l’instabilité de Rayleigh-Raylor a été exposé dans le chapitre précédent.
Nous allons ci nous intéresser au taux de croissance de cette instabilité. Une petite per-
turbation à l’interface croit exponentiellement avec le temps :
h(t) = h0e
γt (11.10)




Dans le cas de la présence d’un front d’ablation, la présence du front d’ablation réduit
la croissance de l’instabilité et le coefficient γ est modifié pour prendre en compte cette
réduction (Takabe et al., 1985) :
γ = 0.9
√
kg − βkvabl (11.12)
où vabl = m˙aρ (où ρ est la densité au front d’ablation et m˙a le taux de masse ablaté) est la
vitesse d’ablation et β une constante numérique de l’ordre de 3, qui dépend des matériaux
impliqués. Une instabilité ablative peut également se produire, à cause des flux de masse
qui traversent les différentes interfaces de la cible. La structure en double front permet
de réduire quelque peu cette instabilité par la présence d’un front radiatif (Fujioka et al.,
2004). Drean, V. (2009) a étudié le taux de croissance de cette instabilité dans le cas de
cible CH et de cible CH dopée au brome (voir figure 11.25) et a montré que l’utilisation
d’un ablateur avec un Z plus élevé (le CH bromé ici) permettait d’abaisser la fréquence
de coupure des perturbations mais également de réduire de façon importante le maximum
du taux de croissance.Application du mode`le quasi-isobare aux cibles ablateur-DT 227











Taux de croissance du CH et du CHBr




Fig. 6.1 – Taux de croissance estime´s avec le mode`le quasi-isobare pour les cibles CHBr
et CH au temps t = 0, 75 ns (phase d’acce´le´ration).
– λ = 30 µm, k = 0, 2 µm−1 −→ γ ∼ 4, 1 ns−1 / 3, 97 ns−1.
Ces valeurs sont en accord. Si nous regardons a` pre´sent les valeurs du taux de croissance
obtenues pour le CHBr pour les meˆmes longueurs d’onde de perturbation, nous obtenons :
– λ = 15 µm, k = 0, 4 µm−1 −→ γ ∼ 0, 54 ns−1,
– λ = 30 µm, k = 0, 2 µm−1 −→ γ ∼ 1, 76 ns−1,
soit une re´duction de 88 % pour λ = 15 µm et de 58 % pour λ = 30 µm du taux de
croissance pour la cible CHBr.
6.4 Application du mode`le quasi-isobare aux cibles
ablateur-DT
6.4.1 Cibles CH-DT et CHBr-DT
A pre´sent, nous allons regarder les cibles composites et estimer le taux de croissance
de l’instabilite´ Rayleigh-Taylor en phase d’acce´le´ration, i.e. lorsque le choc a de´bouche´
dans le DT .
Pour cela, nous utilisons le mode`le quasi-isobare de´crit dans la section 6.1 pour des
temps autour de 4 ns afin que le re´gime d’acce´le´ration soit bien installe´, et une intensite´
laser de IL = 100 TW/cm
2 (FIG. 6.2).
Figure 11.25 – Estimation du taux de croissance via un modèle quasi-isobare pour des
cibles de CH et CH bromée (Drean, V., 2009).
Nous pouvons considérer pour simplifier que le mode avec une longueur d’onde de per-
turbation qui est la plus proche de l’épaisseur de l’échantillon de fer est le plus dangereuse
soit autour de 100 nm dans notre cas. Néanmoins des mesures d’opacités (Sawada et al.,
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2009) ont été réalisées avec succès sur des échantillons de l’ordre du micromètre. Ceci
montre que les instabilités hydrodynamiques ne perturbent pas la mesure sur des échan-
tillons relativement fins.
La figure 11.26 présente l’évolution de la densité de chaque maille de la cible en fonc-
tion du temps dans le cas de l’irradiation simple (cas 1). Cette cartographie nous permet
d’observer le trajet des différentes ondes dans la cible et d’essayer d’évaluer l’impact des
deux instabilités précédentes. A partir de 50 ps, nous pouvons observer un préchauffage
de l’échantillon de fer, se traduisant par une expansion de l’échantillon. Cette expansion
entraine une diminution de la densité de l’échantillon de fer sur 150 ps environ. Autour
de 200 ps, le choc induit par le faisceau laser arrive dans l’échantillon de fer. Du fait de la
détente du fer par le préchauffage radiatif, le choc est complètement transmis du silicium
au fer (pas de choc réfléchi). A cette interface, le nombre d’Atwood est proche de 0 car
la différence de densité du fer et du silicium devient très faible. L’instabilité Richtmyer-
Meshkov sera donc a priori faible. En revanche, ce type d’irradiation provoque une mise
en vitesse de la cible qui engendre une instabilité de type Rayleigh-Taylor. Il est difficile,
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Figure 11.26 – Carte en densité de la cible 1D en irradiation simple.
De la même façon, j’ai réalisé une carte de densité de la cible pour l’irradiation symétrique
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Figure 11.27 – Carte en densité de la cible 1D en irradiation symétrique.
Dans le cas de l’irradiation symétrique, il n’y a pas de mise en vitesse de la cible. Il n’y
aura donc pas de Rayleigh-Taylor a priori.
Il existe d’autres sources d’instabilités que nous n’avons pas évoquées ici mais qu’il sera
nécessaire de prendre en compte lors d’un éventuel travail expérimental : la rugosité de la
cible (travail nécessaire sur les matériaux compte tenu de la finesse des différentes couches
de la cible), irrégularité du faisceau laser...
11.8 Conclusion
Nos différentes simulations montrent qu’avec la structure DFA des conditions pertinentes
pour l’astrophysique peuvent être atteintes. Des simulations CHIC 1D nous ont permis de
déterminer des structures de cibles et des irradiations laser qui permettent d’obtenir au
niveau du plateau DFA des conditions proches de celles de la zone radiative solaire avec
une grande stabilité. Deux types d’irradiations ont été envisagées : l’irradiation simple,
plus simple à mettre en oeuvre expérimentalement, qui montre l’intérêt de la structure
et peut servir de première validation pour une campagne expérimentale et l’irradiation
symétrique, où les gradients sont fortement réduits (tant au niveau temporel qu’au niveau
spatial).
Néanmoins, il est à noter que ces simulations ne prennent pas en compte un certain nombre
d’éléments dont la génération d’électrons chauds, qui est particulièrement difficile à esti-
mer. Des travaux sont actuellement en cours pour modéliser la génération et le transport
de ces particules dans le cas de l’allumage par choc (Colaitis, exp. 2015) et pourraient
être appliqués avec profit à cette étude. D’autre part, il serait également intéressant de
modifier la source d’opacité du code CHIC afin d’observer l’évolution de la structure DFA
(pilotée par les effets radiatifs) avec de nouvelles opacités.
Les simulations 2D, a priori plus réalistes car elles donnent une température de couronne
plus proche de la réalité, font apparaître des écarts dans les conditions thermodynamiques
177
CHAPITRE 11. LES SIMULATIONS D’UNE EXPÉRIENCE DE MESURE
D’OPACITÉ
obtenues au niveau du plateau DFA. Toutefois, elles montrent aussi la robustesse de la
structure. Il serait également nécessaire d’évaluer l’impact des instabilités sur la cible en
réalisant des estimations de l’amplitude des différentes perturbations (Rayleigh-Taylor,
Richtmyer-Meshkov). Des simulations 2D à haute résolution spatiale permettraient d’étu-
dier l’impact de ces instabilités sur l’intégrité de l’échantillon d’intérêt.
L’échantillon d’intérêt dans notre étude est constitué d’un élément pur (fer, oxygène et
silicium). Un prolongement de ce travail serait d’utiliser des échantillons constitués de
mélanges d’éléments présents dans le mélange solaire.
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a b s t r a c t
Stellar seismology reveals some interior properties of thousands of solar-type stars but the solar seismic
sound speed stays puzzling since a decade as it disagrees with the Standard Solar Model (SSM) pre-
diction. One of the explanations of this disagreement may be found in the treatment of the transport of
radiation from the solar core to the surface. As the same framework is used for other stars, it is important
to check precisely the reliability of the interacting cross sections of photons with each species in order to
ensure the energy transport for temperature T > 2e106 K and density r > 0.2 g/cm3. In this paper, we
propose a new technique to reach the domain of temperature and density found in the solar radiative
interior. This technique called the Double Ablation Front (DAF) is based on a high conversion of the laser
energy into X-rays thanks to moderated Z material irradiated by laser intensity between 1.5  1015 W/
cm2 and 4  1015 W/cm2. This high conversion creates, in addition to the electronic front a second
ablation front in the moderated Z material. Between the two fronts there is a plateau of density and
temperature that we exploit to heat a sample of iron or of oxide. The ﬁrst simulations realized with the
hydrodynamic code CHIC show that this technique allows to reach conditions equivalent to half the
radiative zone of the Sun with high stability both in time and space. We examine the possibility to
measure both iron and oxygen absorption spectra.
© 2015 Elsevier B.V. All rights reserved.
1. Introduction
The SSM including the updated photospheric composition [1] in
carbon, oxygen and nitrogen (CNO) disagrees with helioseismic
radial proﬁles and neutrino detections [2e5]. This is particularly
visible on the sound speed proﬁle that is sensitive to the detailed
internal solar composition through the opacity coefﬁcients [6], and
references therein]: Fig. 1 recalls the relative difference between
the squared sound speed coming from seismology and from the
SSM.
This discrepancy between the observed sound speed and the
sound speed predicted by the SSM varies largely greater than the
vertical error bar [3,5]. To explain this difference, three hypotheses,
which could all exist simultaneously, have been advanced [3,7].
One can ﬁrst question the transfer of energy from the center of the
Sun to the surface through the opacity coefﬁcients: the atomic
calculations in plasma conditions could underestimate the
Rosseland mean opacities which directly drives the radiative
transfer. The second idea is to put some doubt on the gravitational
settling which could be underestimated for CNO and heavy ele-
ments due to an incorrect treatment of the radiative acceleration of
elements towards the surface with, as a consequence, incorrect
central abundances. The last hypothesis concerns the energetic
balance equation: the Sun could produce slightly more energy
(<5%) than it liberates at the surface and this additional energy
would be transformed into macroscopic motions existing in the
radiative zone [8], so the energetic balance of the SSM is incomplete
as it does not contain any internal dynamical effects.
Determining the origin of this discrepancy (in the opacity in-
gredients or in some limitation of the solar model) would be an
important step toward a better understanding of the solar interior.
As the two ﬁrst hypotheses put in question the way the radiative
transfer is used and as the third hypothesis could be difﬁcult to
verify except by a very precise neutrino detection, it is important to
test the opacity calculations in details. So, this situation requires an
experimental validation of the radiative transfer calculations at the
conditions of the solar radiative zone (see Table 1 for the solar in-
ternal conditions to be explored).
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2. An experimental challenge
The Sun is principally constituted of hydrogen and heliumwhich
are, in almost the whole Sun completely ionized. However, even
though heavy elements are present only at a few percents in mass
(iron represents only about 103 of the hydrogen contribution in
mass fraction), they contribute signiﬁcantly to the global opacity
[8].
Fig. 2 represents the respective role of the main elements
contributing to the global opacity along the solar radial proﬁle. The
elements heavier than 4He represent only 1.4% in mass fraction but
their contribution to the opacity coefﬁcient is up to 70% at the basis
of the convective zone. The largest contribution of iron and oxygen
in the radiative zone is due to their boundebound contributions.
Iron is never completely ionized in the Sun: even in the center, it
still contributes to opacity with boundebound and bound-free
transitions. Its contribution to the total opacity is around 20e30
% in most of the radiative zone. Oxygen, the third element in
abundance, changes from fully to partly ionized above 0.4 Rʘ and
plays a major role to trigger the convection instability around
0.7 Rʘ. Unfortunately, neither these plasma properties nor the
absorption energy spectra have never been veriﬁed in laboratory.
Several problems have made such measurements difﬁcult. To
properly evaluate the opacity of the considered elements, one has
to reproduce their charge state distribution and the free-electron
density Ne at the targeted conditions. As shown in Table 1, the
free-electron densities in the radiative zone are 1023e1024 cm3.
Then, one needs to determine monochromatic single-element
opacity in well diagnosed plasmas with good uniformity of tem-
perature and density.
Fig. 3 shows the charge state distributions of iron and oxygen at
the conditions of Table 1. As iron is partially ionized, with a great
number of bound electrons, the calculation of its opacity is
challenging.
In the solar radiative zone, the radiation transport is described













where B is the Planck function, T is the temperature and k(n), the
spectral opacity. The shape of the weighting function dB/dT is
represented on Fig. 4 for the same three conditions. This Rosseland
mean ponderation directly determines the spectral range of inter-
est: the maximum is around to hn/kTx 4, it determines the part of
the spectrum which contributes the most to opacity. So, for the
solar conditions of Table 1, the range of interest is principally be-
tween 500 and 2500 eV as previously shown by [13]. This gives
precious information for the qualiﬁcation of diagnostics.
3. State of the art
A ﬁrst experiment was performed at the Z-pinch facility of
Sandia National Laboratory at Te ¼ 156 ± 6 eV and
Ne ¼ 6.9 ± 1.7  1021 cm3 where the transmission of a mixed Mg
and Fe plasma was measured [14]. Recently, the same group per-
formed another experiment with the same principle also on a
mixed Mg and Fe sample and they reached Te ¼ 196 ± 6 eV and
Ne¼ 3.8 ± 0.8 1022 cm3 [15]. These conditions are not so far from
the solar ones but there is a clear discrepancy between experiment
and all the opacity calculations up to now.
Other experiments involving lasers and compared to theoretical
opacities [16e18] were limited to Te < 100 eV and density
r < 102 g/cm3, which is far from solar conditions. To heat material
at Te > 200 eV at relatively high density, there are different methods
with laser beams: with a shock (giving Te of few tens eV and r ~ 3e4
times the solid density, with small gradients) [19], with a thermal
wave (Te ~ few tens eV and density around the solid density, with
high gradients) [19]and ﬁnally with short pulse lasers
(Te ~ 600e800 eV and r > solid density) [20,21]. There is also
another technique, proposed in Ref. [22], using X-rays conversion in
holhraum, which is presently in development. They hope to obtain
Te of some hundreds eV and r around 0.1 the solid density.
We propose in this paper another approach, called the Double
Ablation Front (DAF) to limit the gradients in the foil. This method is
Fig. 1. Relative differences between the squared sound speed coming from seismology
(SoHO) and from the SSM (red). A seismic model has been calculated with the same
equations than SSM but it has been adjusted to respect as properly as possible the
seismic results. Its relative differences with observations are drawn with a black
continuous line, the seismic error bars are shown on that model. Adapted from Ref. [3].
(For interpretation of the references to colour in this ﬁgure legend, the reader is
referred to the web version of this article.)
Table 1
Summary of solar conditions found in Ref. [10] and in MESA solar model [11].
Solar radius (r/Rʘ) T (eV) r (g.cm3) Ne (cm3)
0.5 340 1.36 8  1023
0.6 270 0.50 2.5  1023
0.7 200 0.21 1  1023
Fig. 2. Relative contribution of the most important heavy element to the total Ros-
seland opacity (including H and He) for the internal conditions of the Sun, the
composition of Ref. [1], using OPAL opacities [9]. From Ref. [8].
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promising for measuring iron absorption spectrum in solar condi-
tions. We explain in the next sections the interest of this technique
and show some characteristics of the design that we apply here to
an oxide measurement. This DAF has been experimentally put in
evidence by [23] and extensively studied for fusion by [24,25].
4. CHIC code
We have used the CHIC code (Code d'Hydrodynamique et
d'Implosion du CELIA) [26] for our simulations. This hydrodynamic
code is Lagrangian and dedicated to ICF calculations. It operates in
1D and 2D axially symmetric geometries and includes three-
dimensional ray tracing for laser beam propagation. The laser en-
ergy release is modelled by inverse Bremsstrahlung absorption. The
electronic thermal transport is described in the classical Spit-
zereH€arm approximation, with a ﬂux limitation of 0.06 [27,28]. In
our calculations, the wavelength of the laser beams is set to
0.351 mm corresponding to both LMJ and NIF beams, the diameter
of the spot being 400 mm. The pulse duration is 2.2 ns with a linear
ramp of 0.2 ns at the beginning and at the end of the pulse. The
SESAME table [29] is used for the equation of state and we converge
in number of groups for the treatment of the radiative transport
through the diffusion approximation. In the following simulations,
we did not take into account any magnetic ﬁeld generation nor a
non local conduction.
5. Double Ablation Front
The DAF approach is based on an enhancement of the radiative
effects in the target, due to a high conversion between the laser
energy and X-rays in a moderated Z material.
The laser when deposing its energy near the critical density Nc
strongly heats this region. X-rays are emitted, through several
processes (principally Bremsstrahlung emission (freeefree transi-
tions), emission by electron-ion recombination (bound-free
transitions) and line emission (boundebound transitions), domi-
nant in the case of high Z materials). These X-rays are isotropically
emitted: the radiation propagating toward the target in high-
density region (~solid density) and relatively low temperature
(~hundreds eV) will be highly absorbed because of the high opacity
of this region, creating a radiative ablation front [24,25]. The higher
the atomic number Z is, the more important will be the X-rays
emission (Bremsstrahlung emission proportional to Z3). At the
same time, the electrons also transport the energy through the
target, beyond the critical density. The electronic temperature
decreasing in the denser region, they deposit their energy, creating
a thermal ablation front (see Fig. 5). Between the two fronts, there
is a “plateau” of density which can be exploited as presented in the
following section. Because of the difference of velocities of the two
fronts, this plateau region extends with time, ensuring therefore its
stability for diagnosis during an experiment. The diffusion
approximation is satisfying in this ablation region because of its
high opacity which reduces drastically the photon mean free path.
This hypothesis is no longer valid in the low optical depth region of
the corona but it has already been shown that the diffusion
approximation yields to quantitatively good results [31].
This multi-ablation structure was studied experimentally by
[23] in 2004. They observed the evolution of a DAF structure inside
a CHBr target and showed that this structure leads to the sup-
pression of the RayleigheTaylor instability, because of the larger
ablation velocity and the longer density scale length. This structure
was also produced more recently at the OMEGA laser by [32].
Fig. 3. Charge state distributions of iron (left) and oxygen (right) at 0.5 (…), 0.6 (—) and 0.7 (full line) Rʘ obtained with FLYCHK [12].
Fig. 4. Rosseland mean ponderation at the three different temperatures.
Fig. 5. Schematic proﬁles of electronic temperature Te, density r and opacity kR at a
given time in a layer of moderated Z ablator. One sees different regions: the corona
(Ne < Nc; Te around 3 keV and r ~ 0.02 g/cc); the conversion zone (Te around 1 keV and
low density); the reemission zone (Te of several hundreds eV and r ~ 1 g/cc), heated by
the X-rays [30]; the shock wave and the non-perturbed solid. Two ablation fronts
appear, one due to electrons (electronic front), the other due to photons (radiative
front).
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6. Experimental aspects
We performed simulations on three-layer planar targets with
two different designs: the ﬁrst type is constituted of one layer of
ablator, creating the DAF structure, followed by the sample of in-
terest, tampered by a layer of CH and irradiated by only one laser
beam; the second design is constituted of two layers of ablator,
tampering the sample of interest and attacked symmetrically by
two laser beams (Fig. 6).
The objective is to measure the transmission of X-rays through
the sample that is related to the opacity by:
TðnÞ ¼ ekðnÞrr
where r is the density, k the spectral opacity and r the thickness of
the probed plasma.
We extract from the simulation the mean density rmean, tem-














with their gradients on the plateau and in the iron foil, dm is the
mass element.
7. Measurements of iron absorption spectra
Choice of the ablator. We have investigated different materials to
ﬁnd the best one for heating iron and oxygen at the solar condi-
tions. We performed simulations with the same target design,
modifying only the type of the ablator. We use a laser intensity
Ilaser ¼ 1  1015 W/cm2, irradiating three-layer targets: ablator
(10 mm)/Fe (1 mm)/CH (10 mm) and one follows the evolution of the
mean density, the mean temperature and the mean free electron
density in the sample (see Table 2). We note that high Z ablators
(Z > 20) lead to important radiative effects (high conversion be-
tween the laser energy and the X-rays). Consequently, the sample is
strongly pre-heated and strongly expands. When the shock goes
through the sample, the increase of the density is hence less
important in comparison with a moderated Z ablator. The density
reached during the plateau is then smaller (in the case of titanium
(Z ¼ 22): 0.5 g/cm3; in the case of quartz (Z ¼ 10): 1.14 g/cm3).
To discriminate between the different ablators, the spectra of
the transmitted photons have to be considered. The objective is to
avoid perturbation in the energy range of interest. Fig. 7 shows the
comparison of the opacity of the different materials during the
plateau region in the sample. Silicon is the best adapted ablator as it
does not perturbed the region between 500 and 1500 eV where the
important structures that wewould like to study are present. So the
following simulations use silicon as an ablator.
Irradiation with one beam. For a Si (8 mm)/Fe (0.1 mm)/CH (7 mm)
target, irradiated by a laser intensity of 1.51015 W/cm2, we obtain
0.75 < rmean < 1 g/cm3, 160 < Tmean < 180 eV and
1.1 < Nemean < 1.5  1023 cm3 in the sample on a plateau of 0.7 ns.
The spatial gradients are no more than 8% in the sample.
Irradiation with two beams. In the case of a symmetrical irradi-
ation by two beams of same intensity 1.5  1015 W/cm2 arriving on
a target of Si (7 mm)/Fe (0.1 mm)/Si (7 mm), we got a density of
1.2 < rmean < 1.5 g/cm3, 198 < Temean < 228 eV and between
2.2 < Nemean < 2.50  1023 cm3 with gradients lower than 5% on
0.7 ns in the iron sample (see Fig. 8).
Fig. 9 shows the transmission of the whole target. The choice of
silicon as an ablator is validated as the structure of interest of the
iron spectrum is clearly separated from silicon ones at these tem-
peratures, which would allow a clear measurement. The charge
state distribution at these conditions is pretty close from the solar
one (around 20% differences on the fraction of the relevant ions (Fe
XVI to Fe XIX) with the charge state distribution at 0.7 Rʘ),
providing therefore a meaningful test of opacity calculations at
these conditions.
The two previous simulations were performed with a laser in-
tensity close to the ﬁrst LMJ conﬁguration. In the future or with NIF,
one can expect to reach higher intensities. So a third simulation, a
double irradiationwith a laser intensity of 4 1015 W/cm2 with the
same target as the previous case, has been also computed. The
results of the simulation give between 2.0 and 2.3 g/cm3 in mean
density, between 265 and 290 eV in temperature and between 3.7
and 4.1  1023 cm3 for Nemean. All spatial gradients were under 3%,
due to the huge compression induced by the lasers on each side of
the target. The charge state distribution exhibits around 4% of
Fig. 6. Left: One-side irradiation target, composed of one layer of ablator (green), one
layer of the sample of interest (yellow) and one layer of tamper (red). Right: sym-
metrical irradiation target, composed of two layers of ablators (green) tampering the
sample of interest (yellow). (For interpretation of the references to colour in this ﬁgure
legend, the reader is referred to the web version of this article.)
Table 2
Temperature, density and free electrons density in an iron sample during the plateau
region obtained with different ablators and a laser irradiation of 1  1015 W/cm2.
Ablator Z T (eV) r (g/cm3) Ne (cm3)
Titanium 22 150 0.50 0.6  1023
Copper 29 130 0.25 1  1023
Silicon 14 155 0.90 1.4  1023
Sapphire ~14.8 140 1.16 1.7  1023
Quartz 10 153 1.14 1.6  1023
Aluminium 13 155 0.85 1.3  1023
Fig. 7. Opacity of the considered ablators, in typical conditions of density and tem-
perature of the simulated experiment (at the transmission measurement time).
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difference on the main ion (Fe XVIII) and around 15e20% for the
others with the charge state distribution of iron at 0.6 Rʘ. So, with
even higher intensities, one can expect to reach higher tempera-
tures and densities, with very high stability in space and time in the
sample and then might reproduce conditions corresponding to the
middle of the radiative zone.
8. Measurements of oxygen absorption spectra
Oxygen is a particularly interesting element to study for solar
application. Measuring the opacity of pure oxygen is really
complicated at these conditions of high density and temperature:
one could use a gas but then the reached density would not be high
enough. That's why we propose to use oxides. We have performed
simulations with the same design as the one used for iron, with
hematite as a sample (Fe2O3): Si (7 mm)/Fe2O3 (0.1 mm)/Si (7 mm).
We obtained between 0.87 and 1.08 g/cm3 in mean density, be-
tween 211 and 242 eV for the mean temperature and between 1.95
and 2.3  1023 cm3 for the free electron density (see Fig. 10). The
transmission of oxygen, iron and silicon at these conditions is
represented on Fig. 11. We are presently studying the relation be-
tween the transmission of oxygen and iron and the transmission of
Fe2O3.
We are also performing simulations on other types of oxides to
optimize the oxygen opacity measurement.
9. Conclusion
Discrepancies between the seismic observations and the pre-
diction of the solar standard model requires an experimental vali-
dation of opacity calculations. The DAF approach creates conditions
equivalent in charge state distribution and free electron density to
the conditions of the radiative zone (Te around 200e300 eV and
Ne ~ few 1023 cm3), with high stability of the density and the
temperature both in time and space (gradients smaller than 10%),
convenient for LTE measurements and to check the opacity
Fig. 8. Mean density, temperature and free electron density proﬁles obtained with a symmetrical laser irradiation of intensity 1.5  1015 W/cm2 on Si (7 mm)/Fe (0.1 mm)/Si (7 mm).
Fig. 9. Transmission of iron and silicon at the measurement time obtained with a
symmetrical laser irradiation of intensity 1.5  1015 W/cm2 on the Si (7 mm)/Fe
(0.1 mm)/Si (7 mm) target.
Fig. 10. Mean density, temperature and free electron density proﬁles obtained with a symmetrical laser irradiation of intensity 1.5  1015 W/cm2 on Si (7 mm)/Fe2O3 (0.1 mm)/Si
(7 mm).
Fig. 11. Transmission of oxygen, iron and silicon in the conditions of the plateau ob-
tained with a symmetrical laser irradiation of intensity 1.5  1015 W/cm2 on the Si
(7 mm)/Fe2O3 (0.1 mm)/Si (7 mm) target.
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calculations for speciﬁc elements or mixture. With 1.5  1015 W/
cm2 (corresponding to ﬁrst LMJ-PETAL facility conﬁguration), it is
possible to reach interesting astrophysical conditions with high
stability. With the addition of quads on LMJ-PETAL or with NIF, one
will increase temperature and density to begin to look at plasma
effects.
After the ﬁrst experimental validation of this concept, the check
of the line broadening will require high-resolution spectrometer
for a deﬁnitive validation of the detailed calculations. This workwill
beneﬁt to inertial fusion by limiting instability development in
different experimental studies.
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L’observation des oscillations stellaires grâce à des satellites (SOHO, CoRoT, Kepler et
bientôt Plato) permet aujourd’hui d’extraire des informations sur la structure interne des
étoiles. Ces informations comparées aux prédictions fournies par les codes de structure
stellaire font apparaître des différences significatives qui pourraient être liées à une utili-
sation insuffisamment imprécise du transfert de rayonnement dans les étoiles.
Dans cette thèse, j’ai essayé de comprendre les limitations des tables historiques OP et
OPAL dans le cas de deux types d’étoiles où ces différences sont observées : les β-Céphei
d’une part et le Soleil et les étoiles de type solaire d’autre part. Cette compréhension s’est
faite via deux axes de recherche :
• l’utilisation de nouveaux calculs,
• la mise en place et l’exploitation d’expériences réalisées dans des conditions équiva-
lentes à celles des étoiles étudiées.
En effet, il existe aujourd’hui des lasers qui permettent d’atteindre ces conditions. Pour
rappel, le pic du fer dans les enveloppes des β-Céphei présente une densité de quelques
µg/cm3 et une température de log T ∼ 5.3. L’intérieur radiatif solaire correspond à une
densité de l’ordre ou supérieure à celle du solide et à une température supérieure à 2
millions de degrés Kelvin.
12.1 Le cas des β-Céphei
Les β-Céphei sont des étoiles massives pulsantes dont la période varie entre 2 et 8 heures.
Elles sont particulièrement intéressantes pour l’étude de l’enrichissement du milieu inter-
stellaire car ce sont des progéniteurs de supernova. Leur mécanisme de pulsation est
directement lié à un pic d’opacité des éléments du groupe du fer (principalement dû au
fer mais également le chrome, et nickel) situé autour de log T = 5.3. L’amplitude de ce pic
varie fortement avec les paramètres des étoiles (masse, âge et métallicité) (Le Pennec and
Turck-Chièze, 2014). La connaissance de la composition et de la masse dans la gamme
d’étoiles 8 - 10 M est particulièrement critique car dans ce cas, la moindre imprécision
sur ces paramètres peut conduire à une structure erronée de l’étoile (existence d’une zone
convective ?). Il est aussi particulièrement important de connaître correctement les opaci-
tés des éléments du groupe du fer dans les conditions thermodynamiques correspondant
aux enveloppes de ces étoiles.
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La structure et les modes d’oscillation des β-Céphei étant très sensibles à l’opacité, il est
nécessaire d’avoir une connaissance précise de cette grandeur. La prédiction correcte de la
structure de ces étoiles nécessite également la connaissance fine des différents paramètres
tels que l’âge, la masse et la métallicité.
Dans cet objectif, une expérience a été menée au LULI en 2011 dans des conditions
équivalentes en distribution ionique et en densité électronique : autour de 25 eV et
3.2 × 1020 cm−3. Nous avons exploité cette expérience afin d’obtenir des transmissions du
fer, du nickel et du chrome dans des gammes spectrales correspondant au maximum de
la moyenne de Rosseland à ces températures (60 - 180 eV). Ces transmissions expérimen-
tales ont ensuite été comparées à des calculs théoriques : les calculs OP mais également
de nouveaux calculs (ATOMIC et SCO-RCG). Cette étude a clairement mis en évidence
l’extrapolation des calculs OP pour le chrome et le nickel ainsi que la supériorité des nou-
veaux calculs SCO-RCG et ATOMIC par rapport à OP. En particulier, la comparaison
théorique pour le nickel et le chrome conduit à une apparente surestimation d’OP pour
le chrome et à une sous-estimation pour le nickel. Ces nouveaux calculs ont mis en évi-
dence la capacité de traiter un très grand nombre de transitions en des temps très réduits
(Turck-Chièze et al., 2015).
En revanche, les incertitudes autour des expériences réalisées au LULI ne permettent
pas de choisir de façon indiscutable entre plusieurs approches : semi-relativiste ou rela-
tiviste...même si cette dernière, encore trop coûteuse, semble prometteuse. D’autre part,
le rôle de l’interaction de configuration agissant à relativement basse énergie n’a pu être
mise en évidence par l’expérience sur trois éléments voisins.
Pour être pertinente, une éventuelle nouvelle campagne devrait garantir :
• la qualité des données brutes sur le CCD et une bonne statistique du signal back-
lighter,
• la détermination précise de la loi de dispersion pour définir sans ambiguïté l’énergie
de chaque pixel,
• une faible pollution du signal par les ordres 2 et 3 dus au spectromètre,
• la répétabilité de la mesure.
L’extrapolation des calculs du fer pour le calcul de l’opacité du nickel et du chrome
conduit à une évaluation imprécise de l’opacité de ces éléments dans le cas d’OP. Cette
imprécision, confirmée par de nouveaux calculs et par l’expérience, a conduit à la conduite
de nouveaux calculs dans le cas des trois éléments.
De nouvelles tables, calculées avec le code ATOMIC sont disponibles à la communauté
astrophysique. Un prolongement de cette thèse sera l’application de ces nouveaux calculs
à la prédiction des modes d’oscillation des étoiles. Il sera intéressant de démontrer que
l’excitation des modes est mieux comprise, ce qui permettrait de se consacrer aux pro-
priétés de ces étoiles encore mal connues.
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12.2 Le cas du Soleil et des étoiles de type solaire
L’héliosismologie a mis en évidence des incompréhensions dans la physique solaire, qui
pourraient être expliquées par une connaissance imprécise des transferts de rayonnement
dans l’intérieur solaire. En effet, des différences apparaissent entre observations et pré-
dictions des modèles solaires, visibles notamment sur les profils de vitesse du son et de
densité. Pour expliquer ces écarts, très importants si on considère la barre d’erreur as-
sociée à la sismologie, nous avons examiné dans ce travail de thèse les calculs d’opacités
dans les conditions de la zone radiative solaire via deux axes :
• le développement de nouveaux calculs d’opacité et leurs conséquences sur le modèle
solaire,
• la recherche d’une procédure expérimentale dédiée à la mesure des opacités dans les
conditions de la zone radiative solaire via un chauffage par laser.
Les différences observées entre sismologie et prédiction ont conduit à examiner la perti-
nence des points de grilles des tables d’opacités. En effet, ces grilles ont été établies de
façon à décrire le mieux possible l’opacité pour d’un grand nombre d’astres mais nous
avons pu constater que dans le cas particulier de l’intérieur solaire, le maillage pouvait
être amélioré compte-tenu de la grande variabilité de l’opacité. D’autre part, les tables
historiques ont été réalisées il y a plus de 20 ans et des progrès ont été effectués depuis lors,
tant au niveau du traitement de la physique qu’au niveau de la puissance de calcul dispo-
nible. Cette constatation a donc conduit à la réalisation de nouveaux calculs par l’équipe
de C. Blancard, à l’aide du code OPAS. Le choix du nouveau maillage en température
et en densité, mais également des mélanges chimiques considérés a été piloté directement
par l’astrophysique et ses contraintes de précision. Nous avons exposé dans ce manuscrit
les premières conséquences de ces nouveaux calculs sur le modèle standard solaire via une
prise en compte partielle des nouveaux calculs, sans tenir compte de la grille affinée. Nous
avons pu constater qu’ils permettent une réduction de la différence entre les profils de
vitesse du son et de densité observés et les prédictions du modèle standard même si la
différence observée entre les moyennes de Rosseland OPAS et les moyennes de Rosseland
des tables OP et OPAL est inférieure à 6%. La position de la base de la zone convective
est également affectée et un déplacement de sa position vers l’intérieur solaire est observé
(Le Pennec, M. et al., 2015).
Les premiers résultats obtenus avec les nouveaux calculs OPAS montrent une réduction
de la différence entre les observations et les prédictions.
Le prolongement de ce travail de thèse sera la prise en compte de la totalité des nou-
veaux calculs. La grille plus fine va permettre de limiter les problèmes d’interpolation et
de tenter d’extraire de la région radiative des contraintes sur la composition solaire en
profondeur.
Pour évaluer la pertinence des calculs théoriques et guider d’éventuelles améliorations,
une validation expérimentale est nécessaire. Or, il n’existe à ce jour qu’une seule cam-
pagne d’expérience ayant permis la mesure des opacités aux conditions solaires et la com-
paraison des spectres expérimentaux avec les spectres théoriques obtenus via différents
calculs (SCO-RCG, OPAS et ATOMIC) fait apparaître des écarts encore inexpliqués.
Cette situation encourage la recherche d’une nouvelle méthode pour confirmer ces résul-
tats expérimentaux.
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Dans ce travail de thèse, nous proposons d’utiliser une nouvelle approche basée sur l’uti-
lisation de la structure Double Front d’Ablation (DFA), développée dans le cadre de la
fusion pour l’énergie en attaque directe. Cette structure, qui se crée dans des matériaux
de numéro atomique modéré, présente deux fronts d’ablation séparés par une zone de
stabilité en densité et température. Les différentes simulations que j’ai menées à l’aide du
code CHIC ont montré que cette approche pouvait permettre d’atteindre des conditions
pertinentes pour la zone radiative solaire en utilisant des intensités comprises entre 1.5 et
4 × 1015 W/cm2, qui sont les intensités typiques atteignables par le NIF et prochainement
par l’installation LMJ-PETAL (Le Pennec et al., 2015).
Nos premières simulations encouragent l’utilisation de la structure DFA pour la repro-
duction des conditions thermodynamiques solaires à des conditions proches de l’équilibre
thermodynamique local avec de très faibles gradients.
Il serait nécessaire de pousser plus en avant ces simulations, pour étudier l’effet des diffé-
rentes instabilités sur la cible ainsi que l’influence des électrons chauds. Il serait également
intéressant d’étudier les résultats obtenus avec d’autres sources d’opacités via de nouvelles
simulations et de confirmer par l’expérience les températures et densités obtenues dans
l’échantillon de fer au niveau du plateau de la structure DFA. Une validation expérimen-
tale de l’hydrodynamique de la structure en double front est actuellement envisagée sur
l’installation OMEGA et devrait être réalisée courant 2016.
Figure 12.1 – Premier aperçu du design expérimental envisagé sur OMEGA réalisé avec
R©VisRad (Crédit Jean-Eric Ducret)
12.3 Perspectives à long terme
Les calculs d’opacités sont très complexes et très coûteux à cause de la multiplicité des
interactions possibles des photons avec la matière. Des approximations sont donc faites
pour les calculs qui ne prennent en compte qu’une partie de ces interactions. Il existe
aujourd’hui des calculs de plus en plus complets qui ne montrent cependant pas des dif-
férences considérables avec des calculs restreints. Toutefois, plusieurs approches restent
non exploitées en astrophysique (calculs complètement relativistes, prise en compte de
l’interaction de configuration...) dans la génération de tables parce que trop coûteuses en
temps de calculs. Certains de ces effets ont été estimés dans ce manuscrit. De plus, les
expériences XUV n’ont pas atteints aujourd’hui un degré de maturité suffisant permettant
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de qualifier sans ambiguïté ces calculs.
La connaissance du transfert de rayonnement progresse et les calculs sont de plus en
plus complets. Les différences entre les différents calculs sont également mieux maitrisées.
Il reste à voir si ces calculs vont permettre de comprendre les questionnements sismiques.
Nous avons vu que, dans le cas du Soleil, les choses vont dans le bon sens mais pour
l’ensemble des cas étudiés, la prise en compte de la diffusion n’a pas encore été reprise.
Ces étapes sont indispensables car elles contribuent à une meilleure estimation des para-
mètres globaux des étoiles, mais aussi à une bonne estimation des modes pour les étoiles
massives. L’étape suivante est l’enrichissement des modèles stellaires par l’introduction
de phénomènes dynamiques indispensables à la bonne compréhension des phases finales
de l’évolution stellaire qui restent un objectif déterminant de la physique stellaire, tant
pour la compréhension des phénomènes violents que pour une correcte estimation de l’en-
richissement galactique.
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Les principales notations utilisées dans ce manuscrit sont explicitées ci-dessous.





X Fraction massique en hydrogène
Y Fraction massique en hélium










Γ2 Deuxième exposant adiabatique
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Q Flux de chaleur
Ne Densité d’électrons libres
A.2 Constantes
Les valeurs des constantes utilisées dans ce manuscrit sont données dans la table ci-
dessous dans le système CGS.
Notation Description Valeur
a Constante radiative a = 4σ/c 7.57 × 10−15 erg.cm−3.K−4
c Vitesse de la lumière dans le vide 2.9979 × 1010 cm.s−1
e Charge élémentaire 4.8032 × 10−10 statcoulomb
G Constante gravitationnelle 6.67 × 10−8 dyne.cm2. g−2
h Constante de Planck 6.6261 × 10−27 erg.sec
kB Constante de Boltzmann 1.3807 × 10−16 erg.K−1
me Masse d’un électron 9.1094 × 10−28 g
NA Nombre d’Avogadro 6.02 × 1023 mol−1
σ Constante de Stefan-Boltzmann 5.6704 × 10−5 erg. cm−2 s−1 K−4
M Masse solaire 1.9884 × 1033 g (± 2 × 1029 g)
R Rayon solaire 6.95508 × 108 cm (± 2.6 × 106 cm)









exp[hν/kBT ]− 1 (A.1)
avec h la constante de Planck, ν la fréquence de la radiation et kB la constante de Boltz-
mann
A.4 Unités
Nous travaillons dans ce manuscrit avec des températures en électronvolt. Cette énergie
d’un eV est associée à une température de 11604 K et à une longueur d’onde de 12 398
A˚.
A.5 Acronymes
Les acronymes utilisés dans ce manuscrit sont listés par ordre alphabétique et explicités
ci-dessous.
A.5.1 Plasma
CELIA : Centre Laser Intenses et Applications
CHIC : Code d’Hydrodynamique et d’Implosion du CELIA
DFA : Double Front d’Ablation
ETL : Equilibre Thermodynamique Local
LMJ : Laser Mégajoule
LLE : Laboratory for Laser Energetics
LLNL : Lawrence Livermore National Laboratory
LULI : Laboratoire d’Utilisation des Lasers Intenses
NIF : National Ignition Facility
PETAL : PETawatt Aquitaine Laser
A.5.2 Codes d’opacité
ATOMIC : Another Theoretical Opacity Modeling Integrated Code
OP : Opacity Project
OPAL : OPacity At Livermore
SCO-RCG : Superconfiguration Code for Opacity - routine du code Cowan (Los Alamos)
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Code d’évolution stellaire MESA
MESA (Modules for Experiment in Stellar Astrophysics) (Paxton et al., 2011, 2013, 2015)
est un code d’évolution stellaire open source 1D. Chacun de ses modules gère un aspect
physique (opacité, équation d’état...) ou numérique (interpolation 1D ou 2D, opération
matricielle...) et peut être indépendamment utilisé par d’autres codes (voir Table B.1).
B.1 Méthodes numériques
MESA est un code 1D c’est à dire qu’il suppose la symétrie sphérique et utilise seulement
une coordonnée.
B.1.1 Dépendance temporelle





tk+1 − tk (B.1)
Le pas de temps est ajusté de façon à décrire au mieux l’évolution de l’étoile tout en
gardant des temps de simulation raisonnables. La sélection du pas de temps est donc
un processus complexe car différentes échelles de temps interviennent dans les étoiles
(nucléaires, changement de masse...).
B.1.2 Discrétisation des équations de structure stellaire
Pour pouvoir résoudre les équations différentielles de structure stellaire, on les discrétise
en adoptant un schéma aux différences finies (Paxton et al., 2011). Au début de chaque
pas de temps, MESA discrétise la structure stellaire c’est à dire qu’il définit une grille
de points définissant des limites de cellule, et évalue les différences finies entre les points
adjacents au lieu des dérivées. Les quantités extensives (r, L, m...) sont définies sur la
bordure extérieure de la cellule et les quantités intensives (T , ρ, P ...) sont des moyennes
en masse sur l’ensemble de la cellule.
La densité d’une cellule k est déterminée en utilisant une méthode des volumes finis sur





où rk est le rayon. Dans le cas de la cellule la plus interne, rk+1 est bien sûr remplacé par
les conditions aux limites (typiquement 0).
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Nom Type Fonction
alert Utilitaire Gestionnaire d’erreur
atm Microphysique Atmosphère modèle Grey ou nonGrey, tables et intégration
const Utilitaire Constantes numériques et physiques
chem Microphysique Propriétés des éléments et des isotopes
diffusion Macrophysique Diffusion gravitationnelle et diffusionchimique et thermique
eos Microphysique Equations d’état
interp 1d Numérique Routine d’interpolation 1D
interp 2d Numérique Routine d’interpolation 2D
ionization Microphysique Charge ionique moyenne pourdiffusion
jina Macrophysique Taux de réactions nucléaires
kap Microphysique Opacités
karo Microphysique
Tables d’opacité alternatives pour les
basses températures, pour des
matériaux avec C et N augmentés.
mlt Macrophysique Théorie de la longueur moyenne demélange
mtx Numérique Solvers matricielle d’algère linéaire
net Macrophysique Grilles de réactions nucléaires
neu Microphysique Taux de neutrinos thermiques
num Numérique Solvers pour équations différentiellesordinaires et algébriques
package
template Utilitaire
Template pour créer un nouveau
module MESA
rates Microphysique Taux de réaction nucléaire
screen Microphysique Ecrantage
star Evolution Evolution stellaire 1D
utils Utility Divers
weaklib Microphysiques Taux pour les réactions nucléairesfaibles
Table B.1 – Liste des modules MESA (Paxton et al., 2011). Il faut ajouter à cette liste,






mk1, rk1, Lk1, vk1, ...face k-1




Fi,k ,dmk Pk, Tk, uT, kface k
mk+1, rk+1, Lk+1, vk+1, k+1, Fi,k+1, ...face k+1
dmk1 k1, Tk1, Xi,k1, Pk1, ...cell k-1
dmk k, Tk, Xi,k, Pk, uad,k εnuc,k εgrav,kcell k
Fig. 9.— Schematic of some cell and face variables for MESA star.
Each cell has some variables that are mass-averaged and others that are defined at
the outer face, as shown in Figure 9. This way of defining the variables is a consequence
of the finite volume, flux conservation formulation of the equations and improves stability
and e ciency (Sugimoto et al. 1981). The inner boundary of the innermost cell is usually
the center of the star and, therefore, has radius, luminosity, and velocity equal to zero.
Nonzero center values can be used for applications that remove the underlying star (e.g., the
envelope of a neutron star), in which case the user must define the values of Mc and Lc at
the inner radius Rc. The cell mass-averaged variables are density ⇢k, temperature Tk, and
mass fraction vector Xi,k. The boundary variables are mass interior to the face mk, radius
rk, luminosity Lk, and velocity vk. In addition to these basic variables, composite variables
are calculated for every cell and face, such as ✏nuc, ,  k, and Fk (see Table 1 for variable
definitions). All variables are evaluated at time t+   t unless otherwise specified.
Figure B.1 – Schéma de quelques cellules avec la discrétisation de MESA : la densité
ρk, la température Tk et la fraction de masse de chaque élément i Xi,k sont moyennées en
masse sur la cellule. Les variables d’interface sont la coordonnées en massemk, le rayon rk,
la luminosité Lk et la vitesse vk. Des variables supplémentaires comme le taux d’énergie
nucléaire nuc, l’opacité κ, le coefficient de diffusion Lagrangien σk et le flux de masse Fk
sont calculées pour chaque cel ule et chaque face (P xt n et al., 2011).





















où ¯dmk= 0.5 (dmk−1+dmk) et ak est l’accélération Lagrangienne à la face k (elle est égale
à 0 si l’option hydrodynamique n’est pas utilisée).
De la même façon, le gradient de température s’exprime :












où ∇T,k = d logTd logP à la face k, T¯k =Tk−1dmk+Tkdmk−1dmk+dmk−1 est la température interpolée à la
face k et P¯k =
Pk−1dmk+Pkdmk−1
dmk+dmk−1
. Pour améliorer la stabilité numérique, l’équation (B.3) est
normalisée par P¯k et l’équation (B.4) par T¯k.
Les conditions aux limites sont calculées en considérant la première cellule. La différence
en pression et température entre la surface et le centre de la première cellule est déduite










Les conditions aux limites sont alors :
log T1 = log(Ts + dTs) (B.7)
log P1 = log(Ps + dPs) (B.8)
La conservation de l’énergie est traduite par la discrétisation suivante :
Lk − Lk+1 = dmk (nuc − ν,thermal + grav) (B.9)
où nuc est le taux de génération d’énergie spécifique total pour les réactions nucléaires
moins le taux de réaction dû aux pertes par les neutrinos, ν,thermal est le taux de perte
par les neutrinos. Le terme grav est le taux de changement de l’énergie gravitationnelle,
dû aux contractions et expansions de l’étoile. Pour des raisons de stabilité numérique,
l’équation (B.9) est normalisée par un facteur d’échelle qui est typiquement la luminosité
de surface du modèle précédent.
Pour terminer, l’équation régissant l’évolution de la fraction de masse Xi,k d’une espèce
i dans la cellule k est la suivante :









est la taux de changement des réactions nucléaires et δt le pas de temps. Fi,k est
le flux de masse d’espèce i passant à travers la face k :
Fi,k = (Xi,j −Xi,k−1) σk¯dmk
(B.11)
où σk est le coefficient de diffusion Lagrangien.
Les taux de réactions nucléaires utilisés sont les taux NACRE (Angulo et al., 1999). Les
équations d’état utilisées sont les équations d’état OPAL (Rogers et al., 1996). Toutes les
constantes proviennent de Mohr et al. (2012) et de Bahcall et al. (2005) pour les grandeurs
solaires. La convection est traitée via l’approximation de la longueur de mélange (théorie
MLT) (Böhm-Vitense, 1958).
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OPAL,	  étendu	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OPAL	  ou	  OP	  
étendu	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  2005	  
EOS	  
NACRE	  
(Angulo	  et	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  et	  Giuli	  (1968)	  
Traitement	  diﬀusif	  
Diﬀusion	  
Thoul	  et	  al.	  1994	  
star 




Les opacités sont extraites des tables de Ferguson et al. (2005) pour 2.7 ≤ log T ≤ 4.5
et d’OPAL (Iglesias and Rogers, 1996) pour le domaine 3.75 ≤ log T ≤ 8.7. Les tables
OPAL peuvent être remplacées par les tables OP (Seaton, 2005). L’opacité étant dominée
par la diffusion Compton au-delà de log T = 8.7, elle est calculée via les équations de
Buchler and Yueh (1976), jusqu’à une densité de 106 g.cm−3. Il est à noter que les tables
utilisées dans MESA sont interpolées en log T et log R en utilisant des splines bicubiques :
le code utilise ainsi des tables avec un maillage plus fin que celui présenté par les deux
sources d’opacités OP et OPAL. La figure B.3 représente le maillage des tables OPAL
superposé au chemin thermodynamiques de divers étoiles et la figure B.4 représente la
grille des tables mises en forme et utilisées par MESA.
Figure B.3 – Chemins thermodynamiques de différents objets stellaires superposés à la
grille OPAL.
Lorsque deux sources d’opacités sont disponibles pour l’évaluation de cette quantité, une
moyenne pondérée des deux à log R fixé est réalisée pour obtenir l’opacité résultante.
Les températures de frontières de la zone de superposition log TU et log TL sont défi-
nies dans l’espace des températures. L’interpolation est réalisée en posant F = (log T −
log TL)/(log TU − log TL) et S = (1− cos(Fpi))/2 :
log κ = S log κU(R, T ) + (1− S) log κL(R, T ) (B.12)
A haute température, nous avons, pour la superposition Compton/OPAL (ou OP) log TU
= 8.7 et log TL = 8.2 et à basse température, pour la superposition Fergusson/OPAL (ou
OP) log TU = 4.75 et log TL = 3.75.
L’interpolation en (X,Z) peut être réalisée, selon le choix de l’utilisateur, par des inter-
polations linéaires ou par des splines bicubiques.
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Figure B.4 – Chemins thermodynamiques de différents objets stellaires superposés à la
grille OPAL, interpolée par MESA.
B.3 Diffusion
La diffusion des éléments est traitée par résolution des équations de Burger en utilisant
la méthode de Thoul et al. (1994). Les différents éléments pris en compte dans le modèle
stellaire sont considérés comme appartenant à des classes, définies en terme d’intervalle
de masse atomique. Pour chaque classe, l’utilisateur spécifie un élément représentatif et
tous les membres de la même classe seront traités de façon identique : leur vitesse de
diffusion est déterminée par l’élément représentatif et l’équation de diffusion est résolue




Toutes les simulations hydrodynamiques radiatives présentées dans ce manuscrit ont été
réalisées avec le code CHIC (Code d’Hydrodynamique et d’Implosion du CELIA) (Breil
and Maire, 2007).
Ce code, développé au laboratoire Centre Lasers Intenses et Applications (CELIA) à Bor-
deaux depuis 2003 pour modéliser et interpréter des expériences laser, est un code hydro-
dynamique Lagrangien 1D et 2D axisymétrique. Dans ce code d’interaction laser-matière,
l’évolution du plasma est décrite par une modélisation fluide, avec deux températures
(ionique et électronique). Le transport de l’énergie électronique est géré par le modèle de
Spitzer-Härm, avec une limitation de flux ou avec un modèle de transport non local (voir
chapitre 2).
L’absorption de l’énergie est modélisée par une absorption Bremsstrahlung inverse. Les
équations d’état sont basées sur les tables SESAME et QEOS, et sur le modèle de Thomas-
Fermi pour l’ionisation. Une approximation de diffusion multigroupe pour le transport ra-
diatif est incluse dans le code. Les différents modules du code sont présentés en figure C.1.
Figure C.1 – Organigramme du code CHIC (Maire et al., 2009).
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Résolution de l’équation du transfert radiatif :
Le transfert radiatif peut être modélisé à différents niveaux. Le choix du niveau dé-
pend de l’aspect de couplage entre rayonnement-matière qui nous intéresse.
La méthode la plus précise et la plus complète : travailler au niveau microscopique
et résoudre l’équation dans son ensemble, grâce à une méthode Monte-Carlo (considérer
un groupe de photons émis avec des directions et fréquences aléatoires. L’opacité du
milieu étudié va piloté directement la distance que ces photons vont parcourir avant d’être
absorbés et ou diffusés aléatoirement). Cette méthode est très coûteuse en temps.
A ce niveau, les équations obtenues le sont sur un large domaine de fréquence. Il
existe ensuite 4 méthodes de résolution de l’équation du transfert radiatif pour la
fréquence :
• Résolution raie par raie : cette méthode donne des résultats extrêmement précis
mais est très couteuse en temps car elle prend en compte des millions de raies . De
puis, elle nécessite des données d’entrées très précises, qui sont difficiles à trouver.
• Résolution par bandes étroites : cette méthode utilise des opacités moyennes dans
chaque bande de fréquence choies. Les résultats obtenues sont précis mais cette
méthode est difficile à utiliser dans des milieux non-homogènes et est aussi encore
très coûteuse en temps de calculs.
• Résolution multigroupes : cette méthode est utilisée dans CHIC et utilise des bandes
de fréquences plus larges (=groupes) où les opacités sont considérés constantes.
L’équation de transfert radiatif est ensuite résolue sur chaque groupe ; la distribution
angulaire dans chaque groupe est définie par une direction. Le nombre d’inconnues
est alors raisonnable, ce qui réduit le temps de calcul. Ce traitement est raisonnable
lorsque le couplage entre rayonnement et matière et différent selon la fréquence des
photons.
• Modèles globaux : le spectre de fréquence est alors approché par une fonction
de Planck, avec une température Tr. Les équations sont moyennées sur cette
distribution.
Dans les résultats que nous présentons dans ce manuscrit, la génération de champ magné-
tique et le transport non-local n’ont pas été utilisés et la limitation de flux a été choisie
à 0.06.
Les équations de bases utilisées dans CHIC sont les équations de l’hydrodynamique radia-
tive écrites sous forme Lagrangienne. La formulation Lagrangienne est particulièrement
bien adaptée aux écoulements rencontrés en FCI : les mailles bougent avec le fluide, la
résolution du choc est accrue, il n’y a pas de flux de masse entre les mailles, les sur-
faces libres sont traitées naturellement. Par contre, pour de trop grandes déformations du
maillage (cisaillement..) , il y a un défaut de robustesse du traitement qui nécessite alors
l’usage d’une stratégie ALE (Arbitrary Lagrangian Eulerian) afin de reconstruire locale-
ment le maillage. L’approche ALE combine une phase Lagrangienne, suivie d’une phase
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de régularisation permettant de restaurer la qualité géométrique du maillage Lagrangien.
Cette étape est suivie d’une phase d’interpolation conservative des variables physiques de
la grille Lagrangienne vers la grille régularisée.
C.1 Modèle physique
Le modèle physique utilisé est un modèle hydrodynamique Lagrange bi-température

















−∇ · (λe∇Te) =



















β · ∇Te − c
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σ · ∇ ×B
]
(C.5)
où Pe est la pression électronique Pi la pression ionique. Les énergies spécifiques sont
notées e (électronique) et i (ionique). La pression est donnée par l’équation d’état
P ≡ P (ρ, ) où  = E − 1
2
~V .~V . Dans l’équation C.3, λe est la conductivité tensorielle
(Spitzer-Härm et Braginskii). Dans l’équation C.3 et l’équation C.4, les termes énergé-
tiques sont notés Wlas pour l’énergie laser, Wrad pour l’énergie radiative et We,ifus pour
l’énergie de fusion (électronique et ionique).Qnle est le flux de chaleur non local. La dernière
équation C.5 permet de traiter le champ magnétique (non utilisé dans nos simulations) :
β est le tenseur thermoélectrique et σ est la résistivité tensorielle. La pression magnétique
et les effets Joule sont négligés.
C.2 Opacités GOMMES
Les opacités sont basées sur les tables GOMMES (Tsakiris and Eidmann, 1987). Nous
présentons dans cette partie, une comparaison de ces opacités avec les opacités OP dans les
conditions explorées dans ce manuscrit. Les opacités moyennes de Rosseland GOMMES
présentées sur les courbes suivantes prennent en compte la mise en groupe que nous avons
choisie pour nos simulations.
C.2.1 Le fer
La table C.1 présente une comparaison des opacités moyennes de Rosseland du fer dans
des conditions proches de celles qui existent dans l’échantillon de fer lors du chauffage
de celui-ci (entre le passage du choc et l’établissement du plateau, voir chapitre 11). Les
points de comparaisons choisis correspondent à des points de grille OP.
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Température (eV) Densité électronique (cm−3) κR GOMMES κR OP
48.46 1023 10 383 9 295
61.01 1023 5800 4 951
76.80 1023 3016 2 784
108 1023 1177 1733
Table C.1 – Comparaison des opacités moyennes de Rosseland obtenues pour le fer avec
GOMMES et OP sur divers points de la grille OP. Les opacités moyennes sont exprimées
en cm2/g.
Nous pouvons noter un bon accord à basse température (autour de 15%). Néanmoins,
l’accord devient moins bon lorsque la température augmente (voir le cas 108 eV) mais
la structure en double front est déjà établie lorsque ces conditions sont atteintes. Cette
comparaison confirme la pertinence de notre mise en groupe.
C.2.2 Le silicium
Nous avons également effectué des comparaisons des opacités moyennes de Rosseland
dans le cas du silicium, que nous avons utilisé comme ablateur dans nos cibles (voir
chapitre 11). Les résultats de cette comparaison sont présentés en table C.2 pour quelques
points de grille OP.
Température (eV) Densité électronique (cm−3) κR GOMMES κR OP
76.80 1023 4892 6574
108.49 1023 1937 1975
136.58 1023 727 729
171.95 1023 727 729
216 1023 71 109
Table C.2 – Comparaison des opacités moyennes de Rosseland obtenues pour le silicium
avec GOMMES et OP sur divers points de la grille OP. Les opacités moyennes sont
exprimées en cm2/g.
La comparaison des opacités moyennes de Rossland donne également de bons résultats
dans les conditions correspondant à l’établissement du double front. L’accord diminue
avec la température.
Les comparaisons effectuées montrent que dans les conditions où les opacités sont cruciales
pour l’établissement de la structure en double front, les opacités GOMMES (avec notre
mise en groupe) et les opacités OP sont en bon accord.
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