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YANG-MILLS HEAT FLOW ON GAUGED HOLOMORPHIC
MAPS
SUSHMITA VENUGOPALAN
Abstract. We study the gradient flow lines of a Yang-Mills-type functional on
a space of gauged holomorphic maps. These maps are defined on a principal
K-bundle on a Riemann surface, possibly with boundary, where K is a compact
connected Lie group. The target space of the gauged holomorphic maps is a
compact Ka¨hler Hamiltonian K-manifold or a symplectic vector space with linear
K-action and a proper moment map. We prove long time existence of the gradient
flow. The flow lines converge to critical points of the functional, modulo sphere
bubbling in X. Symplectic vortices are the zeros of the functional we study.
When the base Riemann surface has non-empty boundary, similar to Donaldson’s
result in [10], we show that there is only a single stratum; that is, any element
of H(P,X) can be complex gauge transformed to a symplectic vortex. This is a
version of Mundet’s Hitchin-Kobayashi result [30] on a surface with boundary.
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1. Introduction
A gauged holomorphic map is a pair consisting of a connection on a principal
bundle and a section of an associated fiber bundle that is holomorphic with respect
to that connection. It is an equivariant generalization of J-holomorphic maps on
symplectic manifolds. Vortices are gauged holomorphic maps that are zeros of a
Yang-Mills-type functional, which we call the vortex functional, and which involves
the curvature of the connection and a term involving the bundle section. Vortices
play an important role in gauged Gromov-Witten theory. This motivates us to study
the Morse theory of the vortex functional on the space of gauged holomorphic maps.
The base manifold is a connected Riemann surface with metric, and we study both
the case that this Riemann surface is closed, and the case that it has non-empty
boundary. We show that the gradient flow of the functional exists for all time and
has an infinite time limit. This limit is a vortex in the case the base manifold has
boundary. But when the base manifold is closed, there are multiple Morse strata.
However, if at the starting point of the flow line, the value of the vortex functional
is low enough, then we are guaranteed that the flow converges to a vortex.
Our set-up is an infinite dimensional analog of the abstract setting of Kirwan’s
thesis [25], which we briefly describe. Let K be a compact connected Lie group.
Let (X,ω) be a compact Ka¨hler K-Hamiltonian manifold with a moment map
Φ : X → k∗. Suppose G is a complex reductive group which contains K as a
maximal compact subgroup. Since X is Ka¨hler, the K-action extends to a holomor-
phic G-action. Suppose X has the structure of a polarized projective variety. The
Geometric Invariant Theory (git) quotient is the quotient of the semistable locus
Xss under the G-orbit closure relation. By the Kempf-Ness theorem in [24], the
git quotient coincides with the symplectic quotient Φ−1(0)/K. On the symplectic
side, we consider the gradient flow of the function |Φ|2 under the Ka¨hler metric. By
results in [25], the flow induces a G-invariant stratification of the manifold X. The
stratum to which a point belongs is given by the infinite time limit of its gradient
flow. The largest stratum, corresponding to points that flow to Φ−1(0), is open in
X and coincides with the semistable locus Xss. Further each of the higher Morse
strata can be characterized algebraically. The strata of a point x ∈ X is given by a
one-parameter subgroup of G which is maximally destabilizing for x.
The ideas in the abstract setting of Kirwan have been applied to many infinite
dimensional problems and the Morse theoretic approach has been fruitful. The
work of Atiyah and Bott [2] introduces the above ideas on the space of connections
A on a Hermitian vector bundle over a Riemann surface. On the symplectic side
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there is a Morse stratification coming from the flow of the Yang-Mills functional
A ∋ A 7→ ‖FA‖L2(Σ), which coincides with a holomorphic stratification coming from
the Harder-Narasimhan type of the holomorphic structures on the vector bundle.
The analog of the Kempf-Ness theorem in this case is the Narasimhan-Seshadri
theorem in [31]. This theorem, as re-stated by Donaldson in [8], says that every
stable bundle admits a Yang Mills connection that assumes the minimum value of the
functional. Daskalopoulos [7] proved that the holomorphic and Morse stratifications
agree. R˚ade [34] proved the same result by a different approach. He analytically
proved the existence of gradient flow lines of the Yang-Mills functional and examined
their convergence properties at infinite time. Similar Morse-theoretic ideas have
been applied to the space of holomorphic vector bundles equipped with some extra
data. For example, Wilkin [42] studies the space of Higgs pairs (A,φ), where A
is a connection on a complex vector bundle E over a Riemann surface, and φ is
an E-valued (1, 0)-form such that ∂Aφ = 0. With a standard choice of symplectic
structure, the action of the gauge group has moment map FA + [φ, φ
∗]. The paper
shows that the Morse stratification obtained under the L2 norm of the moment
map corresponds to a holomorphic stratification. Our set-up can be thought of as
a generalization of Higgs-bundles. Instead of a vector bundle E, we consider fiber
bundles whose fibers are Ka¨hler manifolds.
We now describe the set-up of the paper rigorously and state the main results. Let
P → Σ be a principal K-bundle on a compact connected Riemann surface Σ with
metric, and possibly with boundary. The target manifold X is a compact Ka¨hler
Hamiltonian K-manifold described above. A gauged holomorphic map from P to
X is a pair (A, u) consisting of a connection A on the K-bundle P → Σ together
with a holomorphic section of the associated fiber bundle P (X) := (P × X)/K.
The complex structure on P (X) is given by the complex structure on Σ and X and
the connection A. The space of gauged holomorphic maps H(P,X) has a formal
Hamiltonian action of the group of gauge transformations K(P ). The moment map
is given by ∗FA + Φ(u), where FA is the curvature of A. The vortex functional is
the L2-norm square of the moment map:
(1) H(P,X)→ R, (A, u) 7→ ‖∗FA +Φ(u)‖2L2 .
We study the long-time existence and convergence behaviour of the downward gra-
dient flow trajectories of the vortex functional. The gradient flow trajectory starting
at a gauged holomorphic map (A0, u0) is a time-dependent pair (A, u) : [0,∞) 7→
A(P )× Γ(Σ, P (X)) which satisfies the equations
d
dt
A = − ∗ dAFA,u, d
dt
u = −JX(FA,u)u, FA,u|∂Σ = 0,
A(0) = A0, u(0) = u0.
(2)
In the above equations, for a gauged holomorphic map (A, u), FA,u := ∗FA+Φ(u) ∈
Γ(Σ, P (k)), and for a section ξ ∈ Γ(Σ, P (k)), the vector field ξu ∈ Γ(Σ, u∗T vert(P (X)))
is given by ξu(s) := ξ(s)u(s) for all s ∈ Σ. This system of equations is a non-linear
perturbation of the Yang-Mills gradient flow equation, which in turn can be realized
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as a perturbation of the heat equation. So we alternately refer to the solution of (2)
as the heat flow. Our results are as follows.
Theorem 1.1. (Long time existence of gradient flow) Suppose Σ, P , K and X are
as above. The gradient flow equation (2) for the vortex functional has a solution for
all time (At, ut) ∈ C0loc([0,∞),H1×C0). There is a family of gauge transformations
gt ∈ H2(K) so that gt(At, ut) is smooth on [0,∞)×Σ away from the corner {0}×∂Σ.
The flow lines converge to a critical point of the functional, but the convergence
is modulo bubbling in the fibers in P (X).
Theorem 1.2. (Convergence of flow) Suppose the gauged holomorphic map (A0, u0)
satisfies Φ(u0)|∂Σ = 0. Let (At, ut) be the smooth gradient flow (modulo gauge)
starting from the pair (A0, u0) calculated in Theorem 1.1. Then, there exists a
sequence ti → ∞, a sequence of unitary gauge transformations ki ∈ KH3 , a limit
pair (A∞, u∞) ∈ A(P )H2 × Γ(Σ, P (X))C1 and a finite bubbling set Z ⊂ Σ (see
Definition 4.8) such that
(a) ki(Ati)→ A∞ weakly in H2.
(b) If Σ does not have boundary, kiuti Gromov converges to a nodal gauged holo-
morphic map with principal component u∞. In compact subsets of Σ\Z,
kiuti → u∞ in C1.
(c) If Σ has boundary, kiuti → u∞ in C1(Σ) and there is no bubbling.
(d) The limit (A∞, u∞) is a critical point of the functional (1), i.e.
dA∞FA∞,u∞ = 0 and (FA∞,u∞)u∞ = 0.
In part (b) above, (A∞, u∞) is the principal component of the limit. In addition,
there would sphere bubble trees in the fibers P (X)z , for the points z in the bubbling
set Z. A much stronger result can be obtained in the case that Σ has boundary.
Theorem 1.3. (Unique limit when Σ has boundary) Suppose ∂Σ 6= ∅ and p > 2.
(a) The limit (A∞, u∞) computed in Theorem 1.2 is a vortex and lies in the same
complex gauge orbit as the flow line (At, ut).
(b) For a given flow line (At, ut), the limit (A∞, u∞) is unique up to up to gauge
transformations.
Therefore, there is a unique ξ ∈ Γ(Σ, P (k))W 2,p such that ξ|∂Σ = 0 and
eiξ(A0, u0) is a vortex.
Theorem 1.3 implies that there is a single stratum for the flow of the vortex
functional when the base manifold has boundary. This result can be compared to
Donaldson’s result [10] on Yang-Mills gradient flow. On a two-dimensional base
manifold with boundary, it says that any connection can be complex gauge trans-
formed to a flat connection – there is no semi-stability condition involved. But, the
proof is different because in the case of gauged holomorphic maps, our result over-
comes the additional difficulty of ruling out the formation of bubbles in the fibers
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of P (X). If the base manifold Σ is closed there are multiple strata. However, if in
addition, we know that the flow line starts with a low enough value of the vortex
functional, then we can get a similar result to Theorem 1.3.
Theorem 1.4. Let p > 2 and ∂Σ = ∅. Assume that the K-action on Φ−1(0) has
finite stabilizers and the energy of the gauged holomorphic map (A0, u0) is bounded
by c20 vol(Σ), where the constant c0(X) is defined in Section 4.3. Suppose (A∞, u∞)
is the limit of the heat flow trajectory starting at (A0, u0) produced by Theorems 1.1
and 1.2. Then, (A∞, u∞) is a vortex, it is in the complex gauge orbit of (A0, u0)
and it is unique up to gauge transformations. Therefore, there is a unique element
ξ ∈ Γ(Σ, P (k))W 2,p such that eiξ(A0, u0) is a vortex.
The results of Theorems 1.3 and 1.4 are based on the fact that the limit vortex
does not have any infinitesimal stabilizers of the gauge group action. The situation
is similar to the finite dimensional Hamiltonian manifold with the stable=semistable
assumption, which implies that the semistable orbits are closed. Analogously, in our
case, the complex gauge orbits containing the flow line is closed, which lets us prove
that the limit vortex is also contained in that orbit. As a corollary, we then rule out
bubbling.
All the above results continue to hold if the target manifold X is a symplectic
vector space with a linear group action and proper moment map.
Theorem 1.5. Suppose X is a symplectic vector space with linear action of the
group K and a proper moment map. If Σ has boundary we additionally assume that
u0|∂Σ ⊂ Φ−1(0). Then the results in Theorems 1.1–1.4 hold.
Our work has important applications in the study of symplectic vortices. The
earliest literature on vortices considers the case of vector space targets - for example
Jaffe-Taubes [23], Garcia-Prada [16], Bradlow [3] etc. When the target is a general
symplectic manifold, Cieliebak et al. [4] construct a moduli space of vortices on
a compact base manifold in the absence of sphere bubbling. Ott [32] constructed
a compactification of the moduli space that incorporates sphere bubbling. The
phenomenon arising from allowing the base curve to vary is studied by Mundet-
Tian [29]. In the large area limit, vortices are related to J-holomorphic curves in
the symplectic quotient. Then, the gauged Gromov Witten invariants of X are
related to the Gromov-Witten invariants on the symplectic quotient X//G via a
quantum-Kirwan morphism, which was proposed by Gaio-Salamon [15] and defined
in greater generality by Woodward [43]. The quantum-Kirwan morphism is defined
by counting vortices on the complex plane C. A compactification of the space of
vortices on C was constructed by Ziltener [47], [48]. An alternate way of defining
gauged Gromov-Witten theory is via quasimaps in Ciocan-Fontanine-Kim-Maulik
[6]. The symplectic version of quasimaps is given by vortices defined on Riemann
surfaces that have infinite cylindrical ends considered by the author in [39].
An alternate way to study the moduli space of symplectic vortices is via Hitchin-
Kobayashi (HK) correspondences, which establishes a bijection (or homeomorphism,
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in some cases) between vortices and isomorphism classes of semistable gauged maps.
The moduli space of the latter object can be studied from an algebro-geometric point
of view. Such a correspondence was first provided in the case of vortices with vector
space target, as in Jaffe-Taubes, Bradlow. Mundet provided a HK correspondence
for vortices on compact Riemann surfaces. Theorem 1.3 stated above can be seen
as a version of Mundet’s result for a Riemann surface with boundary. In that case,
any gauged holomorphic map (A, u) contains a symplectic vortex in its orbit, that
is unique up to unitary gauge transformations. In fact, the vortex is the limit of the
heat flow trajectory that starts at (A, u). This shows that there is no semistability
conditions when Σ has boundary. In case Σ is closed, Theorem 1.4 provides a
sufficient condition for a gauged holomorphic map to be semistable. This condition
is easier to check than Mundet’s semistability condition. We point out that Ling
Lin [26] has also studied heat flow on closed surfaces and used it to give an alternate
proof of Mundet’s HK correspondence.
The most important application of our results is for proving HK correspondences
for vortices on Riemann surface with infinite volume. In case Σ = C, this is done
in joint work with Woodward [40], and is proved by applying Theorem 1.4 on P1
equipped with a sequence of increasing metrics. This result is crucially used to
define the quantum-Kirwan morphism in [43]. In a similar way, the author has also
obtained a HK correspondence for vortices on curves with infinite cylindrical ends
in [39], resulting in a homeomorphism to the moduli space of quasimaps.
We expect that the boundary result Theorem 1.3 can be used to prove a classifi-
cation result for vortices defined on the complex half plane, analogous to the result
for affine vortices in [40]. Analogous to the closed case, vortices on the half plane
will be required in the definition of an open quantum Kirwan morphism proposed
by Woodward [44]. This morphism would play an important role in open gauged
Gromov-Witten theory which has been studied by Frauenfelder [14], Woodward [44]
and Xu [45], [46]. For the convergence of flow in the case of a base manifold with
boundary, we need an additional hypothesis that the maps ut map the boundary of
the domain ∂Σ to the zero level set of the moment map. This is a natural assump-
tion in open gauged Gromov-Witten theory, where one studies gauged maps (A, u)
on Riemann surfaces with boundary that map the boundary ∂Σ to a K-invariant
Lagrangian L ⊂ Φ−1(0) ⊂ X.
Another application of heat flow in the case of a closed base manifold is to provide
a Morse stratification on the space of gauged holomorphic maps. This goal is not
achieved in this paper, and is a subject of future research.
The proof of the existence of heat flow uses similar techniques as R˚ade [34]. The
main point of difference is that our flow problem involves u which is a map to a
compact Ka¨hler manifold. While solving the flow equations, we assume that u(t)
is in C0, but in the time direction, we assume its regularity is in a Sobolev class.
We have to address some issues in defining such a mixed space. The reason why
it is necessary to have ut in C
0, is because the perturbative lower order terms in
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the parabolic flow equations involve composition of functions, and we need ut ∈ C0
to use the estimates for such cases. Donaldson [9] gives a simpler way of obtaining
flow lines, albeit modulo gauge. But this approach does not work for us because
of the non-linear moment map term. However, after showing the existence of flow,
we adapt the technique in [9] to show that our flow is smooth in time and space
directions modulo gauge.
This paper is organized as follows: Section 2 describes connections,
gauged holomorphic maps etc. Section 3 proves Theorem 1.1 — the long-time
existence of gradient flow and its regularity properties. Section 4 discusses the
convergence behavior of gradient flow trajectories and proves Theorems 1.2, 1.3 and
1.4. The results are extended to the case of vector space target in Section 5. Sections
6 and 7 carefully describe the Sobolev spaces and their properties used in Section 3.
Acknowledgements. This paper arose from my PhD thesis. I am grateful to my
advisor Chris Woodward for his support, encouragement and guidance. I also ac-
knowledge Chennai Mathematical Institute, where I was a post-doctoral Fellow at
the time of writing a revised version of this paper.
2. Preliminaries
2.1. Hamiltonian actions on Ka¨hler manifolds. LetK be a compact connected
Lie group and let (X,ω, J) be a Ka¨hler K-Hamiltonian manifold. This means the
K-action on X preserves the Ka¨hler form ω and the complex structure J . Further,
the action has a moment map Φ : X → k∗ that is equivariant and satisfies ι(ξX)ω =
d〈Φ, ξ〉, ∀ξ ∈ k, where ξX ∈ Vect(X) is given by the infinitesimal action of ξ on
X. Since K is compact, k has an Ad-invariant metric. We fix such a metric and
identify k with k∗ and so the moment map is a map from X to k. The gradient
vector field of the the function 12 |Φ|2 on X with respect to the Ka¨hler metric is
grad |Φ|2(x) = JΦ(x)X . This can be seen as follows. For v ∈ TxX,
1
2
〈grad |Φ|2, v〉g = 〈dΦ(v),Φ〉k = ιΦ(x)Xω(v) = 〈v, JΦ(x)X 〉g,
where g is the Riemannian metric ω(·, J ·) on X.
The complexified Lie group of K, denoted by G, is a complex reductive group
that contains K as a maximal compact subgroup and whose Lie algebra is the
complexification of the Lie algebra of K, i.e. g = k ⊕ ik. A compact Lie group has
a complexification — see Hochs [22], p205. Further, there is a diffeomorphism (see
Helgason [21, VI.1.1])
(3) K × k→ G, (k, s) 7→ keis.
On a Ka¨hler manifold the action of K extends to a unique holomorphic action of G
(see [19]). Since the gradient of 12‖Φ‖2 is JΦ(x)X , the gradient flow preserves the G
orbit, and therefore, the Morse strata of 12‖Φ‖2 are G-invariant.
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Lemma 2.1. A G-orbit in X has at most one K-orbit on which Φ = 0.
Proof. Suppose x ∈ X and g ∈ G are such that Φ(x) = Φ(gx) = 0. By (3), we can
write g = keis, where k ∈ K and s ∈ k. Since Φ−1(0) is K-invariant, we can assume
g = eis. Now, for 0 ≤ t ≤ 1,
d
dt
〈Φ(eitsx), s〉 = 〈sX(eitsx), sX(eitsx)〉 ≥ 0,(4)
which implies that sX(e
itsx) = 0 for all t ∈ [0, 1], and therefore x = eitsx. 
2.2. The space of connections. Let (Σ, jΣ, gΣ) be a Riemann surface with metric
and P → Σ a principal K-bundle over it. A connection A on P is a k-valued 1-form
on P that is K-equivariant and satisfies A(ξP ) = ξ. Here K-equivariance means
that Apk(vk) = Adk−1 Ap(v) for all p ∈ P , v ∈ TpP and k ∈ K. For ξ ∈ k, ξP is
a vector field on P defined as ξP (p) :=
d
dt(p exp(tξ)) for p ∈ P . Let A(P ) denote
the space of all connections. It is an affine space modeled on Ω1(Σ, P (k)), where
P (k) := (P × k)/K is the adjoint bundle. The form dA + 12 [A ∧ A] ∈ Ω2(P, k) is
basic, so it descends to a two-form FA ∈ Ω2(Σ, P (k)), which is the curvature of the
connection A. A gauge transformation is an automorphism of P – it is an equivariant
bundle map P → P . The group of gauge transformations on P is denoted by K(P ).
A gauge transformation can be viewed as a section k : Σ→ P×KK on the associated
bundle P ×K K, where K acts on itself by conjugation. A gauge transformation
k ∈ K(P ) acts on the space of connections by pullback by k−1. The infinitesimal
action of the element ξ ∈ Γ(Σ, P (k)) on a connection A is −dAξ.
On a trivial bundle P = Σ ×K, there is a trivial connection, denoted by d and
the adjoint bundle has a trivialization P (k) ≃ Σ × k. The space A is then equal to
d+Ω1(Σ, k). The formula of curvature is FA = da+
1
2 [a∧a]. A gauge transformation
k : Σ→ K acts on the connection A = d+ a as
(5) k(A) = d+ (dkk−1 +Adk a).
Given aK-manifoldM , there is an associated bundle P (M) := (P×M)/K, which
is a fiber bundle on Σ with fibers diffeomorphic to M . A connection A defines a
covariant derivative dA on the space of sections Γ(Σ, P (M)). On a local trivialization
of P , dA is given by
Γ(Σ, P (M)) ∋ u 7→ dAu := du+ au ∈ Ω1(Σ, u∗T vertP (M)).
At a point z ∈ Σ, au(z) is the infinitesimal action of a(z) at u(z). In the particular
case when M is k with the adjoint K-action, the covariant derivative of a section
ξ ∈ Γ(Σ, k) is dAξ := dξ + [a, ξ].
In the next 2 paragraphs, we show that the space of connections is an infinite-
dimensional Ka¨hler manifold with a formal Hamiltonian action of the group of gauge
transformations. First, we show that a connection determines a holomorphic struc-
ture on associated fiber bundles, through which we get a complex structure on A(P ).
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If M is a complex K-manifold, the associated fiber bundle P (M) has a holomorphic
structure given by the operator ∂A corresponding to a connection A ∈ A(P ), where
∂A : Γ(Σ, P (M))→ Ω0,1(Σ, u∗T vertP (M)), u 7→ (dAu)0,1.
The almost complex structure corresponding to the operator ∂A is indeed a holo-
morphic structure on P (M) because: by the Newlander-Nirenberg theorem, the
condition for the above almost complex structure to be integrable is that ∂
2
A = 0
(see [2] p.555 or [11] Theorem 2.1.53), which is same as saying the (0, 2)-part of
the curvature FA vanishes, but this is vacuously true in our case since the base
manifold is a Riemann surface. In particular, taking M = G on which K acts
by left multiplication, produces a holomorphic G-bundle PC. Let C(P ) denote the
space of holomorphic structures on PC. The above construction yields a map from
A(P ) to C(P ), which we claim is a bijection. Given a holomorphic bundle PC, a
choice of a section σ : Σ → PC/K gives a principal K-bundle P by pullback of
the bundle PC → PC/K, so that P is naturally a submanifold of PC. The inter-
section TP ∩ J(TP ) defines a connection in TP [36]. The correspondence between
connections and holomorphic structures gives an infinitesimal isomorphism
TAA = Ω1(Σ, P (k))→ TCC = Ω0,1(Σ, P (k)), a 7→ a0,1.
The complex structure on C pulls back to a complex structure on A given by JAa =
a ◦ jΣ.
The space of connections A(P ) has a symplectic form on it: for A ∈ A and a,
b ∈ TAA = Ω1(Σ, P (k)), ωA(a, b) :=
∫
Σ〈a ∧ b〉k. The symplectic form is compatible
with the complex structure JA. Let K(P )∂ be the subgroup of K(P ) consisting
of gauge transformations k that are identity on the boundary, i.e. k|∂Σ = Id. The
action of K(P )∂ onA(P ) is formally Hamiltonian and has a moment map A 7→ ∗FA ∈
Γ(Σ, P (k)). We verify the moment map condition: for any a ∈ TAA := Ω1(Σ, P (k))
and ξ ∈ Lie(K(P )∂),
ιξAωA(a) =
∫
Σ
〈−dAξ, a〉 =
∫
Σ
〈∗dAa, ξ〉 = dA〈∗FA, ξ〉(a).
The second equality comes from integration by parts and the fact that ξ|∂Σ = 0.
Observe that the L2-norm square of the moment map is the Yang-Mills functional
A 7→ ‖FA‖2L2(Σ). Analogous to the finite dimensional case in Section 2.1, the gradient
of this functional is
grad(A 7→ ‖FA‖2L2(Σ)) = JA(−dA(∗FA)) = d∗AFA.
The group of complex gauge transformations G(P ) consists of automorphisms of
the associated bundle g : PC → PC, which can be viewed as sections of the bundle
P ×K G, where K acts on G by left multiplication. By the Cartan diffeomorphism
(3), a complex gauge transformation g can be written as keiξ, where k ∈ K(P ) and
ξ ∈ Γ(Σ, P (k)). The group G(P ) acts on the space of holomorphic structures on
PC via pullback. Through the isomorphism A(P ) → C(P ) the action of G(P ) on
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C(P ) pulls back to an action on A(P ). The isomorphism A(P ) → C(P ) is K(P )-
equivariant and so the complexified gauge group action on A(P ) extends the action
of the unitary gauge group K(P ). For any ξ ∈ Γ(Σ, P (k)), the infinitesimal action
of iξ on a connection A is −dAξ ◦ jΣ, which is equal to JA(−dAξ) and can also be
re-written as ∗dAξ.
2.3. Gauged holomorphic maps. The concept of J-holomorphic curves extends
to the equivariant setting by introducing a connection into the picture. A gauged
holomorphic map from P to X is a pair (A, u) consisting of a connection A on P
and a section u : Σ → P (X) that is holomorphic with respect to ∂A. The space
of gauged holomorphic maps from the principal bundle P → Σ to target X is
called H(P,X). The group of complex gauge transformations G(P ) acts on gauged
holomorphic pairs diagonally: g(A, u) = (g(A), gu). We remark that this action
preserves holomorphicity because ∂g(A)(gu) = (g ◦ ∂A ◦ g−1)(gu) = g(∂Au).
Analogous to the space of connections, the action of unitary gauge transformations
on the space of pairs (A, u) in A(P )× Γ(Σ, P (X)) is formally Hamiltonian. We say
‘formal’ because we have not given this space a manifold structure. The symplectic
form is
〈(a1, ξ1), (a2, ξ2)〉 7→
∫
Σ
(a1 ∧ a2 + ωX(ξ1, ξ2)dvolΣ),
where (ai, ξi)∈T(A,u)(A(P )×Γ(P (X)))=Ω1(Σ, P (k))×Γ(Σ, u∗T vertX). The formal
moment map for the K(P )∂-action is
A(P )× Γ(Σ, P (X))→ Γ(Σ, P (k)), (A, u) 7→ FA,u := ∗FA +Φ(u).
Since Φ is K-equivariant, it induces a map P (X)→ P (k), which is also denoted Φ,
so that Φ(u) in the above definition is a section of P (k)→ Σ.
Analogous to the finite-dimensional case and the case of the space of connections
A(P ), we consider the norm square of the moment map (A, u) 7→ ‖FA,u‖2L2(Σ). The
gradient at (A, u) is
J(A,u)(FA,u)A(P )×Γ(P (X)) = (∗dAFA,u, JX(FA,u)u).(6)
This justifies the right hand side of the heat flow equation (2). We recall the notation
that given ξ ∈ Γ(P (k)), ξu ∈ u∗T vertP (X) denotes the action of ξ on the image of
u, i.e. for z ∈ Σ, ξu(z) = ξ(z)u(z). The gradient flow preserves G orbits and so it
preserves H(P,X).
3. Heat flow
3.1. Existence of trajectories on compact target manifold. In this section,
we prove the long-term existence of the gradient flow of the vortex functional, given
by (2), when the target is a compact Ka¨hler Hamiltonian manifold.
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3.1.1. Setting up the system of equations for gradient flow. If t 7→ (At, ut) is a
solution of the system (2), then the time-dependent P (k)-valued 0-form FAt,ut :=
∗FAt +Φ(ut) satisfies
d
dt
FAt,ut = ∗dAt
(
d
dt
At
)
+ u∗t dΦ
(
d
dt
ut
)
= −d∗AtdAtFAt,ut + u∗t dΦ(−J(FAt,ut)ut),
where d∗At := − ∗ dAt∗ is the formal adjoint of dAt . For a connection A, the Hodge
Laplacian is defined as ∆A = d
∗
AdA + dAd
∗
A. For 0-forms, d
∗
AdA = ∆A, which is an
elliptic operator. Writing Ft := FAt,ut, the above equation is equivalent to
(7)
dFt
dt
= −∆AtFt − u∗tdΦ(J(Ft)ut).
Except for the non-linear term u∗tdΦ(J(Ft)ut), (7) is parabolic. Roughly speaking,
once we solve this equation in F , At is given by A0 −
∫ t
0 ∗dAFA,u and ut is obtained
by integrating the vector field (FAt,ut)ut . But unfortunately, At occurs in the term∫ t
0 ∗dAtFAt,ut and At, ut occur in the equation in Ft. Hence, we need to solve the
three equations ((2) and (7)) as a coupled system.
We know, if (At, ut) is a solution of (2), then (At, FAt,ut, ut) is a solution of
(8)
d
dt
At = ∗dAF, d
dt
Ft = −d∗AtdAtFt − u∗t dΦJ(Ft)ut ,
d
dt
ut = J(Ft)ut .
with initial data at t = 0 given by (A0, FA0,u0 , u0). Note that Ft ∈ Γ(Σ, P (k)) is
an independent variable in this system, whereas FAt denotes the curvature of the
connection At and FAt,ut = ∗FAt + u∗tΦ ∈ Γ(Σ, P (k)).
Remark 3.1. A solution (At, Ft, ut) of (8) whose initial value (A0, F0, u0) satisfies
F0 = FA0,u0 will satisfy Ft = FAt,ut for all time t.
We use A0 as the base connection, and write the connection At on P as A0 + at,
where at ∈ Ω1(Σ, P (k)). In an analogous way, write ut = expu0 ξt, where ξt ∈
Γ(Σ, u∗0T
vertP (X)). Then, the system (8) becomes
d
dt
at − ∗dA0Ft = ∗[at, Ft](9)
d
dt
Ft +∆A0Ft = −u∗tdΦJ(Ft)ut − ∗[at ∧ ∗dA0Ft]− [d∗A0at, Ft]
− ∗[at ∧ ∗[at, Ft]]
d
dt
ξt = −(d expu0)(ξt)−1(J(Ft)ut)
with initial conditions a0 = 0, F0 = ∗FA0,u0 , ξ0 = 0. The advantage of writing the
system this way is that now, a, F and ξ are just time-dependent sections of vector
bundles over Σ. We next explain the expression (d exp)(ξ)−1 in the last equation.
Remark 3.2. (Injectivity radius) The exponential map onX defines for every s ∈ Σ, a
map expu0(s) : Tu0(s)X → X, and its derivative d expu0(s)(ξ) : Tu0(s)X → Texpu0 ξ(s)X
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for every tangent vector ξ ∈ Tu0(s)X. The inverse of the derivative d expu0(s)(ξ)−1
is well-defined if the derivative is injective. For that to be the case, we ensure
‖ξ‖C0 < injX ,
where injX is the injectivity radius of X, which we now define. The injectivity radius
at a point x ∈ X, denoted by injX(x), is the radius of the largest ball around the
origin in TxX on which the exponential map is a diffeomorphism. Taking infimum
over all of X, we obtain injX := infx∈X injX(x). For a compact manifold injX > 0.
3.1.2. Description of Sobolev spaces. To show the existence of a solution, we work
in Sobolev spaces of sections of vector bundles. The vector bundles are of the type
E := ∧k(T ∗Σ) ⊗ P (k). A covariant derivative on E is determined by a choice of
connection A on P and the Levi-Civita connection on Σ, and we denote it by ∇A.
For a non-negative integer s, we denote by Hs(Γ(Σ, E)) or Hs(Σ, E) the completion
of the space of sections Γ(Σ, E) under the Sobolev norm
(10) ‖σ‖AHs(Σ,E) :=
(
s∑
i=0
∫
Σ
|∇iAσ|2
)1/2
.
To solve the evolution equations, we introduce mixed Sobolev completions of time-
dependent sections. For any real r, s, T > 0, Hr,s([0, T ] ×Σ, E), also referred to as
Hr,s or Hr(Hs), is the space of (equivalence classes of) time-dependent sections that
are in Sobolev class Hr in time and Hs in space. When r and s are non-negative
integers, Hr,s is the completion of C∞([0, T ] × Σ, E) under the norm
‖σ‖Ar,s :=

 r∑
i=0
s∑
j=0
‖T−(r−i) d
i
dti
∇jAσ‖2L2(Σ×[0,T ]


1/2
.
For other exponents, the spaces Hr,s are defined by interpolation and duality. For
negative Sobolev exponents, the elements of Hr,s, need not be almost-everywhere
defined sections, they are just distributions. The norm ‖·‖r,s depends on the base
connection A but is equivalent for any choice of connection, so that the space Hr,s
is well-defined independent of the connection. The base connection need not be
smooth. A connection A is said to be H1 if for any smooth connection A′, the
difference A−A′ is in Ω1(Σ, P (k))H1 . If the base connection A is a H1-connection,
then the spaces Hr,s can be defined for s ∈ [−2, 2]. Detailed definitions and proper-
ties of these spaces are given in Section 6. A crucial property is that although the
operator norms depend on the choice of base connection, if the curvature satisfies
‖F (A)‖L2 < κ, the operator norms are bounded by constants dependent only on κ
and independent of A. To prove the existence of the flow line starting at (A0, u0),
we fix A0 as the base connection for the Sobolev norms.
Another type of Sobolev space we use is Hr([0, T ], C0(Σ, E)) - it is the space of
(equivalence classes of) sections that are in Sobolev-class r in time and are C0 in
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space. This space has norm
‖σ‖r,C0 := sup
z∈Σ
‖σz‖Hr([0,T ],Ez).
The way this is defined, it is more appropriate to call it C0(Σ,Hr([0, T ], E)), but
we call it Hr(C0) to preserve our convention of having the time-index outside. This
space satisfies the expected embedding properties, for example Hr,s →֒ Hr(C0) for
s > 1, but that is not obvious because the spaces Hr,s = Hr([0, T ],Hs(E)) are
defined with the time and space co-ordinates in a different order. These details will
be presented in Section 6.5. This space is used, for example, when the bundle E
is u∗0T
vertP (X), where it is useful to have operator norms be independent of the
derivatives of the map u0.
We next define the Banach space in which we solve the system of equations (9).
With initial value F (0) ∈ L2(Σ, P (k)), we expect to solve for F in spaces of the type
H
1
2
+r,−2r([0, T ]× Σ, P (k)) (see Lemma 6.33). We fix a small constant ǫ ∈ (0, 1/16).
The system (9) is solved in the Banach space
U(T ) = {(a, F, ξ)|a ∈ H1/2+ǫ(H1−2ǫ),
F ∈ H1/2+ǫ(H−2ǫ) ∩H−1/2+ǫ(H2−2ǫ∂ ), ξ ∈ H1/2+ǫ(C0)}.
For s > 1, Hs∂(Σ, E) is defined as the subspace of H
s(Σ, E) consisting of sections
that vanish on the boundary of Σ. From this point onward, for brevity of notation,
we drop the subscript t from the time-dependent sections a, F and ξ. We will prove:
Proposition 3.3. Let (A0, u0) ∈ A(P )H1 × Γ(Σ, P (X))C0 be a gauged map. Then
for any κ > 0 there exists t0(κ) > 0 such that if ‖FA0‖L2 < κ then the initial value
problem (9) has a unique solution (a, F, ξ) ∈ C0([0, t0],H1 × L2 × C0).
With this Proposition, we can prove the existence of a unique solution for the
flow equation for all time.
Corollary 3.4. Suppose the target manifold X is compact. Let (A0, u0) ∈ A(P )H1×
Γ(Σ, P (X))C0 be a gauged map. Then, the initial value problem (2) has a unique
solution for all time (At, ut) ∈ C0loc([0,∞),A(P )H1 × Γ(Σ, P (X))C0).
Proof. By compactness of Σ, for any gauged map (A, u), there is a uniform bound
on the moment map term: ‖u∗Φ‖L2 ≤ ‖Φ‖C0 Vol(Σ) ≤ c. Therefore, the norm of
the curvature differs from the vortex functional by a constant at most: ‖FA‖L2 ≤
‖FA,u‖L2 + c. Applying Proposition 3.3 with κ = ‖FA0,u0‖L2 + c, we get the flow for
a time interval [0, t0], with (At0 , ut0) ∈ H1 × C0. The vortex functional ‖FAt,ut‖2L2
decreases along the flow line (At, ut), and so, ‖FAt0 ,ut0‖L2 < ‖FA0,u0‖L2 . Since‖FAt0‖L2 < κ, we can get flow for the time interval [t0, 2t0] starting from the pair
(At0 , ut0). The process is repeated to get the flow line for all time t ∈ [0,∞). 
To prove Proposition 3.3, we define certain Banach spaces needed to state inter-
mediate results. The first one UP (T ) is a subspace of U(T ) consisting of sections
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that vanish at t = 0.
UP (T ) = {(a, F, ξ)|a ∈ H1/2+ǫP (H1−2ǫ),
F ∈ H1/2+ǫP (H−2ǫ) ∩H−1/2+ǫ(H2−2ǫ∂ ), ξ ∈ H1/2+ǫP (C0)}
W (T ) = {(a, F, ξ)|a ∈ H−1/2+ǫ(H1−2ǫ), F ∈ H−1/2+ǫ(H−2ǫ),
ξ ∈ H−1/2+ǫ(C0)}
X = {(a0, F0, ξ0)|a0 ∈ H1, F0 ∈ H0, ξ0 ∈ C0}
Notation 3.5. We call x := (a, F, ξ) and xi := (ai, Fi, ξi).
3.1.3. Outline of proof of Proposition 3.3. The terms in the system (9) can be broken
into 2 parts - the leading order terms and the rest. The leading order terms form
an operator
L : U(T )→W (T )
(a, F, ξ) 7→
(
d
dt
a− ∗dA0F,
(
d
dt
+∆A0
)
F,
d
dt
ξ
)
.
When restricted to UP (T ), this operator is invertible (see Lemma 3.6). The terms
in the right hand side of (9) form a non-linear operator Q : U(T ) → W (T ). We
break up the solution into 2 parts x = x1 + x2, the first is an approximate solution
and the second is a correction. The approximate solution x1 is in U(T ) and satisfies
Lx1 = 0, x1(0) = x0 and can be found uniquely (see Lemma 3.7). The correction
x2 is in UP (T ) and satisfies
Lx2 = Q(x1 + x2).
The existence of a unique value of x2 is proved for small T using implicit function
theorem.
Let M denote the operator whose input is the initial value x0 = (a0, F0, ξ0) and
output is the approximate solution x1 = (a1, F1, ξ1). That is,
M : X → U(T ), (a0, F0, ξ0) 7→ (a1, F1, ξ1)
where x1(0) = x0 and L(a1, F1, ξ1) = 0.
The terms inQ are split intoQ1, Q2, Q3 in a way that they have a linear, quadratic
and cubic bound on them respectively. (See Lemma 3.8.)
Q : U(T )→W (T ) Q = Q1 +Q2 +Q3
Q1 : (a, F, ξ) 7→ (0,−u∗0dΦ(JFu0), JFu0)
Q2 : (a, F, ξ) 7→ (∗[a, F ],− ∗ [a ∧ ∗dA0F ]
− [d∗A0a, F ]− ((expu0 ξ)∗dΦ(JFexpu0 ξ)− u
∗
0dΦ(JFu0)),
− ((d expu0 ξ)−1(JFexpu0 ξ)− JFu0)
Q3 : (a, F, ξ) 7→ (0,− ∗ [a ∧ ∗[a, F ]], 0)
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3.1.4. Bounds on L, M and Q. The next 3 Lemmas prove that L, M , Q are well-
defined operators and that they satisfy certain bounds, given ‖F (A0)‖L2 ≤ κ. The
constants in these bounds, denoted by cκ are independent of (A0, u0), T and depend
only on κ.
Lemma 3.6. The operator L : UP (T )→ W (T ) is invertible. For any κ, there exists
a constant cκ such that if ‖F (A0)‖L2 ≤ κ then ‖L−1‖ ≤ cκ.
Proof. In matrix form,
L =

 ddt − ∗ dA0 00 ddt +∆A0 0
0 0 ddt

 .
The operators
d
dt
: H
1/2+ǫ,1−2ǫ
P → H−1/2+ǫ,1−2ǫP ,
d
dt
: H
1/2+ǫ
P (C
0)→ H−1/2+ǫP (C0)
have as their inverse the integration operator
∫
0 defined on the respective spaces,
which is bounded by cκ using Lemma 6.21. The operator
d
dt + ∆A0 : H
1/2+ǫ,−2ǫ
P, ∩
H
−1/2+ǫ,2−2ǫ
,∂ → H−1/2+ǫ,−2ǫ has an inverse with norm ≤ cκ by Lemma 6.35.
Last, we look at ∗dA0 . The operator ∇A0 : H2−2ǫ → H1−2ǫ has norm bounded by
cκ for all t ∈ [0, T ] (using (40)). This induces
∇A0 : H−1/2+ǫ,2−2ǫ → H−1/2+ǫ,1−2ǫ
with the same bound on the norm (see (49)). On 0-forms, ∇A0 = dA0 and so
‖∗dA0‖ ≤ cκ. 
Lemma 3.7. The operator M is well-defined. For any κ > 0, there exists a constant
cκ such that if ‖F (A0)‖L2 < κ, ‖M‖ ≤ cκT−ǫ.
Proof. By Lemma 6.33, given F0 ∈ L2, the system
d
dt
F1 + d
∗
A0dA0F1 = 0, F1(0) = F0
has a unique solution F1 ∈ H1/2+ǫ,−2ǫ ∩H−1/2+ǫ,2−2ǫ,∂ satisfying
‖F1‖H1/2+ǫ,−2ǫ∩H−1/2+ǫ,2−2ǫ ≤ cκ‖F0‖H0 .
Define a1(t) := a0 +
∫ t
0 ∗dA0F1. Then,∥∥∥∥
∫ t
0
∗dA0F1
∥∥∥∥
1
2
+ǫ,1−2ǫ
≤ cκ‖F1‖− 1
2
+ǫ,2−2ǫ
because ‖dA0‖ ≤ 2‖∇A0‖ ≤ cκ by (40) and
∫ t
0 has norm ≤ c by Lemma 6.21. So,
‖a1‖ 1
2
+ǫ,1−2ǫ ≤ cκ(‖a0‖H1 + ‖F0‖H0).
Finally, since dξ1dt = 0, we set ξ1(t) = ξ0, and ‖ξ1‖ 1
2
+ǫ,C0 ≤ c‖ξ0‖C0 for some constant
c. 
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Lemma 3.8. Let x = (a, F, ξ). Assume ‖ξ‖C0 ≤ injX (see Remark 3.2). Then,
Q : U(T )→W (T ) is a well-defined map. It is differentiable so that dQ(x) : U(T )→
W (T ) is a linear map for each x ∈ U(T ). If ‖F (A0)‖L2 < κ, there exist constants
cκ so that
‖Q1x‖W ≤ cκT 12−2ǫ‖x‖U , ‖Q2(x)‖W ≤ cκT 12−2ǫ‖x‖2U ,
‖Q3(x)‖W ≤ cκT
1
2
−2ǫ‖x‖3U .
The derivatives satisfy
‖dQ1(x)‖ ≤ cκT 12−2ǫ, ‖dQ2(x)‖ ≤ cκT 12−2ǫ(1 + ‖x‖U ),
‖dQ3(x)‖ ≤ cκT
1
2
−2ǫ‖x‖2U .
Putting them together,
‖Q(x)‖W ≤ cκT 12−2ǫ(1 + ‖x‖3U ), ‖dQ(x)‖ ≤ cκT
1
2
−2ǫ(1 + ‖x‖2U ).
Proof. The terms [a, F ], [dA0a, F ], [a, dA0F ] and [a, [a, F ]] are polynomials of a, F
and their derivatives. Consider [a, F ] The term a is in H
1
2
+ǫ,1−2ǫ and by interpola-
tion, F is in H0,1 (see Corollary 6.37). By the multiplication theorem (53), [a, F ] is
in H−ǫ,−2ǫ which embeds into H−
1
2
+ǫ,−2ǫ. The embedding has norm cκT
1
2
−2ǫ (48).
We have
‖[a, F ]‖− 1
2
+ǫ,−2ǫ ≤ cκT
1
2
−2ǫ‖[a, F ]‖−ǫ,−2ǫ ≤ cκT 12−2ǫ‖a‖ 1
2
+ǫ,1−2ǫ‖F‖0,1
≤ cκT 12−2ǫ‖x‖2U .
That the constants depend only on κ follows from Proposition 6.14. The other
polynomial terms are bounded the same way. A bound on the derivatives for these
terms is obvious : for example,
‖d[a, F ]‖− 1
2
+ǫ,−2ǫ ≤ cκT
1
2
−2ǫ(‖a‖ 1
2
+ǫ,1−2ǫ + ‖F‖0,1) ≤ cκT
1
2
−2ǫ‖x‖U .
To discuss the other terms, which are not polynomial, we define an operator: for
any map u ∈ C0(Σ, P (X)), let Xu : Γ(Σ, P (k)) → Γ(Σ, u∗T vertP (X)) be given by
ξ 7→ Jξu. The terms u∗0dΦ(JFu0) and JFu0 are obtained by the action of linear
bundle maps dΦu0 ◦Xu0 and Xu0 respectively on F . For example, the first of these
terms u∗0dΦFu0 can be seen as the tensor product of the sections dΦu0 ◦Xu0 and F .
The first factor dΦ ◦Xu0 is in L2(Σ, P (End k)) and the norm is independent of u0.
Further, since it is time independent dΦ ◦Xu0 ∈ H1,0. As earlier F ∈ H0,1. By the
multiplication theorem (53), u∗0dΦFu0 ∈ H−ǫ,−2ǫ →֒ H−
1
2
+ǫ,−2ǫ. The operator norm
picks up a factor of cκT
1
2
−2ǫ from the last inclusion.
The remaining two terms
((expu0 ξ)
∗dΦ(JFexpu0 ξ
)− u∗0dΦ(JFu0)), ((d expu0 ξ)−1(JFexpu0 ξ)− JFu0)
require Corollary 7.3, which is a result on composition of functions in the space
H
1
2
+ǫ(C0). Section 7 explains this result in detail. Consider the first of these terms.
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The bundle map ξ 7→ (dΦ ◦Xexpu0 ξ − dΦ ◦Xu0) is continuous and by Corollary 7.3,
it induces a map
H
1
2
+ǫ(C0)(Σ, P (k)) → H 12+ǫ(C0)(Σ, P (End k)).
So (dΦ ◦Xexpu0 ξ − dΦ ◦Xu0) ∈ H
1
2
+ǫ(C0)(P (End k)) and
‖dΦ ◦Xexpu0 ξ − dΦ ◦Xu0‖ 12+ǫ,C0 ≤ cκ‖ξ‖ 12+ǫ,C0 ,
where cκ is independent of u0. By compactness of Σ, dΦ ◦Xexpu0 ξ − dΦ ◦Xu0 is in
H
1
2
+ǫ,0. Multiplying by F ∈ H0,1, we get the result
((expu0 ξ)
∗dΦ(JFexpu0 ξ
)− u∗0dΦ(JFu0)) ∈ H−ǫ,−2ǫ →֒ H−
1
2
+ǫ,−2ǫ
and
‖((expu0 ξ)∗dΦ(JFexpu0 ξ)− u
∗
0dΦ(JFu0))‖− 1
2
+ǫ,−2ǫ
≤ cκT
1
2
−2ǫ‖((expu0 ξ)∗dΦ(JFexpu0 ξ)− u
∗
0dΦ(JFu0))‖−ǫ,−2ǫ
≤ cκT
1
2
−2ǫ‖dΦ ◦Xexpu0 ξ − dΦ ◦Xu0‖ 12+ǫ,C0‖F‖0,1
≤ cκT
1
2
−2ǫ‖ξ‖ 1
2
+ǫ,C0‖F‖0,1 ≤ cκT
1
2
−2ǫ‖x‖2U .
Similarly, for the second term ((d expu0 ξ)
−1(JFexpu0 ξ
)− JFu0),
‖(d expu0 ξ)−1 ◦Xexpu0 ξ −Xu0‖ 12+ǫ,C0 ≤ cκ‖ξ‖ 12+ǫ,C0.
Applying interpolation (Corollary 6.37), followed by Sobolev embedding (42), F ∈
H−ǫ,1+2ǫ →֒ H−ǫ(C0). By multiplication Theorem (65),
((d exp(ξ))−1 ◦Xexpu0 ξ −Xu0)F ∈ H
−ǫ(C0) →֒ H− 12+ǫ(C0).
Corollary 7.3 also gives differentiability and a bound on the derivative for these
terms. 
3.1.5. Existence of flow in a uniform time interval [0, t0(κ)]. We now prove Propo-
sition 3.3, which is the main result of Section 3.1.
Proof of Proposition 3.3. The proof of the existence statement in Proposition 3.3 is
by an application of implicit function theorem (Proposition A.1) and is similar to
R˚ade’s proof in [34]. To show the existence of gradient flow in a time interval [0, T ],
we need to solve
L(a2, F2, ξ2) = Q(M(a0, F0, ξ0) + (a2, F2, ξ2))
for (a2, F2, ξ2) ∈ UP (T ). As earlier, we use the notation xi = (ai, Fi, ξi) for i = 0, 1, 2.
Recall that x0 = (a0, F0, ξ0) is the initial data for the system (9) and x1 :=Mx0 is an
approximate solution of (9). In order for the mapQ to be well-defined, we need to en-
sure that the L∞ norm of ξ = ξ1+ξ2 is less than the injectivity radius of X. The con-
struction of M gives ξ1(t) ≡ ξ0 = 0. We next define the various quantities in the hy-
pothesis of Proposition A.1. Let Y1 := UP (T ), Y2 := W (T ), S(T ) := {(a2, F2, ξ2) ∈
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UP (T ) : ‖ξ2‖C0 < injX}, F(x) := −Lx + (Q1 + Q2 + Q3)(Mx0 + x) and C :=
‖L−1‖ = cκ. By the definition of S(T ), Q is well-defined on S(T ). The set
S(T ) is indeed an open neighborhood of the origin in UP (T ) because the map
π : UP (T ) → Γ(Σ, P (k))C0 that takes (a, F, ξ) to ξ is continuous (by Sobolev em-
bedding (50)). Choose a constant δ > 0 such that Bδ ⊂ S(T ). For x2 ∈ Bδ,
‖dF(x2)− dF(0)‖ = ‖dQ(Mx0 + x2)− dQ(Mx0)‖
≤ cκt
1
2
−2ǫ
0 (1 + ‖Mx0‖2 + ‖Mx0 + x2‖2)
≤ cκt
1
2
−4ǫ
0 (1 + ‖x0‖2).
Proposition A.1 can be applied if
• ‖dQ(Mx0+x2)−dQ(Mx0)‖<1/2C, i.e. T 12−4ǫ(‖x0‖i+1)2 ≤ 1/cκ and
• ‖F (0)‖ = ‖Q(Mx0)‖ = cκT 12−3ǫ(‖x0‖+ 1) < δ/4cκ.
Both these conditions can be met by a small enough value of T , that is dependent
only on κ. We call this value t0(κ) and it proves the existence part of Proposition
3.3.
Next, we prove that there exists a solution with extra regularity a ∈ C0(H1),
F ∈ C0(L2) ∩ L2(H1) and ξ ∈ C0 as required by the statement of Proposition
3.3. First, we look at (a1, F1, ξ1). By Remark 6.34, F1 ∈ C0(L2) ∩H0,1. Since F1
satisfies ( ddt + ∇∗A0∇A0)F1 = 0, we get F1(t) − F0 = ∇∗A0∇A0
∫
0 F1 ∈ C0(L2). By
elliptic regularity (see Proposition 6.25),
∫
0 F1 ∈ C0(H2). So, a1(t) = a0+
∫
0 d
∗
A0
F1 ∈
C0(H1). It can be checked that Lemmas 3.6, 3.7 and 3.8 hold with the following
stronger spaces
U˜(t0) = {(a, F, ξ)|a ∈ H 12+ǫ,1−2ǫ ∩H 12 ,1, F ∈ H 12+ǫ,−2ǫ ∩H− 12 ,2,
ξ ∈ H 12+ǫ(C0)}
U˜P (t0) = {(a, F, ξ)|a ∈ H
1
2
+ǫ,1−2ǫ
P ∩H
1
2
,1
P , F ∈ H
1
2
+ǫ,−2ǫ
P ∩H
− 1
2
,2
P ,
ξ ∈ H
1
2
+ǫ
P (C
0)}
W˜ (t0) = {(a, F, ξ)|a ∈ H− 12+ǫ,1−2ǫ ∩H−
1
2
,1
P , F ∈ H−
1
2
+ǫ,−2ǫ ∩H−
1
2
,0
P ,
ξ ∈ H− 12+ǫ(C0)}.
So, there exists a solution of (9) in U˜(t0). Using this, we can get improved estimates
for the right hand side of (9). For example, a ∈ H 12 ,1 =⇒ ∇A0a ∈ H
1
2
,0. By
interpolation F ∈ H 14−ǫ, 32+2ǫ. By the multiplication theorem, [∇A0a, F ] ∈ H−
1
4
−2ǫ,0.
Similarly we estimate all terms in the right hand side of (9) to get

d
dt
a2 + d
∗
A0F2 ∈ H
− 1
4
−2ǫ,1
P
d
dt
F2 +∇∗A0∇A0F2 ∈ H
− 1
4
−2ǫ,0
P
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By parabolic regularity (Lemma 6.35), we get F2 ∈ H
3
4
−2ǫ,0
P ∩H
− 1
4
−2ǫ,2
P →֒ C0(L2).
So, F = F1 + F2 ∈ C0(L2). Also, since d∗A0F2 ∈ H
− 1
4
−2ǫ,1
P , a2 ∈
H
3
4
−2ǫ,1
P →֒ C0(H1). Therefore, a = a1 + a2 ∈ C0(H1).
Finally, we prove there is a unique solution of (9) in the time interval [0, t0] by
contradiction. Suppose x = (a, F, ξ) and x′ = (a′, F ′, ξ′) are two solutions to (9) for
some t0 > 0 with the same initial data (a0, F0, ξ0), a0 ∈ L2, F0 ∈ H1, ξ0 ∈ C0.
a∈H 12+ǫ,1−2ǫ∩C0(H1), F ∈H 12+ǫ,−2ǫ∩H− 12+ǫ,2−2ǫ∩C0(L2), ξ∈H 12+ǫ(C0)
a′ ∈ H 12+ǫ,1−2ǫ, F ′ ∈ H 12+ǫ,−2ǫ ∩H− 12+ǫ,2−2ǫ, ξ′ ∈ H 12+ǫ(C0)
Assume x 6= x′. Let t1 be the largest number such that the restrictions of x and
x′ to Σ × [0, t1] are identical. Since the solutions are in C0([0, t1],H1 × L2 × C0),
(a(t1), F (t1), ξ(t1)) is well-defined. Then, (a, F, ξ) and (a
′, F ′, ξ′) solve the initial
value problem (9) on Σ × [t1, t0] with initial data (a(t1),
F (t1), ξ(t1)). Therefore, without loss of generality, we may assume that t1 = 0.
We can split x = x1 + x2, where Lx1 = 0, x1(0) = (a0, F0, ξ0) and x2 ∈ UP (t0).
Similarly x′ = x′1 + x
′
2. Since M is uniquely defined x1 = x
′
1. So, now both
x2 and x
′
2 are solutions of Lx = Q(x1 + x) in UP (t0). By Sobolev embedding,
both ξ2, ξ
′
2 ∈ H
1
2
+ǫ
P (C
0) →֒ C0P ([0, t0], C0). There exists 0 < t < t0 such that
‖ξ′2‖C0P ([0,t],C0) < injX . So, the restrictions of x2 and x
′
2 to UP (t) are in S(t). The
set S(t) ⊂ UP (t) is convex and so, by Lemma A.2, x 7→ −Lx+Q(x1+x) is injective
on S(t). Therefore, x2 = x′2 in UP (t) and this leads to a contradiction. 
3.2. Smooth flow modulo gauge. We recall from Section 2.3 that gradient flow of
the vortex functional preserves the complex gauge orbit of the gauged holomorphic
map. Hence, there is a family of time-dependent complex gauge transformations gt
such that
(At, ut) = gt(A0, u0), gt ∈ G, t ∈ [0,∞).
Then the system of equations (2) generating the gradient flow (At, ut) can be written
as a single equation in gt:
(11)
dgt
dt
g−1t = −iFAt,ut, g0 = Id .
To write FAt,ut in terms of gt, we need some preliminaries. We follow Donaldson [9].
3.2.1. How curvature transforms under complex gauge transformations. The trans-
formation relation is derived by working on an associated vector bundle. First we
assume that K = U(n), and define a complex vector bundle E := P ×K Cn. The
standard Hermitian metric on Cn is preserved by the K-action, and hence the vector
bundle E has a Hermitian metric. A connection A on the principal bundle P induces
a unitary connection on E, which is also denoted by A.
The transformation relation of the curvature is obtained via a corresponding rela-
tion on the covariant derivative, which in turn is obtained by relations on the (0, 1)
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and (1, 0) parts of the covariant derivative. We recall from Section 2.2 that there is a
canonical isomorphism between A(P ), the space of connections and C(P ), the space
of holomorphic structures on PC. The action of the complexified gauge group on
A(P ) is defined by pulling back the action of G(P ) on C(P ) via that isomorphism.
Further, the holomorphic structure on PC corresponding to the Dolbeault operator
∂A also induces a Dolbeault operator on the vector bundle E. Therefore, on the
space of sections Γ(Σ, E),
∂g(A) = g ◦ ∂A ◦ g−1, g ∈ G.(12)
The Hermitian metric on E together with the Riemannian metric on Σ give a metric
on the spaces Ωk(Σ, E). For any connection A, let (∂A)
∗ denote the formal adjoint
of ∂A under this metric. It satisfies ∂A = ∗(∂A)∗∗. Applying this identity to the the
connection g(A), we get
∂g(A) = (g
∗)−1 ◦ ∂A ◦ g∗, A ∈ A(P ), g ∈ G,(13)
where g∗ is the adjoint of g under the metric fixed on Γ(Σ, E). By viewing K and
G as matrix groups and using the fact that k∗k = Id for k ∈ K, we see that the
element g∗ lies in G(P ). The covariant derivative corresponding to the connection
g(A) is dg(A) = ∂g(A) + ∂g(A). For g ∈ G, define h(g) := g∗g ∈ G(P ). Adding (12)
and (13), we get g−1 ◦dg(A) ◦g = ∂A+h−1 ◦∂A ◦h. On vector bundles, the curvature
FA is equal to d
2
A. It transforms as
g−1 ◦ Fg(A) ◦ g = FA + ∂A(h−1∂Ah)(14)
= FA + h
−1(∂A∂Ah− (∂Ah)h−1∂Ah).
Since K is isomorphic to the structure group of E, Fg(A) is also the curvature of the
connection g(A) on P .
For a general compact Lie group K, there is a U(n) into which it can be mapped
injectively. So, we work on the bundle P ×K Cn. We look upon the space of
K-connections on E as a subset of U(n)-connections. The group action preserves
K-connections, because the infinitesimal action −∂Aξ is in Ω0,1(g). All the relations
above carry over to the general case.
3.2.2. Gauge-invariant version of the flow equations. Using the transformation re-
lation (14), the evolution equation (11) can be re-written as
(15)
dht
dt
= −2ig∗t Ftgt = −2iht(∗FA0 + ∗∂0(h−1t (∂0ht)) + g−1t u∗tΦgt),
where ht=g
∗
t gt. For 0-forms ∆A0=d
∗
A0
dA0=∗∂0∂0, and so the equation (15) can be
modified to
dht
dt
+∆A0ht = −2iht{∗FA0 + ∗(∂0ht)h−1t (∂0ht) + g−1t u∗tΦgt}(16)
h(0) = Id, h|∂Σ = Id .
We make a few comments about (16) to show that it is indeed the gauge-invariant
version of the flow equation. Firstly, replacing gt by ktgt, kt ∈ K does not alter
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ht. Secondly, the term g
−1
t u
∗
tΦgt is K-invariant — it is unchanged if ut and gt
are replaced by ktut and ktgt respectively. Lastly, any time-dependent complex
gauge transformation g′t that satisfies (g
′
t)
∗g′t = ht differs from gt by unitary gauge
transformations, i.e. g′tg
−1
t ∈ K. In particular, ht is pointwise positive and self-
adjoint. So, g′t :=
√
ht ∈ G(P ) is well-defined and satisfies (g′t)∗g′t = ht. Therefore,
given the initial pair (A0, u0), g
−1
t u
∗
tΦgt is a function of ht and is given by the
composition
ht 7→ g′t :=
√
ht 7→ (g′t)−1((g′tu0)∗Φ)g′t.
A solution ht of the equation (15) gives a solution
√
ht(A0, u0) of the gradient flow
equation modulo gauge.
Proposition 3.9. Suppose the gauged map (A0, u0) is smooth, then the solution of
(16) ht : [0,∞) → G is smooth except at the corner {0} × ∂Σ. Hence the gradient
flow (At, ut) computed in Corollary 3.4 is smooth modulo gauge away from the corner
{0} × ∂Σ.
Proof of Proposition 3.9. We use the following Banach space:
Lk,p := Lp/2([0, t0],W k,p(Σ, P (G))) ∩W 1,p/2([0, t0], Lp(Σ, P (G))),
where P (G) is the associated bundle P ×K G and K acts on G by conjugation.
The groups K and G are viewed as matrix groups so that P ×K G is a subbundle
of a vector bundle. The W k,p-completion of the space of sections is defined as in
(19) below. The proof of the Proposition is by a bootstrapping argument using the
following two observations.
Observation 1. Let s ≥ 2, p > 2 and δ ∈ (0, 12 − 1p) be such that there is an integer
in the interval [ s2 − 1 + δ, s2 ] (and hence also in the interval [s− 2 + 2δ, s]). Suppose
h ∈ Ls,p([0, T ]×Σ), then the rhs of (16) is in Ls−2+2δ,p([0, T ]×Σ). The reason is as
follows. By the presence of an integer in the interval [ s2 − 1+ δ, s2 ], the smooth term
g−1t u
∗
tΦgt is in Ls−2+2δ,p by Corollary 7.6. Next consider the term ∗(∂0ht)h−1t (∂0ht).
By interpolation, ht is in W
s/2−1+δ,p([0, T ],W 2−2δ,p), therefore the derivatives ∂0ht
and ∂0ht are continuous (or above Sobolev borderline) and can be multiplied using
Proposition A.3. This implies ht ∈W s/2−1+δ,p([0, T ], Lp). The other part that ht is
in Lp([0, T ],W s−2+2δ,p) is similar and easier.
Observation 2. Suppose 1p < k < s + 2, h ∈ Lk,p([0, T ] × Σ) and the r.h.s. of the
equation (16) is in Ls,p([0, T ] × Σ). Then for any 0 < α < T , h ∈ Ls+2,p([0, α] × Σ)
by parabolic regularity (Theorem, p.96, [20]).
We first show that h ∈ L2,p for some p > 3. From the proof of Proposition 3.3,
FAt,ut ∈ H−
1
2
+ǫ(H2−2ǫ). Then, by Lemma 3.11, there is a solution of the equation
(11) gt ∈ H 12+ǫ([0, t0],G(P )H2−2ǫ ). Recall that ǫ ∈ (0, 1/16) is a fixed number. By
the multiplication Theorem (see (53)),
(17) ht := g
∗
t gt ∈ H
1
2
+ǫ([0, t0],H
2−2ǫ(Σ, P ×K G))
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and ht is the solution of the gauge-invariant equation (16). We first show that the
r.h.s. of equation (16) is in L0,p. The term g−1t u∗tΦgt, which is produced by the
action of a smooth bundle map on ht, is in L0,p using Corollary 7.5. By Sobolev
multiplication ∗(∂0ht)h−1t (∂0ht) is in H
1
2
+ǫ,1−4ǫ, and hence it is in L0,p by Sobolev
embedding. Further, by Sobolev embedding, ht is in Ls,p for some p > 3 and
s ∈ (1p , 2p). Now Observation 2 from above is applicable, and we have h ∈ L2,p.
We use induction to show that the solution h is smooth away from the corner {0}×
∂Σ. Suppose k ≥ 2 is an integer multiple of 27 . If h ∈ Lk,p([α, T ]×Σ), where p > 3,
then the the r.h.s. of (16) is in h ∈
Lk−12/7,p([0, T ] × Σ) and by parabolic bootstrapping h is in Lk+2/7,p([α′, T ] × Σ)
for any α < α′ < T . From Step 1, we know that h ∈ L2,p. Therefore by induction h
is smooth on (0,∞)×Σ. Smoothness on {0}× int(Σ) can be shown as in Hamilton’s
proof (Theorem, p.119 [20]). 
Remark 3.10. For the solution of the heat equation to be smooth at the corner
{0} × Σ, an infinite number of compatibility conditions have to be satisfied at that
corner (see Remark, p.365 in Evans [13]). In our case, without any condition h is
continuous at the corner. If FA0,u0 |∂Σ = 0, then h would be differentiable. For higher
differentiability, we would require an appropriate number of normal derivatives of
FA0,u0 to vanish at the boundary.
The following Lemma is used in the proof of Proposition 3.9.
Lemma 3.11. Suppose s > 1, r ∈ (−12 , 12), T > 0 and Ft ∈ Hr([0, T ],
Hs(Σ, P (k))) be a time-dependent section. Then, gt defined by (11) is in H
r+1([0, T ],G(P )Hs ).
Proof. We first prove the result when F is small. In particular, we show that there
is a constant δ such that if ‖F‖Hr(Hs) < δ, then g ∈ Hr+1(Hs). We view K and
G as matrix groups, so that gt can be viewed as a section of a vector bundle. The
proof is by an implicit function theorem argument on the operator
(18) F : Hr+1P ([0, T ],Hs(G(P )))→ Hr([0, T ],Hs(Σ, P (g))), g 7→
dg
dt
g−1.
As in Section 3.1, Hr+1P is the subspace of H
r+1 that consists of sections vanishing
at t = 0. Both differentiation and multiplication are smooth operations between
appropriate Sobolev spaces, so (18) is differentiable. Its linearization at g = g0 is
DFg0 : Hr+1P ([0, T ],Hs(Σ, P (g)))→ Hr([0, T ],Hs(Σ, P (g))).
ξ 7→ [ξ′, dg0
dt
g−10 ] +
dξ′
dt
, where ξ′ = ξg−10 .
The time differentiation operator ddt : H
r+1
P → Hr is invertible, whose inverse is the
integral
∫
0 by Lemma 6.21. Suppose the norm of the integral operator is bounded
by a constant C. So, we have DFId is invertible and has inverse bounded by C.
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There is a constant δ > 0 such that if ‖g0 − Id‖Hr+1(Hs) < 4Cδ, then,
‖DFg0(ξ)−DFId(ξ)‖Hr(Hs) ≤ ‖ξ
d(g−10 )
dt
+ [(ξg−10 ),
dg0
dt
g−10 ]‖Hr(Hs)
≤ 1
2C
‖ξ‖Hr+1(Hs).
Then, by the implicit function theorem (Proposition A.1) if ‖F‖Hr(Hs) < δ, there is
a unique g such that g(0) = Id, ‖g − Id‖Hr+1(Hs) < 4Cδ and F(g) = iF . By using
the norm of time-dependent sections as in Definition 6.16, the norms of the differ-
entiation, integration and multiplication operators are independent of the length T
of the time interval, and therefore the constants δ and C are independent of T .
Finally, we prove the result for any F ∈ Hr(Hs(Σ, g)). The interval [0, T ] can be
split up into a finite number of sub-intervals 0 = t0 ≤ t1 ≤ · · · ≤ tn = T , on each
of which the norm of ‖F‖Hr(Hs) is less than δ. On each sub-interval, we can find
gi ∈ Hr+1P ([ti−1, ti],Hs) such that dgidt g−1i = (iF )|[ti−1,ti] and gi(0) = Id. Then, we
define g|[ti−1,ti] = gigi−1(ti−1) · · · g1(t1). 
Proof of Theorem 1.1. The existence of the flow line (At, ut) is proved by Corollary
3.4. Regularity modulo gauge for this flow line is proved by Proposition 3.9. 
4. Convergence
In this section, we prove all the results regarding convergence of heat flow trajec-
tories. Theorem 1.2 is proved in Section 4.2, Theorems 1.3 and 1.4 are proved in
Section 4.3 .
4.1. Some results about gauge transformations. We recall from Section 2 that
complex gauge transformations act on the space of connections and holomorphic
maps. If these spaces have a Banach manifold structure, the actions are smooth.
Suppose P is a principal bundle. In order to define Sobolev norms, we fix a smooth
connection A ∈ A(P ) for the rest of Section 4. Given a representation K →֒ SO(n),
we recall that a completion of the space of sections Γ(Σ, P ×K Rn) can be defined
under the W s,p-norm:
(19) ‖σ‖pW s,p :=
s∑
i=0
‖∇iAσ‖pLp , σ ∈ Γ(Σ, P ×K Rn).
Different choices of the connection A would produce equivalent norms. For k ∈
Z≥0 and p > 1 the space of W
k,p-connections, called Ak,p(P ), is the affine space
A0+Ω
1(Σ, P (k))W k,p , where A0 is any smooth connection. For spaces above Sobolev
borderline, that is, if kp > 2, the Sobolev spaces of maps Γ(Σ, P (X))W k,p and
unitary (resp. complex) gauge transformations Kk,p(P ) (resp. Gk,p(P )) are Banach
manifolds. These are modelled on the Banach spaces Γ(Σ, u∗T vertP (X))W k,p and
Γ(Σ, P (k))W k,p (resp. Γ(Σ, P (g))W k,p). See, for example, Appendix B in Wehrheim’s
book [41] for details. The action of Kk,p on Ak−1,p is smooth. The following Lemma
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from [40] says that the same can also be said about the action of Gk,p on Ak−1,p,
along with some uniform bounds for the action.
Lemma 4.1. (Action of G on A, [40, Lemma 6.4]) Let Σ be a compact Riemann
surface with metric, possibly with a smooth boundary and P be a principal K-bundle.
Suppose k ∈ Z≥0 and p > 1 satisfy kp > 2. Complex gauge transformations in
Gk,p(P ) act smoothly on the space of connections Ak−1,p(P ).
Let A0 be a smooth connection on P . For any ǫ > 0, there is a constant C so
that the following is satisfied. For any W k−1,p connection A = A0+a which satisfies
‖a‖W k−1,p(Σ) < ǫ and any ξ ∈W k,p(Σ, P (k)) that satisfies ‖ξ‖W k,p < 1,
(20) ‖(exp iξ)A−A‖W k−1,p(Σ) ≤ C‖ξ‖W k,p(Σ).
The next Lemma, which is a standard result, says that the action of complex
gauge transformations Gk,p is smooth on the space of sections Γ(Σ, P (X))k,p.
Lemma 4.2. Suppose k ∈ Z≥0 and p > 1 satisfy kp > 2. The action of complex
gauge transformations Gk,p is smooth on the space of sections
Γ(Σ, P (X))k,p.
Proof. For a smooth complex gauge transformation g0 and a small enough constant
δ1, {eiξg0 : ξ ∈ W k,p(Σ, P (g)), ‖ξ‖k,p < δ1} is an open set in Gk,p and eiξg0 7→ ξ is a
chart of the Banach manifold. Similarly, for a smooth map u0 : U → X and a small
constant δ2,
{expu0 ζ : ‖ζ‖k,p < δ2} 7→ ζ ∈ Γ(Σ, u∗T vertP (X))W k,p
is a chart of the manifold Γ(Σ, P (X))k,p. The map
Γ(Σ, P (g))× Γ(Σ, u∗0T vertP (X)))(21)
∋ (ξ, ζ) 7→ ζ1 ∈ Γ(Σ, (g0u0)∗T vertP (X))),
where eξg0 expu0 ζ = expg0u0 ζ1, is a smooth map of sections, that vanishes on the
zero section. Therefore, by Corollary 7.5 below, (21) extends to a smooth map be-
tweenW k,p-sections. This proves that the map Gk,p×Γ(Σ, P (X))k,p ∋ (g, u) 7→ gu is
smooth in the neighborhood of any smooth pair (g0, u0). Since smooth elements form
a dense subset of W k,p elements and the constants δ1, δ2 can be chosen uniformly,
the result is proved. 
The next two results regarding complex gauge transformations are used in the
proof of Proposition 4.9 and Lemma 5.3.
Lemma 4.3. (Transforming to flat connections, Donaldson [10, Theorem 1]) Let
Σ be a compact Riemann surface with metric and with a non-empty boundary. Let
k ∈ Z≥0 and p > 1 be such that (k + 1)p > 2. Let A be a W k,p-connection on the
trivial bundle Σ ×K. There is a unique s ∈ W k+1,p(Σ, k) satisfying s|∂Σ ≡ 0 such
that eisA is a flat connection.
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Lemma 4.4. (Transforming to flat connections with small complex gauge transfor-
mations, Lemma 4.3 and Remark 4.4 in [40]) Let Σ, k and p be as in Lemma 4.3.
Let P := Σ × K be the trivial principal K-bundle on Σ. There are constants c1,
c2 and c
′
2 so that the following holds. Let A = d + a be a connection on P so that
a ∈ Ω1(Σ, k)W k,p . If ‖a‖W k,p(Σ) < c1, there is a unique ξ ∈ W k+1,p(Σ, k) satisfying
ξ|∂Σ = 0, FeiξA = 0 and ‖ξ‖W k+1,p ≤ c2‖FA‖W k−1,p ≤ c′2‖a‖W k,p.
Further, on any contractible closed set Σ′ ⊂ int Σ, there is a gauge transformation
k ∈ W k+1,p(Σ′,K) so that keiξA = d on Σ′. The gauge transformation k is unique
up to left multiplication by a constant element in K.
The following result, which is used in Section 4.3, shows that the convergence of a
sequence of gauge equivalent connections implies convergence of the corresponding
gauge transformations.
Lemma 4.5. Let P → Σ be a principal K-bundle over a compact Riemann surface
with metric and let p > 2. Suppose {Ai}i is a sequence of connections converging to
A∞ in W
1,p. Further, assume that the connections lie in the same gauge orbit, i.e.
there exists a sequence of gauge transformations ki ∈ K2,p(P ) satisfying ki(A0) = Ai.
Then, the sequence {ki}i is bounded in W 2,p and has a weak limit k∞ ∈ W 2,p(K).
Further, A∞ = k∞(A0) and so, it is in the same gauge orbit as the sequence.
Proof. Denote θi := ki(A0)−A∞. We are given θi → 0 in Ω1(Σ, P (k))W 1,p as i→∞.
By embedding K in U(n) for some n, we view ki as sections of vector bundles whose
fibers are n×n-matrices. The relation A∞ + θi = ki(A0) = (dki)k−1i + kiA0k−1i can
be re-written as
dki = −kiA0 +A∞ki + θiki.(22)
The terms A0, A∞ and θi are bounded in L
p. SinceK is compact, ‖ki‖L∞ is bounded
and so, the right hand side is bounded in Lp. This implies that ‖ki‖W 1,p is uniformly
bounded. Next, we show that the right hand-side of (22) is bounded in W 1,p. By
Sobolev multiplication (Proposition A.3),
‖∇(θiki)‖Lp ≤ ‖θi‖W 1,p‖∇ki‖Lp + ‖∇θi‖Lp‖ki‖W 1,p .
Hence, ‖kiθi‖W 1,p is uniformly bounded. Similarly kiA0 and A∞ki are also uniformly
bounded inW 1,p and therefore by (22), ‖ki‖W 2,p is uniformly bounded. After passing
to a subsequence, ki weakly converges to a limit k∞ in W
2,p and the convergence is
strong in C1. This implies ki(A0)→ k∞(A0) in Lp and so, k∞(A0) = A∞. 
4.2. Convergence of a subsequence modulo gauge. The convergence behavior
of gauged holomorphic maps is similar to the Gromov convergence of J-holomorphic
maps, and relies on a uniform energy bound. The energy of a gauged map (A, u) on
a Riemann surface Σ is defined as
E(A, u) :=
1
2
∫
Σ
|F (A)|2 + |Φ ◦ u|2 + |dAu|2dvolΣ.
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Lemma 4.6. (An energy identity, [5, Theorem 3.1]) Let Σ be a compact Riemann
surface and P a principal K-bundle on it. A pair (A, u) ∈ A(P ) × Γ(Σ, P (X))
satisfies
(23) E(A, u) =
∫
Σ
|∂Au|2 + 1
2
| ∗ FA +Φ(u)|2dvolΣ + 〈ωX − Φ, u〉,
where 〈ωX − Φ, u〉 =
∫
Σ u
∗ω − d〈Φ(u), A〉.
The last term 〈ωX − Φ, u〉 in (23) denotes the pairing of equivariant cohomology
and homology. For a closed Σ, the quantity is an invariant of the homotopy class of
(A, u) (see [5]). Therefore the quantity is also independent of the choice of A. This
topological term is well-defined because u∗ω − d〈Φ(u), A〉 ∈ Ω2(P, k) is equivariant
and horizontal, so it descends to a 2-form on Σ.
Proposition 4.7. (Energy decreases along gradient flow line) Suppose
(At, ut) is the smooth gradient flow modulo gauge computed by Theorem 1.1. In
addition, if the base manifold Σ has boundary, we assume u0(∂Σ) ⊂ Φ−1(0). Then,
the energy E(At, ut) decreases with time t.
Proof. The Proposition is proved using the energy identity (23). The energy of a
holomorphic pair (A, u) is the sum of the vortex functional and the term
∫
Σ u
∗ω −
d〈Φ(u), A〉. The vortex functional decreases along the flow line, so the result is
proved by showing that the latter term is constant along the flow line. For a closed
Σ, the quantity is an invariant of the homotopy class of (A, u), and is therefore
constant (see [5]). If Σ has boundary, we fix a trivialization of the bundle P → Σ.
Under this trivialization, the family of maps is ut : Σ → X, and there is a family
of complex gauge transformations gt : Σ → G such that gtu0 = ut and gt|∂Σ =
Id. Therefore, ut|∂Σ is time-dependent and so,
∫
Σ u
∗
tω is time independent. The
remaining part of the term
∫
Σ d〈Φ(u), A〉, which is equal to
∫
∂Σ〈Φ(u), A〉 vanishes,
because Φ(ut)|∂Σ = 0 for all t. 
The convergence result, Theorem 1.2 (b), is proved using the following local result
on convergence of gauged holomorphic maps away from the bubbling set.
Definition 4.8. (Bubbling set) Suppose (Ai, ui) is a sequence of gauged holomorphic
maps defined on a Riemann surface Σ. A point z ∈ int Σ is in the bubbling set of
the sequence (Ai, ui) if and only if there is a sequence of points zi in Σ converging
to z which satisfy |dAiui(zi)| → ∞ as i→∞.
Proposition 4.9.(A local convergence result for gauged holomorphic maps) Suppose
U is a contractible compact connected Riemann surface with metric and P := U×K
is the trivial principal K-bundle. Suppose (Ai, ui) ∈ H2 × H3 is a sequence of
gauged holomorphic maps with a uniform energy bound E(Ai, ui) ≤ k. Further,
we are given that Ai converges weakly to a limit connection A∞ in H
2(U). Then,
there is a subsequence of (Ai, ui) (also denoted by (Ai, ui)), for which the bubbling
set Z ⊂ int(U) is finite and there is a limit map u∞ : int(U) → X that satisfies
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∂A∞u∞ = 0 and such that ui converges to u∞ weakly in H
3(S) for any compact
subset S ⊂ U\(Z ∪ ∂U).
Proof of Proposition 4.9. First, by a sequence of converging complex gauge trans-
formations, we transform the connections Ai to trivial connections. We observe
that after passing to a subsequence, the weak convergence Ai ⇀ A∞ in H
2(U)
implies strong convergence in the norm W 1,p(U) for any p > 2. By Donaldson’s
result (Lemma 4.3), there is a complex gauge transformation eis on U , where
s ∈ W 2,p(U, k), s|∂U = 0 and FeisA∞ = 0. Since the action of complex gauge
transformations on the space of connections is smooth (Lemma 4.1), the sequence
eisAi converges to e
isA∞ strongly in W
1,p(U). Since the curvature map A 7→ FA is
a continuous map between the spaces W 1,p → Lp, the sequence of curvatures FeisAi
converges to zero in Lp(U). Next, by Lemma 4.4, there exists a sequence ξi that
converges to zero in W 2,p(U) that satisfies ξi|∂U = 0 and such that FeiξieisAi = 0.
Using the convergence ξi → 0 in W 2,p(U), we continue to have eiξieisAi → eisA∞
in W 1,p(U). Fix a point p ∈ U . Again using Lemma 4.4, there is a unique sequence
of unitary gauge transformations ki ∈ W 2,p(Σ,K), for all i including i = ∞, such
that kie
iξieisAi is the trivial connection and ki(p) = Id. By a bootstrapping proce-
dure using the transformation relation (5), we can see that ki converges to k∞ in
W 2,p(U). We denote the cumulative complex gauge transformations as gi := kie
iξieis
and g∞ := k∞e
is. The sequence gi converges to g∞ in W
2,p(U).
The transformed gauged holomorphic maps are just J-holomorphic maps to the
target on which Gromov convergence results apply. Since the connections giAi are
trivial, the holomorphicity condition reduces to ∂(giui) = 0, i.e. ui : U → X
are holomorphic maps. By elliptic regularity, giui is smooth on int(U). Energy of
gauged holomorphic maps also transforms continuously under W 2,p complex gauge
transformations. Therefore we have a uniform bound on E(giAi, giui), which implies
a uniform bound on the quantity ‖dui‖2L2(U), which is the energy of a holomorphic
map as in McDuff-Salamon [28]. The convergence modulo bubbling for holomorphic
maps [28, Lemma 4.6.1] is now applicable. Therefore, there is a subsequence of giui,
a finite set Z ′ ⊂ int(U) and a limit map u′∞ such that
(a) a point z ∈ Z ′ if and only if there is a sequence zi → z such that |d(giui)(zi)| →
∞ as i→∞.
(b) On any compact subset S ⊂ U\(Z ′ ∪ ∂U), the sequence giui converges
smoothly to u′∞.
Finally, we reverse the complex gauge transformations gi. By the continuous
action of complex gauge transformations on holomorphic maps, we can conclude that
the bubbling set Z of the sequence (Ai, ui) coincides with Z
′ and that the conclusions
of the Lemma hold with u∞ := g
−1
∞ u
′
∞. We explain in more detail why Z is equal
to Z ′. The connections Ai are bounded in H
2 and hence in C0, by the Sobolev
embedding H2(U) →֒ C0(U). By the compactness of the target space, the term
(Ai)ui is uniformly bounded in C
0. Then, by the relation dAiui = dui + (Ai)ui , we
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can say that for any sequence of points zi in U , the sequence |dui(zi)| is unbounded
exactly when |dAiui(zi)| is unbounded. Next, we have the relation
d(giui) = (dgig
−1
i )ui + gidui.
The first term in the r.h.s. is uniformly bounded in C0 because of a bound on
‖gi‖W 2,p and by compactness of the target X. The uniform C0 bound on gi also
implies that at any point z ∈ U , the point-wise norms |gidui(z)| and |dui(z)| differ
by a multiplicative factor that is uniformly bounded above and below. This proves
that Z = Z ′. 
We now prove parts (a), (b) and (d) of Theorem 1.2. Part (c) is proved along
with Theorem 1.3 in Section 4.3.
Proof of Theorem 1.2 (a), (b), (d). Part (a) is a convergence result for connections
which is proved using Uhlenbeck compactness theorem and an energy bound on
the heat flow. Let (A˜t, u˜t) ∈ C0loc([0,∞),H1 × C0) be the solution of the gradient
flow equation (2). Further, let (At, ut) be the smooth solution of the flow equation
modulo gauge. Recall from the proof of Theorem 1.1 that (At, ut) is related to
(A˜t, u˜t) by a family of H
2 gauge transformations. Let F˜t = ∗F (A˜t) + Φ(u˜t). By the
heat flow equation (8),
d
dt
‖F˜t‖2L2 =
∫
Σ
〈F˜t, d∗A˜tdA˜tF˜t + u˜
∗
tdΦ(JF˜t)u˜t〉dvolΣ.
The quantities involved are gauge-invariant, so we can write
d
dt
‖Ft‖2L2 =
∫
Σ
〈Ft, d∗AtdAtFt + u∗t dΦ(JFt)ut〉dvolΣ
= ‖dA(t)Ft‖2L2 +
∫
Σ
gX((Ft)ut , (Ft)ut)dvolΣ.
In the above calculation, the boundary term
∫
∂Σ〈Ft, dAtFt〉 vanishes. The quantity‖Ft‖L2 is positive and decreasing. So, one can choose a sequence {ti}i (ti → ∞ as
i→∞), such that
(24) ‖dAtiFti‖L2 , ‖(Fti )uti‖L2 → 0 as i→∞.
We replace the subscripts ti by i. By Proposition 4.7, the energy of the sequence
E(Ai, ui) is bounded, which implies ‖dAiui‖L2 < c for all i. The L2-bound on
dAiFi from (24) implies that supi‖dAi ∗FAi‖L2 <∞. Then, we can apply Uhlenbeck
compactness (Proposition A.4) and obtain a sequence of gauge transformations {ki}i
in H3(K), such that ki(Ai) converges weakly to A∞ in H2 and strongly in W 1,p,
because of the compact embedding H2 →֒W 1,p.
We now show convergence of the maps kiui. We know that the connections
kiAi converge to a limit connection weakly in H
2(Σ) and the energy of the gauged
maps (Ai, ui) is bounded. We choose a finite cover of Σ by contractible compact sets
{Uα}α∈A with smooth boundary. On any of these subsets Uα, we can apply the local
convergence result Proposition 4.9 on the sequence ki(Ai, ui)|Uα . The conclusion of
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Proposition 4.9 is that after passing to a subsequence, the bubbling set Z ⊂ int(Uα)
of kiui is finite and there is a limit map u∞ : int(Uα)→ X such that kiui converges
to u∞ weakly in H
3(S) for all compact subsets S ⊂ Uα\(Z ∪ ∂Uα). By applying on
Uα for all α ∈ A and successively passing to subsequences of ki(Ai, ui), we obtain a
finite bubbling set Z ⊂ int(Σ) and a limit u∞ : int(Σ)→ X such that kiui converges
to u∞ weakly in H
3(S) for all compact subsets S ⊂ Σ\(Z ∪ ∂Σ). This proves part
(b) of the Theorem.
We now prove part (d) of the Theorem. We remark that for the case when Σ has
boundary, we have defined u∞ only in the interior of Σ. While proving part (c) later,
we will show that u∞ extends to the boundary. But for now u∞|int(Σ) is enough to
prove part (d), as we will only prove the relations dA∞F∞ = 0 and (F∞)u∞ = 0
weakly. Denote (A′i, u
′
i) := ki(Ai, ui) and F
′
i := Adki Fi = ∗F (A′i) +Φ(u′i). Consider
the sequence Φ(u′i) in L
p
‖Φ(u′i)− Φ(u∞)‖Lp(Σ) ≤ ‖Φ(u′i)− Φ(u∞)‖Lp(Σ\Bǫ(Z∪∂Σ))
+ ‖Φ(u′i)‖Lp(Bǫ(Z∪∂Σ)) + ‖Φ(u∞)‖Lp(Bǫ(Z∪∂Σ)).
Since, ‖Φ‖L∞ is bounded, the second and third terms can be made small by taking
small enough ǫ. From (b), we have u′i → u∞ in Lp(Σ\Bǫ(Z)). Therefore Φ(u′i) →
Φ(u∞) in L
p. The sequence F (A′i) converges to F (A∞) in L
p as A′i → A∞ in
W 1,p. Adding, we get F ′i → F∞ in Lp. We know from earlier in the proof, that
‖F ′i‖H1 is uniformly bounded. Hence, after passing to a subsequence, F ′i converges
to a limit weakly in H1 and strongly in Lp. This limit must be F∞ and therefore
dA′iF
′
i ⇀ dA∞F∞ in L
2. Further, by the convergence in (24), we have dA∞F∞ = 0.
It remains to show (∗F∞)u∞ = 0, for which we work on local trivializations of the
bundle P . Let S ⊆ Σ\(Z ∪ ∂Σ) be a compact set on which P is trivializable. Then,
u′i is a map from S to X. Since u
′
i → u∞ in C0(S), we can take S small enough
that for any i, u′i(S) ⊆ V and V is a chart of X that is bi-holomorphic to a subset
of Cn. Therefore, we may view u′i as a map from S to C
n. Define a map
L : S → Hom(k,Cn) x 7→ (ξ 7→ ξx).(25)
The map L is smooth and (F ′i )u′i can be written as (L◦u′i)F ′i . Since L◦u′i converges
to L ◦ u∞ in C0 and F ′i converges to F∞ in Lp, we get (F ′i )u′i → (F∞)u∞ in Lp(S).
By the convergence in (24), (F∞)u∞ = 0 on S and hence on Σ\(Z ∪ ∂Σ). That
means (F∞)u∞ = 0 almost everywhere on Σ and this proves the result. 
In the process of proving part (b) of Theorem 1.2 for closed base manifolds, we
have proved the following statement for the case when Σ has boundary.
Proposition 4.10. Assume the setting of Theorem 1.2. Suppose {ti}i be the se-
quence of increasing time points and ki the sequence of gauge transformations from
the conclusion of Theorem 1.2 part (a). Then, after passing to a subsequence, there
is a finite bubbling set Z ⊂ int(Σ) and a limit map u∞ : int(Σ) → P (X) such
that kiuti converges to u∞ weakly in H
3(S) for any compact set S ⊂ Σ\(∂Σ ∪ Z).
Further, F∞ := ∗FA∞ +Φ(u∞) = 0.
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Proof. All the statements except F∞ = 0 have been proved in the process of proving
Theorem 1.2, part (b). For this, we recall from the proof of part (d) of Theorem 1.2
that F∞ is the weak H
1(Σ)-limit of the sequence Fi. The boundary trace map
H1(Σ, E)→ H1/2(∂Σ, E|∂Σ) σ 7→ σ|∂Σ
is continuous. Since F ′i = 0 on the boundary for all i, F∞ is also zero on the
boundary. Further, by Theorem 1.2(d), we know that dA∞F∞ = 0, therefore F∞ = 0
on Σ. 
4.3. Unique limit of heat flow. In this Section, we prove Theorems 1.3 and 1.4,
which say that if the base manifold has boundary, or if the limit map takes the
generic point to the semistable locus, then the heat flow trajectory has a unique
limit up to gauge transformations. Furthermore, the limit lies in the complex gauge
orbit containing the flow line. We first discuss the additional assumptions required
in the case when Σ does not have boundary.
Assumption 4.1. If ∂Σ 6= ∅, the action of K on Φ−1(0) has finite stabilizers.
This assumption implies that the G-action on GΦ−1(0) has finite stabilizers. In
fact this is the open stratum of the gradient flow of |Φ|2 studied by Kirwan [25]. In
case, the target X has the structure of a projective variety, then GΦ−1(0) coincides
with the semistable locus Xss, so in any case we denote GΦ−1(0) by Xss. The
complement X\Xss is a union of complex submanifolds of codimension at least 2.
Therefore, for a gauged holomorphic map (A, u), if u−1(P (Xss)) is non-empty, then
it must be the complement of a finite subset of Σ. In that case, we say that the
gauged map (A, u) is generic. Under the Assumption 4.1, the constant
(26) c0 := inf{|Φ(x)| : stabilizer of x is infinite}.
is positive. We will show that the hypothesis E(A0, u0) ≤ c20 vol(Σ) in Theorem 1.4
ensures that for flow line starting at (A0, u0), the limit modulo bubbling (A∞, u∞)
is generic.
We now outline the proof of Theorem 1.3 and 1.4. In both cases, the limit of
the heat flow modulo bubbling (A∞, u∞) is a vortex. Proposition 4.11 below says
that if a gauged holomorphic map is ‘close’ to a vortex away from bubbling points,
then it can be complex gauge transformed to a vortex, via a small complex gauge
transformation. This Proposition, when applied to a converging sequence of points
on the gradient flow, would produce a sequence of vortices. But a complex gauge
orbit has at most one unitary gauge orbit of vortices. Therefore the sequence of
vortices are actually unitary gauge equivalent. The proof of the Theorems is finished
by showing that, modulo unitary gauge equivalence, the sequence of vortices is the
limit of the heat flow.
Proposition 4.11. (Pairs close to a vortex are complex gauge equivalent to a vor-
tex) Let k = 0 or 1 and p > 1 be such that (k + 1)p > 2. Suppose Σ is a compact
Riemann surface possibly with a smooth boundary. Let (Ai, ui) be a sequence of
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gauged holomorphic maps on Σ. Suppose Ai → A∞ in W k,p and there is a fi-
nite set Z ⊆ Σ so that ui → u∞ in C0 on compact subsets of Σ\(Z ∪ ∂Σ). Also,
Fi := ∗F (Ai) + u∗iΦ→ 0 in W k−1,p. Further,
(27) Σ has boundary or u∞ is generic.
Then, there exist constants C and i0 so that for i > i0, there exists ξi ∈W k+1,p(Σ, P (k))
such that ξi|∂Σ = 0 and (exp iξi)(Ai, ui) is a vortex and satisfies ‖ξi‖W k+1,p <
8C‖Fi‖W k−1,p .
Remark 4.12. Proposition 4.11 is only used in the case k = 1, but the lower regularity
result for k = 0 has applications in the article [40] and does not involve extra work.
For the k = 0 case, we remark that if p > 2, the curvature of an Lp-connection is in
W−1,p by Sobolev multiplication (Proposition A.3).
Proof of Proposition 4.11. The proof of the Proposition is by applying the implicit
function Theorem (in the form of Proposition A.1) to the functions Fi defined below.
For every (Ai, ui), define
Fi : Γ(Σ, P (k))∂ → Γ(Σ, P (k)), ξ 7→ F(exp iξ)Ai,(exp iξ)ui .
Here Γ(Σ, P (k))∂ := {ξ ∈ Γ(Σ, P (k)) : ξ|∂Σ = 0}. We recall that for any s > 1p ,
W s,p∂ (Σ, P (k)) is the subspace ofW
s,p(Σ, P (k)) consisting of sections σ whose bound-
ary trace σ|∂Σ vanishes. The map Fi extends to a smooth map between Sobolev
completions Fi : W k+1,p∂ → W k−1,p. This is because the action of W k+1,p-complex
gauge transformations on gauged holomorphic pairs in Ak,p ×W k+1,p(Σ, P (X)) is
smooth (see Lemmas 4.1 and 4.2), and the map (A, u) 7→ ∗FA + Φ(u) is a smooth
map from Ak,p ×W k+1,p(Σ, P (X)) to W k−1,p(Σ, P (k)). The differential of Fi at a
point ξ ∈W k+1,p∂ is given by
DFi(ξ)ξ1 = d∗eiξAideiξAiξ1 + (eiξui)∗dΦ(J(ξ1)eiξui) : W
k+1,p
∂ →W k−1,p.
This is because for any ζ ∈ Γ(Σ, P (k)), the action of the infinitesimal complex gauge
transformation iζ on a connection A is given by ∗dAζ and the curvature varies with
the connection as
FA+ta = FA + tdAa+
t2
2
[a ∧ a].
Step 1: The operator DFi(0) is invertible for large i including i =∞.
The operator Id+d∗AidAi :W
k+1,p
∂ (Σ, P (k))→W k−1,p(Σ, P (k)) is invertible because
the Dirichlet problem has a unique solution (see Appendix D in [41]). Therefore, the
Fredholm index of Id+d∗AidAi is 0. The difference
u∗i dΦ(J(·)ui) − Id is a compact perturbation, so DFi(0) also has Fredholm index
0. For any non-zero ξ1 ∈W k+1,p∂ ,
〈d∗AidAiξ1 + u∗i dΦ(J(ξ1)ui), ξ1〉k(28)
= ‖dAiξ1‖2L2 +
∫
X
ωui((ξ1)ui , J(ξ1)ui) > 0,
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For Σ with boundary, this inequality follows easily. Otherwise, by hypothesis (27),
the set u−1∞ (P (X
ss)) ∩ {ξ 6= 0} is a non-empty open set, and by Assumption 4.1, for
any point x in this set ξ(x)X 6= 0. Therefore DF∞(0) is injective. Since ui converges
to u∞ away from a finite set, the maps ui are generic for large i and so, DFi(0) is
also injective. Since the Fredholm index of DFi(0) is 0, the operators are onto for
large i.
Step 2: For large i, ‖DFi(0)−1‖ < C and C is independent of i.
Let Qi and Q∞ denote the inverses of DFi(0) and DF∞(0) respectively. We will
proceed by showing that the difference between DF∞(0) and DFi(0) is small and
so ‖Qi‖ can be bounded in terms of ‖Q∞‖. For notational convenience, we define
an operator Lx for every x ∈ X,
Lx : k→ k, ξ 7→ dΦx(Jξx).
For any ξ1 ∈W k+1,p∂ (Σ, P (k)) and a small constant ǫ > 0,
‖(DF∞(0)−DFi(0))ξ1‖W k−1,p(Σ)(29)
≤ ‖d∗A∞dA∞ξ1 − d∗AidAiξ1‖W k−1,p(Σ)
+ ‖(Lu∞ − Lui)ξ1‖W k−1,p(Σ\Bǫ(Z∪∂Σ))
+ ‖(Lu∞ − Lui)ξ1‖W k−1,p(Bǫ(Z∪∂Σ)).
Here Bǫ(Z ∪ ∂Σ) denotes an ǫ-neighborhood of Z ∪ ∂Σ. The third term in (29)
satisfies
‖(Lu∞ − Lui)ξ1‖W k−1,p(Bǫ(Z∪∂Σ))
≤ 2‖L‖C0(X)‖ξ1‖W k+1,p(Σ) · vol(Bǫ(Z ∪ ∂Σ)),
and is bounded by fixing a small enough value of ǫ so that
2‖L‖C0(X) · vol(Bǫ(Z ∪ ∂Σ)) ≤
1
4‖Q∞‖ .
To bound the second term, we use the fact that ui → u∞ in C0(Σ\Bǫ(Z ∪∂Σ)). For
large enough i,
‖(Lu∞ − Lui)ξ1‖W k−1,p(Σ\Bǫ(Z∪∂Σ))
≤ ‖Lu∞ − Lui‖C0(Σ\Bǫ(Z∪∂Σ))‖ξ1‖W k+1,p(Σ) ≤
1
8‖Q∞‖‖ξ1‖W k+1,p .
The first term is bounded similarly. For connections A and A + a, we have the
following expansion:
(30) (d∗A+adA+a − d∗AdA)ξ1 = ∗[a ∧ ∗dAξ1] + d∗A[a ∧ ξ1] + ∗[a ∧ ∗[a ∧ ξ1]].
Therefore, for large enough i,
‖(d∗A∞dA∞ − d∗AidAi)ξ1‖W k−1,p(Σ)
≤ c(‖A∞ −Ai‖W k,p(Σ) + ‖A∞ −Ai‖2W k,p(Σ))‖ξ1‖W k+1,p(Σ)
≤ 1
4‖Q∞‖‖ξ1‖W k+1,p(Σ).
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Then, ‖DF∞ −DFi‖ ≤ 12‖Q∞‖ and so, ‖Qi‖ ≤ 2‖Q∞‖.
Step 3: For large i and a section ξ ∈W k+1,p∂ satisfying ‖ξ‖W k+1,p < 1, there is a
constant c1 independent of i such that
‖DFi(ξ)−DFi(0)‖ ≤ c1‖ξ‖W k+1,p .
Proceeding in a similar way as Step 2,
‖DFi(ξ)−DFi(0)‖ ≤ ‖d∗(exp iξ)Aid(exp iξ)Ai − d∗AidAi‖(31)
+ ‖L(exp iξ)ui − Lui‖.
Consider the first term. Choose a small constant ǫ > 0. By the convergence of
the sequence Ai, for large i, ‖Ai − A∞‖W 1,p < ǫ/2. Choose a smooth connection
A0 such that ‖A0 − A∞‖W 1,p < ǫ/2 so that we have ‖Ai − A0‖W 1,p < ǫ for large
i. Using the base connection A0, we apply Lemma 4.1. We can then conclude that
for any ξ ∈W k,p(Σ, P (k)) satisfying ‖ξ‖W k+1,p < 1, the connection eiξAi is in W 1,p.
Further, there is a constant C(ǫ) independent of i such that
‖(exp iξ)Ai −Ai‖W k,p(Ω) ≤ C‖ξ‖W k+1,p(Ω).
Using the expansion (30) and the multiplication theorem (Prop. A.3), we get
‖(d∗Ai+adAi+a − d∗AidAi)ξ1‖W k−1,p ≤ c(‖a‖k,p + ‖a‖2k,p)‖ξ1‖k+1,p.
Therefore,
‖(d∗(exp iξ)Aid(exp iξ)Ai − d∗AidAi)ξ1‖W k−1,p(32)
≤ c‖(exp iξ)Ai −Ai‖k,p‖ξ1‖k+1,p
≤ c‖ξ‖k+1,p‖ξ1‖k+1,p.
To bound the second term in (31), we observe that ξ 7→ (L(exp iξ)ui − Lui) is a
continuous map. So, ‖L(exp iξ)ui − Lui‖C0 < c‖ξ‖C0 < c‖ξ‖k+1,p. The constants are
independent of i, because by the compactness of X, there is a constant c for which
dX(e
iξui(z), ui(z)) < c|ξ| for any z ∈ Σ and ξ ∈ k. Now, since k − 1 ≤ 0,
‖(L(exp iξ)ui − Lui)ξ1‖W k−1,p ≤ c‖L(exp iξ)ui − Lui‖C0‖ξ1‖W k−1,p(33)
≤ c‖ξ‖k+1,p‖ξ1‖k+1,p.
Therefore, by (32) and (33), there is a constant c1 independent of i, such that for
large enough i and ‖ξ‖k+1,p < 1,
‖DFi(ξ)−DFi(0)‖ ≤ c1‖ξ‖W k+1,p .
Step 4: Finishing the proof of Proposition 4.11.
Let δmax := 1/2Cc1. We assume i is large enough that the results in Steps 1-3
hold, and ‖Fi‖W k−1,p < δmax8C . We can restate the result in Step 3 as: if ξ satisfies
‖ξ‖W k+1,p < δmax, then, ‖DFi(ξ) −DFi(0)‖ ≤ 12C . We apply the implicit function
Theorem (Proposition A.1) on the function Fi with δ := 8C‖Fi‖W k−1,p . Then, we
get ξi ∈W k+1,p∂ so that Fi(ξi) = 0 and ‖ξi‖k+1,p < δ = 8C‖Fi‖W k−1,p . 
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The following definition is handy in stating and proving the next few results.
Definition 4.13 (G∂,K(P )). Given a Riemann surface Σ possibly with boundary,
and a principal bundle P → Σ, G∂,K is the subgroup of the complexified gauge group
G(P ) consisting of g ∈ G(P ) for which g(∂Σ) ⊂ K. Alternately, we can say G∂,K(P )
consists of elements keiξ , where (k, ξ) ∈ K(P ) × Γ(Σ, P (k))∂ .
The following is the next result required in the proof of Theorems 1.3 and 1.4.
Proposition 4.14. (At most one vortex in a complex gauge orbit) Let p > 1 and
k ∈ Z≥0 be such that (k + 1)p > 2. Let Σ be a compact connected Riemann surface
possibly with a smooth boundary. Let (A0, u0), (A1, u1) ∈W k,p×W k+1,p be vortices
on a principal bundle P → Σ that are related by a complex gauge transformation
g ∈ Gk+1,p∂,K (P ), i.e. (A1, u1) = g(A0, u0). Further,
Σ has boundary or u∞ is generic.
Then, (A0, u0) and (A1, u1) are gauge-equivalent, i.e. g ∈ Kk+1,p(P ).
Proof. A vortex is a zero of the moment map ∗FA,u, so the proof is similar to the
finite-dimensional case - Lemma 2.1. The Cartan diffeomorphism (3) induces a
smooth bijection
Gk+1,p → Kk+1,p ×W k+1,p(Σ, P (k)) g 7→ (k, ξ) so that g = keiξ.
So, if (A, u) and (A′, u′) are vortices that are related by a complex gauge transforma-
tion in G∂,K , after a gauge transformation, we may assume
(A′, u′) = eiξ(A, u) where ξ ∈ W k+1,p(Σ, P (k)) and ξ|∂Σ = 0. Let (At, ut) :=
eitξ(A, u). For ξ|∂Σ = 0,
d
dt
∫
Σ
〈∗FAt,ut, ξ〉 = 〈d∗AtdAtξ + u∗t dΦ(J(ξ)ut), ξ〉k
= ‖dAtξ‖2L2 +
∫
X
ωut((ξ)u, J(ξ)u) ≥ 0.
It is easily seen that the inequality is strict for non-zero ξ, in case Σ has non-empty
boundary. Otherwise, if u is generic, there is a finite set Y such that u(Σ\Y ) ⊂
P (Xss). This condition is invariant under complex gauge transformations, therefore,
for all t ∈ [0, 1], eitξu(Σ\Y ) ⊂ P (Xss). By Assumption 4.1, for non-zero ξ, ξut 6= 0
and the above inequality is strict. Since FA0,u0 = FA1,u1 = 0, we can conclude ξ = 0
and that the vortices (A, u) and (A′, u′) are gauge-equivalent. 
The following Lemma proves the technical part of Theorems 1.3 and Theorem
1.4.
Lemma 4.15. Suppose Σ is a Riemann surface, possibly with smooth boundary and
(Ai, ui) ∈W 1,p×W 2,p is a sequence of gauged holomorphic maps on Σ that satisfies
the following.
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(a) There are complex gauge transformations gi ∈ G2,p∂,K such that gi(A0, u0) =
(Ai, ui).
(b) There is a vortex (A∞, u∞) such that A∞ ∈ W 1,p(Σ) and u∞ ∈
W 2,ploc (int(Σ)) such that the sequence (Ai, ui) converges to (A∞, u∞) in the
following sense:
Ai
W 1,p(Σ)−−−−−→ A∞, ui W
1,p(S)−−−−−→ u∞(34)
for all compact subsets S ⊂ Σ\(∂Σ ∪ Z).
Then, the map u∞ extends to Σ as aW
2,p-map and there is a complex gauge transfor-
mation g∞ ∈ G2,p∂,K such that (A∞, u∞) = g∞(A0, u0) and the sequence gi converges
to g∞ weakly in W
2,p(Σ).
Proof. We first transform the sequence of gauged holomorphic maps to vortices via
a sequence of small complex gauge transformations in a way that the new sequence
still has the same limit. For this, we observe that the sequence (Ai, ui) satisfies the
hypothesis of Proposition 4.11. This is because, by arguments similar to the proof of
Theorem 1.2 (d), the sequence FAi,ui converges in L
p(Σ) to FA∞,u∞ , which is zero.
By dropping a tail of the sequence, we may assume i0 = 0. Therefore, for all i, there
exist ξi ∈W 2,p∂ such that (A′i, u′i) := (exp iξi)(Ai, ui) is a vortex and ξi → 0 in W 2,p.
The action of complex gauge transformations on gauged maps is continuous, and so,
the sequence (A′i, u
′
i) converges to (A∞, u∞) in the sense of (34).
We next show that the sequence of vortices are related to each other by a se-
quence of weakly converging unitary gauge transformations. The complex gauge
transformations of the previous paragraph can be represented schematically as
(A′0, u
′
0)
exp(iξ0)←−−−−− (A0, u0) gi−→ (Ai, ui) exp(iξi)−−−−−→ (A′i, u′i).
From this diagram, we can conclude that the sequence of vortices satisfies (A′i, u
′
i) =
eiξigie
−iξ0(A′0, u
′
0), and the complex gauge transformations e
iξigie
−iξ0 are in G2,p∂,K .
By Proposition 4.14, up to unitary gauge equivalence, there is a unique vortex in
a G2,p∂,K-orbit. Therefore, eiξigieiξ0 is actually a gauge transformation. We denote
ki := e
iξigie
−iξ0 ∈ K2,p. Since the sequence of connections kiA′0 converges to A∞ in
W 1,p(Σ), by Lemma 4.5, we can conclude that, after passing to a subsequence, the
gauge transformations ki converge weakly to a limit k∞ in W
2,p.
This indeed proves the Proposition. The complex gauge transformations gi, which
are equal to e−iξikie
iξ0 , converge weakly in W 2,p and strongly in C1. The limit is
g∞ := k∞e
iξ0 . Therefore, the sequence ui also converges weakly in W
2,p(Σ) to a
limit, which must agree with u∞ on int(Σ). 
Proof of Theorem 1.3. The Theorem can be proved in a straightforward manner by
applying Lemma 4.15. We start with the setting in Theorem 1.2. We recall that
by Theorem 1.2 part (a), there is an increasing sequence {ti}i of time points and a
sequence of gauge transformations ki ∈ K(P )H3 such that the sequence of gauged
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maps ki(Ati , uti) converges to a limit (A∞, u∞) in the sense of (34). That is, the
convergence of the maps kiuti is away from the bubbling points and the boundary.
By Proposition 4.10, the limit (A∞, u∞) is a vortex. We further recall that the
gauged maps ki(Ati , uti) are related to the starting point of the flow (A0, u0) by a
complex gauge transformation in G∂,K . Therefore, Lemma 4.15 is applicable on the
sequence ki(Ati , uti), and we can conclude that u∞ extends to the boundary ∂Σ and
is in W 2,p(Σ). Further, there is a complex gauge transformation g∞ ∈ G2,p∂,K such
that g∞(A0, u0) = (A∞, u∞), which completes the proof of Theorem 1.3 (a). By
Proposition 4.14, there is a unique vortex up to gauge in the G∂,K-orbit of (A0, u0),
which proves part (b) of the Theorem. By the Cartan map, the limit complex
gauge transformation g∞ can be written as g∞ = k∞e
iξ∞ , where k∞ ∈ K2,p(P ),
ξ∞ ∈W 2,p(Σ, P (k)) and ξ|∂Σ = 0. The element ξ∞ is uniquely determined. 
The proof of Theorem 1.2 part (c) follows from the conclusions of Theorem 1.3.
Proof of Theorem 1.2 (c). Suppose (At, ut) is the smooth gradient flow trajectory
modulo gauge. Then, there is a family of complex gauge transformations in gt ∈
G∂,K(P ) such that gt(A0, u0) = (At, ut). By Theorem 1.2 part (a), there is a sequence
ti of increasing time points and a sequence of gauge transformations ki such that the
sequence ki(Ati , uti) converges modulo bubbling to a limit (A∞, u∞). The proof of
Theorem 1.3 proceeded by applying Lemma 4.15 to the sequence kigti(Ati , uti). One
of the conclusions of the Lemma is that the sequence of complex gauge transforma-
tions kigti has a weak limit g∞ in W
2,p(Σ). By the compact inclusion W 2,p →֒ C1,
the sequence kigti strongly converges to g∞ in C
1(Σ). Therefore, by Lemma 4.1, the
sequence kiuti , which is same as kigtiu0, converges to a limit g∞u0 in C
1(Σ). Since
the sequence kiuti converges modulo bubbling to u∞, u∞ agrees with g∞u0 away
from the bubbling set. Hence, g∞u0 = u∞ on Σ. 
Proof of Theorem 1.4. We first show that the limit of the heat flow modulo bubbling
is a vortex. The limit (A∞, u∞) computed in Theorem 1.2 is a critical point of the
flow and it satisfies dA∞F∞ = 0 and (F∞)u∞ = 0. The first equation implies that
the conjugacy class of F∞ is constant. If F∞ 6= 0, then all points in the image of
u have an infinite stabilizer group, and hence u maps to X\Xss (see Assumption
4.1). This implies that |Φ(u∞(x))| > c0 > 0 and hence, E(A∞, u∞) > c20 vol(Σ).
By Proposition 4.7, energy of gauged holomorphic maps decreases along the flow
line, which means that E(A0, u0) ≥ E(A∞, u∞) ≥ c20 vol(Σ) which contradicts the
hypothesis of the Theorem.
We have proved that F∞ = 0 and the limit (A∞, u∞) is generic. Now, Proposition
4.11 is applicable and the rest of the proof proceeds in the same way as the proof of
Theorem 1.3. 
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5. Heat flow on vector space target
In this section, we prove that if the target X is a symplectic vector space with
a linear action of the group K and a proper moment map, we can apriori say that
the image of the heat flow is contained in a compact subset of the target. Then the
results about heat flow with a compact target are applicable. The following Lemma
proves the result in the case the base manifold Σ does not have boundary.
Lemma 5.1. Suppose Σ is a compact Riemann surface without boundary and X =
Cn with a linear K-action and proper moment map Φ. Let P → Σ be a principal
K-bundle. Given a constant k there is a compact set S ⊂ X such that if (A, u) is a
gauged holomorphic curve on P with the energy bound E(A, u) ≤ k, then u(Σ) ⊂ S.
For the proof, we define the following operator. For any x ∈ X, define
(35) Lx : k→ TXX, ξ 7→ ξX(x).
Given a section u : Σ→ P (X), Lu ∈ Γ(Σ, P (End(k, u∗TX))) is a section of a vector
bundle on Σ.
Proof. The proof uses elliptic regularity to produce a C0 bound on u. We first
produce a local H1 bound on the connection A and a preliminary L2 bound on
the map u. This is done using the energy bound, which implies ‖F (A)‖L2 < k
and ‖Φ(u)‖L2 < k. By Uhlenbeck’s local theorem ([38]), we can find a cover of Σ,
∪αUα and local trivializations under which the connection A is d + aα on Uα and
‖aα‖H1(Uα) < ck. Here ck is a constant depending only on k. Suppose, under this
trivialization u is given by uα : Uα → Cn. Since Φ is a quadratic function on X and
is proper, we get ‖u‖L2 < c(1 + ‖Φ(u)‖L2) < ck.
Now, we apply elliptic regularity. By holomorphicity of (A, u), we have ∂uα =
(aα)
0,1
uα . The term (aα)uα can be seen as the product of two sections Luα ∈ Γ(Uα,End(k, u∗αTX))
and aα ∈ Ω1(Uα, k). To bound the first term Lu, we observe that |Lx| grows linearly
with x, so |Lx| ≈ c|Φ(x)|1/2. Since ‖Φ(uα)‖L2 < k, ‖Luα‖L4 < ck. Then, by the
multiplication theorem, ‖(aα)uα‖L2+ǫ(Uα) < ck. Let U ′′α ⊂ U ′α ⊂ Uα, be such that
{U ′α}α and {U ′′α}α still cover Σ. We apply interior elliptic regularity twice. First,
‖uα‖W 1,2(U ′α) ≤ c(‖∂uα‖L2(Uα) + ‖uα‖L2(Uα)) ≤ ck
By Sobolev embedding, W 1,2 →֒ L2+ǫ and so, the L2+ǫ norms of uα are bounded.
Next,
‖uα‖W 1,2+ǫ(U ′′α) ≤ c(‖∂uα‖L2+ǫ(U ′α) + ‖uα‖L2+ǫ(U ′α)) ≤ ck
By the inclusion W 1,2+ǫ →֒ C0, uα(Uα) is contained in a compact set Sα ⊆ Cn. The
image of u is contained in the compact set ∪αKSα. 
When the base manifold has boundary, we can prove the existence of heat flow on
a larger class of non-compact manifolds. We require that the target manifold X is
equivariantly convex (as defined by Cieliebak et al [4]) and has proper moment map.
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An important example of equivariantly convex spaces are vector spaces with a linear
group action and a proper moment map. The notion of convexity for symplectic
manifolds first arose in work by Eliashberg and Gromov [12].
Definition 5.2. A Ka¨hler manifold (X,ω, J) with a Hamiltonian K-action is equiv-
ariantly convex at infinity if there is a K-invariant proper function f : X → R≥0
and a value c0 such that if f(x) > c0, then
〈∇ξ∇f, ξ〉 ≥ 0 ∀ξ ∈ TxX, df(JΦ(x)X) ≥ 0.(36)
Here ∇f ∈ Vect(X) is the gradient vector field of f with respect to the metric
ω(·, J ·).
The above definition is equivalent to the definition in [4], where there is an addi-
tional term 〈∇Jξ∇f, Jξ〉 in the left hand side of the first equation above. But, when
X is Ka¨hler ∇Jξ = J∇ξ so that term is equal to 〈∇ξ∇f, ξ〉. This condition implies
that f is sub-harmonic on holomorphic curves mapping to f−1(c0,∞). To see this,
consider a holomorphic curve u : Br ⊂ C → f−1(c0,∞) ⊂ X. On Br, re-write the
holomorphic coordinate z as z = s+ it. Then,
∆(f ◦ u) = ∂s〈∇f(u), ∂su〉+ ∂t〈∇f(u), ∂tu〉(37)
= 〈∂s∇f(u), ∂su〉+ 〈∂t∇f(u), ∂tu〉+ 〈∇f(u), ∂2su+ ∂2t u〉
≥ 0
using (36) and the fact that the last term is zero.
Lemma 5.3. Suppose Σ is a compact Riemann surface with boundary, and X is a
Hamiltonian Ka¨hler manifold that is equivariantly convex at infinity and has a proper
moment map Φ. Let P = Σ×K be the trivial principal K-bundle. Given a constant
k and a K-invariant compact set S∂ ⊂ X, there is a compact set S ⊂ X such that if
(A, u) is a gauged holomorphic curve on Σ with the energy bound E(A, u) ≤ k, then
u(Σ) ⊂ S.
Proof. The proof is by contradiction. Suppose the lemma is not true. Then there
is a sequence of gauged holomorphic maps (Ai, ui) satisfying the conditions of the
Lemma and the union of whose images are unbounded in X.
We first produce a sequence of converging complex gauge transformations that
make the sequence of connections Ai flat and such that the union of images of the
sequence of maps ui is still unbounded. Since ‖F (Ai)‖L2(Σ) < k, by Uhlenbeck
compactness, after passing to a subsequence, there exist gauge transformations ki ∈
H2(Σ,K) so that kiAi converges to A∞ weakly in H
1(Σ). For any p > 2, after
passing to a subsequence we have kiAi converges to A∞ strongly in L
p(Σ). By
Lemma 4.3 above, there is a complex gauge transformation g ∈ H2(Σ, G), with
g|∂Σ ≡ Id and such that FgA∞ = 0. The complex gauge transformation g ∈ H2 →֒
W 1,p acts continuously on the space of Lp connections by Lemma 4.1. So, the
sequence of connections gkiAi converges to gA∞ in L
p(Σ). By Lemma 4.4 above,
for large i, there exists a sequence ξi → 0 in W 1,p(Σ, k) satisfying ξi|∂Σ = 0 and
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so that eiξigkiAi is a flat connection weakly. By the Sobolev embedding theorem,
there is a C0 bound on eiξi and hence also on eiξigki. Therefore ∪ieiξigkiui(Σ) is
not bounded.
Now, we derive a contradiction using the subharmonicity of f , where f : X →
[0,∞) is a proper function satisfying the condition equivariant convexity condition
(36). By the unboundedness of the sequence eiξigkiui, the sequence of maps f ◦
eiξigkiui is also unbounded. For any i, suppose f◦(eiξigkiui)|Σ assumes its maximum
value at a point xi. For large i, the maximum value is necessarily attained in the
interior of Σ because eiξigkiui(∂Σ), which is equal to kiui(∂Σ) is contained in the
compact set S∂ . Denote mi := f(e
iξigkiui(xi)). We may assume mi > c0. Suppose
U is a contractible open neighborhood of xi on which f ◦ (eiξigkiui) ≥ c0. We will
now show that f ◦ (eiξigkiui) attains the value mi on all of U . There is a gauge
transformation k′i ∈ W 1,p(U,K) be so that k′ieiξigkiAi is the trivial connection on
U . Then, ∂(k′ie
iξigkiui) = 0. Since f is K-invariant f ◦ (eiξigkiui) = f ◦ (k′ieiξigkiui)
on U . By (37), f ◦ (k′ieiξigkiui) is sub-harmonic. By the mean value inequality from
complex analysis (Proposition 7.7.4 in the book Greene-Krantz [17]), a subharmonic
function attains its maximum value on the boundary of the domain, therefore f ◦
(eiξigkiui) ≡ mi on U . Therefore the set {f ◦ (eiξigkiui) = mi} is open and closed in
Σ. This proves a contradiction because mi →∞, the map f : X → [0,∞) is proper
and k′ie
iξigkiui(∂Σ) is contained in a compact set S∂ ⊂ X. 
Proof of Theorem 1.5. Consider a gauged holomorphic map (A0, u0), and denote
k := E(A0, u0). By Lemmas 5.1 and 5.3, there is a compact set S(k) ⊂ X, such
that the image of any gauged holomorphic map with energy ≤ k is contained in
S(k). The heat flow trajectory starting at (A0, u0), if it exists, would have its image
contained in S(k), because by Proposition 4.7, energy E(At, ut) decreases with t.
Therefore, all the results about existence and convergence of heat flow - Theorems
1.1, 1.2, 1.3 and 1.4 can be applied with the target S(k) instead of X. 
6. Sobolev spaces
The goal of this Section is to define Sobolev completions of time-dependent sec-
tions of vector bundles and prove uniform bounds on certain operators. The results
of this section are used in the proof of existence of heat flow in Section 3.1. Section
6.1 introduces Sobolev completions of the space of sections of vector bundles, in-
cluding the case when Sobolev exponents are negative or non-integral. The Sobolev
norm is dependent on a choice of connection. If the connection satisfies a curva-
ture bound, then the relevant operators between Sobolev spaces of sections will be
uniformly bounded. This is proved in Section 6.2 using Uhlenbeck compactness.
Section 6.3 describes time dependent sections. Next, in Section 6.4, we show that
in these spaces, the solution of the heat equation has uniformly bounded norm. Fi-
nally, in Section 6.5, we define the space of time-dependent sections that are in the
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class Hr in the time direction and C0 in the space direction. All the results in this
section that are not proved or explicitly cited can be found in Lions-Magenes [27].
6.1. Sections of vector bundles.
6.1.1. Definition and basic properties. In this section, we define
Sobolev completions of vector bundles associated to a principal K-bundle P on
a compact Riemann surface Σ, that is equipped with a metric. Suppose K is em-
bedded in SO(n). We consider bundles of the type E = ∧ℓT ∗Σ ⊗ (P ×K Rn). A
smooth connection A on the principal bundle P and the Levi-Civita connection on
TΣ together determine a covariant derivative ∇A on E. For a non-negative integer
s, we recall that the space Hs(Σ, E) (also referred to as Hs(E) or Hs if the other
data is obvious) is the completion of Γ(Σ, E) under the norm
‖σ‖As :=
(
s∑
i=0
‖∇iAσ‖2L2
)1/2
, σ ∈ Γ(Σ, E).(38)
Remark 6.1. The space Hs(E) can alternately be defined as the equivalence classes
of almost-everywhere defined sections σ that satisfy ∇iAσ ∈ L2 for 0 ≤ i ≤ s. The
derivatives ∇A are taken in the distributional sense. The space of smooth sections
is dense in Hs(E).
The following properties are well known. For s2 < s1, the inclusion
(39) Hs1(E) →֒ Hs2(E)
is continuous. The operators
(40) ∇A : Hs(E) −→ Hs−1(E ⊗ T ∗X), ∇∗A : Hs(E ⊗ T ∗X) −→ Hs−1(E)
are continuous by the definition (38) of ‖·‖s. We recall that ∇∗A is the same as ∇A
followed by the contraction T ∗X × T ∗X → R.
6.1.2. Interpolation. Sobolev completions of non-integral indices are defined by in-
terpolation.
Definition 6.2. The complex Banach spaces X0 and X1 form a compatible pair if
they are subspaces of a Hausdorff topological vector space X . In that case, X0+X1
and X0∩X1 are also Banach spaces. An interpolation space X is a Banach space for
which the inclusions X0 ∩X1 ⊂ X ⊂ X0+X1 are continuous and which satisfies the
following: if L : X0 +X1 → X0 +X1 is a linear operator for which L|Xi : Xi → Xi
is a bounded map for i = 0, 1, then L|X is a bounded map from X to itself. It is an
interpolation space of exponent θ if there exists constant C such that
‖L‖X ≤ C‖L‖1−θX0 ‖L‖θX1 for all such operators L.
Further, if C = 1, then X is an exact interpolation space.
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The complex interpolation functor Iθ produces an exact interpolation space of
exponent θ (see [27], [37]). We describe this method of obtaining interpolation
spaces. Let S be the strip {z ∈ C : 0 < Re(z) < 1}. Let H(X0,X1) denote the space
of functions f : S → X + Y with the following properties:
• f is holomorphic on S,
• η 7→ f(iη) is a bounded continuous function from R to X and
• η 7→ f(1 + iη) is a bounded continuous function from R to Y .
The space H(X0,X1) is equipped with the norm
‖f‖H := max(sup
η∈R
‖f(iη)‖X , sup
η∈R
‖f(1 + iη)‖Y ).
By the three lines theorem, H is a Banach space.
Definition 6.3 (Complex Interpolation). Let X0, X1 be a compatible pair of com-
plex Banach spaces. For 0 < θ < 1,
[X0,X1]θ := Iθ(X0,X1) := {a|∃f ∈ H(X0,X1) : f(θ) = a}
with norm ‖a‖Iθ(X0,X1) = inf{‖f‖H|f(θ) = a}.
Complex interpolation is a functor. This means that given compatible pairs
(X0,X1) and (Y0, Y1) and a linear map L : X0+X1 → Y0+Y1 such that the restric-
tion L|Xi is a bounded map from Xi to Yi for i = 0, 1, the restriction L|[X0,X1]θ is a
bounded map from [X0,X1]θ to [Y0, Y1]θ and it satisfies
‖L‖[X0,X1]θ,[Y0,Y1]θ ≤ ‖L‖1−θX0,Y0‖L‖θX1,Y1 .
Sobolev spaces with non-integral indices are defined by complex interpolation.
Definition 6.4 (Fractional Sobolev spaces). For an integer n and 0 < θ < 1,
Hn+θ(E) := Iθ(H
n(E),Hn+1(E)).
We remark that the Sobolev spaces Hn(Σ, E) are not complex. But, while apply-
ing complex interpolation, we can instead use the spaces
Hn(Σ, E ⊕ iE), and after interpolating, take the real part of the result. For s1,
s2 ≥ 0, and 0 < θ < 1, the map
(41) Iθ(H
s1 ,Hs2)→ Hθs1+(1−θ)s2
is an isomorphism. The operators in (39) and (40) are bounded for all s > 0.
For s > dimΣ/2, there is an embedding
Hs(Σ, E) →֒ C0(Σ, E).(42)
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6.1.3. The spaces Hs0, H
s
∂. The boundary trace map H
s(Σ, E) →
Hs−
1
2 (∂Σ, E|∂Σ) is well-defined and continuous for s > 12 . Let C∞0 (Σ, E) denotes the
space of smooth sections supported away from the boundary of Σ. For any s > 12 ,
we define Hs∂(Σ, E) to be the subspace of H
s(Σ, E) consisting of sections whose
boundary trace vanishes. For a non-negative integer m, Hm0 (Σ, E) is defined as the
closure of C∞0 in H
m(Σ, E). For non-integral exponents, the space Hs0 is defined by
interpolation. That is, for 0 < θ < 1, Hm+θ0 (Σ, E) := [H
m
0 ,H
m+1
0 ]θ.
Remark 6.5 (Alternate characterization of Hs0). If s 6= µ+ 12 , where µ is an integer,
the spaces Hs0 can be directly defined as the closure of C
∞
0 (Σ, E) in H
s(E). These
spaces can be alternately characterized as : σ ∈ Hs0 if and only if σ ∈ Hs and
∂jσ
∂νj
= 0 on ∂Σ for j = 0, . . . , ⌊s − 12⌋. So, for 0 < s < 12 , Hs0 = Hs.
However, if s = µ + 12 , H
s
0(Σ, E) is a strict subspace of the closure of C
∞
0 in
Hs(Σ, E), with a finer topology. The space H
µ+1/2
0 is called the Lions-Magenes
space and is not closed in Hµ+1/2. We will talk about these spaces more in the
1-dimensional case in Section 6.3. Our notation here is different from [27], where
Hs0(Σ, E) is defined as the closure of C
∞
0 inH
s(Σ, E) for all s. The space [Hµ,Hµ+1]1/2
is called H
µ+1/2
00 in [27] (see Theorem 11.7, Chapter 1).
The Hs0 spaces are well-behaved in terms of interpolation. For s1, s2 ≥ 0 and
0 < θ < 1,
(43) Iθ(H
s1
0 ,H
s2
0 )→ Hθs1+(1−θ)s20
is an isomorphism.
6.1.4. Defining H−s by duality.
Definition 6.6. For any s ≥ 0, H−s(E) is the dual (Hs0(E))∗, i.e. H−s(E) is the
completion of Γ(Σ, E) under the norm
(44) ‖σ‖−s := sup
{∫
Σ
(σ, σ′) : σ′ ∈ Hs0(Σ, E), ‖σ′‖s = 1
}
.
Elements in H−s need not be sections that are defined almost everywhere, they
are just distributions.
Notation 6.7. We use the notation Hs∗ in statements that apply to both H
s and Hs0 .
Using the above duality, we have
Proposition 6.8. The operators in (39) and (40) are continuous for all s, s1, s2.
By duality, the expected interpolation results also hold for H−s spaces.
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Proposition 6.9 (Multiplication Theorem). The map
(45) Hs1∗ (E1)⊗Hs2∗ (E2) −→ Hs3∗ (E1 ⊗ E2)
is continuous if s1 + s2 ≥ 0, s3 < min(s1, s2) and s3 ≤ s1 + s2 − dimΣ2 .
This is a Corollary of the corresponding result on Wm,p spaces, Proposition A.3.
6.2. Uniform operator bounds. So far, we have used a smooth connection A to
define spaces Hs∗ . The spaces H
s
∗ are still well-defined for s ∈ [−2, 2] if we use a H1
connection instead. The next proposition shows that different choices of connection
produce equivalent norms.
Proposition 6.10. Let A ∈ H1 be a connection on P (and hence E). We assume
that B is a smooth connection and that the spaces Hs(E) are Sobolev completions
under the norm ‖·‖Bs .
(a) For s ∈ [−1, 2], the operator ∇A : Hs(E)→ Hs−1(E) is continuous.
(b) For s ∈ [−2, 2], ‖·‖A defines a norm and is equivalent to ‖·‖B .
Proof. Let a := A − B ∈ Ω1(X,P (k))H1B . For s = 1, 2, if σ ∈ H
s
B(E), ∇Aσ =
∇Bσ + [a, σ]. By the multiplication theorem ‖[a, σ]‖Bs−1 ≤ ‖a‖B1 ‖σ‖Bs . This fact is
used to prove that ‖·‖As ≤ c‖·‖Bs for s = 0, 1, 2. The result is trivial for s = 0, since
both norms are just the L2-norms. Assuming the result for s− 1,
‖σ‖As ≤ ‖σ‖As−1 + ‖∇Aσ‖As−1 ≤ c(‖σ‖Bs−1 + ‖∇Aσ‖Bs−1)
≤ c(‖σ‖Bs−1 + ‖∇Bσ‖Bs−1 + ‖a‖B1 ‖σ‖Bs ) ≤ c‖σ‖Bs .
The other direction ‖·‖Bs ≤ c‖·‖As can be proved similarly. The result extends to
all s ∈ [−2, 2] by duality and interpolation. The boundedness of the operator ∇A :
Hs → Hs−1 follows in an obvious way by using the norm ‖·‖As . 
Although the topology of the Hilbert spaces Hs∗(Σ, E) is independent of the choice
of connection used to define the norm, the operator norms depend on the connection.
However, if the connection satisfies a curvature bound ‖F (A)‖L2 < κ, then the oper-
ator norm bounds depend only on κ and not on the choice of connection. Constants
that depend only on κ will be denoted cκ. We will also use terms like cκ-bounded,
cκ-isomorphism etc. to say that the relevant operator norms are bounded by cκ. The
operator norms will be shown to be uniformly bounded using an alternate definition
of Hs involving local trivializations of the principal bundle.
6.2.1. Local trivialization definition of Hs-spaces. It is possible to define the spaces
Hs using a local trivialization of the bundle : roughly, ‖σ‖s will be the sum of
its Hs-norms in each co-ordinate patch. Different choices of trivialization would
produce equivalent norms. We will pick a trivialization that would produce a norm
that is cκ-equivalent to ‖·‖s using Uhlenbeck’s local theorem stated below.
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Lemma 6.11. (Uhlenbeck Compactness, [38, Lemma 3.5], [41, Theorem B]) Sup-
pose P → Σ be a principal K-bundle on a Riemann surface Σ. Given a constant
κ > 0, there exists a finite cover {Uα}α of Σ and constants cκ such that for a
H1 connection A on P satisfying ‖F (A)‖L2 < κ, there are local trivializations
τα : P |Uα → Uα × K with transition functions gαβ : Uα ∩ Uβ → K such that if
(τ−1α )
∗A = d+ aα,
‖aα‖H1(Uα) ≤ cκ and ‖gαβ‖H2(Uα∩Uβ) ≤ cκ.
We fix a partition of unity ηα subordinate to the cover produced by Uhlenbeck
compactness above. Local trivializations of the principal bundle P induce local
trivializations of the associated vector bundle E. Given a section σ ∈ Γ(Σ, E), let
σα := φα ◦ σ : Uα → Rm represent σ|Uα under the above trivialization. For any
s ∈ [−2, 2], define another norm on Hs(Σ, E) as
|σ|s :=
(∑
α
‖η1/2α · σα‖2Hs(Uα,Rm)
)1/2
.(46)
The L2 product corresponding to the norms | · | and ‖·‖ agree
(47)
∫
X
(σ′, σ)dV =
∑
α
∫
Uα
ηα(σ
′
α, σα)dV.
Remark 6.12. For any s ≥ 0, the dual of the space (Hs0 , | · |s) with respect to the
L2-pairing (47) is cκ-isomorphic to (H
−s, | · |−s). This is because the constants on
the norm bounds depend only on the covering {Uα}α and the partition of unity ηα,
both of which are determined by κ.
Proposition 6.13. Given κ > 0, there are constants cκ so that : if A is a connection
on P satisfying ‖FA‖L2 < κ, for any s ∈ [−2, 2], the norms ‖·‖As and | · |s are cκ-
equivalent on Hs(E). The norm | · |s is defined by (46) and is produced by the
trivialization given by Lemma 6.11.
Proof. We first prove the result for non-negative integers by induction. For s = 0,
|σ|L2 = ‖σ‖L2 . We assume the estimate is true for s− 1 and prove |σ|s ≤ cκ‖σ‖s
|σ|2Hs(E) = |σ|2L2 +
∑
α
‖∇(η1/2α · σα)‖2Hs−1(Uα,Rm) ≤ ‖σ‖2L2 + ‖∇Aσ‖2Hs−1(E)
+
∑
α
‖aα × σα‖2Hs−1(Uα,Rm) +
∑
α
‖(∇η1/2α ) · σα)‖2Hs−1(Uα,Rm)
≤ ‖σ‖2Hs(E) + cκ|σ|2Hs−1(E) ≤ cκ‖σ‖2Hs(E).
The other direction i.e. ‖σ‖s ≤ cκ|σ|s is similar to the proof of Proposition 6.10.
We have exact interpolation isomorphisms for both norms ‖·‖ and | · |, so the result
extends to all positive s. By Remark 6.12, it extends to negative s by duality. 
In this norm defined using local trivializations, operator norms do not depend on
A. So, using the cκ-equivalence, we get the following result.
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Proposition 6.14. Given κ > 0, there exist constants denoted by cκ such that if
‖F (A)‖AL2 < κ, then the multiplication operator (45) and Sobolev embedding (42)
have norm ≤ cκ and interpolation operators (41), (43) are cκ-isomorphisms for
Sobolev indices in the range [−2, 2].
Remark 6.15. In the proof of Proposition 6.14, there is an additional detail in the
bound for the multiplication operator: for (σ, σ′) 7→ σ ⊗ σ′, (σ ⊗ σ′)α depends on
gβα(σ
′
β |Vβ∩τ−1β Uα). These terms can be bounded using the bound on gβα.
6.3. Time dependent sections.
6.3.1. Sobolev spaces over time intervals. To define Sobolev completions of the space
of time-dependent sections, we first define Sobolev completions of functions from a
time interval [0, T ] to a Hilbert space H. The definition is standard. The only new
idea is that we introduce a T -dependent scaling. This is for technical reasons and
its usefulness will be pointed out later.
Definition 6.16. For anym ∈ Z≥0,Hm([0, T ],H) is the completion of C∞([0, T ],H)
in the norm
‖σ‖m :=
(
m∑
i=0
‖T−(m−i) d
i
dti
f‖2L2
)1/2
.
For non-integral indices, Hr is defined by interpolating between neighbouring inte-
gers. For negative indices, Sobolev spaces are defined as duals
H−r([0, T ],H) := (Hr0([0, T ],H))∗ with respect to the L2-pairing, which we define
as 〈f, g〉L2 7→
∫ T
0 〈f(t), g(T − t)〉Hdt.
Alternately, this norm can be defined by Fourier transform, also using a T -scaling.
Definition 6.17. (Fourier transform definition of Hs([0, T ],H)) For any s ∈ R,
‖f‖Hs([0,T ],H) := inf‖(T−2 + τ2)s/2Fˆ (τ)‖L2 ,
where the infimum is taken over all smooth F : R→H that restrict to f in [0, T ].
We need another subspace here.
Definition 6.18 (HsP ). Let C
∞
P ([0, T ],H) be the subspace of smooth functions that
are supported away from t = 0 (i.e. all derivatives vanish at t = 0). For a positive
integer m, HmP := closure of C
∞
P in H
s. The definition is extended to non-integers
by interpolation and to negative numbers by duality : H−sP := (H
s
P )
∗ under the
pairing 〈f, g〉 7→ ∫ T0 〈f(t), g(T − t)〉Hdt.
Remark 6.19. The spaces Hs0 , H
s
P and H
s coincide if 0 ≤ s < 12 . By duality,
HsP = H
s for −12 < s ≤ 0 also. For s ≤ −12 , HsP is a formal space whose elements
may not correspond to distributions.
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Remark 6.20. Continuing Remark 6.5, the space H
µ+1/2
P ([0, T ]) can alternately
be defined as the subspace of Hµ+1/2([0, T ]) consisting of elements f for which
t−1/2f (µ) ∈ L2. The space Hµ+1/2P ([0, T ]) has the norm
‖f‖
H
µ+1/2
P
=
(
‖f‖2
Hµ+1/2
+ ‖t−1/2f‖2L2
) 1
2
,
see Theorem 11.7, Chapter 1 in [27]. The topology is finer than that of Hµ+1/2, so
it is not closed in Hµ+1/2. Similarly, the norm of H
µ+1/2
0 ([0, T ]) is equivalent to
‖f‖
H
µ+1/2
0
=
(
‖f‖2
Hµ+1/2
+ ‖t−1/2f‖2L2 + ‖(T − t)−1/2f‖2L2
) 1
2
.
We now state some properties of the spaces Hs([0, T ],H). For s1 > s2, the
inclusion
(48) Hs1∗ ([0, T ],H) −→ Hs2∗ ([0, T ],H)
is compact and has norm cT s1−s2 . The advantage of the scaling is that by choosing
small T , we have a handle on how small a perturbation this operator can cause. A
bounded linear map L : H → H′ between two Hilbert spaces, induces the following
continuous operator
(49) Hs∗([0, T ],H) −→ Hs∗([0, T ],H′).
Its norm is determined by ‖L‖. For r > 12 , the Sobolev embedding
Hs([0, T ],H) →֒ C0([0, T ],H)(50)
is a compact operator with norm bounded by cT s−
1
2 . The multiplication theorem
follows from the multiplication theorem for real valued functions (Proposition A.3).
The multiplication operation
(51) Hs1∗ ([0, T ],H) ⊗Hs2∗ ([0, T ],H′) −→ Hs3∗ ([0, T ],H ⊗H′)
is continuous if s1 + s2 ≥ 0, s3 < s1 + s2 − 1/2 and s3 ≤ min(s1, s2). It has norm
≤ cT s1+s2−s3−1/2. As in Section 6.1, there is an isomorphism of interpolation spaces
(52) Hθs0+(1−θ)s1([0, T ],H) −→ Iθ(Hs0([0, T ],H),Hs1([0, T ],H)).
Lemma 6.21 (Integration). The differentiation operator ddt : H
s+1
P → HsP is invert-
ible, the inverse is given by the integration operator
∫
0.
Proof. The integration operator f 7→ ∫0 f(t)dt defined on C∞P ([0, T ]) extends to a
bounded operator
∫
0 : H
n
P → Hn+1P for integers n ≥ 0, using the Definition 6.16 of
the norm. The result follows by interpolation and duality. 
Remark 6.22. For s > −12 , the integration operator
∫
0 : H
s
P → Hs+1P corresponds to
“real integration”. Otherwise it is a formal operator. This ties in with the fact that
for f ∈ Hs, one can evaluate f(0) only if s > 12 .
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6.3.2. Mixed spaces. We can define the following mixed spaces to describe time-
dependent sections of vector bundles.
Definition 6.23. For any real r and s,
Hr,s(Σ× [0, T ], E) = Hr([0, T ],Hs(Σ, E))
Hr,s0,0(Σ× [0, T ], E) = Hr0([0, T ],Hs0(Σ, E))
Hr,sP, (Σ× [0, T ], E) = HrP ([0, T ],Hs(Σ, E)), etc.
If the spaces Hs∗(E) are defined using a connection A ∈ H1, then, Hr,s∗ is well-
defined for all r and s ∈ [−2, 2]. If there is a curvature bound ‖F (A)‖AL2 ≤ κ, the
uniform cκ-bounds on operator norms extend in expected ways to mixed Sobolev
spaces. For example, the multiplication map
(53) Hr1,s1∗ ([0, T ], E1)⊗Hr2,s2∗ ([0, T ], E2) −→ Hr3,s3∗ ([0, T ], E1 ⊗ E2)
is well-defined and continuous if r1 + r2, s1 + s2 ≥ 0, r3 ≤ min(r1, r2, r1 + r2 − 12)
and s3 ≤ min(s1, s2, s1 + s2 − 1). It has norm ≤ cκtr1+r2−r3−1/2.
6.4. Heat equation. At the center of solving the flow problem, lies the problem of
uniformly bounding the solution of a parabolic differential equation on the space of
sections of a vector bundle E. Throughout this section, we fix a unitary connection
A ∈ H1 on the bundle E. We consider the Laplacian operator ∆A = ∇∗A∇A on the
sections of E and the parabolic operator ddt + ∆A on the space of time-dependent
sections of E. Assuming a curvature bound ‖FA‖L2 < κ, we prove certain uniform
cκ-bounds on the solution of the heat equation (54) below. The heat equation is
solved using standard techniques (see Evans [13]), but we present the details in order
to prove uniform cκ-bounds on the solution. We use the operator norms ‖·‖s := ‖·‖As
for the sections of E.
6.4.1. Laplacian equation. Suppose f ∈ Γ(Σ, E) is a section. The Dirichlet elliptic
boundary value problem is
(54)
{
(Id+∆A)σ = f on Σ
σ = 0 on ∂Σ,
where σ ∈ Γ(Σ, E). Recall that Hs∂ := {σ ∈ Hs : σ = 0 on ∂Σ} for s > 12 , and
Hs∂ := H
s
0 for
1
2 < s <
3
2 .
Proposition 6.24. The operator Id+∆A : H
s+1
∂ (Σ, P (k)) → Hs−1(Σ, P (k)) is in-
vertible for s ∈ (−12 , 1].
Proof. First, we consider s=0, i.e. Id+∆A :H
1
∂→H−1. For any σ, σ′ ∈ H1∂ ,
〈(1 + ∆A)σ, σ′〉L2(Σ) = 〈σ, σ′〉L2 + 〈∇Aσ,∇Aσ′〉L2
= 〈σ, σ′〉H1 ≤ ‖σ‖H1‖σ′‖H1 .
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Therefore, ‖(1+∆A)σ‖H−1 = ‖σ‖H1 . So, the operator is injective. It is onto by the
Riesz representation theorem on H10 . For any τ ∈ H−1, there exists σ ∈ H1, so that
〈τ, σ′〉L2 = 〈σ, σ′〉H1 for all σ′ ∈ H1∂ . Then, (1 + ∆A)σ = τ .
Injectivity of the operator for s = 0 implies injectivity for s = 1. We know that,
for any smooth connection B, the operator 1 + ∆B is onto. Let a = B −A, then
(1 + ∆B)σ − (1 + ∆A)σ = ∗[a ∧ ∗∇Aσ] +∇∗A[a, σ] + ∗[a ∧ ∗[a, σ]].
Using multiplication theorem, the right hand side is a compact operator. So, (1+∆A)
is Fredholm with index 0, and so it is onto.
The result extends to all s ∈ [0, 1] by interpolation. Dualizing the
map gives (1 + ∆A)
−1 : (Hs+1∂ )
∗ → (Hs−1)∗. For s ∈ (−12 , 12), (Hs+1∂ )∗ =
(Hs+10 )
∗ = H−s−1 and (Hs−1)∗ = H−s+10 = H
−s+1
∂ and the result follows for
s ∈ (−12 , s0]. 
Proposition 6.25. In Proposition 6.24, the inverse map (Id+∆A)
−1 :
Hs−1 → Hs+1∂ has norm ≤ cκ.
For the proof, we use an elliptic regularity result in Euclidean space (Ch. 2,
Theorem 5.1 [27]): Let V ⊆ Rn be a bounded open set, and L be a smooth elliptic
operator on V . For m ∈ Z≥0,
(55) ‖u‖Hm+2(V ) ≤ c(‖Lu‖Hm(V ) + ‖ru‖Hm+3/2(∂V ) + ‖u‖Hm+1(V )),
where r denotes restriction of a function to the boundary ∂V .
Proof of Proposition 6.25. We work with local trivializations described by Lemma
6.11. For a section σ : Σ→ E, on a chart Uα,
(∆Aσ)α = ∆σα + [dσα, Aα] + [σα, dAα] + [Aα, [Aα, σα]].
Assume, σ|∂Σ = 0. Then, (η1/2α σ)α vanishes on ∂Uα. Using (55), on each Uα, we
have
‖η1/2α σα‖Hs ≤ c(‖(Id+∆)η1/2α σα‖Hs−2 + ‖η1/2α σα‖Hs−1)
≤ c‖((Id+∆A)η1/2α σ)α‖Hs−2 + cκ‖η1/2α σα‖Hs−1 .
Since the norms
σ 7→ ‖σ‖Hs(Σ), σ 7→
∑
α
‖η1/2α σα‖Hs(Uα) and σ 7→
∑
α
‖σα‖Hs(Uα)
are equivalent, we get : if σ|∂Σ = 0, then
‖σ‖Hs(Σ) ≤ cκ(‖(Id+∆A)σ‖Hs−2(Σ) + ‖σ‖Hs−1(Σ)).
The operator (Id+∆A)
−1 : H−1 → H1∂ has norm 1. By induction, we get the result
for all non-negative integers s. As in the proof of Proposition 6.24, we get the result
for all s ∈ (−12 , 2].
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The operator (Id+∆A) is positive, self-adjoint and unbounded on L
2. We will
now define its negative and fractional powers (Id+∆A)
s. Further, we define a family
of spaces Fs ⊆ Hs such that (Id+∆A)s : Fs → L2 is a bounded isomorphism.
Definition 6.26. For −32 < s < 12 , Fs := Hs and for 12 < s ≤ 2, Fs := Hs∂ .
We know that the maps (Id+∆A) : Fs → Fs−2 are isomorphisms. We next
extend the result to fractional powers of (Id+∆A).
Proposition 6.27. For any r, s ∈ R such that s, s + 2r ∈ (−32 , 2]\{12}, the map
(Id+∆)r : Fs+2r → Fs is a cκ-isomorphism.
To prove this result, we first need to show that {Fs}s is a family of interpolation
spaces.
Lemma 6.28. For θ ∈ (0, 1), F2θ is cκ-isomorphic to [L2,H2∂ ]θ.
For the proof, we need the following result, which is Proposition 2.1 in Lions-
Magenes [27].
Lemma 6.29. Let H be a Hilbert space, whose dual is identified to itself via 〈·, ·〉H .
Let V ⊆ H be a dense subspace, and V ′ be its dual via 〈·, ·〉H . Then, V ⊆ H ⊆ V ′
are dense inclusions and [V, V ′]1/2 = H.
Proof of Lemma 6.28. We apply Lemma 6.29 with V = H2∂ , H = H
1
0 = F1. The
dual V ′ is cκ-equivalent to L
2. This is because 〈u, (Id+∆A)v〉L2 = 〈u, v〉H1 for all
u, v ∈ H2∂ and so,
‖u‖V ′ = sup
v∈H2∂
〈u, v〉H1
‖v‖H2∂
= sup
v∈H2∂
〈u, (Id+∆A)v〉L2
‖(Id+∆A)v‖L2
= ‖u‖L2 ,
where all the equalities mean cκ-equivalences. Therefore, [H
2
∂ , L
2] 1
2
= H10 . The
result follows by using the facts [H10 , L
2]θ = H
1−θ
0 and [H
2
∂ ,H
1
0 ] = H
2−θ
∂ , and by the
reiteration Theorem for interpolation. 
For positive self-adjoint operators, fractional powers of the operator are well-
defined and these behave well on interpolation spaces. The following result is a
slight variation of Theorem 14.1, Chapter 1 in Lions-Magenes [27].
Lemma 6.30. Let i : X →֒ Y be a compact inclusion of Hilbert spaces such that the
image i(X) is dense in Y . Suppose Λ : Y → Y is an unbounded positive self-adjoint
operator on Y , whose restriction Λ : X → Y is bounded and invertible. Then, for
any θ ∈ [0, 1], the map Λ1−θ : [X,Y ]θ → Y is bounded and invertible. The norms of
Λ1−θ and Λ−1+θ are bounded by c(‖Λ‖, ‖Λ−1‖).
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Proof. We first show that the operator Λz is well-defined for z ∈ C. The composition
Y
Λ−1−−→ X i−→ Y is self-adjoint, positive and compact. Therefore, Y has an orthonor-
mal basis of eigen-sections of Λ. Further, since all the eigen-values are positive, Λz
is well-defined on Y .
We next show that Λ1−θ : [X,Y ]θ → Y is bounded. For any a ∈ [X,Y ]θ, consider
a holomorphic function f ∈ H(X,Y ) on the strip {z : Re(z) ∈ [0, 1]} such that
f(θ) = a and ‖f‖H(X,Y ) ≤ 2‖a‖[X,Y ]θ . Recall that η 7→ f(iη) and η 7→ f(1 + iη) are
bounded in L∞(R,X) and L∞(R, Y ) respectively. Define g(z) := Λ−zf(z) on the
strip. By the boundedness of Λ−1 : X → Y , both η 7→ g(iη) and η 7→ g(1 + iη) are
bounded in L∞(R,X). Therefore g is a bounded map from the strip to X and by
the three-lines theorem,
‖g‖L∞(θ+iR,X) ≤ ‖g‖1−θL∞(iR,X)‖g‖θL∞(1+iR,X)
≤ (1− θ)‖g‖L∞(iR,X) + θ‖g‖L∞(1+iR,X).
Hence,
‖Λ−θa‖X ≤ (1− θ)‖Λ−1‖ · ‖f‖L∞(iR,Y ) + θ‖f‖L∞(1+iR,X)
≤ c‖f‖H(X,Y ) ≤ 2c‖a‖[X,Y ]θ .
This proves that Λ−θ : [X,Y ]θ → X is bounded and so, the same is true for Λ1−θ =
Λ ◦ Λ−θ : [X,Y ]θ → Y .
For the inverse map, consider y ∈ Y and define f ∈ H(X,Y ) as f(z) := Λ−zy.
Then,
‖Λ−1+θy‖[X,Y ]θ ≤ ‖f‖H(X,Y ) = ‖y‖Y + ‖Λ−1y‖X ≤ c‖y‖Y . 
Proof of Proposition 6.27. We show that (Id+∆A)
θ : F2θ → L2 is a cκ-
isomorphism for 0 < θ < 1. The other cases of the Theorem can be proved by com-
positions. This result follows by applying Lemma 6.30 with X := H2∂(Σ, P (k)), Y :=
L2(Σ, P (k)) and Λ := Id+∆A. The conclusion of the
Lemma is that for any θ ∈ [0, 1], (Id+∆A)θ : [H2∂ , L2]θ → L2 is a cκ-
isomorphism. By Lemma 6.28, [H2∂ , L
2]θ = F2θ, for θ ∈ [0, 1]\{12}, which proves
the Proposition. 
The following is a consequence of Proposition 6.27.
Proposition 6.31. (A norm via eigen-sections of the Laplacian) The eigen-sections
{σi}i∈I of the Laplacian ∆A form an orthonormal basis of
L2(Σ, P (k)). The eigen-sections σi are in H
2
∂ and satisfy ∆Aei = λiei. For s ∈
(−32 , 2] and σ ∈ Fs, σ 7→
(∑
i∈I(1 + λi)
s(σ, ei)
2
L2
)1/2
is a norm on Fs, which is
cκ-equivalent to ‖·‖As .
Proof. The map (Id+∆A)
−1 : H−1 → H10 is well-defined and bounded, and the
inclusions L2 →֒ H−1 and H10 →֒ L2 are compact. Therefore (Id+∆A)−1 : L2 →
L2 is a compact self-adjoint positive operator. So, it has a complete orthonormal
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system {ei}i∈I of eigensections. These are eigen-sections for ∆A also. By elliptic
regularity, ei ∈ H2∂ . By Proposition 6.27, for s ∈ (−32 , 2] and σ ∈ Fs, c−1κ ‖σ‖s ≤
‖(I + ∆A)s/2σ‖L2 ≤ cκ‖σ‖s. Therefore, σ 7→ ‖(I + ∆A)s/2σ‖L2 , which is same as
σ 7→ (∑i∈I(1 + λi)s(σ, ei)2L2)1/2, is a norm on Fs. 
Corollary 6.32. (Eigen-section norm for time-dependent sections) A time-dependent
section σ ∈ Hr([0, T ],Fs) can be written as σ = ∑i∈I σi(t)ei,
where σi ∈ Hr([0, T ]) and
c−1κ ‖σ‖r,s ≤
(∑
i∈I
(1 + λi)
s‖σi‖2Hr([0,T ])
)1/2
≤ cκ‖σ‖r,s.(56)
Proof. The components σi are given by σi := (σ, ei)L2(Σ). The operator
Fs(E) → R mapping η 7→ (1 + λi)s(η, ei)L2(Σ) is bounded. By (49), it induces
a bounded operator between Hr∗(Fs) → Hr∗ as well. Therefore, σi is in Hr∗([0, T ]).
The norm bound (56) follows from the norm bound in Proposition 6.27 and (49). 
6.4.2. Parabolic equation. Now, we consider the equation
(57)


( ddt +∆A)σ = f on [0, T ]× Σ
σ = 0 on [0, T ]× ∂Σ
σ(0) = g on Σ.
Here σ : [0, T ] × Σ → E is a time-dependent section. The Laplacian ∆A is
given by the connection A ∈ H1 on P → Σ, that satisfies the curvature bound
‖FA‖L2(Σ) < cκ. We use standard methods, but get a cκ-bound on the solution.
The spaces L2(H2s) ∩Hs(L2) are very natural to solve the heat equation, since the
time derivative is order 1 and space derivative is order 2.
Lemma 6.33. Let s, s − 2r ∈ (−3/2, 2]. Given g ∈ Fs and f = 0, we can find a
unique solution σ ∈ H 12+r,s−2r for (57), with bound ‖σ‖ 1
2
+r,s−2r ≤ cκt−r‖g‖s.
Proof. The solution σ is calculated using the eigen-section basis from Proposition
6.31. By that result, g can be written as g =
∑
i∈I giei, where gi ∈ R. Then,
σi(t) := gie
−λit is a solution of the differential equation dσidt + λiσi = 0 with initial
condition σi(0) = gi. Hence, σ :=
∑
i∈I σi(t)ei is a solution of the heat equation
(57). To bound the norm of the solution σ, we use the eigen-value norm in Corollary
6.32. It is enough to show that for each i,
‖(1 + λi)−re−λit‖Hr([0,T ]) ≤ cT−
1
2 |(1 + λi)|,
which holds using ‖e−λitχ[0,T ]‖Hr([0,T ]) ≤ c(λi + T−1)r−
1
2 and assuming
T ≤ 1. 
Remark 6.34. The operator g 7→ σ is well-defined between the spaces Hs → C0(Hs)
and has norm ≤ c. The proof is similar and follows from ‖e−λit‖C0([0,T ]) ≤ 1.
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Lemma 6.35. Let −32 < s < 12 . Given f ∈ Hr,sP and g = 0, (57) can be solved
uniquely for σ ∈ Hr+1,sP ∩ Hr,s+2P , with bound ‖σ‖Hr+1,s∩Hr,s+2 ≤
cκ‖f‖r,s.
Proof. Similar to the proof of Lemma 6.33, the solution σ is calculated using the
eigen-section basis from Proposition 6.31. We write f as f =
∑
i∈I fi(t)ei, where fi ∈
HrP ([0, T ],R). The solution of the heat equation can be written as σ =
∑
i∈I σi(t),
where σi is a solution of the ODE
dσi
dt + λiσi = fi and σi(0) = 0. Therefore, σi is
given by σi(t) :=
∫ t
0 e
−λi(t−s)fi(s)ds. To bound σ, we need to show
(58) |σi|Hr+1P ([0,T ]) + (1 + λi)|σi|HrP ([0,T ]) ≤ c|fi|HrP ([0,T ])
for each i ∈ I. First assume r ≥ 0. It is enough to prove the statement for fi ∈ C∞P .
We prove it using the Fourier-transform definition of the norm of Hr([0, T ]) (see
definition 6.17). By this, there exists Fi ∈ C∞0 (R) that restricts to fi on [0, T ],
vanishes for t < 0 and ‖F‖Hr(R) ≤ 2‖f‖Hr([0,T ]). Let Si = Fi ∗ e−λitχ[0,T ]. Then
Si vanishes for t < 0 and restricts to σi on [0, T ] and ‖(T−2 + τ2)r/2Sˆi‖Hr(R),T ≤
2‖σi‖Hr([0,T ]). So, we need to prove
‖(T−2 + τ2)1/2Sˆi(τ)‖L2(R) + |1 + λi| · ‖Sˆi(τ)‖L2(R) ≤ c‖Fˆi(τ)‖L2(R),
which follows from observing that Sˆi(τ) = Fˆi(τ) ̂e−λitχ[0,T ] and
̂e−λitχ[0,T ] ≤ (T−2+
τ2)−
1
2 , ̂e−λitχ[0,T ] ≤ (1+λi)−1. We have proved that the operators fi 7→
∫ t
0 e
−λi(t−s)fi(s)ds
and fi 7→ (1 + λi)
∫ t
0 e
−λi(t−s)fi(s)ds are uniformly bounded between H
r
P → Hr+1P
and HrP → HrP respectively for r ≥ 0. These operators are self-adjoint under the L2
pairing. So the statement holds for negative r by duality. 
Finally, we prove an intermediate derivatives result, which allows us to say that
if a time-dependent section is in L2(Hs) ∩ Hs/2(L2), then, it is in Hθs/2(H(1−θ)s)
for any θ ∈ (0, 1).
Lemma 6.36. Let X, Y be Hilbert spaces as in Lemma 6.30 and [X,Y ]θ be a
family of interpolation spaces for θ ∈ [0, 1]. Then for any real numbers r1 < r2 and
r3 := (1− θ)r1 + θr2, there is an isomorphism
Iθ(H
r1([0, T ],X),Hr2∗ ([0, T ], Y ))→ Hr3([X,Y ]θ).
Proof. A map f in the space H(Hr1(X),Hr2(Y )) is a holomorphic map from the
strip {z : Re(z) ∈ [0, 1]} to the Banach space Hr1(Y ) such that the restrictions
f |iR and f |1+iR are continuous and bounded maps from R to Hr1([0, T ],X) and
Hr2([0, T ], Y ) respectively. Define another holomorphic map g(z) := Λ−zf(z) on
the strip. The map is well-defined, because by Lemma 6.30 and (49), the map
Λ−z : Hr2(Y ) → Hr2(Y ) is well-defined for any z on the strip. Now, we examine
the boundaries of the strip. The maps
(59) Hr2(Y )
Λ−1−iτ−−−−→ Hr2(X), Hr1(X) Λ−iτ−−−→ Hr1(X)
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are continuous for all τ ∈ R, with norms bounded by ‖Λ−1‖ and 1 respectively.
Since the boundaries of the strip map continuously and boundedly to Hr1(X), the
same is true of the interior. In particular, (59) implies that g ∈ H(Hr1(X),Hr2(X)).
Then by the interpolation relation (52), we can say that g(θ) ∈ Hr3(X). Further,
by the continuous map Λθ : X → [X,Y ]θ and (49), we have f(θ) ∈ Hr3([X,Y ]θ).
The norm bound follows naturally from the above calculations in a similar way to
Lemma 6.30.
For the inverse map, consider a ∈ Hr3([X,Y ]θ). Then, there is a holomorphic
map f ∈ H(Hr1([X,Y ]θ),Hr2([X,Y ]θ)) such that f(θ) = a and ‖f‖ ≤ 2‖a‖. The
map g(z) := Λ−θ+zf(z) can be shown to lie in H(Hr1(X),Hr2(Y )), which proves
the result. 
Corollary 6.37. Suppose θ ∈ [0, 1], s1, s2, s3 ∈ (−32 , 2]\{12}, r1, r2, r3 ∈ R are
such that r1 < r2, r3 = θr1 + (1 − θ)r2, s1 > s2 and s3 := θs1 + (1 − θ)s2. Then,
the interpolation space Iθ(H
r1
∗ (Fs1 ,Hr2∗ (Fs2)) is cκ-isometric to Hr3∗ (Fs3). Here
Fs := Hs(Σ, E) for s ∈ (−32 , 12) and Fs = Hs∂(Σ, E) for s ∈ (12 , 2].
6.5. Interchanging order of coordinates. In this section, we define spaces of
sections with r derivatives in the time co-ordinate and continuous in the space co-
ordinate. The spaces are denoted by Hr(C0). Since C0 does not have a good dual
space, it is not possible to define the spaces for negative r in a natural way. To
circumvent this problem, we show that the space Hr,s can be defined with the order
of co-ordinates r, s reversed, asHs(Σ,Hr([0, T ], E)). ThenHr(C0) can be defined as
C0(Σ,Hr([0, T ], E)) and this space has relevant properties like Sobolev embedding
Hr,1+ǫ →֒ Hr(C0). In this section, the spaces with reversed co-ordinates will be
denoted by H
r,s
, but this notation will not be used once it is proved equivalent to
Hr,s.
A Hilbert bundle π : H → Σ is a bundle on Σ with fiber-wise inner product,
whose fibres are isomorphic to a Hilbert space H. The bundle H is described by the
following data: a cover ⊔αUα of Σ and smooth transition functions on intersections
gβα : Uα ∩ Uβ → Aut(H,H), where Aut(H,H) is the space of linear isomorphisms
from H to H that preserve the inner product. The Hilbert bundle is defined as the
quotient
H :=
⊔
α
(Uα ×H)/ ∼,(60)
where the equivalence ∼ is given by Uα×H ∋ (x, h) ∼ (x, gβα(x)h) ∈ Uβ ×H for all
x ∈ Uα ∩ Uβ. A section of the Hilbert bundle σ : Σ → H is given by local sections
σα : Uα → H that agree on intersections, i.e. σβ = gβασα on Uα ∩ Uβ. For any
s ≥ 0, a section σ is in Hs(Σ,H) if for each coordinate chart α, σα is in Hs0(Uα,H).
The space Hs(Σ,H) has a norm
(61) ‖σ‖2Hs(Σ,H) :=
∑
α
‖η1/2α σα‖2Hs
0
(Uα,H)
, σ ∈ Hs(Σ,H),
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that makes it a Hilbert space. Sobolev sections for some indices can still be defined if
the transition functions gβα are not smooth. In our application, the structure group
will be a finite dimensional subgroup of Aut(H,H). So, it makes sense to consider
transition functions gβα : Uα ∩Uβ → Aut(H,H) that are in H2(Uα ∩Uβ). Then the
spaces Hs(Σ,H) are well-defined for s ∈ [0, 2] with norm given by (61).
We are now ready to define the spaces Hs(Σ,Hr([0, T ], E)) with reversed coordi-
nates. First, we recall the set-up of the preceding sections, where E → Σ is a vector
bundle with a compact structure group K and a unitary H1 connection A. The
connection has a curvature bound ‖F (A)‖L2 < κ. There is a trivialization of the
bundle E over a cover ⊔αUα of Σ, such that the connection matrices and transition
functions of E are cκ bounded (see Lemma 6.11 on Uhlenbeck compactness). For
any r ∈ R, we define a Hilbert bundle Hr([0, T ], E) → Σ whose fiber over z ∈ Σ
is Hr∗([0, T ], Ez). To express the bundle H
r([0, T ], E) in the form (60), we use the
above trivialization of the bundle E|Uα corresponding to the connection A. The
transition functions of the bundle E induce transition functions gαβ of the Hilbert
bundle. That is, for any z ∈ Uα ∩ Uβ , gαβ(z) is an element of K and is indepen-
dent of time t ∈ [0, T ]. We define the space Hr,s∗ (E) as the space of Hs-sections
of the Hilbert bundle Hr([0, T ], E) → Σ. Since the transition functions gβα are in
H2(Uα ∩ Uβ), the spaces Hr,s∗ (E) are well-defined for s ∈ [−2, 2] and r ∈ R.
Proposition 6.38. Let s ∈ [0, 2] and r ∈ R. The differentiation operator ddt :
HrP ([0, T ],R
m) → Hr−1P ([0, T ],Rm) induces an invertible operator ddt
Σ
: H
r,s
P →
H
r−1,s
P . The inverse is induced by
∫
0 on the fibres.
Proof. The bundle HrP ([0, T ], E) → Σ is trivializable on the open sets Uα ⊂ Σ. The
fiberwise operator ddt induces the map
(62)
d
dt
Uα
: Hs(Uα,H
r
P ([0, T ],R
m))→ Hs(Uα,Hr−1P ([0, T ],Rm)).
On the intersection Uα ∩ Uβ, ddt
Uα
and ddt
Uβ agree, i.e. g−1αβ (z)
d
dt
Uα
gαβ(z) =
d
dt
Uβ for
all z ∈ Uα ∩Uβ. Hence, they patch up to yield ddt
Σ
defined on Hs(Σ,HrP ([0, T ], E)).
The operator (62) is linear on the fibres with norm ≤ c (see Lemma 6.21). It is also
identical on every fibre. So, the norm of (62) is ≤ c, and hence the same is true of
d
dt
Σ
. Since
∫
0 is the inverse of
d
dt fibre-wise, the result follows for s ≥ 0. 
Proposition 6.39. For r ∈ R and s ∈ [0, 2], the identity map
H
r,s → Hr,s(63)
is a cκ-isomorphism.
Proof. First, we consider the case when r and s are non-negative integers. In the
proof of Proposition 6.14, we showed for σ ∈ Hs(E),
c−1κ ‖σ‖s ≤ |σ|s ≤ ‖σ‖s.
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So, it is enough to show that
Hs0(Uα,H
r
∗([0, T ],R
m)) ≃ Hr∗([0, T ],Hs0 (Uα,Rm))(64)
with constants independent of T . These spaces are in fact identical when r and s
are non-negative integers since both are completions of C∞0,P (Uα × [0, T ],Rm) under
the same norm 
 r∑
i=0
∑
0≤|λ|≤s
‖T−(r−i) d
i
dti
dλ
dxλ
σ‖2L2(Uα×[0,T ])


1/2
.
The spaces in (64) are equivalent for non-integers r ≥ 0 and s ∈ [0, 2] by interpola-
tion.
Next, we prove the equivalence of H−r,sP and H
−r,s
P , for non-negative r and 0 ≤
s ≤ 2 by induction on r. The result is true for −1 < r ≤ 0, which forms the base
case of the induction. We get an isomorphism between H−r,sP and H
r,s
P by
H−r,sP
∫
0−→ H−r+1,sP
≃−→ H−r+1,sP
d
dt−→ H−r,sP .
Here each of the arrows is an isomorphism with constants ≤ cκ, and the middle
arrow comes from the induction hypothesis. 
Reversing the order of space and time co-ordinates lets us define the space Hr(C0)
for any r.
Definition 6.40. For any r, Hr(C0) := C0(Σ,Hr([0, T ], E)). It is the space of
continuous sections of Hr([0, T ], E). Its norm is given by
‖σ‖r,C0 := sup
z∈Σ
‖σ(z)‖Hr([0,T ],E).
This space satisfies the following properties: for any r, there is an inclusion
Hr(C0) →֒ Hr(L2).
Differentiation ddt is an invertible operator with inverse
∫
0 between the following
spaces
HrP (C
0)
d
dt−→ Hr−1P (C0).
There is a multiplication operator, for r3 ≤ min(r1, r2, r1 + r2 − 12)
Hr1P (C
0)⊗Hr2P (C0) −→ Hr3P (C0).(65)
For any r, there is an inclusion
Hr,1+ǫP →֒ HrP (C0).
The following result follows by the definition of Hr(C0).
Proposition 6.41. If ‖FA‖L2 < κ, all the above operators have norms bounded by
cκ.
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7. Composition of functions
7.1. Composition of functions in Sobolev spaces. Left composition by a smooth
function induces a smooth map between Sobolev spaces of functions. In this sec-
tion, we discuss some variations of this result, including one result that deals with
fractional Sobolev spaces. In all of this section, U is a compact connected subset
of Rn with smooth boundary. The results of this section are used in relation to the
following operators defined in Section 3:
Θ1 : Γ(Σ, P (k))→ Γ(Σ, P (End k))
ξ 7→ (F 7→ (expu0 ξ)∗dΦ(JFexpu0 ξ)− u
∗
0dΦ(JFu0)),(66)
Θ2 : Γ(Σ, P (k))→ Γ(Σ, P (End k))
ξ 7→ (F 7→ (d exp ξ)−1(JFexpu0 ξ)− JFu0).
Proposition 7.1 (Composition of functions). Let l ∈ Z≥0 and Ψ : R → R be a C l
function satisfying Ψ(0) = 0. For any integer k ∈ [0, l] and p > 1, the map
FΨ : W k,p(U) ∩ C0(U)→W k,p(U), f 7→ Ψ ◦ f
is continuous and satisfies
‖Ψ ◦ f‖W k,p ≤ c‖Ψ‖Ck‖f‖W k,p(1 + ‖f‖k−1L∞ ).
Further, if kp > n, FΨ is a C l−k-map between Banach spaces. If l ≥ k + 1, its
derivative satisfies
‖dFΨ(f)‖ ≤ c‖Ψ‖Ck+1(1 + ‖f‖W k,p)(1 + ‖f‖k−1L∞ ).
The differentiability of the operator Ψ is in terms of Fre´chet-derivative. A map L :
V →W between Banach spaces is Fre´chet-differentiable at a point x ∈ V if there is a
linear bounded function dLx : V →W such that limh→0 ‖L(x+h)−L(x)−dLx(h)‖W‖h‖V = 0.
In the above case, the derivative of FΨ at a point f ∈ W k,p(U) ∩ C0(U) is the
composition dΨdf ◦ f . If l ≥ k + 1, FΨ is a C l−k map if FdΨ/df is a C l−k−1-map.
Proposition 7.1 is a slight variation of Proposition B.1.20 in McDuff-Salamon. We
use the space W k,p(U)∩C0(U) instead of placing the restriction kp > n. The proof
is skipped, because it is similar to a more general result Proposition 7.4 below. The
result of Proposition 7.1 can be extended to fractional Sobolev indices.
Proposition 7.2 (Composition of functions, fractional Sobolev indices). Let U ⊂ R.
Let 1p < s < 1 and Ψ : R→ R be a C2 function that satisfies Ψ(0) = 0. Then,
FΨ :W s,p(U)→ W s,p(U), f 7→ Ψ ◦ f
is a C1-map between Banach spaces that satisfies
‖Ψ ◦ f‖W s,p ≤ c‖Ψ‖C1‖f‖W s,p , ‖dFΨ(f)‖ ≤ c‖Ψ‖C2(1 + ‖f‖W s,p).
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Proof. The proof uses the following equivalent norm for fractional Sobolev spaces
W s,p(Rn) (see Remark 4, p189 in Triebel [37]): let s = k + σ, k is an integer and
0 < σ < 1:
‖f‖ps,p := ‖f‖pLp + ‖Dkf‖pLp +
∫
Rn
∫
Rn
|Dkf(x)−Dkf(y)|p
|x− y|n+σp dxdy.
By substituting k = 0 and σ = s, and using Proposition 7.1, we get
‖Ψ ◦ f‖pW s,p = ‖Ψ ◦ f‖pLp +
∫
R
∫
R
|Ψ(f(x))−Ψ(f(y))|p
|x− y|1+sp dxdy
≤
∥∥∥∥dΨdf
∥∥∥∥
p
C0
(
‖f‖pLp +
∫
R
∫
R
|f(x)− f(y)|p
|x− y|1+sp dxdy
)
≤ c
∥∥∥∥dΨdf
∥∥∥∥
p
C0
‖f‖pW s,p .
The bound on the derivative is a consequence of a similar bound on dΨdf . 
The next result involving time-dependent sections in the Sobolev class Hr(C0) is
used in the proof of the existence of heat flow in Section 3.1.
Corollary 7.3. Let 12 < r < 1. Let Σ, X be as in Section 3.1 and let T > 0 be a
constant. The bundle maps Θ1 and Θ2 in (66) induce C
1-maps
FΘi : C0(Σ,Hr([0, T ], P (k))) → C0(Σ,Hr([0, T ], P (k)),
for i = 1, 2. There is a constant c(Σ,X,Φ) independent of T and u0 such that
‖FΘi(ξ)‖r,C0 ≤ c‖ξ‖r,C0 , ‖dFΘi(ξ)‖r,C0 ≤ c(1 + ‖ξ‖r,C0).
Proof. For any point z ∈ Σ, the map Θi(z) : k → End(k) is a smooth map. By
the compactness of X, we get a uniform bound for all z: ‖FΘi(z)‖C2 ≤ c(X). By
Proposition 7.2, it induces
FΘi(x) : Hr([0, T ], k)→ Hr([0, T ],End(k)).
The norm of the operator and its derivative are uniformly bounded for all z ∈ Σ,
from which the Corollary follows. 
7.2. Sobolev extensions of smooth bundle maps. A smooth bundle map be-
tween vector bundles induces maps between Sobolev completions of sections of the
vector bundles. Suppose πE1 : E1 → Σ, and πE2 : E2 → Σ are vector bundles and
Ψ : E1 → E2 is a smooth bundle map, i.e. it satisfies Ψ ◦ πE2 = πE1 and the zero
section is mapped to the zero section. The bundle map Ψ induces a map of sections
FΨ : Γ(Σ, E1)→ Γ(Σ, E2), ξ 7→ FΨξ := z 7→ Ψ(ξ(z)), z ∈ Σ.
The maps Θ1 and Θ2 in (66) are examples of such maps between sections. We
remark that FΨ can not be viewed as a ‘composition of functions’ operation as in
Section 7.1.
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Results on Sobolev completions of sections are obtained by working on local triv-
ializations. Locally, the domain and target vector bundles, E1 and E2 are the trivial
bundles U ×Rm1 and U ×Rm2 respectively, where m1, m2 are positive integers and
U ⊂ Rn is a compact connected set of Rn and has smooth boundary. The bundle
map Ψ can be locally written as Ψ : U × Rm1 → Rm2 , that satisfies Ψ(·, 0) = 0.
Given a section ξ : U → Rm1 , we have FΨ(ξ)(x) := Ψ(x, ξ(x)).
Proposition 7.4 (Local result for Sobolev extension of maps of sections). Let k ∈
Z≥0 and p > 1. Suppose Ψ : U × Rm1 → Rm2 satisfies Ψ(·, 0) = 0 and is in C l,
where l ≥ k. For any smooth section f ∈ Γ(U,Rm1), suppose FΨf ∈ Γ(U,Rm2)
be the section defined as FΨf(x) := Ψ(x, f(x)) for x ∈ U . Then FΨ extends to a
continuous map
(67) FΨ : (W k,p ∩ C0)(U,Rm1)→W k,p(U,Rm2),
which satisfies
(68) ‖FΨ(f)‖W k,p ≤ c‖Ψ‖Ck‖f‖W k,p(1 + ‖f‖k−1L∞ ).
Further, if kp > n, FΨ in (67) is a C l−k-map of Banach spaces. If l ≥ k + 1, its
derivative satisfies
(69) ‖dFΨ(f)‖ ≤ c‖Ψ‖Ck+1(1 + ‖f‖W k,p)(1 + ‖f‖k−1L∞ ).
The constant c is independent of Ψ and f .
Proof of Proposition 7.4. It is enough to prove the result for m2 = 1. We first show
that FΨ is continuous at f = 0. To bound ‖Ψ(f)‖W k,p , we need to get an Lp-bound
on terms of the form ∂
I
∂xI
FΨ(f) where I is a multi-index with |I| ≤ k. For an index
of length 1, we have ∂∂xiFΨ(f) = ∂Ψ∂f ·
∂f
∂xi
+ ∂Ψ∂xi . So,
∂I
∂xI
FΨ(f) is a sum of terms of
the form
∂J+jΨ
∂xJ∂f j
·
(
∂L1f
∂xL1
)
· · ·
(
∂LN f
∂xLN
)
,(70)
where |J |+ j ≤ k, |L1|+ · · ·+ |LN | = j.
Suppose j > 0. Denote ℓi := |Li| and let pi = jp/ℓi. Then,∥∥∥∥ ∂J+jΨ∂xJ∂f j ·
(
∂L1f
∂xL1
)
· · ·
(
∂LN f
∂xLN
)∥∥∥∥
Lp
≤ ‖Ψ‖CkΠNi=1
∥∥∥∥∂Lif∂xLi
∥∥∥∥
Lpi
≤ ‖Ψ‖CkΠNi=1‖f‖W ℓi,pi
≤ c‖Ψ‖CkΠNi=1‖f‖ℓi/kW k,p · ‖f‖
1−ℓi/k
L∞ ≤ c‖Ψ‖Ck‖f‖k,p(1 + ‖f‖k−1L∞ ).
The second bound is by Ho¨lder’s inequality and the third one is by the Gagliardo-
Nirenberg inequality (see Proposition B.1.18, [28]). Suppose j = 0. The term ∂
JΨ
∂xJ
vanishes for f = 0. So, we have∥∥∥∥∂JΨ∂xJ (x, f(x))
∥∥∥∥
Lp
≤
∥∥∥∥ ∂∂f ∂
JΨ
∂xJ
∥∥∥∥
L∞
· ‖f‖L2 = c‖f‖Lp .
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This proves the inequality (68) and continuity of FΨ at f = 0. It is continuous at
any f ∈ W k,p because the operator ∆f 7→ FΨ(f + ∆f) − FΨ(f) is continuous at
∆f = 0.
Now, we prove differentiability. We assume kp > n and l ≥ k + 1. For any
f ∈W k,p, we claim that the derivative dFΨ(f) is given by ∂Ψ∂f ◦ f . That is, the map
(71) dFΨ(f) :W k,p(U)→W k,p(U), ∆f 7→ ∆f · ∂Ψ
∂f
◦ f
is just multiplication by ∂Ψ∂f ◦f . By the continuity result above, ∂Ψ∂f ◦f is inW k,p(U).
Since kp > n, by Sobolev multiplication (Proposition A.3), (71) is a bounded linear
operator that is bounded by
‖dFΨ(f)‖ ≤ c
∥∥∥∥∂Ψ∂f ◦ f
∥∥∥∥
W k,p
≤ c‖Ψ‖Ck+1(1 + ‖f‖W k,p)(1 + ‖f‖k−1L∞ ).(72)
To obtain the last equality, we use the fact that f 7→ ∂Ψ∂f ◦ f is an operator similar
to (67). The only difference is that ∂Ψ∂f does not vanish for f = 0. But, we can
apply the continuity bound (68) on the map f 7→ ∂Ψ∂f (f)− ∂Ψ∂f (0), and the bound in
(72) now follows. Lastly, we show that (71) is indeed the Fre´chet-derivative. This is
because
(Ψ(f +∆f)(x)−Ψ(f)(x)− dFΨ(f)∆f)(x)
= ∆f(x)2
∫ 1
0
(1− t)∂
2Ψ
∂f2
(x, (f + t∆f)(x))dt
and ‖∫ 10 (1− t)∂2Ψ∂f2 (x, (f + t∆f)(x))dt‖L2 < c‖Ψ‖C2 . 
Corollary 7.5. Suppose E1, E2 → Σ are vector bundles over a smooth manifold
Σ, possibly with boundary. Suppose Ψ : E1 → E2 is a smooth bundle map. Suppose
k ∈ Z≥0 and p > 1. The map Ψ induces a continuous map of Sobolev completions
(73) FΨ : Γ(Σ, E1)W k,p∩C0 → Γ(Σ, E2)W k,p .
Further, if kp > dim(Σ), then FΨ is a smooth map.
Proof. After choosing local trivializations of E1, E2 over a finite cover of Σ, the
result follows by using Proposition 7.4 on each element of the cover of Σ. 
Corollary 7.6. Assume the setting of Corollary 7.5. Suppose k ∈ Z≥0 and p > 1.
The bundle map Ψ induces bounded maps of time-dependent sections
FΨ : Lp([0, T ],W k,p(Σ, E1)) ∩ C0([0, T ] × Σ, E)(74)
→ Lp([0, T ],W k,p(Σ, E2)).
FΨ : W k,p([0, T ], Lp(Σ, E1)) ∩ C0([0, T ] × Σ, E)(75)
→ W k,p([0, T ], Lp(Σ, E2)).
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Proof. The continuity of the operator (74) follows by Corollary 7.5 and (49). The
operator (75) is handled in an identical way to the operator in Corollary 7.3. For
any z ∈ Σ, the operator FΨ(z) : W k,p([0, T ], (E1)z) ∩ C0 → W k,p([0, T ], (E2)z) is
a ‘composition of functions’ operator, whose L∞ norm can be uniformly bounded
for all z using Proposition 7.1. The uniform L∞(Σ) bound implies a Lp(Σ) bound,
proving the boundedness of (75). 
Appendix A. Some analytic results
In this section, we collect some analytic results used at various places in the paper.
The following is Proposition A.3.4 in [28].
Proposition A.1. (Implicit function theorem) Let Y1, Y2 be Banach spaces, and
S ⊂ Y1 be an open set containing the origin. Let F : S → Y2 be a differentiable
map. Suppose DF(0) is invertible and ‖DF(0)−1‖ ≤ C. Let δ > 0 be a constant
such that Bδ ⊂ S and for all x ∈ Bδ, ‖DF(x) − DF(0)‖ < 12C . If ‖F(0)‖ < δ4C ,
there is a unique x ∈ Bδ for which F(x) = 0.
The next result is a small addition to the above implicit function Theorem.
Lemma A.2. Let Y1, Y2, S and F be as in Proposition A.1. Suppose ‖DF(0)−1‖ ≤
C, S is convex and ‖DF (x) −DF (0)‖ < 12C for all x ∈ S, then, F is injective onS.
Proof. Let F1 := DF(0) : Y1 → Y2 be a linear map and F2 := F − F1 on S. Then,
we have ‖DF2(x)‖ < 12C for all x ∈ S. For any x1, x2 ∈ S, the line segment joining
x1, x2 is contained in S. Then,
‖F1(x2)−F1(x1)‖ = ‖F1(x2 − x1)‖ ≥ 1
C
‖x1 − x0‖
‖F2(x2)−F2(x1)‖ ≤ 1
2C
‖x2 − x1‖.
=⇒ ‖F(x2)−F(x1)‖ ≥ 1
2C
‖x2 − x1‖.
which proves the result. 
Proposition A.3. (Sobolev multiplication) Let Σ be an n-dimensional compact
Riemannian manifold possibly with a smooth boundary.
(a) ([1, Theorem 4.39]) Given k ∈ Z and p > 1 be such that kp > n. Then,
W k,p(Σ) is a Banach algebra with respect to pointwise multiplication. There
is a constant c such that for any f , g ∈W k,p(Σ)
‖fg‖W k,p ≤ c‖f‖W k,p‖g‖W k,p .
(b) ([33, Theorem 9.5 (3)]) Suppose l ∈ Z, ki ∈ Z≥0 and q, pi > 1, where i = 1, 2.
Suppose at least for one i, kipi < n. Let l ≤ k1, k2 and l− nq <
∑
i=1,2 ki− npi .
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Further, if l < 0, then we assume
∑
i:kipi<n
( npi − ki) < n. Then, there is a
constant c such that for any f ∈W k1,p1(Σ), g ∈W k2,p2(Σ)
‖fg‖W l,q ≤ c‖f‖W k1,p1‖g‖W k2,p2 .
The next result is a slight extension of Uhlenbeck’s compactness theorem ([38],
[41]).
Proposition A.4. (Uhlenbeck compactness for higher regularity connections) Let
M be a 2-dimensional compact Riemannian manifold, possibly with a smooth bound-
ary. Let p > 1. Further, let P → M be a principal K-bundle and {Ai}i be
a sequence of W k,p-connections on P whose curvature satisfies a uniform bound
‖F (Ai)‖W k−1,p(M) < c. Then, there exists a sequence of gauge transformations
ki ∈ Kk+1,p(P ) and a connection A∞ ∈ Ak,p(P ) such that kiAi weakly converges
in W k,p to A∞.
Proof. The proof of Uhlenbeck compactness consists of a local theorem followed by
patching arguments. We first recall the local result for k = 1. Choose 1 < q < p.
The local theorem (theorem B in [41]) says that there is a constant ǫUh such that any
point m ∈M has a neighborhood U with smooth boundary satisfying the following:
if a connection A satisfies ‖FA‖Lq(U), then there is a gauge transformation k that
puts A in Coulomb gauge, i.e. if k(A) = d+ a then,
(76) d∗a = 0, (∗a)|∂Uα = 0, ‖a‖W 1,p ≤ c‖FA‖Lp .
By a dilation argument, it can be shown that given κ > 0, there is a cover Σ = ∪αUα
such that for any connection A satisfying a curvature bound ‖FA‖Lp(Σ) < κ, on the
sets Uα, the L
q bound of the curvature is smaller than ǫUh, ensuring that the local
theorem stated earlier is applicable.
To prove a corresponding result for k > 1, we strengthen the above local result.
We will prove that given a connection A = d+ a in Coulomb gauge on an open U ,
i.e. a satisfies (76), then,
(77) ∀K ∃c(K) : ‖F (A)‖W k−1,p ≤ K =⇒ ‖a‖W k,p ≤ c(K).
We use an inductive argument to prove (77). The statement is already true for k = 1.
So, we assume k ≥ 2 and that (77) is true when k is replaced by k−1. We also assume
‖F (A)‖W k−1,p ≤ K. By the induction hypothesis, we have ‖a‖W k−1,p ≤ c(K). We
first focus on the case (k−1)p > 2. In that case, by Sobolev multiplication, [a∧a] has
aW k−1,p-bound. Then, by the formula F (A) = da+[a∧a], we have aW k−1,p-bound
on da. Since a is in Coulomb gauge, by elliptic regularity (the proof of theorem 5.1
in [41] carries over to the higher regularity case),
‖a‖W k,p ≤ ‖da‖W k−1,p ≤ c(K).
It remains to prove (77) when (k − 1)p ≤ n. In that case k = 2 and p ≤ 2. In
fact, the only part of the proof that remains is to show a W 1,p bound on [a ∧ a]
assuming a W 1,p-bound on a, a W 1,p-bound on da+ [a∧ a] and the fact that a is in
Coulomb gauge. This is done by a bootstrapping argument. There exists a number
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ℓ ≥ 1 and a sequence p = q0 < q1 < · · · < qℓ−1 ≤ 2 < qℓ such that for any i ≥ 1,
qi < qi−1/(2 − qi−1). Then, if a ∈ W 1,qi−1 , by Sobolev embedding a ∈ L2qi . By
Ho¨lder’s theorem, [a ∧ a] ∈ Lqi and therefore da is also in Lqi . By the Coulomb
gauge condition, elliptic regularity yields a ∈ W 1,qi . Starting with a ∈ W 1,p and
applying these steps repeatedly, we get a ∈ W 1,qℓ, where qℓ > 2. Then, [a ∧ a] is
also in W 1,qℓ, and hence in W 1,p.
The arguments for patching gauge transformations on the open sets Uα are identi-
cal for the higher regularity case - see Lemma 3.2, 3.3 in [38]. The weak convergence
then follows in a similar way to the case when k = 0 which is proved in [38] and
[41]. 
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