A new form of trellis coded quantization is presented based on uniform quantization thresholds and \on-the-y" codeword training. The universal trellis coded quantization (UTCQ) technique possesses several desirable features. Neither stored codebooks nor a codebook design algorithm are needed, yet UTCQ performance is comparable with fully optimized entropy-constrained trellis coded quantization (ECTCQ) for most rates. The UTCQ codebook and trellis geometry are symmetric with respect to trellis superset. For sources with a symmetric probability density, this allows use of a single variable-rate code in subsequent entropy coding. Uniform thresholds simplify the quantization process by eliminating binary tree searches. Performance of UTCQ for quantization of memoryless Gaussian and Laplacian sources is presented.
I INTRODUCTION
TCQ has been shown to be an e ective technique for quantizing memoryless sources with low to moderate complexity 1]. The Viterbi algorithm 2] is used to pick the allowed trellis path that minimizes the mean-square error (MSE) between the input data and output codewords. To improve the high rate performance of TCQ, ECTCQ was developed in 3, 4] and achieves MSE performance near (within about 0.5 dB) the rate-distortion bound of the memoryless Gaussian source, at all non-negative encoding rates. In any given trellis state, the next codeword must come from one of two supersets S 0 = D 0 D 2 or S 1 = D 1 D 3 (see Figure 1) . The subset pairs (D 0 , D 2 ) and (D 1 , D 3 ) are disjoint, allowing superset codeword indices to completely determine the trellis state path. Figure 2 illustrates an ECTCQ codebook and its subset labelling. Figure 2 is slightly changed. The subset labels are shifted one to the left for positive codebook indices resulting in Figure 3 . One advantage of this shift is that the codebook and trellis labelling schemes result in a symmetric system. The subset labelling of Figure 2 is asymmetric with respect to codebook supersets. Previously, if the encoder was in an S 0 trellis state (0,1) and a codeword out of S 1 was needed, the zero codeword (in S 0 ) would be unavailable for the next source symbol. Thus a small penalty is incurred for straying out of the S 0 superset. With the modi ed labelling, both supersets have access to a zero codeword. Figure 4 illustrates the superset indexing scheme used in this work. Together these codebooks comprise that shown in Figure 3 . From Figure 4 , the following relationships are evident (assuming a symmetric pdf),
(2) Equation 1 states that if we take an index, i, and fetch the codeword corresponding to this index from S 0 and the codeword corresponding to ?i from S 1 , the codewords will be the negative of one another. Equation 2 states that These relationships allow the use of a single variable-rate code for both supersets 6]. The encoder need only return the S 0 indices and the negative of the S 1 indices, allowing one probability model to be used for entropy coding. The decoder may uniquely recover the index stream by simply keeping track of what trellis state it is in (see Figure  1 ).
III CODEWORDS
The UTCQ encoder uses uniform thresholds and codewords for quantization purposes. The quantization thresholds are simply the midpoints between the codewords in Figure 4 . This allows for fast computation of superset indices requiring only scaling and rounding. No thresholds need be precomputed, nor is a binary tree search necessary. The quantization is completely characterized by the parameter (see Figure 3) .
The UTCQ decoder uses two types of codewords, uniform and trained. For superset indices greater than two in magnitude, uniform codewords are used (i.e., the codeword is the center of the quantization cell). The remaining codewords are trained on the source data itself, except for the zero codeword which is forced to be zero 1 . The trained codeword C W i , where i 2 ( 1; 2) , is determined by taking the sample mean of all source symbols that map to i 2 S 0 and the negative of all source symbols mapping to ?i 2 S 1 . These means (codewords) must be passed to the decoder. One method of doing so quantizes the trained codeword to one of 256 levels within its quantization cell. This technique requires a four byte overhead per quantized data sequence and determines the proper codeword to within 0:4%. Figures 5 and 6 show the performance of UTCQ for quantizing 100,000 samples of the memoryless Gaussian and Laplacian sources respectively. The curves labelled \UTCQ Partial" detail the performance when C W i ; i 2 ( 1; 2) are trained and all other codewords are uniform. The curves labelled \UTCQ Full" describe the system performance when all codewords are trained (a zero codeword is still enforced). These plots clearly show that simply training four codewords yields performance virtually identical to that of training all codewords.
IV PERFORMANCE and CONCLUSIONS
Included for comparison is the distortion-rate curve of a four state fully optimized ECTCQ system 4]. The di erence between the UTCQ and optimized ECTCQ performance is no greater than 0.3 dB (Gaussian source at 0.75 bits). For most rates, UTCQ is within 0.1 dB or less of the ECTCQ system. If eight state ECTCQ is used, the performance di erences increase by about 0.05 dB.
The advantage of UTCQ is its simplicity. Unlike the ECTCQ system, no codebook training is needed and no codebooks are stored. The ECTCQ system requires stored codebooks for every rate and distribution. With UTCQ one simply picks a and the quantizer is speci ed. The overhead necessary to send the trained codeword values is only four bytes in the technique proposed above. Full oating point precision would require only 16 bytes. In most applications, such an increase in rate is negligible. The need for only one variable-rate code will allow for more e cient coding of quantization indices. 
