Abstract. We study the Cauchy problem for a general inhomogeneous linear moment partial differential equation of two complex variables with constant coefficients, where the inhomogeneity is given by the formal power series. We state sufficient conditions for the convergence, analytic continuation and summability of formal power series solutions in terms of properties of the inhomogeneity. We consider both the summability in one variable t (with coefficients belonging to some Banach space of Gevrey series with respect to the second variable z) and the summability in two variables (t, z).
Introduction
The formal m-moment differentiation ∂ m,z is a linear operator on the space of formal power series defined by where m(u) is a moment function constructed in the Balser theory of moment summability [1, Section 5.5] . In the special case m(u) = Γ(1 + u), the operator ∂ m,z coincides with the usual differentiation ∂ z . More generally, for p ∈ N and m(u) = Γ(1 + u/p) the operator ∂ m,z is closely related to the 1/p-fractional differentiation ∂ 1/p z . The concept of moment differentiation was introduced by Balser and Yoshino [6] , who studied the Gevrey order of formal solutions of inhomogeneous moment partial differential equations with constant coefficients.
The theory of moment partial differential equations was developed by the author [10, 11] . In [10] formal, analytic and summable solutions of homogeneous moment partial differential equations were studied. In the same paper the author also calculated normalised formal solutions in the inhomogeneous case and he determined their Gevrey orders.
Next, in [11] the author extended the results of [10] to homogeneous equations with divergent Cauchy data. Moreover, Lastra, Malek and Sanz [7] generalised the results of [10] about homogeneous moment equations to the case when moment functions are determined by given strongly regular moment sequences.
The present paper is a natural generalisation of [10, 11] to the inhomogeneous case with the inhomogeneity given by the formal power series. More precisely, we consider the initial value problem for a general inhomogeneous linear moment partial differential equation of two complex variables (t, z) with constant coefficients P (∂ m 1 ,t , ∂ m 2 ,z ) u = f (t, z), ∂ j m 1 ,t u(0, z) = 0 for j = 0, . . . , n − 1, (1) where P (λ, ζ) is a polynomial of two variables of degree n with respect to λ and the inhomogeneity f (t, z) is a formal power series in both variables of Gevrey order (s 1 ,s 2 ) ∈ R 2 , and m 1 , m 2 are moment functions of orders s 1 , s 2 respectively.
Similarly to [11] , we consider the wider class of moment functions than in [6] or [10] , which creates the group with respect to multiplication. This extension allows us to study some integro-differential operators as moment differential operators.
As in the previous papers [10, 11] we use the moment pseudodifferential operators λ i (∂ m 2 ,z ) to factorise the operator P as P (∂ m 1 ,t , ∂ m 2 ,z ) = P 0 (∂ m 2 ,z )(∂ m 1 ,t − λ 1 (∂ m 2 ,z )) n 1 . . . (∂ m 1 ,t − λ l (∂ m 2 ,z )) n l , where P 0 (ζ) is a polynomial and λ 1 (ζ), . . . , λ l (ζ) are the roots of the characteristic equation P (λ, ζ) = 0 of (1) with multiplicities n 1 , . . . , n l (n 1 + · · · + n l = n) respectively. In general, a formal solution of (1) is not unique, but it is uniquely determined by every formal power series g satisfying P 0 (∂ m 2 ,z ) g = f , since there is exactly one formal solution of (1) satisfying also the moment pseudodifferential equation
If u is a formal solution of (1) determined by g then u = 
for some formal series g αβ constructed from g. In this way we reduce the problem (1) to (2) . We immediately calculate the Gevrey order of u αβ , which depends on a pole order of λ α (ζ), the Gevrey order of g and orders of moment functions m 1 and m 2 (Theorem 1).
If the Gevrey order of u αβ is equal to zero, we study the analytic continuation properties of u αβ . To this end we observe that by the general theory of moment summability, without loss of generality we may assume that m 1 (u) = Γ(1 + s 1 u) and m 2 (u) = Γ(1 + s 2 u). In this case we construct the integral representation of u αβ , which allows us to find the connection between analytic continuation properties of solution u αβ and inhomogeneity g αβ (Theorem 2).
If the Gevrey order of u αβ is greater than zero, then applying appropriate moment Borel transforms B m ′ 1 ,t and B m ′ 2 ,z to (2) we transform the formal solution u αβ of (2) with divergent inhomogeneity g αβ into the analytic solution
In this way we obtain the sufficient conditions for the summability of u αβ (both in one variable t and in two variables (t, z)) in terms of the analytic continuation properties of the inhomogeneity (Theorem 3).
Finally, returning to the general equation (1), we get the sufficient condition for the multisummability of u in terms of the inhomogeneity g (Theorem 5).
In the last section we define the Newton polygon for moment partial differential operators with constant coefficients and we use it to describe the multisummable solutions of (1) in the case when inhomogeneity f is analytic in some complex neighbourhood of the origin.
Since in the special case m 1 (u) = m 2 (u) = Γ(1 + u), (1) is the Cauchy problem for an inhomogeneous linear partial differential equation with constant coefficients and with a divergent inhomogeneity, the paper provides new sufficient conditions for the summability of formal solutions of such initial value problem. In this way the results of this paper extends our knowledge about summability of formal solutions of inhomogeneous linear partial differential equations, which was studied earlier by such authors as Balser [3] , Balser and Loday-Richaud [5] , Balser, Duval and Malek [4] , Michalik [8, 9] and Tahara and Yamazawa [13] .
Notation
Throughout this paper we use the following notation. The complex disc in C n with centre at the origin and radius r > 0 is denoted by D n r := {z ∈ C n : |z| < r}. To simplify notation, we write D r instead of D 1 r . If the radius r is not essential, then we denote it briefly by D n (resp. D).
A sector in a direction d ∈ R with an opening ε > 0 in the universal covering space C \ {0} of C \ {0} is defined by
Moreover, if the value of opening angle ε is not essential, then we denote it briefly by S d .
Analogously, by a disc-sector in a direction d ∈ R with an opening ε > 0 and radius r > 0 we mean a domainŜ d (ε; r) :
If the values of ε and r are not essential, we write itŜ d for brevity (i.e.
By O(G) we understand the space of holomorphic functions on a domain G ⊆ C n . Analogously, the space of analytic functions of the variables z
..,1/κn (G). More generally, if E denotes a Banach space with a norm · E , then by O(G, E) (resp. O 1/κ 1 ,...,1/κn (G, E)) we shall denote the set of all E-valued holomorphic functions (resp. holomorphic functions of the variables z
For more information about functions with values in Banach spaces we refer the reader to [1, Appendix B] . In the paper, as a Banach space E we will take the space of complex numbers C (we abbreviate O(G, C) to O(G) and O 1/κ 1 ,...,1/κn (G, C) to O 1/κ 1 ,...,1/κn (G)) or the space of Gevrey series G s,1/κ (r) (see Definition 7).
is of exponential growth of order at most K ∈ R as x → ∞ inŜ d (ε; r) if for any ε ∈ (0, ε) and r ∈ (0, r) there exist A, B < ∞ such that
The space of such functions is denoted by O
The space of formal power series u(
Analogously, the space of formal power series
. We use the "hat" notation ( u, v, ϕ, f , g) to denote the formal power series. If the formal power series u (resp. v, ϕ, f , g) is convergent, we denote its sum by u (resp. v, ϕ, f , g).
Moment functions
In this section we recall the notion of moment methods introduced by Balser [1] . In case k ≤ 1/2 the set S π (2π − π/k) is not defined, so the second property in Definition 2 can not be satisfied. It means that we must define the kernel functions of order k ≤ 1/2 and the corresponding moment functions in another way.
Definition 3 (see [1, Section 5.6] ). A function e m is called a kernel function of order k > 0 if we can find a pair of kernel functions e m and E m of order pk > 1/2 (for some p ∈ N) so that
For a given kernel function e m of order k > 0 we define the corresponding moment function m of order 1/k > 0 by (3) and the kernel function E m of order k > 0 by (4).
Remark 2. Observe that by Definitions 2 and 3 we have
As in [11] , we extend the notion of moment functions to real orders. 
In particular for a = b = 1 we get the kernel functions and the corresponding moment function, which are used in the classical theory of k-summability.
•
Example 2. For any s ∈ R we will denote by Γ s the function
Observe that by Example 1 and Definition 4, Γ s is an example of a moment function of order s ∈ R.
The moment functions Γ s will be extensively used in the paper, since every moment function m of order s has the same growth as Γ s . Precisely speaking, we have Proposition 2 (see [1, Section 5.5] ). If m is a moment function of order s ∈ R then there exist constants c, C > 0 such that
Moment Borel transforms, Gevrey order and Borel summability
We use the moment function to define moment Borel transforms, the Gevrey order and the Borel summability. We first introduce Definition 5. Let κ ∈ N and m be a moment function. Then the linear operator B m,
is called an m-moment Borel transform with respect to x 1/κ .
We define the Gevrey order of formal power series as follows 
The space of formal power series of Gevrey order
Remark 3. By Proposition 2, we may replace Γ s (resp. Γ s 1 and Γ s 2 ) in Definition 6 by any moment function m of order s (resp. by any moment functions m 1 and m 2 of orders s 1 and s 2 ).
κ ]] s and s ≤ 0 then the formal series u is convergent, so its sum u is well defined.
By Definitions 5 and 6 we obtain •
and for every moment function m of order s.
As a Banach space E we will take the space of complex numbers C or the space of Gevrey series G s,1/κ (r) defined below.
Definition 7.
Fix κ ∈ N, r > 0 and s ∈ R. By G s,1/κ (r) we denote a Banach space of Gevrey series
equipped with the norm
Moreover, we denote by
By Definitions 6, 7, Remark 3 and Proposition 3 we conclude Proposition 4. For every κ ∈ N, s, s ∈ R (resp. s 1 , s 2 , s ∈ R) and for every moment function m of order s the following conditions are equivalent:
. Now we are ready to define the summability of formal power series in one variable (see Balser [1] )
We can now define the multisummability in a multidirection.
n is an admissible multidirection if
Following Sanz [12] we extend the notion of summability to two variables Using moment functions of order 0 we can formulate the above remark as
Moment operators
In this section we recall the notion of moment differential operators constructed by Balser and Yoshino [6] and the concept of moment pseudodifferential operators introduced in our previous papers [10, 11] .
Definition 11. Let m be a moment function. Then the linear operator
m,x 1/κ . Below we present most important examples of moment differential operators. Other examples, including also integro-differential operators, can be found in [11, Example 3] . 
where ∂ s x denotes the Caputo fractional derivative of order s defined by
The moment differential operator ∂ m,z is well-defined for every ϕ ∈ O(D). In addition, we have the following integral representation of ∂ n m,z ϕ. Proposition 6 (see [10, Proposition 3] ). Let ϕ ∈ O(D r ) and m be a moment function of order 1/k > 0. Then for every |z| < ε < r and n ∈ N we have
).
Using the above formula, we have defined in [10,
for every ϕ ∈ O(D r ) and |z| < ε < r, where θ ∈ (− arg w− π 2k
, − arg w+ π 2k
In [11] we have extended this definition to the case where λ(ζ) is an analytic function of the variable ξ = ζ 1/κ for |ζ| ≥ r 0 (for some κ ∈ N and r 0 > 0). for |ζ| ≥ r 0 (for some κ ∈ N and r 0 > 0) of polynomial growth at infinity. A moment pseudodifferential operator λ(∂ m,z ) :
for every ϕ ∈ O 1/κ (D r ) and |z| < ε < r, where m(u) := m(u/κ),
) and κ |w|=ε means that we integrate κ times along the positively oriented circle of radius ε. Here the integration in the inner integral is taken over a ray {re iθ : r ≥ r 0 }.
Observe that
so (5) holds for the operators λ(∂ m,z ) defined by (6) .
Immediately by the definition, we obtain the following connection between the moment Borel transform and the moment differentiation. x )B m ′ ,x u for any polynomial P with constant coefficients.
The same commutation formula holds if we replace P (∂ m,x ) by λ(∂ m,x ). Namely, we have Proposition 8 (see [11, Proposition 8] ). Let m and m ′ be moment functions of positive orders and λ(ζ) be an analytic function of the variable ξ = ζ 1/κ for |ζ| ≥ r 0 (for some κ ∈ N and r 0 > 0) of polynomial growth at infinity. Then the operators
κ ]] 0 and for m = mm ′ .
Using Proposition 8 we are able to extend Definition 12 to the formal power series and to the moment functions of real orders.
Definition 13 ([11, Definition 14])
. Let s ∈ R, m be a moment function of order s ∈ R and λ(ζ) be an analytic function of the variable ξ = ζ 1/κ for |ζ| ≥ r 0 of polynomial growth at infinity. A moment pseudodifferential operator λ(∂ m,z ) for the formal power series ϕ ∈ E[[z
where m := mΓ s , s := max{s, 1 − s} and the operator λ(∂ m,z ) is constructed in Definition 12.
Remark 7. Note that the choice of s := max{s, 1 − s} guarantees that
and that m is a moment function of positive order s + s ≥ 1. Thanks to that, the operator λ(∂ m,z ) given by (7) is well-defined. Definition 14 ([10, Definition 9]). We define a pole order q ∈ Q and a leading term λ 0 ∈ C \ {0} of λ(ζ) as the numbers satisfying the formula lim ζ→∞ λ(ζ)/ζ q = λ 0 . We write it also λ(ζ) ∼ λ 0 ζ q .
At the end of the section we recall the estimate given in [11]
m be a moment function of order 1/k > 0 and λ(∂ m,z ) be a moment pseudodifferential operator with λ(ζ) ∼ λ 0 ζ q and q ∈ Q. Then there exist r > 0 and A, B < ∞ such that
where q + := max{0, q}.
Formal solutions and Gevrey estimates
In a similar way to [10] we generalise the results of [11] to inhomogeneous case. Without loss of generality we may assume that the initial data vanish. So it is sufficient to consider the following Cauchy problem for general inhomogeneous linear moment partial differential equation with constant coefficients
where m 1 , m 2 are moment functions of orders s 1 , s 2 ∈ R respectively, (s 1 ,s 2 ) ∈ R 2 is a Gevrey order of the inhomogeneity f and P (λ, ζ) is a general polynomial of two variables, which is of order n with respect to λ. It means that
where λ 1 (ζ), . . . , λ l (ζ) are the roots of the characteristic equation P (λ, ζ) = 0 with multiplicities n 1 , . . . , n l (n 1 + · · · + n l = n) respectively. Since λ α (ζ) are algebraic functions, we may assume that there exist κ ∈ N and r 0 < ∞ such that λ α (ζ) are holomorphic functions of the variable ξ = ζ 1/κ (for |ζ| ≥ r 0 ) and, moreover, there exist λ α ∈ C \ {0} and q α = µ α /ν α (for some relatively prime numbers µ α ∈ Z and ν α ∈ N) such that λ α (ζ) ∼ λ α ζ qα for α = 1, . . . , l. Hence λ α (∂ m 2 ,z ) are well-defined moment pseudodifferential operators and consequently also the operator
is well-defined. If P 0 (ζ) = const. then the formal solution of (8) is not uniquely determined. For this reason we choose a formal power series g ∈ C[[t, z]]s 1 ,s 2 satisfying the equation P 0 (∂ m 2 ,z ) g = f . For such g we may construct the uniquely determined solution u of
which is also a formal solution of (8) and is called the formal solution of (8) Moreover, if q α is a pole order of λ α (ζ) for some α ∈ {1, . . . , l} and q + α := max{0, q α }, then a formal solution u αβ is a Gevrey series of order Q α := max{q + α (s 2 +s 2 ) − s 1 ,s 1 } with respect to t. More precisely,
Proof. For fixed s 2 > max{s 2 , −s 2 } we define v := B Γs 1 ,t B Γ s 2 ,z u. By Proposition 7, v is a formal solution of 
for β = 1, . . . , n α and α = 1, . . . , l.
To find the Gevrey order of v αβ (t, z) =
t j with respect to t, observe that by [10, Lemma 8]
is a Gevrey series of order 0 with respect to t andm 1 is a moment function of order s 1 +s 1 , there exist r > 0 and A, B < ∞ such that sup |z|<r |h αβ,j (z)| ≤ AB j Γ s 1 +s 1 (j) for j = 0, 1, . . .
Substituting (11) into (10) we obtain
Hence, by Lemma 1, there exist r > 0 and C, D < ∞ such that for
Hence there exist A, B < ∞ such that sup |z|<r |v αβj (z)| ≤ AB j Γ Qα+s 1 (j) for j = 0, 1, . . . , 
Integral representation and analytic solution
By Proposition 5, to study analytic continuation or K-summability of u satisfying (9) we may replace m 1 and m 2 by Γ s 1 and Γ s 2 , where s 1 and s 2 are orders of m 1 and m 2 respectively. So by Propositions 7 and 8, we may assume that u is a formal solution of (12) (∂ Γs 1 ,t − λ(∂ Γs 2 ,z )) β u = g ∂ j Γs 1 ,t u(0, z) = 0 for j = 0, . . . , β − 1, where λ(ζ) is a root of the characteristic equation of (8) . It means that λ(ζ) is an analytic function of the variable ξ = ζ 1/κ for |ζ| ≥ r 0 and λ(ζ) ∼ λ 0 ζ q . By [10, Lemma 8] the formal solution of (12) has the power series representation
To find the integral representation of u, we first show
Proof. After the change of variables t := y/x 1/s , the right-hand side of (14) is equal to
Moreover, using the beta integral formula we conclude (1 − t) ks−1 t ns dt = B(ks, 1 + ns) = Γ(ks)Γ(1 + ns) Γ(1 + (k + n)s) .
We also prove . Moreover, we can express the function e s,β (x) in terms of E s (x) as
.
Hence e s,β also satisfies (a) and (b).
Using the definition of moment pseudodifferential operators and the power series representation of u we can find the integral representation of solution u Proposition 9. Let λ(ζ) ∼ λ 0 ζ q be an analytic function of the variable ξ = ζ 1/κ for |ζ| ≥ r 0 . We also assume that g ∈ O 1,1/κ (D 2 ), s 1 , s 2 > 0 and s 1 ≥ qs 2 . Then the solution u of (12) belongs to the space O 1,1/κ (D 2 ) and has the integral representation
and e s 1 ,β (x) is given by (15).
) and s 1 ≥ qs 2 , by Theorem 1 we get u ∈ O 1,1/κ (D 2 ). To show that the integral given in the definition of k(t, τ, z, w) is convergent, observe that by Lemma 3, Definitions 2 and 3 there exist constants A i and b i (i = 1, 2, 3) such that
Hence, for fixed w ∈ C \ {0} such that |z| is small relative to |w| and for |t| < a|w| q with some fixed a > 0 and for τ ∈ [0, t It means that the integral representation of the solution u is a welldefined holomorphic function in some complex neighbourhood of the origin. To show that this integral representation holds, observe that by (6), (13) and (14) we have
The second part of the proposition is given by Theorem 1 and by the observation that g, u ∈ O
Using the above integral representation of solution of (12) we conclude that Theorem 2. Let m 1 , m 2 be moment functions of orders s 1 , s 2 > 0 respectively and let λ(ζ) ∼ λ 0 ζ q be an analytic function of the variable ξ = ζ 1/κ for |ζ| ≥ r 0 . We also assume that s 1 = qs 2 , K > 0, d ∈ R and u is a solution of and m 2 (u) := Γ s 2 (u)/m 2 (u). By Propositions 7 and 8, we conclude that U is a solution of
To finish the proof, by Proposition 5 it is sufficient to show the equivalence U(t, z) ∈ O K,qK
(⇐) Deforming the path of integration with respect to w in the integral representation of solution given in Proposition 9 and repeating the proof of [11, Lemma 4] we conclude the assertion.
Summable solution
Let u be a formal solution of
where m 1 , m 2 are moment functions of orders s 1 , s 2 respectively and let λ(ζ) ∼ λ 0 ζ q be an analytic function of the variable ξ = ζ 1/κ for |ζ| ≥ r 0 .
By the Gevrey estimates u ∈ C[[t, z
In the case when the Gevrey order is positive, it is natural to ask about summability of u. Our aim is a characterisation of summable solutions u in terms of the inhomogeneity g. Using Theorem 2 we prove Theorem 3. Let d ∈ R and u be a formal solution of (16) with q > 0. We consider two cases.
I. q(s 2 +s 2 ) − s 1 ≥s 1 , q(s 2 +s 2 ) − s 1 > 0 and s 2 +s 2 > 0. In this case we assume that G(t, z) = B Γ q(s 2 +s 2 )−s 1 ,t B Γs 2 ,z 1/κ g(t, z) and K = 1 q(s 2 +s 2 )−s 1 . Then the following statements hold:
)-summable in the same directions. Moreover, ifs 1 ≤ 0 then we may replace the condition G ∈ O K,qK
II. q(s 2 +s 2 ) − s 1 ≤s 1 ,s 1 > 0 and s 1 +s 1 > 0. In this case we assume that G(t, z) = B Γs 1 ,t B Γ (s 1 +s 1 )/q−s 2 ,z 1/κ g(t, z) and
where
If we additionally assume that s 1 ≤ qs 2 ands 2 > 0 then qK ≤ 
then by Theorem 2 we conclude that U(t, z) ∈ O K,qK
. By Definition 10 and Proposition 5 it means that u ∈ C[[t,
are equivalent II. Now we assume that q(s 2 +s 2 ) − s 1 ≤s 1 ,s 1 > 0 and s 1 +s 1 > 0. As in the previous case we obtain that u is K-summable in a direction d with respect to t under condition that G ∈ O K,qK
Similarly to the first part of the proof, observe that in our case 
and consequently also u is K-summable in a direction d with respect to t. Conversely, if u is K-summable in a direction d with respect to t then of course also
β u has the same properties.
Example 4. To illustrate the above theorem, let us discuss the summability of the formal solution u of the Cauchy problem
where q ∈ N and s ∈ R. Observe that u satisfies (16) with
-summable in a direction d with respect to t.
• If q − 1 ≤ s, s > 0 and B Γs,t g(t, z) ∈ O I. s 2 +s 2 > 0 and there exist q ∈ Q + being the common pole order of λ α (ζ) (i.e. λ α (ζ) ∼ λ α ζ q ) for every α = 1, . . . , l and satisfying q(s 2 +s 2 ) ≥ s 1 +s 1 and q(s 2 +s 2 ) > s 1 . In this case we assume that G(t, z) = B Γ q(s 2 +s 2 )−s 1 ,t B Γs 2 ,z g(t, z) and K = 1 q(s 2 +s 2 )−s 1 . Then the following statements hold:
. . , l and k ∈ N) then u is K-summable in a direction d with respect to t. Using the same arguments as in the proof of Theorem 3, we finish the proof of the first case. In the same way we prove the second part of the theorem.
Multisummable solution
Now we return to the general Cauchy problem (8) with s 1 , s 2 ,s 1 ,s 2 ∈ R satisfying s 1 > 0, s 2 > 0 and s 2 +s 2 > 0. For convenience we assume that
where λ αβ (ζ) ∼ λ αβ ζ qα is the root of the characteristic equation with q α ∈ Q and λ αβ ∈ C \ {0} for α = 1, . . . ,ñ and β = 1, . . . , l α . Without loss of generality we may assume that there exist exactly N positive pole orders of the roots of the characteristic equation, which are greater than 
−1 for α = 1, . . . , N. By Theorem 1, the formal solution u of (8) We assume that (d N , ..., d 1 ) ∈ R N is an admissible multidirection with respect to (K N , . . . , K 1 ) and G α (t, z) := B Γ qα(s 2 +s 2 )−s 1 ,t B Γs 2 ,z g(t, z) satisfies
for every α = 1, . . . , N, β = 1, . . . , l α and k ∈ N. Then the formal solution u of (8) 
is an admissible multidirection with respect to (K, K N , . . . , K 1 ) and G α (t, z) := B Γ qα(s 2 +s 2 )−s 1 ,t B Γs 2 ,z g(t, z) satisfies
for every α = 1, . . . , N, β = 1, . . . , l α and k ∈ N. Additionally we assume that q α > 0 and G 0 (t, z) = B Γs 1 ,t B Γs 2 ,z g(t, z) satisfies
Newton polygon
In this section we introduce the notion of the Newton polygon for the moment partial differential operators with constant coefficients. This concept is a generalisation of the Newton polygon introduced by Yonemura [14] for partial differential operators. The similar considerations for the partial differential operators with constant coefficients can be found in [2, Section 3].
We will define the Newton polygon for the operator P (∂ m 1 ,t , ∂ m 2 ,z ), where
To this end we denote by Λ the set of indices Λ := {(i, j) ∈ N 2 0 : a ij = 0}. So, we may write the polynomial P as
We have . The Newton polygon allows us to describe the multisummable solutions of (8) in case ofs 1 = 0. First observe that the application of the moment Borel transform Bm 2 ,z , wherem 2 is a moment function of orders 2 , gives us for any operator P the formula N(Bm 2 ,z P, s 1 , s 2 ) = N(P, s 1 , s 2 +s 2 ).
Hence, it is sufficient to consider the solutions of (8) in case ofs 2 = 0.
We find the shape of the Newton polygon for the operators P (∂ m 1 ,t , ∂ m 2 ,z ) andP (∂ m 1 ,t , ∂ m 2 ,z ) given by (17) with moment functions m 1 and m 2 of positive orders s 1 and s 2 respectively.
So we assume that P (λ, ζ) = P 0 (ζ)P (λ, ζ) and deg P 0 (ζ) = k ∈ N 0 . By the definitions of the Newton polygons for differential and pseudodifferential operators we conclude that the Newton polygon N(P, s 1 , s 2 ) is created from N(P , s 1 , s 2 ) by the translation on the vector v = (ks 2 , 0), i.e. where λ αβ (ζ) ∼ λ αβ ζ qα with a pole order q α ∈ Q and a leading term λ αβ ∈ C \ {0} for α = 1, . . . ,ñ and β = 1, . . . , l α . As in the previous section we may assume that there exist exactly N positive pole orders which are greater than Let u be a formal solution of (8) withs 1 =s 2 = 0 determined by g ∈ O(D 2 ) and satisfying the decomposition (18). As in the previous section we conclude that u αβγ is a formal series of Gevrey order 1/K α with respect to t, which satisfiesP Γα (∂ m 1 ,t , ∂ m 2 ,z )u αβγ = g αβγ ∈ O 1,1/κ (D 2 ) (for every β ∈ {1, . . . , l α } and γ ∈ {1, . . . , n αβ }).
So, the Gevrey order 1/K α of u αβγ is determined by the slope of Γ α and K α -summability is determined by the operatorP Γα (∂ m 1 ,t , ∂ m 2 ,z ).
