ABSTRACT Different types of outliers have existed in the monitoring data of wind turbines, which are not conducive to the follow-up data mining. However, the complex inner characteristics of the monitoring data pose major challenges to detect the outliers. To address this problem, an unsupervised outlier detection approach combining stacked denoising autoencoder (SDAE) and density-grid-based clustering method is proposed. First, the characteristics of the outliers in supervisory control and data acquisition data caused by different reasons are analyzed. Then, the SDAE is utilized to extract features by training the original data. Furthermore, the density-grid-based clustering method is applied to achieve the clustering results. Window width is added to classify the outliers as isolated outliers, missing data, and fault data according to the duration of abnormal data. The monitoring data of four wind turbines are sampled as the training data to demonstrate the effectiveness of the proposed method. The results show that the proposed model can effectively identify the isolated outliers, missing data, and fault information in the high dimensional data set by unsupervised learning.
I. INTRODUCTION
With the rapid improvements in wind energy generation technology, the SCADA data of wind turbines have been developed to be high dimensional and large-scale. These monitoring data are collected from different wind farms and most of wind farms are distributed in harsh operating environments. With the fluctuating, intermittent and random characteristics of wind speed [1] , outliers can be caused by various reasons. The isolated outliers can be filtered out according to the smaller duration of abnormal status, which may be conducted by human interference or the fluctuation of weather. Outliers that have been fixed values for a period of time are identified as missing data, which are produced by the error of communication facilities. Outliers with larger duration than the window width would be labeled as fault information. These data contain significant inner features which have the strong support to monitor the performance and operated conditions of wind turbines [2] .
Recently, several approaches are used to identify and clean the abnormal data. As shown in [3] , outlier detection approaches can be roughly fall into supervised, unsupervised and semi supervised models according to the availability of labels. For each category, the common outlier detection models are clustering models [4] , [5] , [14] , [15] , [21] , nearest neighbor models [6] - [8] , statistical models [9] , [10] and artificial neural network [11] - [13] .
Most existing outlier detection approaches have the following drawbacks.
1) clustering models: The performance of clustering algorithms mainly depends on the selection of parameters. Unsuitable parameters would reduce the detected accuracy. However, the optimal parameters in a high dimensional space are difficult to estimate, which would result the incorrect identification of the monitoring data.
2) nearest neighbor models: Nearest neighbor models should extract normal data in advance, namely would be applied as supervised learning. However, it is a time-consuming task to filter out label information from SCADA data.
3) statistical models: In statistical models, outliers can be imputed by comparing the difference between predicted and actual values. However, due to the non-linear characteristic, the mathematical functions for modeling the wind turbine system are difficult to determine. 4) artificial neural network: Neural networks observe the outliers which do not obey the pattern of the selected model. However, similar with nearest neighbor models, they also need the labels of the training data, which would limit the application in this field.
Deep learning, due to its strong ability of exploiting the high dimensional and large-scale data, has gained longstanding attentions in detecting outliers. The denoising autoencoder fine-tuning with the recurrent neural network (RNN) was procured in an unsupervised way in sequential anomaly detection [11] . With the intrinsic difference between normal data and outliers captured by the denoising autoencoder (DAE), RNN made use of the previous context to warp along the time axis. However, this method is fit for handling sequential data, its performance would emerge degradation for high dimensional data. Due to the powerful ability of feature learning, SDAE has obtained great achievements on wind speed forecasting [16] , fault diagnosis [17] and health status evaluation [20] . A tolerance window is added in the SDAE architecture to achieve rapid anomaly detection [18] , [19] . The anomalies can be classified into isolated outliers, missing data, fault data in accordance with the reconstruction error. The performance of this method is limited by collecting the normal running data.
As highlighted, above mentioned models should either require a prior knowledge of training samples or configure the model parameters space in advance. Insofar as the existing researches are concerned, this paper attempts to design a novel model combining the SDAE and density-grid based clustering method to identify the outliers from the full-space datasets in an unsupervised way. In addition, the proposed algorithm can be simply implemented regardless of the intrinsic structure of the dataset.
The rest of paper is organized as follows. Section II briefly introduces the distributed characteristics of outliers in SCADA data. In next section, the proposed algorithm combining SDAE and density-grid based clustering method is presented. The case studies are shown in Section IV. A conclusion is drawn in Section V.
II. DISTRIBUTED CHARACTERISTICS OF OUTLIERS IN SCADA DATA
The SCADA variables collected from wind turbines always contain a great deal of outliers, which are the data beyond the pattern of normal status. There are various reasons for outliers, including communication facility error, extreme weather conditions, human interference and wind turbine fault. Different outliers would show different characteristics in the relationship among specific SCADA variables. This section would take the wind power curve as the example. Depended on the intrinsic characteristics, the outliers are divided into three categories: the missing data, the isolated outliers and the fault data. The distribution of all outliers is shown in Figure 1 . 
A. THE MISSING DATA
As shown in Figure 1 , the missing data are distributed with no rules. Most of such outliers are caused by the failure of communication equipment. In these cases, the system would record the last data before the communication equipment failed, therefore the SCADA variables of wind turbines would be zero or fixed value for a period.
B. THE ISOLATED OUTLIERS
The isolated outliers are irregular data due to some random origins, like extreme weather conditions and human interference. These abnormal data would emerge random fluctuation around the normal values. Thus, these categorized outliers not only are scattered beyond the boundary of wind power curve, but also located within the normal status because of the inherent volatility of wind energy.
C. THE FAULT DATA
These SCADA variables are composed of two horizontal dense data, as presented in Figure 1 . One is the bottom-curve outliers. This type of anomalies are common caused by sensor failure, turbine maintenance or wind curtailment. In these cases, wind power may be negative regardless of the value of wind speed. The other horizontal dense data are the top-curve outliers with the large values of wind speed. In this situation, some SCADA variables, such as the rotated speed of generator, may outperform the safe thresholds.
According to the distributed characteristics of the above three categories of outliers, the missing and fault data caused by communication failure and maintenance of wind turbine cannot be recovered in short time, resulting in the long duration of abnormal status. While the isolated outliers are commonly caused by the weather conditions or human interference, this type of outliers are scattered sporadically. Wind turbine monitoring data have been collected with the timestamp, which is beneficial to obtain the error duration to categorize the fault data and isolated data.
III. THE COMBINED ALGORITHM BASED ON SDAE AND DENSITY-GRID CLUSTERING METHOD
A deep neural network (DNN) with multiple layers can outperform the other machine learning algorithms in linear and non-linear transformation [20] . Due to the strong ability of exploiting the input data, DNN is able to learn the hidden features by performing a series of transformations. Unsupervised learning is very effective in outlier detection since it does not need the labeled variables, which are hard to collect from the SCADA data. As an improved version of autoencoder, SDAE is proposed to process the feature extraction [16] . The density-based [14] and grid-based [15] clustering methods are of high value in classifying numerical data without the prior knowledge of testing data. The clustering in quest (CLIQUE) algorithm, as a classical clustering technique, can identify the noise of a complex data space. However, the running time and the clustering accuracy may be leveraged when the high dimensional data are involved. Therefore, we illustrate a new density calculation in our method to solve the above problems.
A. AUTOENCODER
As an artificial neural network with three layers including a input layer, a hidden layer and an output layer, the autoencoder reconstructs the input data through a compressed distributed representation [16] - [18] . The structure of the autoencoder is shown in Figure 2 . The autoencoder maps the input data into latent vector through the parameters space θ.
where s represents the sigmoid activate function, W is the weight matrix connecting the input layer to hidden layer, b is the bias vector belonging to the nodes of hidden layer. f θ (x) is the process of encoding to extract features. Then the representation vector y is mapped back to reconstructed vector according to
where υ = {W , b } is the parameters space. W is the weight matrix connecting the hidden layer to output layer, b is the bias vector belonging to nodes of output layer. g υ (y) is utilized to finish the decoding. The weight matrix W of the autoencoder is chosen to be W = W T . The optimal parameters are searched by minimizing the loss function as given by
where n is the size of samples. However, the autoencoder mainly focuses on reconstructing the input to output, which may lead to the over fitting problem and lack the efficiency of the extracted features [17] .
B. STACKED DENOISING AUTOENCODER ALGORITHM
The denoising autoencoder has the similar process to the encoder except for adding noise to the input data, as presented in Figure 3 . The corrupted inputs which add noise to the original input data by random mapping are encoded according to
where x is the corrupted input by stochastic mapping, c( x) is the hidden representation, sig is the logistics activate function, W is the weight matrix connecting input layer to hidden layer and b is the bias vector of nodes belonging to the hidden layer . The decoding part is done by reverse mapping the c( x) into the original feature space by
where z is the reconstructed vectors, W is the weight matrix between hidden layer and output layer and c is the bias vector of nodes belonging to the output layer.
The optimal DAE model can be obtained by minimizing the reconstruction error as given by
where x is the raw data, z is the reconstructed vectors and θ are the encoder and decoder parameters containing weight matrixes and bias vectors. SDAE is composed of stacked DAEs that aim at learning more robust features, as presented in Figure 4 . After the former layer is trained, the raw inputs are utilized to generate the latent representation as the input to the next DAE. In the training process, the minimized reconstruction error is utilized as the tuning standard. The training algorithm is summarized as described in Algorithm 1.
C. DENSITY-GRID BASED CLUSTERING METHOD
Clustering methods come along with many density-based or grid-based algorithms. The clustering in quest (CLIQUE), as one of the rare density-grid based algorithm, was first processed for the classifying task. With two parameters, the dimension of the grid and the density threshold, CLIQUE algorithm splits the full data space through cell's density computing. The cell is defined as dense if the count of the patterns in a cell exceeds the threshold. Noise and borders are identified by finding the patterns which are sparse distributed.
CLIQUE algorithm can automatically identify the intrinsic structure of data with arbitrary shapes but limited to the running time in terms of handling a high dimensional data. Moreover, in these cases, the diminishment of the classified accuracy is inevitable. For addressing the above mentioned problems, the proposed approach brings a new density calculation of node instead of cell. There are mainly three steps in the proposed method: x the initialization which assigns the parameters would be firstly applied. y the computation of the local density of each node. z searching the subspaces of the full data and identifying the noise. The flowchart of the density-grid based algorithm is shown in Figure 5 .
x Initialization The raw data are scaled into [1, N ] range grid, where N is the size of node in each dimension. Then the density threshold would be set.
y The calculation of the local density of the node In this proposed method, the fuzzy-type degree function is applied to reveal the contribution of different patterns to the
Algorithm 1 The Training Procedures of SDAE
Input: dataset X = {x 1 , x 2 , . . . , x n }, n is the dimension of the dataset.
(1) Initialization: the layers of network L,iterations κ, learning rate α and the hidden nodes in hidden layer are set. The weights and bias are randomly set between [0,1] and the dataset X are normalized to X . (2) Pretraining Adding noise to the input: X → X for j=1 to κ do for i=1 to L do Conduct forward propagation to compute Z according to equation (4)- (5) end for end for (3) Fine-tuning for j=1 to κ do compute the reconstruction error of the output layer δ L for i= L − 1 to 1 do compute the reconstruction error δ i end for for i=1 to L do Update the parameters containing connecting weights and bias
end for end for Output: reconstruction set Z and parameters set nodes.
where λ is the cell length in the grid,
is the coordinate of variable in the dth dimension, and C d is the coordinate of the grid node in the dth dimension. As we can see from equation (7), each data has an effect on the density of grid nodes in some extent. In the procedure of computing densities of the grid nodes, unlike with the original CLIQUE algorithm, different weights which are computed as equation (8) shown are added to estimate the contribution for the neighbor nodes from every pattern, not to all the grid nodes.
The neighbor nodes A,B,C and D around the pattern increase their densities by
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The local density of the node is applied by summing up the increased density from all the variables according to (9)- (12) .
z Searching the subspaces of the full data and identifying the noise.
The task of clustering can be redefined as searching the subspaces of the full data space. First, the nodes should be sorted in descending order as the density value. Then the searching task would start with the node with highest density among all the grid nodes. The node would merge its neighbor nodes if the densities of them are larger than the threshold set in the initialization procedure. Afterwards, the merged nodes would keep merging the neighbor nodes which meet the condition until all the candidate nodes are reached. The searched nodes in the first subspace would be labeled with the same number. Then, it would search the next subspace starting with the node with the highest density among unlabeled nodes. The number of subspaces is the number of clusters. Basically, data having the smallest distance with unlabeled node among neighbor nodes would be identified as noise.
D. REALIZATION FOR OUTLIER DETECTION
As described above, the details of the unsupervised method for outlier detection are described as follows. 1) Initialization: the state duration T W , the density threshold of node τ and the parameters space of SDAE are manually set.
2) Training the SDAE algorithm with SCADA variables by unsupervised learning.
3) Perform the density-grid based clustering algorithm to the extracted features from SDAE model. 4) Due to the different clustering results, the data type is determined by different rules, and the error duration E t is applied to compare with T W .
(1) If the clustering results do not contain noise, after labeling the SCADA data into different subspaces, missing data would be identified by searching the fixed value of all variables for a period of time. The others would be denoted as normal data.
(2) Different rules would be determined to categorize the noise among the clustering result.
x Similar with (1), some noise would be labeled as missing data if the variables have been the fixed value for a period of time.
y The data having the smallest distance with unlabeled node among neighbor nodes are defined as noises: if the condition meets E t ≥ T W , these data have been some trends for a longer duration. As discussed in Section II, the fault status cannot be repaired immediately. Then the wind turbine is in fault situation. However, if the condition meets E t < T W , wind turbine is in normal status in these situations. These data would be labeled as isolated outliers, and the causes of these data may be extreme weather condition or human interference.
z The data having the smallest distance with labeled node among neighbor nodes should be defined as normal data, namely the wind turbine is in normal status and contains no 'dirty' data. Figure 6 illustrates the details of the proposed outlier detection method.
IV. EXPERIMENTS
The experiments were run on a platform which has the following configuration: Intel(R) Core(TM) i5-4210M CPU @2.60GHz, 8GB RAM. The algorithms were implemented in JAVA and JDK 1.6.0_37 was installed.
A. DATA DESCRIPTION
The training data collecting nearly three month monitoring data of 1.5MW wind turbines are downloaded from the SCADA system of a wind farm in HeBei Province. These datasets are applied to build the SDAE model to extract features from SCADA data and reduce the corresponding dimension.
The wind turbine monitoring system can be roughly classified into four subsystems: the environment subsystem, the electrical subsystem, the temperature subsystem and the control subsystem. Each subsystem would provide different effect on the monitoring data. To assess the performance of the proposed model, thirteen SCADA variables belonging to the four subsystems of four wind turbines are conducted in this paper. For each single wind turbine, about 15000 SCADA data are available for the task of detecting outliers. 5000 SCADA data are randomly selected to be utilized as training data and the others are viewed as testing data. The selected features are presented in Table 1 . In the following sections, the selected SCADA variables of four wind turbines are performed in an unsupervised way to characterize the features of outliers that discussed above. The basic parameters of four wind turbines are as follows: the cut-in wind speed is 3m/s, the cut-out wind speed is 27m/s, the rated wind speed is 15m/s and the rated wind power is 1.5MW. 
B. MODEL INPUTS
In the detecting task for the wind turbine, the input features can be expressed as follows: where X i is the ith input feature, wp i is the ith value of wind power series, pf i is the ith value of power factor series, rp i is the ith value of reactive power series, gs i is the ith value of generator speed series, rs i is the ith value of rotor speed series, pa i is the ith value of pitch angle series, bt i is the ith value of gearbox bearing temperature series, gt i is the ith value of generator bearing temperature series, mt i is the ith value of main bearing temperature series, st i is the ith value of rotor shaft temperature series, at i is the ith value of ambient temperature series, nt i is the ith value of nacelle temperature series, ws i is the ith value of wind speed series and n is the size of the input set.
C. EFFECT ESTIMATION OF THE PROPOSED MODEL
The SDAE model learns the intrinsic characteristics of the SCADA data in accordance with Section III. Due to the complex structures of the wind turbine monitoring data, the number of units of input layer is 13, which is the same as the dimension of the selected variables. In order to handle the drawback caused by the complex characteristics of SCADA data, the Gaussian noise is applied on the training data. The noise is random defined by a Gaussian function with the mean µ = 0 and standard deviation σ = 1. To perform as bottle necks, the dimension of hidden layers should be less than the dimension of the input layer and the size of hidden layers is not set to be very large. The number of layers can be added until the model starts to overfit the training data as suggested in [17] . After several evaluations of different configurations, the size of hidden layers is set to 5. The number of neurons in each hidden layer before the last one is randomly chosen from φ = {11, 9, 7, 5, 3}. Although some grid search and heuristic search algorithms haven been proposed to obtain the improved parameters, these methods would be time-consuming. The output from SDAE would be fed to the CLIQUE algorithm. It means that the number of neurons of last hidden layer would be set to two. The best model would be selected from six different configurations given the reconstructed error which is denoted by the mean absolute error (MAE).
where m is the number of input vectors, n is the dimension of the input vector. (1) 13-11-7-3-3-2 (2) 13-9-11-7-3-2 (3) 13-9-7-5-3-2 (4) 13-9-7-5-9-2 (5) 13-9-7-5-5-2 (6) 13-11-5-9-7-2.
The iterative epochs of each DAE are 500. All the connecting weights and biases are initialized by a random value between zero and one. The learning rate of each DAE is set to 0.2. All alternative models utilize a normalized 13-dimensional vector as input to SDAE. Figure 19 shows the reconstructed errors from all alternative models. It can be observed that the third model created the lowest error. Utilizing more parameters would lead to complex structures that are prone to over-fitting. Besides, when the number of parameters is too small, the SDAE model cannot generalize the best results because of insufficient parameters in the model. Thus, it is very necessary to compute the validation errors to choose the optimal number of the hidden layers of SDAE. Graphical representations of detecting outliers of the raw SCADA data for each wind turbine by the proposed model are shown in Figure 20-Figure 31 . Through the results, we can see that the outliers for each wind turbine contain arbitrary shapes and noise, but all the three types of outliers are identified and noted with different color. In Figure 20 , 23, 26, 29 VOLUME 7, 2019 FIGURE 24. The scatter of rotor speed and wind speed for wind turbine 2. which present the scatter of wind power and wind speed, the different types of outliers are fully identified. Even some isolated outliers and missing data caused by extreme weather, human interference or communication failure are stacked in the normal region. While, in Figure 21 , 24, 27, 30 which present the scatter of wind power and generator speed, the outliers are mixed up with the normal data. Then as shown in Figure 22 , 25, 28, 31, there is impossible to identify the outliers in the simple space of wind power and generator speed without knowledge in advance. The SDAE-CLIQUE model is performed in high dimensional data space by unsupervised learning to overcome the limits of prior knowledge or human interference, which proves the efficiency and feasibility of the proposed model. The confusion matrix is performed as the criteria to estimate the effect of the proposed outlier detection approach. As shown in Table 2 -5, the proposed model has obtained 9873, 9776, 9841, 9868 correct classification respectively. It means the proposed model can have around 98% accuracy for detecting outliers. Among the testing data, the missing data can be fully identified by the proposed model, and the other categories may obtain a few misclassification due to the complex characteristics of the wind turbine monitoring data.
D. COMPARATIVE EXPERIMENTS WITH DIFFERENT MODELS
The raw SCADA data of the two wind turbines are utilized for the comparison between the proposed model and the SAE-CLIQUE method in terms of detecting effect. As shown in Table 6 -9, the SAE-CLIQUE model has obtained 9606, 9504, 9742, 9742 correct classification respectively, which has reduced around 100 correct classification. Among the outliers, the missing data can be totally Z. Sun, H. Sun: SDAE With Density-Grid-Based Clustering Method identified. However, the accuracy of detecting other outliers has been decreased due to the weaker ability of handling noise data.
To demonstrate the improvement of training efficiency of the proposed CLIQUE method, the traditional CLIQUE method combining with SDAE model (SDAE-TCLIQUE) are performed on the same datasets. Table 14 describes the promotion of the training time. As we can see from the Table 10-13, the improved CLIQUE algorithm not only increases the accuracy of the classification, but reduces the training cost effectively.
To further verify the validity of the SDAE-CLIQUE method in outlier detection, the raw SCADA data of the four wind turbines are utilized for the comparison between the traditional local outlier factor (LOF) approach and the proposed model in terms of the detecting effect. Table 15 shows, the LOF algorithm produced lower detected accuracy than the SDAE-CLIQUE model, which means the increased loss of normal data. During the process of the LOF algorithm, the Euclidean distance between each point and its corresponding neighbor data would be summed up to obtain the density. However, as is known to all, the distinguished performance of the Euclidean distance degrades gradually with the increasing of the dimension. What's more, the numerical representations from the Table 15 describe that the raw data detected by LOF algorithm can only be splited into two categories: the normal data and the outliers.Therefore, LOF algorithm cannot fully identify the outliers as mentioned above. A cleaning model for status monitoring data of power equipment was performed based on SDAE [18] , which has the similar detected rules. However, the status monitoring data under normal conditions should be applied as the training data. To demostrate the generalized ability of the proposed model, the cleaning model is also conducted to detect outliers in the SCADA data of the four wind turbines. Table 16-19 show the classifiation results generated from the cleaning model. Table 16 -19, the cleaning model has obtained 9862, 9793, 9837, 9882 correct classification respectively. It means that the cleaning model nearly shares the same detecting ability with the proposed model. As presented in Table 14 , the training time of the SDAE-CLIQUE model is around 10-min. However, the process of collecting data under normal conditions cost several hours to filter in the raw SCADA data, which limits the application in this field.
As the

As shown in
V. CONCLUSION
Based on the characteristics of the spatial distribution, the SCADA data of wind turbine can be divided into four categories: the normal data, the missing data, the isolated outliers and the fault data. Numerical results present that the SDAE-CLIQUE model outperform the SAE-CLIQUE model in outlier detection. Moreover, the proposed model would be procured by unsupervised learning to reduce the impacts of prior knowledge and human interference and save the cost of searching normal data in advance. In future work, it is necessary to develop the parallel deep learning architecture to improve the efficiency and accuracy of the corresponding algorithm.
