The weighted stochastic simulation algorithm (wSSA) recently introduced by Kuwahara and Mura [J. Chem. Phys. 129,165101 (2008)] is an innovative variation on the stochastic simulation algorithm (SSA). It enables one to estimate, with much less computational effort than was previously thought possible using a Monte Carlo simulation procedure, the probability that a specified event will occur in a chemically reacting system within a specified time when that probability is very small. This paper presents some procedural extensions to the wSSA that enhance its effectiveness in practical applications. The paper also attempts to clarify some theoretical issues connected with the wSSA, including its connection to first-passage time theory and its relation to the SSA.
I. I TRODUCTIO
The weighted stochastic simulation algorithm (wSSA) recently introduced by Kuwahara and Mura 1 is an innovative variation on the standard stochastic simulation algorithm (SSA) which enables one to efficiently estimate the probability that a specified event will occur in a chemically reacting system within a specified time when that probability is very small, and the event is therefore "rare". The difficulty of doing this with the standard SSA has long been recognized as a limitation of the Monte Carlo simulation approach, so the wSSA is a welcomed development.
The implementation of the wSSA described in Ref. 1 does not, however, offer a convenient way to assess the accuracy of its probability estimate. In this paper we show how a simple refinement of the original wSSA procedure allows estimating a confidence interval for its estimate of the probability. This in turn, as we will also show, makes it possible to improve the efficiency of the wSSA by adjusting its parameters so as to reduce the estimated confidence interval. As yet, though, a fully automated procedure for optimizing the wSSA is not in hand.
We begin in Sec. II by giving a derivation and discussion of the wSSA that we think will help clarify why the procedure is correct. In Sec. III we present our proposed modifications to the original wSSA recipe of Ref. 1, and in Sec. IV we show how these modifications allow easy estimation of the gain in computational efficiency over the SSA. In Sec. V we give some numerical examples that illustrate the benefits of our proposed procedural refinements. In Sec. VI we discuss the relationship between the wSSA and the problem of estimating mean first-passage times, using as an example the problem of spontaneous transitions between the stable states of a bistable system. In Sec. VII we summarize our findings and make an observation on the relationship between the wSSA and the SSA.
II. THEORETICAL U DERPI I GS OF THE wSSA
We consider a well-stirred chemical system whose molecular population state at the current time t is x . The next firing of one of the system's M reaction channels 1 , , M R R … will carry the system from state x to one of the M states
, where j ν is (by definition) the state change caused by the firing of one j R reaction. The fundamental premise of stochastic chemical kinetics, which underlies both the chemical master equation and the SSA, is that the probability that an j R event will occur in the next infinitesimal time interval dt is ( ) j a dt x , where j a is called the propensity function of reaction j R . It follows from this premise that (a) the probability that the system will jump away from state x between times t τ + and t d x . Applying the multiplication law of probability theory, we conclude that the probability that the next reaction will carry the system's state to 
In the usual "direct method" implementation of the SSA, the time τ to the next reaction event is chosen by sampling the exponential random variable with mean 0 1 ( ) a x , in consonance with the first factor in Eq.
(1), and the index j of the next reaction is chosen with probability
x , in consonance with the second factor in Eq.
(1). But now let us suppose, with Kuwahara and Mura 1 , that we modify the direct method SSA procedure so that, while it continues to choose the time τ to the next jump in the same way, it chooses the index j , which determines the destination j + x ν of that jump, with probability
If we made that modification, then the probability on the left hand side of Eq.
(1) would be
But we observe that this "incorrect" value can be converted to the "correct" value, on the right hand side of Eq. (1), simply by multiplying by the factor
So in some sense, we can say that an j → + x x ν jump generated using this modified procedure, and accorded a statistical weight of ( ) j w x in Eq. (2), is "equivalent" to an j → + x x ν jump generated using the standard SSA.
This statistical weighting of a single reaction jump can be extended to an entire trajectory of the system's state by reasoning as follows: A true state trajectory is composed of a succession of single reaction jumps. Each jump has a probability (1) that depends on the jump's starting state, but not on the history of the trajectory that leads up to that starting state. Therefore, the probability of the trajectory as a whole is just the product of the probabilities of all the individual jumps (1) that make up the trajectory. Since in the modified SSA scheme the probability of each individual jump requires a correction factor of the form (2), then the correction factor for the entire trajectory -i.e., the statistical weight w of the trajectory -will be the product One situation where this statistical weighting logic can be applied is in the Monte Carlo averaging method of estimating the value of 0 ( , ; ) p t ≡ x E the probability that the system, starting at time 0 in state 0 x , will first reach any state in the set E at some time t ≤ .
(Note that
is not the probability that the system will be in the set E at time t .) An obvious Monte Carlo way to estimate this probability would be to make a very large number n of regular SSA runs, with each run starting at time 0 in state 0 x and terminating either when some state ′∈ x E is first reached or when the system time reaches t . If n m is the number of those n runs that terminate for the first reason, then the probability 0 ( , ; ) p t x E could be estimated as the fraction n m n , and this estimate would become exact in the limit n → ∞ . But n m here could also be defined as the sum of the "weights" of the runs, where each run is given a weight of 1 if it ends because some state in the set E is reached before time t , and a weight of 0 otherwise. This way of defining n m is useful because it allows us to score runs in the modified SSA scheme, with each run that reaches some state ′∈ x E before time t then being scored with its trajectory weight w as defined above. Kuwahara and Mura 1 recognized that this tactic could be used to advantage in the case 0 ( , ; ) 1 p t x E ≪ , where using the standard SSA will inevitably require an impractically large number of trajectories to obtain an accurate estimate of 0 ( , ; ) p t x E . As we shall elaborate in the next two sections, by using this weighted SSA (wSSA) method with the j b -functions carefully chosen so that they increase the likelihood of the system reaching E , it is often possible to obtain a more accurate estimate of Assumed given for the above procedure are: the reaction propensity functions j a and the associated state-change vectors j ν ; the target set of states E , and the time t by which the system should reach that set; the total number of runs n that will be made to obtain the estimate; and the step-biasing functions j b (which Kuwahara and Mura call predilection functions). The variable n m in the above procedure is the sum of the statistical weights w of the n run trajectories. The value of w for each trajectory is constructed in step 13°, as the product of the weights j w in Eq. (2) of all the reaction jumps making up that trajectory; however, if a trajectory ends because in the given time t the set E has not been reached, the weight of that trajectory is summarily set to zero. Note that the use of 0 a instead of 0 b to compute the jump time τ in step 11° follows from the analysis leading from Eq. (1) to Eq. (2): the wSSA introduces an artificial bias in choosing j , but it always chooses τ "properly" according to the true propensity functions. This strategy of using the correct τ is vital for allotting to each trajectory the proper amount of time t to reach the target set of states E .
2° for
If the j b functions are chosen to be the same as the j a functions, then the above procedure evidently reduces to the standard SSA. Thus, the key to making the wSSA more efficient than the SSA is to choose the j b functions "appropriately". It is seen from step 13°, though, that j b must not have a harder zero at any accessible state point than j a , for otherwise the weight at that state point would be infinite. To keep that from happening, Kuwahara and Mura propose the simple procedure of setting
where each proportionality constant 0 j γ > , which we shall call the importance sampling factor for reaction j R , is chosen to be 1 ≥ if the occurrence of reaction j R increases the chances of the system reaching the set E , and 1 ≤ otherwise. This way of choosing the b -functions seems quite reasonable, although a minor subtlety not mentioned in Ref. 1 is that, since the wSSA works by altering the relative sizes of the propensity functions for state-selection, only 1 M − of the j γ 's matter; in particular, in a system with only one reaction, weighting that reaction by any factor γ will produce a single step weight (2) that is always unity, and the wSSA therefore reduces to the SSA. But of course, singlereaction systems are not very interesting in this context. A more important question in connection with Eq. (4) is, are there optimal values for the j γ 's? And if so, how might we identify them?
III. THE VARIA CE A D ITS BE EFITS
The statistical weighting strategy described in connection with Eq. (4) evidently has the effect of increasing the firing rates of those "important reactions" that move the system towards the target states E , thus producing more "important trajectories" that reach that target. Equation (2) shows that boosting the likelihoods of those successful trajectories in this way will cause them to have statistical weights 1 w < . As was noted and discussed at some length in Ref. 1, this procedure is an example of a general Monte Carlo technique called importance sampling. However, the description of the importance sampling strategy given in Ref. 1 is incomplete because it makes no mention of something called the "sample variance".
In the Appendix, we give a brief review of the general theory underlying Monte Carlo averaging and the allied technique of importance sampling which explains the vital connecting role played by the sample variance. The bottom line for the wSSA procedure described in Sec. II is this: The computation of the sample mean n m n of the weights of the n wSSA trajectories should be accompanied by a computation of the sample variance of those trajectory weights. Doing that not only provides us with a quantitative estimate of the uncertainty in the approximation 0 ( , ; )
, but it also helps us find the values of the parameters j γ in Eq. (4) that minimize that uncertainty. More specifically (see the Appendix for details), in addition to computing the sample first moment (or sample mean) of the weights of the wSSA-generated trajectories,
where k w is the statistical weight of run k (equal to the product of the weights (2) of each reaction that occurs in run k if that run reaches E before t , and zero otherwise), we should also compute the sample second moment of those weights,
The sample variance of the weights is then given by the difference between the sample second moment and the square of the sample first moment:
The final estimate
can then be assigned a "one-standard deviation normal confidence interval" of
This means that the probability that the true value of 0 ( , ; ) p t x E will lie within n σ of the estimate
(1) n m n is 68%. Doubling the uncertainty interval (8) All of the foregoing is premised on the assumption that n has been taken "sufficiently large". That's because there is some "bootstrapping logic" used in the classical Monte Carlo averaging method (independently of importance sampling): The values for
(1) n m and (2) n m computed in Eqs. (5) and (6) will vary from one set of n runs to the next, so the computed value of 2 σ in Eqs. (7) and (8) will also vary. Therefore, as discussed more fully in the Appendix at Eqs. (A9) and (A10), the computed uncertainty in the estimate of the mean is itself only an estimate. And, like the estimate of the mean, the estimate of the uncertainty will be reasonably accurate only if a sufficiently large number n of runs has been used. In practice, this means that only when several repetitions of an n-run calculation are found to produce approximately the same estimates for
(1) n m and (2) n m can we be sure that n has been taken large enough to draw reliable conclusions.
When the original wSSA recipe in Sec. II is modified to include the changes described above, we obtain the recipe given below: 
update ( ) Steps 1° through 17° are identical to those in the earlier procedure in Sec. II, except for the additional computations involving the new variable (2) n m in steps 1° and 7°. The new step 18° computes the variance.
Step 19° tunes the importance sampling parameters j γ in Eq. (4) to minimize that variance. And step 20° uses the optimal set of j γ -values thus found to compute the best estimate of 0 ( , ; ) p t x E , along with its associated confidence interval. In practice, step 19° usually has to be done manually, external to the computer program, since the search over j γ -space requires some intuitive guessing; this is typical in most applications of importance sampling
3 . An overall check on the validity of the computation can be made by repeating it a few times with different random number seeds to verify that the estimates obtained for 0 ( , ; ) p t x E and its confidence interval are reproducible and consistent. If they aren't, then n has probably not been chosen large enough.
IV. GAI I COMPUTATIO AL EFFICIE CY
The problem with using unweighted SSA trajectories to estimate 0 ( , ; ) p t x E when that probability is 1 ≪ is that we are then trying to estimate the average of a set of numbers (the trajectory weights) which are all either 0 or 1 when that average is much closer to 0 than to 1. The sporadic occurrence of a few 1's among a multitude of 0's makes this estimate subject to very large statistical fluctuations for any reasonable number of trajectories n . How does importance sampling overcome this problem? If the reaction biasing is done properly, most of the "successful" trajectories that reach the target set E within the allotted time t will have weights that are much less than 1, and hence closer to the average. Most of the "unsuccessful" trajectories will rack up weights in Step 13° that are much greater than 1, but when the simulated time reaches the limit t without the set E having been reached, those large weights are summarily reset to zero (they never get accumulated in (1) n m and (2) n m in Step 7°). The result is that the bulk of the contribution to the sample average comes from weights that are much closer to the average than are the unit weights of the successful SSA trajectories. This produces a smaller scatter in the weights of wSSA trajectories about their average, as measured by their standard deviation σ , and hence a more accurate estimate of that average. Note, however, that if the event in question is not rare, i.e., if 0 ( , ; ) p t x E is not 1 ≪ , then the unit trajectory weights of the SSA do not pose a statistical problem. In that case there is little to be gained by importance sampling, and the ordinary SSA should be adequate. Note also that the rarity of the event is always connected to the size of t . For since 0 ( , ; ) 1 p t → x E as t → ∞ , it is always possible to convert a rare event into a likely event simply by taking t sufficiently large.
To better understand how variance reduction through importance sampling helps when 0 ( , ; ) 1 p t x E ≪ , let us consider what happens when no importance sampling is done, i.e., when j j b a = for all j , and every "successful" trajectory gets assigned a weight 1 w = . Letting n m denote the number of successful runs obtained out of n total, it follows from definitions (5) and (6) that Equation (7) then gives for the sample variance 
This shows that if only one successful run is encountered in the n SSA runs, then the relative uncertainty in the estimate of 0 ( , ; ) p t x E will be 100%; and if four successful runs are encountered, the relative uncertainty will be 50%. To reduce the relative uncertainty to a respectably accurate 1% would, according to Eq. (10), require 10,000 successful SSA runs, and that would be practically impossible for a truly rare event. 
A rough measure of the gain in computational efficiency of the wSSA over the SSA is provided by the ratio of 
The result (12) shows why the wSSA's strategy of minimizing the variance when 0 ( , ; ) 1 p t x E ≪ is the key to obtaining a large gain in computational efficiency over the unweighted SSA: If we can contrive to halve the variance, we will double the efficiency.
V. UMERICAL EXAMPLES
Reference 1 illustrated the wSSA by applying it to two simple systems. In this section we repeat those applications in order to illustrate the benefits of the refinements introduced in Secs. III and IV.
The first example in Ref. 1 concerns the simple system Addressing first the case 2 65 ε = , we show in Fig. 1a 
In this final result, we have been conservative and given the two-standard deviation uncertainty interval. To estimate the gain in efficiency provided by the wSSA over the SSA, we substitute 10 n = wSSA runs, then the efficiency gain here over the SSA is 103 g = ; i.e., the computer running time to get the result (14) using the unweighted SSA would be about a hundred times longer. 
where again we have given a conservative two-standard deviation uncertainty interval.
To estimate the gain in efficiency provided by the wSSA over the SSA, we substitute For the case 5 25 ε = , the 2 σ -versus-α plot is shown in Fig. 2b . As in Fig. 2a, each vertical bar shows the result of four wSSA runs with 5 10 n = . This plot shows that the optimal α -value is now 0.35, which is more biased (i.e., further from 1) than the optimal α -value 0.60 for the case 5 40 ε = , and also more biased than the value 0.50 that was used in Ref. All the results obtained here are consistent with the values reported in Ref.
1. The added value here is the confidence intervals, which were absent in Ref. 1, and also the assurance that these results were obtained in a computationally efficient way. We should note that the results obtained here are probably more accurate than would be required in practice; e.g., if we were willing to give up one decimal of accuracy in the result (18), then the value of n used to get that result could be reduced from 7 10 to 5 10 , which would translate into a hundred-fold reduction in the wSSA's compute time.
VI. FIRST PASSAGE TIME THEORY; STABLE STATE TRA SITIO S
Rare events in a stochastic context have traditionally been studied in terms of mean first passage times. The time 0 ( , ) T x E required for the system, starting in state 0
x , to first reach some state in the set E is a random variable, and its mean 0 ( , ) T x E is often of interest. Since the cumulative distribution function 0 ( ; , ) F t x E of 0 ( , ) T x E is, by definition, the probability that 0 ( , ) T x E will be less than or equal to t , it follows from (3) that 0 0 ( ; , ) ( , ; )
Therefore, since the derivative of 0 ( ; , ) F t x E with respect to t is the probability density function of 0 ( , ) T x E , the mean of the first passage time 0 ( , ) T x E is given by
where the last step follows from an integration-by-parts. 
and further that the associated standard deviation has practically the same value. This implies that we would usually have to run the simulations in Fig. 3 for times of order 4 10 before witnessing a spontaneous transition from 1 x to 2 x , and that is a very long time on the scale of Fig. 3 . But it might also be interesting to know the probability of seeing an 1 x -to-2
x transition occur within a time span that is comparable to that of Fig. 3 , say for instance in time 5 t = .
Finding an effective importance sampling strategy to compute (82, 563;5) p turned out to be more difficult than we anticipated. We suspect the reason for this is the extreme sensitivity of the Schlögl reactions (21) to the values of its reaction parameters in the vicinity of the bistable configuration. For example, a 5% reduction in the value of 3 c from the value given in (22) will cause the upper steady state 2 x to disappear, while a 5% increase will cause the lower steady state 1 x to disappear. This means that in the importance sampling strategy of Eq. (4) The results (23) and (24) refer to the same transition 1 2 x x → , and both results are informative, but in different ways. However, there does not appear to be a reliable procedure for inferring either of these results from the other; in particular, the wSSA result (24) is a new result, not withstanding the known result (23). We hope to explore more fully the problem of finding optimal wSSA weighting strategies for bistable systems in a future publication.
VII. CO CLUSIO S
The numerical results reported in Secs. V and VI support our expectation that the refinements to the original wSSA 1 made possible by the variance computation significantly improve the algorithm: The benefit of being able to quantify the uncertainty in the wSSA's estimate of 0 ( , ; ) p t x E is obvious. And having an unambiguous measure of the optimality of a given set of values of the importance sampling parameters { } 1 , , M γ γ … makes possible the task of minimizing that uncertainty. But much work remains to be done in order to develop a practical, systematic strategy for deciding how best to parameterize the set { } 1 , , M γ γ … in terms of a smaller number of parameters, and, more generally, for deciding which reaction channels in a large network of reactions should be encouraged and which should be discouraged through importance sampling.
Appendix: Monte Carlo Averaging and Importance Sampling
If X is a random variable with probability density function P , and f is any integrable function, then the "average of f with respect to X ", or equivalently the "average of the random variable ( ) f X ", can be computed as either
where the
x in (A2) are statistically independent samples of X . Monte Carlo averaging is a numerical procedure for computing ( ) f X from Eq. (A2), but using a finite value for n . But using a finite-n renders the computation inexact:
To estimate the uncertainty associated with this approximation, we reason as follows.
Let Y be any random variable with a well-defined mean and variance, and let 
This formula is valid for any random variable Y with a well-defined mean and variance, provided n is sufficiently large (so that normality is approximately achieved).
This formula evidently quantifies the uncertainty in the estimate (A3 
This estimate evidently makes the assumption that n is already large enough that the nsample first and second moments of f provide reasonably accurate estimates of f and 2 f . In practice, we need to test this assumption by demanding "reasonable closeness" among several n -run computations of the right hand side of (A10). Only when n is large enough for that to be so can we reliably invoke formulas (A9) and (A10) to infer an estimate of ( ) f X , and an estimate of the uncertainty in that estimate, from the two The most obvious way to decrease the size of the uncertainty term in Eq. (A9) is to increase n ; indeed, in the limit n → ∞ , (A9) reduces to the exact formula (A2). But the time available for computation usually imposes a practical upper limit on n . However, we could also make the uncertainty term in (A9) smaller if we could somehow decrease the variance. Several "variance-reducing" strategies with that goal have been developed, and one that has proved to be effective in many scientific applications is called importance sampling. runs. The optimal α -value here is evidently 1.30, which gives a stronger bias than was optimal for the case in (a). III. The optimal α value here is seen to be 0.60. (b) A like plot for 5 25 ε = . The optimal α -value now is 0.35, which gives a stronger bias than was optimal for the case in (a). The dotted lines around the two stable states show their theoretically predicted widths, which are evidently consistent with these simulations. Spontaneous transitions between the two states will inevitably occur if the system is allowed to run long enough. 
