Plant scientists are interested in measuring plant response to quantitative treatment factors, e.g. amount of nutrient applied. Response surface methods are often used for experiments with multiple quantitative factors. However, in many plant nutrition studies, second-order response surface models result in unacceptable lack of fit. This paper explores multi-factor nonlinear models as an alternative. We have developed multi-factor extensions of Mitscherlich and Gompertz models, and fit them to data from experiments conducted at the University of Nebraska-Lincoln Horticulture department. These data are typical of experiments for which conventional response surface models perform poorly. We propose design selection strategies to facilitate economical multi-factor experiments when second-order response surface models are unlikely to fit.
Introduction
Whether it is an attractive flower, a high-yielding grain, or an outstanding cut of meat, quality in agricultural products depends on a number of factors. The focus of much agricultural research is to manipulate those factors that can be controlled in the production process to obtain the highest quality product. Often, the factors under study are quantitative, e.g. amount of fertilizer, amount of irrigation, amount of herbicide, etc. Of interest to producers is to optimize their "bottom line." That is, they want to produce the most marketable product possible using the least expensive combination of input levels. Of interest to researchers is to find answers to producers' questions within the constraints of their resources. Researchers must be able to provide accurate information using the least expensive possible experiments. This paper discusses statistical issues that have arisen from plant nutrition research conducted at the University of Nebraska Department of Horticulture under the direction of Professor Ellen T. Paparozzi. She has directed several M.S. and Ph.D. research projects looking at the effects of the nutrients, nitrogen and sulfur, on the physiology and performance of a number of ornamental plant species. The crucial statistical issue that has emerged is the absence of suitable statistical methods for studying nitrogen and sulfur in the context of other nutrients or other inputs. In this paper, we review: y methods currently used for these types of experiments, Y methods proposed for use with more than 2 input factors y why proposed methods often are not appropriate y some alternative methods using non-linear models that we are exploring.
While the context and examples for this paper are from plant nutrition, the statistical content generalizes to a wide range of applications in agriculture involving quantitative factorial treatment structures.
Background
Plant nutrition experiments are often limited to studying one or two nutrients at a time. This is primarily a result of the statistical methods --the design of experiments as well as the analysis --typically used. To gain a perspective of the methods historically used, a review is in order. We divide the review into three parts: single-factor experiments, two-factor factorials, and multifactor experiments.
With single-factor experiments, e.g. a study of the effects of one nutrient only, two types of analyses are often used: regression and mean separation procedures. Regression can be very effective when thc regression model used adequately describes the effect of nutrient level and is consistent with the researcher's objectives. However, for a variety of reasons, regression is often not used. Part of the reason stems from the fact that statistical methods courses tend to emphasize polynomial regression, which is frequently inappropriate for plant nutrition studies (see, for example, Anderson and Nelson, 1975 For studies with two nutrient factors (e.g. nitrogen and sulfur) researchers almost always use full factorial treatment designs and either regression or mean-separation procedures. In exploratory research, there is often a fair amount of uncertainty concerning the experimental region. Thus, there are usually at least 4 levels per factor, and factorials as large as 7x8 are not uncommon. Regression, specifically second order response surface regression is often seen as a sensible approach to the two nutrient case, provided that the assumptions -linear or quadratic main effects, at most linear-by-linear interaction -are met. Often, they are not. As in the onefactor case, mean separation procedures are the "standard fall back" analysis. However, these procedures are cumbersome, both to implement and to interpret. For example, a 4 x 4 factorial of nitrogen and sulfur implies that there are 16C2 = 120 possible pair-wise comparisons among the nutrient levels. Though a competent researcher would only look at a subset rather than all 120 comparisons, the interpretation can still be confusing. Moreover, the mean separation approach obstructs insight into interaction, and can lead to an inflated Type I error rate.
Plant nutritionists tend to resist studies with three or more factors. In part, this is because of the reliance on full-factorial designs and mean separation procedures discussed above. For example, using methods considered "conventional" in plant nutrition, a three-factor experiment implies a minimum of 4 3 = 64 treatment combinations, but, more likely, 53 = 125 treatment combinations given the uncertainty about the experimental region usually present. These experiments must be adequately replicated: assuming the "usual" 4 replications, this means 256-500 plants, which is unmanageable in a typical university experiment station setting. If mean separation procedures are used, then the number of possible of comparisons becomes staggering -at least 125C2 = 7750 -and then the proper interpretation of the comparisons becomes the proverbial Gordian knot.
Alternatives are clearly needed. At first glance, the multi-factor experiment seems to call for response surface methods. The efficiency of central-composite, Box-Behnken, and related designs, and the relative simplicity of interpreting second order polynomial regression models associated with standard response surface methods (see, for example, Myers, 1976, or Khuri and Cornell, 1996) would seem to be obvious for such research. Alas, things are not so simple. Mead and Pike (1975) reviewed the use of response surface methods in agriculture. They found that while there are many situations in agricultural research that seem to call for response surface methods, these methods are actually used only in a small minority of cases. They concluded that they were three main explanations for this:
~ tradition: journal articles tend to use statistical methods that have been used in previous publications.
~ education: response surface methods are not usually taught in standard statistical methods sequences for agricultural researchers, hence they tend to be unaware of or uncomfortable using such methods. and "small subset." Most agricultural experiments also have relatively small subsets of the experimental regions near the stationary point where second order models fit quite well. The problem is that in many agricultural settings, e.g. plant nutrition, experiments must last as long as it takes to grow a plant, usually months, and it is not possible a priori to limit the range of nutrients because the probable stationary point is not well known in advance. Whereas an engineer can run several experiments to hunt the experimental region over a period of a few months, the plant scientist can only run one. This is a major reason why second order polynomial regression cannot be depended upon as a method of analysis.
The questions are these:
~ how justified are the concerns about the validity of second order polynomial regression, and ~ are there alternative models that might be used to better describe the responses typically observed, and that might allow efficient designs, possibly in some modified form, to be used?
We looked at data from a number of experiments conducted by Paparozzi, et. al. over the past several years. The two cases described in the next section are typical.
Two-Factor Examples
In this section, we consider two response variables from an experiment conducted as M.S.
thesis research by Macz (1997) . One is typical of responses for which second order response surface methods are appropriate. One typifies response variables for which alternative models are clearly essential.
The experiment is a 4 x 5 factorial. Although not pertinent to this discussion, it was conducted using a row-column design. The factors ( Table 2 ). The lack of fit term (LOF) is not found to be statistically significant at the 0.10 level. As a precaution, in a secondary analysis (Table 3) , the lack of fit term is broken down into its three main parts: higher order (~3 ) main effects ofN and S, and higher order interactions between the two. These three lack-of-fit components are all non-significant even at the 0.10 level. There is no evidence that the response surface regression is inappropriate. The units. The estimated response surface is given in Figure 1 c. Visually comparing the estimated surface to observed least squares mean profile (Figures 1 a and 1 b) , the fit does not seem unreasonable.
Of the response variables from the second group, the least squares means from leaf area (cm 2 ) best typifies the general shape of this group. They are plotted in Figure 2a . Inspection of the plots suggests that the second order response surface model is unlikely to provide a useful fit.
An initial analysis (Table 4) is performed and the lack of fit term produces an F-statistic with a p-value of 0.0001. Statistically significant lack of fit tends to confirm visual inspection. How badly does the second order polynomial fit? A response surface is estimated and is given in Figure 2b . Visually comparing the observed profile (Figure 2a) 
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The Gompertz regression equation was estimated using PROC NUN (SAS version 6.12, SAS Institute, 1997). For starting values we used the maximum value of the response, 1025 cm 2 ,
for Omax, the range of the responses, 766 cm 2 , for Orng , and a grid search on the interval -0.05 to 0.05 for ON, Os, and ONS. The estimated parameters are given in Table 5 . The resulting surface is shown in Figure 2c Table 6 with the resulting surface in Figure 2d .
The MSE is 4278.2 (cm 2 i, which is less than half of the original Gompertz model.
Comparing all three of the fitted models for leaf area at 8 weeks, the latter of the three models best describes the data. This model, with appropriate initial estimates, performs similarly with the other response variables in this group.
Implication for Design of Experiments
The results in section 4 show that response variables fall into two categories: those that can be adequately modeled by second order polynomial regression (and hence could be handled using standard response surface methods) and those that require more sophisticated methods, such as non-linear models. As mentioned previously, if researchers are going to do multi-factor research, they cannot use conventional, full-factorial designs. They need more efficient alternatives.
For response surface problems for which second order polynomial regression is appropriate, there is a rich literature of efficient designs -central-composite, face-balanced cube, BoxBehnken, etc. Designs suitable for plant nutrition experiments would combine treatment designs for second order response surface regressions with treatment designs for non-linear situations.
Box and Lucas (1959) present the methods necessary for determining the optimal design points when the response variables cannot be adequately described with a linear model. With prior knowledge of how a response variable behaves in the presence of a particular nutrient, appropriate non-linear models can be suggested. Next, with information from past experiments, or reasonable educated guesses about anticipated treatment effects, suitable initial estimates may be obtained for the parameters. Then, using the methods of Box and Lucas, optimal design points may be obtained. Finally, combining these with the design points suggested by such designs as the central composite, face-balanced cube, or Box-Behnken, a viable treatment structure may well emerge.
To illustrate, consider a single nutrient case for which some response variables may be modeled by second order polynomial (quadratic) regression, and the rest may be modeled by the One idea for an optimal design robust to model (e.g. able to provide useful estimates for either quadratic or Gompertz models) would be to combine the designs, that is, use the points {-1, g, 0, 1} or {-1, 0, g, 1} if g happens to be greater than 0. Other strategies might include finding a compromise point between g and 0, say c, and using {-1, c, 1}. Expanding the idea to three or more factors -which is the setting where these design ideas are most needed -one might consider identifying ° and g for each treatment factor, then overlaying two Box-Behnken or two face-balanced cubes, one using ° as the center point, the other using g. Or one might use only the compromise center point, c. Or one might use the fact that the central composite design actually has 5 design points along each treatment factor axis, and use it, either with 0, g, or the compromise value are as a center point.
Summary
Much of what is known in plant nutrition and other agricultural areas has come from experiment with one or two quantitative factors. However, experiments involving three or more quantitative factors with multi-levels present serious problems to researchers because of the nature of the response variables and limitations in the availability of resources. With the recent increase in computing power, combining treatment selection strategies for non-linear models with those for second order polynomial models to account for the differing behaviors of the response variables appears to be a promising approach to addressing these problems. The examples shown in this paper, which are typical of plant nutrition research, clearly illustrate the usefulness of non-linear models for two-factor response surface experiments. We expect that we will have similar success applying these methods to three and higher-factor experiments. 
