Information geometrical structure (g (Dα) ,
Introduction
In his seminal paper, Rényi [15] introduced a new class of information divergence now usually referred to as the Rényi relative entropy of order α, where α is a positive number. Recently, Wilde et al. [16] and Müller-Lennert et al. [13] 
for α ∈ (0, ∞), with the convention that ψ(α) := ∞ if α > 1 and ker σ ⊂ ker ρ. The first divided difference of ψ at α = 1, i.e.,
is called the sandwiched Rényi relative entropy [16] or the quantum Rényi divergence [13] , and is denoted byD α (ρ σ) in the present paper. It is explicitly written as 
The sandwiched Rényi relative entropy is extended to α = 1 by continuity, to obtain the Umegaki relative entropy:
α (ρ||σ) = Tr {ρ(log ρ − log σ)} with the convention thatD 1 (ρ||σ) = ∞ if ker σ ⊂ ker ρ. The limiting cases α ↓ 0 and α → ∞ have also been studied in [7, 2] and [13] , respectively. The sandwiched Rényi relative entropy has several desirable properties: amongst others, it is monotone under completely positive trace preserving (CPTP) maps if α ≥ 1 2 [13, 16, 4, 9] . This property was successfully used in studying the strong converse properties of the channel capacity [16, 12] and quantum hypothesis testing problems [11] . Now we confine our attention to the case when both ρ and σ are faithful density operators that belong to the quantum state space: S := S(H) := {ρ ∈ L ++ (H) | Tr ρ = 1}.
In this case there is no difficulty in extending the quantities (1) and (2) to the region α < 0. In order to motivate our study, let us assume for now that ρ and σ commute. Then the quantity (1) is reduced to ψ(α) = log Tr ρ α σ 1−α : this is known as the potential function for the ∇ (e) -geodesic connecting ρ and σ in classical information geometry [1] , and is meaningful for all α ∈ R. On the other hand,
log Tr ρ α σ 1−α for α < 0 does not seem to be a reasonable measure of information [15] , since it takes negative values. Meanwhile, there are also other types of divergence functions that have been found to be useful in classical information theory and statistics. For example, Csiszár [6] introduced a class of information divergence now usually referred to as the Csiszár f -divergence, a version of which is written as
where f is a real-valued, strictly convex, smooth function on the set R ++ of positive real numbers satisfying f (1) = 0 and f ′′ (1) = 1. It is easily seen from Jensen's inequality that D f (ρ σ) ≥ 0, and D f (ρ σ) = 0 if and only if ρ = σ. Now let us consider a family of functions
having a one-dimensional parameter α with α / ∈ {0, 1}. This family is known to play an important role in classical information geometry. For example, the corresponding f [α] -divergences are the well-known "alpha-divergences"
although the parametrization "alpha" is different from the standard one [1] . Now from the Taylor expansion of log(1 + x), the divergence (3) is related to the potential function ψ(α) = log Tr ρ α σ 1−α as
In other words, the
, provided it is small enough, is not very different from 1 αD α (ρ σ). Note that the quantity 1 αD α (ρ σ) is nonnegative even for α < 0.
Motivated by the above consideration, we aim at investigating the "rescaled" sandwiched Rényi relative entropy:
on the quantum state space S for α ∈ R\{0, 1}, which shall be referred to as the sandwiched Rényi α-divergence in the present paper. It is continuously extended to α = 1 as
However, we note that, unless ρ and σ commute, (5) cannot be extended to α = 0 because lim α→0 D α (ρ σ) does not always exist (cf., Appendix A). To put it differently, the sandwiched Rényi 0-divergence D 0 (ρ σ) is excluded on the quantum state space S. This fact makes a striking contrast to classical information geometry. A basic property of the sandwiched Rényi α-divergence (5) is the following:
for ρ, σ ∈ S and α ∈ R\{0} (cf., Appendix B). This fact enables us to introduce an information geometric structure on the quantum state space S through Eguchi's method [8] . Firstly, the Riemannian metric g (Dα) is defined by
In the last side, the vector fields X and Y are regarded as acting only on ρ. Secondly, a pair of affine connections ∇ (Dα) and ∇ (Dα) * are defined by
The right-hand sides of (8) and (9) are understood in an analogous way to (7) . Since
for any vector field X, which is a consequence of (6), the metric g
is also written as
It is now straightforward to verify the duality:
This property plays an essential role in information geometry [1] . A Riemannian metric g on a quantum state space is called monotone [14] if it satisfies
for all states ρ ∈ S, tangent vectors X ∈ T ρ S, and CPTP maps γ : L(H) → L(H ′ ), with γ * denoting the differential of γ. The monotonicity (11) implies that the distinguishability of two nearby states, measured by the metric g, cannot be enhanced by any physical process γ. This is a fundamental requirement for information processing, and hence, characterizing monotone metrics is important in quantum information theory.
The main result of the present paper is the following , ∞). As a by-product, we arrive at the following corollary, the latter part of which was first observed by numerical evaluation [13] .
We also study the dualistic structure (g (Dα) , ∇ (Dα) , ∇ (Dα) * ) on the quantum state space S, and obtain the following The paper is organized as follows. In Section 2, we compute the metric g (Dα) , and prove Theorem 1. In Section 3, we investigate the dualistic structure (g (Dα) , ∇ (Dα) , ∇ (Dα) * ) on a quantum state space S, and prove Theorem 3. Section 4 is devoted to concluding remarks. Some additional topics are discussed in Appendices A-D.
Proof of Theorem 1
In quantum information geometry, it is customary to use a pair of operator representations of tangent vectors called the m-representation and the e-representation [1] . The m-representation X (m) of a tangent vector X ∈ T ρ S at ρ ∈ S is simply defined by
In order to introduce an e-representation, on the other hand, we need to specify a continuous monotone function f : R ++ → R ++ satisfying f (1) = 1 and f (t) = tf ( 1 t ). Once such a function f is given, we define the corresponding e-representation X
where ∆ ρ is the modular operator associated with ρ ∈ S defined by
A Riemannian metric g is then given by the pairing
between e-and m-representations. According to Petz's theorem [14] , the metric g represented in this form is monotone if and only if the function f is operator monotone. Thus, to prove Theorem 1, we first derive the defining function f = f (Dα) from each D α (Lemma 4), and then verify that the function f (Dα) is operator monotone if and only if
Computation of metric
We first note that, for a power function f (x) = x λ with x > 0 and λ ∈ R, the directional derivative
is given by
where I is the identity (cf., (32) in Appendix C). The following formula
for differentiation under the trace operation also follows from (12).
Lemma 4. For each α ∈ R\{0, 1}, the metric g (Dα) is represented in the form
where
Proof. Recall that the metric g (Dα) ρ was defined by
where X and Y act only on ρ. Since D α (ρ σ) is written as
Here
and the formula (13) was used in the third equality. Consequently,
we have
Now we invoke the formula (12), with λ = α − 1, to obtain
Combining (16) with (17), we have
Comparing (18) with (14), we see that the e-representation X (e)
In order to determine the function f (Dα) , we introduce an orthonormal basis {e i } 1≤i≤n of H comprising eigenvectors of ρ each corresponding to the eigenvalue p i . Then
f (Dα) is continuous in ρ, we can assume without loss of generality that eigenvalues p i are all different. Then by using the formulae
for all i = j, where
This completes the proof.
Let us examine some special cases. When α = 
Operator monotonicity
In what follows, we change the parameter α into β := 1 α , and denote the corresponding function f (Dα) (t) by f β (t), i.e.,
where β / ∈ {0, 1}. We extend this function to β = 0 and 1 by continuity, to obtain
Lemma 5. The function f β (t) is operator monotone if and only if β ∈ [−1, 2].
Proof. We first prove the 'if' part 1 . A key observation is the identity
1 After almost completing the paper, the authors became aware that the 'if' part had been proved in [10] . Our proof is slightly simpler.
for all δ ∈ R, which is easily verified by direct computation. 
Furthermore, since the function t → t β is operator monotone, so is
Finally, for β ∈ (1, 2], rewrite f β (t) into x is order reversing, it suffices to show that the function
is operator monotone decreasing, and this is true because the above function is the first divided difference of an operator concave function t → t β−1 . We next prove the 'only if' part. Suppose f β (t) is operator monotone. Then it must satisfy the inequalities 2t 1 + t ≤ f β (t) ≤ 1 + t 2 for all t > 0 [14] . In particular, by letting t = e, we have
We shall prove that these inequalities hold only when β ∈ [−1, 2]. Since
it suffices to prove that the function
is strictly increasing for β ≤ −1 or β ≥ 2. Taking the logarithm, this is rephrased that the function
where h(β) := log e β − 1 β , is strictly increasing, or equivalently,
is positive for β ≤ −1 or β ≥ 2. In view of the mean value theorem, we prove this by showing that h ′′ (β) > 0 for β ≤ −1 or β ≥ 1. Since
it suffices to prove thath
for β = 0. Sinceh(−β) =h(β), lim β→0h (β) = 1, and the derivativẽ
is positive for β > 0, the inequality (19) is verified.
Structure of quantum statistical manifold S
In this section, we study the dualistic structure (g (Dα) , ∇ (Dα) , ∇ (Dα) * ) on the quantum statistical manifold S. In a quite similar way to the derivation of (16), it is proved (cf., Appendix D) that the affine connections ∇ (Dα) and ∇ (Dα) * defined by (8) and (9) are explicitly given by
and
Now, if the quantum state space S is dually flat with respect to the dualistic structure (g (Dα) , ∇ (Dα) , ∇ (Dα) * ), then there is a pair of affine coordinate systems that allows us a variety of information geometrical techniques on S [1] . It is therefore interesting to ask which value of α makes S dually flat. The answer is given by Theorem 3: the quantum statistical manifold (S, g (Dα) , ∇ (Dα) , ∇ (Dα) * ) is dually flat if and only if α = 1.
Proof of Theorem 3. When α = 1, the sandwiched Rényi α-divergence is reduced to the Umegaki relative entropy D 1 (ρ σ) = Tr {ρ(log ρ− log σ)}, and the dually flatness of S with respect to (
To prove the necessity, let us take a submanifold M of S comprising commutative density operators, which can be regarded as the space of classical probability distributions. Since the sandwiched Rényi α-divergence restricted to M is identical, up to the first order, to the classical "alpha-divergence" as (4), the restricted metric g , ∇ (D β ) , ∇ (Dγ ) ) is dually flat, then the pair (β, γ) must be either (1, 0) or (0, 1), as discussed above. Since the sandwiched Rényi 0-divergence is excluded on S, we conclude that there is no triad (α, β, γ) that makes (S, g (Dα) , ∇ (D β ) , ∇ (Dγ ) ) dually flat.
Concluding remarks
In the present paper, we studied information geometrical structure of the quantum state space S induced from the sandwiched Rényi α-divergence D α (ρ σ), a variant of the quantum relative entropy recently proposed by Wilde et al. [16] and Müller-Lennert et al. [13] . We found that the induced Riemannian metric g (Dα) is monotone if and only if α ∈ (−∞, −1] ∪ [ 1 2 , ∞), and that the induced dualistic structure (g (Dα) , ∇ (Dα) , ∇ (Dα) * ) makes the quantum state space S dually flat if and only if α = 1.
The result about the monotonicity of g (Dα) , which is consistent with the known monotonicity of D α (ρ σ) for α ∈ [ 1 2 , ∞) [9] , strongly suggests that D α (ρ σ) might be monotone also for α ∈ (−∞, −1]. This problem raises another interesting question about reconstructing D α (ρ σ) from a purely differential geometrical viewpoint. It is well known that the canonical divergence on a dually flat statistical manifold (M, g, ∇, ∇ * ) is reconstructed by integrating the metric g along either ∇ or ∇ * -geodesic [1, 3] . Unfortunately, this method is not applicable to our problem because the quantum statistical manifold (S, g (Dα) , ∇ (Dα) , ∇ (Dα) * ) is not dually flat unless α = 1. If such a differential geometrical method of reconstructing a divergence function is successfully extended to non-flat statistical manifolds, then we may have a new, direct method of proving the monotonicity of a global quantity D α (ρ σ) from a local information (g (Dα) , ∇ (Dα) , ∇ (Dα) * ) on the quantum statistical manifold S.
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For α ∈ (−1, 0), on the other hand, the function f (t) = t α with t > 0 is operator monotone decreasing, and
Taking the limit α ↓ 0 in (22), and α ↑ 0 in (23), we have the assertion.
In view of Proposition 6, as well as the evaluation
where H(σ) is the von Neumann entropy, which follows from (22) and (23), it is natural to expect that D α (ρ σ) could be continuously extended to α = 0. In reality, it is in general untrue, as the following example shows. Let H = C 2 and let Proof. Since the case α > 0 has been treated in [4] , we shall concentrate on the case α < 0; however, we note that our method presented here is also applicable to the case α > 0.
Let σ = i s i E i be the spectral decomposition, where {s i } i are distinct eigenvalues of σ and {E i } i are the corresponding projection operators. The pinching operation E σ : L(H) → L(H) associated with the state σ is defined by
The pinching E σ sends a state ρ to a state E σ (ρ) that commutes with σ. To prove the first part of the claim, it suffices to show that and f (t) = t α with t > 0, which is convex for α < 0, we have Tr E σ (σ
Taking the logarithm of both sides, dividing them by α(α − 1), which is positive for α < 0, and noting that E σ (σ
. Let us proceed to the second part. The 'if' part is obvious. We show the 'only if' part. Since and f (t) = t α . Since f (t) is strictly convex in t > 0 for α < 0, Lemma 8 below shows that λ ↓ (A) = λ ↓ (E σ (A)). Here λ ↓ (A) denotes the vector comprising eigenvalues of A arranged in the decreasing order. It then follows from Lemma 9 below that A = E σ (A), or equivalently, ρ = E σ (ρ). Putting these results together, we have ρ = E σ (ρ) = σ. Proof. Let us denote the eigenvalues of A and B explicitly as follows:
. . ,λ r ) and (μ 1 ,μ 2 , . . . ,μ s ) be the lists of distinct eigenvalues of A and B, respectively, labeled in the decreasing order, so thatλ 1 >λ 2 > · · · >λ r andμ 1 >μ 2 > · · · >μ s . In order to handle the multiplicity of eigenvalues, we introduce the subsets
of indices, each corresponding to distinct eigenvalueλ α orμ β . Then the set {1, 2, . . . , n} is decomposed into disjoint unions of {I α } 1≤α≤r and {J β } 1≤β≤s as follows:
We shall show that r = s, and thatλ α =μ α and I α = J α for each α = 1, . . . , r.
Since λ(A) ≻ λ(B), there is a doubly stochastic n × n matrix Q = [Q ji ] that satisfies
Thus, for a convex function f ,
If there is some j for which the inequality (25) becomes strict, then the inequality (26) also becomes strict. Thus the condition Tr f (B) = Tr f (A), which amounts to demanding equality in (26), leads us to equality in (25) for all j = 1, . . . , n. Since f is strictly convex, equality in (25) holds if and only if there is an α ∈ {1, . . . , r} such that the support set {i | Q ji > 0} is a subset of I α , i.e.,
Combining (27) with (24), we also have
Put differently, for each j ∈ {1, . . . , n}, there is a unique α that satisfies (27) and (28), and this correspondence defines a map Γ : j → α. Given β ∈ {1, . . . , s}, let us choose j 1 , j 2 ∈ J β arbitrarily. Then we see from (28) that
Consequently, Γ(j 1 ) = Γ(j 2 ) for any j 1 , j 2 ∈ J β and β ∈ {1, . . . , s}. This implies that Γ naturally induces an injective mapΓ : β → α for whichμ β =λ α . In particular, we must have s ≤ r. Now, the above construction shows that Q ji > 0 only if (j, i) ∈ J β × I α with α =Γ(β). As a consequence, for any pair (α, β) satisfying α =Γ(β),
Sinceμ β =λ α > 0, we have |J β | = |I α |. This relation further concludes thatΓ is surjective; since otherwise s < r from the injectivity of Γ, and
which is a contradiction.
In summary,Γ is bijective (in fact, the identity map), s = r, andμ β =λ β and J β = I β for each β = 1, . . . , s (= r). Consequently, we have λ ↓ (A) = λ ↓ (B).
Lemma 9. Let E σ be the pinching operation associated with a state σ ∈ S(C n ). For an n × n Hermitian matrix A, the following conditions are equivalent.
where ∆ := {(i, j) | i < j, and the element a ij is forced to be zero by the pinching E σ }.
Since (i) implies ϕ A (x) = ϕ Eσ(A) (x), the coefficient of x n−2 in (29) must vanish. As a consequence, we have a ij = 0 for all (i, j) ∈ ∆, proving that A = E σ (A).
C Differential calculus
In calculating directional derivatives of functions on L(H), knowledge about the Gâteaux derivative is useful [5] . Let X and Y be real Banach spaces and let U be an open subset of X . A continuous map f : U → Y is said to be Gâteaux differentiable at x ∈ U if, for every v ∈ X , the limit
If f is Gâteaux differentiable at every point of U , we say that f is Gâteaux differentiable on U . The following basic properties of the Gâteaux derivative are useful in applications.
(I) (Chain rule) If two maps f : U → Y and g : Y → Z are Gâteaux differentiable, then their composition g • f is also Gâteaux differentiable, and
holds for all x ∈ U and v ∈ X .
(II) (Product rule) Let τ be a bilinear map from the product of two Banach spaces Y 1 and
) is also Gâteaux differentiable, and
holds for all x ∈ U and v ∈ X . As a special case, let Y 1 = Y 2 := L(H) and let τ be the usual product of two operators denoted by ·. Then we obtain
for all x ∈ U and v ∈ X . Now we derive some formulae for the Gâteaux derivative. Firstly, let f (A) = e A with A ∈ L sa (H). Then
for all A, B ∈ L sa (H). In fact, integrating the identity
and operating e A from the left, we have the Dyson expansion:
Replacing B in the above formula with uB, where u ∈ R, we obtain
for all A ∈ L ++ (H) and B ∈ L sa (H). In fact, using the integral representation
we obtain
In the last equality, we used the resolvent identity:
Finally, let f (A) = A λ with λ ∈ R and A ∈ L ++ (H). Then
for all A ∈ L ++ (H) and B ∈ L sa (H). In fact, since f (A) = e λ log A = h(g(A)), where g(x) = λ log x and h(x) = e x , the chain rule yields In the second and the third equalities, we used (31) and (30), respectively.
D Computation of affine connections
Let us derive the formulae (20) and (21) for the affine connections ∇ (Dα) and ∇ (Dα) * . Since
we have g 
On the other hand, due to the duality (10), we have
Equations (33) and (34) 
We next compute Xg (Dα) (Y, Z). We see from (16) . .
Using this identity, we have
Substituting (35) and (36) into (33) and (34), we obtain the formulae (20) and (21).
