Interaction quenches in the two-dimensional fermionic Hubbard model by Hamerla, Simone A. & Uhrig, Götz S.
ar
X
iv
:1
30
7.
34
38
v2
  [
co
nd
-m
at.
str
-el
]  
11
 M
ar 
20
14
Interaction quenches in the two-dimensional fermionic Hubbard model
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The generic non-equilibrium evolution of a strongly interacting fermionic system is studied. For
strong quenches, a collective collapse-and-revival phenomenon is found extending over the whole
Brillouin zone. A qualitatively distinct behavior occurs for weak quenches where only weak wiggling
occurs. Surprisingly, no evidence for prethermalization is found in the weak coupling regime. In
both regimes, indications for relaxation beyond oscillatory or power law behavior are found and used
to estimate relaxation rates without resorting to a probabilistic ansatz. The relaxation appears to
be fastest for intermediate values of the quenched interaction.
PACS numbers: 05.70.Ln,67.85.-d,71.10.Fd,71.10.Pm
I. INTRODUCTION
Recently refined experimental techniques based on
ultracold gases in optical lattices1,2 and femtosecond
spectroscopy3 allow for studies of systems out of equilib-
rium. Such studies require a very good decoupling from
the environment to realize long observation times during
which the system is out of equilibrium. One way to push
the system far out of equilibrium is to switch intrinsic
system parameters abruptly. Such a scenario is called a
quench. In interaction quenches the system is prepared
initially in eigenstates of a non-interacting Hamiltonian.
At a specific time the interaction is suddenly turned on
and the state of the system is no longer an eigenstate of
the (quenched) Hamiltonian.
Typically, the quenched systems are in highly excited
states with respect to the quenched Hamiltonian. Thus
their dynamics is governed by processes on all energy
scales including high energies. Properties may occur
which are totally different from the equilibrium ones.
The necessity to include all energy scales makes theoreti-
cal calculations, numerical or analytical ones, notoriously
difficult. So far, the majority of theoretical investiga-
tions were focussed on one-dimensional (1D) systems, on
infinite-dimensional (∞D) systems, and on small finite
systems because for these cases powerful tools are avail-
able. For 1D systems, the tool box is best: Quantum field
theoretical descriptions provide analytical approaches,
see, e.g., Refs. 4–9. The best understood models remain
those which correspond to non-interacting fermionic or
bosonic systems10–13 or models which are effectively
close to non-interacting ones14. Time-dependent density-
matrix renormalization is a powerful numerical tool
which enables to study non-equilibrium phenomena in 1D
systems15–18. The other dimensionality allowing for well-
controlled studies is∞D where dynamical mean-field the-
ory becomes exact19–21 and Gutzwiller approaches are
well justified22. Exact diagonalization is completely flexi-
ble concerning dimensionality, but it is restricted to small
systems23,24.
So far, the question to which extent strongly con-
served quantities restrict or even prevent relaxation was
in the center of interest6,12,13,25–27. Thus, integrable
systems and systems close to integrability were studied,
which drew the interest to 1D systems. Studies of two-
dimensional (2D) models out of equilibrium are still rare.
Goth and Assaad studied the sudden turning off of the
interaction in a half-filled 2D Hubbard model with 20×20
sites by continuous time quantum Monte Carlo28. The
large energy put into the system and the simple dynam-
ics induced by the non-interacting Hamiltonian after the
quench lead to a well-understood evolution in agreement
with the findings of perturbative approaches. Other 2D
studies address the influence of a strong electric field
on the dynamics of a single charge carrier in a Mott
insulator29 and on a bound pair of two carriers30.
In the present work, we study the interaction quench
in the 2D Hubbard model far from any integrability. In
contrast to the work by Goth and Assaad, the interac-
tion is switched on abruptly. Our goal is to assess the
time scale on which relaxation takes place in a generic
model between one and infinite dimension. The sensitive
quantity which we investigate is the momentum distribu-
tion nk(t) := 〈c
†
k,σck,σ〉 and its jump ∆nk(t) at the Fermi
surface k = kF in particular.
The article is set up as follows. After this introduction
we present the model studied and the method used in
Sect. II. In the subsequent Sect. III the results for the
momentum distribution and its jump at the Fermi surface
will be presented. The scenario for prethermalization will
be an important issue as well as an estimate of relaxation
rates. In Sect. IV the article is concluded.
II. MODEL AND METHOD
The Hamiltonian under study is
Hˆ = −J
∑
〈~r,~s〉,σ
(cˆ†~r,σ cˆ~s,σ + h.c.) + U(t)
∑
~r
: nˆ~r,↑nˆ~r↓ : (1)
with the hopping parameter J ; ~r and ~s denote nearest
neighbors on the square lattice. The fermionic annihila-
2tion (creation) operator at site ~r with spin σ is denoted
by cˆ
(†)
~r,σ and nˆ~r,σ counts the fermions at site ~r. Profit-
ing from translational invariance we directly address the
infinite model in the thermodynamic limit. The colons
indicate normal ordering with respect to the Fermi sea,
which is the ground state of the non-interacting model
and the initial state of the quench. The interaction
U(t) = UΘ(t) ≥ 0 is suddenly turned on at t = 0 so
that the time evolution is governed by the interacting
Hamiltonian.
We use the band width W = 8J as a natural energy
scale and ~ is set to unity so that time is measured in the
inverse band width 1/W . The time evolution of the jump
∆nk(t) is used as sensitive probe for the dynamics after
the quench. Its initial value is unity. The momentum dis-
tribution is calculated by an expansion of the Heisenberg
equations of motion (EoM) for an operator Aˆ
∂tAˆ(~r, t) = i
[
Hˆ, Aˆ(~r, t)
]
(2)
to the highest order possible5. We consider Aˆ(t = 0) =
c†k,σ. The EoM are iterated by recursive commutation
with H yielding more and more operators which we rep-
resent in real space31,32. As each commutation implies
one additional order in time t the results obtained after
n commutations are exact at least up to tn.
We emphasize, however, that we are not computing
a plain series in powers of time. In the algebraic part,
we derive a set of differential equations which allow for
the determination of the series up to tn. This means that
the solution of the approximate differential equations has
the same expansion in powers of t as the exact solution.
But here we do not present results for the series, but for
the full solution of the approximate differential equation
which turn out to be more stable and reliable up to longer
times than the plain series. Thus the order n of the
calculation is a control parameter of the approximation
which becomes exact for n→∞, but it does not refer to
the maximum order of a truncated series.
Due to the exponentially rising number of terms to
be tracked for increasing n one has to stop at values of
n of the order 10. The results are well-controlled31,32
for about t / n/W . For the 2D model, up to n = 9
commutations are performed and the data is shown up
to times for which the results are reliable. This can be
inferred from the comparison of the curves for various
numbers n, which display convergence upon increasing
n, see also Refs. 31,32.
III. RESULTS
The approach sketched above is applied to the
fermionic creation operator. In this way, the time de-
pendence of expectation values such as 〈c~rc
†
~s〉(t) becomes
accessible. Fourier transformation of these expressions
yields the momentum distribution.
A. Momentum Distribution
We show a complete view on the momentum distribu-
tion in the Brillouin zone in Fig. 1 as function of time.
Since many points in momentum space have to be evalu-
ated we have to restrict ourselves to n = 6 commutations.
Thus the data in Fig. 1 is not of the highest accuracy for
the longer time, but it renders an excellent overview. All
other figures present data for n = 9 commutations.
For the relatively large values U = 2W , the momentum
distribution in Fig. 1 shows oscillations over the whole
Brillouin zone. At the instants at which the jump van-
ishes, see panel t = 1.7/W , the distribution is featureless
and almost constant indicating a state which is essentially
local in real space. But afterwards, the jump re-occurs
and the momentum distribution resembles the initial one
qualitatively. Thus the total behavior follows a collapse-
and-revival scenario.
The results in Fig. 1 suggest that it would be very fas-
cinating to observe such a behavior in fermionic systems
experimentally. Note that collapse-and-revival was ob-
served experimentally after the interaction quench in a
bosonic system1. But there is an essential qualitative dif-
ference between the fermionic and the bosonic collapse-
and-revival. As seen in Fig. 1, the fermionic one is char-
acterized by the disappearance and re-appearance of the
Fermi surface, i.e., a one-dimensional singularity in the
two-dimensional Brillouin zone. In contrast, the bosonic
collapse-and-revival is related to the disappearance and
re-appearance of a zero-dimensional singularity, namely
of a δ-function in the bosonic momentum distribution at
the center (Γ point) of the Brillouin zone.
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FIG. 1: (Color online) Evolution of the momentum distribu-
tion of the half-filled Hubbard model quenched to U = 2W .
Only one quadrant of the Brillouin zone is shown due to point
group symmetry. The data results from n = 6 commutations.
We find that the jump ∆nkF(t) behaves very similar at
all points of the Fermi surface. No significant difference
between the jumps at the corners of the Fermi surface,
3i.e., at k = (±π, 0) and (0,±π), and those at the middle
of the edges, i.e., at k = (±π/2,±π/2). appears up to
the time-scales investigated. This is illustrated in Fig. 2
for the jump ∆n(t) at the given momenta on the Fermi
surface, see legend. Note that the difference between
curves for different momenta first increases on increasing
U before decreasing again for larger U . In any case, it
remains small even for U = 0.5W up to the time scales
investigated. In the remainder, we will only show results
for k = (π, 0) for simplicity if not stated otherwise.
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FIG. 2: (Color online) Jump ∆n(t) calculated at two positions
on the Fermi surface for various interaction strengths U . The
curves for U = 1.0W change their style for larger times; then
we do not consider them fully reliable anymore.
B. Comparison to the behavior in 1D
In Fig. 3 we compare the quench dynamics in 1D and
in 2D at half-filling for various values of U . Our find-
ings provide evidence that in 2D the same dynamical
transition exists between quenches to weak and to strong
interactions that was observed previously in ∞D21, by
Gutzwiller approach22, and in 1D31. For quenches to
stronger interactions (U ' 0.7W ) one observes dominant
oscillations which decay slowly. At half-filling, these os-
cillations display zeros in the jump ∆n as in the previous
cases21,22,31. Away from half-filling, the minima still ex-
ist, but they are no longer at ∆n = 0 (not shown).
For quenches to weak and moderate interactions we ob-
serve a decay of ∆n with only hardly visible oscillations,
cf. the curves for U < 0.7W . These oscillations can be
attributed to the finite band widthW , i.e., the frequency
of oscillations is the band width W . This explanation is
supported by the fact that the oscillations are stronger in
1D than in 2D because the Van Hove singularities in 1D
(inverse square roots, ∝ ∆ω−1/2)9,18,31 are much more
pronounced than in 2D (jumps, ∝ ∆ω0). This argument
is in line with the observations that no oscillations are
observed in the infinite dimensional calculations based
on the Bethe lattice with infinite branching ratio dis-
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FIG. 3: (Color online) Comparison of the time dependence of
the jump ∆n(t) for various U in half-filled Hubbard models:
Solid lines show the 2D, the dashed lines of the corresponding
gray scale/color show the 1D data.
playing even less pronounced singularities (square roots,
∝ ∆ω1/2)21.
Another remarkable contrast to the 1D curves consists
in the much faster decay of the jump in 2D. This fea-
ture is striking in the curves in Fig. 3 which all start
with the same curvature −U2/2 determined by U alone.
We interpret this important qualitative difference by the
fact that the decay of the jump in 1D is governed by
slowly decreasing power laws4,5,18,32. The 2D character-
istics appears different: The 2D system allows for suffi-
ciently effective scattering mechanisms so that one may
expect to observe first signs of true relaxation governed
by exponential decay ∆n(t) ∝ exp(−at) with relaxation
rate a > 0 for longer times. We will come back to this
point below. For intermediate values of U ≈ 0.7W we
find a particularly fast decaying jump indicating efficient
relaxation indeed, cf. Fig. 3.
C. Strong Quenches and their decay
We proceed to a quantitative analysis by fits. For
strong quenches at half-filling we take the oscillations
into account and we allow for relaxation to occur. For
the oscillations we simply include a cosine term, see Eq.
(3). The relaxation is trickier for the following reason. In
the long time limit it is described by the factor exp(−at)
with decay rate a > 0. But around t = 0 this behav-
ior does not and cannot appear because the time de-
pendence induced by Hamiltonians, whose local terms
are bounded, is analytically smooth. Thus the fit func-
tion to describe relaxation must be smooth at t = 0
and then it must crossover to exp(−at). The simplest
function we could think of with the desired property is
exp(−
√
(at)2 + b2+b). Obviously, the decay rate at large
t is given by a while the behavior at small t is smooth.
The crossover from t2 behavior to |t| behavior occurs at
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FIG. 4: (Color online) Fits (dashed lines) to the jump ∆n(t)
from the EoM (solid lines) for quenches to strong interactions,
fits based on Eq. (3).
tcrossover ≈ b/a. Thus we use
∆nstro(t) = cos(ωt)
2 exp(−
√
(at)2 + b2 + b). (3)
Two of the three fit parameters ω, a, and b are fitted and
the third one is determined by the analytic curvature
−U2/2 at t = 0. Exemplary fits are shown in Fig. 4.
The resulting oscillation periods T = 2π/ω and values
for a and b are depicted in Fig. 5 to the right of the
vertical dotted lines which mark the region between weak
and strong quenches. This region cannot be resolved by
our present approach; the weak quenches are considered
below in Sect. III E.
Note that the quantitative description of our data with
the fitting function (3) works very nicely. We are aware,
however, that the parameters a and b resulting from these
fits give only estimates for the relaxation rate and the
crossover time, respectively. In case another dynami-
cal time scale would govern the behavior at intermediate
times it may be that the numbers for a and b are affected
by this intermediate time scale and not by the relaxation
at long times.
D. Existence of Prethermalization
The natural next issue are weak quenches and their
decay. Indeed, we will address it in the following subsec-
tion. But before doing so it is worth to recall the leading
perturbative result in order U2 derived by Moeckel and
Kehrein33,34 which reads
∆nkF,2nd(t) = 1− U
2fkF(t) +O(U
4) (4)
for the jump at the Fermi surface with
fkF(t) =
4
N2
∑
pp′q
δp
′+q
p+kF
sin2(∆εt/2)
∆ε2
(npn¯p′ n¯q + n¯pnp′nq), (5)
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FIG. 5: (Color online) Fit parameters as they result from
fitting the EoM data by Eq. (3) for strong interactions and
by (7) for weak interactions. The dashed lines for U/(UC/2+
U) ' 0.86 depict fits which are unstable and cannot be done
without restrictions in the range of parameters. The left scale
applies to a and b while the right one to T . In the transition
region between the two dashed perpendicular lines our data
does not allow us to decide on the nature of the quench, weak
or strong. The constant UC is set to −8Ekin = (16/pi
2)W =
1.62W .
where N is the number of sites, kF a wave vector on the
Fermi surface, np = 1 if p is within the Fermi surface and
zero otherwise, n¯p = 1−np, and ∆ε = εkF +εp−εp′−εq.
In infinite dimensions, the multidimensional integral
(5) is shown to yield a constant for t → ∞ so that
for weak enough interaction an almost constant plateau
appears before relaxation sets in on much longer time
scales21,33,34. It is expected that this is the generic be-
havior in finite dimensions as well. But it is also known
from bosonization4–9 that the 1D case is special because
of particularly strong scattering yielding a logarithmic di-
vergence of fkF(t). So the question arises what happens
in two dimensions?
To clarify this issue we evaluated (5) in 2D for the half-
filled Hubbard model. This calculation is done in real
space up to long times though the limit of infinite time
cannot be addressed directly. This is left to future work.
Fig. 6 displays the results for fkF(t) at momenta (π, 0)
and (π/2, π/2). Unexpectedly, the data indicates a loga-
rithmic divergence for t → ∞ as is revealed by the fits.
This suggests that no prethermalization plateaus arise
because the perturbative correction diverges for t → ∞
even for arbitrarily small quenched interaction U . Of
course, this fact influences the quench dynamics deci-
sively.
So far, we cannot prove what the reason is for the
non-existence of prethermalization in the 2D Hubbard
model at half-filling. But we attribute this non-existence
to the perfectly flat stretches of the Fermi surface link-
ing the four points (±π, 0) and (0,±π). In the vicinity
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FIG. 6: (Color online) Leading perturbative correction fkF (t)
as it appears in (4) and is defined in (5) evaluated in 2D for
the half-filled Hubbard model at two different momenta on
the Fermi surface. Logarithmic fits are included.
of these flat regions only the perpendicular momentum
transfer matters while the parallel one can be integrated
over yielding just a certain prefactor. As a result the
relevant, perpendicular scattering processes behave as if
they were acting in 1D. If this hypothesis turns out to
be true, any system doped away from half-filling should
show prethermalization because the Fermi surface will be
curved. But the time scales, on which the effect of doping
becomes visible, are presumably very long for low doping.
Thus the interaction values U at which plateaus become
discernible will be fairly low. Further work is called for
to elucidate this issue.
E. Weak quenches and their decay
We have argued that due the divergence of fkF(t) for
t → ∞ the jump in (4) does not display a prethermal-
ization plateau26,33. A second corollary is that the strict
perturbative result becomes unphysical, namely negative,
see, e.g., dotted curve in Fig. 7. This happens even for ar-
bitrarily small U if t is chosen sufficiently large. We have
to reconcile this behavior with the physical fact ∆nkF ≥ 0
because otherwise there is no way to estimate the relax-
ation. Based on the analogy to the 1D case4,5,18,32 we
propose the hypothesis that the logarithmic divergence
is the signature of a power law behavior if there were no
relaxation. In other words, only the deviation from the
power law behavior can be taken as sign of relaxation.
In order to use this hypothesis we pass from the loga-
rithmically diverging (4) to the power law behavior
∆nkF,exp(t) = exp(−U
2fkF(t)) +O(U
4), (6)
where we omit the corrections O(U4). This result only
uses the leading perturbative result, but extrapolates it
as a power law. Indeed, a comparison to a diagrammatic
analysis based on dynamic cluster theory35 shows that
weak quenches follow the prediction exp(−U2fkF(t)). For
illustration, the dashed-dotted curve in Fig. 7 shows the
result from (6) for the case U = 0.5W . Note that the
solid curves display the full result which can be taken to
be exact up to the times shown.
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FIG. 7: (Color online) Fits (dashed lines) to the jump ∆n(t)
from the EoM (solid lines) for quenches to weak interactions,
fits based on Eq. (7). Exemplarily for U = 0.5W , the dotted
line shows ∆nkF,2nd(t) from Eq. (4) and the dashed-dotted
line ∆nkF,exp(t) from Eq. (6).
The perturbative result ∆nkF,exp(t) in Eq. (6) serves
as our reference in the following ansatz
∆nweak(t) = ∆nkF,exp(t) exp(−[(at)
4 + b4]−1/4 + b). (7)
The last factor is again chosen such that it is compatible
with all known properties of ∆n(t). It starts smoothly, all
quadratic dependence in U is contained in the first factor
∆nkF,exp(t) in all orders in t, and the quadratic behavior
in t is also fully described by ∆nkF,exp(t) because the
U2 term is sufficient to describe the short-time behavior.
This can be concluded from the EoM used here and it was
previously concluded based on other techniques33. Thus,
the minimal relaxation factor exp(−[(at)4 + b4]1/4+ b) is
chosen such that it does not alter the exactly known t2
term. Together with the fact that only even powers in
time and in U can occur leads to the use of the unusual
exponent of 1/4.
Based on (7) we fit the EoM data and determine a
and b in this way. The results are shown in Fig. 5 for
smaller values of U , i.e., on the left side of the dashed
vertical lines. We are aware that the decay rate a and
the crossover time b/a ensuing from this analysis are only
estimates in view of the hypothesis necessary to analyze
the data. The decay rate a increases only weakly for
increasing U ; our data is consistent with a ∝ U4 as it is
built-in into the fit function (7). The U2 dependence is
taken into account by the factor ∆nkF,exp(t).
Our analysis is not unbiased, but relies on certain as-
sumptions. We emphasize that this is also the case in
many other approaches on relaxation which rely on a
6probabilistic description which has relaxation built-in by
construction, see for instance36,37.
Except for a fairly narrow window between U ≈ 0.65W
and 0.7W the EoM data allows us to decide whether
a strong quench with oscillatory behavior (Eq. (3)) oc-
curs or whether a weak quench displaying only some
shoulders or wiggles occurs (Eq. (7)). The existence
of these two qualitative different regimes, separated by
a dynamic transition is obvious. This 2D result is in
line with previous observations in ∞D21, in Gutzwiller
approximation22, and in 1D31.
The relaxation as captured by a, see Fig. 5, is by far
largest in the vicinity of the dynamic transition, i.e.,
around U = 0.7W . In this region, the rate is of the order
of the band width. But away from this region, i.e., for
small or for large interaction the relaxation is very weak.
For low U this is expected as explained above since the
leading order U2 does not lead to relaxation so that only
the next-leading U4 processes induce relaxation.
For strong values of U it is remarkable that the relax-
ation becomes small again. We attribute this fascinating
behavior to the dominance of the local Rabi oscillations31
with ω ≈ U , see dashed line in Fig. 5. These oscillations
do not relax at all for W = 0 so that the conclusion
a ∝W ∝ U0 suggests itself. The fits shown in Fig. 5 are
consistent with this argument, but they are not particu-
larly stable.
IV. CONCLUSIONS AND OUTLOOK
Concluding, we studied interaction quenches in the 2D
Hubbard model as a generic finite dimensional model
between one and infinite dimension. The momentum
distribution is computed and for strong interactions
collapse-and-revival oscillations of the singular jump in
the momentum distribution at the Fermi surface is found.
Though qualitatively similar to what has been measured
in bosonic systems, the key difference is that the bosonic
collapse-and-revival occurs at a single point, the center,
in the Brillouin zone. For weak interactions, only very
weak oscillations occur so that two qualitatively distinct
regimes are found, separated by a dynamic transition.
Considering the Fermi jump in the momentum dis-
tribution as particularly sensitive probe we have found
that it decreases much faster in two dimensions than
in one dimension. This provides evidence for relaxation
without the bias of a probabilistic ansatz in terms of a
density matrix. In particular for intermediate interac-
tions U ≈ 0.7W a significant relaxation rate of the or-
der of the band width was found. Based on plausible,
though not rigorous assumptions, on the functional form
of the relaxation we estimated the decay rates in the two-
dimensional Hubbard model at half-filling. The results
are summarized in Fig. 5.
By a nonequilibrium extension of dynamic cluster
theory Tsuji and co-workers have also obtained results
for quenches in the two-dimensional Hubbard model35.
Since they are using iterated perturbation theory they
focus on weak quenches (U ≈ 0.25W ). One of their
central issues is the differing relaxation rate at different
points on the Fermi surface. A quantitative comparison
to our approach shows that their data is close to what
we obtain within the exponentiated perturbative result
in Eq. (6). But the differences for times up to t ≈ 6/W
between their results and the reliable results of the equa-
tion of motion are larger than the differences between
the results for (π, 0) and (π/2, π/2). Thus we consider it
difficult to draw definite conclusions on this issue at the
present stage.
The approach as it is presented here makes contri-
butions to nonequilibrium dynamics up to intermediate
times. Moreover, it can contribute to the theoretically
fascinating, but intricate, issue what happens at long
times by gauging other techniques. In particular, no as-
sumption has been made that the evolution of the system
can be described by a statistical mixture even though one
starts from a pure state.
Furthermore, we stress that the approach as it stands
has the potential to provide experimentally relevant
data. Often, experimental data is also restricted to short
and intermediate times due to various disturbing effects
whose detrimental influence grows in relative importance
with time.
The quenches studied in the present article started
from a non-interacting Fermi sea as an initial state which
can be treated according to Wick’s theorem. But it must
be emphasized that this property is not essential for the
approach used. The indispensable prerequisite is to know
the correlations of the initial state in order that the equa-
tion of motion technique can be put to use. Thus, many
different initial states can indeed be treated. Also mix-
tures, for instance the thermal density operator at a cer-
tain temperature T > 0, can be used to analyse the final
result of the equations of motion.
Beyond short and intermediate times, the employed
technique can be iterated over many short time intervals
to reach long times. The key idea is to assume that a
probabilistic description holds after each short time in-
terval so that one can re-initialize the EoM approach after
each time step. By comparison to the direct results by
EoM, one can investigate to which extent the assumption
that the system is describable as a mixture holds. If sat-
isfying agreement is found one can then use the approach
of iterated time steps to reach much longer times.
Even the properties of stationary states can be tackled,
that is, the steady-state that describes the system after
infinite long time. This steady-state can be addressed
by equations of motion if they are combined with the
concept of stationary phases, see for instance Ref. 6. In
this way, the way is paved for the further methodolog-
ical developments which help us to better understand
nonequilibrium physics.
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