Abstract. The work of Mills, Robbins, and Rumsey on cyclically symmetric plane partitions yields a simple product formula for the number of lozenge tilings of a regular hexagon, which are invariant under roation by 120
Introduction
A plane partition is a rectangular array of non-negative integers π = (π i,j ) with weakly decreasing rows and columns. Here π i,j 's are the parts (or the entries) of the plane partition, and the sum of all the parts |π| = i,j π i,j is called the norm (or the volume) of the plane partition. For example, the plane partition A plane partition with a rows, b columns, and parts at most c is usually identified with its 3-D interpretation, a monotonic stack (or pile) of unit cubes contained in an a × b × c box. In particular, the monotonic stack corresponding to the above plane partition π has the heights of the columns of unit cubes weakly decreasing along − → Ox and − → Oy directions as shown in Figure  1 .1(a). In view of this, we say that the latter plane partition 'fits in an a × b × c box.' Each of the monotonic stacks in turn can be viewed as a lozenge tiling of the semi-regular hexagon H a,b,c with side-lengths a, b, c, a, b, c (in clockwise order, starting from the northwest side) and all angles 120 • on the triangular lattice. A lozenge is a union of two unit equilateral triangles sharing an edge, and a lozenge tiling of a region is a covering of the region by lozenges so that there are no gaps or overlaps. (See Figure 1.1(b) . We ignore the red intervals at the center of each lozenge at this moment.)
MacMahon [23] proved that the total number of plane partitions that fit in an a × b × c box, also the number of lozenge tilings of the hexagon H a,b,c , is equal to
It has been shown that various symmetry classes of lozenge tilings of the semi-regular hexagon also yield simple product formulas (see e.g. the classical paper of Stanley [30] , or the excellent survey of Krattenthaler [16] ). In this paper we focus on a particular symmetry class of the lozenge tilings, those are invariant under a 120 • rotation. We call such lozenge tilings cyclically symmetric tilings of the hexagon. The tiling formula for this symmetry class was introduced by Macdonald [22] and first proven by Mills, Robbins, and Rumsey [24] . It is easy to see that the Here we use the notation CS(R) for the number of cyclically symmetric tilings of a region R.
It is worth noticing that the original product formula formula of Macdonald and the proof of Mills, Robbins and Rumsey are actually for a weighted version of the above formula in which each lozenge tiling carries a 'weight' q n , where n is the volume of the monotonic stack corresponding to the tiling. An alternative proof for the unweighted case can be found in [11] .
Generalizing MacMahon's classical tiling formula (1.1) is an important topic in the study of plane partitions and the study of enumeration of tilings. A natural way to generalize MacMahon's tiling formula is to enumerate lozenge tilings of a hexagon with certain 'defects'. In particular, we are interested in hexagons with several triangles removed in the center or on the boundary (see e.g. [5, 6, 19, 20, 29, 9, 10, 13, 14, 28, 11, 4, 12, 27] and the lists of references therein). If a 'defected' hexagon has a simple product tiling formula, it is likely that its cyclically symmetric tilings are also enumerated by a simple product formula. Even though the enumeration of tilings of defected hexagons has been investigated extensively, the study of cyclically symmetric tilings is very limited. One of the few results in this area is Ciucu's formula for the number of cyclically symmetric tilings of a hexagon with a triangle removed in the center [11] . This paper is devoted to the study of cyclically symmetric lozenge tilings of several new defected hexagons. In particular our hexagons have four triangular holes in the center. We would like to emphasize that most defected hexagons that have been studied have defects that are either a single triangle, a cluster of adjacent triangles, or several aligned triangles. Hexagons with four non-aligned, non-adjacent triangular holes, like the ones we will introduce below, have not appeared in the literature before. The most closely related work is the result of first author on the enumeration of tilings of a hexagon with three 'bowtie' holes on the boundary in [20] .
Let x, y, z, a be non-negative integers. Our first family of defected hexagons consists of the hexagons with side-lengths 1 t + x + 3a, t, t + x + 3a, t, t + x + 3a, t, where an up-pointing triangle of side-length x has been removed from the center, and three up-pointing triangles of side-length a have been removed along equal intervals connecting the center to the midpoints of the southern, northeastern, and northwestern sides of the hexagon. We assume in addition that the distance from the central triangular hole to each of three satellite holes is 2y. Denote by H t,y (a, x) the resulting defected hexagon (see Figure 1 .2 for an example; the black triangles represent the triangles that have been removed).
The second family consists of hexagons with four similar triangular holes where the a-triangles lie on the intervals connecting the center and the midpoints of the northern, southwestern, and southeastern sides of the hexagon. We also assume that the distance from the central hole to each of the other holes is 2y + 2a − 2 (if the distance between the central hole and each of the satellite holes is less than 2a − 2 then the defected hexagon has no tilings). The resulting region is denoted by H t,y (a, x) (illustrated in Figure 1.3) .
As in the case of the ordinary hexagons, we are interested in cyclically symmetric tilings of the defected hexagons H t,y (a, x) and H t,y (a, x) (see Figures 1.2(b) and 1.3(b) for examples). In this paper we show that the numbers of cyclically symmetric tilings of our defected hexagons are also given by simple product formulas (see Theorems 2.1 and 2.2).
We are also interested in a closely related symmetry class to cyclically symmetric tilings: the tilings invariant under 120 • -rotation and reflection over the vertical symmetry axis of the defected hexagons H t,y (a, x) and H t,y (a, x). It is easy to see that such a symmetric tiling exists only if a, t, and x are all even, and if all shaded lozenges in Figure 1 .4 are present. Each of our defected hexagons is divided into six congruent smaller regions. Therefore the number of new symmetric tilings is equal to the number of tilings of the smaller region. We prove that these classes of symmetric tilings are enumerated by simple product formulas (see Theorems 2.3 and 2.4). Our result extend the work of Mills, Robbins, and Rumsey [25] for the case of the ordinary hexagon. The rest of this paper is organized as follows. Due to the complexity of our tiling formulas, the precise statement of our main results are presented in Section 2. Section 3 contains several fundamental facts and results that will be employed in our proofs. In particular, we will introduce the two main ingredients of our proofs: Kuo's graphical condensation [17] and Ciucu's factorization theorem [2] . Next, we enumerate tilings of several new regions that are roughly one-sixth of our defected hexagons in Section 4. These enumerations will be used to prove our main theorems in Section 5. Finally, Section 6 is devoted to the algebraic verifications in the proofs in Section 4.
Precise statement of the main results.
Recall that for non-negative integer n, the Pochhammer symbol (x) n is defined by
We also use the standard extension of the Pochhammer symbol to negative indices, defined by
where n is a positive integer. This extension does not work in the case where x is an integer less than or equal n. However, it is not the case in our paper. In addition, we make use of the skipped Pochhammer symbol [x] n defined by
Next, we define four products as follows:
(2.4)
(2.5)
The number of cyclically symmetric tilings of H t,y (a, x) is given by a simple product formula when x is even. However, for odd x, the region does not yield a simple product formula.
Theorem 2.1. For non-negative integers y, t, a, x
The region H t,y (a, x) has a simple product formula for the number of cyclically symmetric tilings when a is even. Our tiling formulas are written in terms of the four products E 1 (x, y, z, a), E 2 (x, y, z, a), E 3 (x, y, z, a), and E 4 (x, y, z, a) defined below. In the case of odd a, we do not have a simple product formula.
The product formula E 1 (x, y, z, a) is defined as (2.12)
and for positive y
The product E 2 (x, y, z, a) is defined similarly: (2.14)
Our third E-type product is defined based on y as follows:
and for positive y-parameter, we define the E 3 product as 17) where
2 ⌋, and
The final E-product is defined as
and for positive y (2.20)
We are now ready to state our second main result: Theorem 2.2. Assume that y, t, a, x are non-negative integers. Then 25) and
We are also now able to give formulas for the number of tilings of H-and H-type regions invariant under a rotation of 120 • and a reflection over the vertical symmetry axis. Denote by CSTC(R) the number of tilings of this type of a region R.
Theorem 2.3. For non-negative integers y, t, a, x
CSTC(H 2t,y (2a, 2x)) = P 1 (x + 1, y, t − y − 1, a). (2.27) Theorem 2.4. For non-negative integers y, t, a, x CSTC(H 2t,y (2a, 2x)) = E 1 (x + 1, y − 1, t − y + 1, a). (2.28)
Preliminaries
Lozenges in a region can carry weights. We define the weight of a tiling 2 of a region R to be the product of the weights of all lozenges in the tiling. We use the notation M(R) for the sum of the weights of all tilings of the region R, and call it the tiling generating function (or TGF) of R. In the unweighted case, M(R) is exactly the number of tilings of R.
The (planar) dual graph of a region R is the graph G whose vertices are unit equilateral triangles in R and whose edges connect precisely two unit equilateral triangles sharing an edge in R. An edge of the dual graph G has the same weight as its corresponding lozenge in R. A perfect matching of a graph is a collection of disjoint edges that covers all the vertices of the graph. We also define the weight of a perfect matching to be the product of the weights of its constituent edges. There is a natural weight-preserving bijection between tilings of a region R and perfect matchings of its dual graph G (see Figures 1.1(b) and (c); each lozenge tiling of a hexagon in (b) corresponds to a red perfect matching of the honeycomb graph in (c)). In view of this, we use the notation M(G) for the sum of the weights of all perfect matchings of a graph G, and call it the matching generating function of G. In the unweighted case, the sum M(G) is just the number of perfect matchings of the graph G.
A forced lozenge in a region R is a lozenge that is contained in any tiling of R. If we remove several forced lozenges l 1 , l 2 , . . . , l n from R to obtain a new region R ′ , then
where wt(l i ) denotes the weight of the lozenge l i . Next, we provide a generalization of the above equality (3.1).
The unit equilateral triangles in a region R appear in two orientations: up-pointing or downpointing. It is easy to see that a region accepts a tiling only if it has the same number of up-pointing and down-pointing unit triangles. If a region satisfies this condition, we say that it is balanced. The next lemma was first introduced in [20] .
Lemma 3.1. Let Q be a subregion of a region R. Assume that Q satisfies the following conditions:
(1) On each side of the boundary of Q, the unit triangles having edges on the boundary are all up-pointing or all down-pointing.
One of our main tools is the following powerful graphical condensation of Kuo [17] , that is usually referred to as Kuo condensation.
Assume that u, v, w, s are four vertices appearing in this cyclic order on a face of G, such that u, v, w ∈ V 1 and s ∈ V 2 . Then 
See Figure 3 .1 for an example of the construction of weighted graphs G + and G − .
Enumeration of one-sixth of a hexagon
In this section we enumerate tilings of several regions that are roughly one-sixth of our defected hexagons H t,y (a, x) and H t,y (a, x), and we will employ these enumerations in our main proofs in Section 5.
We first consider the pentagonal region G n,x illustrated in Figure 4 .1(a), where the north side has length x, the south side has length x + n − 1, the southeastern side has length n, and the
1. An illustration of Ciucu's factorization theorem. The removed edges are given by the dotted lines to the right and left of ℓ.
western and the northeastern sides follow zig-zag lattice paths of length n. We are also interested in three weighted versions of the region G n,x as follows. First, we assign to each vertical lozenge along the western side of the region weight 1/2, and the resulting weighted region is denoted by * G n,x (see Figure 4 .1(b); the lozenges with shaded cores are weighted by 1/2). Second, we assign to each lozenge along the northeastern side weight 1/2 to get the weighted region * G n,x (shown in Figure 4 .1(c)). Finally, we assign weight 1/2 to all western and northeastern boundary lozenges, and obtain the region * * G n,x (illustrated in Figure 4 .1(d)). The TGFs of the above four regions are all given by simple product formulas. 
Proof. The proof of the first part was shown in [7, Proposition 3.1] as a consequence of results in [11] and [25] . The second and third parts follow directly from [11, Proposition 2.2]. Indeed, if forced lozenges are removed from the regions A n,x and B n,x defined in [11] , we get respectively the regions * G n−1,x+1 and * G n−1,x+1 . Therefore
The region * * G n,x+1 was introduced in [11] as the region 'R − 1 ', and its tiling generating function was given in Remark 4.5 there. In particular, the weighted lozenge tilings of * * G n,x can be encoded as n-tuples of nonintersecting lattice paths (see Figure 4 .2). By the Lindström-Gessel-Viennot Lemma (see e.g. [21] , Lemma 1 or [31] , Theorem 1.2), the TGF of * * G n,x+1 is equal to the determinant of the matrix M , whose (i, j)-entry is given by 
By [25, Theorems 5, 7] , the determinant on the right-hand side of (4.9) is given by det
This implies the final formula in Lemma 4.1.
Next, we investigate several generalizations of the G-type regions in Lemma 4.1. Our first family consists of the pentagonal regions defined as follows. We start with a pentagonal region similar to the region G n,x , where the northern, northeastern, southeastern, southern, and western sides have lengths x, y + z + 2a, y + z, x + y + z + 3a + 1, y + z + a, respectively. We remove the (y + 1)-st through (y + a)-th up-pointing unit triangles on the western side (counting from top to bottom). Next, we remove several forced lozenges to obtain a semi-triangular hole on the western side. Denote by R x,y,z (a) the resulting region (see Figure 4 .3 for an example; the black triangles are the ones removed). The number of tilings of R a,b,c (x) is given by a simple product formula. Proof. We prove the theorem by induction on z + a. The base cases are the situations when one of the parameters y, z, a is 0.
If a = 0, our theorem follows directly from Lemma 4.1. Next, if y = 0, by removing forced lozenges on the top of the region, we get back the region G z,x+3a and our theorem follows (see For the induction step, we assume that y, z, a > 0 and that equation (4.12) holds for any R-type regions in which the sum of the z-and a-parameters is strictly less then z + a. We apply Kuo condensation (Lemma 3.2) to the dual graph G of the region R obtained from R x,y,z (a) by adding a band of unit triangles along the side of the semi-triangular hole (see the shaded band in Figure 4 .5). The four vertices u, v, w, s in Lemma 3.2 correspond to the black triangles in Figure 4 .5. In particular, the u-triangle is the up-pointing unit triangle located at the bottom of the shaded band, the v-triangle is the up-pointing unit triangle in the upper-right corner of the region, and the w-and s-triangles create a bowtie in the lower-right corner of the region. We consider the region corresponding to the graph G − {v}. The removal of the v-triangle yields several forced lozenges at the top of the region. By removing these forced lozenges, we obtain the region R x+3,y,z (a − 1) (see the region restricted by the bold contour in Figure 4.6(a) ). Therefore,
Similarly, by considering forced lozenges as indicated respectively in Plugging the six equations (4.13)-(4.18) into equation (3.2) in Lemma 3.2, we obtain the following recurrence:
One readily sees that all the regions in (4.19), except for R x,y,z (a), have the sum of their z-and a-parameters strictly less than z + a. Thus, their numbers of tilings are given by the formula (4.12). Our final task, done in Section 6, is verifying that the expression on the right-hand side of (4.12) also satisfies the above recurrence (4.19), and our theorem follows from the induction principle.
As in the case of the G-type regions, we are also interested in three weighted variations * R x,y,z (a), * R x,y,z (a), and * * R x,y,z (a) of R x,y,z (a), that are obtained by assigning weight 1/2 to lozenges along the western side, along the northeastern side, and along both the western and northeastern sides, respectively (see Figures 4.3(b)-(d) ). The TGF of * * R x,y,z (a) is also given by a simple product formula (see Theorem 4.3). However, the TGFs of the regions * R x,y,z (a), * R x,y,z (a) are not. By substituting these new equations into equation (3.2) of Lemma 3.2, we still get the same recurrence for TGFs of * * R-regions, i.e. M( * * R x+3,y,z (a − 1)) M( * * R x,y,z−1 (a)) = M( * * R x,y,z (a)) M( * * R x+3,y,z−1 (a − 1)) + M( * * R x,y+1,z (a − 1)) M( * * R x+3,y−1,z−1 (a)). (4.27) Checking that the expression on the right-hand side of (4.20) satisfies the same recurrence is similar to the verification in the proof of Theorem 4.2. For our second family, we consider two variations of the R-type regions as follows. As in the case of the R-type regions, we start with a pentagonal region with side-lengths x − 1, y + z + 2a, y + z, x + y + z + 3a − 2, y + z + a + 1. We remove the (z + 1)-st through (z + a)-th up-pointing unit triangles on the western side, counting from bottom to top. Their removal forces several lozenges and results in a semi-triangular hole on the western side. In addition, we remove all the western boundary lozenges above the semi-regular hole, and remove all left-tilted lozenges on the top row of the region (see the shaded lozenges in Figure 4 .7(a)). We assign to each western boundary lozenge below the hole weight 1/2. Denote by F x,y,z (a) the resulting region (see the region restricted by the bold contour in Figure 4 .7(a)).
Next, we start with the pentagonal region with side-lengths x, y + z + 2a + 1, y + z, x + y + z + 3a, x + y + z + 1. We assign to each western and northeastern boundary lozenge a weight 1/2. We remove the (z + 2)-nd through (z + a + 1)-st up-pointing unit triangles on the western side, again resulting in a semi-triangular hole after forcing. We also remove all the vertical lozenges below the hole along the western side, and remove the right-tilted lozenges on the bottom row of the region. Finally, we clean up the region by removing forced lozenges at the bottom of the hole. Denote by F x,y,z (a) the resulting region (see Proof of Theorem 4.4. We prove the tiling formula (4.28) by induction on y + z.
The base cases are the situations when one of the parameters y and z is zero. If y = 0, then there are several forced lozenges on the top of the region. By removing these forced lozenges we get the region * G z,x+3a−1 (see Figure 4.8(a) ). Thus, we have For the induction step, we assume that y, z > 0 and that (4.28) holds for any F-type regions with the sum of the y-and z-parameters strictly less than y + z. We apply Kuo condensation, Lemma 3.2, to the dual graph G of the region R obtained from F x,y,z (a) by adding two layers of unit triangles along the southeastern side (see the shaded portion in Figure 4 Verification that the expression on the right-hand side of (4.28) satisfies recurrence (4.31) is done in Section 6. For the z = 1 case, the verification can be done similarly.
Proof of Theorem 4.5. This theorem can be proven by induction on y + z in the same way as Theorem 4.4.
The base cases are still the cases where one of y and z is zero. When y = 0, by removing forced lozenges (2a + 1 of them have weight 1/2), we obtain the region * G z,x+3a+1 (see A region in our third family is obtained from a pentagonal region with sides of length y + z + a − 1, x, y + z + 2a − 1, y + z − 1, x + y + z + 3a − 2 (where y + z ≥ 1) by removing the (y + a)-th through (y + 2a − 1)-th up-pointing unit triangles on the northeastern side (counting from top to bottom), and then removing forced lozenges. Denote by E x,y,z (a) the resulting region (see Figure 4.15(a) ). The number of tilings of this region is given by a nice product formula. Theorem 4.6. Assume that x, y, z, a are non-negative integers. Then the number of tilings of the region E x,y,z (a) is given by the product E 1 (x, y, z, a) in (2.12) 
and (2.13).
Proof. We prove the theorem by induction on y + z + 2a. The base cases are the cases where y = 0, 1, z = 0, or a = 0. If y = 0, by applying Lemma 3.1, we can split up the region into two parts along the base of the semi-triangular hole. Removing forced lozenges from the base of the upper part, we get the region G a−1,x , and removing the forced lozenges from the top of the lower part, we get the region G z−1,x+3a (see Figure 4.16(a) ). Therefore Then Lemma 4.1 also implies our theorem in this case. and the theorem follows again from Lemma 4.1.
For the induction step, we assume that y > 1, z, a are positive, and that our theorem is true for any E-type region which has the sum of twice its a-parameter and its y-and z-parameters strictly less than y + z + 2a.
We apply Kuo condensation, Lemma 3.2, to the dual graph G of the region R obtained from E x,y,z (a) by adding two layers on the left of the semi-triangular hole (see the shaded unit triangles together with the v-triangle in Figure 4 .17). The four vertices u, v, w, s correspond to the four black triangles in Figure 4 .17. By considering forced lozenges yielded by the removal of these 
By equation (3.2) in Lemma 3.2, we have
One readily sees that each region in (4.45), except for E x,y,z (a), has the sum of twice its aparameter and its y-and z-parameters strictly less than y+z+2a. Thus, by induction hypothesis, the numbers of tilings of these regions are given by the product E 1 (x, y, z, a). That E 1 (x, y, z, a) satisfies the same recurrence is shown in Section 6.
We also consider three weighted variations * E x,y,z (a), * E x,y,z (a), and * * E x,y,z (a) of the region E x,y,z (a) by assigning weight 1/2 to the western boundary lozenges, to the northeastern boundary lozenges, and to both the western and northeastern boundary lozenges, respectively (see Figures  4.15(a)-(d) ). The TGFs of these weighted regions are given below. M( * * E x,y,z (a)) = E 2 (x, y, z, a) where E 2 (x, y, z, a) is defined in (2.14) and (2.15) . Theorem 4.9. For non-negative integers x, y, z, a
where E 4 (x, y, z, a) is the product defined in (2.19) 
-(2.22).
Proof of Theorem 4.7. We prove our theorem by induction on y + z + 2a as in the proof of Theorem 4.6. The only difference is the weights of the boundary lozenges on the western and the northeastern sides. The base cases are still the same as in the proof of Theorem 4.6. First for the case y = 0, by Lemma 3.1, we have (4.49) M( * * E x,0,z (a)) = M( * * G a−1,x ) M( * * G z−1,x+3a ), and (4.48) follows from Lemma 4.1. When y = 1, we have from Lemma 3.1 (4.50) M( * * E x,1,z (a)) = M( * * G a,x ) M( * * G z,x+3a ), and the theorem is implied by Lemma 4.1.
The case when a = 0 follows directly from Lemma 4.1. If z = 0, we remove forced lozenges along the southeastern side of the region to get the region * * G y+a−1,x , and the theorem follows again from Lemma 4.1. For the induction step, we apply Lemma 3.2 in the same way as in the proof of Theorem 4.6, and we get the same recurrence for the TGFs of * * E-regions
Strictly speaking we still get the equalities (4.39)-(4.44), up to the product of the weights of forced lozenges. However, when plugging them into the equation (3.2) in Lemma 3.2, all the weights cancel out. The verification procedure is similar to that of Theorem 4.6 and is omitted.
Proof of Theorem 4.8. The proof follows a similar pattern to the proofs of Theorems 4.6 and 4.7. The base cases are the same, and in the induction step, we get the same recurrence (4.45) for TGFs of * E-type regions
In Section 6, we check that E 3 (x, y, z, a) satisfies this recurrence.
Proof of Theorem 4.9. All the details of this proof are the same as those of Theorems 4.6-4.8.
Showing that E 4 (x, y, z, a) satisfies the recurrence is similar to showing that E 3 (x, y, z, a) does and is omitted.
Next, we introduce two regions that are roughly one-third of the defected hexagon H t,y (a, x) (see Figure 4.19) . Denote by C x,y,z (a) the region in Figure 4.19(a) . We are also interested in its weighted version when the lozenges along its northeastern and northwestern sides have weight 1/2. Denote this weighted version by C x,y,z (a). Next, we denote the region in M(C x,y,z (a)) = 2 y+z E 1 (x, y, z, a))E 4 (x + 1, y, z, a)), (4.54) M(C x,y,z (a)) = 2 y+z E 3 (x, y, z, a))E 2 (x + 1, y, z, a)), Proof. We apply Ciucu's Factorization Theorem, Lemma 3.3, to the dual graph G of the region C x,y,z (a). This graph is splitted into two disjoint graphs G + and G − as described in the statement of Lemma 3.3. The graph G + corresponds to the left subregion in Figure 4.20(a) , and the graph G − corresponds to the right subregion. The right subregion is exactly the region * E x+1,y,z (a), and the subregion on the left becomes the region E x,y,z (a) after removing several forced lozenges along the shaded bands in Figure 4 .20(a). Therefore (4.57) and the first equality follows from Theorems 4.6 and 4.8.
The remaining parts can be treated in an analogous manner, based on Figures 4.20 and 4.21.
Proofs of the main results
Proof of Theorem 2.1. We first prove the tiling formula (2.8).
As the lozenge tilings of the defected hexagon H 2t+1,y (2a, 2x) can be naturally identified with the perfect matchings of its dual graph G, the number of cyclically symmetric tilings of H 2t+1,y (2a, 2x) is the number of perfect matchings of G invariant under r, the rotation by 120 • . Consider the action of the group generated by r on G, and let Orb(G) be the orbit graph. The perfect matchings of Orb(G) can be identified with the r-invariant perfect matchings of G. Figure 5 .1(a) (for t = 2, a = 1, b = 1, y = 1) shows that the graph Orb(G) can be embedded in the plane so that it accepts a vertical symmetry axis ℓ. This allows us to apply Ciucu's Factorization Theorem, Lemma 3.3, to Orb(G) (see Figure 5 .1(b)). We obtain
The component graphs Orb(G) + and Orb(G) − can be re-drawn as in Figure 5 .2(a), where the bold edges have weight 1/2. One readily sees that Orb(G) + and Orb(G) − are the dual graphs of the regions R + and R − in Figure 5 .2(b). The region R + , after removing forced lozenges on the top, is exactly the region R x+1,y,t−y (a) (see Figure 5 .2(b)); and the region R − is the region * * R x+1,y,t−y (a). Therefore, (2.8) follows from (5.1) and Theorems 4.2 and 4.3. We next prove (2.9). This proof is similar to that of (2.8). We apply the same procedure to the dual graph G ′ of the region H 2t,y (2a, 2x). By Ciucu's Factorization Theorem, we get
The graphs Orb(G ′ ) + and Orb(G ′ ) − now correspond to the regions R x+1,y,t−y−1 (a) and * * R x+1,y,t−y (a), respectively (illustrated in Figure 5 .2(c)). Then (2.9) follows from (5.2) and Theorems 4.2 and 4.3.
To prove (2.10), we apply the same procedure in the proof of (2.8) to the dual graph G of H 2t+1,y (2a + 1, 2x). As in equality (5.1), we obtain from Ciucu's Factorization Theorem
The component graphs Orb(G) + and Orb(G) − correspond to the regions F x+1,y,t−y (a + 1) and F x+1,y,t−y (a), respectively (see Figure 5 .3(a)). Our equality is now implied by Theorems 4.4 and 4.5. We finally prove (2.11). We now work with the dual graph G ′′ of H y,2t (2a + 1, 2x). We get
The graphs Orb(G ′′ ) + and Orb(G ′′ ) − on the right-hand side of (2.11) are the dual graphs of the regions F x+1,y,t−y−1 (a + 1) and F x+1,y,t−y (a) (shown in Figure 5 . and deforming the component graphs of these orbit graphs, we have
and CS(H 2t,y (2a, 2x + 1)) = 2 2t+4a M( * E x+2,y−1,t−y+1 (a)) M( * E x+1,y,t−y+1 (a)) (5.8) (see Figures 5.4(a)-(d), respectively) . Then the theorem follows from Theorems 4.6-4.9.
Proof of Theorems 2.3 and 2.4. These theorems are direct consequences of Theorems 4.2 and 4.6. As shown in Figure 1 .4, the number of symmetric tilings CSTC(H 2t,y (2a, 2x)) (resp., CSTC(H 2t,y (2a, 2x))) is exactly the number of tilings of each of six congruent subregions separated by the shaded lozenges. If we remove the forced edges from each of these subregions, we get back the region R x+1,y,t−y−1 (a) (resp., E x+1,y−1,t−y+1 (a)). Then the theorems follow from Theorems 4.2 and 4.6.
6. Verifying that the tiling formulas satisfy the recurrences in the proofs in Section 4
We complete the proofs of Theorems 4.2, 4.4, 4.6, and 4.8 by verifying that our proposed formulas satisfy the recurrences implied by Kuo condensation. Each recurrence consists of three pairs of products of matching generating functions: one pair on the lefthand side and a sum of two pairs on the righthand side. We plug in our claimed formulas into each of the six matching generating functions in the recurrence. We divide both sides of this equation by the first pair of products on the righthand side. To simplify the resulting mess, we consider pairs of products of corresponding factors in each of the three terms. We begin with Theorem 4.2.
Proof that P 1 (x, y, z, a) satisfies (4.19) . We need to show that P 1 (x + 3, y, z, a − 1)P 1 (x, y, z − 1, a) = P 1 (x, y, z, a)P 1 (x + 3, y, z − 1, a − 1)
We divide by P 1 (x, y, z, a)P 1 (x + 3, y, z − 1, a − 1). First, the 1 2 y+z factors cancel. Now consider the factors corresponding to the product
in P 1 (x, y, z, a) when dividing the lefthand side of (6.1) by the first term on the righthand side. The upper limit of the product is y + z and the x and a parameters only appear as 2x + 6a. Therefore, this product is equal in P 1 (x + 3, y, z, a − 1) and P 1 (x, y, z, a) as well as in P 1 (x, y, z − 1, a) and P 1 (x + 3, y, z − 1, a − 1). This cancellation does not occur in this product when dividing the second term on the righthand side by the first. A computation shows that dividing the factors corresponding to (6.1) in
We now must consider the factors corresponding to (6.4)
when dividing (6.1) by P 1 (x, y, z, a)P 1 (x + 3, y, z − 1, a − 1). We will consider these one at a time. We first divide each of the three products
by the second pair of products. A quick calculation shows that we end up with
respectively. The analogous simplification of the (x + y + 2z + 2a + 2i) 2y+2a−4i+2 terms produces (6.7) (x + y + 2z + 2a)(x + y + 2z + 4a − 1) (x + 3y + 2z + 4a − 1)(x + 3y + 2z + 2a)
, 1, 1 (x + 3y + 2z + 4a − 1)(x + 3y + 2z + 2a)
.
The (x + 3i − 2) y−i+1 terms give us (6.8) 1, 1, (x + y + 1)(x + y + 2a) (x + 3a − 2) 3 and the (x + 3y + 2i − 1) i−1 terms cancel out completely. A similar simplification for the entire denominator in (6.4) gives (6.9) (2y + 2z + 2a − 2) 2 (x + 2y + z + 2a)
After the simplifications of (6.3), (6.6), (6.7), (6.8), and (6.9), (6.1) is easily shown to hold.
Proof that F 1 (x, y, z, a) satisfies (4.31) . To complete the proof of Theorem 4.4, we need to show that F 1 (x + 3, y − 1, z, a)F 1 (x, y, z − 2, a + 1) = F 1 (x, y, z − 1, a + 1)F 1 (x + 3, y − 1, z − 1, a)
+ F 1 (x, y, z, a)F 1 (x + 3, y − 1, z − 2, a + 1). (6.10)
We divide by F 1 (x, y, z − 1, a + 1)F 1 (x + 3, y − 1, z − 1, a) . We look at the factors corresponding to (6.11) factors cancel on the lefthand side, but give us a 2 in the second term on the righthand side. As in the previous proof, the y and z parameters only appear as y + z, and the x and a parameters only appear as x + 3a. Therefore, this product is equal in F 1 (x + 3, y − 1, z, a) and F 1 (x, y, z − 1, a + 1), and also in F 1 (x, y, z − 2, a + 1) and F 1 (x + 3, y − 1, z − 1, a). When dividing the factors corresponding to (6.11) in the second term on the righthand side of (6.10) by those in F 1 (x, y, z − 1, a + 1)F 1 (x + 3, y − 1, z − 1, a), we get It is easy to see that all factors corresponding to (6.13) after division and some simplification. Combining the results of (6.12), (6.15) , and (6.17), we verify (6.10).
Proof that E 1 (x, y, z, a) satisfies (4.45) . We need to prove that E 1 (x, y, z, a)E 1 (x + 3, y, z − 1, a − 1) = E 1 (x + 3, y, z, a − 1)E 1 (x, y, z − 1, a)
+ E 1 (x, y + 2, z − 1, a − 1)E 1 (x + 3, y − 2, z, a). (6.18) We divide (6.18) by E 1 (x + 3, y, z, a − 1)E 1 (x, y, z − 1, a), notice that the leading powers of two cancel, and consider the factors corresponding to: These factors contain parameters x and a only, meaning that they are equal for E 1 (x, y, z, a) and E 1 (x, y, z − 1, a) as well as for E 1 (x + 3, y, z − 1, a − 1) and E 1 (x + 3, y, z, a − 1). When dividing these factors in E 1 (x, y + 2, z − 1, a − 1)E 1 (x + 3, y − 2, z, a) by the analogous factors in E 1 (x + 3, y, z, a − 1)E 1 (x, y, z − 1, a) we get Next we come to the factors arising from the product Notice that this product is the same as that in (6.2) except that the upper limit of the product is y + z − 1 instead of y + z. Further, the parameter values for x and a on the lefthand side of (6.18) match those in the first term on the righthand side of (6.1) and vice versa, while the parameter values (for x and a) of the remaining term in each equation are the same. Therefore, there is complete cancellation on the lefthand side of (6.18) when dividing the products corresponding to (6.21) in E 1 (x, y, z, a)E 1 (x + 3, y, z − 1, a − 1) by those in E 1 (x + 3, y, z, a − 1)E 1 (x, y, z − 1, a), while the second term on the righthand side simplifies to A computation shows that the factors corresponding to (6.23)
(z + i) y+a−2i+1 (2x + 3y + 2z + 4a + 2i − 3) y+2a−4i+1 (x + a + i) y+a−2i (2x + 3y + 3a + 3i − 3) a−i (2i) y−1 (y + 2z + 2i − 1) y+2a−4i+2 (x + y + z + 2a + i − 1) y+a−2i (2x + 3a + 3i) a−i in each of the three terms, when divided by those in the first term on the righthand side of (6.18) reduce, respectively, to (2x + 4y + 2z + 4a − 3)(y + 2z + 2a − 3) 2 (x + y + z + 2a − 1) (z + a − 1)(2x + 3y + 2z + 4a − 3) 2 (2y + 2z + 2a − 3) , 1, 128(y − 1) 2 [2y + 2z − 3] 2 (x + y + z + 3a − 2) 2 (x + y + a)(x + a) 3 [2x + 4a + 1] 3 [2x + 4a − 1] 3 (2x + 6a − 3) (2y + 2z + 2a − 3)(2x + 3y + 2z + 4a − 3) 2 (z + a − 1)(2x + 6a − 4) 6 (2x + 3a) 6 (2x + 6a + 3) .
(6.24)
We can now combine (6.20), (6.22) , and (6.24) and simplify to prove (6.18) .
Proof that E 3 (x, y, z, a) satisfies (4.52). We will prove this for the case where y = 2k, so that E 3 is defined as in (2.17). We also assume for convenience that a and z are even; the other cases are similar. We need to show that E 3 (x, 2k, z, a)E 3 (x + 3, 2k, z − 1, a − 1) = E 3 (x + 3, 2k, z, a − 1)E 3 (x, 2k, z − 1, a) + E 3 (x, 2k + 2, z − 1, a − 1)E 3 (x + 3, 2k − 2, z, a). (6.25) 
