A Phase-Field Approach to Diffusion-Driven Fracture by Dunkel, Friedrich Wilhelm Alexander
Louisiana State University 
LSU Digital Commons 
LSU Doctoral Dissertations Graduate School 
October 2020 
A Phase-Field Approach to Diffusion-Driven Fracture 
Friedrich Wilhelm Alexander Dunkel 
Louisiana State University and Agricultural and Mechanical College 
Follow this and additional works at: https://digitalcommons.lsu.edu/gradschool_dissertations 
 Part of the Numerical Analysis and Computation Commons, and the Partial Differential Equations 
Commons 
Recommended Citation 
Dunkel, Friedrich Wilhelm Alexander, "A Phase-Field Approach to Diffusion-Driven Fracture" (2020). LSU 
Doctoral Dissertations. 5373. 
https://digitalcommons.lsu.edu/gradschool_dissertations/5373 
This Dissertation is brought to you for free and open access by the Graduate School at LSU Digital Commons. It 
has been accepted for inclusion in LSU Doctoral Dissertations by an authorized graduate school editor of LSU 
Digital Commons. For more information, please contactgradetd@lsu.edu. 
A PHASE-FIELD APPROACH TO DIFFUSION-DRIVEN
FRACTURE
A Dissertation
Submitted to the Graduate Faculty of the
Louisiana State University and
Agricultural and Mechanical College
in partial fulfillment of the
requirements for the degree of
Doctor of Philosophy
in
The Department of Mathematics
by
Friedrich Wilhelm Alexander Dunkel
B.A., Huntingdon College, 2014
M.S., Louisiana State University, 2016
M.S., Louisiana State University, 2019
December 2020
Acknowledgments
I would like to express my gratitude towards to my advisor Blaise Bourdin. With-
out his guidance, patience, and support, this work would not have been possible. I would
like to thank Shawn Walker, Peter Wolenski, and Shengli Chen for serving on my gen-
eral and dissertation committee. Finally, I thank my family and friends for supporting me
through this journey.
Support for this work was provided in part by the National Science Foundation un-
der grants DMS-1716763. Any opinions, findings, and conclusions or recommendations
expressed in this material are those of the author and do not necessarily reflect the views
of the National Science Foundation.
ii
Table of Contents
Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
Chapter 1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Chapter 2. Notation and Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.1. Lp Spaces and Sobolev Spaces . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2. Special Functions of Bounded Variation . . . . . . . . . . . . . . . . . . . 5
2.3. Slicing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.4. Coarea Formula . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.5. Fundamental Theorem of Γ-Convergence . . . . . . . . . . . . . . . . . . . 8
Chapter 3. Phase-Field Approach to Diffusion-Driven Fracture . . . . . . . . . . . . . 9
3.1. Antiplane Shear in Thermal Elasticity . . . . . . . . . . . . . . . . . . . . 9
3.2. Construction of the Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.3. Γ-Convergence of Mechanical Energy . . . . . . . . . . . . . . . . . . . . . 14
3.4. Γ-Convergence of the Diffusion Functional . . . . . . . . . . . . . . . . . . 26
3.5. Convergence of Solutions of the Coupled Problem . . . . . . . . . . . . . . 30
Chapter 4. Newton’s Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.1. Newton’s Method for PDE Constrained Optimization . . . . . . . . . . . . 36
4.2. Newton’s Method for the Diffusion-Driven Fracture Problem . . . . . . . . 43
4.3. Finite Difference Approximation of the Energies . . . . . . . . . . . . . . . 47
4.4. Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
Chapter 5. vDef-Web: A Case-Study on Building a Science Gateway Around a Re-
search Code . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.2. Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.3. Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.4. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.5. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
Vita . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
iii
Abstract
In recent years applied mathematicians have used modern analysis to develop vari-
ational phase-field models of fracture based on Griffith’s theory. These variational phase-
field models of fracture have gained popularity due to their ability to predict the crack
path and handle crack nucleation and branching.
In this work, we are interested in coupled problems where a diffusion process
drives the crack propagation. We extend the variational phase-field model of fracture
to account for diffusion-driving fracture and study the convergence of minimizers using
Γ-convergence. We will introduce Newton’s method for the constrained optimization prob-
lem and present an algorithm to solve the diffusion-driven fracture problem numerically.
For the implementation of this method, we use a finite difference scheme.
iv
Chapter 1. Introduction
The crack patterns in igneous rocks, known as columnar joints, are formed as
lava cools and contracts. Some famous examples of this fracture pattern include Giant’s
Causeway in Northern Ireland, Devils Tower in the United States, and Fingal’s Cave in
Scotland, shown in Figure 1.1. The columnar joints are right prisms with pentagonal and
(a) Giant’s Causeway
in Northern Ireland.
Source: [50]
(b) Devils Tower in Wyoming, United
States. Source: [34]
(c) Fingal’s Cave in
Scotland. Source: [23]
Figure 1.1. Columnar joints crack patterns in igneous rocks.
hexagonal cross-sections. The joints nucleate at the surface and propagate downward
incrementally through the material as it cools [3].
A similar fracture geometry has been observed experimentally in drying slurries
of corn starch. As the corn starch dries, it loses moisture at the surface exposed to the
air causing the solid to shrink. In both cases, the cooling of igneous rocks and the drying
of corn starch, the shrinkage in one layer of the sample compared to another layer causes
stress that leads to fracture. Due to the similar deformation of the solids through either
drying or cooling, the processes are mathematically analogous [21].
We call the fracture that is impacted by a diffusion process diffusion-driven frac-
ture. Other examples of diffusion-driven fracture are environmental stress fracture and the
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formation of mudcracks. Environmental stress fracture in polymers is the failure of poly-
mer when exposed to harmful environmental liquids. The liquid diffuses into the polymer
and changes the mechanical properties such that it reduces the resistance to fracture [47].
Mudcracks, also known as desiccation cracks, can occur in a drying mixture of water and
powder, like calcium carbonate. As cracks form in the mixture, the water can also evapo-
rate along the new surface affecting the diffusion process [26].
In the study of columnar joints, variational models have been developed as a min-
imization of the total energy of the system [33, 35]. These models assume that newly cre-
ated fracture does not impact the heat transfer within the material. However, the effect of
the new surface on the diffusion process is essential [4, 27].
Variational phase-field models of fracture based on Griffith’s theory have become
popular due to their ability to address issues of classical fracture models: identification
of the crack path, crack nucleation, and crack branching. Several numerical simulations
using the phase-field models have been performed and compared to experimental results
for crack propagation driven by drying of brittle material or thermal shock [7]. In these
particular problems, the crack propagation and diffusive process are weakly coupled. The
crack geometry had minimal effect on the diffusive process. Thus, the computations for
the diffusion problem were made on the reference or uncracked domain. In this work, we
are interested in diffusion-driven fracture, where we cannot neglect the diffusion along the
newly created surface. We will extend the variational phase-field model to study problems
with strong coupling of the diffusive process and the crack propagation.
2
Chapter 2. Notation and Preliminaries
Let us start with some notation and preliminaries. Throughout this paper Ω is an
open bounded subset of Rn, where n ∈ {1, 2, 3}.
2.1. Lp Spaces and Sobolev Spaces
Let us recall the classical definitions of the Lp spaces and Sobolev spaces.
Definition 2.1. If u : Ω→ R is a measurable function and 1 ≤ p <∞, we define
‖u‖p =
(∫
Ω
|u|p dx
) 1
p
.
If p =∞, we define
‖u‖∞ = inf{M ≥ 0: |u| ≤M a.e.}.
The space Lp(Ω) is defined by
Lp(Ω) = {u : Ω→ R : ‖u‖p <∞, f is measurable},
for 1 ≤ p ≤ ∞. For a sequence (un)n, we say (un)n → u in Lp(Ω), if ‖un − u‖p → 0.
The functions in the space for solutions of differential equations might not have
a smooth derivative or are not even differentiable. The space we use to find solution for
differential equations is the Sobolev space. For now suppose u ∈ Ck(Ω), where k ∈ N,
and ϕ ∈ C∞0 (Ω). The space Ck(Ω) consists of function with k continuous derivatives. Let
α = (α1, α2, . . . , αn) ∈ Nn be a multi-index such that |α| = α1 +α2 + . . .+αn ≤ k. Repeated
integration by parts gives ∫
Ω
uDαϕdx = (−1)|α|
∫
Ω
ϕDαu dx, (2.1)
where
Dαf =
∂|α|f
∂α1x1 . . . ∂αnxn
.
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Note that the boundary terms are equal to zero because ϕ = 0 on the boundary of Ω. If
u /∈ Ck(Ω), the derivative of u in (2.1) does not make sense in the classical way. We need
to define what the derivative means for functions that are not continuously differentiable.
Definition 2.2. Suppose u ∈ L1(Ω) and α is a multi-index. If v ∈ L1(Ω) satisfies,
∫
Ω
uDαϕdx = (−1)|α|
∫
Ω
ϕv dx,
then v is the αth weak partial derivative of u. We denote the weak derivative by Dαu = v.
Note that if u ∈ Ck(Ω), then the weak derivative coincides with the classical defini-
tion of derivative.
Definition 2.3. The Sobolev space W k,p(Ω) consists of functions in Lp(Ω) such that the
weak derivatives up to order k are in Lp(Ω) as well,
W k,p = {u ∈ Lp(Ω) : Dαu ∈ Lp(Ω)∀|α| ≤ k}
The associated norm for 1 ≤ p <∞ is defined by
‖u‖k,p =
∑
|α|≤k
∫
Ω
|Dαf |p dx
 1p .
If p =∞, the norm is defined by
‖u‖k,∞ =
∑
|α|≤k
‖Dαu‖∞.
If p = 2, the Sobolev spaces W k,2(Ω) are a Hilbert spaces, and we denote them by
Hk(Ω). The inner product of Hk(Ω) is defined by
〈u, v〉Hk =
k∑
i=0
〈Diu,Div〉L2 .
4
2.2. Special Functions of Bounded Variation
The special functions of bounded variation, a subspace of functions of bounded
variation, is used in variational problems with free discontinuities.
Definition 2.4. Let µ and λ be two measures on the same measure space (X,A). We say
µ is absolutely continuous with respect to λ, written as µ  λ, if λ(A) = 0 implies µ(A) =
0 for all A ∈ A.
We say µ is singular with respect to λ, written as µ ⊥ λ, if there exists A ∈ A such
that λ(A) = 0 and µ(A \ A) = 0.
Let u ∈ BV (Ω). By the Lebesgue Decomposition Theorem [46], the distributional
derivative can be decomposed into Du = Dau + Dsu, where Dau is the absolutely continu-
ous part of Du with respect to the Lebesgue measure, Dau  L , and Dsu is the singular
part of Du with respect to the Lebesgue measure, Dsu ⊥ L . Let Dju = Dsu|Ju , called
the jump part of Du, and Dcu = Dsu|Ω\Ju , called the Cantor part of Du. We can now de-
compose the distributional derivative into three parts Du = Dau + Dju + Dcu. The space
of special functions of bounded variation is defined by SBV (Ω) = {u ∈ BV (Ω) : Dcu = 0}.
2.3. Slicing
The method of slices is a useful tool to study the lower semicontinuity inequality
for Γ-convergence using one-dimensional problems. Let ξ ∈ Sn−1 = {ξ ∈ Rn : |ξ| = 1}. We
define
Πξ = {y ∈ Rn : 〈y, ξ〉 = 0},
Ωξy = {t ∈ R : y + tξ ∈ Ω} for y ∈ Πξ.
If u : Ω → R, we define uξy : Ωξy → R by uξy(t) = u(y + tξ). Figure 2.1 shows a slice Ωξy of
the domain Ω for a given ξ and y.
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ξ
Πξ
Ωξy
Ω
y
Figure 2.1. Demonstrating the method of slices. The slice Ωξy is shown in red for a given
direction ξ and point y on Πξ.
To study higher dimensional problems, we can use one-dimensional problems, the
slicing method, and a generalization of Fubini’s Theorem, the Coarea Formula.
2.4. Coarea Formula
A generalization of Fubini’s Theorem is the Coarea formula [19, Theorem 5]. The
formula states ∫
Ω
g(x)|∇w(x)| dx =
∫ ∞
−∞
(∫
w−1(t)
g(x) dHn−1(x)
)
dt,
where Hn−1 is the (n− 1)-dimensional Hausdorff measure, which is defined as follows.
Definition 2.5. Let s, δ > 0. For all A ∈ Rn
Hsδ(A) = inf{
∑
i∈N
diam(Ai)
s : A ⊂
⋃
i∈N
Ai, diam(Ai) < δ,Ai ⊂ Rn},
where diam(A) = sup{|x− y| : x, y ∈ A}. The s-dimensional Hausdorff measure of A is
Hs(A) = lim
δ→0
Hsδ(A) = sup
δ>0
Hsδ(A).
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Suppose w(x) = dist(x), where dist(x) := inf{|x − y| : y ∈ Ju} is the distance of x
to the jump set of u. We define the jump set of u as follows.
Definition 2.6. Let u : Ω→ R and x ∈ Ω. We define
u−(x) := inf{v : the density of {u > v} is 0 at x}
and
u+(x) := sup{v : the density of {u > v} is 1 at x}.
Furthermore, we define the jump set of u by
Ju = {x ∈ Ω : u−(x) 6= u+(x)}.
Then ∫
Ω
g(x) dx =
∫ ∞
−∞
(∫
d(x)=t
g(x) dHn−1(x)
)
dt,
since |∇dist(x)| = 1 a.e. Suppose g(x) = 1, then
A(s) :=
∫
dist(x)≤s
1 dx
=
∫
dist(x)≤s
|∇dist(x)| dx
=
∫ s
0
∫
dist(x)=t
dHn−1(x) dt
=
∫ s
0
Hn−1({x : dist(x) = t}) dt
and
A′(s) = Hn−1({x : dist(x) = s}). (2.2)
In this work, we assume that u is regular enough such that
lim
s→0
A′(s) = 2Hn−1(Ju).
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2.5. Fundamental Theorem of Γ-Convergence
The concept of Γ-convergence [16] is an important tool for variational problems.
Definition 2.7. Let F : X → R and F` : X → R, where X is a topological space. Then F`
Γ-converges to F if the following two conditions hold for any u ∈ X.
1. Lower semicontinuity inequality: for every sequence (u`)` ∈ X such that (u`)` → u,
lim inf
`→0
F`(u`) ≥ F (u).
2. Existence of a recovery sequence: there exists a sequence (u`)` ∈ X with (u`)` → u
such that
lim sup
`→0
F`(u`) ≤ F (u).
Suppose we are interested in finding the minimum of a functional F . We can ap-
proximate F by a sequence of functionals F` such that F` Γ-converges to F . Using the
Fundamental Theorem of Γ-Convergence below, we see that the minimizers of F` can be
used to approximate the minimizer of F .
Theorem 2.1. If F` Γ-converges to F , u` is a minimizer of F`, and (u`)` is compact in
X, then there exists u ∈ X such that u is a minimizer of F , (u`)` → u, and F`(u`) →
F (u).
Proof. Let v ∈ X, and (v`)` be a recovery sequence for v. Then
lim sup
`→0
F`(v`) ≤ F (v).
Therefore,
F (u) ≤ lim inf
`→0
F`(u`) ≤ lim sup
`→0
F`(u`) ≤ lim sup
`→0
F`(v`) ≤ F (v).
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Chapter 3. Phase-Field Approach to Diffusion-Driven Fracture
3.1. Antiplane Shear in Thermal Elasticity
Antiplane elasticity is obtained when the out-of-plane displacement only depends
on x1 and x2, and the in-plane displacements are zero,
u1 = u2 = 0, u3 = ũ(x1, x2).
If Ω = ω × (−∞,∞), where ω ⊂ R2, we can reduce the problem to a two-dimensional
cross-section. Figure 3.1 shows a cylindrical domain with a highlighted cross-section.
ω
ũ
Figure 3.1. A cylinder with a cross-section showing an out-of-plane displacement.
The strain tensor for this displacement has the form
e(u) =
∇u+∇uT
2
=

∂u1
∂x1
1
2
(
∂u1
∂x2
+ ∂u2
∂x1
)
1
2
(
∂u1
∂x3
+ ∂u3
∂x1
)
1
2
(
∂u1
∂x2
+ ∂u2
∂x1
)
∂u2
∂x2
1
2
(
∂u2
∂x3
+ ∂u3
∂x2
)
1
2
(
∂u1
∂x3
+ ∂u3
∂x1
)
1
2
(
∂u2
∂x3
+ ∂u3
∂x2
)
∂u3
∂x3

=

0 0 1
2
∂u3
∂x1
0 0 1
2
∂u3
∂x2
1
2
∂u3
∂x1
1
2
∂u3
∂x2
0

.
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The stress tensor for a homogeneous isotropic linear elastic material with a thermal strain
is
σ = λ tr e(u)I + 2µe(u)− pe0
where I is the identity matrix, tr is the trace function, e0 ∈ Mn×nsym , µ is the shear modulus,
and λ is Lamé’s first parameter.
The elastic energy density is given by
W =
1
2
σ : e(u)
=
1
2
2µe(u) : e(u)− 1
2
pe0 : e(u)
=
µ
2
((
∂u3
∂x1
)2
+
(
∂u3
∂x2
)2)
− µ
2
p∇ũ.τ
=
µ
2
(
|∇ũ|2 − p∇ũ.τ + p2τ 2
)
− µ
2
p2τ 2
=
µ
2
(∇u− pτ)2 − µ
2
p2τ 2,
where A : B =
∑
i,j AijBij and τ =
1
µ
(e031, e032). Since constants have no affect in a
minimization problem, we can omit the last term and define the elastic energy as
W =
µ
2
(∇u− pτ)2 .
3.2. Construction of the Model
Let us extend the variational phase-field model for a diffusion-driven fracture prob-
lem. The standard mathematical formulation for Linearized Fracture Mechanics for a
scalar displacement field u ∈ H1(Ω) is
F (u,Γ) =
∫
Ω\Γ
1
2
|∇u|2 dx+GcHn−1(Γ),
where Γ ⊂ Ω is a crack, Hn−1 is the (n − 1)-dimensional Hausdorff measure, Ω is an open
bounded subset of Rn, Gc is the fracture toughness. An equivalent well-posed problem is
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the Francfort-Marigo energy [20] for u ∈ SBV (Ω) is
F̃ (u) =
∫
Ω
1
2
|∇u|2 dx+GcHn−1(Ju), (3.1)
where Ju is the jump set of u. Here we integrate over Ω instead of Ω \ Γ.
To solve this minimization problem numerically, we can approximate the solution
by functionals without a jump-set. The Ambrosio-Tortorelli phase-field approximation [2]
is given by
Ẽ`(u, α) =

F̃`(u, α) if u ∈ H1(Ω), α ∈ H1(Ω, [0, 1])
∞ otherwise.
(3.2)
and
F̃`(u, α) =
∫
Ω
1
2
(a(α) + η`)|∇u|2 +
Gc
4cw
(
w(α)
`
+ `|∇α|2
)
dx,
where η`, ` > 0 with
η`
`
→ 0, a : [0, 1] → [0, 1] is a continuous decreasing function such that
a(0) = 1, a(1) = 0, a(s) > 0 for s < 1, w : [0, 1] → [0, 1] is a continuous increasing function
such that w(0) = 0, w(1) = 1, and cw =
∫ 1
0
w(s)
1
2 ds. Typical examples for a and w are
a(α) = (1− α)2, w(α) = α
and
a(α) = (1− α)2, w(α) = α2.
Using the fundamental theorem of Γ-convergence (see Section 2.5), it can be shown that
the minimizers of (3.2) converge to the minimizer of (3.1).
We will extend this variational phase-field model of fracture to study diffusion-
driven fracture problems with a strong coupling of the diffusive process and the crack
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propagation. Consider the diffusion equation for p ∈ H1(Ω),
∂
∂t
p−∇ · ∇p− f = 0 in Ω \ Γ
p = pD on ΩD
∇p · n = 0 on ΩN ∪ Γ,
where ΩD ∪ ΩN = ∂Ω is the boundary of Ω. When discretizing the diffusion equation in
time and expressing it in variational form, we get the following functional
D(p) =
∫
Ω\Γ
1
2
∆t
(
p− pi−1
∆t
)2
+
1
2
|∇p|2 − fp dx.
Note that the diffusion equation discretized in time is the Euler-Lagrange equation for the
energy above.
Consider the following functionals,
E(u, α, p) =

F (u, p) if u ∈ SBV (Ω), p ∈ SBV (Ω), α = 0 a.e.
∞ otherwise
and
F (u, p) =
∫
Ω
1
2
|∇u− pτ |2 dx+GcHn−1(Ju),
where τ ∈ Rn. Furthermore, consider
G(p, α) =

D(p, α) if p ∈ SBV (Ω), α = 0 a.e.
∞ otherwise
where
D(p) =
∫
Ω
1
2
∆t
(
p− pi−1
∆t
)2
+
1
2
|∇p|2 − fp dx.
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The constrained optimization problem we want to solve is
u, α = argmin
v,β
E(v, β, p)
where p = argmin
q
G(β, q).
(3.3)
Similar to the Ambrosio-Tortorelli phase-field approximation (3.2), consider
E`(u, α, p) =

F`(u, α, p) if u ∈ H1(Ω), p ∈ H1(Ω), α ∈ H1(Ω, [0, 1])
∞ otherwise
where
F`(u, α, p) =
∫
Ω
1
2
(a(α) + η`)|∇u− pτ |2 +
Gc
4cw
(
w(α)
`
+ `|∇α|2
)
dx
and
G`(p, α) =

D`(p, α) if p ∈ H1(Ω), α ∈ H1(Ω, [0, 1])
∞ otherwise
(3.4)
where
D`(p, α) =
∫
Ω
1
2
∆t
(
p− pi−1
∆t
)2
+
1
2
(a(α) + η`)|∇p|2 − fp dx.
The goal of this chapter is to show that the solutions of
u`, α` = argmin
v,β
E`(v, β, p`)
where p` = argmin
q
G`(β, q).
(3.5)
to the solution of (3.3). In particular, if (u∗` , α
∗
` , p
∗
`)` is a sequence of minimizers to (3.5),
(u∗` , α
∗
` , p
∗
`)` → (u∗, α∗, p∗) in L2(Ω) × L1(Ω) × L2(Ω) where (u∗, α∗, p∗) is the minimizer to
(3.3).
To do this, we will first prove that E` Γ-converges to E, in Section 3.3. We will
proceed proving that G` Γ-converges to G, in Section 3.4. Finally, we will show that the
solutions of (3.5) converge to the solution of (3.3), in Section 3.5.
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3.3. Γ-Convergence of Mechanical Energy
In order to prove that E` Γ-converges to E, we will show the lower inequality and
upper inequality. For the lower inequality, we first remove the diffusion variable from F .
We then start in a one-dimensional space for the modified functional, continue in higher
dimension, and then extend it to include the diffusion variable. For the upper inequality,
we simply start with the one-dimensional case without removing the diffusion variable,
and then move to the higher dimensional case.
3.3.1. Lower Inequality in 1D
Suppose Ω ⊂ R and define Ẽ : L1(Ω)× L1(Ω, [0, 1])→ [0,∞] by
Ẽ(u, α) =

F̃ (u) if u ∈ SBV (Ω), α = 0 a.e.
∞ otherwise
where
F̃ (u) =
∫
Ω
1
2
|∇u|2 dx+GcHn−1(Ju),
and the phase-field model Ẽ` : L
1(Ω)× L1(Ω, [0, 1])→ [0,∞] by
Ẽ`(u, α) =

F̃`(u, α) if u ∈ H1(Ω), α ∈ H1(Ω, [0, 1])
∞ otherwise.
where
F̃`(u, α) =
∫
Ω
1
2
(a(α) + η`)|u′|2 +
Gc
4cw
(
w(α)
`
+ `|α′|2
)
dx.
Theorem 3.1. Let Ω ⊂ R. For any u ∈ SBV (Ω), α = 0 a.e., and any (u`, α`)` ∈ L1(Ω)×
L1(Ω, [0, 1]) such that (u`, α`)` → (u, α) in L2(Ω)× L1(Ω, [0, 1]) and (u`)` ⇀ u in H1(Ω),
lim inf
`→0
Ẽ`(u`, α`) ≥ Ẽ(u, α).
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Proof. Without loss of generality, we can assume that (u`, α`)` ∈ H1(Ω) × H1(Ω, [0, 1]).
Consider and interval I ⊂ Ω, we will show
lim inf
`→0
Ẽ`(u`, α`, I) ≥
∫
I
1
2
(u′)2 dx if u ∈ H1(I) (3.6)
and
lim inf
`→0
Ẽ`(u`, α`, I) ≥ Gc otherwise. (3.7)
We can assume lim inf`→0 Ẽ`(u`, α`, I) ≤ c < ∞. Otherwise the statements would be
trivial. First suppose u ∈ H1(I). Since
lim inf
`→0
Gc
4cw
∫
I
w(α`)
`
+ `(α′`)
2 dx ≤ lim inf
`→0
F`(u`, α`, I) <∞,
(α`)` → 0 a.e. in I. Since (u`)` ⇀ u in H1(Ω) and using the convexity of u′` → (u′`)2, we
have that
∫
I
(u′`)
2 dx is weakly lower semicontinuous [15, Theorem 1.3],
lim inf
`→0
∫
I
u′` dx ≥
∫
I
u dx. (3.8)
By Egoroff’s Theorem [19, Theorem 2], for any ε > 0, there exists Iε ⊂ I such that |Iε| < ε
and (α`)` → 0 uniformly on I\Iε. Therefore, for any δ > 0 and ` small enough,
∫
I
1
2
(a(α`) + η`)(u
′
`)
2 dx ≥ (1− δ)1
2
∫
I\Iε
(u′`)
2 dx.
By the arbitrariness of ε and δ, we have
lim inf
`→0
F̃`(u`, α`, I) ≥ lim inf
`→0
∫
I
1
2
(a(α`) + η`)(u
′
`)
2 dx ≥ 1
2
∫
I
(u′)2 dx.
Now suppose u 6∈ H1(I). First we will show that lim sup`→0 α` = 1, by contra-
diction. Suppose there exists δ > 0 such that α` ≤ 1 − δ for small enough `. Since
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lim inf`→0 F̃`(u`, α`, I) ≤ c,∫
I
(u′)2 dx ≤ 1
a(1− δ)
lim inf
`→0
∫
I
(a(1− δ) + η`)(u′`)2 dx
≤ 1
a(1− δ)
lim inf
`→0
∫
I
(a(α`) + η`)(u
′
`)
2 dx
≤ 2
a(1− δ)
lim inf
`→0
F̃`(u`, α`, I)
≤ 2
a(1− δ)
c.
By Rellich-Kondrachov Compactness Theorem [19, Theorem 1], there exists u∗ ∈ H1(I)
such that (u`)` → u∗ in L2(I) up to a subsequence. Since (u`)` → u in L2(I), u = u∗.
Therefore, u ∈ H1(I), which is a contradiction.
Since lim sup`→0 α` = 1 and (α`)` → 0 a.e. in I, there exist a`, b`, c` ∈ I such that
a` ≤ b` ≤ c` and
lim
`→0
α`(a`) = lim
`→0
α`(c`) = 0 and lim
`→0
α`(b`) = 1.
Using the fact that a2 + b2 ≥ 2|ab| and letting a =
√
w(α`)
`
and b =
√
`α′` we have
w(α`)
`
+ `(α′`)
2 ≥ 2
√
w(α`)|α′`|.
Then
lim inf
`→0
∫ b`
a`
w(α`)
`
+ `(α′`)
2 dx ≥ lim inf
`→0
2
∫ b`
a`
∣∣∣√w(α`)α′`∣∣∣ dx
≥ lim inf
`→0
2
∣∣∣∣∫ b`
a`
√
w(α`)α
′
` dx
∣∣∣∣
≥ lim inf
`→0
2
∣∣∣∣∫ b`
a`
Φ′(α`) dx
∣∣∣∣
≥ lim inf
`→0
2 |Φ(b`)− Φ(a`) dx|
≥ 2cw,
where Φ(x) =
∫ x
0
√
w(s) ds and Φ(1) = cw. Similarly,
lim inf
`→0
∫ c`
b`
w(α`)
`
+ `(α′`)
2 dx ≥ 2cw.
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Therefore,
lim inf
`→0
Gc
4cw
∫
I
w(α`)
`
+ `(α′`)
2 dx ≥ Gc,
which gives us (3.7). Since u ∈ SBV (Ω), α = 0 a.e., Ẽ(u, α) is finite and, therefore, the
counting measure of the jump-set, H0(Ju), is finite. To obtain the result, we apply (3.7)
on arbitrary small intervals around each xi ∈ Ju and (3.6) on the rest of the domain.
3.3.2. Lower Inequality in Higher Dimension
Let us now prove Theorem 3.1 for Ω ⊂ Rn using the slicing method as described
in [10]. We will then extend it to include the diffusion variable.
Theorem 3.2. Let Ω ⊂ Rn. For any u ∈ SBV (Ω), α = 0 a.e., and any and any
(u`, α`)` ∈ L1(Ω) × L1(Ω, [0, 1]) such that (u`, α`)` → (u, α) in L2(Ω) × L1(Ω, [0, 1]) and
(u`)` ⇀ u in H
1(Ω),
lim inf
`→0
Ẽ`(u`, α`) ≥ Ẽ(u).
Proof. For all ξ ∈ Sn−1 and all y ∈ Πξ we define the sequence of functionals
Ẽξ,y(uξy, α
ξ
y,Ω
ξ
y) =

F̃ ξ,y(uξy) if u
ξ
y ∈ SBV (Ωξy), αξy = 0 a.e.
∞ otherwise
where
F̃ ξ,y(uξy) =
∫
Ωξ,y
1
2
∣∣∇uξy∣∣2 dx+GcHn−1 (Juξy) ,
and
Ẽξ,y` (u
ξ
y, α
ξ
y,Ω
ξ
y) =

F̃ ξ,y` (u
ξ
y, α
ξ
y,Ω
ξ
y) if u
ξ
y ∈ H1(Ωξy), αξy ∈ H1(Ωξy, [0, 1])
∞ otherwise
(3.9)
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where
F̃ ξ,y` (u
ξ
y, α
ξ
y,Ω
ξ
y) =
∫
Ωξy
1
2
(a(αξy) + η`)|(uξy)′|2 +
Gc
4cw
(
w(αξy)
`
+ `|(αξy)′|2
)
dt (3.10)
From Theorem 3.1 we have that
lim inf
`→0
Ẽξ,y` ((u`)
ξ
y, (α`)
ξ
y) ≥ Ẽξ,y(uξy, αξy). (3.11)
For u ∈ H1(Ω,Rn) and α ∈ H1(Ω, [0, 1]), define
F̃ ξ(u) :=
∫
Πξ
F̃ ξ,y(uξy) dHn−1(y) (3.12)
Using Fubini’s Theorem and Fatou’s Lemma, we have
lim inf
`→0
F̃`(u`, α`) ≥ lim inf
`→0
∫
Ω
1
2
(a(α`) + η`)|∇u` · ξ|2 +
Gc
4cw
(
w(α`)
`
+ `|∇α` · ξ|2
)
dx
= lim inf
`→0
∫
Πξ
∫
Ωξy
1
2
(
a
(
(α`)
ξ
y
)
+ η`
) ∣∣∣((u`)ξy)′∣∣∣2
+
Gc
4cw
(
w
(
(α`)
ξ
y
)
`
+ `
∣∣∣((α`)ξy)′∣∣∣2
)
dt dHn−1(y)
(3.10)
= lim inf
`→0
∫
Πξ
F̃ ξ,y` ((u`)
ξ
y, (α`)
ξ
y) dHn−1(y)
≥
∫
Πξ
lim inf
`→0
F̃ ξ,y` ((u`)
ξ
y, (α`)
ξ
y) dHn−1(y)
(3.11)
≥
∫
Πξ
F̃ ξ,y(uξy) dHn−1(y)
(3.12)
= F̃ ξ(u).
(3.13)
Using [10, Theorem 4.1], observe that
F̃ ξ(u)
(3.12)
=
∫
Πξ
∫
Ωξy
1
2
∣∣∣(uξy)′∣∣∣2 dt+GcHn−1(Juξy) dHn−1(y)
=
∫
Ω
1
2
(∇u · ξ)2 dx+Gc
∫
Πξ
∑
t∈J
u
ξ
y
1 dHn−1(y)
=
∫
Ω
1
2
(∇u · ξ)2 dx+Gc
∫
Ju
|νu · ξ| dHn−1(y),
(3.14)
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where νu is the normal to Ju. Combining equation (3.13) and equation (3.14), we get
lim inf
`→0
F̃`(u`, α`) ≥
∫
Ω
(∇u · ξ)2 dx+
∫
Ju
|νu · ξ| dHn−1(y).
Define the set function
µ(A) := lim inf
`→0
Ẽ`(u`, α`, A),
where A ⊂ Ω. Note that µ is superadditive for disjoint open sets, which means that
µ(A ∪B) ≥ µ(A) + µ(B).
Let
ψi(x) =

(∇u · ξi)2 if x /∈ Ju
Gc
4cw
|νu · ξi| if x ∈ Ju.
Note that for all x ∈ Ω
sup
i
ψi(x) =

|∇u|2 if x /∈ Ju
Gc
4cw
if x ∈ Ju.
Thus, by [10, Theorem 1.16],
lim inf
`→0
Ẽ`(u`, α`, A) ≥
∫
A
1
2
|∇u|2 dx+ Gc
4cw
Hn−1(Ju ∩ A).
Therefore,
lim inf
`→0
Ẽ`(u`, α`) ≥
∫
Ω
1
2
|∇u|2 dx+ Gc
4cw
Hn−1(Ju). (3.15)
We can now extend the lower inequality for Ẽ to the lower inequality for E.
Theorem 3.3. For any (u, α, p) ∈ L1(Ω) × L1(Ω, [0, 1]) × L∞(Ω) and any (u`, α`, p`)` ∈
L1(Ω) × L1(Ω, [0, 1]) × L∞(Ω) such that (u`, α`, p`)` → (u, α, p) in L2(Ω) × L1(Ω, [0, 1]) ×
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L2(Ω), (u`)` ⇀ u in H
1(Ω), and(p`)` is uniformly bounded in L
∞(Ω),
lim inf
`→0
E`(u`, α`, p`) ≥ E(u, α, p).
Proof. Considering Theorem 3.2, it is left to show
lim inf
`→0
∫
Ω
(a(α`) + η`)|∇u` − p`τ |2 dx ≥
∫
Ω
|∇u− pτ |2 dx.
Furthermore, we know that
lim inf
`→0
∫
Ω
(a(α`) + η`)|∇u`|2 dx ≥
∫
Ω
|∇u|2 dx.
Since (α`)` → 0 a.e., we have that
lim inf
`→0
∫
Ω
(a(α`) + η`)|p`τ |2 dx ≥
∫
Ω
|pτ |2 dx.
It is left to show that
lim inf
`→0
∫
Ω
(a(α`) + η`)∇u` · p`τ dx ≥
∫
Ω
∇u · pτ dx. (3.16)
Since (p`)` and p are uniformly bounded in L
∞(Ω) and (p`)` → p in L2(Ω), we need to
show that ((a(α`) + η`)∇u`)` ⇀ ∇u in L2(Ω). From previous work (3.13) we have that
lim inf
`→0
∫
Ω
(a(α`) + η`)(∇u` · ξ)2 dx ≥
∫
Ω
(∇u · ξ)2 dx.
The rest of the proof follows the lines in [32] . Observe that
lim inf
`→0
∫
Ω
(a(α`) + η`)(∇u` · ξ − ω)2 dx ≥
∫
ω
(∇u · ξ − ω)2 dx (3.17)
holds if ω is piecewise constant. Using a density argument, equation (3.17) hold for an
arbitrary ω ∈ L2(Ω). Suppose ((a(α`) + η`)∇u`)` ⇀ K in L2(Ω), for some K ∈ L2(Ω,Rn).
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Let ω = K · ξ − tz, where t ∈ R and z ∈ L2(Ω). Applying this to (3.17) we get
lim inf
`→0
∫
Ω
(a(α`) + η`)((∇u` −K) · ξ)2 dx+ 2t
∫
Ω
z(a(α`) + η`)(∇u` −K) · ξ dx+
t2
∫
Ω
(a(α`) + η`)z
2 dx ≥∫
Ω
((∇u−K) · ξ)2 dx+ 2t
∫
Ω
z(∇u−K) · ξ dx+ t2
∫
Ω
z2 dx.
Notice that the last term on both sides cancels with each other. Then we are left with
lim inf
`→0
∫
Ω
(a(α`) + η`)((∇u` −K) · ξ)2 dx+ 2t
∫
Ω
z(a(α`) + η`)(∇u` −K) · ξ dx ≥∫
Ω
((∇u−K) · ξ)2 dx+ 2t
∫
Ω
z(∇u−K) · ξ dx.
Since ((a(α`) + η`)∇u`)` ⇀ K in L2(Ω), the second term on the left hand size is equal to 0.
We are left with
lim inf
`→0
∫
Ω
(a(α`) + η`)((∇u` −K) · ξ)2 dx ≥
∫
Ω
((∇u−K) · ξ)2 dx+ 2t
∫
Ω
z(∇u−K) · ξ dx.
If we let t → ±∞, we see that the inequality would not hold, unless
∫
Ω
z(∇u` − K) ·
ξ dx = 0. Furthermore, since z and ξ are arbitrary, we must have that ∇u = K. Therefore,
((a(α`) + η`)∇u`)` ⇀ ∇u in L2(Ω) which proves equation (3.16) and completes the proof.
3.3.3. Upper Inequality in 1D
In this section we will first give the upper limit for Ω ∈ R for E and then extend it
to higher dimensions. We will prove the following theorem.
Theorem 3.4. Let u and α be given. For any (p`)` → p in L1(Ω), there exists a sequence
(u`, α`)` → (u, α) in L1(Ω)× L1(Ω, [0, 1]) such that
lim sup
`→0
E`(u`, α`, p`) ≤ E(u, α, p).
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For the construction of the recovery sequence we need to first consider the optional
profile. Define
S`(γ) =
∫ ∞
0
w(γ)
`
+ `(γ′)2 dx. (3.18)
Then the optimal profile problem is
β` = argmin
γ∈K
S`(γ) (3.19)
where
K = {γ ∈ H1(Ω) : 0 ≤ γ ≤ 1, γ(0) = 1}.
We can see that β` is monotonically decreasing, using a truncation argument. Consider
writing β`(x) = β(
x
`
) and y = x
`
. With this let us rewrite the function in (3.18) as
S`(β) =
∫ ∞
0
(
w(β(y))
`
+ `
(
β′(y)
`
)2)
` dx.
We can now solve (3.19) for ` = 1,
S(β) := S1(β) =
∫ ∞
0
w(β(y)) + (β′(y))2 dy.
Let D ≥ 0. Let us consider a variation for β, β̃ such that β̃(0) = β̃(D) = 0. Since β is the
argmin for (3.19), we have that, for small enough t ∈ R such that β + tβ̃ ∈ K
S(β + tβ̃)− S(β) ≥ 0∫ ∞
0
w(β + tβ̃)− w(β) + (β′ + tβ̃′)2 − (β′)2 dy ≥ 0.
Since w is differentiable, considering either t > 0 or t < 0, and letting t→ 0, we have∫ D
0
w′(β)β̃ + 2β′β̃′ dy = 0.
Integration by parts gives us ∫ D
0
(w′(β)− 2β′′) β̃ dy = 0.
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Since β̃ is arbitrary,
w′(β)− 2β′′ = 0 on (0, D).
Let us now multiply this by β′ and integrate from z to D, where 0 ≤ z ≤ D.∫ D
z
w′(β)β′ − 2β′′β′ dy = 0∫ D
z
d
dx
w(β)− d
dx
(β′)2 dy = 0
w(β(D))− w(β(z))− (β′(D))2 + (β′(z))2 = 0
−w(β(z)) + (β′(z))2 = 0
Thus,
(β′)2 = w(β). (3.20)
Now using (3.20), integration by substitution, and the fact that β is monotonically de-
creasing,
S(β) =
∫ ∞
0
w(β) + (β′)2 dy
= 2
∫ D
0
w(β) dy
= −2
∫ D
0
√
w(β)|β′| dy
= −2
∫ 0
1
√
w(u) du
= 2
∫ 1
0
√
w(u) du
= 2cw.
We can now turn to the proof of Theorem 3.4.
Proof. Consider x0 ∈ Ju. Without loss of generality, assume that x0 = 0. Choose D =
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min{ |x−y|
3
, x, y ∈ Ju, x 6= y}. Now x0 is the only jump in I = [−D,D]. Define
u`(x) =

|x|
δ`
u(x) if |x| ≤ δ`
u(x) if δ` ≤ |x| ≤ D
and
α`(x) =

1 if |x| ≤ δ`
β`(|x− δ`|) if δ` ≤ |x| ≤ D
where 0 < δ` < D and η`  δ`  `. On the interval (−δ`, δ`) we have
F`(u`, α`, (−δ`, δ`)) =
∫ δ`
−δ`
1
2
(a(α`) + η`)|u′` − p`|2 +
Gc
4cw
(
w(α`)
`
+ `|α′`|2
)
dx
=
∫ δ`
−δ`
1
2
η`|u′` − p`|2 dx+
Gcδ`
2`
.
Focusing on the first term, since |u`|∞ ≤M and |p`|∞ ≤ N∫ δ`
−δ`
η`(u
′
` − p`)2 dx =
∫ δ`
−δ`
η`
(
u′2` − 2u′`p` + p2`
)
dx
≤
∫ δ`
−δ`
η`
(
M2
δ2`
− 2MN
δ`
+N2
)
dx
≤ 2η`
(
M2
δ`
− 2MN + δ`N2
)
dx
Since η`  δ`  `, F`(u`, α`, (−δ`, δ`))→ 0 as `→ 0. On the interval (δ`, D), we have
F`(u`, α`, (δ`, D)) ≤
∫ D
δ`
1
2
a(α` + η`)(u
′ − p`)2 dx+
Gc
4cw
2cw
where the first term converges to
∫ D
0
1
2
(u′ − p)2 dx. Similarly for the interval (−D, δ`).
Therefore on the interval I,
lim sup
`→0
F`(u`, α`, I) ≤
∫
I
1
2
|u′ − p|2 dx+Gc
Repeating the same construction for Ii = [xi − D, xi + D] for each xi ∈ Ju and letting
u` = u and α` = 0 on Ω\
⋃
Ii, completes the proof.
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3.3.4. Upper Inequality in Higher Dimension
The construction of the recovery sequence in higher dimensions uses the construc-
tion of the optimal profile in the one dimensional case. Define
u`(x) =

d(x)
δ`
u(x) if d(x) ≤ δ`
u(x) otherwise
(3.21)
and
α`(x) =

1 if d(x) ≤ δ`
β`(d(x)− δ`) otherwise,
(3.22)
where d(x) is the distance to Ju. For d(x) > δ`, using the Coarea Formula [19, Theorem 5],
we have
lim sup
`→0
∫
d(x)>δ`
w(α`)
`
+ `|∇α`|2 dx
= lim sup
`→0
∫
d(x)>δ`
w(β`(d(x)− δ`))
`
+ `|β′`(d(x)− δ`)∇d(x)|2 dx
= lim sup
`→0
∫ ∞
δ`
∫
x∈Ω,d(x)=t
w(β`(d(x)− δ`))
`
+ `|β′`(d(x)− δ`)|2 dHn−1(x) dt
= lim sup
`→0
∫ ∞
δ`
(
w(β`(t− δ`))
`
+ `|β′`(t− δ`)|2
)∫
x∈Ω,d(x)=t
dHn−1(x) dt
= lim sup
`→0
2
∫ ∞
δ`
w(β`(t− δ`))
`
Hn−1({d(x) = t}) dt
= lim sup
`→0
2
∫ ∞
δ`
w(β`(t− δ`))
`
A′(t) dt
= lim sup
`→0
2
∫ ∞
δ`
w
(
β
(
t−δ`
`
))
`
A′(t) dt
= lim sup
`→0
2
∫ ∞
δ`
`
w
(
β
(
s− δ`
`
))
A′(s`) ds
≤ 2
∫ ∞
0
w (β (s)) 2Hn−1(Ju) ds
≤ 4cwHn−1(Ju)
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where A′(t) is defined as in (2.2). For d(x) ≤ δ`,∫
d(x)≤δ`
w(α`)
`
+ `|∇α`|2 dx = 0.
Similar to the one-dimensional case, we can show that
lim sup
`→0
∫
Ω
1
2
(a(α`) + η`) |∇u` − p`τ |2 dx ≤
∫
Ω
1
2
|∇u− pτ | dx.
3.4. Γ-Convergence of the Diffusion Functional
In this section we will show that G` Γ-convergences to G. Recall G : L
1(Ω) ×
L1(Ω, [0, 1])→ [0,∞] by
G(p, α) =

D(p, α) if p ∈ SBV (Ω), α = 0 a.e.
∞ otherwise
where
D(p, α) =
∫
Ω
1
2
∆t
(
p− pi−1
∆t
)2
+
1
2
a(α)|∇p|2 − fp dx,
and the phase-field approximation G` : L
1(Ω)× L1(Ω, [0, 1])→ [0,∞] by
G`(p, α) =

D`(p, α) if p ∈ H1(Ω), α ∈ H1(Ω, [0, 1])
∞ otherwise
(3.23)
where
D`(p, α) =
∫
Ω
1
2
∆t
(
p− pi−1
∆t
)2
+ (a(α) + η`)
1
2
|∇p|2 − fp dx.
We will start with the lower inequality.
Theorem 3.5. Let p ∈ SBV (Ω) and α = 0 a.e. For any (p`, α`)` → (p, α) in L2(Ω) ×
L1(Ω), where α` satisfies
lim
`→0
∫
Ω
w(α`)
`
+ `(∇α`)2 dx <∞, (3.24)
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we have that
lim inf
`→0
G`(p`, α`) ≥ G(p, α).
Proof. We can assume that lim inf`→0G`(p`, α`) <∞. Since p` → p in L2(Ω), we have that
p` ⇀ p in L
2(Ω). Thus,
lim
`→0
∫
Ω
1
2
∆t
(
p` − pi−1
∆t
)2
− fp` dx =
∫
Ω
1
2
∆t
(
p− pi−1
∆t
)2
− fp dx.
Showing that
lim inf
`→0
∫
Ω
(a(α`) + η`)
1
2
|∇p`|2 dx ≥
∫
Ω
1
2
|∇p|2 dx.
follows the lines of the proof for Theorem 3.1 for Ω ⊂ R and follows the lines of the proof
for Theorem 3.2 for Ω ⊂ Rn using the slicing method.
Let us continue with the upper inequality.
Theorem 3.6. Let α = 0 a.e. be given. For any p ∈ L1(Ω) and any (α`)` → α in L1(Ω)
that satisfies (3.24), there exists a sequence (p`)` → p in L1(Ω) such that
lim sup
`→0
G`(p`, α`) ≤ G(p, α).
Proof. We define
p` =
(
1− α3`
)
p.
As before we have
lim
`→0
∫
Ω
1
2
∆t
(
p` − pi−1
∆t
)2
− fp` dx =
∫
Ω
1
2
∆t
(
p− pi−1
∆t
)2
− fp dx.
Note
∇p` =
(
1− α3`
)
∇p− 3α2`∇α`p.
27
Then
lim sup
`→0
∫
Ω
(a(α`) + η`) |∇p`|2 dx = lim sup
`→0
∫
Ω
(a(α`) + η`)
∣∣(1− α3`)∇p− 3α2`∇α`p∣∣2 dx
≤
∫
Ω
|∇p|2 dx.
Thus,
lim sup
`→0
∫
Ω
1
2
∆t
(
p` − pi−1
∆t
)2
+ (a(α`) + η`)|∇p`|2 − fp` dx
≤
∫
Ω
1
2
∆t
(
p− pi−1
∆t
)2
+ |∇p|2 − fp dx.
Before we can prove the convergence of minimizers of the diffusion functional, we
need to prove the existence of minimizers for G`.
Theorem 3.7. Let G` be as defined in (3.23) and let α` ∈ H1(Ω, [0, 1]) be given. Then
there exists p ∈ H1(Ω) such that p = argminq G`(q, α`).
Proof. We will use the direct method of calculus of variations. Let ` and α` be fixed. Sup-
pose we have a sequence (pk)k such that G`(pk, α`) ≤ c <∞. Thus, G`(pk, α`) is uniformly
bounded. Furthermore, pk is uniformly bounded in H
1(Ω). Therefore, by the Rellich-
Kondrachov Theorem [19, Theorem 1], there exists p ∈ H1(Ω) such that (pk)k → p in
L2(Ω) and (pk)k ⇀ p in H
1(Ω) up to a subsequence, not relabeled. Thus,
lim
k→0
∫
Ω
(pk − pi−1)2 dx =
∫
Ω
(p− pi−1)2 dx
and
lim
k→0
∫
Ω
fpk dx =
∫
Ω
fp dx.
Since (pk)k ⇀ p in H
1(Ω), we have the lower semi-continuity
lim inf
k→0
∫
Ω
(a(α`) + η`) |∇pk|2 dx ≥
∫
Ω
(a(α`) + η`) |∇p|2 dx.
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Therefore,
lim inf
k→0
G`(pk, α`) ≥ G`(p, α`).
Since
D`(p, α) ≥
∫
Ω
1
2
∆t
(
p− pi−1
∆t
)2
− fp dx,
G` is bounded from below and admits an infimum. We can now build a sequence (pk)k
such that
lim
k→0
G`(pk, α`) = inf
q
G`(q, α`).
From above we have that (pk)k → p for some p ∈ H1(Ω). Finally,
inf
q
G`(q, α`) = lim
k→0
G`(pk, α`) ≥ G`(p, α`) ≥ inf
q
G`(q, α`),
which implies that p = argminq G`(q, α`).
Using the lower and upper inequalities, we can now prove the convergence of the
minimizers of the diffusion functional.
Theorem 3.8. Let (α`)`, α ∈ L1(Ω, [0, 1]) be given such that (α`)` → α in L1(Ω) sat-
isfying (3.24). Let p` = argminq G`(q, α`) and suppose that (p`)` → p in L2(Ω). Then
p = argminq G(q, α).
Proof. By Theorem 3.5 and Theorem 3.6, G` Γ-converges to G. It follows from Theo-
rem 2.1, the Fundamental Theorem of Γ-Convergence, that p = argminq G`(q, α`).
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3.5. Convergence of Solutions of the Coupled Problem
In this section we will discuss the convergence of solutions of the coupled problem.
Recall the following two problems
u, α = argmin
v,β
E(v, β, p)
where p = argmin
q
G(β, q)
(3.25)
and
u`, α` = argmin
v,β
E`(v, β, p`)
where p` = argmin
q
G`(β, q).
(3.26)
We want to show that solutions of (3.26) converge to the solution of (3.25). In order to
use the Fundamental Theorem of Γ-convergencet, we need the compactness of minimizers.
We will use Ambrosio’s compactness result for functions in SBV [1] which we will state
here.
Theorem 3.9. Let (u`)` ∈ SBV (Ω) be a sequence of functions such that
• u` is bounded in L∞(Ω),
• ∇u` is bounded in Lq(Ω,Rn), q > 1, and
• Hn−1(Ju`) is bounded.
Then there exists a subsequence (u`k)`k and u ∈ SBV (Ω) such that
• (u`k)`k → u in Lp(Ω), p <∞,
• (∇u`k)`k ⇀ ∇u in Lq(Ω), and
• Hn−1(Ju) ≤ lim inf`→0Hn−1(Ju`k )
Using this result we can now prove the compactness of minimizers.
Theorem 3.10. Let (u`, α`, p`)` ∈ L1(Ω)× L1(Ω, [0, 1])× L∞(Ω) be a sequence of solutions
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for (3.5). Then (α`)` → 0 a.e., and there exists p ∈ SBV (Ω) and u ∈ SBV (Ω) such that
(p`)` → p and (u`)` → u in L2(Ω).
Proof. Let (u`, α`, p`)` ∈ L1(Ω) × L1(Ω, [0, 1]) × L∞(Ω) be a sequence of solutions
of (3.5). Let α̃ ≡ 0 and ũ be a kinematically admissible field. Furthermore, let
p̃ = argminq G`(q, α̃). Then for any δ > 0 and small enough η`
F`(u`, α`, p`) ≤
1
2
∫
Ω
(a(α̃) + η`) |∇ũ− p̃τ |2 dx+
Gc
4cw
∫
Ω
w(α̃)
`
+ `|∇α̃|2 dx
≤ 1
2
∫
Ω
(1 + η`) |∇ũ− p̃τ |2 dx
≤ 1 + η`
2
∫
Ω
|∇ũ− p̃τ |2 dx
≤ 1 + δ
2
∫
Ω
|∇ũ− p̃τ |2 dx
≤ c
for some positive constant c. Thus, F`(u`, α`, p`) is uniformly bounded. Furthermore, the
uniform bound implies that (α`)` → 0 almost everywhere in Ω.
Define Φ(x) = 1
cw
∫ x
0
√
w(s) ds and let v` = (1 − Φ(α`))u`. Using a maximum
principle [11, Theorem 9.27], u` ∈ L∞(Ω), and, thus, v` ∈ L∞(Ω) as well. Then
|∇v`| =
∣∣∣∣(1− Φ(α`))∇u` − 1cw√w(α`)∇α` u`
∣∣∣∣
≤ (1− Φ(α`)) |∇u`|+
1
cw
√
w(α`) |∇α`| |u`|
(3.27)
Using the inequality a2 + b2 ≥ 2|ab|, we have∫
Ω
√
w(α`)|∇α`| dx ≤
1
2
∫
Ω
w(α`)
`
+ `|∇α`| dx ≤ c.
This and the fact that u` ∈ L∞(Ω), give us that the second term of (3.27) is uniformly
bounded in L1(Ω). Note that
||∇u`||L2 = ||∇u` − p`τ + p`τ ||L2 ≤ ||∇u` − p`τ ||L2 + ||p`τ ||L2 .
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Since |∇u` − p`τ | and p` are bounded in L2(Ω), ∇u` is bounded in L2(Ω). Thus, the first
term of (3.27) is bounded in L2(Ω). Therefore, ∇v` is uniformly bounded in L2(Ω). Fur-
thermore, Jv` is empty. Using Ambrosio’s Compactness Theorem, Theorem 3.9, there ex-
ists u ∈ SBV (Ω) such that (v`)` → u in L2(Ω). Since, u` = v`1−Φ(α`) , (u`)` → u in L
2(Ω) as
well.
Similar to the argument we made to show that there exists a u ∈ SBV (Ω) such
that u` → u in L2(Ω), we can show that there exists p ∈ SBV (Ω) such that p` → p in
L2(Ω).
We can now prove that the solutions of (3.5) converge to the solution of (3.3).
Theorem 3.11. Let (u∗` , α
∗
` , p
∗
`)` ∈ H1(Ω)×H1(Ω, [0, 1])×H1(Ω) be a sequence of solutions
for (3.5). Then there exists (u∗, α∗, p∗) ∈ SBV (Ω) × L1(Ω, [0, 1]) × SBV (Ω) such that
(u∗` , α
∗
` , p
∗
`)` → (u∗, α∗, p∗) in L2(Ω)×L1(Ω)×L2(Ω). Furthermore, (u∗, α∗, p∗) is a solution
of (3.3).
Proof. Let (u∗` , α
∗
` , p
∗
`)` ∈ H1(Ω) × H1(Ω, [0, 1]) × H1(Ω) be a sequence of solutions for
(3.5) be given. By Theorem 3.10, (α∗`)` → α∗ = 0 a.e., and there exists u∗ ∈ SBV (Ω) such
that (u∗`)` → u∗ in L2(Ω). Furthermore, there exists p∗ ∈ SBV (Ω) such that (p∗`)` → p∗
in L2(Ω). Then p∗ = argminq G(q, α
∗), by Theorem 3.8. Let u and α be given. Con-
struct the recovery sequences (u`)` and (α`)` as in (3.21) and (3.22). Note that the con-
struction of u` and α` does not depend on p. Let p` = argminq G`(q, α`). Note that by
Theorem 3.10, (p`)` → p in L2(Ω) for some p ∈ SBV (Ω). Furthermore, by Theorem3.8,
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p = argminq G(q, α). Then using the Γ-convergence of E, shown in Section 3.3,
E(u∗, α∗, p∗) ≤ lim inf
`→0
E`(u
∗
` , α
∗
` , p
∗
`) ≤ lim sup
`→0
E`(u
∗
` ,α
∗
` , p
∗
`)
≤ lim sup
`→0
E`(u`, α`, p`) ≤ E(u, α, p).
Therefore, (u∗, α∗, p∗) is the solution of (3.3).
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Chapter 4. Newton’s Method
The Newton’s Method is an algorithm to approximate the root of a differentiable
function f : R → R. Starting with an initial guess x0, we compute the tangent line of
f(x) at x0, and then compute the x-intercept of the tangent line. The x-intercept, say x1,
should be a better approximation to the root of f(x) than the initial guess. We can now
repeat the process using x1 to find an even better approximation.
More generally, suppose we have an approximation xn. The tangent line to f(x) at
xn is given by
y = f ′(xn)(x− xn) + f(xn).
We use the x-intercept, xn+1, of the tangent line to be the next approximation. Plugging
in the point (xn+1, 0) into the tangent line and solving for xn+1 gives
xn+1 = xn −
f(xn)
f ′(xn)
.
for n ≥ 0. Figure 4.1 shows the first two iterations of the Newton’s Method for a function.
Newton’s Method can also be used for an optimization problem. Given a twice dif-
ferentiable function f : R→ R, we want to solve
min
x
f(x).
Since the derivative of a function is zero at the minimum the function, we can apply New-
ton’s Method to the derivative of the function. This gives the iteration
xn+1 = xn −
f ′(xn)
f ′′(xn)
,
for n ≥ 0. Note that this requires us to compute the first and second derivative.
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x
y
f(x)
x0x1x2
Figure 4.1. The first two iterations of Newton’s Method for a function f : R → R. The
tangent line for the first iteration is shown in red and the tangent line for the second
iteration is shown in green.
Geometrically, given an approximation xn, we find a parabola that is tangent to f
and has the same curvature as f at xn, and then continue with the maximum or minimum
of the parabola as our next approximation, xn+1. Figure 4.2 shows the first two iterations
of Newton’s Method for optimizing a function.
If f : Rd → R for d > 1, the first derivative is replaced with the gradient and the
reciprocal of the second derivative is replaced with the inverse of the Hessian matrix. Us-
ing the same notation for the gradient as for the first derivative and the Hessian as for the
second derivative, the iterative scheme is
xn+1 = xn − [f ′′(xn)]−1f ′(xn)
for n ≥ 0. The numerically computation of the inverse of the Hessian matrix is expensive.
Instead of computing the inverse directly, we solve the linear system
f ′′(xn)x̃ = −f ′(xn)
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x
y
f(x)
x0x1x2
Figure 4.2. The first two iterations of Newton’s Method for an optimization problem. The
target function f : R→ R is shown in blue. The parabola for the first iteration is shown in
red and the parabola for the second iteration is shown in green.
for a vector x̃. To obtain the next approximation, we simply compute xn+1 = xn + x̃.
4.1. Newton’s Method for PDE Constrained Optimization
Recall the constrained optimization problem (3.5)
u`, α` = argmin
v,β
E`(v, β, p`)
where p` = argmin
q
G`(β, q),
and the phase-field approximation E` : L
1(Ω)× L1(Ω, [0, 1])× L1(Ω)→ [0,∞] defined by
E`(u, α, p) =

F`(u, α, p) if u ∈ H1(Ω), p ∈ H1(Ω), α ∈ H1(Ω, [0, 1])
∞ otherwise
where
F`(u, p, α) =
∫
Ω
1
2
(a(α) + η`)|∇u− pτ |2 +
Gc
4cw
(
w(α)
`
+ `|∇α|2
)
dx,
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and G` : L
1(Ω)× L1(Ω, [0, 1])→ [0,∞] defined by
G`(p, α) =

D`(p, α) if p ∈ H1(Ω), α ∈ H1(Ω, [0, 1])
∞ otherwise
where
D`(p, α) =
∫
Ω
1
2
∆t
(
p− pi−1
∆t
)2
+
1
2
(a(α) + η`)|∇p|2 − fp dx.
For now, let us fix u and rewrite the problem as follows
min
α
J(p, α) :=
∫
Ω
1
2
(a(α) + η`) |∇u− pτ |2 +
Gc
4cw
(
w(α)
`
+ `|∇α|2
)
dx
such that
e(p, α) :=
p− pk−1
∆t
−∇ · [(a(α) + η`)∇p]− f = 0 in Ω
∇p · n = 0 on ΩN
p = pD on ΩD
∇α · n = 0 on ΩN ∪ ΩD.
We refer to J(p, α) as the objective function and to e(p, α) as the state equation. We call
α the design variable and p the state variable. Suppose p(α) is the solution to e(p(α), α) =
0, then we can write the constrained optimization problem as
min
α
f(α) := J(p(α), α).
Following the lines of [17], we derive Newton’s method for this problem, that is
f ′′(α)α̃ = −f ′(α).
Differentiating f(α) in the direction α̃1, we get
f ′(α)α̃1 = Jα(p, α)α̃1 + 〈Jp(p, α), p′(α)α̃1〉,
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where the subscript notation indicates the partial derivatives. Differentiating again in the
direction α̃2, we get
f ′′(α)α̃1α̃2 =Jpp(p, α)[p
′(α)α̃1, p
′(α)α̃2] + 〈Jp(p, α), p′′(α)α̃1α̃2〉
+ 〈Jpα(p, α)[p′(α)α̃1], α̃2〉+ 〈Jαp(p, α)α̃1, p′(α)α̃2〉+ Jαα(p, α)[α̃1, α̃2].
Notice that solving Newton’s Method, f ′′(α)α̃ = f ′(α), requires the computation of p′(α)
and p′′(α), which we want to avoid.
Consider the Lagrangian
L (p, α, λ) = J(p, α)− 〈e(p, α), λ〉
where λ is the Lagrange multiplier. Since e(p, a) = 0 everywhere, we can choose λ freely.
Let us choose λ such that
Jp(p(α), α) = e
∗
p(p(α), α)λ, (4.1)
where e∗p(p, α) denotes the adjoint operator of ep(p, α). For a linear operator T : X → Y
between two Hilbert spaces, the adjoint operator T ∗ : X → Y satisfies 〈Tx, y〉 = 〈T ∗y, x〉
for all x ∈ X, y ∈ Y . We call (4.1) the adjoint equation. By taking the derivative with
respect to α of the state equation e(p, α) = 0 in the direction α̃, we get
ep(p, α)p
′(α)α̃ + eα(p, α)α̃ = 0. (4.2)
We call (4.2) the linearized state equation. Using the adjoint equation and linearized state
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equation, f ′(α)α̃ becomes
f ′(α)α̃ = Jα(p, α)α̃ + 〈Jp(p, α), p′(α)α̃〉
= Jα(p, α)α̃ + 〈ep(p, α)∗λ, p′(α)α̃〉
= Jα(p, α)α̃ + 〈λ, ep(p, α)p′(α)α̃〉
= Jα(p, α)α̃ + 〈λ,−eα(p, α)α̃〉
= Jα(p, α)α̃− 〈eα(p, α)∗λ, α̃〉
= Lα(p, α, λ)α̃,
which does not involve p′(α).
By differentiating the linearized state equation with respect to α in the direction
α̃2, we get
ep(p(α), α)p
′′(α)[α̃1, α̃2] =− epp(p(α), α)[p′(α)α̃1, p′(α)α̃2]− epα(p(α), α)[p′(α)α̃1, α̃2]
− eαp(p(α), α)[α̃1, p′(α)α̃2]− eαα(p(α), α)[α̃1, α̃2]
(4.3)
Using the adjoint equation and (4.3), we get
〈Jp(p, α), p′′(α)α̃1α̃2〉 = 〈λ, ep(p, α)p′′(α)[α̃1, α̃2]〉
= −〈λ, epp(p(α), α)[p′(α)α̃1, p′(α)α̃2] + epα(p(α), α)[p′(α)α̃1, α̃2]
+ eαp(p(α), α)[α̃1, p
′(α)α̃2] + eαα(p(α), α)[α̃1, α̃2]〉
(4.4)
Using (4.4), the second derivative f ′′(α)α̃1α̃2 becomes
f ′′(α)α̃1α̃2 =Jpp(p, α)[p
′(α)α̃1, p
′(α)α̃2] + 〈Jpα(p, α)[p′(α)α̃1], α̃2〉
+ 〈Jαp(p, α)α̃1, p′(α)α̃2〉+ Jαα(p, α)[α̃1, α̃2]
− 〈λ, epp(p(α), α)[p′(α)α̃1, p′(α)α̃2] + epα(p(α), α)[p′(α)α̃1, α̃2]
+ eαp(p(α), α)[α̃1, p
′(α)α̃2] + eαα(p(α), α)[α̃1, α̃2]〉,
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which avoids the computation of p′′(α). Let p̃1 = p
′(α)α̃1 and p̃2 = p
′(α)α̃2, then
f ′′(α)α̃1α̃2 =Jpp(p, α)[p̃1, p̃2] + 〈Jpα(p, α)p̃1, α̃2〉
+ 〈Jαp(p, α)α̃1, p̃2〉+ Jαα(p, α)[α̃1, α̃2]
− 〈λ, epp(p(α), α)[p̃1, p̃2] + epα(p(α), α)[p̃1, α̃2]
+ eαp(p(α), α)[α̃1, p̃2] + eαα(p(α), α)[α̃1, α̃2]〉.
Let Lkl(p, α, λ) = Jkl(p, α) − ekl(p, α)∗λ for k, l ∈ {p, α}. We can write the second deriva-
tive as follows
f ′′(α)α̃1α̃2 = Lpp(p, α, λ)[p̃1, p̃2] + Lpα(p, α, λ)[p̃1, α̃2]
+ Lαp(p, α, λ)[α̃1, p̃2] + Lαα(p, α, λ)[α̃1, α̃2]
= (p̃2, α̃2)
Lpp(p, α, λ) Lαp(p, α, λ)
Lpα(p, α, λ) Lαα(p, α, λ)

p̃1
α̃1

=: 〈L ′′p,α[p̃1, α̃1], (p̃2, α̃2)〉
for all (p̃i, α̃i), i ∈ {1, 2} satisfying the linearized state equation
e′(p, α)(p̃i, α̃i) = ep(p, α)p̃i + eα(p, α)α̃i = 0
and where e(p, α) = 0 and λ satisfies the adjoint equation Jp(p, α) = ep(p, α)
∗λ.
To solve
〈f ′′(α)α̃1, α̃2〉 = −〈f ′(α), α̃2〉
or equivalently
〈L ′′p,α[p̃1, α̃1], (p̃2, α̃2)〉 = −〈Lα(p, α, λ), α̃2〉
numerically, we need to remove the restriction on α̃2 and p̃2. If ξ = (ξ1, ξ2) ∈ ker(e′(p, α))⊥,
then
〈L ′′p,α[p̃1, α̃1], (p̃2, α̃2)〉+ 〈(ξ1, ξ2), (p̃2, α̃2)〉 = −〈Lα(p, α, λ), α̃2〉,
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because 〈(ξ1, ξ2), (p̃2, α̃2)〉 = 0. Since e′(p, α) is a continuous linear operator, by the annihi-
lator’s lemma [30]
ker(e′(p, α))⊥ = range(e′(p, α)∗).
Thus, there exists λ̃ such that e′(p, α)∗λ̃ = ξ. Therefore, the Newton’s Method becomes
〈L ′′p,α(p, α)[p̃1, α̃1] + e′(p, α)∗λ̃, (p̃2, α̃2)〉 = −〈Lα(p, α, λ), α̃2〉
for all (p̃2, α̃2) and such that (p̃1, α̃1) ∈ ker(e′(p, α)), and
Jp(p, α) = ey(p, α)
∗λ and e(p, α) = 0.
Note that if α̃2 = 0, we have that
Lpp(p, α, λ)[p̃1, p̃2] + Lαp(p, α, λ)[α̃1, p̃2] + ep(p, α)
∗λ = 0,
and note that if p̃2 = 0, we have that
Lpα(p, α, λ)[p̃1, α̃2] + Lαα(p, α, λ)[α̃1, α̃2] + eα(p, α)
∗λ = −〈Lα(p, α, λ), α̃2〉.
We obtain the linear system of equations
Lpp(pk, αk, λk) Lαp(pk, αk, λk) ep(pk, αk)∗
Lpα(pk, αk, λk) Lαα(pk, αk, λk) eα(pk, αk)∗
ep(pk, αk) eα(pk, αk) 0


p̃
α̃
λ̃
 =

0
−Lα(pk, αk, λk)
0
 .
This gives us the following algorithm for Newton’s Method for the PDE constrained opti-
mization problem.
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Choose initial α0.
Set k = 0.
while Convergence criteria not reached do
Solve e(p, αk) = 0 to obtain pk.
Solve ep(pk, αk)
∗λ = Jp(pk, αk) to obtain λk.
Solve
Lpp(pk, αk, λk) Lαp(pk, αk, λk) ep(pk, αk)∗
Lpα(pk, αk, λk) Lαα(pk, αk, λk) eα(pk, αk)∗
ep(pk, αk) eα(pk, αk) 0


p̃
α̃
λ̃
 =

0
−Lα(pk, αk, λk)
0

for (p̃, α̃, λ̃).
Set αk+1 = αk + α̃.
Set k = k + 1.
end
Algorithm 4.1. Newton’s Method for the constrained optimization problem
Recall that we had fixed u and only minimized with respect to α. To solve prob-
lem (3.5) and minimize with respect to u and α, we use an alternate minimization algo-
rithm described in [6]. This gives us the following algorithm.
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Choose initial α0 and p0.
Set k = 0.
while Convergence criteria not reached do
Solve uk+1 = argminu F`(u, αk, pk) = 0.
Solve (αk+1, pk+1) = argminα,p F`(uk+1, α, p) under the constraint
pk+1 = argminpD`(α, p) using Algorithm 4.1.
Set k = k + 1.
end
Algorithm 4.2. Alternate minimization for constrained optimization problem
4.2. Newton’s Method for the Diffusion-Driven Fracture Problem
Let us derive the linear system (4.1) explicitly for
J(p, α) =
∫
Ω
1
2
(a(α) + η`) |∇u− pτ |2 +
Gc
4cw
(
w(α)
`
+ `|∇α|2
)
dx
and
e(p, α) =
p− pk−1
∆t
−∇ · [(a(α) + η`)∇p]− f = 0 in Ω
∇p · n = 0 on ΩN
p = pD on ΩD
∇α · n = 0 on ΩN ∪ ΩD.
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Since, by integration by part,
〈e(p, α), λ〉 =
∫
Ω
p− pk−1
∆t
λ−∇ · [(a(α) + η`)∇p]λ− fλ dx
=
∫
Ω
p− pk−1
∆t
λ+ (a(α) + η`)∇p · ∇λ− fλ dx∫
∂ΩN
−λ(a(α) + η`)∇p · n dS +
∫
∂ΩD
−λ(a(α) + η`)∇p · n dS
=
∫
Ω
p− pk−1
∆t
λ+ (a(α) + η`)∇p · ∇λ− fλ dx,
the Lagrangian is
L (p, α, λ) =
∫
Ω
1
2
(a(α) + η`) |∇u− pτ |2 +
Gc
4cw
(
w(α)
`
+ `|∇α|2
)
dx
−
∫
Ω
p− pk−1
∆t
λ+ (a(α) + η`)∇p · ∇λ− fλ dx.
Differentiating the Lagrangian with respect to the state variable p in the direction p̃1 gives
us
Lp(p, α, λ)(p̃1) = Jp(p, α)p̃1 − 〈ep(p, α)p̃1, λ〉
=
∫
Ω
−(a(α) + η`) (∇u− pτ) p̃1τ −
p̃1
∆t
λ− (a(α) + η`)∇p̃1 · ∇λ dx
=
∫
Ω
−(a(α) + η`) (∇u− pτ) p̃1τ −
p̃1
∆t
λ+∇ · [(a(α) + η`)∇λ] p̃1 dx
+
∫
∂ΩD
−p̃1(a(α) + η`)∇λ · n dS +
∫
∂ΩN
−p̃1(a(α) + η`)∇λ · n dS
=
∫
Ω
−(a(α) + η`) (∇u− pτ) p̃1τ −
p̃1
∆t
λ+∇ · [(a(α) + η`)∇λ] p̃1 dx.
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Differentiating the Lagrangian with respect to the design variable α in the direction α̃1
gives us
Lα(p, α, λ)(α̃1) = Jα(p, α)α̃1 − 〈eα(p, α)α̃1, λ〉
=
∫
Ω
1
2
a′(α)α̃1 |∇u− pτ |2 +
Gc
4cw
(
w′(α)
`
α̃1 + 2`∇α · ∇α̃1
)
− b′(α)α̃1∇p · ∇λ dx
=
∫
Ω
1
2
a′(α)α̃1 |∇u− pτ |2 +
Gc
4cw
(
w′(α)
`
+ 2`∇ · ∇α
)
α̃1 − b′(α)α̃1∇p · ∇λ dx
+
∫
∂Ω
Gc
4cw
`α̃1∇α · n dS
=
∫
Ω
1
2
a′(α)α̃1 |∇u− pτ |2 +
Gc
4cw
(
w′(α)
`
+ 2`∇ · ∇α
)
α̃1 − b′(α)α̃1∇p · ∇λ dx
Differentiating Lp and Lα again with respect to p in the direction p̃2 and with respect to
α in the direction α̃2,
Lpp(p, α, λ)(p̃1, p̃2) =
∫
Ω
(a(α) + η`)p̃2p̃1|τ |2 dx,
Lpα(p, α, λ)(p̃1, α̃2) =
∫
Ω
−a′(α)α̃2(∇u− pτ)p̃1τ − b′(α)α̃2∇p̃1 · ∇λ dx,
Lαp(p, α, λ)(α̃1, p̃2) =
∫
Ω
−a′(α)α̃1(∇u− pτ)p̃2τ − b′(α)α̃1∇p̃2 · ∇λ dx,
Lαα(p, α, λ)(α̃1, α̃2) =
∫
Ω
1
2
a′′(α)α̃2α̃1|∇u− pτ |2 +
Gc
4cw
(
w′′(α)
`
α̃2α̃1 + 2`∇α̃2 · ∇α̃1
)
− b′′(α)α̃2α̃1∇p · ∇λ dx.
The differentials of 〈e(p, α), λ̃2〉 are
〈ep(p, α)p̃1, λ̃2〉 =
∫
Ω
1
∆t
p̃1λ̃2 − (a(α) + η`)∇p̃1 · ∇λ̃2 dx
=
∫
Ω
1
∆t
p̃1λ̃2 −∇ ·
[
(a(α) + η`)∇λ̃2
]
p̃1 dx
+
∫
ΩD
−p̃1(a(α) + η`)∇λ̃2 · n dS +
∫
ΩN
−p̃1(a(α) + η`)∇λ̃2 · n dS
=
∫
Ω
1
∆t
p̃1λ̃2 −∇ ·
[
(a(α) + η`)∇λ̃2
]
p̃1 dx
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and
〈eα(p, α)α̃1, λ̃2〉 =
∫
Ω
−∇ · [b′(α)α̃1∇p] λ̃2 dx
=
∫
Ω
b′(α)α̃1∇p · ∇λ̃2 dx
+
∫
ΩD
−λ̃2b′(α)α̃1∇p · n dS +
∫
ΩN
−λ̃2b′(α)α̃1∇p · n dS
=
∫
Ω
b′(α)α̃1∇p · ∇λ̃2 dx.
Their adjoint operators are
〈ep(p, α)∗λ̃1, p̃2〉 =
∫
Ω
1
∆t
λ̃1p̃2 −∇ ·
[
(a(α) + η`)∇λ̃1
]
p̃2 dx
and
〈eα(p, α)∗λ̃1, α̃2〉 =
∫
Ω
b′(α)α̃2∇p · ∇λ̃1 dx
Finally the system (4.1) is equivalent to∫
Ω
(a(α) + η`)p̃2p̃1|τ |2 dx+
∫
Ω
−a′(α)α̃1(∇u− pτ)p̃2τ − b′(α)α̃1∇p̃2 · ∇λ dx
+
∫
Ω
1
∆t
λ̃1p̃2 −∇ ·
[
(a(α) + η`)∇λ̃1
]
p̃2 dx = 0∫
Ω
−a′(α)α̃2(∇u− pτ)p̃1τ − b′(α)α̃2∇p̃1 · ∇λ dx+
∫
Ω
1
2
a′′(α)α̃2α̃1|∇u− pτ |2
+
Gc
4cw
(
w′′(α)
`
α̃2α̃1 + 2`∇α̃2 · ∇α̃1
)
− b′′(α)α̃2α̃1∇p · ∇λ dx
+
∫
Ω
b′(α)α̃2∇p · ∇λ̃1 dx = −
∫
Ω
1
2
a′(α)α̃2 |∇u− pτ |2
+
Gc
4cw
(
w′(α)
`
+ 2`∇ · ∇α
)
α̃2 − b′(α)α̃2∇p · ∇λ dx∫
Ω
1
∆t
p̃1λ̃2 −∇ ·
[
(a(α) + η`)∇λ̃2
]
p̃1 dx+
∫
Ω
−∇ · [b′(α)α̃1∇p] λ̃2 dx = 0
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for all p̃2, α̃2, λ̃2. In strong form the system is
(a(α) + η`)p̃1|τ |2 − a′(α)α̃1(∇u− pτ)τ +∇ · [b′(α)α̃1∇λ]
+
1
∆t
λ̃1 −∇ ·
[
(a(α) + η`)∇λ̃1
]
= 0
−a′(α)(∇u− pτ)p̃1τ − b′(α)∇p̃1 · ∇λ+
1
2
a′′(α)α̃1|∇u− pτ |2
+
Gc
4cw
(
w′′(α)
`
α̃1 − 2`∇ · [∇α̃1]
)
− b′′(α)α̃1∇p · ∇λ
+ b′(α)∇p · ∇λ̃1 = −
1
2
a′(α) |∇u− pτ |2
− Gc
4cw
(
w′(α)
`
+ 2`∇ · ∇α
)
− b′(α)∇p · ∇λ
1
∆t
p̃1 −∇ · [(a(α) + η`)∇p̃1]−∇ · [b′(α)α̃1∇p] = 0.
(4.5)
4.3. Finite Difference Approximation of the Energies
We used a finite difference method to implement the linear system (4.5). For sim-
plicity, suppose the domain is an one-dimensional interval, Ω = (a, b). We discretize the
domain into N uniformly distributed points. The points are xi = x0 + ih for i ∈ {0, ..., N −
1}, where h = (b− a)/N is the mesh size and x0 = a. Given a functional, y(x) : R→ R, we
approximate y(x) by a piecewise linear function, yh(x), such that yi := yh(xi) = y(xi) for
i ∈ {0, ..., N − 1}. We define the midpoints of the grid points by xi+ 1
2
= x0 + (i +
1
2
)h for
i ∈ {0, ..., N − 2}. The value of yh at these midpoints is
yi+ 1
2
=
yi+1 + yi
2
.
The first derivative of y at xi can be approximated by the centered difference
y′(xi) ≈
yi+ 1
2
− yi− 1
1
h
=
yi+1+yi
2
− yi+yi−1
2
h
=
yi+1 − yi−1
2h
, i ∈ {1, ..., N − 2}.
47
By applying the centered difference twice, we derive an approximation for the second
derivative
y′′(xi) ≈
yi+1+yi
h
− yi+yi−1
h
h
=
yi+1 − 2yi + yi−1
h2
, i ∈ {1, ..., N − 2}.
Figure 4.3 shows a piecewise linear approximation, yh, of a function y.
x0 xi−1 xi xi+1 xN−1xi− 1
2
xi+ 1
2
yh
y
Figure 4.3. A function y is approximated by a piecewise linear approximation yh. The grid
points are shown in black and the midpoints are shown in blue.
For a second order PDE, we can derive a finite difference matrix Ah ∈ R(N−1)×(N−1)
using the finite difference approximations such that Ahy = b solves the PDE where y =
(y0, y1, ..., yN−1) and b ∈ RN−1 represents the right-hand side of the PDE.
Consider a two-dimensional domain Ω = (a, b) × (c, d). We define the mesh sizes
h = b−a
N
and k = d−c
M
, for N,M ∈ N. The gird points are xi,j = (x0,0 + ih, x0,0 +jk), and the
midpoints are xi+ 1
2
,j = (x0,0+(i+
1
2
)h, x0,0+jk) and xi,j+ 1
2
= (x0,0+ih, x0,0+(j+
1
2
)k), where
x0,0 = (a, c). For simplicity, let us assume that h = k. A portion of a two-dimensional grid
is shown in Figure 4.4.
Similar to the one-dimensional approximations, the first order partial derivatives at
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xi,j−1
xi−1,j xi,j xi+1,j
xi,j+1
xi,j− 1
2
xi− 1
2
,j xi+ 1
2
,j
xi,j+ 1
2
Figure 4.4. A partial two dimensional grid showing the grid points and midpoints.
the gird point xi,j can be approximated by
∂
∂x1
y(xi,j) ≈
yi+1,j − yi−1,j
2h
and
∂
∂x2
y(xi,j) ≈
yi,j+1 − yi,j−1
2h
for i ∈ {1, ..., N − 2}, j ∈ {1, ...,M − 2}. The second order partial derivatives at xi,j can be
approximated by
∂2
∂x21
y(xi,j) ≈
yi+1,j − 2yi,j + yi−1,j
h2
and
∂2
∂x22
y(xi,j) ≈
yi,j+1 − 2yi,j + yi,j−1
h2
for i ∈ {1, ..., N − 2}, j ∈ {1, ...,M − 2}.
We use PETSc for the numerical implementation of this finite difference scheme for
the phase-field approximation to the diffusion-driven fracture problem.
4.4. Numerical Results
For the following numerical results, we set a(α) = (1− α)2 and w(α) = α2. Note
that then cw =
1
2
. Consider a two dimensional domain Ω = [0, 1] × [0, 1]. We initiate
α such that have a small initial crack perpendicular to the boundary centered on the left
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side of the domain. The diffusion variable is fixed to p = δ at the top and to p = −δ at
the bottom of the domain. One the left side, the sample is then submitted to an increas-
ing displacement load t above the initial crack and −t below the initial crack, as shown in
Figure 4.5.
p = −δ
p = δ
initial crack
u = t
u = −t
Figure 4.5. Diagram
Figure 4.6 shows the deformation of the sample and crack configuration for differ-
ent loadings t with δ = 0.3 and τ = (1, 1). The cells where α is close to 1, indicating that
the material is damaged, are removed from the images. The color shading from yellow to
red represents the diffusion variable p. We notice that at first the crack grows in a straight
line along the center of the domain but then turns to the right, away from the vector τ .
When the crack tip gets near the boundary, it jumps to the boundary as predicted in [20].
Figure 4.7 gives a different perspective of the same computation. It is a top down
view of the sample where the color shading from blue to green represents the damage vari-
able α and the level lines colored from yellow to red represent the diffusion variable p. The
displacement variable u is not visualized.
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(a) Displacement load t = 0.6225 (b) Displacement load t = 1.3425
(c) Displacement load t = 1.4100 (d) Displacement load t = 1.4325
Figure 4.6. Deformation and crack evolution for τ = (1, 1) and δ = 0.3
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(a) Displacement load t = 0.6225 (b) Displacement load t = 1.3425
(c) Displacement load t = 1.4100 (d) Displacement load t = 1.4325
Figure 4.7. Crack evolution with level lines for τ = (1, 1) and δ = 0.3
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If we flip the orientation of τ along the x-axis, from (1, 1) to (1,−1), we notice that
the crack turns to the left instead of to the right, as shown in Figure 4.8. The crack evolu-
tion is an exact mirror image.
(a) Displacement load t = 0.6225 (b) Displacement load t = 1.3425
(c) Displacement load t = 1.4100 (d) Displacement load t = 1.4325
Figure 4.8. Crack evolution with level lines for τ = (1,−1) and δ = 0.3
In a similar computation, we first grow a crack by increasing the displacement load
with δ = 0 such that p = 0 throughout the domain. We choose a displacement load t
such that the crack has grows from the initial crack but the crack tip does not reach the
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boundary, as seen in Figure 4.9(a). We then slowly increase δ while keeping t fixed. The
result can be seen in Figure 4.9. We notice the crack evolves similar to the first example
since τ = (1, 1) is the same in both computations.
(a) δ = 0.000 (b) δ = 0.300
(c) δ = 0.425 (d) δ = 0.450
Figure 4.9. Crack evolution with level lines for τ = (1, 1) and t = 1.3
54
In another computation, we initiate α as in the previous computation but fix p on
the left side of the domain to be p = δ above the initial crack and p = −δ below the initial
crack. Again the sample is submitted to an increasing displacement load t above and −t
below the initial crack, as shown in Figure 4.10. The result is shown in Figure 4.11. Again
we see that the crack follows a straight line at first and then turns to the right away from
the vector τ = (1, 1). We notice in Figure 4.11(d), where the crack has reached the bound-
ary, that there is some diffusion through the crack. This happens because α is not exactly
equal to one along the crack which allows some diffusion to occur through the broken ma-
terial. This behavior becomes less prominent as ` and the mesh size go to zero.
p = δ
p = −δ
initial crack
u = t
u = −t
Figure 4.10. Diagram
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(a) Displacement load t = 0.6225 (b) Displacement load t = 0.9375
(c) Displacement load t = 1.0500 (d) Displacement load t = 1.1625
Figure 4.11. Crack evolution with level lines for τ = (1, 1)
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Chapter 5. vDef-Web: A Case-Study on Building a Science
Gateway Around a Research Code
5.1. Introduction
Variational phase-field models of fracture, introduced in [5, 6] as regularization
of Francfort and Marigo’s variational approach to fracture [20], have brought a paradigm
shift to the study of fracture of brittle solids. Classical methods, born out of Griffith’s
seminal works [22, 31, 45] require ad-hoc hypotheses on crack path and have difficulty
handling nucleation, merging, or interactions between cracks. In contrast, phase-field mod-
els can predict path [42, 44], nucleation [48], branching or merging, in two and three spa-
tial dimensions. These features have been leveraged to study fracture in complex situa-
tions such as drying of colloidal suspension [40], thermal cracks in ceramics [7], and frac-
ture of thin films [36, 41, 37]. They are also well-suited to the study of complex coupled
problems where fracture is just one aspect of the physics involved. Such problems include
hydraulic fracturing [51, 13], or the understanding of the failure of heterogeneous materi-
als [9, 29, 28]. The open-source code vDef [8], which has been used in most of the refer-
ences above and deployed in several industry research centers, can potentially benefit an
even broader community of scientists and engineers who are not experts in fracture me-
chanics or high-performance computing. However, as with many research codes, using
vDef requires familiarity with classical tools of high-performance computing (command
line, file transfer, batch execution on remote supercomputing, and post-processing) which
is not widespread amongst students and researchers with basic training in engineering and
This chapter was previously published as A. Dunkel, B. Bourdin, and S. R. Brandt,.
“vDef-Web: A Case-Study on Building a Science Gateway Around a Research Code”. Pro-
ceedings of the Gateways 2019 Conference San Diego, CA, USA, September 23-25 2019.
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basic science. In the context of parameter sweeps, when a user tries to understand or char-
acterize a class of problem, data management and the need for a synthetic view of large
result sets becomes a major issue, even for users familiar with high-performance comput-
ing.
In this article, we describe vDef-Web [49], a science gateway developed to address
both issues. It is built upon:
• the Agave framework to handle all communications with high-performance com-
puting systems including data access, data sharing, job submission, and provenance
tracking;
• Django to create the vDef-Web application as a graphical user interface for the
user; and
• Docker to build an image to deploy vDef-Web easily on the user’s local computer.
Users are presented with a web interface in which they can describe a problem, upload
templates of input files, and specify a set of parameters to explore. Jobs are then auto-
matically deployed, post-processed, and summarized in a compact matrix view from which
details of each computation and data files can be retrieved.
5.2. Methodology
5.2.1. The Agave Platform
To access the high-performance computers and their data, we are using the Agave
Platform. The Agave platform is an open-source science-as-a-service API platform that al-
lows researchers to manage and share data, and run and share code in a reproducible way.
We use Agave to submit the jobs to the selected machines. Agave handles all the authen-
tications and interactions with the machines, hiding those interactions from users of our
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system. Furthermore, Agave allows users to share the registered machines, applications,
and results of finished jobs, allowing the users to collaborate efficiently.
5.2.2. Django
Django is a free and open-source web framework based on Python. It is easy to use
and promotes rapid web development. Django has a Model-View-Template architecture. It
consists of a template describing how the data is displayed, a view, i.e., the logic describ-
ing which data gets displayed to the user, and an object-relational mapper used by the
view to communicate with the database. We use an SQLite database to store data about
submitted jobs such as job name, job id, and output data used for visualization. Django
includes many security features such as protection against cross-site scripting, cross-site
request forgery, clickjacking, and SQL injection.
5.2.3. Docker
Docker is an open source software to create, deploy, and run applications by using
containers. The container is a closed environment that contains everything that is needed
to run the application. Besides the application itself, the container contains all dependen-
cies, libraries, and configuration files that the application needs. This abstraction sepa-
rates the application from its underlying environment and infrastructure. By containeriz-
ing the application, users can quickly deploy and execute vDef-Web.
5.2.4. Putting it All Together
To start vDef-Web, the user runs docker-compose. Once the web application is run-
ning, a user can log in providing their Agave credentials. The user can then submit new
jobs, check the status of jobs, visualize previously submitted jobs, or share results, applica-
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tions, and systems, all within the web application. The web application interacts with the
Agave framework which interacts with the high-performance computing systems. When
submitting a job, the user can provide an email address to receive an email alert through
Agave’s built-in notification service, when the job has finished and is ready to be visual-
ized.
Fig. 5.1 shows how the pieces of the system interact with one another. The user
interacts directly only with vDef-Web which uses Agave to hide the direct usage of the
vDef and the high-performance computing environment.
Figure 5.1. Schematic of workflow.
5.3. Related Work
This science gateway is similar to a number of other small projects built around a
particular community with distinct science needs. Like many such projects, e.g., [52, 25,
24, 38, 14], it follows the guidance of “Authoring a Science Gateway Cookbook” [39] and
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leverages Agave [18] to provide basic infrastructure, credential management, file transfer,
job management, and provenance.
Django is likewise, a common ingredient in a number of science gateways [43, 12],
etc., as it simplifies integration with a database and creation of websites.
5.4. Results
Figure 5.2. Screenshot showing the view of an application.
Figure 5.3. Screenshot showing the view of a system.
When users are logged in to our gateway, they can view the systems and applica-
tions that are available to them and have the option to share them with other users as
shown in Fig. 5.2 and Fig. 5.3. A user can get access to systems and applications either
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through another user that shares their systems and applications or by creating new sys-
tems and applications using the Agave API, which would require some familiarity with the
command-line interface.
If the user selects an application to submit jobs, the user selects the input files re-
quired for the job submission. vDef requires two input files: a GEO file describing the ge-
ometry of the material and a YAML file describing the mechanical properties. The user
may wish to perform a parameter sweep over any of the properties that they set within
the input files. To let vDef-Web know which variable to use for the parameter sweep, the
user needs to mark the variable. We mark the variables by two open curly brackets before
the variable and two close curly brackets after the variable, i.e., {{variable}}. When an
input file is uploaded, the web application scans the file for this expression and gives the
option to select a range and number of parameters for the parameter sweep. In addition
to the parameter options, the user can select the archive and execution system, and set
the number of nodes, the number of processors per node, the maximum run time, and the
queue. An optional email can be provided to receive an alert when the jobs have finished.
Finally, a unique name for the collection of jobs, which we call a job-set, needs to be se-
lected by the user to identify the job-set. The procedure of submitting a job through the
web application can be seen in Fig. 5.4 and Fig. 5.5.
To visualize the results of a job-set, the user can select the specific job-set from a
list of all submitted sets. When the user selects a set to visualize, vDef-Web retrieves the
current status of each job. If the job has finished, the gateway downloads and stores the
resulting image. We use a plot of points for the visualization, where each point represents
one computation. The color of the point indicates the status of the job: A blue point is
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Figure 5.4. Screenshot showing the job submission procedure where the user can set the
job-set name, select the archive and execution system, and upload the input files.
Figure 5.5. Screenshot showing the job submission procedure where the user can set an
email address, the number of nodes, the number processors per node, a maximum run
time, a queue, and the parameter options.
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a finished job, an orange point is a job that is running, and a red point is a job that has
failed. When the user hovers over one of the points for a job that has finished, the sys-
tem displays the resulting image. When clicking on one of the jobs, the system displays
the corresponding output files which can be downloaded by the user on demand. Fig. 5.6
shows the visualization of a job-set for the numerical simulation of Yuse and Sano’s classi-
cal glass quenching experiment [53, 54].
Figure 5.6. Screenshot showing the visualization of a job-set.
In this experiment, a slab of glass is heated up then quenched at a constant speed
in a bath of cold water. Whereas the experimental and material parameters are many, a
simple dimensional analysis can be used to show that the entire parameter space can be
described in terms of two non-dimensional parameters, quenching speed V and temper-
ature contrast ∆θ, or fracture toughness Gc and thermal diffusivity κ. In experiments,
three broad classes of outcomes are observed: propagation of a simple straight crack, of
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Figure 5.7. Quenching
Result for Gc = 10 and
κ = 20.
Figure 5.8. Quenching
Result for Gc = 6 and
κ = 16.
Figure 5.9. Quenching
Result for Gc = 6 and
κ = 14.
a single crack oscillating along a sine-like path, or “erratic” regime in which complex crack
paths, and possibly branching is observed.
A parameter sweep for this problem can be used to build a “phase diagram,” i.e.
identify the regions of parameter space where behavior is attained, and compare it to the
experimental literature in order to validate algorithms and models.
We performed these computations for different values for the fracture toughness
(Gc) and thermal conductivity (κ) of the glass. By hovering over the computations, the
researcher can quickly identify the different fracture patterns. In Fig. 5.7-5.9, we can see
different fracture patterns for different values of Gc and κ.
5.5. Conclusion
The phase-field approach to fracture has brought great advances to the commu-
nity of fracture mechanics. With vDef, the numerical implementation of this approach, the
community can benefit significantly. The nature of scientific codes requires knowledge of
high-performance computing tools and the command-line interface. The lack of familiar-
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ity can be a hurdle to the scientists, which is usually only overcome with difficulty. Our
gateway provides a straightforward graphical interface that researchers in the fracture me-
chanics community can use to run simulations. Furthermore, they can perform parameter
sweeps effortlessly and analyze the results in a matrix view.
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