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Abstract: Single-photon avalanche diode (SPAD) based transient imaging suffers from an
aberration called pile-up. When multiple photons arrive within a single repetition period of the
illuminating laser, the SPAD records only the arrival of the first photon; this leads to a bias in the
recorded light transient wherein the transient response at later time-instants are under-estimated.
An unfortunate consequence of this is the need to operate the illumination at low-power levels
to reduce the probability of multiple photons returning in a single period. Operating the laser
at low power results in either low signal-to-noise ratio (SNR) in the measured transients or
reduced frame rate due to longer exposure durations to achieve a high SNR. In this paper, we
propose a signal processing-based approach to compensate pile-up in post-processing, thereby
enabling high power operation of the illuminating laser. While increasing illumination does
cause a fundamental information loss in the data captured by SPAD, we quantify this information
loss using Cramer-Rao bound and show that the errors in our framework are only limited to this
information loss. We experimentally validate our hypotheses using real data from a lab prototype.
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1. Introduction
Imaging at ultra-high speed is pivotal in many scientific disciplines. From demystifying the
hovering of a hummingbird to the accurate hunts of dragonflies, increasing the speed of imaging
has unlocked many secrets in nature. Today, high-speed imaging is capable of imaging at
pico-second time scales [1]; at such resolutions, we can observe light-in-flight or light as it
propagates in a scene [2–5]. One approach for achieving this is by using a single-photon avalanche
diode (SPAD) coupled with time-correlated single photon counting (TCSPC) electronics; this
device has found use in fluorescence-life-time-imaging [6], depth sensing [7], imaging through
scattering medium [8], and imaging beyond line-of-sight [4, 9] (Figure 1).
SPADs work by detecting the first-arriving photon after the scene is illuminated by a laser
pulse. The illumination source, typically sends few millions picosecond pulses per second. By
binning the time of arrival of the first-arriving photons after each laser pulse, the TCSPC records a
histogram of photon counts as a function of arrival time. The measured histogram is proportional
to the transient response if the probability of measuring a photon in a time bin is proportional
to the transient response. Unfortunately, this is true only when the laser illumination power is
sufficiently low so that there is at most one returning photon after each pulse of the laser. To
understand why, note that the probability of photon arrivals increases with laser power. Suppose
that the laser power is large enough so that multiple photons return in each cycle. The SPAD only
records the first returning photon in each cycle and, hence, does not bin the later-arriving photons.
This causing a systematic bias between the measured histogram and the true transient response;
in particular, this bias is such that there is an under-counting of photons with larger time of
arrival. This effect is called pile-up, since the photons appear to pile-up near the origin due to
uneven bias introduced in the transient response (Figure 1(c)). In the limit, when the laser power
is extremely high, we will not measure any photons with large time of arrivals. An undesirable
consequence of pile-up is that SPAD-based TCSPC is often performed at very low illumination
power which leads to inefficiencies in the form of long exposure times and poor SNR.
To avoid pile-up, Pifferi et al. [10] propose a gated use of the SPADs where in the SPAD is
selectively turned off for some duration every cycle. Typically the gate is used to block photons
from the high-photon rate parts of the transient such as to decrease their probability of photon
arrival. The gated operation decreases the pile-up effect significantly, but the number of cycles the
SPAD does not detect any photon remains high. Gated-mode SPAD operation is also ineffective
in the presence of strong background where-in the high photon-rate regions of the transient is not
temporally localized.
In this paper, we propose a signal-processing approach that enables the operation of gated
Fig. 1. Transient response of a scene is the number of photons received by the camera as a
function of time (typically sub-nanosecond resolution). (a) For imaging through scattering
media or imaging in the presence of multi-bounce reflections, the direct reflection carries little
useful information. (b) Recording the entire transient, however, will allow us to reconstruct
the obscured objects. The SPAD-based TCSPC is one such device that can record transients
if the illumination and the background intensities are low. (c) If either the illumination or
the background is high, the transients measured by the SPAD-based TCSPC suffer from
pile-up distortion, which is a non-linear bias in the recorded transient. Pile-up distortion
draws its name from that fact that most photons pile-up at the beginning of the transient. (d)
We propose a signal processing approach to remove the bias of piled-up transient measured.
SPADs even in the presence of high illumination power; we show that the number of cycles the
SPAD detects a photon can be increased to 90% from the typical current efficiency of 5%. The
transient recorded by the TCSPC circuit is still biased, but we show that it can be unbiased via
the use of appropriate post-processing techniques (Figure 1(d)). Our approach works in tandem
with the SPAD gate and further increases the intensity levels the SPAD can accurately record
transients.
Contributions: We make the following contributions:
1. Estimation-theoretic framework for modeling pile-up: We derive maximum-likelihood (ML),
and maximum a posteriori (MAP) estimates for the transient response of the SPAD. We also
derive an asymptotic bound (Cramer-Rao bound) on the estimation errors.
2. Experimental validation: We have built experimental hardware with the SPAD and TCSPC
devices and showed that the SNR of the transients improves with our estimation framework.
We also show that even in the presence of strong ambient illumination that causes the pile-up,
we can recover the underlying signal.
Limitations: The signal processing approach provided in this paper compensates for the
pile-up effect that happens due to the dead time of the SPAD and TCSPC devices. However, the
SPADs also suffer from finite quantum efficiency, dark counts, after pulsing, gate-ringing, and
time-walk artifacts. Our theory does not account for these effects. The quantum efficiency is a
linear phenomenon equivalent to decreasing the illumination power by a constant amount and
hence, can be neglected. Other non-linear effects are minor, as the specs of a typical SPAD (refer
Section 5) show that our approximations are reasonable.
2. Prior work
Time-correlated single photon counting was first introduced by Bollinger and Thomas [11] in
1961. A lot of progress was made since then, including the works of Becker [12,13], O’Connor and
Desmund [14]. Usage of SPADs for TCSPC for pico-second temporal resolution was first shown
by Cova et al. [15] in 1981. Since then, a lot of novel applications at both microscopic scale and
macroscopic scale were designed with the SPAD-based TCSPCs. Imaging applications that can
image objects beyond the line-of-sight at macroscopic scale were also becoming famous. Below,
we review some of the recent advances in microscopic and macroscopic imaging applications
with the SPAD.
2.1. Microscopy and Spectroscopy
Schwartz et al. [16] designed and characterized a fully integrated SPAD imager with a time-to-
digital converter (TDC) for fluorescence lifetime imaging. Panzeri et al. [17] characterized the
use of SPADs in single-molecule fluorescence resonant energy (FRET) studies on freely diffusing
molecules in confocal and alternating laser excitation schemes. Li et al. [18] first proposed to
detect single molecules with SPADs. Recently, SPADs are also employed in other single-molecule
studies like localization [19] or optical nanoscopy [20]. Cheng et al. [21] developed a non-invasive
positron-emission tomography with SPADs. The SPAD-based TCSPCs were extensively used in
time-domain functional near infrared spectroscopy (NIRS) imaging for human brain mapping [22].
Mazurenka et al. [23, 24] developed a non-contact time-resolved diffuse reflectance imaging
using a fast gated single photon counting for detection of absorption changes few centimeters
deep of tissue (turbid medium). Sieno et al. [25] characterized these non-contact diffuse optical
imaging systems.
2.2. Macroscopy
Many of the macroscopic applications targeted low noise and high sensitivity of SPADs. For
example, Maccarone et al. [26] designed a SPAD-based low power underwater depth imaging
system. Niclass et al. [27] proposed a fast 3D imaging sensor with SPADs based on the time
of arrival of the photons. Kirmani et al. [28] proposed a low-photon-flux imaging system that
can reconstruct both depth and reflectivity of a scene from the first arriving photons. Shin et
al. [29, 30] extended this system that can reproduce similar results even with a nano-second jitter
system but with prior knowledge on the scene. Gariepy et al. [4] used a 32×32 SPAD array to
capture transient images directly at 67 ps temporal resolution. Buttafava et al. [31] repurposed
SPADs to look around the corners, and reconstruct objects beyond line-of-sight. Pediredla et
al. [9] employed a linear systems approach to derive geometric and photometric bounds of looking
around corners with SPADs. Tsai et al. [32] improved on the technique proposed by Buttafava
et al. using the arrival times of only first-photons coming from the hidden object. Gariepy et
al. [33] used SPADs to detect and track slow moving objects around the corners. Pediredla et
al. [34] designed a system based on SPADs to image hidden-rooms if one wall is visible from a
window or door. Heide et al. [35] proposed algorithmic framework robust to partial occlusions in
the hidden scene and recovered the hidden object with data captured from SPAD-based TCSPC
system. All these methods are inherently affected by pile-up.
2.3. Pile-up compensation
Most of the prior-art on pile-up compensation was targeted at lifetime applications and for
the non-gated mode. Early work by Coates [36, 37] proposed a pile-up algorithm to measure
the radiative lifetimes. Davis and King [38] proposed to use approximations for the Poisson
process to develop a pile-up compensation technique. Luhmann [39] created a calculation method
to compensate for the dead-time in two-particle coincidence experiments. Renfro et al. [40]
proposed an iterative technique called saturate-and-compare for measuring fluorescence lifetime.
Walker [41] proposed an iterative technique to compensate for the pile-up under variable pulse
energy and showed the results of simulations. Patting et al. [42] proposed a model-based approach
to compensate for the dead time and the associated pile-up. Rebafka et al. [43] used concepts of
Fig. 2. Operation of TCSPC: Every time an optic pulse is fired by the laser, an electronic
NIM (Nuclear Instrumentation Module standard) pulse is also sent to the TCSPC. The SPAD
also sends a NIM pulse every time it detects a photon. TCSPC measures the time of travel of
the optic pulse by computing the time difference of the NIM pulse sent by the SPAD with the
nearest NIM pulse sent by the laser and increments the photon count of the appropriate time
bin (that corresponds to photon travel time) by one. By counting a lot of photons received
from the SPAD and appropriately binning them based on their arrival times, the TCSPC
creates the transient response as shown in the figure.
information theory to decrease the acquisition time for lifetime imaging. Arlt et al. [44] studied
the effect of the pile-up in integrated solid-state TCSPC sensors with small dead time.
In all these techniques, the analysis is mostly experimental, and no guarantees on the efficacy
of the recovered parameters are ever made, except maybe in [43] where the goal is to minimize
the acquisition time of time-resolved fluorescence for non-gated mode SPAD operation. These
techniques do not apply mature signal processing approaches for pile-up compensation. In this
work, we deploy some fundamental estimation-theoretic methods from signal processing literature
on the transients captured by the SPAD-based TCSPCs. We believe that the vast literature of
estimation theory [45,46] will further improve the results that we show in the paper and hence,
we made both the code and data publicly available [47].
3. Modelling the transients captured by the SPAD-based TCSPC
In this section, we will develop a probabilistic model for the histogram measured by the TCSPC.
We will first explain the operation of the SPAD-based TCSPC following which we will develop a
simulation framework and show how pile-up appears at high illumination power.
3.1. Operation of the SPAD-based TCSPC
At a high-level, TCSPC works by binning the photons detected by the SPAD, based on their
arrival times. The arrival time of a photon is calculated by measuring the time difference between
the SPAD detection and the nearest illumination laser pulse. Figure 2 shows a sketch of how
Fig. 3. Photons detected in non-gated mode: If a photon hits the active area of the SPAD
during dead-time, it will not be detected and hence, the TCSPSC cannot measure it. We
label the NIM pulse train (negative standard) sent by the laser as a pulse signal. The photons
reaching the SPAD sensor are also shown in NIM standard where the green-colored NIM
pulses (and the corresponding photons) are detected by the SPAD, and the red pulses are not
detected.
Fig. 4. Photons detected in gated mode: Gated mode SPADs accept photons only when
gate signal is high (they turn ON at gate rising edge) and turn OFF when the signal goes low.
After a photon detection and the related dead-time, the SPAD will turn back ON only at the
rising edge of the next useful gate. In the above figure, the first photon is not detected as
the SPAD is OFF when the photon arrived. Photons numbered 3 and 4 are rejected as they
arrived during the dead-time. Photon 5 is a special case where the gate should be ON, but the
SPAD is still OFF as there is no rising gate signal after the SPAD is recovered. Notice that,
in every laser cycle, two photons cannot be detected by the SPAD, independent of whether
the dead-time is more than the duration of the laser cycle or less.
TCSPC creates the transients.
When a photon hits the SPAD active area, an avalanche current builds up inside the device
and is detected by the readout electronics (which generates the corresponding output signal).
This current is then quenched by dedicated circuitry (quenching phase) in few nanoseconds and
the detector is kept OFF for few tens of nanoseconds (hold-off time), in order to decrease its
afterpulsing probability [48]. The sum of quenching time and hold-off time is commonly known
as the SPAD dead-time. We illustrate the effect of dead-time in Figure 3. We notice that the
photons corresponding to pulses that are colored red are not detected by the SPAD as they arrive
during its dead-time. Note that the entire circuitry is operated with Nuclear Instrumentation
Module (NIM) standard with negative true (-0.8 volts) and hence the pulses are loosely referred
as NIM pulses throughout the paper.
Recently, gated mode operation for SPADs is becoming increasingly common. Gated mode
operation helps SPADs to turn ON only when the photons are expected and hence, reject a lot of
unwanted photons. In the gated operation mode, the SPAD turns ON only when the gate signal is
high. The gate signal is synchronized with the laser pulse signal. Typically, the gate signal width
is less than the duration between two consecutive laser pulses (if not, there is no real advantage
in using the gate signal as the SPAD will be always ON). In gated mode operation, a photon is
not detected if it arrives either when the gate signal is low, or during the SPAD dead-time. It
should also be noted that, at the end of the dead-time period, the SPAD turns back ON only
at the next useful rising edge of the gate signal. In Figure 4, the laser pulses and gate signals
of a typical case are shown, along with the photons reaching the sensor. Among these photons,
(a) (b)
Fig. 5. Photons in a time bin are Poisson distributed:We measured the transients at low
illumination levels and background (no pile-up distortion) for 600 times with an integration
period of 100 ms to measure the statistics of photons in a time bin. (a) shows the mean
and variance of the transient measurement. We can observe that the mean and variance
are nearly equal suggesting that the arrival process can be well modeled with the Poisson
process. (b) shows the histogram of the frequency of measurements as a function of the
number of photons received for a particular time bin. The histogram appears close to a
Poisson probability mass function (PMF) suggesting that we can use the Poisson process to
model the number of photons arriving in a time-bin.
the ones tagged 1, 3, 4, 5 are not detected by the SPAD due to three different reasons. The first
photon is rejected as the gate is OFF at its arrival time. The third and fourth photons are rejected
as they arrive during the SPAD dead-time. The fifth photon arrives when the SPAD gate signal is
high, but the SPAD is still OFF as the rising edge of the current gate precedes the end of the
dead-time period, and this results in the rejection of the fifth photon as well (the SPAD will turn
back ON at the next gate signal rising edge).
Notice that, in gated mode, the SPAD can only detect one photon per laser cycle. Even if the
SPAD dead-time is shorter than the laser period the detector won’t turn back ON in the same
cycle, as the rising edge of the gate signal will only arrive in the next laser pulse. To minimize the
photons that are not detected by the SPAD, it is recommended to keep the illumination intensity
lower enough such that photon detection rate (number of photons detected per second) remains
within 1-5% of the laser repetition rate. In sharp contrast, the techniques developed in this paper
enable the SPAD operation at photon detection rates close to 90%.
3.2. Simulating SPADs
Based on the understanding of the operation of the SPAD, we can simulate their operation if
we know the photon arrival rate of each bin. In most literature, photon arrivals are modeled as
the Poisson process. In this section, we empirically verify that this model is indeed accurate. In
Figure 5(a), we plot the mean and variance of the photons captured by our set up for 600 trials
and integration period of 0.1 seconds per trial. The illumination is maintained at a very low value
so that the pile-up does not affect the transient measurements. We observe that the mean and
variance of any temporal bin are equal, just as it would if the arrival were a Poisson process.
Further, the density of the photons in all temporal bin fits a Poisson density (Figure 5(b)). Hence,
we model the photon counts at any temporal bin as a Poisson distribution, given as
P(Xk = x) =
λx
k
e−λk
x!
, (1)
Algorithm 1 Simulation algorithm for the SPAD
1: Input:
2: T ← Bin width of histogram (4 ps)
3: R ← Repetition period of laser pulses
4: Λ← Ideal transient (with integration time R); Λ = {λ1, λ2, · · · , λN }.
5: N ← number of time-bins.
6: H ← Dead time/Hold off time of the SPAD.
7: τ ← Integration time
8: Initialization:
9: hk ← 0; k = {1, 2, · · · N}
10: t ← 0
11: while t < τ do
12: Photonsi ← Poisson(λi); i = {1, 2, · · · , N}
13: if ∑i Photonsi > 0 then
14: k ← min{i | Photonsi , 0}
15: hk ← hk + 1
16: t ← t +H + kT
17: t ← R ∗ dt/Re
18: else
19: t ← t + R
20: Output: hk
where Xk is a random variable, denoting the number of photons arriving at the k th bin per laser
pulse. λk is the mean photon count of the k th bin.
Next, we develop a simulation framework for the histogram measurements using the operating
principles of the SPAD and the TCSPC coupled with the Poisson model for the photon count.
The details are provided in Algorithm 1. The algorithm depends on the system parameters of the
SPAD (namely integration time, dead time of the SPAD, laser repetition rate, and sampling rate
of TCSPC), the illumination power, and the ideal transient response of the scene for one laser
pulse (Λ). Notice that the algorithm is embarrassingly parallel and we have implemented it on a
GPU, which is ∼1000× faster than a CPU implementation. The GPU version of the MATLAB
code is available at [47]. Hernandez et al. [49] proposed a GPU accelerated simulation model for
the SPAD operated in non-gated mode. Our algorithm is similar to that of Hernandez et al.’s
algorithm, but for gated mode.
Using Algorithm 1, we can observe the pile-up effect as we increase the illumination power.
We consider the transient of a scene with two peaks and compute the histogram captured by the
SPAD at higher illumination power. In Figure 6(a), we show the normalized transient measured
by the SPAD simulation along with the ground truth transient. We can notice that the photons
appear to pile-up near the origin. However, from Figure 6(b), we can observe that the photons
are dropped at all the time bins; Photons from the time bins that are farthest from the origin are
dropped more compared to the photons near the origin.
3.3. Probabilistic forward model for TCSPC histogram
Let λk, k ∈ {1, · · · , N} be the ideal transient response per laser cycle at light level I. Note that
k denotes the bin index of the TCSPC histogram, starting from the bin immediately after the
gate is turned ON. Hence, bin index ‘1’ denotes the bin exactly after the gate is turned ON. The
measurement by an ideal transient imager for a laser cycle will be yk = Poisson(λk), as noted in
Section 3.2.
In each cycle of the laser, the SPAD can measure the arrival time of at most one photon. Let
(a) Normalized transients (b) Un-normalized transients
Fig. 6. Simulations showing the Pile-up distortion: (a) When the illumination intensity is
increased, the photon flux measured by SPAD-based TCSPSC system scales non-linearly
with time of travel. Early transients tend to scale with intensity, and the later transients tend to
decrease with the illumination power. (b) However, photons arriving at all the time-bins are
lost due to SPAD dead time. Photons at the earlier part of the transient have less probability
to get dropped compared to the later part.
Bk denote of the event that the SPAD-based TCSPC measured the photon arrival in the k th bin.
The event Bk happens when no photons arrive in the first k − 1 bins, and at least one photon
arrives in the k-th bin, and therefore Bk happens with the probability
P(Bk) = pk = e−
∑k−1
i=1 λi (1 − e−λk ).
We further define B0 as a special event where no photons arrived at any time-bin in a laser cycle
that SPAD is not under quenching mode. Therefore,
P(B0) = p0 = e−
∑
k λk .
If all the arrival rates (λks) are very small, then
∀k > 0, P(Bk) ≈ λk .
Therefore at low photon count rates, the histogram captured by the SPAD is proportional to
the transient response. If the low photon count assumption is not valid, then the histogram
is not proportional to the transient response. We derive the histogram for all cases (both low
illumination and high illumination) next.
Let H = {h0, h1, h2, · · · , hn} be an observed histogram for integration time τ; note that we
have introduced the count of no photons arrivals (h0) in the observed (H) even though we do not
directly observe h0. We will compute h0 by first computing the number of cycles the SPAD is
active (s) and then subtracting the total number of cycles (
∑n
k=1 hk) we have a photon arrival.
The total number of laser cycles in integration time τ is τR where R is the repetition time of the
laser. Recall from Figure 4 that the number of cycles s that the SPAD is active is less than or
equal to the number of laser cycles. Each time the SPAD detects a photon in k th time bin, the
SPAD will not detect the photon for H+kTR laser cycles, whereH is hold off or dead time and T is
bin width of histogram. Therefore the total number of laser cycles the SPAD is active is given by
s =
τ
R
−
(⌈H + kT
R
⌉
− 1
) n∑
k=1
hk . (2)
If the hold-off time (H ) is very small compared to repetition time of the laser (R)H  R then
s = τR , i.e., the SPAD is active for all the laser cycles. Note that the above equation is valid only
for gated SPAD operation as non-gated operation can measure more than a photon per laser pulse.
We now have all the ingredients to compute the probabilistic forward model for the TCSPC
histogram. Our first observation is that the histogram measured by the SPAD can also be modeled
as a multinomial distribution. Recall that the multinomial distribution models the event of tossing
a p-faced dice n times and observing the vector (x1, x2, · · · xp), where xk denotes the number of
times k th face showed up in the toss. We can now map each event in {B0, B1, . . . , BN } to a face
of the dice; hence p = N + 1. The number of tosses n is equal to the number of the cycles s that
the SPAD is active. Hence, the probability of observing the histogram H is given as
P(H |Λ) = s!
h0!h1! . . . hN !
ph00 p
h1
1 . . . p
hN
N
=
s!
(s −∑nk=1 hk)!h1! . . . hN ! e−(s−∑nk=1 hk )∑nk=1 λkΠNk=1e−hk ∑k−1j=1 λ j (1 − e−λk )hk
= ΠNk=1
(
s −∑k−1j=1 hj
hk
) (
1 − e−λk
)hk (
e−λk
)s−∑kj=1 h j
= ΠNk=1P(hk |h1, h2, · · · hk−1, λk). (3)
Equation (3) is the probabilistic forwardmodel that gives the relationship between the histogram
measured by TCSPC and the true photon arrival rates. Equation (3) states that the probability
mass function (pmf) of the histogram of the k th bin conditioned on the histogram observed in
all the previous time bins is binomial distributed and the true photon arrival rate of the k th bin.
In the next sections, we will derive inverse models to computationally recover the underlying
transients given the histogram measured by TCSPC.
4. Compensating pile-up
Given the forward model and the experimental photon count measurements in the form of
a histogram, we now seek to estimate the transient response Λ. We derive two estimates for
the transient response: first, a maximum-likelihood (ML) estimate and, second, a conjugate
prior-based maximum-a-posteriori (MAP) estimate.
4.1. ML Estimate
Given an observationH = {h0, h1, h2, · · · , hn}, the likelihood is simply the conditional probability
P(H |λ1, · · · λn).
Maximizing the log-likelihood with respect to λs provide the ML-estimate of λk :
λ̂k = log
(
1 +
hk
s −∑ki=1 hi
)
. (4)
In Figure 7, we show the efficacy of our estimate in recovering the underlying transient signal
from the piled-up transient responses shown in Figure 6.
4.1.1. Cramer-Rao bound
The Cramer-Rao bound provides a lower bound on the error of unbiased estimators. In this
section, we will derive the Cramer-Rao lower bound on the estimation of transients, explain
the implications of the bound, and show that ML-estimation reaches this bound for practical
scenarios.
Fig. 7. Simulation ofMLperformance for transient recovery:We plot the ideal histogram,
measured histogram, and estimated transient response from ML estimate for various
illumination intensities. We can observe that even though the measured histogram from
the SPAD is quite different from the ideal transient response, our estimation algorithm can
recover the ideal transient response. As illumination power increases, noise in later time bins
is relatively higher than the early bins; The number of photons (hence signal) in the early
bins is higher than the later bins causing less noise in early bins.
The Cramer-Rao bound for the variance of any unbiased estimator of the transient rate λk is
equal to
1 − e−λk
se−
∑k
j=1 λ j
. (5)
We provide the derivation in the Appendix. Since λk is directly proportional to the illumination
intensity, increasing illumination increases the error in the ML estimate. Therefore, for very large
illumination, it will become increasingly difficult to capture the transient response with SPADs,
which is intuitive as well – for very large illumination power, the first arrival photon at cycle will
occur at first time bin leading to a massive information loss.
A second observation from (5) is that increasing integration time decreases the estimation error.
As integration time increases, the number of cycles s will increase, decreasing the estimation
error. Therefore, for any finite illumination power for a given system, the estimation error can be
made arbitrarily small by increasing integration period.
A third observation from (5) is that bins with higher true transient value tend to have a higher
error. In fact, bins that have zero count rate will have zero estimation error. As the arrival process
is Poisson, higher the mean, higher will be the variance leading to this condition.
A fourth observation from (5) is that early histogram bins tend to have smaller estimation error
than later histogram bins. For two time bins with same λ, the denominator of (5) will be smaller
for the later histogram bin. Hence, the error of the later histogram bin will be higher. This is
also intuitive from the pile-up effect that causes more photons in the early time bins, hence less
variance, compared to the later time-bins.
Fig. 8. Simulation results showing that estimates with prior knowledge (MAP) can
perform better: Incorporating prior knowledge (Bayesian) of the transient response can
result in lower estimation error, especially at high illumination intensity. We used the
conjugate prior for multinomial distribution, which is a beta-distribution, as the prior so that
the resulting estimate has a closed form solution. From the plots, we can notice that the
MAP error is smaller than the ML error, and even CR-bound because of the prior knowledge.
Note that MAP estimator is biased and also assumes that Λ is not deterministic and hence is
able to beat the Cramer-Rao bound.
In Figure 8, we show the Cramer-Rao lower bound on the estimation error and the error of the
ML estimate for a fixed integration time of 10 µs. We can observe that they are almost equal
implying that the error in ML estimate converges to Cramer-Rao bound. This is a well-known
phenomenon in signal processing community and happens because ML estimate is asymptotically
efficient [50] and reaches Cramer-Rao bound for a large number of cycles. As the repetition rate
of the laser is in the order of few million cycles per second, the ML estimate reaches Cramer-Rao
bound even for exposure duration as small as 10 µs. Hence, for most practical SPAD usages, the
ML-estimate is the best unbiased estimate for solving pile-up.
4.2. MAP Estimate
One way to circumvent the limits imposed by Cramer-Rao bound (especially at smaller s) is
to use prior knowledge on Λ to get a better estimate. This can be achieved by using the MAP
estimate with various priors on Λ. We can assume that Λ is a sparse vector and use `1 regularizer,
which is equivalent to modeling λks as being Laplacian distributed. We can also use the Gaussian
distribution (`2 regularizer) on Λ, which is another standard prior. However, both Laplacian and
Gaussian priors can result in negative values for Λ with non-zero probability. Also, Laplacian
and Gaussian priors do not give closed form solutions for Λ and iterative techniques must be
employed for solving them. Hence, we use the conjugate prior for the multinomial distribution,
which guarantees a closed form solution for Λ.
The conjugate prior for the binomial distribution is the beta distribution. Since P(H |Λ) in (3) is
a multinomial distribution (n-dimensional binomial), we employ n-dimensional beta distribution
as its conjugate prior. The beta distribution prior restricts the values of all λis to the positive side
of the real line. Hence, the optimization problem that we have is
Λ̂ = min
Λ
− log P(H |Λ) − log
(
ΠNk=1
(e−λk )αk−1(1 − e−λk )βk−1
B(αk, βk)
)
,
where B is beta function and αk and βk are shape parameters. Solving the above equation, we
get the estimate λ̂k = log
(
1 +
hk + αk − 1
s −∑ni=1 hk + βk − 1
)
. Note that when αk = βk = 1, all values of
e−λk are equally likely, and we get ML estimate. Also, for a large number of cycles s, the data
term will dominate the prior knowledge term and will result in ML estimate.
We know that many λks are close to zero as the transient response is typically sparse. Therefore,
we choose the prior to be more skewed to increase the probability for λk = 0 by choosing αk = 1
and βk = 10.
In Figure 8, we show that at low integration times (∼ 10 µs), the MAP estimate can result in an
error that is smaller than both the ML estimate and the CR bound (lower bound on all unbiased
estimates). However, as the integration time increases (∼ 100 µs), this improvement became very
insignificant even under high illumination conditions. The hardware setup in our experiments
cannot measure with integration times less than a millisecond, and hence, the comparison between
ML estimate and MAP estimate is limited to theoretical and simulation analysis in this paper.
5. Experimental setup
The experimental setup developed for the validation of the pile-up compensation framework
is shown in Figure 9. A supercontinuum laser source (Super-K extreme, NKT photonics A/S)
produces light pulses with 5 ps width at 78 MHz of repetition rate, in a wavelength range from 400
nm to 2400 nm. The repetition rate is controlled with a pulse-picker to decrease the repetition rate
up to 2.1 MHz. A tunable bandpass filter (Super-K varia, NKT photonics A/S) is used to select
the operating wavelength interval of 550 nm ± 20 nm, achieving an average light power of around
0.25 mW. The fiber-coupled output of the bandpass filter is collimated (PAF-X-11, Thorlabs Inc.)
and passed through a double polarizer to adjust the illuminating power of the entire scene. The
beam is then divided into two paths using a 50/50 beam splitter (CM1-BS013, Thorlabs Inc.)
and directed toward two white cardboard-made patches, placed at different distances from the
beam splitter. A part of the photons scattered from the patches can reach the detection system at
different time instants, giving rise to two well-separated peaks in the TCSPC histogram.
The detection system is composed of a fast-gated single-photon counting module [51], hosting
a single-pixel 50 µm active-area diameter CMOS SPAD. The module exhibits a photon detection
efficiency higher than 30% at 550 nm, with a temporal resolution of 35 ps FWHM (full-width
at half maximum) and a dark-count noise lower than 100 counts per second (cps). The SPAD
can be operated either in gated-mode (with adjustable gate width and less than 200 ps transition
times) or in free-running mode, both with selectable hold-off time (120 ns in these experiments,
determining a maximum count rate of 7.77Mcps). The photon-out output pulse from the detection
module acts as a START for the time-measurement system, while the synchronization signal
from the laser acts as STOP. As a time-measurement system, we used a PicoHarp 300 TCSPC
module (PicoQuant GmbH), able to acquire photon arrival times with 4 ps resolution, 260 ns of
range and 10 Mconv/s of maximum conversion rate. The TCSPC histograms are downloaded to a
PC via a USB 2.0 interface for data analysis. When operated in gated-mode, the SPAD module
also needs a trigger signal for generating the ON-time window; this signal is derived from the
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Fig. 9.Experimental setup: The set up consists of the SPAD based TCSPC system described
in Figure 2. We used a single-pixel SPAD as the goal is to demonstrate the pile-up and the
compensation algorithm. The illumination power is controlled with a polarizer pair. A beam
splitter is used to create two paths of different path length.
laser synchronization signal and properly delayed (using an adjustable picosecond, Micro-photon
Devices s.r.l.), being able to time-shift the ON-time window position of the SPAD respect to the
laser pulse.
6. Experiments
We performed our experiments in the two-path scene shown in Figure 9. If the illumination
intensity is high-enough or if the background photons are strong enough then multiple photons
will arrive at the SPAD with-in the same laser cycle.
Figure 10 shows the effect of increasing the illumination power for the two-path scene. As
the illumination is increased, the first peak becomes stronger, and the second peak decreases.
ML estimate from the proposed framework recovers the relative amplitude of both the peaks
accurately. We quantify the intensity of the illumination with p(n > 1) metric which represents
the probability of two or more photons arriving at the SPAD in a laser cycle. From (3), this value
is given by 1 − (1 +∑ λk) exp(−∑ λk). However, as we do not have access to λk in real data, we
approximate λk with λ̂k .
Figure 11 shows the effect of increasing the background for the two-path scene. When the
background (ambient illumination) is increased steadily, the first peak starts appearing stronger
than the second peak, and a further increase in background intensity resulted in transients where
the peaks due to the objects are indistinguishable from the peaks due to noise at the early part
of the transient. Note that the gate is turned ON around 144 ns for a duration of 5 ns. We can
observe that our framework is able to recover the transient even when 90% of the photons are not
detected by the SPAD-based TCSPC technique due to the dead time.
7. Conclusions
To summarize, when multiple photons arrive at the SPAD in less than a laser cycle, only first
photon is detected, and other photons are dropped by the SPAD. We model the photons accepted
by the SPAD as a function the true-photons arriving at the SPAD. By inverting this model, we
recover the lost photons computationally.
Our inversion algorithm allows for high-illumination operation of the SPAD decreasing the
integration time. SPAD-based techniques such as transient imaging or looking around the corners
currently have poor integration times (order of minutes) and cannot image dynamic phenomenon.
The integration times of these imaging methods can potentially be decreased by first employing a
Fig. 10. Experimental demonstration of compensating pile-up caused by strong illumi-
nation: By aligning the orientation of the polarizers, the illumination intensity is increased.
The probability of two photons arriving at the SPAD in a given laser cycle increases with
increased intensity causing the pile-up. In the top row, as the illumination is increased
(from left to right), the first peak appears to be stronger than the second peak due to pile-up
effect. In the bottom row, we can notice that our pile-up compensation algorithm scales the
transients appropriately to compensate for the pile-up.
high power laser and then compensating for the pile-up applying the techniques in this paper.
Data-driven priors, based on the imaging application can further improve the transient estimation
similar to what we have shown in Section 4.2. However, usage of data-driven priors mostly
will not lead to simple O(n) algorithms that we have focused in this paper, but may potentially
decrease the integration times further leading to real-time operation of the non-line-of-sight
imaging or tracking around the corners.
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Appendix
Proof for CR-Bound
Fisher information matrix is Im,k = −E
[
∂2
∂λm∂λl
log(P(H;Λ))
]
Fig. 11. Experimental demonstration of compensating the pile-up caused by strong
background (ambient illumination): As the background illumination increases, the proba-
bility of more than one photon arriving at the SPAD per laser cycle also increases causing
the pile-up, as shown in the figure. When less than 10% of the cycles lose photons, the
transients measured by the SPAD are not corrupted. However, as background is increased,
the transients are heavily corrupted to a point that we cannot distinguish transients from
noise. Our algorithm could recover the transients even when 90% of the photons are dropped
by the SPAD.
From (3), due to separability of λm, λl , Im,k = 0∀m , k. If m = k, we have
Im,m = −E
[
∂2
∂2λm
log(P(H;Λ))
]
= −E
[
∂
∂λm
(
1 +
hn
1 − e−λm e
−λm
)]
=
e−λm
(1 − e−λm )2 E[hn]
= s
e−
∑m
i=1 λm
1 − e−λm
The Cramer-Rao bound states that covΛ ≥ I(Λ)−1. As I(Λ) is a diagonal matrix, we have
Var(λ̂m) ≥ 1s
1 − e−λm
e−
∑m
i=1 λm
