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I suppose it is tempting, if the only tool you have is a hammer, to treat everything as if it were a 
nail. 
Abraham H. Maslow, Psykolog, The Psychology of Science – A Reconnaissance, p. 15f, 1966. 
 
 
 
[…] hvis strategen er ham, der siger: ”Hvilken betydning skulle det og det dødsfald, det og det 
smerteskrig, den og den opstand have sammenlignet  med de store helhedsinteresse, og hvilken 
betydning har omvendt det og det overordnede princip i den særlige situation, vi nu befinder os 
i”, ja så er det mig ligegyldigt, om strategen er en politiker, en historiker, en revolutionær, en 
tilhænger af shahen eller ayatollahen. Min teoretiske moral er den omvendte. Den er ”anti-
strategisk”: Man skal respektere en singularitet, der gør oprør, aldrig gå på akkord, når magten 
overtræder de universelle rettigheder. 
Michel Foucault, Filosof og idéhistoriker, Inutile de se soulever?, Le Monde 11-12. Maj 1979 
(citeret i Foucault, 2008:412). 
 
 
 
Vi er enige i hovedtankerne om, at censur er det onde på internettet. Men hvad kan vi så gøre 
for at sikre, at der ikke er adgang til sådan noget som børneporno uden at krænke 
ytringsfriheden? Jeg har meget svært ved at høre andet, end at det er en balance, man skal finde 
– jeg mangler nogle konkrete forslag fra politikernes side. 
Michael Aastrup Jensen, IT ordfører for Venstre, Censureret: Dansk censur spreder sig på 
nettet, Information 13. april 2011  
 4 
Indholdsfortegnelse 
1. Indledning 5 
2. Problemfelt 6 
2.1 Problemformulering 10 
3. Metode 11 
3.1 Videnskabsteori, analysestrategi og teori 11 
3.2 Empiri 17 
3.3 Læsevejledning 20 
4. Første analyse 22 
4.1 Mellem krisen og internettet som cirkulationsrum: en omkostningsberegning 22 
4.2 Den utrygge internetbruger kontra den aktive, pædofile internetbruger 24 
5. Anden analyse 26 
5.1 Fra introduktion af regelgrundlag til den frivillige aftale 26 
5.2 Børnepornofiltets teknologiske virke 27 
5.3 Fra dyre, langvarige retssager til den billige, effektive filterløsning 29 
5.4 Den nødvendige begrænsning frem for forfatningen 31 
6. Diskussion 35 
6.1 Begrænsning og selvbegrænsning af de danske borgere 35 
6.2 Det etiske som forudsætning for udvikling, legitimering og accept af filtrering 38 
7. Konklusion 41 
8. Litteraturliste 43 
9. Bilag 44 
 
  
 5 
1. Indledning 
I denne projektrapport ønsker jeg at undersøge det danske børnepornofilter (2005), der 
blev etableret med det formål at blokere internethjemmesider med børnepornografisk 
indhold. Ved hjælp af en dispositivanalysestrategisk tilgang vil jeg analysere 
internetfiltrets etiske, juridiske og teknologiske karakter og i forlængelse af dette, vil jeg 
diskutere filtrets følgevirkninger for de danske borgere som juridiske og teknologiske 
subjekter. I henhold til det sidste punkt vil jeg vurdere, hvorvidt børnepornofiltret kan 
anskues som havende betydning for udviklingen, legitimeringen og accepten af 
filterløsninger fra politisk side. 
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2. Problemfelt 
Nedenfor vil jeg kort skitsere børnepornofiltrets historie med den hensigt at forklare, 
hvorfor jeg finder filtret og dets følgevirkninger særlig relevante at undersøge. Denne 
gennemgang udmunder i en afgrænsning af projektrapportens genstandsfelt. Efter denne 
specificering følger min problemformulering. 
 
Fra forslag om Spilleloven i 2001 til et børnepornofilter i 2005 
I 2001 forsøgte man fra politisk side at blokere for internethjemmesider fra spilfirmaer, 
der krænker det danske spilmonopol, Danske Spil A/S. Derfor nedsatte 
Skatteministeriet et arbejdsudvalg, der skulle undersøge muligheden for denne 
regulering af internettet (Bernsen, 2010). Arbejdsgruppen konkluderede, at ”[b]lokering 
kan blive opfattet som censur, idet der er en vis risiko for, at blokeringen rammer helt 
lovlige www-hjemmesider” samtidig med, at de fandt det tvivlsomt, om ”(…) en pligt til 
at overvåge og blokere for kommunikation til ulovlige spillehjemmesider på nuværende 
tidspunkt kan anses for at være et politisk acceptabelt instrument” (ibid.). Den 
daværende regering, bestående af Socialdemokraterne og Det Radikale Venstre, valgte 
derfor at droppe forslaget. Ni år senere - i 2010 - blev forslaget genoptaget, og denne 
gang blev det vedtaget i Folketinget. Det erklærede formål var blandt andet ”(…) at 
holde forbruget af spil om penge på et moderat niveau” og ”(…) at beskytte unge eller 
andre udsatte personer mod at blive udnyttet gennem spil eller udvikle afhængighed af 
spil” (Skatteministeriet, 2010). Hvad skyldtes dette tilsyneladende holdningsskifte til 
filtrering af internettet? Der er sikkert utallige svar på dette spørgsmål. En udlægning af 
filtreringens pludselig legitimitet er dog, at man i 2010 har haft fem års praksis med at 
blokere internethjemmesider.  
I september 2005 bliver det første danske internetfilter nemlig etableret, et 
børnepornofilter, oprettet med den hensigt at blokere for internetsider med 
børnepornografisk materiale. Børnepornofiltret bliver måske vurderet i henhold til 
førnævnte kritik af spillelovsforslaget fra 2001, hvorfor rapporten døbes ’Rapport om 
internetudbydernes håndtering af ulovligt indhold og ytringsfrihed’ (IT-Telestyrelsen, 
2005). Børnepornofiltret må tilskrives særstatus, idet foranstaltningen netop definitivt 
åbner op for muligheden for effektivt at regulere internettets indhold.  
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Børnepornofiltret viser sig særligt belejligt i forbindelse med tre fogedretsager, der 
angår fildelingshjemmesider, der krænkede ophavsretsbeskyttede rettigheder. I de tre 
sager har de krænkede repræsentanter for musik- og bogforlagsbranchen med videre, 
lagt sag an mod internetudbydere, der sælger adgang til internettet og dermed de 
hjemmesider, der brød ophavshavernes rettigheder (Ugeskrift for Retsvæsen, 2010). I 
alle tre sager bliver der eksplicit henvist til den praksis, man har fået på området efter 
etableringen af børnepornofiltret, hvilket for eksempel ses i forbindelse med den seneste 
fogedretssag angående www.thepiratebay.org: ”Ganske som det børnepornofilter, som 
visse seriøse ISP'er monterer for at hindre deres kunder i at få adgang til denne 
kategori af hjemmesider, kan man blokere for andre sider og kategorier på flere 
forskellige måder” og ”Løsningen er allerede implementeret i forbindelse med det 
såkaldte »børneporno-filter«”  (Ugeskrift for Retsvæsen, 2010:3,6).  
Indførelsen af Spilleloven (2010) kan bestemt ikke betragtes som afslutningen på 
filterløsningernes epoke. Lægemiddelloven fra 2011 giver mulighed for at 
gennemtvinge blokeringer af hjemmesider, der vurderes ulovlige i henhold til 
Lægemiddelloven (Advokatgruppen, 2011). Dertil er der blandt andet kommet forslag 
om blokering af en hjemmeside, der indeholder vejledninger til fremstilling af 
euforiserende stoffer, hjemmesider med animeret børneporno samt terrorrelaterede 
hjemmesider (Bernsen, 2010). Efter Anders Breivik-episoden i Norge ønskede 
Socialdemokraterne og Socialistisk Folkeparti at nedsætte et ekspertudvalg, der skulle 
undersøge muligheden for en ”modernisering” af injurieparagraffen og presseloven med 
det formål at dæmme op for hadefulde ytringer på internetfora, der kan medvirke til at 
opildne til vold (Ritzau, 2011b). Man har hermed set en spredning i anvendelsen af 
filterløsninger, idet løsningen nu ikke blot anvendes i forhold til børnepornografi men 
nu også fildelingshjemmesider, spilhjemmesider, medicinalhjemmesider samt en række 
andre typer hjemmesider, der kan risikere at blive ramt af internetfiltre. 
Det må således blive gjort klart en gang for alle; myten, om at internettet er frit, lovløst 
og ukontrollerbart, har intet hold i virkeligheden. Internettet er regulerbart, og det er 
blevet politisk legitimt at regulere det. 
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Børnepornofiltret og kritik 
I oktober 2011 skriver Ritzau, at det danske børnepornofilter i september måned 2011 
har stoppet 20.000 internetbrugere i at komme ind på de i alt 1.150 hjemmesider, der er 
blevet blokeret (2011a). I samme artikel bliver filtret udsat for kritik af formand for IT-
Politisk Forening, Niels Elgaard Larsen1, som blandt andet kalder filtret for ”censur” 
(ibid.). I en anden artiklen bliver filtret yderligere kritiseret for dets ineffektivitet og dets 
vilkårlighed. Denne gang udtales kritikken også af Rikke Frank Jørgensen, 
seniorrådgiver for Institut for Menneskerettigheder (Tholl, 2011a). Et eksempel på 
filtrets vilkårlige virke bliver belyst af it-nyhedshjemmesiden, www.computerworld.dk. 
I artiklerne kritiseres blokeringen af hjemmesiden, www.bizar.dk, som foregik uden 
retssag - det vil sige uden, at hjemmesideindehaveren, Jakob Søndergård, har mulighed 
for at bevise sin uskyld. Efter, at Søndergård klager til politiet, og Computerworld 
efterfølgende tager sagen op, kontaktes Søndergård af politiet, der beklager fejlen og 
lover, at de vil fjerne blokeringen (Allingstrup, 2006a og Allingstrup, 2006b).  
Et spørgsmål, jeg i denne forbindelse finder relevant at stille, er, hvorfor filtret – på 
trods af den mangesidige kritik – alligevel betragtes som en legitim løsningsmodel? Jeg 
mener, at man her kan inddrage en udtalelse fra It-ordfører for Venstre, der kan anskues 
som et passende svar på dette spørgsmål. Han udtaler: ”Vi er enige i hovedtankerne om, 
at censur er det onde på internettet. Men hvad kan vi så gøre for at sikre, at der ikke er 
adgang til sådan noget som børneporno uden at krænke ytringsfriheden?” (Tholl, 
2011b). Det er således svært at rokke ved forestillingen om, at målet helliger midlet, og 
det er netop det, artiklen, ’Børneporno er et argument, der trumfer alt andet’, tager fat 
på. Børnepornografi er uetisk, derfor besværliggør filtrets funktion debat og kritik af 
filtermodellen, hvorfor filtret kaldes ”symbolsk” (Tholl, 2011a). Det er derfor, at filtrets 
største kritikere, organisationerne, European Digital Rights2 og AK Zensur, advokerer 
for, at det børnepornografiske materiale bør slettes helt og ikke blot blokeres, idet 
materialet i forvejen er i strid med international lovgivning (European Digital Rights, 
2010:6f og AK Zensur, 2010:1). De kan ikke se bort fra børnepornografiens etiske 
                                                
1 Jeg har gennemført et interview med Niels Elgaard Larsen den 7/10 2011 med ønske om mere 
information og baggrundsviden om det danske børnepornofilter, som de skriftlige kilder ikke kunne 
tilbyde mig (jf. afsnit 3.2 Empiri). 
2 Fremover vil jeg omtale organisationen ”EDRI”. 
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karakter, hvorfor de, ligesom filtrets etablerende parter, vægter 
børnepornografiproblematikken højere end den censurproblematik, kritikerne selv 
finder, filtret skaber. Selv kritikerne finder altså til dels, at målet helliger midlet. 
 
Afgrænsning af projektrapporten 
I denne projektrapport er jeg inspireret af den poststrukturalistiske sociolog, Carol 
Bacchi3, som mener, at vi er styret gennem problemrepræsentationer. Hun forklarer, at 
alle policies repræsenterer og opretholder implicitte, simplistiske problemopfattelser, 
hvorved policyen opfattes som en løsning på eller påvirkning af det repræsenterede 
problem. Bacchi mener derfor, at man bør eksplicitere disse policies’ implicitte 
repræsentationer af problemer for derved at vise deres altid snævre og kontingente 
karakter og deres problematiske følger, således så man skaber et råderum for andre 
mulige initiativer i stedet for at vurdere, hvorvidt de effektivt løser deres perciperede 
problemer (Bacchi, 2009).  
Jeg har tænkt mig at udføre denne øvelse i denne projektrapport. Jeg vil, via en 
dokumentanalyse, undersøge, hvorledes børnepornografi på internettet repræsenteres i 
form af etiske eller symbolske problemstillinger, der nødvendiggør en særlig aflukket 
magtudøvelse eller løsning/policy – børnepornofiltret. Et filter, med et bestemt juridisk 
og teknologisk udtryk og et bestemt virke med særlige følger for de, der direkte eller 
indirekte bliver ramt af filterløsningen. Jeg har således en antagelse om, at filtrets etiske 
karakter/problematik kommer til udtryk i filtrets juridiske og teknologiske 
karakter/løsning, og at denne løsning er helt central at undersøge i forhold til 
udviklingen og legitimeringen af filterløsninger i politisk regi. 
Med inspiration fra den franske filosof og idéhistoriker, Michel Foucault4, ønsker jeg at 
frigøre magtudøvelsen eller -relationerne (børnepornofiltret) fra selve dets funktion (at 
blokere for børnepornografisk materiale på internettet) og i stedet undersøge 
magtrelationerne i en magtteknisk og strategisk analyse af filtret (Foucault, 2008:128ff). 
Jeg ønsker således at abstrahere fra legitimiteten ved eller accepten af en filterløsning, 
der behandler børnepornografi (dets funktion/dets problem), og hvorvidt det effektivt 
løser sin opgave, for i stedet kritisk at undersøge det i form af filtrets følgevirkninger for 
                                                
3 Carol Bacchi er Professor Emeritus ved University of Adelaide. 
4 Jeg anvender Michel Foucaults filosofiske bidrag analysestrategisk og teoretisk i projektrapporten.  
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de danske borgere som teknologiske og juridiske subjekter. Disse følgevirkninger ser 
jeg blandt andet som en række konsekvenser for internettet som den særlige størrelse, 
internettet er - det vil sige som et teknologisk cirkulationsfelt for ytringer.  
Jeg stiller mig følgelig kritisk over for en sådan reguleringen eller censur af ytringer og 
information, idet jeg finder, at censur nødvendigvis vil sprede sig fra ”fornuftige” 
eller ”undværlige” områder, såsom børnepornografi, til tidligere fredede domæner, der 
tidligere ansås for at være demokratisk uundværlige. Jeg vægter ikke ytringsfrihed på 
internettet højere end børns rettigheder og vilkår. Jeg har blot valgt at beskæftige mig 
med førstnævnte i en projektrapport. På nuværende tidspunkt er det dog sådan, at de, 
der har etableret og implementeret filterløsningen, har taget et klart og tydeligt valg – et 
valg, der også har haft betydning for fildelingshjemmesider og antageligvis også for 
udviklingen af andre filterløsninger - hvorfor jeg finder grund til at analysere, diskutere 
og kritisere dette for hermed på sigt at åbne op for alternative policy-løsninger, der ikke 
medfører disse negative følger. 
Opsamlende ønsker jeg at undersøge, hvorledes børnepornografi på internettet bliver 
repræsenteret som et etisk problem, der nødvendiggør den særlige teknologisk-juridiske 
konstruktion, som er børnepornofiltret. Til sidst ønsker jeg at diskutere 
børnepornofiltrets følgevirkninger for de danske borgere som juridiske og teknologiske 
subjekter, hvortil jeg vil undersøge ovenstående hypotese om børnepornofiltrets 
betydning for udviklingen af filterløsninger og for accepten af politisk at udarbejde og 
foreslå filterløsninger på internettet. 
 
2.1 Problemformulering 
På baggrund af ovenstående betragtninger er jeg kommet frem til følgende 
problemformulering: 
 
Hvorledes repræsenteres børnepornografi på internettet som en etisk problemstilling, 
der nødvendiggør børnepornofiltret som en teknologisk-juridisk løsning, og hvilke 
følgevirkninger kan børnepornofiltret producere for de danske borgere? 
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3. Metode 
I dette kapitel vil jeg først gennemgå min videnskabsteoretiske, analysestrategiske og 
teoretiske tilgang i ét samlet afsnit. Efterfølgende vil jeg redegøre for og diskutere min 
inddragelse af empiri. Til sidst vil jeg forsøge at skabe et overblik over mine analyser 
og min diskussion i en læsevejledning, hvori jeg vil opstille mine arbejdsspørgsmål i 
henhold til analyseafsnittene og diskussionsafsnittet samt den empiri, der indgår i de 
respektive afsnit. 
 
3.1 Videnskabsteori, analysestrategi og teori 
I dette afsnit vil jeg beskrive min videnskabsteoretiske, analysestrategiske og teoretiske 
tilgang og komme med en række overvejelser omkring afgrænsning af perspektiver, 
videnskabelige konklusioner, projektrapportens politisk-normative sigte med videre. 
 
Poststrukturalistisk videnskabsteori 
Formålet med dette afsnit er udelukkende at give en introduktion til hovedtankerne i den 
poststrukturalistiske videnskabsteori. Dette skal betragtes som projektrapportens 
forståelsesramme. 
 
Jeg har valgt at tage udgangspunkt i lektor ved Roskilde Universitet, Christel Stormhøjs, 
perspektiv på poststrukturalistisk tænkning, som den kommer til udtryk i 
bogen, ’Poststrukturalismer’. Heri beskriver hun overordnet den poststrukturalistiske 
tænkning som nogle ”antifundamentalistiske tænkemåder” (2006:13). Denne tankegang 
udspringer af den såkaldte ”sproglige drejning”, der slog igennem i løbet af det 20. 
århundrede – en drejning væk fra den klassiske, vestlige erkendelsesteoretiske tradition, 
der forsøger at bestemme de betingelser, der skal være til stede for at frembringe gyldig 
eller sand viden, hvortil sproget anskues som et neutralt redskab til erkendelse. Sproget, 
ifølge poststrukturalistiske tænkemåder, tildeles derimod en aktiv, meningsskabende 
rolle. Den sproglige drejning implicerer, at ”(…) virkelighed og erkendelse ikke kan 
adskilles fra hinanden”, hvorfor det er umuligt at ”(…) erkende virkeligheden forud for 
vores menneskelige begrebsverden og dermed forud for tænkning, der er forankret i 
verden” (ibid.:16). Dermed er der - i modstrid med hvad den klassiske, vestlige filosofi 
hævder - ingen overhistoriske, selvgaranterede positioner (fundamenter), hvorfra den 
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universelle, objektive sandhed kan frembringes eller observeres, idet fundamenterne 
selv er forankrede i virkeligheden - det vil sige i en række partielle tidsligt og stedsligt 
begrænsede perspektiver/diskurser (ibid.:17). Det sande/epistemologiske er således selv 
internt i perspektivet, hvorfor der kan optræde flere perspektivinterne sandheder på en 
gang (ibid.:46). Et perspektiv eller en diskurs har hermed en politisk-normativ karakter, 
idet den har en særlig interesse i at kalde noget sandt eller gyldigt. Virkeligheden kan 
følgelig karakteriseres som en uophørlige kamp, der foregår ”(…) mellem en flerhed af 
diskurser, der indbyrdes konkurrerer om at definere virkeligheden, eller et bestemt 
udsnit af denne, ved at lukke andre mulige definitioner ude” (ibid.:34). Derfor er det 
endvidere vigtigt, at man, som poststrukturalistisk analysestrategiker, ekspliciterer sit 
kritiske ståsted eller sine politisk-normative kriterier, da man nødvendigvis privilegerer 
særlige fortolkninger frem for andre i sin analyse (ibid.:157). Ovenstående har 
selvfølgelig enorm betydning for poststrukturalistisk ontologi (virkelighedens 
beskaffenhed). Her er virkeligheden givet ved en såkaldt ”ontologisk mangel” forstået 
som, at ”(…) virkeligheden ikke indeholder nogen fasthed og afsluttethed i sig selv” 
men snarere er heterogen og flydende  (ibid.:66). Virkeligheden har altså ingen essens, 
der ikke kan diskursiveres, hvilket netop er grundlaget for denne fortløbende strid 
mellem diskurser, som forsøger at rekonstruere det virkelige (ibid.:66f). Virkeligheden 
er derfor foranderlig, og den poststrukturalistiske kritik består blandt andet i at iagttage 
og fremhæve denne foranderlighed ved at intervenere i, ”(…) hvad vi tager for givet, 
hvad der er evident eller selvfølgeligt for os” (ibid.:20). Hensigten er at åbne op for 
alternativer til de aflukkede og ekskluderende perspektiver og diskurser ved at påvise 
disses altid kontingente karakter (ibid.:19f).  
I henhold til projektrapporten finder jeg, at børnepornofiltret netop ikke bør anses for 
selvfølgelig. Børnepornografi indgår unægtelig i en etisk diskurs, hvori børn fremstilles 
som skrøbelige og uskyldige og som nogle, der altid bør beskyttes. Dertil må man 
anskue selve praksissen, filterløsningen, som et instrument, der, grundet forskellige 
diskurser om kontrol, sikkerhed og magtudøvelse, sammenvikles med denne etiske 
diskurs og legitimerer eller nødvendiggør et sådant indgreb. Projektrapportens formål er 
netop at anfægte denne filterløsning eller virkelighed som naturgiven, hvilket jeg vil 
gøre ved at analysere løsningens følgevirkninger for de, der rammes af filtreringen. 
Denne normative kritik eller perspektivet skal således fremhæve det uhensigtsmæssige 
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eller ligefrem skadelige i filterpraksissen som diskurs, hvorved intentionen er at åbne op 
for andre politiske indgreb, der er mindre skadevoldende for de danske borgere. 
 
Michel Foucault: Dispositivanalyse som analysestrategi og teori som komponent 
I det følgende afsnit vil jeg kortfattet introducere læseren for Michel Foucaults 
tankeunivers, hvorefter jeg vil redegøre for den foucaultske analysestrategi, 
dispositivanalysen, og min teoretiske brug som perspektiv i analysestrategien. Afsnittet 
indeholder refleksion om, hvorledes projektrapporten er afgrænset og dens mulige 
konklusioner. 
 
Michel Foucault (1926-1984) var en fransk, poststrukturalistisk filosof, idéhistoriker og 
social- og magtanalytiker. Han var professor ved Collége de France i Paris fra 1970. 
Foucault var interesseret i de formelle betingelser, der skal være til stede for, at 
betydninger kan opstå. Gennem en ren beskrivelse af ytringer konkluderer han, at 
ytringerne er betinget af lovmæssighed som diskurser, hvorfor menneskets muligheder 
for at ytre sig i en given periode er begrænsede (Lübcke, 2010:228). En given periode 
indebærer en strukturlighed for hvad, der kan erkendes eller anses for at være 
sandfærdigt. Idet betingelserne/diskurserne er foranderlige afkræfter han idéen om, at 
mennesket har en særlig essens eller natur. Historien, som betydningernes betingelser, 
karakteriseres således af brud og overgange (ibid.:228f). Foucault knytter viden og magt 
sammen, idet han forstår magt som noget, der ”(…) virker inde i os gennem de 
diskurser og praksisser, som er med til at bestemme vores meninger og handlinger” 
(ibid.:230). Magtforståelsen er her operationel og relationel, hvortil magten ikke kun 
bør opfattes som en undertrykkende eller negativ kraft men i særdeleshed også som en 
positiv kraft, der tilskynder til noget produktivt (ibid.:230 og Stormhøj, 2006:57). 
Det danske børnepornofilter er konstitueret af historisk betingede diskurser omsat til 
praksis. Magten viser sig her produktiv, idet den har tilskyndet børnefiltrets etablerende 
parter til at udforme netop denne løsning på det fundne børnepornografiproblem, 
hvorved den bryder med noget forudgående. Min normative kritik af børnepornofiltrets 
følgevirkninger er ligeledes indlejret i en historisk betinget diskurs, som indebærer en 
særlig opfattelse af undertrykkelse og magtmisbrug. 
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Marius Gudman-Høyer og Sverre Raffnsøe, fra Institut for Ledelse, Politik og Filosofi 
ved Copenhagen Business School, mener, at man bør betragte dispositivanalysen som et 
centralt begreb i Michel Foucaults værk, idet de finder, at det binder Foucaults værker 
sammen i en overordnet magtanalytik (Gudmand-Høyer & Raffnsøe, 2005:153).  
De to forfattere oversætter det franske ord, ”dispositif”, til dansk som en ”anordning” 
eller som en orden, der ikke er stoppet med at ordne sig (ibid.:154). Hos Foucault 
betegner dispositivanordningen et ”(…) arrangement, der virker normerende på 
sin ”omverden”, ved at indføre bestemte dispositioner i denne”, hvilket ”(…) 
foranlediger en tilbøjelighed for bestemte handlingsudfald” (ibid.). Gennem 
dispositivanalysen finder man retrospektivt frem til, hvorledes særlige historiske 
rationalitetsformer er blevet til som en nødvendig eller uomgængelig besvarelse af 
historisk givne, sociale problemstillinger, såsom børnepornografi på internettet. 
Dispositivet har derfor en ”fremherskende strategisk funktion” (ibi.:161).  
Dette betyder dog ikke, at dispositivets strategiske funktion er determinerende: ”Den 
strategiske funktion udstikker en kurs, som en anordnings forarbejdelse tenderer mod”, 
men ”(…) hvorledes en strategisk funktion konkret udfyldes, afhænger af dispositivets 
konkrete anordning, og denne anordning forskyder sig konstant i dispositivets 
udveksling med dets omgivelser” (ibid.:162). Dispositivet selv er altså foranderligt, og 
dens resultater er uforudsigelige. Derfor har man også udelukkende som intention i 
dispositivanalysen at vise den rationalitet eller magtstrategi, der foreskriver eller 
disponerer en bestemt social omgang gennem de anvendte virkemidler, hvorved den 
egentlige virkning forbliver ”suspenderet” i virkeligheden (ibid.:163ff).  
Måden, hvorpå man undersøger et dispositivt arrangement, er ved at analysere de 
såkaldte ”sociale teknologier”, ”teknikker” og andre dispositiver, der indgår og former 
dispositivarrangementets ordning (ibid.:155ff). Foucault udpeger tre grundlæggende 
sociale teknologier eller ”dispositivmodaliteter”, som historisk set har været 
normgivende for den sociale udformning i dag. Disse tre er lovgivning, disciplin og 
sikkerhed. Lovgivning er en præskriptiv social teknologi, der virker efter det binære 
skema forbudt/tilladt, hvilket udmøntes gennem sanktioner. Disciplinen er derimod en 
forebyggende social teknologi, der forsøger helt at forhindre, at det uønskede sker. Den 
er altså meget mere gennemgribende end lovteknologien. Den sikkerhedsskabende 
dispositivmodalitet vil ikke sondre på samme måde mellem det uønskede/ønskede eller 
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eliminere det uønskede. Denne har som formål at etablere en række foranstaltninger, der 
kan gribe ind i det uventede, der kan får ødelæggende konsekvenser eller anvende det 
uventede til egen fordel (ibid.:158). De sociale teknologier karakteriseres hermed ud fra 
måden, hvorpå de former os socialt som subjekter. Der findes ikke periodiseringer, 
hvori den sociale omgang normeres entydigt af én dispositivmodalitet - de hverken 
afløser eller ekskluderer hinanden. De sameksisterer og forudsætter ofte hinandens 
eksistens, selvom én af modaliteterne måske gives forrang frem for de andre (ibid.:158ff 
og Foucault, 2008:115). 
Hvor de sociale teknologier er selve den bagvedlæggende, normerende rationalitet i 
magtudøvelsen, er teknikkerne de konkrette virkemidler, der bliver taget i brug. De 
teknikker, der disponerer os, viser sig konkret via diskurser, strategier, institutioner, 
erfaringer, praksisformer med videre. Dispositiver er hermed et form for 
net, ”transformative struktur” eller det ”(…) tværgående og grundlæggende niveau, der 
forbinder disse [teknikker og sociale teknologier] og tillader dem at træde frem” 
(Gudmand-Høyer & Raffnsøe, 2005:172,165).  
Opsamlende er dispositivet det analytiske resultat eller den konstruktion, hvorigennem 
man forsøger at vise, hvad der har og er i færd med at disponere eller normere os. 
Anordningen fremkommer ved, at man sammenstykker alle disse underordnede 
komponenter i form af teknikker og sociale teknologier (ibid.:173f). 
 
Jeg vil nu komme ind på, hvorledes jeg vil anvende den dispositionelle analysestrategi i 
forhold til mit genstandsfelt, det danske børnepornofilter. I denne projektrapport 
anvender jeg børnepornofiltret analytisk som et dispositiv. Dette indebærer, at 
børnepornofilterarrangementet bliver anskuet som et resultat af historisk givne 
problemstillinger, der overordnet omhandler børnepornografi på internettet, som, man 
fandt, nødvendiggjorde en teknisk besvarelse. Børnepornofilterdispositivet vil konkret 
blive analyseret i henhold til dets sociale teknologier og teknikker – det vil sige måden, 
hvorpå filtret konkret virker juridisk og teknologisk5 set, samt hvad det bagvedliggende 
                                                
5 Jeg anvender her teknologier i henhold til dets ”normale” betydning, hvilket vil sige i en digital, ikke-
magtanalytisk forstand. Når jeg blot anvender ordet, ”teknologi”, skal det udelukkende forstås i forhold til 
denne gængse betydning, hvortil jeg anvender termen, ”social teknologi”, hver gang det skal forstås i en 
dispositivanalytisk optik. 
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formål er med denne virkemåde. Børnepornofiltret er altså den dispositive 
samlebetegnelse for alle de komponenter, jeg har valgt at sammenstykke i dette 
arrangement. 
Blandt disse komponenter er Michel Foucaults egne værker eller magtanalyser, som i 
sig selv kan fortolkes som kortlægninger af forskellige dispositivmodaliteter eller 
sociale teknologier.6 Jeg ønsker at inddrage analytiske pointer fra værket, ’Overvågning 
og straf’ og forelæsningsrækken, ’Sikkerhed, territorium, befolkning’. I førstnævnte 
analyserer Foucault straffens historie fra enevældens offentligt iscenesatte pinestraf til 
den indelukkede, samtidige fængsling. Undersøgelsen af fængslet som funktion er dog 
ikke det egentlig formål med analysen. Derimod er formålet at skrive 
disciplindispositivmodalitetens tilblivelseshistorie og denne sociale teknologis 
konsekvenser for den sociale omgang som helhed, som udspiller sig bagved og via de 
centrale samfundsinstitutioner såsom fængslet, hospitalet og skoler (Gudmand-Høyer & 
Raffnsøe, 2005:168 og Foucault, 2011:155). Hvor Foucault i ’Overvågning og straf’ går 
bag om institutionernes funktion ved at udpege en regelmæssighed i disses sociale 
teknologier, går han i  forelæsningsrækken, ’Sikkerhed, territorium, befolkning’, bag 
om statens funktion via regeringsudøvelsen og analyserer regelmæssigheden i den 
sikkerhedsskabende dispositivmodalitet i den samtidige liberale ledelse eller 
styringsform (Foucault, 2008). De to teoretiske værker skal således anvendes som 
komponenter i mit opstillede dispositivarrangement, børnepornofiltret, som jeg vil 
inddrage med det formål bedre at kunne begribe de anvendte teknikker og 
bagvedliggende sociale teknologier, som jeg analyserer mig frem til. 
Mine valgte afgrænsninger har selvfølgelig ligeledes væsentlig betydning for den 
endelige dispositivkonstruktion, som jeg analyserer mig frem til. Heriblandt kan nævnes, 
at jeg afgrænser mig fra at beskæftige mig direkte med en undersøgelse af samtidige 
videnskaber, der kunne begrunde filterløsningen, for eksempel den samtidige 
kriminologi. Dertil afgrænser jeg mig fra tidligere eller sideløbende erfaringer med at 
regulere internettets information, for eksempel i form af logning, eller med at bekæmpe 
                                                
6 I denne sammenhæng finder jeg det relevant at nævne, at jeg anså projektrapporten som en oplagt 
mulighed for at lære Michel Foucaults værker og begreber bedre at kende. At jeg har valgt en 
dispositivanalyse frem for en guvernementalitetsanalyse skyldes blandt andet, at jeg her så en mulighed 
for en bredere indgang til den foucauldianske tankegang.  
 17 
børnepornografi. Endvidere har jeg en række empiriske afgrænsninger, som former min 
dispositivanalyse ved at fjerne en række brugbare perspektiver (jf. også 3.2 Empiri). 
 
Sammenfattende vil jeg anvende Michel Foucaults poststrukturalistiske analysestrategi, 
dispositivanalysen, med henblik på at undersøge, hvorledes børnepornofiltret bliver den 
etisk nødvendige dispositionelle besvarelse af den diskursiverede problemstilling, som 
overordnet er børnepornografi på internettet. Ved hjælp af dispositivbegreberne, 
teknikker og sociale teknologier, suppleret af Foucaults analyser i udvalgte teoretiske 
værker, hvori disse begreber ekspliciteres, vil jeg analysere og diskutere, hvorledes 
børnepornofiltret er forankret juridisk og tiltænkt at virke teknologisk. Det vil med 
andre ord sige, hvorledes børnepornofiltret, som transformativ struktur, anordner 
internettet som social genstand i henhold til dets politisk-normative eller strategiske 
funktion. Dertil vil jeg kritisk-normativt diskutere dispositivets følgevirkninger for de 
danske borgere, herunder hvorvidt børnepornofiltret kan anskues som en etisk-symbolsk 
magtstrategi, der legitimerer den rationalitet, der består i regelmæssigt at etablere 
censurerende filterløsninger i politisk regi. Jeg finder dermed, at filterdispositivet på 
ingen måde bør tages for givet som et uundgåeligt eller pragmatisk løsningsforslag. 
 
3.2 Empiri 
I det følgende afsnit redegør jeg for min valgte empiri. Jeg vil først gennemgå valget af 
min skriftlige empiri, det vil sige artikler fra dagspressen og nogle offentlige rapporter, 
hvortil jeg vil anføre, hvor jeg vil inddrage de forskellige skriftlige kilder, og hvad det 
betyder, at jeg afgrænser mig fra tiltag, der også behandler bekæmpelse af seksuel 
krænkelse af børn. Dernæst vil jeg redegøre for to interviews, jeg har foretaget. I den 
forbindelse vil jeg inddrage overvejelser omkring interviewenes formål og karakter. 
 
Skriftlig empiri: artikler fra dagspressen og offentlige rapporter 
Jeg har valgt at indsamle artikler, hvilket jeg i første omgang har gjort med henblik på at 
finde information om børnepornofiltret, herunder dets teknologiske beskrivelse og 
kritikken af filtret. Jeg har yderligere anvendt informationen i problemfeltet til at skrive 
den korte kronologi over de danske internetfiltre og forslag derom. Artiklerne vil blive 
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inddraget igen i diskussionsafsnittet, hvori de bidrager til diskussionen om 
følgevirkningerne af børnepornofiltret. 
Jeg vil inddrage to offentlige rapporter, der angår børnepornofiltret i henhold til dets 
formål/problem, dets etablering, dets juridiske regelgrundlag, dets teknologiske virke 
med videre. Rapporterne vil blive inddraget i analyseafsnittene som hovedkilder i de 
respektiver analyser. 
I rapporterne bliver andre tiltag til bekæmpelse af seksuel krænkelse af børn beskrevet, 
der ikke direkte vedrører filtrering, herunder oplysnings- og dialogkampagner og 
vidensindsamling. Disse tiltag ekspliciteres yderligere i nogle efterfølgende rapporter, 
der også omhandler bekæmpelse af seksuel krænkelse af børn. I disse omtales 
behandling af seksuelt krænkede og seksuelt krænkende børn og unge, den 
overnationale indsats i EU-regi med videre.  
Det er indlysende, at jeg kunne få en langt mere bredspektret analyse af de samtidige 
teknikker og sociale teknologier ved at undersøge samtlige tiltag og disses indbyrdes 
samspil. Jeg bliver dog nødt til at afgrænse mig fra de andre initiativer, eftersom jeg 
hverken har tid eller plads til at inddrage dem i projektrapporten. Afgrænsningen har 
selvfølgelig enorm betydning for, hvad jeg kan tillade mig at konkludere i slutningen af 
projektrapporten, eftersom nogle af de andre tiltag kan influere børnepornofiltret som 
dispositiv og dettes følgevirkninger. Der kunne således vise sig en tydeligere 
regelmæssighed i den samtidige magtudøvelses teknikker (jf. også 3.1 Videnskabsteori, 
analysestrategi og teori). 
 
Interviews: Interview med Niels Elgaard Larsen og telefonsamtale med Kate Jacquerot 
Den 7/10 2011 gennemførte jeg et interview med Niels Elgaard Larsen, formand for IT-
Politisk Forening og ph.d.-grad i datalogi. Forinden interviewet undersøgte jeg mit 
genstandsfelt. Jeg læste en række artikler, rapporter og noget teori (se Brinkmann & 
Kvale, 2009:127). Efter, jeg mente, at jeg havde dannet mig et overblik og en særlig 
teoretisk og videnskabsteoretisk ramme at forstå de forskellige problematikker i, 
besluttede jeg mig for at kontakte Elgaard Larsen. 
IT-Politisk Forening er en uafhængig politisk organisation, der kæmper for 
frihedsrettigheder og modarbejder offentlig og privat overvågning og kontrol af 
borgerne. Foreningen er en aktiv deltager i den offentlige debat og ser sig selv som 
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en ”(…) sparringspartner for beslutningstagerne i den politiske verden” (IT-Politisk 
Forening, 2011). Foreningen er medlem af sammenslutningen, EDRI, som opererer i 
EU-regi og har optrådt som en betydelig kritiker af børnepornofiltret, og de har lagt 
meget energi i at informere om filtret (jf. 2. Problemfelt). 
Med interviewet ønskede jeg mere information, som jeg ikke kunne finde blandt de 
skriftlige kilder. Dette indebærer udsagn omkring børnepornofiltrets teknologiske virke, 
juridiske fundament, dets relation til de andre filterløsninger med videre – det vil sige 
perspektiver, som jeg vil inddrage og bygge videre på i dispositivanalysen af filtrets 
virke og dennes skadelige følgevirkninger. Dette indebærer yderligere, at jeg vil 
afgrænse mig fra ytringer, der ikke har relevans for analysens perspektiv, herunder en 
vurdering af, hvorvidt filtret løser problemet med børnepornografi effektivt, hvad Det 
arabiske forår har haft af betydning for udvikling af filterløsninger med videre. 
Interviewet kan betegnes som et ’eliteinterview’, hvilket stiller en række krav til 
førnævnte forudgående empiriindsamling (Brinkmann & Kvale, 2009:167). 
Eliteinterviewet giver mulighed for en række specificerende spørgsmål og meget direkte 
spørgsmål, som jeg har benyttet mig af, eftersom han, som ekspert, er vant til 
nuancerede beskrivelser og at blive udfordret (ibid.:156). Dette kan desuden ses i mit 
script af interviewet, hvor jeg har fravalgt forskerspørgsmål og udelukkende har 
inddraget min overordnede ”forskerinteresse”, som også kommer til udtryk i min 
forudgående briefing (se Bilag 1) (ibid.:153). Elgaard Larsens position som ekspert 
betyder yderligere, at jeg som udgangspunkt ønskede et noget eksplorativt og 
semistruktureret interview, hvilket skulle give interviewpersonen rig mulighed for at 
tale frit og åbne op for genstandsfeltet (ibid:151). Scriptet skulle dermed kun være af 
vejledende karakter (se Bilag 1). 
 
Jeg har desuden gennemført en telefonsamtale den 2/11 2011 med Cand. Jur. og 
politiassessor for Rigspolitiet, Kate Jacquerot. Jeg var forinden i tvivl om, hvorledes 
børnepornofiltret var forankret juridisk, idet der i flere artikler blev forklaret, at filtret 
ikke var forankret i lovgivning på trods af, at den rapport, der offentliggør og beskriver 
filtret, fremlægger et betydeligt regelgrundlag, der blandt andet omhandler 
internetudbydernes retsstilling. For at forstå filtrets juridiske fundament og dermed 
filtrets teknologiske virke fandt jeg det vigtigt at kontakte IT- og Telestyrelsen, der 
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afsendte rapporten i 2005. Efter en telefonsamtale og en e-mailudveksling med 
chefkonsulent for IT- og Telestyrelsen, Thomas Wulff, der ikke kunne hjælpe mig med 
problematikken, fik jeg at vide, at jeg skulle kontakte én af de parter, der har etableret 
filtret. Jeg valgte derefter at kontakte Rigspolitiet via telefon, idet jeg havde en 
forventning om, at disse bedst muligt kunne besvare mit spørgsmål. Efter et opkald og 
en e-mailudveksling blev jeg ringet op af Kate Jacquerot, som besvarede mit spørgsmål. 
Jeg havde desværre ingen mulighed for at transskribere interviewet, men hun gav mig 
lov til at inddrage og henvise til hendes pointer, hvilket jeg vil gøre i analyserne. 
 
3.3 Læsevejledning 
Følgende afsnit består af en oversigt over mine arbejdsspørgsmål, som bliver besvaret i 
to analyser og en diskussion. I forklaringen af arbejdsspørgsmålene og disses 
besvarelser viser jeg endvidere, hvilken empiri jeg vil inddrage. Det skal anføres, at alle 
arbejdsspørgsmål besvares ved hjælp af min valgte dispositivanalysestrategi og de 
valgte teoretiske værker. 
 
Første analyse 
• Hvilke (etiske) problemstillinger, finder de etablerende parter, nødvendiggør et 
løsningsforslag? 
 
Den første analyse omhandler, hvorledes de etablerende parter diskursiverer eller 
repræsenterer børnepornografi på internettet ved hjælp af nogle problemstillinger, der 
nødvendiggør eller legitimerer børnepornofiltret. Empirisk bygger analysen 
hovedsagelig på rapporterne, ’Rapport om internetudbydernes håndtering af ulovligt 
indhold og ytringsfrihed’ (2005) og ’Initiativer til bekæmpelse af børneporno på 
internettet’ (2006), der introducerer børnepornofiltret i form af dets formål og virke.  
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Anden analyse 
• Hvorledes kommer børnepornofilterdispositivet til udtryk som et teknologisk-
juridisk løsningsforslag på de diskursiverede problemstillinger? 
 
Besvarelsen af dette arbejdsspørgsmål indebærer en teknisk og social teknologisk 
analyse af børnepornofiltret som løsningsforslaget på de problemstillinger, som jeg 
finder i den forudgående analyse. Analysen behandler, hvorledes filtret virker 
teknologisk, og hvorledes filtret er forankret juridisk. I analysen afgrænser jeg mig til at 
inddrage ’Rapport om internetudbydernes håndtering af ulovligt indhold og 
ytringsfrihed’ (2005) og ’Initiativer til bekæmpelse af børneporno på internettet’ (2006) 
samt uddybende pointer fra mine interviews. 
 
Diskussion 
• Hvilke følgevirkninger kan børnepornofiltret producere for de danske borgere som 
juridiske og teknologiske subjekter? Herunder, hvorvidt kan børnepornofiltret, som 
en etisk magtudøvelse, anskues som havende betydning for udviklingen, 
legitimeringen og accepten af politiske filterløsninger? 
 
I denne diskussion kobler jeg konklusionerne fra de forudgående analyser sammen, 
hvortil jeg kritisk-normativt diskuterer børnepornofiltrets regulering af internettet i 
henhold til, hvad denne kan producere af følgevirkninger for de danske borgere som 
juridiske og teknologiske subjekter. I besvarelsen vil jeg endvidere tage antagelsen, om 
at børnepornofiltret har haft betydning for udviklingen af internetfiltre og for 
legitimeringen af politisk at udforme filterløsninger, op og diskutere denne. Jeg vil altså 
diskutere, hvilket råderum, jeg mener, børnepornofiltret – grundet sin etiske eller 
symbolske, og i forlængelse af dette juridiske og teknologiske, karakter - skaber for 
politisk kontrol med internettet. Det handler således om, hvorvidt børnepornofiltret, 
som dispositiv, implicerer en rationalitet, der retfærdiggør filterløsninger på trods af 
disses medhørende internetcensur. Jeg vil i denne diskussion behandle internettet, som 
den særlige størrelse internettet er, perifert. Det skal hertil anføres, at jeg bruger 
ordet, ”borger”, synonymt med ordet, ”internetbruger”. 
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4. Første analyse 
Hvilke (etiske) problemstillinger, finder de etablerende parter, nødvendiggør et 
løsningsforslag? 
 
4.1 Mellem krisen og internettet som cirkulationsrum: en omkostningsberegning 
I forbindelse med introduktionen af filterløsningen bliver det konstateret, at der er en 
stigning i omfanget af børnepornografisk materiale på internettet, og der ytres 
bekymring over for denne stigning. Red Barnet bliver her citeret, som finder, at 
børn ”(…) kan blive udsat for overgreb som følge af en større tilgængelighed”, idet de 
finder, at ”[l]et tilgængelig kommerciel pornografi med børn kan tiltrække mennesker, 
der ellers ikke ville have bevæget sig ind på dette område” (IT- og Telestyrelsen, 
2005:21). 
Den forøgede risiko for overgreb på børn, som følge af den større tilgængelighed af 
børnepornografisk indhold, er ikke den eneste problematik, der bliver nævnt i rapporten. 
Dette fremgår allerede af rapportens titel, ’Rapport om internetudbydernes håndtering af 
ulovligt indhold og ytringsfrihed’. Med titlen vil rapportens afsender, IT- og 
Telestyrelsen7, vise, at man har at gøre med to nært knyttede problemstillinger, 
henholdsvis beskyttelsen af ytrings- og informationsfriheden på den ene side og 
begrænsningen af ulovligt indhold i form af børnepornografi på den anden side, hvorfor 
styrelsen vælger at tage problemstillingen op i en samlet rapport (ibid.:7,24). Det 
diskursiverede problemkompleks indebærer, at der må ses bort fra princippet om en 
grænseløs ytrings- og informationsfrihed på internettet, idet det stigende udbud af 
børnepornografi anskues som en så vigtig størrelse at bekæmpe, at internettet 
nødvendigvis må begrænses. 
Med Michel Foucaults termer kan man finde, at der her fremstilles en idé om krisen, 
hvorved ”(…) tingene løber løbsk, accelererer og mangfoldiggøres”, hvorfor man løber 
en risiko ved ikke at gribe ind, hvis krisen, i form af det øgede børnepornografiske 
materiale på internettet, ikke standser af sig selv (Foucault, 2008:67). Krisen, forstået 
som dette ”cirkulære accelerationsfænomen”, nødvendiggør altså en besvarelse, der 
                                                
7 På IT- og Telestyrelsens hjemmeside står der, at styrelsen er ”(…) ansvarlig for udmøntningen af 
forskellige aspekter af regeringens it- og telepolitik” (IT- og Telestyrelsen, 2011). 
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modgår accelerationen af børnepornopornografi på internettet (ibid.:68). Perceptionen 
af krisen er således en teknik til at nødvendiggøre et løsningsforslag på problemet 
(ibid.:72).  
Krisens besvarelse kan dog ikke være fuldstændig uhæmmet, da man samtidig finder, at 
man må tage højde for de danske borgeres frihedsrettigheder i form af ytrings- og 
informationsfriheden. Besvarelsen må hermed hvile på en idé om frihed som noget, der 
skal respekteres i magtudøvelsen. Friheden er altså en naturlig positiv etisk størrelse, 
mens børnepornografi er en naturlig negativ etisk størrelse (ibid.:382f). I 
problemkomplekset optræder internettet som et såkaldt ”cirkulationsrum”, hvori de 
danske borgere kan udøve deres (ytrings- og informations)frihed. Cirkulationsrummet 
er altså et rum for menneskelig cirkulation af ytringer, information, varer med videre, 
der udelukkende bør anordnes – og dermed begrænses - i så fald cirkulationen afviger 
fra dets ”naturlige kurs” og udgør en fare mod selve cirkulationen (ibid.:352,382). 
Afvigelsen er her børnepornografien, som nødvendiggør udarbejdelsen af et 
løsningsforslag, der har som formål at besvare afvigelsen og bringe cirkulationen 
tilbage til normaltilstanden (ibid.:382). Der er således tale om en omkostningsberegning 
mellem friheden, i form af den frie cirkulation, og den udarbejdede foranstaltning, der 
har et frihedsbegrænsende sigte. Man ”beregner” sig således frem til det, man finder er 
en optimal begrænsning i forhold til internettets/cirkulationsrummets sociale funktion.  
Niels Elgaard Larsen, formand for IT-Politisk Forening, eksemplificerer netop denne 
omkostningsberegning, idet han forklarer, at samtlige regeringer fravalgte at filtrere 
leksikon-hjemmesiden, Wikipedia, på trods af, at et af opslagene portrættererede en 
nøgen 12-årig pige. Man fandt simpelthen hjemmesiden for værdifuld at begrænse 
(Bilag 2:18). 
Ud fra ovenstående finder jeg, at man kan indskrive IT- og Telestyrelsens ytrede 
problemstilling i henhold til den fremherskende strategi, der er karakteriseret ved den 
sikkerhedsskabende dispositivmodalitet. Den sikkerhedsforanstaltende sociale teknologi 
virker ved, at et fænomen, her børnepornografi på internettet, bliver indsat i 
sammenhæng med en række sandsynlige begivenheder, tiltrækningen af borgere, der 
ellers ikke ville bevæge sig ind på børnepornografiske hjemmesider, hvortil man 
indsætter ”(…) magtens reaktioner over for dette fænomen i en beregning, som er en 
omkostningsberegning”, hvilket her er en prioritering af internetbørnepornografi over 
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internettets ytrings- og informationsfrihed (ibid.:12). Det handler hverken om det 
tilladte/lovlige eller det forbudte/ulovlige men om et optimalt/acceptabelt niveau for 
cirkulerende internetbørnepornografi, der ikke må overskrides (ibid.). 
 
4.2 Den utrygge internetbruger kontra den aktive, pædofile internetbruger 
Konflikten, børnepornografi/frihedsrettigheder, er ikke den eneste konflikt, der bliver 
præsenteret i rapporten. Der bliver yderligere diskursiveret en konflikt mellem 
henholdsvis den usikre eller utrygge internetbruger, der ”(…) uforvarende bliver udsat 
for uønsket indhold i deres færden på nettet” og så den aktive eller ”pædofile” 
internetbruger, der ”(…) aktivt opsøger uønsket eller ulovligt indhold” (IT- og 
Telestyrelsen, 2005:18). Denne problematik må besvares med foranstaltninger, der kan 
beskytte eller ”minimere risikoen” for førstnævnte og ”forhindre adgang” til internettet 
for sidstnævnte (ibid.). 
De to typer af borgere skal således cirkulere på forskellig vis i cirkulationsrummet, 
eftersom de usikre eller ”normale” internetbrugers positive interesser skal få frit spil på 
internettet, mens de pædofile og destruktive internetbrugere må eksluderes, idet de 
perciperes som udgørende en forøget risiko for den fri, naturlige og optimale cirkulation 
(Foucault, 2008:79,25f,382f). Den positive internetbruger optræder her som et subjekt, 
der overvejende bør anordnes i henhold til det sikkerhedsskabende rationale, sådan så 
disses færden holdes fri og i givet fald afhjælpes med foranstaltninger, hvis objekt, den 
aktivt børnepornografisøgende internetbruger, menes at udgøre en destruktiv risiko for 
den positive brugers naturlige cirkulation. På den anden side kunne man karakterisere 
den aktive eller pædofile internetbruger som et juridisk individ, der foretager en ulovlig 
handling ved at overtræde lovgivningen omhandlende børnepornografi (straffelovens § 
235).  
Jeg mener dog, at en sådan følgeslutning er forkert. Eftersom borgeren beskrives som 
værende ”aktiv”, indebærer en sådan konklusion, at borgeren gentagne gange har 
forsøgt at få adgang til børnepornografisk materiale, og at dette er blevet observeret ude 
fra. Det er altså en borger, der er blevet overvåget, hvortil det bliver vurderet, at 
borgeren permanent handler problematisk eller afvigende (Foucault, 2011:14,86). Jeg 
mener derfor, at borgeren ikke bliver karakteriseret her ved dennes juridiske handling, 
der overskrider den binære kode lovlig/ulovlig, men i form af borgeren selv som et 
 25 
udisciplineret individ, hvis kronisk afvigende eller ulydige natur disponerer denne til 
aktivt at søge børnepornografi (ibid.:153). Den pædofile borger konstrueres hermed som 
en skikkelse, hvis farlighed er ”meget nærværende” men samtidig i sig selv er noget helt 
fremmed fra de andre internetbrugere - den aktive børnepornografisøgende 
internetbruger har en iboende ”moralsk sygdom” (ibid.:306,267). Sidstnævnte anvender 
således cirkulationsrummet fejlagtigt eller farligt, hvorfor de skal kontrolleres gennem 
elimineringen fra internettet, hvorved man vil undgå en tiltagende krise 
(ibid.:263,195,306). 
Opsummerende anvendes en teknik til at dissociere internetbrugerne mellem positive 
men usikre internetbrugere og negative og udisciplinerede internetbrugere. Lægges 
følgende til grund vil det afledte løsningsforslag af de diskursiverede problemstillinger 
anordne internetbrugerne efter teknikker, der både virker i henhold til den 
sikkerhedsskabende og den disciplinære sociale teknologi. 
 
Opsamling 
Sammenfattende finder jeg, at der er tale om to forskellige men fuldstændig afhængige 
problemstillinger. Man fremfører i første omgang en etisk funderet 
børnepornografi/ytrings- og informationsfrihed-problematik, der består i, at man, 
grundet en kritisabel stigning i børnepornografisk materiale på internettet, finder det 
nødvendigt at foretage en omkostningsberegning mellem på den ene side at sikre sig 
mod børnepornografi og på den anden side at sikre sig et internet, der kan cirkulere frit. 
I anden omgang opstiller man en konflikt mellem henholdsvis de usikre internetbrugere, 
der kan finde ud af at cirkulere ansvarligt eller optimalt på internettet, og de 
udisciplinerede internetbrugere, der udgør en risiko for den positive, frie cirkulation. De 
udisciplinerede internetbrugere frygtes at være stigende i antal, og man konkluderer, at 
de helt bør elimineres fra internetcirkulationen. 
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5. Anden analyse 
Hvorledes kommer børnepornofilterdispositivet til udtryk som et teknologisk-juridisk 
løsningsforslag på de diskursiverede problemstillinger? 
 
5.1 Fra introduktion af regelgrundlag til den frivillige aftale 
I starten af IT- og Telestyrelsens rapport, ’Rapport om internetudbydernes håndtering af 
ulovligt indhold og ytringsfrihed’ (2005), bliver et meget omfattende regelgrundlag 
fremstillet. Heri nævnes grundlovens § 77, der indeholder et forbud mod censur, hvortil 
EMRK art. 10 omtales, som har et bredere sigte, idet denne både omhandler 
ytringsfrihed og informationsfrihed (IT- og Telestyrelsen, 2005:3). Endvidere står der, 
at internetudbyderne8, det vil sige de, der sælger adgang til internettet, er juridisk 
ansvarlige i henhold til straffelovens § 23 og e-handelsloven (ibid.). 
Jeg har her ingen intention om, at læseren skal forstå ovenstående præsentation af 
regelgrundlaget. Pointen med denne opstilling er blot at vise, at IT- og Telestyrelsen 
stiller besvarelsen af de førnævnte problemstillinger op på sådan vis, at 
løsningsforslaget fremstilles som om, at det er juridisk forankret. Dette er ikke tilfældet. 
Den misvisende præsentation af regelgrundlaget betød, at det først var i forbindelse med 
mit interview med Niels Elgaard Larsen, at jeg blev gjort opmærksom på, at 
børnepornofiltret ikke er givet ved lovgivning (Bilag 2:5). Det er derimod udarbejdet 
som en frivillig aftale mellem nogle etablerende parter9 (IT- og Telestyrelsen, 2005:4 og 
IT- og Telestyrelsen, 2006:3). 
I den forbindelse fandt jeg det centralt at spørge mine interviewpersoner, hvorfor man 
har fravalgt at begrunde filterløsningen i lovgivning for i stedet at indgå en frivillig 
aftale? Politiassessor, Kate Jacquerot, og IT-Politisk Forenings formand, Niels Elgaard 
Larsen, kommer med to mildest talt divergerende besvarelser af dette spørgsmål. 
Jacquerot forklarer, at de etablerende parter har valgt den frivillige ikke-formalistiske 
ordning, fordi de finder denne løsning mest ”fornuftig”, da filterløsningen er den mest 
tids- og ressourcebesparende. Med den ikke-formalistiske ordning er det nemlig ikke 
                                                
8 Fremover vil internetudbydere også bliver omtalt som ”ISP”, hvilket står for ”Internet Service Provider”.  
9  IT- og Telestyrelsens chefkonsulent, Thomas Wulff, kunne ikke forklare mig, hvorfor dette 
regelgrundlag er blevet udfoldet, og han kunne heller ikke henvise mig til en person fra styrelsen, der 
kunne give mig besked. 
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nødvendigt at sørge for dommerkendelser og påbegynde retssager, før man kan filtrere 
eller slette hjemmesider. Det modsatte er altså tilfældet ved en børnepornofilterløsning, 
der er forankret i lovgivning (Jacquerot, 2011). Elgaard Larsen mener, at 
børnepornofiltret bliver udarbejdet som en frivillig aftale, fordi filtret således undgår at 
få vurderet sin grundlovsmæssighed i henhold til grundlovens § 77 og EMRK art. 10 
omhandlende ytrings- og informationsfrihed. Han mener, at filterløsningen, på ulovlig 
vis, censurerer uden, at man forinden har legaliseret denne handling i form af en 
materiel indskrænkning af ytrings- og informationsfriheden (Bilag 2:3ff). 
Jeg vil i resten af anden analyse inddrage disse to forskellige perceptioner som 
analysestrategiske perspektiver på børnepornofilterdispositivet. Hertil vil jeg komme 
med forklaringer på, hvorfor regelgrundlaget faktisk blev fremført i rapporten. Inden jeg 
vil analysere dette, finder jeg det dog først nødvendigt at redegøre for, hvorledes filtret 
er konstrueret rent teknologisk. 
 
5.2 Børnepornofiltets teknologiske virke 
Den 18. oktober 2005 offentliggøres børnepornofilterløsningen som en aftale mellem 
Red Barnet, Rigspolitiet og internetudbyderen, TDC  (IT- og Telestyrelsen, 2006:3). I 
dag har en række danske internetudbydere indgået et samarbejde med førnævnte. I alt 
servicerer disse ISP’ere 98 % af de danske internetbrugere (ibid.:15). 
Børnepornofilterløsningen er udarbejdet i tråd med EU-programmet, Safer Internet Plus 
(2005-2008), der ”(…) har til formål at fremme en mere sikker brug af internettet” (IT- 
og Telestyrelsen, 2005:8). Programmet har fire aktionslinjer, hvoraf tre er relevante for 
denne projektrapport: ”1) Bekæmpelse af ulovligt indhold via nationale hotlines 2) 
Bekæmpelse af uønsket og skadeligt indhold via filtreringsløsninger 3) Udvikling af 
mere sikre rammer og selvregulering via etablering af et Safer Internet Forum, som er 
et netværk til udveksling af erfaringer” (ibid.).  
Den første aktionslinje blev allerede understøttet i 1998, hvor Red Barnet oprettede en 
hotline til anmeldelse af børnepornografi på internettet (ibid.:10). Red Barnet er i dag 
den enhed, som i første omgang foretager en vurdering af anmeldelserne af 
hjemmesiderne med formodet børnepornografisk indhold. Red Barnet sender løbende 
en opdateret liste med de udvalgte hjemmesider til Rigspolitiet, der skal vurdere, om 
hjemmesiderne på listen rent faktisk indeholder børnepornografi. Dernæst bliver listen 
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videresendt til ISP’erne, ”(…) hvor den automatisk bliver grundlaget for 
internetudbydernes filter” (IT- og Telestyrelsen, 2006:10). Derefter er det altså ikke 
muligt at komme ind på hjemmesiderne på listen (ibid.). ISP’erne har mulighed for at 
fjerne eller slette indhold, som er oplagret på udbyderens eget netværk, hvortil ISP’erne 
udelukkende kan blokere eller formene adgang til børnepornografisk materiale, der 
opbevares på eksterne netværk, for eksempel i udlandet (IT- og Telestyrelsen, 2005:8). 
Hvis internetbrugeren kommer ind på én af listens blokerede hjemmesider, bliver 
internetbrugeren mødt af en ”stopside”, hvortil der på siden er opgivet en e-mailadresse 
til politiet, så man kan anmelde børnepornografi. På stop-siden er der også en 
klagevejledning for internetbrugere, der mener, at de uberettiget er blevet hindret 
adgang til den pågældende hjemmeside (IT- og Telestyrelsen, 2006:10). Det fremgår 
således, at der også er blevet taget hånd om anden aktionslinje i Safer Internet Plus-
programmet.  
IT- og Telestyrelsen forklarer, at man kan benytte sig af andre måder eller værktøjer til 
at filtrere det børnepornografiske materiale (2005:8). Man kan ligeledes hindre adgang 
til hjemmesider ved hjælp af et af internetbrugeren privatkøbt filter, der filtrerer 
hjemmesider på internetbruger-niveau. Styrelsen fraråder dog en sådan løsning, idet den 
ikke forhindrer ”(…) en brugers aktive søgen efter ulovligt indhold” (ibid.:4). I henhold 
til disse aktivt børnepornografisøgende internetbrugere forklarer styrelsen, at 
internetudbyderne kan ”(…) udløse en række misligholdelsesbeføjelser”, hvorved 
ISP’erne kan lukke disses internetforbindelse eller opsige disses abonnementsaftale 
(ibid.:26). Man kan endvidere filtrere børnepornografi på nationalt niveau, men efter en 
række overvejelser konkluderer IT- og Telestyrelsen, at ”(…) [d]ette vil have så store 
tekniske og økonomiske konsekvenser, at det må betragtes som uigennemførligt på 
nuværende tidspunkt” (ibid.:24). 
I relation til den tredje aktionslinje i Safer Internet Plus-programmet har IT- og 
Telestyrelsen og IT-Branchen10 indkaldt til et møde i IT-Branchens ISP-kreds, hvortil 
juridiske repræsentanter fra ISP’erne og Justitsministeriet deltog med henblik på at 
udarbejde et ”(…) branchekodeks for håndtering af ulovligt indhold og ytringsfrihed” 
                                                
10 IT-Branchen har siden år 2000 fokuseret på virksomheder, som leverer infrastruktur og indhold til 
internettet og til mobile net (IT-Branchen, 2011). 
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(ibid.:11). Dette vil med andre ord sige en formalisering af den frivillige 
børnepornofilteraftale, så der blev skabt ”(…) større klarhed og gennemsigtighed om 
internetudbydernes procedurer og retningslinjer” eller selvregulering, således så ”(…) 
fjernelse eller hindring af adgang til indhold håndteres ensartet af udbyderne” (ibid.:4). 
Hermed er de tre nævnte aktionslinjer blevet understøttet i børnepornofilterløsningen. 
Eftersom jeg nu har redegjort for børnepornofiltrets teknologiske virke, vil jeg komme 
tilbage til min analyse af børnepornofiltrets teknikker og sociale teknologier, hvortil jeg 
vil inddrage Kate Jacquerot og Niels Elgaard Larsens forskellige udlægninger af 
børnepornofiltret. 
 
5.3 Fra dyre, langvarige retssager til den billige, effektive filterløsning 
Politiassessor, Kate Jacquerot, fortalte, at de etablerende parter valgte den frivillige ISP-
ordning, frem for en filterløsning, der var forankret i lovgivning, fordi det var den mest 
tids- og ressourcebesparende ordning. Aftalen er derfor, ifølge hende, den mest 
fornuftige ordning (Jacquerot, 2011). Jeg vil nu analysere disse udsagn i henhold til de i 
rapporterne beskrevne overvejelser om børnepornofiltret. 
 
I de to rapporter bliver den valgte filterløsning fremført som den mest simple løsning 
rent administrativt samtidig med, at det er den mindst ressourcekrævende løsning og 
den mest effektive løsning til at blokere børnepornografi. Idet man fravælger den 
private brugerfiltermodel, fordi denne, som sagt, ikke kan kontrollere de aktivt 
børnepornografisøgende brugere, står man med et valg mellem henholdsvis en 
filterløsningen på ISP-niveau og en filterløsning på national-niveau. Sidstnævnte 
fravælges, idet man konkluderer, at denne er for administrativt belastende. Det 
fremføres, at det ville være ”(…) en meget kompleks opgave for et land som Danmark 
at få fuld kontrol med den indkommende internettrafik”, hvilket er forudsætningen for 
den nationale filterløsning (IT- og Telestyrelsen, 2005:24). Derfor konkluderer IT- og 
Telestyrelsen, at ISP-modellen er den simpleste løsning (ibid.). 
IT- og Telestyrelsens overvejelser omkring filtrenes funktionelle effektivitet 
opsummeres på følgende vis: ”For alle filterløsninger gælder, at de kan bedømmes på 
deres evne til at identificere indhold, der skal filtreres bort samt deres evne til ikke at 
frasortere lødig eller gavnlig information” (ibid.:4). Filtrene indeholder altså 
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udregnelige fejlmargener, der kan tages i betragtning i udvælgelsen af den endelige 
filterløsning. Effektivitetsmæssige beregninger fremføres endvidere i form af en 
statistisk opgivelse af TDC’s registrering af antallet af dagligt blokerede forsøg på at 
komme ind på de filterede hjemmesider (IT- og Telestyrelsen, 2006:10). 
Kate Jacquerot forklarer endvidere, at den frivillige filteraftale medfører, at man undgår 
at bruge tid, energi og penge, man, med en løsning forankret i lov, ellers blev nødt til at 
afsætte til dommerkendelser og retssager (Jacquerot, 2011). Der kan netop 
argumenteres for, at hverken retssager mod danske hjemmesideindehavere eller 
internetbrugere synes ønskværdige ud fra tidsmæssige og økonomiske hensyn (Bernsen, 
2010). Indehaverne kan blot flytte fra Danmark til et udland med andre gældende regler, 
hvilket betydeligt problematiserer muligheden for retshåndhævelse. Retssager mod 
internetbruger må tilmed anskues som politisk illegitimt (ibid.). 
Som jeg var inde på i problemfeltet, har ISP’erne oplevet at blive slæbt i retten i 
forbindelse med sager om ulovlige fildelingshjemmesider uden meget held, hvorfor de 
har haft incitament til at indgå en frivillig aftale, så de følgelig undgår at bruge 
ressourcer på retssager, de alligevel formentlig vil tabe (Bilag 2:10f; jf. 2. Problemfelt). 
Det betyder dog ikke, at internetudbyderne er stillet fuldstændig fri med aftalen. Aftalen 
medfører nemlig, at ISP’erne ansvarliggøres i form af dets førnævnte branchekodeks, 
der skal sikre gennemsigthed i internetudbydernes procedurer og retningslinjer gennem 
selvregulering samtidig med, at internetudbyderne kan gøres strafferetligt ansvarlige, 
hvis de forholder sig passive over for politianmeldelser om børnepornografi, som 
befinder sig på deres netværk (Bilag 2:12f og IT- og Telestyrelsen, 2005:3f). De bliver 
dermed i nogen grad overvåget. 
 
Alle de ovenstående vurderinger kan indsættes i en overordnet specifik perception, der 
indebærer en række rationelle omkostningsberegninger, der angår 
sandsynlighedsvurderinger omkring filtrets funktionalitet, effektivitet og pris. Disse 
størrelser indgår som kalkulerede ”virkelighedselementer”, der bliver sat i spil i forhold 
til hinanden (Foucault, 2008:12,72). Således kendetegnes en magtudøvelse, der 
udelukkende vil behandle det, der findes tilstrækkeligt, muligt eller nødvendigt efter, at 
man har vurderet sandsynlighederne og risiciene angående filtrets effektivitet og 
ressourcer (ibid.:72,382). Magtudøvelsen har ikke til hensigt at være fuldstændig 
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gennemgribende over for eller kontrollerende for internetbrugerne, koste hvad det vil. 
Sandsynlighedsberegningerne er sikkerhedsteknikker til netop at tæmme eller begrænse 
magtudøvelsens omfang, så den ikke slår fejl eller virker vilkårligt på 
cirkulationsrummet (ibid.:382). Samtidig forsøger man at sikre filtrets virkninger 
gennem teknikker eller strategier, der skal garantere, at børnepornofiltret funktionelt 
opretholder sin optimale regulering ved hjælp af indefra- og udefrakommende 
overvågningsteknikker, der er fikseret på ISP’erne og disses ageren, således så ISP’erne 
kontinuerligt er underlagt en disciplinerende kontrol (Foucault, 2011:193). De 
ekspliciterede omkostningsberegninger er legitimerende, idet de retfærdiggør 
børnepornofiltrets begrænsninger af internettet. Beregningerne besvarer altså den første 
problemstilling angående internetbørnepornografi/internettets ytrings- og 
informationsfrihed. Det er altså den selvbegrænsende og legitimerende 
sikkerhedsskabende sociale teknologi, der her er fremherskende.  
Det er værd at bemærke, at der aldrig bliver præsenteret klare omkostningsberegninger 
omkring børnepornofiltrets juridiske konsekvenser. Jeg vil nu begynde at tage hul på 
dette perspektiv, idet jeg vil undersøge Niels Elgaard Larsens vurdering af, hvorfor 
filterløsningen er blevet etableret som en frivillig aftale. 
 
5.4 Den nødvendige begrænsning frem for forfatningen 
Formand for IT-Politiske Forening, Niels Elgaard Larsen, udtaler, at børnepornofiltret 
blev udarbejdet som en frivillig aftale, fordi filtret således undgår at få afprøvet sin 
grundlovsmæssighed i henhold til grundlovens § 77 og EMRK art. 10, der fungerer som 
et forbud mod censur af ytringer og information (Bilag 2:3ff, og IT- og Telestyrelsen, 
2005:3). Elgaard Larsen betragter nemlig filtret som censur, idet han mener, at det 
ville ”(…) være svært at lave en lov [om et børnepornofilter], idet den strider ret 
tydeligt imod grundloven” (Bilag 2:4). Jeg vil nu undersøge Elgaard Larsens udsagn i 
relation til de betingelser, der skal være opfyldt, før man kan foretage et lovligt indgreb 
i ytrings- og informationsfriheden. 
 
De, af grundloven § 77, angivne betingelser formuleres på følgende vis: ”(…) indgrebet 
skal have hjemmel i lov, indgrebet skal varetage et eller flere af de hensyn, der er 
opregnet i konventionen (art. 10, stk. 2) og indgrebet skal være nødvendigt i et 
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demokratisk samfund” (IT- og Telestyrelsen, 2005:15). Jeg vil tage fat på de to 
sidstnævnte betingelser. 
I art. 10, stk. 2 står der, at begrænsninger af ytrings- og informationsfriheden 
udelukkende kan forekommet efter vedtagelse af en lov, som findes nødvendig i et 
demokratisk samfund. Den demokratiske nødvendighed opstilles her i form af en række 
hensyn, loven skal understøtte, hvoriblandt man kan nævne ”den nationale 
sikkerhed”, ”den offentlige tryghed”, ”forebyggelse af uorden eller forbrydelse” 
og ”beskyttelse af sædeligheden” som værende relevante i relation til 
internetbørnepornografi (ibid.). Man kunne dermed argumentere for, at styrelsen anser 
børnepornofiltret som demokratisk nødvendig i og med, at det opfylder disse hensyn, 
idet filtret bekæmper børnepornografi i henhold til straffelovens § 235. En lov, der 
ulovliggør børnepornografi og dermed fungerer som en legal materiel indskrænkning af 
ytrings- og informationsfriheden (Justitsministeriet, 2011). Man kunne altså fortolke det 
sådan, at børnepornofiltret indberegner førnævnte demokratiske hensyn. Spørgsmålet er, 
om IT- og Telestyrelsens egentlige overvejelser overhovedet er forenelige med en sådan 
argumentation? 
Styrelsen skriver, at der i dag ikke findes en filterløsning, ”(…) hvor det er teknisk 
muligt at foretage en effektiv sortering af uønsket information, uden at gavnlig 
information ligeledes vil blive ramt”, og at ”[f]rasortering af gavnligt indhold kan virke 
som en begrænsning af ytrings- og informationsfriheden” (2005:4). Man udarbejder, 
som sagt, derfor et branchekodeks for at sikre sig imod uklarheder forbundet med 
filtrering af børnepornografi, i henhold til § 235 i straffeloven, velvidende, at dette 
aldrig fuldt ud kan lade sig gøre. Der er dog yderligere en uklarhed i forhold til det 
internetmateriale, filtret overhovedet skal tage sig af. 
I rapporten fra 2006 forklarer styrelsen, at man har etableret et filter ”(…) til 
bekæmpelse af ulovligt og skadeligt indhold på internettet”, hvortil det er vigtigt at 
bemærke, at EU’s Safer Internet Plus-program tilskynder til bekæmpelse af “uønsket” 
og “skadeligt” materiale og altså ikke kun ulovligt materiale (IT- og Telestyrelsen, 
2006:5 og IT- og Telestyrelsen, 2005:8). Der er hermed forbundet en øjensynlig 
uigennemsigtighed med det materiale, filtret i sidste ende skal behandle, hvilket 
understøttes af branchekodekset, hvori der står, at man også vil behandle ulovligheder i 
form af blufærdighedskrænkelser, racistiske ytringer og trusler samt uønsket adfærd i 
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form af hacking, spam og spredning af vira (ibid.:25). Derfor er det ikke dækkende blot 
at vurdere filtrets funktion i sammenhæng med § 235 i straffeloven.  
Opstillingen af de relevante forfatningsparagraffer og disses hensyn kan således anskues 
som værende diskursive teknikker, der har til formål at fremstille børnepornofiltret som 
et legitimt og nødvendigt tiltag, idet man gør opmærksom på, at man har været inde 
over de juridiske begrænsninger. Med valget af den frivillige filteraftale undgår man, 
som sagt, at tage højde for, hvorvidt filtret stemmer overens med de demokratiske 
hensyn, hvilket er grunden til, at disse paragraffer slet ikke bliver nævnt i den 
efterfølgende rapport fra 2006. Gennem den frivillige filteraftale bevæger de 
samarbejdende parter sig ud over den tidligere fremførte problemstilling eller konflikt, 
børnepornografi/ytrings- og informationsfrihed. Problematikken bliver ikke på samme 
måde aktuel efter filteraftalen, eller den indbefatter i hvert fald noget andet eller mere 
end før. 
Børnepornofiltret fungerer således i form af en forvaltende magt frem for en 
reglementerende magt. Forvaltningsudøvelsen sørger for, at man kan foretage en langt 
mere omfattende, finkornet og sikrere regulering af internettet som cirkulationsrum, end 
hvad der er tilfældet med et filter, der er reglementeret. Børnepornofiltret er hermed kun 
begrænset af en ikke-formalistisk, frivillig aftale, hvori der aldrig bliver formuleret en 
entydig negativ grænse for dets tekniske udtryk. Filteranordningens magtudøvelse er 
følgelig stillet langt mere fri over for håndtering af efterfølgende fundne, 
sikkerhedsbaserede nødvendigheder end et hypotetisk formalistisk filter, der klart er 
teknisk begrænset (Foucault, 2008:382). Jeg vil vende tilbage til dette i diskussionen, 
hvor jeg vil diskutere følgevirkningerne, der er forbundet med disse uklarheder. 
 
Opsamling 
Jeg vil nu sammenfatte min besvarelse af arbejdsspørgsmålene, ”Hvilke (etiske) 
problemstillinger, finder de etablerende parter, nødvendiggør et løsningsforslag?”, 
og ”Hvorledes kommer børnepornofilterdispositivet til udtryk som et teknologisk-
juridisk løsningsforslag på de diskursiverede problemstillinger?”. 
 
Med udgangspunkt i Red Barnets udtalelser om, at børnepornografisk materiale på 
internettet er stigende, opstiller IT- og Telestyrelsen to problematikker, som, de finder, 
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nødvendiggør et løsningsforslag. Den første problemstilling angår en konflikt mellem 
henholdsvis internettet som et positivt cirkulationsrum for ytrings- og 
informationsfrihed og den øgede, negative internetbørnepornografi, der udgør en fare 
for den frie cirkulation. Dertil præsenteres en konflikt mellem sikringen af den ”normale” 
internetbrugers cirkulation og den udisciplinerede, aktivt børnepornografisøgende eller 
pædofile internetbruger, der skal elimineres fra internettet.  
Besvarelsen af disse problemstillinger kommer i form af en frivillig internetfilteraftale 
mellem Red Barnet, Rigspolitiet og internetudbydere, der etableres i tråd med EU’s 
Safer Internet Plus-program. Filtret virker ved, at Red Barnet først modtager en 
anmeldelse om børnepornografi, hvorefter de videresender udvalgte hjemmesider til 
Rigspolitiet, som til sidst sender en liste af hjemmesider til ISP’erne, hvorefter den 
automatisk bliver grundlaget for børnepornofiltret. Den privatbrugerorienterede og ikke-
obligatoriske filtermodel fravælges, fordi de aktivt børnepornografisøgende 
internetbrugere ellers ikke bliver underlagt filtreringen. ISP’erne kan desuden udløse 
misligholdelsesbeføjelser over for disse internetbrugere. 
Politiassessor, Kate Jacquerot, begrunder valget af den ikke-formalistiske, frivillige 
filterløsning med, at det var den mest tids- og ressourcebesparende og mest effektive 
løsning, herunder fordi man følgelig ikke behøver dommerkendelser og retssager, før 
man kan filtrere hjemmesider. Den frivillige filteraftale begrundes dermed ud fra en 
række omkostningsberegninger, der begrænser og legitimerer magtudøvelsen. Dette 
sker blandt andet gennem ansvarliggørelse og overvågning af internetudbyderne. IT-
Politisk Forenings formand, Niels Elgaard Larsen, mener, at man vælger den frivillige 
filterløsning, fordi man sådan undgår at tage højde for børnepornofiltrets 
grundlovsmæssighed. Opstillingen af de relevante forfatningsparagraffer og disses 
hensyn kan anskues som diskursive teknikker, der har til formål at fremstille filtret som 
legitimt og demokratisk nødvendigt. Eftersom der ikke formuleres en åbenbar negativ 
grænse for filtrets funktionelle virke, er magtudøvelsen langt mere frit stillet end et 
hypotetisk filter, der er forankret i lov. Derfor er den førstnævnte problemstilling – 
begrænsning af ulovlig internetbørnepornografi kontra sikring af internettets ytrings- og 
informationsfrihed – måske slet ikke aktuel længere eller i hvert fald anderledes stillet. 
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6. Diskussion 
Hvilke følgevirkninger kan børnepornofiltret producere for de danske borgere som 
juridiske og teknologiske subjekter? Herunder, hvorvidt kan børnepornofiltret, som en 
etisk magtudøvelse, anskues som havende betydning for udviklingen, legitimeringen og 
accepten af politiske filterløsninger? 
 
6.1 Begrænsning og selvbegrænsning af de danske borgere 
Med etableringen af børnepornofiltret sørger man for, at internetbrugere kan klage i 
tilfælde af, at de mener, at de uberettiget er blevet hindret adgang til en hjemmeside. 
Det vil sige, at de ikke finder, at den indeholder børnepornografi (IT- og Telestyrelsen, 
2006:10). Man kunne hermed angive, at de aftalende parter, med denne klagemulighed, 
endnu engang forsøger at sikre sig mod en vilkårlig magtudøvelse. 
Niels Elgaard Larsen mener dog, at muligheden for at klage er nær illusorisk, hvilket 
han begrunder ud fra to forhold. Først og fremmest må man lægge til grund, at det er 
yderst sjældent, at der bliver klaget, idet klagen sandsynligvis indebærer, at 
internetbrugeren har forsøgt adgang til en pornografisk hjemmeside, på hvilken Red 
Barnet og Rigspolitiet vurderer, at der er børnepornografisk materiale. Klagen er herfor 
næsten uundgåeligt forbundet med tabu. Det andet forhold er, at internetbrugeren ikke 
kan få det at se, som brugeren reelt klager over, da hjemmesiden netop er blevet filtreret 
bort og følgelig alene fremstår som en anonym stopside. Det er således praktisk talt 
umuligt for borgeren at bedømme, om filtreringen er berettiget eller ej (Bilag 2:6). 
Klagemuligheden er således en teknik, der virker ved, at internetbrugerens juridiske 
rettigheder forekommer fuldstændig sikrede, selvom de i praksis slet ikke er det. 
Teknikken er således med til at retfærdiggøre den forudgående begrænsning af 
internetinformationer samtidig med, at den ser bort fra internetbrugerens ulovlige – men 
uforvarende – handling; at være i besiddelse af børnepornografisk materiale. 
Magtudøvelsen lader derfor til at være velmenende over for borgeren, men den er i 
praksis restriktiv. 
Det er i forlængelse af ovenstående, at Elgaard Larsen karakteriserer henholdsvis 
Rigspolitiet som den dømmende magt, der i sidste ende ”bedømmer” hjemmesidernes 
indhold, og ISP’erne som den udøvende magt, der ”udøver” filtreringen (ibid.:7). 
Hjemmesiderne på listen har været underlagt en konkret juridisk vurdering, hvorefter 
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denne vurdering er blevet udøvet, men det er ikke den dømmende statsmagt, der 
foretager denne vurdering, selvom de principielt bør tage sig af denne funktion. Det er i 
stedet den udøvende magt eller Rigspolitiet, der foretager denne vurdering. Det 
problematiske er, at politiinstitutionen almindeligvis er en disciplinær institution eller et 
negativt redskab, ”(…) hvormed man undertrykker forskellige former for uroligheder” 
(Foucault, 2011:302,232 og Foucault, 2008:383). I sammenhæng med denne 
projektrapport kunne dette indebære en undertrykkelse/begrænsning af cirkulerende 
børnepornografi.  
Jeg finder Rigspolitiets rolle i aftalen problematisk, idet de påtager sig en 
domstolsopgave modsætning til den korrigerende og kontrollerende rolle, de normalt 
udfylder. Jeg har dermed en antagelse om, at Rigspolitiet vil have svært ved at fraskrive 
sig sin ellers adfærdsbegrænsende rolle i domsudøvelsen, hvilket kan have betydelige 
konsekvenser for de danske borgeres ytrings- og informationsfrihed. Disse 
følgevirkninger må man se i sammenhæng med Red Barnets - det første organ, 
der ”bedømmer” anmeldelserne – præsentation af stigningen i internetbørnepornografi 
som en slags begyndende krise. Red Barnet og Rigspolitiets forskellige magtstrategiske 
interesser, der er indarbejdet i filterdispositivet, kan hermed medføre en i praksis 
fuldstændig uigennemsigtig magtudøvelse. 
 
Det ville dog være ensidigt at føre en argumentation til dørs, der kun ser begrænsningen 
af internettet som de aftalende parters værk. En forudsætning, for at Red Barnet 
modtager børnepornografianmeldelserne, er selvfølgelig, at der i første omgang er 
internetbrugere, der ufrivilligt er i besiddelse af internetbørnepornografi og derefter 
vælger at anmelde det via hotlinen. Filterløsningen overlever således kun, fordi lydige 
danske borgere holder det i gang. Det er måske også derfor, at man overhovedet finder 
grund til at sondre mellem henholdsvis brugere, der uforvarende kommer ind på 
børnepornografiske hjemmesider, der ikke bliver mødt med negativer sanktioner, og de, 
der aktivt opsøger børnepornografi, der udelukkes fra cirkulationen. Førstnævnte borger 
er nemlig en mulig produktiv kraft eller et subjekt for filtrets reproduktion og bør derfor 
behandles derefter (Foucault, 2011:153f). Man kan således ikke tale om 
en ”udefrakommende” begrænsning af de danske borgeres cirkulation uden samtidig at 
tale om en selvbegrænsning ”indadtil” (Foucault, 2008:298n). Selvbegrænsningen må 
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ses sammen med Safer Internet Plus-program, der tilskynder til anvendelse af 
privatbrugerorienterede filterløsninger (IT- og Telestyrelsen, 2005:20). Den 
udefrakommende sikkerhedsliggørelse af internettet suppleres følgelig i form af en 
selvdisciplin eller selvkontrol, hvorved der opstår et flerstrenget magtmaskineri af 
overvågningsteknikker (Foucault, 2011:193). 
Det sikkerhedsskabende og disciplinære projekt viser sig også i form af de 
misligholdelsesbeføjelser ISP’erne kan udløse over for de aktive eller afvigende 
internetbrugere, hvilket indebærer lukning af disses internetforbindelser og opsigelse af 
disses abonnementsaftaler. Her er der tale om disciplinære magtteknikker, der virker 
gennem en eksklusion eller eliminering af de afvigende brugere. Det er en såkaldt 
blokade-disciplin, der har til hensigt at ”(…) stoppe det onde, bryde forbindelserne, 
standse tiden” (ibid.:216,226). Den aktivt børnepornografisøgende borgers teknologiske 
cirkulationsfrihed kan således alvorligt blive begrænset af disse magtteknikker. Jeg vil 
kortvarigt se bort fra det børnepornografiske for at eksplicitere det problematiske ved en 
sådan magtudøvelse. 
I problemfeltet berører jeg andre, alllerede etablerede filterløsninger samt potentielle 
filterløsninger, der er blevet talt om i politisk regi (jf. 2. Problemfelt). Heriblandt 
nævner jeg, at Socialdemokraterne og Socialistisk Folkeparti, i forbindelse med 
Breivik-episoden, har udtalt ønske om ændring af injurieparagraffen og presseloven, 
sådan så man kan dæmme op for hadefulde ytringer på internetfora, der kan medvirke til 
at opildne til vold, via et internetfilter (Ritzau, 2011b). Hvis dette ønske viser sig at 
blive realiseret, har man, i kraft af børnepornofilterarrangementet, en række 
magtteknikker, man kan udfolde på ny men nu med en helt anden politisk hensigt. Dette 
kunne indebære en filteranordning, der ikke blot skal kunne foretage en praktisk talt 
umulig risikoberegning angående følgevirkningerne af ytringer på politiske fora og, hvis 
det vurderes nødvendigt, censurere udvalgte ytringer bort. Med samme anordning kunne 
man dertil mere eller mindre permanent ekskludere borgere fra internettet, man mener 
kommer med ”skadelige” eller ”uønskelige” politiske ytringer. Ud fra mit normative-
politiske synspunkt anser jeg et filter med sådanne magtteknikker som særdeles 
ødelæggende for et demokratisk samfund, idet det kan virke politisk indskrænkende og 
udelukkende for de danske borgere.  
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6.2 Det etiske som forudsætning for udvikling, legitimering og accept af filtrering 
Jeg finder nu grundlag for at gå videre med min hypotese om børnepornofiltrets 
betydning for udviklingen af filterløsninger og for accepten af politisk at udarbejde og 
foreslå filterløsninger på internettet. Jeg vil tage udgangspunkt i en pointe fra anden 
analyse, der angår børnepornofiltrets manglende entydige begrænsning af det 
genstandsfelt, filtret skal behandle, hvorfor jeg fandt, at man har bevæget sig ud over 
den præsenterede etiske problemstilling, børnepornografi/ytrings- og informationsfrihed, 
og de risiko- og sandsynlighedsberegner, der akkompagnerer denne. 
 
Det måske klareste eksempel, på at problemkomplekset, børnepornografi/ytrings- og 
informationsfrihed, ikke længere er entydigt styrende for filtret, er omtalen af 
internetudbydernes branchekodeks. Her står nemlig, at ”(…) Dokumentations- og 
Rådgivningscentret om Racediskrimination [er] optaget i ISP-kredsen, med henblik på 
et øget fokus på problemerne vedr. racistiske ytringer på nettet” (IT- og Telestyrelsen, 
2006:8). Dertil står der i starten af rapporten fra 2005, at rapporten ”(…) henviser til en 
betænkning, som Straffelovrådet offentliggør om kriminalisering af generelle 
opfordringer til selvmord m.v.”, hvortil det bliver anført, at ”[d]e to rapporter er nært 
beslægtede, da de behandler en ensartet problemstilling” (2005:2). Børnepornografi er 
følgelig blevet sidestillet med en række andre problemstillinger. Her er det vigtigt at 
bemærke, hvilke andre problemstillinger, man finder grund til at behandle, nemlig 
racisme og selvmordsinstrukser. Yderst etiske størrelser må man sige. Magtudøvelsen er 
fuldstændig indlejret i den offentlig opinion som bærende punkt for anordningens 
legitimitet (Foucault, 2008:298n). Det samme er tilfældet med det efterfølgende 
etablerede internetfilter, Spilleloven fra 2010, der behandler ludomani som 
problemkompleks (Skatteministeriet, 2010).  
Det etiske har været et fuldstændigt fremtrædende træk i filterløsningerne. Hvad enten 
det etiske er anvendt som en bevidst magtstrategi eller -teknik, der retfærdiggør 
begrænsning af internettet, eller ej, har det etiske i praksis vist sig at underminere eller 
begrænse den frygt for censur, der udtales i 2001 med forslaget om Spilleloven 
(Bernsen, 2010). Joe McNamee, EU advocacy koordinator for EDRI, argumenterer for, 
at børnepornofiltret netop iberegner en sådan intention. Han udtaler følgende: ”Det er 
standardpraksis, at man sparker døren ind med et børnepornofilter. Det er der nemlig 
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ingen, der tør være imod. Når døren så er åbnet, kan du fortsætte, om det så handler om 
sider med gambling eller med ophavsretslige problematikker” (Tholl, 2011a). Den 
noget forsimplede kausalrelation kan nok bestrides, men det endelige resultat i Danmark 
kan ikke.  
Jeg mener altså, at man kan argumentere for, at børnepornofiltret som etisk, teknisk og 
social teknologisk aftalekonstruktion skaber et særligt nyt råderum for politisk 
reglementeret kontrol med internettet, der tidligere fandtes uacceptabel. At indføre et 
censurerende filter gennem lovgivning – såsom Spilleloven og Lægemiddelloven – er 
følgelig langt mindre politisk illegitimt end før børnepornofilterordningen. I den 
forbindelse finder jeg det tvivlsomt, om man overhovedet kan opretholde den 
forestilling, at børnepornofiltret blot er en frivillig aftale, der fungerer uden for det 
politiske system. IT- og Telestyrelsens rolle er nemlig at være ”(…) ansvarlig for 
udmøntningen af forskellige aspekter af regeringens it- og telepolitik” samtidig med, at 
juridiske repræsentanter fra Justitsministeriet har været med til at udarbejde 
branchekodekset (IT- og Telestyrelsen, 2011 og IT- og Telestyrelsen, 2005:11). Filtret 
synes slet ikke at kunne adskilles fra en politisk styring. Der har antagelsesvist været en 
interesse fra politisk side i at etablere et børnepornofilter samt i at etablere en 
filterkonstruktion, der ikke er indskrænket af lov. 
I forlængelse af dette finder jeg grund til at diskutere, hvorvidt de gældende 
forfatningsrestriktioner overhovedet kan anskues som et bolværk mod udviklingen af 
censurerende tiltag? Jeg var tidligere inde på, at EMRK art. 10, stk. 2 indeholder nogle 
demokratiske hensyn, der nødvendigvis skal opfyldes før man materielt kan indskrænke 
ytrings- og informationsfriheden ved lov (IT- og Telestyrelsen, 2005:15). For mig at se, 
indebærer sådanne luftige hensyn ikke, at man sikrer sig mod censurerende tiltag 
generelt, men at man forsøger at sikre sig mod, at der ikke udøves censur uden, at man 
først har foretaget en række etiske overvejelser eller omkostningsberegninger. 
Sikkerhedsforanstaltningerne vil til stadighed udvide sig og ændre internettet, hvis 
etiske omkostningsberegninger er det eneste, der står i vejen for yderligere filtrering 
(Foucault, 2008:51). Internettet kan, med en sådan magtstrategi, ikke forblive et 
alternativ til vores fysiske, gennemforvaltede samfund. 
 
 40 
Jeg mener, at det nu kan lade sig gøre at tegne korrekturerne til en særlig fremherskende 
strategisk funktion eller rationalitet, der er børnepornofilterdispositivet iboende. 
Dispositivet bryder op med en forudgående etisk perception omkring internettets 
uønskede men, af frihedsrettighedsmæssige grunde, nødvendige indhold og skaber en 
ny etisk legitimeret regelmæssighed, der perciperer udbredelsen af censurerende 
filterløsninger i Danmark som en demokratisk nødvendighed (Gudmand-Høyer & 
Raffnsøe, 2005:160). Det er en anordning, som finder sikkerhed så vigtig, at den ikke 
vil gå på kompromis med forfatningen men tilsidesætter den af krisemæssig 
nødvendighed og bruger den kun i det omfang, den kan retfærdiggøre en censurerende 
besvarelse (Foucault, 2008:282f). Retfærdiggørelsen forekommer yderligere i form af 
en række risici- og sandsynlighedsberegninger, der angår ressourcer og 
effektivitetsstatistik, hvorved der opstilles en så åbenlys fornuft, at den slører den første 
omkostningsberegning eller problemstilling, der opgøres. Nemlig, en 
omkostningsberegning mellem henholdsvis en censurerende sikkerhed og ytrings- og 
informationsfrihed på internettet. Magtudøvelsen foregår i det skjulte, idet den – i hvert 
fald for flertallet – virker velmenende, beskyttende og optimerende. Den er her for at 
gøre internetbrugerne trygge ved at bekæmpe børnepornografi og pædofile på 
internettet, hvorfor sidstnævnte helt må ekskluderes fra cirkulationsrummet for at vise 
dens alvor. Filtret kan på ingen måde overleve uden assistance fra borgere, der 
tilskyndes til at anmelde børnepornografi for at holde en filterløsning i gang, der slet 
ikke begrænser sig til børnepornografi. Den skal nemlig også tage sig af andre etiske 
størrelser, herunder racisme. Idet anordningen åbner op for en så enkel magtstrategi til 
internetkontrol, finder politikerne grund til at genbruge formlen i henhold til 
spilhjemmesider og medicinalhjemmesider og potentielt set hjemmesider angående 
euforiserende stoffer og politiske internetfora. Men nu altså i formalistisk, politisk 
legitim form. Det er et dispositiv, der sikkerhedsliggør internettet ved i praksis at 
indskrænke de danske borgeres teknologiske udfoldelsesmuligheder og begrænse deres 
juridiske rettigheder. 
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7. Konklusion 
Hvorledes repræsenteres børnepornografi på internettet som en etisk problemstilling, 
der nødvendiggør børnepornofiltret som en teknologisk-juridisk løsning, og hvilke 
følgevirkninger kan børnepornofiltret producere for de danske borgere? 
 
I denne projektrapport har jeg beskæftiget mig med det første etablerede danske 
internetfilter, børnepornofiltret fra 2005. Jeg fandt det interessant at undersøge filtret, 
eftersom filtret blev oprettet på trods af, at internetfiltrering forinden var blevet 
kritiseret blandt politikere for dets risiko for censur. Selvom børnepornofiltret selv har 
mødt kritik, blev det fortsat fundet uundværligt, fordi det behandler en så etisk størrelse 
som børnepornografi. Målet helliger altså midlet. Efter børnepornofiltret blev to 
internetfiltre etableret ved lov samtidig med, at der er blevet udtrykt ønske om diverse 
andre filtertiltag i politisk regi. Filtrering blev således pludselig en legitim politisk 
løsning på trods af de tidligere bekymringer om censur. Jeg ønskede således at 
undersøge det politiske holdningsskifte ved at undersøge børnepornofiltret som en 
magtteknik eller magtstrategi. 
Med Michel Foucaults poststrukturalistiske magtanalytik, dispositivanalysestrategien, 
sammenkædede jeg børnepornofiltrets teknologiske og juridiske udformning med de 
problemstillinger, som man forinden fandt nødvendiggjorde en løsning i form af 
børnepornofiltret. Dertil diskuterede jeg, hvilke følgevirkninger en sådan besvarelse kan 
producere for de danske borgere, herunder hvorvidt man kan anskue børnepornofiltret 
som havende betydning for udviklingen og legitimeringen af politiske filterløsninger. 
Jeg fandt frem til, at man diskursiverede to forskellige men fuldstændig afhængige 
problemstillinger. Den første angik en konflikt eller omkostningsberegning mellem 
henholdsvis bekæmpelse af stigende, ulovlig internetbørnepornografi på den ene side og 
sikring af ytrings- og informationsfriheden på internettet på den anden side. Den anden 
problemstilling angik en konflikt mellem henholdsvis de usikre, normale 
internetbrugere, der uforvarende blev mødt af internetbørnepornografi, og de aktive 
børnepornografisøgende, pædofile internetbrugere, der måtte udelukkes fra internettet, 
idet disse udgjorde en risiko for de førnævnte brugeres cirkulation på nettet. 
Besvarelsen af disse problemstillinger kom i form af en frivillig internetfilteraftale 
mellem internetudbydere, Red Barnet og Rigspolitiet. Filtret er altså ikke givet ved lov, 
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hvorfor man formaliserede det gennem et branchekodeks, der i praksis ansvarliggør og 
overvåger internetudbyderne. Filteraftalen blev blandt andet begrundet ud fra en række 
omkostningsberegninger, der angik effektivitet og ressourcer, herunder at man med en 
aftale ikke behøver dommerkendelser og retssager, før man kan fjerne og blokere 
børnepornografiske internethjemmesider. Samtidig blev en obligatorisk løsning 
forklaret med, at den ellers ikke ville kunne dæmme op for de aktivt 
børnepornografisøgende internetbrugere. Yderligere blev aftalekonstruktionen 
begrundet med, at man på denne vis ikke skulle at tage højde for filtrets 
grundlovsmæssighed. Eftersom der i branchekodekset står, at filtret skulle behandle en 
række andre etiske problematikker, står det klart, at der aldrig blev formuleret en 
åbenbar negativ grænse for filtrets funktionelle virke. Magtudøvelsen er følgelig stillet 
langt mere fri end ved et hypotetisk filter, der er forankret i lov. Derfor er den første 
konflikt, børnepornografi/ytrings- og informationsfrihed, ikke på samme måde aktuel 
længere. 
Filterløsningens magtudøvelse indebærer en række negative følgevirkninger for de 
danske borgere, herunder en begrænsning af internetbrugernes teknologiske 
cirkulationsfrihed, som blev understøttet af en magtudøvelse, der indbefatter 
tilskyndelse til private filterløsninger og anmeldelse af børnepornografi. Magtudøvelsen 
virker velmenende, men i praksis er den begrænsende. Jeg argumenterede for, at den 
udefrakommende begrænsning blandt andet skulle ses i sammenhæng med, at det var 
Rigspolitiet, der normalt er en disciplinær, udøvende magt, der nu skulle foretage en 
formentlig tvivlsom domstolsvurdering. 
Jeg argumenterede for, at børnepornofiltrets etiske og uigennemsigtige fundament kan 
anskues som havende undermineret eller begrænset den frygt for censur, der blev udtalt 
i 2001 med spillelovsforslaget. Børnepornofiltret etableres med en så enkel magtstrategi 
for internetkontrol, at børnepornofiltret har skabt et særligt nyt råderum for politisk 
reglementeret teknologisk kontrol med internettet. En magtstrategi, der let kan omgå de 
forfatningsparagraffer og de juridiske borgerrettigheder, der ellers er til hinder for 
censur. Derfor fandt jeg, at det kan lade sig gøre at betragte børnepornofiltret som 
betydningsbærende for udviklingen, legitimeringen og accepten af politiske 
filterløsninger. 
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