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Preface 
Ring theory is a showpiece of mathematical unification, bringing together several 
branches of the subject and creating a powerful machine for the study of problems of 
considerable historical and mathematical importance. Rings with derivations are not the 
kind of subject that undergoes tremendous revolutions. However, this has been studied 
by many algebraists in the last 50 years, specially the relationships between derivations 
and the structure of rings. A classical problem of ring theory is to find combinations of 
properties that force a ring to be commutative. Pursuit of this line of inquiry was in-
spired by celebrated Jacobson's theorem that any ring in which every element x satisfies 
an equation of the form x"'^'^ = x, where n{x) G N \ {!}, must be commutative |113], a 
result which generalized the famous Wedderburn theorem that every finite division i ing 
is commutative as well as the theorem that every Boolean ring is commutative. There 
are now more than hundred papers in which conditions are given that determine com-
mutativity for a ring or a special type of ring. Much of the initial thrust of the work in 
this area was either authored by Herstein or inspired by his work [98-100]. A significant 
contributor has been Bell (see for instance [43-48]) who individually, or with co-authors 
has written more than two dozen articles. Other strong contributors have been Ashraf 
and Yaqub with a variety of co-authors (viz.; [3], [24-26], [32], [117], [150-152], [162] 
and [174], where further references can be found). Another technique for investigatmg 
commutativity of rings (algebras) is the use of additive maps like derivations and auto-
morphisms of the ring R. To indicate how strongly related a derivation is to commutativ-
ity, we say a derivation (or other function) d : R -^ Ris commuting on a nonempty sub-
set 5 of /? if d{x)x = xd{x) for all x £ S, and centralizing on S if xd{x) - d{x)x 6 Z{R\ 
for all X G 5. The study of such mappings was initiated by Posner (Posner second 
theorem). In [148, Theorem 2], Posner proved that if a prime ring R admits a nonzer(> 
derivation d such that {d{x), x] G Z{R) for all x e R, then R is commutative. The anaJo-
gous result for centralizing automorphisms on prime rings was obtained by Mayne [140]. 
A number of authors have extended these theorems of Posner and Mayne, and have 
shown that derivations, automorphisms, and some related maps cannot be centralizing 
on certain subsets of noncommutative prime (and some other) rings. For these kind of 
results we refer the reader to [28], [30], [50], [51], [58], [60], [62], [87], [124] and [127], 
where further references can be looked. There has been a great deal of work recently 
concerning the relationship between the commutativity of a ring R and the existence of 
certain specified additive maps like derivations and automorphisms of R. Chung, Her-
stein, Ikeda, Kog, Luh, Martindale, Procesei, Putcha, Richoux, Schacher, Wilson and 
Yaqub (viz.; [82-84], [102], [106], [109], [111], [135] and [149]) have studied conditions 
on commutators which imply the commutativity of rings. 
The present thesis entitled "On Derivations in Certain Classes of Rings" 
contains similar work carried out by the author during past four years concerning some 
additive mappings and its various generaUzations mostly in the setting of prime and 
semiprime rings at the Department of Mathematics, Aligarh Mushm University, Ali-
garh. This exposition comprises six chapters and each chapter is subdivided into various 
sections. The definitions, examples, remarks, results etc. have been specified with the 
double decimal numbers. The first figure denotes the number of the chapter, second rep-
resents the section in the chapter and third points out the number of the definition, the 
example, or the result as the case may be in a particular chapter. For example, Theo-
rem 2.3.1 refers to the first theorem appearing in the third section of the second chapter. 
Chapter 1 contains preliminary notions, basic definitions, examples and some impor-
tant well-known results related to our study which may be needed for the development 
of the subject in the subsequent chapters. This chapter is an attempt to make this 
thesis as self contained as possible. However, the basic knowledge of ring theory has 
been pre-assumed. 
Chapter 2 deals with the study of commutativity of prime and semiprime rings 
involving additive mappings. An additive mapping d : R -^ R is called a derivation if 
d{xy) = d{x)y + xd{y) holds for all x,y E R. Let F,d : R -^ Rhe two mappings such 
that F{xy) = F(x)y + xd{y) holds for all x, ?/ € R. If F is additive and d'lsa. derivation 
of R, then F is said to be a generalized derivation of R. The notion of generahzed deriva-
tion was introduced by Bresar [57], while the algebraic study of generalized derivation 
were made by Hvala [110] and Lee [128]. During the last few decades there has been 
a great deal of work concerning generalized derivations in rings and algebras (see for 
instance [4], [30], [52], [89], [90] and [137], where further references can be found). In this 
chapter, we continue the study in this direction, even in more general setting. In the year 
1995, Bell and Daif [50] proved that if /? is a prime ring admitting a nonzero derivation 
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d such, that d{xy) = d{yx) for all x,y E R, then R is commutative. In [87], Daif proved 
the following result: let i? be a semiprime ring and / be a nonzero ideal of R. If R admits 
a derivation d which is nonzero on / and satisfying d{xy) = d{yx) for all x,y E L then R 
contains a nonzero central ideal. Further, Alba§ and Argag [4] established same result for 
generalized derivations in the setting of prime rings. In Section 2.2, we study the com-
mutativity of semiprime ring which admits additive mappings F and d satisfying certain 
identities viz.; (i) Fixy) = F{yx), {ii) F{{xyf) = F{x''y''), {in) F{{xyf) = F{y'x'), 
(iv) F{{xyf) = F{xy^x), (v) F{{xyf) = F{yx^y), {vi) F{{x o y)^) = F{x^ o r), 
(vii) F{[x,y]'^) = F{[x^,y^]) for all x,y in some appropriate subsets of the ring R. 
In the year 1990, Ashraf and Quadri [24] showed that a ring R is commutative if 
it satisfies (ly)" = t/"x" for all x,y in some appropriate subsets of R under cer-
tain mild conditions on commutators in R. We continue the similar study imolv-
ing additive mappings in Section 2.3 and investigate commutativity of rings satisfy-
ing any one of the following conditions: (i) F((xt/)") = F{x^y'^), (ii) F{x"'-y") = 
F{y^x^), {in) F{[x^,y\) = F([a;,t/"]), {iv) {F{x)F{y))^ = {F{y)F{x))'' for all x.y ii R. 
In Section 2.4, we extend results proved in [30] in the setting of semiprime rings. In fact, 
it is shown that on a semiprime ring which admits additive mappings F and d such t hat 
F{xy) — F{x)y + xd{y) for all x,y E R satisfying the relation F{x)F{y)±xy G Z{R) for 
all x,y E I, the nonzero ideal of R implies [(i(a;),x] = 0 for all x E I• Moreover, if rf is a 
derivation such that d{I) ^ (0), then R contains a nonzero central ideal. Section 2.5 is 
devoted to the study of commutativity of the ring R involving arbitrary mappings with 
necessary torsion restrictions on commutators. Finally, in Section 2.6 suitable examples 
are also provided at places to demonstrate that restrictions imposed on the hypotht^ses 
of the various results are not superfluous. 
Chapter 3 deals with the study of orthogonal (cr, r)-derivations and orthogonal 
generalized (cr, r)-derivations in semiprime P-rings. Following [36], a P-ring is a pair 
(M, P), where M and P are additive abelian groups for which there exists a map from 
M X P X M -> M (the image of (a,7,b) will be denoted by a^b for all a,b E M 
and 7 G P) satisfying {i) {a -f b)ac = aac + bac, {ii) a{a + (i)b = aab + a^ />, {m) 
aa{b + c) = aab + aac and {iv) {aab)l3c = aa{bpc) for all a,b,cE M and a,(3 ET. Let 
M b c a P-ring and a, r be endomorphisms of M. An additive mapping d : M -^ M is 
called a (a, T)-derivation on M if d{xay) = d{x)aa{y) + T{x)ad{y) holds for all x,y E M 
and a 6 P. An additive mapping F : M -^ M \s called a generalized {a, r)-derivation on 
M if there exists a (cr, r)-derivation d of M such that F{xay) = F{x)aa{y) + T{x)ad{y) 
for all x,y E M and a ET. TWO {a,r)-derivations d and g on M are said to be orthog-
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onal if d{x)rMrg{y) = (0) = g{y)VMTd{x) holds for all x,y e M, and two generalized 
(a, T)-derivations F and G on M are said to be orthogonal if F{x)TMTG{y) = (0) = 
G{y)rMrF{x) holds for ed\x,y e M. Section 3.2 is devoted to the study of orthogonal 
{a, T)-derivations in F-rings. Besides obtaining some necessary and sufficient conditions 
for ((7, r)-derivations to be orthogonal, we establish that under certain algebraic condi-
tions, two (a, r)-d6rivations d and ^ on a 2-torsion free F-ring M are orthogonal if and 
only if d{x)ag{x) = 0 for all a; G M and a € F. Section 3.3 deals with the study of 
orthogonal generahzed (cr, r)-derivations in semiprime F-rings. Also, we have discussed 
the orthogonality of generahzed (cr, r)-derivations in semiprime F-rings. Further, some 
counter examples have also been given to demonstrate that the restrictions imposed on 
the hypotheses of the various results are not superfluous. 
Chapter 4 is devoted to the study of symmetric biadditive mappings when the ring 
R is equipped with an involution. An additive mapping a; H^ a;* on a ring R is said 
to be an involution if (xy)* = y*x* and (x*)* — x* holds for all x,y e R. li R is an 
algebra, we assume additionally that (ax)* = ax* for all x e R and a is in some field 
F. A ring (algebra) which is endowed with an involution is called a ring (algebra) with 
involution or *-ring (*-algebra). A mapping B : R x R -^ R is said to be symmet-
ric if B{x,y) = B{y,x) holds for all x,y E R. A symmetric biadditive (i.e., additive 
in both arguments) mapping M : R x R —^ R is said to be a symmetric left (resp. 
right) *-bimultiplier if M{xy, z) = M(x, z)y* (resp. M{xy, z) = x*M{y, z)) holds for all 
x,y,z e R. Following [20], a symmetric biadditive mapping B : R x R ^ R is called a 
symmetric *-biderivation if B{xy, z) = B{x, z)y* + xB{y, z) holds for all x,y,z E i?, and 
B is called a symmetric reverse *-biderivation if B{xy, z) = B{y, z)x*+yB{x, z) holds for 
all x, y, 2 e R. Motivated by the definition of symmetric *-biderivation (resp. symmet-
ric reverse *-biderivation), the concept of symmetric generalized *-biderivation (resp. 
symmetric generalized reverse *-biderivation) define as follows: a symmetric biadditive 
mapping G : Rx R -^ Ris called a symmetric generalized *-biderivation if there exists 
a symmetric *-biderivation B such that G{xy, z) = G{x, z)y* -\- xB{y, z) holds for all 
x,y,z e R, and G is called a symmetric generalized reverse *-biderivation if there exists 
a symmetric reverse *-biderivation B such that G{xy, z) = G{y, z)x* + yB{x, z) holds 
for all x,y,z e R. Section 4.2 is devoted to the study of left (resp. right) *-bimultipliers 
in the setting of semi(prime) *-rings. In this section, we establish that every left (resp. 
right) *-bimultiplier on a semiprime *-ring R maps RxR into Z{R). Also, we prove that 
if a prime *-ring admits a nonzero left (resp. right) *-bimultiplier, then R is commu-
tative. Section 4.3 deals with the study of symmetric generalized *-biderivations (resp. 
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symmetric generalized reverse *-biderivations) on semi (prime) *-rings and prove that if 
a semiprime *-ring admits a symmetric generalized *-biderivation (resp. symmetric gen-
eralized reverse *-biderivation) G with associated a nonzero symmetric *-biderivation 
(resp. symmetric reverse *-biderivation) B, then G maps Rx R into Z{R). The prime 
version of these results have also been given. In the last section, we establish corre-
sponding results in the setting of C*-algebras. 
Chapter 5 is based on the study of generalized Jordan triple (a, /?)*-derivations 
and Jordan triple left a*-centralizers in semiprime *-rings. Let i? be a *-ring and 
Of, /? be endomorphisms of R. An additive mapping d : R -> R is called a Jordan 
(resp. Jordan triple) (a,|i3)*-derivation if rf(a;^) = d{x)a(x*) + P{x)d{x) (resp. d{xya) = 
d{x)a{y*x*) + ^{x)d{y)a{x*) + fi{xy)d{x) holds for all x,y € R. Motivated by the 
definitions of Jordan (a,/?)*-derivations and Jordan triple (a,^)*-derivations, we intro-
duce the notion of a generalized Jordan (a, /3)*-derivation and generalized Jordan triple 
{a, y5)"-derivation as follows: an additive mapping F : R —^ R is called a generalized 
Jordan (a, ^)*-derivation if there exists a Jordan (a, /5)*-derivation d : R -¥ R such that 
F(x^) = F{x)a{x*) -\- P{x)d{x) holds for all x e R. kn additive mapping F : R ^ R is 
called a generalized Jordan triple (a, ^)*-derivation if there exists a Jordan triple (Q, ,^)*-
derivation d : R -¥ R such that F{xyx) = F{x)a{y*x*) -\- /3{x)d{y)a{x*) -f (3{xy)d{x) 
holds for all x,y € R. An additive mapping T : R -^ R is called a Jordan left (resj). 
right) a*-centraHzer if T{x^) = T{x)a{x*) (resp. T{x^) = a{x*)T{x)) holds for all 
X E R. If T is both Jordan left as well as Jordan right Q*-centralizer, then T" is a Jordan 
o;*-centralizer on R. An additive mapping T : R -^ R is called a Jordan triple left 
(resp. right) Q;*-centralizer if T{xyx) — T{x)a{y*x*) (resp. T(xyx) = a{x*y*)T{x)) 
holds for aU x,y G R. Section 5.2 is devoted to the study of generalized Jordan 
triple (a, y5)*-derivations, and it is shown that under certain torsion restrictions on 
a semiprime *-ring, every generalized Jordan triple (a, ;5)*-derivation is a generalized 
Jordan (Q:,/9)*-derivation. Section 5.3 deals with the study of Jordan triple left a*-
centralizers in semiprime *-rings. Besides improving a result due to Shakir [5], we prove 
that on a semisimple i/*-algebra every Jordan triple left Q*-centralizer is a Jordan left 
a*-centralizer. 
Chapter 6 deals with the study of strong commutativity preserving (SCP) map-
pings in prime and semiprime rings. Let i? be a ring and 5 be a subset of R. A mapping 
f : R-^ Ris called strong commutativity preserving (SCP) on S if \f{x), f{y)] - [x, y] 
for all X, y e S. The recent hterature includes several papers on SCP mappings in prime 
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and semiprime rings (see [49] for a partial list of references). In [49], Bell and Daif proved 
that if a semiprime ring R admits a derivation which is SCP on a right ideal p, then 
p C Z{R). In particular, R is commutative \i p = R. Further, this result was extended 
by Deng and Ashraf [92] as follows: let i? be a semiprime ring / , a nonzero ideal of R. If 
R admits a mapping / and a derivation d such that [/(x), d{y)] = [x, y] for all x, y € / , 
then R contains a nonzero central ideal. In Section 6.2, we discuss the commutativity of 
semiprime ring R with pair of derivations which are SCP on i?, even in a more general 
setting. In fact, we establish that a 2-torsion free semiprime ring R is commutative if 
either [(i(x'"), (/(y")] = ±[x^,y"] holds for all x,y EROT d(a;'")o(/(y") = ±[x"',y"] holds 
for all x,y E R. Further, some related results have also been discussed. We conclude this 
section with two examples which show that the restrictions imposed on the hypotheses 
of the various results are not superfluous. The final section of this chapter is devoted to 
study the applications of our results, obtained in previous section, to Banach algebra. 
In fact, we prove that if any one of the following expression [rf(x"*),^(y")] ± [rr'", y"], 
d(x"')og(y") ± [x"", y% [rf(x'"), d(y'')]±g([x"', y"]) is in the radical of a Banach algebra 
A, then d and g maps A into its radical. 
An extensive bibliography of the existing literature related to the subject matter is 
included. 
Two papers of the author related to Sections 2.2, 2.3, 2.5 and 2.6 of Chapter 2 
have been published in Quaest. Math. 37 (2014), 1-15 and Arab J. Math. Sci. 19(2) 
(2013), 199-204. Another paper which includes the materials from Chapter 3 has been 
published in Int. Electron. J. Algebra 13 (2013), 23-39. Two papers based on Chapter 
4 and Chapter 5 have been published in Kyungpook Math. J. 51 (2011), 301-309 and 
Mediterr. J. Math. DOI 10.1007/s00009-013-0277-x, respectively. A paper based on 
Chapter 6 has also been accepted for publication in J. Algebra Comput. Appl. 
Chapter 1 
Some preliminaries 
1.1 Introduction 
The object of the present chapter is to introduce basic definitions, preHminary notions 
and some key results which we shall require for the development of the subject matter 
in the present thesis. The elementary knowledge of groups, rings, ideals, fields, modules, 
homomorphism etc. have been pre-assumed. Throughout the thesis, unless otherwise 
mentioned, R will denote an associative ring (may be without identity) containing at 
least two elements. Most of the material included in this chapter occurs in standard 
hterature like, Ambrose [12], Beidar et al. [42], Bonsall and Duncan [54], Hersteiu [105], 
[107], Jacobson [114], McCoy [142], Rudin [153] and Sakai [155]. 
1.2 Some definitions and examples 
In the present section we give a brief exposition of some important terminologies in 
the theory of rings and algebras. Examples and counter examples are also included in 
this section to make the matter presented in the section self explanatory and to give a 
clear sketch of the various notions. We start our discussion with the following definition: 
Definition 1.2.1 (Prime ideal). An ideal P of R is called a prime ideal of R if for any 
two ideals A and B of R, AB C P implies A C P or B C P. 
Remark 1.2.1. Equivalently, an ideal P in a ring R is prime if and only if any one of 
the following holds: 
(i) U a,be R such that aRb C P, then a e P or be P. 
{ii) If (a) and (6) are principal ideals in R such that (o)(fc) C P, then a e P or b e P. 
(in) If U and V are left (right) ideals in R such that UV C P , then U QP oxV CP. 
Definition 1.2.2 (Prime ring). A ring R is said to be a prime ring if and only if the 
zero ideal is a prime ideal in R. 
Remark 1.2.2. Equivalently, a ring R is a, prime ring if and only if any one of the 
following holds: 
(z) If i4 and B are ideals in R such that AB = (0), then yl = (0) or B = (0). 
(M) If a, 6 e i? such that aRb = (0), then a = 0 or 6 = 0. 
Definition 1.2.3 (Semiprime ideal). An ideal P in a ring R is said to be a semiprime 
ideal in R if for every ideal I oi R, P C P implies I C P. 
Remark 1.2.3. (i) A prime ideal is necessarily semiprime, but the converse need not 
be true in general. 
[a) Intersection of prime (semiprime) ideals is semiprime. Thus, in the ring Z of integers, 
ideal (2) D (3) = (6) is semiprime which is not prime. 
Definition 1.2.4 (Semiprime ring). A ring R which has no nonzero nilpotent ideal is 
said to be a semiprime ring. 
Remau-k 1.2.4. (z) A ring R is semiprime if and only if for any a E R, aRa = (0) 
implies that a = 0. 
(a) The radical of R, denoted by rad(R), is the intersection of all maximal ideals of 
R. 
{iii) If rad(i?) = (0), then R is called semisimple. 
Definition 1.2,5 (Dense right (left) ideal). A right (resp. left) ideal / of i? is said to 
be dense right (resp. left) ideal if for any 0 j^ ri E R, r2 E R there exists r E R such 
that rir ^ 0 and r2r E I (resp. rri 7^  0 and rr2 E I). 
The collection of all dense right ideal of R will be denoted by D{R). 
Remark 1.2.5. Let R he a semiprime ring, and /, J, S E D{R). If / : / —> i? is a 
homomorphism of right i?-modules, then 
(i) RED{R). 
(ii) r\J) = {aEl I /(a) EJ}E D{R). 
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(m) lnJeD{R). 
{iv) IJ e D{R). 
Definition 1.2.6 (Maximal right ring of quotients). Let Rhea, semiprime ring, '-i be the 
set of all pairs {U, f) where U ^ (0) is a dense right ideal of R and / : t/ -> i? is a right R-
module mapping of U into R. Define a relation' ~ ' on Q' such that {U, / ) ~ (V, g) if / = g 
on some dense right ideal W ^ (0) of R where W C UnV. It can be easily check that ~ 
is an equivalence relation on S. Let Q be the set of equivalence classes of Q. Denote the 
equivalence class determined by {U,f) as / . For / = cl{U,f), g = cl{V,g) G Q, define 
addition and multiplication on Q as f + g = d{UnV, f + g) and f.g — d{f~^{U), fg). 
Thus Q forms an associative ring with identity relative to above defined operations 
known as maximal right ring of quotients or right Utumi quotient ring of R. 
Remark 1.2.6. Let i? be a semiprime ring. Then Q satisfies: 
(z) /? is a subring of Q. 
{ii) For all g € Q there exists / € D{R) such that ql C R. 
(m) For all g G Q and / 6 D{R), ql - (0) if and only if g = 0. 
(iv) For all / G D{R) and f : IR —>• RR there exists q E Q such that f{x) = qx for all 
X e I. 
Furthermore, properties {i)-{iv) characterize ring Q up to isomorphism. 
Definition 1.2.7 (Center of ring). The center of a ring R is the set of all those elements 
of R which commute with every element of R and is denoted as Z{R) i.e., Z{R) = { r G 
R I xr — rx for all r G R}. 
Thus, a ring R is commutative if and only if Z{R) = R. 
Definition 1.2.8 (Centralizer). Let 5 be a nonempty subset of R. Then the centralizer 
CR{S) of S in R, is defined by CR{S) = {xeR\sx = xs for all s e S}. 
If a G CR{S), then we say that a centrahzes S. Evidently, CR{R) — Z(R). 
Remark 1.2.7. {i) The center of a prime ring is free from zero divisors. 
{ii) The center of a semiprime ring contains no nonzero nilpotent element. 
Definition 1.2,9 (Extended centroid). The center C of Q is known as extended centroid 
of H. 
Remfirk 1.2.8. If i? is a prime ring, then extended centroid of i? is a field. 
Definition 1.2.10 (Central closure). Let i? be a semiprime ring. Then the subring 
RC of Q is said to be the central closure of R. Further, R is called centrally closed if it 
coincides with its central closure i.e., R = RC. 
Definition 1.2.11 (Left faithful ring). A ring R is said to be left faithful if the left 
annihilator of R is zero. 
Remark 1.2.9. Every semiprime ring is a left faithful ring. 
Definition 1.2.12. Let Rhe a semiprime ring with extended centroid C. The set B of 
idempotents of C forms a Boolean algebra with respect to the operations 
e + f = e + f-ef and e- f = ef. 
It is complete with respect to the partial order e < / (defined by ef = e) in the sense 
that any subset S oi B has a supremum of S and an infimum of 5". B is called complete 
Boolean algebra. 
Remark 1.2.10. Let M be a maximal ideal of B. Then MQ is a prime ideal of Q and 
is invariant under all derivations of Q. Moreover, f] MQ — (0), where M ranges over all 
M 
maximal ideals of B. 
Definition 1.2.13 (Characteristic of a ring). Let Rhe a ring. If there exists a positive 
integer n such that nx = 0 for all x E R, then the smallest positive integer with this 
property is called the characteristic of the ring R and is denoted by char(i?). If no such 
positive integer exists, then R is said to be of characteristic zero. 
Definition 1.2.14 (Torsion free element). An element x & R is called n-torsion free if 
nx = 0 implies a; = 0. 
U nx = 0 implies a; = 0 for all x E R, we say that the ring R is n-torsion free. 
Definition 1.2.15 (Lie and Jordan Structures). Let i? be a ring. Then using its oper-
ations, two new products can be induced as follows: 
(i) For all x,y e R, the Lie product (commutator) [x, y] — xy — yx. 
(M) For all x,y e R, the Jordan product {anti-commutator) xoy = xy + yx. 
Rem£irk 1.2.11. For any x,y,z e R, the following identities are obvious. 
(i) [xy, z] = x[y, z] + [x, z]y; 
(M) [x,yz] = [x,y]z + y[x,z]; 
{Hi) [[x,y],z] + [[y,z],x] + [[z,x],y]= 0; (Jax^obi identity) 
{iv) X o (yz) = {xo y)z - y[x, z] = y{x o z) + [x, y]z; 
(v) (xy) oz = x{yoz)- [x, z]y = {x o z)y 4- x[y, z]. 
Definition 1.2.16 (Lie (Jordan) ideal). A nonempty subset U oi R\s said to be a Lie 
(resp. Jordan) ideal oi R if U is an additive subgroup of R and whenever u G U and 
r E R, then [u,r] E U (resp. (« o r) G U). 
Definition 1.2.17 (Centralizing and commuting mappings). Let 5 be a nonempty 
subset of R. A mapping f : R -^ Ris said to be centralizing on S if \f{x), x] E Z{R) for 
all a: G 5. As a special case, if [f(x), x] = 0 for all x £ S, then / is said to be commuting 
on 5. 
Exeimple 1.2.1. Let R be the ring of real quaternions. Then the mapping f : R -^ R 
defined by /(x) = x, where x denotes the conjugate of x, is a commuting mapping on 
R. 
Definition 1.2.18 (Derivation and Jordan derivation). An additive mapping d : R -^ R 
is said to be a derivation (resp. Jordan derivation) on R if d{xy) = d{x)y + xd{y) (resp. 
d{x^) = d{x)x -\- xd{x)) holds for all x,y E R. 
Example 1.2.2. The most natural example of a non trivial derivation is the usual 
differentiation on the ring F[x] of polynomials defined over a field F. 
Definition 1.2.19 (Inner derivation). For a fixed a E R, define da : R -^ R such that 
da(x) = [a,x] for all x E R. Then d is called an inner derivation of R associated with a 
and usually denoted by la-
It is obvious to see that every inner derivation on a ring /? is a derivation. But the 
converse need not be true in general. 
0 a b^ 
a,b,c E Z Example 1.2.3. Let R = 
follows: 
• . Define a mapping d : R -">• R as 
^0 a b\ /O a 0 
d\0 0 c = 0 0 -c\ for all a, 6, c G Z. 
0^ 0 0/ \0 0 0 
It can be easily seen that d is a derivation on R which is not an inner derivation on R. 
Definition 1.2.20 (Jordan triple derivation). An additive mapping d : R -^ R is said 
to be a Jordan triple derivation on R if d{xyx) = d{x)yx + xd{y)x + xyd{x) holds for 
all x,y e R. 
Definition 1.2.21 ((cv, ^)-derivation). Let a and /? be endomorphisms of i?. An additive 
mapping d : R-^ Ris said to be an (a, P)-derivation on R if d{xy) = d{x)a{y)+^{x)d{y) 
holds for aJl a;, ?/ € R. 
Definition 1.2.22 (Jordan (a,/3)-derivation). Let a and /? be endomorphisms of R. 
An additive mapping d : R -^ R is said to be a Jordan {a, 0)-derivation on R if 
d{x^) = d{x)a{x) + fS{x)d{x) holds for all x e R. 
Definition 1.2.23 (Jordan triple (Q:,/3)-derivation). Let a and /3 be endomorphisms of 
R. An additive mapping d : R -^ R is said to be a Jordan triple (a, /3)-derivation on R 
if d{xyx) = rf(x)a(yx) + ;5(rr)d(y)a(a;) + ^{xy)d{y) holds for all x,y e R. 
Definition 1.2.24 (Centralizer). An additive mapping T : R-^ Ris called a left (resp. 
right) centralizer ii T(xy) = T{x)y (resp. ^(a;?/) = xT{y)) holds for all x,y e R. Also, 
T is a centralizer if it is both a left as well as a right centrahzer. 
Definition 1.2.25 (Jordan centralizer). An additive mapping T : R —> R is called a 
Jordan left (resp. right) centralizer if T{x'^) = T{x)x (resp. T{x'^) = xT{x)) holds for 
all a: G i?. T is a Jordan centralizer if it is both a Jordan left as well as a Jordan right 
centralizer. 
Remark 1.2.12. (?) If T is a centralizer on a semiprime ring R, then there exists an 
element A e C, the extended centroid of R such that T{x) = Aa: for all x £ R. 
{ii) If i2 is a ring with identity, then T is a left centralizer of R if and only if T{x) = ax 
for all a; € i? and some fixed element a of R. 
Definition 1.2.26 (Generalized derivation). An additive mapping F : R -^ R is said 
to be a generalized derivation on R if there exists a derivation d : R -^ R such that 
F{xy) = F(x)y + xd(y) for all x,y e R. 
Definition 1.2.27 (Generalized Jordan derivation). An additive mapping F : R -^ R 
is said to be a generalized Jordan derivation on R if there exists a Jordan derivation 
d: R-^ R such that ^(ar^) = F{x)x + xd{x) for all x e R. 
Definition 1.2.28 (Generalized Jordan triple derivation). An additive mapping F . 
R—¥Ris said to be a generalized Jordan triple derivation on R if there exists a Jordan 
triple derivation d : R —> R such that F{xyx) = F{x)yx + xd{y)x + xyd{x) for all 
x^y E R. 
Clearly, generalized derivation covers the concept of derivation and left centralizer. 
If we take F = d, then generahzed derivation becomes a derivation and if we take d ~ Q 
then it becomes a left centralizer. By the following example, we can easily see that every 
generalized derivation need not be a derivation. 
Example 1.2.4. Let il = •{ ( ^ ) a, 6, c G Z ^ . Define F,d: R-¥ R such that 
-b\ 
for all a.b.c e Z. 
Then F is a generahzed derivation of R with associated derivation d but not a derivation 
of/?. 
Definition 1.2.29 (Generalized (Q;,/?)-derivation). Let a and /3 be endomorphisms of 
R. An additive mapping F : R—>^ Ris said to be a generalized {a, P)-derivation on R if 
there exists an (a, ;5)-derivation d: R-^ Roi R such that F(xy) = F{x)a{y)+/3{x)d{y) 
for all x,y E R. 
Definition 1.2.30 (Generalized Jordan (a,/9)-derivation). Let a and /3 be endomor-
phisms of R. An additive mapping F : i? —> i? is said to be a generalized Jordan 
{a, P)-derivation on R i£ there exists a Jordan (a, ^)-derivation d : R -^ R oi R such 
that F(a;2) = F{x)a{x) + P{x)d{x) for all x e R. 
Definition 1.2.31 (Generalized Jordan triple (a,/?)-derivation). Let a and /? be endo-
morphisms of R. An additive mapping F : /? —> i? is said to be a generalized Jordan 
triple [a,/3)-derivation on R if there exists a Jordan triple (a,/3)-derivation d : R -^ R 
such that F{xyx) = F{x)a{yx) + P{x)d{y)a{x) + P{xy)d{x) for all x,y e R. 
Definition 1.2.32 (F-ring in sense of Nobusawa). A T-ring M is a pair [M, T), where M 
and r are additive abelian groups for which there exist mappings from MxFxM —^ M 
(the image of (a, 7, b) is denoted by 076 for all a, 6 e M and 7 6 T) and T x M xT -^T 
(the image of (a, a, P) is denoted by aa/? for all a G M and Q, /? e F) satisfying for all 
a,b,ce M and for all a,/3 6 F: 
(i) (a + b)ac = aac + bac, a{a + fi)b = aab + afib, aa{b + c) = aab + aac; 
(ii) (a + /5)a7 = aa^ + /?a7, a{a + b)/3 = aaP + abp, aa{/3 + 7) = aa/3 + 0:07; 
(iii) {aab)^c — aa{b/3c) = a(ab^)c; 
(iv) aab = 0 for any a,b E M =^ a = 0. 
Example 1.2.5. Let X and F be abelian groups. If M = Hom{X, F) , T = Hom{Y, X), 
then M is a F-ring. 
Barnes [36] slightly weakened the condition of F-ring and defined F-ring as follows: 
Definition 1.2.33 (F-ring in sense of Barnes). A F-ring M is a pair {M,r), where M 
and F are additive abelian groups for which there exists a mapping from MxTxM ^ M 
(the image of (a,7,b) is denoted by ajb for all a,b E M and 7 € F) satisfying the 
following: 
(i) (a 4- b)ac = aac -t- bac, a{a + 0)b = aab + afib, aa{b + c) = aab + aac, 
(ii) {aab)0c = aa{b0c) for all a,b,ce M and a,/? e F. 
Example 1.2.6. Let Rhe a. ring. Let M = Mmxn(R) be the set of all matrices of order 
mxn over R and F = Mnxm{R) be the set of all matrices of order nxm over R. Then 
M is a F-ring. 
Definition 1.2.34 (Algebra). Let ^ be a nonempty set on which there are deiined 
binary operations of addition and multiplication and also a scalar multiplication by 
elements of a field F. Then .4 is an algebra over the field F if the following conditions 
are satisfied: 
(i) A is a, vector space over F with respect to the operations of addition and scalar 
multiplication; 
[ii) A is a ring with respect to the operations of addition and multiplication; 
(iii) if x,y e A and a £ F, then (ax)y = x{ay) = a(xy). 
Remark 1.2.13. The field F is called the scalar field of A. Ii F = R, field of real 
numbers, then A is called a real algebra. Moreover, if F = C, field of complex numbers, 
then A is called a complex algebra. 
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Definition 1.2.35 (Involution). A mapping a; i-4 x* is said to be an involution on R if 
the following conditions 
(e) (x + yy=x* + y*; 
(ii) (x*)* = X] 
(m) {xy)* = y*x*; 
(iv) if /2 is an algebra over a field F, then (Xx)* = Ax* 
hold for all x, J/ e /? and X E F. 
A ring (algebra) R equipped with an involution '*' is called ring with involution 
(algebra with involution) or *-ring {*-algebra). 
Example 1.2.7. Let R = Mnxni^) be the set of all n x n matrices over the real held 
R. Take Ae R and define * : R-^ R such that A* = A^, the transpose of A. Then *' 
is an involution on R and hence i? is a ring with involution. 
Definition 1.2.36 (Normed space). A vector space A is said be a normed space if for 
every x E A there is associated a nonnegative real number ||a;||, called the norm of 'j\ m 
such a way that 
(i) \\x\\ > 0 for all a: € A; 
(ii) \\x\\ = 0 ^ a; = 0; 
(Hi) \\ax\\ = |Q;|||a;|| if x € A and a is a scalar; 
(iv) \\x + y\\ < \\x\\ + \\y\\ for all x,ye A. 
Definition 1.2.37 (Inner product space). A complex vector space A is called an inner 
product space if to each ordered pair of vectors x and y in A is associated a complex 
number {x,y), called the inner product or scalar product of x and y such that the 
following rules hold: 
(i) (a;, x) > 0 for all x G A; 
(ii) (x,x) = 0 ^ X = 0; 
(Hi) (x,y) = (y, x); (The bar denotes complex conjugation) 
(iv) {ax, y) = a(x, y) ii x,y & A, a E C; 
(v) {x + y,z) = {x,z) + {y,z). 
Definition 1.2.38 (Hilbert space). A complete inner product space is called a Hilbert 
space. 
Definition 1.2.39 (Normed algebra). A normed algebra yl is a normed space which is 
an algebra such that 
\\xy\\ < Ikllllyll f o r a l l x . y e A 
Definition 1.2.40 (Banach algebra). A complete normed algebra is called a Banach 
algebra. 
Definition 1.2.41 (Banach *-algebra). A Banach algebra with involution * is called a 
Banach *-algebra. 
Definition 1.2.42 (C*-algebra). A Banach *-algebra A is called a C*-algebra if it 
satisfies ||2:*2:|| = ||a;||^ for all x E A. 
Remark 1.2.14. Every C*-aIgebra is a semiprime *-ring. 
Definition 1.2.43 (i/*-algebra). An H*-algebra is a Banach algebra which satisfies the 
following conditions: 
(i) the underlying Banach space of ^ is a Hilbert space (of arbitrary dimension); 
(ii) for each x E A there is an element in A, denoted by x* and called an adjoint of x, 
such that for all y,z in A we have both (xy,z) = (y,x*z) and (j/x,z) = (y,xz*). 
1.3 Some well-known results 
The present section contains the results which will be used frequently in the subsequent 
chapters. We begin with the following: 
Lemma 1.3.1 ( [5, Theorem 1]). Let R be a 2-torsion free semiprime *-ring and a, 13 
surjective endomorphisms of R. Suppose that d : R—^ R is an additive mapping. Then 
the following conditions are equivalent: 
{i) d is a Jordan {a, /3)*-derivation; 
(ii) d{xyx) = d{x)a{y*x*) + P{x)d{y)a{x*) + ^{xy)d{x) for all x,y e R. 
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Lemma 1.3.2 ( [10, Proposition 2.3]). Let R be a semiprime with involution * of 
characteristic different from two, andT : R-^ R an additive mapping such that T{x'^) = 
T{x)x* for all x e R. Then T is a reverse left *-centralizer that is, T{xy) = T{y)x* for 
allx,y G R. 
Lemtmia 1.3.3 ( [51, Theorem 3]). Let R be a semiprime ring and I be a nonzero left 
ideal of R. If R admits a derivation d which is nonzero on I and centralizing on I, then 
R contains a nonzero central ideal. 
Lemma 1.3.4 ( [52, Theorem 3.4]). Let R be a prime ring with identity such that char 
{R) j^2. If R admits a nonzero generalized derivation F such that [F{x), F{y)] = 0 for 
all x,y e R, then one of the following hold: 
(i) R is commutative; 
{a] R is a noncommutative subring of a division ring D, and there exists a E D such 
that Fix) = ax + xa for all x E R; 
{Hi) R is a noncommutative subring of a 2 x 2 total matrix ring M over a field, and 
there exists m £ M such that F(x) = mx + xm for all x E R. 
Lemma 1.3.5 { [52, Theorem 4.2]). Let R be a 2-torsion free ring with 1. If F ts a 
generalized derivation such that F{x) o F{y) — xoy for all x,y E R, then there exists c 
in Z{R) such that c^  = 1 and F{x) = ex for all x in R. Thus, if R is prime, F is the 
identity map or its negative. 
Lemma 1.3.6 ( [52, Theorem 4.3]). Let R be a 2-torsion free ring with 1. If F is a 
generalized derivation such that F{x)oF{y) +xoy — 0 for allx.y E R, then there exists 
c in Z{R) such that (? — —1 and F{x) — ex for all x in R. 
Lemma 1.3.7 ( [53, Lemma 1]). If R is a prime ring of characteristic not 2 and U is 
a non-central Lie ideal of R, then there exists an ideal I of R such that [I, R] C i/, but 
[I,R]^Z{R). 
Lemma 1.3.8 ( [53, Lemma 2]). If R is a prime ring of characteristic not 2 and U is 
a non-central Lie ideal of R, then CR{U) = Z{R). 
Lemma 1.3.9 ( [55, Lemma 4]). Let R be a 2-torsion free semiprime ring and let 
a,bE R. If the relation axb-\-bxa = 0 holds for all x E R, then axh = bxa = 0 is fulfilled 
for all X E R. 
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Lemma 1.3.10 ( [57, Remark 1]). Let F : R —>• R be an additive mapping and h be 
any mapping of R such that F{xy) = F{x)y + xh(y) for all x,y e R. If R is semiprime, 
then h must be a derivation of R. 
Lemma 1.3.11 ([79, Theorem]). Let I be a nonzero ideal of a prime ring R and A be the 
additive subgroup generated by {p{ai,..., a„) | oi,..., a^ € / } . Then either p{xi,...,a:„) 
is central valued or A contains a proper Lie ideal of R, except in the only one case where 
R is the ring of all2x2 matrices over GF{2), the integers mod 2. 
Lemma 1.3.12 ([81, Lemma 1]). Let R be an ml-torsion free ring. Suppose j/i, «/2,..., ym € 
R satisfying ayi + a'^y2 + ... + a'^ym = 0 for a = 1,2,..., m. Then yi = 0 for all i. 
Lemma 1.3.13 ( [87, Lemma 2]). (a) If R is a semiprime ring, then the center of 
a nonzero one-sided ideal is contained in the center of R. In particular, any 
commutative one-sided ideal is contained in the center of R. 
(6) If R is prime with a nonzero central ideal, then R is commutative. 
Lemma 1.3.14 ([90, Theorem]). Let R be a prime ring of characteristic different from 
2, Q the Utumi quotient ring of R, C the extended centroid of R, F and G nonzero 
generalized derivations of R and f{xi, ...,a:„) a polynomial over C. Denote by f{R) the 
set {/(^i,...,r„) I ri,. . . ,r„ G R} of all the evaluations of f{xi,...,x„) in R. Suppose 
that f{xu ••••,Xn) is not central valued on R. If R does not embed in M2{K), the algebra of 
2 x 2 matrices over a field K, and the composition (FG) acts as a generalized derivation 
on the elements of f{R), then (FG) is a generalized derivation of R and one of the 
following holds: 
(?) there exists a E C such that F{x) = ax, for all x E R; 
(ii) there exists a E C such that G{x) = ax, for all x E R; 
{Hi) there exist a,b E Q such that F{x) = ax, G{x) — bx, for all x E R; 
(iv) there exist a,b E Q such that F{x) = xa, G{x) = xb, for all x E R; 
[v) there exist a,b EQ, a,fi EC such that F{x) = ax-{-xb, G(x) = ax + l3{ax - xb), 
for all X E R. 
Lemma 1.3.15 ( [91, Corollary 6]). Let R be a semiprime ring of characteristic dif-
ferent from 2, d : R —^ R and g : R —^ R be nonzero derivations of R such that 
[d{x),g(y)]k = lx,y]k, for all x,y E L = \R,R] for fixed integer k > I. Then R is 
commutative. 
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Lemma 1.3.16 ( [93, Theorem 2.1]). Let R he a semiprime ring and X a nonzero left 
ideal of R. IfG is a generalized derivation of R associated with a derivation d of B such 
that G(x oy) = a{x ± y) for all x,y e X, where a e {0,1, - 1 } , then [A, X]d{X) ^ (0). 
Lemma 1.3.17 ( [94, Theorem 2.5]). Let <t be a commutative ring with identity. If A 
is a prime algebra over $, then Q = A^C/M is a closed prime algebra over C. 
Lemma 1.3.18 ( [94, Theorem 3.5]). Let ^ be a commutative ring with identity. If A 
is a closed prime algebra over $ and F is an extension field of $, then A 0 ^ F is a 
closed prime algebra over F. 
Lemma 1.3.19 ( [107, Corollary 2]). If R is a semiprime ring and I is an ideal of R, 
then I n annull) = (0). 
Lemma 1.3.20 ( [118, Theorem]). Every linear derivation on a semisimple Banach 
algebra is continuous. 
Lemma 1.3.21 ( [119, Theorem 2]). Let d be a nonzero derivation of a prime ring R. 
If ^{xi,...,Xn,d{xi),...,d{Xn)) is a differential identity on R, then one of the following 
holds: 
(i) either d is an inner derivation; 
(ii) or R satisfies the generalized polynomial identity ^(x\,...,x^ ?/i,..., yn)-
Lemma 1.3.22 ( [122, Theorem 2]). Let R be a prime ring of characteristic not 2, L a 
noncommutative Lie ideal of R. If R admits a nonzero derivation d such that [x,d(x)] € 
Z{R) for all x E L, then R is commutative. 
Lemma 1.3.23 ( [126, Theorem 3]). Let R be a semiprime ring, Q its maximal right 
quotient ring and IR a dense R-submodule of QR. Then I and Q satisfy the same dif-
ferential identities. 
Lemma 1.3.24 ([127, Theorem 2]). Let R be a prime ring and p a nonzero right ideal of 
R. Then every centralizing additive mapping f : p -^ R is of the form f(x) = Xx + p.{x) 
for all X e p, where X e C and p,: p -^ C, unless [p, p]p = (0). 
Lemma 1.3.25 ( [128, Theorem 2]). Let R be a left faithful ring and Q its maximal 
right quotient ring. Then every derivation from a dense right ideal of R into Q can be 
uniquely extended to Q. 
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Lemma 1.3.26 ( [129, Theorem 3]). Let R he a prime ring of characteristic different 
from 2, U be a Lie ideal of R. If R admits a nonzero derivation d such that [d[u)^ d{v)] G 
Z{R) for all u,veU, then U C Z{R). 
Lemma 1.3.27 ( [136, Theorem 3]). Let R be a prime ring and let S = RC be the 
central closure of R. Then S satisfies a generalized polynomial identity over C if and 
only if S contains a minimal right ideal eS (hence S is primitive) and eSe is a finite 
dimensional division algebra over C. 
Lemma 1.3.28 ( [141, Lemma 4]). Let b and ab be in the center of a prime ring R. If 
b^Q, then a € Z{R), the center of R. 
Lemma 1.3.29 ( [148, Lemma 3]). Let R be a prime ring, and d a nonzero derivation 
of R such that [d{x),x] = 0 for all x e R. Then R is commutative. 
Lemma 1.3.30 ( [159, Lemma 3.2]). A continuous Jordan derivation on a Banach 
algebra leaves invariant the primitive ideals in the algebra. 
Lemma 1.3.31 ([160, Theorem 1]). Let d be a continuous derivation on a commutative 
Banach algebra A. Then d maps A into its radical. In particular, if A is semisimple, 
then d = 0. 
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Chapter 2 
On commutativity of rings involving 
additive mappings 
2.1 Introduction 
A classical problem of ring theory is to find combinations of properties that force 
a ring to be commutative. Pursuit of this line of inquiry was inspired by celebrated 
Jacobson's theorem that any ring in which every element x satisfies an equaticm of the 
form a;"^ *^  = x, where n{x) € N \ {!}, must be commutative [113], a result which 
generalized the theorem that every finite division ring is commutative as well as the 
theorem that every Boolean ring is commutative. There are now more than hundred 
papers in which conditions are given that determine commutativity for a ring or a spe-
cial type of ring. Much of the initial thrust of the work in this area was either authored 
by Herstein or inspired by his work [98-100]. A significant contributor has been Bell 
(see [43-48]) who individually, or with co-authors has written more than two dozen arti-
cles. Other strong contributors have been Ashraf and Yaqub with a variety of co-authors 
(viz.; [3], [24-26], [32], [117], [150-152], [162] and [174], where further references can be 
found). 
Another technique for investigating commutativity of rings (algebras) is the use 
of additive mappings hke derivations and automorphisms of the ring R. To indicate 
how strongly related a derivation is to commutativity, we say a derivation (or other 
function) d : R -^ R is commuting if d{x)x = xd{x) for all x e R, and centralizing if 
xd{x) — d{x)x G Z{R) for allx e R. The study of such mappings was initiated by Posner 
(Posner second theorem). In [148, Theorem 2], Posner proved that if a prime ring R ad-
The contents of Sections 2.2 and 2.3 of this chapter have been published in Quaest Math. 37 
(2014), 1 15 and Section 2.5 have been pubUshed in Arab J. Math. Sci. 19(2) (2013), 199-204. 
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mits a nonzero derivation d such that [d{x),x] G Z{R) for all x G /?, then R is commuta-
tive. The analogous result for centraUzing automorphisms on prime rings was obtained 
by Mayne [140]. A number of authors have extended these theorems of Posner and 
Mayne, and have shown that derivations, automorphisms, and some related mappings 
cannot be centralizing on certain subsets of noncommutative prime (and some other) 
rings. For these kind of results we refer the reader to [28], [30], [50], [51], [58], [62], [87] 
and [124], where further references can be found. There has been a great deal of work 
recently concerning the relationship between the commutativity of a ring R and the 
existence of certain specified additive mappings like derivations and automorphisms of 
R. Chung, Herstein, Ikeda, Kog, Luh, Martindale, Procesei, Putcha, Richoux, Schacher, 
Wilson and Yaqub (viz.; [82-84], [102], [106], [109], [111], [135] and [149]) have studied 
conditions on commutators which imply the commutativity of rings. 
In [103], Herstein proved that a ring R satisfying the identity (xt/)" = a;"j/" for all 
x,y e R, where n is a fixed positive integer greater than 1, must have nil commutator 
ideal. Further, Bell [47] showed that if i2 is an n-torsion free ring with identity 1 sat-
isfying the identities (xy)^ = x^y^ and (xj/)""*"^  = a;"''"^ j/""'"^  for all x,y e R, then R is 
commutative. In the year 1980, Hazar Abu-Khuzam [1], proved that if R is an n{n - 1)-
torsion free ring with identity satisfying the identity (xy)" = a;"y" for all x,y E R, then 
R is commutative. Further, Ashraf and Quadri [24] obtained commutativity of rings 
with identity in which commutators are n(n-f- l)-torsion free and R satisfies the identity 
(a;j/)" = y"a;" for all x,y e R\ J{R) or for all x,y G R\ N{R), where J{R) is the 
Jacobson radical of R and N{R) is the set of nilpotent elements of R. Very recently, 
Andima and Pajoohesh [13] established the commutativity of R involving derivations 
satisfying the above mentioned identities in the setting of prime rings. Similar related 
results can be found in [2], [11], [19], [19], [23] and [152]. 
In Section 2.2, we study the commutativity of semiprime ring which admits the 
additive mappings F and d satisfying certain identities viz.; (i) F{xy) = F{yx), (n) 
F{ixy)')^FixV), (m) Fdxyf) = Fiy'^x'^), {iv) F{{xyf) = F{xy^x), (v) F{{xyf) 
= Fiyx'^y), (vi) F{{xoyf) = F{x^oy'^), (vii) F{[x, y]^) = F{[x'^, y"^]) for all x, y in some 
appropriate subsets of R. In fact, our results extend and unify some known theorems for 
derivations or generalized derivations to additive mappings in rings viz.; [50, Theorem 
3], [87, Theorem 3.3] and [4, Theorem 1] etc. 
In the year 1990, Ashraf and Quadri [24] established that a ring R is conmiutative 
if it satisfies (xi/)" = y"a;" for all x, y in some appropriate subsets of R under certain 
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mild conditions on commutators in R. We continue the similar study involving additive 
mappings in Section 2.3 and investigate commutativity of rings satisfying any one of 
the properties : [i) F{{xyY) = F(a;"y"), {ii) F(a;"'y") = F(y"a:'"), {Hi) F([.r",y]) = 
F([a:,t/"]), {iv) {F{x)F{y)Y = (F(2/)F(a;))" for all x,y e R. 
In Section 2.4, we shall continue the similar study and extend results proved in [27]. 
[30] and [31] in the setting of semiprime rings. In fact, it is shown that in a semiprime 
ring which admits the additive mappings F and d such that F{xy) = F{x)y + xd{y) for 
all x,y e R satisfying the relation F{x)F{y) ±xy e Z{R) for all x,y e I, the nonzero 
ideal of R implies [d(a;),a:] = 0 for all x E I. Moreover, if d is a derivation such that 
d{I) ^ (0), then R contains a nonzero central ideal. 
Section 2.5 is devoted to the study of commutativity of the ring R involving arbi-
trary mappings with necessary torsion restrictions on commutators. 
Finally, in Section 2.6 suitable examples are also provided at places to demonstrate 
that restrictions imposed on the hypotheses of the various results are not superfluous. 
2.2 The condition F(xy) = F{yx) 
It was shown in [50] that if i? is a prime ring admitting a nonzero derivation d such 
that d{xy) = d{yx) for all x,y E R, then R is commutative. In [87], Daif proved the 
following result: Let Rhe a, semiprime ring and / be a nonzero ideal of R. If R admits 
a derivation d which is nonzero on I and satisfies d{xy) = d{yx) for all x,y e I, then R 
contains a nonzero central ideal. Further, Alba§ and Argag [4] established same result 
for generalized derivations in the setting of prime rings. The following theorem is a 
natural extension of the above mentioned results: 
Theorem 2.2.1. Let R be a semiprime ring and I be a nonzero ideal of R. Next, let 
F,d : R -^ R be additive mappings such that F{xy) = F(x)y + xd{y) for all x,y E R. 
If F(xy) = F{yx) for all x,y e I, then [d{x),x] — 0 for all x £ I. Moreover, if d is a 
derivation such that d{I) ^ (0), then R contains a nonzero central ideal. 
Proof. By the assumption, we have 
F([a;,i/]) = 0fora l la : ,ye / . (2.2.1) 
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Replacing y by yx in (2.2.1), we get 
F{[x,y\)x + [x,y\d{x) = 0for a l lx ,ye I. (2.2.2) 
Application of (2.2.1) yields that 
[x, y]d{x) = 0 for all x, ye I. (2.2.3) 
Replacing y by yz in (2.2.3) and using it, we get 
[x, y]zd{x) = 0for all x,y,ze I. (2.2.4) 
This implies that 
[x,d(x)]zd(x) = 0for a l lx , z£ I. (2.2.5) 
Right multiplication by x to (2.2.5) yields that 
[x, d{x)\zd{x)x = 0 for all x,z e I. (2.2.6) 
Replacing z by zx in (2.2.5), we get 
[x, d{x}]zxd{x) = 0 for all x,z e I. (2.2.7) 
Subtracting (2.2.6) from (2.2.7), we obtain 
[x,d{x)]z[x,d{x)] = 0for allx,z E I. 
This implies that 
I[x,d(x)]RI[x,d{x)] = (O)for alia; € / . 
The semiprimeness of R forces that I[x, d{x)] = (0) for all a: € / and hence [x, d{x)] € 
annR{I) for all x E I. Since / is an ideal of R, it is obvious that [a;, d{x)] G / for all 
X e I. Hence, by Lemma 1.3.19, [x, d{x)] e annR{I) n / = (0) for all a; e / . Further, if d 
is a derivation such that d{I) ^ (0), then in view of Lemma 1.3.3, R contains a nonzero 
central ideal. This completes the proof. D 
This is well-known that a group G must be commutative if it satisfies the condition 
(xy)"^ = x^y^ for all x,y € G. In [117], Johnsen et al. established a ring-theoretic 
analogue of the above mentioned result. Here, we study similar condition involving 
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additive mappings and derivations. Indeed, we prove the following result: 
Theorem 2.2.2. Let Rhea semiprime ring with identity 1 and F,d : R-^ Rbe additive 
mappings such that F{xy) = F{x)y + xd{y) for all x,y e R. If F{{xyY) = F{x^y^) for 
all x,y E R, then [d{x),x] = 0 for all x E R. Moreover, if R is prime and d is a nonzero 
derivation of R, then R is commutative. 
Proof. By the assumption, we have F({xy)^) = F{x^y'^) for all x,y e R. Replacing x by 
X + 1, we get F{{{x + l)y)'^) = F{{x + l)^?/^) for all x,y E R. This implies that 
F{{xyf + y2 4- (xy)y + y{xy)) = F{xY +y^+ 2xy^) for all x,y E R. 
Our hypothesis yields that F{yxy) — F{xy'^) for all x,y E R. Repeating this argument 
for j^ + 1 in place of y, the above expression gives that F({y + l)x{y +1)) = F{x{ y-i if) 
for all x,y E R. Expanding and simplifying the expression yields that F{xy) — F{yx) 
for all x, y e R. By Theorem 2.2.1, we conclude that [d{x), a:] = 0 for all x E R. Further, 
if R is prime and d is a nonzero derivation of R, then R is commutative in view of 
Lemma 1.3.29. • 
Using similar approach with necessary variation we can establish the following. 
Theorem 2.2.3. Let R he a 3-torsion free semiprime ring with identity and F. d : 
R —^ R be additive mappings such that F{xy) = F[x)y + xd{y) for all x,y E R. If 
F{{xyY) = F{y^x^) for all x,y E R, then [d{x),x] = 0 for all x E R. Moreover, if R is 
prime and d is a nonzero derivation of R, then R is commutative. 
Theorem 2.2.4. Let R be a semiprime ring with identity 1 and F, d : R -^ R be additive 
mappings such that F(xy) = F(x)y + xd{y) for all x,y E R. If F{{xy)'^) = F{xy^x) for 
all x,y E R, then {d{x), a;] = 0 for all x E R. Moreover, if R is prime and d is a nonzero 
derivation of R, then R is commutative. 
Proof. By hypothesis, we have F{{xy)'^) = F[xy'^x) for all x,y E R. Putting x = x + 1, 
we get 
F(y^ + {xyf + yxy + xy'^) = F(y'^ + y^x + xy'^ + xy^x) for a,llx,yE R. 
Using our hypothesis, we obtain F{yxy) = F{y^x) for all x,y E R. Replacing y by 
y 4-1 in the last expression, we get F{{y + l)x{y + 1)) = F{{y + 1)^ 0;) for all x,y E R. 
Expanding and simplifying, we obtain F{xy) = F{yx) for all x,y E R. Therefore, by 
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Theorem 2.2.1, we conclude that [d{x),x] = 0 for all a; e R. Moreover, if R is prime and 
d is a nonzero derivation of R, then R is commutative in view of Lemma 1.3.29. D 
Similarly, we can prove the following: 
Theorem 2.2.5. Let R be a semiprime ring with identity and F, d : R —> R be additive 
mappings such that F{xy) = F{x)y + xd{y) for all x,y ^ R. If F{{xyY) = F{yx^y) for 
all x,y £ R, then [d{x), a;] = 0 for all x E R. Moreover, if R is prime and d is a nonzero 
derivation of R, then R is commutative. 
Combining above theorems and Lemma 1.3.10, we prove the following: 
Corollary 2.2.1. Let R be a prime ring with identity. If R admits a generalized deriva-
tion F with an associated nonzero derivation d such that F{(xy)^) = F{xy^x) for all 
x,y E R or F{{xyY) = F{yx'^y) for all x,y e R, then R is commutative. 
It is natural to enquire that what happens if the condition F{{xy)^) = F{x^y^) in 
Theorem 2.2.2 is replaced by F{(x o yf) = Fix^ o y"^) or F{\x, yf) = F^x"^, y"^]). The 
following theorems gives an answer: 
Theorem 2.2.6. Let R be a 2-torsion free semiprime ring with identity 1 and F, d : 
R -^ R be additive mappings such that F{xy) = F{x)y + xd{y) for all x,y 6 R. If 
F{(x o yY) = F{x^ o y^) for all x,y e R, then [d{x),x] = 0 for all x £ R. Moreover, if 
R is prime and d is a nonzero derivation of R, then R is commutative. 
Proof. By hypothesis, we have 
F{{x o yf) = F{x^ o y2) for all x,y e R. (2.2.8) 
Replacing x by a: + 1 in (2.2.8), we get 
F{{x o j/)2) + 2F{y^) + 4F{yxy) = F{x^ o y^) for all x,y e R. 
Application of (2.2.8) yields that 
2F{y^ + 2yxy) = 0 for all x, t/ 6 R. 
Since R is 2-torsion free, the above relation forces that 
F{y^ + 2yxy) = 0 for all x,y e R. (2.2.9) 
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Now, replace y hy x + y in (2.2.9) to get F((x + y)^ + 2{x + y)x{x + y)) = 0 for all 
x,y £ R. In view of relation (2.2.9), we obtain 
2F{x'^y + yx^) = -F{xy + yx) for all x,y e R. (2.2.10) 
Substituting ?/ + 1 for y in (2.2.10) and using it, we find that 
2F{2x'^ + x) = 0 for all x e R. (2.2.11) 
Using the fact that R is 2-torsion free, we obtain 
F(2x2 + x) = 0 for all x e R. > 2.2.12) 
Linearization of (2.2.12) yields that 
F{2x'^ -\-x) + F{2y^ + y) + 2F{xy + yx) = 0 for all x,y E R. (2.2 13) 
This implies that 
F{xoy)=0{ora\\x,yeR. (2.2 14) 
Replacing y by yz in (2.2.14), we get 
0 = F{xo{yz)) = F{(xoy)z-y[x,z]) 
= F(x o y)z + {xo y)d{z) - F(y)[x, z] - yd{[x, z]). (2.2.15) 
Using (2.2.14) in (2.2.15), we obtain 
(x o y)d{z) - F{y)lx, z] - yd{[x, z]) = 0 for all x,y,zE R. (2.2.16) 
In particular ior x = z in (2.2.16), we get 
(x o y)(i(x) = 0 for all X, 2/e i?. (2.2.17; 
Replacing y by yz in (2.2.17) and using it, we obtain 
[x, y]zd{x) = 0 for all x,y,z e R. 
In particular, we have 
[x,d{x)]zd{x) = 0 for all x,z E R. (2.2.18) 
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Right multiplication by x to (2.2.18) yields that 
[x, d{x)]zd{x)x = 0 for all x,zeR. (2.2.19) 
Replace z by zx in (2.2.18) to get 
[x, d{x)]zxd{z) = 0 for all x,z £ R. (2.2.20) 
Subtracting (2.2.19) from (2.2.20), we get 
[x, d{x)]z[x, d{x)] = 0 for all x,z e R. 
This implies that [x,d{x)]R[x,d{x)] = (0) for all x e R. Semiprimeness of R forces that 
[x, d{x)] = 0 for all x E R. Further, if R is prime and d is a nonzero derivation of R, 
then by Lemma 1.3.29, R is commutative. This completes the proof of the theorem. D 
Theorem 2.2.7. Let R be a 2-torsion free semiprime ring with identity 1 and F, d : 
R —^ R be additive mappings such that F{xy) = F{x)y + xd{y) for all x,y E R. If 
F{[x, y]^) = F([x^, y^]) for all x,y e R, then [d{x), x] = 0 for all x e R. Moreover, if R 
is prime and d is a nonzero derivation of R, then R is commutative. 
Proof. By the assumption, we have 
F{[x,yf) = F([a;2,j/^]) for a\l x,y e R. (2.2.21) 
Replacing x by x + 1 in (2.2.21), we get 
F{\x,y]') = F{[x\y']) + 2F{[xy]) for all x,y e R. 
Using (2.2.21) and the fact that R is 2-torsion free, we obtain 
F{[x,y2]) = 0 for all x,y e R. (2.2.22) 
Substituting y + liovyin (2.2.22) and using it, we get 
2F{[x,y]) = 0 for all x,y e R. (2.2.23) 
Since R is 2-torsion free, the last expression implies that F{xy) ^ F{yx) for all x,y e R. 
Therefore by Theorem 2.2.1, we conclude that [d{x), x] = 0 for all re G i?. Further, if R is 
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prime and rf is a nonzero derivation of R, then by Lemma 1.3.29, R is commutative. D 
Combining Theorems 2.2.6 & 2.2.7 and Lemma L3.10, we obtain the following: 
Corollary 2.2.2. Let R be a 2-torsion free prime ring with identity. If R admits a 
generalized derivation F with an associated nonzero derivation d such that F({xoy)'^) = 
F{x^ o j/2) for all x,y e R or F{[x,y]'^) = F{[x'^,y^]) for all x,y e R, then R is 
commutative. 
2.3 The condition (xyf = xV 
In [103], Herstein proved that a ring R must have nil commutator ideal if (xy)" = x^y"-
holds for all x,t/ € R, where n is a fixed positive integer greater than 1. Further, Abu-
Khuzam [1] proved that if R is n{n — l)-torsion free ring with 1 satisfying the identity 
(xy)^ = a;"2/", then R is commutative. Furthermore, Ashraf and Quadri [24] showed 
that R is commutative if and only if it satisfies (xy)" = y"a;" for all x,y E R \ J{R), 
where J{R) is Ja<;obson radical of R or for all x,y 6 R\ N{R), the set of nilpotent 
elements of R and commutators in i? are n{n + l)-torsion free. The objective of this 
section is to study similar types of conditions involving additive mappings in the setting 
of prime and semiprime rings. Moreover, our approach is entirely different from those 
employed by the above mentioned authors. 
We begin our discussion with the following theorem: 
Theorem 2.3.1. Let R be an nl-torsion free semiprime ring with identity 1, where 
n > 2 is a fixed integer and let F,d : R —> R be additive mappings such that F(xy) = 
F{x)y 4- xd{y) for all x,y e R. If F((a;y)") = F(a;"y") holds for all x,y e R, then 
[d{x),x] = 0 for all x £ R. Moreover, if R is prime and d is a nonzero derivation of R, 
then R is commutative. 
Proof. Suppose n = 2, then result follows by Theorem 2.2.1. Henceforth, we assume 
that n > 2, and F((a;t/)") = F(x"y") for all a:,y € R. Replacing x by a; + 1 and y by 
y + 1 in above expression, we obtain 
F{{{x + l){y+ 1))") = F{{x + l)"(j/ + 1)") for all x,y e R. 
This can be written as 
F((a:y + i; + y + i r ) = F ( | | : f " j x M ^ iorallx,yeR. (2.3.1) 
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Using the additivity of F and expanding left hand side of (2.3.1), we write left hand 
side of (2.3.1) as a sum of the additive mapping F of product of x and y. Let Aij{x,y) 
be as the sum of all terms in which x appears exactly i times and y appears exactly j 
times. In a similar manner, we define Bij{x,y) for the right hand side of (2.3.1). Next, 
let us define Rij(x^ y) = Aij{x, y) — Bij{x, y) for all x,y £ R. Since Rij(x, y) = 0 when 
either i = 0 or j = 0, and therefore (2.3.1) can be written as 
n n n 
J2Rii(x,y) + ^Ri2{x,y) + ... + ^Ri„(rE,y) = 0 for all x,y E R. (2.3.2) 
i = l i = l i = l 
Substituting qy for y in (2.3.2), where g = 1,2,..., n, we get 
n n n 
gY^Riiix,y)+q'^J2^2{x,y) + ... + q''J2^^(^'y) = ^^'^^^^^^>y^^' (2-3-3) 
i = l i = l i = l 
n 
which is a homogeneous system of linear equations with n variables Yl Rii{x, y), 
1=1 
n n n 
YJ Ri2{x,y),...,Y^ Rin{x,y). Thus in view of Lemma 1.3.12, we obtain YlRij{x,y) = 0 
i = l i = l i = l 
for j = 1,2,..., n. For fixed j , we can write 
Rij{x,y) + R2j{x,y) + ... + Rnjix,y) = 0 for all x,y e R. (2.3.4) 
Replacing x by px in (2.3.4), where p — 1,2,..., n, we obtain 
pRij{x, y) + p'^R2j{x, y) + ...+ p"/2nj(x, y) = 0 for all x,y E R. (2.3.5) 
Apphcation of Lemma 1.3.12 yields that Rij{x, y) =0 for all i = 1,2,..., n. In particular, 
we have Rii{x,y) = 0 and hence An{x,y) = Bii{x,y) for all x,y E R. Thus, we have 
^11 (^ > y) = F{lxy)+F(myx) for some positive integers / and m. Here we want to find the 
coeflacient of xy and yx. It can be observed that the term xy appears in (xy + x + y + l)" 
in two ways. First xy can be found by multiplying xy from one factor and 1 from the 
others. Since each factor contains xy, so we have to choose 1 factor from n factors and 
this can be done in I j ways. Next, we can find xy by multiply x fi-om one factor with 
y from another factor to the right of the factor containing x and choose 1 from rest of 
the factors. Since each factor contains x and y, therefore we have to choose two factors 
from n factors to get xy. The number of ways doing this is I I . Similarly, the number 
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of ways to get yx is [ j . Therefore, we have 
l ) + ( 2 ) = r ^ M ^ ^ " + / ^ " a n d m ^ n ^ " ( 7 ^ ^ 
Since An{x,y) = Bii{x,y), so we have 
n^Flxy) = i - — ^ F ( x y ) + i - _ ^ F ( y x ) for all x,y e R, 
which simplifies to (n — l)nF{xy) = (n - l)nF{yx) for all x,y e R. Since /? is (ri - l)n-
torsion free, it follows that F(xy — yx) — 0 hr all x,y e R that is, F{xy) = Fiyx) for 
all x,t/ G R. In view of Theorem 2.2.1, we conclude that [d(x),x] = 0 for all x € R. 
Moreover, if R is prime and d is a nonzero derivation, then by Lemma 1.3.29, R is 
commutative. This proves the theorem. Z! 
In view of Lemma 1.3.10 and Theorem 2.3.1, we can derive the following: 
CoroUeury 2.3.1. Let R be an n\-torsion free prime ring with identity, where n > 2 
is a fixed integer. If R admits a generalized derivation F with an associated nonzero 
derivation d such that F{{xy)^) = F{x^y^) for all x^y E R, then R is commutative. 
Theorem 2.3.2. Let R be a {mVn)\-torsion free semiprime ring with identity 1. where 
m andn are positive integers and F,d : R —> R be additive mappings such that F[xy) = 
F{x)y+xd{y) for allx,y e R. IfF(x'^y'') = F(?/"a:'") for allx,y e R, then [d{x),x] - 0 
for all X G R. Moreover, if R is prime and d is a nonzero derivation of R, then B is 
commutative. 
Proof. By the hypothesis, we have 
i^([^'",y"])=Oforallx,yGi?. (2.3 6) 
Replacing a; by 1 + a; in (2.3.6) and using it, we get 
r ] Filx,2/"]) + r ) F{[x',2/"]) + ... + f "^ ] F ( [ x - \ t/"]) = 0 for all x, y e R. 
(2.3.7) 
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Putting X =px in (2.3.7), where p = 1,2,..., n, we obtain 
P {'^]F{[x,y-])+p'{'^]F{[x^y-]) + ...+p--' {J'_ ^] F{K-\y-]) =0 
for all x,y e R. Application of Lemma 1.3.12 forces that I j F([a;'", j/"]) = 0 for all 
r = l,2,...,m - 1. In particular, for r = 1, we have mF{[x,y^]) = 0 for all a:,y e R. 
Since R is m-torsion free, the last expression yields that 
F{[x, y""]) = 0 for all a;, j / G R. (2.3.8) 
Replacing t/ by 1 + j^ in (2.3.8) and using it, we find that 
f j F{[x,y])+ r] F{[x,y']) + ...+ f ^ J F{[x,y''-']) = Ofor allx,y € R. (2.3.9) 
Using the same argument as above, we find that I j F([x,y^]) = 0 for all s = 
1,2, ...,n - 1. For s = 1, we obtain nF{[x,y]) = 0 for all x,y e R. Since R is re-
torsion free, the last relation gives that F{[x,y]) = 0 for all x, y G R. Thus by Theorem 
2.2.1, we conclude that [d{x),x] = 0 for all x e R. Further, if R is prime and d is a 
nonzero derivation, then by Lemma 1.3.29, R is commutative. n 
Following are immediate consequences of Theorem 2.3.2: 
Corollary 2.3.2. Let R be an n\-torsion free semiprime ring with identity, where n is a 
positive integer andF,d : R -^ R be additive mappings such that F{xy) = F(x)y + xd{y) 
for all x,y eR. If F{x''y"') = F(y"x") for all x,y e R, then [d{x),x] = 0 for all x e R. 
Moreover, if R is prime and d is a nonzero derivation of R, then R is commutative. 
Corollary 2.3.3. Let R be a {mVn)\-torsion free prime ring with identity, where m and 
n are positive integers. If R admits a generalized derivation F with an associated nonzero 
derivation d such that F{x^y^) = F(y"a;'") for all x,y ^ R, then R is commutative. 
Theorem 2.3.3. Let R be an nf-torsion free semiprime ring with identity 1, where 
n > \ is a fixed integer and let F,d : R -^ R be additive mappings such that F{xy) = 
F{x)y + xd{y) for all x,y e R. If F{[x",y]) = F([a;,y"]) holds for all x,y € R, then 
[d{x),x] = 0 for all x € i?. Moreover, if R is prime and d is a nonzero derivation of R, 
then R is commutative. 
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Proof. By assumption, we have 
Filx^'M) = n[^^y^]) for all x.yeR. (2.3,10) 
Replacing x by x + 1 in (2.3.10) and using it, we get 
C"] F{\xM) + [2) ^([^''?/]) + - -^  (n - 1) ^(f^"''^l^ = ^ ^°' "^ '^^  ^ ^ -
Now, using the parallel arguments as we have used in the proof of Theorem 2.3.2, we 
find that I j F{[x^, y]) = 0 for all r = 1,2,..., n - 1. In particular, for r = 1, we o))tain 
nF{[x,y\) = 0 for all x, t/ € R. Since R is n-torsion free, the last relation implies that 
F{[x,y\) = 0 for all x,y e R. Thus by Theorem 2.2.1, we find that [d{x),x] = 0 for all 
X e R. Further, if R is prime and d is a nonzero derivation, then by Lemma 1.3.29, R 
is commutative. • 
In view of above theorem and Lemma 1.3.10, we have the following: 
Corollary 2.3.4. Let R be an n\-torsion free prime ring with identity, where n > 1 
is a fixed integer. If R admits a generalized derivation F with an associated nonzero 
derivation d such that F([x",y]) = F{[x,y"']) for all x,y £ R, then R is commutative. 
The next theorem is motivated by Lemma 1.3.4. 
Theorem 2.3.4. Let R be an n\-torsion free ring with identity 1, where n > 1 is a fixed 
integer. Further, letF,d : R-^ R be additive mappings such that F{xy) = F{x)y+xd{y) 
for all x,y e R. If the identity is in the image of F and {F{x)F{y))'^ = {F{y)F{x)y'-
for all x,y e R, then {F{x), F{y)] = 0 for all x,y e R. Moreover, if R is prime and d is 
a nonzero derivation of /?, then one of the following hold: 
(i) R is commutative; 
(ii) R is a noncommutative subring of a division ring D, and there exists a E D such 
that F{x) = ax-\- xa for all x E. R; 
(iii) R is a noncommutative subring of a 2x2 total matrix ring M over a field, mid 
there exists m E M such that F{x) = mx -f- xm for all x E R. 
Proof Since identity is in the image of F , there is an element XQE R such that F{XQ) = 
1. We assume that (F(x)F(?/))" = (F(?/)F(x))" for all x,y E R. Replacing x by x + xo 
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and y hy y + xoin the last relation, we get 
(Fix + XQ)F{y + xo))" = {F{xj + XQ)F{X + Xo)T for all x,y e R. 
This implies that 
((F(x) + \){F{y) + \)r = {{F{y) + \){F{x) + 1))" for all a;,y e R. 
That is, {F{x)F{y) + F{x) + F(?/) + 1)" = {F{y)F{x) + F{y) + F{x) + 1)" for all 
x,y £ R. Expand both sides of the above expression, define Aij{x,y), Bij{x,y) and 
Rij{x, y) in a way similar to Theorem 2.3.1. By the same argument as in Theorem 2.3.1, 
we conclude that Rij{x,y) = 0 ior all 1 < i,j < n and in particular, Rii{x,y) = 0, so 
that Anix,y) = Bu{x,y) for all x,y £ R. Thus, we have 
Anix, y) = lF{x)F{y) + mF(y)F{x) (2.3.11) 
where / and m are positive integers. Using the same arguments as we have used in 
the proof of Theorem 2.3.1, we obtain I = m + n and since the right hand side of 
[F(x)F{y) + F[x) + F{y) + 1)" = (F(y)F(a;) + F{y) + F{x) -H 1)" can be formed from 
the left by reversing the roles of F(x) and F{y), it follows that 
Bn{x,y) = An{x,y) = TnF{x)F{y) + lF{y)F{x) for all x,y £ R. (2.3.12) 
Prom (2.3.11) and (2.3.12), we conclude that (/ - m){F{x)F{y) - F{y)F{x)) = 0 for all 
x,y £ R. Since l—m = n, and R is n-torsion free, it follows that F{x)F{y) — F{y)F{x) = 
0 that is, [F{x),F{y)] =• 0 for all x,y £ R. Further, if R is prime ring and d is a nonzero 
derivation of R, then in view of Lemma 1.3.4, we get the required result. D 
As an immediate corollary we have the prime case of Theorem 2.3.4. 
Corollary 2,3.5. Let R be an n\-torsion free prime ring with identity, where n > \ 
is a fixed integer, and let F be a generalized derivation with an associated nonzero 
derivation d. If the identity is in the image of F and {F{x)F{y))^ = {F{y)F{x))^ holds 
for all x,y £ R, then one of the following hold: 
ii) R is commutative; 
(ii) R is a noncommutative subring of a division ring £>, and there exists a £ D such 
that F{x) = ax + xa for all x £ R; 
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{in) R is a noncommutative subring of a 2 x 2 total matrix ring M over a field, and 
there exists m E M such that F{x) = mx + xm for all x G /?. 
2.4 The condition F{x)F{y) ±xye Z{R) 
Over the last some decades, several authors have explored various identities involving 
automorphisms, derivations and multiphers on an appropriate subset of a prime and 
semiprime ring (viz.; [19], [28], [50], [96], [137], [140], [141] and [176], where further ref-
erences can be found). In [27], Ashraf and Rehman proved that a prime ring R must 
be commutative if it admits a derivation d : R-^ R such that d(x)d{y) ±xy e Z{R) for 
dll x,y E / , the nonzero ideal of R. This result was further explored by many authors 
in various directions (see for instance [30], [137]). 
In this section, we continue our study in the similar direction and obtain rather a 
more general result in the setting of semiprime rings. In fact, the result which we want 
to refer states as follows: 
Theorem 2.4.1. Let R he a semiprime ring, I a nonzero ideal of R, and lei F. d : 
R -^ R be two additive mappings such that F{xy) = F{x)y 4- xd{y) for all x,y e R If 
F{x)F{y) ±xy e Z{R) for all x,y e I, then [d{x),x] = 0 for all x e I. Moreover, if d 
is a derivation such that d{I) ^ (0), then R contains a nonzero central ideal. 
Proof. We begin with the situation 
F[x)F{y) -xye Z{R) for all x,yEl. 12.4.1) 
Replacing y with yz, z E I, 'we have 
F{x)F{yz) - x{yz) E Z{R) (2.4 2; 
which gives 
F{x){F{y)z + yd{z)) - xyz E Z{R) for all x,y,zE I. (2.4.3) 
Commuting both sides of (2.4.3) with z and then using (2.4.1), we get 
[F{x)yd{z), z] = 0 for all x,y,zE I. (2.4.4) 
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Putting y = zy in above relation we obtain 
[F{x)zyd{z), z] = 0 for all x,y,ze I. (2.4.5) 
Now putting X = xz in (2.4.4), we get 
[F(x)zyd{z), z] + [xdiz)ydiz), z] = 0 for all x,y,ze I. (2.4.6) 
In view of (2.4.5), above relation reduces to 
[xd(z)yd{z), z] = 0 for all x,y,ze I. (2.4.7) 
Substituting d{z)x for x in (2.4.7) and using it, we obtain 
[d{z), z]xd{z)yd{z) = 0 for all x,y,ze I. (2.4.8) 
This implies [d{z), z]x[d{z), z]y[d{z),z] = 0 that is, {I[d{z),z]f = (0) for all z el. Since 
R is semiprime, it contains no nonzero nilpotent left ideals, implying I[d{z),z] = (0) 
for all z e I. Thus, [d{z),z] e annR{I) for all z 6 / . On the other hand, since / is an 
ideal of R, [d{z), z] E I for all z e I. Thus [d{z), z] E I fl annji(I) for all ^ 6 / . In view 
of Lemma 1.3.19, [d(z),z] = 0 for all z e I. Moreover, if d is a derivation such that 
d{I) ^ (0), then by Lemma 1.3.3, R contains a nonzero central ideal. 
By the same argument, we obtain the same conclusion in case F(x)F{y)+xy e Z{R) 
for all a;,y G / . This completes the proof of theorem. D 
Following corollaries are the immediate consequences of the above theorem: 
Corollary 2.4.1 ( [30, Theorem 2.5]). Let R be a prime ring and I a nonzero ideal of 
R. If R admits a generalized derivation F associated with a nonzero derivation d such 
that F{x)F{y) ±xy E Z{R) for all x,y E I, then R is commutative. 
Corollary 2.4.2. Let R be a prime ring, I a nonzero ideal of R, and let F,d : R -> 
R be two additive mappings such that F{xy) ~ F{x)y + xd{y) for all x,y E R. If 
F{x)F{y) ±xy E Z{R) for all x,y E I, then [d{x),x] = 0 for all x E I. Moreover, if d 
is a derivation, then one of the following holds: 
(i) d = 0 and F{x) = Xx + C{x) for all x E I, where X E C and C, : I -^ C is a left 
multiplier mapping. 
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{ii) R is commutative. 
Proof. By Theorem 2.4.1, we obtain [d{x),x] = 0 for all x E I. If rf is a derivation, then 
by Lemma 1.3.3, either d = 0 ov Ris commutative. If R is commutative, we obtain our 
conclusion (u). So we assume that R is noncommutative. Then d = 0. In this case, for 
all r, s € R, we get F{rs) = F{r)s+rd{s) = F{r)s. In other words, F is a left niultipUer 
on R. We have 
F{x)F{y) ±xye Z{R) for all x,y E I. (2.4.9) 
Replacing y with yz, and using the fact that F is left multiplier on R, we find that 
iF(x)F{y) ±xy)z € Z{R) for all x,y,ze I. (2.4.10) 
If for some x,y E I, 0 ^ F{x)F{y) ± xy e Z{R), then by Lemma 1.3.28, we get 
I C Z{R). Hence, R is commutative by Lemma 1.3.13(6), a contradiction. Thus we are 
forced to conclude that 
F{x)Fiy)±xy = 0 for all x,yel. (2.4 11) 
Replacing x by xy in (2.4.11), we get 
F{x)yF(y) ±xy'^ = 0 for all x,yel. (2.4 12) 
Right multiplying (2.4.11) by y and then subtracting from (2.4.12), we have F{x)[F{y),y] 
= 0 for all x,y e I. Putting xz for x in the last relation, we obtain F{x)z[F{y),y] •-= 0 
for all x,y,z G / . This implies [F{x),x]z[F{x),x] — 0 for all x,z e I that is, 
[F(x),x]I[F{x),x] = (0) for all a; G J. Since R is prime, it follows that [F{x),x] = 0 for 
all X E I. Then by Lemma 1.3.24, F{x) = Xx + ({x) for all a; e / , where \ E C and 
C : / —> C. Since F is additive, C is also additive mapping. Moreover, since F is left 
multiplier, so the mapping <^{x) = F{x) — Xx is also a left multiplier on / . This implies 
that F{x) — Xx + C(^) for all x E I. Hence, we obtain our conclusion (i). G 
Theorem 2.4.2. Let R be a semiprime ring, I a nonzero ideal of R, and let F, d : 
R—>Rbe two additive mappings such that F{xy) = F{x)y + xd{y) for all x,y E R. If 
F{x)F{y) ±yx E Z{R) for all x,y E I, then [d{x),x\ = 0 for all x E I. Moreover, if d 
is a derivation such that d{I) ^ (0), then R contains a nonzero central ideal. 
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Proof. First we consider the case 
F[x)F{y) -yxe Z{R) for all x.yel. (2.4.13) 
Replacing yhy yz, we get 
F{x)[F{y)z + yd{z)) - yzx € Z{R) for all x,y,z e I. (2.4.14) 
This implies that 
{F{x)F{y) - yx)z + y[x, z] + F{x)yd{z) e Z{R) for all x,y,ze I. (2.4.15) 
Application of (2.4.13) yields that 
[y[x, zlz]-\- [F{x)yd{z),z\ = 0 for all x,y,ze I. (2.4.16) 
Substituting xz for x in (2.4.16), we obtain 
[y[x, z\, z]z + [iF{x)z + xd{z))yd{z), z] = 0 for all x,y,ze I. (2.4.17) 
Putting y = zy in (2.4.16), we get 
z[y[x, z], z] + [F{x)zyd{z),z] = 0 for all x,y,zE I. (2.4.18) 
Subtracting (2.4.18) from (2.4.17), we have 
[[y[x, z], z], z] + [xd{z)yd{z), z] = 0 for all x,y,ze I. (2.4.19) 
Replacing x by xz in (2.4.19), we obtain 
[[y[x, z], z], z]z + [xzd{z)yd{z), z]=0 for all x,y,ze I. (2.4.20) 
Right multiplying (2.4.19) by z and then subtracting from (2.4.20), we get 
[x[diz)yd{z},z],z] = 0 for all x,y,ze I. (2.4.21) 
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Now, we substitute d{z)yd{z)x for x in (2.4.21) and get 
0 = [d{z)yd{z)x[d{z)yd{z),z],z] (2 4 22) 
= d{z)yd(z)[x[d{z)yd{z), z], z] + [d{z)ydiz),z]x[d{z)yd{z), z]. 
By using (2.4.21), it reduces to 
[d{z)yd{z),z]x[d{z)yd{z),z] = 0 for all x,y,ze I. 12.4.23) 
Since / is an ideal, it follows that x[d{z)yd{z), z]Rx[d{z)yd{z), z] = (0) and hence 
x[d{z)yd{z),z] = 0 for ailx,y,zel (2.4.24) 
that is, 
x{diz)yd{z)z - zd{z)yd{z)} = 0 for all x,y,ze I. (2.4 25) 
Now we put y = yd{z)u and then obtain 
x{d{z)yd{z)ud{z)z - zd{z)yd{z)ud(z)} = 0 for all x, y,z,ue I. (2.4.26) 
By (2.4.25), this can be written as 
x{d{z)yzd{z)ud{z) - d{z)yd{z)zud{z)} = 0 for all x,y,z,ue I (2.4.27) 
that is, 
xd{z)y[d{z), z]ud{z) = 0 for all x, y,z,ue I. (2.4.28) 
This implies x[d{z),z]y[d{z),z]u[d{z),z] = Ofor allx,y,2,u G / andso (/[d(2), 2])^ = :0) 
for all z E I. Since semiprime ring contains no nonzero nilpotent left ideals, it fol-
lows that I[d{z),z] = (0) for all ^ G / . Therefore, for all a; € / we have [d{x),x] e 
If]annR{I). Since R is semiprime, by Lemma 1.3.19, we conclude that [d(x),x] = 0 
for all a; e / , as desired. Moreover, if d is a derivation such that d{I) ^ (0), then by 
Lemma 1.3.3, R contains a nonzero central ideal. 
In the same maimer the conclusion can be obtained in case F{x)F{y) + yx e Z{R) 
ioT all x,y E I. Hence, the theorem is now proved. 3 
CoroUfiry 2.4.3 ( [30, Theorem 2.6]). Let R be a prime ring and I be a nonzero ideal 
of R. If R admits a generalized derivation F associated with a nonzero derivation d 
such that F{x)F{y) ±yx e Z{R) for allx,y e I, then R is commutative. 
33 
Corollary 2.4.4. Let R be a prime ring, I a nonzero ideal of R and let F,d : R -^ 
R be two additive mappings such that F{xy) = F{x)y + xd(y) for all x,y E R. If 
F{x)F{y) ±yx E Z(R) for all x,y E I, then [dix),x] = Q for all x E I. Moreover, if d 
is a derivation, then R is commutative. 
Proof. In view of Theorem 2.4.2, we have [d{x)., x]=0 for all x E I. Moreover, if rf is a 
derivation, then by Lemma 1.3.3, either rf = 0 or /? is commutative. If R is commutative, 
then we have done. So, let R be noncommutative. Then d = 0. In this case, for any 
r,s E R, we have F{rs) = F{r)s+rd{s) = F{r)s. In other words, F is a left multipher on 
R. Replacing y with yx, we get by our hypothesis that {F{x)F{y)x±yx)x E Z{R) for all 
x,y E I. This implies by Lemma 1.3.28 that for each x E I, either F{x)F{y) ± ya; = 0 
for all y e / or X e Z{R). The sets a; e / for which these two conditions hold are 
additive subgroups of / whose union is / , therefore F{x)F{y) ±yx = 0 for all x,y E I 
or / C Z{R). The last condition implies by Lemma 1.3.13(6) that R is commutative, 
a contradiction. Hence we conclude that F(x)F(y) ±yx = 0 for all x,y G / . Now 
replacing y with yx and x with x^, the last expression yields F{x)F{y)x ± yx^ = 0 for 
all x,y E I and F{x)xF{y) ± yx"^ = 0 for all x,y E I, respectively. Subtracting one 
from another imphes that F{x)[F{y),x] = 0 for all x,y E I. Substituting yF{z) for 
y in the last relation, we get F{x)[F{y)F{z),x] = 0 for all x,y,z E I, which gives by 
our hypothesis that F{x)[zy,x] = 0 for all x,y,z E I. Now putting y with yr, where 
r E R, we have 0 = F{x)[zyr,x} = F(x)[zy,x}r + F{x)zy[r,x] = F(x)zy[r,x] for all 
x,y,z E I. Since R is prime, for each x E I, either F{x) = 0 or [R, x] = (0). Since both 
of these two conditions form two additive subgroups of / whose union is / , we conclude 
that either F{I) = (0) or / C Z{R). The last condition implies that R is commutative, 
a contradiction. Hence F{I) = (0). This case gives (0) = F{RI) = F{R)I, implying 
F{R) = (0). In this case, again our hypothesis yields that P C Z{R). Since P is 
a nonzero central ideal of R, so R must be commutative by Lemma 1.3.13(6). This 
completes the proof. D 
Corollary 2.4.5. Let R be a semiprime ring, I a nonzero ideal of R, and let F : R ^ R 
be a generalized derivation of R induced by a nonzero derivation d. If F{x^) = ax^ for 
all X E / , where a E {0,1, - 1 } , then [I,I}d{I) = (0). Moreover, if R is prime, then R 
is commutative. 
Proof Linearizing F{x^) = ax"^, we get F{x^ + y'^+xy + yx) = aix"^ + y^ + xy + yx) for 
all x,y E I. By the hypothesis, we obtain F{x oy) = a(x o y) for all x,y E I. Thus, by 
Lemma 1.3.16, we conclude that [I,I]d{I) = (0). Further, if R is prime, from the last 
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relation, we have [/, T\Id{R) = (0). This imphes that [/, I]RId{R) = (0). The prinieness 
of R forces that either [/,/] = (0) or Id{R) = (0). If [/,/] = (0), then [I,R]I -= (0). 
Since R is prime and / a nonzero ideal of R, the last expression yields that [/, R] — (0) 
that is, / is a central ideal of R. Thus, by Lemma 1.3.13(6), R is commutative. On 
the other hand, if ld{R) = (0), then IRd{R) = (0). Since R is prime, we conclude that 
d{R) = (0), which is a contradiction. This completes the proof. D 
Corollary 2.4.6. Let R be a 2-torsion free ring with identity 1, and let F : R —^ R be a 
generalized derivation induced by d. If F{x)F{x) = ±x^ for all x E R, then there exists 
c G Z{R) such that (? = ±1 and F[x) — ex for all x e R. 
Proof Linearization of F{x)F{x) = ±x^ gives F{x)F{x) + F{y)F{y) + F{x)F{y) + 
F{y)F{x) = ±(a;^+y^+xy4-ya;) for all x, y e R. Our hypothesis yields that F{x)oF{y) = 
±{xoy) for all X, y € R. Hence, by Lemmas 1.3.5 and 1.3.6, we get the required result D 
2.5 T h e condition [x, y]" = ±[a:", i/"] 
In [43], Bell presented a simple alternate proof of a long standing result due to 
Herstein [103], which states that a ring R satisfying [x + y)" = x" + y", where n > 1 
is a fixed integer, must have nil commutator ideal and the set of nilpotent elements 
of R form an ideal. The proof due to Bell depends on the observations that the rmgs 
satisfying (x + y)" = x'^  + y" also satisfy the identity [x",y] = [x,y"] and (at least in the 
absence of zero divisors) the identity [x,y]" = [x",y"]. Later in [47, Theorem 5] it was 
established that if R is an n-torsion free ring with identity 1 satisfying [x", y] = [x, t/";, 
then R is commutative. In the year 1991, Ashraf and Quadri [25] prove that a ring R 
with identity must be commutative if there are positive integers k, m,n with m + n > 2 
such that [x,y]*^ = [x'^jy"] for all x,y & R and commutators in R are m!n!-torsion 
free. In paxticular, they proved that a ring R with identity must be commutative if 
there is an integer n > 1 such that [x,y]" = [x",y"] for all x,y e R and commutators 
in R are n!-torsion free. In the present section, we investigate the commutativity of 
ring satisfying similar identities involving arbitrary mappings. The following lemma is 
essential for developing the proof of the main results in the present section: 
Lemma 2.5.1. Let R be a ring with identity 1 in which commutators are n\-torsion 
free. If there is a positive integer n such that [x, y"] = 0 for all x,y e R, then R is 
commutative. 
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Proof. By the hypothesis, we have 
[x, y"] = 0 for an x,yeR. (2.5.1) 
Replacing 7/ by 1 + y in (2.5.1), we obtain 
1J "^"'^ ^ '^ (2 ) '^^ '^ '•' "^  ••• "^  ( n - 1) f'^ '^ ""'^  " ° ^°' ^ " a;,y e R (2.5.2) 
Substituting qy for y in (2.5.2), where 9 = 1,2,..., (n - 1), we get 
9 ( J [^ . J'] + 9M 2 ) [^ ' 2/'] + - + 9""' ( „ ^ 1) f"^ ' ^""'^  " ° ^"""^ """ a;, 2/ € i2. (2.5.3) 
The above equation produces the system of (n — 1) homogeneous equations, the coeffi-
cient matrix of this system is Vandermonde matrix 
/ 1 1 . . . 1 \ 
2 2^ . . . 2"-i 
V ( n - l ) ( n - l ) 2 . . . ( n - l ) " - i / 
Since the determinant of the matrix is equal to a product of positive integers, each of 
which is less than n, it follows that j j [x, y^] = 0 for all x,y e R and r = 1,2,..., (n—1). 
In particular, for r = 1, we have n[x,y] = 0 for all x,y G R. Since commutators in R 
are n-torsion free, the last expression implies that [x, y] = 0 for all a;, y € R. Hence, R 
is commutative. This proves the lemma. D 
Now, we prove the following theorem: 
Theorem 2.5.1. Let R be a ring with identity 1 and f : R —y R be any mapping. Then 
the following are equivalent: 
(i) There is an integer n > 1 such that (/[x,y])" = ±[a;",?/"] for all x,y E R and 
commutators in R are n\-torsion free. 
(it) There is an integer n > 1 such that fi[x,y]'^) = ±[x",?/"] for all x,y e R and 
commutators in R are n\-torsion free. 
36 
{in) There are positive integers m and n with m + n > 2 such that {f"^[x,y\y' = 
±[x"',y"'] for all x,y e R or {f"'[x,y])^ = ±[x'',y"'] for all x,y e R and commu-
tators in R are (my n)l-torsion free. 
(iv) There are positive integers m and n with m + n > 2 such that /""([a,?/]'') = 
±[x'^, y"] for all x,y E R or /""([a;, y]") = ±[x", ?/"*] for all x,y e R and commu-
tators in R are {my n)\-torsion free. 
{v) R is commutative. 
Proof. It is immediate that commutativity of R implies each of the conditions («') through 
(iv). Now, we show that each of the conditions impHes commutativity of R. 
(i) =» (f) We assume that 
{f[x,y]r = ±[a;",y"] for all x,y e R. (2.5.4) 
Substituting x by 1 + a; in (2.5.4), we get 
{f[x,y]r - ± (fj [x,y"] ± (l\ [x^y"] ± ... ± f ^ J [^"-^2/1 ± [^",y1 
for all x,y E R. AppHcation of (2.5.4) yields that 
( l ) f^ '^ "^  + (2) f"^'^ "^  + - "^  (n - 1) f"^""'^ "' ^ ° ^-^^^ 
for all x,y £ R. Replacing x by px in (2.5.5), where p— 1,2,..., (n - 1), we obtain 
This represents a system of homogeneous linear equations with n - 1 variables I ] [x, y"]. 
I ^ ) [^ '^ y"]^ -M I I [a;"~\ y"], the coefficient matrix of this system is Vandermonde 
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matrix 
/ I 1 ... 1 
2 2^  . . . 2"-^ 
V(n-l) ( n - l f ... (n-l)"-iy/ 
Since the determinant of the matrix is equal to a product of positive integers, each 
of which is less than n, it follows that I J [x'',y""] = 0 for all x,y e R and r = 
1,2,..., (n - 1). In particular, we have n[x,y^] = 0 for all x,y e R. Since commutators 
in R are n-torsion free, the last relation yields that [x, y"] = 0 for all a;, y 6 R. Thus, in 
view of Lemma 2.5.1, we conclude that R is commutative. 
(ii) =^ (v) is similar to (z) =^ (v). 
(iii) => (v) First we consider the case 
{r[x,y]r = ±K,yl for al\x,ye R. (2.5.6) 
Replacing x by 1 + a: in (2.5.6), we get 
[ J [^, y") + [ ^ j [x\ y"] + •• + (j'_ J [^'"-S y 1 = 0 for all X, y € R. (2.5.7) 
Using the same arguments as we have used to prove (i) => (D), we conclude that ( [x'',y^] = 0 for all a;,y e /? and r = 1,2, ...,(m — 1). In particular, for r = 1 rj 
we have m[x,y"'] = 0 for all x,y E R. The last expression impUes that [x, y"] = 0 for 
all x,y £ R, since commutators in R are m-torsion free. Thus, by Lemma 2.5.1, R is 
commutative. 
Similar conclusion holds for the case (/'"[x, y])" = ±[2:", y""] for all x,y E R. 
(it") =» {v) Using the parallel arguments as we have used in the proof of {iii) => (v). 
This completes the proof of the theorem. • 
Theorem 2.5.2. Let R be a ring with identity 1 and f,g : R -^ R be two mappings 
such that f is additive and / ( I ) = 1. Then the following are equivalent: 
(i) There is an integer n > 1 such that [f{x),g{y)]'' = ±[a:",y"] for all x,y e R, and 
commutators in R are n\-torsion free. 
(a) There are positive integers m and n with m + n > 2 such that [/'"(a;),g"(y)| = 
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±[x'",y"] for all x,y e R or [/"'(x),5"(y)] = ±[a:",y"'] for all x,y e R, and 
commutators in R are (m V ny.-torsion free. 
(Hi) There are positive integers m and n with m + n > 2 such that [/'^(a;),p"'(y)]" = 
±[a:'",y"] for all x,y £ R or [/'"(x),5"'(y)]" = ±[x'',y"'] for all x,y e R, and 
commutators in R are (mVn)\-torsion free. 
(iv) R is commutative. 
Proof. Clearly, (iv) =» (i), (iv) =^ (ii) and (iv) =^ (iii). Now, we will prove that 
(i) =^ {iv) By the assumption, we have 
[fix), giy)r = ±[a;", 2/1 for all x, ye R. (2.5.8) 
Replacing x by 1 + x in (2.5.8), we get 
[/(I) + fix), giy)r = ± h) [x, y"] ± T ) [^ '' ^ "1 ± - ± L ! i) t^ ""'' ^ "^  ^^  ^^'^ ^ ^^ 
for all x,y e R. Using (2.5.8) and the fact that image of identity is identity under / , we 
conclude that 
Using parallel arguments as we have used to prove (i) =^ (v) in Theorem 2.5.1, we find 
that I I [a;'",y"] = 0 for all a;, y e /? and r = l,2,...,(n — 1). In particular, we have 
n[x, y"] = 0 for all a;, y G R. Since commutators in R are n-torsion free, last expression 
yields that [x, y^] = 0 for all a;, y G R. Hence, R is commutative by Lemma 2.5.1. 
(ii) =^ {iv) First we assume that 
irix), g'^iy)] = ±[x^, 2/1 for all a:, 2/ G R. (2.5.9) 
Replacing a: by 1 + a: in (2.5.9), we obtain 
[ r (1 + x\g-iy)] = ± H \ [X, y"] ± H [a:^  i/l ±. . . ± (j'_ ) [x^^-', 2/1 ± [x-, y"i 
for all x,y e R. Using (2.5.9) and the fact that image of identity is identity under / , we 
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get 
The above expression is similar to the relation (2.5.7) and henceforth using the same 
approach as we have used to obtain commutativity of R from expression (2.5.7) in the 
proof of Theorem 2.5.1, we get the required result. 
Similarly, we can prove the result for the case [f'^{x),g^{y)] = ±[x^,y'^] for all 
x,yeR. 
{in) =^ {iv) It can be proved by using the same techniques with necessary variations. 
Thereby, the proof is completed. D 
The next theorem is motivated by [92, Theorem 1]. 
Theorem 2.5.3. Let R be a ring with identity 1, d : R -¥ R be a derivation of R and 
g be any mapping of R. If there are positive integers m and n with m + n > 2 such that 
[d{xy^,g{yY] = [x^,y'^] for all x,y E R and commutators in R are (m V n)\-torsion 
free, then R is commutative. 
Proof. By the assumption, we have 
[d{xr, g{yT] = [x'", 2/"] for all a:, 2/ e R. (2.5.10) 
Replacing cr by 1 + a; in (2.5.10) and using the fact that d{\) — 0, we get 
W f^'^"] + ( ^ ) f^''^T + - + [^_ i ) [^""''^"J = 0 for all x^yeR. 
The above expression is same as the relation in (2.5.7) and henceforth using the same 
approach as we have used to obtain commutativity of R from expression (2.5.7) in the 
proof of Theorem 2.5.1, we get the required result. This proves the theorem. D 
2.6 Some examples 
We begin this section by the following example which shows that semiprimeness is 
an essential condition in the hypotheses of Theorem 2.2.1. 
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Example 2.6.1. Let S be any commutative ring. Next, let 
R 
a 0' 
b c. 
a,b,ce S} and / = '0 0^  
b c. 
b,ces 
Clearly, R is not semiprime as I 1 i? j ) = (0) for fo 7^  0. Define mappings 
F,d: R-^ R such that 
'a 0' 
b c. 
'0 0' 
,0 c, 
and d a 0 
b c. 
0 0 
-b 0, 
for all a,b,c e S. 
Then Ris a ring with identity under the natural operations and I is an ideal of /?. It 
is straightforward to check that F and d satisfy the requirements of Theorem 2.2.1, but 
[d(x),x] 7^  0 for all x e I. Hence, in Theorem 2.2.1, the hypothesis of semiprimeness is 
crucial. 
Example 2.6.2. Let R = o b' 
.0 c. 
a, 6, c € Z > . Clearly, i? is a ring with identity 
which is not semiprime. Define F,d : R^ R such that 
° ']='"'], and 4 " M= " -' 
.0 c l o 0/ lo c VO 0 ; 
for all a, 6, c G Z. 
Then it is easy to see that the mappings F and d are additive such that F{xy) = 
F{x)y+xd(y) holds for all x,y e R. Also F{xy) = F{x)F{y) = F{y)F{x) for all x, y e R. 
Further, for any x,y e R the following conditions: F{[x,y]'^) = F{[x'^,y^]), F{{xyY) = 
F(a;"i/") and F{x^y'^) = F{y'^x^) are satisfied, where m and n are positive integers. 
However, [d{x),x\ ^ 0 for all x E R. Hence, in Theorems 2.2.7, 2.3.1 and 2.3.2, the 
hypothesis of semiprimeness can not be omitted. 
Our next example shows that the identity element is necessary in Lemma 2.5.1 and 
Theorem 2.5.1. 
Example 2.6.3. Let S be any noncommutative ring and 
0^ a 0^  
R 0 0 0 
va b 0> 
a,be S 
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Obviously, i? is a ring without identity. Also, it can be easily seen that for any integer 
n > 1, the identity [rr, j/"] = 0 holds for SL\\ x,y E R, but R is not commutative. Hence, 
in Lemma 2.5.1 identity element is necessary. Further, define a mapping / : i? —> i? 
such that (0 a 0\ /O 0 0\ 
0 0 0 = 0 0 0 for all a, 6 G 5. 
a b 0/ \0 b 0/ 
It is easy to see that / satisfies all the requirements of Theorem 2.5.1. However, R is 
not commutative. 
Example 2.6.4. Let 
R = 
Clearly, R is a ring without identity. Consider the mappings f,g:R-^R such that 
0^ a b\ /O a 0\ 
/ l O 0 c = 0 0 0 
0^ a b\ /O 0 0^  
and 5 I 0 0 c = 0 0 c \ for all a, 6, c e Z. 
0^ 0 0/ Vo 0 0/ \0 0 0 / \0 0 0; 
It is straightforward to check that / and g satisfy all the requirements of Theorem 2.5.2, 
but R is not commutative. 
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Chapter 3 
On orthogonal derivations in F-rings 
3.1 Introduction 
In [145], Nobusawa introduced the notion of a F-ring, more general than a ring, and 
obtained analogues of the Wedderburn theorems for F-rings with minimum condition 
on left ideals. Further, the conditions of F-ring was slightly weakened by Barnes in : 36]. 
Following [36], a F-ring is a pair (M, F), where M and F are additive abelian groups 
for which there exists a mapping from M x F x M —>• M (the image of (a, 7, b) will l)e 
denoted by ajb for all a, 6 6 M and 7 e F) satisfying (i) (a + b)ac = aac + bac, (li) 
a{a -t- /3)6 = aab + a^b, (m) aa{b + c) = aab + aac and (iv) {aab)^c = aa{b8c) for 
all a,b,c e M and Q:,/3 G F. A F-ring M is said to be prime if xTMTy = (0) implies 
X = 0 or y = 0, and M is said to be semi prime if xTMTx = (0) implies a; = 0. Af is 
said to be 2-torsion free if 2a; = 0 impHes a; = 0 for all x ^ M. For any x,y E M and 
a e F, the symbol [x, y]a stands for the commutator xay — yax. If xay/3z = v/3yaz 
holds for all x,y,z E M and a,/3 G F, then commutator satisfies the following identities: 
[xay, z]0 = [x, z]0ay + xa[y, z\p and [x, yaz\p = [a;, y\paz + ya[x, z]p. 
Following [71], two derivations d and 5 on a semiprime ring R are said to be or-
thogonal if d{x)Rg{y) = (0) = g{y)Rd{x) holds for all x,y € R. It is obvious that a 
nonzero derivation can not be orthogonal on itself. This fact is one of the justifications 
for the name "orthogonal derivations." Let us consider a simple example of the nonzero 
orthogonal derivations. 
Example 3,1.1. Take prime rings Ri, R2 and set R = i?i ® i?2- Then Risa semiprime 
ring. Let di be a nonzero derivation oi Ri. A mapping d: R-^ R defined by d{{xi,X2)) = 
{di{xi),0) is then a nonzero derivation of R. Then, we say that d is a direct sum of 
The contents of this chapter have been published in Int. Electron. J. Algebra 13 (2013), 23 39. 
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derivations di of Ri and zero of R2. We write d as dj © O2. Similarly, let 52 be nonzero 
derivation of R2 and define g : R -^ R by g{{xi,X2)) = {Q,g2{x2)), thus g = Ox ® g2-
Then d and g are orthogonal. 
The study of orthogonal derivations in ring was initiated by Bresar and Vukman [71]. 
In [71], they obtained some necessary and suiBcient conditions for two derivations to be 
orthogonal. Further, Yenigiil and Argag [175] improved some results obtained in [71] 
for any nonzero ideal of the rings. Motivated by the concept of orthogonal derivation in 
rings, the notion of orthogonal derivation in F-ring was introduced in [21] as follows: let 
M be a F-ring, two derivations d and g on M are said to be orthogonal if d{x)TMTg{y) 
= (0) = g{y)TMTd{x) holds for all x, 2/ G M. In [21], they estabhshed several necessary 
and sufficient conditions for derivations d and g to be orthogonal. Further in [22], they 
introduced the notion of orthogonal generalized derivation in semiprime F-rings and ob-
tained some results concerning orthogonal generalized derivations. Some related papers 
on this subject can be found in [18], [77], [146] and [175], where further references can 
be looked. 
Section 3.2 is devoted to the study of orthogonal [a, r)-derivations in F-rings. Be-
sides obtaining some necessary and sufficient conditions for (a, r)-derivations to be or-
thogonal, we prove that under certain algebraic conditions, two (a, r)-derivations d and 
5 on a 2-torsion free F-ring M are orthogonal if and only if d{x)ag(x) = 0 for all a: G M 
and a G F. 
Section 3.3 deals with the study of orthogonal generaUzed (cr, r)-derivations in 
semiprime F-rings. Also, we have discussed orthogonality of generalized (cr, r)-derivations 
in semiprime F-rings. Further, some counter examples have also been given to demon-
strate that the restrictions imposed on the hypotheses of the various results are not 
superfluous. Throughout the present chapter, M will denote a F-ring. 
3.2 Orthogonal (cr, r)-derivations 
Jacobson in his classical book "Structure of Rings" [114] has given a passing refer-
ence of (si, S2)-derivation which was latter more commonly referred as (a, /?)-derivation 
or (^, 0)-derivation by some authors and (^, r)-derivation by others like Bresar [59], 
Chang [78], Bresar and Vukman [73], Argag et al. [17], Aydin and Kaya [33], Yenigiil et 
al. [176], to mention a few. Let a and r be endomorphisms of R. An additive mapping 
d: R-^ Ris called a (a, T)-derivation on R if d(xy) = d{x)a{y) + T{x)d{y) holds for all 
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x,y e R. 
In the year 1987, Jing [115] introduced the notion of derivation in F-rings as follows: 
Definition 3.2.1. An additive mapping d : M -^ M is called a derivation on M if 
d(xcxy) = d(x)ay + xad{y) 
holds for all X, y € M and a € F. 
Motivated by the definition of (cr, r)-derivations in rings, we define the notion of 
(a, T)-derivation in F-ring as follows: 
Definition 3.2.2. Let a, r be endomorphisms of M. An additive mapping d : M -^ M 
is called a [a, r)-derivation on M if 
d{xay) = d{x)aa{y) + T{x)ad(y) 
holds for all x,y € M and a € F. 
Remark 3.2.1. It is obvious to see that every derivation is a (a, r)-derivation with 
a — T = IM, the identity mapping on M. But the converse of this statement need not 
be true in general. 
/ a x^ 
Example 3.2.1. Let R be any ring, and let M = < b y 
F -
I 0 m 
^^0 0 oy 
M -^ M defined by 
a, 6, c, a:, ?/, 2 fc i? ^ , 
/, m 6 i? S . Then Af is a F-ring. Further, the mappings a, 
a X 'a 0^  ^a x\ 
<y\b y \ ^ \ h 0\, T\h y 
,c zl \c 0 / \ c zj 
'a 0^  
= I 0 0 I for all a,6,c,x,y,z e R 
.c 0> 
are endomorphisms of M. Next, define the mapping d : M ^ M such that 
0^ 0^  
= I 6 0 I for all a, 6, c, x,y,z £ R. 
.0 Oy 
Then, clearly, rf is a (a, r)-derivation but not a derivation on M. 
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Two derivations d and g on M are said to be orthogonal if d{x)TMTg{y) = (0) = 
g{y)TMTd{x) holds for all a:, j / e M. The study of orthogonal derivation in F-ring was 
introduced by Ashraf and Jamal in [21]. In fact, they established several necessary and 
sufficient conditions for derivations d and g to be orthogonal. In the present section, we 
attempt to generalize the existing notion of derivation to (a, T)-derivation. We begin 
with the following result: 
Theorem 3.2.1. Let M be a 2-torsion free semiprime F-ring such that xayjSz = x^yaz 
for all x,y,z € M and a,j8ET. Further, suppose d and g are {a, r)-derivations of M 
and a, r are automorphisms of M such that da = ad, dr = rd. Then d and g are 
orthogonal if and only if d{x)ag{x) = 0 for all x E M and a e F. 
Following lemmas are essentially proved in [21] and [146]. 
Lemma 3.2.1 ( [21, Lemma 2.2]). Let M be a semiprime V-ring. Suppose that additive 
mapping f and h of M into itself satisfy f{x)rMrh{x) = (0) for all x e M. Then 
f{x)TMrh{y) = (0) for all x,y e M. 
Lemma 3.2.2 ( [146, Lemma 3]). Let M be a 2-torsion free semiprime T-ring and a, b 
be the elements of M. Then the following conditions are equivalent: 
(i) aaMPb = (0) for all a, /? G F. 
(ii) baM/3a = (0) for all a, ^ G F. 
(iii) aaM^b + baM^a = (0) for all a, 13 eT. 
If any one of the conditions is fulfilled then a^yb = fry a = 0 for all 'j €.T. 
We begin om- discussion with the following lemma which is needed for developing 
the proof of the above theorem. 
Lemma 3.2.3. Let M be a 2-torsion free semiprime F-ring, and a, T be automorphisms 
of M. Then two (a, T)-derivations d and g are orthogonal if and only if d{x)ag{y) + 
g{x)ad{y) = 0 for all x,y e M and a € F. 
Proof. Assume that 
d{x)ag{y) + g{x)ad{y) = 0 for all x, j / G M and a € F. (3.2.1) 
Replacing y by y^x in (3.2.1), we obtain 
d{x)ag{y)Pa{x) + d{x)aT{y)0g{x) + g{x)ad{y)^a{x) + g{x)aT{y)l3d{x) = 0 
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for al\x,y e M and a,0 eT. Application of relation (3.2.1) yields that 
d{x)aT{y)/3g{x) + g{x)ocT{y)^d{x) = 0 for all x, y 6 M and a, /3 G T. (.12.2) 
Since r is an automorphism of M and using Lemma 3.2.2, we get d{x)ayil3g{x) = 0 for 
all a;, j/i € M and a, /9 G F. Apphcation of Lemma 3.2.1 yields that d{x)ayi/3g{z) — 0 for 
all x, 2/1,2 G M and a, /3 e F, and hence in view of Lemma 3.2.2, d and g are orthogonal. 
Conversely, if d and g are orthogonal, then d{x)az^g{y) = 0 = g{y)azl3d{a) for all 
x,y,z e M and a,/3 e F. Therefore by Lemma 3.2.2, d(x)ag(y) = 0 = g{x)ad{y) for 
all x,y e M and a G F. This implies that d(x)ag(y) + g(x)ad(y) = 0 for all a:,?/ £ M 
and a G F. This completes the proof. D 
Proof of Theorem 3.2.1. Suppose d{x)ag{x) = 0 for all a; G M and a G F. Linearizing 
this condition, we get 
d(x)ag(y) + d{y)ag{x) = 0 for all x,y E M and a G F. (3.2.3) 
Replacing y by y^z in (3.2.3), we get 
0 = d{x)ag{y^z) + d{yl3z)ag{x) 
= d{x)ag{y)l3a{z) + d{x)aT{y)l3g{z) + d{y)^a{z)ag{x) + T{y)^d{z)ag{.t) 
for all re,y,2 G M and a,/? G F. In view of (3.2.3), we have d{x)ag{y) = —d{y}ag{x) 
and d{z)ag{x) = —d{x)ag{z) for all x,y,z E M and of G F. Hence the above relation 
reduces to 
d{y)j3[a{z),g{x)]a = [T{y),d{x)]apg{z) for all x,?/,^ G M and a ,^ G F. (3.2.4) 
Replacing y by T~^{d(x)) in (3.2.4), we obtain 
d{T-'^{d{x)))P[a{z),g{x)]^ = 0 for all x,z G M and a,^ G F. 
This imphes that 
T-\d'^{x))^[zi,g{x)]a = 0 for all X,ZIEM andaje F. (3.2.5) 
Replacing zi by 27s in (3.2.5), we get 
r~H<^ix))^[z,g{x)]cjs+T-\d^(x))/3z^[s,g{y)]^ = Ofor all s,x,y,2 G M and Q,^ , - . G F. 
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In view of Lemma 3.2.1 and relation (3.2.5), the last expression reduces to 
T-'^{(f{x))^z^[s,g{y)]a = 0 for all s,x,y,zeM and a,/3,7 € T. (3.2.6) 
Replacing x by xSu in (3.2.6) and using it, we get 
2{d{x)Sd{T~^{a{u)))/3zj{s,giy)]a) = 0 for all s,u,x,y,z £ M and a,/3,j,6 e T. 
Putting u = cr~^(r(w)) in above and using the fact that M is 2-torsion free, we find that 
d(x)Sd{u)l3z'^[s,g{y)]a = 0 for all s,u,x,y,z e M and a,^,7, J € F. (3.2.7) 
Substituting xait for x in (3.2.7) and using it, we find that 
d{x)ai(T{t)Sd{u)/3z'y[s,g(y)]a = 0 for all s,t,u,x,y,z E M and ai,a,/3,^,S E T. 
The above expression yields that 
d{x)Pz'y[s,g{y)]aaiMSd{x)l3z'y[s,g{y)]o, = (0) for al ls,x ,y ,z e Mandai,a,p,^,6 e T. 
Semiprimeness of M implies that 
d{x)^z'y[s,g{y)]a = 0 for all s,x,y,z e M and a,/?,7 € F, 
and hence 
d{x)az^[d{x),g(y)]c = 0 for all x,y,zeM and a,7 € F. (3.2.8) 
Replacing z by giy)Pz, we get 
d{x)ag{y)l3zj[d{x),g{y)]a = 0 for all x,y,z E M and a,0,^ e F. (3.2.9) 
Also, from (3.2.8), we have 
g{y)adix)Pzj[d{x), g{y)]a = 0 for all x, t/, ^  € M and a, ^, 7 e F. (3.2.10) 
Subtracting (3.2.10) from (3.2.9), we get 
[d{x),g{y%fiM^[d{x),g{y)\c. = (0) for all a;,y € M and a,/?,7 e F. 
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Semiprimeness of M yields that [d{x),g{y)]a - 0 for all x,y E M and a eT. That is. 
d{x)ag{y) - g{y)ad{x) for all x,y £ M and a €T. Thus, the relation (3.2.3) can be 
written as d{x)ag{y) + g{x)ad{y) — 0 for all x,y e M and a eT. By Lemma 3.2.3, d 
and g are orthogonal. 
Conversely, suppose that d and y are orthogonal. Then d{x)j3M^g{x) = (0) for all 
X € M and ^ ,7 € F. Thus, in view of Lemma 3.2.2, we are forced to conclude that 
d{x)ag{x) = 0 for all a: G M and a € F. D 
Theorem 3.2.2. Let M he a 2-torsion free semiprime F-ring, and a, r be auto-
morphisms of M. Suppose d and g are {a, T)-derivations of M such that da = crd, 
ga — ag, dr =• rd, gr = rg. Then the following conditions are equivalent: 
{i) d and g are orthogonal. 
{ii) dg = 0. 
(Hi) gd = 0. 
(iv) dg + gd = 0. 
(f) dg is a (a'^^r^)-derivation of M. 
Proof, (ii) ^ (i) Suppose dg = 0. For any x,y £ M and 7 € F, we have 
0 = dg{xay) 
= dg{x)aa'^{y) + T{g{x))ad{a{y)) + d{T{x))aa{g{y)) + T'^{x)adg{y) 
= T{g{x))ad{c{y)) + d{T{x))aa{g{y)). 
Since a^ r are automorphisms of M and using the fact that gr = rg, ga = ag, we find 
that 
g{xi)ad(yi) + d(xi)ag(yi) = 0 for all Xi,yi € M and a € F. 
Hence d and g are orthogonal in view of Lemma 3.2.3. 
Conversely, suppose that d and g are orthogonal. Then d{x)ayf3g{z) = 0 for all 
x,y,z e M and a,/3 G F. Thus for all x,y,z e M and a,/? G F, we have 
0 = d{d{x)ayfig{z)) 
= d^{x)acTiy)^a{g{z)) + T{dix))adiy)^a{g{z)) + r(rf(a;))ar(t/)/3rf^(^) 
= T{d{x))ar{y)^dg{z). 
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Noting that dr = rd and r is an automorphism of M, we obtain 
d{xi)ayi^dg{zi) = 0 for all Xi,yi, Zi e M and a,/3 eF. 
Replacing xi by g{zi) in the last expression, we get dg{zi)ayi/3dg{zi) = 0 for all yi, ^l e 
M and a,/? e F. The semiprimeness of M yields that rfg(^i) = 0 for all 2ri € M. Hence 
rfg = 0. 
(iw) <^ (i) Proof is similar as (ii) •^ (z). 
(z?;) <^ (i) Suppose dg + gd = 0. Then for all x,y e M and a € F, we have 
0 = {dg + gd){xay) 
= {dg + gd)(x)aa^y) + 2{g{T{x))ad{<T{y)) 
+d{T{x))ag{a{y))) + T\x)a{dg + gd){y) 
= 2{g{T{x))ad{a{y)) + rf(T(a;))ap(a(t/))). 
Since M is 2-torsion free and a, r are automorphisms of M, we conclude that 
g{xi)ad{yi) + d{xi)ag(yi) = 0 for all xi,yi € M and a G F. 
Hence (i and ^ are orthogonal, by Lemma 3.2.3. 
Conversely, suppose that d and g are orthogonal. Then dg = 0 and gd = 0 hy part (M) 
and {in). Thus, dg + gd = 0. 
(u) 4^ (f) Suppose rf^ is a (cr^ , T^)-derivation on M i.e., 
dg{xay) = dg{x)aa'^{y) + T^{x)ocdg{y) for all x,y e M and a € F. (3.2.11) 
On the other hand, we have 
rfp(2rcv7/) = dp(x)aa2(2/) + T{g{x))ad{a{y)) + d{T{x))aa{g{y)) + T\x)adg{y). (3.2.12) 
Comparing (3.2.11) and (3.2.12), we get 
T{g{x))ad{a{y)) + d{T{x))aa{g{y)) = 0 for all x,j/ € M and a € F. 
Since gr = rg, ga = ag and a, r are automorphisms of M, we have 
g{xi)ad{yi) + d{xi)ag{yi) = 0 for all Xi,yi G M and a G F. 
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In view of Lemma 3.2.3, we conclude that d and g are orthogonal. 
Conversely, suppose that d and g are orthogonal. By (ii), we have dg = 0. Thus, 
dg is a (cr^ , T^)-derivation on M. This proves the theorem. D 
The following example shows that the hypothesis of semiprimeness in Theorem 3.2.2 
is essential. 
(fab\ ] 
Example 3.2.2. Let R be any 2-torsion free ring and let M = < I I a,b,c E R> . 
i fx Q\ ] 
r = < ( x,y G R> . Then M is a 2-torsion free F-ring. It can be easily seen 
[\Q yj J 
that M is not semiprime. Take a = T = IM, where IM is the identity mapping on M. 
Define the mappings d, g : M -^ M such that 
Then, it is straightforward to check that d and g are (cr, r)-derivations on M. Also, d 
and g are orthogonal, and dg is a (cr^ , T^)-derivation on M. However, neither dg =- 0, 
gd = 0 nor dg + gd = 0. 
3.3 Orthogonal generalized (a, r)-derivations 
With a view to make our text self contained, we begin with the following definition: 
Definition 3.3.1. An additive mapping F : M —> M is called a generalized derivation 
on M if there exists a derivation d of M such that 
F{xay) = F{x)ay + xad{y) 
for allx^y e M and a eT. 
Inspired by the definition of generalized (a, r)-derivations in rings, we define gener-
alized {(T, r)-derivations in F-rings as follows: 
Definition 3.3.2. Let cr, r be endomorphisms of M. An additive mapping F : M -^ M 
is called a generalized (cr, r)-derivation on M if there exists a {a, r)-derivation d of M 
such that 
F{xay) = F(x)aa{y) + T{x)ad{y) 
for al\x,y e M and a eT. 
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Clearly, the notion of generalized (a, r)-derivation includes those of {a, T)-derivation 
when F — d, of derivation when F = d, and cr = r = /A^, the identity mapping on M, and 
of generalized derivation, which is the case when a = T — I^. Note that, a generalized 
(•^ M)-^ Af)-derivation is just a generalized derivation. It is clear that every generalized 
derivation is a generalized (a, r)-derivation with a = T = IM, the identity mapping on 
M, but the converse need not be true in general. The following example shows that 
the notion of a generalized {a, T)-derivation in fact generalizes that of a generalized 
derivation. 
Example 3.3.1. Consider F-ring M and (cr, T)-derivation d same as in Example 3.2.1. 
Define the mapping F : M -^ M such that 
fa 0\ 
0 0 I for all a, b, c, x,y,z E R. 
\o o) 
Then F is a generalized {a, T)-derivation induced by d but not a generalized derivation 
on M. 
Two generaHzed derivations {F, d) and {G,g) of M are called orthogonal if F{x)TM 
TG[y) - (0) = G{y)VMVF{:x) holds for all x,y ^ M. Throughout the present section 
a generalized (<7, r)-derivation F of M with an associated {a, r)-derivation d of M will 
be denoted by (F,d). Recently, Ashraf and Jamal in [22] obtained some necessary and 
sufficient conditions for two generalized derivations to be orthogonal. In fact, they 
proved the following result: 
Theorem 3.3.1. Let M be a 2-torsion free semiprime T-ring, and let {F,d) and {G,g) 
be generalized derivations of M. Then the following conditions are equivalent: 
{i) (F, d) and (G, g) are orthogonal. 
(ii) {F,d) and{G,g) satisfy the following relations: 
(a) F{x)^G{y) + G{x)jF{y) = 0 for all x.yeM and^ET. 
[b) d{x)'yG{y) + g{x)'yF{y) = 0 for all x,yeM and^^T. 
(Hi) F{x)^G{y) = d{x)-fG{y) = 0 for all x,y e M and nf eT. 
(iv) F{x)-fGiy) = 0 for all x,y e M and -f € T and dG = dg = 0. 
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(v) {FG, dg) is a generalized derivation and F{x)^G{y) = 0 for all x,y G M and 
7er. 
In this section, our objective is to generalize their results in more general setting for 
semiprime F-rings involving generalized {a, T)-derivations. We begin with the following 
lemma: 
Lemma 3.3.1. Let M be a 2-torsion free semiprime T-ring, and a, r he automor-
phisms of M. Suppose that two generalized [a, T)-derivations {F,d) and {G,g) of M are 
orthogonal, then the following relations hold: 
(i) F{x)aG{y) = G{x)aF{y) = 0, and hence F{x)aG{y) + G{x)aF{y) = 0 for all 
x,y £ M and a € F. 
(ii) d and G are orthogonal and d{x)aG{y) — G{y)ad{x) = 0 for all x,y f M and 
a € F . 
(Hi) g and F are orthogonal and g{x)aF{y) = F{y)ag{x) = 0 for all x, y e M and 
a € F . 
(iv) d and g are orthogonal. 
(v) If Fa — aF, FT = TF, Ga = aG, GT = TG and da = ad, dr ~ TO, IJO = 
ag, gr = rg, then dG = Gd = 0, gF = Fg = 0 and FG = GF = 0. 
Proof, (i) By the hypothesis, we have F{x)az/3G{y) = 0 for all x,y,z E M and Q,/9 G 
F. Application of Lemma 3.2.2 yields that F{x)'yG{y) = 0 = G{y)^F{x). Therefore, 
F{x)-fG{y) + G{y)jF{x) = 0 for all x, ?/ e M and 7 e F. 
(ii) By (z), we have F{x)aG(y) = 0 and F{x)PzjG{y) = 0 for all x,y,z e M and 
a, /3,7 € F. Hence 
0 = F{z^x)aG{y) 
= F{z)pa{x)aG{y) + T{z)^d{x)aG{y) 
= r{z)pd{x)aG{y). 
Since r is an automorphism of M, we obtain 
d{x)aG{y)jMl3d{x)aG{y) = (0) for all x,y e M and a,/5,7 e F. 
Thus, the semiprimeness of M forces that 
d{x)aG{y) = 0 for all x,y e M and a € F. (3.3.1) 
53 
Replacing x by x^s in (3.3.1), we get 
0 = dixps)aG{y) 
= d(x)/3a(s)aG{y) + T{x)0d{s)aG{y). 
Using (3.3.1) and the fact that a is an automorphism of M, we obtain 
d{x)TMTG{y) = (0) for all x,y e M. 
Application of Lemma 3.2.2 yields that d and G are orthogonal, and d{x)aG{y) = 
G{y)ad{x) - 0 for all a:, y e M, a € T. 
{in) Using similar approach as we have used in (M), we get the required result. 
{iv) By the assumption, we have F{x)aG{y) = 0 for all x,y e M and a e F. Thus, we 
have 
0 = F{xl3z)aG{yjw) 
= {F{x)pa[z) + r{x)fid{z))a{G{y)-fa{w) + T{y)'yg{w)) 
= F{x)Pa{z)aG{y)'ya{w) + F{x)0a{z)aT{y)'yg{w) + T{x)0d{z)aG{y)'ya{w) 
+T{x)l3d{z)aT{y)^g{w). 
Using (M) and {in), we find that 
T{x)Pd{z)aT{y)'yg{w) = 0 for all 'w,x,y,z e M and a,,5,7 € T. 
Since r is an automorphism of M, the last expression yields 
d{z)aM^g{w)6Ml3d{z)aM^g{w) = (0) for all w, 2; € A/ and a, /?, 7, (^  € F. 
The semiprimeness of M forces that 
d{z)aMjg{w) = (0) for allw,z e M and a ,7 e F. 
Hence by Lemma 3.2.2, d and g are orthogonal. 
{v) In view of {ii) d and G are orthogonal. Hence 
0 = G{d{x)azpG{y)) 
= Gd{x)aa{z)0a{G{y)) + T{d{x))ag{z)pa{G{y)) + T{d{x))aT{z)ftg{G{y)). 
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Since or = rd, Ga = aG and d, g are orthogonal, we have "~^'^=^-.:^:^-,^-'-^ 
Gd{x)azi0G{yi) = 0 for all x,yi,zi € M and a,/3 € T. (3.3.2) 
Replacing yi by d{x) in (3.3.2), we obtain 
Gd(x)azi^Gd{x) = 0 for all x, 2i € M and a, ^ G T. 
Thus, by the semiprimeness of M, we are forced to conclude that Gd = 0. Similarly, since 
each of the equalities d{Gix)azpd{y)) = 0, F{g[x)az^F{y)) = 0, g{F{x)azfig[y)) = 
0, F{G{x)oiz^F{y)) = 0 and G{F[x)azPG{y)) = 0 hold for all a;,y, 2 G M and o, /? e T, 
we have dG = Fg — gF — FG = GF = 0, respectively. This proves the lemma. O 
In view of Theorem 3.2.2(zz) and Lemma 3.3.1, we have the following corollary: 
Corollary 3.3.1. Let M be a 2-torsion free semiprime T-ring, and a, r he automor-
phisms of M. If {F,d) and {G,g) are orthogonal generalized {a, T)-derivations of M 
such that Fa = cF, FT = TF, GO = aG, GT — TG and da = ad, dr = rd, 
ga — ag, gr = rg, then dg is a {a'^,r'^)-derivation of M and {FG,dg) = (0,0) is a 
generalized {a'^,T^)-derivation of M. 
Theorem 3.3.2. Let M be a 2-torsion free semiprime T-ring, and a, r be automor-
phisms of M. Suppose [F,d) and [G,g) are generalized {a, T)-derivations of M such that 
Fa = aF, FT = TF, Ga = aG, Gr = TG and da = ad, dr = rd, ga = ag, gr = rg. 
Then (F, d) and {G, g) are orthogonal if and only if one of the following holds: 
(i) (a) F{x)-fG{y) + G{x]jF{y) = 0 for all x,y e M and^ 6 T; 
(6) d{x)fG{y) + g{x)'yF{y) = 0 for all x,y e M and'y eT; 
(ii) F{x)'yG{y) = d(x)'yG(y) = 0 for all x,y e M and 7 G T; 
(Hi) F{x)jG{y) = 0 for all x,y e M and 7 G F and dG = dg = 0; 
(iv) {FG,dg) is a generalized {a"^, T"^)-derivation and F{x)'yG{y) = 0 for all x,y e M 
and 7 G r . 
Proof. In view of Lemma 3.3.1, Corollary 3.3.1 and the orthogonality of (F, d) and [G, g) 
=> (i), {ii), (Hi) and (iv). Now, we establish 
(i) =» "(F, d) and (G, g) are orthogonal." By the hypothesis, we have 
F(x)-fG(y) + G{x)'yF(y) = 0 for all x,y G M and 7 G T. 
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Replaxiing x by xaz in above, we find that 
0 = F{xaz)'yG{y) + G{xaz)'yF{y) 
= F{x)aa{z)'yG{y) + T{x)ad{z)^G{y) + G{x)aa(z)'yF{y) + T{x)ag{z)jF{y). 
Using (6) in last expression, we get 
F{x)aa(z)yG{y) + G{x)acr{z)jF{y) = 0 for all x,y,z E M and Q, 7 £ F. 
Since a is an automorphism of M, the above relation can be written as 
F(x}aziyG(x) + G(x}azijF(x) = 0 for all x,zi € M and a, 7 € F. 
By Lemma 3.2.2, we conclude that F{x)azi'yG{x) = 0 and G(x)azi-fF{x) = 0 for 
all x,zi e M and a, 7 G F. Using Lemma 3.2.1, we have F(x)azijG{y) = 0 for all 
x,y,zi € M and a, 7 € F. Hence, by Lemma 3.2.2, F and G are orthogonal. 
(M) =» "(F, d) and (G, g) are orthogonal." Given that F{x)'yG(y) = 0. Putting xaa: for 
X, we get 
0 = Fixaz)-fG{y) 
= F{x)aa{z)^G{y) + T{x)ad{z)^G{y) 
= Fix)aa{z)jG{y). 
Using Lemma 3.2.2 and the fact that <T is an automorphism of M, we obtain (F, d) and 
{G,g) are orthogonal. 
{Hi) => \F,d) and {G,g) are orthogonal." By the assumption, we have 
0 = dG{xay) 
= d{G{x)aa{y) + r{x)ag{y)) 
= dG{x)aa^{y) + T{G{x))ad{a{y)) + d{T{x))aa{g{y)) + T'^{x)adg{y) 
= T{G{x))ad{a{y)) + d{T{x))aa{g{y)). 
Since GT = TG, ga = cr^  and cr, r are automorphisms of M, we have 
G(a;i)Qrf(t/i) + d{xi)ag{yi) = 0 for all Xi.yi € M and a G F. 
Application of Theorem 3.2.2 and Lemma 3.2.2 yields that 
G{xi)ad{yi) = 0 for all Xi,yi G M and Q G F. 
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Replacing Xi by x^z and using Theorem 3.2.2 and Lemma 3.2.2, we obtain 
G{x)^cr{z)ad{yi) = 0 for all x,yi,z e M and a,/? G F. 
By Lemma 3.2.2, we have d{yi)'yG{x) — 0 for all x,yi e M and 7 G F, which sausfies 
{ii). Therefore, {in) implies that {F,d) and {G,g) are orthogonal, 
(iy) =^ "(i^, rf) and {G,g) are orthogonal." Since (FG,dg) is a generalized (rr^r^)-
derivation and dg is a (cr^ , r^)-derivation, we have 
FG{xjy) = FG{x)^o-^{y) + T^{x)-fdg{y) for all a;, y € M and 7 e F. (3.3.3) 
Also 
FG{x^y) = FG{x)'ya\y) + r{G{x)hd{a{y)) + F{T{x))'fa{g{y))+r^xhdg{y). (3 3.4) 
Comparing (3.3.3) and (3.3.4), we get 
T{G{x))jd(cr(y)) + F{T{x))ja{g{y)) = 0 for all x,t/ G M and 7 6 F. 
Since a, r are automorphisms of M and noting that GT = TG, ga = ag, we have 
G{xi)^d{yi) + F{xi)-fg{yi) = 0 for all Xi,yi G M and 7 G F. (3.3.5) 
Since, F{xi)jG{yi) = 0, we get 
0 = F{xi)'yG{yiazi) 
= F(xi)7G(yi)aa(2i) + F{xi)'yT{yi)ag{zi) 
= F{xi)^T{yi)ag{zi). 
By Lemma 3.2.2, we have g{zi)'yF{xi) = 0 for all xi, Zi e M and 7 G F. Replace zi by 
yii32i to get 
0 = giviPzihFixi) 
= 9iyi)MzihF{xi) + r{yi)ftg{zi)-fF(xi) 
= &(yi)/^o^(^i)7^(^i)-
Since a is an automorphism of M and using Lemma 3.2,2, we find that F{xl)•yg{y^) = 0 
for all xi,yi G M and 7 G F. Now from (3.3.5), we get G{xi)jd{yi) = 0 for all 
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xi,yi e M and 7 G F. Putting Ziayi for j/i in the last relation, we get 
0 = G{xi)'yd{ziayi) 
= G{xi)yd{zi)aa{yi) 4- G{xi)'yT{zi)ad{yi) 
= G{xi)yT{zi)ad{yi). 
Since r is an automorphism of M, the above expression forces that G{xi)'yz2ad{yi) = 0 
for all Xi,yi,Z2 € M and a, 7 e F. Again using Lemma 3.2.2, we obtain d{yi)jG{xi) — 0 
for all xi,yi e M and 7 e F. By (ii), (F,d) and (C,^) are orthogonal. This proves the 
theorem completely. D 
Theorem 3.3.3. Let M be a 2-torsion free semiprime T-ring, and a, T be automor-
phisms of M. If {F,d) and {G,g) are generalized {a, T)-derivations of M such that 
da = ad, dr = rd, ga = ag, gr = rg, then the following conditions are equivalent: 
(i) {FG,dg) is a generalized {cr'^, T^)-derivation. 
(ii) {GF,gd) is a generalized {a'^,r^)-derivation. 
(Hi) F and g are orthogonal, and G and d are orthogonal. 
Proof (?) =» (Hi) Suppose {FG.dg) is a generalized (cr^ , r^)-derivation. Prom (3.3.5), 
we have 
G{x)-fd(y) + F{x)yg{y) = 0 for all x,y e M and 7 € F. 
Replacing y by yjSz, we obtain 
0 = Gixhd{yfiz)-h Fix)jg{y/3z) 
= G{x)jdiy)j3a{z) + G{x)yr{y)pd{z) 4- F{xhg{y)^a{z) + F{x)yr{y)0g{z) 
= G{x)ir{y)fid{z) + F{x)yT{y)fig{z). 
Since r is an automorphism of M, the above relation yields that 
G{x)yyi^d{z) + F{xhyil3g{z) = 0 for all a;,yi, 2 € M and /?,7 € F. (3.3.6) 
Since dg is a (a^, r^)-derivation, so d and g are orthogonal by Theorem 3.2.1. Replacing 
yi by g{z)ay and using the orthogonality of d and g, we get 
0 = G(x)jg{z)ay/3d{z)-^ F(xhg{z)ayj3g{z) 
= Fix)'yg{z)ayflg{z). 
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Again replacing y by ySF{x) and /? by 7 in the last relation, we find that 
F{x)jg{z)ay6F{x)'yg{z) — 0 for all x,y,z E M and Q,7,<5 € T. 
Since M is semiprime F-ring, the above exprassion forces that 
F{x)^g{z) = 0 for all x, z G M and 7 e T. (3.3.7) 
Substituting yaz for z in (3.3.7), we find that 
F{x)'yg{y)aa{z) + F{x)^T{y)ag{z) = 0 for all x,y,z e M and a,7 G F. 
Using (3.3.7) and the fact that r is an automorphism of M, we get 
F(x)^yiQg{z) = 0 for all x,yi,z e M and a ,7 G F. 
Therefore by Lemma 3.2.2, F and ^ are orthogonal. Hence, (3.3.6) becomes G{x)^yi 
^d{z) = 0 for all x,yi,z E M and /3,7 G F. Thus, G and d are orthogonal. 
{Hi) ^ [i) By the orthogonality of F and p, we have 
F{x)ayl3g{z) = 0 for all x,y,zeM and Q,/? G F. (3..i.8) 
Replacing a; by 570;, we get 
0 = F{s-fx)ayl3g{z) 
= F{s)'ya{x)aypg{z) + T{s)-yd{x)ay/3g{z) 
= T{s)^d{x)ayl3g{z). 
Since r is an automorphism of M and using the semiprimeness of M, we get d{x)mj/3g{z) 
= 0 for all x,y,z G M and a, ;9 G F. By Lemma 3.2.2, rf and g are orthogonal. Thus, 
by Theorem 3.2.2, dg is a (o-^,r^)-derivation. Now, replacing y by g{z)yy6F{x) and /:? 
by a in (3.3.8), we get 
F{x)ag{z)^y5F{x)ag{z) — 0 for all x,y,z E M and a,7,(5 G F. 
By the semiprimeness of M, we have F{x)ag{z) — 0 for all x,z E M and Q G F. 
Similarly, by the orthogonality of G and rf, we have G{x)ad{z) = 0 for all x, 2 G M and 
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a G r . Thus, 
FG{xay) = FG{x)aa^{y) + T^{x)adg{y) for all x,y e M and aeT. 
Hence (FG, dg) is a generalized ((T^, r^)-derivation. 
(M) <=?> (in) Using similar approach as we have used to prove {i) <^ {Hi). This completes 
the proof of the theorem. D 
As an immediate consequence of above theorem, we get the main result of Ashraf 
and Jamal [22, Theorem 2.2]. 
Corollary 3.3.2. Let M he a 2-torsion free semiprime r-ring, and let {F,d) and {G,g) 
be generalized derivations of M. Then the following conditions are equivalent: 
(i) {FG, dg) is a generalized derivation. 
(ii) {GF, gd) is a generalized derivation. 
(Hi) F and g are orthogonal, and G and d are orthogonal. 
The following example demonstrates that Theorem 3.3.2 does not hold for arbitrary 
F-rings. 
b 
Example 3.3.2. Let R be any 2-torsion free ring and let M = < c 
f 
IW 
a, b,c,f,hE R > , 
r = <(l 0 0 0 mj\ l,me R \ . Then M is a 2-torsion free T-ring which is not 
semiprime. Define the mapping a : M -^ M such that a 
/ a \ fa\ 
b 
c 
f 
h W 
c 
b 
f 
. Clearly, o- is an 
automorphism of M and take T = IM, where IM is the identity mapping of M. Next, 
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define the mappings d, g : M -^ M such that 
(a\ 
b 
c 
f 
\h) 
= 
(o) 
0 
0 
/ 
[v 
, 9 
(a\ 
b 
c 
f 
[hj 
= 
/o\ 
c 
b 
0 
W 
for all a,b,c, f,h E R. 
It can be easily verified that d and g are {o, rj-derivations of M such that da — ad, dr = 
rd, ga = <yg, gr = Tg. Now, consider the mappings F, G : M -^ M such that 
(a) 
b 
c 
/ 
\hj 
= 
(a\ 
0 
0 
0 
KV 
, G 
(a\ 
b 
c 
f 
[hj 
= 
(o\ 
0 
0 
0 
[hj 
for all a,6,c,f^h£ R. 
It can be easily check that (F, d) and (G, g) axe generalized {a, r)-derivations of M. Also, 
{FG,dg) and {GF,gd) are generalized (cr^ , r^)-derivations of M, but neither F and g' 
are orthogonal nor G and d are orthogonal. 
Corollary 3.3.3. Let M be a 2-torsion free semiprime T-ring, and a, r he automor-
phisms of M. If {F,d) is a generalized (a, T)-derivation of M such that F{x)^F{y) =- i) 
for allx^y e M and7 £ F, then F = d = 0. 
Proof. Notice that F{x)yF{y) = 0 ior all x,y E M and 7 G F. Replacing y by y/3z, we 
get 
0 = F{xhF{y^z) 
= F{x)^F{y)^a{z) + F{x)^r{y)^d{z) 
= FixhrivWiz). 
Since r is an automorphism of M and using Lemma 3.2.2, we have d{z)'yF{x) = 0 for 
all x,z E M and 7 G F. Now, replacing x by xaz, we get 
0 = d{z)'yF{xaz) 
= d(z)^F{x)aa(z) + d{z)^T{x)ad(z) 
= d{z)jT{x)ad{z). 
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By the semiprimeness of M, we get d{z) = 0 for all z E M. Therefore, d = 0. Again 
0 = F{xjz)aF(y) 
= F{x)ja{z)aF{y) + T{x)jd{z)aF{y) 
= F(x)'ya{z)aF{y). 
In particular, 
F{x)'yzi(yF{x) = 0 for all x,zi E M and a, 7 G F. 
Using the semiprimeness of M, we get F(x} = 0 for all x e M and hence F = 0. D 
We conclude this chapter with the following example which shows that the hypoth-
esis of semiprimeness is essential in Corollary 3.3.3. 
( fa\ 
Example 3.3.3. Let R be any 2-torsion free ring and M = \ b 
c 
[\fj 
a,b,c,f £ R }, 
r = j ( 0 X 0 0 ] i a ; € / ? > . Then M is a 2-torsion free F-ring which is not semiprime. 
Define the mappings cr, r : M —>• M such that 
for all o, b,c,fE R. 
Clearly, a and T are automorphisms of M. Next, define the mapping d : M -^ M such 
that 
/a] 
b 
c 
= 
b 
a 
[fj 
, r 
(a) 
b 
c 
[fJ 
= 
(f\ 
b 
c 
b 
c 
/o\ 
0 
c 
for all a, b,c,fE R. 
It can be easily verified that d is a {o, T)-derivation of M. Now, consider the mapping 
F : M -^ M defined as 
b 
c 
0 
0 
\V 
for all a, b,c,fE R. 
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It is straightforward to check that F is a generalized {a, r)-derivation of M induced by 
d. Also, F{x)^F{y) = 0 for all a:, y G M and 7 G F but neither F = 0 nor d = 0. 
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Chapter 4 
On *-bimultipliers, generalized 
*-biderivations in rings with involution 
4.1 Introduction 
An additive mapping a: •-> a;* on a ring R is said to be an involution if (xy)* — //*.c* 
and (x*)* = X* holds for all x,y E R. U R is an algebra we assume additionally that 
{ax)* = ax* for all a; € i? and a is in some field F. A ring (algebra) which is endowed 
with an involution is called a ring (algebra) with involution or *-ring (*-algebra). A niaj)-
ping B : Rx R -^ Ris said to be symmetric if B{x,y) = B{y^x) holds for all x,y ^ R. 
A biadditive (i.e., additive in both arguments) mapping B : R x R —^ R is called a 
biderivation on R if it is a derivation in each argument i.e., for every x & R, the maps 
y (->• B(x,y) and y i-> B(y,x) axe derivations of R into R (see [165], where biderivation 
satisfying some special properties are studied). We call a symmetric biadditive map-
ping B : Rx R -^ R a symmetric biderivation on R if B{xy, z) — B{x, z)y + xB{y- z) 
holds for all x,y,z £ R. Typical examples are mappings of the forms {x,y) >-^  ("\x,y], 
where c is an element of the center of R. The notion of symmetric biderivation arises 
naturally in the study of additive commuting mappings, since every commuting ad-
ditive mapping f : R -¥ R gives rise to a symmetric biderivation of R. Namely, the 
hnearization of the relation [f{x),x] = 0 for all a; G i? yields that [f{x),y] = [x. f{y)} 
for all x,y e R. Therefore, we note that the mapping {x,y) i-4 [fx),y] is a symmetric 
biderivation. The concept of symmetric biderivation was introduced by G. Maksa [133] 
(see also [134], where an example can be found). It was shown in [134] and [166] that 
symmetric biderivation are related to general solutions of some functional equations. 
Further, Bresar et al. [76] established that every biderivation 5 of a noncommutati\ e 
prime ring R is of the form B{x,y) = \[x,y] for all x,y e R and for some A G C, the 
The contents of this chapter have been published in Kyungpook Math. J., 51 (2011), 301 309. 
65 
extended centroid of R. Some more results related to symmetric biadditive mappings 
on prime and semiprime rings can be looked in [61], [66], [143], [144] and [165]. 
The purpose of this chapter is to study symmetric biadditive mappings when the 
ring R is equipped with an involution. Section 4.2 is devoted to the study of left (resp. 
right) *-bimultipliers in the setting of semi(prime) *-rings. In this section, we establish 
that every left (right) *-bimultipher on a semiprime *-ring R maps Rx R into Z{R). 
Also, we proved that if a prime *-ring admits a nonzero left (resp. right) *-bimultiplier, 
then R is commutative. 
Section 4.3 deals with the study of symmetric generalized *-biderivations (resp. 
symmetric generalized reverse *-biderivations) on semi (prime) *-rings and prove that if 
a semiprime *-ring admits a symmetric generalized *-biderivation (resp. symmetric gen-
eralized reverse *-biderivation) G with associated a nonzero symmetric *-biderivation 
(resp. symmetric reverse *-biderivation) 5 , then G maps Rx R into Z{R). The prime 
version of these results have also been given. 
In the last section, we estabhsh corresponding results in the setting of C*-algebras. 
4.2 Left (resp. right) *-biinultipliers 
Following [178], an additive mapping T : /? —> i? is said to be a left (resp. right) 
centralizer (or multipher) if T{xy) = T{x)y (resp. T{xy) = xT{y)) holds for dXlx.y £ R. 
According [143,144], a biadditive mapping B : R x R —^ R is called a left (resp. right) 
bimultiplier if B{xy, z) = B{x, z)y (resp. B{xy, z) = xB{y, z)) holds for all x,y,z e R. 
Inspired by the above mentioned concepts in rings, the notion of *-bimultiplier can be 
introduce as follows: 
Definition 4.2.1. Let i? be a *-ring. A symmetric biadditive mapping M : R x R-^ 
R is said to be a symmetric left *-bimultiplier if M{xy, z) = M{x, z)y* holds for all 
x,y,ze R. 
Definition 4.2.2. Let i? be a *-ring. A symmetric biadditive mapping M : RxR-^ R 
is said to be a symmetric right *-bimultiplier if M{xy, z) = x*M{y, z) holds for all 
x,y,zE R. 
If M is both symmetric left as well as right •-bimultipher, then M is a symmet-
ric *-bimultipher. In the present section, we prove some results related to the left 
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*-bimultipliers in the setting of prime and semiprime rings with involution. We begin 
our discussion with the following theorem: 
Theorem 4.2.1. Let R be a semiprime *-ring. If M : R x R ^ R is a biaadttive 
mapping such that M{xy, z) = M{x, z)y* for all x,y,z e R, then M maps R K R into 
Z{R). 
Proof. By the hypothesis, we have 
M{xy, z) = M{x, z)y* for all x,y,z E R. (4.2.1) 
Replacing y by yw in (4.2.1), one hand we obtain 
M{xyw,z) = M{x{yw),z) — M{x,z)w*y* for all w,x,y,z € R. (4.2.2) 
On the other hand, we have 
M{xyw, z) = M{(xy)w, z) = M{x, z)y*w* for all w, x,y,z e R. (4 2.3) 
Subtracting (4.2.2) from (4.2.3), we obtain 
M{x,z)[y*,w*] = Ofor all w,x,y,z e R. (4,2.4) 
Substituting y* for y and w* for w in (4.2.4), we arrive at 
M{x, z)[y, w] = 0 for all w, x,y,z e R. (4.2.5) 
Replacing y by yM{x, z) in the above expression we find that 
M{x,z)[y,w\M{x,z) + M{x,z)y[M{x,z),'w] = 0 for a.\\w,x,y,ze R. 
Application of relation (4.2.5) forces that 
M{x,z)y[M{x,z),w] = 0 for all w,x,y,z € R. 14.2.6) 
Multiplying by w to (4.2.6) from left yields that 
wM(x, z)y[M{x, z), w] = 0 for all w, x,y,z e R. (4.2 7] 
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Now putting wy for y in (4.2.6), we get 
M{x, z)wy\M{x, 2;), w] = 0 for all w, x,y,ze R. (4.2.8) 
Combining (4.2.7) with (4.2.8) we arrive at 
[M(x, z), w]y{M{x, z), w] = 0 for all w, x,y,ze R. (4.2.9) 
This imphcs that [M{x, z),w]R[M{x, z),w] = (0) for all w,x,z E R. Thus, wc obtain, 
[M{x, z),w] = 0 for all w,x,z e Rhy the semiprimeness of R. Hence, M maps R x R 
into Z{R). This completes the proof of our first theorem. D 
We now prove another theorem in this vein that is. 
Theorem 4.2.2. Let R be a semiprime *-ring. If M : R x R -^ R is a biadditive 
mapping such that M{xy, z) = x*M{y, z) for all x,y,z e R, then M maps R x R into 
Z{R). 
Proof. We compute M{xyw, z) in two different ways. Then, we have 
M{x{yw), z) = x*y*M{w, z) for all ID, x,y,z e R, (4.2.10) 
and 
M{{xy)w, z) = y*x*M{w, z) for all w, x,y,z e R. (4.2.11) 
Comparing the expressions so obtained for M{xyw,z), we arrive at 
[x\ y*]M{w, z) = 0 for all w, x,y,ze R. (4.2.12) 
Henceforth, using similar approach as we have used after (4.2.4) in the proof of the last 
paragraph of Theorem 4.2.1 with necessary variations, we find that [M{w, z),y] = 0 for 
all w,y,z G R. Hence, M maps Rx R into Z{R). D 
Corollary 4.2.1. Let R be a semisimple *-ring. If M : Rx R ^ R is a biadditive 
mapping such that M{xy,z) = M{x,z)y* for all x,y,z E R or M{xy,z) = x*M{y,z) 
for all x,y,z E R, then M maps Rx R into Z{R). 
Proof As a consequence of Theorems 4.2.1 & 4.2.2 and of the fact that every semisimple 
*-ring is semiprime *-ring. D 
Next, let us consider the prime versions of Theorem 4.2.1 and Theorem 4.2.2. 
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Theorem 4.2.3. Let R be a prime *-ring. IfM: RxR-^Risa nonzero biadditive 
mapping such that M{xy, z) — M{x, z)y* for all x,y,z G R, then R is commutative 
Proof. In view of Theorem 4.2.1, we have M{x,z)[y,w] = 0 for all w,x,y,z € R. 
Substituting yx for y, we obtain M{x, z)y[x, w]+M{x, z) [y, w]x = 0 for all w, x,y,z € R. 
This implies that M{x, z)y\x, w] =0 for all w, x,y,z e R, and hence M{x, z)R[x, w\ ~ 
(0) for aJl w,x,z € R. Thus, the primeness of R forces that for each x e R either 
[x,w] = 0 or M{x,z) = 0 for all it;, z G R. The set of all a; G i? for which these two 
properties hold are additive subgroups of R whose union is R. But a group can not 
be the set-theoretic union of two of its proper subgroups, therefore M{x, z) = 0 or 
[x,w] = 0 for all w,x,z G R. But M{x,z) ^ 0, we conclude that [x,w] - 0 for all 
w,x E R and hence R is commutative. D 
Similarly, we can prove the following: 
Theorem 4.2.4. Let R be a prime *-ring. If M : Rx R -^ R is a nonzero biadditive 
mapping such that M{xy, z) = x*M{y, z) for all x,y,z E R, then R is commutative. 
4.3 Generalized *-biderivations 
During the last few decades there has been a great deal of work concerning generalized 
derivation in context of algebras on certain normed spaces (for references see [110], 
where further references can be found). By a generahzed derivation on an algebra A, 
one usually means a mapping of the form x >-¥ ax + xb, where a and b are fixed elements 
in A. We prefer to call such mappings generalized inner derivations for the reason they 
present a generalization of the concept of inner derivations (i.e., the mapping of the 
form X 1-^ ax — xa). Now in a ring R, let F be a generalized inner derivation given 
by F{x) = ax + xb. Notice that F{xy) = F{x)y + xlb{y), where Ib{y) — by - yb is 
the inner derivation defined hy b E R. In the year 1991, Bresar [57] introduced the 
concept of generalized derivation in rings. Recently, Hvala [110] initiated the algebraic 
study of generalized derivation, a function more general than derivation and extended 
some results concerning derivations to generalized derivations. In the present section, 
we continue the study in this direction. Let R he a. *-ring. An additive mapping 
d : R —>• i? is called a *-derivation (resp. reverse *-derivation) if d{xy) = d{x)y* + xd{y) 
(resp. d{xy) = d{y)x* + yd{x)) holds for all x,y E R. Following [20], a symmetric 
biadditive mapping B : Rx R-^ R\s called a symmetric *-biderivation if B{xy, z) -
B{x,z)y* + xB{y,z) holds for all x,y,z G R, and B is called a symmetric reverse *-
biderivation if B{xy, z) = B{y, z)x* + yB{x, z) holds for all x,y,z E R. Motivated by 
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the definition of symmetric *-biderivation (resp. symmetric reverse *-biderivation), the 
concept of symmetric generalized *-biderivation (resp. symmetric generahzed reverse 
*-biderivation) define as follows: 
Definition 4,3.1. Let /?be a*-ring. A symmetric biadditivemappingG : RxR^ Ris 
called a symmetric generalized *-biderivation if there exists a symmetric *-biderivation 
B such that 
G{xy, z) = G{x, z)y* + xB{y, z) 
holds for all x,y,z E R. 
Definition 4.3.2. Let i? be a *-ring. A symmetric biadditive mapping G : RxR-^ R is 
called a symmetric generalized reverse *-biderivation if there exists a symmetric reverse 
*-biderivation B such that 
G{xy, z) = G{y, z)x* + yB{x, z) 
holds for all x,y,z e R. 
Example 4.3.1. Let R he a *-ring. If B is any symmetric *-biderivation of R and 
f : Rx R—^ Ris a biadditive mapping such that 
f{xy,z) = f{x,z)y* and f{x,yz) = f{x,y)z* 
for all x,y,z e R. Then f + B is a. symmetric generalized *-biderivation on R. 
Example 4.3.2. Let Rhe a *-ring. If B is any symmetric reverse *-biderivation of R 
and f : Rx R -^ Ris a biadditive mapping such that 
f{xy,z) = f{y,z)x* and f{x,yz) = f{x,z)y* 
for all x,y,z G R. Then f + B is a symmetric generalized reverse *-biderivation on R. 
li G : R X R —^ R is a symmetric generalized *-biderivation of R related to a 
symmetric *-biderivation B : R x R —^ R, then it is easy to see that C is a symmetric 
generalized *-biderivation of R if and only if G is of the form G = B + M, where B 
is a symmetric *-biderivation and M is symmetric left *-bimultiplier of R. Hence, we 
write M = G - B. In the proof of Theorem 4.3.2 below, we use this technique which 
can be regarded as a contribution to the theory of *-bimultiphers in *-rings. In [70], 
Bresar and Vukman proved that if a prime *-ring R admits a *-derivation (resp. reverse 
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•-derivation) d, then either rf = 0 or /? is commutative. Very recently, Ashraf and 
Shakir [20] extend above mentioned result for semiprime *-ring involving symmetric 
*-biderivation. In fact, the result which we want to refer states as follows: 
Theorem 4.3.1 ( [20, Theorem 3.1]). Let R be a semiprime *-ring. Suppose that a 
and /3 are endomorphisms of R such that a is surjective. If R admits a symmetric 
[a, PY-biderivation B : R x R —^ R, then B maps Rx R into Z{R). 
Motivated by the above mentioned result, we prove the following theorem: 
Theorem 4.3.2. Let R be a semiprime *-ring. If R admits a symmetric generalized *-
biderivation G : Rx R-^ R with associated a symmetric *-biderivation B : Rx R ^ R, 
then G maps Rx R into Z{R). 
Proof. Let us give the proof of this theorem in the following two steps: 
Step 1. We assume that G is a symmetric generalized *-biderivation with associ-
ated a symmetric *-biderivation B. If B = 0, then G is a left *-bimultiplier on R. Thus 
in view of Theorem 4.2.1, we get the required result. 
Step 2. On the other hand, suppose that the associated *-biderivation B ^ Q 
Then, we set G = B -I- M and hence M = G — B where M, G and B are biadditive 
maps on R. Therefore, we have 
M{xy, z) = G{xy, z) - B{xy, z) 
= G{x, z)y* + xBiy, z) - B{x, z)y* - xB{y, z) 
= {G{x,z)-B{x,z))y* 
= {G-B)ix,z)y* 
= M{x, z)y* for all x,y,z e R. 
This implies that M{xy,z) = M{x,z)y* for all x,y,z e R. That is, M is a left *-
bimultiplier on R. Therefore, we conclude that G can be written as G = 5 -I- M, where 
5 is a symmetric *-biderivation and M is a left *-bimultiplier on R. Thus, in view of 
Theorem 4.2.1 and Theorem 4.3.1, (for a = P = In, the identity mapping on R), we 
conclude that G maps Rx R into Z{R). This proves the theorem completely. 3 
Next, we tmn to a corresponding result in the case of generalized reverse *-biden-
vation. 
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Theorem 4.3.3. Let R be a semiprime *-ring. If R admits a symmetric generalized 
reverse *-biderivation G : R x R —> R with associated a nonzero symmetric reverse 
*-biderivation B : Rx R-^ R, then [B{x,y),t] = 0 for all x,y,t E R. 
Proof. We are given that G is a symmetric generalized reverse *-biderivation with asso-
ciated a nonzero symmetric reverse *-biderivation 5 , we have 
G{x, yz) = G{x, z)y* + zB{x, y) for all x,y,ze R. (4.3.1) 
Replacing z by zt in the above relation, we find that 
G{x,y{zt)) = G{x,t)z*y* + tB{x,z)y* + ztB{x,y) for all x , y , z , t e R. (4.3.2) 
Also, we have 
G{x, {yz)t) = G{x,t)z*y* + tB{x,z)y* 4- tzB{x,y) for all x,y,z,te R. (4.3.3) 
Comparing (4.3.2) with (4.3.3), we obtain 
[z, t]B{x, y)=0 for all x, y,z,tE R. (4.3.4) 
Substituting B{x,y)z for z in (4.3.4) we find that 
B{x,y)[z,t]B{x,y) + [B{x,y),t]zB{x,y) = 0 for all x,y,z,t e R. (4.3.5) 
In view of (4.3.4), the above expression reduces to 
[B{x,y),t]zB{x,J/) = 0 for all x , y , z , t e R. (4.3.6) 
Taking z = zt in (4.3.6), we get 
[B{x, y),t]ztB{x, y) = 0 for all x,y,z,te R. (4.3.7) 
Right multiphcation by t to equation (4.3.6) forces that 
[B{x,y),t]zB{x,y)t = 0 for all x,y,z,te R. (4.3.8) 
Subtracting (4.3.7) from (4.3.8), we arrive at 
[B{x,y),t]z[Bix,y),t] = 0 for all x,y,z,te R. (4.3.9) 
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The last equation can be rewritten in the form [B{x^y),t]R[B{x,y),t] = (0) for all 
x,y,t E R. It follows from the semiprimeness of R that \B{x, y), t] = 0 for all x,y,t f. R. 
This proves the theorem. Q 
Theorem 4.3.4. Let R be a prime *-ring. If R admits a symmetric generalized reverse 
*-biderivation G mth associated a nonzero symmetric reverse *-biderivation B, then R 
is commutative. 
Proof. By Theorem 4.3.3, we have [B{x,y),t\ = 0 for all x,y,t € R. Replace y by yz 
in the last expression and using the fact that 5 is a reverse *-biderivation, we obtain 
B(x,z)[y*,t] + [z,t]B{x,y) = 0 for all t,x,y,z G R. This implies that B{x,z)[y*,z] --= 
0 for all x,y,z e R hy (4.3.4). Substituting yi* for y in the last relation, we get 
B{x,z)[yi,z] = 0 for all x,yi,z E R. Now replace yi by wt to get B{x,z)w[t, z] ~ 0 for 
all w,x,z,t € R. That is, B{x,z)R[t,z] = (0) for all x,z,t G R. The primeness of R 
yields that either [t, z] = 0 ov B{x, z) = 0 for all x,t e R. Now, we put Ai = {z e R \ 
[t, z] = 0 for allt e R} and A2 = {z e R\ B{x, z) = 0 for all x e R}. Then, clearly 
Ai and A2 are additive subgroups of R. Moreover, by the discussion given, R is the 
set-theoretic union of Ai and A2. But a group can not be the set-theoretic union of two 
of its proper subgroups, hence Ai = R or A2 = R. If Ai = R, then [t, 2] = 0 for all 
z,t E R and hence R is commutative. On the other hand if A2 — R, then B{x, z) --- 0 
for all x,z e R, a. contradiction. With this the proof is complete. D 
Similarly, we can prove the following: 
Theorem 4.3.5. Let R be a prime *-ring. If R admits a symmetric generalized *~ 
biderivation G with associated a symmetric *-biderivation B, then R is commutativ(. 
4.4 Applications to C*-algebras 
The objective of the present section is to discuss the applications of our previous 
results to C*-algebras. A Banach algebra is a linear associative algebra which, as a vector 
space, is a Banax^ h space with the norm || • || satisfying the multiplicative inequality; 
\\xy\\ < ||a:;||||j/|| for all x and y in A. A C*-algebra yl is a Banach *-algebra with the 
additional norm condition \\x*x\\ = ||a;|(2 for all x e A. Throughout the present section, 
C*-algebras are assumed to be non unital unless indicated otherwise. We start by 
proving some results concerning C*-algebra. 
Theorem 4.4.1. Let A be a C*-algebra. If M : A x A ^ A is a bilinear mapping 
such that M(xy, z) = M{x, z)y* for all x,y,z e A or M{xy, z) = x*M{y, z) for all 
x,y,z e A, then M maps Ax A into Z{A). 
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Proof. We are given that M : Ax A ^ Ais a, bilinear mapping such that M{xy, z) = 
M{x, z)y* for all x,y,z E A. Since A is C*-algebra, so that A is semiprime *-ring by 
Remark 1.2.14. In view of Theorem 4.2.1, we are forced to conclude that M maps Ax A 
into Z{R). 
Similarly, we can prove the result for the case M{xy, z) = x*M{y, z) for all x,y,z E 
A. Thereby the proof of the theorem is completed. D 
Theorem 4.4.2. Let A be a C*-algebra. If A admits a symmetric bilinear generalized 
*-biderivation G : A x A -¥ A with associated a symmetric bilinear *-biderivation 
B : A X A -^ A, then G maps Ax A into Z{A). 
Proof. As a consequence of Theorem 4.3.2, and of the fact that every C*-aJgebra is 
semiprime *-ring (viz.; [15]). D 
Similarly, we can establish the following: 
Theorem 4.4.3. Let A be a C*-algebra. If A admits a symmetric bilinear generalized 
reverse *-biderivation G : A x A -^ A with an associated nonzero symmetric bilinear 
reverse *-biderivation B : A x A —^ A, then G maps A x A into Z{A). 
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Chapter 5 
On generalized Jordan triple 
(Q;,/3)*-derivations and related mappings 
5.1 Introduction 
In the year 1957, Herstein [101] introduced the notion of a function which he called 
Jordan derivation as following: an additive mapping d : R -^ R is said to be a Jorflan 
derivation if d{x'^) = d{x)x + xd{x) holds for all x G R. Every derivation is a Jordan 
derivation but the converse need not be true in general. A classical result due to Her-
stein [101] asserts that any Jordan derivation on a prime ring of characteristic different 
from two is a derivation. Cusack [86] generalized Herstein's result to 2-torsion free 
semiprime rings (see also [55] for short and alternative proof). An additive mappmg 
d : R -^ R is called a Jordan triple derivation if d[xyx) = d{x)yx + xd{y)x + xyd(x) for 
al\x,y E R. Obviously, every derivation is a Jordan triple derivation. If i? is a 2-torsion 
free, one can easily prove that every Jordan derivation is a Jordan triple derivation, but 
the converse is not true. A classical result due to Bresar [56, Theorem 4.3], asserts that a 
Jordan triple derivation on a 2-torsion free semiprime ring is a derivation. Following [57] 
and [116], an additive mapping F : R —^ R is called a generahzed derivation if there 
exists a derivation d : R -^ R such that F{xy) = F{x)y + xd{y) for all x,y e R. An 
additive mapping F : R —> R is called a generahzed Jordan derivation if there exists a 
Jordan derivation d : R-¥ R such that F(ar^) = F{x)x -f- xd{x) for all x £ R. An addi-
tive mapping F : R-> Ris called a generalized Jordan triple derivation if there exists a 
Jordan triple derivation d : R -^ R such that F{xyx) = F{x)yx + xd{y)x + xyd{x) for 
al\ x,y E R. Clearly, every generalized Jordan derivation on a 2-torsion free ring is a 
generahzed Jordan triple derivation (see [107, Lemma 2.1]) but in general the converse is 
The contents of this chapter have been published in Mediterr. J. Math. DOI 10.1007/s00009-013-
0277-x. 
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not true. In 2003, Jing and Lu [116] proved that every generalized Jordan triple deriva-
tion on a 2-torsion free prime ring is a generalized derivation. Further, Vukman [171] 
showed that the same result is true for semiprime rings. More related results have also 
been obtained in [8], [29], [101], [125] and [132], where further references can be found. 
Let R he & *-ring. An additive mapping d : R —^ R is said to be a *-derivation 
(resp. Jordan *-derivation) if d{xy) = d{x)y* + xd{y) (resp. d{x^) = d{x)x* + xd{x)) 
holds for all x,y E R. Note that the mapping x i-^  ax* — xa, where a is fixed element 
in R, is a Jordan *-derivation. Such Jordan ^-derivation is said to be iimer. The study 
of Jordan *-derivations has been motivated by the problem of the representativity of 
quadratic forms by bilinear forms (for the results concerning this problem we refer the 
reader to [75], [95], [112], [156], [157] and [179]). It turns out that the question, whether 
each quadratic form can be represented by some bilinear form, is coimected with the 
question, whether every Jordan *-derivation is inner, as shown by Semrl [156]. In [70], 
Bresar and Vukman studied some algebraic properties of Jordan *-derivations. Follow-
ing [6] and [95], an additive mapping F : R -^ Ris called a generalized *-derivation if 
there exists a *-derivation d : R -^ R such that F{xy) = F{x)y* + xd{y) holds for all 
x,y e R. An additive mapping F : R-^ Ris called a generalized Jordan *-derivation if 
there exists a Jordan *-derivation d : R —^ R such that F{x'^) = F{x)x* + xd{x) holds 
for all X E R. An additive mapping rf of a *-ring R into itself is called a Jordan triple 
*-derivation if d{xyx) = d{x)y*x*+xd{y)x*+xyd{x) is fulfilled for all a;, j / € R. One can 
easily prove that every Jordan *-derivation on a 2-torsion free *-ring is a Jordan triple 
*-derivation. However, the converse of this statement is not true in general (see [7, Ex-
ample 2.4] for a = /? = IR, the identity mapping on R). In [170], Vukman showed 
that the converse holds if R is 6-torsion free semiprime *-ring. Recently, Fosner and 
Ilisevic [95] proved that every Jordan triple *-derivation on a 2-torsion free semiprime 
*-ring is a Jordan ^-derivation. 
Let a and ^ be endomorphisms of R. An additive mapping d : R -^ R is called 
an (a,/0)*-derivation (resp. Jordan (a,/?)'-derivation) if d{xy) = d{x)a{y*) + P(x)d{y) 
(resp. d(a;2) = d{x)a{x*) + 0{x)d{x)) holds for all x,y e R. According to [7], an 
additive mapping d : R -^ R is called a Jordan triple (a, /3)*-derivation if d{xyx) = 
d{x)a{y*x*) -t- ^{x)d{y)Q{x*) + P{xy)d{x) for all x,y 6 R. Obviously, every (Q,/3)*-
derivation on a 2-torsion free *-ring is a Jordan triple (a, /3)'-derivation (see the proof 
of Lemma 5.2.1) but the converse is in general not true. In the year 2010, Shakir and 
Fosner [7] proved that on a 6-torsion free semiprime *-ring R, every Jordan triple (a, /9)*-
76 
derivation on JF2 is a Jordan (a, ;9)*-derivation. Most recently, Shakir [5} tiiiproved this 
result by removing 3-torsion free restriction. 
In the present chapter, we shall continue the study in similar direction and obtain 
rather more general results which unify, extends and compliments several well-known 
theorems viz.; [5, Theorem 1], [7, Theorem 2.1], [95, Theorem 5.4], [170, Theorem 1] etc. 
Section 5.2 is devoted to the study of generalized Jordan triple {a, /?)*-derivatious 
(see Definition 5.2.2) and it is shown that under certain torsion restrictions on a seraiprime 
*-ring, every generalized Jordan triple (a, ^)*-derivation is a generalized Jordan (a, /i)*-
derivation. 
Section 5.3 deals with the study of Jordan triple left a;*-centralizers in semiprime 
*-rings. Besides improving a result due to Shakir [5], we prove that on a semisimple 
H*-algehTa every Jordan triple left Q!*-centralizer is a Jordan left a;*-centralizer. 
5.2 Generalized Jordan triple (a, /3)*-derivations 
Let i? be a ring with involution * and a,/? endoraorphisms of R. Motivated by 
the results regarding Jordan (a,/3)*-derivations and Jordan triple (a,;8)*-derivation&, 
we introduce the notion of a generalized Jordan (or,/5)*-derivation and a generahzed 
Jordan triple (a, /3)'-derivation as follows: 
Definition 5.2.1. An additive mapping F : R -^ R is called a generalized Jordan 
(a, j5)*-derivation if there exists a Jordan (a, /9)*-derivation d : R ^ R such that 
F(a:2) = F{x)a{x*) + P{x)d{x) 
holds for all x E R. 
The above definition covers the notion of Jordan (a, j3)*-derivations and the no-
tion of generalized Jordan ^-derivations. Namely, every Jordan (a, /?)*-derivation is 
a generalized Jordan (a, ^)*-derivation and every generalized Jordan ^-derivation is a 
generalized Jordan {IR, 7;e)*-derivation, where IR is the identity mapping on R. 
Definition 5.2.2. An additive mapping F : R^ Ris called a generahzed Jordan triple 
(a, j(3)*-derivation if there exists a Jordan triple (Q, /3)*-derivation d : R -^ R such that 
F{xyx) = F{x)a{y*x*) + ^{x)d{y)a{x*) + p{xy)d{x) 
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holds for al\ x,y G R. 
Definition 5.2.3. An additive mapping T : R ^ R is called a Jordan triple left a*-
centralizer if 
T{xyx) = T{x)aiy*x*) 
holds for all x,y E R. 
Note that a generalized Jordan triple (7^, /ij)*-derivation is just a generalized Jor-
dan triple *-derivation. Clearly, this notion includes the definitions of Jordan triple 
(a,;5)*-derivations when F = d, oi Jordan triple *-derivations when F = d and a = 
/3 = IR, and of generaUzed Jordan triple *-derivations when a = P = IR, where 7^ is 
the identity mapping on 7?. It is easy to see that for a 2-torsion free *-ring, any gener-
alized Jordan *-derivation is a generalized Jordan triple *-derivation. But the converse 
is in general not true. Thus, the concept of generalized Jordan triple (a, /9)*-derivation 
covers both the concepts of a Jordan triple (Q,/3)*-derivation and a Jordan triple left 
a;*-centralizer. It is also easy to verify that F : i? -> i? is a generahzed Jordan triple 
(a, /?)*-derivation on R if and only if F is of the form F = T + d, where T is a Jordan 
triple left a*-centraHzer and d is & Jordan triple (a,/?)*-derivation on R. In [88], Daif 
and Tammam El-Sayiad established that on a 6-torsion free semiprime *-ring every gen-
eralized Jordan triple *-derivation is a generalized Jordan *-derivation. Recentfy, Fosner 
and Ilisevic [95] removed the assumption that 7? is a 3-torsion free. In fact, the result 
which we want to refer states as follows: 
Theorem 5.2.1 ( [95, Theorem 5.4]). Let R be a 2-torsion free semiprime *-ring and 
F, d : R -^ R additive mappings. Then the following conditions are equivalent: 
(i) F{xyx) = F{x)y*x* -f-xd{y)x* + xyd{x) for allx,y E R and 
d{xyx) = d{x)y*x* + xd{y)x* + xyd{x) for all x,y E R; 
(ii) F{x'^) — F{x)x* + xd{x) for all x E R and 
d{x^) — d{x)x* + xd{x) for all x E R. 
Now, the objective of the present chapter is to generalize the above mentioned result 
for generahzed Jordan triple (a, ;9)*-derivation of semiprime *-ring. More precisely, we 
prove the following theorem: 
Theorem 5.2.2. Let R be a 2-torsion free semiprime *-ring and a, /3 surjective endo-
morphisms of R. Then every generalized Jordan triple (a,/S)*-derivation F : R-^ R is 
a generalized Jordan (a, P)*-derivation. 
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In order to develop the proof of the above theorem, we need the following two 
lemmas regarding Jordan (a, y5)*-derivations and generalized Jordan (a,/5)*-derivations. 
Lemma 5.2.1. Let R be a 2-torsion free *-ring and a,/? endomorphisms of R If 
d: R —^ R is a Jordan (a, ^)*-derivation, then the following hold: 
(z) d{xy + yx) = d{x)a{y*) + P[x)d{y) + d{y)a{x*) + P{y)d{x) for all x,y e R; 
[ii) d[xyx) = d{x)a{y*x*) + ^{x)d{y)a[x*) + j3{xy)d{x) for all x,y E R; 
(Hi) d{xyz + zyx) = d{x)oc{y*z*) + P{x)d{y)a{z*) + l3{xy)d{z) 
+ diz)a{y*x*) + l3(z)d{y)a{x*) + P{zy)d{x) for all x,y,ze R. 
Proof {i) By the hypothesis, we have 
rf(x2) = dix)a{x*) + j3ix)d{x) (5.2.1) 
for all a; e i?. Replacing a; by a; + ?/ in (5.2.1), we get 
d{x^) + d{y^) + d{xy + yx) 
= d{x + y)a{x* + y*)-\-p{x + y)d{x + y) 
= d{x)a{x*) -f d{x)a{y*) + d(y)a(x*) 
+ d{y)a{y*) + P{x)d{x) + p{x)d[y) 
+ /3{y)d{x) + Piy)diy) (5.2 21 
for all x, J/ € R. Using (5.2.1) in (5.2.2), we obtain 
d{xy + yx) = d{x)a{y*) + /3{x)d{y) + d{y)a{x*) + P{y)d{x) for all x,y e R. 
{ii) Replacing y by xy + yx in (i), we get 
d{x{xy + yx) + [xy + yx)x) 
= d{x)a{x'y*) + d{x)a{y*x*) + p{x)d{x)a{y*) 
+ 0ix^)d{y) + /3{x)diy)aix*) + P{xy)d(x) 
+ d{x)aiy*x*) + /3ix)diy)a(x*) + d{y)a{x*") 
+ P{y)d{x)a{x*) + /5(xy)d(a;) + P{yx)d{x) (5.2.3) 
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for all a;, ^ € R. On the other hand, we have 
d{x{xy + yx) + {xy + yx)x) 
= d{x^y + yx^) + 2d{xyx) 
= d{x)a{x*y*) + ^[x)d{x)a{y*) + P{x'')d{y) 
+ d{y)a{x*^) + /3{y)d{x)a{x*) + /3{yx)d{x) + 2d{xyx) (5.2.4) 
for all x,y e R. Comparing (5.2.3) and (5.2.4) and using the fact that R is 2-torsion 
free, we get 
d{xyx) = d{x)a{y*x*) + /3{x)d{y)a{x*) + 0{xy)d{x) for all x,y e R. 
{in) Putting x + z instead of x in (ii) we get 
d{(x + z)y(x + z)) 
= d{x + z)a{y*)a{x* + z*) + ^{x + z)d{y)a{x* + z*) 
+ ^(2: + 2r)/5(2/)4a; + ^) 
= d{x)a{y*x*) + d(0)a(j/*2:*) + d{x)a{y*z*) + d{z)a{y*z*) 
+ /?(a;)c/(j/)a(x*) + /3(^)%)a(x*) + ^(x)4j/)a(2r*) 
+ 0{z)d(y)a(z*) + (^a;2/)6f(a;) + ;5(^ 2/)rf(a;) 
+ 0{xy)d{z) + ^{zy)diz) (5.2.5) 
for all x,y^z E R. On the other hand we have 
d{{x + z)y(x + z)) 
= d{xyx) + d{zyz) + d{xyz + zyx) 
= d{x)a{y*x*) + 0{x)d{y)a{x*) + P{xy)d{x) 
+ d{z)a{y*z*) + P{z)d{y)a{z*) + fi{zy)d{z) 
+ d{xyz + zyx) (5.2.6) 
for all x,y,ze R. Combining (5.2.5) and (5.2.6), we get 
d{xyz + zyx) = d{x)a{y*z*) + ^{x)d{y)aiz*) + /3{xy)d{z) 
+d(z)a{y*x*) + fS{z)d{y)a{x*) + P{zy)d{x) 
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for all x,y,z e R. -I 
The proof of the following lemma runs exactly on the same lines as Lemma 5.2 1 
above, so we skip the details of the proof just to avoid repetition. 
Lemma 5.2.2. Let R be a 2-torsion free ^-ring and a, 0 endomorphisms of R. Suppose 
that F : R -^ R is a generalized Jordan (a,/3)*-derivation with the associated Jordan 
(a, py-derivation d : R -^ R. Then the following hold: 
(i) F{xy + yx) = F{x)aiy*) + 0{x)diy) + F{y)aix*) + /3{y)d{x) for all x,y e R; 
(n) F{xyx) = F{x)a{y*x*) + P{x)d{y)a{x*) + p{xy)d{x) for all x,y e R; 
(m) F{xyz + zyx) = F{x)a{y*z*) + F{z)a{y*x*) + l3{xy)d{z) + /3{zy)d{x) 
-{-P{x)d{y)a{z*) + ^{z)d{y)a{x*) for all x,y,ze R. 
Proof of Theorem 5.2.2. According to our assumptions, there exists a Jordan triple 
(a, /S)*-derivation d : R—> R such that 
F{xyx) = F{x)a{y*x*) + P{x)d{y)a{x*) + fi{xy)d{x) (5.2.7) 
holds for all x,y E R. In view of Lemma 5.2.2(MZ), we have 
F{xyz + zyx) = Fix)a{y*z*) + F{z)a{y*x*) + p{xy)d{z) + P{zy)d{x) 
+ P{x)d{y)a{z*) + ^{z)d{y)a{x*) 
for all x,y,z e R. Therefore, we obtain 
F{{xyf) = F{xyxy) = F{xy{xy) + {xy)yx - xy^x) 
= F{xy{xy) + {xy)yx) - F{xy^x) 
= F{x)a{y*)a{y*x*) + P{x)d{y)a{y*x*) + ^{xy)d{xy) 
+ F{xy)a{y*x*) + fi{xy)d{y)a{x*) + p{xy)fi{y)d{x) 
- F{x)a{y*")a{x*) - P{x)diy^)a{x*) 
- ^{xy')d{x) 
for all x,y e R. It follows that 
F{{xyf) = F{xy)a{y*x*) + 0{xy)d{xy)-^{x)id{y-') 
- diy)aiy*) - 0{y)diy))aix*) (5.2.8) 
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for all x,y e R. Since d is a Jordan triple (a, ^)*-derivation, it follows from Lemma 
1.3.1 that d is a Jordan (a, ^)*-derivation. Therefore relation (5.2.8) can be written as 
follows 
Fiixy)^) = F{xy)a{y*x*) + ^{xy)d{xy) (5.2.9) 
for all x, y € jR. Now, we write 
A{x) = F{x^) - F{x)a{x*) - j3{x)d{x) 
for brevity. Hence, 
A{xy) = 0 (5.2.10) 
for all x,y e R. Putting x^ instead of y in (5.2.7) we obtain 
Fix"^) = F{x)a{x*f + P{x)d{x)a{x*)'^ + l3{x^)d{x^) 
for all X E R. On the other hand, write x instead of y in (5.2.9) we get 
F{x^) = F{x'')a{x*f + ^(x2)d(a;2) 
for all X E R. Comparing so obtained identities we arrive at 
A{x)a{x*f = 0 (5.2.11) 
for all X E R. Replacing x with x + ya: in (5.2.11), we obtain 
0 = A(x)a{x*f + A(x)ia(x*y*x*y*) + a(x*y*x*)) 
+A{x)a{x*)^a{y) + A{yx)a{x* + x*y*)^ 
for atl\x,y E R. Application of (5.2.10) and (5.2.11) yields that 
A{x){a{x*y*x*y*) + a{x*y*x*)) = 0 (5.2.12) 
for all a;, y 6 R. Putting -y instead of y we get 
A{x){a{x*y*x*y*) - a{x*y*x*)) = 0 (5.2.13) 
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for all a;,y G i?, which in turn implies 
A{x)a{x*y*x*) = 0 
for all x,y e R. Since a is surjective endomorphism, we have 
A{x)a{x*)yA{x)a{x*) = 0 
for all x, y e R. The semiprimeness of R implies 
A ( X ) Q ( X * ) = 0 
for all X € i?. The complete linearization gives 
A{x)a{y*) + A{y)a{x*) = 0 
for all a:, y 6 R. Write z*y* instead of y we arrive at 
A{x)a{yz) = 0 
for all x,y,z € R. Since a is surjective and R is semiprime *-ring, we are forced to 
conclude that 
A{x) = 0 
for all a; € i? that is, 
F{x^) = F{x)a{x*) + ^{x)d{x) 
for all X & R. Thereby the proof is completed. D 
The next example will show that we can not expect the same result (as in Theorem 
5.2.2) for arbitrary rings. 
' ^0 a b^ 
Example 5.2.1. Let F be a field and i? = < ( 0 0 c 
lO 0 Oy 
a, 6, c G F > . Suppose that 
0^ a b\ /O c b^ 
0 0 c = 0 0 a 
0^ 0 0 / \0 0 Oy 
for all a,b,ce F. Then J? is a noncommutative ring with the involution *. Next, let us 
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define the mappings a,P : R-^ Rhy 
'0 -a b\ /O a b' 
0 0 - c , ^ 0 0 c 
, 0 0 0 / \0 0 0; 
for all a,b,c e F. Obviously, a and 0 are surjective endomorphisms of R. At the end, 
let us define mappings d, F : R -^ R as follows 
/O a b\ 
0 0 c 
\Q 0 0 / 
for all a,b,cE ¥. Then it is easy to verify that the mapping d is a Jordan triple {a, /?)*-
derivation and F is a generalized Jordan triple (a, y9)*-derivation associated with a 
Jordan triple (a,/5)'-derivation d. However, F is not a generalized Jordan (Q, ^)*-
derivation on R. 
Using Theorem 5.2.2 and Lemma 1.3.1, we can prove the following result. We will 
omit its proof since the main idea is same as in the proof of Theorem 5.2.2. 
Theorem 5.2.3. Let R be a 2-torsion free semiprime *-ring and a,/3 surjective endo-
morphisms of R. If F,d : R —> R are additive mappings, then the following conditions 
are equivalent: 
(i) F{xyx) = F{x)a{y*x*) + /3{x)d{y)a{x*) + /3(xy)d(x) for allx,y e R and 
d{xyx) = d{x)a{y*x*) + P{x)d{y)a{x*) + /3{xy)d{x) for all x,y e R; 
(ii) F(x^) = F{x)a{x*) + 0{x)d{x) for all x e R and 
d(a;2) = d{x)a{x*) + I3{x)d{x) for all x e R. 
Corollary 5.2.1. Let R be a 2-torsion free semiprime *-ring and F,d : R —>^ R additive 
mappings. Then the following conditions are equivalent: 
(i) F{xyx) = F{x)y*x* + xd{y)x* -f xyd{x) for all x,y G R and 
d{xyx) = d{x)y*x* + xd{y)x* 4- xyd{x) for all x,y e R; 
{ii) F{x^) = F{x)x* + xd{x) for all x e R and 
d(a;2) = d{x)x* + xd{x) for all x e R. 
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Corollary 5.2.2 ( [170, Theorem 2.1]). Let R be a 6-torsion free semiprime *-nng and 
F : R-^ R an additive mapping satisfying the relation 
F{xyx) — F{x)y*x* + xd{y)x* + xyd{x) for all x,y E R, 
where d is a Jordan ^-derivation of R. Then, F is a generalized Jordan *-derivation on 
R. 
Since every semisimple i/*-algebra is a semiprime *-ring (see [12] for details), we 
have the next direct consequence of Theorem 5.2.2. 
Theorem 5.2.4. Let A be a semisimple H*-algebra and a, 0 surjective endomorphisms 
of A. Then every generalized Jordan triple (a, 0)*-derivation F : A ^ A is a generalized 
Jordan {a, 0)*-derivation. 
Corollary 5.2.3. Let A be a semisimple H*-algebra and d : A ^ A a linear mapping. 
Then the following conditions are equivalent: 
(i) d is a Jordan ^-derivation; 
(n) d{xyx) = d{x)y*x* + xd{y)x* + xyd{x) for allx,y E A. 
5.3 Jordan triple left a*-centralizer 
Let /? be a *-ring, and a an endomorphism of R. Following [6] and [7], an additive 
mapping T : R —^ R is called a reverse left *-centrahzer if T{xy) = T{y)x* holds for 
all x,y e R. An additive mapping T : R -^ R is called a Jordan left (resp. right) 
a*-centralizer if T(2;2) = T{x)a{x*) (resp. T{x'^) = a(x*)T(x)) holds for all x e R 
If T is both Jordan left as well as Jordan right a*-centralizer, then T is a Jordan 
Q;*-centralizer on R. Note that if a = //j is the identity mapping on R, then these 
two definitions cover the notions of Jordan left and Jordan right *-centralizers. An 
additive mapping T : R -¥ R is called a Jordan triple left (resp. right) Q;*-centralizer 
if T{xyx) = T{x)a{y*x*) (resp. T{xyx) = a{x*y*)T{x)) holds for all x,y e R We 
shall restrict our attention on Jordan left *-centralizer, since all results presented in this 
section are true also for Jordan right *-centralizer because of left and right symmetry-
It is easy to see that every Jordan left a*-centralizer on a 2-torsion free ring is a Jordan 
triple left Q!*-centralizer. But the converse is in general not true. In [7], Shakir and 
Fosner proved the following result: 
85 
Theorem 5.3.1. Let R be a 6-torsion free semiprime *-ring and a an automorphism 
of R. An additive mapping T : R —^ R is a Jordan left a*-centralizer on R if and only 
ifT{xyx) = T{x)a{y*x*) for all x,y e R. 
We extend the above mention result as follows: 
Theorem 5.3.2. Let R be a 2-torsion free semiprime *-ring and a a surjective endo-
morphism of R. IfT:R-^Risan additive mapping, then the following conditions are 
equivalent: 
(i) T is a Jordan left a*-centralizer; 
(a) T{xyx) = T{x)a{y*x*) for all x,y e R. 
Proof It is enough to take rf = 0 in the proof of Theorem 5.2.2. The theorem is thereby 
proved. D 
The next theorem is related to Jordan triple left a*-centrahzers on a semisimple 
i/*-algebra, and is inspired by the work of Shakir [5]. 
Theorem 5.3.3. Let A be a semisimple H*-algebra and a surjective endomorphism of 
A. IfT:A-^Aisa linear mapping, then the following conditions are equivalent: 
(i) T is a Jordan left a*-centralizer; 
(a) T{xyx) = T{x)a{y*x*) for all x,y e A. 
Proof By the structure theorem of semisimple H*-algebra (see [12]), every semisimple 
H*-algebra is a semiprime *-ring and hence proof is complete by Theorem 5.3.2. D 
Following are the immediate consequences of above theorems. 
Corollary 5.3.1 ( [7, Theorem 3.1]). Let R be a 6-torsion free semiprime *-ring and a 
an automorphism of R. An additive mapping T : R -^ R is a Jordan left a*-centralizer 
on R if and only ifT{xyx) = T{x)a{y*x*) for all x,y e R. 
Corollary 5.3.2. Let R be a 2-torsion free semisimple *-ring and a a surjective endo-
morphism of R. IfT-.R-^Risan additive mapping, then the following conditions are 
equivalent: 
(i) T is a Jordan left a*-centralizer; 
(ii) T(xyx) = T{x)a{y*x*) for allx,y £ R. 
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In view of Lemma 1.3.2 and Theorems 5.3.2 & 5.3.3, we obtain the following results: 
Corollary 5.3.3. Let Rhea 2-torsion free semiprime *-ring and T : R—^ R an additive 
mapping. Then the following conditions are equivalent: 
(i) T is a reverse left *-centralizer; 
(ii) T{xyx) = T{x)y*x* for all x,y e R. 
CoroUeiry 5.3.4. Let A be a semisimple H*-algebra, and T : A—^ A a linear mapping. 
Then the following conditions are equivalent: 
(i) T is a reverse left *-centralizer; 
(ii) T{xyx) = T{x)y*x* for all x,y e A. 
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Chapter 6 
Pair of derivations on rings with 
applications to Banach algebras 
6.1 Introduction 
A mapping / : i? —> i? is said to be preserves commutativity if [/(x),/(j/)] = 0 
whenever [x,y] = 0 for x, y G R. Starting with the paper by Watkins [172], the study 
of describing mappings that preserve commutativity becomes an active research area 
in matrix theory, operator theory and ring theory (see for instance [9], [35], [41], f50], 
[61], [64], [67], [68], [85], [91] and [158]). In [49], Bell and Daif investigated certain 
kind of commutativity preserving mappings known as strong commutativity preserving 
mappings. A mapping / : 5 -> i? is called strong commutativity preserving (SCPj on 
a nonempty subset S of R ii [f{x),f{y)] = [x,y] for all x,y E S. Precisely, they proved 
that if a semiprime ring R admits a derivation which is SCP on a right ideal p oi R, 
then p C Z{R). In particular, R is commutative if p = R. Recently, this result was 
extended to Lie ideals and symmetric elements of prime rings by Lin and Liu in [130] 
and [131], respectively. In [65], Bresar and Miers characterized additive SCP mappings 
on semiprime rings and moreover, they showed that if / , g : R —^ R are additive map>-
pings of a semiprime ring R satisfying [f{x),g{y)] = [x,y] for all x,y E R and g is onto, 
then there exist an invertible element a e C and additive mappings ^, rj: R —> C such 
that f{x) = ax + ^(x) and g(x) = a~^x -f r){x) for all x e R, where C is the extended 
centroid of R. 
In Section 6.2, we investigate commutativity of semiprime rings with pair of deri\ a-
tions d and g and prove that a 2-torsion free semiprime ring R is commutative if it 
satisfies any one of the properties: (i) [d{x"'),g{y"-)] = ±[3;'",?/"] for all x,y e R and 
The contents of this chapter have been accepted for pubhcation in J. Algebra Comput. Appl. 
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(M) rf(x"*) op(j/") = ±[x'",y"] for all x,y £ R. Further, some related results have also 
been discussed. We conclude this section with two examples which show that the re-
strictions imposed on the hypotheses of the various results axe not superfluous. 
Section 6.3 is based on the study of range inclusion problems of pair of linear 
continuous derivations on Banach algebras. The results of this section are applications 
of the results of Section 6.2 and we prove that if any one of the following expression 
[d{x^),g{y^)] ± [x^,y% d{x^) og{y^) ± [x^,y% [d{x^),d{y^)]±g{[x^,y^]) is in the 
radical of a Banach algebra A, then d and g maps A into its radical. Throughout the 
present chapter we assume m and n are positive integers. 
6.2 Pair of derivations in rings 
The recent literatmre includes several papers on commutativity in prime or semiprime 
rings with commutator constraints involving elements of the ring and images of elements 
under suitable mappings (see [51] for a partial list of references). There are also growing 
literatures on commutativity preserving mappings (see for references [61], [64], [67], [68] 
and [158], where further references can be found). The first result in this direction is 
due to Bell and Daif [49] which states as follows: 
Theorem 6.2.1 ( [49, Theorem 1]). Let R he semiprime ring and U a nonzero right 
ideal of R. If R admits a derivation d which is SCP on f/, then U C Z{R). 
Further, in this direction Deng and Ashraf [92] proved the following theorem: 
Theorem 6.2.2 ( [92, Theorem 1]). Let R be a semiprime ring, I a nonzero ideal of 
R. If R admits a mapping f and a derivation d such that [f{x),d{y)] = [x,y] for all 
x,y E I, then R contains a nonzero central ideal. 
Motivated by the above mentioned result, we prove the following theorem: 
Theoretn 6.2.3. Let R be a 2-torsion free semiprime ring. If R admits derivations d 
and g such that [d{x"'),g{y'^)] = ±[a;'",j/"] for allx,y € R, then R is commutative. 
Proof. Firstly we assume that /? is a prime ring and consider the case 
[dix^^lgiy")] = [^",2/1 for ail x,y E R. 
Of course, in case either d = 0 ov g = 0, then [a;"*, 2/"] = 0 for all x,y E R, so that R 
must be commutative (see [97]). Therefore in all that follows we assume both d^O and 
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g ^ 0. Let Si be the additive subgroup generated by the subset {r*^ \ r e R} and ^2 
the additive subgroup generated by the subset {r"' | r G /?}. It is easy to see that 
{d{x),g{y)] = [x,y] for allxe Si,y e S2. 
In light of Lemma 1.3.11 and since char(i?) ^^ 2, we have that either ^i contains a non-
central Lie ideal Li, or r"* G Z{R) for all r e i?. It is well known that the latter case 
forces jR to be commutative. Analogously we may assume there exists L2 a non-central 
Lie ideal of R, which is contained in 52-
Moreover, by Lemma 1.3.7, there exist I\ and I2 nonzero two-sided ideals of R, such 
that (0) j^ [luR] C Li and (0) # [h^R] Q L^. Hence, we have 
\d{x),g{y)\ = [x,y\ for all a; G [/i,/i],y e [/2,/2]-
Since A, I2 and R satisfy the same differential identities, by Lemma 1.3.23, then we 
have 
[d{x),g{y)] = \x,y] for all x,y £ [R,R]. (6.2.1) 
Finally, by applying Lemma 1.3.15, we conclude that R is commutative. 
In a similar way, starting from 
[d[xn.g{y'')] = - K , y " ] for all x,y e R 
one can see that 
{d{x), giy)] = -[x, y\ for all x,y e \R, i?]. 
If we denote h — —g,\i follows easily that 
{d{x), h{y)] = [x, y] for all x, y € [R, R] 
and as above R must be commutative. 
Let now Rhe a. semiprime ring. By Lemma 1.3.25, derivations d and g can be uniquely 
extended in Q and R and Q satisfy the same differential identities (see again Lemma 
1.3.23), then 
[dixn,9(yn] = ifa^",?/"] for all X, ye Q. 
Let M be any maximal ideal of the complete Boolean algebra of idempotents of C\ 
denoted by B. We know that MQ is a prime ideal of Q. Let d and g be the derivations 
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induced by d and g inQ = Q/MQ. Therefore d and g satisfy in Q the same property of 
d and g on Q. By the prime-case, for all M maximal ideal of B, we have [Q, Q] C MQ 
that is, [Q, Q] C f]MQ = (0). Without loss of generality we have [R, R] = (0) and we 
M 
are done. This proves the theorem. D 
The following results are immediate consequences of the above theorem. 
Corollary 6.2.1. Let R be a 2-torsion free semiprime ring. If R admits a derivation d 
such that [d{x"^),d{y"^)] = ±[x"*,j/"] for all x,y e R, then R is commutative. 
Corollary 6.2.2. Let R be a 2-torsion free semiprime ring. If R admits derivations d 
and g such that [d(x),g{y)] = ±[a:,y] for all x,y £ R, then R is commutative. 
We now prove another theorem in this vein by replacing the commutator with 
anti-commutator in the left hand side of Theorem 6.2.3. 
Theorem 6.2.4. Let R be a 2-torsion free semiprime ring. If R admits derivations d 
and g such that d{x^) o g{y^) = ±[x"^,y^] for all x,y E R, then R is commutative. 
Proof First we consider the case when R is prime and 
dix"^) o g{y^) = [x^, y"] for all x, y 6 R. 
In case either <i = 0 or ^ = 0 it follows [or'", ?/"] = 0 for all x,y E. R, then R is commu-
tative. 
Assume in all that follows both d^O, g ^ 0 and R is not commutative. We divide the 
proof in 3 steps and prove that a contradiction follows. 
Step 1: d,g must be inner derivations of R. 
By using the same above argrunent, if R is not commutative, then there exist / i , /2 
non-central ideals of R such that 
d{x)og{y) = [x,y] for all a: G [luhhv e [h^h]-
Since /i,/2 and Q satisfy the same differential identities, by Lemma 1.3.23, then 
d{x) o g{y) = [x,y] for all x, j / € [Q, Q]. 
If [g{y), J/] = 0 for all 2/ G [Q, Q], then by Lemma 1.3.22, it follows that Q is commutative, 
a contradiction. Thus we assume there exists yo € [Q,Q] such that [5(2/0), J/o] ¥" 0, and 
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a fortiori both yo ^ C and g{yo) ^ C. Denote a = g(t/o) and 8 be the inner derivation 
induced by yo that is, 5{r) = [r, r/o] for all r ^ Q. Hence Q satisfies the differential 
identity 
ad{\xx,X2]) + d{[xi,X2])a - [[a;i,a:2],yo] 
that is, 
o[d(xi), X2] -I- a[xi, d(x2)] + [d{xi), X2]a + [xi, d(a;2)]a - [[xi, X2], yo]-
In case d is not an inner derivation of Q, by Lenama 1.3.21, it follows that Q satisfies 
a[yi.,X2] + a[xi,y2\ + [yi,X2]a + \xi,y2]a - [[xi,X2],yo]. 
In particular, [[xi,X2],t/o] is a generalized identity for Q, which imphes yo E C, & con-
tradiction. Therefore d is an inner derivation of Q. 
Analogously one can prove that g must be an inner derivation of Q (we omit the proof 
for brevity). 
Step 2: Q = MJCC). 
Let F[r) = ar + ra for all r G Q and notice that F is a generalized derivation of 
Q. Since F{d{x)) = 6{x), for all x e [Q,Q] and by applying Lemma L3.14, it follows 
that either Q = M2{C) or rf(r) = [r,/5a], for all r € Q and for a suitable 0 € C (no-
tice that /3 ^ 0, since d ^ 0). In the latter case, we substitute d{r) = [r,/3a] in the 
identity F{d{x)) — b{x) for all x G [Q,Q]- Thus we have [x,/3a^] = [x,yo] that is 
[/5a^  - ?/o,x] = 0. In particular [a,?/o] = 0, which is \g{yQ),y^ = 0, a contradiction. 
Final step: 
In light of the previous argument, there exist b,c e Q such that g(x) = {c,x\ and 
d{x) = [b, x] for all x E Q. Moreover Q satisfies both 
[c, [a:i,X2]][?>, bi,t/2]] + [b, [yuy2]][c, [xuXi]] = [[xi,x2], [yi,y2]] 
and 
[c,x"'][b,y"] + [b,y^][c,x"^] = [x^,y^]. 
Let Cij the usual matrix unit in Q = M2(C), with 1 in the (z, j)-entry and zero elsewhere. 
Denote c = J^CiJ^ij, b = Y.bijeij, for djMj e C. Thus, for [xi,a72] = [2/1,^ 2] = e^ and 
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for X = en, y = Cjj respectively in the previous identities, it follows both 
[c, eij][b, eij] + [b, eij][c, Cij] = 0 
and 
[c, eii][b, ejj] + [6, ejj][c, en] = 0. 
Easy computations show that both Cjibji = 0 and Cjibij = 0, for all i = 1,2 and j = 1,2. 
As a consequence we get that either c is a diagonal matrix or fe is a diagonal one. 
Without loss of generality we assume c is diagonal, c^ = C21 = 0. Let (p and x be inner 
automorphisms on M2(C) defined respectively as follows: 
ip{x) = {1 + ei2)a;(l - 612) = x + e^x - a;ei2 - 612X612 
X{x) = (1 - ei2)2r(l + 612) = X- ex2X + a;ei2 - 612^ :612. 
Of course the elements ip{c),<p{b) must satisfy the same conditions which are satisfied 
by c,b. In a similar way x(c),x(&) satisfy the same conditions which are satisfied by 
c,b. Thus one of (^(c), ipib) must be diagonal that is, either cn = C22, or 621 = 0 and 
fei2 + 2^2 — ^u = 0. Since c is not central, the first case cannot occur. 
Analogously one oi x{c), xip) must be diagonal, and since c is not central it follows 
612 — 622 + 1^1 = 0. Therefore it follows 612 = 0 and bn = 622 that is, 6 G C, a 
contradiction again. 
Let now i? be a semiprime ring and as above we assume 
d{x'^)og{y-) = \x^,y-] for all x,yeQ. 
Let M be any maximal ideal of the complete Boolean algebra of idempotents of C, 
denoted by B. We know that MQ is a prime ideal of Q. Let d and 'g be the derivations 
induced by d and 5 in Q = Q/MQ. Therefore d and ^ satisfy in Q the same property of 
d and g on Q. By the prime-case, for all M maximal ideal of B, we have [Q, Q] C MQ 
that is, [Q,Q] Q r\^Q = (0)- Without loss of generahty we have [R,R] = (0) and we 
M 
are done. 
Similarly, we can prove the result for the case d{x'^) o giy"") = -[x"*,?/"] for all 
x,y e R. This completes the proof of theorem. • 
Immediate consequences of Theorem 6.2.4 are the following corollaries: 
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Corollary 6.2.3. Let R be a 2-torsion free semiprime ring. If R admits a derivation d 
such that dix"") o d{y'') = ±[x"', ?/"] for all x,y e R, then R is commutative. 
Corollary 6.2.4. Let R be a 2-torsion free semiprime ring. If R admits derivations d 
and g such that d{x) o g{y) = ±[x, y] for all x,y <E R, then R is commutative. 
Long ago Herstein [108], proved that if i? is a prime ring of characteristic different 
from two which admits a nonzero derivation d such that [d{x), d{y)] = 0 for all x, y e R, 
then R is commutative. Further, Daif [87] generalized the above mentioned result for 
semiprime ring and the condition [d{x),d(y)] = 0 is merely satisfied on an ideal of the 
ring. Recently, Andima and Pajoohesh [13] generahzed Herstein theorem to powers of 
d{x) and d{y). In fact, they showed that a prime ring with identity must be commutative 
if [of(x)'", rf(^)"] = 0 holds for all x,y e I, an ideal of R when char(i?) ^ 2 and the 
identity is in the image of an ideal / under d, where m and n are positive integers. 
Motivated by the above study, Argag [16] proved the following result: 
Theorem 6.2.5. Let R be a 2-torsion free semiprime ring and I a nonzero ideal of R. 
Let d be a derivation of R. If one of the following conditions holds: 
{i) [d{x),d{y)] = d{lx,y]) for all x,y e I, 
{ii) [d{x),d{y)] = d{[y,x]) for all x,yel, 
(Hi) for allx,y E / , either [d{x),d{y)] = d{[x,y\) or [d{x),d{y)\ = d{[y,x\), 
then d is commuting on I. Furthermore, if d(I) ^ (0), then R has a nonzero central 
ideal. 
Our next theorem, although somewhat special, and is a generahzation of Herstein's 
result, and is a partial generalization of above theorem. 
Theorem 6.2.6. Let R be a 2-torsion free semiprime ring. If R admits derivations d 
and g such that at least one of them is nonzero and [rf(x'"),d(j/")] — ±g([x"^,y'^]] for 
all x,y E R, then R contains a nonzero central ideal. In particular, if R is prime then 
either d = g = 0 or R is commutative. 
To facilitate our discussion we begin with the following facts regarding prime ring 
with derivation: 
Fact 6.2.1. Let R be prime ring, d a nonzero derivation of R such that d{u) = 0 for 
all u e [R, R]. Then R is commutative. 
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Proof. Denote L = [/?, R]. It is well known that, in case L is central, then R is commu-
tative and we are done. Hence we assume that L is not central in R. For any x e R, 
u E [R, R] we have 
0 = d([x,u]) = [d(a;),«] 
that is, d{R) C CR{L). By Lemma 1.3.8 it follows d{R) C Z{R), in particular [d{x),x] = 
0 for all X € R. Therefore by Lemma 1.3.29, and since d j^ 0, one has that R must be 
commutative. D 
Fact 6.2.2. Let R be a prime ring of characteristic different from 2, d a nonzero deriva-
tion of R such that [d{u),d{v)] = 0 for all u,v e [R,R]. Then R is commutative. 
Proof. As above denote L = [R, R] and assume that L is not central in R. Under this 
assumption, by Lemma L3.26 it follows d = 0, which is a contradiction. Hence L must 
be central and R is commutative. D 
Proof of Theorem 6.2.6. Firstly we assume that i? is a prime ring and consider the case 
[rf(x-),%")] = p([x-,2/"]) for all x,y e R. 
In this case we will prove that either d = g = Q ov R\s commutative. 
Let ^i be the additive subgroup generated by the subset {r"' | r e i?} and ^2 the 
additive subgroup generated by the subset {r" | r G /?}. As above we get 
\d{x),d{y)\ = g{[x,y\) for aX\ x e Si,y e S2. 
In light of Lemma 1.3.11 and since char(i?) y^ 2, vre have that either Si contains a 
non-central Lie ideal Li, or r"* e Z{R) for all r E R. We may exclude the latter case, 
since it is well known that it should force R to be commutative. Analogously we may 
assume there exists L2 a non-central Lie ideal of R, which is contained in 82-
Moreover, by Lemma 1.3.7, there exist Ii and I2 nonzero two-sided ideals of R, such 
that (0) ^ [h, R] C Li and (0) 7^  [h, R] Q L2. Hence we have 
[d{x),d{y)] = g{[x,y]) for all x E [Ii,Ii],yE [h,h] 
and, as above, 
[d{x),d{y)] = g{[x,y]) for all x,y E [R,R]. (6.2.2) 
We also remark that, in case if rf = 0 then g{[x,y]) = 0 for all x,y E [R, R]. This imphes 
that either (/ = 0 or i? is commutative (Fact 6.2.1). On the other hand, in case g = 0 
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then [d{x),d{y)] = 0 for all x,y E [R,R], so that either d = 0 or i? is commutative 
follows from Fact 6.2.2. 
Hence we assume that both g ^ 0 and d ^0. Here we consider first the case there exist 
a,b £ Q such that d{x) = [a,x] and g{x) = [b,x] for all x e R, moreover both a ^ C 
and b ^ C. Hence R satisfies the non-trivial generalized polynomial identity 
P{Xi,X2,X3,X4) = 
[a, [a;i,a;2]],[a, [2;3,a;4]] b, [[XI,X2],[X3,X^]] 
((>.2.3) 
By a theorem due to Beidar [37, Theorem 2] this generalized polynomial identity i^  also 
satisfied by Q. In case C is infinite, we have P{ri,r2,r3,r4) — 0 for all ri,r2,r3,r4 G 
Q 0 p C, where C is the algebraic closure of C. Since both Q and Q (^Q C are centrally 
closed (By Lemmas 1.3.17 and 1.3.18), we may replace i? by Q or Q(^QC according 
as C is finite or infinite. Thus we may assume that R is centrally closed over C which 
is either finite or algebraically closed. By Lemma 1.3.27, i? is a primitive ring having 
a nonzero socle H with C as the associated division ring, and eHe is a simple central 
algebra finite dimensional over C, for any minimal idempotent element e E R. 
In Ught of Jax^obson's theorem [114, page 75] R is isomorphic to a dense ring of linear 
transformations on some vector space V over C. 
Assume first that V is finite-dimensional over C. Then the density oiRonV implies 
that R = Mk{C), the ring of all A; x A; matrices over C. If A; = 1 then R is commutative 
and we are done, so that we assume A; > 2. 
Let Cij the usual matrix unit in Mk{C) and denote a — Yl^ij^ij^ ^ — Z^^jj^tj' for 
(lij^bij € C. Thus, for [a;i,X2] = e^ and [x3,a;4] = cu — BJJ, with i ^ j in the previous 
identity, it follows 
[Cl, 6ijj, [O, Bii Cjj J ^1 l^ijt ^ ii ^jji = 0. 
Both left and right multiplying by 6^ it follows AOj^ — 0 that is, ay, = 0, for any i ^ j . 
This means that a is a diagonal matrix and using the same argument in the final step 
of Theorem 6.2.4, we have the contradiction a e Z{R). 
Assume next that V is infinite-dimensional over C. As in [173, Lemma 2], the set [/?, H\ 
is dense on R and so from P(ri,r2,r3,r4) = 0 for all ri,r2,r3,r4 € /?, we have that R 
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satisfies the generalized identity 
P{Xi,X2) = [a, xi], [0,0:2] b,[xi,X2] 
that is, 
[d{x),d{y)] = g([x,y]) for all x,y £ R. 
Replacing y by yx in (6.2.4) and using it, we get 
d{y)[d{x),x] + [d{x),y]d{x) = [x,y]g{x) for all x,y £ R. 
Again replacing y by xy in (6.2.5) and using it, we obtain 
(6.2.4) 
(6.2.5) 
d{x)y[d{x), x] + [d{x),x]yd{x) = 0 for all x,y e R. 
Application of Lemma 1.3.9 yields that 
d{x)y[d(x),x] =0 for all x,y e R (6.2.6) 
that is, both 
and 
d{x)xy[d{x),x] = 0 for all x,y e R 
xd{x)y[d{x), x] = 0 for all x,y E R. 
Therefore [d{x),x]R[d{x),x] = (0) for all x e R- The primeness of R forces [d{x), x] = 0 
for all X & R, and by Lemma L3.29, R must be commutative. 
In light of the previous case, in all that follows we will not consider the situation when 
both d and g are inner derivations of Q. Since R and Q satisfies the same differential 
identities ( [126]) and by (6.2.2), we assume that Q satisfies 
[d{Xi),X2] + [Xi,d(x2)], [d{X3),X4] + [X3,d{x4)] 
[g{Xi),X2] + [Xi,g{X2)],[x3,X4] [a;i,a;2], [g{x3),X4] + [x3,g{x4)] 
(6.2.7) 
Now we divide the proof in two cases: 
Case 1: Suppose that d and g are linearly C-independent modulo X-inner deriva-
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tions of Q. In this case, by [119] (see also [126]) and by (6.2.7) we have that Q satisfies 
[yuX2] + [xu ya], [ys, 2^ 4] + {^z, y^] 
[^ 1,0:2] +[2:1,22], [2:3,2:4] [XI,X2],[Z3,X4] + [X3, Z4] 
and in particular Q satisfies the blended component [[1/1,502], [y3,a;4]]. This forces Q to 
be commutative, and we are done. 
Case 2: Let now a,j3 £C such that not both a = 0 and /? = 0, and ad+Pg ~ ad{p), 
the inner derivation induced by the element p E Q. U p = 0, then a ^ 0 and d = a</(6), 
the inner derivation induced by 6 = a~^p, moreover g is not inner. By (6.2.7) and 
Lemma 1.3.21, we get that Q satisfies 
[6, [a;i,a;2]], [6, [x3,X4]] 
[Z1,X2] + [X1,Z2],[X3,X4] 
[X1,X2],[ZS,X4] + [X3,Z4] 
and in particular Q satisfies the polynomial identity [[a;i,a;2], [23,a;4]]. Once again we 
conclude that Q is commutative. 
Notice that symmetrically, in case a = 0, then /3 7^  0 and g = o,d{q), the inner 
derivation induced by q = /3~^p, moreover d is not inner. In this case, starting from 
(6.2.7) and using again Lemma 1.3.21, we have that Q satisfies: 
[yi,x2] + [xi,y2], [ys, x^] + [xs, yi] 
9, [[2:1,2:2], [2:3,2:4]] 
and as above Q satisfies [[t/i, 0:2], [1/3,2:4]], forcing again that Q is commutative. 
Let now i? be a semiprime ring and assume again 
[d{xn,d{yn] = 9{[x'",y"]) for all x,yeQ. 
Let M be any maximal ideal of the complete Boolean algebra of idempotents of C\ 
denoted by B. We know that MQ is a prime ideal of Q. Let d and g be the derivations 
99 
induced by d and ginQ = Q/MQ. Therefore d and g satisfy in Q the same property of d 
and gonQ. By the prime-case, for all M maximal ideal of JB, we have either d = ^ = 0 or 
[Q,Q] C MQ that is, both d{Q)[Q,Q] Cf]MQ = (0) and g{Q)[Q,Q] Cf]MQ = {0). 
M M 
Without loss of generality we have both [d{R), R] = (0) and \g{R), R] = (0). Therefore, 
in view of Lemma 1.3.3, we conclude that R contains a nonzero central ideal. 
Similar conclusion holds for the case [d{x^),d{xp)\ = -g{[x"^,y'^]) for all x,y € R. 
This completes the proof of theorem. D 
As an application of Theorem 6.2.6, we obtain 
CorollEiry 6.2.5. Let R be a 2-torsion free semiprime ring. If R admits derivations 
d and g such that at least one of them is nonzero and [d{x),d{y)] = ±g{[x,y]) for all 
x,y £ R, then R contains a nonzero central ideal. In particular, if R is prime then 
either d = g = 0 or R is commutative. 
Corollary 6.2.6. Let R be a 2-torsion free semiprime ring. If R admits a nonzero 
derivation d such that [d(rc"*),d(y")] = 0 for all x,y £ R, then R contains a nonzero 
central ideal. In particular, if R is prime, then R is commutative. 
Proof Taking g = 0 in Theorem 6.2.6, we get the required result. D 
Following examples shows that semiprimeness is essential condition in Theorems 
6.2.3, 6.2.4 k 6.2.6 and Corollaries 6.2.1 k 6.2.3. 
( /O a b^ 
Example 6.2.1. Let R a, 6, c e Z > . Then i? is a ring under usual 0 0 c 
0^ 0 0; 
matrix operations which is not semiprime. Consider the mappings d, g : R -^ R such 
that 
and p 0 0 c = 0 0 0 for all a, 6, c e Z. 
/O a b\ 
do 0 c\--
lo 0 0/ 
/0 0 a 
= 0 0 0 
l o 0 0 
Then d and g are derivations of R. It is easy to verify that for any integers m and n 
greater than 1, [d(x-),g(y")] = ±{x^,y% d(ar-) o y(t/") = ±[x"^,y% [d(x'"),d(j/")] 
=±[ar'", t/"] and d(a:'") od{y"') = ±[x"', j/"] holds for all x,y e R. However, R is not com-
mutative. Hence, in Theorems 6.2.3 & 6.2.4 and Corollaries 6.2.1 k 6.2.3 the condition 
of semiprimeness is essential one. 
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Example 6.2.2. Let R = ^ \ ^ ' \ a,b,ceZ} . Clearly, i? is a ring under usual 
matrix operations which is not semiprime. Next, let d, g : R -^ R he mappings such 
that 
and of 1 = 1 " " " I for all a, fe, c G Z. 
Then it is straightforward to see that d, g are derivations of R and m, n are positive 
integers such that [rf(a;'"),d(j/^)] = ±g{[x"', y""]) and [d(a:"'),rf(2/")] = 0 for all x,y E R. 
However, R contains no nonzero central ideal. Hence in Theorem 6.2.6 and Corollaries 
6.2.5 & 6.2.6 the condition of semiprimeness can not be omitted. 
6.3 Applications to range inclusion problems 
In this section we will use the previous algebraic results to study the range inclusion 
problems involving pair of derivations on a Banach algebra. Let us recall some elemen-
tary notions for the sake of completeness. A always denotes a Bangich algebra which 
is a complex normed algebra and its underlying vector space is a Banach space. The 
Jacobson radical of A is the intersection of all primitive ideals of A and is denoced by 
Tad(A). We assume that all mappings on Banach algebra A are hnear mappings in the 
whole section. 
In [160], Singer and Wermer proved that a continuous linear derivation on a comnm-
tative Banach algebra maps the algebra into its radical. Johnson and Sinclair [118] have 
proved that any linear derivation on a semisimple Banach algebra is continuous. A( cord-
ing to these two results, one can conclude that there are no nonzero linear derivations on 
a commutative semisimple Banach algebras. In the year 1955, Singer and Wermer [160] 
conjectured that the continuity assumption in their result is superfluous. It took more 
than thirty years until this conjecture was finally proved by Thomas [161]. Obviously, 
from Thomas's result it follows directly that there are no nonzero linear derivations 
on a commutative semisimple Banach algebra. The first noncommutative extension of 
Singer-Wermer theorem has been proved by Yood [177] by showing that if for all pairs 
x,y e A, where A is a noncommutative Banach algebra, the element [D{x),y] hes in 
Ted{A), then D maps A into rad(.4). Bresar and Vukman [74] have generalized Yood's 
result by proving that in case [D{x),x] e Tad{A) for all x e A, then D maps A into 
rad{A). Recently, Kim [121] has proved that in case [D(x),x]D{x)[D{x),x] e rad(^) for 
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any x e A, then a continuous derivation D maps A into rad(i4). Kim's result general-
izes a result proved by Vukman [168]. For references concerning range inclusion results 
of continuous derivations on noncomrautative Banach algebras we refer the reader to 
([63], [69], [89], [138], [139], [147], [154] and [167]) where further references can be found. 
We begin with the following theorem: 
Theorem 6.3.1. Letd andg be pair of continuous derivations of A. If [d{x^), g{y"')] ± 
[a;'",?/"] G rad{A) for allx,y e A, then d{A) C rad{A) andg{A) C rad{A). 
Proof. From the hypothesis, we have 
[d{x"'),g{y'')] ± [a;" ,^y"] € rad(A) for all x,y e A. 
By Lemma 1.3.30, every continuous Unear derivation of a Banach algebra A leaves the 
primitive ideals invariant which means that one can introduce for any primitive ideal 
P C A, derivations D : A/P -¥ A/P, G : A/P -> A/P, where A/P is the factor algebra, 
by D{x) = d{x) + P, G{x) = g{x) + P for all x e ^ and x = x + P. Since P is a primitive 
ideal, the quotient Baneich algebra A/P is prime and semisimple. The assumption of 
the theorem implies that 
[D{xn, G ( r ) ] ± i^ "*, r i = 0 for all x,y e A/P 
In view of Theorem 6.2.3, we conclude that A/P is commutative. By Lemma 1.3.31, 
every continuous linear derivation on a commutative Banach algebra maps the algebra 
into its radical. It is well known that every linear derivation on a semisimple Banach 
algebra is continuous (Lenuna 1.3.20). Therefore, there are no nonzero linear derivations 
on a commutative semisimple Banach algebra. This leads to D — 0 and G = 0. Thus 
for any x E A, we are forced to conclude that d{x) e P and g{x) € P, where P is any 
primitive ideal of A. Since d(x) and g{x), where x is any element from A, are in the 
intersection of all primitive ideals of A and since the intersection of all primitive ideals 
of A is the radical, one can conclude that d{A) C rad(yl) and ^(^1) C rad(^). Thereby 
the proof of theorem is completed. O 
Although Theorem 6.3.1 lies in the field of Banach algebras, and its proof heavily 
rely on the Theorem 6.2.3. Motivated by the above mentioned result and its canonical 
demonstration, we find that parallel result also can be obtained by applying Theorem 
6.2.4. In view of its similarity, we only state the following result and do not provide its 
proof. 
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Theorem 6.3.2. Let d andg be pair of continuous derivations of A. If{d{x"^)og{y^))± 
[x"»,?/"] G rad{A) for allx,y € A, then d{A) C rad{A) and g(A) C rad{A). 
Our last theorem of the present chapter is motivated by Theorem 6.2.6. 
Theorem 6.3.3. Let d and g be pair of continuous derivations of A. If[d{x'^). d(y"i] ± 
g{[x'^,y'^]) e rad{A) for all x,y e A, then d{A) C rad{A) and g{A) C rad{A). 
Proof. By the assumption, we have 
[rf(x-),d(t/")] ±^(K,2/"]) e rad(A) for all x,y E A. 
By Lemma 1.3.30, every continuous linear derivation of a Banach algebra A leaves the 
primitive ideals invariant which means that one can introduce for any primitive ideal 
P C A, derivations D : A/P -)• A/P, G : A/P -> A/P, where A/P is the factor 
algebra, by D{x) = d{x) + P, G{x) = g{x) + P for all a: € /I and x = x + P. Since P 
is a primitive ideal, the quotient Banach algebra A/P is prime and semisimple When 
A/P is commutative. Then, by Lemma 1.3.31, there are no nonzero linear derivations 
on a commutative semisimple Banach algebra. Hence, we have D = 0 and G ~ 0. On 
the other hand, we assume that A/P is noncommutative. Then by the assumption we 
conclude that [£>(x'"),I>(y")] ± G'([5"',^"]) = 0 holds for all x,y E A/P. This implies 
that D = 0 and G = Ohy Theorem 6.2.6. Thus for any x e A, we are forced to conclude 
that d{x) G P and g{x) G P, where P is any primitive ideal of A. Since d{x) and gixi, 
where x is any element from A, are in the intersection of all primitive ideals of A and 
the intersection of all primitive ideals of A is the radical. Hence, one can conclude that 
d{A) C vad{A) and g{A) C rad(>l). This completes the proof of theorem. D 
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ABSTRACT. Let R be an associative ring. In the present paper, we investigate 
commutativity of a ring admitting an additive mapping F satisfying any one of 
the following properties: (i) F([x,yf) = F{[x^,y^]), (w) F{(x o yf) = F(x~ o 
y% {iii) FiixyT) = F(a:"y"), (it;) F{x^y-) = F(y"a;-) , {v) (F(a:)F(y))" = 
F{y)^F{x)^ for sM x,y € -R, where m and n are positive integers greater them 
1. Moreover, some related results are also discussed. Finally, some examples are 
given to demonstrate that the restrictions imposed on the hypotheses of the various 
results are not superfluous. 
Mathematics Subject Classmcation (2010): 16W25, 16N60, 16U80. 
Key words: Prime ring, semiprime ring, ideal, additive mapping, commuting mapping, 
derivation, generalized derivation. 
1. I n t r o d u c t i o n . This research has been motivated by the work of Herstein 
[25]. Let i? be an associative ring with center Z{R). For x,y € R, the symbol [x, yi 
will denote the commutator xy — yx and the sjnnbol x oy will denote the anti-
commutator xy + yx. A r ing R is called n-torsion free, if nx = 0, x e R, implies 
x — 0. T h e least positive integer n such tha t n x = 0 for all x G fl is called the 
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Abstract. We investigate commutativity of the ring R involving some additive map-
ping with necessary torsion restrictions on commutators. We give counter examples 
which show that the hypotheses of our theorems are not superfluous. 
Mathematical subject classification: 47B47; 16U80 
Keywords: Additive mapping; Commutativity; Commutator 
1. INTRODUCTION 
This research is inspired by the work of Ashraf and Quadri [1,2]. Throughout this pa-
per R will denote an associative ring with the identity 1. A ring R is said to be «-torsion 
free if «JC = 0 implies x = 0 for all x G i?. For any x,y G R, the symbol [x,y\ will denote 
the commutator xy — yx. An additive mapping d.R -> /? is said to be a derivation of R 
if d{xy) = d{x)y + xd{y) holds for dX[ x,y ^ R. We say that a map/:i? -^ R preserves 
commutativity if {f{x),J{y)] = 0 whenever [x,y] = 0 for x,y € R. In [3], Bell and Daif 
investigated a certain kind of commutativity preserving maps as follows: Let 5 be a 
subset of R. A map f:S -» /? is called strong commutativity preserving (SCP) on S if 
{f{x)Ay)] - [x^y] for all x,y e S, Precisely, they proved that if a semiprime ring R ad-
mits a derivation which is SCP on a right ideal p, then p £ Z(jR). In particular, R is 
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ON ORTHOGONAL (tr, r)-DERIVATIONS IN SEMIPRIME 
r-RINGS 
Shakir Ali and Mohammad Salahuddin Khan 
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Coimnunicated by S. Tariq Rizvi 
ABSTRACT. Let M be a r-riug and <r, T be endomorphisms of M. An ad-
ditive mapping d : M —» M is called a (a, T)-derivation if d(xay) =• 
d(x)cuj{y) + r(a:)a<i(y) holds for all z , y € Af and a G F. An additive mapping 
F : M —I- M is called a generoKzed (a, T)-derivation if there exists a (tr, T ) -
derivation d : M —* M such that F{xay) = F{x)aiT(y) + T{x)ad(y} holds 
for all X, y 6 A/ and a G T. In this paper, some known results on orthogonal 
derivations and orthogonal generahzed derivations of semiprime F-rings are 
extended to orthogonal (o-, T)-derivations and orthogonal generalized (<T, T ) -
derivations. Moreover, we present some examples which demonstrate that the 
restrictions imposed on the hyjKjtheses of some of our results are not superflu-
ous. 
Mathemat ics Subject Classification (2010): 16W25, 16N60 
Keywords: semiprime F-ring, derivation, orthogonal derivation, orthogo-
nal (a, T)-derivation, orthogonal generalized derivation, orthogon2il generalized 
(cr, r)-derivation 
1. Introduction 
The study of F-ring goes back to Nobusawa [10] and further generalized by 
Barnes [6]. Following [6], a F-ring is a pair (M, F), where M and F are additive 
abelian groups for which there exists a map from M x F x Af —> M (the image of 
(o, 7, b) will be denoted by ajb for all a, 6 e M and 7 € F) satisfying (i) (a -f- b)ac — 
aac + bac, (ii) a{a + P)b = axxb + a/3b, (iii) aa{b + c) = aab + aac and (iv) 
(aab)/3c = aa(bPc) for all a, 6, c € M and a,/3 e F. A F-ring M is said to be 
prime if xTMFy = {0} implies a; = 0 or y = 0 and M is said to be semiprime if 
xFMFx = {0} impUes x = 0. Af is said to be 2-torsionfree if 2x = 0 implies x = 0 
for all X e M. For any x,y € M and a € F, the symbol [x,y]a stands for the 
commutator xay - yax. If xay^z = xpyaz holds for all x, y, z e M and a, /if € F, 
This research is partially supported by a Major Research Project funded by U.G.C. (Grant No. 
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On *-biinultipliers, Generalized *-biderivations and Related 
Mappings 
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ABSTRACT. In this paper we define the notions of left *-bimultiplier, *-bimultiplier 
and generalized *-biderivation, and to prove that if a semiprime •-ring admits a left *-
bimultipUer M, then M maps Ry. R into Z{R). In Section 3, we discuss the applications 
of theory of *-bimultipliers. Further, it was shown that if a semiprime *-ring R admits a 
symmetric generalized *-biderivation G : Ry. R-* R with an associated nonzero symmet-
ric *-biderivation B : R x R —^ R, then G maps R x R into Z{R). As an application, we 
establish corresponding results in the setting of C'-algebra. 
1. In t roduct ion 
Throughout the discussion, unless otherwise mentioned, R will denote an as-
sociative ring with center Z(R), and A will represent a C'-algebra. However, A 
may not have unity with center Z{A). For any x,y £ A, the symbol [x,y](resp. 
xoy) will denote the commutator xy — yx (resp. the anti-commutator xy + yx). 
Recall that an algebra A is prime if xAy = {0} implies x = 0 or y = 0, and A is 
semiprime if xAx — {0} implies x = 0. A Banacb algebra is a linear associative 
algebra which, as a vector space, is a Banach space with norm [| • |( satisfying the 
multiplicative inequality; ||xy|| < |(x(|||j/j| for all x and y in A. An additive mapping 
X I—> X* of A into itself is called an involution if the following conditions are satis-
fied: {i) (xy)* = y*x*, {ii) (x*)* = x, and {Hi) (Ax)* = Ax* for all x, y G A and 
A e C, where A is the conjugate of A . An algebra(ring) equipped with an involution 
is called a *-algebra(*-ring) or algebra with involution(ring with involution). A C ' -
algebra A is a Banach *-algebra with the additional norm condition ||x'x(| = ||x|p 
for all X e A. 
Let 5 be a nonempty subset of R. A function f : R—¥ Ris said to be centralizing 
* Corresponding Author. 
Received July 22, 2010; accepted April 6, 2011. 
2000 Mathematics Subject Classification: 16W10, 16N60, 16U80. 
Key words and phrases: Prime(semiprime) *-ring, C*-algebra, left •-bimultipUer, *-
bimultiplier, generalized *-biderivation, generalized reverse *-biderivation. 
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On Generalized Jordan Triple 
(a, /3)*-Derivations and Related Mappings 
Shakir Ali, Ajda Fosner, Maja Fosner* and 
Mohammad Salahuddin Khan 
Al»tract. Let /I be a 2-torsion free semiprime *-rmg and let a,/9 be 
surjective endomorphisms of R. The aim of the paper is to show that 
every generalized Jordan triple (a, y8)'-derivation on ^ is a generalized 
Jordan (a,;9)*-derivation. This result makes it possible to prove that 
every generalized Jordan triple (a, ^)*-derivation on a semisimple H*-
algebra is a generalized Jordan (Q, /9)*-derivation. Finally, we prove that 
every Jordan triple left a*-centralizer on a 2-torsion free semiprime ring 
is a Jordan left af*-centralizer. 
Mathematics Subject Classification (2010). 16N60, 16W10, 16W25. 
Keywords. Semiprime *-ring, H*-algebra, Jordan triple (a,/3)*-deriva-
tion, generalized Jordan triple (a,^)*-derivation, Jordan triple left a*-
centralizer. 
1. Introduction 
Throughout the pap)er, R will repr^ent an associative ring. Let n > 2 be an 
integer. A ring R is said to be n-torsion free if for x e R, nx = 0 implies 
1 = 0. Recall that R is prime if aRb = {0} implies a = 0 or 6 = 0. A ring 
R is called semiprime if aRa = {0} implies a = 0. An additive mapping 
X i-^ X* satisfying (xy)* = y*x* and (a;*)* = i for all x ,y € /? is called an 
involution. A ring equipped with an involution * is called a *-ring or ring 
with involution. If /2 is an algebra we assmne additionally that (Ax)* = Ax* 
for all X 6 i l and A € F, where A denotes the complex conjugate of A. An 
algebra equipped with an involution is called a *-algebra or algebra with 
involution. The radical of A, denoted by rad(A), is the intersection of ali 
maximal left (or right) ideals of A. An algebra A is called semisimple if 
The reseeirch of the first two authors is partially supported by the Research Grants (UGC 
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PAIR OF DERIVATIONS ON SEMIPRIME RINGS WITH 
APPLICATIONS TO BANACH ALGEBRAS 
SHAKIR ALI, VINCENZO DB PILIPPIS AND MOHAMMAD SALAHUDDIN KHAN 
ABSTRACT. Let Rbcaa associative ring. An additive mapping d : R —> R is 
called a derivation if d[xy) = d(x)y+xd(y) holds for all i ,» e H. The objective 
of the present paper is to characterize a semiprime ring R which admits pair 
of derivations dsoAg such that [<f(a;"'),s(y")] = ±\x^,y''] for all i ,y € H or 
d{x^)og(y^) = ±[1"^,^") for all x,y e R or [d(x'"),d(y")] = ±s([x'",y"]) 
for ail x,y € R, where m and n are positive integers. With this, several results 
can be either deduced or generalized. Finally, we apply these purely algebraic 
results to obtidn some rsuige inclusion results of continuous derivations on 
Banach algebras. 
1. INTRODUCTION 
This research has been motivated by the work of Wei and Xiao [52]. Throughout 
this paper R will denote an associative ring with center Z(R) and A will represent 
an associative algebra over a complex field C Recall that a ring R is said to be 
prime if for any a, 6 € i2, aRb = (0) implies a = 0 or 6 = 0, and R is semiprime 
if for any a € R, aRa = (0) implies a = 0. A ring R is said to be n-torsion 
free, where n > 1 is an integer, in case nx = 0 imphes a; = 0 for all x e R. 
For any x,y & R, the symbol [x, y] will denote the commutator xy — yx and the 
symbol xoy wiU denote the anti-commutator xy + yx. We have extensive use of the 
basic commutator identities: [xy, z] = x[y, z] + [x, z]y and [x, yz] = y[x, z] + [x, y]z. 
An additive mapping d : R —^ R is said to be a derivation on R if d{xy) = 
d{x)y + xd{y) holds for all x, y € it. If i i is an algebra we assume additionally 
that d is linear i.e., d(ax) = ad{x) for £iU x € i2 and Q is in some field F. Let 5 
be a non empty subset of R. A mapping / : R —> R is called centralizing on 5 
if [/(x),x] e Z{R) for all X e 5 and is called commuting on S if [/(x),x] = 0 for 
all X 6 S. The study of such mappings were initiated by Posner. In [44, Lemma 
3], Posner proved that if a prime ring R has a nonzero commuting derivation on 
R, then R is commutative. This result was subsequently refined and extended by 
a niunber of algebrmsts; we refer the reader to [7], [9] Mid [12] for a state-of-art 
accotmt and a comprehensive bibliography. 
We say that a map / : R —> R preserves commutativity if [/(x),/(j/)] = 0 
whenever [x,y] = 0 for x,y € R. Starting with the paper by Watkins [51], the 
study of describing maps that preserve commutativity becomes an active research 
area in matrix theory, operator theory and ring theory (see for instance [1], [3]. 
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