Sparse pseudo-point approximations for Gaussian process (GP) models provide a suite of methods that support deployment of GPs in the large data regime and enable analytic intractabilities to be sidestepped. However, the field lacks a principled method to handle streaming data in which both the posterior distribution over function values and the hyperparameter estimates are updated in an online fashion. The small number of existing approaches either use suboptimal hand-crafted heuristics for hyperparameter learning, or suffer from catastrophic forgetting or slow updating when new data arrive. This paper develops a new principled framework for deploying Gaussian process probabilistic models in the streaming setting, providing methods for learning hyperparameters and optimising pseudo-input locations. The proposed framework is assessed using synthetic and real-world datasets.
Introduction
Probabilistic models employing Gaussian processes have become a standard approach to solving many machine learning tasks, thanks largely to the modelling flexibility, robustness to overfitting, and well-calibrated uncertainty estimates afforded by the approach [1] . One of the pillars of the modern Gaussian process probabilistic modelling approach is a set of sparse approximation schemes that allow the prohibitive computational cost of GP methods, typically O(N 3 ) for training and O(N 2 ) for prediction where N is the number of training points, to be substantially reduced whilst still retaining accuracy. Arguably the most important and influential approximations of this sort are pseudo-point approximation schemes that employ a set of M N pseudo-points to summarise the observational data thereby reducing computational costs to O(N M 2 ) and O(M 2 ) for training and prediction, respectively [2, 3] . Stochastic optimisation methods that employ mini-batches of training data can be used to further reduce computational costs [4, 5, 6, 7] , allowing GPs to be scaled to datasets comprising millions of data points.
The focus of this paper is to provide a comprehensive framework for deploying the Gaussian process probabilistic modelling approach to streaming data. That is, data that arrive sequentially in an online fashion, possibly in small batches, and whose number are not known a priori (and indeed may be infinite). The vast majority of previous work has focussed exclusively on the batch setting and there is not a satisfactory framework that supports learning and approximation in the streaming setting. A naïve approach might simply incorporate each new datum as they arrived into an ever-growing dataset and retrain the GP model from scratch each time. With infinite computational resources, this approach is optimal, but in the majority of practical settings, it is intractable. A feasible alternative would train on just the most recent K training data points, but this completely ignores potentially large amounts of informative training data and it does not provide a method for incorporating the old model into the new one which would save computation (except perhaps through initialisation of the hyperparameters). Existing, sparse approximation schemes could be applied in the same manner, but they merely allow K to be increased, rather than allowing all previous data to be leveraged, and again do not utilise intermediate approximate fits.
What is needed is a method for performing learning and sparse approximation that incrementally updates the previously fit model using the new data. Such an approach would utilise all the previous training data (as they will have been incorporated into the previously fit model) and leverage as much of the previous computation as possible at each stage (since the algorithm only requires access to the data at the current time point). Existing stochastic sparse approximation methods could potentially be used by collecting the streamed data into mini-batches. However, the assumptions underpinning these methods are ill-suited to the streaming setting and they perform poorly (see sections 2 and 4).
This paper provides a new principled framework for deploying Gaussian process probabilistic models in the streaming setting. The framework subsumes Csató and Opper's two seminal approaches to online regression [8, 9] that were based upon the variational free energy (VFE) and expectation propagation (EP) approaches to approximate inference respectively. In the new framework, these algorithms are recovered as special cases. We also provide principled methods for learning hyperparameters (learning was not treated in the original work and the extension is non-trivial) and optimising pseudo-input locations (previously handled via hand-crafted heuristics). The approach also relates to the streaming variational Bayes framework [10] . We review background material in the next section and detail the technical contribution in section 3, followed by several experiments on synthetic and real-world data in section 4.
Background
Regression models that employ Gaussian processes are state of the art for many datasets [11] . In this paper we focus on the simplest GP regression model as a test case of the streaming framework for inference and learning. Given N input and real-valued output pairs {x n , y n } N n=1 , a standard GP regression model assumes y n = f (x n ) + n , where f is an unknown function that is corrupted by Gaussian observation noise n ∼ N (0, σ 2 y ). Typically, f is assumed to be drawn from a zero-mean GP prior f ∼ GP(0, k(·, ·|θ)) whose covariance function depends on hyperparameters θ. In this simple model, the posterior over f , p(f |y, θ), and the marginal likelihood p(y|θ) can be computed analytically (here we have collected the observations into a vector y = {y n } N n=1 ). 2 However, these quantities present a computational challenge resulting in an O(N 3 ) complexity for maximum likelihood training and O(N 2 ) per test point for prediction.
This prohibitive complexity of exact learning and inference in GP models has driven the development of many sparse approximation frameworks [12, 13] . In this paper, we focus on the variational free energy approximation scheme [3, 14] which lower bounds the marginal likelihood of the data using a variational distribution q(f ) over the latent function:
Since F vfe (q, θ) = log p(y|θ) − KL[q(f )||p(f |y, θ)], where KL[·||·] denotes the Kullback-Leibler divergence, maximising this lower bound with respect to q(f ) guarantees the approximate posterior gets closer to the exact posterior p(f |y, θ). Moreover, the variational bound F vfe (q, θ) approximates the marginal likelihood and can be used for learning the hyperparameters θ.
In order to arrive at a computationally tractable method, the approximate posterior is parameterized via a set of M pseudo-points u that are a subset of the function values f = {f =u , u} and which will summarise the data. Specifically, the approximate posterior is assumed to be q(f ) = p(f =u |u, θ)q(u), where q(u) is a variational distribution over u and p(f =u |u, θ) is the prior distribution of the remaining latent function values. This assumption allows the following critical cancellation that results in a computationally tractable lower bound:
where f n = f (x n ) is the latent function value at x n . For the simple GP regression model considered here, closed-form expressions for the optimal variational approximation q vfe (f ) and the optimal 2 The dependence on the inputs {xn} N n=1 of the posterior, marginal likelihood, and other quantities is suppressed throughout to lighten the notation. variational bound F vfe (θ) = max q(u) F vfe (q(u), θ) (also called the 'collapsed' bound) are available:
where f is the latent function values at training points, and K f1f2 is the covariance matrix between the latent function values f 1 and f 2 . Critically, the approach leads to O(N M 2 ) complexity for approximate maximum likelihood learning and O(M 2 ) per test point for prediction. In order for this method to perform well, it is necessary to adapt the pseudo-point input locations, e.g. by optimising the variational free energy, so that the pseudo-data distribute themselves over the training data.
Alternatively, stochastic optimisation may be applied directly to the original, uncollapsed version of the bound [4, 15] . In particular, an unbiased estimate of the variational lower bound can be obtained using a small number of training points randomly drawn from the training set:
Since the optimal approximation is Gaussian as shown above, q(u) is often posited as a Gaussian distribution and its parameters are updated by following the (noisy) gradients of the stochastic estimate of the variational lower bound. By passing through the training set a sufficient number of times, the variational distribution converges to the optimal solution above, given appropriately decaying learning rates [4] .
In principle, the stochastic uncollapsed approach is applicable to the streaming setting as it refines an approximate posterior based on mini-batches of data that can be considered to arrive sequentially (here N would be the number of data points seen so far). However, it is unsuited to this task since stochastic optimisation assumes that the data subsampling process is uniformly random, that the training set is revisited multiple times, and it typically makes a single gradient update per mini-batch. These assumptions are incompatible with the streaming setting: continuously arriving data are not typically drawn iid from the input distribution (consider an evolving time-series, for example); the data can only be touched once by the algorithm and not revisited due to computational constraints; each mini-batch needs to be processed intensively as it will not be revisited (multiple gradient steps would normally be required, for example, and this runs the risk of forgetting old data without delicately tuning the learning rates). In the following sections, we shall discuss how to tackle these challenges through a novel online inference and learning procedure, and demonstrate the efficacy of this method over the uncollapsed approach and naïve online versions of the collapsed approach.
Streaming sparse GP (SSGP) approximation using variational inference
The general situation assumed in this paper is that data arrive sequentially so that at each step new data points y new are added to the old dataset y old . The goal is to approximate the marginal likelihood and the posterior of the latent process at each step, which can be used for anytime prediction. The hyperparameters will also be adjusted online. Importantly, we assume that we can only access the current data points y new directly for computational reasons (it might be too expensive to hold y old and x 1:N old in memory, for example, or approximations made at the previous step must be reused to reduce computational overhead). So the effect of the old data on the current posterior must be propagated through the previous posterior. We will now develop a new sparse variational free energy approximation for this purpose, that compactly summarises the old data via pseudo-points. The pseudo-inputs will also be adjusted online since this is critical as new parts of the input space will be revealed over time. The framework is easily extensible to more complex non-linear models.
Online variational free energy inference and learning
Consider an approximation to the true posterior at the previous step, q old (f ), which must be updated to form the new approximation q new (f ),
Whilst the updated exact posterior p(f |y old , y new ) balances the contribution of old and new data through their likelihoods, the new approximation cannot access p(y old |f ) directly. Instead, we can find an approximation of p(y old |f ) by inverting eq. (2) , that is p(y old |f ) ≈ Z 1 (θ old )q old (f )/p(f |θ old ). Substituting this into eq. (3) yields,
Although it is tempting to use this as the new posterior, q new (f ) =p(f |y old , y new ), this recovers exact GP regression with fixed hyperparameters (see section 3.3) and it is intractable. So, instead, we consider a variational update that projects the distribution back to a tractable form using pseudo-data. At this stage we allow the pseudo-data input locations in the new approximation to differ from those in the old one. This is required if new regions of input space are gradually revealed, as for example in typical time-series applications. Let a = f (z old ) and b = f (z new ) be the function values at the pseudo-inputs before and after seeing new data. Note that the number of pseudo-points, M a = |a| and M b = |b| are not necessarily restricted to be the same. The form of the approximate posterior mirrors that in the batch case, that is, the previous approximate posterior, q old (f ) = p(f =a |a, θ old )q old (a) where we assume q old (a) = N (a; m a , S a ). The new posterior approximation takes the same form, but with the new pseudo-points and new hyperparameters:
Similar to the batch case, this approximate inference problem can be turned into an optimisation problem using variational inference. Specifically, consider
.
Since the KL divergence is non-negative, the second term in the expression above is the negative approximate lower bound of the online log marginal likelihood (as Z 2 /Z 1 ≈ p(y new |y old )), or the variational free energy F(q new (f ), θ new ). By setting the derivative of F w.r.t. q(b) equal to 0, the optimal approximate posterior can be obtained for the regression case,
where f is the latent function values at the new training points,
The negative variational free energy is also analytically available, (7) and (8) provide the complete recipe for online posterior update and hyperparameter learning in the streaming setting. The computational complexity and memory overhead of the new method is of the same order as the uncollapsed stochastic variational inference approach. The procedure is demonstrated on a toy regression example as shown in fig. 1 [Left].
Online α-divergence inference and learning
One obvious extension of the online approach discussed above replaces the KL divergence in eq. (11) with a more general α-divergence [16] . This does not affect tractability: the optimal form of the approximate posterior can be obtained analytically for the regression case,
where This reduces back to the variational case as α → 0 (compare to eq. (7)) since then the α-divergence is equivalent to the KL divergence. The approximate online log marginal likelihood is also analytically tractable and recovers the variational case when α → 0. Full details are provided in the appendix.
Connections to previous work and special cases
This section briefly highlights connections between the new framework and existing approaches including Power Expectation Propagation (Power-EP), Expectation Propagation (EP), Assumed Density Filtering (ADF), and streaming variational Bayes.
Recent work has unified a range of batch sparse GP approximations as special cases of the Power-EP algorithm [13] . The online α-divergence approach to inference and learning described in the last section is equivalent to running a forward filtering pass of Power-EP. In other words, the current work generalizes the unifying framework to the streaming setting.
When the hyperparameters and the pseudo-inputs are fixed, α-divergence inference for sparse GP regression recovers the batch solutions provided by Power-EP. In other words, only a single pass through the data is necessary for Power-EP to converge in sparse GP regression. For the case α = 1, which is called Expectation Propagation, we recover the seminal work by Csató and Opper [8] .
For the variational free energy case (equivalently where α → 0) we recover the seminal work by Csató [9] . The new framework can be seen to extend these methods to allow principled learning and pseudo-input optimisation. Interestingly, in the setting where hyperparameters and the pseudo-inputs are fixed, if pseudo-points are added at each stage at the new data input locations, the method returns the true posterior and marginal likelihood (see appendix).
For fixed hyperparameters and pseudo-points, the new VFE framework is equivalent to the application of streaming variational Bayes (VB) or online variational inference [10, 17, 18 ] to the GP setting in which the previous posterior plays a role of an effective prior for the new data. Similarly, the equivalent algorithm when α = 1 is called Assumed Density Filtering [19] . When the hyperparameters are updated, the new method proposed here is different from streaming VB and standard application of ADF, as the new method propagates approximations to just the old likelihood terms and not the prior. Importantly, we found vanilla application of the streaming VB framework performed catastrophically for hyperparameter learning, so the modification is critical.
Experiments
In this section, the SSGP method is evaluated in terms of speed, memory usage, and accuracy (loglikelihood and error). The method was implemented on GPflow [20] and compared against GPflow's version of the following baselines: exact GP (GP), sparse GP using the collapsed bound (SGP), and stochastic variational inference using the uncollapsed bound (SVI). In all the experiments, the RBF kernel with ARD lengthscales is used, but this is not a limitation required by the new methods. An implementation of the proposed method can be found at http://github.com/thangbui/streaming_sparse_gp. Full experimental results and additional discussion points are included in the appendix.
Synthetic data
Comparing α-divergences. We first consider the general online α-divergence inference and learning framework and compare the performance of different α values on a toy online regression dataset in fig. 1 [Right]. Whilst the variational approach performs well, adapting pseudo-inputs to cover new regions of input space as they are revealed, algorithms using higher α values perform more poorly. Interestingly this appears to be related to the tendency for EP, in batch settings, to clump pseudo-inputs on top of one another [21] . Here the effect is much more extreme as the clumps accumulate over time, leading to a shortage of pseudo-points if the input range of the data increases. Although heuristics could be introduced to break up the clumps, this result suggests that using small α values for online inference and learning might be more appropriate (this recommendation differs from the batch setting where intermediate settings of α around 0.5 are best [13] ). Due to these findings, for the rest of the paper, we focus on the variational case.
Hyperparameter learning. We generated multiple time-series from GPs with known hyperparameters and observation noises, and tracked the hyperparameters learnt by the proposed online variational free energy method and exact GP regression. Overall, SSGP can track and learn good hyperparameters, and if there are sufficient pseudo-points, it performs comparatively to full GP on the entire dataset. Interestingly, all models including full GP regression tend to learn bigger noise variances as any discrepancy in the true and learned function values is absorbed into this parameter.
Speed versus accuracy
In this experiment, we compare SSGP to the baselines (GP, SGP, and SVI) in terms of a speedaccuracy trade-off where the mean marginal log-likelihood (MLL) and the root mean squared error (RMSE) are plotted against the accumulated running time of each method after each iteration. The comparison is performed on two time-series datasets and a spatial dataset.
Time-series data. We first consider modelling a segment of the pseudo periodic synthetic dataset [22] , previously used for testing indexing schemes in time-series databases. The segment contains 24,000 time-steps. Training and testing sets are chosen interleaved so that their sizes are both 12,000. The second dataset is an audio signal prediction dataset, produced from the TIMIT database [23] and previously used to evaluate GP approximations [24] . The signal was shifted down to the baseband and a segment of length 18,000 was used to produce interleaved training and testing sets containing 9,000 time steps. For both datasets, we linearly scale the input time steps to the range [0, 10].
All algorithms are assessed in the mini-batch streaming setting with data y new arriving in batches of size 300 and 500 taken in order from the time-series. The first 1,000 examples are used as an initial training set to obtain a reasonable starting model for each algorithm. In this experiment, we use memory-limited versions of GP and SGP that store the last 3,000 examples. This number was chosen so that the running times of these algorithms match those of SSGP or are slightly higher. For all sparse methods (SSGP, SGP, and SVI), we run the experiments with 100 and 200 pseudo-points.
For SVI, we allow the algorithm to make 100 stochastic gradient updates during each iteration and run preliminary experiments to compare 3 learning rates r = 0.001, 0.01, and 0.1. The preliminary results showed that the performance of SVI was not significantly altered and so we only present the results for r = 0.1. Figure 2 shows the plots of the accumulated running time (total training and testing time up until the current iteration) against the MLL and RMSE for the considered algorithms. It is clear that SSGP significantly outperforms the other methods both in terms of the MLL and RMSE, once sufficient training data have arrived. The performance of SSGP improves when the number of pseudo-points increases, but the algorithm runs more slowly. In contrast, the performance of GP and SGP, even after seeing more data or using more pseudo-points, does not increase significantly since they can only model a limited amount of data (the last 3,000 examples).
Spatial data. The second set of experiments consider the OS Terrain 50 dataset that contains spot heights of landscapes in Great Britain computed on a grid. 4 A block of 200 × 200 points was split into 10,000 training examples and 30,000 interleaved testing examples. Mini-batches of data of size 750 and 1,000 arrive in spatial order. The first 1,000 examples were used as an initial training set. For this dataset, we allow GP and SGP to remember the last 7,500 examples and use 400 and 600 pseudo-points for the sparse models. Figure 3 shows the results for this dataset. SSGP performs better than the other baselines in terms of the RMSE although it is worse than GP and SGP in terms of the MLL. 
Memory usage versus accuracy
Besides running time, memory usage is another important factor that should be considered. In this experiment, we compare the memory usage of SSGP against GP and SGP on the Terrain dataset above with batch size 750 and M = 600 pseudo-points. We allow GP and SGP to use the last 2,000 and 6,000 examples for training, respectively. These numbers were chosen so that the memory usage of the two baselines roughly matches that of SSGP. Figure 4 plots the maximum memory usage of the three methods against the MLL and RMSE. From the figure, SSGP requires small memory usage while it can achieve comparable or better MLL and RMSE than GP and SGP.
Binary classification
We show a preliminary result for GP models with non-Gaussian likelihoods, in particular, a binary classification model on the benchmark banana dataset. As the optimal form for the approximate posterior is not analytically tractable, the uncollapsed variational free energy is optimised numerically. The predictions made by SSGP in a non-iid streaming setting are shown in fig. 12 . SSGP performs well and achieves the performance of the batch sparse variational method [5] . 
Summary
We have introduced a novel online inference and learning framework for Gaussian process models. The framework unifies disparate methods in the literature and greatly extends them, allowing sequential updates of the approximate posterior and online hyperparameter optimisation in a principled manner. The proposed approach outperforms existing approaches on a wide range of regression datasets and shows promising results on a binary classification dataset. A more thorough investigation on models with non-Gaussian likelihoods is left as future work. We believe that this framework will be particularly useful for efficient deployment of GPs in sequential decision making problems such as active learning, Bayesian optimisation, and reinforcement learning.
Appendices
A More discussions on the paper A.1 Can the variational lower bound be derived using Jensen's inequality?
Yes. There are two equivalent ways of deriving VI:
1. Applying Jensen's inequality directly to the log marginal likelihood. 2. Explicitly writing down the KL(q p), noting that it is non-negative and rearranging to get the same bound as in (1).
(1) is often used in traditional VI literature. Many recent papers (e.g. [4] and our paper) use (2).
A.2 Comparison to [9]
It is not clear how to compare to [9] fairly since it does not provide methods for learning hyperparameters and their framework does not support such an extension. Accurate hyperparameter learning is required for real datasets like those in the paper. So [9] performs extremely poorly unless suitable settings for the hyperparameters can be guessed from the first batch of data. Furthermore, our paper goes beyond [9] by providing a method for optimising pseudo-inputs which has been shown to substantially improve upon the heuristics used in [9] in the batch setting [2] .
A.3 Are SVI or the stream-based method performing differently due to different approximations?
No. Conventional SVI is fundamentally unsuited to the streaming setting and it performs very poorly practically compared to both the collapsed and uncollapsed versions of our method. The SVI learning rates require a lot of dataset and iteration specific tuning so the new data can be revisited multiple times without forgetting old data. The uncollapsed versions of our method do not require tuning of this sort and perform just as well as the collapsed version given sufficient updates.
A.4 Are pseudo-points appropriate for streaming settings?
In any setting (batch/streaming), pseudo-point approximations require the pseudo-points to cover the input space occupied by the data. This means they can be inappropriate for very long time-series or very high-dimensional inputs. This is a general issue with the approximation class. The development of new pseudo-point approximations to handle very large numbers of pseudo-points is a key and active research area [24] , but orthogonal to our focus in this paper. A moving window could be introduced so just recent data are modelled (as we use for SGP/GP) but the utility of this depends on the task. Here we assume all input regions must be modelled which is problematic for windowing.
A.5 A possible explanation on why all models including full GP regression tend to learn bigger noise variances
This is a bias that arises because the learned functions are more discrepant from the training data than the true function and so the learned observation noise inflates to accommodate the mismatch.
A.6 Are the hyperparameters learned in the time-series and spatial data experiments?
Yes, hyperparameters and pseudo-inputs are optimised using the online variational free energy. This is absolutely central to our approach and the key difference to [9, 8] .
A.7 Why is there a non-monotonic behaviour in fig. 4 in the main text?
This occurs because at some point the GP/SGP memory window cannot cover all observed data. Some parts of the input space are then missed, leading to decreasing performance.
B Variational free energy approach for streaming sparse GP regression B.1 The variational lower bound
Let a = f (z old ) and b = f (z new ) be the function values at the pseudo-inputs before and after seeing new data. The previous posterior, q old (f ) = p(f =a |a, θ old )q(a), can be used to find the approximate likelihood given by old observations as follows,
Substituting this into the posterior that we want to target gives us:
The new posterior approximation takes the same form, but with the new pseudo-points and new hyperparameters: q new (f ) = p(f =b |b, θ new )q(b). This approximate posterior can be obtained by minimising the KL divergence,
The last equation above is obtained by noting that p(f |θ new )/p(f =b |b, θ new ) = p(b|θ new ) and
Since the KL divergence is non-negative, the second term in (12) is the negative lower bound of the approximate online log marginal likelihood, or the variational free energy, F(q new (f )). We can decompose the bound as follows,
The first two terms form the batch variational bound if the current batch is the whole training data, and the last two terms constrain the posterior to take into account the old likelihood (through the approximate posterior and the prior).
B.2 Derivation of the optimal posterior update and the collapsed bound
The aim is to find the new approximate posterior q new (f ) such that the free energy is minimised. This is achieved by setting the derivative of F and a Lagrange term 5 w.r.t. q(b) equal 0,
resulting in,
Note that we have dropped θ new from p(b|θ new ), p(a|b, θ new ) and p(f |b, θ new ) to lighten the notation. Substituting the above result into the variational free energy leads to F(q opt (f )) = − log C. We now consider the exponents in the optimal q opt (b), noting that q(a) = N (a; m a , S a ) and p(a|θ old ) = N (a; 0, K aa ), and denoting D a = (S −1
bb K bf , and
5 to ensure q(b) is normalised
= log N (y;
Putting these results back into the optimal q(b), we obtain:
The negative variational free energy, which is the lower bound of the log marginal likelihood, can also be derived,
B.3 Implementation
In this section, we provide efficient and numerical stable forms for a practical implementation of the above results.
B.3.1 The variational free energy
The first term in eq. (27) can be written as follows,
Using the matrix inversion lemma gives us,
leading to,ŷ
Note that,ŷ
and
Substituting these results back into equation eq. (27),
B.3.2 Prediction
We revisit and rewrite the optimal variational distribution, q opt (b), using its natural parameters:
The predictive covariance at some test points s is:
And the predictive mean is:
C Power-EP for streaming sparse Gaussian process regression Similar to the variational approach above, we also use a = f (z old ) and b = f (z new ) as pseudooutputs before and after seeing new data. The exact posterior upon observing new data is
In addition, we assume that the hyperparameters do not change significantly after each online update and as a result, the exact posterior can be approximated by:
We posit the following approximate posterior, which mirrors the form of the exact posterior,
where q 1 (b) and q 2 (b) are the approximate effect that q(a) p(a|θ old ) and p(y|f ) have on the posterior, respectively. Next we describe steps to obtain the closed-form expressions for the approximate factors and the approximate marginal likelihood.
C.1 q 1 (b)
The cavity and tilted distributions are:
We note that, q(a) = N (a; m a , S a ) and p(a|θ old ) = N (a; 0, K aa ), leading to:
Let Σ a = D a + αQ a . Note that:
As a result,
Since this is the contribution towards the posterior from a, it needs to match q α 1 (b) at convergence, that is,
In addition, we can compute:
Note that:
Using matrix inversion lemma gives
Using matrix determinant lemma gives
We can expand terms in logZ 1 above as follows:
which results in:
We repeat the above procedure to find q 2 (b). The cavity and tilted distributions are,
We note that, p(y|f ) = N (y; f , σ 2 y I) leading to,
Since this is the contribution towards the posterior from y, it needs to match q α (b) at convergence, that is,
In addition, we can compute,
By following the exact procedure as shown above for q 1 (b), we can obtain,
C.3 Approximate posterior
Putting the above results together gives the approximate posterior over b as follows,
and Σ y = σ 2 I + αdiagQ f , and Σ a = D a + αQ a .
C.4 Approximate marginal likelihood
The Power-EP procedure above also provides us an approximation to the marginal likelihood, which can be used to optimise the hyperparameters and the pseudo-inputs,
Note that,
a y a (112)
Therefore,
The limit as α tends to 0 is the variational free energy in eq. (27). This is achieved similar to the batch case as detailed in [13] and by further observing that as α → 0, 1 2α log |I + αD
C.5 Implementation
C.5.1 The Power-EP approximate marginal likelihood
The first term in eq. (117) can be written as follows,
. By using the matrix determinant lemma, we obtain, log |S y | = log |Kf b K
Substituting these results back into equation eq. (117),
C.5.2 Prediction
We revisit and rewrite the optimal approximate distribution, q opt (b), using its natural parameters:
The predictive covariance at some test points s is,
And, the predictive mean,
D Equivalence results
When the hyperparameters and the pseudo-inputs are fixed, α-divergence inference for streaming sparse GP regression recovers the batch solutions provided by Power-EP with the same α value. In other words, only a single pass through the data is necessary for Power-EP to converge in sparse GP regression. This result is in a similar vein to the equivalence between sequential inference and batch inference in full GP regression, when the hyperparameters are kept fixed. As an illustrative example, assume that z a = z b and θ is kept fixed, and {x 1 , y 1 } and {x 2 , y 2 } are the first and second data batches respectively. The optimal variational update gives,
where y = {y 1 , y 2 } and f = {f 1 , f 2 }. Equation (150) is exactly identical to the optimal variational approximation for the batch case of [3] , when we group all data batches into one. A similar procedure can be shown for Power-EP. We demonstrate this equivalence in fig. 6 .
In addition, in the setting where hyperparameters and the pseudo-inputs are fixed, if pseudo-points are added at each stage at the new data input locations, the method returns the true posterior and marginal likelihood. This equivalence is demonstrated in fig. 7 . 
E Extra experimental results

E.1 Hyperparameter learning on synthetic data
In this experiment, we generated several time series from GPs with known kernel hyperparameters and observation noise. We tracked the hyperparameters as the streaming algorithm learns and plot their traces in figs. 8 and 9. It could be seen that for the smaller lengthscale, we need more pseudo-points to cover the input space and to learn correct hyperparameters. Interestingly, all models including full GP regression on the entire dataset tend to learn bigger noise variances. Overall, the proposed streaming method can track and learn good hyperparameters; and if there is enough pseudo-points, this method performs comparatively to full GP on the entire dataset.
E.2 Learning and inference on a toy time series
As shown in the main text, we construct a synthetic time series to demonstrate the learning procedure as data arrives sequentially. Figures 10 and 11 show the results for non-iid and iid streaming settings respectively.
E.3 Binary classification
We consider a binary classification task on the benchmark banana dataset. In particular, we test two streaming settings, non-iid and iid, as shown in figs. 12 and 13 respectively. In all cases, the streaming algorithm performs well and reaches the performance of the batch case using a sparse variational method [5] (as shown in the right-most plots). In this section, we plot the mean marginal log-likelihood and RMSE against the number of batches for the models in the "speed versus accuracy" experiment in the main text. Fig. 14 shows the results for the time-series datasets while fig. 15 shows the results for the spatial datasets. 
