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Abstract—Within a large database G containing graphs with
labeled nodes and directed, multi-edges; how can we detect the
anomalous graphs? Most existing work are designed for plain
(unlabeled) and/or simple (unweighted) graphs. We introduce
CODETECT, the first approach that addresses the anomaly
detection task for graph databases with such complex nature.
To this end, it identifies a small representative set S of struc-
tural patterns (i.e., node-labeled network motifs) that losslessly
compress database G as concisely as possible. Graphs that do not
compress well are flagged as anomalous. CODETECT exhibits two
novel building blocks: (i) a motif-based lossless graph encoding
scheme, and (ii) fast memory-efficient search algorithms for
S. We show the effectiveness of CODETECT on transaction
graph databases from three different corporations, where existing
baselines adjusted for the task fall behind significantly, across
different types of anomalies and performance metrics.
I. INTRODUCTION
Given hundreds of thousands of annual transaction records
of a corporation, how can we identify the abnormal ones,
which may indicate entry errors or employee misconduct?
How can we spot anomalous daily email/call interactions or
software programs with bugs?
We introduce a novel anomaly detection technique called
CODETECT, for node-Labeled, Directed, Multi-graph (LDM)
databases which emerge from many applications. Our moti-
vating domain is accounting, where each transaction record is
represented by a graph in which the nodes are accounts and
directed edges reflect transactions. Account types (revenue,
expense, etc.) are depicted by (discrete) labels and separate
transactions between the same pair of accounts create edge
multiplicities. The problem is then identifying the anoma-
lous graphs within LDM graph databases. In these abstract
terms, CODETECT applies more broadly to other domains
exhibiting graph data with such complex nature, e.g., detecting
anomalous employee email graphs with job titles as labels,
call graphs with geo-tags as labels, control flow graphs with
function-calls as labels, etc. What is more, CODETECT can
handle simpler settings with any subset of the LDM properties.
Graph anomaly detection has been studied under various
non-LDM settings. Most of these work focus on detecting
anomalies within a single graph; either plain (i.e., unlabeled),
attributed (nodes exhibiting an array of (often continuous)
features), or dynamic (as the graph changes over time) [1],
[2], [3], [4], [5], [6], [7], [8] (See Table I for overview). None
of these applies to our setting, as we are to detect graph-level
anomalies within a graph database. There exist related work
for node-labeled graph databases [9], which however does not
handle multi-edges, and as we show in the experiments (Sec.
VI), cannot tackle the problem well.
Recently, general-purpose embedding/representation learn-
ing methods achieve state-of-the-art results in graph classifi-
cation tasks [10], [11], [12], [13], [14], [15]. However, they
do not tackle the anomaly detection problem per se—the
embeddings need to be fed to an off-the-shelf vector outlier
detector. Moreover, most embedding methods [10], [12], [14]
produce node embeddings; how to use those for graph-level
anomalies is unclear. Trivially aggregating, e.g., by mean
or max pooling, to obtain entire-graph embedding provides
suboptimal results [13]. Graph embedding techniques [13],
[15] as well as graph kernels [16], [17] (paired with a state-of-
the-art detector), yield poor performance as we show through
experiments (Sec. VI), possibly because embeddings capture
general patterns, leaving rare structures out, which are critical
for anomaly detection. Our main contributions are:
• Problem Formulation: Motivated by application to busi-
ness accounting, we consider the anomaly detection prob-
lem in labeled directed multi-graph (LDM) databases and
propose CODETECT; (to our knowledge) the first method
to detect anomalous graphs with such complex nature
(Sec. II). CODETECT also generally applies to simpler,
non-LDM settings. The main idea is to identify a few
representative network motifs that are used to encode the
database in a lossless fashion as succinctly as possible.
CODETECT then flags those graphs that do not compress
well under this encoding as anomalous (Sec. III).
• New Encoding & Search Algorithms: The graph encod-
ing problem is two-fold: how to encode and which motifs
to encode with. To this end, we introduce (1) new lossless
motif and graph encoding schemes (Sec. IV), and (2)
efficient search algorithms for identifying few key motifs
with a goal to minimize the total encoding cost (Sec. V).
• Real-world Application: In collaboration with industry,
we apply our proposed techniques to annual transaction
records from three different corporations, from small-
to large-scale. We show the superior performance of
CODETECT over existing baselines in detecting injected
anomalies that mimic certain known malicious schemes
in accounting. Case studies on those as well as the public
Enron email database further show the effectiveness of
CODETECT in spotting noteworthy instances (Sec. VI).
Reproducibility. All source code and public-domain data are
shared at https://bit.ly/2P0bPZQ.
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TABLE I: Comparison with popular approaches to graph
anomaly detection, in terms of distinguishing properties.
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Graph-level/graph database 4 4 4 4 4
Node-labeled graphs 4 4 4 4 4 4
Multi/Weighted edges 4 4 4 4 4
Directed edges 4 4 4 4 4 4 4 4 4
Anomaly detection 4 4 4 4 4 4 4
II. RELATED WORK
CODETECT is designed to detect anomalous graphs within
a database containing graphs with complex properties; such
as node labels and/or multi/weighted, and/or directed edges.
To our knowledge, there exists no other work for this task
that is able to handle graphs with such nature. Table I gives a
qualitative comparison to existing art, described as follows.
Graph anomaly detection has been the focus of many work
[1], [2], [4], [5], [6] (See [7] for a survey.) However, these do
not apply to detecting anomalies within a graph database, as
they are designed to find node/edge/subgraph anomalies within
a single graph. Several work for detecting anomalies among
a set or series of graphs [3], [8], [9] cannot simultaneously
handle all the graph properties that CODETECT is designed
for, such as node labels or edge weights.
Recently, a body of graph embedding methods has been
developed, able to handle graphs with complex properties [10],
[11], [12], [13], [14], [15], [18]. Those as well as graph kernels
[16], [17] produce vector representations. However, they do
not tackle anomaly detection per se. Such representations need
to be input to a certain choice of an off-the-shelf detector
to perform anomaly detection. While such representations
capture general structural patterns, we find they are not suitable
for anomaly detection as shown in the experiments.
Finally, frequent patterns and lossless compression via the
MDL principle [19] have been successfully applied to anomaly
detection [20], [21], however for regular transaction (or vector)
databases. We are the first to use motif-based lossless graph
encoding for the graph anomaly detection task.
III. PRELIMINARIES & THE PROBLEM
As input, a large set of J graphs G = {G1, . . . , GJ} is
given. Each graph Gj = (Vj , Ej , τ) is a directed, node-
labeled, multi-graph which may contain multiple edges that
have the same end nodes. τ : Vj → T is a function that
assigns labels from an alphabet T to nodes in each graph.
The number of realizations of an edge (u, v) ∈ Ej is called
its multiplicity, denoted m(u, v). (See Fig. 1(a) for example.)
Our motivating domain is business accounting, in which
each Gj corresponds to a graph representation of what-is-
called a “journal entry”: a detailed transaction record. Nodes
capture the unique accounts associated with the record, di-
rected edges the transactions between these accounts, and
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Fig. 1: (a) E.g. node-labeled multi-graph; (b) Example motif
table; 1st col. lists the motifs, 2nd col. the corresponding
codes, width depicting code length. Letters denote node labels
and same-dashed edges belong to the same motif occurrence.
node labels the financial statement (FS) account types (e.g.,
assets, liabilities, revenue, etc.). Bookkeeping data is kept as a
chronological listing (called General Ledger) of each separate
business transaction, where multiple transactions involving
same account-pairs generate multi-edges between two nodes.
Our high-level idea for finding anomalous graphs in
database G is to identify key characteristic patterns of the
data that “explain” or compress the data well, and flag those
graphs that do not exhibit such patterns as expected—simply
put, graphs that do not compress well are anomalous. More
specifically, graph patterns are substructures or subgraphs,
called motifs, which occur frequently within the input graphs.
“Explaining” the data is encoding each graph using the fre-
quent motifs that it contains. The more frequent motifs we use
for encoding, the more we can compress the data; simply by
encoding the existence of each such motif with a short code.
The goal is to find a (small) set of motifs that compresses the
data the best. Building on the Minimum Description Length
(MDL) principle [22], we aim to find a model, namely a motif
table (denoted MT ) that contains a carefully selected subset of
graph motifs, such that the total code length of (1) the model
itself plus (2) the encoding of the data using the model is as
small as possible. In other words, we are after a small model
that compresses the data the most. The two-part objective of
minimizing the total code length is given as follows.
minimize
MT⊆MT
L(MT,G) = L(MT )︸ ︷︷ ︸
model code length
+ L(G|MT )︸ ︷︷ ︸
data code length
, (1)
where MT denotes the set of all possible candidate motif
tables. The first term can be seen as a model regularizer that
penalizes using an unneccesarily large set of motifs to explain
the data. The second term is the compression length of the data
with the (selected) motifs and decomposes as L(G|MT ) =∑
j L(Gj |MT ) since individual journals are independent. The
encoding length L(Gj |MT ) is also the anomaly score for the
jth graph—the larger, the more anomalous.
As such, we have a combinatorial subset selection problem
toward optimizing Eq. (1). To this end, we address two
subproblems outlined below.
Problem 1: Our graph encoding problem is two-fold: (1)
how to encode, and (2) which motifs to encode with, or,
1) Encoding Schemes (Sec. IV): Define schemes for
(i) L(MT ); encoding the motifs in MT , and (ii)
L(Gj |MT ); encoding a graph with the given motifs; and
2) Search Algorithm (Sec. V): Derive a subset selection
algorithm for identifying a set of motifs to put in MT .
IV. ENCODING SCHEMES
MDL-encoding of a dataset with a model can be thought
to involve a Sender and a Receiver communicating over a
channel, where the Sender—who has the sole knowledge of
the data—generates a bitstring based on which the Receiver
can reconstuct the original data on their end losslessly. To
this end, the Sender first sends over the model, in our case
the motif table MT , which can be thought as a “code-book”
that establishes a certain “language” between the Sender and
the Receiver. The Sender then encodes the data instances using
the code-words in the “code-book”, in our case the graph Gj’s
using the motifs in the MT .
A. Encoding the Motif Table
The motif table MT is simply a two-column translation
table that has motifs in the first column, and a unique code-
word corresponding to each motif in the second column, as
illustrated in Fig. 1 (b). We useM to refer to the set of motifs
in MT . A motif, denoted by (lower-case) g, is a connected,
directed, node-labeled, simple graph, with possible self-loops
on the nodes. For g ∈M, codeMT (g) (or c for short) denotes
its code-word.1
To encode the motif table, the Sender encodes each indi-
vidual motif gi in MT and also sends over the code-word ci
that corresponds to gi. Afterwards, for encoding a graph with
the MT , every motif that finds an occurrence in the graph is
simply communicated through its unique code-word only.
The specific materialization of the code-words (i.e., the
bitstrings themselves) are not as important to us as their
lengths, which affect the total graph encoding length. Each
code length L(ci) depends on the number of times that gi is
used in the encoding of the graphs in G, denoted usageG(gi)—
intuitively, the more frequently a motif is used, the shorter
its code-word is; so as to achieve compression (analogous to
compressing text by assigning frequent words a short code-
word). Formally, the optimal prefix code length for gi can be
calculated through the Shannon entropy [19]:
L(ci) = |codeMT (gi)| = − log2[P (gi|G)] , (2)
where P is a probability distribution of gk ∈M for G:
P (gi|G) =
∑
Gj∈G usageGj (gi)∑
gk∈M
∑
Gj∈G usageGj (gk)
. (3)
We provide the details of how the motif usages are calcu-
lated in the next section, when we introduce graph encoding.
Next, we present how a motif gi is encoded. Let ni denote
the number of nodes it contains. (e.g., g1 in Fig. 1 (b) contains
1To ensure unique decoding, we assume prefix code(word)s, in which no
code is the prefix of another.
2MDL-optimal cost of integer k is LN(k) = log? k+log2 c; c ≈ 2.865;
log? k = log2 k+log2(log2 k)+ . . . summing only the positive terms [19].
Algorithm 1 MOTIF ENCODING
Input: Motif gi = (Vi, Ei)
Output: Encoding of gi I Note: the values after symbol . summed
over the course of the algorithm provides the total encoding
length L(gi)
1: Encode ni = |Vi|; # of nodes in gi . LN(ni)2
2: repeat
3: Pick an unmarked node v ∈ Vi at random where indeg(v) =
0 (if none exists, pick any unmarked node), and Mark v
4: procedure RECURSENODE(mid(v))
5: Encode mid(v); v’s motif-node-ID . log2(ni)
6: Encode v’s node type . log2(T )
7: Encode # of v’s out-neighbors Nout(v) . LN(outdeg(v))
8: Encode motif-node-IDs of Nout(v) . log2
(
ni
outdeg(v)
)
9: for each unmarked node u ∈ Nout(v) do
10: Mark u
11: RECURSENODE(mid(u))
12: until all nodes in Vi are marked
3 nodes.) The encoding progresses recursively in a DFS (Depth
First Search)-like fashion, as given in Algo. 1. As noted, the
encoding lengths summed over the course of the algorithm
provides L(gi), which can be explicitly written as follows:
L(gi) =LN(ni) +
∑
v∈Vi
log2(ni) + log2(T )
+ LN(outdeg(v)) + log2
(
ni
outdeg(v)
)
(4)
Overall, the total model encoding length is given as
L(MT ) = LN(T ) +
∑
gi∈MT
[
L(gi) + L(ci)
]
, (5)
where we first encode the number of unique node types,
followed by the entries (motifs and codes) in the motif table.
B. Encoding a Graph given the Motif Table
To encode a given graph Gj based on a motif table MT , we
“cover” its edges by a set of motifs in the MT . To formally
define coverage, we first introduce a few definitions.
Definition 1 (Occurrence): An occurrence (a.k.a. a match)
of a motif gi = (Vi, Ei) in a graph Gj = (Vj , Ej) is a simple
subgraph of Gj , denoted o(Gj , gi) ≡ gij = (Vij , Eij) where
Vij ⊆ Vj and Eij ⊆ Ej , which is isomorphic to gi, such that
there exists a structure- and label-preserving bijection between
node-sets Vi and Vij . Graph isomorphism is denoted gij ' gi.
Given a motif occurrence gij , we say that gij covers the
edge set Eij ⊆ Ej of Gj . The task of encoding a graph Gj
is then to cover all of its edges Ej using the motifs in MT .
Definition 2 (Cover Set): Given a graph Gj and a motif
table MT , CS(Gj ,MT ) is a set of motif occurrences so that
• If gkj ∈ CS(Gj ,MT ), then gk ∈M,
•
⋃
gkj∈CS(Gj ,MT )Ekj = Ej , and
• If gkj , glj ∈ CS(Gj ,MT ), then Ekj ∩ Elj = ∅.
We say that CS(Gj ,MT ), or CSj for short, covers Gj .
The last item enforces the motif occurrences to cover non-
overlapping edges of a graph, which in turn ensures that the
coverage of a graph is always unambiguous. This is mainly a
computational choice—allowing overlaps would enable many
possible covers, where enumerating and computing all of them
would significantly increase the computational cost in the
search of a motif table (See Eq. (1)).
To encode a Gj via MT , the Sender communicates the code
of the motif associated with each occurrence in Gj’s cover set:
Gj → {codeMT (gi) | gij ∈ CS(Gj ,MT )} .
However, it is not enough for the Receiver to simply know
which collection of motifs occur in a graph in order to decode
the graph losslessly. The Sender needs to encode further
information regarding the structure of the graph. This can be
achieved by, in addition to encoding which motif occurs, also
encoding the specific graph-node-IDs that correspond to or
align with the motif-node-IDs. The motif-node-IDs of a motif
gi is simply the increasing set {1, . . . , ni}. Then, the sequence
of matching node IDs in graph Gj is simply a permutation of
ni unique values in {1, . . . , |Vj |}, which can be encoded using
Lperm(|Vj |, ni) bits, where
Lperm(|Vj |, ni) = log2(|Vj | · |Vj −1| · . . . · |Vj −ni + 1|) . (6)
Moreover, note that a motif can occur multiple times in
a graph, possibly on the same set of node IDs (due to the
input graphs being multi-graphs) as well as on different sets.
We denote the different occurrences of the same motif gi in
graph Gj’s cover set by O(gi, CSj) = 〈g(1)ij , g(2)ij , . . . , g(cij)ij 〉
where cij denotes the total count. See for example Fig. 1 where
motif g1 shown in (b) exhibits three occurrences in the graph
shown in (a), highlighted with dashed edges. Notice that two
of those occurrences are on the same set of nodes, and the
third one on a different set. (Note that occurrences can have
different yet overlapping node sets, as in this example, as long
as the edge sets are non-overlapping.) We refer to the number
of occurrences of a motif gi on the same set of nodes of
a graph Gj , say V ⊆ Vj , as its multiplicity on V , denoted
m(gi, Gj , V ). Formally,
m(gi, Gj , V ) =
∣∣{g(k)ij | V (k)ij = V }∣∣ ,where V ⊆ Vj . (7)
Having provided all necessary definitions, Algo. 2 presents
how a graph Gj is encoded. For an occurrence gkj in its
cover set, the corresponding motif gk is first communicated by
simply sending over its code-word (line 2). (Note that having
been encoded the motif table, the Receiver can translate the
code-word to a specific motif structure.) Then, the one-to-one
correspondence between the occurrence nodes Vkj and those
of the motif Vk is encoded (line 3). Next, the multiplicity of
the motif on the same set of nodes Vkj is encoded (line 4) so
as to cover as many edges of Gj with few bits. Having been
encoded, all those occurrences on Vkj are then removed from
Gj’s cover set (line 5).
Let us denote by CSj ⊆ CSj the largest subset of oc-
currences in CSj with unique node-sets, such that Vkj 6=
Vlj ,∀{gkj , glk} ∈ CSj . Then, the overall graph encoding
length for Gj is given as
Algorithm 2 GRAPH ENCODING
Input: Graph Gj , Motif table MT , CS(Gj ,MT )
Output: Encoding of Gj such that it can be decoded losslessly
1: do
2: Pick any occurrence gkj ∈ CS(Gj ,MT ) and communicate
codeMT (gk) . |codeMT (gk)| = L(codek) Eq. (2)
3: Encode matching graph-node-IDs . Lperm(|Vj |, nk) Eq. (6)
4: Encode gk’s multiplicity on Vkj . LN(m(gk, Gj , Vkj))
5: CS(Gj ,MT )← CS(Gj ,MT )\
{
glj | Vlj = Vkj
}
6: while CS(Gj ,MT ) 6= ∅
L(Gj |MT ) =
∑
gkj∈CSj
L(codek) + Lperm(|Vj |, nk)
+ LN(m(gk, Gj , Vkj)) . (8)
The usage count of a motif gi ∈M that is used to compute
its code-word length (Eq.s (2) and (3)) is defined as
usageG(gi) =
∑
Gj∈G
cij =
∑
Gj∈G
∑
gkj∈CSj
1(gkj ' gi) (9)
where 1(gkj ' gi) returns 1 if gkj is both structure- and
label-isomorphic to gi, that is if gkj is an occurrence of gi,
and 0 otherwise. The basic idea is to encode each motif
only once (as discussed in Sec. IV-A), and then to encode
occurrences of a motif in the data G by simply providing a
reference to the motif, i.e., its code-word. This way we can
achieve compression by assigning high-occurrence motifs a
short code-word, the principle behind Shannon’s entropy.
V. SEARCH ALGORITHM
Our aim is to compress as large portion of the input graphs
as possible using motifs. This goal can be restated as finding
a large set of non-overlapping motif occurrences that cover
these graphs. We set up this problem as an instance of the
Maximum Independent Set (MIS) problem on, what we call,
the occurrence graph GO. In GO, the nodes represent motif
occurrences and edges connect two occurrences that share
a common edge. MIS ensures that the occurrences in the
solution are non-overlapping (thanks to independence, no two
are incident to the same edge in GO). Moreover, it helps us
identify motifs that have large usages, i.e. number of non-
overlapping occurrences (thanks to maximality), which is asso-
ciated with shorter code length and hence better compression.
In this section, first we describe how we set up and solve
the MIS problems, which provides us with a set of candidate
motifs that can go into the MT as well as their (non-
overlapping) occurrences in input graphs. We then present a
search procedure for selecting a subset of motifs among those
candidates to minimize the total encoding length in Eq. (1).
A. Step 1: Identifying Candidate Motifs & Their Occurrences
As a first attempt, we explicitly construct a GO per input
graph and solve MIS on it. Later, we present an efficient way
for solving MIS without constructing any GO’s, which cuts
down memory requirements drastically.
1) First Attempt: Constructing GO’s Explicitly:
Occurrence Graph Construction. For each Gj ∈ G we
construct a GO = (VO, EO) as follows. For k = 3, . . . , 10,
we enlist all connected induced k-node subgraphs of Gj , each
of which corresponds to an occurrence of some k-node motif
in Gj . All those define the node set VO of GO. If any two
enlisted occurrences share at least one common edge in Gj ,
we connect their corresponding nodes in GO with an edge.
Notice that we do not explicitly enumerate all possible k-
node typed motifs and then identify their occurrences in Gj , if
any, which would be expensive due to subgraph enumeration
(esp. with many node types) and numerous graph isomorphism
tests. The above procedure yields occurrences of all existing
motifs in Gj implicitly.
Greedy MIS Solution. For the MIS problem, we employ a
greedy algorithm (Algo. 3) that sequentially selects the node
with the minimum degree to include in the solution set O. It
then removes it along with its neighbors from the graph until
GO is empty. Let degGO (v) denote the degree of node v in GO
(the initial one or the one after removing nodes from it along
the course of the algorithm), and N (v) = {u ∈ VO|(u, v) ∈
EO} be the set of v’s neighbors in GO.
Approximation ratio: The greedy algorithm
for MIS provides a ∆-approximation [23] where
∆ = maxv∈VO degGO (v). In our case ∆ could be fairly
large, e.g., in 1000s, as many occurrences overlap due to edge
multiplicities. Here we strengthen this approximation ratio to
min{∆,Γ} as follows, where Γ is around 10 in our data.
Theorem 1: For MIS on occurrence graph GO =
(VO, EO), the greedy algorithm in Algo. 3 achieves an approx-
imation ratio of min{∆,Γ} where ∆ = maxv∈VO degGO (v)
and Γ is the maximum number of edges in a motif that exists
in the occurrence graph.
Proof 1: Let MIS(GO) denote the number of nodes in the
optimal solution set for MIS on GO. We prove that
|O| ≥ 1
min{∆,Γ}MIS(GO). (10)
Let GO(v) be the vertex-induced subgraph on GO by the
vertex set Nv = {v} ∪ N (v) when node v is selected by
the greedy algorithm to include in O. GO(v) has
{
(u,w) ∈
EO|u,w ∈ Nv
}
as the set of edges. In our greedy algorithm,
when a node v is selected to the solution set O, v and all of
its current neighbors are removed from GO. Hence,
∀u, v ∈ O,Nu ∩Nv = ∅.
In other words, all the subgraphs GO(v), v ∈ O are inde-
pendent (they do not share any nodes or edges). Moreover,
since greedy algorithm runs until VO = ∅ or all the nodes are
removed from O, we also have
∪v∈ONv = VO.
Then, we can derive the following upper-bound for the
optimal solution based on the subgraphs GO(v),∀v ∈ O:
MIS(GO) ≤
∑
v∈O
MIS(GO(v)). (11)
Algorithm 3 GREEDY ALGORITHM FOR MIS
Input: Motif occurrence graph GO = (VO, EO) for graph Gj
Output: Set O ⊂ VO of independent nodes (non-overlapping
occurrences)
1: Solution set O = ∅
2: while VO 6= ∅ do
3: vmin = argminv∈VO degGO (v)
4: O := O ∪ {vmin}
5: Remove vmin and N (vmin) along with incident edges from
VO and EO accordingly
This upper-bound of MIS(GO) can easily be seen by the
fact that the optimal solution set in GO can be decomposed
into subsets where each subset is an independent set for a
subgraph GO(v), hence, it is only a feasible solution of the
MIS problem on that subgraph with larger optimal solution.
Next, we will find an upper-bound for MIS(GO(v)) and
then plug it back in Eq. 11 to derive the overall bound. There
are two different upper-bounds for MIS(GO(v)) as follows:
Upper-bound 1: Assume that EO 6= ∅, otherwise the greedy
algorithm finds the optimal solution which is VO and the
theorem automatically holds, we establish the first bound:
MIS(GO(v)) ≤ max{1, |N (v)|} = max{1, degGO (v)}
≤ max
u∈V
degGO (u) ≤ ∆ (12)
Note that ∆ is the maximum degree in the initial graph which
is always larger or equal to the maximum degree at any point
after removing nodes and edges.
Upper-bound 2: Let us consider the case that the optimal
solution for MIS on GO(v) is the subset of N (v). Note that
each node v ∈ VO is associated with an occurrence which con-
tains a set of edges in Gj , denoted by Ej(v) = {ev1, ev2, . . . },
and, u and v are neighbors if Ej(u) ∩ Ej(v) 6= ∅. More-
over, any pair of nodes u,w in the optimal independent set
solution of GO(v) satisfies Ej(u) ∩ Ej(w) = ∅. Thus, the
largest possible independent set is {u1, . . . , u|Ej(v)|} such that
Ej(ul)∩Ej(v) = {evl} (ul must be a minimal neighbor - shar-
ing a single edge between their corresponding occurrences)
and Ej(ul) ∩ Ej(uk) = ∅,∀l 6= k (every node is independent
of the others). Therefore, we derive the second upper-bound:
MIS(GO(v)) ≤ |{u1, . . . , u|Ej(v)|}| = |Ej(v)| ≤ Γ. (13)
Combining Eq.s 12 and 13 gives us a stronger upper-bound:
MIS(GO(v)) ≤ min{∆,Γ}. (14)
Plugging Eq. 14 back to Eq. 11, we obtain
MIS(GO) ≤
∑
v∈O
min{∆,Γ} = |O| ×min{∆,Γ},
⇒ |O| ≥ 1
min{∆,Γ}MIS(GO). 
Complexity analysis: Algo. 3 requires finding the node with
minimum degree (line 3) and removing nodes and incident
edges (line 5), hence, a naı¨ve implementation would have
O(|VO|2 + |EO|) time complexity; O(|VO|2) for searching
nodes with minimum degree at most |VO| times (line 3) and
O(EO) for updating node degrees (line 5). If we use a priority
heap to maintain node degrees for quick minimum search, time
complexity becomes O((|VO|+ |EO|) log |VO|); |VO| log |VO|
for constructing the heap initially and |EO| log |VO| for updat-
ing the heap every time a node and its neighbors are removed
(includes deleting the degrees for the removed nodes and
updating those of all N (v)’s neighbors).
Algo. 3 takes O(|VO|+|EO|) to store the occurrence graph.
2) Memory-Efficient Solution: MIS w/out Explicit GO:
Notice that the size of each GO can be very large due to
the combinatorial number of k-node subgraphs induced, which
demands huge memory and time. Here we present an efficient
version of the greedy algorithm that drastically cuts down the
input size to MIS. Our new algorithm leverages a property
stated as follows.
Property 1 (Occurrence Degree Equality): The nodes in the
occurrence graph GO of Gj that correspond to occurrences
that are enlisted based on subgraphs induced on the same node
set in Gj have exactly the same degree.
Let us introduce a new definition called simple occurrence.
A simple occurrence sgij = (Vij , Eij) is a simple subgraph
without the edge multiplicities of Gj that is isomorphic to
a motif. Let {sg1j , sg2j , . . . , sgtj} be the set of all simple
occurrences in Gj . Note that two simple occurrences may
correspond to the same motif.
Recall that the greedy algorithm only requires the node
degrees in GO. Since all the nodes corresponding to occur-
rences that “spring out” of a simple occurrence have the same
degree (Property 1), we simply use the simple occurrence as
a “compound node” in place of all those degree-equivalent
occurrences.3 As such, the nodes in GO now correspond to
simple occurrences only. The degree of each node (say, sgij)
is calculated as follows.
degGO (sgij) =
∏
(u,v)∈Eij
m(u, v)−
[ ∏
(u,v)∈Eij
(
m(u, v)− 1)]
− 1 +
∑
{sglj |Elj∩Eij 6=∅}
( ∏
(u,v)∈Elj\Eij
m(u, v)
)
×
( ∏
(u,v)∈Elj∩Eij
m(u, v)−
∏
(u,v)∈Elj∩Eij
(
m(u, v)− 1)), (15)
where m(u, v) is the multiplicity of edge (u, v) in Gj . The
first line of Eq. (15) depicts the “internal degree” among the
degree-equivalent occurrences that originate from sgij . The
rest captures the “external degree” to other occurrences that
have an overlapping edge.
Memory-Efficient Greedy MIS Solution. The detailed steps
of our memory-efficient greedy MIS algorithm is given in
Algo. 4. We first calculate degrees of all simple occurrences
(line 2) and then sequentially select the one with the minimum
degree, denoted sgi∗j , included in the solution list S (lines 5,
6). To account for this selection, we decrease multiplicities of
all its edges (u, v) ∈ Ei∗j by 1 (line 7) and recalculate the
degrees of simple occurrences that overlap with sgi∗j (lines 8-
12). If one of those simple occurrences that has an intersecting
3Given sgij , the number of its degree-equivalent occurrences in Gj is
the product of edge multiplicities m(u, v) for (u, v) ∈ Eij .
Algorithm 4 MEMORY-EFFICIENT GREEDY MIS
Input: Simple occurrences sg1j , . . . , sgtj , edge multiplicities in Gj
Output: A list S of simple occurrences
1: S = ∅
2: Calculate degrees of all simple occurrences degGO (sgij), ∀i =
1 . . . t using Eq. (15)
3: degmax = maxi=1...t degGO (sgij)
4: while ∃i ∈ {1 . . . t} s.t. degGO (sgij) < degmax + 1 do
5: i∗ = argmini∈{1...t} degGO (sgij)
6: S = S ∪ {sgi∗j}
7: m((u, v)) = m((u, v))− 1 , ∀(u, v) ∈ Ei∗j
8: for l = 1 . . . t, Elj ∩ Ei∗j 6= ∅ do
9: if m((u, v)) > 0 ∀(u, v) ∈ Elj then
10: Recalculate degGO (sglj) using Eq. (15)
11: else
12: degGO (sglj) = degmax + 1
edge set with that of sgi∗j contains at least one edge with
multiplicity equal to 0 (due to decreasing edge multiplicities in
line 7), a special value of degmax+1 (line 3) is assigned as its
degree. This is to signify that this compound node contains no
more occurrences, and it is not to be considered in subsequent
iterations (line 4).
Notice that we need not even construct an occurrence graph
in Algo. 4, which directly operates on the set of simple
occurrences in Gj , computing and updating degrees based
on Eq. (15). Note that the same simple occurrence could
be picked more than once by the algorithm. The number of
times a simple occurrence appears in S is exactly the number
of non-overlapping occurrences that spring out of it and get
selected by Algo. 3 on GO. As such O and S have the same
cardinality and each motif has the same number of occurrences
and simple occurrences in O and S, respectively. As we need
the number of times each motif is used in the cover set of a
graph (i.e., its usage), both solutions are equivalent.
Complexity analysis: Calculating degGO (sgij) of a simple
occurrence takes O(t·Γ), as Eq. (15) requires all t intersecting
simple occurrences {sglj | Elj ∩Eij 6= ∅} where intersection
can be done in O(Γ), the maximum number of edges in a
motif. Thus, Algo. 4 requires O(t2·Γ) for line 2 to calculate all
degrees. Within the while loop (lines 4-12), the total number
of degree recalculations (line 10) is bounded by O(t · Γ ·
max(u,v)∈Ej m((u, v))) since each simple occurrence gets re-
calculated for at most Γ·max(u,v)∈Ej m((u, v)) times. Finding
the intersecting simple occurrences (line 8) is (t ·Γ). Overall,
Algo. 4 time complexity is O(t2 · Γ2 ·max(u,v)∈Ej m(u, v)).
The space complexity of Algo. 4 is O(t · Γ + |Ej |), for
t simple occurrences with at most Γ edges each, plus input
edge multiplicities. Note that this is significantly smaller than
the space complexity of Algo. 3, i.e. O(|VO| + |EO|), since
t  |VO| and |Ej |  |EO|. Our empirical measurements on
our SH dataset (see Table II in Sec. VI for details) in Fig. 2
show that |VO| is up to 9 orders of magnitude larger than t.
3) Weighted Maximum Independent Set (WMIS):
A motivation leading to our MIS formulation is to cover
as much of each input graph as possible using motifs. The
amount of coverage by an occurrence of a motif can be
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Fig. 2: #occurrences (|VO|) and #simple occurrences (t) for
top-100 graphs in SH database with highest #occurrences.
translated into the number of edges it contains. This suggests
a weighted version of the maximum independent set problem,
denoted WMIS, where we set the weight of an occurrence,
i.e., node in GO, to be the number of edges in the motif it
corresponds to. Then, the goal is to maximize the total weight
of the non-overlapping occurrences in the WMIS solution.
Greedy WMIS Solution. For the weighted version of MIS,
we also have a greedy algorithm with the same approximation
ratio as the unweighted one. The only difference from Algo. 3
is the selection of node vmin to remove (line 3). Let wv denote
the weight of node v in GO. Then,
vmin = arg max
v∈VO
wv
min{wv,degGO (v)} ·maxu∈N (v) wu
(16)
Intuitively, Eq. (16) prefers selecting large-weight nodes (to
maximize total weight), but those that do not have too many
large-weight neighbors in the GO, which cannot be selected.
Theorem 2: For WMIS on weighted occurrence graph
GO = (VO, EO,W ) where wv ∈ W is the weight of
node v ∈ VO, the greedy algorithm in Algo. 3 with node
selection criterion in Eq. (16) achieves an approximation ratio
of min{∆,Γ} where Γ = maxv∈VO wv is the maximum
number of edges in a motif.
Proof 2: The proof is similar to that of Theorem 1 with the
key realization that the total weight of the optimal solution
set of WMIS on subgraph GO(v) is upper-bounded by
min{wv,degGO (v)} · maxu∈N (v) wu and when a node v is
selected from GO by the greedy algorithm, due to the selection
condition, we have,
wv
min{wv,degGO (v)} ·maxu∈N (v) wu
≥ wv∗
min{wv∗ ,degGO (v∗)} ·maxu∈N(v∗) wu
≥ 1
min{wv∗ ,degGO (v∗)}
≥ 1
min{∆,Γ} , (17)
where v∗ = maxu∈VO wu, then ∀u ∈ N (v∗), wv∗ ≥ wu. 
Memory-efficient Greedy WMIS Solution. Similar to
the unweighted case, we can derive a memory-efficient greedy
algorithm for WMIS since Property 1 holds for both degree
degGO (v) and wv—the two core components in selecting
nodes (Eq. (16)) in greedy algorithm for WMIS—since all
occurrences that spring out of the same simple occurrence have
the same number of edges.
B. Step 2: Building the Motif Table
The (W )MIS solutions, Sj’s, provide us with non-
overlapping occurrences of k-node motifs (k ≥ 3) in each Gj .
Algorithm 5 MOTIF TABLE SEARCH
Input: Database G = {G1, . . . , GJ}, candidate motifs C, node
labels T , (W )MIS solution Sj ∀Gj ∈ G
Output: MT containing set of motifs M
1: Cntj(s, d) = 0 , for j = 1 . . . J, and ∀s, d ∈ T
2: for Gj = (Vj , Ej) ∈ G do
3: for each (u, v) ∈ Ej do
4: Cntj(t(u), t(v)) := Cntj(t(u), t(v)) +m(u, v)
5: M = {(s, d)|s, d ∈ T and ∃j ∈ [1, J ] where Cntj(s, d) > 0}
6: while C 6= ∅ do
7: for g = (V,E) ∈ C do
8: for Gj ∈ G do
9: O(g, CSj) = {sg ' g|sg ∈ Sj}
10: Cntjg := Cntj
11: for each (u, v) ∈ E do
12: Cntjg(t(u), t(v)):=Cntjg(t(u), t(v))−|O(g, CSj)|
13: Mg =M∪ {g}\{(s, d)|s, d ∈ T ,Cntjg(s, d) = 0 ∀j}
14: Get L(Mg,G) using O(gk, CSj) ∀gk ∈Mg s.t. nk ≥ 3
15: and usageGj (s, d) := Cntjg(s, d) ∀(s, d) ∈Mg; ∀j
16: gmin = argming∈C L(Mg,G)
17: if L(Mgmin ,G) ≤ L(M,G) then
18: M :=Mgmin , C := C\{gmin} , Cntj := Cntjgmin
19: else
20: break
The next task is to identify the subset of those motifs to include
in our motif table MT so as to minimize the total encoding
length in Eq. (1). We first define the set C of candidate motifs:
C = {g ' sg | sg ∈
⋃
j
Sj}. (18)
We start with encoding the graphs in G using the simplest
code table that contains only the 2-node motifs. This code
table, with optimal code lengths for database G, is called
the Standard Code Table, denoted by SMT . It provides the
optimal encoding of G when nothing more is known than the
frequencies of typed edges (equal to usages of the correspond-
ing 2-node motifs), which are assumed to be fully independent.
As such, SMT does not yield a good compression of the data
but provides a practical bound.
To find a better code table, we use the best-first greedy
strategy: Starting with MT := SMT , we try adding each
of the candidate motifs in C one at a time. Then, we pick
the ‘best’ one that leads to the largest reduction in the total
encoding length. We repeat this process with the remaining
candidates until no addition leads to a better compression or
all candidates are included in the MT , in which case the
algorithm quits.
The details are given in Algo. 5. We first calculate the usage
of 2-node motifs per Gj (lines 1-4), and set up the SMT
accordingly (line 5). For each candidate motif g ∈ C (line
7) and each Gj (line 8) we can identify the occurrences of
g in Gj’s cover set, O(g, CSj), which is equivalent to the
simple occurrences selected by Algo. 4 that are isomorphic
to g (line 9). When we insert a g into MT , usage of some
2-node motifs, specifically those that correspond to the typed
edges of g, decreases by |O(g, CSj)|; the usage of g in Gj’s
encoding (lines 10-12). Note that the usage of (k ≥ 3)-node
motifs already in the MT do not get affected, since their
occurrences in each Sj , which we use to cover Gj , do not
overlap; i.e., their uses in covering a graph are independent.
As such, updating usages when we insert a new motif to MT
is quite efficient. Having inserted g and updated usages, we
remove 2-node motifs that reduce to zero usage from MT
(line 13), and compute the total encoding length with the
resulting MT (lines 14-15). The rest of the algorithm (lines
16-20) picks the ‘best’ g to actually insert that leads to the
largest savings, if any, or otherwise quits.
VI. EXPERIMENTS
Datasets. Our work is initiated by a collaboration with
industry, and CODETECT is evaluated on large real-world
datasets containing all transactions of 2016 (tens to hundreds
of thousands transaction graphs) from 3 different companies,
anonymously SH, HW, and KD (proprietary) summarized in
Table II. These do not come with ground truth anomalies.
For quantitative evaluation, our expert collaborators inject two
types of anomalies into each dataset based on domain knowl-
edge (Sec. VI-A), and also qualitatively verify the detected
anomalies from an accounting perspective (Sec. VI-B).
We also study the public Enron database [6], consisting
of daily email graphs of its 151 employees over 3 years
surrounding the financial scandal. Nodes depict employee
email addresses and edges indicate email exchanges. Each
node is labeled with the employee’s department (Energy Op-
erations, Regulatory and Government Affairs, etc.) and edge
multiplicity denotes the number of emails exchanged.
TABLE II: Summary of real-world datasets.
Name #Graphs #Types #Nodes #Multi-edges
SH 38,122 11 [2, 25] [1, 782]
HW 90,274 11 [2, 25] [1, 897]
KD 152,105 10 [2, 91] [1, 1774]
ENRON 1,139 16 [2, 87] [1, 1356]
A. Anomaly Detection Performance
We show that CODETECT is substantially better in detect-
ing graph anomalies as compared to a list of baselines across
various performance measures. The anomalies are injected by
domain experts, which mimic schemes related to money laun-
dering, entry error or malfeasance in accounting, specifically:
• Path injection (money-laundering-like): (i) Delete a random
edge (u, v) ∈ Ej , and (ii) Add a length- 2 or 3 path u–
w(–z)–v where at least one edge of the path is rare (i.e.,
exists in only a few Gj’s). The scheme mimics money-
laundering, where money is transferred through multiple
hops rather than directly from the source to the target.
• Type injection (entry-error or malfeasance): (i) Pick a
random node u ∈ Vj , and (ii) Replace its type t(u) with a
random type t 6= t(u). This scheme mimics either simply
an entry error (wrong account), or malfeasance that aims
to reflect larger balance on certain types of account (e.g.,
revenue) in order to deceive stakeholders.
For path injection, we choose 3% of graphs and inject
anomalous paths that replace 10% of edges (or 1 edge if 10%
of edges is less than 1). For type injection, we also choose
3% of graphs and type-perturb 10% of the nodes (or 1 node
if 10% of nodes is less than 1). We also tested with different
severity levels of injection, i.e., 30% and 50% of edges or
nodes, and observed similar results to those with 10%.
Baselines: We compare CODETECT with:
• SMT: A simplified version of CODETECT that uses the
Standard Motif Table to encode the graphs.
• SUBDUE [9]: The closest existing approach for anomaly
detection in node-labeled graph databases (See Sec. II).
Since it cannot handle multi-edges, we input the Gj’s as
simple graphs setting all the edge multiplicities to 1.
• Graph Embedding + IFOREST: We pair different graph
representation learning approaches with state-of-the-art
outlier detector IFOREST [24], as they cannot directly de-
tect anomalies. We consider the following combinations:
– Graph2Vec [13] (G2V) + IFOREST: G2V cannot han-
dle edge multiplicities, thus we set all to 1.
– Deep Graph Kernel [16] (DGK) + IFOREST
– GF + IFOREST: Graph (numerical) features (GF) in-
clude number of edges of each type-pair and number
of nodes of each type.
• ENTROPY quantifies skewness of the distribution on the
non-zero number of edges over all possible type pairs as
the anomaly score. A smaller entropy implies there exist
rare type-pairs and hence higher anomalousness.
• MULTIEDGES uses sum of edge multiplicities as anomaly
score. We tried other simple statistics, e.g., #nodes,
#edges, their sum/product, which do not perform well.
Measures: Based on the ranking of graphs by anomaly score,
we measure Precision at top-k for k = {10, 100, 1000},
and also report Area Under ROC Curve (AUC) and Average
Precision (AP) that is the area under the precision-recall curve.
1) Detection of path anomalies: We report detection
results on SH and HW datasets in Tables III and IV (per-
formance on KD is similar and omitted for brevity).
TABLE III: Detection performance of path anomalies in SH.
Method Prec@10 Prec@100 Prec@1000 AUC AP
CODETECT 1.000 0.920 0.386 0.958 0.548
SMT 0.100 0.280 0.352 0.932 0.413
SUBDUE 0.200 0.495 0.356 0.906 0.373
GF+IFOREST 0.100 0.120 0.237 0.926 0.210
G2V+IFOREST 0.800 0.750 0.308 0.886 0.383
DGK+IFOREST 0.100 0.030 0.025 0.712 0.050
ENTROPY 0.100 0.800 0.219 0.821 0.347
MULTIEDGES 0.000 0.040 0.027 0.643 0.049
TABLE IV: Detection performance of path anomalies in HW.
Method Prec@10 Prec@100 Prec@1000 AUC AP
CODETECT 0.900 0.990 0.999 0.995 0.772
SMT 0.600 0.440 0.784 0.906 0.733
SUBDUE 0.800 0.710 0.685 0.930 0.555
GF+IFOREST 0.400 0.230 0.497 0.959 0.429
G2V+IFOREST 0.000 0.100 0.819 0.824 0.380
DGK+IFOREST 0.300 0.140 0.023 0.858 0.097
ENTROPY 0.300 0.820 0.896 0.981 0.571
MULTIEDGES 0.000 0.020 0.029 0.719 0.106
CODETECT consistently outperforms all baselines by a
large margin across all performance measures in detecting path
anomalies. More specifically, CODETECT provides 16.9% im-
provement over the runner-up (underlined) on average across
all measures on SH, and 10.2% on HW. Note that the
runner-up is not the same baseline consistently across different
performance measures. Benefits of motif search is evident
looking at the superior results over SMT. G2V+IFOREST
produces decent performance w.r.t. most measures but is still
much lower than those of CODETECT.
2) Detection of type anomalies: Tables V and VI report
detection results on the two larger datasets, HW and KD
(performance on SH is similar and omitted for brevity). Note
that SUBDUE and G2V+IFOREST failed to complete within 5
days on KD, thus their results are absent in Table VI.
TABLE V: Detection performance of type anomalies in HW.
Method Prec@10 Prec@100 Prec@1000 AUC AP
CODETECT 0.800 0.720 0.709 0.918 0.359
SMT 0.000 0.100 0.174 0.883 0.192
SUBDUE 0.800 0.710 0.685 0.920 0.555
GF+IFOREST 0.200 0.080 0.027 0.832 0.092
G2V+IFOREST 0.000 0.030 0.030 0.499 0.030
DGK+IFOREST 0.100 0.030 0.038 0.801 0.074
ENTROPY 0.100 0.030 0.117 0.623 0.062
MULTIEDGES 0.000 0.020 0.032 0.505 0.030
TABLE VI: Detection performance of type anomalies in KD.
Method Prec@10 Prec@100 Prec@1000 AUC AP
CODETECT 0.800 0.940 0.863 0.716 0.403
SMT 0.200 0.190 0.122 0.715 0.082
SUBDUE − − − − −
GF+IFOREST 0.300 0.060 0.038 0.650 0.053
G2V+IFOREST − − − − −
DGK+IFOREST 0.100 0.090 0.068 0.644 0.061
ENTROPY 0.400 0.240 0.130 0.541 0.040
MULTIEDGES 0.000 0.040 0.035 0.498 0.030
In general, we observe similar performance advantage of
CODETECT over the baselines for type anomalies. The ex-
ception is SUBDUE which performs comparably, and appears
to suit better for type anomalies, potentially because changing
node labels disrupts structure more than the addition of a few
short isolate paths. SUBDUE however does not scale to KD,
and the runner-up on this dataset performs significantly worse.
B. Case Studies
Case 1 - Anomalous transaction records: The original
accounting databases we are provided with by our industry
partner do not contain any ground truth labels. Nevertheless,
they beg the question of whether CODETECT unearths any
dubious journal entries that would raise an eyebrow from an
economic bookkeeping perspective. In collaboration with their
accounting experts, we analyze the top 20 cases as ranked by
CODETECT. Due to space limit, we elaborate on one case
study from each dataset/corporation as follows.
In SH, we detect a graph with a large encoding length yet
relatively few (27) multi-edges, as shown in Fig. 3, consisting
of several small disconnected components. In accounting terms
the transaction is extremely complicated, likely the result of
a (quite rare) “business restructuring” event. In this single
journal entry there exist many independent simple entries,
involving only one or two operating-expense (OE) accounts,
while other edges arise from compound entries (involving
more than three accounts). This event involves reversals (back
to prepaid expenses) as well as re-classification of previ-
ously booked expenses. The fact that all these bookings are
recorded within a single entry leaves room for manipulation of
economic performance and mis-reporting via re-classification,
which deserves an audit for careful re-examination.
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Fig. 3: Anomalous graph in SH.
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Fig. 4: (left) A rare motif, (right) Anomalous graph in HW.
In Fig. 4 (left) we show a motif with sole usage of 1
in the dataset, which is used to cover an anomalous graph
(right) in HW. Edge NGL (non-operating gains&losses) to
C (cash) depicts an unrealized foreign exchange gain and
is quite unusual from an economic bookkeeping perspec-
tive. This is because, by definition, unrealized gains and
losses do not involve cash. Therefore, proper booking of the
creation or relinquishment of such gains or losses should
not involve cash accounts. Another peculiarity is the three
separate disconnected components, each of which represents
very distinct economic transactions: one on a bank charge
related to a security deposit, one on health-care and travel-
related foreign-currency business expense (these two are short-
term activities), and a third one on some on-going construction
(long-term in nature). It is questionable why these diverse
transactions are grouped into a single journal. Finally, the
on-going construction portion involves reclassifying a long-
term asset into a suspense account, which requires follow-up
attention and final resolution.
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Fig. 6: (left) A
rare motif, (right)
Anomalous graph
in KD.
Finally, the anomalous journal entry
from KD involves the motif shown in
Fig. 6 (left) where the corresponding
graph is the exact motif with multiplic-
ity 1 shown on the (right). This motif
has sole usage of 1 in the dataset and
is odd from an accounting perspective.
Economically, it represents giving up an
existing machine, which is a long-term
operating asset (LOA), in order to reduce
a payable or an outstanding short-term
operating liability (SOL) owed to a vendor. Typically one
would sell the machine and get cash to payoff the vendor
with some gains or losses. We also note that the MT does
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E1 Dec 13, 2000 Enron announces that president and COO Jeffrey Skilling will take over as chief executive in February.
E2 May 23, 2001 Enron completes its 1,000,000-th transaction via Enron Online.
E3 Sep 26, 2001 Employee Meeting. Kenneth Lay tells employees: Enron stock is an “incredible bargain” and “Third quarter is looking great.”
E4 Oct 24-29, 2001 Enron sacks Andrew Fastow. In vain Lay calls chairman of the Fed and the Treasury and Commerce secretaries to solicit help.
E5 Nov 9, 2001 Dynegy agrees to buy Enron for about $9 billion in stock and cash.
E6 Jan 10, 2002 DOJ confirms criminal investigation begun. Arthur Andersen announces employees in Houston Division had destroyed documents.
E7 Jan 30, 2002 Enron names Stephen F. Cooper new CEO.
E8 Feb 07, 2002 A. Fastow invokes the Fifth Amendment before Congress; J. Skilling testifies he knew of no wrongdoing at Enron when he resigned.
Fig. 5: Code lengths of ENRON’s daily email exchange graphs. Large values coincide with key events of the financial scandal.
not contain the 2-node motif LOA→SOL. The fact that it only
shows up once, within single-usage motif, makes it suspicious.
Besides the quantitative evidence on detection performance,
these case studies provide qualitative evidence to the effec-
tiveness of CODETECT in identifying anomalies of interest
in accounting terms, worthy of auditing and re-examination.
Case 2 - Enron scandal: We study the correlation between
CODETECT’s anomaly scores of the daily email exchange
graphs and the major events in Enron’s timeline. Fig. 5 shows
that days with large anomaly scores mark drastic discontinu-
ities in time, which coincide with important events related to
the financial scandal4. It is also noteworthy that the anomaly
scores follow an increasing trend over days, capturing the
escalation of events up to key personnel testifying in front
of Congressional committees.
VII. CONCLUSION
We introduced CODETECT, (to our knowledge) the first
graph-level anomaly detection method for node-labeled multi-
graph databases. The key idea is to identify key network
motifs that encode the database concisely and employ com-
pression length as anomaly score. To this end, we presented
(1) novel lossless encoding schemes and (2) efficient search
algorithms. Experiments on transaction databases from three
different corporations quantitatively showed that CODETECT
significantly outperforms the baselines adjusted for the task
across datasets and performance metrics. Case studies, in-
cluding the Enron database, presented qualitative evidence to
CODETECT’s effectiveness in spotting noteworthy instances.
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