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SINGULAR LAGRANGIAN SYSTEMS AND VARIATIONAL
CONSTRAINED MECHANICS ON LIE ALGEBROIDS
D. IGLESIAS, J. C. MARRERO, D. MARTI´N DE DIEGO, AND D. SOSA
Abstract. The purpose of this paper is describe Lagrangian Mechanics for
constrained systems on Lie algebroids, a natural framework which covers a
wide range of situations (systems on Lie groups, quotients by the action of
a Lie group, standard tangent bundles...). In particular, we are interested in
two cases: singular Lagrangian systems and vakonomic mechanics (varia-
tional constrained mechanics). Several examples illustrate the interest of these
developments.
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1. Introduction
There is a vast literature around the Lagrangian formalism in mechanics justified
by the central role played by these systems in the foundations of modern mathema-
tics and physics. In some interesting systems some problems often arise due to their
singular nature that give rise to the presence of constraints manifesting that the
evolution problem is not well posed (internal constraints). Constraints can also
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manifest a priori restrictions on the states of the system which are often imposed
either by physical arguments or by external conditions (external constraints).
Both cases are of considerable importance.
Systems with internal constraints are quite interesting since many dynamical
systems are given in terms of non-symplectic forms instead of the more habitual
symplectic ones. The more frequent case appears in the Lagrangian formalism of
singular mechanical systems which are a commonplace in many physical theories
(as in Yang-Mills theories, gravitation, etc). Also, in systems that appears as a limit
(as in Chern-Simons lagrangians); for instance consider the following lagrangian
L =
1
2
mi(q˙
i)2 + eAi(q)q˙
i − V (q)
in the limit mi → 0 for some i. In other cases, it is necessary work with a new
singular lagrangian in a extended space since the original lagrangian is “ill defined”
(only locally defined on the original space), as it happens for the electron monopole
system (see [16]).
Another motivation for the present work is the study of lagrangian systems sub-
jected to external constraints (holonomic and nonholonomic) [3]. These systems
have a wide application in many different areas: engineering, optimal control the-
ory, mathematical economics (growth economic theory), subriemannian geometry,
motion of microorganisms, etc.
Constrained variational calculus have a rich geometric structure. Many of these
systems usually exhibit invariance under the action of a Lie group of symmetries
and they can be notably simplified using their symmetric properties by reducing
the degrees of freedom of the original system. In previous studies it is imposed a
separate study for each class of systems since the lack of a unified framework for
dealing simultaneously with all the systems.
Recent investigations have lead to a unifying geometric framework to covering
these plethora of particular situations. It is precisely the underlying structure of a
Lie algebroid on the phase space which allows a unified treatment. This idea was
first introduced by Weinstein [34] in order to define a Lagrangian formalism which
is general enough to account for the various types of systems. The geometry and
dynamics on Lie algebroids have been extensively studied during the past years. In
particular, in [27], E. Mart´ınez developed a geometric formalism of mechanics on Lie
algebroids similar to Klein’s formalism of the ordinary Lagrangian mechanics and,
more recently, a description of the Hamiltonian dynamics on a Lie algebroid was
given in [23, 28]. The key concept in this theory is the prolongation, TEE, of the Lie
algebroid over the fibred projection τ (for the Lagrangian formalism) and the pro-
longation, TEE∗, over the dual fibred projection τ∗ : E∗ → Q (for the Hamiltonian
formalism). See [23] for more details. Of course, when the Lie algebroid is E = TQ
we obtain that TEE = T (TQ) and TEE∗ = T (T ∗Q), recovering the classical case.
Another approach to the theory was discussed in [14]. The existence of symmetries
in these systems makes interesting to generalize the Gotay-Nester-Hinds algorithm
[13] to the case of Lie algebroids with a presymplectic section. These results are
easily extended to the case of implicit differential equations on Lie algebroids.
The second author and collaborators analyzed the case of nonholonomic me-
chanics on Lie algebroids [8]. Now, we also pretend to study singular Lagrangian
systems and vakonomic mechanics on Lie algebroids (obtained through the appli-
cation of a constrained variational principle).
The paper is organized as follows. In Section 2, we recall the notion of a Lie
algebroid and several aspects related with it. In particular, we describe the pro-
longation TEE of a Lie algebroid E over the projection τ : E → Q and how to
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use this construction to develop Lagrangian mechanics on a Lie algebroid E with
a Lagrangian function L : E → R, introducing several important objects, such as
the Lagrangian energy EL and the Cartan 2-section ωL. When the Lagrangian
function is regular (that is, ωL is nondegenerate), we have existence and unique-
ness of solutions for the Euler-Lagrange equations. However, if the Lagrangian is
singular (or degenerate) we cannot guarantee these results. Motivated by this fact,
in Section 3 we introduce a constraint algorithm for presymplectic Lie algebroids
which generalizes the well-known Gotay-Nester-Hinds algorithm. In addition, we
show that a Lie algebroid morphism which relates two presymplectic Lie algebroids
induces a relation between the two associated constraint algorithms.
In Section 4, we apply the results of Section 3 to singular Lagrangian systems
on Lie algebroids. More precisely, given a Lie algebroid τ : E → Q and a singular
Lagrangian function L : E → R, we look for a solution X of the presymplectic
system (TEE,ωL, d
T
EEEL) which is a SODE along the final constraint submanifold.
An example for an Atiyah algebroid illustrates our theory.
In Section 5, we develop a geometric description of vakonomic mechanics on Lie
algebroids. In this setting, given a Lie algebroid τ : E → Q, we have a pair (L,M)
where L is a Lagrangian function on E and M ⊆ E is a constraint submanifold.
In Section 5.1, we deduce the vakonomic equations using our constraint algorithm
and study the particular case when it stops in the first step. In this situation,
if the restriction of the presymplectic 2-section to the final constraint algebroid
is symplectic, one can introduce the vakonomic bracket, which allows us to give
the evolution of the observables. On the other hand, it is well know that classical
vakonomic systems can be obtained from a constrained variational principle. This
can also be done for vakonomic systems on Lie algebroids, as it is shown in Section
5.2. In the particular case when we do not have constraints, our approach can be
seen as the Skinner-Rusk formulation of Lagrangian Mechanics on Lie algebroids.
This is explained in Section 5.3, where we also illustrate our results with several
interesting examples: If E is the standard Lie algebroid τTQ : TQ → Q, then we
recover some well-known results (see [9]) for vakonomic systems; in the case when
E = g, a real Lie algebra of finite dimension, we are able to model a certain class
of Optimal Control problems on Lie groups (see [21, 22]); for the Atiyah algebroid,
we analyze some problems related with reduction in subriemannian geometry by
means of the non-holonomic connection [4]. Finally, we study Optimal Control on
Lie algebroids as vakonomic systems and, as an illustration of our techniques, we
find the equations of motion of the Plate-Ball system.
2. Lie algebroids
Let E be a vector bundle of rank n over a manifold Q of dimension m and
τ : E → Q be the vector bundle projection. Denote by Γ(E) the C∞(Q)-module
of sections of τ : E → Q. A Lie algebroid structure ([[·, ·]], ρ) on E is a Lie
bracket [[·, ·]] on the space Γ(E) and a bundle map ρ : E → TQ, called the anchor
map, such that if we also denote by ρ : Γ(E) → X(Q) the homomorphism of
C∞(Q)-modules induced by the anchor map, then
[[X, fY ]] = f [[X,Y ]] + ρ(X)(f)Y,
for X,Y ∈ Γ(E) and f ∈ C∞(Q). The triple (E, [[·, ·]], ρ) is called a Lie algebroid
over Q (see [25]).
If (E, [[·, ·]], ρ) is a Lie algebroid over Q, then the anchor map ρ : Γ(E) → X(Q)
is a homomorphism between the Lie algebras (Γ(E), [[·, ·]]) and (X(Q), [·, ·]).
4 D. IGLESIAS, J. C. MARRERO, D. MARTI´N DE DIEGO, AND D. SOSA
Standard examples of Lie algebroids are real Lie algebras of finite dimension and
the tangent bundle TQ of an arbitrary manifold Q.
Another example of a Lie algebroid may be constructed as follows. Let π : P → Q
be a principal bundle with structural group G. Denote by Φ : G× P → P the free
action of G on P and by TΦ : G×TP → TP the tangent action of G on TP . Then,
one may consider the quotient vector bundle τP |G : TP/G → Q = P/G and the
sections of this vector bundle may be identified with the vector fields on P which
are invariant under the action Φ. Using that every G-invariant vector field on P is
π-projectable and the fact that the standard Lie bracket on vector fields is closed
with respect to G-invariant vector fields, we can induce a Lie algebroid structure
on TP/G. The resultant Lie algebroid is called the Atiyah (gauge) algebroid
associated with the principal bundle π : P → Q (see [23, 25]).
If (E, [[·, ·]], ρ) is a Lie algebroid, one may define the differential of E, dE :
Γ(∧kE∗)→ Γ(∧k+1E∗), as follows
dEµ(X0, . . . , Xk) =
k∑
i=0
(−1)iρ(Xi)(µ(X0, . . . , X̂i, . . . , Xk))
+
∑
i<j
(−1)i+jµ([[Xi, Xj]], X0, . . . , X̂i, . . . , X̂j , . . . , Xk),
for µ ∈ Γ(∧kE∗) and X0, . . . , Xk ∈ Γ(E). It follows that (d
E)2 = 0. Moreover, if
X ∈ Γ(E), one may introduce, in a natural way, the Lie derivative with respect
to X, as the operator LEX : Γ(∧
kE∗)→ Γ(∧kE∗) given by LEX = iX ◦ d
E + dE ◦ iX .
Note that if E = TQ and X ∈ Γ(E) = X(Q) then dTQ and LTQX are the usual
differential and the usual Lie derivative with respect to X , respectively.
If we take local coordinates (xi) on Q and a local basis {eA} of sections of E,
then we have the corresponding local coordinates (xi, yA) on E, where yA(e) is
the A-th coordinate of e ∈ E in the given basis. Such coordinates determine local
functions ρiA, C
C
AB on Q which contain the local information of the Lie algebroid
structure and, accordingly, they are called the structure functions of the Lie
algebroid. They are given by
ρ(eA) = ρ
i
A
∂
∂xi
and [[eA, eB]] = C
C
ABeC .
These functions should satisfy the relations
ρjA
∂ρiB
∂xj
− ρjB
∂ρiA
∂xj
= ρiCC
C
AB,∑
cyclic(A,B,C)
(
ρiA
∂CDBC
∂xi
+ CDAFC
F
BC
)
= 0,
which are usually called the structure equations.
If f ∈ C∞(Q), we have that
dEf =
∂f
∂xi
ρiAe
A,
where {eA} is the dual basis of {eA}. On the other hand, if θ ∈ Γ(E
∗) and θ = θCe
C
it follows that
dEθ = (
∂θC
∂xi
ρiB −
1
2
θAC
A
BC)e
B ∧ eC .
In particular,
dExi = ρiAe
A, dEeA = −
1
2
CABCe
B ∧ eC .
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On the other hand, if (E, [[·, ·]], ρ) and (E′, [[·, ·]]′, ρ′) are Lie algebroids over Q
and Q′, respectively, then a morphism of vector bundles (F, f) from E to E′
Q
f ✲ Q′
τ
❄
τ ′
❄
E
F ✲ E′
is a Lie algebroid morphism if
dE((F, f)∗φ′) = (F, f)∗(dE
′
φ′), for φ′ ∈ Γ(∧k(E′)∗). (2.1)
Note that (F, f)∗φ′ is the section of the vector bundle ∧kE∗ → Q defined by
((F, f)∗φ′)x(a1, . . . , ak) = φ
′
f(x)(F (a1), . . . , F (ak)),
for x ∈ Q and a1, . . . , ak ∈ Ex. We remark that (2.1) holds if and only if
dE(g′ ◦ f) = (F, f)∗(dE
′
g′), for g′ ∈ C∞(Q′),
dE((F, f)∗α′) = (F, f)∗(dE
′
α′), for α′ ∈ Γ((E′)∗).
If (F, f) is a Lie algebroid morphism, f is an injective immersion and F|Ex :
Ex → E
′
f(x) is injective, for all x ∈ Q, then (E, [[·, ·]]E , ρE) is said to be a Lie
subalgebroid of (E′, [[·, ·]]E′ , ρE′).
If Q = Q′ and f = id : Q→ Q then, it is easy prove that the pair (F, id) is a Lie
algebroid morphism if and only if
F [[X,Y ]] = [[FX,FY ]]′, ρ′(FX) = ρ(X),
for X,Y ∈ Γ(E).
Let (E, [[·, ·]], ρ) be a Lie algebroid over a manifold Q and E∗ be the dual bundle
to E. Then, E∗ admits a linear Poisson structure {·, ·}E∗, that is,
{·, ·}E∗ : C
∞(E∗)× C∞(E∗)→ C∞(E∗)
is a R-bilinear map,
{F,G}E∗ = −{G,F}E∗ , (skew-symmetry),
{FF ′, G}E∗ = F{F
′, G}E∗ + F
′{F,G}E∗ , (the Leibniz rule),
{F, {G,H}E∗}E∗ + {G, {H,F}E∗}E∗
+{H, {F,G}E∗}E∗ = 0, (the Jacobi identity),
for F, F ′, G,H ∈ C∞(E∗) and, in addition,
P, P ′ linear functions on E∗ ⇒ {P, P ′}E∗ is a linear function on E
∗.
If (xi) are local coordinates on an open subset U of Q, {eA} is a local basis of Γ(E)
on U and F,G ∈ C∞(E∗) then the local expression of the Poisson bracket of F and
G is
{F,G}E∗ = ρ
i
A
(
∂F
∂xi
∂G
∂pA
−
∂F
∂pA
∂G
∂xi
)
− CCABpC
∂F
∂pA
∂G
∂pB
, (2.2)
where (xi, pA) are the corresponding coordinates on E
∗ (for more details, see [23]).
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2.1. The prolongation of a Lie algebroid over a fibration. Let (E, [[·, ·]], ρ)
be a Lie algebroid of rank n over a manifold Q of dimension m and π : P → Q be
a fibration, that is, a surjective submersion.
We consider the subset TEP of E × TP defined by TEP =
⋃
p∈P
TEp P , where
TEp P = {(b, v) ∈ Epi(p) × TpP | ρ(b) = (Tpπ)(v)}
and Tπ : TP → TQ is the tangent map to π.
Denote by τpi : TEP → P the map given by
τpi(b, v) = τP (v),
for (b, v) ∈ TEP, τP : TP → P being the canonical projection. Then, if m
′ is the
dimension of P , one may prove that
dim TEp P = n+m
′ −m.
Thus, we conclude that TEP is a vector bundle over P of rank n +m′ −m with
vector bundle projection τpi : TEP → P.
A section X˜ of τpi : TEP → P is said to be projectable if there exists a section
X of τ : E → Q and a vector field U on P which is π-projectable to the vector field
ρ(X) and such that X˜(p) = (X(π(p)), U(p)), for all p ∈ P . For such a projectable
section X˜, we will use the following notation X˜ ≡ (X,U). It is easy to prove that
one may choose a local basis of projectable sections of the space Γ(TEP ).
The vector bundle τpi : TEP → P admits a Lie algebroid structure ([[·, ·]]pi, ρpi).
In fact,
[[(X1, U1), (X2, U2)]]
pi = ([[X1, X2]], [U1, U2]), ρ
pi(X1, U1) = U1.
The Lie algebroid (TEP, [[·, ·]]pi , ρpi) is called the prolongation of E over π or the
E-tangent bundle to P . Note that if pr1 : T
EP → E is the canonical projection
on the first factor, then the pair (pr1, π) is a morphism between the Lie algebroids
(TEP, [[·, ·]]pi , ρpi) and (E, [[·, ·]], ρ) (for more details, see [23]).
Example 2.1. Let (E, [[·, ·]], ρ) be a Lie algebroid of rank n over a manifold Q
of dimension m and τ : E → Q be the vector bundle projection. Consider the
prolongation TEE of E over τ,
TEE = {(e, v) ∈ E × TE | ρ(e) = (Tτ)(v)}.
TEE is a Lie algebroid over E of rank 2n with Lie algebroid structure ([[·, ·]]τ , ρτ ).
If (xi) are local coordinates on an open subset U of Q and {eA} is a basis of
sections of the vector bundle τ−1(U) → U , then {XA,VA} is a basis of sections of
the vector bundle (ττ )−1(τ−1(U)) → τ−1(U), where ττ : TEE → E is the vector
bundle projection and
XA(e) = (eA(τ(e)), ρ
i
A
∂
∂xi |e
),
VA(e) = (0,
∂
∂yA |e
),
for e ∈ τ−1(U). Here, ρiA are the components of the anchor map with respect to
the basis {eA} and (x
i, yA) are the local coordinates on E induced by the local
coordinates (xi) and the basis {eA}. Using the local basis {XA,VA}, one may
introduce, in a natural way, local coordinates (xi, yA; zA, vA) on TEE. On the
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other hand, we have that
ρτ (XA) = ρ
i
A
∂
∂xi
, ρτ (VA) =
∂
∂yA
,
[[XA,XB]]
τ = CCABXC ,
[[XA,VB]]
τ = [[VA,VB]]
τ = 0,
for all A and B, CCAB being the structure functions of the Lie bracket [[·, ·]] with
respect to the basis {eA}.
The vector subbundle (TEE)V of TEE whose fibre at the point e ∈ E is
(TEe E)
V = {(0, v) ∈ E × TeE/ (Teτ)(v) = 0}
is called the vertical subbundle. Note that (TEE)V is locally generated by the
sections {VA}.
Two canonical objects on TEE are the Euler section ∆ and the vertical
endomorphism S. ∆ is the section of TEE → E locally defined by
∆ = yAVA, (2.3)
and S is the section of the vector bundle (TEE)⊗(TEE)∗ → E locally characterized
by the following conditions
SXA = VA, SVA = 0, for all A. (2.4)
Finally, a section ξ of TEE → E is said to be a second order differential
equation (SODE) on E if S(ξ) = ∆ or, alternatively, pr1(ξ(e)) = e, for all e ∈ E
(for more details, see [23]).
Example 2.2. Let (E, [[·, ·]], ρ) be a Lie algebroid of rank n over a manifold Q of
dimension m and τ∗ : E∗ → Q be the vector bundle projection of the dual bundle
E∗ to E.
We consider the prolongation TEE∗ of E over τ∗,
TEE∗ = {(e′, v) ∈ E × TE∗ | ρ(e′) = (Tτ∗)(v)}.
TEE∗ is a Lie algebroid overE∗ of rank 2n with Lie algebroid structure ([[·, ·]]τ
∗
, ρτ
∗
).
If (xi) are local coordinates on an open subset U of Q, {eA} is a basis of sections
of the vector bundle τ−1(U)→ U and {eA} is the dual basis of {eA}, then {YA,P
A}
is a basis of sections of the vector bundle (ττ
∗
)−1((τ∗)−1(U))→ (τ∗)−1(U), where
ττ
∗
: TEE∗ → E∗ is the vector bundle projection and
YA(e
∗) = (eA(τ
∗(e∗)), ρiA
∂
∂xi |e∗
),
PA(e∗) = (0,
∂
∂pA |e∗
),
for e∗ ∈ (τ∗)−1(U). Here, (xi, pA) are the local coordinates on E
∗ induced by the
local coordinates (xi) and the basis {eA} of Γ(E∗). Using the local basis {YA,P
A},
one may introduce, in a natural way, local coordinates (xi, pA;u
A, qA) on T
EE∗. If
ω∗ is a point of (ττ
∗
)−1((τ∗)−1(U)), then (xi, pA) are the coordinates of the point
ττ
∗
(ω∗) ∈ (τ∗)−1(U) and
ω∗ = uAYA(τ
τ∗(ω∗)) + qAP
A(ττ
∗
(ω∗)).
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On the other hand, we have that
ρτ
∗
(YA) = ρ
i
A
∂
∂xi
, ρτ
∗
(PA) =
∂
∂pA
,
[[YA,YB]]
τ∗ = CCABYC ,
[[YA,P
B]]τ
∗
= [[PA,PB]]τ
∗
= 0,
for all A and B. Thus, if {YA,PA} is the dual basis of {YA,P
A}, then
dT
EE∗f = ρiA
∂f
∂xi
YA +
∂f
∂pA
PA,
dT
EE∗YC = −
1
2
CCABY
A ∧ YB, dT
EE∗PC = 0,
for f ∈ C∞(E∗).
We may introduce a canonical section λE of the vector bundle (T
EE∗)∗ → E∗
as follows. If e∗ ∈ E∗ and (e˜, v) is a point of the fiber of TEE∗ over e∗, then
λE(e
∗)(e˜, v) = e∗(e˜).
λE is called the Liouville section of (T
EE∗)∗.
Now, the canonical symplectic section ΩE is the nondegenerate closed 2-
section defined by
ΩE = −d
T
EE∗λE . (2.5)
In local coordinates,
λE(x
i, pA) = pAY
A,
ΩE = Y
A ∧ PA +
1
2
CCABpCY
A ∧ YB ,
(for more details, see [23]).
2.2. Lagrangian and Hamiltonian mechanics on Lie algebroids. Given a
Lagrangian function L ∈ C∞(E) we define theCartan 1-section θL ∈ Γ((T
EE)∗),
the Cartan 2-section ωL ∈ Γ(∧
2(TEE)∗) and the Lagrangian energy EL ∈
C∞(E) as
θL = S
∗(dT
EEL), ωL = −d
T
EEθL and EL = L
T
EE
∆ L− L.
If (xi, yA) are local fibred coordinates on E, (ρiA,C
C
AB) are the corresponding local
structure functions on E and {XA,VA} is the corresponding local basis of sections
of TEE then
ωL=
∂2L
∂yA∂yB
XA ∧ VB+
1
2
(
∂2L
∂xi∂yA
ρiB −
∂2L
∂xi∂yB
ρiA +
∂L
∂yC
CCAB
)
XA ∧XB, (2.6)
EL =
∂L
∂yA
yA − L. (2.7)
From (2.3), (2.4), (2.6) and (2.7), it follows that
iSXωL = −S
∗(iXωL), i∆ωL = −S
∗(dT
EEEL), (2.8)
for X ∈ Γ(TEE).
Now, a curve t→ c(t) on E is a solution of the Euler-Lagrange equations for
L if
- c is admissible (that is, ρ(c(t)) = m˙(t), where m = τ ◦ c) and
- i(c(t),c˙(t))ωL(c(t))− d
T
EEEL(c(t)) = 0, for all t.
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If c(t) = (xi(t), yA(t)) then c is a solution of the Euler-Lagrange equations for L if
and only if
x˙i = ρiAy
A,
d
dt
( ∂L
∂yA
)
+
∂L
∂yC
CCABy
B − ρiA
∂L
∂xi
= 0. (2.9)
Note that if E is the standard Lie algebroid TQ then the above equations are
the classical Euler-Lagrange equations for L : TQ→ R.
On the other hand, the Lagrangian function L is said to be regular if ωL is a
symplectic section, that is, if ωL is regular at every point as a bilinear form. In
such a case, there exists a unique solution ξL verifying
iξLωL − d
T
EEEL = 0 . (2.10)
In addition, using (2.8), it follows that iSξLωL = i∆ωL which implies that ξL
is a sode section. Thus, the integral curves of ξL (that is, the integral curves of
the vector field ρτ (ξL)) are solutions of the Euler-Lagrange equations for L. ξL is
called the Euler-Lagrange section associated with L.
¿From (2.6), we deduce that the Lagrangian L is regular if and only if the matrix
(WAB) =
( ∂2L
∂yA∂yB
)
is regular. Moreover, the local expression of ξL is
ξL = y
AXA + f
AVA,
where the functions fA satisfy the linear equations
∂2L
∂yB∂yA
fB +
∂2L
∂xi∂yA
ρiBy
B +
∂L
∂yC
CCABy
B − ρiA
∂L
∂xi
= 0, for all A.
Another possibility is when the matrix (WAB) =
( ∂2L
∂yA∂yB
)
is non regular. This
type of lagrangians are called singular or degenerate lagrangians. In such a
case, ωL is not symplectic and Equation (2.10) has no solution, in general, and even
if it exists it will not be unique. In the next section, we will extend the classical
Gotay-Nester-Hinds algorithm [13] for presymplectic systems on Lie algebroids,
which in particular will be applied to the case of singular lagrangians in Section 4.
For an arbitrary Lagrangian function L : E → R, we introduce the Legendre
transformation associated with L as the smooth map legL : E → E
∗ defined by
legL(e)(e
′) = θL(e)(z
′),
for e, e′ ∈ Ex, where z
′ ∈ TEe E ⊆ Ex × TeE satisfies
pr1(z
′) = e′,
pr1 : T
EE → E being the restriction to TEE of the canonical projection pr1 :
E × TE → E. The map legL : E → E
∗ is well defined and its local expression is
legL(x
i, yA) = (xi,
∂L
∂yA
). (2.11)
The Legendre transformation induces a Lie algebroid morphism
T legL : T
EE → TEE∗
over legL : E → E
∗ given by
(T legL)(e, v) = (e, (T legL)(v)),
where T legL : TE → TE
∗ is the tangent map to legL : E → E
∗.
We have that (see [23])
(T legL, legL)
∗(λE) = ΘL, (T legL, legL)
∗(ΩE) = ωL. (2.12)
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On the other hand, from (2.11), it follows that the Lagrangian function L is
regular if and only if legL : E → E
∗ is a local diffeomorphism.
Next, we will assume that L is hyperregular, that is, legL : E → E
∗ is a
global diffeomorphism. Then, the pair (T legL, legL) is a Lie algebroid isomorphism.
Moreover, we may consider the Hamiltonian function H : E∗ → R defined by
H = EL ◦ leg
−1
L
and the Hamiltonian section ξH ∈ Γ(T
EE∗) which is characterized by the con-
dition
iξHΩE = d
T
EE∗H.
The integral curves of the vector field ρτ
∗
(ξH) on E
∗ satisfy the Hamilton
equations for H
dxi
dt
= ρiA
∂H
∂pA
,
dpA
dt
= −
(
ρiA
∂H
∂xi
+ CCABpC
∂H
∂pB
)
for i ∈ {1, . . . ,m} and A ∈ {1, . . . , n} (see [23]).
In addition, the Euler-Lagrange section ξL associated with L and the Hamilto-
nian section ξH are (T legL, legL)-related, that is,
ξH ◦ legL = T legL ◦ ξL.
Thus, if γ : I → E is a solution of the Euler-Lagrange equations associated
with L, then µ = legL ◦ γ : I → E
∗ is a solution of the Hamilton equations for H
and, conversely, if µ : I → E∗ is a solution of the Hamilton equations for H then
γ = leg−1L ◦ µ is a solution of the Euler-Lagrange equations for L (for more details,
see [23]).
3. Constraint algorithm and reduction for presymplectic Lie
algebroids
3.1. Constraint algorithm for presymplectic Lie algebroids. Let τ : E → Q
be a Lie algebroid and suppose that Ω ∈ Γ(∧2E∗). Then, we can define the vector
bundle morphism ♭Ω : E → E
∗ (over the identity of Q) as follows
♭Ω(e) = i(e)Ω(x), for e ∈ Ex.
Now, if x ∈ Q and Fx is a subspace of Ex, we may introduce the vector subspace
F⊥x of Ex given by
F⊥x = {e ∈ Ex |Ω(x)(e, f) = 0, ∀f ∈ Fx}.
Then, using a well-known result (see, for instance, [24]), we have that
dimF⊥x = dimEx − dimFx + dim(E
⊥
x ∩ Fx). (3.1)
On the other hand, if ♭Ωx = ♭Ω|Ex it is easy to prove that
♭Ωx(Fx) ⊆ (F
⊥
x )
0, (3.2)
where (F⊥x )
0 is the annihilator of the subspace F⊥x . Moreover, using (3.1), we
obtain that
dim(F⊥x )
0 = dimFx − dim(E
⊥
x ∩ Fx) = dim(♭Ωx(Fx)).
Thus, from (3.2), we deduce that
♭Ωx(Fx) = (F
⊥
x )
◦. (3.3)
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Next, we will assume that Ω is a presymplectic 2-section (dEΩ = 0) and that
α ∈ Γ(E∗) is a closed 1-section (dEα = 0). Furthermore, we will assume that the
kernel of Ω is a vector subbundle of E.
The dynamics of the presymplectic system defined by (Ω, α) is given by a section
X ∈ Γ(E) satisfying the dynamical equation
iXΩ = α . (3.4)
In general, a section X satisfying (3.4) cannot be found in all points of E. First,
we look for the points where (3.4) has sense. We define
Q1 = {x ∈ Q | ∃e ∈ Ex : i(e)Ω(x) = α(x)} = {x ∈ Q |α(x) ∈ ♭Ωx(Ex)}.
¿From (3.3), it follows that
Q1 = {x ∈ Q |α(x)(e) = 0, for all e ∈ KerΩ(x) = E
⊥
x }. (3.5)
If Q1 is an embedded submanifold of Q, then we deduce that there exists X :
Q1 → E a section of τ : E → Q along Q1 such that (3.4) holds. But ρ(X) is not,
in general, tangent to Q1. Thus, we have that to restrict to E1 = ρ
−1(TQ1). We
remark that, provided that E1 is a manifold and τ1 = τ|E1 : E1 → Q1 is a vector
bundle, τ1 : E1 → Q1 is a Lie subalgebroid of E → Q.
Now, we must consider the subset Q2 of Q1 defined by
Q2 = {x ∈ Q1 |α(x) ∈ ♭Ωx((E1)x) = ♭Ωx(ρ
−1(TxQ1))}
= {x ∈ Q1 |α(x)(e) = 0, for all e ∈ (E1)
⊥
x = (ρ
−1(TxQ1))
⊥}.
If Q2 is an embedded submanifold of Q1, then we deduce that there exists X :
Q2 → E1 a section of τ1 : E1 → Q1 along Q2 such that (3.4) holds. However,
ρ(X) is not, in general, tangent to Q2. Therefore, we have that to restrict to
E2 = ρ
−1(TQ2). As above, if τ2 = τ|E2 : E2 → Q2 is a vector bundle, it follows
that τ2 : E2 → Q2 is a Lie subalgebroid of τ1 : E1 → Q1.
Consequently, if we repeat the process, we obtain a sequence of Lie subalgebroids
(by assumption):
. . . →֒ Ek+1 →֒ Ek →֒ . . . →֒ E2 →֒ E1 →֒ E0 = E
τk+1
✻ τk✻ τ2✻ τ1✻ τ0 = τ✻
. . . →֒ Qk+1 →֒ Qk →֒ . . . →֒ Q2 →֒ Q1 →֒Q0 = Q
where
Qk+1 = {x ∈ Qk |α(x)(e) = 0, for all e ∈ (ρ
−1(TxQk))
⊥} (3.6)
and
Ek+1 = ρ
−1(TQk+1).
If there exists k ∈ N such that Qk = Qk+1, then we say that the sequence
stabilizes. In such a case, there exists a well-defined (but non necessarily unique)
dynamics on the final constraint submanifold Qf = Qk. We write
Qf = Qk+1 = Qk, Ef = Ek+1 = Ek = ρ
−1(TQk).
Then, τf = τk : Ef = Ek → Qf = Qk is a Lie subalgebroid of τ : E −→ Q (the Lie
algebroid restriction of E to Ef ). From the construction of the constraint algorithm,
we deduce that there exists a section X ∈ Γ(Ef ), verifying (3.4). Moreover, if
X ∈ Γ(Ef ) is a solution of the equation (3.4), then every arbitrary solution is of
the form X ′ = X + Y , where Y ∈ Γ(Ef ) and Y (x) ∈ kerΩ(x), for all x ∈ Qf . In
addition, if we denote by Ωf and αf the restriction of Ω and α, respectively, to the
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Lie algebroid Ef −→ Qf , we have that Ωf is a presymplectic 2-section and then
any X ∈ Γ(Ef ) verifying Equation (3.4) also satisfies
iXΩf = αf (3.7)
but, in principle, there are solutions of (3.7) which are not solutions of (3.4) since
kerΩ ∩ Ef ⊂ kerΩf .
Remark 3.1. Note that one can generalize the previous procedure to the general
setting of implicit differential equations on a Lie algebroid. More precisely, let
τ : E → Q be a Lie algebroid and S ⊂ E be a submanifold of E (not necessarily a
vector subbundle). Then, the corresponding sequence of submanifolds of E is
S0 = S
S1 = S0 ∩ ρ
−1
(
Tτ(S0)
)
...
Sk+1 = Sk ∩ ρ
−1
(
Tτ(Sk)
)
...
In our case, Sk = ρ
−1(TQk) (equivalently, Qk = τ(Sk)). ⋄
3.2. Reduction of presymplectic Lie algebroids. Let (E, [[·, ·]], ρ) and (E′, [[·, ·]]′,
ρ′) be two Lie algebroids over Q and Q′, respectively. Suppose that Ω ∈ Γ(∧2E∗)
(respectively, Ω′ ∈ Γ(∧2(E′)∗)) is a presymplectic 2-section on τ : E → Q (respec-
tively, τ ′ : E′ → Q′) and that α ∈ Γ(E∗) (respectively, α′ ∈ Γ((E′)∗)) is a closed
1-section on τ : E → Q (respectively, τ ′ : E′ → Q′). Then, we may consider the
corresponding dynamical equations
iXΩ = α, X ∈ Γ(E),
iX′Ω
′ = α′, X ′ ∈ Γ(E′).
If we apply our constraint algorithm to the first problem, we will obtain a se-
quence of Lie subalgebroids of τ : E → Q
. . . →֒ Ek+1 →֒ Ek →֒ . . . →֒ E2 →֒ E1 →֒ E0 = E
τk+1
✻ τk✻ τ2✻ τ1✻ τ0 = τ✻
. . . →֒ Qk+1 →֒ Qk →֒ . . . →֒ Q2 →֒ Q1 →֒Q0 = Q
In a similar way, if we apply our constraint algorithm to the second problem, we
will obtain a sequence of Lie subalgebroids of τ ′ : E′ → Q′
. . . →֒ E′k+1 →֒ E
′
k →֒ . . . →֒ E
′
2 →֒ E
′
1 →֒E
′
0 = E
′
τ ′k+1
✻ τ ′k
✻ τ ′2
✻ τ ′1
✻ τ ′0 = τ
′✻
. . . →֒ Q′k+1 →֒ Q
′
k →֒ . . . →֒ Q
′
2 →֒ Q
′
1 →֒Q
′
0 = Q
′
On the other hand, it is clear that the restriction Ωk (respectively, Ω′k) of Ω
(respectively, Ω′) to the Lie subalgebroid τk : Ek → Qk (respectively, τ
′
k : E
′
k → Q
′
k)
is a presymplectic section of τk : Ek → Qk (respectively, τ
′
k : E
′
k → Q
′
k). Moreover,
if αk (respectively, α
′
k) is the restriction of α (respectively, α
′) to τk : Ek → Qk
(respectively, τ ′k : E
′
k → Q
′
k), we may consider the dynamical problem
iXkΩk = αk, Xk ∈ Γ(Ek),
(respectively, iX′
k
Ω′k = α
′
k, X
′
k ∈ Γ(E
′
k)) on τk : Ek → Qk (respectively, τ
′
k : E
′
k →
Q′k).
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Now, suppose that the pair (Π, π)
Q
π ✲ Q′
τ
❄
τ ′
❄
E
Π ✲ E′
is a dynamical Lie algebroid epimorphism between E and E′. This means
that:
(i) The pair (Π, π) is a Lie algebroid morphism,
(ii) π : Q → Q′ is a surjective submersion and Π|Ex : Ex → E
′
pi(x) is a linear
epimorphism, for all x ∈ Q, and
(iii) (Π, π)∗Ω′ = Ω and (Π, π)∗α′ = α.
Then, we will see that the Lie subalgebroids in the two above sequences are
related by dynamical Lie algebroid epimorphisms. First, we will prove the result
for k = 1.
Lemma 3.2. If (Π, π) is a dynamical Lie algebroid epimorphism, we have that:
a) π(Q1) = Q
′
1 and Π(E1) = E
′
1.
b) If x1 ∈ Q1, then π
−1(π(x1)) ⊆ Q1 and Ker(Π|Ex1 ) ⊆ (E1)x1 .
c) If π1 : Q1 → Q
′
1 and Π1 : E1 → E
′
1 are the restrictions to Q1 and E1
of π : Q → Q′ and Π : E → E′, respectively, then the pair (Π1, π1) is a
dynamical Lie algebroid epimorphism.
Proof. If x ∈ Q then, using that (Π, π)∗Ω′ = Ω and the fact that Π|Ex : Ex → E
′
pi(x)
is a linear epimorphism, we deduce that
Π(KerΩ(x)) = KerΩ′(π(x)). (3.8)
Thus, from (3.5), (3.8) and since (Π, π)∗α′ = α, it follows that
π(Q1) ⊆ Q
′
1.
Conversely, if x′1 ∈ Q
′
1 and x ∈ π
−1(x′1) then, using again (3.5), (3.8) and the
fact that (Π, π)∗α′ = α, we obtain that x ∈ Q1. This proves that
Q′1 ⊆ π(Q1)
and the following result
x1 ∈ Q1 ⇒ π
−1(π(x1)) ⊆ Q1. (3.9)
Now, we will see that π1 : Q1 → Q
′
1 is a submersion.
In fact, if x1 ∈ Q1 and x
′
1 = π1(x1) then there exist an open subset U
′ of Q′,
x′1 ∈ U
′, and an smooth local section s′ : U ′ → Q of the submersion π : Q → Q′
such that s′(x′1) = x1. Note that, using (3.9), we conclude that the restriction
s′1 of s
′ to the open subset U ′1 = U
′ ∩ Q′1 of Q
′
1 takes values in Q1. Therefore,
s′1 : U
′
1 ⊆ Q
′
1 → Q1 is a smooth map, s
′
1(x
′
1) = x1 and s
′
1 ◦ π1 = Id. Consequently,
π1 : Q1 → Q
′
1 is a submersion.
Next, we will prove that
Π((E1)x1) = Π(ρ
−1(Tx1Q1)) = (ρ
′)−1(Tpi(x1)Q
′
1) = (E
′
1)pi(x1), for x1 ∈ Q1.
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Since
(ρ′ ◦Π)|Ex1 = (Tπ ◦ ρ)|Ex1 , (3.10)
it follows that
Π((E1)x1) ⊆ (E
′
1)pi(x1).
Conversely, suppose that e′1 ∈ (E
′
1)pi(x1) = (ρ
′)−1(Tpi(x1)Q
′
1). Then, we can
choose e ∈ Ex1 such that Π(e) = e
′
1. Thus, from (3.10), we have that
(Tπ)(ρ(e)) ∈ Tpi(x1)Q
′
1.
Now, using that π1 : Q1 → Q
′
1 is a submersion, we deduce that there exists
v1 ∈ Tx1Q1 such that
(Tπ)(v1) = (Tπ)(ρ(e)),
that is,
v1 − ρ(e) ∈ Tx1(π
−1(π(x1))) ⊆ Tx1Q1.
Therefore, ρ(e) ∈ Tx1Q1 and
e ∈ ρ−1(Tx1Q1) = (E1)x1 .
On the other hand, if e ∈ Ker(Π|Ex1 ), then
0 = Π(e) ∈ (E′1)pi(x1),
and, proceeding as above, we conclude that e ∈ (E1)x1 .
Finally, using that the pair (Π, π) is a dynamical Lie algebroid epimorphism, we
obtain that the pair (Π1, π1) is also a dynamical Lie algebroid epimorphism.

Next, we will prove the following theorem.
Theorem 3.3. Let (Π, π) be a dynamical Lie algebroid epimorphism between E
and E′. Then, we have that:
(i) π(Qk) = Q
′
k and Π(Ek) = E
′
k, for all k.
(ii) If xk ∈ Qk, then π
−1(π(xk)) ⊆ Qk and Ker(Π|Exk ) ⊆ (Ek)xk , for all k.
(iii) If πk : Qk → Q
′
k and Πk : Ek → E
′
k are the restrictions to Qk and Ek
of π : Q → Q′ and Π : E → E′, respectively, then the pair (Πk, πk) is a
dynamical Lie algebroid epimorphism, for all k.
Proof. The result holds for k = 0, 1. Then, we will proceed by induction.
Assume that the result holds for k ∈ {0, 1, . . . , N}. Then, we will prove it for
k = N + 1.
Note that if k ∈ {0, 1, . . . , N} and xk ∈ Qk then, using the following facts
(Π, π)∗Ω′ = Ω, Π((Ek)xk) = (E
′
k)pi(xk) and Π(Exk) = E
′
pi(xk)
,
we obtain that
Π((Ek)
⊥
xk
) = (E′k)
⊥
pi(xk)
. (3.11)
Thus, proceeding as in the proof of Lemma 3.2, we deduce the result.

We remark that the behavior of the two constraint algorithms is the same. In
fact, if we obtain a final Lie subalgebroid τf = τk : Ef = Ek → Qf = Qk for the first
problem (that is, if Qk = Qk+1) then, from Theorem 3.3, it follows that Q
′
k = Q
′
k+1
and we have a final Lie subalgebroid τ ′f = τ
′
k : E
′
f = E
′
k → Q
′
f = Q
′
k for the second
problem. Conversely, if the second constraint algorithm stops at a certain k (that
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is, Q′k = Q
′
k+1) then, using (3.6) and (3.11), we deduce that Qk = Qk+1, i.e., the
first constraint algorithm also stops at the level k.
Now, suppose that X : Qk → Ek is a section of the Lie algebroid τk : Ek → Qk
such that
iXΩ|Qk = α|Qk
and X is (Πk, πk)-projectable, i.e., there exists X
′ ∈ Γ(E′k) satisfying
X ′ ◦ πk = Πk ◦X.
Then, using that (Π, π)∗Ω′ = Ω and that (Π, π)∗α′ = α, we obtain that
iX′Ω
′
|Q′k
= α′|Q′k
.
In others words, X ′ is a solution (along Q′k) of the second dynamical problem.
Conversely, if X ′ ∈ Γ(E′k) is a solution of the dynamical equation
iX′Ω
′
|Q′k
= α′|Q′k
,
then we can choose X ∈ Γ(Ek) such that
X ′ ◦ πk = Πk ◦X
and, since (Π, π)∗Ω′ = Ω and (Π, π)∗α′ = α, we conclude that
iXΩ|Qk = α|Qk .
4. Singular Lagrangian systems on Lie algebroids
Let L : E → R be a Lagrangian function on a Lie algebroid τ : E → Q.
Denote by ωL and EL the Cartan 2-section and the Lagrangian energy, respec-
tively, associated with L. Then, ωL is not, in general, a symplectic section and,
thus, the dynamical equation
iXωL = d
T
EEEL
has not, in general, solution. Moreover, if there exists a solution of the above
equation, it is not, in general, a second order differential equation and it is not, in
general, unique.
Note that the Legendre transformation legL : E → E
∗ associated with L is not,
in general, a local diffeomorphism.
Definition 4.1. The Lagrangian function L is said to be almost regular if the
following conditions hold:
i) The subset M1 = legL(E) of E
∗ is an embedded submanifold of E∗.
ii) The map leg1 : E → M1 induced by the Legendre transformation is a
submersion with connected fibres.
In what follows, we will assume that L is an almost regular Lagrangian.
Then, we may prove the following result.
Proposition 4.2. The Lagrangian energy EL is a basic function with respect to
the submersion leg1 : E → M1, that is, there exists a Hamiltonian function H on
M1 such that
H ◦ leg1 = EL.
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Proof. Suppose that e is a point of E and that (xi, yA) are fibred local coordinates
in an open subset of E which contains to e. Then, using (2.11), we deduce that
X = λA ∂
∂yA |e
∈ TeE is vertical with respect to the submersion leg1 : E → M1 if
and only if
λA
∂2L
∂yA∂yB |e
= 0, for all B.
Thus, if X is vertical, from (2.7), it follows that
X(EL) = λ
A ∂L
∂yA |e
+ λAyB(e)
∂2L
∂yA∂yB |e
− λA
∂L
∂yA |e
= 0.
This ends the proof of the result. 
Now, since τ∗|M1 : M1 → Q is a fibration, one may consider the prolongation
TEM1 of the Lie algebroid τ : E → Q over τ
∗
|M1
or, in other words, the E-tangent
bundle to M1.
Then, the canonical symplectic section ΩE on T
EE∗ → E∗ induces a presym-
plectic section Ω1 on the Lie algebroid T
EM1 → M1. Moreover, the submersion
leg1 : E →M1 induces, in a natural way, a Lie algebroid epimorphism
T leg1 : T
EE → TEM1
(over leg1). In addition, using (2.12) and Proposition 4.2, we obtain that
(T leg1, leg1)
∗(Ω1) = ωL, (T leg1, leg1)
∗(dT
EEEL) = d
T
EM1H.
Therefore, we have proved the following result.
Proposition 4.3. The pair (T leg1, leg1) is a dynamical Lie algebroid epimor-
phism between the presymplectic Lie algebroids (TEE,ωL, d
T
EEEL) and (T
EM1,Ω1,
dT
EM1H).
The following diagram illustrates the above situation.
E
leg1 ✲ M1
❄❄
TEE
T leg1 ✲ TEM1
❅
❅
❅
❅❘
 
 
 
 ✠
Q
τ τ∗|M1
Now, we consider the following dynamical equations
iXωL = d
T
EEEL, with X ∈ Γ(T
EE) (4.1)
and
iY Ω1 = d
T
EM1H, with Y ∈ Γ(TEM1). (4.2)
In general, a section X ∈ Γ(TEE) (respectively, Y ∈ Γ(TEM1)) satisfying (4.1)
(respectively, (4.2)) can not be found in all the points of E (respectively, M1).
Thus, we must apply the general constraint algorithm developed in Section 3.1 for
an arbitrary presymplectic system.
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Assume that this algorithm stops at the level k for the first dynamical equation,
that is, there exists a Lie subalgebroid (TEE)k of T
EE over a submanifold Ek of
E and a section Xk ∈ Γ((T
EE)k) such that
(iXkωL)|Ek = (d
T
EEEL)|Ek .
Note that (TEE)k = (ρ
τ )−1(TEk), where ρ
τ : TEE → TE is the anchor map
of the Lie algebroid TEE → E. Moreover, using Proposition 4.3 and the results of
Section 3.2, we deduce that the constraint algorithm also stops at the level k for
the second equation. In fact, we have that:
(i) leg1(Ek) =Mk+1 is a submanifold of M1 and
(TEM1)k = (T leg1)((T
EE)k) = (ρ
τ∗)−1(TMk+1)
is a Lie algebroid over Mk+1, ρ
τ∗ : TEE∗ → TE∗ being the anchor map of
the Lie algebroid TEE∗ → E∗.
(ii) If ek ∈ Ek then leg
−1
1 (leg1(ek)) ⊆ Ek and Ker(Tek leg1) ⊆ (T
E
ek
E)k. Note
that, from (2.6) and (2.11), it follows that
Ker(Tek leg1) = KerωL(ek) ∩ (T
E
ek
E)V . (4.3)
(iii) If legk+1 : Ek → Mk+1 and Legk+1 : (T
EE)k → (T
EM1)k are the restric-
tions to Ek and (T
EE)k of leg1 : E = E0 → M1 and T leg1 : T
EE →
TEM1, respectively, then the pair (Legk+1, legk+1) is a dynamical Lie al-
gebroid epimorphism.
(iv) If Xk ∈ Γ((T
EE)k) is such that (iXkωL)|Ek = (d
T
EEEL)|Ek and Xk is
(Legk+1, legk+1)-projectable, i.e., there exists Yk ∈ Γ((T
EM1)k) satisfying
Yk ◦ legk+1 = Legk+1 ◦Xk,
then
(iYkΩ1)|Mk+1 = (d
T
EM1H)|Mk+1 .
(v) If Yk ∈ Γ((T
EM1)k) is a solution of the dynamical equation
(iYkΩ1)|Mk+1 = (d
T
EM1H)|Mk+1
then we can choose Xk ∈ Γ((T
EE)k) such that
Yk ◦ legk+1 = Legk+1 ◦Xk and (iXkωL)|Ek = (d
T
EEEL)|Ek .
Now, suppose that X ∈ Γ((TEE)k) is a solution of the dynamical equation
(iXωL)|Ek = (d
T
EEEL)|Ek
and that X is (Legk+1, legk+1)-projectable over Y ∈ Γ((T
EM1)k).
Then,
(iY Ω1)|Mk+1 = (d
T
EM1H)|Mk+1 . (4.4)
The following diagram illustrates the above situation.
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TEM1 ✲ M1
❄
T leg1 = Leg1
TEE ✲ E = E0
❄
leg1
(TEM1)k
✟✟✟✟✟✙
✲
✛ Y
Mk+1
❍❍❍❍❍❥
❍❍
❍❍
❍❨
(TEE)k ✲
✛ X
Ek
✟✟
✟✟
✟✯
❄ ❄
Legk+1 legk+1
If ρτk : (T
EE)k → TEk is the anchor map of the Lie algebroid (T
EE)k → Ek
then the integral curves of the vector field ρτk(X) don’t satisfy, in general, the Euler-
Lagrange equations for L. The reason is that the section X is not, in general, a
SODE along the submanifold Ek of E. In other words, X doesn’t satisfy, in general,
the equation
SX = ∆|Ek .
A solution for the above problem is given in the following theorems.
Theorem 4.4. (i) The subset SX of Ek defined by
SX = {e ∈ Ek/(SX)(e) = ∆(e)}
is a submanifold of Ek.
(ii) There exists a Lie subalgebroid AX of (TEE)k → Ek (over S
X) such that if
LegAX : A
X → (TEM1)k and legSX : S
X → Mk+1 are the restrictions of Legk+1 :
(TEE)k → (T
EM1)k and legk+1 : Ek → Mk+1 to A
X and SX , respectively, then
the pair (LegAX , legSX ) is a Lie algebroid isomorphism.
Theorem 4.5. There is a unique section ξX ∈ Γ(AX) satisfying the following
conditions
(iξXωL)|SX = (d
T
EEEL)|SX , S(ξ
X) = ∆|SX .
Theorem 4.6. If ρAX : A
X → TSX is the anchor map of the Lie algebroid AX →
SX then the integral curves of the vector field ρAX (ξ
X) on SX are solutions of the
Euler-Lagrange equations for L.
Proof of Theorem 4.4. We consider the smooth map WX : Ek → E defined by
WX(e) = pr1(X(e)),
where pr1 : T
EE → E is the restriction to TEE of the canonical projection pr1 :
E × TE → E on the first factor.
Now, we will proceed in several steps.
First step: We will prove that
SX ∩ leg−1k+1(legk+1(e)) = {WX(e)}, for all e ∈ Ek. (4.5)
If e ∈ Ek then, using (2.3), (2.6), (2.7) and the fact that
(iXωL)|Ek = (d
T
EEEL)|Ek ,
we deduce that
(SX −∆)(e) ∈ KerωL(e).
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On the other hand, it is clear that
(SX −∆)(e) ∈ (TEe E)
V .
Thus, from (4.3), we obtain that
(SX −∆)(e) ∈ Ker(Teleg1).
Therefore, if ρτ : TEE → TE is the anchor map of the Lie algebroid TEE, then
ρτ ((SX −∆)(e)) ∈ Ker(Teleg1) = Ker(Telegk+1).
This implies that X∗ = ρτ (SX − ∆|Ek) is a vector field on Ek which is vertical
with respect to the submersion legk+1 : Ek →Mk+1.
Suppose that the local expression of the section X is
X = XAXA + V
AVA. (4.6)
Then,
SX −∆ = (XA − yA)VA and X
∗ = (XA − yA)
∂
∂yA
. (4.7)
Moreover, sinceX is (Legk+1, legk+1)-projectable, the functionsX
A are constant
on the fibres of legk+1. Consequently, if e ≡ (x
i
0, y
A
0 ) ∈ Ek, it follows that the
integral curve of X∗ over the point e is
s 7→ σ(s) ≡ (xi0, X
A + e−s(yA0 −X
A)).
In particular,
σ(s) ≡ (xi0, X
A + e−s(yA0 −X
A)) ∈ leg−1k+1(legk+1(e)), for all s ∈ R,
which implies that
lim
s→∞
σ(s) ≡ (xi0, X
A) ∈ leg−1k+1(legk+1(e)).
Now, from (4.6), we have that
WX(e) = pr1(X(e)) ≡ (x
i
0, X
A). (4.8)
In addition, using (4.7) and (4.8), one deduces that
X∗(WX(e)) = 0.
On the other hand, if e′ ∈ SX ∩ leg−1k+1(legk+1(e)) then, it is clear that
τ(e) = τ(e′)
and, thus, e′ ≡ (xi0, y
A(e′)). Furthermore, since e′ ∈ SX , we obtain that
0 = X∗(e′) = (XA − yA(e′))
∂
∂yA |e′
which implies that
e′ ≡ (xi0, X
A) ≡WX(e).
Second step: We will prove that
SX = W˜X(Mk+1),
where W˜X : Mk+1 → Ek is a section of the submersion legk+1 : Ek → Mk+1.
Therefore, SX is a submanifold of Ek and dimS
X = dimMk+1.
In fact, suppose that e, e′ ∈ Ek and
legk+1(e) = legk+1(e
′).
Then,
Legk+1(X(e)) = Y (legk+1(e)) = Y (legk+1(e
′)) = Legk+1(X(e
′)).
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Consequently,
WX(e) = pr1(X(e)) = pr1(X(e
′)) =WX(e
′).
So, we have that there exists a smooth map W˜X : Mk+1 → Ek such that the
following diagram is commutative
Ek Ek
✲
❄
legk+1
WX
Mk+1
✟✟
✟✟
✟✟
✟✯
W˜X
Moreover, using (4.5), we deduce that W˜X : Mk+1 → Ek is a section of the
submersion legk+1 : Ek →Mk+1 and
SX = W˜X(Mk+1).
Third step: We will prove the second part of the theorem.
The section W˜X :Mk+1 → Ek induces a map
TW˜X : (T
EM1)k = (ρ
τ∗)−1(TMk+1)→ (T
EE)k = (ρ
τ )−1(TEk)
in such a way that the pair (TW˜X , W˜X) is a Lie algebroid monomorphism. We will
denote by AX the image of (TEM1)k by the map TW˜X . Then, it is clear that A
X is
a Lie subalgebroid (over SX) and the pair (TW˜X , W˜X) is an isomorphism between
the Lie algebroids AX → SX and (TEM1)k →Mk+1. In fact, the inverse morphism
is the pair (LegAX , legSX ).

Proof of Theorem 4.5. We consider the section ξX ∈ Γ(AX) defined by
ξX = TW˜X ◦ Y ◦ legSX .
Using (4.4) and the fact that
LegAX ◦ ξ
X = Y ◦ legSX , (4.9)
it follows that
(iξXωL)|SX = (d
T
EEEL)|SX .
Now, from (4.9), we have that
(ξX −X)(e) ∈ Ker(Legk+1)|(TEe E)k = Ker(Teleg1), for all e ∈ S
X ,
which implies that (see (4.3))
(SξX)(e) = (SX)(e) = ∆(e), for all e ∈ SX .
Next, suppose that η is another section of the Lie algebroid AX → SX such that
(iηωL)|SX = (d
T
EEEL)|SX , Sη = ∆|SX .
Then, it is clear that
(η − ξX)(e) ∈ KerωL(e) ∩ (T
E
e E)
V , for all e ∈ SX ,
and, using (4.3), we deduce that
(η − ξX)(e) ∈ Ker(Teleg1) = Ker(Legk+1)|(TEe E)k , for all e ∈ S
X .
Thus,
LegAX ((η − ξ
X)(e)) = 0
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and, since LegAX : A
X → (TEM1)k is a vector bundle isomorphism, we conclude
that
η = ξX .

Proof of Theorem 4.6. The section ξX is a SODE along the submanifold SX .
Therefore, from (2.3) and (2.4), we have that the local expression of ξX is
ξX = yBXB |SX + ξ
BVB |SX . (4.10)
On the other hand, using (2.6), (2.7), (4.10) and the fact that (iξXωL)|SX =
(dT
EEEL)|SX , it follows that
ξB
∂2L
∂yA∂yB
+ yBρiB
∂2L
∂xi∂yA
+
∂L
∂yC
CCABy
B − ρiA
∂L
∂xi
= 0, for all A.
Now, the local expression of the vector field ρAX (ξ
X) on SX is
ρAX (ξ
X) = ρiBy
B ∂
∂xi
+ ξB
∂
∂yB
.
Consequently, the integral curves of ρAX (ξ
X) satisfy the following equations
dxi
dt
= ρiAy
A,
d
dt
( ∂L
∂yA
)
+
∂L
∂yC
CCABy
B − ρiA
∂L
∂xi
= 0, for all i and A,
which are the Euler-Lagrange equations for L.

Remark 4.7. If we apply the results obtained in this Section for the particular
case when the Lie algebroid E is TQ, we recover the results proved in [11, 12] for
standard singular Lagrangian systems. ⋄
Example 4.8. To illustrate the theory we will consider a variation of an example
of singular lagrangian with symmetry. This example corresponds to a mechanical
model of field theories due to Capri and Kobayashi (see [6, 7]).
Consider the lagrangian function
L =
1
2
m2
(
x˙22 + y˙
2
2
)
+ y˙2x2 − x˙2y2 − x
2
1 − y
2
1 − x
2
2 − y
2
2 .
The configuration space is Q˜ = R4 with local coordinates (x1, y1, x2, y2). Clearly,
the lagrangian is singular; in fact, since
ωL = m2dx2 ∧ dx˙2 +m2dy2 ∧ dy˙2 + 2dy2 ∧ dx2,
then
Ker ωL = span
{
∂
∂x1
,
∂
∂y1
,
∂
∂x˙1
,
∂
∂y˙1
}
.
The system is invariant by the S1 action
S1 × Q˜ −→ Q˜
(α, (x1, y1, x2, y2)) 7−→ (x1, y1, x2 cosα− y2 sinα, x2 sinα+ y2 cosα)
Note that the action of S1 on the open subset Q = R2 × (R2 − {(0, 0)}) is free and
then we may consider the reduced space Q/S1 and the Atiyah algebroid τQ|S
1 :
TQ/S1 → Q/S1. Taking polar coordinates x2 = ρ cos θ and y2 = ρ sin θ, we have
that the canonical projection π : Q→M = Q/S1 is given by
π(x1, y1, ρ, θ) = (x1, y1, ρ).
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It is clear that the Atiyah algebroid is isomorphic to the vector bundle TM×R→
M .
On the other hand, a local basis of S1-invariant vector fields onQ is { ∂∂x1 ,
∂
∂y1
, ∂∂ρ ,
∂
∂θ}. These vector fields induce a local basis of sections {e1, e2, e3, e0} of the Atiyah
algebroid τQ|S
1 : TQ/S1 →M = Q/S1. Moreover, if ([[·, ·]], ρ) is the Lie algebroid
structure on τQ|S
1 : TQ/S1 →M = Q/S1, it follows that [[ei, ej]] = 0, for all i and
j, and
ρ(e1) =
∂
∂x1
, ρ(e2) =
∂
∂y1
, ρ(e3) =
∂
∂ρ
, ρ(e0) = 0.
Now, if (x1, y1, ρ, x˙1, y˙1, ρ˙, r) are the local coordinates on TQ/S
1 induced by the
local basis {e1, e2, e3, e0}, then the reduced lagrangian is
l =
1
2
m2
(
ρ˙2 + (ρr)2
)
+ ρ2r − x21 − y
2
1 − ρ
2.
Thus, the Euler-Lagrange equations for l are:
m2ρ¨− (m2r + 2)ρr + 2ρ = 0,
m2rρ
2 + ρ2 = constant,
x1 = 0,
y1 = 0.
The local basis {e1, e2, e3, e0} of Γ(TQ/S
1) induces a local basis
{X1,X2,X3,X0,V1,V2,V3,V0}
of Γ(TTQ/S
1
(TQ/S1)). The presymplectic 2-section ωl is written as
ωl = m2X
3 ∧ V3 +m2ρ
2X0 ∧ V0 − ρ(m2r + 2)X
3 ∧ X0.
The energy function is
El =
1
2
m2
(
ρ˙2 + (ρr)2
)
+ x21 + y
2
1 + ρ
2
and
dT
TQ/S1TQ/S1El = m2ρ˙V
3 + ρ2m2rV
0 + (m2ρr
2 + 2ρ)X3 + 2x1X
1 + 2y1X
2.
Thus kerωl = {X1,X2,V1,V2} and the primary constraint submanifold E1 ⊂ E =
E0 is determined by the vanishing of the constraints functions: x1 = 0, y1 = 0.
Now ((ρτQ|S
1
)−1(TE1))
⊥ = kerωl, and therefore Ef = E1.
Any solution X ∈ (TEE)1 of the dynamical equation
(iXωl)|E1 = (d
T
TQ/S1TQ/S1El)|E1 (4.11)
is of the form:
X = ρ˙X3 + rX0 + f˜V1 + g˜V2 +
(m2r + 2)− 2ρ
m2
V3 −
2ρ˙(m2r + 1)
m2ρ
V0,
where f˜ and g˜ are arbitrary functions on E1.
The Legendre transformation legl is in this particular case:
legl(x1, y1, ρ; x˙1, y˙1, ρ˙, r) = (x1, y1, ρ; 0, 0,m2ρ˙,m2ρ
2r + ρ2)
Therefore, the submanifoldM1 = legl(TQ/S
1) of T ∗Q/S1 is defined the constraints
px1 = 0 and px2 = 0 where we choose coordinates (x1, y1, ρ; px1 , py1, pρ, pr) on
T ∗Q/S1.
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In the induced coordinates (x1, y1, ρ; pρ, pr) on M1, the hamiltonian h :M1 → R
is:
h(x1, y1, ρ; pρ, pr) =
1
2m2
p2ρ +
1
2m2ρ2
(pr − ρ
2)2 + x21 + y
2
1 + ρ
2.
Applying the constraint algorithm to the presymplectic Lie algebroid (TEM1,Ω1,
dT
EM1h) we deduce that the final constraint submanifold M2 is determined by
M2 = {(x1, y1, ρ; pρ, pr) ∈M1 | x1 = 0, y1 = 0}
where there exists a well defined solution of
(iY Ω1)|M2 = (d
T
EM1h)|M2 .
Now, we return to the lagrangian picture and we study the SODE problem.
Observe first that all the solutionsX of Equation (4.11) are (Leg2, leg2)-projectable.
Now, if we additionally impose the condition SX = ∆|E1 , that is,
ρ˙V3 + rV0 = x˙1V1 + y˙1V2 + ρ˙V3 + rV0
along E1, we obtain that the submanifold S
X ⊆ E1 is uniquely defined as
SX = {(0, 0, ρ; 0, 0, ρ˙, r) ∈ TQ/S1},
and, therefore, the section ξX is the SODE defined by:
ξX = ρ˙X3|SX + rX0|SX +
(m2r + 2)− 2ρ
m2
V3|SX −
2ρ˙(m2r + 1)
m2ρ
V0|SX .
5. Vakonomic mechanics on Lie algebroids
5.1. Vakonomic equations and vakonomic bracket. Let τ : E → Q be a
Lie algebroid of rank n over a manifold Q of dimension m and L : E → R be a
Lagrangian function on E. Moreover, let M ⊂ E be an embedded submanifold of
dimension n+m− m¯ such that τM = τ|M :M → Q is a surjective submersion.
Now, suppose that e is a point of M , τM (e) = x ∈ Q, that (x
i) are local
coordinates on an open subset U of Q, x ∈ U , and that {eA} is a local basis of
Γ(E) on U . Denote by (xi, yA) the corresponding local coordinates for E on the
open subset τ−1(U). Assume that
M ∩ τ−1(U) ≡ {(xi, yA) ∈ τ−1(U) |Φα(xi, yA) = 0, α = 1, . . . , m¯}
where Φα are the local independent constraint functions for the submanifold M .
The rank of the (m¯× (n+m))-matrix(∂Φα
∂xi
,
∂Φα
∂yA
)
is maximun, that is, m¯. On the other hand, since τM : M → Q is a submersion,
we deduce that there exists vi ∈ TeM such that (TτM )(vi) =
∂
∂xi |x
, for all i ∈
{1, . . . ,m}. Thus,
vi =
∂
∂xi |e
+ vAi
∂
∂yA |e
which implies that
∂Φα
∂xi |e
= −vAi
∂Φα
∂yA |e
, for α ∈ {1, . . . , m¯} and i ∈ {1, . . . ,m}.
Therefore, the rank of the matrix(∂Φα
∂yA |e
)
α=1,...,m¯;A=1,...,n
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is m¯. We will suppose, without the loss of generality, that the (m¯× m¯)-matrix(∂Φα
∂yB |e
)
α=1,...,m¯;B=1,...,m¯
is regular. Then, we will use the following notation
yA = (yα, ya),
for 1 ≤ A ≤ n, 1 ≤ α ≤ m¯ and m¯+ 1 ≤ a ≤ n.
Now, using the implicit function theorem, we obtain that there exist an open
subset V˜ of τ−1(U), an open subset W ⊆ Rm+n−m¯ and smooth real functions
Ψα :W → R, α = 1, . . . , m¯,
such that
M ∩ V˜ ≡ {(xi, yA) ∈ V˜ | yα = Ψα(xi, ya), α = 1, . . . , m¯}.
Consequently, (xi, ya) are local coordinates on M . We will denote by L˜ the restric-
tion of L to M .
Now, we will develop a geometric description of vakonomic mechanics on Lie
algebroids, naturally generalizing the previous results of the third author and colla-
borators [9]. Moreover, for the caseM = E we also generalize the formulation given
by Skinner and Rusk [32, 33] for singular lagrangians to general Lie algebroids.
Consider the Whitney sum of E∗ and E, E∗ ⊕E, and the canonical projections
pr1 : E
∗ ⊕ E −→ E∗ and pr2 : E
∗ ⊕ E −→ E. Now, let W0 be the submanifold
W0 = pr
−1
2 (M) = E
∗ ×Q M and the restrictions π1 = pr1|W0 and π2 = pr2|W0 .
Also denote by ν : W0 −→ Q the canonical projection. The following diagrams
illustrate the situation
E∗ ⊕ E
E∗
 
 
 ✠
❅
❅
❅❘
E
pr1 pr2
 
 
 ✠
❅
❅
❅❘
E∗ ×Q M
E∗ M
π1 π2
Next, we consider the prolongation of the Lie algebroid E over τ∗ : E∗ → Q (res-
pectively, ν : W0 → Q). We will denote this Lie algebroid by T
EE∗ (respectively,
TEW0). Moreover, we can prolong π1 : W0 → E
∗ to a morphism of Lie algebroids
Tπ1 : T
EW0 → T
EE∗ defined by Tπ1 = (Id, Tπ1).
If (xi, pA) are the local coordinates on E
∗ associated with the local basis {eA} of
Γ(E), then (xi, pA, y
a) are local coordinates for W0 and we may consider the local
basis {YA,P
A,Va} of Γ(T
EW0) defined by
YA(e
∗, eˇ) = (eA(x), ρ
i
A
∂
∂xi |e∗
, 0),
PA(e∗, eˇ) = (0,
∂
∂pA |e∗
, 0),
Va(e
∗, eˇ) = (0, 0,
∂
∂ya |eˇ
),
where (e∗, eˇ) ∈W0 and ν(e
∗, eˇ) = x. If ([[·, ·]]ν , ρν) is the Lie algebroid structure on
TEW0, we have that
[[YA,YB]]
ν = CCABYC ,
and the rest of the fundamental Lie brackets are zero. Moreover,
ρν(YA) = ρ
i
A
∂
∂xi
, ρν(PA) =
∂
∂pA
, ρν(Va) =
∂
∂ya
.
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The Pontryagin Hamiltonian HW0 is a function in W0 = E
∗ ×Q M given by
HW0(e
∗, eˇ) = 〈e∗, eˇ〉 − L˜(eˇ),
or, in local coordinates,
HW0(x
i, pA, y
a) = pay
a + pαΨ
α(xi, ya)− L˜(xi, ya) . (5.1)
Moreover, one can consider the presymplectic 2-section Ω0 = (Tπ1, π1)
∗ΩE ,
where ΩE is the canonical symplectic section on T
EE∗ defined in Equation (2.5).
In local coordinates,
Ω0 = Y
A ∧ PA +
1
2
CCABpCY
A ∧ YB . (5.2)
Therefore, we have the triple (TEW0,Ω0, d
T
EW0HW0) as a presymplectic hamil-
tonian system.
Definition 5.1. The vakonomic problem on Lie algebroids is find the solutions for
the equation
iXΩ0 = d
T
EW0HW0 , (5.3)
that is, to solve the constraint algorithm for (TEW0,Ω0, d
T
EW0HW0).
In local coordinates, we have that
dT
EW0HW0 = (pα
∂Ψα
∂xi
−
∂L˜
∂xi
)ρiAY
A +ΨαPα + y
aPa + (pa + pα
∂Ψα
∂ya
−
∂L˜
∂ya
)Va.
If we apply the constraint algorithm,
W1 = {w ∈ E
∗ ×Q M | d
T
EW0HW0(w)(Y ) = 0, ∀Y ∈ KerΩ0(w)}.
Since KerΩ0 = span{Va}, we get that W1 is locally characterized by the equations
ϕa = d
T
EW0HW0(Va) = pa + pα
∂Ψα
∂ya
−
∂L˜
∂ya
= 0,
or
pa =
∂L˜
∂ya
− pα
∂Ψα
∂ya
, m¯+ 1 ≤ a ≤ n.
Let us also look for the expression of X satisfying Eq. (5.3). A direct computation
shows that
X = yaYa +Ψ
αYα +
[( ∂L˜
∂xi
− pα
∂Ψα
∂xi
)
ρiA − y
aCBAapB −Ψ
αCBAαpB
]
PA +ΥaVa.
Therefore, the vakonomic equations are
x˙i = yaρia +Ψ
αρiα,
p˙α =
( ∂L˜
∂xi
− pβ
∂Ψβ
∂xi
)
ρiα − y
aCBαapB −Ψ
βCBαβpB,
d
dt
(
∂L˜
∂ya
− pα
∂Ψα
∂ya
)
=
( ∂L˜
∂xi
− pα
∂Ψα
∂xi
)
ρia − y
bCBabpB −Ψ
αCBaαpB.
Remark 5.2. We note that the vakonomic equations can be obtained following
a constrained variational principle. Below, we will show this variational way of
obtaining these equations (see Subsection 5.2). ⋄
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Of course, we know that there exist sections X of TEW0 along W1 satisfying
(5.3), but they may not be sections of (ρν)−1(TW1) = T
EW1, in general. Then,
following the procedure detailed in Section 3, we obtain a sequence of embedded
submanifolds
. . . →֒Wk+1 →֒Wk →֒ . . . →֒W2 →֒W1 →֒W0 = E
∗ ×Q M.
If the algorithm stabilizes, then we find a final constraint submanifoldWf on which
at least a section X ∈ Γ(TEWf ) verifies
(iXΩ0 = d
T
EW0HW0)|Wf .
As in [9], we analyze the case when Wf =W1. Consider the restriction Ω1 of Ω0
to TEW1.
Proposition 5.3. Ω1 is a symplectic section of the Lie algebroid T
EW1 if and only
if for any system of coordinates (xi, pA, y
a) on W0 we have that
det
(
∂2L˜
∂ya∂yb
− pα
∂2Ψα
∂ya∂yb
)
6= 0, for all point in W1.
Proof. It is clear that dT
EW1Ω1 = 0.
On the other hand, if w ∈ W1 then, since the elements (d
T
EW0ϕa)(w) are inde-
pendent in (TEwW0)
∗, we have that
(TEwW1)
◦ =< (dT
EW0ϕa)(w) >
(note that dim (TEwW1)
◦ = n − m¯). Moreover, using a well-known result (see, for
instance, [24]), we deduce that
dim (TEwW1)
⊥,Ω0 = dim (TEwW0)−dim (T
E
wW1)+dim (KerΩ0(w)∩T
E
wW1). (5.4)
Now, suppose that Ω1 is a nondegenerate 2-section on T
E
wW1 → W1. Then, it is
clear that
KerΩ0(w) ∩ T
E
wW1 = {0}.
Thus, the matrix (dT
EW0ϕa)(w)(Vb(w)) is regular, that is,
det
(
∂2L˜
∂ya∂yb |w
− pα(w)
∂2Ψα
∂ya∂yb |w
)
6= 0.
Conversely, assume that the matrix (dT
EW0ϕa)(w)(Vb(w)) is regular, then
KerΩ0(w) ∩ T
E
wW1 = {0}.
This implies that (see (5.4))
dim (TEwW1)
⊥,Ω0 = dim (TEwW0)− dim (T
E
wW1) = dim (KerΩ0(w)).
Therefore, since KerΩ0(w) ⊆ (T
E
wW1)
⊥,Ω0 , it follows that
KerΩ0(w) = (T
E
wW1)
⊥,Ω0 ,
and, consequently,
(TEwW1) ∩ (T
E
wW1)
⊥,Ω0 = {0},
that is, Ω1(w) is a nondegenerate 2-section. 
In what follows, we will use the following notation
Rab =
∂L˜
∂ya∂yb
− pα
∂2Ψα
∂ya∂yb
, for all a and b.
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Remark 5.4. Suppose that the submanifold M is a real vector subbundle D (over
Q) of E (note that τD = τ|D : D → M is a surjective submersion). Then, we may
consider local coordinates (xi) on an open subset U of Q and a local basis {eα, ea}
of Γ(E) on U such that {ea} is a local basis of Γ(D). Thus, if (x
i, yα, ya) are the
corresponding local coordinates on τ−1(U), we have that
τ−1D (U) = D ∩ τ
−1(U) ≡ {(xi, yα, ya) ∈ τ−1(U)/yα = 0}.
In other words, the local function Ψα is the zero function, for all α. Therefore, in
this case,
Rab =
∂2L˜
∂ya∂yb
, for all a and b.
We remark that the condition
det
(
∂2L˜
∂ya∂yb
)
6= 0
implies that the corresponding nonholonomic problem determined by the pair (L,D)
has a unique solution (see [8]). ⋄
Remark 5.5. We remark that the condition det (Rab) 6= 0 implies that the matrix(
∂ϕa
∂yb
)
a,b=m¯+1,...,n
is regular. Thus, using the implicit theorem function, we de-
duce that (xi, pA, y
a) are local coordinates for W0 on an open subset A0 ⊆ W0 in
such a way that there exist an open subset W˜ ⊆ Rm+n and smooth real functions
µa : W˜ → R, a = m¯+ 1, . . . , n,
such that
W1 ∩ A0 = {(x
i, pA, y
a) ∈ A0/y
a = µa(xi, pA), a = m¯+ 1, . . . , n}. (5.5)
Therefore, a local basis of Γ(TEW1) is given by
{YA1 = (YA + ρ
i
A
∂µa
∂xi
Va)|W1 ,P
A
1 = (P
A +
∂µa
∂pA
Va)|W1}.
This implies that
{YA1,P
A
1 , (Va)|W1}
is a local basis of Γ(TEW1W0). Note that, from (5.5), it follows that (x
i, pA) are
local coordinates on W1. Moreover, if ν1 :W1 → Q is the canonical projection and
([[·, ·]]ν1 , ρν1) is the Lie algebroid structure on TEW1 →W1, we have that
[[YA1,YB1]]
ν1 = CCABYC1
and the rest of the fundamental Lie brackets are zero. In addition,
ρν1(YA1) = ρ
i
A
∂
∂xi
, ρν1(PA1 ) =
∂
∂pA
. (5.6)
⋄
Now, we will prove the following result.
Theorem 5.6. If Ω1 is a symplectic 2-section on the Lie algebroid T
EW1 → W1
then there exists a unique section ξ1 of T
EW1 → W1 whose integral curves are
solutions of the vakonomic equations for the system (L,M). In fact, if HW1 is the
restriction to W1 of the Pontryagin Hamiltonian HW0 , then ξ1 is the Hamiltonian
section of HW1 with respect to the symplectic section Ω1, that is,
iξ1Ω1 = d
T
EW1HW1 .
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Proof. We have that (see (5.1))
(dT
EW0HW0)(Va) = ρ
ν(Va)(HW0 ) =
(
∂HW0
∂ya
)
= ϕa.
Therefore, from (5.2), it follows that
(Ω0)|W1(ξ1, (Va)|W1) = (d
T
EW0HW0)(Va)|W1 = 0.
This implies that
iξ1(Ω0)|W1 = (d
T
EW0HW0)|W1
and, consequently, the integral curves of ξ1 are solutions of the vakonomic equations
for the system (L,M).
Moreover, if ξ′1 ∈ Γ(T
EW1) is another solution of the equation
iξ′
1
(Ω0)|W1 = (d
T
EW0HW0)|W1
then it is also a solution of the equation
iξ′
1
Ω1 = d
T
EW1HW1
which implies that ξ′1 = ξ1. 
Suppose that (xi, pA) are local coordinates on W1 as in Remark 5.5 and that
{YA1,P
A
1 } is the corresponding local basis of Γ(T
EW1). Then, if {Y
A
1 ,PA1} is the
dual basis of {YA1,P
A
1 }, we have that (see (5.2))
Ω1 = Y
A
1 ∧ PA1 +
1
2
CCABpCY
A
1 ∧ Y
B
1 . (5.7)
On the other hand, from (5.6), it follows that
dT
EW1HW1 = ρ
i
A
∂HW1
∂xi
YA1 +
∂HW1
∂pA
PA1.
Therefore,
ξ1 =
∂HW1
∂pA
YA1 − (C
C
ABpC
∂HW1
∂pB
+ ρiA
∂HW1
∂xi
)PA1 .
Note that
∂HW1
∂xi
=
(
(
∂
∂xi
+
∂µa
∂xi
∂
∂ya
)(HW0)
)
|W1
,
∂HW1
∂pA
=
(
(
∂
∂pA
+
∂µa
∂pA
∂
∂ya
)(HW0)
)
|W1
which implies that
ξ1(x
j , pB) = µ
a(xj , pB)Ya1 +Ψ
α(xj , µa(xj , pB))Yα1
−
(
CbAapbµ
a(xj , pB) + C
b
AαpbΨ
α(xj , µa(xj , pB))
+ρiA(pα
∂Ψα
∂xi |(xj ,µa(xj ,pB))
−
∂L˜
∂xi |(xj,µa(xj,pB))
) )PA1 .
Now, we will introduce the following definition.
Definition 5.7. The vakonomic system (L,M) on the Lie algebroid τ : E → Q is
said to be regular if Ω1 is a symplectic 2-section of the Lie algebroid T
EW1 →W1.
Suppose that (L,M) is a regular vakonomic system and that F1 ∈ C
∞(W1).
Then, the Hamiltonian section of F1 with respect to Ω1 is the section H
Ω1
F1
of
the Lie algebroid TEW1 →W1 which is characterized by the equation
i(HΩ1F1)Ω1 = d
T
EW1F1.
Note that ξ1 = H
Ω1
HW1
.
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Using the Hamiltonian sections, one may introduce a bracket of functions {·, ·}(L,M) :
C∞(W1)× C
∞(W1)→ C
∞(W1) as follows
{F1, G1}(L,M) = Ω1(H
Ω1
F1
,HΩ1G1) = ρ
ν1(HΩ1G1)(F1),
for F1, G1 ∈ C
∞(W1). The bracket {·, ·}(L,M) is called the vakonomic bracket
associated with the system (L,M).
Theorem 5.8. The vakonomic bracket {·, ·}(L,M) associated with a regular vako-
nomic system is a Poisson bracket on W1. Moreover, if F1 ∈ C
∞(W1) then the
temporal evolution of F1, F˙1, is given by
F˙1 = {F1, HW1}(L,M).
Proof. Let ♭Ω1 : T
EW1 → (T
EW1)
∗ be the musical isomorphism induced by Ω1
which is defined by
♭Ω1(X1) = i(X1)Ω1(w1), for X1 ∈ T
E
w1W1 and w1 ∈ W1.
Then, we may introduce the section Λ1 of the vector bundle Λ
2TEW1 → W1 as
follows
Λ1(α1, β1) = Ω1(♭
−1
Ω1
◦ α1, ♭
−1
Ω1
◦ β1), for α1, β1 ∈ Γ(T
EW1)
∗.
If [[·, ·]]ν1 is the Schouten-Nijenhuis bracket associated with the Lie algebroid TEW1
→W1 then, using that d
T
EW1Ω1 = 0, one may prove that
[[Λ1,Λ1]]
ν1 = 0.
Thus, Λ1 is a triangular matrix, the pair (T
EW1, (T
EW1)
∗) is a triangular Lie
bialgebroid in the sense of Mackenzie and Xu (see Section 4 in [26]) and {·, ·}(L,M)
is a Poisson bracket on W1 (see Proposition 3.6 in [26]).
On the other hand, if F1 ∈ C
∞(W1) and ρ
ν1 is the anchor map of the Lie
algebroid TEW1 →W1 then
F˙1 = ρ
ν1(ξ1)(F1) = ρ
ν1(HΩ1HW1
)(F1) = (d
T
EW1F1)(H
Ω1
HW1
).
Therefore,
F˙1 = {F1, HW1}(L,M).

Suppose that (xi, pA) are local coordinates on W1 as in Remark 5.5 and that
{YA1,P
A
1 } is the corresponding local basis of Γ(T
EW1). If F1 ∈ C
∞(W1) then, from
(5.6), it follows that
dT
EW1F1 = ρ
i
A
∂F1
∂xi
YA1 +
∂F1
∂pA
PA1.
Consequently, using (5.7), we deduce that
H
Ω1
F1
=
∂F1
∂pA
YA1 − (C
C
ABpC
∂F1
∂pB
+ ρiA
∂F1
∂xi
)PA1 .
This implies that
{F1, G1}(L,M) = ρ
i
A
(
∂F1
∂xi
∂G1
∂pA
−
∂F1
∂pA
∂G1
∂xi
)
− CCABpC
∂F1
∂pA
∂G1
∂pB
. (5.8)
Now, we consider the linear Poisson structure
{·, ·}E∗ : C
∞(E∗)× C∞(E∗)→ C∞(E∗)
on E∗ induced by the Lie algebroid structure on E and the canonical symplectic
structure ΩE on T
EE∗ (see Section 2).
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Corollary 5.9. If (L,M) is a regular vakonomic system on a Lie algebroid E then
the restriction (π1)|W1 : W1 → E
∗ of π1 : W0 → E
∗ to W1 is a local Poisson
isomorphism. Moreover, if T(π1)|W1 : T
EW1 → T
EE∗ is the corresponding prolon-
gation then the pair (T(π1)|W1 , (π1)|W1) is a local symplectomorphism between the
symplectic Lie algebroids (TEW1,Ω1) and (T
EE∗,ΩE).
Proof. From Remark 5.5, we obtain that (π1)|W1 : W1 → E
∗ is a local diffeomor-
phism. Furthermore, using (2.2) and (5.8), we deduce that
{F ◦ (π1)|W1 , G ◦ (π1)|W1}(L,M) = {F,G}E∗ ◦ (π1)|W1 ,
for F,G ∈ C∞(E∗). This proves the first part of the corollary. The second part
follows from the first one and using the fact that (T(π1)|W1 , (π1)|W1)
∗ΩE = Ω1. 
Remark 5.10. If (π1)|W1 : W1 → E
∗ is a global diffeomorphism then we may
consider the real function H on E∗ defined by
H = HW1 ◦ (π1)
−1
|W1
.
In addition, if HΩEH ∈ Γ(T
EE∗) is the Hamiltonian section of H with respect to the
symplectic section ΩE then ξ1 and H
ΩE
H are (T(π1)|W1 , (π1)|W1)-related, that is,
T(π1)|W1 ◦ ξ1 = H
ΩE
H ◦ (π1)|W1 .
⋄
5.2. The variational point of view. As it is well known, the dynamics in a
vakonomic system is obtained through the application of a constrained variational
principle [1]. More precisely, let Q be the configuration manifold, L : TQ → R
be the Lagrangian function and M ⊂ TQ be the constraint submanifold. Then,
one can consider the set of twice differentiable curves which connect two arbitrary
points x, y ∈ Q as
C2(x, y) = {a : [t0, t1]→ Q | a is C
2, a(t0) = x and a(t1) = y}.
This is a smooth manifold of infinite dimension and, given a ∈ C2(x, y), the tangent
space of C2(x, y) is described as
TaC
2(x, y) = {X : [t0, t1]→ TQ |X is C
1, X(t) ∈ Ta(t)Q, X(t0)= 0 and X(t1)= 0}.
The elements of TaC
2(x, y) can be seen as the infinitesimal variations of the curve
a. Next, one can introduce the action functional δS : C2(x, y) → R defined by
a 7→ δS(a) =
∫ t1
t0
L(a˙(t))dt. Thus, the associated vakonomic problem (Q,L,M)
consists of extremizing the functional δS restricted to the subset C˜2(x, y), which is
given by
C˜2(x, y) = {a ∈ C2(x, y) | a˙(t) ∈Ma(t) =M ∩ τ
−1
Q (a(t)), ∀ t ∈ [t0, t1]},
that is, a ∈ C˜2(x, y) is a solution of the vakonomic system if a is a critical point of
δS|eC2(x,y). In the particular case when we do not have constraints, i.e. M = TQ,
then we recover the variational way to obtain Euler-Lagrange equations.
Now, consider a Lie algebroid τ : E → Q and L : E → R a Lagrangian function
on it. In [30] it is shown how to obtain the Euler-Lagrange equations (on the Lie
algebroid) from a variational point of view. Let us recall some aspects related with
this formulation. First, the set of E-paths is defined by
Adm([t0, t1], E) = {a : [t0, t1]→ E | ρ ◦ a =
d
dt
(τ ◦ a)}.
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This set is a Banach submanifold of the set of C1 paths in E whose base path is
C2. Two E-paths a0 and a1 are said to be E-homotopic if there exists a morphism
of Lie algebroids
Φ : TI × TJ → E,
where I = [0, 1], J = [t0, t1], a(s, t) = Φ(∂t|(s,t)) and b(s, t) = Φ(∂s|(s,t)), such that
a(0, t) = a0(t), b(s, t0) = 0,
a(1, t) = a1(t), b(s, t1) = 0.
E-homotopy classes induce a second differentiable Banach manifold structure on
Adm([t0, t1], E). The set of E-admissible paths with this second manifold structure
will be denoted by P([t0, t1], E). In addition, at each E-admissible curve a, the
tangent space is given in terms of the so-called complete lifts of sections. In fact,
TaP([t0, t1], E) = {η
c ∈ TaAdm([t0, t1], E) | η(t0) = 0 and η(t1) = 0}.
(for more details, see [5, 30]). We recall that if {eA} is a local basis for E and η is
a time-dependent section locally given by
η = ηAeA
then ηc, the complete lift of η, is the vector field on E given by
ηc = ηAρiA
∂
∂xi
+ (ρiB
∂ηC
∂xi
− ηACCAB)y
B ∂
∂yC
.
With the second manifold structure that it is introduced on the space of E-paths,
it is possible to formulate the variational principle in a standard way. Let us fix
two points x, y ∈M and consider the set P([t0, t1], E)
y
x of E-paths with fixed base
endpoints equal to x and y, that is,
P([t0, t1], E)
y
x = { a ∈ P([t0, t1], E) | τ(a(t0)) = x and τ(a(t1)) = y } .
In this setting, for the action functional δS : P([t0, t1], E)→ R given by
δS(a) =
∫ t1
t0
L(a(t))dt,
the critical points of δS on P([t0, t1], E)
y
x are the curves a ∈ P([t0, t1], E)
y
x which
satisfy Euler-Lagrange equations (2.9) (see [30]).
Now, let (L,M) be a vakonomic system on the Lie algebroid τ : E → Q. We will
denote by P([t0, t1],M)
y
x the set of E-paths in M with fixed base endpoints equal
to x and y
P([t0, t1],M)
y
x =
{
a ∈ P([t0, t1], E)
y
x | a(t) ∈M, ∀t ∈ [t0, t1]
}
.
We are going to consider infinitesimal variations (that is, complete lifts ηc) tangent
to the constraint submanifold M . We are going to assume that there exist enough
infinitesimal variations (that is, we are studying the so-called normal solutions of
the vakonomic problem). Since M is locally given by yα − Ψα(xi, ya) = 0, we
deduce that the allowed infinitesimal variations must satisfy
ηc(yα −Ψα(xi, ya)) = 0, η(t0) = 0, η(t1) = 0.
Note that if a ∈ P([t0, t1],M)
y
x then
ηc(yα −Ψα(xi, ya)) ◦ a = 0
if and only if
dηα
dt
= ρiAη
A ∂Ψ
α
∂xi
+
dηa
dt
∂Ψα
∂ya
+ CaBAy
BηA
∂Ψα
∂ya
− CαBAy
BηA. (5.9)
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Let us look for the critical points of the action functional δS : P([t0, t1], E)
y
x → R
δS : P([t0, t1], E)
y
x → R
a(t) 7→
∫ t1
t0
L(a(t))dt.
If we consider our infinitesimal variations then,
d
ds |s=0
∫ t1
t0
L(as(t))dt =
∫ t1
t0
∂L
∂xi
ηci +
∂L
∂ya
ηca +
∂L
∂yα
∂Ψα
∂xi
ηci +
∂L
∂yα
∂Ψα
∂ya
ηcadt
=
∫ t1
t0
∂L˜
∂xi
ηci +
∂L˜
∂ya
ηcadt
=
∫ t1
t0
∂L˜
∂xi
ρiαη
α +
∂L˜
∂xi
ρiaη
a +
∂L˜
∂ya
ηcadt
Let pα be the solution of the differential equations
p˙α =
( ∂L˜
∂xi
− pβ
∂Ψβ
∂xi
)
ρiα − y
aCBαapB −Ψ
βCBαβpB,
where
pa =
∂L˜
∂ya
− pα
∂Ψα
∂ya
. (5.10)
Using Eq. (5.9), we get that
d
dt
(pαη
α) = p˙αη
α + pαη˙
α
= pαρ
i
aη
a ∂Ψ
α
∂xi
+ pα
dηa
dt
∂Ψα
∂ya
+ pαC
a
BAy
BηA
∂Ψα
∂ya
− pαC
α
Bay
Bηa
+
∂L˜
∂xi
ρiαη
α − yaηαCbαapb − η
αΨβCbαβpb.
If we use this equality, we deduce that
d
ds |s=0
∫ t1
t0
L(as(t))dt =
∫ t1
t0
( ∂L˜
∂xi
ρiaη
a +
∂L˜
∂ya
ηca + y
aηαCbαapb + η
αΨβCbαβpb
−pαρ
i
aη
a ∂Ψ
α
∂xi
+
d
dt
(
pα
∂Ψα
∂ya
)
ηa − pαC
d
Bay
Bηa
∂Ψα
∂yd
−pαC
d
Bβy
Bηβ
∂Ψα
∂yd
+ pαC
α
Bay
Bηa
)
dt.
Finally, using Eq. (5.10) and the fact that
ηcd =
dηd
dt
+
(
Cdbaη
ayb + Cdaαη
αya + Cdβaη
aΨβ + Cdβαη
αΨβ
)
,
we obtain that
d
ds |s=0
∫ t1
t0
L(as(t))dt =∫ t1
t0
[( ∂L˜
∂xi
− pα
∂Ψα
∂xi
)
ρia −
d
dt
( ∂L˜
∂ya
− pα
∂Ψα
∂ya
)
− ybCBabpB −Ψ
αCBaαpB
]
ηadt.
Since the variations ηa are free, we conclude that the equations are
x˙i = yaρia +Ψ
αρiα,
p˙α =
( ∂L˜
∂xi
− pβ
∂Ψβ
∂xi
)
ρiα − y
aCBαapB −Ψ
βCBαβpB,
d
dt
(
∂L˜
∂ya
− pα
∂Ψα
∂ya
)
=
( ∂L˜
∂xi
− pα
∂Ψα
∂xi
)
ρia − y
bCBabpB −Ψ
αCBaαpB,
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with pa =
∂L˜
∂ya − pα
∂Ψα
∂ya , that is, we obtain the vakonomic equations for the vako-
nomic system (L,M) on the Lie algebroid τ : E → Q.
5.3. Examples.
5.3.1. Skinner-Rusk formalism on Lie algebroids. Suppose that τ : E → Q is a Lie
algebroid, L : E → R is a Lagrangian function and M = E, that is, we do not have
constraints. Then,
W0 = E
∗ ⊕ E
and the Pontryagin Hamiltonian HW0 : E
∗ ⊕ E → R is locally given by
HW0(x
i, pA, y
A) = yApA − L(x
i, yA).
Let us apply the constraint algorithm. First, if Ω0 is the presymplectic section on
W0 given by Ω0 = (Tpr1, pr1)
∗ΩE then, since KerΩ0 = span{VA}, the primary
constraint submanifold W1 is locally characterized by
pA =
∂L
∂yA
, (5.11)
which are the definition of the momenta. W1 is isomorphic to E and the vakonomic
equations reduce to 
x˙i = yAρiA,
d
dt
( ∂L
∂yA
)
= ρiA
∂L
∂xi
− CCABy
BpC .
(5.12)
Using (5.11), it follows that Equations (5.12) are just the Euler-Lagrange equations
for L (see (2.9)). We remark that if E = TQ, this procedure is the Skinner-Rusk
formulation of Lagrangian Mechanics (see [32, 33]). On the other hand, using
Proposition 5.3, we deduce that the vakonomic system is regular if and only if the
Lagrangian function L is regular.
5.3.2. The tangent bundle. Let E be the standard Lie algebroid τTQ : TQ → Q,
M ⊆ TQ be the constraint submanifold such that τTQ|M : M → Q is a surjective
submersion and L : TQ → R be a standard Lagrangian function. Suppose that
(qA, q˙A) = (qA, q˙a, q˙α) are local fibred coordinates on TQ and that the submanifold
M is locally described by equations of the form
q˙α = Ψα(qA, q˙a).
As we know, the local structure functions of the Lie algebroid τTQ : TQ→ Q with
respect to the local coordinates (qA, q˙A) are
ρBA = δ
B
A and C
C
AB = 0.
Thus, if we apply the results of Sections 5.1 and 5.2 to this particular case we recover
the geometric formulation of vakonomic mechanics developed in [9]. In particular,
the vakonomic equations reduce to
q˙α = Ψα,
d
dt
( ∂L˜
∂q˙a
)
−
∂L˜
∂qa
= p˙α
∂Ψα
∂q˙a
+ pα
[ d
dt
(∂Ψα
∂q˙a
)
−
∂Ψα
∂qa
]
,
p˙α =
∂L˜
∂qα
− pβ
∂Ψβ
∂qα
.
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5.3.3. Lie algebras. Let g be a real Lie algebra of dimension n. Then, g is a Lie
algebroid over a single point.
Now, suppose that C is an affine subspace of g modelled over the vector space
C of dimension n − m¯ and that e0 ∈ C, e0 6= 0. We consider a basis {eA} =
{ea, e0, ea¯} = {ea, eα} of g such that {ea} is a basis of C and
[eA, eB] = C
C
ABeC .
Denote by (ya, y0, ya¯) = (ya, yα) the linear coordinates on g induced by the basis
{ea, e0, ea¯} = {ea, eα}. Then, C is given by the equations
y0 = 1, ya¯ = 0.
Next, assume that L : g → R is a Lagrangian function and denote by L˜ : C → R
the restriction of L to C. Then, a curve
σ : t 7→ (ya(t), y0(t), ya¯(t)) = (ya(t), 1, 0, . . . , 0)
in C is a solution of the vakonomic equations for the constrained system (L,C) if
and only if 
d
dt
( ∂L˜
∂ya
)
= −
∂L˜
∂yc
(ybCcab + C
c
a0)− pβ(y
bC
β
ab + C
β
a0),
p˙α = −
∂L˜
∂yc
(ybCcαb + C
c
α0)− pβ(y
bC
β
αb + C
β
α0).
(5.13)
Now, we consider the curve γ in g∗ whose components with respect to the dual
basis {eA} are
γ(t) = (
∂L˜
∂ya |σ(t)
, pα(t)),
that is, γ is the sum of the curve ∂L˜∂y and the curve
t 7→ λ(t) ∈ Co
whose components are λ(t) = (0, pα(t)). Here, C
o ⊆ g∗ is the annihilator of the
subspace C. Then, a direct computation, using (5.13), proves that γ satisfies the
Euler-Poincare´ equations
d
dt
(∂L˜
∂y
+ λ
)
= ad∗σ
(∂L˜
∂y
+ λ
)
.
This result is just the “Optimization Theorem for Nonholonomic Systems
on Lie groups” which was proved in [21] (see Theorem 5.1 in [21]).
5.3.4. Atiyah algebroids and reduction in subriemannian geometry. Let π : P → Q
be a principal bundle with structural group G. The dimension of P (respectively,
Q) is n (respectively, m).
Suppose that D is a distribution on P such that
TpP = Dp + Vpπ, for all p ∈ P,
where V π is the vertical bundle to the principal bundle projection π.
We also suppose that D is equipped with a bundle metric 〈 , 〉D. Assuming
that both D and 〈 , 〉D are G-invariant, then one may construct a nonholonomic
connection as follows (see [4]).
We will suppose that the space
Sp = Dp ∩ Vpπ
has constant dimension r, for all p ∈ P . Under this condition, the horizontal space
of the nonholonomic connection at the point p is S⊥p , where S
⊥
p is the orthogonal
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complement of Sp on D with respect to the bundle metric 〈 , 〉D. We will denote
by ωnh : TP → g the corresponding Lie algebra-valued 1-form.
Define a Lagrangian function on D by L(vq) =
1
2 〈vq, vq〉D where vq ∈ Dq.
Now, we consider the Atiyah algebroid τP |G : TP/G → Q = P/G associated
with the principal bundle π : P → Q = P/G. Note that the space of orbits D/G
of the action of G on D is a vector subbundle (over Q) of the Atiyah algebroid.
Next, we will obtain a local basis of Γ(TP/G) adapted to the vector subbundle
D/G.
For this purpose, we choose a local trivialization of the principal bundle π : P →
Q = P/G to be U × G, where U is an open subset of Q. Let e be the identity
element of G and assume that there are local coordinates (xi) on U . If ( ∂∂xi )
h is
the horizontal lift of the vector field ∂∂xi on U then (
∂
∂xi )
h is a G-invariant vector
field and {( ∂∂xi )
h}i=1,...,m is a local basis of S
⊥.
On the other hand, we consider a family of smooth maps
e˜A : U → g, A = 1, . . . , n−m,
such that, for every q ∈ U , {e˜A(q)} is a basis of g and {e˜a(q)}a=1,...,r is a basis of
the vector space
g(q,e) = {ξ ∈ g | ξP (q, e) ∈ D(q,e)}.
Here, ξP is the infinitesimal generator of the free action of G on P associated with
ξ ∈ g.
Now, we introduce the vertical vector fields on U ×G given by
VA : U ×G → T (U ×G) ∼= TU × TG
(q, g) 7→
←−−−
e˜A(q)(g)
←−−−
e˜A(q) is the left-invariant vector field on G induced by the element e˜A(q) of g.
Then, it is clear that
{(
∂
∂xi
)h, VA} = {(
∂
∂xi
)h, Va, Vα}
is a local basis of G-invariant vector fields on P and
{(
∂
∂xi
)h, Va}
is a local basis of the space of sections of the vector subbundle D → P . Thus, we
have the corresponding local basis of sections
{ei, eA} = {ei, ea, eα}
of the Atiyah algebroid τP |G : TP/G → Q = P/G which is adapted to the vector
subbundle D/G→ Q = P/G.
Denote by (xi, x˙i, ya, yα) the local coordinates on TP/G induced by the basis
{ei, ea, eα}. Then D/G is locally characterized by the equations
yα = 0.
On the other hand, if
ωnh(
∂
∂xi
) = ΓAi (q)eA(q),
∂e˜B
∂xi |q
= χCiB(q)e˜C(q), [e˜A(q), e˜B(q)] = C
C
AB e˜C(q),
for all q ∈ U , it follows that
[ei, ej] = B
C
ijeC , [ei, eB] = µ
C
iBeC , [eA, eB] = C
C
ABeC ,
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where
BCij =
∂ΓCi
∂xj
−
∂ΓCj
∂xi
+ ΓAi Γ
B
j C
C
AB + Γ
A
i χ
C
jA − Γ
A
j χ
C
iA,
µCiB = χ
C
iB − Γ
A
i C
C
AB .
Moreover, if ρ : TP/G → TQ is the anchor map of the Atiyah algebroid τP |G :
TP/G→ Q = P/G, we have that
ρ(ei) =
∂
∂xi
, ρ(eA) = 0.
Since the bundle metric 〈 , 〉D is G-invariant, it induces a bundle metric 〈 , 〉D/G
on D/G, with associated lagrangian function l : D/G → R. Therefore, we deduce
that a curve
σ : t 7→ (xi(t), x˙i(t), ya(t), yα(t)) = (xi(t), x˙i(t), ya(t), 0)
in D/G is a solution of the vakonomic equations for the constrained system (l, D/G)
if and only if
d
dt
(
∂l
∂x˙i
) =
∂l
∂xi
− (x˙jBaij + y
bµaib)
∂l
∂ya
− (x˙jBαij + y
bµαib)pα,
d
dt
(
∂l
∂ya
) = (x˙jµcja − y
bCcab)
∂l
∂yc
+ (x˙jµαja − y
bCαab)pα,
p˙α = (x˙
iµbiα − y
aCbαa)
∂l
∂yb
+ (x˙iµβiα − y
aCβαa)pβ .
Observe that if the basis of sections of D/G, {ei, ea}, is orthonormal then
l(xi, x˙i, ya) =
1
2
(∑
i
(x˙i)2 +
∑
a
(ya)2
)
and the vakonomic equations are:
x¨i = −
∑
a
(x˙jBaij + y
bµaib)y
a − (x˙jBαij + y
bµαib)pα,
y˙a =
∑
c
(x˙jµcja − y
bCcab)y
c + (x˙jµαja − y
bCαab)pα,
p˙α =
∑
b
(x˙iµbiα − y
aCbαa)y
b + (x˙iµβiα − y
aCβαa)pβ.
Of course, it is also possible to study the abnormal solutions taking the lagrangian
l ≡ 0.
Example 5.11. (See [19, 31]). As a simple but illustrative example, consider R3
with the distributionD = kerω where ω is the Martinet 1-form: ω = dx3 −
(x1)2
2
dx2.
Consider the vector fields generating D:
∂
∂x2
+
(x1)2
2
∂
∂x3
,
∂
∂x1
,
and the bundle metric 〈 , 〉D which makes both vector fields orthonormal.
Take now the action by translations:
R
2 × R3 −→ R3
((a, b), (x1, x2, x3)) 7−→ (x1, x2 + a, x3 + b) .
We have a principal bundle structure π : R3 → R3/R2 ≡ R being both D and 〈 , 〉D
R
2-invariant.
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Observe that V π = span {
∂
∂x2
,
∂
∂x3
}, S = D∩V π = span {V1 =
∂
∂x2
+
(x1)2
2
∂
∂x3
}
and S⊥ = span {
∂
∂x1
}.
On the Atiyah algebroid TR3/R2 ∼= R × R3 → R we have the induced basis of
sections ei : R→ R× R
3, i = 1, 2, 3:
e1(x) = (x; (1, 0, 0)),
e2(x) = (x; (0, 1,
x2
2
))
e3(x) = (x; (0, 0, 1))
which induces coordinates (x, x˙, y1, y2). Then, D/R2 is characterized by the equa-
tion y2 = 0.
Observe that
[e1, e2] = xe3, [e1, e3] = 0, [e2, e3] = 0 ,
and
l(x; x˙, y1) =
1
2
((x˙)2 + (y1)2).
Consequently the vakonomic equations are:
p˙2 = 0
x¨ = −y1xp2
y˙1 = x˙xp2 .
That is, p2 = k constant, and the vakonomic equations are precisely,
x¨ = −ky1x
y˙1 = kx˙x .
Since 12 (x˙
2+(y1)2) is a constant of motion then we can take x˙(t) = r sin θ(t) and
y1(t) = r cos θ(t) where θ(t) verifies the equation of pendulum θ¨(t) = −kr sin θ(t)
(see also Example 5.12).
5.3.5. Optimal Control on Lie algebroids as vakonomic systems. (See [10, 29]). Let
τ : E → Q be a Lie algebroid and C be a manifold fibred over the state manifold
π : C → Q. We also consider a section σ : C → E along π and an index function
l : C → R.
One important case happens when the section σ : C → E along π is an embed-
ding, in this case, the image M = σ(C) is a submanifold of E. Moreover, since
σ : C −→ M is a diffeomorphism, we can define L : M −→ R by L = l ◦ σ−1. In
conclusion, it is equivalent to analyze the optimal control defined by (l, σ) (applying
the Pontryaguin maximum principle) that to study the vakonomic problem on the
Lie algebroid τ : E → Q defined by (L,M).
More generally (without assuming the embedding condition), we can construct
the prolongation τpi : TEC → C of the Lie algebroid τ : E → Q over the smooth
map π : C → Q, that is
TEC = {(e,Xp) ∈ Epi(p) × TpC | ρ(e) = Tπ(Xp)}.
Moreover, we have the constraint submanifold M characterized by
M = {(e,Xp) ∈ T
E
p C |σ(p) = e}
and the lagrangian function L : TEC → R given by L = l◦τpi . This is the vakonomic
system associated with the optimal control system. If E = TQ is the tangent bundle
of the state space Q, it is not difficult to show that the prolongation of TQ along
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π : C → Q is just the tangent bundle TC. Under this isomorphism, the constraint
submanifold is
M = {X ∈ TC |Tπ(X) = σ(τC(X))}.
Thus, we recover the construction in [10], Section 4.
Example 5.12. Consider the following mechanical problem [8, 20, 21]. A (ho-
mogeneous) sphere of radius r = 1, mass m and inertia about any axis k2, rolls
without sliding on a horizontal table which rotates with constant angular velocity
Ω about the x3-axis. The coordinates of the point of contact of the sphere with the
plane are (x1, x2). The configuration space of the sphere is Q = R2 × SO(3) and
the Lagrangian of the system corresponds to the kinetic energy
K(x1, x2; x˙1, x˙2, ωx1 , ωx2, ωx3) =
1
2
(m(x˙1)2 +m(x˙2)2 +mk2(ω2x1 + ω
2
x2 + ω
2
x3)),
where (ωx1 , ωx2 , ωx3) are the components of the angular velocity of the sphere.
Since the ball is rolling without sliding on a rotating table then the system is
subjected to the affine constraints:
x˙1 − ωx2 = −Ωx
2,
x˙2 + ωx1 = Ωx
1,
where Ω is constant. Moreover, it is clear that Q = R2 × SO(3) is the total space
of a trivial principal SO(3)-bundle over R2 and the bundle projection φ : Q → R2
is just the canonical projection on the first factor. Therefore, we may consider the
corresponding Atiyah algebroid TQ/SO(3) over R2.
Since the Atiyah algebroid TQ/SO(3) is isomorphic to the product manifold
TR2 × so(3) ∼= TR2 × R3, then a section of TQ/SO(3) ∼= TR2 × R3 → R2 is a
pair (X,u), where X is a vector field on R2 and u : R2 → R3 is a smooth map.
Therefore, a global basis of sections of TR2 × R3 → R2 is
e1 = (
∂
∂x1
, 0), e2 = (
∂
∂x2
, 0), e3 = (0, E1), e4 = (0, E2), e5 = (0, E3).
where {E1, E2, E3} is the canonical basis on R
3.
The anchor map ρ : TR2 × R3 → TR2 is the projection over the first factor
and if [[·, ·]] is the Lie bracket on the space Sec(TQ/SO(3)) then the only non-zero
fundamental Lie brackets are
[[e3, e4]] = e5, [[e4, e5]] = e3, [[e5, e3]] = e4.
It is clear that the Lagrangian and the nonholonomic constraints are defined
on the Atiyah algebroid TQ/SO(3) (since the system is SO(3)-invariant). In fact,
we have a nonholonomic system on the Atiyah algebroid TQ/SO(3) ∼= TR2 × R3.
This kind of systems was recently analyzed by J. Corte´s et al [8] (in particular, this
example was carefully studied).
After some computations the equations of motion for this nonholonomic system
are precisely
x˙1 − ωx2 = −Ωx
2,
x˙2 + ωx1 = Ωx
1,
ωx3 = c
 (5.14)
where c is a constant, together with
x¨1 +
k2Ω
1 + k2
x˙2 = 0
x¨2 −
k2Ω
1 + k2
x˙1 = 0
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Now, we pass to an optimization problem. Assume full control over the motion
of the center of the ball (the shape variables) and consider the cost function
L(x1, x2; x˙1, x˙2, ωx1 , ωx2, ωx3) =
1
2
(
(x˙1)2 + (x˙2)2
)
,
and the following optimal control problem:
PLATE-BALL PROBLEM [21]. Given points q0, q1 ∈ Q, find an optimal
control curve (x1(t), x2(t)) on the reduced space that steer the system from q0 to q1,
minimizes
∫ 1
0
1
2
(
(x˙1)2 + (x˙2)2
)
dt, subject to the constraints defined by Equations
(5.14).
Observe that the Plate-Ball problem is equivalent to the optimal control problem
given by the section σ : R2 × R2 → TR2 × R3 along TR2 × R3 → R2 given by
σ(x1, x2;u1, u2) = (x1, x2;u1, u2,−u2 +Ωx1, u1 +Ωx2, c) .
and index function l(x1, x2;u1, u2) = 12 ((u
1)2 + (u2)2). Since σ is obviously an
embedding this is equivalent to the proposed Plate-Ball problem.
A necessary condition for optimality of the Plate-Ball problem is given by the
corresponding vakonomic equations. For coherence with the notation introduced
along this paper, denote by
y1 = x˙1, y2 = x˙2, y3 = ωx1 , y
4 = ωx2 , y
5 = ωx3
Therefore, the vakonomic problem is given by the Lagrangian L = 12
(
(y1)2 + (y2)2
)
and the submanifold M defined by the constraints:
y3 = Ψ3(x1, x2, y1, y2) = −y2 +Ωx1,
y4 = Ψ4(x1, x2, y1, y2) = y1 +Ωx2,
y5 = Ψ5(x1, x2, y1, y2) = c
After simple computations we obtain that the vakonomic equations are:
p˙3 = cp4 −
(
y1 +Ωx2
)
p5
p˙4 = −cp3 −
(
y2 − Ωx1
)
p5
p˙5 =
(
y1 +Ωx2
)
p3 +
(
y2 − Ωx1
)
p4
d
dt
(
y1 − p4
)
= −Ωp3
d
dt
(
y2 + p3
)
= −Ωp4
y1 = x˙1 , y2 = x˙2 .
The system is obviously regular since the matrix(
∂2L
∂ya∂yb
−
5∑
α=3
pα
∂2Ψα
∂ya∂yb
)
1≤a,b≤2
=
(
1 0
0 1
)
is non-singular. Therefore, there exists a unique solution of the vakonomic equations
on W1, determined by the conditions:
p1 =
∂L
∂y1
− pα
∂Ψα
∂y1
= y1 − p4
p2 =
∂L
∂y2
− pα
∂Ψα
∂y2
= y2 + p3
Therefore, it follows that (x1, x2, p1, p2, p3, p4, p5) are local coordinates on W1 (or,
from Corollary 5.9, on E∗, if you prefer).
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Moreover, on W1 we have a well-defined Poisson bracket { , }(L,M) whose non-
vanishing terms are:
{x1, p1}(L,M) = 1 , {x
2, p2}(L,M) = 1
{p3, p4}(L,M) = −p5 , {p3, p5}(L,M) = p4 , {p4, p5}(L,M) = −p3
In these coordinates the Hamiltonian HW1 is:
HW1(x
1, x2, p1, p2, p3, p4, p5) =
1
2
(p1 + p4)
2 +
1
2
(p2 − p3)
2 + cp5 + p3Ωx
1 + p4Ωx
2
and the vakonomic equations are
p˙1 = {p1, HW1}(L,M) = −Ωp3
p˙2 = {p2, HW1}(L,M) = −Ωp4
p˙3 = {p3, HW1}(L,M) = cp4 −
(
p1 + p4 +Ωx
2
)
p5
p˙4 = {p4, HW1}(L,M) = −cp3 −
(
p2 − p3 − Ωx
1
)
p5
p˙5 = {p5, HW1}(L,M) =
(
p1 + p4 +Ωx
2
)
p3 +
(
p2 − p3 − Ωx
1
)
p4
x˙1 = {x1, HW1}(L,M) = p1 + p4
x˙2 = {x2, HW1}(L,M) = p2 − p3
One of the most studied cases is when c = 0 (the sphere is rolled that its angular
velocity is always parallel to the horizontal plane) and Ω = 0 (not rotation of the
plane). In this case the equations reduced to
p˙3 = −y
1p5 , p˙4 = −y
2p5 , p˙5 = y
1p3 + y
2p4
d
dt
(
y1 − p4
)
= 0 , ddt
(
y2 + p3
)
= 0
y1 = x˙1 , y2 = x˙2 .
From these equations it is easy to deduce that
d
dt
((y1)2 + (y2)2) = 0
Therefore y1(t) = cos θ(t) and y2(t) = sin θ(t), when 1 =
√
(y1)2 + (y2)2. More-
over, it is easy to deduce that p5 = θ˙.
Now, since y1 = p4 + k1 and y
2 = −p3 + k2 with k1, k2 ∈ R constants, taking
k1 = r cosϕ and k2 = r sinϕ then from Equation p˙5 = y
1p3 + y
2p4 we deduce that
θ¨ = r cos θ sinϕ− r sin θ cosϕ = −r sin(θ − ϕ)
that is, the angle θ satisfies the equation of pendulum, while the coordinates of the
contact point satisfy the ODEs: x˙1 = cos θ and x˙2 = sin θ. The remarkable result
is that these equations say that the contact point of the sphere rolling optimally
traces an Euler elastica (see [18]).
6. Conclusions and future work
We have developed a general geometrical setting for constrained mechanical sys-
tems in the context of Lie algebroids. We list the main results obtained in this
paper:
• We develop a constraint algorithm for presymplectic Lie algebroids and
discuss the reduction of presymplectic Lie algebroids.
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• For a singular Lagrangian function on a Lie algebroid, we look for solu-
tions of the corresponding dynamical equation, applying the previously
introduced constraint algorithm. In addition, we find the submanifolds
where the solution is a SODE (a second order differential equation). The
theory is illustrated with an example.
• We study vakonomic mechanics on Lie algebroids. As for singular La-
grangian systems, we deduce the vakonomic equations by means of a cons-
traint algorithm. We define the vakonomic bracket in this setting. Fur-
thermore, the variational point of view and some explicit examples are
discussed. We remark that we just look for the so-called normal solutions.
We postpone for a future work a detailed variational analysis of vakonomic
mechanics on Lie algebroids, including abnormal solutions... We will illus-
trate our theory with an example related with Optimal Control Theory,
but our approach may cover other interesting examples (see [3, 15]) and
admits, in a standard way, variational discretizations (see [2, 17]).
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