The simple restricted modules for the restricted simple Cartan-type Lie algebras fall into two classes. There is a large class consisting of modules induced from simple modules for the subalgebra of nonnegative components. Then there is the small class of exceptional simple modules. Explicit constructions of these exceptional modules and formulas for their dimensions were obtained by Shen [9] for the Witt and special algebras and by Holmes [3] for the contact algebra (for sufficiently large characteristic). In this paper, we take up the case of the hamiltonian algebra. Already in [9] Shen has made considerable progress in this case, especially in considering the map δ of Section 3 below. However, we feel that some proofs are incomplete and some statements are incorrect. In particular, we believe that the formula given for the dimensions of the exceptional modules is inaccurate. We provide a new formula under the assumption of sufficiently large characteristic (see 5.10). For more detailed comments comparing Shen's results with ours, see the remarks following 3.2, 4.8, 5.8, and 5.10.
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Statement of Main Results
Let F be an algebraically closed field of characteristic p > 2. Fix r ∈ N and set n = 2r. Let H denote the toral rank r restricted hamiltonian algebra over F (denoted H(2r; 1) in [10] ).
If H l denotes the homogeneous component of degree l in the usual grading of H, then H 0 ∼ = sp n (F ), the symplectic algebra. (For more details, see Section 2.)
The simple restricted H 0 -modules are parametrized by the set Λ of weights (via maximal vectors) which can be identified with L 0 (λ) where u(g) denotes the restricted enveloping algebra of the restricted algebra g. Then Z(λ) has a unique simple quotient L(λ) and {L(λ) | λ ∈ Λ} is a complete set of representatives for the isomorphism classes of simple restricted H-modules.
where i is the r-tuple with jth entry δ ij (Kronecker delta). The weights ω k (0 ≤ k ≤ r) are called exceptional weights. Shen proved in [9] that if λ ∈ Λ is not exceptional, then Z(λ) = L(λ), so that dim F L(λ) = p n dim F L 0 (λ). In this paper, we give the dimensions of the L(λ) with λ exceptional assuming p is not too small.
Theorem (see 5.10) . Assume p > r. 
We construct the simple modules L(ω k ) (1 ≤ k ≤ r) as quotients of the usual exterior algebra Ω of differential forms associated with the Witt algebra. In the process, we obtain rather detailed information about the submodule structure of Ω viewed as an H-module. where k is the n-tuple with jth entry δ jk . Then W := k AD k = Der F A is a restricted Lie algebra called the Witt algebra. It has F -basis {x
Self-duality of
View W as an A-module in the natural way and set Ω 1 = Hom A (W, A). Then Ω 1 is a free A-module with base {dx 1 , . . . , dx n }, where
The following lemma is easy to verify.
Let Ω denote the exterior algebra of Ω 1 over A.
The action of W on Ω 1 extends uniquely to an action on Ω subject to the rules
(D ∈ W , x ∈ A, and v, w ∈ Ω). With these definitions, Ω becomes a restricted W -module. It will be convenient to have an explicit formula for the action of W on Ω. In order to state it, we need some further notations and conventions. Strictly speaking, γ ∈ Γ k is a k-tuple, but it will simplify formulas if we use a mild abuse of notation. We write i ∈ γ to mean γ j = i for some j. If γ ∈ Γ k and i ∈ γ, then γ\i ∈ Γ k−1 denotes the tuple obtained from γ by removing i. Similarly, if γ ∈ Γ k and j / ∈ γ, then γ ∪ j ∈ Γ k+1 denotes the tuple obtained from γ by inserting j. We set γ <i = γ\{j ∈ γ | j ≥ i} and similarly define γ ≤i , γ >i , γ ≥i . The notation iγj denotes the tuple obtained from γ by removing those entries not strictly between i and j:
Finally, if γ ∈ Γ, then γ ∈ Γ k for some uniquely determined k, and we put |γ| = k.
The following lemma follows directly from 2.1 and the extended action of W on Ω given above. Note that it implies Ω k is a W -submodule of Ω for each k.
2.2.
Lemma.
where δ i∈γ is 1 if i ∈ γ and 0 otherwise. The Witt algebra W possesses a restricted grading:
is a graded W -module and hence a graded H -module (resp., H-module), as well.
Let L be a Lie algebra over F and let M be an L-module. The contragredient module of M is the space M * := Hom F (M, F ) on which L acts according to the rule
We first give an explicit formula for the action of W on Ω * in terms of the dual basis
2.3. Lemma.
Proof. For any c ∈ A, ν ∈ Γ, we have (using 2.2)
where δ i∈ν is 1 if i ∈ ν and 0 otherwise, and the other deltas are Kronecker deltas. This last expression is the same as the right hand side of the equation in the lemma applied to x (c) dx ν . The lemma follows.
The proof of 2.6 will require two combinatorial results. so that once again both sides equal zero. Therefore, we may assume 0 ≤ b ≤ a. If a = 0, then b = 0 as well, so that both sides equal 1. Finally, if a > 0, then using induction on a we have
where for the last equality we have used that
In the proof of the next result we use the notation γ
Proof. If either i, j ≤ r or i, j > r, then iγ j = (i γj) , so the formula holds. Assume j ≤ r and i > r. Then
An analogous argument handles the remaining case, i ≤ r, j > r. Define a linear map ψ : Ω *
→ Ω by means of
where
, and γ ∈ Γ is the tuple obtained from γ by arranging the elements of {i | i ∈ γ} in increasing order. The map ψ is clearly bijective. Its inverse ψ : Ω → Ω * is given by
Since ψ is a vector space isomorphism, we need only check that
Before computing the other side, we simplify this expression. We have
where δ j>r is 1 if j > r and 0 otherwise, etc. Using this, we obtain
On the other hand,
= 0 by definition, and if it is in A, then 2.4 applies to give
Using this, we can break the first summation on the right into two summations, the first of which equals the first summation on the right of (*) and the second of which is zero since the i term cancels with the i term. Interchanging i and j in the second summation on the right and applying 2.5 and 2.4 we see that it equals
= 1, and σ(i ) = −σ(i), so this expression equals the second summation on the right of (*).
It follows from 2.6 that ψ : Ω → Ω * is an H -isomorphism, as well.
Endomorphisms of Ω
In this section, we study some natural endomorphisms of Ω. Let f : Ω → Ω be a linear map.
: Ω → Ω. Given k ∈ Z, denote by f k the restriction of f to Ω k . The grading on Ω k to which the next lemma refers is that described before 2.3.
Proof.
(1) This follows from 2.6.
For the second claim, we first compute ψ * . We have
. Hence,
It is well-known and straightforward to prove that δ is a W -homomorphism and hence an Hhomomorphism (see [6, p. 33] ). Clearly, each δ k : Ω k → Ω k+1 is graded of degree 0.
Proof. We first compute δ * . For a, b ∈ A, and γ, ν ∈ Γ, we have
Using the definitions and the preceding paragraph, we get
.
Also, (−1)
The sum is over all i with i ∈ γ , or, equivalently, with i ∈ γ. Therefore, we can replace i with i to finish the proof.
Remark. The formula for δ in 3.2 is similar to the formula for d i in [9, p. 411] . I believe there is a typographical error in that paper and the formula should read
Our explicit expression for the signs facilitates the checking of certain properties of δ (cf. proof of Lemma 2.2 in [9] with proof of 3.5 below).
Set
Proof. We first compute τ * . For a, b ∈ A and γ, ν ∈ Γ, we have
For each i ≤ r with i, i ∈ γ one has
Also, for i ≤ r, (−1)
. The proof is completed by noting that (γ \{i, i }) = γ\{i, i } and that i, i ∈ γ if and only if i, i ∈ γ.
In general, η is not an H -homomorphism. Clearly, each η k : Ω k → Ω k+1 is graded of degree 2.
Proof. We first compute η * . For a, b ∈ A and γ, ν ∈ Γ, we have
where we have used that (−1)
and (−1)
, and the result follows.
Next, we gather together several formulas involving compositions of the maps defined in this section.
Proposition.
(1) δ 2 = 0 and δ 2 = 0.
(2) δτ = τ δ and δτ = τ δ.
(1) The first formula is well-known and straightforward to prove. The second follows from the first and 3.1 (2) . (2) We have
|γ >j | and (−1)
implying δτ = τ δ. Using 3.1(2) we get δτ = τ δ.
where ij is 1 if i < j or i > j and −1 if j < i < j . If i ∈ γ and i / ∈ γ, then it follows that (−1)
, so the last two sums combine to give
Similarly, we get
with the last two sums combining to give
Therefore,
implying τ δ − δτ = δ. Using 3.1 we get δ = τ δ − δτ = δτ − τ δ = −δτ + τ δ, as desired. 
where ij is 1 if i < j and −1 if i > j, and where we have used that (−1)
implying δη + ηδ = 2τ . Applying bar and using 3.1 gives the second formula.
where ij is 1 if i < j and −1 if i > j. Therefore,
The second formula can be proved directly as above or one can proceed as follows. First, 3.1 implies ηδ + δη = −(ηδ + δη) = −(δη + ηδ). Therefore, (ηδ + δη)(
Dimension formula forΩ k
In this section, we begin investigating the H -submodule structure of Ω and we compute the dimension of a certain quotientΩ k of Ω k which is shown in Section 5 to be simple.
Proof. The case m = 1 is 3.5(6). Let m > 1. Using 3.5(6) again and then the induction hypothesis, we get
Proof. We proceed by induction on m. From 3.5(8) and the assumption l · 1 F = 0 we get δη(x) = −ηδ(x) + (n − 2k)x, and from 3.5(7,3) and the assumption x ∈ ker δ we get
Adding, we obtain 2τ τ (x) + (n − 2k)x = δητ (x) + δη(x) ∈ imδ + imδ, so that τ τ (x) ≡ −(r − k)x (congruences here and below are modulo imδ + imδ). This handles the case m = 1. Now let m > 1. By 3.5(2,3), τ τ maps imδ + imδ into itself. Therefore, the induction hypothesis and then the case m = 1 give
But 4.1 and then the induction hypothesis again yield
We have
, so the result follows.
We need the following result from [2, 2.3(2) and proof] (see also [9, Theorem 2.1 and Proposition 2.1]).
Proposition. Let
0 ≤ k ≤ n. (1) dim F imδ k = n−1 k (p n − 1). (2) ker δ k /imδ k−1
is acted on trivially by W , it is spanned by homogeneous vectors of degree kp,
and its dimension is n k . 4.4. Proposition. Assume p > r and let 0 ≤ k < r.
(
(1) Let x ∈ ker δ k . We may assume x is homogeneous, that is, x ∈ (ker δ k ) l for some l.
(2) Using (1) we get imδ k
* ∩ ker δ k+1 * , where for vector spaces V ≥ U , we are using the notation U
The result follows.
Corollary. Assume p > r and let
(2) By 3.5(1), ker δ k ⊇ im δ k−1 , so intersecting both sides of (1) with im δ k−1 gives the result.
Proof. First, 3.5(1) implies ker δ k ⊇ im δ k−1 . Therefore, we can apply the Dedekind law and then 4.4(1) to get im
and the standard isomorphism is easily seen to preserve the grading.
Lemma. For each k, there are graded H -isomorphisms (of the indicated degree):
(1) First, 3.5 shows that both quotients make sense. The map ϕ : x + ker δ + im δ → δ(x) + im δδ is a well-defined H -homomorphism from ker δδ/ ker δ + im δ onto ker δ ∩ im δ/ im δδ. Let x + ker δ + im δ ∈ ker ϕ. Then δ(x) = δδ(y) for some y ∈ Ω. Since δ(x + δ(y)) = δ(x) + δδ(y) = δ(x) − δδ(y) = 0, using 3.5(4), x + δ(y) ∈ ker δ, so that x ∈ ker δ + im δ. Hence ϕ is an isomorphism. Since δ maps Ω k into Ω k+1 and is graded of degree 0, the result follows.
(2) The proof here is analogous to that in (1) with δ replaced by δ. Note that δ is graded of degree −2, so the isomorphism it induces is as well. It remains to consider N . Using 4.5 (2), we obtain
Now, the definitions and 3.1 give ψ
These observations, together with some elementary linear algebra as in the proof of 4.4 (2) , yield
so the induction hypothesis applies. With the results of the previous paragraph, the proof is complete.
Remark. According to [9, Lemma 2.
(I believe that in the statement of the lemma, it was intended that ⊗ be ⊕ and Card S = i be Card S = n−i.) This is in conflict with 4.8. Indeed, the proof of 4.8 shows that ker δ k+1 ∩ im δ k / im δδ k+1 is isomorphic to (M k+1 ) * which has dimension k i=0 n i . Since Shen states his lemma without proof, I cannot offer an explanation for this discrepancy. SetΩ = Ω/ ker δδ. For each k, putΩ k = Ω k / ker δδ k . We haveΩ =˙ kΩ k .
Theorem. Assume
Proof. We proceed by induction on k. Using 3.5(4), we have δδ 0 = −δδ 0 = 0 so thatΩ 0 = {0}. Therefore, the formula is valid for k = 0. by 4.3(1) . The second term above is given by 4.8.
, so the induction hypothesis gives the last term above. Summarizing, we have
n−2 i as can be easily verified using induction on k. Substituting this in and simplifying yields the desired formula.
Proof. If x ∈ ker δδ, then δδτ (x) = τ δδ(x) = 0 by 3.5(5). Therefore, τ induces a mapτ :Ω →Ω.
Assume 0 ≤ k ≤ r. The mapτ k−2 :Ω k−2 →Ω k is injective. Indeed, let x ∈ Ω k−2 and suppose τ (x) ∈ ker δδ. Then τ δδ(x) = δδτ (x) = 0. Now τ k−2 is injective by [3, 2.3] (there is an assumption in force throughout [3] that p > n + 1, but the only time this assumption is used to get 2.3 is in the last few lines of its proof where it is seen that p > r suffices). Therefore, δδ(x) = 0, implying x ∈ ker δδ. SinceΩ = Ω/ ker δδ + im τ ∼ = (Ω/ ker δδ)/(ker δδ + im τ / ker δδ) =Ω/ imτ ,
The result now follows from 4.9.
Simplicity ofΩ k
The main result of this section is 5.9 which states thatΩ k (1 ≤ k ≤ r) is simple assuming p > r. In fact, the theorem identifies the isomorphism class ofΩ k according to a standard parametrization which we now describe.
Let S denote the symplectic algebra sp n (F ) (see [10, p. 168 
]). For any S-module M and
For each λ ∈ Λ there exists a simple S-module L 0 (λ) possessing a unique (up to scalar multiple) maximal vector of weight λ. Moreover, {L 0 (λ) | λ ∈ Λ} is a complete set of representatives for the isomorphism classes of simple S-modules. (The general results of [4] provide one account of these well-known facts.)
Let H =˙ l H l be the restricted grading on H described before 2.3. The homomorphism ϕ : gl n (F ) → W given by ϕ(e ij ) = x i D j restricts to an isomorphism S → H 0 . In particular, note that ϕ( [4] , for instance).
Our goal in this section is to show that if p > r and 1 
Proof. We use the isomorphism sp n (F ) → H 0 described before 5.1 to view H 0 -modules as sp n (F )-modules.
dx γ → e γ . This isomorphism induces an H 0 -isomorphism from the homogeneous component ofΩ k of greatest degree, namely x
(As pointed out in the proof of 4.10 above, 2.3 in [3] is valid for p > r and similarly, so is 2.5.) Therefore, we have an H + -isomorphism from L 0 (ω k ) onto the homogeneous component ofΩ k of greatest degree. This isomorphism induces a graded H-homomorphism ϕ :
and is therefore nonzero. It follows from 5.1 that ϕ is injective.
2.4 and 2.5]. It follows that ϕ is an isomorphism and the proof is complete.
where the dual space is viewed as a graded space as in the discussion before 2.3. Some elementary linear algebra, as in the proof of 4.4(2), shows that this latter space is isomorphic to (ker
Arguing also as in the proof of 4.4(2), we have that ψ induces an isomorphism from
Finally, 4.7(1) says that this latter space is isomorphic to (im δ k+1 ∩ im δ k−1 / im δδ k ) |π|+2k−l−2 using 4.5 (2) For each k ∈ N, define two subsets of F as follows:
where σ k is 0 or 1 according as k is even or odd.
Proof. First, im δ k+1 ∩ im δ k−1 / im δδ k is a graded submodule of im δ k+1 ∩ ker δ k / im δδ k and the corresponding quotient is isomorphic to im δ k+1 ∩ ker δ k / im δ k+1 ∩ im δ k−1 which, according to 4.6, is isomorphic to ker δ k / im δ k−1 as graded modules. Therefore,
Proof. Both sides are zero if k ≤ 1, so assume k ≥ 2. By 3.5(5), τ δδ = δδτ , so we have im τ δδ ⊆ im δδ ∩ im τ . Let z ∈ im δδ k ∩ im τ k−2 . We shall show that z ∈ im τ δδ and, since the relevant submodules are graded, we may assume z is homogeneous. Now δδ(x) = z = τ (y) for some x ∈ Ω k , y ∈ Ω k−2 . Using 3.5, we have τ δ(y) = δτ (y) = δδδ(x) = −δδ 2 (x) = 0. Since τ k−1 is injective (see [3, 2.3] ), it follows that δ(y) = 0, whence y ∈ ker δ. In turn, 3.5 gives τ δ(y) = δτ (y) + δ(y) = δτ (y) = δ 2 δ(x) = 0, so that δ(y) = 0, implying y ∈ ker δ. Hence, y ∈ ker δ k−2 ∩ ker δ k−2 = im δ k−1 ∩ ker δ k−2 using 4.5(1). Since z is homogeneous, so is y, of degree l, say.
Using 3.5(7) and the fact that y ∈ ker δ, we get
Now y ∈ ker δ, so ηδδη(y) = −ηδδη(y) = ηδηδ(y) + cηδ(y) = 0, for some c ∈ F , where we have used 3.5(4) and (8) . So using 3.5 (8) We shall show that c 1 = 0. Now, l · 1 F ∈ S k−2 ∪ R k−2 , so there are two cases to check. Suppose
Since k + 2i − n − σ k is even and p is odd, we conclude that c 1 
An analogous proof shows that c 2 = 0. This completes the proof.
Proof. The map δδ followed by the canonical map induces an epimorphism ϕ : Ω → im δδ/ im τ δδ. The kernel of ϕ is ker δδ + im τ . Indeed, by 3.5, δδτ = τ δδ, so the inclusion ker δδ + im τ ⊆ ker ϕ follows. On the other hand, let x ∈ ker ϕ so that δδ(x) = τ δδ(y) for some y ∈ Ω. Then x − τ (y) ∈ ker δδ, implying x ∈ ker δδ + im τ . Therefore, ϕ induces an isomorphismφ :Ω → im δδ/ im τ δδ, andφ induces an isomorphismΩ k → im δδ k / im τ δδ k−2 for each k. Now assume 0 ≤ k ≤ r. By 5.5 and an isomorphism theorem we get
, and this last quotient is isomorphic to a submodule of Z(ω k ) by 5.2.
Finally, δδ is graded of degree −2 and the isomorphismΩ k → Z(ω k ) of 5.2 is graded of degree −n(p − 1) − k, so the monomorphism just constructed is graded of degree −n(p − 1) − k − 2.
Given a nonzero finite-dimensional graded vector space V =˙ l V l , define the length of V to be l max − l min where l max (resp., l min ) is the maximum (resp., minimum) of the set {l | V l = {0}}.
The next two results are due to Shen. 
Remark. In Shen's version of the lemma, one needs to assume l ≤ N − 2 rather than the stated l ≤ N in the case n = 2, p = 3, for in this case l(H) = 1 > 2.
Proof. Fix 1 ≤ k ≤ r and set λ = ω k . We have thatΩ k is a homomorphic image ofΩ k and hence of Z(λ) by 5.2, so it is enough to show thatΩ k is simple as H-module. Note thatΩ k is nonzero by 4.10.
Let ϕ :Ω k → Z(λ) be the H-monomorphism of 5.6. According to 5.1, every nonzero H-
is the homogeneous component ofΩ k of least degree and that it is contained in every nonzero H-submodule ofΩ k . Therefore, it suffices to show (Ω k ) k+2 generatesΩ k as H-module. (2) L(ω 0 ) is the one-dimensional trivial module.
Remark. In the proof of [9, Proposition 2.2], Shen seems to have assumed that V 0 (λ i ) = ω S | Card S = i (in the notation of that paper) was simple as H 0 -module. This is not the case for 2 ≤ i ≤ r (see [3, 2.5] ). Hu pointed this out in [5] and gave (without proof) a revised version of Shen's dimension formula for L(ω k ). The formula in 5.10 above differs from both Shen's formula and Hu's revised formula. Incidentally, Shen placed no restrictions on the characteristic p, whereas we have used the assumption p > r quite heavily. We feel that one cannot expect 5.10 to remain valid for p ≤ r. Indeed, the dimension formula for the simple H 0 -module L 0 (ω k ) is independent of p as long as p > r, but for p ≤ r a dependence on p appears, and the formula becomes more complicated the smaller p gets (see [7] ). So one would expect a similar behavior in the case of the simple H-module L(ω k ) since, for instance, its homogeneous component of greatest degree is H 0 -isomorphic to L 0 (ω k ). 
Duality

