Abstract. The ambient logic is a modal logic proposed to describe the structural and computational properties of distributed and mobile computation. The structural part of the ambient logic is, essentially, a logic of labeled trees, hence it turns out to be a good foundation for query languages for semistructured data, much in the same way a s r s t o r d e r logic is a tting foundation for relational query languages. We de ne here a query language for semistructured data that is based on the ambient logic, and we outline an execution model for this language. The language turns out to be quite expressive. Its strong foundations and the equivalences that hold in the ambient logic are helpful in the de nition of the language semantics and execution model.
Introduction
This work arises from the unexpected convergence of studies in two di erent elds: mobile computation and semistructured data. Unstructured collections, or unstructured data, are collections that do not respect a prede ned schema, and hence need to carry a description of their own structure. These are called semistructured when one can recognize in them some degree of homogeneity. This partial regularity m a k es semistructured collections amenable to be accessed through query languages, but not through query languages that have been designed to access fully structured databases. New languages are needed that are able to tolerate the data irregularity, a n d that can be used to query, at the same time, both data and structure. Semistructured collections are usually modeled in terms of labeled graphs, or labeled trees 3].
The ambient logic is a modal logic proposed to describe the structural and computational properties of distributed and mobile computation 10]. The logic comes equipped with a rich collection of logical implications and equivalences. The structural part of the ambient logic is, essentially, a logic designed to describe properties of labeled trees. It is therefore a good foundation for query languages for semistructured data, much in the same way a s rst order logic is a tting foundation for relational query languages. First order logic is a logic of predicates (i.e. relations) and therefore it is particularly suitable to describe relational data. But, to describe tree-shaped data, we need a more suitable logic: a logic of trees or graphs.
Here we de ne a query language for semistructured data that is based on the ambient logic, and we outline an execution model for this language. The language turns out to be quite expressive. Its strong foundations and the equivalences that hold in the ambient logic are helpful in the de nition of the language semantics and execution model. The paper is structured as follows. In this section we present a preview of the query language, and compare it with related proposals. In Section 2 w e de ne the tree data model. In Section 3 we present the logic, upon which the query language, de ned in Section 4, is de ned. In Section 5 we present t h e e v aluation model. In Section 6 we d r a w some conclusions.
A Preview
Consider the following bibliography, expressed in the syntax of our language TQL, which w e explain in detail later. Informally, a F] represents a piece of data labeled a with contents F. The contents can be a collection of similar pieces of data, separated by \ j". When the collection is empty, w e can omit the brackets, so that, for example, POPL ] can be written as POPL.
The bibliography b e l o w consists of a set of references all labeled article. E a c h entry contains a numberofauthor elds, a title eld, and possibly other elds. ARTICLES= article author Cardelli] Suppose we w ant to nd all the papers in ARTICLES where one author is Cardelli t h e n w e can write the following query: from ARTICLES .article X] X .author Cardelli] select paper X]
The query consists of a list of matching expressions contained between from and select, a n d a reconstruction expression, f o l l o wing select. The matching expressions bind X with every piece of data that is reachable from the root ARTICLES through an article path, and such that a path author goes from X to Cardelli the answer is paper author Cardelli] This query language is characterized by the fact that a matching expression is actually a logic expression combining matching and logical operators. For example, the following query combines path expressions and logical implication ()) t o r e t r i e v e papers with no other author then Cardelli. Informally, T matches anything, hence the second condition says: if X is an author, then it is Cardelli. from ARTICLES .article X] X .author T] ) .author Cardelli] select X Moreover, queries can be nested, giving us the power to restructure the collection, as we explain later.
Comparisons with Related Proposals
In this paper we describe a logic, a query language, and an abstract evaluation mechanism.
The tree logic can be compared with standard rst order formalizations of labelled trees. Using the terminology of 3], we can encode a labeled tree with a relation Ref(source:OID, label: , destination:OID). The nodes of the tree are the OIDs (Object IDenti ers) that appear in the source and destination columns, and any tuple in the relation represents an edge, with label label. Of course, such a relation can represent a graph as well as a tree. It represents a forest if destination is a key for the relation, and if there exists an order relation on the OIDs such that, in any tuple, the source strictly precedes the destination.
First order formulas de ned over this relation already constitute a logical language to describe tree properties. There are some di erences with our approach. First, our logic is`modal', which means that a formula A is always about one speci c`subject', that is the part of the database currently being matched against A. First order logic, instead, does not have an implicit subject: one can, and must, name a subject. For example, our modal formula a ] implicitly describes the`current tree', while its translation into rst order logic, given above, gives a name x to the tree it describes.
Being`modal' is neither a merit nor a fault, in itself it is merely a di erence. Modality makes it easier to decribe just one tree and its structure, whereas it makes it more di cult to describe a relationship between two di erent trees.
Apart from modality, another feature of the ambient logic is that its fundamental operators deal with one-step paths (a A]) and with the composition of trees (A j A 0 ), whereas the rst order approach describes everything in terms of { it makes it possible to bind a variable to`the rest of the record', as in`X is everything but the title': paper title T] j X ].
The query language we described derives its essential from-select structure from set-theoretics comprehension, in the SQL tradition, and this makes it similar to other query languages for semistructured data, such a s S t r u Q L 16] , are expressed using Skolem functions, have to be expressed in a di erent way in TQL, since we do not have Skolem functions in the current version of TQL. However, our Skolem-free version of these queries is not complex. Second, XML-QL does not seem to have a general way of expressing universal quantication, and this problem shows up in the query that asks for pairs of books with the same set of authors this is rather complex to express in XML-QL, but it is not di cult in TQL. Another related class of queries that are simpler to express using TQL are those related to the non-existence of paths, such as` nd all the papers with no title' or` nd all the papers whose only author, if any, is Ghelli'. Lorel does not have these problems, since it allows universal quanti cation. Quilt and XDuce 19] are Turing complete, hence are more expressive than the other languages we cited here.
One important feature of TQL is that it has a clean semantic interpretation, which pays o in several ways. First, the semantics should make it easier to prove the correctness and completeness of a speci c implementation. Moreover, it simpli es the task of proving equivalences between di erent logic formulas or queries. To our knowledge, no such formal semantics has been de ned for YATL. The semantics of Lorel has been de ned, but looks quite involved, because of their extensive use of coercions.
For a given set of labels , w e de ne the set I Tof information trees, ranged 
Information Terms
We denote nite information trees by the following syntax of information term (info-terms), borrowed from the ambient c a l c u l u s 9 ] . W e de ne a function F] ] mapping the info-term F to the denoted information tree. To this aim, we de ne three operators, 0, m ] and j, on the domain of the information trees, which w e use to interpret the corresponding operations on info-terms.
Info-terms and their information tree meaning We use to denote the set of all terms generated by this grammar, also using parentheses for precedence. We often abbreviate m 0] a s m ], or as m. W e assume that includes the disjoint union of each basic data type of interest (integers, strings. . . ), hence 5 0], or 5, is a legitimate info-term. We assume that \j" associates to the right, i.e. F j F 0 j F 00 is read F j (F 0 j F 00 ).
Congruence over Info-Terms
The interpretation of info-terms as information trees induces an equivalence relation F F 0 on info-terms. This relation is called info-term congruence, a n d it can be axiomatized as follows.
Congruence over info-terms
This axiomatization of congruence is sound and complete with respect to the information tree semantics. That is, F F 0 if and only if F and F 0 represent the same information tree.
Information Trees, OEM Trees, UnQL Trees
We can compare our information trees with two popular models for semistructured data: OEM data 24] and UnQL trees 6]. The rst obvious di erence is that OEM and UnQL models can be used to represent both trees and graphs, while here we focus only on trees. We are currently working on extending our model to include labeled graphs as well, but we prefer to focus on the simpler issue of trees, which i s r i c h enough to warrant a separate study.
UnQL trees are characterized by the fact that they are considered modulo bisimulation, which essentially means that information trees are seen as sets instead of multisets. For example, m n ] j n ]] is considered the same as m n ]]
hence UnQL trees are more abstract, in the precise sense that they identify more terms than we do.
On the other hand, information trees are more abstract than OEM data, since OEM data can distinguish a DAG from its tree-unfolding.
The Tree Logic
In this section we present the tree logic. The tree logic is based on Cardelli and Gordon's modal ambient logic, de ned with the aim of specifying spatial and temporal properties of the mobile processes that can be described through the ambient calculus 10]. The ambient logic is particularly attractive because it is equipped with a large set of logical laws for tree-like structures, in particular logical equivalences, that can provide a foundation for query rewriting rules and query optimization.
We start here from a subset of the ambient logic as presented in 10], but we enrich it with information tree variables, label comparison, and recursion.
Formulas
The syntax of the tree logic formulas is presented in the following table.
The symbol , in the label comparison clause, stands for any label comparison operator chosen in a prede ned family we will assume that at least contains equality, the SQL string matching operator like, and their negations. The positivity condition on the recursion variable means that an even number of negations mu s t b e t r a versed in the path that goes from each occurrence of to its binder. 
Path Formulas
All query languages for semistructured data provide some way of retrieving all data that is reachable through a path described by a regular expression. The tree logic is powerful enough to express this kind of queries. We s h o w this fact here by de ning a syntax for path expressions, and showing how these expressions can be translated into the logic. This way, w e obtain also a more compact and readable way of expressing common queries, like those outlined in the previous section.
Consider the following statement: X is some article found in the ARTICLES collection, and some author of X is Cardelli. W e can express it in the logic using the m A] j T pattern as:
ARTICLES article X (author Cardelli] j T)] j T Using the special syntax of path expressions, we express the same condition as follows.
ARTICLES :article(X):author Cardelli] Our path expressions support also the following features:
{ Universally quanti ed paths: X is an article and every author of X is Cardelli.
ARTICLES :article(X)!author Cardelli] { In general, we believe that a number of proposals for describing the shape of semistructured data can be embedded in our logic. Each s u c h proposal usually comes with an e cient algorithm for checking membership or other properties. These e cient algorithms, of course, do not fall out automatically from a general framework. Still, a general frameworks such as our logic can be used to compare di erent proposals.
The Tree Query Language
In this section we build a full query language on top of the logic we h a ve de ned. In practice, these functions would include user-de ned functions written in an external programming language.
The Query Language

Query Semantics
The semantics of a query is de ned in the following 
where ] is multiset union, namely the information tree operator that is used to interpret j.
Query semantics
According to this semantics, the result of a query from Q 0 A select Q 00 can be an in nite multiset. Therefore, in a nested query, the database Q 0 can be in nite, even if we start from a nite initial database. Obviously, o n e w ould not like this to happen in practice. One possible solution is to syntactically restrict Q 0 to a variable X. Another solution is to have a static or dynamic check o n t h e niteness of the result one such option is dicussed in Section 4.4.
Examples of Queries
We explain the query operators through examples. As in Section 1.1, we abbreviate a query from Q A select from Q 0 A 0 select Q 00 as from Q A Q 0 A 0 select Q 00 :
The database ARTICLES is the one given in Section 1. Using recursion, we l o o k f o r e-mail at the current l e v el or, recursively, a t a n y inner nesting level. 1 from ARTICLES
: :e-mail X] _ :email X] _ 9 x: :x ] select e-mail X]
The following query binds two label variables y and z to the label and the content of a eld y z], where z is`like %Ghelli%' (like matches '%' to any substring). Recursion may be used to look for such elds at any depth. ] Relational-style join queries can be easily written in TQL either by m a t c hing the two data sources with two logical expressions that share some variables (equijoins) or by exploiting the comparison operators. Universal quanti cation can be expressed both on label and tree variables more examples can be found in 17].
Safe Queries
It is well-known that disjunction, negation, and universal quanti cation creatè safety' problems in logic-based query languages. The same problems appear in our query language.
Consider for example the following query: { their semantics depends on the sets and I Tof all possible labels and information trees { their semantics is in nite.
We say that a query is safe when its semantics is nite. Query safety is known to be undecidable for the relational tuple calculus 4], and we suspect it is undecidable for our calculus too. However, as in relational calculi, it is not di cult to devise some su cient s y n tactical conditions for safety, and to solve t h e non-safety problem by restricting the language to the syntactically safe queries. A di erent way to solve t h e problem is to allow unsafe queries, and to design a query processor for them. Our semantics accounts for unsafe queries, since it does not restrict the set of valuations generated by a binder to be nite, nor does it restrict the query answer to be nite.
Query Evaluation
In this section we de ne a query evaluation procedure. This procedure is really a re ned semantics of queries, which i s i n termediate in abstraction between the semantics of Section 4.2 and an implementation algorithm. It is based on an algebra of trees and tables that is suggestive of realistic implementations, and may be seen as a speci cation of such implementations. In Pisa we h a ve realized one such implementation, which is described in 23, 8] .
The query evaluation procedure is based on the manipulation of sets of valuations. These sets, unfortunately, m a y be in nite. For a real implementation, one must typically nd a nite representation of in nite sets. Moreover, at the level of query manipulations, one would like to push negation to the leaves, introducing dualized logical operators as indicated in the rst table in Section 3.2. These dualized operators also become part of an implementation. We do not deal here with the possible ways of nitely representing these in nite sets, or how t o implement operators over them. In 23, 8] , though, we describe a technique for nitely representing sets of valuations in terms of a nite disjunction of a set of conjunctive constraints over the valuations, in the style of 20, 21] .
Any practical implementation of a query language is based on the use of particular e ciently implementable operators, such as relational join and union. We write our query evaluation procedure in this style as much as possible, but we naively use set complement t o i n terpret negation, and we do not deal with dualized operators.
Our query evaluation procedure shows how to directly evaluate a query to a resulting set of trees. In database technology, instead, it is typical to translate the query into an expression over algebraic operators (which, in 23, 8] and in XML Query Algebra 2], include also operators such as if-then-else, iteration and xpoint). These expressions are rst syntactically manipulated to enhance their performance, and nally evaluated. We ignore here issues of translation and manipulation of intermediate representations.
The core of the query evaluation problem is binder evaluation. A binder evaluation procedure takes an information tree I and a formula A, that is used as a pattern for matching against I. The procedure takes also a valuation and returns the set of all the valuations for the free variables of A that are not in the domain of .
To describe the procedure, we r s t i n troduce an algebra over tables. Tables are sets of valuations (here called rows). We then use this algebra to de ne the evaluation procedure.
The Table Algebra
Let V = V 1 : : : V n be a nite set of variables, where each v ariable V i is either an information tree variable X, whose universe U (X ) is de ned to be the set I T of all information trees, or a label variable x, whose universe U (x) is de ned to be the set of all labels.
A r o w w i t h s c hema V is a function that maps each V i to an element o f U (V i ) we u s e V as a meta-variable to range over rows with schema V (or just when V is clear from context). A table with schema V is a set of rows over V w e u s e T V for the set of tables with schema V, and R V as a meta-variable to range over T V . When V is the empty set, we have only one row over V, which we denote with hence we h a ve o n l y t wo tables with schema , the empty one, , and the singleton, f g. W e use 1 V to denote the largest table with schema V, i.e. the set of all rows with schema V.
The table algebra is based on ve primitive operators: union, complement, product, projection, and restriction, each carrying schema information. They correspond to the standard operations of relational algebra.
The operators of table algebra: We will also use some derived operators, de ned in the following table.
Table algebra, derived operators:
The operator R V 1 V V 0 R 0V 0 is well-known in the database eld. It is called natural join', and can be also de ned as follows: the set containing all rows obtained by concatenating each row in R V with those rows 0 in R 0V 0 such that and 0 coincide over V \ V 0 . One important property of natural join is that it always yields nite tables when is applied to nite tables, even if its de nition uses the extension operator. Moreover, the optimization of join has been extensively studied for this reason we will use this operator, rather than extension plus intersection, in the de nition of our query evaluation procedure.
Outer union R V V V 0 R 0V 0 and co-projection`V V 0 R V are useful for treating the dualized operators.
Outer union is dual to join, in the following sense:
Projection and co-projection are both left-inverse of extension:
However, they represent t wo di erent w ays of right-inverting extension:
Query Evaluation
We specify here an evaluation procedure Q(Q) that, given a query Q and a row that speci es a value for each free variable of Q, e v aluates the corresponding information tree. A closed query \from Q A select Q 0 " i s e v aluated by r s t evaluating Q to an information tree I. The pair I A is then evaluated to yield a table R V whose schema contains all the free variables in A. Finally, Q 0 is evaluated once for each row of R V all the resulting information trees are combined using j, to obtain the query result. This process is expressed in the last case of the table below.
The rst part of the table describes how a quadruple I A V is evaluated by a binder evaluation procedure B to return a table with schema S(A V ^ ). The schema function S is speci ed in the table that follows, and enjoys the property that S(A V ^ ) = FV(A) n V. Here is an environment that maps recursion variables to functions from information trees to tables. We assume that is always given together with a schema^ mapping recursion variables to sets of variables V, s u c h t h a t ( ) 2 I T ! T ( ) .
The notation f(x 7 ! n)g represents a table that contains only the row t h a t maps x to n, and similarly for f(X 7 !I)g. We have de ned a query language that operates on information represented as unordered trees. One can take di erent views of how information should be represented. For example as ordered trees, as in XML, or as unordered graphs, as in semistructured data. We believe t h a t e a c h c hoice of representation would lead to a (slightly di erent) logic and a query language along the lines described here. We are currently looking at some of these options.
There are currently many proposals for regular pattern languages for semistructured data, many h a ving in common the desire to describe tree shapes and not just linear paths. Given the expressive p o wer of general recursive f o r m ulas :A, w e believe w e can capture many s u c h proposals, even though an important part of those proposals is to describe e cient matching techniques.
In this study we have exploited a subset of the ambient logic. The ambient logic, and the calculus, also o er operators to specify and perform tree updates 7] . Possible connections with semistructured data updates should be explored.
An implementation of TQL is currently being carried out, based on the implementation model we described. The current prototype can be used to query XML documents accessible through les or through web servers.
