This paper describes our design of a simulation environment for electronic textiles (e-textiles) and our experiences with that environment. This simulation environment, based upon Ptolemy II, enables us to model a diverse range of areas related to the design of electronic textiles, including the physical environment they will be used in, the behavior of the sensors incorporated into the fabric, the on-fabric network, the power consumption of the system, and the execution of the application and system software. This paper focuses on two aspects of the system, modeling the motion of a person wearing the e-textile and modeling the effect of faults in the e-textile system. To partially validate this environment, we compare simulation results against results from two different physical prototypes, a large-scale acoustic beamformer and a pair of shape-sensing pants.
INTRODUCTION
Electronic textiles (e-textiles) are fabrics with interconnections and electronics woven into them. The electronics consist of both processing and sensing elements, distributed throughout the fabric. Potential applications for e-textiles include wearable computing (e.g., context-awareness [1] [6], medical monitoring [7] [13] [18] , and military uniforms) and sensor networks. E-textiles are embedded systems with a unique form factor, and are an extreme form of distributed Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. computing: physically spread over a relatively smaller space, but having a greater dependence on physical locality of computation, lower bandwidth for communication, less available energy, and requiring knowledge of the dynamic shape of the fabric.
The design space for e-textiles is large, with many choices for yarns, weaves, components, system software, interconnection networks, and sensor placement. While the area is still in its infancy, it is clear that prototyping alone cannot adequately explore the design space for most applications. Consequently, a simulation environment is necessary, one that allows a designer to adequately model a range of areas, including the physical environment in which the e-textile will be operating, the behavior of sensing and processing elements, and software execution. At the same time, simulation results are not useful unless the simulation environment has been validated against experimentally measured data. Consequently, we have built prototypes and compared their actual behavior to the behavior predicted by simulation.
In this paper, we describe the current status of our simulation environment for e-textiles and present results generated by both the environment and associated prototypes for two applications, a large-scale acoustic beamforming fabric for locating vehicles and a pair of pants for classifying and analyzing wearer motions. The remainder of the paper is organized as follows. Section 2 presents background material on e-textiles. Section 3 describes the elements of the simulation environment. Results from the environment for both applications are presented in Section 4. Finally, Section 5 summarizes the paper, presents conclusions, and discusses future work.
BACKGROUND
In order to help the reader understand the elements in the e-textiles simulation environment, this section provides background material on current applications of e-textiles and the design issues arising from those applications. The first part of this section reviews extant research in e-textiles and their applications. The remainder of the section examines the issues involved in the design of e-textiles.
E-textile Applications
The Wearable Motherboard project and related work at Georgia Tech has led to the creation of a system for monitoring a user's health, including heartbeat and respiration as well as the location of a bullet wound [11, 19] . Applications include monitoring infants for Sudden Infant Death Syndrome as well as monitoring the status of soldiers on the battlefield. In these projects, wires were woven into the fabric for communication of data along with optical fibers to detect the location of bullet holes. Discrete sensors were attached and computing analysis was performed outside of the garment. Further work at Georgia Tech has investigated the use of FPGAs as self-configuring, fault-tolerant switches.
In industry, a range of products is either on the market or under development. ElekSen has developed a fabric keyboard that serves a dual-purpose in that it can be folded into a carrying case for a PDA device. This company has also developed fabrics for health-care applications and user interaction with vehicle interiors as well as health-care applications [5] . Durability tests show these fabrics are as robust as normal textiles and that the sensing capability does not degrade even over millions of user cycles. Infineon has produced a wearable MP3 player [9] . The primary contribution of Infineon's work is a method for packaging and attaching the digital and analog components in a washable, durable form factor with pins at a suitable pitch for fabric.
At Virginia Tech, the authors have constructed a number of e-textile prototypes, including large-scale (up to thirty feet long) acoustic-beamforming textiles that can determine the location of vehicles [8] and garments for context awareness. The acoustic-beamforming textile, a small prototype of which is shown in Figure 1 , detects the bearing and location of a moving acoustic source using clusters of microphones and a digital signal processing board [8] . The context-awareness pants, shown in Figure 2 , use an array of button-like eTAGs which function as sensors and communication devices to monitor and classify the wearer's motion [10] . In each case, these prototypes route all power and communication through the fabric and are capable of running for significant periods of time on a standard nine-volt battery [8] . We have also investigated the inclusion of novel materials, including thin piezoelectric films, into e-textiles [4] . Our long-term vision for e-textiles includes weaving new fibers into the fabric to provide capabilities such as chemical sensing, power storage, and dynamic color changing [25] . 
E-textile Design Issues
In a previous paper, we described the design issues associated with e-textiles [12] . This section summarizes these design issues here to make clear the relationship between the modules of the simulation environment described in Section 3. A successful simulation environment for e-textiles must encompass the full range of these areas, which includes Applications of e-textiles will have to sense the physical environment, both for wearable computing applications and non-wearable computing applications. Non-wearable applications will typically manifest as sensor networks, which by definition are monitoring the physical environment. A particularly direct and appealing wearable computing application for e-textiles is context-awareness. Context-awareness can be summarized simply as knowing what the user is doing, where the user is, and what is going on around the user, so that the system can adjust its behavior to the user's current situation [1, 26] . Consequently, any simulation tool for e-textiles must be able to model the physics of the environment, and the behavior of the sensors used to monitor that environment. For wearable computing applications, an etextiles simulation tool must also be able to capture aspects of the human body, e.g., body size and limb motion, in order to model the dynamic location of the sensors. Because most garments do not fit tightly on the human frame, the draping and motion of the cloth in response to the underlying movement of the wearer may also have to be modeled to fully account for the movement of the sensors.
With respect to manufacturability, one of our goals for etextiles is to remain within the confines of existing manufacturing techniques in the textile and garment industries. This will enable e-textiles to take full advantage of the efficient and cost effective mass production techniques employed by those industries. Because garments are constructed of pieces cut from a large rectangle of fabric and then sewn together, the fabric must be designed such that the pieces can be easily interconnected electrically, allowing sensing and processing elements on different pieces of the garment to communicate.
An e-textile simulation environment must also account for the computing aspects of the application: networking, power consumption, and software execution. Sensing and processing elements must be interconnected through an on-fabric network [16] . The network topology is constrained by the properties of the weaving process. In particular, like the threads in the fabric, electronic interconnections must be run in two perpendicular directions. The network must also be fault tolerant, because the fabric will be subject to manufacturing defects as well as wear and tear during use.
Like other mobile and wearable computing devices, etextiles will typically be battery-powered, and thus power consumption must be modeled to allow for energy-efficient design. E-textile systems differ from other low power systems in that the power sources will be modular and distributed in order to maintain flexibility. Whereas other low power systems must optimize energy use from a single power source, fabric substrates will likely have to optimize energy use from multiple power sources. Consequently, the optimization problem is more difficult for fabrics. In order to achieve true system level fault tolerance in an e-textile, power fault tolerance in addition to network fault tolerance, must be implemented. Paths from power sources to sensor and computation nodes must be dynamic, allowing power to be routed around damaged sections of the fabric. Because of the physical locality of computation, e.g. a node will search for other nodes within a given physical region for beamforming, power consumption may be non-uniform across the fabric. As a result, the number and distribution of power sources on the fabric will have a great impact on lifetime and application performance [23] . This issue will be elaborated upon later in the paper.
SIMULATION ENVIRONMENT
To construct an appropriate simulation environment, we have selected Ptolemy II as a means of integrating a wide range of simulation capabilities. Ptolemy II provides the type of diverse environment required to handle very different simulation domains and an open architecture that can accommodate interfacing to other environments [21] . For example, Ptolemy II has provisions for simulations in the continuous domain, which is useful for simulating the physics of the environment, while simultaneously providing a discrete event domain that is appropriate for computation. Figure 3 presents the general framework of our simulation environment. Modules within the dashed line are implemented within the Ptolemy II environment, while those on the outside represent extant systems. For example, our models of the physical environment are implemented in the Ptolemy continuous simulation domain while our data from human motion is read from processed data files created by a video motion capture system [2] . Not all of the modules in the figure are present in every simulation. Some aspects of the system are application dependent, some are fabric configuration dependent, and others are constant across applications. The models for the sensors and the associated models of the physical environment are application dependent. For example, the microphone models and the propagation of vehicle acoustics are specific to the beamforming application and are described in the next section. The simulation environment has a representation of the number and location of sensors, processors, communication wires, and power lines. The specific configuration is clearly dependent on the characteristics of the e-textile being modeled, but this configuration is not dependent on the application. To allow for exploration of a range of architectures and sensor configurations, we have created an automatic generation tool that allows for the Ptolemy model of the textile to be generated from a configuration file.
To describe the fabric configuration, the physical model of the fabric considers the placement of the components on the fabric and the interconnections between pieces of fabric. It can be made to automatically generate locations of power and ground lines through each piece based upon an input wiring density per unit length. The model then automatically connects each component on the fabric to the nearest power/ground line pair. The power/battery model assumes that the battery has a fixed amount of energy and keeps track of how much energy has been drawn from it and how much remains. To model the energy consumption, the processor emulation modules must provide a table of power management states and the amount of power consumed in each state to the power/battery model, which we fashioned after the ACPI power management interface [3] . The power/battery model can then track how long each component is in a given state, and uses the timing information and the power for that state to calculate how much energy had been consumed. A more elaborate battery model that accounts for changes in battery capacity with load power is possible [14] , but this first-order model is sufficient for our purposes.
Finally, there are aspects of the system that are constant across application and textile configuration. Most important of these is the processor emulation module, with one module representing each processor in the e-textile. Each module accepts input from sensors as well as raw network data from other processor modules. The processor module implements an interrupt-driven model of computation, with several types of interrupts managed, including sensor data arrival, network data arrival, and clock data. The processor module allows for the user to insert their own C code to handle these interrupts as well as initialize the system. This C code has been ported intact to actual processors, allowing for emulation of e-textile prototypes in a simulation mode. The processor model is capable of outputting results to a network port (both to a debug port and to other processor modules) and providing results on power consumption and processing time. It is important to note that this is not a cycle-by-cycle processor simulator; the data on power consumption and processing time is based on user estimates for a given processor and interrupt handler to be modeled.
Because e-textiles are at an early stage of development and a range of applications are being investigated, it is not possible to confine all exploration of the design space to a pure simulation mode. Further, there is a need for extensive debugging in this novel hardware/software environment, but there is a dearth of such tools. To partially address these needs, we have augmented the environment with the capability to accept live sensor data as well as a hybrid mode of operation. In the live sensor data mode, we can replace select sensor models with sensor data provided over a TCP/IP link. In cases where the data processing cannot keep up with the sensor input rate, prerecorded data is fed from a file. The hybrid mode of operation, inspired by [20] , allows for the simultaneous integration of the simulation environment with physical e-textile prototypes. For example, we have constructed a physical acoustic beamforming e-textile with four processing elements [8] , but would like to investigate the performance of this prototype in an architecture with tens of processors. The hybrid mode bridges the simulated and physical e-textile networks over a TCP/IP link, allowing for extensive investigation and emulation of network and application behavior [17] . Finally, this same bridging technique can be used to decompose simulations of large etextiles across multiple processors to reduce simulation time.
APPLICATION CASE STUDIES
In this section we present results from two different applications, a large-scale acoustic beamforming fabric for locating vehicles and a pair of pants for context awareness. These results illustrate the utility of the simulation environment in the exploration of the e-textiles design space. For the first set of results, the simulator was used to explore the trade-offs between fault tolerance and accuracy involved in the configuration of the batteries, utilizing the physical model of the fabric, the fault generation module, and power/battery model blocks of Figure 3 . For the second set of results, the simulator was used to study the choice of sensors and sensor placement for a garment that monitors the wearer's motions, using recorded motion data and models of two types of sensors. 
Large-scale acoustic beamformer
The purpose of the first application, the large-scale acoustic beamformer, is to locate passing vehicles based on their acoustic emissions. The beamformer, depicted in Figure 4 , consists of four clusters. Each cluster has seven microphones and a DSP processing module. Using the difference in the time of arrival of a sound to each microphone, a cluster can calculate a bearing to a sound source. The clusters then communicate their angles to each other and triangulate to find the location of the sound source. A picture of one cluster of the prototype is shown in Figure 1 .
We have previously described the use of the simulation environment to analyze the impact of communication schemes and sampling rates on the power consumption and accuracy of the beamformer. This analysis demonstrated that a trade-off exists between accuracy and power consumption based upon the sampling rate and the set of microphones chosen within each cluster [8] . In particular, if an e-textile has the ability to select an optimal set of sensors, then less data must be collected and processed, reducing the energy required for a given level of accuracy. However, being able to select an optimal set of sensors comes at the cost an onfabric network that can transmit data from the best set of sensors to the processing elements.
Another interesting trade-off arises when fault tolerance is considered, as is discussed in the following paragraphs. Because of manufacturing defects and normal wear and tear on the fabric, it is likely that there will be broken and shorted wires in the fabric over the course of its lifetime. If the system is powered by a single battery, then a short circuit in one portion of the fabric may cause the entire fabric to lose power. One solution to this problem is to have multiple batteries, with each battery powering an isolated portion of the fabric. However, this is less than optimal if no faults occur, because if a portion of the fabric is active more often, its battery may be exhausted while other, less active portions of the fabric still have energy remaining. The system may still be able to operate using only these portions, but its accuracy may be reduced.
We modeled this problem using our simulation environment by creating a physical fault model that introduces short-and open-circuits into the fabric. Because e-textiles are not yet widely available, there is no information on the types and frequency of the faults that occur. As a first step, we assumed that faults could either be short-or opencircuits, and we generated a random set of faults of various types, shapes, and densities that we think are appropriate given the intended location for the deployment of the beamformer (a roadside in a hostile military environment). For example, one type of shape was a rectangular strip at some angle across the fabric such as might occur if a vehicle were to drive over the fabric. Another type was fashioned after a shotgun blast, a collection of random point faults over a constrained area.
In addition to faults, it was also necessary to model how many batteries are present and how they are configured. We investigated three different configurations of the batteries for the beamformer. Configuration 1 had one battery for the entire beamformer, configuration 2 had one battery for each pair of clusters (two batteries total), and configuration 3 had one battery for each cluster (four batteries total). The overall energy capacity was equal for each of the three configurations. Figure 5 shows the acoustic beamformer in configuration 3. Each cluster has its own battery, as indicated by the small square near the right of each cluster. Two faults have been introduced, a vehicle track fault on the leftmost cluster and a shotgun fault on the cluster next to it. The faults are all short circuits, and the placement model has determined that the components on those two clusters have been disabled by the short circuits, as indicated by the X's. Components on the right two clusters are still functional, as indicated by the diamonds.
After a fault is introduced into a cluster, the battery begins to rapidly discharge, as shown in Figure 6 . When the vehicle track fault occurs on the leftmost cluster, battery 1 begins to discharge rapidly, and then when the shotgun fault occurs on the cluster next to it, battery 2 also begins to discharge rapidly. The short-circuit faults are modeled with a finite resistance, so that the batteries do not discharge instantaneously. On the other hand, the two clusters on the right do not have any faults, and so their batteries (batteries 3 and 4) discharge at a normal rate. The model can also introduce open-circuit faults, in which case the battery discharges more slowly than normal, as illustrated by Figure 7 , which shows the battery charge versus time for the beamformer in configuration 1 (one battery for the entire beamformer) both under normal operation with no faults and with an open-circuit fault present in one cluster. The open-circuit fault causes some of the electronics to be disconnected, reducing the power drain on the battery, and thus reducing the rate at which the battery discharges.
In addition to the battery life, the accuracy of the beamformer is also a major concern. Only two clusters are required to triangulate the location of a sound source, and generally the farther apart those two clusters are, the more accurate the location estimate will be [24] . Consequently, using the leftmost and rightmost clusters gives the most accurate estimate, while using two adjacent clusters gives the least accurate estimate. The accuracy also varies with the location of the sound source, with higher accuracy for sources near a line drawn perpendicular to the midpoint of a line connecting the two clusters. To test the accuracy of the beamformer as faults are introduced, we modeled a sound source moving along an arc 60 feet from the cluster at a velocity of 7.85 ft/s, so that the arc is traversed in 12 seconds. For each of the three battery configurations, one fault was introduced each second. Figure 8 shows the accuracy of the three configurations after the introduction of a series of faults. Configuration 1, as expected, fails after the first fault, as its single battery is discharged. Configuration 2 is able to withstand a few additional faults before failing, while configuration 3, with its one battery per cluster is able to withstand nearly twice as many faults before it fails entirely. The trade-off is that, in the event that there are no faults, even though all three systems have the same battery life, for configuration 3 the outermost two clusters run out of battery charge halfway through the battery life, leaving the inner two clusters to triangulate. The accuracy is then reduced by approximately 5%. So in the no-fault case, configuration 3 has a lower average accuracy over the entire life of the system. Thus, fault-tolerance must be balanced against performance.
Shape-sensing pants
Our second example of using the simulation environment involves the design of a pair of shape-sensing pants. The intended function of the pants is context-awareness, in particular, the classification of the current activity of the user, such as running, walking, standing. A number of other groups have investigated using sets of sensors to determine user activity [1, 6, 26, 22] . All of these groups built hardware prototypes of their sensor systems and then tested their functionality on a few individuals, usually other people working in their laboratory. In contrast, before building the hardware prototype, we simulated the garment using recorded motion data [2] and modeling the physical behavior of two types of sensors.
Simulating the system before building a prototype has several advantages over prototyping alone. First, by using motion data collected from a wider set of individuals, there is a greater confidence that our system will function for a broad segment of the population. The motion database has individuals covering a range of body sizes and shapes. If simulation were not used, then each iteration of the hardware prototype must be tested on individuals covering the same range of body sizes. A second advantage is that we are able to study issues of the type of sensors used and where those sensors are placed on the body without having to first build a hardware prototype. Thus we can more rapidly perform feasiblity studies and decrease the number of iterations that a prototype must go through before it has the desired functionality. Finally, simulation using recorded human motions makes our experiments more repeatable. When testing a hardware prototype, the subject will not make exactly the same motion each time the experiment is run, introducing variability in the results.
We used this environment to design a first iteration garment that incorporates two types of sensors, accelerometers and piezoelectric film strips. We created physical models for each of these sensor types, and for input to those models, we used data from a publicly available human motion database [2] . The motion database consists of three-dimensional position data for various locations on a subject's body for each frame of video. The data was available for the subjects making several different motions, such as walking, running, and jumping. Due to high frequency noise in the data, the data was smoothed using the Matlab spline toolbox. From this smoothed position data, the acceleration of each monitored location on the body was calculated from a sliding window of three position samples and the sampling frequency of the video system (120 Hz), i.e., the difference between each pair of consecutive positions yielded the velocity, and the difference between each pair of consecutive velocities yielded the acceleration. The resulting accelerations were then used to drive models of an accelerometer and a piezoelectric film strip.
The accelerometer we modeled was the dual-axis ADXL311 from Analog Devices. The accelerations calculated from the motion database were converted from mm/s 2 to g's, a multiple or fraction of Earth's gravitational constant 9.81m/s 2 . The specifications for the ADXL311, specifically the number of millivolts per g, were used to calculate the final ac- celerometer output voltage. This, however, did not completely model the behavior of the sensor. Because the sensor and the body are closely coupled, the accelerometer may undergo a change in orientation, particularly if the sensor is used on a part of the body that exhibits a high degree of freedom such as the wrist or ankle. To account for the change in orientation, a rotation matrix derived from Figure 9 was used as shown in the following equations X corrected = X uncorrected cos Θ + Y uncorrected sin Θ, (1) and,
The accelerometer model included inputs for position data, such as the knee and heel for the ankle, which are used to calculate the angle necessary for computation of the rotation matrix. The output of the accelerometer model for a step using X corrected and Y corrected corresponds very closely to actual sensor output, as shown in Figure 10 . The top graph in Figure 10 is from simulation of the accelerometer model using the recorded motion data, while the bottom graph is from an actual accelerometer being worn while walking. While the curves do not match exactly because they are not from the same individual, they have the same general features and ranges of acceleration.
The other sensor that was modeled for this application was a piezoelectric film strip. One property of piezoelectric film strips is that they generate a voltage in response to a physical stimulus, such as being bent or having a force applied. Thus they can be used to used to sense the angle of a joint or to sense the forces resulting from a motion, such as the force acting on the heel when it contacts the ground. However, for the simulation model for the piezoelectric film we only modeled sensing the angle of a joint due to the lack of force data in the motion database. The mathematical model of a piezoelectric film is an ideal voltage source in series with a capacitor (typically tens of nano-farads) across an input impedance, forming a high-pass RC circuit with a cutoff frequency equal to 1 2 πRC [15] . Even for large values of R, the resulting cutoff frequency is typically hundreds of hertz. Above this cutoff frequency, the film produces voltage proportional to the physical stimulus; below this cutoff frequency, the film produces a voltage proportional to the rate of change of the input. Because the frequency of most human motions (typically 1 Hz or less) is well below this frequency, particularly joint angles, we can assume that the piezoelectric film will measure the angular rate of change if placed on the joints.
The simulation model consists of inputs for three points that form a joint angle, such as the hip, knee, and heel, which form the knee joint. The angle formed by these three points as shown in Figure 9 is calculated and the discrete derivative of the resulting angles is the final piezoelectric sensor output. The model was verified using the analytical results from a pendulum in [12] . For this particular appli- ure gives the actual data from a physical piezoelectric sensor. The simulation was generated from video data of a subject walking while the acceleration data was taken from the same subject walking. cation, the sensor was placed at the knee. Figure 11 gives a comparison of the output of the simulation model and the output of an actual piezoelectric film strip. The top graph in Figure 11 shows the simulation output, while the bottom graph shows the output of the actual sensor. These results are for the same set of steps from a single individual. As would be expected, the actual results have more noise than the simulation results, but other than that, the simulation results match the actual results very well.
Given the models for the accelerometer and the piezoelectric film strip, the simulation environment was used to train a neural network for classifying user motion into walking, running, jumping, and standing, using a method similar to that described in [26] . Ideally, one would like a contextaware garment that works for the entire population without requiring any training by the individual, or at least, a set of garments of that work for various ranges of body sizes. An open question is whether this goal is feasible, and if so, what is the subset of the population should be used to train the garment to achieve this goal. We have previously reported on using the environment to explore the the dynamic range required of the sensors when placed on different locations on the body and the accuracy of the application when trained on different subsets of the population [12] . The results show that the accuracy is highly dependent on which range of individuals is used to train the neural network. The best results were obtained when using individuals who were near the mid-range of the population in terms of maximum heel acceleration while walking, while the worst results were obtained for individuals who were outliers at either end of the population. Somewhat surprisingly, using the average of two outliers, one from each end of the population, worked nearly as well as using an individual who was in the middle of the population. The important point is that these findings would have been difficult to obtain without simulation. Using a hardware prototype to study the accuracy of the application versus the segment of the population used for training would have been prohibitively time-consuming. Simulation permits a greater exploration of the design space.
CONCLUSIONS
Design considerations for e-textile applications encompass a range of areas, including the physical environment, sensor behavior, human body size and motion, the shape of the cloth, garment and fabric manufacturability, and standard computer engineering areas such as networking, power consumption, and software execution. A simulation environment for e-textiles must be able to readily model aspects of each of these areas. This paper has described a simulation environment designed to aid in the exploration of the e-textile design space. In addition, features allowing for the inclusion of live sensor data and the integration of physical and simulated elements of an e-textile make it a useful tool for debugging e-textile prototypes.
Aspects of this environment were demonstrated in two case study applications. In the case of fault and power analysis of the acoustic beamformer, we were able to explore the effects of fault introductions that would be prohibitively expensive to study using actual e-textile prototypes. In particular, we showed that the choice of battery configuration will affect both the fault tolerance and the accuracy of the e-textile, and that a trade-off exists between them. For the context-aware pants, the results of the simulation environment were verified against ground truth data, showing a close correspondence between the simulation and actual data.
For our future work, we would like to extend the model to include the manufacturability of the e-textile. One of our goals is to stay as close as practically possible to existing manufacturing techniques for textiles and garments. By doing so, e-textiles will be able to take advantage of the cost-effectiveness of textile and garment manufacturing techniques. We envision that e-textiles are an enabling technology for pervasive computing, and as such, must be inexpensive if they are to be widely deployed. Adding manufacturability to the environment would provide feedback to the e-textile designer about the cost of points in the design space.
Another aspect that we believe must be added to the environment is the motion and draping of the cloth. At the present time, we assume that the sensors for wearable e-textiles are at fixed position on the body, which would be true for tight-fitting garments (e.g., spandex). However, most garments move with respect to the body and change shape as the user moves about. Consequently, sensors will not be at fixed locations on the body. For some applications the change in position of the sensors relative to joints and other important features of the body must be accounted for. If they are not accounted for, then the simulation environment will not provide accurate information about the characteristics of the e-textile design space.
