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視する手法などが提案されており，前者としては最小二乗誤差（MMSE: minimum mean square
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第1章 序論
1.1 研究背景と目的

































































































化しやすい系においては，AR（augmented reality）/VR（virtual reality）with ヘッドマウン


































































ある [49,50]．モンテカルロフィルタ [15]，ブートストラップフィルタ [14]，CONDENSATION






離散時刻を k = 0, 1, 2, · · · で表し，時刻 kにおける状態をxk ∈ Ra，観測を yk ∈ Rbと表す．
ここで，Rr を r次元実数空間とし，aを状態の次元，bを観測の次元とする．また，初期時
刻 0から時刻 kまでの状態の系列を以下のように示す．
x0:k = {x0,x1,x2, · · · ,xk} (2.1)
さらに，時刻 0から時刻 kまでの観測の系列を以下のように表す．
y0:k = {y0,y1,y2, · · · ,yk} (2.2)
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状態 xkの時間遷移は，以下の離散時間システム方程式で表わされるとする．
xk+1 = f (xk,vk) (2.3)
vk ∼ uv　 (2.4)
ここで，f (·)は非線形関数，vk ∈ Raは確率分布 uvに従うシステムノイズである．また，観
測値 ykは以下の離散時間観測方程式によって表される．
yk = h (xk,wk) (2.5)
wk ∼ uw　 (2.6)
ここで，h (·) は非線形関数，wk ∈ Rbは確率分布 uwに従う観測ノイズを表し，∼は左辺の
変数ベクトルが右辺の確率分布に従うことを意味する．p (·|·)を条件付き確率とすると，マ
ルコフ性（付録A.1）を有するシステムでは，以下の式が成り立つ．
p (xk+1|xk) = p (xk+1|x1:k,y1:k) (2.7)
p (yk+1|xk+1) = p (yk+1|x0:k+1,y1:k) (2.8)
本論文では，対象がマルコフ性を有すると仮定し，状態 xkと観測 ykが
xk+1 ∼ f (xk+1|xk) (2.9)
yk ∼ h (yk|xk) (2.10)
9
に従うものとする．ここで，f (·|·)はシステムモデルの遷移確率，h (·|·)は観測モデルの遷移

























Step 0 of PF:
時刻 k = 0において，






Step 1 of PF:
時刻 kにおける粒子mの状態 xk,mと時刻 k + 1の観測 yk+1をプロポーザル分布 q (·)の条








ここでプロポーザル分布とは，時刻 kの状態が所与の下で時刻 k + 1の観測データを参照し
て時刻 k + 1の状態を予測するために設計された確率分布である．本論文で扱うモンテカル
ロフィルタ [15]においては，プロポーザル分布として式 (2.9)のシステムモデルの遷移確率
を用いる．
f(xk+1|xk) ≜ q (xk+1|xk,yk+1) (2.15)








vk,m ∼ uv (2.17)
を生成する．












































この値は，全粒子の重みが均等な場合に ESS = M となり，重みの偏りが最も大きい場合に
ESS = 1となる．リサンプリングが必要と判断される適当な閾値 ESSthを設け，ESSの値が
それを下回れば，m = 1, 2, · · · ,Mについて π̃k+1,mの確率で x̃k+1,mを復元抽出する．
xk+1,m ∼

x̃k+1,1 with prob. π̃k+1,1
...
...








xk+1,m := x̃k+1,m (∀m) (2.25)
πk+1,m := π̃k+1,m (∀m) (2.26)





∼ p (xk+1|y1:k+1) (2.27)
この後に k := k + 1として [Step 1 of PF]に戻る．以上の流れを Fig. 2.1に示す．
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Fig. 2.1 : Brief flow of PF.
2.2.2 点推定
PFの粒子の分布から，確定的な特性値を抽出する操作を点推定と呼び，[Step 2 of PF]と
[Step 3 of PF]の間で実行する．粒子は再配置されることによりその多様性が失われるため [17]，
点推定はリサンプリングの前に実施すべきであることが先行研究によって示されている [57]．















































できる．StefAny のGUI（Graphical User Interface）を Fig. 3.1 に示す．以下ではこのシミュ
レータの概要と利用方法について述べる．
3.2 画面構成と機能




Fig. 3.1 の画面を構成する四つの項目をFig. 3.2に示す．ここでは，それらの機能について
説明する．
17
Fig. 3.1 : StefAny GUI.




GUI 要素 2:時系列グラフ（Fig. 3.2 (b)）
時系列情報（真値，観測値，点推定値，推定誤差など）を表示する．
GUI 要素 3:粒子パラメータグラフ（Fig. 3.2 (c)）
フィルタの推定に関する詳細情報（事前・事後推定，粒子の重み，粒子の分布など）を表
示する．また，指定時刻とその一時刻前の情報を同時に表示する．

























Fig. 3.3 (b) のグラフにおいて，PF の各粒子の重みを黒色の丸による散布図で，また，粒
子の分布のヒストグラムを灰色の棒グラフで示している．
詳細表示 3: PF の各粒子の分布・重み（リサンプリング後）
Fig. 3.3 (c) のグラフにおいて，リサンプリング後の各粒子の重みを赤色の丸による散布
図で，粒子の状態に対する分布のヒストグラムを赤色の棒グラフで示している．詳細表示 2
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(a) Model selection and filter parameter setting region.
(b) Time-series graph.
(c) Particle parameter graph.
(d) Display item selection region.
Fig. 3.2 : Major StefAny components.
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(a) KF prior and posterior estimates.
(b) Distribution and weight of PF particles (be-
fore resampling).
(c) Distribution and weight of PF particles (after
resampling). (d) PF posterior probability and point estimate.
Fig. 3.3 : Details of particle parameter graph.
と比較することで，リサンプリング前後における粒子の分布とヒストグラムの変化を観察で
きる．
詳細表示 4: PF の点推定値
Fig. 3.3 (d)のグラフにおいて，粒子の事後分布を緑色の丸による散布図で，それから算出
された点推定値を緑の実線で示している．一般に，PF による事後推定から唯一の推定値を
導出する点推定の手法として，MMSE推定，MAP推定が用いられる．Fig. 3.3 (d) のグラフ
には後者の手法の一つである pf-MAP推定 [25] による点推定の例を示している．
上述の詳細項目はGUI 要素 4 により，選択的に表示できる．
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3.2.3 シミュレーション対象のモデル








xk+1 = xk + b+ vk (3.1)












とした．ここで，N (α, β)は，平均 α，分散 β のガウス分布を表す，σ2vはシステムノイズの
分散，σ2wは観測ノイズの分散である．ここでは，
b = 1 (3.5)
σ2v = 1 (3.6)
σ2w = 3 (3.7)
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とした．また，推定の初期値 cを，
c = −20 (3.8)
とし，状態の初期値を
x0 = c+ v0 (3.9)
とした．そして PFの粒子数を

















xk+1 = xk + b+ vk (3.12)
y1k = xk + w
1
k (3.13)



























b1 = 0 (3.18)
b2 = −6 (3.19)
σ2v = 1 (3.20)
σ2w1 = σ
2
w2 = 3 (3.21)
とした．PFのパラメータは式 (3.8)，式 (3.9)，式 (3.10)，式 (3.11)と同一とする．
KFのアルゴリズムとしては，LKFを利用した．システムモデルは式 (3.12)，観測モデル
は式 (3.13)，式 (3.14)と同一とし，システムノイズは式 (3.15)，と観測ノイズは式 (3.16)，
式 (3.17)と同一とした．また，KFのパラメータは式 (3.5)，式 (3.6)，式 (3.9)と同一とした．
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3.3 StefAnyの有効性の検証






シミュレーションに使用したPC（parsonal computer）は，DELL Precision™ M3800（Intel®
Core™ i7-4712HQ，2.30 [GHz] 4コア，主記憶 16 [GB]）である．ソフトウェア環境は，Microsoft®
Windows® 8.1 Pro（64bit），Microsoft® Visual Studio® 2013，Microsoft® .NET Framework®
4.5，であり，行列演算には OpenCV 2.4.9 を利用した．シミュレーション演算を C++/CLI
で，GUI 部を C# で実装した．
3.3.2 ガウス性ノイズが混入するモデルの場合
(a) KFの事後推定とPFの点推定の比較と考察
ここでは，第 3.2.3項 (a)のモデルを対象に，StefAnyのGUIを用いて，Fig. 3.4 (a)に示す
KFの事後推定値と対比しながら PFの複数の点推定手法の特性について考察する．k = 36
におけるシミュレーション結果について，MMSE推定と pf-MAP推定のグラフをそれぞれ
Fig. 3.4 (b) と Fig. 3.4 (c) に，推定値をTable 3.1 に示す．なお，Table 3.1 に示されている推







(a) State estimation by KF.
(b) State estimation by PF and point estimation by
MMSE.
(c) State estimation by PF and MAP estimation by
MW and pf-MAP.
Fig. 3.4 : Particle parameter graph for case (k = 36) in which pf-MAP estimation has high
accuracy using model with Gaussian noise.
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Table 3.1 : KF and PF estimation results of Fig. 3.4 for simulation with model containing Gaussian
noise
推定手法 KF MMSE pf-MAP MW Truth
推定値
（k = 36）
18.2 18.4 18.1 19.2 16.6
RMSE 1.64 1.58 2.17 2.17 -
計算時間 [s] 0.02 0.86 16.99 0.85 -






















第 3.2.3 項 (b) で示した非ガウス性ノイズが混入するモデルを対象に，MMSE推定，MW
推定, および pf-MAP推定の比較を行った．ここで，MAP推定の精度が高い場合と低い場合
の比較を行うため，ある二つの時刻（i.e., k = 10, k = 14）に着目する．
まず，非ガウス性ノイズが混入するモデルに対するMMSE推定の結果を Fig. 3.5 に示す．
二つの観測の中央周辺のMMSE推定値が算出されていることがわかった．
27




最後に，pf-MAP推定の結果をFig. 3.6の緑色の線で示す．第 3.3.2項 (b)で述べた pf-MAP
推定の特性により，システムモデルに従った事前推定の結果を反映させた妥当な事後確率分
布と点推定を得ている．この点で，pf-MAP推定は非ガウス性ノイズが混入するモデルに対
(a) k = 10.
(b) k = 14.
Fig. 3.5 : MMSE estimation result using model with non-Gaussian noise. Orange and brown lines
represent y1k (correct) and y
2




















Fig. 3.6 : MAP estimation result using model with non-Gaussian noise　 in case yielding correct
estimate (k = 10).
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Fig. 3.7 : MAP estimation result using model with non-Gaussian noise in case yielding incorrect





















































O (N(M + 1))に低減させられる（Fig. 4.1）．
3. MAP推定値を平滑化できる．
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tion）[26]の概念図を Fig. 4.2に示す．VQは以下のように定式化される．まず，x = xk,mを時






























初期荷重ベクトルを一様乱数で与える．初期時刻を k = 0とする．その他のパラメータ設
定は後述する．以下の処理は時刻 kにおいて，すべての粒子xk,mについて一度ずつ行われる．
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Step 1 of mCRL:
入力ベクトルxk,mに対して重み付きの最近隣荷重ベクトルのインデックス ck,mを求める．


















η = exp (−1/ (N · τ)) (4.6)
であり，τ は忘却係数である．
























Step 4 of mCRL:
Ik < IthかつDk,ck,m > DthD̄kの場合，Step 4 of mCRL-a へ移り，それ以外では Step 4 of
mCRL-bへ移る．
Step 4 of mCRL-a:
最小の部分ひずみをもつ第 sk荷重ベクトルを更新する．さらに，第 ck,m部分ひずみと第
sk部分ひずみを更新する．





xk+1,m if n = sk+1
wk,n otherwise
(4.11)
Dk,n := D̄k if n = ck,m or n = sk (4.12)
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if n = ck+1,m
wk,n otherwise
(4.13)
ここで，αk = 1− Ikは学習の進行に応じて調整される学習率であり，round (·)は丸め関数で






























Step 2 of FAST-MAP:
次に，式 (2.30)について，pf-MAP推定における xk,nをwk,nに，πk,nを dk,nに置換した
式 (4.15)でMAP推定値を算出する．この操作を FAST-MAP推定と呼ぶ．















提案手法では，第 2.2 節の PFと，第 4.2.2 項のmCRL，および 第 4.3 節の FAST-MAP推
定の処理を [Step 1 of PF]→[Step 2 of PF]→[mCRL]→[FAST-MAP]→[Step 3 of PF] の順に実行
する．本手法の特長は，1)情報圧縮，2 )計算量の削減，3)荷重ベクトルの平滑化，である．


























































xk+1 = xk +∆
sys
k+1 + ξk+1 (4.18)











yk,1 = xk + ζk,1 (4.22)
yk,2 = xk + ζk,2 (4.23)
ζk,1 ∼ N (bk,1,Σobs,1) (4.24)
ζk,2 ∼ N (bk,2,Σobs,2) (4.25)
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であり，
























とした．目標信号 xtargetk ，第一および第二センサ信号 yk,1および yk,2のグラフを Fig. 4.3に
































(a) Target truth signals　 xtargetk . (b) Signals from two sensors yk,1 and yk,2.
Fig. 4.3 : Target truth and observation signals.
Fig. 4.4 : An example of multimodal distribution formed by the likelihood funciton (4.30) and the
MMSE and MAP estimations against the distribution.
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4.4.3 パラメータ探索
以上のモデルに対して 1) PFの粒子数M，2)荷重ベクトル数N，3) PFの有効サンプリング
サイズ閾値ESSth，4) mCRLの忘却係数 τ，5)エントロピー閾値 Ith，6)ひずみ閾値 Dth をそ
れぞれ変動させ，最も高精度にFAST-MAP推定がなされるパラメータを探索した（Fig. 4.5）．
なお，初期部分ひずみは Dk,1 = 10−6 ≪ 1 とした．
1) PFの粒子数M：PFの粒子数Mを変化させ，pf-MAP推定の精度を二乗平均平方根誤





評価した結果のグラフをFig. 4.5 (b)に示す．荷重ベクトル数Nが 70以上の場合には推
定精度に大きな差は見られなかったが，荷重ベクトル数の増加と共に推定精度が向上
する傾向が確認された．そこで，Fig. 4.5 (b)の中で，推定誤差が最小となったN = 150
を選定した．
3) 有効サンプリングサイズ閾値ESSth：ESSthを変化させ，FAST-MAP推定の精度を評
価した結果のグラフを Fig. 4.5 (c)に示す．ESSthを増加させ，高頻度にリサンプリン
グすることで，推定精度が向上した．ここでは，ESSth = Mとした．













はなかった．したがって，先行研究 [67]で推奨されているDth = 1.4とした．
4.4.4 実行環境





















Fig. 4.5 : Relationship between the estimation error in RSME and the tuning parameters.
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(a) k = 0. (b) k = 160.
(c) k = 244. (d) k = 312.
Fig. 4.6 : Estimation results by PF.
それぞれ Fig. 4.9と Fig. 4.10に示す．MMSE推定では yk,1と yk,2の中間点が推定値となり，
目標信号からのバイアスが生じていることが，空間的には Fig. 4.8 (a)から，時系列的には
Fig. 4.9 (a)とFig. 4.10 (a)からわかった．他方，pf-MAP推定とFAST-MAP推定がyk,1とyk,2
の成す非ガウス分布から，より事後確率の大きい yk,1近傍の点が推定値として抽出されたこ




(a) k = 0. (b) k = 160.
(c) k = 244. (d) k = 312.






















Fig. 4.10 : Time estimation of RMSE on the state of the vertical axis.
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処理，およびそれらの内訳，それぞれの計算時間を Fig. 4.13に示す．mCRLと FAST-MAP
推定の合計計算時間は，pf-MAP推定に比べて約 96%低減された．今回はC言語などの低級
言語と比較して計算時間を要する Pythonで評価したため，一時刻の推定にかかる時間は約
0.48 [s] であった．文献 [24]によると，C言語で実装された pf-MAP推定にかかる計算時間
はM = 900の場合に約 0.02 [s] であり，本研究でPythonを利用した場合の pf-MAP推定の計
算時間に比べて約 99.8%削減された．このことから，低級言語で提案手法を実装することで
Fig. 4.12 : Comparison of RSME of each method. RSME of FAST-MAP is 70% decreased
compared to that of MMSE and as same as that of pf-MAP.
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Fig. 4.13 : Comparison of the calculation time of each method. The proposed method computes
the estimation approximately 96% faster than pf-MAP.
MAP推定のさらなる高速化も可能である．例えば，文献 [24]での計算時間 0.02 [s] は，提案
手法の適用により 96%削減され，約 0.8 [ms]への低減が期待される．これは，一般的なアク
チュエータのリアルタイム制御周期である 1 [ms]以内に収まる値で，文献 [24]が提唱する低
レベル制御系のオブザーバとしての活用にも適し，応用範囲の拡大が見込まれる．
4.6 推定値の平滑化に関する考察
シミュレーションの全時刻における RSMEでは FAST-MAP推定の方が pf-MAP推定より
も増加したが，一部の時刻では FAST-MAP推定の方が推定精度が高い場合があった．例と
して k = 307 ∼ 310における両者の二乗誤差を比較したグラフを，Fig. 4.14に示す．これは，

















能の向上を目指したさらなるパラメータの調整，式 (4.14)や式 (4.15)に PFの粒子の分布を
より反映させるような定式化の改善が挙げられる．
さらに，本章における提案手法のには，下記の限界がある．










































る場合の具体的な画像を Fig. 5.1に，それに対応する深度画像を Fig. 5.2 に示す．同図内の
矩形で示した領域は対象物と背景の境界を含む領域であり，この領域の深度センサの計測値












Fig. 5.1 : An image taken from kinect v2.
Fig. 5.2 : A depth image corresponding to Fig. 5.2 measured by kinect v2.
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Fig. 5.3 : Histogram of depth value measured by a pixel which located in boundary of background
and foreground during 100 steps.
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5.2.1 センサ系の定義































画像を Ik ∈ RW×Hとし，W は水平画素数，Hは垂直画素数を表す．これらの関係を，平行
投影変換 [70, 71]P(·)として次のように表現する．
P (Pk) = Vk (5.3)
平行投影変換の詳細については付録Dを参照のこと．また，この平行投影変換によって三
次元計測点 pk,piに対応付けられる深度画像の画素 vk,piの画素値を Ik(vk,pi)と表し，z軸の値




















xk+1 = xk + ξk (5.5)













(a) Single modal noise in a depth value.
(b) Multi modal noise in a depth value.





























基づいて決定した. 第 2.2.2項に示した pf-MAP推定を用いて得られた値を，推定深度 x̂MAPk
とする．
また本章において，提案手法との比較のための LKF（付録C.1）を用いる．システムモデ

















計測値に第 5.2節で示した計測誤差を疑似的に混入させ，各時刻 kにおける PCDと深度画
像を生成した．各時刻において得られた深度画像に対して PFを適用し，各画素のMAP推
定値を用いて推定深度画像を生成した．なお，PFと KFのモデルは式 (5.5)と式 (5.6)に










す．PF適用前の深度画像 Fig. 5.6 (a)では立方体の境界に計測誤差が混入した．一方，提案
手法による PF適用後の深度画像 Fig. 5.6 (b)では計測誤差が低減したことがわかった．




















発的な誤差の影響は受けにくい．この現象について，k = 35から 36に時刻が遷移する際に
139 [pixel value]の計測誤差が発生した際の様子をFig. 5.7で拡大表示している．このときKF
の推定誤差は 13 [pixel value]から 16 [pixel value]と増大し計測誤差の影響を受けていることが
確認できるが，PFの推定誤差は 1 [pixel value]のままである．
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(a) Depth image with multi modal noise at boundaries.
(b) Depth image after filtering with the proposal method.
Fig. 5.6 : Depth images before and after filtering with the proposal method．
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ヒストグラムを Fig. 5.8に示す．なお，比較のためにFig. 5.3で得られたヒストグラムを，透
過した青色のヒストグラムとしてFig. 5.8に重ねて表示している．Fig. 5.3において観察され
た画素値 27 [pixel value]や 33 [pixel value]付近に分布していた誤差の混入する画素値が，提案
手法によって除去され，真値周辺の画素値 13 [pixel value]に集中して画素値が分布している
ことがわかった．なお，画素値 27 [pixel value]や 33 [pixel value]における誤差は，三次元空間
においてそれぞれ 150 [mm]，190 [mm]であった．この結果から，提案手法によって単峰性の
分布に修正されたことが確認された．
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Fig. 5.8 : Histogram of depth value of the actual sensor taken from a pixel which located in




ポット [77]を簡易的に除去することを目的とした処理である．MFのカーネルサイズは 5 と
した．Fig. 5.9に，k = 1, 50, 100におけるMFによる処理前後の深度画像を示す．Fig. 5.9 (a)
の生画像において発生したブラックスポットは Fig. 5.9 (b)のMF処理後には低減されたが，
物体の境界面における非ガウス分布に従う誤差が残存し，物体形状が時間の経過とともに変
化した．
次に，k = 1, 50, 100において，MFによる前処理後にKFとPFを施した深度画像をFig. 5.10 (a)







(a) Raw depth images measured by Kinect v2.
(b) Images after processing MF.
Fig. 5.9 : Time series images before and after processed by MF to raw images．
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(a) Images after processed by KF.
(b) Images after processing PF.
Fig. 5.10 : Time series images after processed by KF and PF．
68
Table 5.1 : Comparison of features about each filters for depth image. If the method can improve
the corresponding item in the star chart, it is labeled ✓. If the method cannot improve the








× ✓ ✓ ✓
Multi-modal
noise
× × ✓ ✓
Edge ✓ ✓ × ✓

















































ることができる尤度比検定を応用する．正規分布に従うN (µ0, σ20)，N (µ1, σ21)の二群の分布
から独立なデータが得られるものとし，帰無仮説H0と対立仮説H1を次のように設定する．
H0 : µ0 = µ1　 (6.1)
H1 : µ0 ̸= µ1 (6.2)
この場合の尤度比推定は，次の手順からなる．
1. H0 における正規分布の期待値と分散の最尤推定量をそれぞれ µ̂0，σ̂20 とし，
2. H1 における正規分布の期待値と分散の最尤推定量をそれぞれ µ̂1，σ̂21 とし，これらを
求める．
3. 最尤推定量から，H0，H1 それぞれの尤度を求める．
4. 2 で算出した尤度関数の比をとり，統計量 T を算出する．

















lH0 = ln(L0(µ̂0, σ̂
2
0)) (6.5)





とする．サンプル数が十分であれば，T は漸近的に χ2分布に従う [79]．
5. H1とH0のパラメータ数の差をとった値を自由度 γ，有意水準を αとした χ2分布を用
いて，
































H0 : µ0 = µ1　（両方のセンサが正常）








(a) A case of sensors’ distributions that both sensors are assumed to be normal.
(b) A case of sensors’ distributions that either sensor is assumed to be fault.




























m1 ∈ G1 (6.11)
である．集合G0，G1のグループ分別は，各粒子の状態がセンサ 0とセンサ 1の観測値のど
ちらに近いかを比較し，センサ 0に近ければG0に属させ，センサ 1に近ければG1に属させ










xk+1 = xk + 1 + vk (6.12)
y1k = xk + w
1
k (6.13)














vk ∼ N (0,σ2v) (6.15)
w1k ∼ N (b1,σ
2
w1) (6.16)











状態の初期値を −20 + v0，推定の初期値を −20，PFの粒子数を 100，粒子の初期状態を
x0,m ∼ N (−20, σ2v)と設定した．
6.4.1 提案手法を用いない場合の点推定結果
上述の条件でシミュレーションを実施し，MMSE推定とpf-MAP推定により状態推定を行っ












Fig. 6.3のグラフにおいて逸脱度が 300以下であった時刻のうち k = 12, 19, 35, 36の場合に
ついて，センサ 1とセンサ 2の観測値およびその尤度関数を示したグラフが Fig. 6.4である．
いずれの場合もセンサ 1とセンサ 2が出力した観測値の差が 2σw1以下となっていることが確
認された．
一方 Fig. 6.3のグラフにおいて逸脱度が 300を超えた時刻 k = 2, 15, 22, 39の場合について，




推定，pf-MAP推定により状態を推定した結果のグラフをそれぞれ Fig. 6.6 (a)と Fig. 6.6 (b)
Fig. 6.3 : Time evolution of devience.
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(a) k = 12. (b) k = 19.
(c) k = 35. (d) k = 36.
Fig. 6.4 : Likelihood graphs when deviance is less than 300.
(a) k = 2. (b) k = 15.
(c) k = 22. (d) k = 39.




Fig. 6.6 : State estimation results with the proposal method.
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を，確率過程という [60, 61, 80]．以下では離散時刻を k = 0, 1, 2, · · · で表し，確率変数を Xk
と表す．このとき，時刻 K までの確率変数の族
{Xk, (k ∈ [0, K])} (A.1)
を確率過程とする．
ここで， 可算集合 Sを状態空間とし，skを時刻 k における状態とする．Sを値にとる確
率過程 {Xk, (k ∈ [0, K])} が











p (x|y) = p (x)
p (y) p (y|x)
(A.3)
p (x|y) ∝ p (x) p (y|x) (A.4)
が成り立つ．ここで，∝は「比例する」を意味し，p (x|y)を事後分布，p (y|x)を尤度，p (x)
を事前分布と呼ぶ．ベイズの定理の特筆すべき点は，一般に推定が困難と言われる逆問題を
比較的容易に解くことができる性質にある．式 (A.4)の右辺における，原因となる事象（す
なわち状態）から結果に関する事象（すなわち観測）を導く確率を表す尤度 p (y|x)，状態 x
の確率分布を表す事前分布 p (x)は比較的容易に得られるためである．
A.3 ベイズ推定
ベイズの定理を利用して，観測から状態を推定する手法を，ベイズ推定という [4, 81, 82]．
状態推定のオフライン課題を解くため，次式のベイズ推定を用いることができる．
p (x0:K |y1:K) =
p (x0:K) p (y1:K |x0:K)
p (y1:K)
(A.5)
また，時刻 0から時刻 kまでの状態 xkと ykの組をそれぞれ，
x0:k = {x0, x1, x2, · · · , xk} (A.6)
y0:k = {y0, y1, y2, · · · , yk} (A.7)
ii
とする．ベイズ推定においては，状態系列に対する適切な事前分布 x0:K と，観測尤度モデ






f (xk+1|xk) = p (xk+1|x0:k, y1:k) (A.8)
観測モデルに従う条件付き確率分布を
h (yk+1|xk+1) = p (yk+1|x0:k+1,y1:k) (A.9)
と表す．これにより，式 (2.9)は式 (A.5)の事前分布として










が想定されたこととなる．式 (A.10)，式 (A.10) を 式 (A.5) に代入し，時刻についての再帰
的な関係に基づき整理することで

































p(x|y1:k) ∝ p(yk|xk)p(xk|y1:k−1) (B.4)
v
と表せる．したがって，式 (B.1) は次のように展開できる．













式 (B.7)を式 (B.4)に組み込むことで，MAP推定（pf-MAP [25]）は以下のように導かれる．













xk+1 = Axk + vk (C.1)
とする．ただし，Aは状態遷移行列，xkは状態，vkは中心が0，分散がRkの正規分布N (0,Rk)
に従うシステムノイズである．また，観測モデルを，
yk = Cxk +wk (C.2)





¯xLKFk+1 = Ax̂k (C.3)













= P̂ LKFk CR
−1
k (C.5)
とする．さらに，LKFの事前誤差共分散行列 P̄ LKFk を




とし，事後共分散行列 P̂ LKFk を



































とする．また，EKFの事前誤差共分散行列を P̄ EKFk を

























のように得られる．以上より，事後共分散行列 P̂ EKFk を計算する．



























Step 0 of UKF:
x
状態推定値の初期値 x̄UKF0 は，中心が x0，分散がΣ0の正規分布N (x̄0,Σ0)に従うものと
する．すなわち，
x̂UKF0 = E [x0] = x0 (C.17)
P̂UKF0 = E
[




Step 1 of UKF:




χ0k = x̂k (C.19)






, σ = 1, 2, · · · , n (C.20)
















, σ = 1, 2, · · · , 2n (C.23)
xi
Step 2 of UKF:




k ,0), i = 1, 2, · · · , 2n (C.24)




















χ̄0k = x̄k (C.27)






, σ = 1, 2, · · · , n (C.28)






, σ = 1, 2, · · · , n (C.29)
さらに，観測シグマポイント Ȳσを，式 (2.5)の hに基づき，以下のように計算する．
Ȳσk = h(χσk ,0), i = 1, 2, · · · , 2n (C.30)
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Fig. C.1 : Comparison between characteristics of EKF and UKF.














xk+1 = f (xk,vk) (C.37)
とする．観測モデルは，式 (C.10)と式 (2.6)に基づいて，




















Step 0 of EnKF:
時刻 k = 0において，






Step 1 of EnKF:
xv










vk,m ∼ uv (∀m) (C.42)
を生成する．















































































H̄k = [ Ol×k Il×l ] (C.52)















= f̄ (x̄k,vk+1) (C.56)
となり，拡大システムモデルが得られる．また，ykについても，
yk = h (xk,wk) (C.57)




= H̄kx̄k +wk (C.59)
xviii
Fig. C.2 : Comparison between characteristics of EnKF and PF.
とでき，線形の拡大観測モデルができる．これらをまとめると
x̄k+1 = f̄ (x̄k,vk+1) (C.60)




















Table C.1 : Comparison of features of each KFs and PF.
手法 KF EKF UKF EnKF PF
　適用可能な
システムモデル










ガウス性 ガウス性 ガウス性 非ガウス性 非ガウス性
　適用可能な
観測ノイズ
ガウス性 ガウス性 ガウス性 ガウス性 非ガウス性
xx
付 録D 平行投影変換
第 5章の深度センサの水平視野角を θ，垂直視野角を ϕ，最大計測距離を dMAX，最小計測
距離を dMIN，xおよび y方向の最大投影幅をそれぞれ lxMAX，l
y
MAXと表すと，深度画像の 1






































Fig. D.1 : Overview of parallel projection model around x axis.
本研究で用いたKinectV2の具体的な数値は以下の通りである．
W = 512[pixel] (D.6)
H = 424[pixel] (D.7)
θ = 70[deg] (D.8)
ϕ = 60[deg] (D.9)
dMAX = 8000[mm] (D.10)
dMIN = 500[mm] (D.11)
τ = 255 (D.12)
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