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With the recent developments in machine learning, Carrasquilla and Melko have proposed a
paradigm that is complementary to the conventional approach for the study of spin models. As
an alternative to investigating the thermal average of macroscopic physical quantities, they have
used the spin configurations for the classification of the disordered and ordered phases of a phase
transition through machine learning. We extend and generalize this method. We focus on the
configuration of the long-range correlation function instead of the spin configuration itself, which
enables us to provide the same treatment to multi-component systems and the systems with a vector
order parameter. We analyze the Berezinskii-Kosterlitz-Thouless (BKT) transition with the same
technique to classify three phases: the disordered, the BKT, and the ordered phases. We also present
the classification of a model using the training data of a different model.
Numerical simulations, such as Monte Carlo methods,
have been successfully employed in the study of phase
transitions and critical phenomena [1]. In spin systems,
the spin configurations are sampled using a stochastic
importance technique, and the estimators for physical
quantities, such as the order parameter and the specific
heat, are evaluated for these samples.
Several spin models have recently been studied through
machine learning [2–6]. Carrasquilla and Melko [2] pro-
posed a paradigm that is complementary to the above
approach. By using large data sets of spin configura-
tions, they classified and identified a high-temperature
paramagnetic phase and a low-temperature ferromag-
netic phase. It was similar to image classification us-
ing machine learning. They demonstrated the use of
fully connected and convolutional neural networks for the
study of the two-dimensional (2D) Ising model and an
Ising lattice gauge theory.
In this study, we extend and generalize the method
proposed by Carrasquilla and Melko [2]. First, instead
of considering the spin configuration itself, we analyze
the long-range correlation configuration, which will be
explained later. From this analysis, we can evaluate
the multi-component systems, such as the Potts model,
and the systems with a vector order parameter, such
as the XY model. We can identify identical configura-
tions with the permutational symmetry or the rotational
symmetry, which results in an efficient classification of
phases. Moreover, the inclusion of long-range correla-
tion is helpful in the study of phase transition. Sec-
ond, we investigate the Berezinskii-Kosterlitz-Thouless
∗ 16879316kenta@gmail.com
† okabe@phys.se.tmu.ac.jp
‡ leehk@bii.a-star.edu.sg
(BKT) phase [7–10], described by a fixed line instead of
a fixed point from the perspective of the renormalization
group, using the same treatment as the paramagnetic-
ferromagnetic phase transition. By studying the 2D clock
model, which is a discrete version of the XY model, we
classify the paramagnetic-BKT-ferromagnetic transitions
through machine learning.
MODEL
We enlist the models we analyze below. We consider a
2D Ising model on the square lattice, whose Hamiltonian
is given as
H = −J
∑
〈ij〉
sisj , si = ±1. (1)
The summation is realized over the nearest-neighbor
pairs, and periodic boundary conditions are imposed in
numerical simulations.
The Hamiltonian of the q-state Potts model [11, 12] is
given by
H = −J
∑
〈ij〉
δsisj , si = 1, 2, · · · , q, (2)
where δab is the Kronecker delta. The 2D ferromagnetic
Potts model is known to exhibit a second-order phase
transition for q ≤ 4 and a first-order phase transition for
q ≥ 5. The Potts model for q = 2 is identical to the Ising
model.
The 2D spin systems with a continuous XY symme-
try exhibit a unique phase transition called the BKT
transition [7–10]. A BKT phase of a quasi long-range
order (QLRO) exists, wherein the correlation function
decays as a power law. Here, we consider the q-state
2clock model, which is a discrete version of the classical
XY model. Its Hamiltonian is given by
H = −J
∑
〈ij〉
cos(θi − θj), θi = 2pii/q, i = 1, 2, · · · , q.
(3)
The 2D q-state clock model experiences a BKT transition
for q ≥ 5, whereas the clock model for q = 4 comprises
two sets of the Ising model and the 3-state clock model is
equivalent to the 3-state Potts model. The clock model
for q = 2 is simply the Ising model.
We measure temperature in units of J .
CORRELATION CONFIGURATION
The correlation function in the Ising model, with a
distance r, is given by
gi(r) = sisi+r. (4)
It clearly assumes a value of +1 or −1.
In the case of the q-state Potts model, the correlation
function is defined by
gi(r) =
qδsisi+r − 1
q − 1 . (5)
It assumes a value of +1 or −1/(q − 1).
The correlation function gi(r) of the q-state clock
model is
gi(r) = cos(θi − θi+r). (6)
It assumes a value between +1 and −1.
There are several types of symmetries in spin systems.
A few different spin configurations are essentially iden-
tical, whereas they have the same correlation configura-
tion.
For phase transitions, it is preferable to include long-
range correlations, which play an essential role in phase
transitions. Because the longest distance in the finite-
size systems of size L with periodic boundary conditions
is L/2, we consider the average value of the x-direction
and the y-direction, that is,
gi(L/2) = (sx,ysx+L/2,y + sx,ysx,y+L/2)/2, (7)
for the Ising model. The same definitions are employed
for other models.
We note that this type of correlation function was used
along with the generalized scheme for the probability-
changing cluster algorithm [13].
Using the Swendsen-Wang multi-cluster flip algorithm
[14] for updating spins, we generated the spin configura-
tions for a given temperature T .
The examples of the spin configurations {si} and cor-
relation configurations {gi(L/2)} for several models are
shown in the supplementary information section. The
plots of the 2D Ising model, the 2D 5-state Potts model,
and the 2D 6-state clock model are shown in Fig. S1,
Fig. S2, and Fig. S3, respectively.
FIG. 1. A schematic diagram of the fully connected neural
network in the present simulation.
MACHINE-LEARNING STUDY
We have considered a fully connected neural network
implemented with a standard TensorFlow library [15] us-
ing the 100-hidden unit model to classify the ordered and
the disordered phases. For the input layer, we use corre-
lation configurations {gi(L/2)}. A schematic diagram of
the fully connected neural network in the present simu-
lation is shown in Fig. 1. We have used a cross-entropy
cost function supplemented with an L2 regularization
term. The neural networks were trained using the Adam
method [16].
Typically, around 40,000 training data sets are used,
and 30,000 test data sets are used. Ten independent cal-
culations were performed to provide error analysis. Al-
though the exact transition temperatures Tc are known
for most of the models in the present study, we have not
used the samples close to Tc for the training data. We
have assumed that the exact Tc is not known.
We first analyzed the 2D 3-state Potts model. The
output layer averaged over a test set as a function of T
for the 2D 3-state Potts model is shown in Fig. 2a. The
probabilities of predicting the phases, the disordered or
the ordered, are plotted for each temperature. The sys-
tem sizes are L = 24, 32, and 48. The samples of T
within the ranges 0.85 ≤ T ≤ 0.94 and 1.06 ≤ T ≤ 1.15
were used for the training data. The exact second-order
transition temperature Tc for this model is known as
1/ ln(1 +
√
3) = 0.995. We observed that the neural
network could successfully classify the disordered and or-
dered phases. We give the finite-size scaling plot of the
second-order transition [17] in the inset, where the hori-
zontal axis is chosen as tL1/ν with t = (T−Tc)/J and the
correlation-length exponent ν. For the values of Tc and
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FIG. 2. a) The output layer averaged over a test set as a
function of T for the 2D 3-state Potts model. The system sizes
are L = 24, 32, and 48. The samples of T within the ranges
0.85 ≤ T ≤ 0.94 and 1.06 ≤ T ≤ 1.15 are used for the training
data. In the inset, the finite-size scaling plot is given, where
the horizontal axis is chosen as tL1/ν with t = (T − Tc)/J .
The values of Tc and ν are Tc = 1/ ln(1 +
√
3) = 0.995 and
ν=5/6, respectively. b) The same plot for the 2D 5-state
Potts model. The system sizes are the same. The samples of
T within the ranges 0.7 ≤ T ≤ 0.79 and 0.91 ≤ T ≤ 1.0 are
used for the training data.
ν, we used the exact values, Tc = 1/ ln(1 +
√
3) = 0.995
and ν=5/6. We obtained very good finite-size scaling.
We have presented the output layer averaged over a
test set as a function of T for the 2D 5-state Potts model
in Fig. 2b. The system sizes are L = 24, 32, and 48.
The samples of T within the ranges 0.7 ≤ T ≤ 0.79 and
0.91 ≤ T ≤ 1.0 were used for the training data. This
model is known to exhibit the first-order transition at
Tc = 1/ ln(1 +
√
5) = 0.852. The transition is sharp
compared with the Potts model for q = 3 for the second-
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FIG. 3. a) The output layer for the 5-state Potts model
using the training data of the 3-state Potts model. b) The
output layer for the 3-state Potts model using the training
data of the 5-state Potts model.
order transition.
It is instructive to use the training data obtained from
the 3-state Potts model for the classification of the phases
of the 5-state Potts model. The output layer for the 5-
state Potts model using the training data of the 3-state
Potts model is given in Fig. 3a. It successfully repro-
duces the sharp transition of the 5-state Potts model at
Tc = 1/ ln(1 +
√
5) = 0.852. The plot of the opposite di-
rection, that is, the output layer obtained for the 3-state
Potts model using the training data of the 5-state Potts
model is given in Fig. 3b. It reproduces the transition of
the 3-state Potts model at Tc = 1/ ln(1 +
√
3) = 0.995.
The order of the transition for the 3-state Potts model is
second order, whereas that for the 5-state Potts model is
first order. However, the training data of one model suc-
cessfully reproduces the classification of the other model.
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FIG. 4. a) The output layer averaged over a test set as a
function of T for the 2D 6-state clock model. The system
sizes are L = 24, 32, 48, and 64. The samples of T within the
ranges 0.4 ≤ T ≤ 0.64, 0.77 ≤ T ≤ 0.83, and 0.96 ≤ T ≤ 1.2
are used for the training data. b) The same plot for the
2D 4-state clock model. The samples of T within the ranges
0.9 ≤ T ≤ 1.06 and 1.2 ≤ T ≤ 1.4 are used for the training
data.
We have considered the 2D q-state clock model next.
Because of the discreteness, there are two transitions for
q ≥ 5. One is a higher BKT transition, T2, between the
disordered phase and the BKT phase of QLRO, and the
other is a lower transition, T1, between the BKT phase
and the ordered phase. The recent numerical estimates
of T1 and T2 for the 6-state clock model are 0.701(5)
and 0.898(5), respectively [18]. The output layer aver-
aged over a test set as a function of T for the 2D 6-
state clock model is shown in Fig. 4a. The system sizes
are L = 24, 32, 48, and 64. The samples of T within
the ranges 0.4 ≤ T ≤ 0.64, 0.77 ≤ T ≤ 0.83, and
0.96 ≤ T ≤ 1.2 were used for the low-temperature, mid-
range temperature, and high-temperature training data,
respectively. Figure 4a shows the classification into the
three phases. We estimate the size-dependent T1,2(L)
from the point that the probabilities of predicting two
phases are 50%. The estimates of T1(L) and T2(L), in
the range of 24 ≤ L ≤ 64, are around 0.66-0.67 and 0.93-
0.94, respectively. The correlation length at the BKT
transitions diverges rapidly, as given below,
ξ ∝ exp(c/
√
|t|) (8)
with t = (T − T1,2)/T1,2, which is both below T1 and
above T2. Finite-size effects result in a wider prediction
of the BKT phase for smaller sizes. Size effects become
smaller gradually with lnL. In the conventional Monte
Carlo study of the BKT transition, the helicity modu-
lus was calculated, and the size-dependent T2(L) can be
estimated from the intersection with the straight line,
(2/pi) ∗ T , the universal jump [19, 20]. The numerical
estimates of T2(L) are 0.935 (L = 24), 0.929 (L = 32),
0.925 (L = 48), and 0.921 (L = 64), which slowly con-
verge to 0.898 in the infinite L limit [18]. The present es-
timates of finite-size T2 are compatible with the universal
jump analysis, although the systematic size dependence
is hided because of statitical errors. The situation for T1
is the same. Thus, Fig. 4a clearly shows the behavior of
the three phases.
It is interesting to investigate the relation between the
BKT transition and the second-order transition. For this
purpose, we have examined the 4-state clock model. This
model is equivalent to two sets of the Ising model; it has
a single second-order transition at Tc = 1/ ln(1 +
√
2) =
1.135. The output layer averaged over a test set as a
function of T for the 2D 4-state clock model is given in
Fig. 4b. The samples of T within the ranges 0.9 ≤ T ≤
1.06 and 1.2 ≤ T ≤ 1.4 were used for the training data.
We investigate the result of using the training data of
the 6-state clock model for the classification of the 4-state
clock model. We present the output layer for the 4-state
clock model as a function of T using the training data
of the 6-state clock model in Fig. 5. The phases of the
4-state clock model are classified into the ordered and
disordered phases with the expected Tc around 1.135.
However, the narrow region near Tc is regarded as the
BKT phase. It is an indication that the BKT phase with
a fixed line is the same as the critical phase of the second-
order transition with a fixed point. The figure indicates
that the critical region becomes narrower as the system
size increases.
SUMMARY AND DISCUSSION
We reported a machine-learning study on several spin
models to study phase transitions. We considered the
configuration of a long-range spatial correlation instead
of the spin configuration itself. By doing so, we provided
a similar treatment to various spin models including the
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FIG. 5. The output layer for the 4-state clock model using
the training data of the 6-state clock model.
multi-component systems and the systems with a vec-
tor order parameter. We successfully classified the disor-
dered and the ordered phases, along with the BKT type
topological phase. We showed a good finite-size scaling
plot for the second-order transition.
Using the training data of the second-order transition
system of the 3-state Potts model, we reproduced the
phase classification of the first-order transition of the 5-
state Potts model. The phase classification of the oppo-
site direction was also successful. We achieved the phase
classification of the second-order transition of the 3-state
Potts model using the training data of the 5-state Potts
model. Using the training data of the BKT transition
system for the 6-state clock model, we elucidated the
role of the critical phase of the second-order transition of
the 4-state clock model. It is a direct demonstration that
explains that the phase with a fixed line, whose spatial
decay is an algebraic one, has the same structure as the
critical phase of the second-order transition with a fixed
point.
The present treatment of machine-learning study is
generalized, and can be applied to various systems includ-
ing quantum spin systems. It will be interesting to study
the universal behavior of the topological phase of BKT
type. There are sometimes implicit symmetries in the
models of physics. Universality appears in totally differ-
ent systems. The 3-state antiferromagnetic square lattice
Potts model with a ferromagnetic next-nearest-neighbor
interaction is an example. This model was studied by
Otsuka et al. [21] using the level-spectroscopy method,
where they presented two BKT transitions and the uni-
versality of the 6-state ferromagnetic clock model. The
machine-learning study on this model is in progress, and
it is expected to be reported in the future.
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Examples of the spin configurations and correlation
configurations
As a supplementary information, we present examples
of the spin configurations {si} and correlation configura-
tions {gi(L/2)}, which is defined by Eq. (7) (main text).
The 2D Ising model is displayed in Fig. S1. The spin con-
figurations at the low temperature of T = 2.0, in units
of J , are given in Figs. S1a and S1b. The ±1 spins are
displayed in red and blue. These two configurations are
identical because of the inversion symmetry. The corre-
sponding correlation configuration is shown in Fig. S1c.
The correlations from +1 to −1 are mapped in gray scale
from 255 (white) to 0 (black). The spin configurations at
the high temperature of T = 2.8 are given in Figs. S1d-
S1e, and the corresponding correlation configuration is
given in Fig. S1f.
Examples of the spin and correlation configurations of
the 2D 5-state Potts model are shown in Fig. S2. The
five spin states are displayed in five colors, and there is
a 120(=5!)-fold permutational symmetry in the 5-state
Potts model. The spin configurations at the low tem-
perature of T = 0.8 are shown in Figs. S2a-S2b, and
those at the high temperature of T = 1.2 are shown
in Figs. S2d-S2e. The spin configurations presented in
Figs. S2a and S2b are identical, and the corresponding
correlation configuration is given in Fig. S2c. The corre-
lation configuration presented in Fig. S2f corresponds to
the spin configurations presented in Figs. S2d-S2e. We
note that the ordered-phase correlation configuration of
the Ising model (Fig. S1c) and that of the Potts model
(Fig. S2c) are similar. At the same time, the behav-
ior of the disordered-phase correlation configuration of
the Ising model (Fig. S1f) and that of the Potts model
(Fig. S2f) are similar.
We have presented the spin and correlation configura-
tions of the 2D 6-state clock model in Fig. S3. There is
a 6-fold rotational symmetry. The spin configurations at
the low temperature of T = 0.5, at the mid-range temper-
ature of T = 0.8, and at the high temperature of T = 1.2
are given in Figs. S3a-S3b, S3d-S3e, and S3g-S3h, respec-
tively. The corresponding correlation configurations are
given in Figs. S3c, S3f, and S3i, respectively.
For all the models, the correlation configurations,
shown in the third column of figures, exhibit similar
behavior; they are almost white at low temperatures,
whereas at high temperatures, they are mixtures of
white, gray, and black.
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FIG. S 1: Examples of the spin configuration {si} (a-b, d-e) and correlation configuration {gi(L/2)} (c, f) of the 2D Ising
model. The upper figures (a-c) are snapshots at the low temperature of T = 2.0, and the lower figures (d-f) are those at the
high temperature of T = 2.8.
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FIG. S 2: Examples of the spin configuration {si} (a-b, d-e) and correlation configuration {gi(L/2)} (c, f) of the 2D 5-state
Potts model. The upper figures (a-c) are snapshots at the low temperature of T = 0.8, and the lower figures (d-f) are those at
the high temperature of T = 1.2.
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FIG. S 3: Examples of the spin configuration {θi} (a-b, d-e, g-h) and correlation configuration {gi(L/2)} (c, f, i) of the 2D
6-state clock model. The upper figures (a-c) are snapshots at the low temperature of T = 0.5, the middle figures (d-f) are those
at the mid-range temperature of T = 0.8, and the lower figures (g-i) are those at the high temperature of T = 1.2.
