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The functional renormalization group (RG) in combination with Fermi surface patching is a
well-established method for studying Fermi liquid instabilities of correlated electron systems. In
this article, we further develop this method and combine it with mean-field theory to approach
multiband systems with spin-orbit coupling, and we apply this to a tight-binding Rashba model with
an attractive, local interaction. The spin dependence of the interaction vertex is fully implemented
in a RG flow without SU(2) symmetry, and its momentum dependence is approximated in a refined
projection scheme. In particular, we discuss the necessity of including in the RG flow contributions
from both bands of the model, even if they are not intersected by the Fermi level. As the leading
instability of the Rashba model, we find a superconducting phase with a singlet-type interaction
between electrons with opposite momenta. While the gap function has a singlet spin structure, the
order parameter indicates an unconventional superconducting phase, with the ratio between singlet
and triplet amplitudes being plus or minus one on the Fermi lines of the upper or lower band,
respectively. We expect our combined functional RG and mean-field approach to be useful for an
unbiased theoretical description of the low-temperature properties of spin-based materials.
PACS numbers: 64.60.ae, 71.27.+a, 71.70.Ej, 74.20.Rp
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I. INTRODUCTION
In the rapidly evolving field of spintronics, which
aims at revolutionizing present-day computer logic and
memory,1 the Rashba model of a two-dimensional elec-
tron gas plays a paradigmatic rôle. By coupling the
spin and orbital degrees of freedom, it provides a key
to the manipulation of electron spins by means of elec-
tric fields.2 Originally, the model was introduced in 1960
to describe the band splitting in non-centrosymmetric
wurtzite semiconductors,3 but since then a vast number
of materials have been found that are described by this
model, ranging from semiconductor heterostructures4
to the Shockley surface states of noble metals5,6 as
well as noble-metal-based surface alloys incorporating
heavy elements.7–9 More recently, giant bulk Rashba
spin splitting has been observed in the semiconduc-
tor BiTeI,10–12 at the Te-terminated surface of bismuth
tellurohalides,13,14 and in other systems based on chemi-
cal elements with high atomic numbers.15 These mate-
rials are promising candidates for spintronics applica-
tions such as the Datta-Das spin transistor.16 Indeed,
much research is focused on the transport properties in-
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2duced by the Rashba effect such as the intrinsic spin Hall
effect,17 current-driven spin torques,18 or spin precession
phenomena.19,20
From a many-body perspective, the equilibrium prop-
erties and in particular the low-temperature phase dia-
gram of the Rashba model with electron-electron inter-
actions are also of great interest. Mean-field approaches
have indicated the possibility of unconventional super-
conductivity in the Rashba model due to the absence
of the SU(2) spin rotation symmetry.21–24 In combina-
tion with an s-wave pair potential and a sufficiently large
Zeeman term, the Rashba spin-orbit coupling has been
predicted to produce an effective chiral p-wave super-
conductor carrying Majorana bound states in its vortex
cores.25–28 In a nanowire geometry, zero-energy states
were then expected to appear at the two ends of the
wire,29,30 a theoretical prediction which triggered the ex-
perimental hunt for Majorana fermions.31,32
Despite the tremendous progress in theoretical under-
standing, much remains to be done to identify the sym-
metries of the superconducting phases of the Rashba
model in an unambiguous way. Mean-field solutions of
the gap equation yield the superconducting order param-
eter from a given gap function (pair potential). For the
latter, one usually assumes the absence of interband pair-
ing, which then allows for its parametrization in terms
of spin-singlet and -triplet amplitudes.24 Their ratio in
turn determines the topological properties of the super-
conducting phase.33 It is therefore desirable to determine
the gap function and the order parameter explicitly in
a general setup such as the Rashba model with a local
electron-electron interaction.
In this article, we address this problem for a tight-
binding Rashba model on the hexagonal Bravais lattice
with an attractive local interaction, using a combined
functional RG and mean-field approach. The tight-bin-
ding model approximately describes the energy disper-
sion of the Rashba semiconductor BiTeI10 near the high-
symmetry point A of the hexagonal Brillouin zone. The
attractive initial interaction induces an instability to-
wards a superconducting phase,34,35 which can be detec-
ted by a divergence of the effective interaction vertex in
the RG flow.36 In real materials, an initial attractive elec-
tron interaction may typically arise, for example, from
an electron-phonon mechanism.34,37 We remark that for
a repulsive initial interaction, a superconducting insta-
bility generally also occurs due to the Kohn-Luttinger
effect.38 However, in the absence of Fermi surface nesting,
the critical scale below which the ordered phase occurs is
much smaller and can therefore hardly be detected in our
numerical RG approach. (For a detailed discussion of the
Kohn-Luttinger effect in two-dimensional Fermi systems
see Refs. 39 and 40, and in the context of the functional
RG see Ref. 36.) The superconducting instabilities in
the Rashba model with a repulsive interaction have been
investigated using RG methods by Vafek and Wang.41,42
Our aim is to characterize the superconducting phases
of the Rashba model with an attractive, local initial in-
teraction without a priori assumptions on the gap form
factor. For this purpose, the functional RG in combi-
nation with a Fermi surface patching approximation has
proven useful.36,43 It allows to study the (possibly com-
peting) Fermi liquid instabilities without making any po-
tentially restrictive a priori assumptions (e.g., about the
absence of interband pairing), and it yields the effective
interaction for the electrons near the Fermi energy af-
ter integrating out the high-energy degrees of freedom.
The RG procedure has already been successfully applied
to models relevant for the high-temperature supercon-
ducting cuprates44–49 and iron pnictides,50–56 strontium
ruthenate,57 monolayer graphene,58–63 bilayer64–66 and
trilayer67 graphene, and many other correlated fermion
systems (for recent reviews see Refs. 43 and 68). The
study of RG flow equations for non-SU(2)-invariant sys-
tems has recently become a topic of major interest.69,70
On the level of functional RG technique, the general
set of RG equations was derived without the assump-
tion of SU(2) symmetry in Ref. 36. Our work is novel in
that we fully implement the RG flow in the case with-
out SU(2) symmetry, taking into account the full spin
dependence of the interaction vertex, and using a refined
projection scheme for the momentum discretization of
the interaction vertex, which admits projections on the
representative momenta irrespectively of the band index.
In particular, we find that contributions from both bands
of the model have to be included in the RG flow in order
to obtain the correct effective interaction at the critical
scale. Our numerical solution of the RG equations within
this refined projection scheme is confirmed by an analyt-
ical resummation of the particle-particle ladder.
Furthermore, we combine our functional RG approach
with mean-field theory in order to provide a more detailed
characterization of the superconducting phases. While
the functional RG yields the superconducting interaction
at the critical scale, mean-field theory allows to predict
from this the superconducting gap function and the order
parameter. In particular, we generalize the Bogoliubov
transformation of Ref. 71 to the non-SU(2)-symmetric
case, and thereby obtain explicit expressions for the sin-
glet and triplet amplitudes of the superconducting order
parameter as a function of momentum and chemical po-
tential. Finally, by analytically and numerically solving
the scalar gap equation, we also predict the gap size as
a function of the chemical potential and the interaction
strength. A consistent fusion of functional RG meth-
ods and mean-field theory has already been discussed in
Ref. 72 (see also the earlier work Ref. 73).
The article is organized as follows: In Sec. II, we
define as our starting point a minimal tight-binding
model on the hexagonal Bravais lattice which displays
Rashba spin splitting near the center of the Brillouin
zone. In Sec. III, we introduce the functional RG and
describe the Fermi surface patching approximation used
to solve the RG equations numerically. We discuss the
advantages of our refined projection scheme, and after
that, we present our results on the leading instabilities
3and corresponding effective interactions. In Sec. IV, we
describe the mean-field approach used to predict the
gap function and the order parameter of the Rashba
model. In Appendixes A and B, we fix our conventions
for the tight-binding description of electronic states on
the hexagonal Bravais lattice and for the corresponding
temperature Green functions. Furthermore, Appendix A
contains an elementary derivation of our minimal
tight-binding model from symmetry conditions only, and
Appendix B a brief review of the most important defi-
nitions and properties of temperature Green functions.
These two appendixes are essentially self-contained
and can be read independently as pedagogical reviews.
Finally, in Appendix C we derive the projected RG
equations which we have implemented numerically, and
we show how the mean-field interaction is deduced from
the resulting projected interaction vertex.
II. RASHBA MODEL WITH LOCAL
INTERACTION
We study a minimal tight-binding model on the hexag-
onal Bravais lattice in two dimensions, which displays
Rashba spin splitting near the center of the Brillouin
zone. The free Hamiltonian is given by
Hˆ0 =
∫
đ2k
∑
s,s′
H0ss′(k) aˆ
†
s(k) aˆs′(k) . (1)
Here, the Bloch momentum k ranges over the (first) Bril-
louin zone B, and we use a normalized measure∫
đ2k =
1
|B|
∫
B
d2k , (2)
where |B| is the area of the Brillouin zone. Furthermore,
s, s′ ∈ {↑, ↓} are spin indices. For a more detailed ex-
position of our conventions, see Appendix A1. We can
expand the Hamiltonian matrix H0(k) ≡ H0ss′(k) as
H0(k) = f(k)1+ g(k) · σ , (3)
where 1 denotes the (2 × 2) identity matrix and σ =
(σx, σy, σz)
T the vector of the Pauli matrices. In terms
of the dimensionless quantity
κ = a0k ≡ (κx, κy)T , (4)
where a0 denotes the lattice constant, the coefficient
functions of our minimal tight-binding model are given
explicitly by
f(κ) = 6t− 2t{ cos(κx) + 2 cos( 12κx) cos(√32 κy)} , (5)
gx(κ) = −2α
√
3 cos
(
1
2κx
)
sin
(√
3
2 κy
)
, (6)
gy(κ) = 2α
{
sin(κx) + sin
(
1
2κx
)
cos
(√
3
2 κy
)}
, (7)
gz(κ) = 0 , (8)
where t and α are constants. In Appendixes A 2–A3,
we show that this model corresponds in direct space to
nearest-neighbor hopping with the amplitudes t and α,
and that this model can be derived from symmetry con-
siderations only. The constant term 6t has been added to
the Hamiltonian such that f(0) = 0 (and consequently
both eigenvalues at k = 0 are zero). Since |g| 6= 0,
the model Hamiltonian (3) is not invariant under general
SU(2) spin rotations. For small momenta, we can Tay-
lor expand the above functions to quadratic order in the
momentum as
f(κ) =
3t
2
(κ2x + κ
2
y) , (9)
gx(κ) = −3ακy , (10)
gy(κ) = 3ακx , (11)
gz(κ) = 0 . (12)
This shows that near the center of the Brillouin zone, the
model is described by the Rashba Hamiltonian
HR(k) =
3t
2
a20 (k
2
x + k
2
y)1+ 3αa0 (kxσy − kyσx) . (13)
This can be written equivalently as
HR(k) = ER
(
k2x + k
2
y
k2R
1 + 2
kxσy − kyσx
kR
)
, (14)
where the Rashba energy ER and the Rashba wave vec-
tor kR are related to the parameters of the tight-binding
model by
ER =
3α2
2t
, kR =
α
a0t
. (15)
The characteristics of the Rashba model dispersion are
(i) the band crossing at k = 0, (ii) the approximately lin-
ear dispersion for small wave vectors, and (iii) the band
minimum which is attained on the circle |k| = kR around
the axis of symmetry.74 The Rashba energy ER, which
equals the energy difference between the band cross-
ing and the band minimum, is often used to quantify
the Rashba spin splitting of the energy bands in real
materials.10 In the following, we define all quantities with
the dimension of an energy by specifying their ratio to
the hopping parameter t. In particular, we choose the
model parameter α such that
α/t = 2 . (16)
Now, we come to the diagonalization of the Hermitian
matrix (3). Generally, we have∑
s,s′
U†ns(k)H
0
ss′(k)Us′n′(k) = δnn′En′(k) , (17)
where n, n′ ∈ {−,+} are band indices, and the eigenval-
ues are given by
E∓(k) = f(k)∓ |g(k)| . (18)
4FIG. 1. Energy bands of the minimal tight-binding model for
α/t = 2, with the chemical potential µ/t = −2 below the
band crossing at k = 0. To show more clearly the energy dis-
persion near the band crossing, only half the Brillouin zone
(ky > 0) is shown.
We refer to E−(k) and E+(k) as the lower and the upper
energy band, respectively. Their dispersion is shown in
Fig. 1. The unitary matrix Usn(k) mediates between the
spin basis and the band basis. It contains the normalized
eigenvectors as column vectors and is given by
U(k) ≡
(
U↑−(k) U↑+(k)
U↓−(k) U↓+(k)
)
(19)
=
1√
2 |g|
( √|g| − gz √|g|+ gz
−√|g|+ gz eiϕ √|g| − gz eiϕ
)
, (20)
where we have suppressed the k dependencies on the
right-hand side of the equation. Furthermore,
|g| =
√
g2x + g
2
y + g
2
z , (21)
and ϕ ≡ ϕ(k) ∈ [0, 2pi) is defined by
gx =
√
g2x + g
2
y cosϕ , (22)
gy =
√
g2x + g
2
y sinϕ . (23)
Equivalently, we can write this as
eiϕ =
gx + igy√
g2x + g
2
y
=
gx + igy√
(|g| − gz)(|g|+ gz)
. (24)
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FIG. 2. Density of states of the minimal tight-binding model
with the same parameters as in Fig. 1. The vertical line marks
the position of the band crossing at the center of the Brillouin
zone.
Note that ϕ(k) is not the polar angle of the vector k,
but of the vector (gx(k), gy(k))T . Since gz(k) ≡ 0 in our
model, the unitary matrix (20) simplifies to
U(k) =
1√
2
(
1 1
−eiϕ(k) eiϕ(k)
)
. (25)
The density of states (DOS) is defined separately for each
energy band as
D∓(E) =
∫
đ2k δ(E − E∓(k)) , (26)
while the total DOS is defined by their respective sum,
D(E) = D−(E) +D+(E) . (27)
The total DOS of the minimal tight-binding model is
shown in Fig. 2. In particular, we read off the bandwidth
(i.e. the difference between the band maximum and the
band minimum) of the model,
(∆E)max/t ≈ 16.5 . (28)
For the ideal Rashba Hamiltonian (14), the DOS can be
calculated analytically and is given by (see e.g. Ref. 75,
Eqs. (6.20a)–(6.20b))
DR(E) =
√
3
4pi
(a0kR)
2
ER
1√
1 + E/ER
, if E ≤ 0 ,
√
3
4pi
(a0kR)
2
ER
, if E ≥ 0 .
(29)
This function has the following properties: (i) it is con-
stant for E ≥ 0 , (ii) it is continuous but has a kink at
5the band crossing (where E = 0), and (iii) it diverges at
the minimum of the lower band, E = −ER.
In addition to the quadratic Hamiltonian (1), we con-
sider a quartic interaction term of the form
Vˆ 0 = −1
2
∫
đ2k1
∫
đ2k2
∫
đ2k3
×
∑
s1,...,s4
V 0s1...s4(k1,k2,k3) (30)
× aˆ†s1(k1) aˆ†s2(k2) aˆs3(k3) aˆs4(k4) ,
which is a shorthand notation for Eq. (A147). In partic-
ular, k4 is fixed by Bloch momentum conservation,
k4 = K + k1 + k2 − k3 , (31)
where the reciprocal lattice vector K ensures that k4
lies in the first Brillouin zone. We choose a momentum-
independent interaction kernel,
V 0s1...s4(k1,k2,k3) =
U
2
(δs1s3 δs2s4 − δs1s4 δs2s3) . (32)
The corresponding operator Vˆ 0 then coincides with the
normal-ordered operator
Vˆ 0 = U
∑
R
: nˆ↑(R) nˆ↓(R) : (33)
= U
∑
R
aˆ†↑(R) aˆ
†
↓(R) aˆ↓(R) aˆ↑(R) , (34)
where the spin-resolved density operator is defined as
nˆs(R) = aˆ
†
s(R) aˆs(R) . (35)
An interaction of the form (33) is called local, because it
contains only products of electronic density operators at
the same lattice site. We choose the parameter U as
U/t = −2 . (36)
In particular, the negative sign means that we consider an
attractive interaction between electrons. The interaction
(32) is SU(2) invariant. The interaction kernel in the
band basis is defined in terms of its counterpart (32) in
the spin basis by
V 0n1...n4(k1,k2,k3) =
∑
s1,...,s4
U†n1s1(k1)U
†
n2s2(k2)
× V 0s1...s4(k1,k2,k3)Us3n3(k3)Us4n4(k4) ,
(37)
with U(k) given by Eq. (25). For momentum combi-
nations with k1 = −k2, and hence by Eq. (31) also
k4 = −k3, we obtain the following explicit expression
for the interaction kernel in the band basis:
V 0n1n2n3n4(−k2,k2,k3)
= −U
2
δn1n2 δn3n4 n2n3 e
iϕ(k3)−iϕ(k2) .
(38)
We recall that ni ∈ {−,+}, so
n2n3 =
{
1 if n2 = n3 ,
−1 if n2 6= n3 ,
(39)
The result (38) is derived from Eq. (32) using∑
s
U†ns(k)Usn′(k
′) =
1
2
(
1 + nn′ eiϕ(k
′)−iϕ(k)
)
, (40)
which follows from the explicit form (25) of the unitary
matrix.
III. FUNCTIONAL RENORMALIZATION
GROUP
A. RGE without spin rotation invariance
To obtain the phase diagram of the Rashba model,
we use the functional RG approach which describes the
evolution from the initial interaction at the ultraviolet
scale to an effective interaction at low energies.43 Impor-
tantly, this method accounts for the interplay between
different ordering tendencies in an unbiased way. Ex-
plicitly, we employ the fermionic RG for the one-line ir-
reducible Green functions with a momentum cut-off as
introduced in Ref. 36. The generating functional Γ for
the one-line irreducible Green functions is the Legendre
transform of the generating functional W for the con-
nected Green functions (see Appendix B). To induce the
RG flow, we modify the free two-point Green function
of the model by introducing an infrared regulator sup-
pressing modes with energies less than a scale Λ. This
leads to a scale dependence of the generating functional,
Γ→ ΓΛ, and a hierarchy of renormalization group equa-
tions (RGE) for the one-line irreducible Green functions.
The resulting RG flow smoothly interpolates between the
initial interaction defined at the ultraviolet scale Λ0 and
the low-energy effective interaction for Λ→ 0.
In the truncation of the hierarchy used here, typical
RG flows then show the following behavior: As the en-
ergy scale is lowered, the effective two-particle interaction
VΛ diverges already at a nonzero critical scale Λc > 0 for
particular combinations of momenta and further indices
such as spins or bands. This is interpreted as a signal
for “an instability leading to an ordered phase via spon-
taneous symmetry breaking” (Ref. 73; see also Ref. 38,
footnote 2). The divergence of the effective interaction
is due to the truncation, which in particular restricts to
the symmetric phase. It has been shown76,77 that the
flow can be continued into the symmetry-broken phase
6and down to Λ = 0 if the symmetry-breaking terms
indicated by the effective interaction above Λc are in-
cluded. The level-two truncation is therefore not used
down to Λ = Λc , but the flow is stopped at a scale
Λ∗ > Λc where the coupling reaches a certain threshold
(but is still finite). This can be justified in a certain scale
range depending on the Fermi surface curvature.36 From
the momentum structure of the near-critical two-particle
interaction at Λ∗ one can then construct an effective low-
energy Hamiltonian and determine the leading Fermi liq-
uid instability. The effective interaction just above Λc
is often referred to as “the interaction at Λc .” We will
also follow this slightly loose convention below, but note
here that more strictly, this is to mean “the interaction
at Λ∗ .”
In the following, we will give explicit expressions for
the RG equations in our model. We use the conventions
described in Appendix B. The free two-point Green func-
tion (or covariance) in the spin basis, which is defined as
the Fourier transform of Eq. (B17) with respect to the
spatial variables, obeys the equation of motion∑
s′′
(
δss′′
∂
∂τ
+ (H0ss′′(k)− µδss′′)/~
)
× Cs′′s′(k, τ − τ ′) = δss′ δ(τ − τ ′) ,
(41)
where H0ss′(k) has been defined by Eqs. (3)–(8). This can
be shown directly from the imaginary-time analog of the
Heisenberg equation of motion for the field operators,
~
∂
∂τ
aˆ(k, τ) =
[
Hˆ0 − µNˆ, aˆ(k, τ)] , (42)
where Nˆ denotes the particle-number operator. In the
frequency domain, Eq. (41) is equivalent to (see Eqs.
(B9)–(B10))∑
s′′
(−iωδss′′ + (H0ss′′(k)− µδss′′)/~)
× Cs′′s′(k, ω) = (~β)−1 δss′ .
(43)
The covariance in the band basis is defined by means of
the unitary matrix Usn(k) (see Eq. (17)) as∑
s,s′
U†ns(k)Css′(k)Us′n′(k) = Cnn′(k) . (44)
It obeys the equation of motion(−iω + en(k)/~)Cnn′(k, ω) = (~β)−1 δnn′ , (45)
and is therefore given explicitly by
Cnn′(k, ω) = δnn′
1
β
1
−i~ω + en(k) . (46)
Here and in the following, we denote by
en(k) ≡ En(k)− µ (47)
the eigenvalues of the single-particle Hamiltonian mea-
sured from the chemical potential.
The scale-dependent covariance is now defined in the
band basis by
(CΛ)nn′(k, ω) = δnn′
1
β
χΛ(en(k))
−i~ω + en(k) , (48)
where χΛ denotes the regulator function. The latter can
be chosen either as a strict cut-off function, which is a
smooth function with the properties that
χΛ(e) =
{
0 , if |e| < 0.5Λ ,
1 , if |e| > 1.5Λ . (49)
For this choice, the numerator of Eq. (48) vanishes if
|en(k)| ≡ |En(k)− µ| < 0.5Λ , (50)
which means that all momenta inside a shell of thick-
ness Λ around the Fermi lines are cut off. For the con-
crete implementation of the RG equations, we will use
instead the regulator function
χΛ(e) =
(
10(Λ−|e|)/(0.05Λ) + 1
)−1
. (51)
This is always greater than zero and smaller than one,
hence Eq. (49) holds only up to terms of the order 10−10.
Correspondingly, in Eq. (48) all momenta inside a shell
of thickness Λ around the Fermi lines are suppressed (but
not cut off). We will, however, do our calculations at a
tiny positive temperature (such that βt = 1010), where
χΛ can be used down to scales Λ ≈ 10−10 t.
The meaning of the regulator function can most eas-
ily be explained by referring to the strict cut-off function:
The scale-dependent covariance (48) approaches the orig-
inal free two-point Green function in the infrared limit,
lim
Λ→0
CΛ = C . (52)
Furthermore, by defining the ultraviolet scale (or initial
scale) Λ0 much larger than the bandwidth of the model,
such that
|En(k)− µ| < 0.5Λ0 for all n and k , (53)
the covariance vanishes at this scale, i.e.,
CΛ0 = 0 . (54)
Now, the scale dependence of the covariance induces by
means of the Feynman graph expansion a scale depen-
dence of all interacting temperature Green functions. In
particular, the one-line irreducible Green functions (see
Appendix B 4) become scale dependent,
Γ 2n = Γ 2nΛ . (55)
Again, the infrared limit Λ → 0 simply yields back the
original one-line irreducible Green functions: for n ≥ 1,
lim
Λ→0
Γ 2nΛ (x1, . . . , x2n) = Γ
2n(x1, . . . , x2n) . (56)
7Here and in the following,
x = (R, s, τ) (57)
denotes a multi-index composed of the lattice site R, the
spin variable s and the imaginary-time variable τ . On
the other hand, at the ultraviolet scale Λ = Λ0, the one-
line irreducible two-point function Γ 2Λ is not well defined.
This is because Γ 2Λ is the inverse of the (full) two-point
Green function G2Λ (see Eqs. (B32) and (B38)), but the
covariance CΛ and hence also G2Λ vanish identically at
the ultraviolet scale. For n ≥ 2, the one-line irreducible
Green functions Γ 2nΛ can still be defined at the ultravi-
olet scale, because the inverse of CΛ does not appear in
their Feynman graph expansions (see Appendix B 4). In
particular, for n = 2 we obtain78
Γ 4Λ0(x1, . . . , x4) = −2βV 0(x1, . . . x4) , (58)
where V 0(x1, . . . x4) is the interaction kernel given by
V 0(x1, x2, x3, x4) = V
0
s1...s4(R1, . . .R4) (59)
× (~β)3 δ(τ2 − τ3)δ(τ1 − τ3)δ(τ2 − τ4) ,
(see Appendix B 2), and where
V 0s1...s4(R1, . . .R4) (60)
=
U
2
(δs1s3 δs2s4 − δs1s4 δs2s3) δR1,R2 δR2,R3 δR3,R4
is the inverse Fourier transform of Eq. (32). Furthermore,
for n ≥ 3 we have
Γ 2nΛ0 (x1, . . . , x2n) = 0 , (61)
because all Feynman graphs contributing to Γ 2nΛ contain
at least one internal line carrying the covariance CΛ.
The RG equations in the one-line irreducible scheme
constitute an infinite hierarchy of coupled differential
equations, which is exactly solved by the scale-dependent
one-line irreducible Green functions Γ 2nΛ (see Ref. 36). In
practice, this hierarchy has to be truncated in order to
allow for approximate solutions. Our above-mentioned
standard truncation is the level-two truncation, where
one keeps only the two- and the four-point function in
the flow and sets
Γ 2n = 0 for n ≥ 3 . (62)
The RG equations in the level-two truncation read ex-
plicitly as follows: For n = 1,
Γ˙ 2Λ(x1, x2) = Q˙Λ(x1, x2)
+
∫
dy1
∫
dy2 Γ
4
Λ(x1, y1, x2, y2)SΛ(y2, y1) .
(63)
Here, the dot denotes the derivative with respect to the
scale parameter Λ. Furthermore,
QΛ = (CΛ)
−1 (64)
is the inverse of the scale-dependent covariance, and SΛ
is the single-scale Green function. The latter is defined
in terms of QΛ and the scale-dependent (full) two-point
Green function G2Λ as the operator product
SΛ = −G2Λ Q˙ΛG2Λ . (65)
In terms of integral kernels, this means
SΛ(x, x
′)
= −
∫
dy
∫
dy′G2Λ(x, y) Q˙Λ(y, y
′)G2Λ(y
′, x′) ,
(66)
where the integrations over multi-indices (see Eq. (57))
are defined as ∫
dx =
∑
R
∑
s
1
~β
∫ ~β
0
dτ . (67)
For n = 2, the RG equation in the level-two truncation
reads as
Γ˙ 4Λ(x1, . . . , x4)
=
[
ΦppΛ + Φ
ph,c
Λ + Φ
ph,d
Λ
]
(x1, . . . , x4) ,
(68)
where the three terms on the right-hand side are called
the particle-particle term, the crossed particle-hole term
and the direct particle-hole term. These three terms are
given explicitly by
ΦppΛ (x1, x2, x3, x4) =
1
2
∫
dy1 . . .
∫
dy4 LΛ(y1, y2, y3, y4)Γ
4
Λ(x1, x2, y1, y2)Γ
4
Λ(y3, y4, x3, x4) , (69)
Φph,cΛ (x1, x2, x3, x4) = −
∫
dy1 . . .
∫
dy4 LΛ(y3, y4, y2, y1)Γ
4
Λ(y1, x1, y3, x3)Γ
4
Λ(x2, y2, x4, y4) , (70)
Φph,dΛ (x1, x2, x3, x4) = −Φph,cΛ (x1, x2, x4, x3) . (71)
Here, the loop function LΛ is defined in terms of the full two-point Green function G2Λ and the single-scale Green
8Γ 2 = Q + Γ 4
S
Γ 4 =
1
2
Γ 4 L Γ 4
−
Γ 4
Γ 4
L
+
Γ 4
Γ 4
L
L =
S
G2
+
G2
S
S = − G2 Q G2
TABLE I. RG equations for the one-line irreducible Green functions in the level-two truncation. The three terms on the
right-hand side of the second equation are the particle-particle term, the crossed particle-hole term, and the direct particle-hole
term (in this order).
function SΛ by
LΛ(y1, y2, y3, y4) = SΛ(y1, y3)G
2
Λ(y2, y4)
+G2Λ(y1, y3)SΛ(y2, y4) .
(72)
Graphically, the RG equations (63) and (68) are repre-
sented by means of universal Feynman graphs in Table I
(see Ref. 79, and Table VII for our conventions).
In order to simplify the RG equations, we first switch
to the Fourier domain, where the above equations (63)–
(72) hold in precisely the same form but with the multi-
indices x replaced by
k = (k, s, ω) . (73)
Here, k ranges in the first Brillouin zone B, and ω is
a fermionic Matsubara frequency (see Appendix B 1).
Then, the summations over R get replaced by integra-
tions over k, and the τ -integrals get replaced by summa-
tions over the Matsubara frequencies, i.e.,∫
dk =
1
|B|
∫
B
d2k
∑
s
∑
ω
. (74)
9We further employ translation invariance, which effec-
tively reduces the number of arguments of all Green func-
tions by one (see Appendix B 1). Next, we switch from
the spin basis to the band basis by means of the unitary
matrix Usn(k) from Sec. II. For example, the four-point
function in the band basis is defined in terms of its coun-
terpart in the spin basis by (cf. Eq. (37))
(Γ 4Λ)n1...n4(k1, ω1;k2, ω2;k3, ω3)
=
∑
s1,...,s4
(Γ 4Λ)s1...s4(k1, ω1;k2, ω2;k3, ω3)
× U†n1s1(k1)U†n2s2(k2)Us3n3(k3)Us4n4(k4) .
(75)
Furthermore, we employ the following approximations
to the RG equations (besides the level-two truncation),
which have already been established in many works
before:43,68 We neglect the self-energy ΣΛ, which is de-
fined by the equation (cf. (B37))
(G2Λ)
−1 = (CΛ)−1 −ΣΛ . (76)
This means, we replace the full two-point Green function
G2Λ by the covariance CΛ. Thus, the RG equation for
the four-point function Γ 4Λ becomes closed and decouples
from the equation for Γ 2Λ . The single-scale Green func-
tion simplifies to
SΛ = −CΛ Q˙ΛCΛ = C˙Λ , (77)
and the loop function becomes (in a symbolic notation)
LΛ = SΛ ⊗ CΛ + CΛ ⊗ SΛ . (78)
Moreover, we neglect the frequency dependencies of the
four-point function, i.e., we replace
(Γ 4Λ)n1...n4(k1, ω1 ; k2, ω2 ; k3, ω3)
7→ (Γ 4Λ)n1...n4(k1,k2,k3) .
(79)
This approximation in combination with the choice of a
momentum regulator (see Eq. (48)) allows us to perform
the remaining frequency sums on the right-hand side of
the RG equations analytically and thereby to obtain ex-
plicit expressions for the particle-particle and particle-
hole loops (see Eq. (86) below). Finally, we reformulate
the RG equation in terms of the scale-dependent effective
interaction (or interaction vertex) VΛ, which is related to
the one-line irreducible four-point Green function by
VΛ ≡ − 1
2β
Γ 4Λ . (80)
From this definition and from Eq. (58), we see that the
initial condition for VΛ at the ultraviolet scale is precisely
given by the original interaction kernel,
(VΛ0)n1...n4(k1,k2,k3) ≡ V 0n1...n4(k1,k2,k3) . (81)
The latter is given in the spin basis by Eq. (32) and in the
band basis by Eq. (37). With these simplifications, the
RG equations for the interaction vertex read as follows:
d
dΛ
(VΛ)n1n2n3n4(p1,p2,p3)
=
[
ΦppΛ + Φ
ph,c
Λ + Φ
ph,d
Λ
]
n1n2n3n4
(p1,p2,p3) ,
(82)
where the particle-particle term, the crossed particle-hole
term, and the direct particle-hole term are given by36
(ΦppΛ )n1n2n3n4(p1,p2,p3) = −
∑
`1, `2
1
|B|
∫
B
d2k1
∫
B
d2k2
∑
K
δ2(K + p1 + p2 − k1,k2) (83)
× (L−Λ )`1`2(k1,k2) (VΛ)n1n2`1`2(p1,p2,k1) (VΛ)`1`2n3n4(k1,k2,p3) ,
(Φph,cΛ )n1n2n3n4(p1,p2,p3) = −2
∑
`1, `2
1
|B|
∫
B
d2k1
∫
B
d2k2
∑
K
δ2(K + p1 − p3 + k1,k2) (84)
× (L+Λ)`2`1(k2,k1) (VΛ)`1n1`2n3(k1,p1,k2) (VΛ)n2`2`1n4(p2,k2,k1) ,
(Φph,dΛ )n1n2n3n4(p1,p2,p3) = −(Φph,cΛ )n2n1n3n4(p2,p1,p3) . (85)
In these equations, the particle-particle loop L−Λ , and the particle-hole loop L
+
Λ are given by
(L∓Λ )`1`2(k1,k2) =
d
dΛ
(
χΛ(e`1(k1)) χΛ(e`2(k2))
)
(F∓Λ )`1`2(k1,k2) , (86)
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with the functions F∓Λ defined by
F−`1`2(k1,k2) =
1− f(e`1(k1))− f(e`2(k2))
e`1(k1) + e`2(k2)
, (87)
and respectively
F+`1`2(k1,k2) =
f(e`1(k1))− f(e`2(k2))
e`1(k1)− e`2(k2)
. (88)
Recall that e`(k) = E`(k) − µ are the eigenvalues of
the single-particle Hamiltonian measured relative to the
chemical potential. Furthermore,
f(e) =
1
eβe + 1
(89)
denotes the Fermi distribution function, which in the
zero-temperature limit (β →∞) reduces to
f(e) = Θ(−e) (β →∞) (90)
(except at e = 0), where Θ denotes the Heaviside step
function. Note that in Eqs. (83)–(85), the reciprocal lat-
tice vector K is fixed in each term by the condition that
all external momenta p1,p2,p3 and all internal momenta
k1,k2 lie in the Brillouin zone B. The vector k2 is then
fixed by the Dirac delta distribution, and hence the right-
hand side of the RG equation effectively requires only a
summation over two band indices `1, `2 and an integra-
tion over one Bloch momentum k1.
The initial value problem for the scale-dependent in-
teraction vertex is defined by the RG equation (82) and
the initial condition (81). This initial value problem has
a unique solution, which, however, may typically not
be continued down to Λ = 0. In fact, as mentioned
above, the interaction vertex VΛ diverges already at a
nonzero scale Λc, signaling an instability towards an or-
dered phase. We define the stopping scale Λ∗ (which is
greater, but close to Λc) as the scale where the supre-
mum of VΛ exceeds a certain threshold value S. More
precisely, with the scale-dependent vertex supremum
V sup(Λ) := sup{|(VΛ)n1...n4(k1,k2,k3) |} , (91)
we define the stopping condition for the RG flow as
V sup(Λ∗) = S . (92)
The effective interaction at the stopping scale Λ∗ can
then be transformed back into the spin basis by using
the unitary matrix Usn(k) from Sec. II, i.e.,
(VΛ)s1...s4(k1,k2,k3) =
∑
n1,...,n4
Us1n1(k1)Us2n2(k2)
× (VΛ)n1...n4(k1,k2,k3)U†n3s3(k3)U†n4s4(k4) . (93)
In our implementation, we use a threshold of
S/t = 40 , (94)
which is more than an order of magnitude larger than the
initial interaction, |U/2|/t = 1 (see Eq. (36), and note
that by Eq. (32) the supremum of the initial interaction
kernel is indeed |U/2|).
B. Fermi surface patching approximation
In order to solve the RG equations numerically, we
discretize the momentum dependence of the interaction
vertex VΛ. A standard approximation is Fermi surface
patching, where each momentum is projected on a rep-
resentative momentum on the Fermi surface (or Fermi
line in two dimensions).36,43 By projecting the three mo-
mentum arguments of the interaction vertex to the Fermi
line, the RG equations can be reformulated in terms of
finitely many parameters. For one-band systems, this
fixes the projection unambiguously, whereas for multi-
band systems, one still has to specify the dependence on
the band indices. In this work, we use a refined projec-
tion scheme that makes no assumption on the relative
importance of the contributions from different bands.
To explain this in more detail, we choose for each
band n intersected by the Fermi level a number Nn of
representative momenta pinα, α ∈ {1, . . . , Nn}, which lie
on the respective Fermi line of the band n. Furthermore,
we denote by
N =
∑
n
Nn (95)
the total number of representative momenta, and let
i ∈ {1, . . . , N1, N1 + 1, . . . , N} (96)
be an index which labels all representative momenta pii
(on all Fermi lines). This means, we identify
pi1 ≡ pi11 , . . . , piN1 ≡ pi1N1 ,
piN1+1 ≡ pi21 , . . . , piN1+N2 ≡ pi2N2 ,
. . .
piN1+...+Nn−1+1 ≡ pin1 , . . . , piN ≡ pinNn .
(97)
In our refined projection scheme, we divide the Brillouin
zone B into N disjoint patches,
B =
N⋃
i=1
Bi , (98)
where the patch Bi is defined as the set of all momenta
in B which lie closer to the representative momentum pii
than to any other representative momentum (see Fig. 3).
We then make the following ansatz, which assumes the
11
FIG. 3. Division of the Brillouin zone into N = 48 patches
and representative momenta on the two Fermi lines. The lat-
ter are only schematically represented here as perfect circles,
which is indeed a good approximation for small Fermi energies
(near the band crossing, see Fig. 1). The patches are labeled
counterclockwise, with patches on the outer Fermi line having
smaller indices than those on the inner Fermi line.
interaction vertex in the band basis to be constant on
each patch:
(VΛ)n1...n4(k1,k2,k3)
=
N∑
i1=1
N∑
i2=1
N∑
i3=1
(VΛ)n1...n4(i1, i2, i3)
× 1(k1 ∈ Bi1)1(k2 ∈ Bi2)1(k3 ∈ Bi3) ,
(99)
where 1 is the characteristic function defined by
1(k ∈ Bi) =
{
1 , if k ∈ Bi ,
0 , otherwise ,
(100)
and where VΛ is approximated patch-wise by its value at
the representative momenta, i.e.,
(VΛ)n1...n4(i1, i2, i3) ≡ (VΛ)n1...n4(pii1 ,pii2 ,pii3) . (101)
Thus, we are left with a finite set of parameters for
the interaction vertex labeled by four band indices
n1, . . . , n4 and three patch indices i1, . . . , i3. Now, for
each fixed combination (n1, . . . , n4) of band indices, the
projected interaction vertex (99) gets contributions from
N × N × N combinations (pii1 ,pii2 ,pii3) of representa-
tive momenta. For example, the representative momen-
tum pii1 may lie on the Fermi line of any band m1, i.e.,
not necessarily m1 = n1. Therefore, if L denotes the
number of bands (in our case L = 2), there are in total
N3 × L4 complex numbers—given by Eq. (101)—which
parametrize the interaction vertex.
For a clearer comparison, let us contrast our projec-
tion scheme with the projection scheme described, e.g.,
in Ref. 68: There, one divides the Brillouin zone B for
each band n separately into Nn disjoint patches,
B =
Nn⋃
α=1
Bnα (for each n) . (102)
Each representative momentum pinα lies on the Fermi
line of the band n within the patch Bnα. One then
parametrizes the interaction vertex as follows:
(VΛ)n1...n4(k1,k2,k3)
=
Nn1∑
α1=1
Nn2∑
α2=1
Nn3∑
α3=1
(VΛ)n1...n4(α1, α2, α3)
× 1(k1 ∈ Bn1α1)1(k2 ∈ Bn2α2)1(k3 ∈ Bn3α3) ,
(103)
where
(VΛ)n1...n4(α1, α2, α3)
≡ (VΛ)n1...n4(pin1α1 ,pin2α2 ,pin3α3) .
(104)
Now, for each fixed combination (n1, . . . , n4) of band in-
dices, the projected interaction vertex (103) gets con-
tributions from only Nn1 × Nn2 × Nn3 combinations of
representative momenta. For example, pin1α1 in Eq. (104)
necessarily lies on the Fermi line of the band n1. If
the fourth band index n4 is not further specified (and
hence allowed to take values in each band of the model),
then this projection scheme leaves N3×L complex num-
bers parametrizing the interaction vertex. If n4 is fixed
by another condition (e.g. by requiring that pin4α4 is the
representative momentum with the smallest distance to
k4 ≡ k1 + k2 − k3), then even only N3 parameters of
the interaction vertex remain. This is by a factor of L4
smaller than the number of parameters in our refined
projection scheme.
For the Rashba model considered in this article, how-
ever, it turns out that all N3 × L4 parameters of the
discretized interaction vertex need to be considered in
the RG flow. This means, only the refined projection
ansatz (99) yields a meaningful approximation to the ex-
act solution of the initial value problem described in the
previous subsection (the RG equation (82) together with
the initial condition (81)). By contrast, the ansatz (103)
with a reduced number of parameters leads to a qualita-
tively different result for the effective interaction (see the
discussion in the following subsections III C–III E).
Finally, we derive the explicit RG equations for the
discretized interaction vertex in the refined projection
scheme, which can be directly implemented numerically
(see Appendix C 1). By putting our ansatz (99) into Eqs.
(82)–(85), we obtain the following approximate equations
for the finitely many parameters of the interaction vertex:
d
dΛ
(VΛ)n1n2n3n4(i1, i2, i3)
=
[
ΦppΛ + Φ
ph,c
Λ + Φ
ph,d
Λ
]
n1n2n3n4
(i1, i2, i3) ,
(105)
where the three terms on the right-hand side are, respec-
tively, given by
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(ΦppΛ )n1n2n3n4(i1, i2, i3) = −
∑
`1, `2
N∑
j1=1
N∑
j2=1
∑
K
1(K + pii1 + pii2 − pij1 ∈ Bj2) (L−Λ )`1`2(i1, i2, j1) (106)
×
[
(VΛ)n1n2`1`2(i1, i2, j1) (VΛ)`1`2n3n4(j1, j2, i3) + (j1, `1) ↔ (j2, `2)
]
,
(Φph,cΛ )n1n2n3n4(i1, i2, i3) = −2
∑
`1, `2
N∑
j1=1
N∑
j2=1
∑
K
1(K + pii1 − pii3 + pij1 ∈ Bj2) (107)
× (L+Λ)`1`2(i1, i3, j1) (VΛ)`1n1`2n3(j1, i1, j2) (VΛ)n2`2`1n4(i2, j2, j1)
−2
∑
`1, `2
N∑
j1=1
N∑
j2=1
∑
K
1(K + pii3 − pii1 + pij1 ∈ Bj2)
× (L+Λ)`1`2(i3, i1, j1) (VΛ)`2n1`1n3(j2, i1, j1) (VΛ)n2`1`2n4(i2, j1, j2) ,
(Φph,dΛ )n1n2n3n4(i1, i2, i3) = −(Φph,cΛ )n2n1n3n4(i2, i1, i3) . (108)
Here, we have defined
(L∓Λ )`1`2(i1, i2, j1) =
1
|B|
∫
Bj1
d2k
× χ˙Λ(e`1(k)) χΛ(e`2(K + pii1 ± pii2 ∓ k))
× F∓`1`2(k,K + pii1 ± pii2 ∓ k) ,
(109)
with the functions F∓`1`2 defined by Eqs. (87)–(88). Note
that in the particle-particle term (106), the reciprocal
lattice vector K is fixed by the condition
K + pii1 + pii2 − pij1 ∈ B , (110)
and therefore depends on only three patch indices i1, i2,
and j1. The stricter condition
K + pii1 + pii2 − pij1 ∈ Bj2 (111)
then also fixes the patch index j2. Hence, the right-hand
side of Eq. (106) effectively requires only the summation
over two band indices `1, `2 and one patch index j1. The
same applies to the particle-hole terms.
In our numerical implementation, we have directly
solved the RG equations (105)–(108) for the discretized
interaction vertex. The solution VΛ with the given initial
interaction VΛ0 can formally be written as
VΛ = VΛ0 +
∫ Λ
Λ0
dΛ
d
dΛ
VΛ (112)
= VΛ0 +
∫ Λ
Λ0
dΛ
[
ΦppΛ + Φ
ph,c
Λ + Φ
ph,d
Λ
]
. (113)
The scale integral has been performed numerically by
starting at the initial scale Λ0 and stepwise determining
VΛ+dΛ from the previously calculated VΛ. The integra-
tion steps dΛ have been adjusted in each step depending
on how fast the interaction vertex changes in the flow.
In this way, the divergence at the critical scale could be
approached numerically by gradually decreasing the step
size. We remark that our implementation for the Rashba
model uses 48 patch momenta, 24 on each of the two
Fermi lines as shown schematically in Fig. 3. We have
checked that our results do not change significantly by
further increasing the number of patches, i.e., by taking
72 instead of 48 patches.
C. Effective superconducting interaction
As described above, we have numerically solved the
discretized RG equations (105)–(108) with an attractive
onsite interaction at the initial scale Λ0. The latter was
chosen much larger than the bandwidth of the model
(given by Eq. (28)), i.e.,
Λ0/t = 40 . (114)
Thus, the condition (53) is fulfilled, and our results do
not change by further increasing Λ0. We have stopped
the RG flow at the stopping scale Λ∗ defined by Eq. (92),
which is close to the critical scale Λc where the interaction
vertex diverges. (As mentioned above, in the following,
we do not distinguish explicitly between these two scales.)
Our numerical result for the vertex supremum V sup(Λ)
as a function of the scale parameter Λ is shown in Fig. 4.
One clearly sees that the interaction vertex grows with
decreasing Λ and eventually approaches a divergence at
the critical scale. The numerical result for the effective
interaction at the stopping scale is shown in the band
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basis in Fig. 5 and in the spin basis in Fig. 6. We have
fixed the third patch index i3 = 1 and analyzed the de-
pendence of the effective interaction on i1 and i2 for all
possible band and spin combinations (of which four rep-
resentative ones are shown in Figs. 5 and 6, respectively).
The result clearly signals a superconducting instability,
where pairing occurs between opposite momenta on the
same Fermi line. The discretized effective interaction at
the stopping scale is well represented in the band basis by
(VΛ∗)n1...n4(i1, i2, i3) = 1(pii1 =−pii2)
× Sδn1n2 δn3n4 n2n3 eiϕ(pii3 )−iϕ(pii2 ) ,
(115)
and in the spin basis by
(VΛ∗)s1...s4(i1, i2, i3) = 1(pii1 =−pii2)
× (−S)(δs1s3δs2s4 − δs1s4δs2s3) ,
(116)
where S is the threshold parameter (see Eq. (94)). The
corresponding interaction operator (which is obtained by
inserting Eq. (116) into the projection ansatz (99)) is
then approximately given by
VˆΛ∗ =
S
2N
∫
đ2k2
∫
đ2k3
×
∑
s1,...,s4
(δs1s3δs2s4 − δs1s4δs2s3)
× aˆ†s1(−k2) aˆ†s2(k2) aˆs3(k3) aˆs4(−k3) ,
(117)
where N is the number of patches. The factor 1/N cor-
responds to the area of a single k-space patch, which
arises because our effective interaction (116) turns out to
have a k1 = −k2 restriction on the level of patches (see
the derivation in Appendix C 2). By explicitly perform-
ing the spin sums and using the canonical anticommuta-
tion relations of the creation and annihilation operators,
we further obtain the equivalent expression
VˆΛ∗ = −g
∫
đ2k
∫
đ2k′
× aˆ†↑(−k) aˆ†↓(k) aˆ↓(k′) aˆ↑(−k′) ,
(118)
where we have defined the coupling constant
g :=
2S
N
> 0 . (119)
The interaction (118) is a singlet superconducting inter-
action. We have obtained this result for the effective in-
teraction at the critical scale independently of the chem-
ical potential µ, whether it is above (µ > 0) or below
(µ < 0) the band crossing of the Rashba dispersion.
We stress that the form of the effective interaction cru-
cially depends on the projection scheme used to discretize
the scale-dependent interaction vertex (see Sec. III B).
Our result given by Eqs. (115)–(116) has been obtained
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FIG. 4. Double-logarithmic plot of the scale-dependent ver-
tex supremum V sup(Λ), for the chemical potential µ/t = −2.
The RG flow is stopped at the scale Λ∗ where V sup exceeds
the threshold parameter S.
by using the refined projection scheme, while a qualita-
tively different result would be obtained in the projection
scheme of Ref. 68. The reason for the difference between
the two projection schemes can in fact already be under-
stood by considering the discretized initial interaction.
The latter is given in the spin basis by (see Eq. (32))
V 0s1s2s3s4(i1, i2, i3) =
U
2
(δs1s3 δs2s4 − δs1s4 δs2s3) , (120)
and in the band basis by
V 0n1...n4(i1, i2, i3) =
∑
s1,...,s4
U†n1s1(pii1)U
†
n2s2(pii2)
× V 0s1...s4(i1, i2, i3)Us3n3(pii3)Us4n4(pii4) ,
(121)
where pii4 is defined by the condition
K + pii1 + pii2 − pii3 ∈ Bi4 , (122)
with some reciprocal lattice vector K. For momentum
combinations where pii1 = −pii2 , and consequently also
pii4 = −pii3 , we obtain the following explicit expression
(analogous to Eq. (38)):
V 0n1n2n3n4(i1, i2, i3)
= −U
2
δn1n2 δn3n4 n2n3 e
iϕ(pii3 )−iϕ(pii2 ) .
(123)
Now, let pii2 be a representative momentum, say, on the
Fermi line of the band m2. Furthermore, let pii1 = −pii2
be the opposite momentum on the same Fermi line.
Then, Eq. (123) implies that
|V 0n1n2n3n4(i1, i2, i3)| =
|U |
2
δn1n2 δn3n4 . (124)
Hence, the two components of the discretized interaction
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FIG. 5. Real part of the interaction vertex in the band basis,
Re (VΛ)n1n2n3n4(i1, i2, i3)/t, after following the RG flow down
to the stopping scale Λ = Λ∗ (for µ/t = −2). Shown are the
four non-vanishing contributions with band indices n1n2n3n4
and the dependence on two patch indices i1 and i2 (while the
third patch index is fixed as i3 = 1). The patches are labeled
as shown schematically in Fig. 3.
vertex with n1 = n2 = − or n1 = n2 = + are equal in
magnitude. For each representative momentum pii2 on
the Fermi line of the band m2, one therefore has to take
into account both components n2 = − and n2 = + of
the discretized interaction (not only those with n2 = m2).
Furthermore, if we transform Eq. (123) back to the spin
basis by
V 0s1...s4(i1, i2, i3) =
∑
n1,...,n4
Us1n1(pii1)Us2n2(pii2)
× V 0n1...n4(i1, i2, i3)U†n3s3(pii3)U†n4s4(pii4) , (125)
we recover again the initial interaction (120). Thus, the
transformation of the discretized interaction between the
band basis and the spin basis is exact in the refined pro-
jection scheme. On the other hand, if we neglected all
components in Eq. (123) with n2 6= m2 (where m2 is
the band index of the representative momentum pii2),
then we would lose information on the interaction kernel,
and by transforming the result back to the spin basis we
would obtain a qualitatively different interaction.
Our numerical implementation of the RG equations
further shows that the property (123) remains unchanged
in the flow, i.e., the scale-dependent interaction vertex
VΛ has this property for every Λ (and in fact near the
critical scale, all other contributions with pii1 6= −pii2
become negligible). This is most clearly seen in Fig. 5,
which shows the four contributions
(VΛ)−−−− , (VΛ)−−++ ,
(VΛ)++−− , (VΛ)++++ ,
(126)
FIG. 6. Interaction vertex (VΛ)s1s2s3s4(i1, i2, i3)/t in the spin
basis at the stopping scale Λ = Λ∗ (for µ/t = −2). Shown
are four representative spin configurations s1s2s3s4 and the
dependence on two patch indices i1 and i2 (while i3 = 1).
The patches are labeled again as shown in Fig. 3.
of the interaction vertex in the band basis at the stopping
scale Λ = Λ∗. The four contributions are of equal mag-
nitude, and the momentum dependence is well described
by Eq. (115). We emphasize that this comes out even in
the case where the chemical potential is in the lower band
(µ/t = −2 in Fig. 5), which implies that the upper band
is completely empty (at T = 0). The unexpected result
that even in this case contributions to the interaction ver-
tex with an upper band index cannot be neglected in RG
flow will be explained further by means of an analytical
resummation of the particle-particle ladder in Sec. III E.
D. Critical scale and phase diagram
The RG flow is stopped at the scale Λ∗ where the ver-
tex exceeds a threshold value and hence a divergence is
approached, which signals the breakdown of the Fermi
liquid description. Figure 7 shows Λ∗ as a function of
the chemical potential µ. The numerical data turns out
to be well represented by the following formula:
Λ∗/t = 5.0 exp
(
− 2|U |D(µ)
)
, (127)
where U is the initial interaction strength (given by Eq.
(36)), and D(µ) is the density of states of the minimal
tight-binding model as shown in Fig. 2. The exponent
in this formula can in fact be motivated by an analytical
resummation of the particle-particle ladder as performed
in the next subsection (see the text following Eq. (151)).
In particular, the sharp increase of Λ∗ for small µ reflects
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FIG. 7. Logarithmic plot of the stopping scale Λ∗ as a func-
tion of the chemical potential µ, for an initial interaction of
U/t = −2. The vertical line (where µ = 0) marks the posi-
tion of the band crossing of the Rashba dispersion. The red
points show the stopping scales obtained from the numerical
implementation of the RG flow. The blue curve corresponds
to Eq. (127), which can be motivated by an analytical resum-
mation of the particle-particle ladder.
the diverging density of states at the band minimum of
the Rashba dispersion, and the kink at µ = 0 corresponds
to the kink in the density of states at the band crossing
(cf. Eq. (29) for the ideal Rashba model).
We stress again that the choice of the momentum pro-
jection scheme has a strong impact on the simulational
result for the form of the effective interaction near the
critical scale, and even for the critical scale itself. In fact,
the characteristic dependence of the critical scale on the
density of states as shown in Fig. 7—and described by
Eq. (127), which is consistent with the particle-particle
ladder resummation—could only be reproduced in our
refined projection scheme. We conclude that it is imper-
ative to include all N3×L4 parameters of the interaction
vertex in the RG flow, i.e., to use the refined projection
scheme, in order to obtain the correct results for the ef-
fective interaction and the critical scale in our model.
It would be interesting to compare the two projection
schemes (described in Sec. III B) also for other models
with several bands, in order to see whether their differ-
ence is a special feature of the Rashba model or a general
issue to be considered in the Fermi surface patching ap-
proximation for multiband systems.
We conclude this subsection with a remark about the
interpretation of Fig. (7) as a “phase diagram.” In two
dimensions, the critical scale Λc can be regarded as an
estimate for a true temperature of a phase transition,
in which the ordering sets in, in the following sense: In
cases where the symmetry that gets broken is discrete,
the breaking is strictly allowed. When, as in our case,
a continuous symmetry is involved, no long-range or-
der can exist in an infinite two-dimensional system due
to the Mermin–Wagner theorem. However, for a finite
(large) system, a sufficiently slow decay of correlations
becomes indistinguishable from long-range order. More-
over, in the case of three-dimensional materials with a
layered structure such as BiTeI, correlated fermion mod-
els have a much smaller hopping amplitude in the di-
rection perpendicular to the layers than in the layers,
but a slow decay of correlations in a single layer means
that the order-parameter field is almost constant in large
domains of the layer. The typical area of these domains
can then scale up even small interlayer couplings between
the order-parameter fields, hence at some low tempera-
ture make the dynamics three-dimensional so that order-
ing can set in. Finally, we note that mean-field theory
yields a quantitative relation between the critical scale Λc
and the critical temperature Tc, which is obtained from
the gap equation by assuming that the superconducting
gap vanishes as the temperature T approaches Tc (see
Eq. (244) in Sec. IVD).
E. Particle-particle ladder resummation
In our numerical evaluation of the RG equations for
an initial attractive, local interaction, the particle-hole
terms remain small, and the full RG flow is close to the
result of a particle-particle ladder resummation (see Ref.
80, Sec. 4.5.4). Therefore, we restrict ourselves in the fol-
lowing to the particle-particle flow. We first give a heuris-
tic argument which shows that when a superconducting
instability is approached, the scale-dependent interaction
vertex has relevant contributions from both bands of the
model even if the Fermi level intersects only the lower
band (such that the upper band is empty at T = 0).
After that, we provide a general analytical solution of
the particle-particle flow in the spin basis, which applies
to the case where the single-particle Hamiltonian is not
SU(2) invariant. This solution is consistent with our nu-
merical results as presented in the previous subsections.
The particle-particle flow for the discretized interaction
vertex is defined by the RG equation (105) where only
the particle-particle term (106) is kept on the right-hand
side. Thus, we consider the equation
d
dΛ
(VΛ)n1n2n3n4(i1, i2, i3) = −
∑
`1, `2
N∑
j1=1
N∑
j2=1
∑
K
1(K + pii1 + pii2 − pij1 ∈ Bj2) (L−Λ )`1`2(i1, i2, j1)
×
[
(VΛ)n1n2`1`2(i1, i2, j1) (VΛ)`1`2n3n4(j1, j2, i3) + (j1, `1) ↔ (j2, `2)
]
,
(128)
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with L−Λ given by Eq. (109). A special solution of this
equation is a superconducting interaction of the form
(VΛ)s1...s4(i1, i2, i3) = −
gΛ
2
1(pii1 =−pii2)
× (δs1s3δs2s4 − δs1s4δs2s3)
(129)
in the spin basis, or
(VΛ)n1...n4(i1, i2, i3) =
gΛ
2
1(pii1 =−pii2)
× δn1n2 δn3n4 n2n3 eiϕ(pii3 )−iϕ(pii2 )
(130)
in the band basis (cf. Eqs. (115)–(116)). Here, gΛ > 0 is
a scale-dependent coupling parameter. By putting this
ansatz into Eq. (128), we obtain the differential equation
g˙Λ = (B−(Λ) +B+(Λ)) g2Λ , (131)
where we have defined for ` ∈ {−,+},
B`(Λ) =
∫
đ2k χ˙Λ(e`(k))χΛ(e`(−k))
× 1− f(e`(k))− f(e`(−k))
e`(k) + e`(−k) ,
(132)
with e`(k) = E`(k) − µ. Before coming to the solution
of Eq. (131), we simplify the above expression. We use
that by time-reversal symmetry,
e`(k) = e`(−k) (133)
and, furthermore,
1− 2f(e) = tanh
(
βe
2
)
. (134)
Thus, we obtain
B`(Λ) =
∫
đ2k χ˙Λ(e`(k))χΛ(e`(k))
× 1
2e`(k)
tanh
(
βe`(k)
2
)
.
(135)
In the zero-temperature limit, β →∞, this yields
B`(Λ) =
∫
đ2k χ˙Λ(e`(k))χΛ(e`(k))
1
2 |e`(k)| . (136)
This expression can be written as a scale derivative,
B`(Λ) =
d
dΛ
β`(Λ) , (137)
of the function
β`(Λ) =
1
2
∫
đ2k [χΛ(e`(k))]2
1
2 |e`(k)| . (138)
Further defining
β(Λ) = β−(Λ) + β+(Λ) , (139)
we can write Eq. (131) as
g˙Λ = β˙(Λ) g
2
Λ . (140)
The unique solution of this differential equation with the
initial condition
g(Λ=Λ0) = g0 , (141)
is now given by
gΛ =
g0
1− g0 (β(Λ)− β(Λ0)) . (142)
To obtain an even more concrete expression, we replace
the regulator function by a sharp cut-off function, i.e.,
χΛ(e) = Θ(|e| − Λ) . (143)
This has the property χ2Λ = χΛ, and its scale derivative
is given by
χ˙Λ(e) = −δ(|e| − Λ) . (144)
From Eqs. (137)–(138), we therefore obtain
B`(Λ) = − 1
4Λ
∫
đ2k δ(|e`(k)| − Λ) . (145)
(For the general treatment of the sharp cut-off limit, see
the Appendix of Ref. 81.) In terms of the densities of
states of each band (defined by Eq. (26)), we can further
write Eq. (145) as
B`(Λ) = −D`(µ+ Λ) +D`(µ− Λ)
4Λ
. (146)
This expression approaches
B`(Λ) = −D`(µ)
2Λ
+O(1) (147)
as Λ → 0, if D` is regular at µ. The singular term can
be integrated explicitly to yield
β`(Λ)− β`(Λ0) = −D`(µ)
2
ln
(
Λ
Λ0
)
. (148)
Thus, the solution (142) turns into
gΛ = g0
(
1 +
g0D(µ)
2
ln
(
Λ
Λ0
))−1
, (149)
where D(µ) = D−(µ) + D+(µ) is the total density of
states. In particular, gΛ diverges at a critical scale Λc,
which is determined through the equation
1 = −g0D(µ)
2
ln
(
Λc
Λ0
)
, (150)
and given explicitly by
Λc = Λ0 exp
(
− 2
g0D(µ)
)
. (151)
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This result can already be compared with our numerical
result for the stopping scale shown in Fig. 7. However,
since Eq. (151) has been derived by solving the particle-
particle flow in the limit Λ → 0, we cannot expect an
exact agreement with our numerical solution, which had
been obtained by starting the RG flow at an initial scale
Λ0 much larger than the bandwidth of the model. Nev-
ertheless, it turns out that the formula (127) agrees well
with our numerical data. This is obtained from Eq. (151)
by identifying g0 with the strength of the initial onsite
interaction |U | and replacing the prefactor Λ0/t by a nu-
merical factor 5.0 (which in the logarithmic plot corre-
sponds to a constant shift of the whole curve).
It is now instructive to consider an ansatz for the so-
lution of Eq. (128) which is more general than Eq. (130),
namely
(VΛ)n1...n4(i1, i2, i3) =
1
2
1(pii1 =−pii2)
× δn1n2 δn3n4 gn2n3(Λ)eiϕ(pii3 )−iϕ(pii2 ) ,
(152)
with a matrix gn2n3(Λ) of generalized coupling parame-
ters. In the following, we will suppress the Λ dependen-
cies in the notation. Hermiticity requires that
gnn′ = g
∗
n′n , (153)
such that g++, g−− are real and g+− = g∗−+ . For the
particular choice
g++ = g−− = g , (154)
g+− = g−+ = −g , (155)
we recover again the superconducting interaction (130).
We focus on the case where the chemical potential µ is
in the lower band, such that
D+(µ) = 0 , (156)
and the total density of states is determined only by the
lower band,
D(µ) = D−(µ) . (157)
Naïvely, one could expect that in this case only the cou-
pling g−− is important in the flow, while all couplings
with at least one upper band index do not play any rôle.
We will now show, however, that this is not true.
By putting the generalized ansatz (152) into the RG
equation (128), we obtain after a straightforward calcu-
lation the following coupled differential equations for the
generalized coupling constants:
g˙nn′ =
∑
`
B` gn` g`n′ , (158)
or equivalently,
g˙++ = B+ g
2
++ + B− |g+−|2 , (159)
g˙−− = B− g2−− + B+ |g+−|2 , (160)
g˙+− = B+ g++ g+− + B− g−− g+− , (161)
with the coefficient functions B`, ` ∈ {+, −} given by
Eq. (132). By our result (147), the vanishing of D+(µ)
also implies
B+ = 0 , (162)
and hence the above system simplifies to
g˙++ = B− |g+−|2 , (163)
g˙−− = B− g2−− (164)
g˙+− = B− g−− g+− . (165)
Let us assume that at some initial scale Λ0 we have the
equalities
g++(Λ0) = g−−(Λ0) = −g+−(Λ0) ≡ g0 . (166)
The second equation (164) is closed and can be solved
readily: with the above initial condition, we find
g−−(Λ) = g0
(
1 +
g0D−(µ)
2
ln
(
Λ
Λ0
))−1
, (167)
precisely analogous to Eq. (149). Next, consider the
equation (165) for the coupling g+− . The point is now
that g−− also appears on the right-hand side of this equa-
tion, and thereby drives the flow of g+− . In particular,
as Λ→ Λc , the growing of g−− also leads to a divergence
of g+− . Concretely, the solution of Eq. (165) with the
initial condition (166) is simply
g+−(Λ) = −g−−(Λ). (168)
Similarly, we see from Eq. (163) that g+− drives the flow
of g++, and in the end we obtain the solution
g++(Λ) = g−−(Λ) = −g+−(Λ) . (169)
Thus, we have shown that all couplings gnn′(Λ) remain
of equal magnitude in the flow and together approach a
divergence as Λ → Λc , even though the upper band is
completely empty. In other words, if the condition (166)
is satisfied at some initial scale Λ0, then this property of
the effective interaction remains invariant in the particle-
particle flow.
Finally, we generalize the above heuristic argument in
order to provide an analytical solution of the particle-
particle flow for a general class of SU(2)-symmetric ini-
tial interactions. For this purpose, we switch to the spin
basis, where the particle-particle flow equation reads as
(cf. Eqs. (82)–(83) in the band basis)
18
d
dΛ
(VΛ)s1s2s3s4(p1,p2,p3) = −
∑
t1,...,t4
1
|B|
∫
B
d2k1
∫
B
d2k2
∑
K
δ2(K + p1 + p2 − k1,k2)
× (L−Λ )t1t2t3t4(k1,k2) (VΛ)s1s2t1t2(p1,p2,k1) (VΛ)t3t4s3s4(k1,k2,p3) .
(170)
Note that the particle-particle loop in the spin basis de-
pends on four spin indices and is given in terms of its
counterpart in the band basis, Eq. (86), by
(L−Λ )t1t2t3t4(k1,k2) =
∑
`1, `2
Ut1`1(k1)Ut2`2(k2)
× (L−Λ )`1`2(k1,k2)U†`1t3(k1)U
†
`2t4
(k2) . (171)
We assume that the initial interaction is SU(2) invariant
and of the following form:
Vs1...s4(k1,k2,k3)
= −1
2
g(k1 + k2) (δs1s3 δs2s4 − δs1s4 δs2s3) ,
(172)
or more precisely,
Vs1...s4(k1,k2,k3)
= −1
2
∫
B
d2k
∑
K
δ2(K + k1 + k2, k)
× g(k) (δs1s3 δs2s4 − δs1s4 δs2s3) ,
(173)
with an arbitrary function g(k). For example, an onsite
attractive interaction corresponds to
g(k) = −U (174)
with U < 0, while a superconducting interaction is rep-
resented by
g(k) = g |B| δ2(k, 0) (175)
with g > 0. Now, given any initial interaction of the form
(172), one can show that the effective interaction retains
this form in the particle-particle flow. In particular, this
means that the SU(2) invariance of the effective interac-
tion is preserved in the particle-particle flow even if the
single-particle Hamiltonian does not possess this symme-
try. This can be proven easily by putting the ansatz (172)
into the RG equation (170) and using the identity
δs1s3 δs2s4 − δs1s4 δs2s3 = [iσy]s1s2 [iσy]s3s4 , (176)
(see Ref. 21, Eq. (10)). The RG equation for the in-
teraction vertex then reduces to a decoupled system of
differential equations, one for each component gΛ(p) with
p ∈ B. Explicitly, this reads as
g˙Λ(p) = BΛ(p) gΛ(p)
2 , (177)
where the coefficient functions are given by
BΛ(p) =
1
2
∫
đ2k
∑
t1,...,t4
(δt1t3 δt2t4 − δt1t4 δt2t3)
× (L−Λ )t1...t4(k,p− k) .
(178)
A straightforward calculation using Eq. (171) and the
property (40) of the unitary matrix U(k) further yields
BΛ(p) =
1
2
∑
`1, `2
∫
đ2k (L−Λ )`1`2(k,p− k)
× 1
2
(
1− `1`2 cos(ϕ(k)− ϕ(p− k))
)
.
(179)
In particular, for p = 0, we have
ϕ(−k) = ϕ(k) + pi , (180)
and hence,
BΛ(0) =
1
2
∑
`
∫
đ2k (L−Λ )``(k,−k) (181)
= B+(Λ) +B−(Λ) , (182)
with the functions B`(Λ) defined by Eq. (132). The dif-
ferential equation for the p = 0 component is there-
fore equivalent to the flow equation for the coupling con-
stant g of a superconducting interaction (see Eq. (131)).
Furthermore, the general solution of Eq. (177) with the
initial condition
g(Λ=Λ0)(p) = g0(p) (183)
is given by
gΛ(p) = g0(p)
(
1− g0(p)
∫ Λ
Λ0
BΛ′(p) dΛ
′
)−1
, (184)
which generalizes the result (142) derived above for a
superconducting interaction. In principle, Eq. (184) can
be used to determine the flow of the interaction vertex
from the attractive onsite interaction at the initial scale
to the superconducting interaction at the critical scale.
Our final remark in this section regards the ques-
tion of why it is sufficient (for our model) to choose all
the representative momenta on the Fermi lines (of any
band) instead of taking a two-dimensional grid of dis-
crete momenta in the whole Brillouin zone: From the
expressions (86)–(88), one can see that the loop terms
(L∓Λ )`1`2(k1,k2) are singular if both k1 and k2 lie on
the Fermi lines of the respective bands `1 and `2 , such
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that e`1(k1) = e`2(k2) = 0 . This motivates a simplifi-
cation of the momentum dependence of the interaction
vertex by a projection to the Fermi lines. The quality
of this approximation has been discussed for the differ-
ent RG schemes in Refs. 36, 43, 82, and 83. The fact
that the projected vertex function is constant along paths
transversal to the Fermi lines, hence may become large
also away from the Fermi lines, usually leads to a slight
overestimation of the coupling functions, hence a more
conservative estimate of the stopping scale. The particle-
particle flow considered here provides an example where
the coupling function really is constant along certain lines
in momentum space. In our analytical solution, Eq. (172)
with gΛ(k1 +k2) given by Eq. (184), the flow coefficients
are largest when the external momenta satisfy k1 = −k2,
which does not restrict k1 and k2 to the Fermi lines. In
fact, this analytical solution is even independent of the
distance of k1 or k2 from the Fermi lines.
IV. MEAN-FIELD THEORY
A. Definitions
By starting from an attractive, local interaction at the
ultraviolet scale, we have thus far obtained the effec-
tive superconducting interaction at the stopping scale Λ∗
(which is close to the critical scale Λc) given by Eq. (118).
This can be written equivalently as
VˆΛ∗ =
1
2
∫
đ2k
∫
đ2k′
∑
s1,...,s4
Vs1s2s3s4(k,k
′)
× aˆ†s1(−k) aˆ†s2(k) aˆs3(k′) aˆs4(−k′) ,
(185)
where we have introduced an interaction kernel of only
two momentum arguments (which in our case is momen-
tum independent),
Vs1s2s3s4(k,k
′) =
g
2
(δs1s3δs2s4 − δs1s4δs2s3) (186)
= −g
2
[iσy]s2s1 [iσy]s3s4 . (187)
As in Ref. 73, we use mean-field theory to approximately
describe the electronic degrees of freedom below the en-
ergy scale Λ∗. Hence, we restrict all wave vectors to a
shell around the Fermi lines given by
|en(k)| ≡ |En(k)− µ| < Λ∗ , (188)
where n ∈ {−,+} . Mean-field theory allows to calcu-
late—starting from a superconducting interaction of the
form (185)—the gap function and the order parameter.
For this, we proceed analogous to Ref. 71 and generalize
the results presented there to the case without spin SU(2)
symmetry. The mean-field ansatz consists in replacing
the quartic interaction (185) by the quadratic mean-field
interaction,
Vˆ mf =
1
2
∫
đ2k
∫
đ2k′
∑
s1,...,s4
Vs1s2s3s4(k,k
′) (189)
× aˆ†s1(−k) aˆ†s2(k)
〈
aˆs3(k
′) aˆs4(−k′)
〉
+ H.a. ,
where “H.a.” denotes the Hermitian adjoint. Conse-
quently, the effective Hamiltonian at the critical scale,
HˆΛ∗ = Hˆ
0 + VˆΛ∗ , (190)
is replaced by the mean-field Hamiltonian,
Hˆmf = Hˆ0 + Vˆ mf . (191)
The latter is quadratic and can in principle be solved ex-
actly. However, the expectation values in Eq. (189) have
to be evaluated with respect to the mean-field Hamilto-
nian itself, i.e.,
〈Aˆ〉 = 1
Zmf
Tr
(
e−β(Hˆ
mf−µNˆ)Aˆ
)
, (192)
with
Zmf = Tr
(
e−β(Hˆ
mf−µNˆ) ) . (193)
Therefore, Hˆmf has to be determined as a self-consistent
solution of Eqs. (189) and (191)–(193).
The expectation value
Ψss′(k) =
〈
aˆs(k) aˆs′(−k)
〉
(194)
is called the superconducting order parameter, while
∆ss′(k) (195)
= −
∫
đ2k′
∑
s3,s4
Vs′ss3s4(k,k
′)
〈
aˆs3(k
′) aˆs4(−k′)
〉
is called the gap function (or pair potential). The mean-
field interaction can be written in terms of the gap func-
tion as
Vˆ mf =
1
2
∫
đ2k
∑
s1,s2
∆s1s2(k) aˆ
†
s1(k) aˆ
†
s2(−k)
+ H.a. ,
(196)
which is seen from Eq. (189) by substituting k → −k
and using that
Vs1s2s3s4(k,k
′) = −Vs2s1s3s4(−k,k′) . (197)
In the following, we will solve the mean-field theory for
the spin-singlet interaction (187), and thereby derive ex-
plicit expressions for both the gap function and the order
parameter in our model. First, we obtain immediately
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from Eq. (187) the spin structure and momentum depen-
dence of the gap function,
∆ss′(k) =
g
2
[iσy]ss′
×
∫
đ2k′
∑
s3, s4
[iσy]s3s4
〈
aˆs3(k
′) aˆs4(−k′)
〉
.
(198)
In matrix notation, we can write this as
∆(k) = iσy∆0 , (199)
where we have defined the scalar gap parameter
∆0 =
g
2
∫
đ2k
∑
s3, s4
[iσy]s3s4
〈
aˆs3(k) aˆs4(−k)
〉
. (200)
In order to determine this parameter, we first have to
calculate the order parameter, which in turn depends on
the gap function. Therefore, ∆0 must be determined
self-consistently as a solution of the gap equation (see
Sec. IVD). Up to this parameter, however, the form of
the gap function is already fixed by Eq. (199): it is in-
dependent of the Bloch momentum k and the chemical
potential µ, and it has a singlet spin structure.
B. Bogoliubov transformation
Calculating the order parameter requires to diagonalize
the quadratic mean-field Hamiltonian. First, we formally
rewrite the mean-field Hamiltonian (with the contribu-
tion −µNˆ from the particle-number operator) as follows:
Hˆmf − µNˆ = 1
2
∫
đ2k
∑
s1, s2
(
aˆ†s1(k), aˆs1(−k)
)
×
H0s1s2(k)− µδs1s2 ∆s1s2(k)
−∆∗s1s2(−k) −(H0)∗s1s2(−k) + µδs1s2
 aˆs2(k)
aˆ†s2(−k)
 . (201)
Here, H0s1s2(k) is the free Hamiltonian matrix, expressed
in terms of the functions f(k) and g(k) by Eq. (3), and
∆s1s2(k) the gap function given by Eq. (199). In Sec. II,
we have diagonalized H0(k) as
U†(k)H0(k)U(k) = E(k) , (202)
with the unitary matrix U(k) given by Eqs. (19)–(20),
and the diagonal matrix of eigenvalues
E(k) =
(
E−(k) 0
0 E+(k)
)
, (203)
with E∓(k) = f(k) ∓ |g(k)| . In the following, we will
often denote the momentum dependencies by a subscript,
e.g. H0k ≡ H0(k), in order to lighten the notation. We
proceed as in Ref. 71, defining the (4× 4) matrix
Hk =
H0k − µ ∆k
−∆∗−k −(H0−k)∗ + µ
 , (204)
which appears in the mean-field Hamiltonian (201). Note
that the gap function is antisymmetric,
∆s1s2(k) = −∆s2s1(−k) , (205)
and therefore Hk is Hermitian. The diagonalization of
the mean-field Hamiltonian is performed by means of a
Bogoliubov transformation,
aˆs(k) =
∑
n
(
Xsn(k) bˆn(k) + Ysn(k) bˆ
†
n(−k)
)
, (206)
aˆ†s(−k) =
∑
n
(
Y ∗sn(−k) bˆn(k) +X∗sn(−k) bˆ†n(−k)
)
.
(207)
We seek Xk ≡ Xsn(k) and Yk ≡ Ysn(k) such that the
(4× 4) matrix
Uk =
(
Xk Yk
Y ∗−k X
∗
−k
)
(208)
has the following properties: (i) it is unitary,
U†k Uk = 1 , (209)
and (ii) it diagonalizes Hk, i.e.,
U†kHk Uk = Ek , (210)
where Ek is the (2 × 2) diagonal matrix of eigenvalues,
which turns out to be of the following form:
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Ek =
(
εk 0
0 −ε−k
)
≡

ε−(k) 0 0 0
0 ε+(k) 0 0
0 0 −ε−(−k) 0
0 0 0 −ε+(−k)
 . (211)
With this, the mean-field Hamiltonian (201) is diagonalized as
Hˆmf − µNˆ = 1
2
∫
đ2k
∑
n
(
bˆ†n(k) , bˆn(−k)
)εn(k) 0
0 −εn(−k)
 bˆn(k)
bˆ†n(−k)
 . (212)
By substituting k→ −k, this is equivalent to
Hˆmf − µNˆ =
∫
đ2k
∑
n
εn(k) bˆ
†
n(k) bˆn(k) . (213)
A lengthy calculation analogous to (Ref. 71, Appendix
A) yields the eigenvalues
ε∓(k) = sgn(e∓(k))
√
e∓(k)2 + ∆20 , (214)
where e∓(k) = E∓(k) − µ, and sgn(x) = x/|x| denotes
the sign function. (The latter was introduced such that
for ∆0 → 0, the eigenvalues ε∓(k) approach the respec-
tive eigenenergies e∓(k) of the non-interacting system.)
Furthermore, we obtain the following expressions for the
(2× 2) matrices of the Bogoliubov transformation:
Xk = Uk (εk + ek)
1√
(εk + ek)2 + ∆20
, (215)
Yk = −∆kU∗−k
1√
(εk + ek)2 + ∆20
. (216)
Here, Uk ≡ U(k) is the unitary matrix diagonalizing the
free Hamiltonian. Furthermore, ek ≡ Ek − µ and εk are
diagonal matrices containing the eigenvalues of the free
Hamiltonian and, respectively, the mean-field Hamilto-
nian. The above formulas (215)–(216) generalize the re-
sult (2.13) in Ref. 71 to the case without SU(2) symmetry.
We remark that in deriving these results, we have only
used the property
∆†k∆k = ∆
2
0 (217)
of the singlet gap function, and the identity
∆kU
∗
−k = ∆0 e
−iϕkUkσz , (218)
which follows from Eqs. (19)–(20) by assuming time-
reversal symmetry (such that g(−k) = −g(k)). There-
fore, our results for the eigenvalues and eigenvectors of
the mean-field Hamiltonian do not only apply to the con-
crete Rashba model, but to any time-reversal-symmetric
Hamiltonian of the form (3) with a singlet superconduct-
ing interaction.
Having diagonalized the mean-field Hamiltonian, it is
no more difficult to calculate the order parameter (194):
In terms of the new annihilation and creation operators
bˆ`(k) and bˆ
†
`(k), we can write
Ψss′(k) =
∑
`,`′
〈(
Xs`(k) bˆ`(k) + Ys`(k) bˆ
†
`(−k)
)
×
(
Xs′`′(−k) bˆ`′(−k) + Ys′`′(−k) bˆ†`′(k)
)〉
. (219)
Using the relation〈
bˆ†`(k) bˆ`′(k)
〉
= δ``′ n`(k) (220)
with
n`(k) =
1
eβε`(k) + 1
, (221)
we obtain from Eq. (219),
Ψss′(k) =
∑
`
Xs`(k)Ys′`(−k) (1− n`(k))
+
∑
`
Ys`(k)Xs′`(−k)n`(k) .
(222)
In matrix form, this can be written compactly as
Ψk = Xk (1− nk)Y T−k + Yk nkXT−k . (223)
Putting the matrices Xk and Yk given by (215)–(216)
into this formula yields after some algebra the concise
expression
Ψk = Uk
1− 2nk
2εk
U†k ∆k ≡ Uk γ(εk)U†k ∆k , (224)
where we have defined the function
γ(ε) =
1
2ε
tanh
(
βε
2
)
. (225)
In the zero-temperature limit, this reduces to
lim
β→∞
γ(ε) =
1
2|ε| . (226)
An even more concrete expression for the order parame-
ter can be obtained by writing
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γ(εk) ≡
(
γ(ε−(k)) 0
0 γ(ε+(k))
)
=
γ(ε−(k)) + γ(ε+(k))
2
1+
γ(ε−(k))− γ(ε+(k))
2
σz , (227)
and using the unitarity of U(k) as well as the property
U(k)σzU
†(k) = − g(k)|g(k)| · σ ≡ −gˆ(k) · σ , (228)
which follows from Eqs. (19)–(20). We thereby arrive at the following formula:
Ψ(k) = ∆0
γ(ε−(k)) + γ(ε+(k))
2
iσy − ∆0 γ(ε−(k))− γ(ε+(k))
2
[ gˆ(k) · σ] iσy . (229)
This is our result for the order parameter matrix Ψ(k) ≡
Ψss′(k). In contrast to the gap function (199), the or-
der parameter depends nontrivially on the Bloch momen-
tum k and on the chemical potential µ, where the latter
is implicitly contained in the eigenvalues εn(k) given by
Eq. (214). With its mixed singlet and triplet contribu-
tions, the order parameter indicates an unconventional
superconducting phase.71,84
C. Singlet and triplet amplitudes
We define the (spin-) singlet and triplet amplitudes
Ψs(k) and Ψt(k) of the order parameter by the equation
Ψ(k) = Ψs(k) iσy + Ψt(k) [ gˆ(k) · σ] iσy . (230)
(For a group-theoretical definition of these quantities, see
Ref. 33.) Our result (229) implies that
Ψs(k) = ∆0
γ(ε+(k)) + γ(ε−(k))
2
, (231)
Ψt(k) = ∆0
γ(ε+(k))− γ(ε−(k))
2
. (232)
In the zero-temperature limit, these formulas reduce to
(cf. Ref. 33, Eq. (2.18))
Ψs(k) =
∆0
4
(
1
|ε+(k)| +
1
|ε−(k)|
)
, (233)
Ψt(k) =
∆0
4
(
1
|ε+(k)| −
1
|ε−(k)|
)
. (234)
For small energies, i.e., in the vicinity of the band cross-
ing, the dispersion of our tight-binding model is approxi-
mately described by the ideal Rashba model (14). Hence,
near µ = 0, the singlet and triplet amplitudes of the or-
der parameter depend essentially only on the modulus
|k|. Figure 8 shows these amplitudes as a function of
kx for three different values of the chemical potential µ
(above, at, and below the band crossing), assuming a
small value of the scalar gap parameter, ∆0/t = 0.1 .
We can understand these results qualitatively as fol-
lows: First, we restrict ourselves to momenta k satisfying
the condition (188). For small enough ∆0, we can then
estimate using Eq. (214),{ |ε−(k)|  |ε+(k)| , if |e−(k)| < Λ∗ ,
|ε+(k)|  |ε−(k)| , if |e+(k)| < Λ∗ .
(235)
From Eqs. (233)–(234), we therefore obtain
Ψs(k) ≈ ∆0
4 |ε−(k)| ≈ −Ψt(k) , if |e−(k)| < Λ∗ ,
Ψs(k) ≈ ∆0
4 |ε+(k)| ≈ Ψt(k) , if |e+(k)| < Λ∗ .
(236)
This means, if k is close to the Fermi line of the lower or
upper band, then the singlet and triplet amplitudes are
of equal magnitude and have the opposite or same sign,
respectively. This is indeed clearly seen in Fig. 8. In
particular, if the Fermi level is above the band crossing
(µ > 0), then there is one Fermi line for each band, and
hence the ratio between Ψs and Ψt changes sign in the
Brillouin zone as shown in the uppermost panel of Fig. 8.
D. Gap equation and critical temperature
So far, we have calculated the gap function ∆ss′(k) and
the order parameter Ψss′(k) up to the scalar gap param-
eter ∆0. The latter was defined in Eq. (200), which can
be written equivalently in terms of the order parameter
and a trace over the spin indices as
∆0 =
g
2
∫
đ2k Tr
(
Ψ(k)[iσy]
†) . (237)
Inserting our result for the order parameter, Eqs. (230)–
(232), and using that
Tr
(
gˆ(k) · σ) = 0 , (238)
we obtain immediately
∆0 =
g
2
∫
đ2k 2Ψs(k) (239)
=
g
2
∆0
∫
đ2k
(
γ(ε+(k)) + γ(ε−(k))
)
, (240)
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FIG. 8. Spin singlet and triplet amplitudes of the order pa-
rameter, for ∆0/t = 0.1. Vertical lines mark the positions of
the two Fermi lines for the respective values of the chemical
potential.
which is equivalent to the scalar gap equation
1 =
g
2
∫
đ2k
∑
n
1
2εn(k)
tanh
(
βεn(k)
2
)
. (241)
Note that this equation agrees with the standard form
of the gap equation in the SU(2)-symmetric case (see
e.g. Ref. 85). The right-hand side depends on the gap
parameter ∆0 through the mean-field energies εn(k) (see
Eq. (214)). Equation (241) can be used to calculate ∆0
depending on the inverse temperature β, the chemical
potential µ and the coupling constant g.
Before coming to the solution of Eq. (241) in the zero-
temperature limit, we remark that the gap equation also
allows to estimate the critical temperature Tc , which is
defined as the temperature where the gap vanishes.85 In
the limit ∆0 → 0, we obtain from Eq. (241) the linearized
gap equation
1 =
g
2
∫
đ2k
∑
n
1
2(En(k)− µ) tanh
(
En(k)− µ
2kBTc
)
,
(242)
where En(k) are the eigenvalues of the free Hamiltonian.
In terms of the total density of states (27), we can write
this equation as
1 =
g
2
∫ µ+Λ∗
µ−Λ∗
dE
D(E)
2(E − µ) tanh
(
E − µ
2kBTc
)
, (243)
where we have re-introduced the stopping scale Λ∗. Now,
provided that µ is away from the band minimum, one
may approximate the density of states by its value at
the chemical potential, D(E) ≈ D(µ). The gap equa-
tion (243) then yields the standard estimate for the crit-
ical temperature86
kBTc = C0 Λ∗ exp
(
− 2
gD(µ)
)
, (244)
with C0 ≈ 1.134. The parameter Λ∗, which in pure mean-
field studies is usually introduced by hand as a “cutoff en-
ergy” (sometimes identified with the Debye frequency85),
has in our approach a concrete meaning as the stopping
scale of the RG flow.
E. Solving the gap equation
In this subsection, we will solve the scalar gap equa-
tion (241) in the zero-temperature limit. We will first
provide analytical expressions for the asymptotics of the
solution, and then present our numerical solution for ∆0
as a function of µ and g . For β →∞, Eq. (241) reduces
to
1 =
g
4
∫
đ2k
∑
n
1√
(En(k)− µ)2 + ∆20
. (245)
In terms of the density of states (27), we can write this
equivalently as
1 =
g
4
∫ µ+Λ∗
µ−Λ∗
dE
D(E)√
(E − µ)2 + ∆20
. (246)
We are most interested in the solution of the gap equa-
tion for µ < 0, and in particular near the band minimum
where the density of states diverges. For E < 0, the dis-
persion of the tight-binding model can be approximated
by the ideal Rashba model (14), whose density of states
24
is given by Eq. (29). By putting this into Eq. (246), we
obtain
1 = g
√
3
16pi
(a0kR)
2
ER
∫ µ+Λ∗
µ−Λ∗
dE
× 1√
1 + E/ER
1√
(E − µ)2 + ∆20
.
(247)
Note that µ and E are measured relative to the band
crossing at k = 0, while the minimum of the lower
band has the negative energy E = −ER. For simplic-
ity, we now ignore the integration boundaries depend-
ing on Λ∗ and instead integrate over the whole interval
−ER ≤ E ≤ 0. Furthermore, as we are interested in
the case where µ ≈ −ER, we define the dimensionless
variables
µ¯ ≡ µ+ ER
ER
, E¯ ≡ E + ER
ER
, ∆¯ ≡ ∆0
ER
, (248)
as well as the dimensionless coupling constant
g¯ ≡ g
√
3
16pi
(a0kR)
2
ER
. (249)
In terms of these new variables, we can write the gap
equation (247) more compactly as
1 = g¯
∫ 1
0
dE¯
1√
E¯
1√
(E¯ − µ¯)2 + ∆¯2
. (250)
We now analyze the asymptotics of the solution of this
equation, focusing on two particular cases: 1  µ¯  g¯2
and µ¯ = 0 .
Case 1: 1  µ¯  g¯2 . We substitute in Eq. (250)
x = E¯/µ¯ , δ = ∆¯/µ¯ . (251)
Then, we can write the gap equation as
1 =
g¯√
µ¯
∫ 1/µ¯
0
dx
1√
x
1√
(x− 1)2 + δ2 . (252)
By our case assumptions, the prefactor on the right-hand
side is small, i.e.,
g¯√
µ¯
 1 . (253)
Therefore, the integral in Eq. (252) must be large, which
in turn is only possible if δ is small. We split the integral
into two parts (using that µ¯ < 1/2):∫ 1/µ¯
0
dx =
∫ 1/µ¯
2
dx+
∫ 2
0
dx . (254)
The first integral can be estimated as follows, using that
δ  1 and µ¯ 1:∫ 1/µ¯
2
dx
1√
x
1√
(x− 1)2 + δ2
≈
∫ ∞
2
dx
1√
x
1
x− 1 = 2 arsinh(1) ,
(255)
where we have obtained the last result using Mathema-
tica.87 In the second integral, we substitute y = x− 1:∫ 2
0
dx
1√
x
1√
(x− 1)2 + δ2
=
∫ 1
−1
dy
1√
y2 + δ2
1√
1 + y
(256)
=
∫ 1
0
dy
1√
y2 + δ2
(
1√
1 + y
+
1√
1− y
)
. (257)
This integral can in turn be split into two parts: one
which is singular for δ → 0,∫ 1
0
dy
2√
y2 + δ2
= 2 arsinh
(
1
δ
)
≈ 2 ln
(
2
δ
)
, (258)
and one which approaches a constant value,∫ 1
0
dy
1
y
(
1√
1 + y
+
1√
1− y − 2
)
= −2 arsinh(1) + 4 ln(2) .
(259)
This last integral has again been evaluated using
Mathematica.87 Adding Eqs. (255), (258), and (259)
yields ∫ 1/µ¯
0
dx
1√
x
1√
(x− 1)2 + δ2
≈ 2 ln
(
2
δ
)
+ 4 ln(2) = 2 ln
(
8
δ
)
.
(260)
The gap equation (252) can thus be approximated as
1 =
2g¯√
µ¯
ln
(
8
δ
)
. (261)
From this, we obtain the estimate
δ = 8 exp
(
−
√
µ¯
2g¯
)
, (262)
which is equivalent to
∆¯ = 8 µ¯ exp
(
−
√
µ¯
2g¯
)
. (263)
In particular, by our case assumption µ¯  g¯2 , we can
verify a posteriori the condition δ  1 which we have
used in the derivation. Furthermore, by noting that the
density of states, Eq. (29), can be written for µ¯ < 1 as
DR(µ¯) =
4 g¯
g
1√
µ¯
, (264)
we see that the result (263) is equivalent to
∆¯ = 8 µ¯ exp
(
− 2
gDR(µ¯)
)
, (265)
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or in terms of the original parameters,
∆0 = 8 (µ+ ER) exp
(
− 2
gDR(µ)
)
. (266)
Note in particular the exponent, which coincides with the
usual exponent in the SU(2) symmetric case.
Case 2: µ¯ = 0 . This case corresponds to the situation
where the chemical potential is precisely at the band min-
imum. We then obtain from Eq. (250),
1 = g¯
∫ 1
0
dE¯
1√
E¯
1√
E¯2 + ∆¯2
. (267)
By substituting x = E¯/∆¯, this is equivalent to
1 =
g¯√
∆¯
∫ 1/∆¯
0
dx
1√
x
1√
x2 + 1
. (268)
This integral has two contributions,∫ 1/∆¯
0
dx =
∫ ∞
0
dx−
∫ ∞
1/∆¯
dx . (269)
The first integral yields a constant,∫ ∞
0
dx
1√
x
1√
x2 + 1
= C , (270)
which can be evaluated using Mathematica87 as
C =
8√
pi
Γ(5/4)2 ≈ 3.71 . (271)
The second integral can be estimated as follows, assum-
ing that ∆¯ 1:∫ ∞
1/∆¯
dx
1√
x
1√
x2 + 1
≈
∫ ∞
1/∆¯
dx
x3/2
= 2
√
∆¯ . (272)
Combining Eqs. (270) and (272), we obtain∫ 1/∆¯
0
dx
1√
x
1√
x2 + 1
≈ C − 2
√
∆¯ . (273)
The gap equation (268) now reduces to
1 =
g¯√
∆¯
(
C − 2
√
∆¯
)
≈ g¯√
∆¯
C , (274)
where the last estimate applies again for ∆¯  1. Thus,
we obtain
∆¯ = (g¯C)2 , (275)
or in terms of the original parameters,
∆0 =
g2
ER
(√
3C
16pi
)2
(a0kR)
4 . (276)
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FIG. 9. Numerical solution of the scalar gap equation (250)
for g¯ = 0.02, and comparison with the analytical results for
the asymptotics of the solution, Eqs. (263) and (275).
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FIG. 10. Numerical solution of the scalar gap equation (250)
for µ¯ = 0.001, and comparison with the analytical result for
µ¯ = 0, Eq. (275).
In particular, the condition ∆¯  1 is fulfilled for g¯  1,
which means that the above calculation (just as the dis-
cussion in Case 1) is only valid for sufficiently small cou-
pling parameters.
For the numerical solution of Eq. (250), we have used
the function fzero from GNU Octave.88 We have fixed
the coupling parameter to a small value, g¯ = 0.02, and
solved the implicit equation for the gap parameter ∆¯.
Figure 9 shows the resulting dependence of ∆¯ on the
chemical potential µ¯. The characteristic features of the
asymptotic solution are clearly reproduced in the numer-
ical result: (i) the positive value of ∆¯(µ¯ = 0), (ii) the
maximum of ∆¯(µ¯) at small µ¯, and (iii) the exponential
decay for large µ¯. Even quantitatively, there is a good
agreement between the numerical data and the analytical
results given by Eqs. (263) and (275). Finally, we have
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fixed the chemical potential to a tiny value (µ¯ = 0.001)
and plotted the dependence of the gap parameter ∆¯ on
the coupling constant g¯. The result is shown in Fig. 10.
One clearly sees the quadratic dependence on g¯, and the
agreement with the analytical result (275) becomes per-
fect for small coupling constants.
V. CONCLUSION
We have implemented a functional RG flow without
SU(2) spin symmetry and used it to analyze the Rashba
model with an attractive, local interaction. This model
has a Hamiltonian whose kinetic term is not SU(2) spin
invariant, while the interaction is invariant, and it is one
of the simplest two-band correlated fermion models. Our
RG flow results in an effective interaction slightly above
the critical scale which is SU(2) invariant and attractive
between singlet Cooper pairs of fermions with momenta
k and −k . We have applied mean-field theory to this
interaction in order to calculate the gap function and
the order parameter. The gap function is a pure sin-
glet function, but the order parameter (defined as the
expectation value of a Cooper pair field) has a nontriv-
ial decomposition into singlet and triplet parts. While
it is not surprising that an attractive interaction drives
superconductivity, the symmetries of the gap function
and the order parameter were not a priori obvious in the
case without SU(2) symmetry. Besides these results, our
analysis has also provided clarifications about more gen-
eral theoretical issues, which we summarize and discuss
further in the following.
The RG flow employed here does not require any a pri-
ori assumption on the type of symmetry breaking that
may happen. Indeed, it is a standard level-two trun-
cation of the fermionic RG equations in the symmetric
phase. The fact that a local (hence in momentum space,
constant) bare interaction gives rise to a singlet-pairing
effective interaction at low scales, and that this interac-
tion is with very high accuracy given by (k, −k) pairing,
is thus a genuine result and not an input of our analysis.
Besides the truncation, the projection to the Fermi lines
performed here (as in most earlier studies) is the main
approximation used. This approximation has been justi-
fied by power counting for the asymptotics of the flow of
one-band models at low scales,36,43 but it is used more
generally to make the RG equations amenable to numer-
ics. In comparison to earlier definitions of this projection
for multiband models, a crucial point of our work is a
refined Fermi surface projection that makes no assump-
tion on the relative importance of the contributions from
different bands, and which is therefore compatible with
the transformation between spin and band indices at all
scales. It is this property that leads to the SU(2) invari-
ance of the effective interaction. Our projection gives a
flow in which at all scales, not only degrees of freedom
near to the Fermi surface and in the conduction band, but
also ones near to the Fermi surface and in higher bands
(which have a propagator that is non-singular) contribute
in an essential way to the flow.
This goes against the intuition in general discussions
that “high-energy degrees of freedom, once integrated
over, should no longer explicitly enter the RG equations
at lower scales’’, and one might even worry that some
double counting was involved in our procedure. There is,
however, no double counting problem here. Whether the
above intuition is correct or not depends on the scheme
and approximations that are used, and the projection
simply has to match the properties of the scheme. In the
one-line irreducible scheme that we use, the functional
RG equations contain both a single-scale propagator SΛ
and a full propagator G2Λ . In the former, the energy
must be close to the flowing scale, |E| ≈ Λ , but the lat-
ter contains only a condition that the energy is at least
as big as the RG scale, |E| ≥ Λ . There is therefore no
room for an additional assumption that all internal band
indices save for the low-energy band are removed, and
there is also no need for it since any such restriction is
automatically enforced by the above-mentioned support
properties of SΛ and GΛ . Conversely, momentum and
band index configurations of the external variables that
include upper bands may be driven nontrivially in the
flow. Specifically, for the Cooper pair interaction, the
condition p1 + p2 = 0 and momentum conservation al-
low that such configurations couple to the singular flow
in the particle-particle channel of the conduction band,
i.e. to configurations (k, −k) and band indices ` such that
|e`(k)| ≈ Λ , no matter whether en1(p1) is small. This is
seen explicitly in our equations (163)–(165) for the sub-
system of couplings g++ , g−− , g+− , where ` = − , and
the flow of g−− , i.e. the coupling of the low-energy de-
grees of freedom, drags along all the other couplings, so
that they all remain equally large at low scales if they are
equal at the initial scale (as is the case for a local interac-
tion). More generally, we have shown that our numerical
solution of the RG equations is consistent with an ana-
lytical resummation of the particle-particle ladder. The
latter provides a general explanation for the SU(2) sym-
metry of the effective interaction.
We remark that in other schemes, the RG equations are
arranged differently. In the Polchinski scheme,89 there is
indeed only a single-scale propagator on the right-hand
side of the flow equation. However, in that hierarchy of
equations, the flow for the four-point function is driven
by the six-point function. It is well known that the analog
of the level-two truncation in this scheme is to truncate
the RG equation for the six-point function to the tree
term with two four-point functions (see e.g. Ref. 89), but
this introduces a scale integral over Λ′ from Λ0 to Λ in
the RG equation for the four-point function, and hence
leads to a similar situation as above. In the Wick-ordered
scheme,82,83 all internal lines are indeed at or below the
scale Λ, so that a simpler projection scheme may suffice.
The special kinematics of the Wick-ordered scheme has
also been discussed in the treatment of the constrained
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random phase approximation (cRPA) and downfolding
by functional RG methods.90
Furthermore, our mean-field analysis has shown that
one generally has to distinguish between the two differ-
ent notions of a gap function and an order parameter.
The reason why they are different lies in the Bogoliubov
transformation: while the gap function can be deduced
directly from the superconducting interaction, the order
parameter requires the diagonalization of the mean-field
Hamiltonian, Eq. (201), and therefore depends on the
concrete form of its eigenvectors and eigenenergies. Un-
less the free Hamiltonian is diagonal (such that g(k) = 0
in Eq. (3)), the resulting order parameter will have a
triplet contribution as given explicitly in Eq. (229). This
result for the order parameter is not restricted to the par-
ticular model, but applies more generally to any time-
reversal symmetric Hamiltonian of the form (1). Our
formulas for the Bogoliubov transformation and the re-
sulting order parameter therefore generalize the results
of Ref. 71 to the case without SU(2) symmetry. Finally,
by analytically and numerically solving the scalar gap
equation for the Rashba model, we have shown that the
gap size attains a constant value as the chemical poten-
tial approaches the minimum of the lower band. This
constant value grows with the square of the strength of
the superconducting interaction.
This work confirms the functional RG as a tool for
investigating Fermi liquid instabilities in multiband and
less symmetric systems, in particular in the absence of
SU(2) symmetry. While we have applied it here to the
case of the Rashba model with an attractive onsite in-
teraction, our procedure can be generalized straightfor-
wardly to investigate more complicated interactions such
as spin-dependent nearest-neighbor or long-range inter-
actions. Furthermore, it would be interesting to include
a Zeeman term in the free Hamiltonian, which in Refs.
25–27 is an ingredient for the predicted topological su-
perconductivity. Combined with mean-field theory, the
functional RG approach allows for an unambiguous pre-
diction of the superconducting gap function and the order
parameter. We expect this to be useful for an unbiased
theoretical description of the low-temperature properties
of correlated electron materials with spin-orbit coupling.
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Appendix A: Tight-binding Rashba model
In this first appendix, we explain our conventions for
the tight-binding description of electronic states on the
hexagonal Bravais lattice in two dimensions. We derive
the Rashba spin splitting from symmetry conditions, and
subsequently construct a minimal tight-binding model
which displays Rashba spin splitting near the center of
the Brillouin zone. Furthermore, we derive the corre-
sponding symmetry conditions for a two-particle interac-
tion in a second-quantized framework.
1. Hexagonal Bravais lattice
All our formulas are valid in SI units.91 The hexagonal
Bravais lattice in two dimensions (Ref. 92, Table 2.2) is
defined by
Γ =
{
R = r1a1 + r2a2 ; r1, r2 ∈ Z
}
, (A1)
in terms of the primitive vectors
a1 = a0 (1, 0)
T , (A2)
a2 = a0
(
−1
2
,
√
3
2
)T
, (A3)
where a0 is the lattice constant. This Bravais lattice is
also referred to as the direct lattice (or direct space). By
contrast, the reciprocal lattice Γ∗ consists of all vectorsK
with the property
eiK·R = 1 ∀R ∈ Γ . (A4)
It is given explicitly by
Γ∗ =
{
K = r1b1 + r2b2 ; r1, r2 ∈ Z
}
, (A5)
where the primitive vectors of the reciprocal lattice are
defined by the condition (i, j ∈ {1, 2})
ai · bj = 2pi δij , (A6)
and given explicitly by
b1 =
2pi
a0
(
1 ,
1√
3
)T
, (A7)
b2 =
2pi
a0
(
0 ,
2√
3
)T
. (A8)
The (first) Brillouin zone B ⊆ R2 (also referred to as
dual space or Bloch momentum space) is defined as the
set of all points k which lie closer to the origin K = 0
than to any other reciprocal lattice vector. Defining for
K ∈ Γ∗ the set
BK = {k +K ; k ∈ B} , (A9)
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x
y
a1
a2
FIG. 11. Hexagonal Bravais lattice (direct lattice) with prim-
itive vectors a1 and a2.
kx
ky
b1
b2
FIG. 12. First Brillouin zone (dual space) and primitive vec-
tors b1, b2 of the reciprocal lattice.
which is the Brillouin zone B shifted by the reciprocal
lattice vector K, we have for all K,K ′ ∈ Γ∗ the two
properties
BK ∩ BK′ = ∅ if K 6= K ′ , (A10)
and ⋃
K∈Γ∗
BK = R2 . (A11)
The hexagonal Bravais lattice Γ and the corresponding
Brillouin zone B are shown in Figs. 11 and 12, respec-
tively.
We consider a simple two-band model described by a
non-interacting Hamiltonian Hˆ acting on wave functions
defined on the Bravais lattice.93 In this model, any state
vector |ψ〉 can be characterized by its wave function in
direct space or in dual space,
ψ(R, s) = 〈R, s |ψ〉 , (A12)
ψ(k, s) = 〈k, s |ψ〉 . (A13)
Here, R ∈ Γ is a direct lattice vector, s ∈ {↑, ↓} a
spin index and k ∈ B a dual vector (or Bloch momen-
tum). In the following (as in the main text) we also call
k a “momentum” (or “wave vector”), although strictly
speaking momentum space refers to the continuous three-
dimensional space R3. In particular, momentum space is
related by Fourier transformation to position space (see
footnote 93), just as the dual space B is related to the
direct space Γ. The wave functions (A12)–(A13) are in-
terrelated by Fourier transformation as follows:
ψ(k, s) =
∑
R
ψ(R, s) e−ik·R , (A14)
ψ(R, s) =
1
|B|
∫
B
d2kψ(k, s) eik·R , (A15)
where
|B| =
(
2pi
a0
)2
2√
3
(A16)
is the area of the Brillouin zone. In particular, the basis
vectors in direct space |R, s〉 and the basis vectors in dual
space |k, s〉 are given by their wave functions in direct
space as
〈R′, s′ |R, s〉 = δR,R′ δs,s′ , (A17)
〈R′, s′ |k, s〉 = eik·R′ δs,s′ . (A18)
The basis vectors in direct space are orthonormal,
〈R, s |R′, s′〉 = δR,R′ δs,s′ , (A19)
and complete, ∑
R
∑
s
|R, s〉〈R, s| = 1 . (A20)
Note that Eq. (A19) formally coincides with Eq. (A17),
although the interpretation is different. Similarly, the
basis vectors in dual space are orthonormal and complete
in the sense that
〈k, s |k′, s′〉 = |B| δ2(k − k′) δs,s′ , (A21)
and
1
|B|
∫
B
d2k
∑
s
|k, s〉〈k, s| = 1 . (A22)
These properties can be derived using the identities
δR,R′ =
1
|B|
∫
B
d2k eik·(R−R
′) , (A23)
|B| δ2(k − k′) =
∑
R
ei(k−k
′)·R . (A24)
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Note that δR,R′ denotes the Kronecker delta,
δR,R′ =
{
1 , if R = R′ ,
0 , otherwise ,
(A25)
whereas δ2(k − k′) is the Dirac delta distribution which
is normalized such that
ψ(k) =
∫
B
d2k′ δ2(k − k′)ψ(k′) . (A26)
In particular, since d2k has the unit of an inverse area,
the Dirac delta distribution in dual space has the unit
of an area. The abbreviation (2) will be useful in the
following to simplify expressions.
Next, we define the Hamiltonian matrices in direct and
in dual space. For this purpose, let the translation oper-
ators TR′ , R′ ∈ Γ, be defined as linear operators acting
on direct-space wave functions as
(TˆR′ψ)(R, s) = ψ(R−R′, s) . (A27)
In particular, they act on the basis vectors in direct and
respectively dual space as
TˆR′ |R, s〉 = |R+R′, s〉 , (A28)
TˆR′ |k, s〉 = e−ik·R
′ |k, s〉 . (A29)
We assume that the Hamiltonian is invariant under all
lattice translations, i.e.,
[TˆR, Hˆ] = 0 ∀R ∈ Γ . (A30)
For the matrix elements of the Hamiltonian in direct
space, this implies
〈R, s |Hˆ |R′, s′〉 = 〈R−R′, s |Hˆ |0, s′〉 (A31)
≡ Hss′(R−R′) , (A32)
where Hss′(R−R′) is called the Hamiltonian matrix in
direct space. On the other hand, in dual space we obtain
〈k, s |Hˆ |k′, s′〉 = |B| δ2(k − k′)Hss′(k) , (A33)
where the Hamiltonian matrix in dual space Hss′(k) is
related to the Hamiltonian matrix in direct space by
Hss′(k) =
∑
R
Hss′(R−R′) e−ik·(R−R′) , (A34)
Hss′(R−R′) =
∫
đ2k Hss′(k) eik·(R−R
′) . (A35)
These formulas are analogous to the Fourier transforma-
tion of wave functions, Eqs. (A14)–(A15).
Any complex (2× 2) matrix can be expanded in terms
of the identity matrix 1 and the Pauli matrices σ =
(σx, σy, σz). In particular, we can write the Hamiltonian
matrix in dual space, H(k) ≡ Hss′(k), as follows:
H(k) = f(k)1+ g(k) · σ . (A36)
The Hermiticity of the Hamiltonian operator,
Hˆ = Hˆ† , (A37)
implies that the Hamiltonian matrix in dual space is also
Hermitian, i.e.,
H(k) = H†(k) . (A38)
As a consequence, the functions f(k), gx(k), gy(k), gz(k)
in Eq. (A36) are real valued. In components, the repre-
sentation (A36) of the Hamiltonian matrix reads as
H ≡
(
H↑↑ H↑↓
H↓↑ H↓↓
)
=
(
f + gz gx − igy
gx + igy f − gz
)
(A39)
(where we have suppressed the k dependencies). The
Hamiltonian matrix in direct space, H(R) ≡ Hss′(R),
can be expanded analogously as
H(R) = f(R)1+ g(R) · σ . (A40)
However, Hermiticity implies that
H(R) = H†(−R) , (A41)
hence f(R) and g(R) are not necessarily real (see Ta-
bles III and IV). The functions f(R), g(R) are related
to f(k), g(k) by Fourier transformation analogous to
Eqs. (A34)–(A35).
2. Symmetry conditions
Besides the lattice translations, we consider the fol-
lowing symmetry operations which are defined by their
action on direct-space wave functions (see Ref. 94):
(i) Time-reversal:
(Θˆψ)(R, s) =
∑
s′
[−iσy]ss′ ψ∗(R, s′) , (A42)
where “∗” denotes the complex conjugation.
(ii) Spatial inversion:
(Pˆψ)(R, s) = ψ(−R, s) , (A43)
which leaves the spin invariant.
(iii) Three-fold rotation:
(Cˆ3ψ)(R, s) =
∑
s′
[
e−i
pi
3 σz
]
ss′ ψ(C
−1
3 R, s
′) , (A44)
where the matrix C3 acting on R ∈ Γ is given by
C3 =
(
cos 2pi3 − sin 2pi3
sin 2pi3 cos
2pi
3
)
=
( − 12 −√32√
3
2 − 12
)
. (A45)
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Possible symmetry Transformation of basis functions
of the Hamiltonian under the symmetry operation
Hermiticity Hˆ = Hˆ† — —
Time-reversal [Θˆ, Hˆ] = 0 Θˆ |R, s〉 =∑s′ |R, s′〉 [−iσy]s′s Θˆ |k, s〉 =∑s′ |−k, s′〉 [−iσy]s′s
(Spatial inversion) [Pˆ , Hˆ] = 0 Pˆ |R, s〉 = |−R, s〉 Pˆ |k, s〉 = |−k, s〉
Three-fold rotation [Cˆ3, Hˆ] = 0 Cˆ3 |R, s〉 = |C3R, s〉 e−ipi3 s Cˆ3 |k, s〉 = |C3k, s〉 e−ipi3 s
Mirror reflection [Mˆx, Hˆ] = 0 Mˆx |R, s〉 =∑s′ |MxR, s′〉 [σx]s′s Mˆx |k, s〉 =∑s′ |Mxk, s′〉 [σx]s′s
TABLE II. Possible symmetries of the Hamiltonian and their action on the basis functions.
If we identify the spin indices as ↑ ≡ +1 , ↓ ≡ −1 ,
such that formally,
[σz]ss′ = s δss′ , (A46)
we can write Eq. (A44) more compactly as
(Cˆ3ψ)(R, s) = e
−ipi3 s ψ(C−13 R, s) . (A47)
(iv) Mirror reflection:
(Mˆxψ)(R, s) =
∑
s′
[σx]ss′ ψ(MxR, s
′) , (A48)
where Mx acting on R ∈ Γ is defined as
Mx =
(−1 0
0 1
)
. (A49)
This matrix is self inverse, i.e., M−1x = Mx .
The above symmetry operations defined on the two-
dimensional Bravais lattice Γ are derived from their re-
spective counterparts on the three-dimensional hexago-
nal lattice, Γ × Z, by the restriction to a single plane
(i.e., to the lattice points (Rx, Ry, Rz) with Rz = 0). In
particular, (iii) and (iv) correspond to the symmetries
C3 (rotation by 2pi/3 around the z axis) and σv (reflec-
tion in the vertical yz plane) of the three-dimensional
point-group C3v, which describes the Rashba semicon-
ductor BiTeI.10,11 The transformation properties of the
basis functions (in direct and in dual space) under the
symmetry operations (i)–(iv) are shown in Table II.
We now assume that the Hamiltonian Hˆ is Hermitian
and invariant under the symmetries (i), (iii), and (iv).
We shall, however, not assume that the Hamiltonian is
invariant under spatial inversion (ii). In fact, the crys-
tal structure of BiTeI lacks inversion symmetry, and this
is one main reason—besides the large atomic spin-orbit
coupling of the bismuth atoms—for the bulk Rashba spin
splitting in this material (see Refs. 10, 11, and the follow-
ing discussion). The possible symmetries of the Hamilto-
nian operator (see Table II) can be expressed equivalently
in terms of the Hamiltonian matrix in direct or in dual
space, or in terms of the functions f and g introduced
in Appendix A1. These symmetry conditions are shown
in Table III (direct space) and in Table IV (dual space),
where we have included for the sake of completeness also
the inversion symmetry.
In the following, we show that the symmetries (i), (iii)
and (iv) already imply that near k = 0, the model is
described by the Rashba Hamiltonian, Eq. (14): First,
Hermiticity implies that f(k) and g(k) are real functions.
By time-reversal symmetry, they satisfy (see Table IV)
f(k) = f(−k) , (A50)
g(k) = −g(−k) . (A51)
(Note that inversion symmetry (ii) would imply g(k) =
g(−k), which combined with Eq. (A51) yields g(k) ≡ 0.
Hence, requiring time-reversal symmetry and inversion
symmetry at the same time necessarily leads to a spin-
degenerate band, which is indeed well known, see e.g.
Ref. 95, Sec. 16.4) The above equations (A50)–(A51) im-
ply that f is an even function, while gx, gy, gz are odd
functions in the Bloch momentum k. We can therefore
expand them to quadratic order in k as
f(k) = f(0) +
∑
α,β
Fαβ kαkβ , (A52)
gi(k) =
∑
α
Giαkα , (A53)
where i ∈ {x, y, z}, α, β ∈ {x, y}, and Fαβ , Giα are real
constants. Without loss of generality (by a constant en-
ergy shift), we may set f(0) = 0. In matrix notation,
Eqs. (A52)–(A53) can then be written as
f(k) = kTF k = (kx, ky)
(
Fxx Fxy
Fyx Fyy
)(
kx
ky
)
(A54)
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Hamiltonian matrix Pauli matrix representation
Hss′(R) = 〈R, s |Hˆ |0, s′〉 H(R) = f(R) + g(R) · σ
Hermiticity H(R) = H†(−R) f(R) = f∗(−R) g(R) = g∗(−R)
Time-reversal H(R) = [iσy]†H∗(R) iσy f(R) = f∗(R) g(R) = −g∗(R)
(Spatial inversion) H(R) = H(−R) f(R) = f(−R) g(R) = g(−R)
Three-fold rotation H(R) = ei
pi
3
σzH(C3R) e
−ipi
3
σz f(R) = f(C3R) (C3g)(R) = g(C3R)
Mirror reflection H(R) = σxH(MxR)σx f(R) = f(MxR) (Mxg)(R) = −g(MxR)
TABLE III. Possible symmetries of the Hamiltonian matrix in direct space.
Hamiltonian matrix Pauli matrix representation
Hss′(k) = 〈k, s |Hˆ |k, s′〉 H(k) = f(k) + g(k) · σ
Hermiticity H(k) = H†(k) f(k) = f∗(k) g(k) = g∗(k)
Time-reversal H(k) = [iσy]†H∗(−k) iσy f(k) = f∗(−k) g(k) = −g∗(−k)
(Spatial inversion) H(k) = H(−k) f(k) = f(−k) g(k) = g(−k)
Three-fold rotation H(k) = ei
pi
3
σzH(C3k) e
−ipi
3
σz f(k) = f(C3k) (C3g)(k) = g(C3k)
Mirror reflection H(k) = σxH(Mxk)σx f(k) = f(Mxk) (Mxg)(k) = −g(Mxk)
TABLE IV. Possible symmetries of the Hamiltonian matrix in dual space.
and, respectively,
g(k) = Gk =

Gxx Gxy
Gyx Gyy
Gzx Gzy

(
kx
ky
)
. (A55)
We go on to study the consequences of the three-fold ro-
tation symmetry. By Table IV, this implies
f(k) = f(C3k) , (A56)
(C¯3g)(k) = g (C3k) . (A57)
In the last equation, we have explicitly distinguished be-
tween the matrix C3 acting on k ∈ B (which is the (2×2)
matrix given by Eq. (A45)), and the (3 × 3) matrix C¯3
acting on g ∈ R3, i.e.,
C¯3 =

− 12 −
√
3
2 0√
3
2 − 12 0
0 0 1
 . (A58)
In terms of the matrices F and G, Eqs. (A56)–(A57) are
equivalent to
F = CT3 F C3 , (A59)
G = C¯T3 GC3 . (A60)
These conditions imply
Fxx = Fyy , (A61)
Fxy = −Fyx , (A62)
the analogous equations for G, and furthermore,
Gzx = Gzy = 0 . (A63)
Hence, the matrices F and G take the form
F =
(
Fxx Fxy
−Fxy Fxx
)
, G =

Gxx Gxy
−Gxy Gxx
0 0
 . (A64)
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Finally, we consider the mirror reflection symmetry.
From Table IV, we obtain the conditions
f(k) = f(Mxk) , (A65)
(M¯xg)(k) = −g(Mxk) , (A66)
where the matrix M¯x acting on g ∈ R3 is defined as
M¯x =

−1 0 0
0 1 0
0 0 1
 . (A67)
In terms of the matrices F and G, Eqs. (A65)–(A66) are
equivalent to
F = MxFMx , (A68)
G = −M¯xGMx . (A69)
These conditions imply
Fxy = Fyx = 0 (A70)
and, respectively,
Gxx = Gyy = 0 . (A71)
We are therefore left with only two parameters Fxx and
Gxy, in terms of which the matrices F and G are com-
pletely determined as
F =
(
Fxx 0
0 Fxx
)
, G =

0 Gxy
−Gxy 0
0 0
 . (A72)
By inserting these matrices into Eqs. (A54)–(A55) and
using Eq. (A36), we obtain the following Hamiltonian
matrix up to quadratic order in k:
H(k) = (kTF k)1+ (Gk) · σ (A73)
= Fxx (k
2
x + k
2
y)1−Gxy (kxσy − kyσx) . (A74)
This coincides with the Rashba Hamiltonian (14) if we
identify the parameters
Fxx ≡ ER
k2R
, Gxy ≡ −2ER
kR
. (A75)
Thus, we have shown that near k = 0, the Rashba Hamil-
tonian (14) can be derived from symmetry considera-
tions only, by assuming time-reversal symmetry as well
as three-fold rotation and mirror reflection symmetries.
3. Minimal tight-binding model
We now construct a minimal tight-binding model on
the hexagonal Bravais lattice which is invariant under
time-reversal, three-fold rotation, and mirror reflection
symmetries (but not under inversion symmetry). By the
argument of the preceding subsection, this model will
necessarily be described near k = 0 by the Rashba Hamil-
tonian. The minimal model will be defined in terms of
the six nearest neighbor vectors (see Fig. 11)
R1 = a1 , (A76)
R2 = a1 + a2 , (A77)
R3 = a2 , (A78)
R4 = −a1 , (A79)
R5 = −a1 − a2 , (A80)
R6 = −a2 . (A81)
We assume that the Hamiltonian matrix in direct space
(see Eq. (A32)),
Hss′(R) = 〈R, s |Hˆ |0, s′〉 , (A82)
vanishes unless R = Rj for some j ∈ {1, . . . , 6} (this
means, there is only “electron hopping” between nearest-
neighbor sites). Consequently, the Hamiltonian matrix
in direct space can be written as
Hss′(R) =
6∑
j=1
Hss′(Rj) δR,Rj . (A83)
In dual space, this implies by Fourier transformation (see
Eq. (A34))
Hss′(k) =
6∑
j=1
Hss′(Rj) e
−ik ·Rj . (A84)
The expansions (A83)–(A84) hold analogously for the
functions f and g defined in Sec. A 1. We now employ
the constraints imposed on these functions by the Her-
miticity as well as the time-reversal, three-fold rotation,
and mirror reflection symmetries. The function f(R) has
to be real and satisfy (see Table III)
f(R) = f(−R) , (A85)
f(R) = f(C3R) , (A86)
f(R) = f(MxR) . (A87)
Hence, if f is restricted to nearest-neighbor vectors, it is
completely determined by only one real parameter,
f(R1) ≡ −t ∈ R . (A88)
By Eqs. (A85)–(A87), we then have
f(Ri) = −t ∀i ∈ {1, . . . , 6} . (A89)
Therefore, f is given in direct space by
f(R) =
6∑
i=1
f(Ri) δR,Ri = −t
6∑
i=1
δR,Ri , (A90)
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and in dual space by
f(k) = −t
6∑
i=1
e−ik ·Ri (A91)
= −2t{ cos(k ·R1) + cos(k ·R3) + cos(k ·R5)} .
(A92)
In terms of the dimensionless quantity κ = a0k, this can
be written equivalently as
f(κ) =
− 2t
{
cos(κx) + 2 cos
(
1
2
κx
)
cos
(√
3
2
κy
)}
,
(A93)
where we have used Eqs. (A76)–(A81). Similarly, the
function g(R) has to be purely imaginary and satisfy
g(R) = −g(−R) , (A94)
(C¯3g)(R) = g(C3R) , (A95)
(M¯xg)(R) = −g(MxR) . (A96)
In particular, using that MxR1 = −R1, we find
(M¯xg)(R1) = −g(MxR1) (A97)
= −g(−R1) (A98)
= g(R1) , (A99)
and consequently, by Eq. (A67),
gx(R1) = 0 . (A100)
By restricting g(R) to nearest-neighbor vectors, it is
therefore completely determined by two real parameters
α, γ ∈ R, which we define as
gy(R1) ≡ iα , gz(R1) ≡ iγ . (A101)
Thus, g is given in direct space by
g(R) =
6∑
i=1
g(Ri) δR,Ri (A102)
= g(R1) δ
−
R,R1
+ (C¯3g)(R1) δ
−
R,C3R1
+ (C¯T3 g)(R1) δ
−
R,CT3R1
, (A103)
where we have abbreviated
δ−R,R′ = δR,R′ − δR,−R′ . (A104)
In components, this is equivalent to
(
gx(R)
gy(R)
)
= iα
{(
0
1
)
δ−R,R1 +
(
−√3/2
−1/2
)
δ−R,R3 +
(√
3/2
−1/2
)
δ−R,R5
}
(A105)
gz(R) = iγ
{
δ−R,R1 + δ
−
R,R3
+ δ−R,R5
}
, (A106)
or by Fourier transformation,(
gx(k)
gy(k)
)
= 2α
{(
0
1
)
sin(k ·R1) +
(
−√3/2
−1/2
)
sin(k ·R3) +
(√
3/2
−1/2
)
sin(k ·R5)
}
(A107)
gz(R) = 2γ
{
sin(k ·R1) + sin(k ·R3) + sin(k ·R5)
}
. (A108)
With κ defined in Eq. (4), we obtain the following explicit expressions:
gx(κ) = −2α
√
3 cos
(
1
2
κx
)
sin
(√
3
2
κy
)
, (A109)
gy(κ) = 2α
{
sin(κx) + sin
(
1
2
κx
)
cos
(√
3
2
κy
)}
, (A110)
gz(κ) = 2γ
{
sin(κx)− 2 sin
(
1
2
κx
)
cos
(√
3
2
κy
)}
. (A111)
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In summary, the minimal tight-binding model is defined
in dual space by Eq. (A36), where the functions f(k)
and g(k) are expressed in terms of the real “hopping”
parameters t, α, and γ by Eqs. (A93) and (A109)–(A111).
For small wave vectors, more precisely for
|κ| = a0|k|  1 , (A112)
we can expand the functions f(k) and g(k) around k = 0.
By approximating
sinx ≈ x , cosx ≈ 1− x
2
2
, (A113)
we obtain from Eqs. (A93) and (A109)–(A111) the fol-
lowing expressions, which are valid to second order in the
momentum:
f(κ) = −6t+ 3t
2
(κ2x + κ
2
y) , (A114)
and
gx(κ) = −3ακy , (A115)
gy(κ) = 3ακx , (A116)
gz(κ) = 0 . (A117)
Note that the parameter γ does not appear at all in this
second-order expansion. For the Hamiltonian matrix, we
thus obtain
H(k) =
3t
2
a20 (k
2
x + k
2
y)1+ 3αa0 (kxσy − kyσx) , (A118)
where we have neglected the constant energy shift (−6t)
in Eq. (A114). As expected, the above expression co-
incides again with the Rashba Hamiltonian (14) if we
identify the parameters
ER ≡ 3α
2
2t
, kR ≡ α
a0t
. (A119)
Note that in the main text, we have set the model para-
meter γ to zero such that gz(k) vanishes identically (not
only to second order in the momentum). The formulas
(A93) and (A109)–(A111) then coincide with Eqs. (5)–
(8) in the main text.
4. Second quantization
In the previous subsection, we have defined the Hamil-
tonian Hˆ of a minimal tight-binding model by specifying
its matrix elements in direct space,
Hss′(R−R′) = 〈R, s |Hˆ |R′, s′〉 . (A120)
The (first-quantized) Hamiltonian can thus be written as
Hˆ =
∑
R,R′
∑
s,s′
Hss′(R−R′) |R, s〉〈R′, s′| . (A121)
By Fourier transformation, we obtain the corresponding
representation in dual space,
Hˆ =
∫
đ2k
∑
s,s′
Hss′(k) |k, s〉〈k, s′| . (A122)
Under second quantization, the Hamiltonian turns into
(see e.g. Ref. 96)
Q(Hˆ) =
∑
R,R′
∑
s,s′
Hss′(R−R′) aˆ†s(R) aˆs′(R′) , (A123)
or equivalently,
Q(Hˆ) =
∫
đ2k
∑
s,s′
Hss′(k) aˆ
†
s(k) aˆs′(k) . (A124)
The second-quantized Hamiltonian Q(Hˆ) is defined as a
Hermitian operator by its action on fermionic N -particle
states,
Q(Hˆ) |ψ1〉 ∧ . . . ∧ |ψN 〉
= (Hˆ|ψ1〉) ∧ . . . ∧ |ψN 〉+ . . .
+ |ψ1〉 ∧ . . . ∧ (Hˆ|ψN 〉) .
(A125)
The operators
aˆs(R) ≡ aˆ(|R, s〉) , (A126)
aˆ†s(R) ≡ aˆ†(|R, s〉) (A127)
annihilate and create, respectively, a basis vector |R, s〉
with direct lattice vector R and spin s. Similarly, the
operators
aˆs(k) ≡ aˆ(|k, s〉) , (A128)
aˆ†s(k) ≡ aˆ†(|k, s〉) (A129)
annihilate and create, respectively, a basis vector |k, s〉
with Bloch momentum k and spin s. Note that for any
single-particle state |ϕ〉, the annihilation operator aˆ(|ϕ〉)
is defined by its action on fermionic N -particle states as
aˆ(|ϕ〉) |ψ1〉 ∧ . . . ∧ |ψN 〉
=
1√
N
N∑
i=1
(−1)i−1 〈ϕ |ψi〉
× |ψ1〉 ∧ . . . ∧ |̂ψi〉 ∧ . . . ∧ |ψN 〉 ,
(A130)
where the notation in the last line means that the vector
|ψi〉 is omitted from the antisymmetrized product. The
corresponding creation operator aˆ†(|ϕ〉) is defined by
aˆ†(|ϕ〉) |ψ1〉 ∧ . . . ∧ |ψN 〉
=
√
N + 1 |ϕ〉 ∧ |ψ1〉 ∧ . . . ∧ |ψN 〉 .
(A131)
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In particular, the maps
|ϕ〉 7→ aˆ(|ϕ〉) , (A132)
|ϕ〉 7→ aˆ†(|ϕ〉) , (A133)
are antilinear and linear respectively in the sense that
aˆ(λ1|ϕ1〉+ λ2|ϕ2〉) = λ∗1 aˆ(|ϕ1〉) + λ∗2 aˆ(|ϕ2〉) , (A134)
aˆ†(λ1|ϕ1〉+ λ2|ϕ2〉) = λ1 aˆ†(|ϕ1〉) + λ2 aˆ(|ϕ2〉) . (A135)
As the notation suggests, the creator aˆ†s(|ϕ〉) is the Her-
mitian adjoint of the annihilator aˆs(|ϕ〉). The operators
(A126)–(A127) in direct space are related to their coun-
terparts (A128)–(A129) in dual space by
aˆs(R) =
∫
đ2k aˆs(k) eik·R , (A136)
aˆ†s(R) =
∫
đ2k aˆ†s(k) e
−ik·R , (A137)
which can be shown using the relation
|R, s〉 = 1|B|
∫
B
d2k |k, s〉 e−ik·R (A138)
and the properties (A134)–(A135).
Under symmetries, the annihilation and creation oper-
ators transform as
Q(Xˆ) aˆ(†)(|k, s〉)Q(Xˆ)−1 = aˆ(†)(Xˆ |k, s〉) , (A139)
where Xˆ = Θˆ, Pˆ , Cˆ3, or Mˆx . In this equation, Q(Xˆ)
denotes the second-quantized symmetry operator, which
is defined as an (anti)unitary operator by its action on
fermionic N -particle states,
Q(Xˆ) |ψ1〉 ∧ . . . ∧ |ψN 〉 = Xˆ|ψ1〉 ∧ . . . ∧ Xˆ|ψN 〉 . (A140)
Its inverse is given by
Q(Xˆ)−1 = Q(Xˆ−1) . (A141)
Using Eq. (A139) and the transformation laws for the
basis vectors |k, s〉 shown in Table II, one can deduce the
explicit transformation laws for the operators aˆs(k) and
aˆ†s(k) as shown in Table V. Using these transformation
laws and the symmetries of the Hamiltonian matrix in
dual space (Table IV), one recovers again the symmetries
of the second-quantized Hamiltonian (A124), i.e.,
Q(Xˆ)Q(Hˆ)Q(Xˆ)−1 = Q(Hˆ) (A142)
for Xˆ = Θˆ, Cˆ3 or Mˆx. In the following (as in the main
text), we will suppress the operation of second quanti-
zation in the notation and simply write, for example,
Xˆ ≡ Q(Xˆ). The distinction between first- and second-
quantized operators should, however, always be clear
from the context.
In addition to the quadratic Hamiltonian (A124), we
consider a quartic (two-particle) interaction of the form
Vˆ =
1
2
∑
R1,...R4
∑
s1,...s4
Vs1...s4(R1, . . . ,R4)
× aˆ†s1(R1) aˆ†s2(R2) aˆs4(R4) aˆs3(R3)
(A143)
(note the order of the annihilation operators). We assume
that Vˆ is translation invariant just as the free Hamilto-
nian (see Sec. A 1), i.e.,
[TˆR, Vˆ ] = 0 ∀R ∈ Γ . (A144)
This implies that
Vs1...s4(R1,R2,R3,R4)
= Vs1...s4(R1 −R4, R2 −R4, R3 −R4, 0) ,
(A145)
or in dual space,
Vs1...s4(k1,k2,k3,k4) = Vs1...s4(k1,k2,k3)
× |B|
∑
K
δ2(K + k1 + k2 − k3 − k4) . (A146)
Note that in the last line, we formally sum over all recip-
rocal lattice vectors K. The condition that all momenta
k1, . . . ,k4 lie in the first Brillouin zone, however, fixes
precisely one vector K which contributes to the sum.
Hence, the translation-invariant interaction term (A143)
can be written in dual space as
Vˆ =
1
2
∫
đ2k1
∫
đ2k2
∫
đ2k3
∫
đ2k4
×
∑
K
|B| δ2(K + k1 + k2 − k3, k4)
×
∑
s1,...,s4
Vs1...s4(k1,k2,k3)
× aˆ†s1(k1) aˆ†s2(k2) aˆs4(k4) aˆs3(k3) .
(A147)
This formula corresponds to Eq. (30) in the main text.
Without loss of generality, we may assume that the
interaction kernel is antisymmetric with respect to its
first two and its last two arguments, i.e.,
Vs1s2s3s4(k1,k2,k3) = −Vs2s1s3s4(k2,k1,k3) (A148)
= −Vs1s2s4s3(k1,k2,k1 + k2 − k3) . (A149)
Furthermore, we assume that Vˆ is Hermitian and invari-
ant under time-reversal, three-fold rotation, and mirror
reflection symmetries. These conditions on the operator
Vˆ translate again—using the transformation properties
of the creation and annihilation operators shown in Ta-
ble V—into conditions on the interaction kernel, which
are shown in Table VI. (For the sake of completeness,
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Annihilation operator Creation operator
aˆs(k) = aˆ(|k, s〉) aˆ†s(k) = aˆ†(|k, s〉)
Time-reversal Θˆ aˆs(k) Θˆ−1 =
∑
s′ aˆs′(−k) [−iσy]s′s Θˆ aˆ†s(k) Θˆ−1 =
∑
s′ aˆ
†
s′(−k) [−iσy]s′s
(Spatial inversion) Pˆ aˆs(k) Pˆ−1 = aˆs(−k) Pˆ aˆ†s(k) Pˆ−1 = aˆ†s(−k)
Three-fold rotation Cˆ3 aˆs(k) Cˆ−13 = aˆs(C3k) e
ipi
3
s Cˆ3 aˆ
†
s(k) Cˆ
−1
3 = aˆ
†
s(C3k) e
−ipi
3
s
Mirror reflection Mˆx aˆs(k) Mˆ−1x =
∑
s′ aˆs′(Mxk) [σx]s′s Mˆx aˆ
†
s(k) Mˆ
−1
x =
∑
s′ aˆ
†
s′(Mxk) [σx]s′s
TABLE V. Transformation laws of the annihilation and creation operators in dual space.
Interaction Interaction kernel
operator Vˆ in dual space (see Eq. (A147))
Hermiticity Vˆ = Vˆ † Vs1s2s3s4(k1,k2,k3) = V
∗
s4s3s2s1(k1 + k2 − k3,k3,k2)
Time-reversal [Θˆ, Vˆ ] = 0 Vs1s2s3s4(k1,k2,k3)
=
∑
t1,...,t4
[iσy]
†
s1t1
[iσy]
†
s2t2
V ∗t1t2t3t4(−k1,−k2,−k3) [iσy]t3s3 [iσy]t4s4
(Spatial inversion) [Pˆ , Vˆ ] = 0 Vs1s2s3s4(k1,k2,k3) = Vs1s2s3s4(−k1,−k2,−k3)
Three-fold rotation [Cˆ3, Vˆ ] = 0 Vs1s2s3s4(k1,k2,k3)
= ei
pi
3
s1 ei
pi
3
s2 Vs1s2s3s4(C3k1, C3k2, C3k3) e
−ipi
3
s3 e−i
pi
3
s4
Mirror reflection [Mˆx, Vˆ ] = 0 Vs1s2s3s4(k1,k2,k3)
=
∑
t1,...,t4
[σx]s1t1 [σx]s2t2 Vt1t2t3t4(Mxk1,Mxk2,Mxk3) [σx]t3s3 [σx]t4s4
TABLE VI. Possible symmetries of the two-particle interaction.
the table contains also the spatial inversion, although we
do not assume that Vˆ is invariant under this symme-
try.) These symmetries apply to the initial interaction,
Eq. (32), as well as to the scale-dependent effective in-
teraction given by Eq. (80) in the main text.
Appendix B: Statistical field theory
In this second appendix, we fix our conventions for
the temperature Green functions, in terms of which the
renormalization group equations have been formulated
in the main text. For the non-expert in statistical field
theory, we also provide a brief summary of the most im-
portant definitions and properties of temperature Green
functions.
1. Temperature Green functions
For defining the temperature Green functions of our
second-quantized tight-binding model, let
Kˆ = Hˆ − µNˆ , (B1)
where Hˆ = Hˆ0 + Vˆ denotes the full Hamiltonian of the
interacting many-fermion system (given by Eqs. (A124)
and (A147); in Appendix A, Hˆ0 was denoted by Hˆ for
simplicity). Furthermore, µ denotes the chemical poten-
tial and Nˆ the particle-number operator, which is given
in terms of the annihilation and creation operators of
Sec. A 4 by
Nˆ =
∫
đ2k
∑
s
aˆ†s(k) aˆs(k) . (B2)
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In terms of these operators, the grand canonical partition
function can be written as
Z = Tr
(
e−βKˆ
)
, (B3)
where β = 1/(kBT ) is the inverse temperature. Further-
more, for any operator Oˆ and for τ ∈ R we define
Oˆ(τ) = eKˆτ/~ Oˆ e−Kˆτ/~ , (B4)
which is analogous to the time evolution in the Heisen-
berg picture if we identify τ = it. Therefore, τ is called
“imaginary time.” For n ≥ 1 and for τ1, . . . , τ2n ∈ [0, β],
the 2n-point temperature Green function (or imaginary-
time Green function) G2n is defined as
G2ns1...s2n(R1, τ1; . . . ;R2n, τ2n)
=
1
Z
Tr
(
e−βKˆ T [aˆs1(R1, τ1) . . . aˆsn(Rn, τn)
× aˆ†s2n(R2n, τ2n) . . . aˆ†sn+1(Rn+1, τn+1)
])
.
(B5)
Here, the time-ordering operator T is defined with re-
spect to the imaginary-time arguments. Thus, for any m
operators Oˆ1(τ1), . . . , Oˆm(τm), the time-ordered product
is given by
T [Oˆ1(τ1) . . . Oˆm(τm)] = ∑
pi∈Sm
sgn(pi)
×Θ(τpi(1) − τpi(2)) . . . Θ(τpi(m−1) − τpi(m))
× Oˆpi(1)(τpi(1)) . . . Oˆpi(m)(τpi(m)) .
(B6)
In this formula, Sm denotes the symmetric group of m
elements, i.e., the group of all permutations of the set
{1, . . . ,m}, and sgn(pi) denotes the character of the per-
mutation pi. Furthermore, Θ is the Heaviside step func-
tion defined by
Θ(τ1 − τ2) =
{
1 , if τ1 > τ2 ,
0 , if τ1 < τ2 .
(B7)
Note that the Green functions defined by Eq. (B5) are
dimensionless. In the following, we list the most impor-
tant properties of the temperature Green functions (for
details, see the standard references 80, 97–99).
(i) Antiperiodicity. The temperature Green functions
satisfy antiperiodic boundary conditions in the following
sense: for each i ∈ {1, . . . , 2n}, the values ofG2n at τi = 0
and τi = ~β are related by
G2ns1...s2n(R1, τ1; . . . ;Ri, 0; . . .R2n, τ2n)
= −G2ns1...s2n(R1, τ1; . . . ;Ri, ~β; . . .R2n, τ2n) .
(B8)
Therefore, the temperature Green functions—which were
originally defined only for τi ∈ [0, ~β] by Eq. (B5)—can
be continued to antiperiodic functions of τi ∈ R.
(ii) Fourier transformation. The Fourier transforms of
the temperature Green functions are defined by
G2ns1...s2n(k1, ω1; . . . ;k2n, ω2n) (B9)
=
∑
R1
. . .
∑
R2n
1
(~β)2n
∫ ~β
0
dτ1 . . .
∫ ~β
0
dτ2n
×G2ns1...s2n(R1, τ1; . . . ;R2n, τ2n)
× e−ik1·R1+iω1τ1 . . . e−ikn·Rn+iωnτn
× eikn+1·Rn+1−iωn+1τn+1 . . . eik2n·R2n−iω2nτ2n ,
or conversely,
G2ns1...s2n(R1, τ1; . . . ;R2n, τ2n) (B10)
=
1
|B|2n
∫
B
d2k1 . . .
∫
B
d2k2n
∑
ω1
. . .
∑
ω2n
×G2ns1...s2n(k1, ω1; . . . ;k2n, ω2n)
× eik1·R1−iω1τ1 . . . eikn·Rn−iωnτn
× e−ikn+1·Rn+1+iωn+1τn+1 . . . e−ik2n·R2n+iω2nτ2n .
Here, ω1, . . . , ω2n ∈ M = {(2n + 1)pi/(~β) ; n ∈ N} are
fermionic Matsubara frequencies due to the antiperiod-
icity (property (i)) of the temperature Green functions.
By our conventions, the Fourier transform of any func-
tion has the same dimension as the function itself. In
particular, the temperature Green functions in the di-
rect space/time domain and in the dual space/frequency
domain are all dimensionless.
(iii) Translation invariance. The temperature Green
functions are always translation invariant with respect
to the imaginary-time arguments. If the Hamiltonian Hˆ
is invariant with respect to spatial translations, then the
same also applies to the Green functions. In particular,
the two-point Green function can then be written as
G2s1s2(R1, τ1;R2, τ2) = G
2
s1s2(R1 −R2, τ1 − τ2) , (B11)
or equivalently, by Fourier transformation,
G2s1s2(k1, ω1;k2, ω2)
= G2s1s2(k1, ω1) |B|δ2(k1 − k2) δω1,ω2 .
(B12)
Similarly, the four-point Green function can be written
in the Fourier domain as
G4s1...s4(k1, ω1; . . . ;k4, ω4) (B13)
= G4s1...s4(k1, ω1;k2, ω2;k3, ω3)
× |B|
∑
K
δ2(K + k1 + k2 − k3 − k4) δω1+ω2,ω3+ω4 ,
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where the reciprocal lattice vector K is fixed by the con-
dition that all momenta k1, . . . ,k4 lie in the first Bril-
louin zone.
(iv) Symmetries. The Green functions defined by
Eq. (B5) inherit the symmetries of the Hamiltonian (B1).
In particular, the two-point Green function
G2s1s2(k, τ) (B14)
(defined as the Fourier transform of Eq. (B11) with re-
spect to the spatial variables) transforms under symme-
tries in the same way as the free Hamiltonian matrix
Hs1s2(k) (see Table IV). Moreover, the four-point Green
function in the Bloch momentum/time domain
G4s1...s4(k1, τ1;k2, τ2;k3, τ3) (B15)
transforms under symmetries in the same way as the in-
teraction kernel Vs1...s4(k1,k2,k3) (see Table VI). In the
frequency domain, time reversal also changes the sign of
the Matsubara frequencies, i.e., time-reversal symmetry
is expressed by
G2s1s2(k, ω)
=
∑
t1, t2
[iσy]
†
s1t1 (G
2)∗t1t2(−k,−ω) [iσy]t2s2 ,
(B16)
and similar conditions on the higher 2n-point Green func-
tions. All other symmetry operations act only on the spa-
tial variables and hence leave the frequency arguments
unchanged.
(v) Feynman graph expansion. The temperature Green
functions have a perturbative expansion in terms of the
interaction kernel V and the free two-point Green func-
tion (also called the non-interacting Green function or
covariance), which is defined as
Cs1s2(R1, τ1;R2, τ2)
=
1
Z0
Tr
(
e−βKˆ
0 T [aˆs1(R1, τ1) aˆ†s2(R2, τ2)]) , (B17)
with Kˆ0 = Hˆ0 − µNˆ and
Z0 = Tr
(
e−βKˆ
0)
. (B18)
Concretely, the kth-order contribution to the 2n-point
Green function is given by the sum of all bubble-free Feyn-
man graphs with k interaction vertices and 2n external
legs. Here, bubble-free means that every interaction ver-
tex is connected (through a series of free Green function
lines and interaction vertices) to at least one external
point.
2. Grassmann field integral
The Grassmann field integral (also called functional in-
tegral, or path integral) is useful for organizing the Feyn-
man graph expansion of the fermionic temperature Green
functions in an efficient way. We consider the Grassmann
algebra A generated by the elements (called Grassmann
fields)
ψ(x) , ψ¯(x) , (B19)
where x = (R, s, τ) is a multi-index containing the lat-
tice site R, the spin variable s, and the imaginary-time
variable τ . We impose antiperiodic boundary conditions,
ψ(R, s, ~β) ≡ −ψ(R, s, 0) , (B20)
ψ¯(R, s, ~β) ≡ −ψ¯(R, s, 0) . (B21)
Furthermore, we consider the Grassmann algebra S of
the source fields
η(x) , η¯(x) , (B22)
which satisfy the same boundary conditions (B20)–(B21),
and which also anticommute with the fields ψ(x), ψ¯(x).
The Green function generator Z ≡ Z[η¯, η] is an element
of S defined by
Z = 1N
∫
dψ¯dψ e−〈ψ¯,Qψ〉 e−βV [ψ¯,ψ]+〈η¯,ψ〉+〈η,ψ¯〉 , (B23)
with the normalization constant
N =
∫
dψ¯dψ e−〈ψ¯,Qψ〉 . (B24)
In these equations, Q = C−1 is the inverse of the free
two-point Green function (B17). Furthermore,
〈ψ¯, Qψ〉 =
∫
dx1
∫
dx2 ψ¯(x1)Q(x1, x2)ψ(x2) , (B25)
where the integration over multi-indices is defined as in
Eq. (67). Moreover, we have defined
V [ψ¯, ψ] = (B26)
1
2
1
~β
∫ β
0
dτ
∑
R1,...,R4
∑
s1,...,s4
Vs1...s4(R1, . . . ,R4)
× ψ¯(R1, s1, τ) ψ¯(R2, s2, τ)ψ(R4, s4, τ)ψ(R3, s3, τ) .
In terms of the interaction kernel (59), this can be written
equivalently as
V [ψ¯, ψ] =
1
2
∫
dx1
∫
dx2
∫
dx3
∫
dx4
× V (x1, x2, x3, x4) ψ¯(x1) ψ¯(x2)ψ(x4)ψ(x3) .
(B27)
Now, the partition function (B3) coincides with the field-
independent term of the Green function generator (B23),
Z = Z[0, 0] , (B28)
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and the temperature Green functions G2n can be repre-
sented as Grassmann derivatives of Z[η¯, η] with respect
to the source fields: for n ≥ 1,
G2n(x1, . . . , x2n) =
1
Z[0, 0]
(
δ
δη¯(x1)
. . .
δ
δη¯(xn)
× δ
δη(x2n)
. . .
δ
δη(xn+1)
)
Z[η¯, η]
∣∣∣∣
η= η¯=0
. (B29)
This important formula provides the connection between
the operator formalism and the path integral formalism
of statistical field theory.
3. Connected Green functions
The connected Green function generator W ≡ W[η¯, η]
is defined as another element of the Grassmann alge-
bra S of the source fields. It is the natural logarithm
of the Green function generator Z divided by the field-
independent term,
W[η¯, η] = ln Z[η¯, η]Z[0, 0] = lnZ[η¯, η]− lnZ[0, 0] . (B30)
For n ≥ 1, the connected temperature Green functions
G2nc are defined as the Grassmann derivatives of W:
G2nc (x1, . . . , x2n) =
(
δ
δη¯(x1)
. . .
δ
δη¯(xn)
× δ
δη(x2n)
. . .
δ
δη(xn+1)
)
W[η¯, η]
∣∣∣∣
η= η¯=0
.
(B31)
The connected Green functions have the same proper-
ties (i)–(iv) as the ordinary Green functions. They also
have a Feynman graph expansion in terms of the inter-
action kernel and the free two-point Green function: the
kth-order contribution to the connected 2n-point Green
function is given by the sum of all connected Feynman
graphs with k interaction vertices and 2n external legs.
Here, connected means that every interaction vertex is
connected (through a series of free Green function lines
and interaction vertices) to every external point. The
connected Green functions are related to the ordinary
Green functions by the following equations: for n = 1,
G2(x1, x2) = G
2
c(x1, x2) , (B32)
for n = 2,
G4(x1, . . . , x4) = G
4
c(x1, . . . , x4) (B33)
+G2c(x1, x3)G
2
c(x2, x4)−G2c(x1, x4)G2c(x2, x3) ,
and similar equations for the higher 2n-point Green func-
tions (see e.g. Ref. 98).
4. One-line irreducible Green functions
The one-line irreducible Green function generator Γ is
defined as the Legendre transform of the connected Green
function generator W, i.e.,
Γ =W + 〈ϕ¯, η〉+ 〈ϕ, η¯〉 , (B34)
where the new source fields ϕ¯(x), ϕ(x) are defined by
ϕ¯(x) =
δW
δη(x)
, ϕ(x) =
δW
δη¯(x)
. (B35)
We assume that these new source fields again generate
the Grassmann algebra S . For n ≥ 1, the one-line irre-
ducible temperature Green functions Γ 2n are defined by
Γ 2n(x1, . . . , x2n) =
(
δ
δϕ¯(x1)
. . .
δ
δϕ¯(xn)
× δ
δϕ(x2n)
. . .
δ
δϕ(xn+1)
)
Γ[ϕ¯, ϕ]
∣∣∣∣
ϕ= ϕ¯=0
.
(B36)
The one-line irreducible Green functions have again the
same properties (i)–(iv) as the ordinary Green functions.
In perturbation theory, Γ 2 is represented as
Γ 2 = C−1 −Σ , (B37)
where C is the free two-point Green function and Σ the
self-energy. The kth-order contribution to the self-energy
is given by the sum of all amputated, one-line irreducible
Feynman graphs with k interaction vertices and two ex-
ternal legs. Here, amputated means that all external
Green function lines (i.e., the free two-point Green func-
tions with external arguments) are removed; one-line irre-
ducible means that by removing any single internal Green
function line, the remaining Feynman graph is still con-
nected. Similarly, for n ≥ 2, Γ 2n equals (−1)n times
the sum of all amputated, one-line irreducible Feynman
graphs with 2n external legs. In particular, the two first-
order Feynman graphs contributing to Γ 4 are shown in
Table VII. The one-line irreducible Green functions are
related to the connected Green functions by the following
equations: for n = 1,
δ(x1, x2) =
∫
dy1 G
2
c(x1, y1)Γ
2(y1, x2) , (B38)
for n = 2,
G4c(x1, . . . , x4) =
∫
dy1 . . .
∫
dy4G
2
c(x1, y1) (B39)
×G2c(x2, y2)Γ 4(y1, y2, y3, y4)G2c(y3, x3)G2c(y4, x4) ,
and similar equations for n ≥ 3 (see Refs. 99 and 100). Of
particular interest is the one-line irreducible four-point
Green function Γ 4, which is commonly interpreted as
an “effective two-body interaction between two particles
propagating in a many-particle medium” (Ref. 99, p. 118;
see also Ref. 101, Chap. 6).
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Γ 4 = −β V +β V
TABLE VII. First-order Feynman graphs contributing to the one-line irreducible four-point Green function (representation by
universal Feynman graphs, see Ref. 79). Here, our convention is that Γ 4(x1, x2, x3, x4) is represented by a square with four
legs carrying the arguments x1 (upper left), x2 (lower left), x3 (upper right), and x4 (lower right). If two legs are crossed, the
corresponding arguments are interchanged. Note that if the interaction kernel V (x1, x2, x3, x4) is already antisymmetric in its
last two arguments, then both terms on the right-hand side are equal.
Appendix C: Projected RG equations
In this last appendix, we derive the RG equations (105)–(108) for the projected interaction vertex, and we show
how the mean-field interaction (117) is deduced from our numerical result for the projected vertex.
1. Derivation
For deriving the RG equations (105)–(108), we put our refined projection ansatz (99) into Eqs. (82)–(85). Note
that in (83)–(85), we have used the antisymmetry of the interaction vertex in its last two arguments to move the
momentum k4 into the last argument of VΛ, which is then fixed by momentum conservation, k4 = k1 +k2−k3. This
way of writing the RG equations will prove useful in the following, because it avoids ambiguities in the projection of k4
on a representative momentum. First, consider the loop terms given by Eq. (86). We can write them equivalently as
(L∓Λ )`1`2(k1,k2) =
(
χ˙Λ(e`1(k1))χΛ(e`2(k2)) + χΛ(e`1(k1)) χ˙Λ(e`2(k2))
)
F∓`1`2(k1,k2) , (C1)
with the functions F∓`1`2(k1,k2) given by Eqs. (87)–(88). Using the symmetry of F
∓ under the exchange of its two
arguments, we can also rewrite Eq. (C1) as
(L∓Λ )`1`2(k1,k2) = χ˙Λ(e`1(k1))χΛ(e`2(k2))F
∓
`1`2
(k1,k2) + (k1, `1) ↔ (k2, `2) . (C2)
We now evaluate Eq. (82) at the representative momenta,
(V˙Λ)n1n2n3n4(pii1 ,pii2 ,pii3) =
[
ΦppΛ + Φ
ph,c
Λ + Φ
ph,d
Λ
]
n1n2n3n4
(pii1 ,pii2 ,pii3) , (C3)
and put the ansatz (99) into the right-hand side of this equation. We consider separately the particle-particle, crossed
particle-hole, and direct particle-hole terms given, respectively, by Eqs. (83)–(85).
(i) Particle-particle term. From Eq. (83), we obtain
(ΦppΛ )n1n2n3n4(i1, i2, i3) ≡ (ΦppΛ )n1n2n3n4(pii1 ,pii2 ,pii3)
= −
∑
`1, `2
1
|B|
∫
B
d2k1
∫
B
d2k2
∑
K
δ2(K + pii1 + pii2 − k1,k2)
×
[
χ˙Λ(e`1(k1)) χΛ(e`2(k2))F
−
`1`2
(k1,k2) + (k1, `1) ↔ (k2, `2)
]
×
N∑
j1=1
N∑
j2=1
1(k1 ∈ Bj1) 1(k2 ∈ Bj2) (VΛ)n1n2`1`2(i1, i2, j1) (VΛ)`1`2n3n4(j1, j2, i3) .
(C4)
In the second term in square brackets, we relabel the integration and summation variables
k1 ↔ k2 , `1 ↔ `2 , j1 ↔ j2 . (C5)
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This leads to the equivalent expression
(ΦppΛ )n1n2n3n4(i1, i2, i3)
= −
∑
`1, `2
1
|B|
∫
B
d2k1
∫
B
d2k2
∑
K
δ2(K + pii1 + pii2 − k1,k2)
× χ˙Λ(e`1(k1)) χΛ(e`2(k2)) F−`1`2(k1,k2)
N∑
j1=1
N∑
j2=1
1(k1 ∈ Bj1)1(k2 ∈ Bj2)
×
[
(VΛ)n1n2`1`2(i1, i2, j1) (VΛ)`1`2n3n4(j1, j2, i3) + (j1, `1) ↔ (j2, `2)
]
.
(C6)
Here we have used that
δ2(K + pii1 + pii2 − k2, k1) = δ2(K + pii1 + pii2 − k1, k2) . (C7)
By performing the integral over k2 and changing the order of the summations and integrations, we obtain
(ΦppΛ )n1n2n3n4(i1, i2, i3) (C8)
= −
∑
`1, `2
N∑
j1=1
N∑
j2=1
∑
K
1
|B|
∫
B
d2k1 1(k1 ∈ Bj1)1(K + pii1 + pii2 − k1 ∈ Bj2)
× χ˙Λ(e`1(k1)) χΛ(e`2(K + pii1 + pii2 − k1)) F−`1`2(k1,K + pii1 + pii2 − k1)
×
[
(VΛ)n1n2`1`2(i1, i2, j1) (VΛ)`1`2n3n4(j1, j2, i3) + (j1, `1) ↔ (j2, `2)
]
.
We now employ the following approximation: for k1 ∈ Bj1 ,
1(K + pii1 + pii2 − k1 ∈ Bj2) ≈ 1(K + pii1 + pii2 − pij1 ∈ Bj2) . (C9)
Then, Eq. (C8) can be further simplified to
(ΦppΛ )n1n2n3n4(i1, i2, i3)
= −
∑
`1, `2
N∑
j1=1
N∑
j2=1
∑
K
1(K + pii1 + pii2 − pij1 ∈ Bj2) (L−Λ )`1`2(i1, i2, j1)
×
[
(VΛ)n1n2`1`2(i1, i2, j1) (VΛ)`1`2n3n4(j1, j2, i3) + (j1, `1) ↔ (j2, `2)
]
,
(C10)
where we have defined
(L−Λ )`1`2(i1, i2, j1)
=
1
|B|
∫
Bj1
d2k1 χ˙Λ(e`1(k1)) χΛ(e`2(K + pii1 + pii2 − k1))F−`1`2(k1,K + pii1 + pii2 − k1) .
(C11)
These equations are identical to Eqs. (106) and (109) in the main text.
(ii) Particle-hole terms. Next, we obtain from Eq. (84),
(Φph,cΛ )n1n2n3n4(i1, i2, i3) ≡ (Φph,cΛ )n1n2n3n4(pii1 ,pii2 ,pii3) (C12)
= −2
∑
`1, `2
1
|B|
∫
B
d2k1
∫
B
d2k2
∑
K
δ2(K + pii1 − pii3 + k1,k2)
×
[
χ˙Λ(e`1(k1)) χΛ(e`2(k2))F
+
`1`2
(k1,k2) + (k1, `1) ↔ (k2, `2)
]
×
N∑
j1=1
N∑
j2=1
1(k1 ∈ Bj1) 1(k2 ∈ Bj2) (VΛ)`1n1`2n3(j1, i1, j2) (VΛ)n2`2`1n4(i2, j2, j1) .
42
In the second term in square brackets, we relabel again
k1 ↔ k2 , `1 ↔ `2 , j1 ↔ j2 , (C13)
and use that ∑
K
δ2(K + pii1 − pii3 + k2, k1) =
∑
K
δ2(K + pii3 − pii1 + k1, k2) . (C14)
Performing the same steps as for the particle-particle term, we arrive at Eq. (107). Finally, Eq. (85) obviously implies
Eq. (108), and this completes the derivation.
2. Mean-field interaction
We now show explicitly how the interaction (117) is deduced from our numerical result (116) for the projected
interaction vertex. By putting Eq. (116) into the projection ansatz (99), we obtain the following interaction operator
(analogous to Eq. (30) for the initial interaction),
Vˆ = −1
2
∫
đ2k1
∫
đ2k2
∫
đ2k3
∑
s1,...,s4
N∑
i1=1
N∑
i2=1
N∑
i3=1
(−S) (δs1s3δs2s4 − δs1s4δs2s3)1(pii1 =−pii2)
× 1(k1 ∈ Bi1)1(k2 ∈ Bi2)1(k3 ∈ Bi3) aˆ†s1(k1) aˆ†s2(k2) aˆs3(k3) aˆs4(k4) .
(C15)
We now evaluate the sums over patch indices and the integral over k1 for each fixed k2 and k3 : First, the indices i2
and i3 are uniquely determined by the characteristic functions
1(k2 ∈ Bi2)1(k3 ∈ Bi3) . (C16)
The index i1 is subsequently fixed by the function
1(pii1 =−pii2) . (C17)
Finally, the integral over k1 is restricted by the function
1(k1 ∈ Bi1) (C18)
to the patch Bi1 . We can therefore approximate
aˆ†s1(k1) ≈ aˆ†s1(pii1) = aˆ†s1(−pii2) ≈ aˆ†s1(−k2) , (C19)
and similarly,
aˆ†s4(k4) ≈ aˆ†s4(−k3) . (C20)
The integrand then depends on k1 only through the characteristic function (C18), and we can evaluate the integral as∫
đ2k1 1(k1 ∈ Bi1) ≡
1
|B|
∫
đ2k1 1(k1 ∈ Bi1) =
|Bi1 |
|B| . (C21)
Here, |B| is the area of the Brillouin zone, whereas |Bi| is the area of the patch Bi. We assume that all patches are of
comparable size, such that
|Bi1 |
|B| ≈
1
N
, (C22)
with N the number of patches. Thus we obtain from Eq. (C15),
Vˆ = −1
2
1
N
∫
đ2k2
∫
đ2k3
∑
s1,...,s4
(−S) (δs1s3δs2s4 − δs1s4δs2s3) aˆ†s1(−k2) aˆ†s2(k2) aˆs3(k3) aˆs4(−k3) , (C23)
which coincides with Eq. (117) in the main text.
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