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Rapid depletion of hydrocarbons in conventional reservoirs and the availabil-
ity of abundant oil and gas resources in unconventional forms demand new
technology to economically produce these energy resources. From exploration
to consumption of hydrocarbons, a great number of complex physical, chem-
ical, mechanical, electrical, and thermal phenomena occurs in reservoir from
reservoir rock to surface facilities. In addition to good rock samples and cores
which could represent the reservoir rock for laboratory experiments, numerical
tools should always be used to provide predictive capability of reservoir rock
and fluid behavior. A great number of numerical methods have been devel-
oped and used over the past decades for rock mechanics problems. In this
research the main focus is on thermal fracturing, heat transfer in rock, flow in
porous media and stress-deformation analysis. We use three numerical meth-
ods for thermal fracturing of reservoir rock and investigate their capabilities in
providing a solution for fracture propagation in rock. We finally propose the
vii
best numerical method among the ones we used in this work. We finally show
two applications of thermal rock fracturing for improvement of hydrocarbon
recovery in tight formations.
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Chapter 1
Introduction
1.1 Overview of the Dissertation
This dissertation presents two inter-related studies. Chapter 2 presents
a mathematical model of micro-fracture initiation and propagation in low per-
meability rocks. We solve the nonlinear rock damage PDE to gain insights into
patterns of damage propagation in reservoir rock. We then obtain material-
dependent parameters of rock which dictate damage propagation mode. These
include damage diffusion parameter and the microstructural length of rock
damage.
The damage diffusion parameter is by far the most important parame-
ter needed for rock damage analysis. Experimental observations in conjunction
with inverse analysis is required to obtain it. Damage diffusion leads to per-
meability enhancement. The most effective means to induce damage is to
elevate the pore pressure (similar to hydraulic fracturing). For the elevated
pore pressure to diffuse into the rock, open pathways are required. Chapter 3
covers just enough details from the theory of rock fracture mechanics to clarify
the ideas presented in this dissertation. The main objective of Chapter 3 is
to introduce to the reader the terminology of fracture mechanics in general,
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and the concepts of stress intensity factor and energy release rate so as to set
the scene for the reader to appreciate the concept and formulation of thermal
fracturing in shale plays. In Chapter 4 we present a thermo-elastic technic
whereby the rock around the wellbore will be subjected to thermal loading
shocks. This creates the initial pathways to facilitate pore pressure diffusion
in low permeability rock (now, higher permeability rock in the zones where the
thermal shocks are imposed). Numerical simulations are then used to describe
the thermo-elastic behavior of reservoir rock in terms of coupled stress, tem-
perature and pore pressure fields. We will present the effectiveness of thermal
shocking technic through finite element analysis of the reservoir rock around
the wellbore. In Chapter 5, we use the discrete element method (DEM) to
obtain the thermal fractures network that evolves as the rock is cooled. The
permeability can then be calculated using a pore network model which is not
the subject of this work. Here we present Discrete Element Method (DEM)
analysis for thermal fracturing and show the effect of key DEM parameters,
including rock stiffness and time-step, on the solution. In Chapter 6, we pro-
pose a physics-based continuum approach combined with fracture mechanics
to simulate the thermal fracturing process. Cohesive zone elements are used
to treat de-bonding between continuum elements. By combining both fracture
cohesive and continuum elements, we show that the physics of transport in a
continuum framework as well as crack propagation can be effectively captured
in an implicit integration scheme in a finite element model. This approach
allows us to investigate the uncertainty associated with shale properties (elas-
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tic modulus, heat conductivity, etc) and formation fracture properties. The
present quantitative approach is used to perform global statistical sensitivity
analysis to investigate the robustness of the thermal fracturing process with
respect to the input parameters such as the freezing temperature level and
the exposure time. In Chapter 7, we compare the numerical tools used in this
dissertation for the problem of rock fracture (Table 7.1). We show that there
does not exist a single tool which can carry out all the simulation needs, in-
cluding: selection of computation time and material behavior; accounting for
mesh adjustments due to fracturing and the coupled nature of problem, etc.
As a result, it is not quite possible to introduce a flawless software package or
method for fracturing analysis in a coupled physics framework. In Chapter 8,
based on our numerical modeling of thermal fracturing propagation potential
in the near wellbore zone in Section 4.7 and analytical modeling of thermal
fracturing in the vicinity of hydraulic fractures in Section 4.4, we compute hy-
drocarbon recovery improvement due to thermal fracturing in two application
scenarios. In Chapter 9, we present the conclusion of this study and propose
future directions for this research.
3
Chapter 2
Volumetric Rock Stimulation
2.1 Introduction
Solid mechanics and strength of materials are two of the oldest engineer-
ing mechanics problems. The fundamental works of Galileo [88] and Griffith
[99] were the early steps in predicting the fracture strength of materials using
an energy balance approach. In “Two New Sciences” (1638), Galileo asked
the question how long an object under load can last before it fails due to dam-
age. This question was much deeper and very different than those asked by
Robert Hooke in 1660, when he discovered the laws of elasticity. In petroleum
engineering, the problem of rock fracturing is one of the problems which has
been looked into for years. However, rock fracture is more important now
due to demand for production from the low permeability mudstone reservoirs.
Continuum damage mechanics (CDM) is a branch of solid mechanics which
deals with the formation and coalescence of micro-fractures at various scales,
called in general, micro-defects. Micro-defects are created by mechanical or
environmental loads. These loads result in deterioration of the microstructure
of materials, leading to the loss of material stiffness. Damage mechanic looks
into the formation of damage. As the damage propagates, the material body
becomes fragmented. To study fragmented materials, fracture mechanics is
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used to deal with discrete micro-cracks in a continuum material. Another ap-
proach to study such materials is damage mechanics which brings in the effect
of flaws in a volume of rock in the form of scalar parameter called damage
parameter. This later approach is what we are presenting in this chapter.
Here we study the mathematical model of initiation and propagation
of micro-fractures in low permeability rocks. We solve a nonlinear PDE that
describes rock “damage” to gain an insight on patterns of damage propaga-
tion in reservoir rock. We then obtain the material-dependent parameters of
rock such as damage diffusion parameter and the microstructural length of
rock damage which dictate the mode of propagation of damage. This is by far
the most important parameter to obtain for rock damage analysis; therefore,
experimental observations in conjunction with inverse analysis will be used
to obtain it. The most effective means of fracture creation in rock is to ele-
vate the pore pressure as it has been used for hydraulic fracturing; however,
to induce damage in the volume of rock for permeability enhancement, the
elevated pore pressure has to diffuse into rock for which it requires to have
open pathways. To create conductive pathways in rock, we are coming up
with thermo-elastic technic whereby the rock around the wellbore will be sub-
jected to thermal loading shocks. This creates the initial pathways to facilitate
the pore pressure diffusion in low permeability rock (now, higher permeability
rock in the zones where the thermal shocks are imposed). Numerical simu-
lations are then used to study the thermo-elastic behavior of reservoir rock.
For this, the coupled stress, temperature and pore pressure fields have to be
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solved. We will present the effectiveness of thermal shocking technic through
the finite element analysis of reservoir rock around the wellbore. Finally the
damaged or stimulated rock properties by combination of pore pressure ele-
vation and temperature reduction are incorporated into a permeability model
of k=k(damage). This will then be plugged into the flow rate to obtain the
transient flow rate of hydrocarbon in porous media taking into account the
enhancing effect of progressive damage.
The concept of damage as a basis for fracture mechanics was first in-
troduced by Kachanov[126, 127]. He introduced the concept of endurance
strength, i.e., the stress leading to failure at a given temperature, after a finite
time. That failure was called the “life time” or “rupture time”. The first
attempt in determining the failure time was made by Hoff[112]. He studied
the stretching of a cylindrical rod subject to constant load. According to the
concept he introduced, the time to failure is infinite for infinite elongation of
rod when cross sectional area approaches zero. Hoff’s definition does not cor-
respond to experimental results. Staniukovich[222] extended the work of Hoff
and obtained by experiment the cumulative strain to the instant of failure.
Kachanov studied damage or bond breakage mechanism. He showed that the
coalescence of cracks could lead to material rupture. He also classified failure
to brittle and ductile failures. The former occurs along the grain boundaries
and is called “fracture” and the latter occurs as a result of plasticity of grains
and is called “damage”. He characterized the state of partial damage by a
scalar quantity ψ called continuity, (0 ≤ ψ ≤ 1). Some articles use the damage
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parameter ω instead of continuity parameter. Damage parameter is related
to continuity using ω = 1 − ψ. Kachanov also showed that the lifetime for
ductile failure is greater than that of brittle failure. This is in good agreement
with Hoff’s scheme, i.e., the cross sectional area of the rod vanishes before the
continuity ψ is exhausted.
Application of load to a certain level on a solid material could cre-
ate damage. The presence of microstructure affects the damage accumulation
process and leads to a nonlinear parabolic partial differential equation with
a source term [21]. This equation is of diffusion type with a strongly stress-
dependent diffusion coefficient. Due to the non-healing nature of damage, the
rate of damage accumulation cannot be negative, adding another level of non-
linearity to the equation. This section studies the numerical solution of the
damage equation. Depending on the value of a dimensionless constant param-
eter, essentially two regimes of damage accumulation are observed for a given
initial damage distribution. In the first type, damage accumulation remains
local about the initially damaged zone. The lifetime or the time to rupture is
determined by how fast damage increases locally. In this case a big portion
of specimen cannot contribute to total load carrying capacity. The second
type of process is nonlocal damage accumulation in which damage becomes
homogenous in specimen or part of the specimen and then advances uniformly
over the specimen. The numerical calculations presented here demonstrate the
existence of these two regimes of damage propagation. They demonstrate in
particular that in the second regime, the ultimate value of damage parameter
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is not of much significance as the major portion of the lifetime is taken for
damage to propagate uniformly over the specimen below the blow-up limit.
2.1.1 Damage evolution in rock
Damage at a point can be physically interpreted as the properly aver-
aged fraction of broken bonds among microstructural elements of the body.
Since every broken bond would preclude the material from load carrying or
load transfer we could express isotropic damage in terms of stresses in the case
of a prismatic rod as
ω =
S − Sr
S
(2.1)
Sr in equation (2.1) is the portion of the total cross subsection, S, that re-
mains intact and can carry load. The damage parameter at continuum scale
is a quantity that describes the ability of a solid body to transport the mo-
mentum. Therefore in isotropic damage mechanics, the damage parameter ω
is introduced as a scalar, or equivalently a continuity factor ψ=1− ω, so that
in original pristine material ω=0, ψ=1. Fracture then corresponds to ω=1,
ψ=0. In practice, ω can never attain 1.0 and failure occurs earlier, at ω <1,
by stress localization [193].
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Figure 2.1: Macroscopic interpretation of isotropic damage
The stress that can be carried across a partially damaged cross sec-
tion of the material is σ, which is related to the bulk stress σ0 and damage
parameter ω by the equation;
σ =
σ0
(1− ω) (2.2)
Notice that the stress is applied along the bar and the damage propagates
along the x axis.
The isotropic, homogenous damage theory, originally developed by
Kachanov [126, 127] is based on simple ordinary differential equation of the
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form;
ω˙ = τ−1q(ω, σ, T ) (2.3)
which governs the evolution of damage. Here τ is the characteristic time of
damage evolution and q is the dimensionless damage accumulation term which
is a non-negative function specified for a given material, Equation (2.6).
Arrhenius’ equation is a simple empirical relationship [56] to express
the temperature dependence of reaction rates. It can be used to model the
temperature variation of many thermally-induced reactions such as diffusion
coefficient. The equation was proposed by Svante Arrhenius in 1889, based
on the work of Dutch chemist J. H. van’t Hoff(1884). Arrhenius provided a
physical justification and interpretation for the formula [143]. This relationship
can be expressed as Equations (2.4) or (2.5) to give the dependence of the
rate constant q of a chemical reaction on the absolute temperature T (in
kelvin), where A is the pre-exponential factor, Ea is the activation energy,
k, the multiplier of temperature T, is the Boltzmann constant, and R is the
Universal gas constant.
q = Ae
−Ea
(RT ) (2.4)
or alternatively,
q = Ae
−Ea
(kT ) (2.5)
Ea is the energy per mole in Equation (2.4), which is common in chemistry
and is the energy per molecule in Equation (2.5), which is common in physics.
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The units of the pre-exponential factor A are identical to those of the
rate constant and will vary depending on the order of the reaction. If the
reaction is first order it has the units s−1, and for that reason it is often called
the frequency factor or attempt frequency of the reaction. Most simply, k is
the number of collisions that result in a reaction per second, A is the total
number of collisions (leading to a reaction or not) per second and e−Ea/(RT )
is the probability that any given collision will result in a reaction. It can be
seen that either increasing the temperature or decreasing the activation energy
(for example through the use of catalysts) will result in an increase in rate of
reaction.
Given the small temperature range kinetic studies occur in, it is rea-
sonable to approximate the activation energy as being independent of the
temperature. Similarly, under a wide range of practical conditions, the weak
temperature dependence of the pre-exponential factor is negligible compared
to the temperature dependence of the exp(−Ea/RT ) factor; except in the case
of ”barrierless” diffusion-limited reactions, in which case the pre-exponential
factor is dominant and is directly observable.
An Arrhenius-type kinetic law with stress-dependent activation energy
is used to calculate damage accumulation [21]:
q(ω, σ, T ) = (1− ω)p exp
(
−(U − γσ)
kT
)
(2.6)
Understanding the parameters in Equation (2.6) is essential to analyze dam-
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age; therefore, this section is devoted to explaining the physics behind these
parameters.
k in (2.6) is the universal Boltzmann constant; U , the zero-stress acti-
vation energy, is another constant specific for a given bond-breaking chemical
reaction; p, the constant kinetic ‘reaction order’ ; T is the temperature; τ is
the characteristic time for damage accumulation. U can be interpreted as the
magnitude of the energy barrier determining the probability of breakage of
the bonds responsible for strength. The kinetic law expressed in (2.6) assumes
that the breaking of bonds is thermally activated. In presence of tensile stress
σ, the net activation energy required to initiate the bonds breakage is U − γσ,
(effective barrier). γ is another kinetic constant, a dimensionless parameter
which is a function of material properties. It should be noted that this ef-
fective barrier decreases with increasing tensile stress. The pore pressure in
a reservoir rock must increase in order to increase tensile stress in the rock
matrix, and initiate and propagate fracture.
In a stressed body, thermal fluctuations break chemical bonds and the
possibility of this process depends strongly on the magnitude of tensile stress.
The tensile stress excites the bonds to be ruptured and reduces the activation
energy. The magnitude of decrease of the effective energy barrier is determined
by γ. It can be shown that the tensile strength of solids or the critical tensile
load at rupture–σcritical, is inversely proportional to the parameter γ [265].
σcritical = A/γ (A=constant)
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Arrhenius-type kinetic law is based on the physical interpretation of damage
as the fraction of the broken bonds averaged so that the macroscopic damage
equation can be obtained from the evolution of damage within the micro-scale
representative elementary volume of rock.
It should also be noted that in Equation (2.6), the quantities in the exponent,
U/kT and γσ/kT are of the order of ten or even several tens. This is to say
that the rate of damage accumulation has a stronger dependence on the stress
and temperature than on the current state of damage which is governed by
pre-exponential factor. The pre-exponential factor indicates that the rate of
damage accumulation is proportional to some power of the number of unbroken
bonds or the portion of the cross section which has load carrying capacity. For
our analysis, we assume p=1 everywhere (i.e., the rate of increase of damage
parameter is proportional to the relative number of unbroken bonds).
Equations for material rupture were first proposed by Zhurkov [265].
He performed a number of experiments on 50 materials including metals, al-
loys, non-metallic crystals and polymers to study the life-time of solids under
temperature and stress. He then proposed the equation (2.7) for the life-time
of solids under tensile stress:
τ = τ0 exp
(
(U − γσ)
kT
)
(2.7)
He introduced an equation for bond rupture rate as:
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ω˙ =
c
τ0
exp
(
−(U − γσ)
kT
)
(2.8)
which is similar to equation (2.3) with the kinetic law (2.6), except for the
factor of (1−ω)p which captures the portion of unbroken bonds of the kinetic
law. In proposing these equations Zhurkov used results of the experiments
he performed. He also assumed that the life-time of a stressed material is
completely determined by the rate of accumulation of the ruptured bonds.
Therefore, he concluded that the product of the life-time and the bond rupture
rate for a material should be constant and verified it by experiment, i.e.,
τ ω˙ = c (constant)
Zhurkov carried out experiments on several materials including polycrystalline
aluminum, silver chloride and plexiglass. As shown in Figure 2.2, Zhurkov
observed that the time and temperature dependence of the strength of solids
with different types of interatomic bonding, is identical. The relationship
shown in this figure and expressed in Equation (2.7) has been found correct as
a general rule and valid for describing the strength properties of all solids that
Zhurkov investigated. The parameter τ0 is constant for all solids and it is the
lifetime for material at fracture tensile load. As tensile stress is increased on a
solid, the solid eventually ruptures at a critical fracture stress. If however this
load is applied instantaneously, it takes the time τ0 for the material to fracture.
In other words, τ0 is the blow-up time for material at no damage diffusion.
Later on we make this parameter dimensionless for numerical analysis and
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call it θ0. The value of τ0 for the solids shown in Figure 2.2 is 10
−13 sec.
Experimental data for other solids show the same order of magnitude for this
parameter. Figure 2.2 supports Equation (2.7)
Figure 2.2: Time and temperature dependence of the lifetime of solids under
tensile stress (From [265]).
The kinetic concept of strength of materials splits the fracture process
into three stages:
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1. Tensile stress makes it easier for the chemical bonds to be ruptured;
2. Thermal fluctuations break the excited bonds;
3. Accumulation of broken bonds results in stress concentration and a loss
of stability in the body, leading to breakdown.
An important question that needs to be answered is how real materials break.
Material fracturing studies show that real materials such as metal, ceramics
and rocks are made up of grains and inter-granular bonds among the grains.
There are always two forms of rupture; grain rupture and grain interface rup-
ture. Figure 2.3 shows single grains attached to one another by a weak cemen-
tation bond to form a cluster of grains. These clusters of elements could then
be attached to one another by a stronger bond. Figure 2.4 shows the particles
of sand and sedimentary rock formed by the bond between sand particles.
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Single microstructural element A cluster of microstructural elements
Strong bond
Weak bond
Figure 2.3: The cluster of grains formed through the attachment of single
grains by a weak cementation bond. The clusters of elements are attached to
one another by a stronger bond.
(a) Beach sand particles (b) Sandstone
Figure 2.4: (a) The unbonded particles of sand and (b) A sedimentary rock
formed by bonding these sand particles.
Damage is the process of breaking bonds between the microstructural
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elements and/or inside these elements. Elements are either grains or clusters
of grains as defined above. The particles have various sizes and their proper-
ties vary. Therefore the damage process is micro-inhomogeneous due to these
variations in size and property. When a rock specimen is subjected to tensile
stress as in the case of injection of fluid to rock pores, the initiation of cracks at
grain boundaries increases the local stresses and, therefore, increases the local
rate of damage accumulation. Conversely, when a crack reaches a stronger
bond, local inhibition of crack propagation reduces the local damage accumu-
lation rate. In other words, as an external load imposes crack formation in
the rock matrix, an internal system of self-balanced micro-stresses appears.
Various types of micro-stress systems are created by:
 Thermal oil recovery processes: During thermal processing, heat is in-
jected and transported into reservoir rock. As a result, rock expands;
however, due to all around confinement, thermal micro-stresses develop
in the rock microstructure.
 Micro-inhomogeneity of rock: size and property variations of grain con-
stituents contribute to micro-inhomogeneity of rock. Any loadings on
rock whether thermal loading as described above or loading from injec-
tion of fluid when faced with a micro-inhomogeneous structure, develops
new stresses which depend not only on the loading itself, but also on
different strengths of rock constituents. In other words, elements of rock
exhibit different compliance to the load they are exposed to, hence they
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will be subjected to different loads. The more compliance they possess,
the less load they will be subjected to. The term compliance has to do
with geometry and material property of a structure. For instance, the
compliance for a spring is k−1, where k is the spring stiffness. For a
rod of constant cross section A, length L and Young’s modulus E, the
compliance is L
AE
.
If a micro-inhomogeneous rock is replaced with a microscopically homogenous
rock subjected to tensile load, the local micro-stresses in the later specimen will
differ from those of the real (inhomogeneous) specimen due to the self-balanced
micro-stresses described earlier. This in turn contributes to the formation
of a micro-stress field which is a function of the geometry and strength of
bonds in the microstructure of rock. The mathematical equation of damage
evolution in rock is derived and explained in detail in Appendix A. The effect
of microstructure of rock is described in the “Measurement of characteristic
length”.
2.2 Description of the Problem
The recovery of hydrocarbons from reservoir rock could be improved
by the rock permeability enhancement, here called “rock damage” or “matrix
stimulation”. In tight formations, such as oil shales or gas shales with very low
permeabilities[69], rock stimulation is essential to improving recovery. How-
ever, the stimulation of rock results in degradation of matrix stiffness which
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could result in subsidence of reservoir and well and casing failures. For ex-
ample, the giant diatomaceous oil fields in California, Lost Hills and Belridge,
contain some 10 billion barrels of oil in place [92]. The diatomite rock has a
very fragile structure, high porosity, low permeability and low fracture tough-
ness. The SEM microphotograph of the diatomite rock shows its complex and
fragile microstructure, (Figure 2.5). Therefore production from diatomite can
start only after changing the rock microstructure. Due to the complex and
disordered pattern of damage, the current models of fluid-rock system cannot
capture the rearrangement of the diatomite microstructure caused by fluid
withdrawal and injection and have little predictive capability.
Figure 2.5: The fragile microstructure of the diatomite rock in SEM micropho-
tograph. Courtesy of T.W. Patzek.[92]
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The process of rock damage has been studied extensively in engineering ap-
plications. In petroleum engineering, however, these studies are limited to
macro-scale fracture analysis. Fracture takes place only when rock has under-
gone a considerable amount of damage. To understand the complex evolution
of rock damage, a micro-scale study is necessary.
During hydraulic fracturing operations, the rock microstructure under-
goes damage. The ongoing damage is a function of stress, temperature and
the current state of damage. As the rock damage which is a non-healing pro-
cess goes on, the stiffness of rock degrades. If the degradation is enough for
fracture to open then fracture initiates. Once initiated, if fracture is to propa-
gate, the same process of damage takes place, but this time the damage zone
is contained on the tip of the crack called the fracture process zone (FPZ).
The main factors that affect damage and fracture in rock are:
1)At the micro-structural level:
 Stress distribution near the fracture zone
 Current distribution of damage
 Temperature
 Microstructure of rock
2)At the macro-structural level:
 Reservoir rock’s mechanical properties such as toughness and stiffness
21
 Stress changes and re-orientation due to a crack opening[182]
 The presence of layers that bound the pay zone[182]
 The presence of natural fractures and possible interaction between in-
duced and natural fractures[62]
 Magnitude of anisotropy of the in-situ stresses
 Orientation of natural fractures relative to hydraulic fractures
 Rate of loading
 Leak-off effect
 Temperature (shale toughness and tensile strength degrade drastically
with temperature)[69].
To maximize oil recovery in tight formations, proper stimulation of reservoir
rock should be conducted. Depending on the rock type, this stimulation should
take into account a combination of the above factors. For instance, what rate
of injection should we use for a rock with certain microstructure? Does shale
fracture similarly at different temperatures?
To answer questions like these, we need to know the physics of rock
damage. Once we know the physics involved, and obtain the governing equa-
tions, numerical methods should be invoked to find solutions. Due to simul-
taneous action of the equation coefficients, the obtained governing equations
are extremely nonlinear, hence the analytical solutions are not available and
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numerical solutions are the only means of finding solutions. But how can dam-
age diffuse in rock? What is damage propagation in rock a function of? What
is the fundamental equation or law to start from?
To fully appreciate the process of damage or bond breakage in rock,
we need to step back and look into this process from microstructure level and
study the physical law which explains this phenomenon. This law has first
been proposed by Kachanov [126] as follows:
dω
dt
= Bσn (2.9)
In this equation, σ is the stress and the constants B and n are obtained
from experiment. This empirical kinetic equation is non-local and does not
include the bond breaking mechanism. Since the rupture of bonds is a dynamic
process, we are using the kinetic equation proposed and studied by Barenblatt
and Prostokishin [21].
dω
dt
= τ−1 (1− ω)p exp
(
−(U − γσ)
kT
)
(2.10)
The parameters of Equation (2.10) are defined earlier in this section. For
detailed definition of these parameter see [265]. The kinetic law (2.6) assumes
a thermo-fluctuational mechanism for breaking bonds. Equation (2.10) shows
that the activation energy decreases with increasing tensile stress. The pre-
exponential factor (1 − ω)p indicates that the damage accumulation rate is
assumed to be proportional to some power of the number of unbroken bonds,
i.e., of the cross sectional area that remains undamaged (reaction of pth order).
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To study the propagation of damage, the spatial averaging of rock
micro-inhomogeneities is required. The derivation of spatial averaging is pre-
sented in detail in Appendix A. The result is shown in Equation(2.11), which
contains the microstructural properties of the rock embedded in the microstruc-
tural length scale, Λ.
dω
dt︸︷︷︸
Damage accumulation term
= Λ2
∂2
∂x2
[(1− ω) exp( µ0
1− ω )]︸ ︷︷ ︸
Damage diffusion term
+ (1− ω) exp( µ0
1− ω )︸ ︷︷ ︸
Source term
(2.11)
Equation (2.11) is a nonlinear differential equation valid at any point of the
rock. It requires initial and boundary conditions. The initial results of solv-
ing this PDE show two distinct regimes of damage which depend upon the
microstructure of the rock.
The question that arises here is do we need to understand damage and
effects of stress changes on the evolution of damage in hydrocarbon recovery
process? The answer is obviously, yes. For example, in tight formations, hy-
draulic fracturing and providing the highest possible conductive pathway to
facilitate flow of hydrocarbon to wellbore is the key to improving recovery.
Yet, despite the extensive research and significant achievements on rock dam-
age and fracturing over the past two decades, there are applications which are
fairly new and unknown to researchers such as fracturing in horizontal wells.
The following shortcomings are still observed in the studies performed and
should be addressed:
-The effect of pore pressure changes (pressure pulsing) on progressive damage
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and fracture.
-The effect of in-situ stress changes due to progressive damage.
-Nonlinear behavior of rock.
-The effect of temperature on rock in macrostructure level (Tensile strength
and toughness reduction in shale due to temperature), and
-The effect of rock microstructure on damage evolution of rock.
2.2.1 Averaging of damage evolution function
Let’s take a time-independent geometrical domain Ω0 for the rev, cen-
tered at the origin O of the coordinate system. For any translation vector x,
let’s assume that the elementary volume Ω(x) being obtained from Ω0 using
vector x, is a rev for material at that macroscopic point x, in it’s current con-
figuration. Furthermore, let the weight function or correlation function ρ(ξ)
be a C∞ function defined at the microscopic scale. It is equal to zero outside
Ω0 and satisfies: ∫
ρ(ξ) dVξ = 1 (2.12)
or in 1D it can be written as;∫ ∞
−∞
ρ(x− ξ) dξ = 1 (2.13)
The average Φ(x) at the macroscopic point x of a physical quantity represented
in Ω(x) by the volume density Φ(ξ) in 3D or linear density in 1D, is defined
by:
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Φ(x) =
∫ ∞
−∞
Φ(ξ)ρ(x− ξ) dξ (2.14)
For the sake of simplicity the weight function is assumed to be symmetric, so
that ∫ ∞
−∞
(x− ξ)ρ(x− ξ) dξ = 0 (2.15)
“The weight function ρ(x − ξ) determines the relative number of elements of
cross sectional area, where the damage accumulation rate corresponds to the
average stress in a neighboring cross-section having a certain coordinate ξ:
This always can be done in principle”[21].
The microstructural length scale is then defined in [21] by the relation:
λ2 =
∫ ∞
−∞
[
(x− ξ)2
2
]
ρ(x− ξ) dξ (2.16)
The reason λ2 is defined in the form (2.16) is to simplify mathematical deriva-
tions in Appendix A,
(
Equation (A.10)-III
)
. Moreover, λ2 possesses a physical
meaning which will be discussed here. We will see that it is related to the ge-
ometry of the rock matrix. This length scale is the size of the aggregates of
coherent microstructural elements. It can also be interpreted as the maximum
length at which, elements of rock still interact or transfer stresses. It is obvious
that the stress at any point in a body is correlated to stresses at the neighbor-
ing points, but only up to a certain distance away from that point. Once that
length is exceeded, we could say that the value of the weight function will be
negligible outside the zone of this length. The length scale has to do only with
the geometry of the rock matrix and loading does not play a role in obtaining
26
the weight function. In order to see the effect of the form of function ρ(ξ) on
λ2, let’s use the probability density function of the normal distribution as a
function of the standard deviation σ and integrate (2.16):
λ2 =
∫ ∞
−∞
[
(x− ξ)2
2
]
1
σ
√
2pi
exp
[
−(ξ − x)
2
2σ2
]
dξ (2.17)
Notice that x denotes both the average of normal distribution and the location
of the REV in the global coordinate system. The two extreme values of the
microstructural length scale are 10−2 and 10−5 and the values of standard
deviation leading to these extreme values are consecutively, 0.141 and 4.48×
10−3.
2.2.2 Measurement of characteristic length of nonlocal continuum
The modeling of nonlocal damage mechanics has been the subject of
extensive studies over the last years. A wide review of such problems can
be found in [130, 139]. Among the large number of models, two main ap-
proaches may be highlighted: The continuum damage modeling and the mi-
cromechanical damage modeling. In continuum damage models the thermo-
dynamic state of the rock and its changes are described by a damage variable
ω [65, 130, 216]; therefore, the effect of evolving damage in a material on
the response of the material is incorporated using these continuum damage
models [93]. The most significant capability of these models is the simplicity
of writing the constitutive relations and in their implementation into numer-
ical codes. The micromechanical models however, are directly based on the
descriptions of the various physical mechanisms involved. The sliding-crack
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model is most often used as the basis for the formulation of micromechanical
models [114, 128, 129, 135, 179].
The micromechanical models can be used to investigate the behavior of
rock samples rather than of rock masses. One of the parameters required for
micromechanical studies is the representative elementary volume (rev). From
practical standpoint, rev is by far one of the most important parameters to
be assigned when studying micromechanics of materials, for instance solving
a fracture problem in rock. The importance of the rev is mainly because the
rupture of polycrystalline materials including rock involves a number of phys-
ical mechanisms, such as nucleation and diffusive growth of grain boundary
cavities and grain boundary sliding, which take place at different length scales
in the material. Giessen [93] studied the effect of random variations in the
microstructure of the material on its lifetime using a micromechanical model.
He put emphasis on the geometrical variation in the microstructure
rather than variations in the material properties, i.e., he studied the effects of
random variations in size and shape of grains in an aggregate.
2.2.3 Stress variation and correlation length in Porous Media
In the derivation of the damage equation outlined in Appendix A, equa-
tion (A.3) highlights the role of the weight function. As discussed earlier, the
weight function, is a function of the rock matrix geometry, i.e., pore size and
pore size distribution. Here an effort is made to obtain a relation between this
function and the pore size of rock. The finite element modeling is utilized to
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see the stress variations along a section which is simulating a cross section of
rock under tension. The pore spaces in rock are modeled as voids in a two-
dimensional rectangle under tensile load. Without the voids, the tensile stress
in the direction of the applied load remains uniform, however when voids are
present, the stress becomes non-uniform and its variation is a function of the
void inclusions in the matrix. A few efforts have been made to find the weight
function analytically for single inclusion of a crack in a homogenous solid, nev-
ertheless for complex geometry of multiple voids, an analytical solution is not
available. Numerical and experimental solutions are apparently the suitable
means to look into the weight function. Equation (2.18) is a simple way to
clarify the steps taken below in the finite element analysis. This is to say that
to find the average of a non-uniform stress distribution on a cross sectional
area S, one could multiply the uniform stress on elements of cross section mul-
tiplied by the weight function and integrate over the cross section.
σ¯ =
∫
s
σ(x)dS
S
=
∫ ∞
−∞
σ(x− ξ)ρ(x− ξ)dξ (2.18)
A number of finite element simulations have been carried out to obtain stresses
in rock at microscale level. The objective is the distribution of stress along
a cross section in a rock specimen under uniaxial tension. It is assumed that
the pattern of stress variation in a rock specimen can be represented by a
high resolution finite element simulation model. Figure 2.6 shows a model of
heterogeneous rock using a high-resolution finite element. The mesh and the
voids used in the finite element model reflect the sizes of pores and grains in
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the rock specimen. Figure 2.6(top) shows the linear elastic model of rock and
Figure 2.6(bottom) shows the vector plot of stress components in the direction
of the applied load. It should be noted that, we are only interested in the
magnitude of stress S22 along the applied load. The average pore diameter is
1 mm. This is an arbitrary radius for pore spaces to study the impact of stress
concentration in a solid material with circular void inclusions as a function of
void radius.
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Figure 2.6: Linear elastic model of rock using high resolution finite element.
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Under the tensile load of 10 KN on the cross section of size 100 mm2,
the stress distribution as shown in Figure 2.7 is obtained. The directions of
principal stresses in the rock model are shown in Figure 2.6. The distribution
of tensile stress in the direction of load, S22, is shown only on the segment
of the cross section where pore spaces or voids are included (x=37 to x=75
mm) and for the remaining segments of the cross section, tensile stress is 100
N/mm2. Due to the presence of voids, stress concentration and reduction of
cross sectional area, stresses range from 100 to 1000 N/mm2. This drastic
increase in the value of stress is observed when damage progresses leading to
a reduction of the load carrying area. The reduction of cross sectional area,
expedites the progress of damage and is taken into account in the damage
diffusion equation that we solve.
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Figure 2.7: The variation of tensile stress along the section of rock where pores
are included.
Once the stress variations is obtained we make use of variograms to
find the correlation length for stress. Correlation length is the length at which
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stresses interact, in other words stresses are correlated. The variogram analysis
is used to characterize the spatial continuity of the data from a heterogeneous
reservoir. The variogram is a function obtained by plotting the semivariance
of the differences between the properties (here, stresses) at two locations sep-
arated by a distance h, versus h. The variogram is defined as;
Vs(h) =
Var [Φ(x)− Φ(x+ h)]
2
(2.19)
where
Vs = semi-variance
h = lag distance
Φ(x) = value of property at location x
Φ(x+ h) = value of property at location x+ h
When equation (2.19) is plotted, it can be observed that, with increas-
ing correlation length, the range of influence of one value on its neighbors
increases up to the correlation length. At lag distances greater than the
correlation length, the data are no longer correlated; therefore, we pick the
maximum lag distance at which the data are correlated to obtain the weight
function, as discussed earlier.
The variogram is a means to quantify the correlation structure of the variable
of interest. The variogram of the sample data is known as the experimental
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variogram. After computing the experimental variogram, a smooth theoretical
variogram model is usually fitted to the experimental variogram and the model
is then used for estimation.
The variogram of stress as shown by dots in Figure 2.8 is obtained from the
above stress results. Before proceeding to calculating the correlation length,
the data need to be fit to one of the available variogram models. A spherical
variogram model is fitted to experimental variogram (Figure 2.8) and the cor-
relation length of about 3.15 mm is calculated from plot. Since the pore sizes
(the diameter of the circles included in FE model) are in the order of 1 mm, it
is concluded that the correlation length for stress variogram is about 3 times
the void size or pore size of rock.
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Figure 2.8: The variogram for uniaxial stress and correlation length.
35
Figure 2.9(a) shows surface plot of tensile stress in a general plane
strain model of rock under tension with a single circular void which serves
as pore space among the rock grains. It can be seen that the majority of
rock undergoes the tensile stress of 100 N/mm2 as expected and around the
void stress increases to three times the average stress which is equal to 300
N/mm2. These results are used to create the variogram for stress as shown in
Figure 2.10.
(a) Surface plot of tensile stress in rock
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(b) The variation of tensile stress along
y=50 mm where the void(s) are included.
Figure 2.9: Variogram analysis of tensile stress in rock.
The theoretical variogram in Figure 2.10 shows a perfect fit to exper-
imental variogram for the case of r=0.1 mm. The correlation length of 0.58
mm is 3 times the diameter of the void.
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Figure 2.10: The variogram of tensile stress for a single void of radius r=0.1
mm in rock.
In the third simulation, a uniform pore size distribution with pore di-
ameters of = 0.6 mm is used. Figure 2.11 shows the mesh used to simulate
stresses in a rock sample with uniform pore size distribution.
Z
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Z
Figure 2.11: The mesh used to model rock with similar pore sizes.
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Figure 2.12 shows the stress distribution obtained from FE model for
this rock. The stress distribution is periodic as expected.
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Figure 2.12: Stress distribution obtained from FE model for a rock sample
with uniform pore size distribution.
Similarly to the previous case, the variogram along with the best fit is
obtained for this simulation in Figure 2.13. The correlation length is about
1.96 mm which is 3.3 times the pore diameter of 0.6 mm.
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Figure 2.13: The variogram for uniaxial stress for the case of uniform pore size
distribution
These three scenarios show that the correlation length is about 3 times
the pore diameter. We know that the weight function is an even function. Let’s
assume that this function behaves similarly to a normal distribution function
for which three standard deviations account for 99.7% of the sample popula-
tion. Equating 0.5× 3σ with the correlation lengths obtained above we get
0.5× 3σ = 3.15 mm, therefore
σ = 2.1 mm; hence, the weight function is now obtained as a probability den-
sity function for a normal distribution with the standard deviation of σ = 2.1
mm.
From the above results and equation(2.17) we can obtain the microstructural
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length scale parameter λ2;
λ2 =
∫ ∞
−∞
[
(x− ξ)2
2
]
1
σ
√
2pi
exp
[
−(ξ − x)
2
2σ2
]
dξ
for σ = 2.1 we get;
λ2 =
∫ ∞
−∞
[
(x− ξ)2
2
]
1
2.1
√
2pi
exp
[
−(ξ − x)
2
2× 2.12
]
dξ = 2.205
The proposed approach to determine the weight function ρ from stress
measurement experiments or finite element simulations knowing the structure
of rock matrix and obtain the damage diffusion parameter λ2 could be verified
against an inverse analysis of damage. In inverse analysis, for a given rock, the
distribution of damage is observed in time and space and from these results,
the damage diffusion parameter is calculated. So far, we have obtained the
pore size distribution and stress variation from finite element analysis and
calculated the correlation length from which we could get a σ for a Gaussian
distribution. The value of σ could then be plugged into equation (2.17) to
obtain λ2.
2.3 Finite Element Solution of Rock Damage
2.3.1 Problem Statement
The increasing energy demand calls for advances in technology which
translates into more accurate and complex simulations of physical problems.
We are trying to understand volumetric rock stimulation, which is essential
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to understanding the geomechanics of oil and gas reservoirs. The fragile mi-
crostructure of some rocks, makes it difficult to predict the propagation of
fracture in them; therefore, a mathematical model is required to predict the
fracture mechanisms in such materials. The governing equation of rock dam-
age is a nonlinear parabolic partial differential equation (PDE). The physics
of the problem imposes a number of complexities that should be handled nu-
merically. In this paper, we present the results we obtained using COMSOL
3.5a and we show how a complicated problem can be solved using the finite
element method incorporated in COMSOL. The input file for this simulation is
given in Appendix B. The results could be used in similar geomechanical and
structural damage problems such as failure and rupture of Steel, Aluminum,
Concrete, etc. Moreover, the pattern of rock damage in oil and gas reservoirs is
of great significance in obtaining the permeability and recovery enhancement
of hydrocarbon in petroleum engineering.
The damage parameter and governing equation are now defined; there-
fore we can outline the problem we wish to solve. Given the initial distribution
of damage in a domain Ω. we are interested in knowing how damage is propa-
gated in rock. The damage parameter or state variable changes with time and
space. Figure 2.14 shows the domain and boundary conditions of the problem.
Vector n is the outward normal vector to the domain boundary at any point
X. Here, X is a vector quantity. The damage parameter is a scalar as defined
in Figure 2.1 and it is equal to zero on the boundary.
The flux of damage is also zero across the boundary. What we are
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interested to know is the distribution of damage over the domain as time in-
creases. It should be noted that when material undergoes damage and failure,
it ruptures. The rupture or what is mathematically known as blow-up time is
of great interest in our application. When blow-up occurs, due to numerical
problem damage parameter jumps to values greater than one and the solu-
tion to PDE ceases to exist. Studying the convergence of solution becomes
significant in this problem; therefore we present here the convergence plot as
well.
Figure 2.14: The time-dependent domain Ω of damaged rock.
To solve Equation (2.11) in 1D, the equation has to be in the form of
a general parabolic PDE in COMSOL, shown in Equation (2.20):
dω(X, t)
dt
= [∇ · [κ∇(f(ω)) + f(ω)]]+ (2.20)
42
in which f(ω) is an exponential function in the following form
f(ω) = (1− ω) exp
(
µ0
1− ω
)
(2.21)
κ is the damage diffusion parameter. The positive sign in the right hand side of
the equation indicates that the rate of damage has to remain non-negative (≥)
during simulation time. This constraint is imposed by the physics of damage
as a non-healing process. We access the solution vector and manipulate the
vector such that the rate of damage is always positive. We will explain the
steps we took to modify the solution to make sure we get a positive damage
rate. µ0 is a dimensionless constant which is related to the stress level applied
to rock. In all analysis performed here, we use the constant value of 10 for µ0.
Notice that, the partial differential equation (2.20) presented here, is
nonlinear parabolic PDE and does not have an analytical solution; therefore,
it has to be solved numerically. Here we present the method of solution and
demonstrate the technics which we came up with to solve this PDE using
COMSOL3.5a and present the results we obtained. The derivation of this
equation is given in [21] and a more detailed derivation is given in Appendix
A.
We utilize the coefficient form of PDE in COMSOL. The coefficient
form is used to model a physics problem using a system of one or more time-
dependent partial differential equations and is in the form of Equation (2.22).
ea
d2u
dt2
+ da
du
dt
+∇ · (−c∇u− αu+ γ) + β∇u+ αu = f (2.22)
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Assigning coefficients of Equation (2.22) forms the Equation (2.20) To assign
the coefficients in Equation (2.22), we use zero for da, α,γ, β, and Equa-
tions (2.23) and (2.24) for f and c coefficients.
f = (1− u) exp
(
µ0
1− u
)
(2.23)
c = κ
(
µ0 + u+ 1
1− u
)
exp
(
µ0
1− u
)
(2.24)
Once the coefficient form is created, the transient problem of rock damage
can be solved. The following sections give the details of this analysis. To
have a better control on problem variables and post processing features, we
use Livelink for MATLAB and the script which demonstrates this method is
presented in Appendix B.
2.3.2 Numerical Schemes for Solution of Rock Damage
So far we have developed the partial differential equation of damage and
looked into the methods of finding damage diffusion parameter. In this section
we show how this nonlinear parabolic PDE can be solved and explain some
of the numerical pitfalls of solving this PDE. Here we look at this problem in
1D, Equation (2.25).
dω
dt
= (1− ω) exp
(
µ0
1− ω
)
+ Λ2
∂2
∂x2
[
(1− ω) exp
(
µ0
1− ω
)]
(2.25)
This second order parabolic PDE is an initial and boundary condition prob-
lem, therefore it requires one initial condition and two boundary conditions
to obtain the distribution of damage within the length of bar over time. We
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use the finite difference method. We have tried several numerical schemes,
including explicit, implicit, and Crank-Nicholson, to study the convergence
and stability of solution. In implicit scheme, the Newton-Raphson method is
invoked for solving the set of nonlinear equations. The stability and conver-
gence of these methods are looked into and finally the best method of solution
is used for higher dimensions. The solution is verified by available analytical
solutions of simpler parabolic PDEs.
The left hand side of equation (2.25) contains the rate of damage ac-
cumulation and is in the form of a first order differential equation which can
be discretized using one of the single or multi-step methods explained here.
The right hand side includes a source term and a second derivative in space
for which one of the forward, backward or centered discretization methods is
used.
To obtain a solution for Equation (2.25), we have used two methods
which we explain in coming sections. These are finite element method and
finite difference method. For these methods an analysis of stability and con-
vergence is performed and results are presented in coming sections.
2.3.3 Assessment of Blow-up Time
As the solution time goes on, the onset of rupture is reached. This
time is when the solution ceases to exist and is called the life time of material
also known as blow-up time in mathematics. This is a known phenomenon
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in parabolic problems and occurs when the rate of input into the system is
larger than that of output. Here we first obtain the blow-up time for the case
of κ = 0, numerically, and call it the blow-up time for no damage diffusion
case denoted by tbu0. This is used as a reference time in all our analysis and
it shows how long it takes for a rock sample under tensile load to fracture,
if damage is accumulated in one point. This is similar to the case of brittle
material undergoing rupture. In other words, when the tensile load is applied
to a brittle rock, damage is accumulated at one point and may not diffuse
through rock because of brittle nature of material. Obviously, if the same load
is applied to a ductile material, the life time or the time required to rupture
is larger.
2.3.3.1 Blow-up Time
Table 2.1 lists the values of the dimensionless blow-up time in terms
of the damage parameter ω at blow-up. It can be observed that, beyond the
damage parameter of about 60% the blow-up occurs very fast and can not be
captured using numerical simulations. This is in agreement with experiment
in which the catastrophic failure happens extremely fast when part of the cross
section is still carrying the load.
Figure 2.26 shows the onset of blow-up for κ = 0. It can be seen that
damage increases around the mid-point of the 1D bar under tension.
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Damage parameter ω at blow-up Dimensionless blow-up time
0.40 3.775701×10−8
0.50 4.093855×10−8
0.60 4.103637×10−8
0.65 4.103689×10−8
0.70 4.103691×10−8
0.80 4.103691×10−8
0.90 4.103691×10−8
0.98 4.103691×10−8
Table 2.1: Kachanov’s blow-up time
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Figure 2.15: Solution at the onset of blow-up to obtain the tbu0
The dimensionless solution time for time steps 986 and 987 are 8.36×
10−11 and 8.37×10−11 respectively. These two times are related to the physics
of this problem. It can be seen that a minute change in time is required for
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the solution to blow-up. In other words, to get the exact time of rupture for a
material or to obtain the exact values of damage distribution right before the
rupture, extremely small time steps are required. In engineering applications,
however; the level of accuracy that we have considered here is not required.
2.3.4 Non-healing Effect of Rock Damage
Figure 2.16 shows the distribution of damage with time for κ = 0.06. A
quadratic function is used to create the initial distribution of damage, plotted
in blue in Figure 2.16.
Figure 2.16: Solution without taking into accounts the non-healing effect of
damage
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Since damage at any points in the domain of problem remains either
constant or increases due to the non-healing nature of damage process, the
solution has to be either constant or ever increasing. Therefore, to honor the
physics of the problem, the solution vector has to be manipulated such that
the rate of damage remains non-negative. This is achieved by accessing the
structure of solution and making modifications through scripting in MATLAB.
Once the converged solution is obtained, nodal values and degrees of freedom
are saved in “nodes” and “dofs” variables (Lines 1-2). These can be accessed
using the following commands (Lines 1-9) listed in Figure 2.17, which is also
part of the input file in Appendix B.
Line (1), retrieves the nodal information from the finite element solu-
tion. Line (2), retrieves the degree of freedom of nodes. Line (3), provides the
coordinates of the degrees of freedom obtained in line (2). Line (4), saves the
solution vector in variable X for modifications.
Figure 2.17: Accessing the solution and post processing to impose non-healing
effect of damage
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To eliminate the declining values of damage in Figure 2.16, the lines
(5-9) in Figure 2.17 are used in MATLAB to impose the condition of ∂ω
∂t
≥ 0
to the solution of the PDE.
With the non-healing
effect imposed, the 
damage increases or 
remains constant (                 )
Figure 2.18: Solution corrected for non-healing effect of damage
2.4 Finite Difference Solution of Rock Damage
To verify the finite element solution of the PDE of damage, we are
solving this equation using the finite difference method.
∂ω
∂t
= (1− ω)p exp( µ0
1− ω ) + Λ
2 ∂
2
∂x2
[(1− ω)p exp( µ0
1− ω )] (2.26)
in which the only variable is ω changing with time and space, i.e, ω =
ω(x, t). For this current case that is being solved the value of 1 is used for p,
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(p = 1).
In order to solve this equation numerically, let’s call the first part of the right-
hand side of the equation, Q = Q(ω). Therefore the equation (2.26) can be
written as:
∂ω
∂t
= Q(ω) + Λ2
∂2
∂x2
[Q(ω)] (2.27)
then the second derivative in (2.27) is
∂2
∂x2
[Q(ω)] =
∂
∂x
[
∂Q
∂ω
.
∂ω
∂x
]
(2.28)
∂Q
∂ω
in (2.28) can be obtained by taking the derivative of Q (The first part in
the RHS of (2.26)) with respect to ω as follows:
∂Q
∂ω
= µ
(
(1− ω)p−2) . exp( µ0
1− ω
)
− p(1− ω)p−1 exp
(
µ0
1− ω
)
(2.29)
The function D calculates the right-hand side of (2.29). So let’s now rewrite
the right-hand side of (2.28) as:
∂2
∂x2
[Q(ω)] =
∂
∂x
[
D(ω).
∂ω
∂x
]
(2.30)
plugging (2.30) into the right-hand side of (2.27), we could write (2.27) as:
∂ω
∂t
= Q(ω) + Λ2
∂
∂x
[
D(ω).
∂ω
∂x
]
(2.31)
Also, the function Q calculates the Q(ω) in (2.31).
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Let’s now approximate the damage parameter from equation (2.31). The sec-
ond derivative on the right-hand side can be calculated as follows:
∂
∂x
[
D(ω)
∂ω
∂x
]
=
D(ω)∂ω
∂x
|(i+ 1
2
) −D(ω)∂ω∂x |(i− 12 )
∆x
=
D(ω) |(i+ 1
2
) .
(ωi+1−ωi
∆x
)
∆x
−
D(ω) |(i− 1
2
) .
(ωi−ωi−1
∆x
)
∆x
=
[
D(ωi+1)+D(ωi)
2
]
.
(ωi+1−ωi
∆x
)
∆x
−
[
D(ωi)+D(ωi−1)
2
]
.
(ωi−ωi−1
∆x
)
∆x
Now that both sides of the Equation (2.26) is discretized we can code this
and solve for the damage parameter ω(x, t). The rest of this calculation and
dealing with nonlinearity is presented in Appendix C
2.4.1 Sensitivity of solution to mesh refinement
To determine how many space discretization points are required, the
convergence of solution with mesh refinement is studied. For the 1D problem
of damage, the space divisions are increased from 10 to 400 and the variation
of the damage parameter at mid-point and quarter-point of the bar are plotted
versus the number of elements in Figure 2.19(a and b). It can be seen that
the solution is not stable for coarse mesh (small J), however as the mesh gets
finer, the solution converges to ω=0.313. It should also be noted that the
convergence occurs beyond J=100. This result will be used later in solving the
PDE of damage by the finite difference method.
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Figure 2.19: The analysis of solution convergence for 100 time steps and various
mesh sizes.
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2.4.2 Sensitivity of Solution to Time Step Size
To get a stable solution of the nonlinear equation of damage, time
steps should be very small. The question is how small is small enough to
meet this requirement. The convergence analysis of several cases for space
discretizations of J=20, 50, 100 and 200, and time steps from 10 to 30,000
is plotted in Figure 2.20. The plot shows convergence beyond 10,000 time
steps. This result has been anticipated and it is now confirmed by the plot.
Therefore, to get accurate results from a numerical analysis, the number of
mesh points, in general, should be no less than 100 and the total time should
be divided to 10,000 or more time steps.
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Figure 2.20: The analysis of solution convergence for various time step and
mesh sizes.
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2.4.2.1 Round-Off Error in Implicit and Explicit Schemes
We solve the nonlinear partial differential equation of damage evolu-
tion problem in which, the time steps to obtain a stable solution have to be
very small. To study the possible numerical errors that arise from machine
round-off or the scheme used, we use a simple form of a linear parabolic PDE
in one dimension. This is the PDE (2.32) in which the boundary conditions
are zero at both ends of the domain and initial condition is a sin function.
The initial condition used here is similar to that of the rock damage problem,
Equation (2.25). To investigate the appropriate numerical scheme to solve the
Equation (2.25), we use the analytical solution of this simpler PDE [230], in
which we don’t have to deal with nonlinearity and the non-healing nature of
damage. We also show the impact of the applied scheme and time discretiza-
tion on the relative magnitude of error.
∂ω
∂t
=
∂2ω
∂x2
(2.32)
where
ω = ω(x, t) (2.33)
the initial condition follows a sin function
ω0 = ω(x, 0) = sin(pix) (2.34)
and the boundary conditions are:
ω(0, t) = 0 (2.35)
ω(1, t) = 0 (2.36)
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This problem is solved numerically and the numerical results are compared
with analytical solution to verify the accuracy of our candidate scheme in the
finite difference method used in Section 2.4. Solution at T=1(s) is used to
verify the numerical approximations. It is expected that with smaller time
steps ∆t, the relative error between the numerical and exact solutions get
smaller. Numerical results confirm this for the implicit scheme; however, the
explicit scheme shows a reduction of error as expected only up to a certain
point and then the error increases. The error from explicit scheme gets smaller
as ∆t gets smaller. Due to truncation error associated with the scheme used,
the error associated with the explicit scheme never becomes zero. The relative
error used here is defined as;
Relative error(%) =
||ω − ω˜||
||ω|| × 100 (2.37)
in which ω is the analytical solution of the PDE and ω˜ is the approximate
solution, both of which are vectors of solutions at mesh points for a fixed final
time T=1 sec. We use the l2-norm, which is simply the length of vector to
calculate the relative error. Based on this definition, the relative error is the
ratio of length of absolute error vector to the length of the vector of exact or
analytical solution, and expressed in percent.
Figure 2.21 shows the variation of the relative error with the number
of time steps. It can be observed that unlike explicit method, implicit method
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has a monotonic decrease in error as ∆t decreases. It is expected that less
error is incurred as time steps get smaller; however, looking into the trend of
error in Figure 2.21, we observe that for very small time steps, machine error
or round-off error becomes quite large and when combined with truncation
error, the relative error increases unfavorably. Truncation error accumulates
in numerical algorithms that take a finite number of steps in computation.
It is present even with infinite-precision arithmetic, because it is caused by
truncation of the infinite Taylor series to form an algorithm. The source of the
truncation and round-off errors should be studied before starting to solve the
nonlinear PDE of damage using the finite difference method. Use of arbitrarily
small steps in numerical computation is prevented by round-off error, which are
the consequence of using finite precision floating point numbers in computers.
It is concluded that, with finite-precision arithmetic, the error associ-
ated with explicit scheme in parabolic PDEs is a combination of truncation
error and round-off error[42]. This holds true if one of the two (∆x or ∆t)
remains fixed and the other varies as in Equation (2.38). These equations
show that with finite precision on computers, taking smaller ∆x or ∆t will not
necessarily lead to smaller error.
if only ∆t varies:
||Error|| ≤ C1∆t+ C2 1
∆t
, (2.38a)
and if only ∆x varies:
||Error|| ≤ D1∆x+D2 1
∆x
, (2.38b)
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C1, C2, D1, and D2 are constants and depend on the machine precision
and the numerical scheme used. The trend of error can be seen in Figure 2.21
in which ∆x and J are fixed (∆x = L/20 and J=20) and ∆t decreases. The
parameter J, is the number of space discretizations and L is the length of the
1D domain on which the state variable ω was calculated.
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Figure 2.21: The variation of relative error with the number of time steps for
implicit and explicit schemes for J=20
In the next step, to see the effect of space discretization in explicit
scheme, ∆x was made two and five times smaller than the above analysis
to 40 and 100 discretizations and relative errors were calculated. It can be
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seen in Figure 2.22 that the relative error of explicit method behaves non-
monotonically regardless of step size (∆x) reduction. This also indicates that
the time steps can not be reduced arbitrarily as error starts to build up below a
smaller ∆t. Being aware of this problem is extremely important when solving
a nonlinear problem such as the one we solved here, Equation (2.25), in which
we have to take the time step sizes extremely small to get over the stability and
convergence problems associated with nonlinear nature of damage problem.
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Figure 2.22: The variation of relative error with the number of time steps for
various space discretizations using explicit scheme.
2.4.3 Parameters Affecting the Diffusion of Damage
We have looked into time and space discretization effects on the so-
lution of damage problem. Now we will be looking in detail into the effect
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of damage diffusion parameter on the transient solution. Earlier we saw that
damage diffusion parameter is related to the weight function and from the in-
terpretation of the weight function, we concluded that the diffusion parameter
is related to the rock matrix structure. The numerical solutions are in good
agreement with the physics behind the diffusion parameter. We have also seen
that the diffusion parameter of Λ2 = 10−5, resulted in the standard deviation
of 4.48 × 10−3 which translates to a small correlation length. Such a small
diffusion parameter corresponds to damage not going far away from the initial
damaged section and accumulating locally around this zone. This trend is
similar to brittle rupture of materials. More about the brittle and ductile rup-
ture of materials and their relationship to the characteristic length Λ2, can be
found in [15]. Figure 2.23 shows the distribution of damage for a case where
damage increases locally and diffusion to the boundaries is extremely small.
θ is the dimensionless time defined in Appendix A. θ0 is the dimensionless
blow-up time for Λ2 = 0 as defined by Kachanov and calculated in Table 2.1.
The initial condition is assigned as shown and the transient solution is plotted
for three times of θ=0.21θ0, 0.95θ0 and 1θ0.
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Figure 2.23: Distribution of damage from initial condition to the vicinity of
blow-up for Λ2 = 10-5 (θ/θ0 = 0.21, 0.95 and 1)
The blow-up time for Λ2 > 0 should be greater than that of Λ2 = 0,
because the case of no damage diffusion does not have time to dissipate en-
ergy applied to material through diffusion of damage and breaking the bonds.
Therefore if we look at the case of Λ2 = 10−2, the solution should go on for
multiple times the θ0 for the blow-up to take place. Figure 2.24 exhibits the
onset of blow-up at 12.5θ0 beyond which, the solution ceases to exist.
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Figure 2.24: Distribution of damage from initial condition to the vicinity of
blow-up for Λ2 = 10-2 (θ/θ0 = 12.5)
Once we know the onset of blow-up for a given damage diffusion pa-
rameter, we are able to limit the analysis to the time of blow-up. Figure 2.25
shows the results for three times, the latest of which is 12θ0, right before the
blow-up time.
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Figure 2.25: Distribution of damage from initial condition to the vicinity of
blow-up for Λ2 = 10-2 (θ/θ0 = 7, 8 and 12)
It can be seen in Figure 2.25 that the damage diffuses laterally, however
the maximum ceases at about ω =0.45, if we increase the damage diffusion
parameter from 10−2 to 6× 10−2 as in Figure 2.26, we observe that first of all
the blow-up time increases to 20θ0, secondly, the maximum damage at mid-
point goes beyond ω =0.45; however, in theory, the damage parameter can
only approach the value of ω =1. Attaining the values of damage parameter
close to 1 in reality corresponds to the time of material rupture. Numerically,
damage parameter could approach ω =1 only if extremely small time steps
are used. For all practical purposes, we do not have to use such small time
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steps to capture the onset of theoretical blow-up, i.e., ω =1, because the
final stage of rupture takes place in a negligibly short time. Blow-up is a
well-known phenomenon in dealing with partial differential equations. It is
similar to explosion, rupture, and shocks in which the solution ceases to exist.
There are a great number of articles on the theory of non-existence of solution
and mathematical justification for blow-up phenomenon for nonlinear partial
differential equations, including [17, 18]. We know that rock under tensile
load eventually could rupture at certain level of load, therefore the damage
diffusion parameter for rock should be less than the value assigned for the case,
Figure 2.26.
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Figure 2.26: Distribution of damage from initial condition to the vicinity of
blow-up for Λ2 = 6× 10-2 (θ/θ0 = 20)
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Figure 2.27: Distribution of damage from initial condition to the vicinity of
blow-up for Λ2 = 6× 10-2 (θ/θ0 = 100)
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Figure 2.28: Distribution of damage from initial condition to the vicinity of
blow-up for Λ2 = 6× 10-2 (θ/θ0 = 10, 20, 100, 1000, 10000) and µ = 10
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Figure 2.29: Distribution of damage from initial condition to the vicinity of
blow-up for Λ2 = 6× 10-2 (θ/θ0 = 10, 20, 100, 1000, 10000) and µ = 8
2.5 Inverse problem
The solution of the forward problem requires the damage diffusion pa-
rameter Λ2 and the forward model which is the nonlinear equation of damage
diffusion. The results of forward solutions have been presented earlier. In
order to perform an inverse analysis to obtain the actual value of the diffusion
parameter, we first look into the stability of the forward algorithm. A high
diffusion case, where Λ2 is greater than 10−3 is selected so we can see large
diffusion away from the initial damaged zone, toward the boundaries. Then a
1D forward analysis with certain damage diffusion parameter (e.g. Λ2 = 10−2)
is performed and the distribution of damage at several dimensionless times
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(below the blow-up time) is then obtained and plotted in Figure 2.30(a) in
which the initial damage distribution is assumed to have the form shown at
t=0. If the algorithm is stable, then we could perform inverse analysis using
laboratory measurements of damage and retrieve the damage parameter for
the reservoir rock type of interest. We expect that if we perturb the dam-
age distribution ω(x, t) of Figure 2.30(a) as we would get from the measured
or observed damage in a 1D bar under tension, the perturbed or noisy data,
ωobs(x, t) like the one shown in the Figure 2.30(b), will result in a damage
diffusion parameter close to what we started with, here (Λ2 = 10−2).
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Figure 2.30: 1D transient damage distribution for Λ2 = 10-2 (a)without and
(b)with perturbation
The relation (2.39) is used to generate the perturbed data in Fig-
ure 2.30(b). The uniform probability distribution function (Rand) generates
random numbers between 0 and 1, so (1-2×Rand) generates random numbers
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between -1 and 1. To scale the damage parameter the coefficient α is used in
this relation. It will be ranging from 10−3 to 10−1.
ωperturbed = ω + α(1− 2× Rand) (2.39)
For α > 0.1, the forward solution is not stable. In other words, the
inverse analysis can not retrieve the damage diffusion parameter from the
data.
Denote the forward model of damage as F , the input parameter (the damage
diffusion, Λ2) as m, and the calculated damage distribution using this forward
model as d. Then the the forward model set up in simplest form can be shown
as
F (m) = d (2.40)
Equation (2.40) indicates that when the forward PDE model operates
on the material property m, it calculates the damage distribution. It can be
concluded from this statement that, to go in reverse, one has to follow the
equation (2.41)
m = F−1(dobs) (2.41)
The noisy data can be written as dobs = d + dnoise (similar to (2.39)),
in which dnoise is the perturbation we will impose for sensitivity analysis or
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the noise we get from measurement in the laboratory. We will perform inverse
analysis later and show that as expected the matrix resulting from the inverse
operator is ill-posed, in other words the matrix is close to singular with large
condition number, which makes the results of damage diffusion parameter (m)
invalid. To fix this problem we use the regularization methods which will be
discussed later.
In the next step we choose damage parameters m or Λ2 = 10−3, 5×10−3, 10−2,
2× 10−2, 4× 10−2 and 6× 10−2 and run the forward model for each of these
input parameters to obtain the distribution of damage at a few times. The
objective here is to see which of the damage diffusion parameters from the list
leads to a damage distribution as close as possible to the noisy measurement.
It can then be concluded that we could perform inverse analysis by going from
noisy measurement to obtain the candidate damage parameter Λ2. Notice
that the times at which damage is calculated are below the blow-up time
at which solution ceases to exist. Let’s call this discrete calculated damage
vector, ωcalc(x, t). These calculated solutions correspond to a certain damage
diffusion parameter. If we measure how far off these calculated results are
from the noisy data and use proper error norm for this distance, then the
minimum error yields the right parameter m, which we expect to be very close
to m=0.01 for a stable forward model.
The relative error used here is defined as follows;
Relative error =
∣∣∣∣ωcalc − ωperturbed∣∣∣∣
||ωcalc|| (2.42)
70
Where ω’s are both vectors. The vector norm here is the l2-norm. For
example, the numerator can be written as
∣∣∣∣ωcalc − ωperturbed∣∣∣∣ = ( J∑
j=1
N∑
n=1
(
ωcalc(j,n) − ωperturbed(j,n)
)2)(1/2)
(2.43)
Figure 2.31 shows the variation of error with the damage diffusion pa-
rameter Λ2 for various α as defined in Equation (2.39). It can be seen that
for α ≤ 0.1, the error is minimum at Λ2 = 10−2. This confirms the stability of
forward solution in small perturbation imposed to the solution.
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Figure 2.31: The plot of relative error versus damage diffusion parameter
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2.6 Conclusions
1. We have shown that the weight function for stress in rock can be ob-
tained using a Gaussian distribution. The finite element analysis results
indicate that within rock matrix, stress at any point is correlated only
to the stress at neighboring points which are up to three pore diameters
away from that point. Since we are looking into the effect of fracture size,
the dimension used for correlation has to be the opening or the void size.
Therefore, the damage diffusion coefficient depends on the rock matrix
connectivity. Loading, however does not play a role in the form of the
weight function. The two scenarios of rock pore size distribution indicate
that the correlation length is about three times the pore diameter.
2. A variogram analysis performed in conjunction with a finite element
calculation or a laboratory stress measurement could be used to obtain
the weight function for stress in reservoir rock. Once this function is
obtained, the damage diffusion parameter, a material property, can be
calculated and the governing PDE of damage can be solved.
3. The sensitivity analysis we performed shows that the forward problem
is stable, hence enabling us to utilize inverse problem method to obtain
the damage diffusion parameter.
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Chapter 3
Fracture Mechanics Review
3.1 Introduction
This chapter briefly covers the theory of rock fracture mechanics and
goes into the detail just to the extent to clarify the ideas presented in this
dissertation. Some ideas such as dynamic fracture propagation and instability
of fracture are not covered here, as they are off the main subject of this re-
search work. The main objective of this section is to introduce the reader to
the terminology of fracture mechanics in general, and the concepts of stress
intensity factor and energy release rate so as to set the scene for the reader to
appreciate the concept and formulation of thermal fracturing in shale plays as
a novel method to improve recovery of hydrocarbons.
Rock failure studies should start from microstructure level where ther-
modynamics and energy of bonds govern the physics of rupture and fracture
creation. We have looked into the phenomenon of rock damage and bond
breakage, in the first chapters of this dissertation. Some terminology including
the range of discontinuities will then be explained. The works of Inglis [118],
Irwin [119] and Griffith [99] were the fundamental efforts in development of
fracture mechanics and explained in this chapter.
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3.2 History of fracture mechanics
The first efforts to understand the source of fracture in materials are
attributed to the experiments of Leonardo da Vinci to find the tensile strength
of metal wires. The results of his experiments revealed that the strength of
wires are inversely proportional to the length of wires. In other words, as the
length of the wire increases, it becomes more prone to having material defects,
hence it’s strength decreases. The results he presented were qualitative and
the first quantitative relation between failure stress and size of crack was pro-
posed by the works of Griffith in 1920[99]. Inglis[118] in 1913 obtained the
stress around an elliptic crack and Griffith used those results to come up with
a criterion for unstable propagation of fractures. To achieve this result, he
used the first law of thermodynamics to write an energy balance equation. In
this equation, a crack becomes unstable when the variation of strain energy
due to crack growth exceeds the surface energy of the material. Griffith’s the-
ory clearly exhibits the relation between strength and fracture size in a glass
specimen which in internally notched by a crack. Future efforts to extend
Griffith’s idea to metals were not successful, because his model assumes that
the energy required for fracturing is composed of surface energy only. This is
true only for brittle materials, so Griffith’s idea can only predict the fracture
behavior in brittle materials.
The second world war and the failures of Liberty ships, made the fracture
mechanics go from a scientific research to an engineering branch of science.
Unlike all other ships of that era whose bodies had riveted joints and con-
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nections, the bodies of Liberty ships where entirely welded. Figure 3.1 shows
the early Liberty ships which suffered hull and deck cracks and were lost to
such structural defects. During world war II, there were nearly 1,500 instances
of significant brittle fractures. Nineteen ships broke in half without warning,
including the SS John P. Gaines, which sank on 24 November 1943 with the
loss of 10 lives.
Figure 3.1: Early Liberty ships which suffered hull and deck cracks.
Later, research revealed that the steel used in these ships possessed a
low fracture strength. The failure event made a group of researchers, super-
vised by Dr. George Rankine Irwin, study the problem of fracture in detail.
The main contribution of Irwin was to use the previous works of Inglis, Griffith
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and others and add the plastic energy release to extend Griffith’s idea from
brittle materials to metals in 1948.
In 1957, Irwin [119] presented the idea of energy release rate. Based on the
works of Westergaard[247], Irwin proposed the stress intensity factor (SIF)
constant whereby the stress and displacement fields around the crack tip can
be related to the energy release rate.
By 1960, the fundamentals of linear elastic fracture mechanics (LEFM) were
completed and studies of fracture mechanics were directed toward plasticity at
the crack tip. When plastic deformations at the crack tip become large, the as-
sumptions of LEFM are not valid any more and the results from such analysis
may not be used. In a short time, many researchers including Irwin [119], tried
to rectify the effects of plasticity at the crack tip. Wells introduced the dis-
placement of the two crack surfaces as a replacement for plastic failure criterion
when plasticity effect is not negligible. His works led to the development of the
method of crack tip opening displacement (CTOD)[246]. In 1968, Rice[208]
defined another parameter for description of the nonlinear material behavior
at the crack tip. He invented the J-integral, based on the works of Eshelby
in development of path independent integrals. He showed that this integral is
equal to the energy release rate. In the same year, Hutchinson put forward
the so-called HRR (Hutchinson-Rice-Rosengren) theory of elastic-plastic stress
fields in power hardening materials, which paved the road to the modern Non-
Linear or Elasto-Plastic Fracture Mechanics (NLFM, Hutchinson, 1968, and
Rice and Rosengren, 1968). In the HRR theory, they related the J-integral to
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the stress distribution in the crack tip of nonlinear materials.
In order to make use of fracture mechanics in engineering design applications,
the mathematical relations among toughness, stress, and crack size should be
fully determined. This happened for LEFM, but the J-integral method ad-
vanced only until 1976. The subsequent research results of Shih and Hutchin-
son were not published and construction of a theoretical foundation for this
approach did not take place.
3.3 The nature of fracture
Creation of fracture is the loss of connection of a solid material’s con-
stituents and is the main topic of fracture mechanics. Cracks in solid bodies
could be pre-existing such as voids, notches, and pore spaces or they could be
randomly created and distributed in material during the formation process.
Failure is the final stage of fracture propagation, in which complete separa-
tion of the two parts of a body takes place in a short time. In general, crack
propagation in different from failure. Fractures are classified as brittle and
ductile. In brittle failure, the plastic deformation before failure is small; as a
result, the solid material absorbs little energy before failure. In ductile failure;
however, a large plastic deformation at the crack tip could be created and sig-
nificant energy could be dissipated before fracture initiates. Material behavior
is shown in Figure 4.4, in which the brittle material shows small strain and
large stress at failure, the ductile material shows large strain and small stress
at the failure point. The area under the stress-strain plot in Figure 4.4 is the
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energy absorbed per unit volume. Toughness is the property of material to
absorb energy and it’s proportional to the area under the stress-strain plot.
3.4 Terminology of fracture mechanics
The science of fracture mechanics is shared by many engineering disci-
plines, as a result, the literature uses various terms for openings in the rock
mass. To avoid confusion, the terms used in this dissertation are defined below.
Various openings including, voids or pore spaces, cracks, joints, veins,
dikes, fractures, and faults, may exist in the rock body. Notice that the two
words, separation and discontinuity are used to indicate opening and the word
rupture is used to indicate the failure mechanism which leads to the creation
of discontinuity. To provide a clear classification of these terms, let’s look into
the external sources that create such ruptures in rock. The rock behavior is a
function of pressure, temperature, rate of loading, and lithology of the rock.
Another classification for rock behavior is brittle versus ductile behavior. In
geology, the process of failure for a brittle rock, is called faulting, fracturing, or
elastic failure. Failure of a ductile rock, is called folding, rock flow, or plastic
failure. There are two types of fracture types in terms of loading mechanism;
there are: tensile and shear failures. Tensile failure is the type of failure
in which the relative displacement is perpendicular to fracture faces, in other
words, the failure takes place in an opening mode. In shear failure, the relative
displacement is parallel to the fracture faces. Shear failure, creates faults and
fractures, but tensile failure, creates, micro-cracks, fractures, joints, veins, and
78
dikes. Since we are mainly dealing with openings in rock, the veins and dikes
which are either partially or fully filled with other minerals, are excluded in
the following description of the rock discontinuities.
A crack is a three dimensional opening or a void-like inclusion in rock,
in which one dimension is extremely smaller than the other two dimensions.
The smallest dimension is called, thickness, aperture, or width of crack. Across
the width, traction is reduced. The other two dimensions are length and height
of crack. The aspect ration of a crack is the ratio of width to length and is
typically in the order of 10−5 to 10−3 [217]. A crack in a solid body creates
stress concentration at the crack tip, which may lead to breaking or shearing of
atomic bonds. The openings in the rock exist across several scales, for exam-
ple, cracks may be observed in micro-, meso-, and macro- scales. Micro-scale
cracks are planar discontinuities whose maximum dimension is about a few
grain diameters which could be in the range of one thousandth to one thou-
sand microns. A meso-crack is a one to few millimeter discontinuity, which
spans more than one grain and is formed thorough a complicated rupture event.
Meso-cracks may be formed through connection of several micro-cracks. The
macro-cracks span millimeters to decimeters. In reservoir geomechanics, frac-
ture is any opening in the range of meso- and macro-cracks. The strength
of material is largely infuenced by the existence of cracks at various scales.
Figure 3.2 shows various sizes of cracks. The continuum scale is the size larger
than 100µm for which the fracture properties, elasticity and yield can be de-
fined and formation of yield regions occurs at meso-scale [41]. The rock damage
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evolution studies in this research focuses on molecular and meso- scales, and
thermal fracturing is studied at continuum scale (Figure 3.2). The aim of this
research is to facilitate the hydraulic fracturing process in tight formations us-
ing thermal shocks and extend the thermal and hydraulic fractures to in-situ
fractures and joints. Studying faults is beyond the scope of our work. Joints
are parallel sets of discontinuity in rock which are formed during cooling or tec-
tonic movements. Joints are characterized by displacements normal to crack
surfaces and no displacement parallel to crack surfaces. Faults are formed by
shear deformation; therefore, they are characterized by displacement parallel
to fracture surfaces [197].
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Figure 3.2: Various sizes of cracks [41, 77]
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3.4.1 Fracture System
Figure 3.3 shows the nomenclature of a fracture system. A fracture
system is composed of the main fracture, which is an opening formed by two
traction free surfaces, and a process zone containing micro- and meso-cracks.
The meso- or macro-cracks could emanate from the main fracture. These are
called branching cracks. Prior to the process of main fracture growth, extensive
micro- and meso-cracks form ahead of the fracture tip.
Figure 3.3: Nomenclature and schematic of fracture process zone (not drawn
to scale) (modified after Liu et al. 2000 [155])
The small zone at the crack tip in which the bonds break due to sliding
and separation as the fracture growth initiates, is called the Fracture Process
Zone (FPZ). The size of the FPZ is mainly a function of the rock grain size and
loading nature e.g. [111, 142, 253, 258, 260]. The size of the FPZ is about five
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to ten times the average grain size [111, 253]; However, greater values up to
40 grain diameters have been reported [248]. Broberg [38] defines the fracture
process zone as the area ahead of fracture tip where micro-cracks extend to
coalesce and form an inelastic deformation zone. In ductile materials, a major
portion of energy used to extend the fracture is imparted to the FPZ.
3.5 Modes of Fracture
Depending on the applied load, there are three modes of fracture as
shown in Figure 3.4. In our application in hydraulic fracturing, most of the
times, the first two modes take place.
Mode I:
Tensile
(opening mode)
Mode II:
In-plane shear
(sliding mode)
Mode III:
Out-of-plane shear
(tearing mode)
Figure 3.4: Three modes of fracture.
82
3.6 Rock Failure in Micro Scale
Cracks exist in solid materials at all scales. The existence of cracks
plays a significant role in the strength of the solid. Experiments performed by
Inglis[118], showed how defects and flaws control the strength of a material. He
applied tensile loading on a bar made of glass in which a flaw of length L was
made until failure and measured the failure load. He then changed the length
of the flaw and repeated the experiment. He showed that as the flaw length
increases, the failure load decreases, i.e., the strength of material decreases.
This is a significant finding which suggests that the strength obtained from
laboratory experiments for a certain sample size can not be used for a sample
of a different size and the effect of cracks, voids, and flaws should be taken
into account. Here we utilise atomistic scale analysis to show the maximum
possible strength of a solid material with no voids or flaws. The results provide
an insight in understanding the effect of bond energy and deformation at which
a material could fail. These results would then be used in defining the Cohesive
Zone Law (CZL), which is presented in Section 3.8.
Let’s consider a lattice model for a solid material as shown in Figure 3.5
with mass points for atoms and springs for bond forces. Applying a force F will
separate the atoms further to point X > X0 until the theoretical value FC is
reached and the bonds start to break. The atomic potential function Ψ and the
force function, which is the derivative of the potential function with respect to
displacement X (F = ∂Ψ
∂X
), are shown in Figure 3.5. The atomic force function
F can be approximated as a half of a sine function, Equation (3.1) in which
83
Fc is the maximum load or the load at which the bonds start to break. Fc
is also known as the cohesive force; X0 is the equilibrium spacing; X −X0 is
the distance between atoms when deformed from equilibrium state; λ is the
length of a full sine function.
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Figure 3.5: Atomic forces and fracture in atomic scale
84
F = Fc sin
(
2pi(X −X0)
λ
)
(3.1)
for small displacement x, we have sinx ≈ x, therefore;
F = Fc
(
2pi(X −X0)
λ
)
(3.2)
comparing Equation (3.2) with Hooke’s law, the stiffness of the material can
be found as expressed in Equation (3.3);
K =
2pi
λ
Fc (3.3)
if the number of bonds is known, Equation (3.3) can be used to obtain the
stiffness of a single bond; however, let’s shift from force to stress to investigate
the strength of material as a function of the Young’s modulus and study the
impact of scale of sample on the strength of the sample.
Stress in one dimension is defined as;
σ = E
(
X −X0
X0
)
(3.4)
in which E is the Young’s modulus. Equation (3.4) is useful in finding the
cohesive strength or the maximum stress that can be applied to a material
in atomistic scale at the onset of bond breakage. As shown in Figure 3.5,
maximum load occurs when X − X0 = λ/4; therefore, the cohesive strength
can be obtained from Equation (3.4) as;
σc =
Eλ
4X0
(3.5)
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Bond energy is an important parameter which is used in atomistic analysis of
fracture. It is worth mentioning that, given the force displacement plot shown
in Figure 3.5, the bond energy Eb can be calculated using Equation (3.6)
Eb =
∫ ∞
X0
F dX = Ψ(X)|∞X0 = −Ψ(X0) (3.6)
this is the area of the force-displacement or the traction-separation plot. This
will be explained in more detail later when we study the cohesive zone law.
For now, let’s write the Equation (3.2) in terms of stress instead of force;
σ = σc
(
2pi(X −X0)
λ
)
(3.7)
let’s replace the left-hand side of Equation (3.7) with Equation (3.4) to get;
E
(
X −X0
X0
)
= σc
(
2pi(X −X0)
λ
)
(3.8)
and the cohesive strength can be calculated as;
σc =
Eλ
2piX0
(3.9)
for a reasonable value for deformation at failure X0 = λ/2, the theoretical
cohesive strength will be;
σc =
E
pi
(3.10)
experiments suggest that the true fracture strength is typically 3-4 times below
the theoretical value of Equation (3.10).
86
3.6.1 Fracture Surface Energy
Now that we have defined the theoretical value of the cohesive strength,
we can use atomic force function and define another important parameter,
called surface energy in fracture mechanics. The surface energy is the energy
required to create a fracture surface and can be calculated using integration of
the work done to break the bonds. The energy required to break the bonds is
equal to the area under the stress deformation plot using Equation (3.11). It
should be noted that the surface energy creates one surface; since the energy
that creates fracture, creates two surfaces, we have;
2γ =
∫ λ/2
0
σc sin
(
2piX
λ
)
dX = σc
λ
pi
(3.11)
we can then find σc as
σc =
2piγ
λ
(3.12)
λ from Equation (3.9) is then plugged into Equation (3.12) which results the
value for the cohesive strength given in Equation (3.13).
σc =
√
Eγ
X0
(3.13)
for most of the solids, the surface energy is γ ≈ 0.01 EX0 [57, 229]. This
results in the following value for the cohesive strength;
σc =
E
10
(3.14)
using this theoretical value, for shale and most metals with E = 50 GPa,
the cohesive strength is σc = 5 GPa (7 × 106 psi), whereas the experimental
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cohesive strength for metals is 10-100 times, and for shale 10,000 times less
than this theoretical value. The reason behind these discrepancies as pointed
out already by Leonardo da Vinci, Griffith, and others, is 1)the existence
of flaws in solids which leads to stress concentrations, and 2) the planes of
weakness such as grain boundaries in rock. The second of the two justifies
the four orders of magnitude difference between the practical and theoretical
values of the cohesive strength for shale.
3.7 Rock Failure at Different Scales
Rock failure is a complicated phenomenon because it encompasses a
wide range of temporal and spatial scales. At different observation scales, ma-
terials could behave differently as the load transfer mechanism and strength
are both scale dependent. At macro-scale, the effect of microstructural crack
development is not seen in the strength formulation used in rock mechan-
ics. For example, Mohr-Coulomb criteria compares the shear stress and shear
strength at the most critical surface inside material and determines whether or
not the body fails under shear stress. The final failure state of a material goes
through a series of failures at smaller scales in which micro-cracks due to local-
ized shear of atomic lattice also known as dislocation, leads to inter-granular
failures and the coalescence of these smaller cracks results in macro-scale shear
displacement. The brittle and ductile properties of a material which depend
on toughness are the result of failure and deformation mechanism at atomic
scale. In ductile materials, deformation is mediated by creation of dislocation
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networks and in brittle materials, fracture propagates by spreading of cracks,
which is mediated by continuous breaking of atomic bonds [41]. Figure 3.6
shows an idealization of rock failure at different scales. Molecular bond rup-
ture is in fact, the starting stage of material failure irrespective of observation
level. In spite of similar failure law at all levels of failure investigation, the
numerical studies at smaller scales are extremely time-consuming as a result of
many components involved in analysis. Unless high performance computing
(HPC) and multiprocessor computational resources are used, obtaining the
results at smaller scales is impossible. It should be noted that, despite this
computational hurdle, small-scale analysis provides invaluable insight toward
material behavior under investigation. A fully detailed analysis of failure in-
cludes molecular forces and interactions into creation of fractures. For reservoir
scale simulations, molecular scale simulation is impossible. This is why micro-
scale simulations are so popular. Besides, the molecular properties could be
lumped into material properties of a micro-scale model and run a simulation
much faster.
In this research, we start with molecular-scale rock failure to gain the
insight to rock failure process and move into studies at micro- to macro-scale
reservoir rock failure in oil and gas industry. Whenever a need arises, for
instance, in thermal rock failure studies for research objectives, we resort
to micro-scale numerical analysis such as particle method and discrete ele-
ment method (DEM). These simulations are normally quite fast; however a
high resolution model requires a lot of CPU hours for which we utilize super
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computer facility at the University of Texas at Austin known as Texas Ad-
vanced Computing Center (TACC). The main direction of this research is to
use a micro-scale model to investigate how micromechanical properties of rock,
characterize the macroscopic response. The model established this way will
be capable of predicting the macro-scale behavior of reservoir rock for other
loading scenarios, including thermal loads and hopefully sheds light on rock
failure mechanism and promote our understanding of rock failure process.
3.8 Cohesive Zone Law (CZL)
3.8.1 Introduction
The structure of rock can be idealized as an assembly of pieces stuck
together along the boundaries using cohesion and friction. In rock mechanics,
the pieces are called fragments and the cohesive zone along the boundaries
is called the contact zone. Depending on the rock material properties and
the applied load, when the material is subjected to external loads, the failure
could occur within the boundaries of fragments, also known as contact zones.
In Figure 3.6, the fragments are idealized as mass particles or mass blocks
and the contact zone or the potential failure zone is idealized as springs. The
rupture of the contacts follows a cohesive zone model which follows a traction-
separation law, as shown in the right column of Figure 3.6.
The concept of the CZL was first put forward by Elliott [71] who intro-
duced an interatomic attraction-repulsion force per unit area to investigate
the amount of energy required to fracture a crystalline substance. Later,
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Barenblatt [19, 20] and Dugdale [68] looked into the concept of CZM from
energy standpoint in brittle materials. Dugdale’s work was more focused on
the size of the plastic zone. Later, Smith [219] developed a general theory for
cohesive behavior of rocks and provided a series of traction-separation plots
based on the displacement along the fracture tip. An extended CZL called the
fictitious crack model has been employed for quasi-brittle materials such as
fiber-reinforced concrete and rocks in cases where the size of fracture process
zone is not negligible [13, 35, 70, 110, 209]. Hillerborg et al. [110] introduced
a softening regime using fracture energy and the tensile strength of rock. CZM
has been widely used for several application in rock fracturing including ther-
mal fracturing [202]. Studying failure of materials using cohesive depending
the rock material properties and the applied load model (CZM) contains four
distinct stages:
1. Pre-failure; this stage is mainly linear deformation of the fragments and
contacts. At this stage, the contacts are not broken yet, in other words,
there is no separation normal to or along the contact boundaries (no gap
or sliding).
2. Failure; when the normal and shear strength of contacts are exceeded by
the external load (also known as traction), one or a number of fragments
undergo excessive displacements and local fractures are initiated. This
stage is initiation of damage i.e., local rupture of contacts or bonds.
Failure is the peak point in CZM plot in Figure 3.6.
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3. Post-failure; this stage starts from the first bond rupture and may con-
tinue if the external load keeps increasing. This phase is the evolution of
local failure or damage evolution stage of rock fracturing, during which
the rock loses its strength and exhibits a softening behavior. Softening
behavior is due to the reduction of Young’s modulus of elasticity or the
slope of stress-strain plot. In Chapter 2 we study the evolution of dam-
age using solution of a nonlinear parabolic partial differential equation
without looking into each single bond failure. The damage evolution
is the declining section of the stress-deformation plot (also known as
traction-separation model or CZM). The declining section of the CZM
could be linear or nonlinear and will be explained in detail in Section 3.9.
4. Fracture; if the external load keeps increasing, the post-failure stage
terminates by creation of a populated crack density zone and creation of
distinct failure surfaces.
In Chapter 7 we will compare the capabilities and limitations of the numerical
methods used for rock thermal fracturing. A few of these methods are studied
in this dissertation. We will show in detail an application of CZM in conjunc-
tion with numerical simulation and its application in fracturing rock for the
oil and gas industry. Problems such as uniaxial loading, three-point bending
of a beam, and wellbore stability will be used in the context of best numerical
method to validate and introduce the most efficient method of using CZM for
rock fracturing purposes.
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3.8.2 Damage and Failure
In this section, the terms “damage” and “failure” are explained as they
are used in fracture and rock mechanics terminology. All material failures or
rupture has to go through a stage of damage evolution. This phase could be
either very fast or slow depending on material behavior. In Chapter 2, the
evolution of damage was studied whereby an effort was made to investigate
the impact of key rock parameters in the form of the declining segment of
Cohesive Zone Model in Figure 3.6.
To understand the difference between damage and fracture on a solid
body one has to see the solid body as a component such as the one shown in
Figure 3.7 (left), which is made up of smaller constituents (i.e., small elements
in Figure 3.7). As the load is applied to the solid body, the entire component
undergoes stresses; as a result, each smaller constituent undergoes stress. If
the stress reaches a maximum value of tangential or normal stress, the elements
start to fail. The failure of an element is called damage for the solid body.
The damage would then increase as the local element load continues to increase
until a final stage is reached, when all the elements fail, a catastrophic failure
occurs as shown in Figure 3.7 (Right).
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Failed
element
Figure 3.7: Progressive damage in elements and failure in the entire solid body,
called fracture
As the solid material is subjected to external load, there is always a
linear stress-strain segment for the material behavior. This could be a small
segment compared to the entire segment before the stress reaches a maximum
value shown in Figure 3.8. During the stages of material behavior prior to
maximum load, the deformations are elastic; in other words, if the load is
removed the strains in the body go back to initial state of strains no residual
strain is accumulated. The peak of the plot is where the damage starts to
initiate by developing voids in the body. Under the action of external load,
the voids undergo additional level of stress and coalesce to extend the damage
zone. This is depicted in the declining segments of the load-displacement plots
in Figure 3.9. The entire declining segment is the damage evolution zone for
the solid body or progressive failure regime for the local elements. Damage
parameter was defined in Chapter 2. The value of damage parameter at the
peak of the force-displacement plot is zero and at the final stage, where the
95
two parts of the body get fully separated, is equal to 1. The progress of
damage in materials, reduces the stiffness of material from initial stiffness to
a reduced stiffness shown in Figure 3.8. To attain a level of displacement,
the external load imparts some energy GI which is equal to the area under
force-displacement plot. An energy equal to the entire area under the force-
displacement plot is required to fail a material. This energy depends on the
strength of material and is called the critical energy release rate. This is
depicted by GIc and GIIc for the two modes of failure which are two general
cases of failure in Figure 3.9.
Displacement
Force
G
I
k
kReduced
Figure 3.8: Initial stiffness, reduced stiffness, and energy used during defor-
mation of solid material before fracture is created.
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These two plots are required to give the damage and failure properties
of a certain material. Most finite element codes, which utilize the cohesive
zone method for fracturing purposes, use either one of the two forms of load-
displacement or traction separation plots. It should be noted that both plots
lead to the same results; however, it is a matter of what laboratory data are
available to a user. One form of plot uses fracture energy and the value of
the strength of material, i.e., the peak value of the plot. The other form
of the plot uses the peak value and displacement at de-bonding, which is
the maximum displacement in the traction-separation plot in Figure 3.9 for
fracture simulation using CZM in the finite element code. We have used CZM
and DEM in Chapter 6 and compared the results of these numerical methods
in Chapter 7.
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Normal Force
G
C
I
Failure
Damage parameter = 1
Damage initiation
Damage parameter = 0
Maximum normal
contact stress
Displacement
Shear Force
Maximum tangential
contact stress
G
C
II
Displacement
Figure 3.9: Two modes of the traction-separation plots for damage and failure
of materials. ∆cn and ∆
c
t: Contact gaps at the completion of de-bonding
ω = 1 ω = 0
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3.8.3 The Nature of Rock Fracturing Process, dynamic or quasi-
static?
Rock failure which encompasses the stages of initial void creation (dam-
age initiation), coalescence of voids, damage evolution, and fracture (ultimate
failure) is a scale dependent problem. Depending on the scale of investiga-
tion, what is called fracture propagation at a certain scale can be regarded as
evolution of damage at a larger scale. The classic fracture mechanics is based
on the propagation of a single fracture in a homogeneous medium for which
the accumulation of the energy from the external load is not considered to be
happening over time. As a result, to study propagation of a single fracture
in a solid body, time is simply used for tracking the occurrence of events, in
other words, the fracture propagation under static load can be solved using
quasi-static formulation. In other words, we can claim that in hydraulic frac-
turing process, the effects of inertia (inertial loads) are much lower than the
loads due to injecting fluid pressure. So, the process is driven by the applied
pressure and stops upon termination of pressure application. This is typical
of a quasi-static process.
To study fracturing problem at a larger scale, say reservoir scale at
which in-situ and hydraulic fractures tend to grow, intersect, and in other
words promote the level of damage at reservoir scale, a time dependent equa-
tion is required. We started this dissertation with the idea of damage evolution
in rock to investigate the impact of loading and rock properties in damage evo-
lution of rock. The solution of hydraulic fracturing problem is not part of this
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research work and all the time dependency of equations are due to damage
evolution which is the fundamental step prior to onset of the fracture initia-
tion.
With this introductory definition of damage and failure in the context
of CZM, we can now go over two approaches for fracture analysis in fracture
mechanics and then present the formulation of the CZM used in the finite
element code and set the scene for thermal fracturing simulation using the
fundamentals of material failure explained here.
3.8.4 Two approaches for Fracture Mechanics Problems
There are two main approaches to study fracture problems; stress-strain
and energy approaches. There are briefly reviewed here and it is shown that
for linear elastic materials, these two approaches yield exactly the same results.
Classic fracture mechanics or linear elastic fracture mechanics (LEFM)
was developed based on the idea of stress i.e., whenever the applied stress
gets to the point of maximum stress, the solid material fractures. The biggest
problem with the classic fracture mechanics is the existence of stress singular-
ity at the fracture tip. The magnitude of the stress singularity at a fracture
tip is captured by stress intensity factor K. Figure 3.10 shows the schematic
representation of the two modeling approach in fracture mechanics. In reality,
there is an inelastic zone called fracture process zone (FPZ) at the fracture
tip; however, LEFM assumes there is no FPZ and stress is theoretically ap-
proaching infinity at the tip. This problem can not be solved using classic
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finite elements by refining the mesh at the crack tip and the singularity of
stress is proportional to 1/
√
r, where r is the distance from the fracture tip.
Even though the stress is not bounded at the fracture tip, the energy is always
bounded. This brings the idea of cohesive zone model to overcome the stress
singularity problem.
3.8.5 Stress-Strain Approach
One of the significant achievements of Irwin and his colleagues was to
calculate the amount of energy available for fracture in terms of the asymptotic
stress and displacement fields around a crack tip in a linear elastic solid [119].
Using Irwin’s work and elasticity relations, it is shown in stress-strain ap-
proach that the stress around a crack tip can be calculated using a single
parameter K. This parameter represents the singularity of stress at the tip of
fracture. Irwin called this parameter the stress intensity factor. Using this
parameter, the asymptotic expression for the stress field around a crack tip is
as Equation (3.15),
σij ≈
(
K√
2pir
)
fij(r, θ) (3.15)
where σij are the stresses, r is the distance from the crack tip, θ is the angle
with respect to the plane of the crack, and fij are dimensionless functions that
depend on the crack geometry and loading conditions. Since fij is dimension-
less, the stress intensity factor can be expressed in units of MPa-
√
m.
The stress intensity factor K can be defined for all three modes of
fracture using indices as KI , ,KII , KIII . Since the stress at the crack tip
101
is defined by the stress intensity factor, the criterion for fracture is that the
stress intensity factor attain its critical value Kc. This critical value is called
toughness and has the units of stress times square root of length. Toughness
for rock is obtained from compaction tension (CT) test. In general the criteria
for fracture initiation are a combination of the Stress Intensity Factors (SIF)s.
In many cases, due to the domination of one mode over the others, the SIF
for that mode is used in the fracture initiation criterion. In two dimensional
analysis, the value of SIF is normally more critical in plane strain than in
plane stress; therefore, the SIF value from plane strain experiment, Kc, is
normally used in fracture mechanics studies. Based on stress-strain approach,
the criterion for fracture is K = Kc.
3.8.6 Energy Approach
The energy approach was first introduced by Griffith in 1921 [99]. In
this approach crack initiates when the energy used to create fracture G, over-
comes the strength of material. The strength of material against fracture cre-
ation R, could be surface energy, energy dissipation due to plastic deformations
or any other forms of energy dissipation as a result of fracture propagation.
The surface energy is defined in detail in Section 3.6.1. Griffith defined the
energy release rate G. It can be shown that in the load-control or displacement-
control loadings, the parameter G is equal to the rate of strain energy release,
Equation (3.16).
G =
∣∣∣∣dUda
∣∣∣∣ (3.16)
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in other words, G is the rate of release of energy per unit thickness per unit
increase in fracture length a; therefore the unit of G is energy per unit area or
force per unit length of fracture. Based on energy approach the criterion for
fracture propagation is;
G ≥ R (3.17)
Figure 3.10 shows the state of stress at the fracture tip in reality, when assump-
tion of no FPZ is made, and how CZM approach eliminates the singularity at
the tip.
inelastic zone
elasticcrack
stress
(a) reality
crack-tip singularity
elasticcrack
(b) LEFM
cohesive forces
elasticcrack
(c) cohesive zone
Figure 3.10: Schematic representation of the two modeling approaches for
stress analysis at the crack tip (modified after [174]).
3.9 Formulation of the Cohesive Zone Model (CZM)
One of the fundamental aspects in cohesive zone modeling is the def-
inition of the traction-separation relationship across fracture surface. The
cohesive zone model was developed to both diminish the stress singularities
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in the LEFM and approximate the nonlinearity of material separation during
fracturing [3, 14, 38, 131, 231]. Here we explain the formulation in detail so
we appreciate the parameters we put into the finite element code and have a
better understanding of the fracture mechanics problems solved using CZM.
Let’s now focus our effort on defining the main parameters of the traction-
separation plot and from there define the energy required for fracturing and
extend the formulation to the case of mixed mode fractures and general case
of a three dimensional CZM model. Figure 5.9 shows several possible forms of
the traction-separation plot. Here the objective is to define the key parameters
in defining a traction-separation plot so we focus on the most widely used plot
in literature, among these (plot (e) in Figure 5.9). [188]
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Figure 3.11: Effective traction-separation relationships: (a) cubic polynomial,
(b) trapezoidal, (c) smoothed trapezoidal, (d) exponential, (e) linear softening,
and (f) bilinear softening
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Figure 3.12 shows the most common form of the CZM plot used in the
literature and it shows the key parameters for traction-separation behavior of
a mode-I fracture. Now let’s define these parameters as follows;
T
O
A
B
C
Tmax
k
kReduced=k(1-dn)
dn=0
dn=1 ΔnΔncδn
Figure 3.12: The most common form of the CZM plot with linear elastic and
linear softening segments
The parameter dn in Figure 3.12, is the same parameter as the damage
parameter ω that we defined in Chapter 2. Table 3.1 lists the key parameters
for the definition of a traction-separation plot.
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Parameter Definition
T normal contact (tensile) force
∆n contact gap or normal separation
∆cn contact gap at the completion of de-bonding
Tmax maximum normal contact (tensile) force
σmax maximum normal contact (tensile) stress
δn contact gap at the maximum normal contact (tensile) stress
dn damage or de-bonding parameter, 0 at A and 1 at point C
k normal contact stiffness
kReduced reduced normal contact stiffness
∆¯ dimensionless displacement, ∆n
δn
Table 3.1: Key parameters for the definition of a traction-separation plot
The normal critical fracture energy for mode I de-bonding is the en-
ergy required to fracture a material and is equal to the area under strain-
displacement curve as
GcI =
1
2
σmax∆
c
n (3.18)
the equation of the AC segment of the plot is
T = k∆n(1− dn) (3.19)
where 0 < dn < 1 and for mode I de-bonding, dn can be obtained as
dn =
(
∆n − δn
∆n
)(
∆cn
∆cn − δn
)
(3.20)
with dimensionless displacement ∆¯ defined as
∆¯ =
∆n
δn
(3.21)
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the de-bonding parameter is
∆¯ ≤ 1⇒ dn = 0
and
∆¯ > 1⇒ 0 < dn ≤ 1
similar equations are valid for mode II de-bonding, except that the subscript n
is changed to t for tangential mode and the normal stress σ in changed to the
shear stress τ for mode II fracture. Mode II de-bonding is referred to as the
mode of separation of the interface surfaces where tangential slip dominates
the separation normal to the interface. The equation for the tangential contact
stress and tangential slip distance behavior is written as
τt = kt∆t(1− dt) (3.22)
where dt is the de-bonding parameter for mode II or shear mode of fracture.
The tangential critical fracture energy for mode II de-bonding is the energy
required to fracture a material is shear mode II and is equal to the area under
strain-displacement curve for pure shear mode II, as
GcII =
1
2
τmax∆
c
t (3.23)
where τ is the shear stress and ∆ct is tangential slip distance at the completion
of de-bonding.
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3.9.1 Mixed Mode Traction-Separation Plot
To obtain the above equations for the case of mixed mode fractures,
the effective quantities for the force T¯(∆¯) and the displacement ∆¯ are defined
as
T¯(∆¯) =
√
(σ)2 + (τ)2 (3.24)
and
∆¯ =
√
(∆n/δn)2 + (∆t/δt)2 (3.25)
the parameters of Equation (3.25) were defined in Table 3.1 except that the
subscript t is used for shear mode and subscript n is used for normal mode.
Tvergaard [242] related the above effective quantities (T¯, ∆¯) to the normal and
tangential tractions (Tn,Tt) as follows;
Tn =
T¯(∆¯)
∆¯
∆n
δn
(3.26)
and
Tt =
T¯(∆¯)
∆¯
αe
∆t
δt
(3.27)
where αe is a dimensionless constant associated with mode mixity. For the
mode I case (∆t = 0), the normal cohesive traction (Tn) is the same as T¯(∆¯),
but for the mode II case (∆n = 0), the tangential cohesive traction (Tt) is
equal to αeT¯(∆¯), see Equation (3.27). Therefore, the dimensionless constant
(αe) is a scaling factor between tangential and normal cohesive tractions.
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3.9.2 CZM Formulation in 3D
The two dimensional traction-separation model (i.e., the effective dis-
placement model) has been extended to three dimensions to study the general
3D cohesive zone models [85, 185]. The effective displacement in this case is
defined as
∆¯ =
√
(∆1/δ1)2 + (∆2/δ2)2 + (∆3/δ3)2 (3.28)
where ∆1, ∆2, and ∆3 are separations and δ1, δ2, and δ3 are characteristic
lengths along the local coordinates. Figure 3.13 shows the cohesive fracture
gap (∆1) and sliding (∆2,∆3) along the local coordinate system with axes
normal and tangential to the fracture surface.
Δ1
Δ2
Δ3
Δ1
Δ2
x
y
z(a) (b)
x
y
Figure 3.13: Cohesive fracture gap (∆1) and sliding (∆2,∆3) along the local
coordinate system (a)two-dimensions and (b)three-dimensions
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Chapter 4
Finite Element Simulation of Thermal
Fracturing
4.1 Introduction
Injection of cold fluids into reservoir rock induces thermal crfacks. This
has been observed in the injection of cold CO2 into reservoir rock for sequestra-
tion purposes and from extensive studies of thermal loading on rock properties
[120, 134, 137]. Successful production of oil and gas from shales with nano-
Darcy range permeability calls for an understanding of the complex behavior of
reservoir rock. To study thermal cracks, we utilize the finite elements analysis
(FEA) of the coupled physics (thermal, flow and stress deformation) behind
these behaviors.
We also need to know about basics of fracture mechanics to investigate
the rock behavior beyond the failure point. A background review of fracture
mechanics was presented in Chapter 3. Fracture mechanics started with the
works of Inglis [118] and Griffith [99]. They showed the effect of size of a
component in the strength of that component. Inglis studied the stresses
around a crack and found out that the stress at the crack tip of an elliptical
crack is a function of the curvature of the crack tip and the size of the crack.
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In Chapter 4, we introduce a method for manipulation of rock strength using
injection of cold fluid that makes the rock more susceptible to a ramified
pattern of fracture. To understand the physics behind this method we utilize
three numerical methods. These methods are: single or coupled Finite Element
Method (Chapter 4), Discrete Element Method (Chapter 5), and Fragment
model which uses cohesive elements within the framework of the classic finite
element method (Chapter 6). Method three, is essentially a combination of
the first two methods which utilizes the advantages of both methods to offer a
more efficient numerical tool for rock fracturing purposes. In general, there are
two distinct analysis classes for quantifying the well productivity enhancement:
the Finite Elements and Discrete Elements methods, (FEM and DEM). Our
focus in this chapter is the FEM.
Currently, the popular industry approach to production from tight for-
mations is massive hydraulic fracturing that creates extensive surface area
exposed to flow. Our numerical investigations in Chapter 4 indicate that hy-
draulic fracturing can be improved by taking advantage of the combined effect
of the fracturing fluid temperature and reduced effective stress on flow proper-
ties to create a larger surface area and a more ramified pattern of conductive
flow pathways.
Unlike pore pressure, heat diffuses easily in shales. Moreover, rocks in
general are very weak in tension and, as a result, thermal reduction of the near
wellbore region can lead to significant tensile stresses in the rock and drastic
permeability enhancements. Simulation results for production from horizontal
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gas wells stimulated by thermal shocks for three hours in a zone of two feet
radius around the wellbore exhibit a 16% enhancement in recovery. Thermal
stimulation of rock in the near wellbore zone could also facilitate the hydraulic
fracturing process where the earth stresses are isotropic.
We look into the geomechanical challenges of producing tight forma-
tions and highlight a few rock properties which have the most significant role
in the success of matrix stimulation of tight formations. During production
of hydrocarbon, both components of a reservoir rock: fluid and rock ma-
trix, undergo pressure and deformation through their compressibilities. Sec-
tion 4.4 highlights the methods of improving the injectivity/productivity of
wells placed in tight formations by inducing thermal shocks in reservoir rock.
Efficiency of the thermal shock relies on the large stiffness and the complex
structure of shale. The large stiffness and the complexity of shale matrix is
not an obstacle to producing tight formations. In fact, the method of thermal
shock that we propose here, heavily relies on the large stiffness of reservoir
rock. We have shown that the stiffer the rock, the easier the thermal fracture
initiation [74]. There are shale reservoirs with extremely stiff matrix around
the world, for example in China [144], for which thermal shock and creation
of thermal strains required for fracturing could work efficiently; hence, ther-
mal shock is the potential candidate to stimulate matrix and enhance recovery
in such tight and stiff shale formations. What makes the matrix stimulation
process successful, is the grain disintegration process which in turn depends
on the complex structure of shale. The numerical simulations in this chapter
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are carried out using Finite Element method. Here we solve the coupled sys-
tem of equations for flow, stress, and temperature diffusion in rock to study
how fast and how far the reservoir heat diffuses. Once we obtain the zone of
thermally frozen rock around the wellbore, we can determine the permeability
enhancement in this zone which leads to improved recovery. Here we have
not investigated the permeability enhancement aspect of the study; rather, we
have assumed that when thermal cracks are created around the wellbore and
connected to natural fractures, permeability could increase 10 to 10,000 times
relative to initial permeability of formation. Studying this assumption is the
subject of our future research.
4.2 Field observations of thermal fracturing
Before we start to simulate thermal fracturing in reservoir rock, let’s
have a look at a number of field observations of rock fracturing as a result of
cold fluid injection into hot reservoir rock during water flooding, CO2 storage
and CO2 EOR. Water has much more enthalpy than CO2 and cold water will
cause a lot more thermal fracturing than cold gas; however, our focus is on the
impact of cold fluid injection on thermal fracturing. As a result, we provide
field evidence of the effects of both water injection and CO2 injection. It should
be noted that the enhancement of permeability associated with injection of
cold fluid are localized; however, by establishing new connectivity between
induced thermal fractures and existing high-permeability fractures, thermal
fractures lead to improved productivity. This has been shown in a number
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of recent studies on the impact of cold water injection on thermal fracture
creation [91, 183, 196].
The impact of cold fluid injection is twofold, in which cold water in-
jection induces mechanical instability not only due to hydraulic effects, but also
due to coupled thermal effects which leads to reduction of effective stresses [218].
The effects of cold water injection on injectivity and permeability enhancement
have been observed at many geothermal fields. For some fields, such enhance-
ments are quite significant, for example, increase in injectivity in Hellisheidi
field, SW Iceland was measured to be six times larger when the water injection
temperature was decreased from 120◦C to 20◦C [100]. Other researchers such
as Grant et al. [97] utilized field data from thermal stimulation tests and
came up with a relationship between injectivity enhancement and injection
temperature. They also demonstrated that injectivity scales with duration of
injection as tn, where t is the injection time and n varies between 0.4 and 0.7.
Bonneville et al. [33] studied the thermal impact of injected CO2
temperature on a geological reservoir. They 1)investigated the impact of tem-
perature variations of injected CO2 on the mechanical integrity of a reservoir,
2)studied heat transfer during CO2 transport through the injection well as well
as its interaction with the reservoir host rock, and 3)used a geothermal gradi-
ent of 1.22 × 10−2◦C/m in their simulations based on in-situ measurement of
temperature from nearby wellbores. Their results indicate that for similar in-
jection pressures, the cause for exceedance of the fracture criterion around and
at the wells was thermal effects. Dikken and Niko [64] studied the fracturing
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in water injection wells as a result of injection of cold fluid. They 1)showed
that the cause of fracturing is the cooling of hot formations by injection of
cold water, and 2)analyzed injection induced fracture growth and its impact
on CO2 plume migration by a semi-analytical quasi-steady state model.
The thermally induced stresses due to injection of CO2 is the main
mechanism for fracture growth. Dikken and Niko [64] showed that the ther-
moelastic stresses reduce the minimum horizontal stress and as a result, the
critical pressure for the fracture propagation at the fracture tip will be much
lower than the pressure required for hydraulic fracturing treatment. The in-
jection rate, formation condition, and formation material properties play a
significant role in the reduction of minimum horizontal stress [158]. Luo and
Bryant [158] showed that material properties such as porosity and rock heat
capacity affect the fracture propagation rate. Their simulation results show
that fracture propagation rate is higher in formation with low volumetric rock
heat capacity and high porosity. Perkins and Gonzalez [190, 191] also studied
the injection well fracturing as a result of induced thermoelastic stresses. Frac-
turing due to cold fluid injection during CO2 sequestration, and water-flooding
has been studied by many researchers including: Hagoort et al. [103], Dikken
and Niko [64], Luo and Bryant [159, 160], Taylor and Bryant [236], Fakcharoen-
phol et al. [83], Xiaolu et al. [150], and Settari and Warren [215].
Settari and Warren [215] studied the theoretical background of mod-
elling waterflood induced fractures and fractures which distinguish thermally
induced fractures from hydraulic fractures. They claim that waterflood in-
116
duced fracturing is different from conventional fracturing in two important
aspects, time scale, and injection fluid viscosities of the fracturing operation.
They showed that waterflood fracturing is leak-off dominated as opposed to
conventional fracturing which is leak-off controlled. They concluded that the
physics of waterflood fracturing is very complex and consequently requires
more rigorous models. With this introduction , we start to study the model-
ing challenges and perform the numerical simulation of fracture initiation and
propagation.
4.3 Coupled Field FEM
4.3.1 Pore Pressure Mechanism
Permeability and diffusivity of reservoir rocks determine their viability
for economical development. There are three methods for determining the
permeability of very low permeability rocks in the laboratory. These are,
using gas for: (i)core or (ii)crushed sample analysis; and use of mercury(Hg)
intrusion curves (from Hg porosimetry). Figure 4.1 shows the mechanism of
fracture initiation and propagation, as a result of increasing pore pressure in
a porous media. The total remote pressure is the sum of the effective stress σ
and pore pressure or fluid pressure pf . In Figure 4.1 (a), external and internal
loads are in equilibrium and the pressure in the cavity is equal to pf . 4.1 (b)
shows the situation in which the pressure in the cavity goes beyond the pore
pressure pf and 4.1 (c) shows that the propagation of fracture occurs when
fluid pressure starts to exceed the fracture pressure which is equal to σx+ pf
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in which σx is the minimum effective principal stress. To induce the level of
build up pressure, fluid has to be connected to an outside source of pressure
or the pore pressure should be elevated using the compressibility of matrix,
both of which seem to be less likely to happen, the tighter the formation
gets. Therefore, to reduce the effective stress, we turn our attention to other
means of stimulation such as reducing the rock temperature in an effort to let
the rock shrink and develop tensile stresses (i.e., smaller compressive stress).
The tensile stress will then increase the chance of rock to fail and develop
conductive pathways of thermally induced fractures.
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(a) Pressure=pore pressure pf (b) Pressure>pore pressure pf
(c) Pressure=fracture pressure≥ σx+ pf
Figure 4.1: Fracture opens against the least principal stress.
4.3.1.1 Pore Pressure Diffusion in Shale
The following section looks into the analysis of fluid pressure increase
in a 200×200 feet reservoir. The objective of this analysis is to investigate the
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rate of pressure diffusion in a tight shale play and study the impact of pore
pressure built up on the effective stress reduction. The total in-situ stress
is 1000 psi and the fluid pressure is initially taken as 433 psi; therefore, the
initial effective stress is 1000-433=567 psi in compression. The pressure is
increased from initial value of 433 psi to 2000 psi using the injection well and
we expect the effective stress of 567 psi turns into tensile stress. Tensile stresses
are indicated by a positive sign in the finite element package ABAQUS. The
results show that, since the reservoir permeability is low, it takes a considerable
time for pressure to diffuse into the rock.
Table 4.1 lists the key parameters for the problem of pore pressure
diffusion and corresponding effective stress build-up in a shale reservoir. To
have a feeling about how fast the fluid could flow in such a tight formation, we
can calculate the hydraulic conductance. For the given fluid properties, the
value of the reservoir matrix permeability, results in an equivalent hydraulic
conductance of 0.7 mm/day. This is a very small rate of fluid transport in a
reservoir rock and justifies the creation of fractures using matrix stimulation.
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Property Value
Young’s modulus of stiffness, E 20 GPa (3×106 psi)
Poisson’s ratio, ν 0.15
Permeability, k 2.5 md
fluid viscosity, µ 1 cp
fluid density, ρ 1000 kg/m3
Table 4.1: Key parameters for the pore pressure diffusion and corresponding
effective stress build-up problem
The objective here is to increase the pore fluid pressure so that the
effective stress in rock matrix be decreased. Notice that the overburden stress
in reservoir is constant at a fixed depth, hence increase of pore pressure results
in reduction of the effective stress. As the effective stress reduces, it goes from
initial compression state to tension and gets closer to damage and rupture
under pore pressure increasing stress.
Figure 4.2 shows the contours of pore pressure and effective stress in
reservoir for the times of 3 hours, 1 week, and two months after injection.
The pore pressure distributions in the left column of Figure 4.2 show the slow
rate of pressure diffusion in shale. Even after two months, the boundaries of
reservoir have not observed the pressure change.
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Figure 4.2: Fluid pressure and effective stress distribution with time in reser-
voir.
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4.3.2 Thermal Fracturing of Reservoir Rock
The propagation of fracture is a dynamic process and should be sim-
ulated in software in a solution dependent fashion, i.e., the fracture locations
should not be predetermined by user, rather they should be determined as
stress state changes in the rock. Nevertheless for this preliminary analysis of
thermo-mechanical process in shales, the exact locations of fractures are not of
as much significance as the impact of fracture itself is. Therefore, we manually
introduce fracture locations to investigate the possibility and extent of progress
of the thermal freezing front. Our results determine that whenever the cold
fluid gets into an in-situ fracture, the cold front would have the opportunity
to start from the fracture faces and impose thermal shock to reservoir rock in
those zones which could further promote thermal fracture propagation.
The results in Figure 4.3 (left column) show the temperature distribu-
tion for three hours of injection of cold fluid and the right column shows the
average stress in the vicinity of the freezing zone. Figure 4.3 (d, left) clearly
shows that running cold fluid into a fracture advances the cold zone deeper
into reservoir and enhances the chance of thermal fracture creation.
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(d) Temperature and stress distribution around the
wellbore 3 hours after fracture generation
Figure 4.3: Temperature and stress distribution around the wellbore in 3 hours
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4.4 Thermal Stimulation Improves Hydraulic Fractures
Thermal shock occurs when a material’s temperature is changed over a
short period of time such that constituents of the material deform by different
amounts. The deformation of material due to thermal load can be manifested
through strain and stress. Once the stress at any point exceeds the strength
of material, the body fails in one of the three modes of tension, compression
or shear. In other words, a thermal load results in the creation and extension
of cracks, crushing the grains, or sliding the grain interfaces. Here we look
into the possibility of stimulating the rock matrix beyond hydraulic fracturing
stimulation by cooling down the rock. The physics of temperature reduction in
a solid dictates that when a solid is laterally fixed and undergoes temperature
reduction, a thermal stress gradient is induced in the solid body. In rock, this
thermal stress gradient leads to a differential contraction of the rock, which in
turn creates openings, referred to as thermal cracks. We numerically solve the
nonlinear gas diffusivity equation, using finite element method and show that
thermal cracks in rock have the potential to improve the productivity of wells
placed in tight formations by 20%.
4.4.1 Introduction
Injection of cold fracturing fluids into reservoir rock, induces thermal
cracks. We know this from physics, from the injection of cold CO2 into
reservoir rock for sequestration purposes, and from extensive studies of ther-
mal loading on rock properties. There are many references available, includ-
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ing [120, 134, 137]. Here we are trying to quantify creation of thermal cracks
during the cooling of a rock volume. For successful fracturing of rocks using
temperature reduction, the following system1 properties play a major role:
 Decrease of rock tensile strength by flaws in rock matrix
 Rapid application of thermal load, causing a steep temperature gradient
 Reduction of thermal conductivity of the rock, its fundamental mate-
rial property. A progression of cracks reduces the thermal conductivity
coefficient of the bulk rock.
 Confinement of rock. Boundary condition plays a major role as the more
confined the rock is, the less compliance it exhibits to the load, leading
to easier crack initiation.
 Increase of the coefficient of thermal expansion. This is also a fun-
damental material property and not much can be done to change this
coefficient.
 Increase of the Young’s modulus. This parameter exhibits the efficacy
of thermal shock in shale. Some shales are extremely stiff such as the
Qiongzhush Shale in China with the modulus of elasticity of 60 Gpa,
which is an order of magnitude larger than the Marcellus shale with the
1The system consists of a cylindrical volume of rock around a horizontal wellbore and
coolant. The system interface is a no-deformation cylindrical boundary some distance from
the wellbore.
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modulus of elasticity of 6 Gpa [144]. We will see later that large stiffness
can enhance the efficiency of fracturing by cooling down the rock.
 Decrease of toughness. Fracture toughness, exhibits the level of resis-
tance of a material to brittle rupture. The lower the fracture toughness,
the closer-to-brittle the fracture could be and the less energy is required
for rupturing the rock.
It can be concluded from the above properties of rock that the facility of ther-
mal fracture is mainly proportional to the modulus of elasticity and coefficient
of thermal expansion and inversely proportional to the thermal conductivity
and tensile strength of rock. Here we are discussing equilibrium fracture and
its imposed displacement. We basically impose thermal shrinkage on a solid
(rock), which is laterally confined. We are not talking about how fast the frac-
ture propagates, rather we are interested in seeing at what level of temperature
reduction, the hot reservoir rock starts to develop thermal cracks.
At constant overburden pressure, increasing fluid pressure makes effec-
tive stress go from compression to tension or smaller values of compression.
However, creation of tensile fracture due to fluid pressure build-up is not quite
feasible in tight formations. This is the motivation of our research to find a
feasible solution to reduce the effective stress to initiate fractures. The method
proposed here is cooling down or freezing the reservoir rock. The physics be-
hind the temperature diffusion in solids including rocks, leads to the promising
results we present in this work. Notice that in this dissertation we use fluid
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pressure and pore pressure interchangeably. The efficiency of thermal shock
comes from the fact that temperature diffuses to the zones of rock where fluid
pressure may not diffuse. Therefore, the temperature can be used as a means
to attain the required level of the effective stress for fracture initiation.
4.4.2 Fracture initiation and propagation
Without loss of generality, many of the concepts of fracture mechanics
can be applied to all cases in which an opening in rock extends in size, re-
gardless of applied load. The main types of loads for fracture creation are the
internal fracture fluid pressure and the external tensile stress. Here we go over
only a few concepts to set the scene for understanding material described in
this chapter.
The most important property of a rock relevant to fracturing is tough-
ness. In order to understand what toughness means, one should understand
two rock properties, its strength and ductility. Figure 4.4 explains these three
properties. In a tensile experiment, a load T is applied to a component such
as a rod of original length L and cross sectional area A and the rod deforms
axially to increase the length by ∆L. Strain is defined as ε = ∆L/L and stress
is defined as σ = T/A. Ductility is the ability of material to undergo large
strains and strength is the ability of material to undergo large strains before
failure. Toughness depends on these two properties and it can be calculated as
the area under the stress-strain curve or energy dissipated by unit volume of
material. Temperature, rate of loading, and existence of voids and cracks in-
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fluence the toughness of a material. For example, a rock which remains intact
under a static load could fracture under a dynamic load.
Figure 4.4: Definition of strength, ductility and toughness
Fracture mechanics started with the works of Inglis [118] and Griffith [99].
Inglis studied stresses around a crack and found out that the stress at the
crack tip of an elliptical crack is a function of the curvature of the crack tip
and the size of the crack. Griffith showed that when the size of flaws in a solid
material increases, the level of stress before failure decreases. Their studies
led to relation (4.1) for studying a material which has flaws or cracks.
KI < KIC (4.1)
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in which, KI is the stress intensity factor which is a function of the applied
load and the geometry of crack and KIC is the fracture toughness which is a
function of material properties. As KI gets closer to KIC , unstable fracture
occurs. The fracture toughness KIC is in the range of 1 − 5 MPa
√
m for
sandstones and about 2 MPa
√
m for siltstones and mudstones.
4.5 Theory and Method
Injection of cold fracturing fluid into reservoir rock, induces thermal
fractures perpendicular to hydraulic fracture. Figure 4.5 shows the thermal
cracks of depth d perpendicular to hydraulic fracture in a horizontal wellbore
in a tight formation. Hydraulic fractures tend to grow normal to the minimum
horizontal stress, σhmin shown here as σh. It should be noted that due to pres-
ence of fluid pressure in rock the stress required to fracture the rock should
overcome the effective stress of rock; therefore, all the stresses in this section
are effective stresses (minimum horizontal effective stress σh or maximum hor-
izontal effective stress σH) not total stress (Shmin or SHmax). As the cold fluid
is injected into the fractures, the transient heat diffusion causes the heat to be
transferred into the hydraulic fracture as it is colder. This heat transfer cools
down the zone neighboring the fracture and the rock shrinks parallel to hy-
draulic fracture length. Since the reservoir rock is confined, thermal stresses
are created in rock, leading to thermal cracks. Here we are looking at the
physics behind this phenomenon and come up with a formulation of a model
to obtain the depth d along x-axis, distance b, and width t of thermal cracks.
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Figure 4.5 also shows that the thermal cracks have to open against the maxi-
mum in-situ horizontal stress σH. As we see from numerical simulations, these
thermal cracks do not extend far from hydraulic fracture face, hence, we can
assume these cracks as straight. This observation can justify that as the ther-
mal cracks open, they do not interfere with heat transfer in x-direction.
Figure 4.5: Thermal fractures created perpendicular to the hydraulic fracture
Similar studies [16, 102] on thermal fracturing in ceramic and glass, indicate
that the average spacing of thermal cracks is expected to be roughly propor-
tional to their lengths, i.e., b ∝ d. Figure 4.6 shows the thermal shock crack
pattern on a glass ceramic slab. It can be observed that the length of cracks
is roughly proportional to the spacing of cracks, i.e., the smaller the cracks
the shorter apart and the larger the cracks, the further apart they are. Due
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to close material properties of shale and ceramic, we make use of this observa-
tion to obtain the two parameters b and t. The material properties reported
for ceramic of the test [16] are: Fracture toughness, KIC = 1.89 MPa
√
m;
coefficient of thermal expansion, α = 1.15× 10−5 K−1; and Young’s modulus,
E = 60 GPa. These properties characterize shales; therefore, we expect to see
the same pattern of thermal cracks in shale.
Figure 4.6: Thermal shock crack pattern on a glass ceramic slab[16]. Faces
A and C were quenched at ∆T = 300 K in water while faces B were kept
thermally isolated.
To get an insight on the efficiency of the thermal crack creation during hy-
draulic fracturing, we solve the 1D heat conduction in a semi-infinite solid
medium shown in Figure 4.7, numerically. The results are then compared to
analytical heat diffusion solution, Figure 4.13. We assume that the diffusion
of heat from the reservoir to the cold fracturing fluid is conducted along x axis
and the fracture side (half-space), is an infinite medium.
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Figure 4.7: Thermal fracture front changes with time along x axis
The closed-form solution of the problem shown in Figure 4.7, is given
in [117]
T (x, t)− Ts
Ti − Ts = erf
(
x
2
√
Dt
)
(4.2)
The function “erf” in Equation (4.2), is the error function and is defined
as:
erf(u) =
2√
pi
∫ u
0
exp(−t2)dt (4.3)
Table 4.2 lists the properties used for both numerical and analytical
solutions.
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Parameter Units
Young’s Modulus, E 50 GPa
Thermal expansion coefficient, α 1× 10−5 K−1
Poisson’s ratio, ν 0.22
Minimum horizontal stress, σh 2000 psi
Maximum horizontal stress, σH 3000 psi
Reservoir temperature, Ti 125
◦C
Fracturing fluid temperature, Ts 30
◦C
Thermal conductivity, k 2 W
m◦K
Mass density of rock, ρ 2300 kg
m3
Specific heat, C 1380 J
kg◦K
Thermal diffusivity, D a0.63× 10−6 m2/s
Simulation time 1 day
aThermal diffusivity is calculated as D = k/(ρC)
Table 4.2: The properties used for the solution of thermal crack development
problem
The distribution of temperature along x, for several times from 0 to 1
day is shown in Figure 4.10. It can be seen that, initially, the temperature
in reservoir is equal to the reservoir temperature Ti and as time goes on, the
temperature in reservoir decreases and the rock cools down. The temperature
at the hydraulic fracture wall is kept at constant value of Ts. In order for
the thermal cracks to initiate, the reservoir rock has to undergo contraction
due to cooling down the rock. Since thermal cracks should open against the
maximum in-situ stress σH, we can write the condition for critical temperature
change ∆Tc at which the cracks initiate.
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Figure 4.8 shows a rock model of arbitrary length which is fixed at both
ends and is subjected to initial stress of σH. It is then cooled down by ∆Tc at
which the compressive in-situ stress is reduced enough so that the rock fails
in tension. Here we would like to show how the critical temperature reduction
is related to rock properties and in-situ stress.
Figure 4.8: Schematic of Initial stress and cooling down on a rock model
Thermal strain is proportional to the coefficient of thermal expansion
and the change of temperature, in other words,
εthermal = α∆T (4.4)
The deformation of shale is assumed to be linear elastic and the failure is
known to be brittle. Also, the component of the normal stress of a solid body
due to thermal changes, in a linear elastic material can be calculated as
σthermal = Eεthermal = Eα∆T (4.5)
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The thermal stress at any point x in our 1D semi-infinite heat conduction
problem is then
σ(x, t) = Eα[Ti − T (x, t)] (4.6)
Equation (4.6) holds for plane stress condition and due to the effect of Poisson’s
ratio, for plane strain condition, it should be modified to
σ(x, t) = E(1 + ν)α[Ti − T (x, t)] (4.7)
When stress in Equation (4.6) exceeds the maximum in-situ stress σH, ther-
mal cracks develop. Therefore, we can write the following condition for the
initiation of thermal cracks:
E(1 + ν)α[Ti − T (x, t)] > σH (4.8)
and the critical cooling down temperature for the initiation of thermal cracks,
which is equal to Ti − T (x, t), can be calculated as
∆Tc >
σH
E(1 + ν)α
(4.9)
We can see from Equation (4.9) that the critical temperature reduction
is proportional to the in-situ stress, i.e., the deeper the reservoir, the harder
it is to thermally fracture the rock. Also, the critical temperature reduction
is inversely proportional to the Young’s modulus of rock. In other words, the
stiffer the rock, the easier it is to fracture it by thermal shocks. These two
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facts can be observed in Figure 4.9. We use a range of 5 to 100 GPa for
Young’s modulus of shales and calculate the critical temperature reduction for
various in-situ stresses ranging from 50 to 3000 psi. Poisson’s ratio is taken
0.25 and thermal expansion coefficient is taken 1× 10−5 1◦K . We can observe
that for unconsolidated and less stiff shales with Young’s modulus of about 5
GPa, a considerable reduction of temperature is required to reverse the effect
of compressive stress and fail the rock in tension.
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Figure 4.9: The impact of Young’s modulus and in-Situ stress on critical
temperature reduction required to initiate thermal fractures
The value of critical cooling down for the case of hydraulic fracturing problem
we simulated is shown in Figure 4.10. This is another way to show the impact
of cooling down on the extent of the freezing zone, away from hydraulic fracture
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face.
Equation (4.6) exhibits an important relation in thermal fracturing of
rocks in which the required cooling down for cracks to develop is shown to be
a function of rock thermal and strength properties and reservoir condition. It
also shows that, the shallower the reservoir is, the more efficient the process of
thermal fracturing will be, as ∆Tc will be smaller. One of the great advantages
of inducing thermal shock in rocks is that ∆Tc will be smaller as the modulus of
elasticity of rock gets larger. For instance, thermal fracturing could be utilized
to create thermal fractures for shales with very large modulus of elasticity,
where the fracturing by fluid injection is hard. These openings could serve
as seeds for easier and more frequent fracture initiation points as the fluid
injection goes on.
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Figure 4.10: Distribution of temperature in 1D along the x-direction.
4.5.0.1 Thermal fracture growth
The length of a fracture plays a significant rule in calculation of the
stress intensity factor KI . Thus, we are interested in extension of thermal
fractures with time. In order to do this, let’s add and subtract Ti to the
numerator of the Equation (4.2) and obtain Ti − T (x, t) as
Ti − T (x, t) =
[
(Ti − Ts)erfc
(
x
2
√
Dt
)]
(4.10)
The function “erfc” in Equation (4.10), is the complementary error function
and is defined as:
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erfc(u) = 1− erf(u) = 2√
pi
∫ ∞
u
exp(−t2)dt (4.11)
Now let’s insert [Ti − T (x, t)] from Equation (4.10) into Equation (4.8) and
change the inequality sign to the equality sign for the onset of crack initiation.
By doing this, we get
E(1 + ν)α
[
(Ti − Ts)erfc
(
d
2
√
Dt
)]
= σH (4.12)
Notice that x, the coordinate of crack tip is replaced with d, the thermal crack
length. Solving Equation (4.12) for d and we get
d = (2
√
Dt)erfc−1
[
σH
E(1 + ν)α(Ti − Ts)
]
(4.13)
Figure 4.11 shows the extension of fracture length with time. It can be seen
that the length of cracks are not very large even after 1 day of cooling down,
nevertheless, the creation of such cracks, generate weakness notches for hy-
draulic fracturing.
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Figure 4.11: The extension of thermal crack length with time. See Figure 4.5
for the definition of depth d.
4.5.0.2 Results
As we continue to develop this model, we will be using a closed-form
solution to come up with the geometry of thermal cracks. To make sure about
the accuracy of the model, we compare the analytical model with the numerical
solution.
The governing equations of heat transfer in rock are:
1. Equilibrium of forces:
∇ · σ = 0 (4.14)
Because deformation along x does not affect heat diffusion in the x-
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direction, the boundary conditions for the force equilibrium equation
are fixed.
2. Heat transfer equation: In absence of convection and source term, the
heat transfer equation is
ρCp
∂T
∂t
= ∇ · (k∇T ) (4.15)
We have solved the coupled system of Equations (4.14) and (4.15) using a
finite element method and Figure 4.12 shows the results of heat diffusion after
1 day. It can be seen that the rock cools down to the depth of 0.5m from
the face of hydraulic fracture. However, to find the rock volume affected by
thermal shock, we need to find the depth at which temperature decreases by
the critical value ∆Tc. This is what we did in Figure 4.10, where we show
that to attain ∆Tc, we should find the coordinate x at the intersection of
the temperature profiles and the horizontal dashed line, which is the locus of
points where the temperature has dropped to Ti −∆Tc. Figure 4.12 shows the
numerical solution of Equations (4.14) and (4.15).
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Figure 4.12: The numerical solution of temperature distribution in 1D.
Now, let’s compare the numerical result with the closed-form solution. It
can be seen that numerical simulation of this coupled heat transfer process
in rock is in agreement with mathematical closed-form solution. Therefore,
we continue to obtain the other parameters of thermal crack, b and t, using
the closed-form solution and whenever need arises to confirm the accuracy
of solution, we use numerical simulation. Figure 4.13 shows the comparison
between closed-form and numerical solution.
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Figure 4.13: The comparison between closed-form and numerical solution of
temperature distribution in 1D
4.6 Impact of Rock Properties on Thermal Fracturing
4.6.1 Introduction
With rapid depletion of conventional petroleum supplies and due to
energy security concerns, the world is increasingly turning its attention to
unconventional hydrocarbon reservers such as oil shales, gas shales, tight gas
sands, coalbed methane, and gas hydrates. Despite the abundant unconven-
tional resources, production is still hindered by many obstacles including lack
of technology and knowledge of the physics of flow in tight porous media.
Flowing the tightly-locked hydrocarbon to a well in such formations, unlike in
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the conventional reservoirs, requires a large number of inter-connecting path-
ways for flow. The existing in-situ cracks in rock have to be connected in
order for the hydrocarbon to flow into the wellbore. Here we go over the basic
mechanisms of rock fracture in micro and macro levels, and then study the
two parameters whose variations could reduce the effective stress and lead to
rock fracturing. We then discuss the effect of inhomogeneity on the fracture
load and show that the dominant load for thermal fracturing is the tensile
stress. There are three governing equations of stress, heat transfer, and flow
which should be solved in a coupled fashion, for which we are using the finite
element software packages. Assuming that thermal cracks increase rock per-
meability in the near wellbore zone by 10-10,000 times, we show the impact
of rock stimulation by thermal shock on cumulative production of gas from a
sample case of a wellbore placed in a tight formation. The improved recovery
for the sample case is 16%.
4.6.2 Rock Fracture
To improve the wellbore injectivity/productivity, we utilize the physical
matrix stimulation as opposed to matrix acidizing; therefore, we have to deal
with stresses between rock grains and study the parameters which impact
intergranular effective stresses in rock. We then look into the mechanism and
effect of rock fracturing due to freezing the reservoir rock in the near wellbore
zone. To disintegrate rock constituents in an effort to increase permeability by
opening pathways for flow, we should increase fluid pressure so as to reduce
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the effective stress or the grain contact pressure. This is not quite feasible
in tight formations; however, we could resort to a novel method of reducing
the effective stress through inducing thermal strains by freezing the reservoir
rock. In this method, the cold fracturing fluid or a freezing agent in the fluid,
reduces the reservoir temperature in the near wellbore zone for certain period
of time, for instance 30 minutes to 3 hours depending on rock properties. The
contraction of the laterally-confined reservoir rock, results in thermal strains
and tensile stresses. These tensile stresses, reduce the effective stress from
the minimum horizontal stress to T0: the rock tensile strength, as shown in
Figure 4.16. Once the minimum horizontal stress in rock reaches the tensile
strength of rock, the rock starts to rupture.
Let’s start with a brief introduction to the mechanisms of rock frac-
turing in tight formations. The total overburden pressure on rock is taken by
matrix and fluid in the pores of the rock. The former is called the effective
stress of rock and the latter is called fluid pressure or pore pressure. The ef-
fective stress is the contact pressure between grains, in other words, it is the
component which is holding the rock grains together. To initiate rupture in
rock, the effective stress has to decline and go from compressive to tensile.
Once the grains are under tensile stress, they begin to separate.
The fracture in rock is a function of loading and rock strength. The
rock strength is a function of the compressive load; therefore, any reduction
in the effective stress leads to lowering the rock strength and making the rock
more prone to rupture. The rock grains are bonded by cements. As a result,
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cracks in rock could initiate from each single grain (inter-granular rupture) or
from the interface of each two grains (interface rupture). Depending on the
strength of rock grains and bonds, either of the rupture zones could dominate
rock fracture. In macro-scale studies, there are two modes for rupturing the
rock: shear and tensile. These are shown in Figure 4.14.
Figure 4.14: Modes of rupturing a rock
It should be noted that, in reality, due to inhomogeneity in rock prop-
erties, any loading would result in both modes of failure. Figure 4.15 exhibits
a simple model of a homogenous rock (A), and an inhomogenous rock (B)
which are both fixed at ends and then frozen. Due to thermal stresses, both
samples tend to exhibit contraction, consequently, due to the presence of fixed
boundaries which simulate the rock lateral confinement, thermal strains are
developed. Notice that in (B), both shear and tensile stresses are developed;
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however, the dominant mode is shear. At the moment, we base our studies on
tensile failure mode for rock matrix stimulation and take only this component
into consideration. Bear in mind that rock stimulation could potentially bene-
fit even more from shear failure, which is not investigated in this Dissertation.
Figure 4.15: The effect of rock inhomogeneity on thermal fracturing.
At micro-scale, however, the tensile mode is the dominant mode; there-
fore, we focus on this type of failure. This failure mode occurs when the
minimum horizontal stress exceeds the thermal strength of rock as shown in
Figure 4.16. Figure 4.16 also shows the failure envelope for a tensile fracture
in rock [213].
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Figure 4.16: The failure envelope for a tensile fracture in rock.
4.6.2.1 Shale properties and structure
Shale is composed of clay, silt and water. The complex structure of
clay, Figure 4.17 is due to the presence of plates of silica and aluminum. Our
objective of illustrating the structure of shale is to emphasize the insufficiency
of effective stress reduction as a result of pore pressure increase in tight forma-
tions. The excessive capillary pressure due to small pore throat size, makes the
rate of pore pressure diffusion extremely small; therefore, fracturing by fluid
pressure will not be successful. Although hydraulic fracturing in homogenous
rock creates a bi-wing fracture, in reality rock is not homogenous; hence, the
fractures open along weak planes forming a main bi-wing with multiple ex-
tensions along weak planes. In reservoir rocks with few weak planes, thermal
shocks can create such weak planes through freezing the rock, leading to rock
contraction in a confined medium. This opens up more voids which could then
be pressurized by fracturing fluid resulting in propagation of fractures. The
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pattern of fractures and the effect of such thermal fractures in increasing the
permeability of rock is not the subject of this Dissertation; rather, how fast
and how far the temperature could diffuse in rock, are the focus of this chapter.
This preliminary numerical investigation has the potential to pave the road
for field scale operations of thermal shock in oil and gas shales in near future.
Figure 4.17 shows the geometry of a horizontal wellbore and the complex
structure of shale.
Figure 4.17: Geometry of a horizontal wellbore and the complex structure of
shale
4.7 Extent of Thermal Fracturing Growth
4.7.1 Phase I: Effectiveness of freezing the rock
One way to induce volumetric rock stimulation in rock, is through pore
pressure increase. Increasing pore pressure is an efficient way to break the
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matrix bonds by introducing tensile stress in matrix and reducing the effective
stress. This method works best in permeable rocks such as sandstone, however
for impermeable rocks such as shale, the elevated fluid pressure can not be
readily diffused into the rock pores, rather it is used to open a single fracture
along the maximum horizontal stress. As a result, volumetric stimulation of
an impermeable rock by pore pressure increase is not possible. To make this
possible, initial openings are required and we believe that these openings or
seeds for improved hydraulic fracture initiation, could be created by cooling
down the rock and generating thermal fractures. It should be noted that,
thermal stimulation is not a replacement for hydraulic fracturing; it is only
a means of facilitating the initiation of hydraulic fracturing. The thermal
process of freezing the body of rock where it is confined by surrounding rock,
makes the rock undergo tension as it shrinks. This macro-scale process of rock
shrinkage, leads to volumetric rock stimulation and permeability enhancement
in rock. The extent of tensile stress away from wellbore is a function of the
following parameters;
 The temperature reduction in wellbore
 Mechanical properties of rock: E and ν
 Thermal properties of rock and fluid such as specific heat C, thermal
expansion α, and thermal conductivity K
 Permeability of rock k
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 Presence of natural fractures and their types including joints, veins, and
dikes
Natural fractures are normally filled with minerals. Joints are empty fractures
with no mineralization. Veins, however, are open fractures with partial min-
eralization such as calcite or hematite and dikes are filled with igneous rocks
or magma. Whether or not the fractures are filled with minerals, affects both
fluid flow and heat transfer in fractured rock.
The rocks might be thought of as solids containing voids which hinder the
heat transfer, but thermal conductivity of shales in our numerical simulations
of the coupled heat transfer and effective stress reduction show the opposite.
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Parameter English units SI
Reservoir properties
Mass density of rock, ρ 0.08 lbm
in3
2300 kg
m3
Shale mechanical properties
Modulus of elasticity, E 15×106 psi 100 GPa
Poisson’s ratio, ν 0.3 0.3
Thermal expansion, β 9.7×10−6 1◦K 9.7×10−6 1◦K
Shale thermal properties
Conductivity, k 0.45 lbf in
s in ◦K 2
W
m◦K
Specific heat, C 5,500 lbf in
lbm ◦K 1380
J
kg◦K
Fluid properties
Hydraulic conductivity, K 39× 10−14 in
s
1× 10−14 m
s
aVoid ratio, e 1 1
Specific weight, ρg 0.04 lbf
in3
9,806 N
m3
aVoid ratio is related to porosity φ and defined as Equation (4.16)
Table 4.3: Input for numerical analysis
φ =
e
1 + e
(4.16)
Notice that permeability used here is hydraulic conductance in velocity units.
We have used the permeability so we could utilize the finite element code
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ABAQUS for this simulation. This software uses hydraulic conductivity in-
stead of permeability. The permeability from the above hydraulic conductivity
can be obtained assuming viscosity µ = 1 cp and density ρ = 1000 kg
m3
for water
as k=1 nD.
Figure 4.18 shows the geometry of the model used to demonstrate the
effectiveness of thermal fracturing in rocks. The parameters used for this simu-
lation are shown in Table 4.3. In this model a core size rock sample is simulated
under reservoir conditions of 1000 psi (7 MPa) pressure and 373.15◦K temper-
ature. The core is confined circumferentially around the outer diameter only
on top and bottom to both allow for simulation and let the central hollow
space which is acting as wellbore, deform radially. In the first step of simula-
tion, the initial conditions are activated and in the second step, the constant
temperature of 273.15◦K is applied to the mid-section of the interior cylinder.
This generates the heat flux from the core toward the low temperature zone of
the central core. Since the rock is confined externally similar to rock confine-
ment in reservoir, it will not be able to deform freely under this heat transfer
process; hence, thermal stresses are developed in rock leading to tensile cracks.
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(a) The geometry of the model
X
Y
Z
(b) The finite element mesh
Figure 4.18: Description of the model
The robustness of this technic can be seen in Figure 4.19(b) in which the stress
distribution in rock after 2000 seconds is shown. In ABAQUS, the compressive
stresses are negative and tensile stresses are positive. It can be seen that a
large zone around the wellbore has fallen into tensile stress mode which is more
susceptible to tensile cracks. One more thing that should be noted is that, in
order for elements of rock to fall into tensile mode they don’t have to be frozen
all the way from 373.15 to 273.15◦K. In fact there are tensile zones in which
the temperature has dropped only 25◦K from the initial hot reservoir condition.
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Figure 4.19: Temperature(a) in ◦K and stress distribution(b) in psi in the core
after 2000 seconds.
Figure 4.20 shows the deformation (a) due to heat flux (b) in a core. The
deformation plot shows the shrinkage of sample toward the freezing zone and
exhibits the highest potential for tensile cracks and permeability enhancement
around this zone. Next, we will look at the simulation results in reservoir
scale to get an insight on temporal and space distribution of temperature and
stresses in reservoir condition. For this analysis, the shale formation of very
low permeability of 1 nano Darcy is modeled.
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Figure 4.20: The vector plots of (a)the total deformation and (b)heat flux.
In our numerical simulation we solve the coupled system of Equation (4.17)
and (4.18) in the near wellbore zone.
 Stress-Deformation:
∇ · σ = 0 (4.17)
 Temperature Diffusion:
ρCp
∂T
∂t
+ ρCpu.∇T = ∇ · (k∇T ) +Q (4.18)
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4.7.2 Phase II: Obtaining the freezing zone
The problem of the creation of tensile stress in rock by freezing the rock
is a coupled thermal-hydromechanical problem. The solution of heat transfer
in shale using finite element analysis shows that if the reservoir temperature of
100 degrees centigrade could be dropped to and maintained at 0 degrees for 3
hours, the temperature reduction zone could go up to 1 foot from the wellbore
walls as shown in Figure 4.22a for the lowest possible thermal conductivity. For
higher thermal conductivities, this zone could go up to 10 feet (Figure 4.22b).
As the formation rock is radially confined, the reduction of temperature causes
tension in rock which could develop thermal fractures. The results are promis-
ing as the transfer of heat could be carried out in impermeable rocks without
much involvement of pore pressure. Figure 4.21 describes a 3D finite element
model used to study heat transfer to a horizontal well. The wellbore radius is
6 inches and the length of well is 1000 feet. In order to eliminate the effect
of boundaries, the well is placed at the center of a 200 by 200 ft2 square as
shown in Figure 4.21b. The parameters in Table 4.3 are used for this analysis.
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Figure 4.21: Finite element model description for heat transfer analysis
NT11
273
281
288
296
304
311
319
327
334
342
350
357
365
373
X
Y
Z
12 in
(a) Temperature distribution around the
wellbore after 3 hours
(b) Stress distribution around the wellbore
after 3 hours
Figure 4.22: Temperature and stress distribution around the wellbore after 3
hours
Similar analysis was performed for 24 hours of heat transfer and not much
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change is seen beyond the 3-hour analysis. The results of temperature and
stress distribution along the x-axis from the wellbore wall, for 3 and 24 hours
of analysis are shown in Figure 4.24. It should be noted that to attain the
stress level to initiate fracture, the maximum displacement required is 0.012
in (Figure 4.23) which is readily available.
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Figure 4.23: Displacement vectors of wellbore wall in X direction
The temporal and space extents of heat transfer are studied through previ-
ous simulations. This technic would not be efficient enough if the extent of
stimulation of rock were limited to a short distance around the wellbore. The
question that arises here is that if thermal cracks propagate to a certain dis-
tance away from the wellbore, could we inject the same chemicals that induced
the temperature reduction and repeat the freezing process. If it is possible,
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then we can create openings or more technically saying, the zones or pock-
ets of susceptible and readily available to fracture propagation. This is a big
achievement in the process of rock fracturing. Notice that, this technic has to
be used prior to hydraulic fracturing to weaken the rock bonds and set up the
pathways for fracturing fluid around the wellbore. Once the pathways are cre-
ated, they can not be healed; therefore, even if the cracks get closed under the
in-situ stresses, the later stages of fluid injection could open up these cracks
and place proppants in the fractures.
Figure 4.24: Variation of Temperature in X direction with radial distance from
the center of the wellbore
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4.8 Results
We studied the effect of thermal cracks induced by thermal shocks on
the recovery of gas from a fractured horizontal well. We have studied the
creation and extension of thermal cracks in our previous works [74, 76] which
is also explained in detail in this Chapter.
Figure 4.25 shows the geometry of reservoir and finite elements dis-
cretization of the three domains used to simulate the gas flow. To add the
flow component to the above coupled problems of stress-heat transfer, we first
solved the stress-heat transfer problem and obtained the zone of thermal crack
extensions around the wellbore. It should be noted that permeability changes
are nonlinear in pressure, but we assume at this stage that permeability re-
mains constant during analysis. Variation of permeability with fluid pressure
is a possible future direction of this research. In other words, each flow anal-
ysis takes place in a domain of enhanced permeability. For flow problems in a
wellbore with radial enhancement of permeability, Equation (4.19) should be
solved.
∇2p = µctφ
k
∂p
∂t
(4.19)
Equation (4.19) is the pore pressure diffusivity equation. The derivation of
Equation (4.19) is shown in Appendix D
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Figure 4.26 shows the improvement in total production as a result of ther-
mal stimulation around the wellbore. It can be observed that the creation
of hydraulic fracture increases the productivity profusely and volumetric rock
stimulation around the wellbore within 4 feet radius improves the recovery by
an additional 16%. Figure 4.27 shows the impact of the permeability of the
stimulated zone in recovery improvement.
Figure 4.25: Geometry of reservoir and finite elements discretization of the
three domains used to simulate the gas flow.
163
Figure 4.26: Improvement in total production as a result of thermal stimula-
tion around the wellbore
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Figure 4.27: Improvement in total production as a result of thermal stimula-
tion around the wellbore for various levels of permeability enhancement.
4.9 Conclusions
 The simulation results show an improvement of the calculated total pro-
duction as a result of thermal stimulation around the wellbore. It can
be observed from Figure 4.26 that the creation of hydraulic fracture in-
creases the productivity profusely; moreover, the volumetric rock stim-
ulation around the wellbore within 4 feet radius improves the recovery
by an additional 16%.
 FEM is a robust method to predict the zone of temperature diffusion into
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reservoir rock; however, to obtain the pattern of fracture propagation in
rock, DEM is required and we investigate it in Chapter 5.
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Chapter 5
Discrete Element Simulation of Thermal
Fracturing
5.1 Introduction
Tight formations or the reservoir rocks with extremely low permeabil-
ity, make vast hydrocarbon reservoirs in the United States and worldwide.
In contrast to conventional reservoirs, production from tight formations is
only economic when such formations are hydraulically fractured. Economic
production from tight formations relies on the existence of a network of con-
nected fractures in the rock to create a more volumetric pattern of fracture.
To achieve this goal, we have proposed a novel method for fracturing rock
by thermal means, in which the rock is cooled prior to hydraulic fracturing,
leading to a reduction of effective stress and creation of thermal cracks. The
question is how much is the effective rock permeability improved by cooling
down the hot reservoir. We use the discrete element method (DEM) to obtain
a network of thermal fractures as the rock is cooled. The permeability can
then be calculated using a pore network model which is not the subject of this
work. Here we present Discrete Element Method (DEM) analysis for thermal
fracturing and show the effect of main parameters involved in the solutions
obtained from DEM, including rock stiffness.
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5.1.1 Production from Shale
The world has turned its attention to unconventional hydrocarbon
reservoirs including gas shales, oil shales, and methane-rich coal seams. Pro-
duction from such reservoirs is impossible unless the rock is fractured. To
facilitate fracturing of shale, authors [74, 76] have proposed a novel thermal
fracturing technique, whereby rock temperature in the near-wellbore zone is
reduced. Reduction of temperature leads to the development of thermal frac-
tures in the rock. The process of fracturing and finding the pattern of fractures
in rock is difficult using finite elements (FE) programs, because except for the
extended finite element method (XFEM), other FE-based codes deal with the
continuous media. These codes are incapable of handling changes in the FE
mesh, when a fracture propagates. We find that the Discrete Element Method
(DEM) is a far more suitable tool to model fracture in rock. Shale is con-
sidered as a granular material in which the particles are either cemented or
bonded by a cohesive force. The DEM package that we use in our simulations
is capable of simulating shale as a granular material in which the individual
grains are bound together. Here we present the suitability of the DEM soft-
ware “LIGGGHTS” to calculate fracture propagation patterns in a shale-like
granular material.
5.1.2 Granular Materials
A granular material is an assembly of many discrete solid elements or
particles of different sizes and possibly different chemical compositions, densi-
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ties, and shapes. More than 50% of all products sold are either in form of or
involve granular materials [22]. These particles are randomly grouped together
to form a bulk material in which particles interact with each other due to dis-
sipative collisions [249]. The collisions and energy dissipation in mechanics of
granular materials is defined by the force interactions between particles. The
stiffness of particles and the bond forces between particles play a significant
role in load transfer mechanism. Despite its significance, the mechanics of
granular materials, it is not well understood at present [47]. One of the com-
plexities arises from the fact that a granular system is composed of individual
mass points and each mass point moves independently; therefore, obtaining the
position of moving particles using continuum models is challenging. To over-
come this problem, the discrete approach is utilized for particle scale granular
flow modeling. This approach is called Discrete Element Method (DEM) [61].
The DEM is a powerful and reliable method to observe the resulting interac-
tion of particles in a solid assembly composed of particles. The physics behind
DEM simulation is Newton’s second law, and modeling the system of parti-
cles and their surrounding environment. Particles start from an initial state
of positions, velocities, and thermodynamic properties (temperature and pres-
sure). When an external load is applied to the system, the particles next to
the system boundary are subjected to this load and depending on the medium
property, they impart the load to the neighboring particles resulting in a new
position, velocity and thermodynamic properties. To obtain the new state of
particles, DEM takes the continuous governing equations of motion for particle
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displacements and rotations and converts it to a time-discretized form. The
transport law used by DEM is a force-displacement relation which describes
the particle interactions.
5.2 Discrete Element Method (DEM)
The computational method to study the behavior of molecules or par-
ticles to predict the granular material behavior is DEM. The behavior of com-
plex systems of gas, liquid or solid, when regarded as discrete medium, can be
studied over time using DEM.
5.2.1 The DEM Solver “LIGGGHTS”
We use DEM solver “LIGGGHTS” for our simulations [138]. LIGGGHTS
is an Open Source software which uses Discrete Element Method for modeling
granular material. LIGGGHTS stands for ‘LAMMPS Improved for General
Granular and Granular Heat Transfer Simulations’ and is based on LAMMPS
(‘Large Atomic and Molecular Massively Parallel Simulator’), a successful open
source Molecular Dynamics code by Sandia National Laboratories for mas-
sively parallel computing on distributed memory machines. LAMMPS is a
classical molecular dynamics solver and provides potentials for soft materials
(bio-molecules, polymers), solid-state materials (metals, semiconductors) and
coarse-grained granular materials [195].
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5.2.2 The Steps of a DEM Process
The main six steps to complete a DEM process are as follows:
 Initialization: Assign the initial configuration of particles, define geomet-
ric and material properties. The particles are defined by their position,
radius, and shape. In most cases, sphere is used to represent each parti-
cle.
 Application of forces: Calculate the forces acting on each particle. The
typical particle forces are gravity, pressure, friction caused by the contact
with other particles and the boundaries of the model.
 Force calculations: Using the above forces, compute the acceleration and
velocity of particles based on the momentum balance. When particles get
in contact with each other or the boundaries of the model, they impart
their energy to other particles in the forms of linear springs, dashpots,
and joints in the normal and tangential directions.
 Integration: At each time step, calculate the new velocity and position
of each particle. The time step size for DEM problems of rock behavior
is small and in the order of 10−8 to 10−4.
 Analysis: Compute the mechanical or thermal parameters at the end
of each time step for all particles and repeat items 2 through 5 for the
number of time steps to complete the solution time.
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 Postprocessing: Study the parameters of interest and visualize the re-
sults.
In the past, experiments were carried out to characterize the behavior of granu-
lar materials. Even though experiment provides clear insight toward material
behavior, in recent years, computational methods have replaced experiment
on granular materials with numerical simulations. Due to the possibility of
changing problem variables in a computer model, such simulations serve as an
effective tool to help researchers appreciate the behavior of granular materials.
DEM approach for granular materials was developed in 1979 by P. Cundall[61].
At about the same time, molecular dynamics(MD) was used for molecular
systems. These two methods share the same physics; therefore, many au-
thors mention them interchangeably when they refer to granular simulation.
It should be noted that the major difference between the two methods is the
contact law and inter-particle connections which are modified from the molec-
ular scale to micro and particle size scale. This modification of energy transfer
mechanism allows for simulation of larger particle sizes. Moreover, particle
bonds in DEM are able to resist: tension/compression, shear, torsion, and
bending up to a certain breakage limit. Once broken, the bond connection is
lost permanently. Particle bonds and related models can be used to model
soils, glued particles, particle breakage, crack formation in beams, etc.
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5.3 Contact Force Models
As explained earlier, the main difference between DEM and MD is the
definition of the potential function, whose derivative results in the force be-
tween particles. In contrast to MD, in DEM a contact law similar to Hooke’s
law is defined. Hooke’s law is the first order approximation of the response
of a mass-spring system to the load applied to mass. In the case of granular
materials, due to the existence of both friction and normal contact forces (see
Figure 5.1), the Hooke’s model takes a more general form to account for both
contact forces as follows:
F = (Knδnij − γnVnij)︸ ︷︷ ︸
Normal force
+ (Ktδtij − γtVtij)︸ ︷︷ ︸
Tangential force
(5.1)
The parameters in Equation (5.1) are defined as follows;
Kn: Normal stiffness
Kt: Tangential stiffness
δnij : Normal overlap distance of two particles
δtij : Tangential overlap distance of two particles
Vnij : Normal relative velocity at the contact point
Vtij : Tangential relative velocity at the contact point
γn: Viscoelastic damping constant for normal contact
γt: Viscoelastic damping constant for tangential contact
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Hooke’s law is an accurate model for solid deformation as long as the deforma-
tions are small. For large deformation problems solved in DEM, the time steps
should be small enough so that the deformations can be regarded as small and
the application of Hooke’s law is valid. We will discuss later how to choose
the appropriate time step for the problem to get stable solution. For detailed
review of contact models, the book by P¨oschel and Schwager [63] is recom-
mended. Further detail on the contact law in DEM can be found in Campbell,
1990 [46]; Zhou et al., 1999 [263]; Matuttis et al., 2000 [165]; Bertrand et al.,
2005 [28].
Figure 5.1 shows the spring-dashpot model used in DEM to define the
contact law for particles of granular medium.
Figure 5.1: Spring-dashpot model used in DEM
5.4 Model Verification
To verify the behavior of the model, we take the simplest case of a
uniaxial loading on a block of rock of size 10cm×10cm×5cm, apply a con-
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stant load of 1000 psi and compare the vertical strain of the DEM model with
the results of similar deformation obtained using solid mechanics. From solid
mechanics, we know that, if a solid prismatic bar of length L, constant cross
sectional area A and Young’s modulus E is subjected to uniaxial load P along
the length of the bar, it deforms by ∆L and the stress-strain relation in the
bar (σ − ε) can be obtained using the expression (5.2):
σ = E ε =
E ∆L
L
(5.2)
Figure 5.2 shows the reservoir (shale rock) model subjected to 1000 psi (7
Mpa) vertical stress which is used for verification purposes.
Figure 5.2: The model of uniaxial stress used for verification
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The stiffness of rock for this model is E=10 Gpa; therefore, the defor-
mation and axial strain can be obtained from Equation (5.2) as follows;
ε =
σ
E
=
7× 106
10× 109 = 0.0007 or 0.07%
We have simulated the axial loading problem in DEM for 1 second and
the results of strain in the direction of loading (z) is presented in Figure 5.3.
As shown in Figure 5.3, the strain obtained numerically is 0.135%. This DEM
result is about twice the value that we get from solid mechanics. The larger
value for DEM simulation can be attributed to the fact that, part of this
strain is created during the stage of particles compression in which the pore
volume fraction is reduced. This stage is not observed in the solid mechanics
formulation (relation (5.2)) and that exhibits another good feature of the
Discrete Element simulation.
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Figure 5.3: Comparison of the uniaxial strain (%), from DEM simulation and
solid mechanics formulation for the block of rock shown in Figure 5.2
5.4.1 Particle Interactions
When two particles are at a distance from each other, whether in con-
tact or not, they start applying attractive or repulsive forces to each other.
When in contact, the particles apply normal and tangential forces. The latter,
is known as Coulomb friction and causes shear stress. When the particles are
not in contact, another component of shear stress may be developed due to
van-der-Waals forces and it is known as cohesion. The combined effect of shear
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sliding friction and cohesion creates the shear strength of granular material.
The particles in DEM could be deformable or non-deformable. For deformable
particles in contact, the elastic surface deformation of particles causes the re-
pulsive force. Hertz theory is used to define this elastic deformation (Hertz,
1882)[108].
For non-deformable particles, Hamaker constant defines the van-der-Waals
forces[104]. Our simulations are based on deformable particles using Hertz
contact model. In our simulations, we use JKR model to bring in the effect
of cohesion as a van-der-Waals force. We introduce JKR model briefly as we
have utilized this model in our simulations. more detailed description of this
model can be found in [200].
5.4.2 JKR Model
JKR model is a cohesion model developed by Johson et al[200]. Fig-
ure 5.4 shows a spherical particle of radius r which is in contact with a flat
rigid plate and is subjected to external load P. Since the particle is deformable,
it develops the contact length a. F is the adhesion force between particle and
the plate.
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Figure 5.4: A deformable spherical particle under the external load P used for
JKR model development
Hertzian elastic model which is the base model for JKR, assumes that
the force developed between two particles is proportional to the area of over-
lap between two particles. Under this assumption, JKR model results in the
expression (5.3):
a3 =
R∗
E∗
[
fn + 3γpiR
∗ +
√
6γpiR∗fn + (3γpiR∗)2
]
(5.3)
The parameters of Equation (5.3) are:
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E∗: reduced elastic modulus
R∗: reduced radius of the particles in contact
γ: surface energy in J/m2
fn: normal force
5.5 The Impact of Time Step Size
Selection of time step size and estimate of simulation time is important
in numerical simulations. In DEM, an important parameter is the size of
particles. For a fixed size of model, as the size of particle (r) changes, both
the number of particles and energy transfer rate change. We show below
that energy transmission depends on the stiffness of a granular system. Also
Rayleigh time TR, which is the time required by the wave to propagate through
a solid body, will be shown to be proportional to the particle size (TR ∝ r). For
a 3D simulation using DEM, the number of particles is inversely proportional
to volume of particles as shown in Figure 5.5. Also volume of particle is
proportional to the cube of particle size (v∝ r3). As a result, simulation
time or numerical effort grows with 4th order with particle size (simulation
time∝ (1/r)4). This is to say that reducing the particle size to half, makes the
simulation time 16 times longer.
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Figure 5.5: The impact of particle size in the total simulation time
5.5.1 Rayleigh-Waves
The energy transfer from particle to particle takes place over the time
increments. This forces the time steps to be sufficiently small to be able to
transport energy through wave propagation. Miller and Pursey (see Ref. [125,
151]) showed that 67% of the wave energy transport in granular materials is
carried out by Rayleigh waves, 26% through shear wave or s-wave, and 7%
through p-waves. Rayleigh waves are a type of surface wave that travel near
the surface of solids. Rayleigh waves include both longitudinal and transverse
motions that decrease exponentially in amplitude as distance from the surface
increases [238]. We assume that all the energy is transmitted by Rayleigh
waves. If the solid body has the density ρ, Poisson’s ratio ν, and shear mod-
ulus G and is composed of particles of average radius R, The Rayleigh time
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can be approximated as Expression (5.4):
TR =
piR
(
ρ
G
) 1
2
0.1631ν + 0.8766
(5.4)
We use the following values in our simulations to calculate TR and limit the
time step to 0.2TR − 0.3TR to get stable solutions.
R = 0.001m
ρ = 2400 kg
m3
G = E
2(1+ν)
= 50×10
9
2(1+0.25)
= 2× 1010 N
m2
then Rayleigh time will be:
TR = 1.2× 10−6 s
we use 20%-30% of the TR value for all simulations, unless the material prop-
erties changed, in which case we used the new values for time step sizes. For
instance, for the above case, the time step that we use is 0.2TR = 3× 10−7s.
Table 5.1 shows the appropriate values for the time step size for the prob-
lem to give stable solution.
182
E (Gpa) time step size (s)
100a 1× 10−7
50 3× 10−7
5 8× 10−7
0.5 3× 10−6
0.05 8× 10−6
a Very stiff shale
Table 5.1: The appropriate time step size for stable solution for various Young’s
modulus E
Notice that these are only reference values to obtain an estimate for
the time step size and other parameters could affect these values. For very
stiff shale, the lower limit value of 1 × 10−7s is applied in our simulations.
Running simulations at this time scale is not possible on single node machines
with limited processing units. We have used the Texas Advanced Computing
Center (TACC) at The University of Texas at Austin for high performance
computing. This enabled us to run lengthy simulations in a short time. With
large step sizes, the simulation results are either not valid or leading to blow-
up. In Figure 5.6, we have demonstrated a case of blow-up and instability, in
which particles scatter due to a large time step size.
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(a) Original state of particles before load-
ing started
(b) Instability due to large time step
size, leading to failure of solution
Figure 5.6: Impact of time step size in stability of DEM solution
5.6 Model and Results
Figures 5.7, 5.8, and 5.9 show the opening of natural fractures as a
result of cooling the reservoir rock. Here we are cooling a block of rock of
size 10cm×10cm×2cm in which we have placed two natural fractures of size
5cm×0.002cm. We place 110,000 mass particles of three different radii, then
fix the boundaries against displacement and cool down the rock by 100◦C. We
run the simulation for two in-situ stresses of case 1)100 psi and case 2)1000
psi. As the rock is cooled down, the fractures open up normal to the fracture
length and their width extend from 0.02mm to 2mm for case 1. The simula-
tion for case 1, took 30 minutes on 32 processors. The cracks in case 2 open
from 0.02mm to 0.1mm and it took 6 hours on 32 processors. This difference
in simulation time is due to the requirement for equilibrium of particle move-
ments. Under larger in-situ stresses, the equilibrium condition of particles
demand smaller time steps. As we increase the in-situ stress to beyond 3000
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psi, it becomes almost impossible to get a converged solution. In case 1, some
openings also appear in the frozen rock, confirming that cooling down the rock
leads to its contraction and creation of voids. Since the rock is laterally con-
fined in reservoir, this contraction leads to the reduction of effective stress and
lowering the tensile strength of rock, hence facilitating the rock stimulation
process. Moreover, propagation of these thermal fractures enhance the per-
meability of rock and leads to improvement of hydrocarbon production from
reservoir rocks.
Figure 5.7: Initial natural fractures
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Voids open as a result of 
contraction of rock mass particles
2 mm
Figure 5.8: Opening of natural fractures as a result of freezing the reservoir
rock, at in-situ stress of 100 psi
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0.1 mm
Figure 5.9: Opening of natural fractures as a result of freezing the reservoir
rock, at in-situ stress of 1000 psi
5.7 Conclusions
 The time step required for DEM simulations depends on the stiffness of
rock and the in-situ stresses. The values presented in Table 5.1 indicate
that for an increase of the stiffness by two orders of magnitude, the time
step size decreases by one order of magnitude.
 For a certain size of simulation, as the size of particles decrease, the
computational efforts increase due to not only, a)the larger number of
particles, but also b)the smaller time step size required for stability, as
explained in Equation (5.4). As a result, simulation time or numerical
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effort grows with 4th order with particle size (simulation time∝ (1/r)4).
 Thermal fracturing enhances the permeability of rock through reduction
of the effective stress and lowering the tensile strength of rock; however
it is efficient at the small in-situ stresses. In other words, the shallower
the reservoir, the more efficient is the process of thermal fracturing.
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Chapter 6
Thermal Fracturing using Embedded
Multiple-Site Cohesive Zone Elements
6.1 Introduction
In Chapters 4 and 5 we studied the effects of temperature reduction in
the near wellbore zone. Several methods are studied to investigate the efficacy
of thermal fracturing in rock. Due to the potential shortcomings of these
methods, yet another method is proposed for thermal fracturing. In discrete
element simulation (DE), a potential problem is the simulation time which was
shown to be hours or days for a sample of 100,000 mass particles. Another
potential problem with the DE simulation is that the heat transport which is
essential to our simulation of thermal fracturing. Here we use another method
in Finite Element method to simulate the thermal fracturing in reservoir rock
using embedded multiple-site cohesive zone elements. Figure 6.1 shows the
cube model for thermal fracturing simulation of a reservoir rock.
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Figure 6.1: Thermal fracturing of shale due to freezing the reservoir rock.
We have already presented a novel method called freezfrac to create a
more ramified pattern of fracture around the wellbore. This method introduces
a thermal gradient around the wellbore by freezing the wellbore which imposes
thermal stress and causes multiple-site fractures.
Complexity and high cost of field tests motivated us to explore different
simulation approach to design a robust way to impose an effective pattern of
thermal fracture in virtual environment. Discrete element method (DEM)
was employed in our previous approach as it does not have the limitations
involved with the continuum approaches. In this approach, fracture pattern
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can be captured by incorporating a failure criterion between the particles.
However, this approach, despite its advantages, suffers from lack of accuracy
to represent the transport phenomenon and the energy balance.
In this study, we propose a physics-based continuum approach com-
bined with fracture mechanics to simulate the thermal fracturing process. Co-
hesive zone elements based on fracture mechanics laws have been incorporated
as a de-bonding criterion between continuum elements. By combining both
fracture cohesive and continuum elements, we have shown that both physics of
transport phenomenon in continuum framework as well as crack propagation
can be effectively captured in implicit integration scheme in a finite element
model. This approach allowed us to investigate the field uncertainties associ-
ated with the variation of the shale properties around the wellbore in terms
of both physical properties such as elastic modulus and heat conductivity as
well as the fracture properties of the formation due to the presence of dif-
ferent failure planes. The present quantitative approach is used to perform
global statistical sensitivity studies to investigate the robustness of the ther-
mal fracturing process with respect to the input parameters such as freezing
temperature level and the exposure time.
6.2 Methodology
For simulation of thermal fracturing using continuum models we as-
sume that a block of rock is made up of smaller cubic blocks, Figure 6.2(a).
These blocks are in touch through contact elements which possess the fracture
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properties of rock, Figure 6.2(b). Thermal stresses and deformations occur in
the blocks and load transfer between blocks is carried out by contact elements.
There are several criteria for fracture initiation and propagation. Here we fo-
cus on strain and energy criteria. In these two criteria, whenever the strain
or energy in contact elements exceeds a critical value, the contacts will fail in
shear or tension.
To obtain a critical value for deformation of blocks at contact points
which leads to fracture initiation, we use an energy approach in which when
the potential energy of contacts or springs reaches the fracture energy of rock,
fracture initiates.
(a) The Rubik’s cube model of rock
a
K
(b) Geometry and contact elements
Figure 6.2: Rock model for thermal fracture propagation simulation
The critical value of crack opening for fracture initiation can be ob-
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tained using Equations (6.1), (6.2), and (6.3) in which, K is the stiffness of
springs, a is the size of cubes, ∆ is the deformation of the space between the
two blocks, Gc is the fracture energy release rate, E, is the Young’s modulus
of rock and A is the area of each block.
The stiffness of spring can be related to the Young’s modulus using
Equation (6.1).
K =
F
∆
=
σA
∆
=
EεA
∆
=
E∆
a
A
∆
=
EA
a
(6.1)
From fracture mechanics, we know that the energy release rate is the energy
required to create a unit surface of fracture. Then, to obtain the deformation,
the energy release rate is made equal to the potential energy of springs as they
deform.
Gc =
1
2
K∆2 ⇒ ∆ =
√
2Gc
K
=
√
2Gca
EA
(6.2)
finally, the critical value of deformation is obtained from Equation (6.1) and
for the case of Shale, its value is obtained from Equation (6.3).
∆ =
√
2× 100(J/m2)× 1(m)
50× 109 × 1(m2) = 63µm (6.3)
More detailed discussion on the method and formulation of the cohesive zone
model is presented in Section 3.9.
6.2.1 Fracture Propagation Criterion
Fracture propagation criterion that we use in our simulations is the
fracture energy criterion. This requires two parameters to define the traction-
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separation plot that we explained earlier using Figure 3.9. These two parame-
ters are the maximum contact stress and the fracture energy for the two modes
of failure.
We could also use the maximum contact stress and the contact gaps
at the completion of de-bonding ∆cn as the two parameters required to define
the damage and failure criteria; however, we use the fracture energy based
criterion for the simulations that we performed in this chapter, as we have
better information on the fracture energy for shale compared to contact gaps
at the completion of de-bonding, ∆cn.
6.3 Model Verification
The method of rock fracturing simulation which is based on rock frag-
ments and contacts at the interface of fragments relies heavily upon formula-
tion of sliding and separation of fragments. The fundamental material prop-
erties used for such simulations are obtained from a load-displacement plot,
also known as traction-separation curve. To verify our CZM simulations for
rock fracturing which will be presented in Section 6.4, we show three verifi-
cation models to demonstrate the applicability of this CZM-based numerical
tool that we used in this dissertation.
The idea of cohesive zone law has been used on many engineering ap-
plication including ceramic failure, rock fracture, and rock blasting. When
the general concept is used in conjunction with a numerical tool such as fi-
nite element, the solution is always sensitive to the features of the numerical
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analysis such as discretization scheme, mesh size, time steps used, and how
stability is enforced during simulation. As a result, in general, two different
numerical methods which use CZM do not provide exact same solutions. Here
we use the finite element code ANSYS 15.0 and compare the results with the
finite element method used by Mergheim et al. [168]. They use discontinuous
elements method in which they add additional degrees of freedom at the crack
tip to make the solution independent from the mesh.
6.3.1 Verification Model 1- Tensile Mode Failure
In the first example, we use a 1mm×1mm square plate and apply a
uniform tensile stress at one end. Geometry, loading and boundary condition
of the problem are shown in Figure 6.3. The top edge is subjected to uni-
form displacement and can freely move upward. The lateral movement of the
two top corner nodes are constrained by two rollers and the bottom edge is
fully constrained against displacement in x and y directions. The material
parameters in our simulation are taken from the reference paper, which are
as follows; Young’s modulus E = 100 N/mm2, Poisson’s ratio ν = 0, tensile
strength ft = 1.0 N/mm
2, and fracture energy Gf = 0.1 N/mm which is equal
to 100 J/m2. In this example, if the fracture zone is defined along the entire
length of the domain, the propagation of fracture takes place in an instant
and the solution can not converge. To avoid this, a small seed of fracture is
placed on the left side of the fracture shown in Figure 6.3 and from there,
fracture can propagate through the domain. GI or fracture energy for the first
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mode of fracture in Figure 6.3 indicates that we assume that no shear mode of
failure occurs and all the energy imparted to the block is used to fracture the
block in tensile mode. We obtain the global load-displacement plot for pure
mode I failure and compare it against the plot obtained from the reference
paper [168]. As the tensile stress increases due to increase of upward displace-
ment on top edge, the load-displacement curve approaches a critical load which
is expected to be equal to tensile strength of rock, 1.0 N/mm2, as depicted
in Figure 6.5. Once, the displacement gets beyond the value corresponding
to the maximum load, the load-displacement plot enters a declining section in
which stiffness decreases. The decrease in stiffness is due to the ongoing bond
breakage at the contact zone as the vertical displacement increases. The first
part of the plot is in perfect agreement with the reference plot; however, the
second portion deviates from the reference plot. This difference is attributed
to the behavior of the cohesive zone beyond the damage initiation phase, i.e.,
when the contacts start to break under stress. Another factor that causes the
deviation of our result from the reference result is the additional nodes which
are used in the formulation of discontinuous elements defined by Mergheim et
al. [168]. Notice that, in Figure 6.4 the contact stress will be maximum (here
1.0 N/mm2) when the fracture is about to open and once the fracture opens,
the contact stress drops to zero.
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GI
Figure 6.3: Geometry, loading and boundary condition of the problem. Di-
mensions are in (mm)
Figure 6.4 shows the distribution of the stress normal to the fracture
face.
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Maximum Tensile Stress
at fracture face: 1 Mpa
Figure 6.4: Maximum stress of contact point at failure
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Figure 6.5: Verification of the CZM model used in this dissertation
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6.3.2 Verification Model 2- Three Point Bending Mode Failure
The second model we have used for verification of the CZM model is a
three-point bending beam. The geometry of the model is a 3mm×10mm beam
which is simply supported at the ends and is subjected to a displacement at
the center of the top edge. Material parameters used for this model are as
follows; Young’s modulus E = 100 N/mm2, Poisson’s ratio ν = 0, tensile
strength ft = 0.5 N/mm
2, and fracture energy Gf = 0.01 N/mm which is
equal to 100 J/m2. The shear stiffness is set to a large value so that the beam
breaks under pure tensile mode as a result of bending load. The geometry,
loading, and boundary conditions are shown in Figure 6.6.
Figure 6.6: Geometry, loading and boundary condition of the problem. Di-
mensions are in (mm)
Figure 6.7 shows the onset of fracture initiation in which the lowest
point in the bottom center of the beam has just undergone a maximum dis-
placement of 0.3 mm and started to break. The elements of material above
this point in the middle of the beam have not broken yet and resist tensile
stress. They break once the displacement at those points get to 0.3 mm. In
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this example our intension is not obtaining the fracture propagation pattern;
rather it is to compare the two patterns of the CZM using two FEM codes
with different formulation.
Maximum displacement 
at failure= 0.3 mm
Figure 6.7: Maximum displacement of contact point at failure
The pattern of CZM that we obtained is shown in Figure 6.8. With
similar geometry, loading, and boundary conditions, we use a finer mesh than
the one used in the reference model and our result shows a maximum load
which is slightly lower than the reference result. The difference between the
two results can be attributed to the different mesh sizes in the two models. The
failure criterion used in both models depends only on the maximum principal
stress in the element ahead of the fracture tip; as a result, the larger elements
of the coarse mesh fail later. Comparing our result with the reference results,
it can be seen that the general trends are in good agreement. This confirms
the applicability of the CZM model that we used for rock fracturing purposes.
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The CZM is a fracture mechanics tool to model cohesive cracks using tensile
and shear bonds failure at the interface of the two material fragments; in other
words, the discontinuity is explicitly introduced into the continuous domain
of problem without having to deal with changes in mesh pattern and number
of elements in the model. This is the main advantage of using this method
and also makes the CZM a useful method to model inelastic material behavior
using a discrete constitutive law, applied at the interface.
0 0.1 0.2 0.3 0.4
0
0.1
0.2
0.3
0.4
0.5
0.6
Displacement (mm)
Lo
ad
 (N
)
 
 
CZM (Discontinuous Elements)
CZM (ANSYS)
Figure 6.8: Verification of the CZM model used in this dissertation
6.3.3 Verification Model 3- Wellbore break down
The third example we use here to verify the failure mechanism of the
CZM model is the wellbore stability problem. From linear elastic analysis,
the break down pressure as a function of the wellbore pressure pw, maximum
horizontal stress SHmax, and minimum horizontal stress Shmin can be calculated
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using Equation (6.4);
Pb = 3SHmax − Shmin − pw (6.4)
Pb and pw in Equation (6.4) are the break down pressure and the drilling fluid
pressure which are shown in Figure 6.10. Break down pressure is minimum
hoop stress at the wellbore wall. When break down pressure exceeds the
tensile strength of rock, tensile failure occurs. In this section we wish to use
the CZM capability of our finite element tool to test the applicability of this
model for obtaining the value of break down pressure which is a tensile mode
failure in the wellbore wall. We show that our model is capable of showing the
value of break down pressure in addition to providing the extent of fracture
propagation; a value that can not be obtained using classic finite element
models.
Figure 6.9 (left) shows the geometry and Figure 6.9 (right) shows the
mesh and fragments of rock used in our input file. Contact elements are placed
at the interface of each two fragments, then each fragment is filled with nine
elements. A zone of 10 feet around the wellbore is assigned fragments and
contact elements.
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Rock fragment
Rock element
Figure 6.9: Geometry (left) and the mesh elements and fragments of rock
(right)
The wellbore pressure of 10,000 psi is applied and the in-situ stresses
of SHmax = 3, 000 psi and Shmin = 1, 000 psi are used. Figure 6.10 shows the
break down and breakout pressure in the near wellbore zone in terms of in situ
stresses and wellbore pressure.
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Figure 6.10: Break down and breakout pressures in terms of the in-situ stress
and wellbore pressure
The analytical break down pressure can be calculated using Equa-
tion (6.4) and is equal to 10,000 (psi);
Pb = 3× 1, 000− 3, 000− 10, 000 = −10, 000 (psi), and tensile
In Figure 6.11, the numerical value of the break down pressure is obtained as
9,974 (psi), which is in good agreement with the analytical value. It should
be noted that, the finite element simulation using CZM, can reveal the zones
in which smaller cracks are developed. These zones are indicated as tension
cracks zones in Figure 6.11. More over, the CZM model can predict the extent
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of the fracture propagation which is not possible in classic finite element. As
a result, we use the CZM feature implemented in the finite element package
ANSYS for thermal fracturing purposes to obtain the extent and the pattern
of thermal fractures.
Break downTension cracks
Figure 6.11: Verification of the wellbore break down pressure using CZM
model.
6.4 CZM Simulation Results
Here we present the results of thermal fracture analysis using CZM/-
DEM. We are interested in studying the effect of in-situ stress in creation and
propagation of thermal fractures; therefore, we perform fracturing analysis for
three cases of different in-situ stresses. The values of maximum and minimum
horizontal stress for these three cases are shown in Figure 6.12(a1, a2, and a3).
Stress anisotropy or stress ratio of 3 is used for all three cases. Geometry of the
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model is shown in Figure 6.9, wellbore radius is taken as 6 in and reservoir size
is 30mx30m. Our studies in Chapter 4 showed that the zone of heat transfer
around wellbore was 3-10 ft; therefore, we limit our mesh refinement to a 10
feet zone around wellbore. This saves a lot of computational efforts in this
coupled thermo-mechanical (TM) problem which is also nonlinear due to the
presence of contact elements at the interface of rock fragments. The analysis
type is a 2D plane strain. Reservoir rock is subjected to two different load-
ings, thermal and mechanical. Thermal loading is the cooling process which
takes place at the wellbore. Initially everywhere in the domain is at 100◦C
temperature and the wellbore temperature is then set to 0◦C. Heat transfer is
performed and the solution of temperature distribution field is mapped to the
structural mesh. In structural problem we apply the mechanical load which
is the in-situ stress. This problem is solved for a cased wellbore where we
have steel casing in the wellbore; therefore, deformations at the wellbore is
negligible.
Material parameters used for these three cases are as follows; Young’s
modulus E = 100GPa, Poisson’s ratio ν = 0.25, tensile strength ft = 100 psi
or 0.7 MPa, and fracture energy Gf = 0.01 N/mm which is equal to 100 J/m
2.
We use a random function to generate random material properties for fracture
energy of rock fragments. Fracture energy of shale is in the range of 50-100
J/m2; therefore we generate values in this range for all elements of the finite
element model.
We are interested in the pattern of thermal fracture in these analyses.
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The pattern of fracture for the three cases are shown in Figure 6.12 (c1, c2,
and c3) and the total deformation of rock for the three cases are shown in
Figure 6.12 (b1, b2, and b3). In Chapter 5 we observed that in spite of the
nature of DEM which is capable of providing opening in domain of problem
when subjected to thermal load, obtaining the pattern of fracture was not
readily available for two reasons. These are 1) long computation time for large
scale problems and 2) heat transfer or other physics can not be defined at
particle level and the only way to introduce heat transfer is through a force
displacement between particles. The disadvantage of this method of introduc-
ing heat transfer is that it does not take the energy balance into consideration
in defining a governing equation for heat transfer between particles.
In Figure 6.12, as we go from case 1 to 2 and 3, The pattern of fracture
becomes more ramified. This is because the in-situ stress decreases from case
1 to 3 and it is easier for rock to fracture when compressive stress is smaller
(case c3). Also the effect of stress anisotropy can be observed in Figure 6.12.
Thermal fractures show an up-down trend depicted by blue in the Figure 6.12
(c1, c2, and c3). The value of opening varies along the gaps shown in Figure 6.12
and the maximum values of gaps in our analyses are 0.0001 mm, 0.02 mm, and
0.1 mm respectively for cases (c1, c2, and c3).
Obtaining enhanced permeability due to thermal fracturing has not
been the topic of this dissertation. One of the future directions of this work is
to obtain the effect of permeability changes as thermal shocks create pathways
in rocks. Even a small gap in tight formations has a significant impact of con-
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ductivity of such formation to gas flow. The values of gaps we obtained from
CZM simulation indicate that thermal fracturing has the potential to improve
the recovery in tight formations. It should be noted that thermal fractures
propagate a short distance from the source of cooling, but as soon as initial
fractures open, fluid penetrates into these opening and further propagation
continues. All of these investigations are the future directions of this work.
6.5 Conclusions
 Application of the CZM in classic finite element method is investigated
in this chapter. Our simulation results show that thermal fracturing
can be simulated using embedded multiple-site CZM. The efficacy of
thermal fracturing in opening seeds of fracture in rock, is a function
of temperature reduction in reservoir and the in-situ stresses which are
related to the depth of reservoir pay zone in which rock fracturing and
matrix stimulation is carried out.
 The fast computation time for such analyses compared to molecular dy-
namics analysis in LAMMPS is one of the key factors to utilize CZM/-
DEM method in this research, (the discussion on simulation times are
presented in Section 7.6.1). Besides, the material nonlinearity and con-
stitutive law for rock is another decision parameter which makes CZM/-
DEM a favorable method for rock fracture analysis.
 Another advantage of using CZM is that the two modes of failure; tensile
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and shear can be taken into account in analysis, using two independent
traction-separation properties associated with these two modes. Using
this feature, we can investigate whether the mode of failure is tensile-
dominant or shear-dominant.
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Chapter 7
Comparison of Numerical Methods for Rock
Fracturing
7.1 Introduction
Rapid depletion of hydrocarbons in conventional reservoirs and the
availability of abundant oil and gas resources in unconventional forms demand
new technology to economically produce these energy resources. From explo-
ration to consumption of hydrocarbons, a great number of complex physical,
chemical, mechanical, electrical, and thermal phenomena occurs in reservoir
from the rock to surface facilities. In addition to good rock samples and cores
which could represent the reservoir rock for laboratory experiments, numerical
tools should always be used to provide predictive capability of reservoir rock
and fluid behavior. A great number of numerical methods have been devel-
oped and used over the past decades for rock mechanics problems. In this
research the main focus is on thermal fracturing, heat transfer in rock, flow in
porous media and stress-deformation analysis. Numerical methods solve the
governing equations at discrete nodal points rather than in the entire domain
of the problem. Based on the discretization method used in a numerical tool
and the formulation of the method, numerical tools can handle certain prob-
lems more appropriately than others. For example, for certain loads such as
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dynamic load, an explicit scheme would yield better results. For very high
resolution numerical method, i.e., high level of domain discretization or to
capture phenomenon that occurs in a fraction of second, massive calculations
are required. This was not possible until recently. With the advent of high
performance computational resources (HPC), a significant progress in numer-
ical simulation of geomechanics has been achieved. HPC has advanced other
branches of science such as engineering mechanics and materials science. This
chapter reviews numerical tools available to rock mechanics studies in the oil
and gas industry. Besides, this chapter lists the basics, assumptions and limita-
tions of these methods. We compare a list of numerical tools available for rock
fracturing and discuss the limitations of each tool and finally the best tool in
terms of our application of fracturing tight formations, is recommended based
on the results from the literature and the ones investigated in this dissertation.
This dissertation covers two areas. These are 1) volumetric rock stim-
ulation in Chapter 2 and 2) fracture mechanics and numerical simulations in
Chapters 3, 4, 5, and 6. The literature review for the first study is done in
Chapter 2 and for the second study is performed in this chapter.
7.2 Why Is It Important?
Over the past decades, numerical tools have been used extensively to
provide solution to geomechanics and rock mechanics problems. Poro-elastic
analysis started with the problem of consolidation by Terzaghi [239] and later
was solved in many research wroks including [66, 89, 101, 164, 210, 214, 261].
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The concept of consolidation and compaction of rock was then used for surface
subsidence in the oil and gas industry [40, 66, 86, 89]. Numerical tools have
also been used for rock fracturing [62, 80, 105, 184, 234], thermal fracturing of
rock [74, 76], dynamic fracture mechanics [49], high strain testing [36, 116, 262],
discrete element analysis of rock failure [75], rock damage analysis using finite
elements [73], combined FEM/DEM analysis [79, 161, 175], wave propagation
in rock [50, 145], Acoustic emission in rock masses [106] , and heat transfer
and flow in shale [76]. These methods will be classified and explained in the
next sections based on their approach, assumptions, and capabilities of solving
rock fracturing problems.
7.3 Continuum Methods
Continuum mechanics studies the physics of continuous materials. Con-
tinuum methods of solving the partial differential equation (PDE) of the gov-
erning physics of problems are used to solve a wide class of problems in solid
mechanics and fluid mechanics. In these problems, the material domain is
a continuum in time and space. Continuum methods of solving the PDE of
a problem uses a linear or higher order approximation of the time or space
derivatives of state variables in the entire domain and solve a system of linear
algebraic equations instead of a system of differential equations. The contin-
uum methods encompass finite difference method, boundary element method,
finite element method, spectral element method, and finite volume method.
There are many text books available for in depth description of these methods.
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Here we explain them briefly to set the scene for comparison of these methods
based on the available literature and the results obtained in this research.
7.3.1 Finite Difference Method
Solving problems of mathematical physics using finite difference method
(FDM) dates back to the fundamental theoretical paper by Courant et al. [59]
in which an approximate solution by means of the five-spot approximation of
Laplace’s equation was introduced. Error bounds for finite difference approxi-
mations was first derived by Gerschgorin [90]. Approximation of derivatives in
FDM is simple and does not require interpolation functions. This makes FDM
an easy method to apply to two and three dimensional problems; however,
for problems with a complex boundary, heterogeneous material properties and
complex geometry, such as fracture mechanics problems, conventional FDM
is incapable of providing a solution. To get around the regular mesh in con-
ventional FDM, other methods such as finite volume method (FVM) have
been developed which will be explained in the next section. In rock mechan-
ics finite difference is used where the domain of the problem has a simple
geometry, for example in imaging electromagnetic data for cross-hole mea-
surements [78, 113, 251] or to determine hydraulic conductivity of rock [147].
A Generalized Finite Difference Method (GFDM) which is a meshless method
is derived from the conventional FDM to overcome the discretization problem
for complex domain geometries [153, 154]. Despite many inherent constraints
with FDM, it has been widely used in solving engineering problems. Many
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methods such as discrete element method and molecular dynamics are de-
veloped based on the main concept of the FDM. FDM in Chapter 2 of this
research is used to solve the rock damage partial differential equation.
7.3.2 Finite Volume Method
Finite volume method (FVM) is another way of converting the govern-
ing partial differential equation to algebraic equations, and it can be regarded
as an extension to FDM [148, 241]. Unlike conventional FDM, the FVM uses
an unstructured mesh. FDM is based on a discretization of the differential
form of the conservation equation, but FVM is based on a discretization of the
integral form of the conservation equation. Volume integrals in this method,
which contain divergence terms are converted to surface integrals using the
divergence theorem. In FVM, 1) the domain is discretized as control volumes
(CVs) and 2) the integral forms of the conservation equations are discretized on
the CVs. The CVs should not overlap so that it guarantees that the discretiza-
tion is conservative locally and globally; in other words, mass, momentum and
energy are locally conserved in a discrete sense over each CV. When the dis-
crete equations are summed over all CVs, the global conservation equation
is retrieved. Finally, 3) the resultant discrete integral equations are solved.
FVM in this research is not used; however for the sake of providing a list of
numerical methods that could be used in rock fracturing simulations, the FVM
is included in this section.
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7.3.3 Boundary Element Method
Boundary Element Method (BEM) is another numerical method of
solving the linear conservation equation or the PDE of the governing physics
of a problem. The full emergence of the numerical technique known as the
boundary element method occurred in the late 1970s [51]. This method has
gained popularity over the recent decades. In this method the PDE is formu-
lated as integral equation over the domain of the problem. This is called the
boundary integral form which serves as the equation to obtain a weak solution
at global level. BEM can be applied in many areas of engineering including
fluid mechanics and fracture mechanics. BEM formulation is well suited for
analysis of cracks in solids [5]. Some of the advantages of the BEM are: 1)
The boundary is discretized instead of the entire domain, so for a 2D problem,
discretization is performed along 1D segments and for a volumetric domain,
the discretization is performed over 2D surfaces. This reduced dimensional-
ity results in smaller linear systems, less computer memory requirements, and
more efficient computations. This effect is most pronounced when the domain
is unbounded [51]. 2) Simple and accurate modeling of problems involving
infinite and semi-infinite domains. 3) Simplified treatment of symmetrical
problems (no discretization needed in the plane of symmetry). Some of the
disadvantages of the BEM are: 1) Unlike finite element method, the discretiza-
tion matrix is non-symmetric and fully populated. 2) It is not applicapable
for non-linear and inhomogeneous problems [98, 186, 211, 244, 255]. 3) Prac-
tical application is very limited, recent, and not so well known as FEM among
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researchers.
BEM development tries to overcome some of the limitations of the con-
ventional BEM. Some recent advances are: The Boundary Contour Method
(BCM) [178] which aims at further reducing the computational model dimen-
sions; Galerkin Boundary Element Method (GBEM) [32, 163] which tries to
solve non-linear problems by introducing the variational formulation of the
BEM; mesh-free BEM [156, 181] is developed to overcome the current draw-
backs of BEM when creating boundary elements.
In conclusion, even though BEM seems to be advancing rapidly, it is
not yet fully capable of dealing with heterogeneity, material non-linearity, and
damage evolution during loading. These shortcomings of the BEM, FVM, and
FDM make many researchers use finite element tools as the numerical tool of
choice to solve engineering problems.
7.3.4 Finite Element Method
Finite Element Method (FEM) is another technique for finding approx-
imate solution to boundary value problems. It uses variational methods to
minimize an error function and produce a stable solution. The first attempts
to use finite element analysis were for solving complex elasticity problems in
civil and aeronautical engineering. The development of the FEM dates back
to 1941 and the works of A. Hrennikoff [115] and R. Courant [58]. The real
impetus for the FEM was the developments of J. H. Argyris with co-workers
at the University of Stuttgart in 1960s. In 1970s, R. W. Clough [55] with co-
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workers at UC Berkeley made the finite element program SAP IV [82] widely
available. Later, a rigorous mathematical basis to the finite element method
was published in 1970 by G. Strang and Fix [224]. Nowadays, FE has become
the most widely used computational tool in engineering and scientific research
including rock engineering, geomechanics, and the oil and gas industry prob-
lems [122]. The FEM offers great flexibility in dealing with non-linearities
(material, contact, and geometry), material heterogeneity, complex geometry
and boundary conditions. For certain applications in rock mechanics such as
jointed rock analysis and interaction between rock fragments, joint elements
are developed within FEM [81, 96, 133, 162]. There are several methods based
on FEM which are developed to overcome some of the limitations of the conven-
tional FEM. These are mesh-free method, Extended Finite Element Method
(XFEM), Spectral Element Method (SEM), etc. Mesh-free methods are de-
veloped to overcome re-meshing in the problems of large deformation where
the mesh configuration changes drastically from one time step to the next.
Mesh-free method is also useful where the material can move around such as
problems of computational fluid dynamics. SEM uses a high degree piecewise
polynomial basis functions leading to very high order of accuracy. FEM ceases
to provide a solution where the mesh configuration changes due to rupture in
material such as in fracture mechanics problems.
To deal with fracture problems, conventional FEM uses one of the two
approaches: 1) damage and degradation of material properties; 2) cohesive
zone modeling (CZM). In material degradation approach, the stiffness of ma-
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terial is reduced to a small value as damage level and material softening in-
creases. Some FE codes, have a feature to remove properties of the elements
which have undergone excessive damage. This feature is not the best solution
for material softening issue, as the problem becomes unstable with the release
and redistribution of load when a zone of soft material is suddenly introduced
within the domain of problem. The theory of degradation of material proper-
ties is based on damage evolution in materials which we studied in Chapter 2.
The results from our analysis could be used in simulation of material failure
in Continuum Damage Mechanics (CDM) approach. CDM has been widely
used for fracture studies in brittle materials [34, 39, 140]. The development of
the second approach, i.e., cohesive zone modeling, dates back to the works of
Hillerborg et al. and Belytschko et al. in 1976 [24, 110].
In CZM, the rupture zones or the zones in which failure occurs are
locally assigned certain contact elements with sliding and separation proper-
ties [1, 53, 54]. CZM has a solid physical background and has been exten-
sively used in simulation of brittle rock fracturing, discrete rock fragmenta-
tion for mining applications, and fracture propagation in concrete and ceram-
ics [29, 45, 72, 132, 149, 172, 177, 194, 204, 240, 250, 254, 257, 259].
It is known from fracture mechanics that stress at the crack tip has a
square root singularity; therefore, any finite element tool for fracturing sim-
ulation has to be equipped with a re-meshing algorithm to eliminate stress
singularity [250]. One problem with re-meshing is an increase in calculation
efforts as a result of the changes in the stiffness matrix size [30, 31, 171, 243].
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Besides, the solution of each variable (degree of freedom) should be mapped
onto the new mesh which itself requires a complicated algorithm. The contin-
uum nature of the finite element analysis makes the classic FEM an unsuitable
tool for simulating fracture propagation [121, 122]. To get over this shortcom-
ing of FEM, recently a couple of methods have been developed for simulation
of fracture in a continuum domain. Two of the most famous extensions of the
finite element analysis are 1) Extended Finite Element Method (XFEM) and
2) Mesh-free Method which are explained in the next sections to enable the
comparison of numerical tools for rock fracture mechanics.
Another shortcoming of FEM is numerical and element locking in the
finite element approximation of certain physical problems [6, 52, 232, 233].
Locking is a phenomenon associated with the numerical approximation of
certain problems whose mathematical formulations involve a parameter de-
pendence [12]. For example in elasticity, for Poisson’s ratio ν close to 0.5
(i.e., nearly incompressible material) the convergence rate for displacement
for practical ranges of discretization is low. The solution for locking effect is
available in mathematics literature [37]. For example, changing the discretiza-
tion scheme is one solution to this problem.
Some of the advantages of the FEM are: 1) Complicated geometries and
boundaries can be handled with relative ease; while FDM is restricted to rect-
angular shapes; 2) implementation is very easy, and 3) FEM can be easily used
to obtain the forward solution of the inverse problems constrained by PDEs,
where the adjoint operator requires discretization and the forward solution. In
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general, FEM is the method of choice for solid mechanics, heat transfer, elec-
tromagnetism, and other problems, where mesh configuration does not change
much. Computational fluid mechanics (CFD) problems are easier to handle
by FDM and FVM.
In Chapter 6 we presented the capabilities of the CZM when used in
conjunction with the classic FEM. We will show that CZM is the method of
choice in the simulation of rock thermal fracturing based on our numerical
investigations in this dissertation and other available research works. The
theory behind this method is explained in detail in Sections 3.8 and 3.9.
To introduce heterogeneity of reservoir rock we use a normal distri-
bution of material properties for both reservoir rock and contact elements at
fracture zones. Similar assignment of heterogeneous properties has been per-
formed for fracture propagation in rock under static and dynamic loads [27,
67, 152, 199, 235, 264].
FEM in this research is used for heat transfer, flow in porous media,
rock damage, and stress deformation in Chapter 4. It is also used to obtain
the pattern of thermal fractures around a wellbore using cohesive elements in
Chapter 6.
7.3.4.1 Extended Finite Element Method
The extended finite element method (XFEM) is a numerical method
based on the classic finite element method and the Partition of Unity Method [11]
which allows for using a priori knowledge about the final solution into the
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approximation space of the numerical solution. It extends the classic finite
element method by enriching the solution space using discontinuous functions.
The discontinuous Heaviside and asymptotic functions are used in the XFEM
formulation to deal with the discontinuity and singularity problems. The idea
behind XFEM was introduced in 1999 by Ted Belytschko et al. [170] to get
over the shortcoming of the classical finite element method in dealing with dis-
continuous domains. The XFEM has proven to be an efficient numerical tool
for simulation of fracture propagation and has been used extensively to model
the propagation of discontinuities such as cracks and separation of material
interfaces in solids. Compared to the classic FEM, XFEM provides significant
benefits in the numerical modeling of crack propagation. The main advan-
tage of using XFEM is that the finite element mesh has to conform to crack
boundaries to account for geometric discontinuity; therefore, the original mesh
does not require regeneration as the crack propagation goes on. This allows a
simulation of fracture propagation with a single mesh which is easily created
at the beginning of simulation. This enhancement has successfully been uti-
lized in the simulations of dynamic crack propagation and three-dimensional
cracking [8, 10, 189, 198, 205, 228]. XFEM introduces new degrees of freedom
(DOF) associated with the nodes of elements intersected by the crack geom-
etry. In the original implementation of XFEM, discontinuous basis functions
were added to standard polynomial basis functions for nodes of elements in-
tersected by the crack geometry. These special functions in combination with
special functions for discontinuities enabled accurate modeling of cracks. In
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classical finite element formulation, a crack must conform to the sides of the
finite element mesh; in other words, a crack propagation path is limited to the
boundaries of each element. In contrast, in the XFEM, a crack can propagate
through an element via a displacement approximation, i.e., a function that is
discontinuous across a crack is added to the displacement approximation to
model the presence of a crack. This allows for crack growth without re-meshing
requirements. The displacement approximation for crack modeling in XFEM
formulation takes the form of Equation (7.1) [170]:
uh(x) =
n∑
i=1
Ni(x)
ui + H(x)ai︸ ︷︷ ︸
only Heaviside nodes
+
4∑
α=1
Fα(x)biα︸ ︷︷ ︸
only crack-tip nodes
 (7.1)
where n is the number of nodes in the mesh, Ni(x) is the shape function of
node i , ui are the classical DOFs of node i, and ai and biα are the DOFs
associated with the Heaviside step function H(x) and the crack-tip functions
Fα(x), respectively. The discontinuous function H(x) takes on the value +1
above the crack and -1 below the crack. The crack-tip functions Fα(x) pro-
vide improved accuracy and are required if the crack-tip terminates inside an
element. These functions are:
[Fα(r, θ), α = 1− 4] =
[√
rsin
θ
2
,
√
rcos
θ
2
,
√
rsin
θ
2
sinθ,
√
rcos
θ
2
sinθ
]
(7.2)
where r, θ are local polar coordinates defined at the crack tip.
Figure 7.1 shows a part of a mesh and the enriched nodes in the XFEM.
The circled nodes are the nodes which are given two additional DOFS (total
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4 DOFs per node), whereas the nodes marked with a square are enriched
by eight more DOFs (total 10 DOFs per node). To compute the element
stiffness matrix, the elements that are intersected by the crack geometry are
divided into subelements for numerical integration. Here we briefly described
the concept of XFEM formulation to show how this extension to FEM can
overcome a discontinuity problem in a domain. XFEM has been successfully
used in many areas of rock mechanics including transient problems of rock fail-
ure and dynamic fracture analysis [48, 206], and investigation of fracture path
through the elements of mesh in a quasi-brittle materials [168, 227]. Recent
developments in the XFEM formulation in the past decade include addition of
cohesive zone elements [9, 10, 23, 26], explicit formulation [166, 167], taking
material anisotropy into fracture simulation [7, 8], and introducing contact
surfaces at the fracture walls [136, 207]. The finite element commercial code
ABAQUS [109] contains the first implementation of XFEM. Further details
on the enriched nodes and the implementation of the XFEM can be found
in [170, 226].
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Figure 7.1: Enriched nodes in XFEM. Nodes with two additional DOFs (cir-
cles). Nodes with eight additional DOFs (squares), adapted from [94].
In spite of advances in development of the XFEM-based codes in dealing
with discontinuities [84], there are still a number of challenging problems. One
of the problems is that the global stiffness matrix may become singular, if crack
truncates a very small part of the element [192].
The main problem with XFEM formulation is that the propagating
fracture is arrested when it gets to existing fractures i.e., the fracture tip
stresses are not known at the intersection of the two fractures. The other
current shortcoming of XFEM is that once a fracture opens, fluid pressure
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should be applied to the new fracture faces. This feature is not included in
commercial XFEM-based codes. Only recently it has been incorporated into
ABAQUS. The implementation of XFEM to benefit from the mesh indepen-
dency of this numerical method in available commercial codes is not always
straight forward, because additional degrees of freedom are introduced which
require careful handling during the formation of the stiffness matrix [223]. Fi-
nally, XFEM suffers from ill-conditioned stiffness matrix, when higher order
trial functions are used [225]. The problems mentioned here limit our choices
in using a well established numerical tool for fracture propagation. There are
discrete element based methods which allow for explicitly including fractures
without having to regenerate the mesh. These methods will be explained later
in this chapter.
7.3.4.2 Meshfree Method
Meshfree methods (MFM) are the numerical methods in which a mesh
is not required to connect the data points in the problem domain. In the
numerical methods we have reviewed so far including FDM, FEM, and FVM,
the domain is discretized by a mesh and a number of nodes with certain coor-
dinates at which the state variables or the degree of freedoms are calculated.
Each node is connected to a number of neighboring points and these con-
nections are used to define operators such as gradients of the state variables,
which appear in the partial differential equation governing the problem. In
large deformation problems, fracture mechanics, and fluid dynamics where the
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deformation of material points is large, the connectivity of neighboring points
is difficult to maintain without introducing error in solution. If the elements
get highly distorted due to large deformation, the differential operators defined
on them yield erroneous results. One way to eliminate this problem is to use
smaller time steps so that deformation during each time step is small. This
results in long calculation times which should be avoided whenever possible.
MFM is a useful technic in cases where creation of or dealing with mesh is
not easy. For instance, problem of creating a mesh for a complex 3D object,
and problems with material nonlinearity or discontinuities such as voids and
fractures.
There are various forms of MFM [25, 180] such as: Smooth Particle
Hydrodynamics (SPH), the oldest of the meshless methods by Gingold and
Monaghan [95] which Monaghan and Randles [173, 201] later provided the
notion of kernel approximation for solving a PDE using this method.
7.4 Discontinuous Methods
The problems associated with the discontinuity of the domain during
fracture propagation have led to the discrete element-based numerical tool for
crack propagation problems [60]. The main idea of the discrete element simu-
lation is that the domain is treated as an assemblage of solid and deformable
fragments, which are in contact with each other using the normal and shear
stresses at the interface of each two fragments/blocks. If the fragments are
mass particles, this discrete method is also called the particle method. DEM
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is referred only to the case where the separate masses have actual dimensions
so they can be regarded as blocks or fragments. Therefore, the particle method
is an special case of DEM. In both cases, the equation of force-displacement
is solved, but in DEM in general, the fragments could be considered as de-
formable objects or domains in which another governing physics could be
solved. For example, if heat transport is a physics of interest in a simula-
tion and the available tool is the particle method we used in Chapter 5, the
only option is to use thermal properties of the material in the spring or the
connecting link between the fragments. In our thermal fracturing problem, we
are interested in thermal expansion/contraction of a solid body in 3D for which
the 1D spring element is not enough to represent the information contained in
a heat transfer PDE, such as the boundary condition, material properties and
the heat transport law. All the information that could be given to a spring is
that the temperatures at end-nodes be related, and a failure criterion could be
assigned to springs which could be something like the spring breaks beyond a
certain elongation value.
7.4.1 Discrete Element Method (DEM)
DEM has been extensively used in rock engineering problems such as
underground excavation [146, 220, 221, 255], development of the constitutive
models for rock fracturing [123, 124, 169], dynamic analysis of rocks [43], and
propagation of wave in fractured rocks [50, 145, 256]. Our discussion above
was about the domain of the problem to be either discrete or continuous.
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Another aspect of a problem is the fact that material properties could be
discrete or continuous. For example, in a problem of flow in porous media,
the medium may contain discrete fractures or zones of higher permeability. In
such problems, in general, the concept of the Effective Medium Theory (EMT)
can be used, in which, an effective property is assigned to the entire domain of
the problem. This approach is called smeared representation of the medium.
Smeared vs discrete representation of a medium is discussed in the following
section.
7.4.1.1 Smeared vs. Discrete
To represent the effect of fractures in a medium, there are two general
approaches; smeared and discrete representation. In the smeared modeling
of fractures in rock, the lumped effect of fractures are taken into account in
obtaining the material properties of a fractured medium [203]. This method
is similar to material degradation model in which an equivalent continuum
zone of lower stiffness replaces the fractured medium. The smeared approach
has been widely used in fracture of concrete beams an columns under seismic
load, rock under thermo-mechanical loading, and rock failure under high strain
and impact loading [2, 4, 237]. Since the smeared approach works with an
equivalent domain having the properties of fractures, it avoids re-meshing and
adding nodes to the mesh. This speeds up the numerical calculations; however
it is not an effective approach when an explicit representation of fractures is
required. For instance, fracture propagation can not be studied using the
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smeared approach.
7.4.2 Molecular Dynamics
We used LIGGGHTS and LAMMPS as the numerical simulation tools
for thermal fracturing in Chapter 5. These are both open source codes dis-
tributed by Sandia National Laboratories, a US Department of Energy labora-
tory, under the terms of the GPL. LAMMPS is a classical molecular dynamics
code, and an acronym for Large-scale Atomic/Molecular Massively Parallel
Simulator. LAMMPS can be used to simulate solid or soft materials such as
rock, metals, or polymers. It can be used to model coarse-grained or meso-
scopic systems such as rock or concrete. LAMMPS uses a number of mass
particles to represent the solid body and springs to represent the inter-granular
and cohesive force between rock fragments. It requires the position and veloc-
ity of mass particles as initial condition and at each time step it uses a failure
law such as maximum elongation of springs at failure to break the bonds and
obtain the new position and velocity of particles. Fluid pressure can be added
to classic LAMMPS to incorporate the effect of pore pressure in total stress
of rock matrix; however, this has not been the objective of this research and
is not carried out in this dissertation.
7.4.2.1 Advantages of DEM
Both LAMMPS and LIGGGHTS run on single processors or in parallel
using a spatial-decomposition of the simulation domain. The code is written in
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C++ and is designed to be extended or modified easily by the user. The input
file is easy to create. With a single command the appropriate potential function
for the material simulated can be used through the input file. The biggest
challenge in using particle methods as DEM is the computation time. Except
for very small simulation domains with a few thousand particles, the runs
always require a large amount of computational resources. For this research
we used the resources available at the Texas Advanced Computing Center
(TACC) at the University of Texas at Austin.
7.5 Coupled Continuum-Discontinuum Methods
We would now look into another method which is based on coupling
techniques to conclude which numerical technique is the most appropriate for
fracturing simulations. The coupling technique, which we discuss here is not
based on coupling the physics which are governing the problem, rather it is
based on coupling two different form of problem domain. These are continuum
domain of rock blocks/fragments as we use in FEM, and the discrete domain
by introducing the contact elements at the interface of each two fragments.
We wrap up this chapter with a comparison table for numerical techniques we
used in this dissertation.
As we discussed in Section 7.3.4 the main challenge in using FEM for
fracturing problems is that with fracture creation, the domain of the problem
becomes discontinuous and the compatibility of strains which is fundamental to
FEM will not be valid anymore. To overcome this problem new methods such
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as the eXtended Finite Element Method (XFEM) have been developed. One
of the challenges in the XFEM is that the induced fracture can not cross the
existing fracture as the existing fracture is intersected. Another big challenge
in the formulation of XFEM is the application of fluid pressure to the opening
fracture faces. Recent developments of commercial FE packages are filling this
gap of the XFEM. Another way to overcome this problem is using the Cohesive
Zone Model (CZM) within finite element framework. Using CZM eliminates
both problems because CZM is formulated based on separate fragments of solid
body, so there is no problem with intersection of fractures; moreover, since the
contact zones have the capability of being subjected to external loads, fluid
pressure could be applied to the contact zone to mimick action of the fracturing
fluid pressure. As a result, our choice of numerical tool here is the commercial
software package ANSYS and using the CZM feature within this FE software.
With CZM, the user is able to simulate the pore pressure diffusion in material
elements in the form of leak-off if need arises, depending on the permeability of
the reservoir rock. Our CZM simulations for thermal fracturing show that such
simulations could be performed much faster than similar problems solved by
the particle methods. The fact that discrete element methods and continuum
methods are both inappropriate for fracturing simulations is also observed in
other publications [79].
In the literature, there are many examples of coupling techniques, such
as coupling DEM and BEM [157], an approach to coupled DEM, DFN, and
BEM [245], and many independent DEM and FEM coupling methods [44,
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50, 79, 176, 187]. We will now compare the methods that we have used to
investigate, which one of the numerical tools and methods is the best candidate
for thermal rock fracturing.
7.6 Discussion and Conclusion
Here we compare the numerical tools which were used in this disserta-
tion for the problem of rock fracture. It can be seen that there is not a single
tool, which could take care of all the simulation needs, such as computation
time, material behavior, mesh changes due to fracturing, the coupled nature of
problem, etc. As a result, it is not quite possible to introduce a flawless soft-
ware package or method for fracturing analysis in a coupled physics framework.
The knowledge gained in this PhD work in terms of comparing the capabili-
ties of numerical tools for rock fracturing purposes is summarized in Table 7.1.
Any discontinuities formed during simulation would make the classic finite el-
ements (listed as FE in Table 7.1), an inappropriate tool for our goal. To
solve this issue, the recent improvement of FEM such as XFEM is presented.
XFEM however, is not a useful method for rock fragment analysis and propa-
gation of fractures when fractures intersect. As a result we resorted to discrete
methods in which separate particles of rock blocks interact and transfer loads.
Molecular dynamics (MD) was the first choice for us and we used LAMMPS
to obtain fracture opening. The atomic scale of the code makes it suitable for
problems in the size range of atoms. For laboratory scale rock analysis, we
used an extension of LAMMPS, called LIGGGHTS, which makes use of the
233
same concept for simulation, but works at a larger scale and is suitable for
granular materials. We obtained the width of fracture as a result of thermal
shock in hot reservoir rock. We noticed different values of width opening for
two different in-situ stresses. The main issue with MD that we observed was
a long computation time which we solved by using multi-processing resources
at the Texas Advanced Computing Center (TACC) at the University of Texas
at Austin. Another shortcoming with the discrete element method is that the
coupled analysis is not possible as this method focuses on solving the contact
loads at the interface of solid fragments. The final choice in our simulation
suite was the combined FEM/DEM, which takes advantage of capabilities of
both tools and shows promising results for rock fracturing simulations.
7.6.1 Computation Time for FEM, DEM, and CZM Simulations
Here we compare the computation times required to solve the heat
transport and thermal fracturing in rock using the three methods; 1) the fi-
nite elements, 2) the discrete elements, and 3) the cohesive zone methods. It
should be noted that some of the features present in one method may not be
present in other methods, for instance, the FEM simulation does not look into
the fracture propagation, whereas, the DEM and CZM focus on propagation
of fracture. As a result, our comparison only serves to exhibit the order of
magnitude difference in computation times required for the types of simula-
tions that one would perform to study heat transport in rock and resulting
impact of thermal gradient in fracture creation and propagation.
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7.6.1.1 Finite Element Method Simulation Time
We first showed the small rate of pore pressure diffusion in shale in
a 200×200 feet reservoir. Our objective was to show the small rate of pore
pressure build up and its corresponding impact on effective stress reduction in
Figure 4.2. The simulation time for this flow problem was 2 minutes. Then
we solved the same problem for a coupled heat transport, stress, and flow
scenario. This simulation took 10 minutes and the results of temperature
and stress distributions were shown in Figure 4.3. Other simulation times
using finite elements method including the two coupled problems shown in
Figures 4.12 and 4.22 in our research work, were all short and in the order of
minutes; however the reason we had to look into other simulation technics such
as molecular dynamics and discrete element methods, was that FEM was not
the best simulation tool for fracture propagation in rock due to the difficulties
associated with the mesh adjustment once fracture is created.
7.6.1.2 Discrete Element Method Simulation Time
The DEM used in this dissertation was intended to propose a method
for fracture propagation simulation in rock. We started with simulation of
uniaxial compression of a 10cm×10cm×5cm rock sample for which the axial
strain is known from solid mechanics. One of the several complexities in DEM
simulation is preparation of the numerical model such that it honors the initial
condition of reservoir rock. The DEM deals with particles and interaction
forces; therefore, if particles get closer and closer at initial stage of simulation,
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they tend to apply large repelling loads. This is manifested in the time required
to bring the particles to initial condition of in-situ density and porosity. Here
we present the simulation times for several cases of a DEM simulation, defined
earlier in Section 5.4, for a uniaxial compression test with three particle sizes
which were prepared such that the effect of initial porosity in DEM simulation
can be studied.
We created a 10cm×10cm×5cm box containing 11,463 spherical rock
particles of three sizes r1 = 1.5mm (4,777 particles), r2 = 2mm (2,443 parti-
cles), and r3 = 2.5mm (4,246 particles). This provided a porosity of 0.2 for
our simulation rock sample. With different number of particles we managed
to obtain porosities of φ =0.25 and φ =0.30 as well. As we tried to create
porosities of less than φ =0.2, we realized that since particles get too close,
they are subjected to a large repulsive force from neighboring particles and the
simulation does not converge. The only way to achieve lower porosities, was
to use extremely small time steps in the order of 10−8 sec. This corresponds to
long simulation times shown in Figure 7.3. Figure 7.2 shows (a) the initial and
(b) final stages of the particle positions in the axial compression test. Vz is
the velocity of particles in Z direction in 0.01(mm/s). The deformation shown
in Figure 7.2 is scaled for visibility and the maximum displacement for the top
particles is 0.007 cm.
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(a) (b)
Figure 7.2: (a) The initial and (b) final stages of the particle positions in the
axial compression test using DEM
Figure 7.3 shows the simulation time for uniaxial compression test for
different porosities at three CPU utilization levels. It can be observed that
the simulation time decreases nonlinearly with the number of CPUs used.
For porosities of φ =0.2 and less, we performed simulations using 16 and 64
processors and we extrapolated the results based on the patterns we obtained
for the two high porosity cases of φ =0.25 and 0.3. As the porosity falls below
0.2, the DEM simulation times for the case of one CPU used, increases so
rapidly that obtaining lower porosities in DEM becomes impossible. Forcing
DEM to achieve lower porosities, was not part of this research; however, it
could be achieved if non-spherical particles were used. Using non-spherical
particles makes higher compaction possible and results in lower porosities. To
obtain the fracture propagation in reservoir rock, we have to impose thermal
gradient once the in-situ conditions of porosity and initial stresses are achieved.
The stage of applying thermal gradient itself requires some simulation time
which adds to the time that DEM spends to prepare a %20 porosity sample.
In the next section we show the time required for CZM simulations and we
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finally present the comparison results in Table 7.1.
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Figure 7.3: The simulation time for uniaxial compression test for different
initial porosities at three CPU usage levels
7.6.1.3 Cohesive Zone Method Simulation Time
The third numerical method we used in this dissertation was Cohe-
sive Zone Method (CZM) in the context of the Finite Element Method. This
method is based on continuous medium and the initial state of rock is de-
fined using linear elastic material properties. Density and elastic rock prop-
erties help eliminate the time required for bringing the rock into initial state
as we went did, in DEM simulation. Our simulation using CZM includes a
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100ft×100ft reservoir geometry as shown in Figure 7.4, which compared to
the limited sample size in DEM, is larger. The simulation time using CZM
for reservoir application is a function of element size and the magnitude of
in-situ stresses. We used a reasonable mesh size to capture the creation of
fractures as small as 2 inches, in the near wellbore zone. The biggest impact
in simulation time comes from the magnitude of in-situ stresses. Here, Sim-
ilarly to DEM in which particles get into contact and compression, the rock
fragments are exposed to in-situ reservoir stresses; hence bringing the con-
tacts to reservoir stress conditions, require small load steps until convergence
is reached. Despite this necessity for convergence of problem during applica-
tion of in-situ stresses while contact surfaces are embedded, the CZM method
is considerably faster than DEM. This thermo-mechanical (TM) problem is a
coupled problem that we perform in two stages. The first stage is applying
the thermal load in which we cool down the wellbore by 100◦C and obtain
the temperature distribution in reservoir. For the fine mesh size that we used
in our simulation, the thermal analysis is fast and takes 2 minutes. Then we
map the temperature and stresses of the first analysis to a second analysis in
which in-situ stresses are applied. The time for the second step is a function
of the magnitude of in-situ stresses. For the case of 1000 and 3000 psi stresses,
this step takes 10 minutes and if the in-situ stresses are increased further, the
simulation time increases to 30 minutes. So the simulation time for fracture
propagation studies in this dissertation for the problems presented in Chapter
6 is in the order of 30 minutes using two processors, which is faster then DEM
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simulations. Let’s now summarize the capabilities of the three numerical tools
that we used for thermal analysis of rock fracturing to see which numerical
method is the most suitable tool for rock fracturing simulations.
3000 psi
1000 psi
Reservoir size: 
100 ft x 100 ft
Wellbore radius: 6 in
Thermal fractures in the 
near wellbore zone
Figure 7.4: The geometry of reservoir rock in thermal fracturing process using
CZM simulation
Table 7.1 compares the numerical tools we have used in this disserta-
tion. The objective of this comparison is to find a numerical tool for fracture
simulation in presence of multi-physics, such as analysis of a thermo-hydro-
mechanical problem in which progressive fracture pattern needs to be studied.
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Application FEM XFEM MD DEM CZM/DEM Coupled FEM
Static Load 4 4 5 4 4 4
Dynamic Load 4 4 4 4 4 4
Heat Transfer 4 4 4 4 4 4
Flow in Porous media 4 4 o 4 4 4
Stress Analysis 4 4 o 4 4 4
Atomic Scale Analysis 5 5 4 5 5 5
Fracture (Initiation) 4 4 5 4 4 4
Fracture (Propagation) 5 o 4 4 4 5
Rock Material 4 4 o 4 4 4
Rock Fragment 5 5 4 4 4 5
Coupled Physics 4 4 5 5 4 4
Material Nonlinearity 4 4 5 5 4 4
Computation Time 4 4 5 5 4 4
Table 7.1: Comparison of numerical tools used in this dissertation. Objective
is to obtain a pattern of thermal fractures in a multi-physics analysis.
(5: Not useful and hard to apply; o:partially useful at the cost of spending
time or improving accuracy; 4:Useful and easy to apply)
Table 7.1 clearly shows that CZM/DEM possesses all the positive fea-
tures of other numerical tools; therefore, it is proposed as the most efficient
tool for rock fracturing studies.
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Chapter 8
Application of Thermal Fracturing in
Improved Hydrocarbon Recovery
8.1 Introduction
Production from the low permeability formations relies on connectiv-
ity of flow pathways. Therefore any process that increases this connectivity,
also enhances productivity. Thermal shock is one such method for increasing
connectivity by extending thermal cracks and connecting them to a network
of natural fractures. Studying the physics of rock cooling near hydraulic frac-
tures shows that thermal shock initiates thermal cracks, which open against
the maximum in-situ horizontal stress. These cracks do not initially extend
far from the face of the hydraulic fractures; however, they can be extended as
the pressurized fracturing fluid is injected into them. How far these thermal
cracks extend, is a function of the strength of rock, flow properties of reservoir
rock, and the injection rate.
Based on our numerical modeling of thermal fracturing propagation
potential in the near wellbore zone in Section 4.7 and analytical modeling of
thermal fracturing in the vicinity of hydraulic fractures in Section 4.4, we are
showing two application scenarios to study hydrocarbon recovery improvement
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when thermal fracturing is used to facilitate hydraulic fracturing process.
8.2 Two Application Cases
8.2.1 Application I: Near Wellbore Stimulation for a Gas Produc-
tion Case
Here we solve the gas diffusivity equation (D.14) for the problem shown
in Figure 4.25. Table 8.1 lists the properties used for this simulation. The
finite element aspects of this problem were already discussed in Section 4.8.
Figure 4.26 demonstrates the effect of a near-wellbore, thermally-stimulated
zone on cumulative production. It can be seen that production increases by
16% after two years of production. This is a side benefit of thermal stimulation
of a low permeability rock. A future direction of this research will be the
quantitative study of the reduction of rock tensile strength as reservoir rock is
cooled down and a thermal shock is imposed to reservoir rock.
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Parameter Field units
Reservoir properties
Size 600×600 ft2
Fracture half-length, Xf 100 ft
Fracture width, wf 0.5 in
Boundary pressure, Pe 5000 psi
Well pressure, Pi 2000 psi
Radius of damage zone, rd varies between 1 and 4 ft
Wellbore radius, rw 3 in
Rock properties
Formation permeability, kformation 1 µD
Formation porosity, φ 0.14
Fracture permeability, kfrac 1,000 µD
Stimulated zone permeability, kd 10,000 µD
Fluid properties
Dynamic viscosity, µ 0.02 cp
Compressibility, cf 10
−3 psi−1
Density (Ideal Gas), ρ 10−5× pressure a
Density (Real Gas), ρ 10−5× pressure/Z(p) b
aPressure in Pa and the density in
(
kg
m3
)
bEquation (D.2)
Table 8.1: Input for numerical analysis
8.2.2 Application II: Thermal Stimulation at Hydraulic Fracture
Faces
Here we have simulated gas flow in a fractured horizontal well placed in
a low permeability formation. The hydraulic fractures are further stimulated
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by thermal shocks induced by the injection of a cold fracturing fluid. Initially
many small thermal cracks are created, however only a few of them can grow
far away from the hydraulic fracture surface. In our simulations, we have
assumed that only one of the thermal cracks extends far enough to tie into
natural fractures. In the absence of an analytical solution for flow through
the complicated geometry of fractures, numerical simulation is used to obtain
cumulative recovery.
We assume a single phase gas flow in a 1 µd permeability formation.
The boundary and well pressure are 3500 psi and 500 psi respectively, and
production simulation is performed for 30 years. Figure 8.1(a and b) are the
plan views of the pressure distribution after 5 years for the case of no thermal
cracks and the case of thermal cracks growing from hydraulic fractures. The
pressures are in psi and the dimensions of reservoir and fractures are in meters.
The white arrows depict the Darcy’s velocity vectors.
It can be observed that in case (b) in Figure 8.1, only one of the cracks
has extended to intersect natural fractures. In reality, due to the presence of
a network of natural fractures, more than one crack has the potential to grow
and connect to existing fractures. In Figure 8.1(c), we have shown recovery
improvement only one thermal fracture has the opportunity to grow. In reality,
however, the growth of multiple thermal cracks improves the productivity even
further than that shown in Figure 8.1(c).
245
(a) Pressure distribution for stimulation
with hydraulic fractures (t = 5 years)
(b) Pressure distribution for stimulation
with hydraulic and thermal fractures (t = 5
years)
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Figure 8.1: Pressure distribution and recovery improvement as a result of
thermal cracks
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8.3 Conclusions
 Fluid production from the low permeability formations depends on the
connectivity of natural and induced fractures. We have shown that a
thermal shock during hydraulic fracturing can create small cracks. De-
pending on reservoir rock’s properties, these thermal cracks can extend
further to intersect natural fractures. At appropriate injection rate, ther-
mal fractures have the potential to extend further and tie into the in-situ
fractures.
 For the case of gas production presented in this work, in the first 5 years,
production enhancement due to thermal cracks declines from 150% to
20% and remains at 20% thereafter, Figure 8.1(c).
 Stiffer rocks, i.e., rocks with larger moduli of elasticity, are easier to
fracture by cooling down the rock. This can be observed from Equa-
tion (4.9).
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Chapter 9
Conclusions
With rapid depletion of conventional hydrocarbon resources, novel meth-
ods of fracturing tight formations are becoming the key for accessing these
formations in the United States and worldwide. Hydraulic fracturing is cur-
rently the standard industry approach to expanding hydrocarbon resource base
around the world. We started with a micro-level study of rock stimulation and
then used three numerical methods to investigate the physics of thermal rock
fracturing. Our numerical simulations exhibited the efficiency and limitations
of the proposed method which we explain here.
 We implemented a simple, yet effective micro-scale rock stimulation
model proposed by Barenblatt and Prostokishin [21] to study the key
parameters in damage evolution in rock. We observed two regimes of
damage evolution which are functions of the material dependent dam-
age diffusion parameter. We also observed that the size of voids or pore
spaces has a substantial impact on the induced rate of damage evolution.
This is attributed to the fact that pore space distribution in rock ma-
trix contributes to the stress concentration at the crack tips. The more
concentrated the pattern of local stress at the crack tips, the easier it is
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for the rock to fracture. We also discussed the blow-up parameter and
instability of solution at the onset of blow-up. At the blow-up time, the
partial differential equation of rock stimulation ceases to exist and the
blow-up time corresponds to the failure moment. The onset of failure is
the last point on the traction-separation plot that we studied in Chap-
ter 3. One of the outcomes of the micro-level studies of rock fracture is
the ability to study the evolution or progress of matrix stimulation due to
mechanical loads. Thermal loads and fluid pressure both tend to reduce
the effective stress between rock grains and promote fracturing. One of
the most important parameters which relates the strength of rock to how
fast stimulation occurs in rock is damage diffusion parameter which is
defined by a weight function as proposed by Barenblatt. We have shown
that this weight function can be obtained using a Gaussian distribution.
 The results of finite element analysis Chapter 2 indicate that within the
rock matrix, stress at any point is correlated only with the stress at
neighboring points located up to three pore diameters. Since we are
looking into the effect of fracture size, the dimension used for correlation
has to be the opening or the void size. Therefore, the damage diffusion
coefficient depends on rock matrix connectivity. Loading, however, does
not play a role in the form of the weight function.
 We investigated heat transport in shale and used the FEM to estimate
the extent of a cooling-down zone around a horizontal wellbore. The sim-
ulation results show an improvement of the calculated total production
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as a result of thermal stimulation around the wellbore. It was shown in
Figure 4.26 that creation of hydraulic fractures increases the productiv-
ity significantly. Volumetric rock stimulation around the wellbore within
a 4 feet radius improves the recovery by an additional 16%.
 We investigated a particle method, based on LIGGGHTS and we con-
cluded that the time-step required for DEM simulations depends on rock
stiffness and the in-situ stresses. The values presented in Table 5.1 indi-
cate that to increase the stiffness by two orders of magnitude, the time
step size must decrease by one order of magnitude. We also showed that
thermal fracturing enhances rock permeability through reduction of ef-
fective stress and lowering the tensile strength of rock. It is, however,
efficient only at small in-situ stresses. In other words, the shallower the
reservoir, the more efficient the process of thermal fracturing.
 We finally studied and proposed a CZM-based finite element method.
This method possesses the advantages of the finite element method and
utilizes the cohesive zone model approach to solve the thermal fracturing
problem in a continuous simulation domain. This allows us to exploit all
the benefits of discrete simulation while solving the problem using the
classic finite element simulation.
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9.1 The Challenges of the Proposed Method
The main challenge in application of the proposed method is cement
de-bonding during injection of cold fluid. One solution proposed to tackle
this operational challenge is to inject chemicals that strengthen the rock and
prevent cement de-bonding prior to injection of cold fluid, similar to rock
chemical strengthening used to diminish sand production in unconsolidated
hydrocarbon bearing zones during production.
9.2 Future Directions
 Investigate the impact of thermal shock on rock toughness and ease of
hydraulic fracture initiation.
 Obtain the enhanced permeability for a certain pattern of fracture
 The effect of fluid pressure combined with thermal effects has the poten-
tial to improve further the process of thermal shock. This requires nu-
merical and analytical poro-elastic studies that allow a coupled thermo-
mechanical analysis, a discrete domain such as the cohesive zone model
used in Chapter 6, and the possibility of applying fluid pressure on the
elements which are created during the fracturing process.
 Obtain the damage diffusion parameter as a function of pore size distri-
bution.
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Appendix A
Governing equation of damage in rock: Basic
model
The partial differential equation of rock damage diffusion has been in-
troduced in [21]. Here the derivation is performed in detail so that the assump-
tions and all the steps taken to clarify the concept of damage in materials are
clearly presented.
A.1 Problem Statement
Obtain the mathematical description of damage propagation in an inho-
mogeneous material taking into account the microstructural effects of matrix
structure of rock. (See Section 2.3.1)
A.2 Assumptions
The governing equation of damage can be solved in general 3D case;
however we limit our studies to a one dimensional solid object under tensile
load. Once we understand the physics of the rock damage, we will be ready
to investigate the solution in 2D and 3D cases. So our assumptions are now:
 1D prismatic bar under static tension, shown in Figure 2.1, and the bar
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is oriented along the x-axis, its length is L and its cross sectional area is
S.
 isothermal condition
 microscopic damage distribution and microstress fields are stochastic.
Damage is considered to be statistically homogenous over the cross sec-
tion; however, it can change along the bar and with time, i.e. ω = ω(x, t)
Step 1: Damage accumulation rate under ideal homogeneous condition
is assumed as Equation (A.1).
dω
dt
= τ−1q(ω, σ, T ) (A.1)
Here τ is the characteristic time and q is the damage accumulation term
which is a dimensionless non-negative number specified for a given material.
Several kinetic laws have been used such as Arrhenius-type kinetic law [87,
107, 141] with the stress-dependent activation energy. Equation (2.6) is the
kinetic law which is used by Barenblatt [21] and we are using in our derivation
of damage equation here.
Step 2: Let’s average Equation (A.1) over the cross section. We know
that, damage is a function of cross sectional area S, x, and t; however, it is
statistically varying over the cross section. We average ω(S, x, t) across the
cross section S, so we get, ω = ω(x, t).
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d(ω (x, t))
dt
= τ−1
∫
s
q (ω(x, t), σ(x, t), T ) dS
S
(A.2)
Step 3: The right hand side of Equation (A.2) cannot be replaced by
damage accumulation rate corresponding to the average stress because of the
existence of a microstress field at point with coordinate x. To obtain the right
hand side, a weight function ρ(x− ξ) is used and right hand side is integrated
over the length of the bar. The weight function ρ(x−ξ) determines the relative
number of elements of a cross sectional area, where the damage accumulation
rate corresponds to the average stress in a neighboring cross-section having
a certain coordinate ξ. Since average damage or consequently average actual
stress, are continuously varying fields along the length of the bar (in a 1D
model), the actual stress at a certain point of the cross section corresponds to
the average stress in a certain neighboring cross section.
∫
s
q (ω(x, t), σ(x, t), T ) dS
S
=
∫ ∞
−∞
q
(
ω(x, t), σ
(
(x− ξ), t), T)ρ(x− ξ)dξ (A.3)
In additions, due to strong stress-dependence of damage accumulation
rate, the weight function is a rapidly decreasing function of distance, so the
limits of integration which are the two ends of the bar, can be taken as infinity.
The integration of the weight function should obviously satisfy the following
relation:
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∫ ∞
−∞
ρ(x− ξ)dξ = 1 (A.4)
From symmetry, the weight function is symmetric:∫ ∞
−∞
(x− ξ)ρ(x− ξ)dξ = 0 (A.5)
We define the microstructural length scale as
λ2 =
∫ ∞
−∞
[
(x− ξ)2
2
]
ρ(x− ξ) dξ (A.6)
This length scale is the average size of the aggregates of coherent mi-
crostructural elements. Then, the dimensionless microstructural length scale
can be defined as
Λ2 =
λ2
L2
(A.7)
Where L is the characteristic length-size of the initial damage distri-
bution over the bar length. L can not be the bar length because in that case,
if the bar length becomes very large then Λ2 becomes zero. This is not physi-
cally correct as the parameter Λ2 is the material property and should not be
a function of the domain size.
Now we expand the function q in Equation (A.3) by a Taylor series in
the neighborhood |(x − ξ)| about point x and use a quadratic approximation
of q.
q
(
ω(x, t), σ
(
(x−ξ), t), T) = q(ω(x, t), σ(x, t), T)+(x−ξ)∂q
∂ξ
|ξ=x+ 1
2!
(x−ξ)2∂
2q
∂ξ2
|ξ=x+...
(A.8)
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By replacing the right hand side of (A.2) with the right hand side of
(A.3), we can get the integral form of the accumulation rate as
d(ω (x, t))
dt
= τ−1
∫ ∞
−∞
q
(
ω(x, t), σ
(
(x− ξ), t), T)ρ(x− ξ)dξ (A.9)
The q on the right hand side of Equation (A.9) is now expanded using the
right hand side of Equation (A.8), so we have;
d(ω (x, t))
dt
= τ−1[· · · ] (A.10)
[· · · ] =
[∫ ∞
−∞
q
(
ω(x, t), σ
(
x, t
)
, T
)
ρ(x− ξ)dξ
]
︸ ︷︷ ︸
(A.10)-I
+
[∫ ∞
−∞
(ξ − x)∂q
∂ξ
|(ξ=x)ρ(x− ξ)dξ
]
︸ ︷︷ ︸
(A.10)-II
+
[∫ ∞
−∞
1
2!
(ξ − x)2∂
2q
∂ξ2
|(ξ=x)ρ(x− ξ)dξ
]
︸ ︷︷ ︸
(A.10)-III
+ . . .
Now, we expand each of the three terms of the right hand side of (A.10),
(A.10)-I:
q is independent of ξ and using (A.4) we can get,
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[∫∞
−∞ q
(
ω(x, t), σ
(
x, t
)
, T
)
ρ(x− ξ)dξ
]
= q
(
ω(x, t), σ
(
x, t
)
, T
)
(A.10)-II:
∂q
∂ξ
|(ξ=x) is independent of ξ and using (A.5) we can get,
[∫∞
−∞(ξ − x)∂q∂ξ |(ξ=x)ρ(x− ξ)dξ
]
= 0
(A.10)-III:
using (A.6) we get,
[∫∞
−∞
1
2!
(ξ − x)2 ∂2q
∂ξ2
|(ξ=x)ρ(x− ξ)dξ
]
= λ2 ∂
2q
∂ξ2
|(ξ=x)
Now let’s rewrite (A.10)
d(ω (x, t))
dt
= τ−1
[
q
(
ω(x, t), σ
(
x, t
)
, T
)
+ 0 + λ2
∂2q
∂ξ2
|(ξ=x)
]
(A.11)
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for isothermal condition where q is independent of temperature, q 6= q(T ), we
get
∂2q
∂ξ2
=
∂
∂ξ
(
∂q
∂ξ
)
=
∂
∂ξ
[
∂q
∂σ
∂σ
∂ξ
]
=
∂
∂ξ
 ∂q∂σ ∂σ∂x
=1︷︸︸︷
∂x
∂ξ

=
∂
∂ξ
[
∂q
∂σ
∂σ
∂x
]
=
∂
∂ξ
[
∂q
∂x
]
=
∂
∂x
[
∂q
∂x
]
∂x
∂ξ
=
∂
∂x
[
∂q
∂x
]
=
∂
∂x
[
∂q
∂σ
∂σ
∂x
]
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therefore,
∂2q
∂ξ2
=
∂
∂x
[
∂q
∂σ
∂σ
∂x
]
(A.12)
Now, let’s rewrite (A.11) using (A.12),
d(ω (x, t))
dt
= τ−1
[
q
(
ω(x, t), σ
(
x, t
)
, T
)
+
∂
∂x
(
λ2
∂q
∂σ
∂σ
∂x
)]
(A.13)
We now need to define dimensionless parameters to simplify the partial differ-
ential Equation (A.13). Notice that these parameters are defined at distance
x.
A.3 Dimensionless Variables
The dimensionless stress µ can be obtained as follows:
φ =
σ
σ0
=
1
1− ω (A.14)
so,
σ =
σ0
1− ω (A.15)
Notice that σ0 is constant and σ varies as damage progresses. The partial
derivative of stress with respect to space coordinate x is;
∂σ
∂x
=
∂σ
∂ω
∂ω
∂x
=
σ0
(1− ω)2
∂ω
∂x
(A.16)
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using equations (A.15) and (A.16), we can rewrite Equation (A.13),
d(ω (x, t))
dt
= τ−1q
(
ω(x, t),
σ0
1− ω , T
)
+
∂
∂x
[
λ2 τ−1
∂q
∂σ
σ0
(1− ω)2
∂ω
∂x
]
(A.17)
now, let’s find the derivative of damage parameter ω with respect to x
and t from Equation (A.14),
ω = 1− 1
φ
⇒ ∂ω
∂t
=
∂ω
∂φ
∂φ
∂t
=
1
φ2
∂φ
∂t
(A.18)
similarly for derivative with respect to x,
∂ω
∂x
=
1
φ2
∂φ
∂x
(A.19)
now we can replace partial derivatives of ω with respect to x and t with those
of φ using equations (A.18) and (A.19) to obtain the PDE in terms of φ as
dφ
dt
= φ2τ−1q
(
φ− 1
φ
, σ0φ, T
)
+ φ2
∂
∂x
[
(λ2 τ−1
∂q
∂σ
σ0)
∂φ
∂x
]
(A.20)
to further simplify any of the three equations (A.13), (A.17), and
(A.20), which show the evolution of damage in a 1D domain, we should now
define the following dimensionless parameters:
µ =
γσ0
kT
(A.21)
here k is the universal Boltzmann constant.
ξ =
x
L
(A.22)
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Λ2 =
λ2
L2
(A.23)
ψ = µφ⇒ ψ = µ σ
σ0
=
µ
1− ω =
γσ
kT
(A.24)
As explained earlier the first order Arrhenius-type kinetic equation is
q = (1− ω) exp
(
γσ − U
kT
)
(A.25)
These parameters are explained in detail in general form of this equation,
i.e., Equation (A.26). An Arrhenius-type kinetic law with stress-dependent
activation energy is used to calculate damage accumulation [21]:
q(ω, σ, T ) = (1− ω)p exp
(
−(U − γσ)
kT
)
(A.26)
k in (A.26) is the universal Boltzmann constant; U , the zero-stress activa-
tion energy is another constant specific for a given bond-breaking chemical
reaction; p, the constant kinetic ‘reaction order’ ; T is the temperature; τ is
the characteristic time for damage accumulation. U can be interpreted as the
magnitude of the energy barrier determining the probability of breakage of the
bonds responsible for strength. The kinetic law expressed in (A.26) assumes
that the breaking of bonds is thermally activated. In presence of tensile stress
σ, the net activation energy required to initiate the bonds breakage is U − γσ,
(effective barrier). It should be noted that this effective barrier decreases with
increasing tensile stress. The pore pressure in a reservoir rock must increase in
order to increase tensile stress in the rock matrix, and initiate and propagate
fracture. γ is another kinetic constant. In a stressed body, thermal fluctua-
tions break chemical bonds and the possibility of this process depends strongly
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on the magnitude of tensile stress. The tensile stress excites the bonds to be
ruptured and reduces the activation energy. We can change the form of q as;
q = (1− ω) exp
(
− U
kT
)
exp
(γσ
kT
)
(A.27)
replace
(
γσ
kT
)
from (A.24) we get,
q = (1− ω) exp
(
− U
kT
)
exp(ψ) (A.28)
The dimensionless time is defined as
θ = At (A.29)
where A is:
A = τ−1 exp
(
− U
kT
)
with the change of variables we have defined, we could now rewrite
the partial differential equation of damage (A.17) in terms of the variable ψ.
This allows us to use the Arrhenius-type kinetic law and make the governing
equation simpler.
The partial derivative of ψ with respect to the dimensionless time θ can
be written as
∂ψ
∂θ
=
∂ψ
∂ω
∂ω
∂t
∂t
∂θ
(A.30)
From (A.24), we can write:
∂ψ
∂ω
=
µ
(1− ω)2 (A.31)
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From (A.29) we can write:
∂t
∂θ
= τ exp
(
U
kT
)
(A.32)
and from (A.28), the Equation (A.32) can be written as
∂t
∂θ
= τ exp(ψ)
(
1− ω
q
)
(A.33)
Now, we replace (A.30) with (A.31) and (A.33) and get
∂ψ
∂θ
=
∂ω
∂t
µ
(1− ω)
τ
q
exp(ψ)︸ ︷︷ ︸
both sides of (A.17) are multiplied by this term and simplified
(A.34)
dψ
dθ
= τ−1q
(
µ
(1− ω)
τ
q
exp(ψ)
)
+ Λ2ψ2
∂
∂ξ
[
ψ−1 exp(ψ)
∂
∂ξ
ψ
]
(A.35)
dω(x, t)
dt︸ ︷︷ ︸
Damage accumulation
= Λ2
∂2
∂x2
[
(1− ω) exp
(
µ0
1− ω
)]
︸ ︷︷ ︸
Damage diffusion term
+ (1− ω) exp
(
µ0
1− ω
)
︸ ︷︷ ︸
Source term
(A.36)
The derivation shown here is for 1D and in higher dimensions the Equa-
tion (A.36) looks differently. Equation (A.37) shows the damage accumulation
rate in R2 × (0,∞).
d(ω (x, t))
dt
=
[
∇ ·
[
Λ2∇
(
(1− ω) exp
(
µ0
1− ω
))]
+ (1− ω) exp
(
µ0
1− ω
)]
+
(A.37)
Where the symbol + denotes the positive part (i.e.: [∗]+ = max{∗, 0}). This
expresses the physical condition of no damage healing
(
∂ω
∂t
≥ 0).
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Appendix B
Solution of rock damage equation using
COMSOL Finite Elements code
The appendix lists the MATLAB input file used to solve the rock dam-
age partial differential equation using COMSOL Finite Elements code version
3.5;
% COMSOL Mult iphys i c s Model M− f i l e
% Generated by COMSOL 3 .5 (COMSOL 3 . 5 . 0 . 4 9 4 ,
% $Date : 2011/02/19 16 : 09 : 48 $ )
c l c
c l e a r a l l
c l o s e a l l
AxisFontSize=16
AxisFontWeight=’normal ’
AxisFontName= ’ Times ’
f l c l e a r fem
% COMSOL ve r s i on
c l e a r vrsn
vrsn . name = ’COMSOL 3 . 5 ’ ;
vrsn . ext = ’ ’ ;
vrsn . major = 0 ;
vrsn . bu i ld = 494 ;
vrsn . r c s = ’$Name : $ ’ ;
vrsn . date = ’ $Date : 2008/09/19 16 : 09 : 48 $ ’ ;
fem . ve r s i on = vrsn ;
% Geometry
g1=s o l i d 1 ( [ 0 . 0 , 1 . 0 ] ) ;
% Analyzed geometry
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c l e a r s
s . ob j s={g1 } ;
s . name={ ’ I1 ’ } ;
s . tags ={ ’g1 ’ } ;
fem . draw=s t r u c t ( ’ s ’ , s ) ;
fem . geom=geomcsg ( fem ) ;
% I n i t i a l i z e mesh
fem . mesh=meshin i t ( fem ) ;
% Ref ine mesh
fem . mesh=meshre f ine ( fem , ’ mcase ’ , 0 ) ;
% Appl i cat ion mode 1
c l e a r appl
appl . mode . c l a s s = ’FlPDEC ’ ;
appl . sshape = 2 ;
appl . a s s i g n s u f f i x = ’ c ’ ;
c l e a r bnd
bnd . type = ’ neu ’ ;
bnd . ind = [ 1 , 1 ] ;
appl . bnd = bnd ;
c l e a r equ
fem . g l oba l expr = { ’mu’ , ’ 1 0 ’ } ;
equ . f = ’(1−u)* exp (mu/(1−u ) ) ’ ;
equ . c = ’1* . 0 1* (mu+u−1)/(1−u)* exp (mu/(1−u ) ) ’ ;
equ . i n i t = {{ ’ ( x >0.4553).* (x<0.5447)*0.3 .*((2−1000 . . .
*( (x− . 5 ) . ˆ 2 ) ) . / ( 2−500 *( ( x − . 5 ) .ˆ2) ) ) ’ ; 0}}
equ . ind = [ 1 ] ;
appl . equ = equ ;
fem . appl {1} = appl ;
fem . frame = { ’ r e f ’ } ;
fem . border = 1 ;
c l e a r un i t s ;
un i t s . basesystem = ’ SI ’ ;
fem . un i t s = un i t s ;
% ODE S e t t i n g s
c l e a r ode
c l e a r un i t s ;
un i t s . basesystem = ’ SI ’ ;
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ode . un i t s = un i t s ;
fem . ode=ode ;
% Mult iphys i c s
fem=mul t iphys i c s ( fem ) ;
% Extend mesh
fem . xmesh=meshextend ( fem ) ;
% % Evaluate i n i t i a l va lue us ing cur rent s o l u t i o n
% i n i t = as s emin i t ( fem , ’ u ’ , fem0 . so l , ’ t ’ , 0 . 0 , ’ b l o c k s i z e ’ , ’ auto ’ ) ;
T=13* .41*1e−7
nt=1000
t imes teps =[T/nt :T/nt :T ] ;
clrmp=colormap ( hsv ( l ength ( t imes teps )+1)) ;
t1=T/nt ;
% Solve problem
fem . s o l=femtime ( fem , . . .
’ solcomp ’ ,{ ’ u ’} , . . .
’ outcomp ’ ,{ ’ u ’} , . . .
’ b l o c k s i z e ’ , ’ auto ’ , . . .
’ odeso lver ’ , ’ genalpha ’ , . . .
’ t l i s t ’ , [ 0 : t1 : t1 ] , . . .
’ tout ’ , ’ t l i s t ’ , . . .
’ t s t eps ’ , ’ manual ’ , . . .
’ t imestep ’ ,T/nt , . . .
’ n l s o l v e r ’ , ’ manual ’ , . . .
’ n t o l f a c t ’ , 1 , . . .
’ maxiter ’ , 4 , . . .
’ dtech ’ , ’ const ’ , . . .
’damp ’ , 1 . 0 , . . .
’ j t ech ’ , ’ minimal ’ ) ;
% Save cur rent fem s t r u c t u r e f o r r e s t a r t purposes
fem0=fem ;
nodes = xmeshinfo ( fem , ’ out ’ , ’ nodes ’ ) ;
do f s=nodes . do f s ; %g i v e s degree s o f freedom
%coords g i v e s the coo rd ina t e s f o r the DOF above ( nt+1)x61
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coords=nodes . coords ;
X=fem . s o l . u ;
%[dofs ’ , coords ’ , X( : , 1 ) , X( : , 2 ) ]
XcoordSorted=s o r t ( coords ) ;
p l o t ( XcoordSorted ,X( : , 1 ) , ’ b− ’ , ’ MarkerSize ’ , 5 , ’ l inewidth ’ , 2 . 5 )
a x i s ( [ 0 1 0 1 ] )
g r i d on
hold on
x l a b e l ( ’ x ’ , ’ FontName ’ , ’ Times ’ , ’ f o n t s i z e ’ , 2 0 )
y l a b e l ( ’\ omega ’ , ’ FontName ’ , ’ Times ’ , ’ f o n t s i z e ’ , 2 0 )
s e t ( 0 , ’ DefaultAxesFontName ’ , AxisFontName , ’ DefaultAxesFontSize ’ ,
AxisFontSize , ’ DefaultAxesFontWeight ’ , AxisFontWeight ) ;
l egend ( ’ I n i t i a l cond i t ion , \omega 0 ’ , ’ Location ’ , ’ Northeast ’ )
f o r i 3 =3: l ength ( t imes teps )
%X g i v e s the e n t i r e s o l u t i o n MATRIX ( time and 1D space )
X=fem . s o l . u ;
f o r i 1 =1: l ength ( do f s )
i f (X( i1 ,2))<(X( i1 , 1 ) )
X( i1 ,2)=X( i1 , 1 ) ;
end
end
%check the performance o f nonheal ing damage
%[fem . s o l . u ( : , 2 ) , X( : , 2 ) ]
p l o t ( XcoordSorted ,X( : , 2 ) , ’ co lo r ’ , clrmp ( i3 , : ) )
% Solve problem
fem . s o l=femtime ( fem , . . .
’ i n i t ’ ,X( : , 2 ) , . . .
’ solcomp ’ ,{ ’ u ’} , . . .
’ outcomp ’ ,{ ’ u ’} , . . .
’ b l o c k s i z e ’ , ’ auto ’ , . . .
’ t l i s t ’ , [ 0 :T/nt :T/nt ] , . . .
’ tout ’ , ’ t l i s t ’ , . . .
’ l i n s o l v e r ’ , ’ cg ’ ) ;
end
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Appendix C
Discretization of the Governing Equation of
Rock Damage
C.1 Discretization of the Partial Differential Equation
Here we wish to solve the PDE of rock damage in 1D (i.e., Equa-
tion(2.25), which is repeated here)
∂ω
∂t
= (1− ω) exp
(
µ0
1− ω
)
+ Λ2
∂2
∂x2
[
(1− ω) exp
(
µ0
1− ω
)]
Initial value and boundary conditions are as follows:
Initial value:
ω(x, 0) = ω0(x) (C.1)
Boundary conditions:
∂ω
∂x
(0, t) =
∂ω
∂x
(1, t) = 0 (C.2)
In order to solve this equation numerically, let’s call the first part of
the right-hand side of the equation, Q = Q(ω). Therefore the PDE can be
written as
∂ω
∂t
= Q(ω) + Λ2
∂2
∂x2
[Q(ω)] (C.3)
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The left-hand side of the equation (C.3) can be discretized using the
forward in time discretization and the right-hand side using the centered in
space scheme. In order for the code to be able to perform the explicit, implicit
and Crank-Nicolson, the parameter α is introduced into the scheme in equa-
tion (C.4). Notice that the parameter α could be introduced to the entire
right-hand side. Also notice that we show Q(ωnj ) = Q
n
j .
ωn+1j − ωnj
∆t
= Q(ωnj ) +
Λ2
(∆x)2
[Equation (C.5)] (C.4)
[
α
(
Qn+1j+1 − 2Qn+1j +Qn+1j−1
)
+ (1− α) (Qnj+1 − 2Qnj +Qnj−1)] (C.5)
To solve the nonlinear set of algebraic equations we use Newton-Raphson
method.
C.2 Newton-Raphson Method
This section reviews the details of Newton-Raphson method for solving
the nonlinear algebraic equations obtained from discretization as a result of
using finite difference method. The results of numerical solution are presented
in Chapter 2. Let’s start looking at finding solution of nonlinear equations
using Newton-Raphson method. This method is based on the truncation of
Taylor series. Consider a vector valued function f(x) with components,
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fi(x) = fi(x1, x2, ..., xn) i = 1, 2, ..., n (C.6)
Our problem is now finding a vector x such that f(x) = 0, to have
the right-hand-side of this equation denote a vector with all components zero.
The derivative for multi-variable functions are in the form of gradient and for
multi-variable vector functions are in the form of the Jacobian. The Jacobian
of f at a point x is the determinant of an n×n matrix J (f(x)) defined by
the equation;
J
(
f(x)
)
=

∂f1(x)
∂x1
∂f1(x)
∂x2
· · · ∂f1(x)
∂xn
∂f2(x)
∂x1
∂f2(x)
∂x2
· · · ∂f2(x)
∂xn
...
...
. . .
...
∂fn(x)
∂x1
∂fn(x)
∂x2
· · · ∂fn(x)
∂xn
 (C.7)
The initial value for x, is equal to initial value of the state variable
and is denoted by x0. Having the value of the jacobian and function f at the
known value of initial condition, the increment of x, (dx) can be calculated.
Figure C.1 shows how the difference between two estimates can be calculated.
dx(iteration 1) = -inv(Jacobian matrix at x0).f0 (C.8)
hence, the new value of x can be obtained at the next Newton-Raphson iter-
ation;
x1 = x0 + dx(iteration 1) (C.9)
Relative error(%) =
||x1 − x0||
||x0|| × 100 (C.10)
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Where x1 is the estimate of solution (vector) at the first iteration. This
can not be accepted as solution unless the relative error is less than a certain
small value for example 10−3. The vector norm here is l2-norm or the length
of vector. Based on this definition, the relative error is the ratio of length of
absolute error vector to length of vector of initial value of solution at the start
of each time step. If relative error is greater than the assigned relative error,
the next iteration starts:
Equation (C.8) is calculated at x1, therefore;
dx(iteration 2) = -inv(Jacobian matrix at x1).f1 (C.11)
and then equations (C.9) and (C.10) are repeated as follows;
x2 = x1 + dx(iteration 2) (C.12)
Relative error(%) =
||x2 − x0||
||x0|| × 100 (C.13)
From Equations (C.8) to (C.13) we can write the general form of iterations as:
dx(iteration i+1) = -inv(Jacobian matrix at xi).fi i = 0, ...,max iterations
(C.14)
xi+1 = xi + dx(iteration i+1) (C.15)
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Relative error(%) =
||xi+1 − x0||
||x0|| × 100 (C.16)
It should be noted that the relative error at each iteration is calculated using
the initial vector of solution at the start of each time step ∆t. Figure C.2
shows the estimate of solution at iterations and solutions at time steps.
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?
f(xi)− 0
Figure C.1: Newton-Raphson Method
The method for solving the nonlinear partial differential equation (2.25)
can now be explained thoroughly as the Newton-Raphson method has been
explained above. Let’s consider a 1D bar along which the state variable ω
representing damage varies with time. For numerical analysis the 1D domain
of the bar is discretized by J segments as shown in Figure C.3.
Initially the values of damage along the bar is known. The distribution
of damage near blow-up time –when damage at one point reaches the value
of 1– is of significance for analysis purposes. The damage accumulation rate
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solution at (t0 + 2∆t)
 
 
  	
solution at (t0 + ∆t)
 
 
  	
initial value at (t0)
SOLUTIONS AT TIME STEPS
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estimate at iteration i = 1
(within first time step)
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estimate at iteration i = 2
HHHHHj
estimate at iteration i = 3
HHHHHj
estimate at iteration i = 4
HHHHj
estimate at the last iteration
ESTIMATE OF SOLUTIONS AT N.R. ITERATIONS
Figure C.2: Newton-Raphson iterations between each two time steps and so-
lutions at each time step
near the blow-up time becomes so fast that obtaining the various times to at-
tain damage distribution in the vicinity of blow-up time yields the same value,
in other words, the time to achieve 70 percent of damage in a cross-section
(ω=0.7) is numerically equal to that of ω=1.0. This has to do with the in-
adequate speed and precision of current machines. For practical purposes the
time to blow-up could be computed for ω=0.7. This can be used as a guideline
to obtain the onset of complete damage in a cross-section. Table 2.1 shows
the dimensionless blow-up times for various damage parameters. Based on the
Kachanov’s equation, the blow-up time should be calculated for microstruc-
tural length scale of zero. Besides, in this calculation initial maximum damage
parameter is assigned a value of 0.3. It is obvious that the blow-up time is a
function of the initial maximum value of damage at a point within the domain.
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Figure C.3: Finite difference discretization of the 1D domain of problem
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Appendix D
Drivation of Gas Diffusivity Equation
The gas flow in porous media can be studied using Darcy’s law in-
corporated into the conservation of mass equation. A quick overview of the
assumptions and the equations used in the simulation of gas in a vertical well
which was presented in Chapter 8, is given here.
We are assuming that the flow is under isothermal condition and the
thermal freezing was employed to freeze the rock and make the mechanical
changes in the rock properties. The fluid compressibility is assumed to remain
constant. Since the process is isothermal, the density in the equation of state
is a function of pressure only and can be calculated using Equation (D.1)
ρ(p) =
Mw
Z(p)RT
p (D.1)
Z is the gas compressibility factor and is equal to 1.0 for ideal gasses. For real
gasses, Z can be obtained from the generalized compressibility factor diagram
[212]. Assuming the gas to be Methane, critical temperature and pressure are
obtained from the Table of liquid-vapor critical temperature and pressure for
selected substances[252] as 109.9◦K and 45.79 atm. For the range of tempera-
ture and pressure of the reservoir, the compressibility factor can be obtained
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from the plot and approximated as:
Z(p) = −3.427× 10−24p3 + 5.38× 10−16p2 − 1.448× 10−8p + 1.0055 (D.2)
Pressure in Equation (D.2) is in Pa. Viscosity of the fluid is constant and rock
is incompressible; therefore, the porosity does not change with pressure. Using
the material balance equation for a single phase flow in porous media we get:
∂(ρφ)
∂t
= −∇ · (ρu) (D.3)
u, in Equation (D.3) is the Darcy velocity or superficial velocity and equals:
u =
q
A
= −k
µ
∇Φ (D.4)
Φ is the potential and equals p+ρgh. Ignoring gravity, the potential is equal
to the pressure p.
If Darcy’s transport law from Equation (D.4) is plugged into the material
balance Equation (D.3) and gravity is neglected, we can arrive at the equation
of pressure diffusivity in porous media:
∂(ρφ)
∂t
= ∇ ·
(
ρ
k
µ
∇p
)
(D.5)
expanding Equation (D.5) we get:
φ
∂(ρ)
∂t
+ ρ
∂(φ)
∂t
=
k
µ
[
ρ∇2p +∇ρ.∇p] (D.6)
in porous media the total compressibility ct is the sum of the compressibility
of the fluid and the formation.
Total compressibility, ct = cfluid + cformation (D.7)
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fluid compressibility may include all the three phases of oil, gas and water,
hence;
cfluid = coSo + cgSg + cwSw (D.8)
we assume gas flow in an incompressible rock; therefore, the total compress-
ibility in our formulation is:
ct = cgSg (D.9)
Rock or pore space compressibility is defined as
cformation =
1
(φVb)
d(φVb)
dp
=
1
(Vp)
d(Vp)
dp
(D.10)
in Equation (D.10), Vb, is the bulk volume, Vp is the volume of the pore spaces
and p is the pore pressure.
fluid compressibility is defined as
cfluid =
1
ρ
dρ
dp
(D.11)
since the density varies with pressure, let’s re-write the Equation (D.6) to
bring the variation of density with pressure and the effect of compressibility
into the diffusivity equation:
φ
∂ρ
∂p︸︷︷︸
ρcfluid
∂p
∂t
+ ρφ
[
1
(φVb)
d(φVb)
dp
]
︸ ︷︷ ︸
cformation
∂p
∂t
=
k
µ
ρ∇2p + ( dρdp︸︷︷︸
ρcfluid
∇p).∇p
 (D.12)
now, let’s use Equation (D.12) and replace the terms from Equations (D.10)
and (D.11) and cancel out the density from both sides of the equation to bring
the fluid and formation compressibilities to the left hand side of the equation.
φ cfluid
∂p
∂t
+ φ cformation
∂p
∂t
=
k
µ
[∇2p + cfluid ∇p.∇p] (D.13)
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The two terms in the left hand side of the Equation (D.13) can now be added
and the total compressibility appears in the equation. Furthur simplification
of Equation (D.13) results in:
φ ct
µ
k
∂p
∂t
= ∇2p + cfluid(∇p.∇p) (D.14)
For analytical solutions of diffusivity equation, the term on the right hand side
which includes the product of two pressure gradient will be neglected; however,
this assumption is valid only for the zones far away from the wellbore where
the pressure gradient is small. Neglecting the product results in:
∇2p = µctφ
k
∂p
∂t
(D.15)
Equation (D.15) is the pore pressure diffusivity equation and the reciprocal
of the coefficient on the right hand side is called the diffusivity coefficient,
denoted by α and it’s a function of pressure.
α(p) =
k
µctφ
(D.16)
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