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Abstract
Deep learning (DL) based applications have successfully solved numerous problems
in machine perception. In radiology, DL-based image analysis systems are rapidly
evolving and show progress in guiding treatment decisions, diagnosing, localizing
disease on medical images, and improving radiologists’ workflow. However, many
DL-based radiological systems fail to generalize when deployed in new hospital settings, and the causes of these failures are not always clear. Although significant
effort continues to be invested in applying DL algorithms to radiological data, many
open questions and issues that arise from incomplete datasets remain. To bridge
the gap, we first review the current state of artificial intelligence applied to radiology data, followed by juxtaposing the use of classical computer vision features (i.e.,
hand-crafted features) with the recent advances caused by deep learning. However,
using DL is not an excuse for a lack of rigorous study design, which we demonstrate
by proposing sanity tests that determine when a DL system is right for the wrong
reasons. Having established the appropriate way to assess DL systems, we then turn
to improve their efficacy and generalizability by leveraging prior information about
human physiology and data derived from dual energy computed tomography scans.
In this dissertation, we address the gaps in the radiology literature by introducing
new tools, testing strategies, and methods to mitigate the influence of dataset biases.
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Chapter 1
Introduction
1.1

Context

Deep learning (DL) has witnessed exceptional development and advancement in
health care over the last decade across various tasks [1, 2, 3, 4]. In radiology, it is
anticipated that DL-based systems will complement and eventually surpass human
performance in diagnostic sensitivity, specificity, and accuracy, leading to higher
disease detection rates, more accurate disease characterization, and the democratization of expert knowledge [5, 6]. Nevertheless, the performance gap between
DL systems and humans remains substantial. Despite significant changes in visual
appearance, humans can reliably distinguish objects in images [7]. They can also
classify or define newly observed instances based on prior information [8]. DL systems, on the other hand, struggle to generalize to new datasets that are out of
distribution (OOD) or that were not part of the training set due to biases [9, 10, 11,
12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23]. Wyant et al., for example, discovered
that 232 DL-based systems developed to diagnose COVID-19 and forecast disease
progression from medical scans were unsuitable for clinical usage [24]. However,
they discovered two methods that had the potential for additional validation [24].
Biases resulting from datasets, algorithms, and humans must be addressed before
AI is clinically implemented since they offer significant risks that could negatively
affect human health [25, 26]. The curation of large, representative datasets is one
method for eliminating biases, but acquiring "big" data in radiology is difficult due
to privacy laws, societal perception, the need for skilled radiologists, and complex
computer hardware and software to manage the data [27]. Furthermore, as demonstrated in the natural image domain, algorithms may not learn the attributes of the
target classes even with millions of images [18, 28]. To minimize harm to human
health, radiography requires enhanced testing standards and procedures to identify
1
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or mitigate the impact of biases.

1.1.1

Biases and Validation

The ImageNet challenge consisted of a dataset with 1.2 million 2D training images
divided into 1,000 classes [29]. DL frameworks trained with ImageNet have achieved
state-of-the-art results on various tasks [30]. With transfer learning, ImageNet
trained networks allowed for impressive performance on alternative tasks where less
labeled data was available [31, 32]. In comparison, radiological datasets range in
size from 101 to ≤ 106 [5, 27, 33, 34]. To compensate for the lack of radiological data, investigators have embraced transfer learning principles and the reuse of
ImageNet trained models for medical tasks [27, 35]. However, with small datasets,
unwanted biases may be amplified [5, 18, 36]. If care is not taken during training
or evaluation, systems can explicitly or implicitly encode data-driven, algorithmic
or human biases [5, 20, 36]. This can lead to DL systems producing the correct
answer for the wrong reasons or producing outputs based on non-obvious shortcuts [12, 18, 22, 34, 37]. Shortcuts are when DL systems learn decision rules that
are different from the intended solution, causing them to fail in real-world scenarios
(i.e., when deployed to a new hospital system) [18]. Even with big data, systematic
biases present in the dataset, such as the relationship between an object in the image
and the background context, can create shortcut opportunities [18, 38, 39]. Despite
concerns about the generalizability of DL systems, a number of vendors with Food
and Drug Administration (FDA) clearances to market and sell their products are
entering medical centers [40].
One reason why DL-based radiology systems are attractive is because there are
insufficient radiologists and staffing shortages worldwide, particularly in rural medical locations [41]. Consequently, DL could support radiologists, expediting diagnosis
and offering individualized treatment alternatives [41]. However, this strategy has
a number of flaws. For instance, the FDA only requires evidence of evaluation on
an OOD test set [40]. They do not require a minimum number of training or test
samples, multi-site evaluations, further ablation testing, or prospective evaluations
of DL software as a medical device [40]. As we show in Chapter 4, conventional
testing strategies that include evaluations on held-out and generalization test sets
are not sufficiently robust enough to declare when an AI system is ready for the
clinic [22]. For example, Voter et al. reported that a FDA-cleared system designed
to detect intracranial hemorrhages from CT scans falsely identified artifacts and
normal anatomy as brain bleeds [42]. The authors could not identify the reason
behind the misclassification of normal tissue as a brain bleed [42]. In addition, the
software was assessed at an academic medical center where the resources existed
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to conduct such evaluations. The evaluation of DL software on a small cohort or
prior to usage on patients may not be possible at medical facilities with limited
resources [43]. Moreover, facilities with staffing shortages may be at greater risk of
the negative effects of automation bias, a cognitive bias that occurs when health
care workers treat DL-based decisions as foolproof or follow them without question
[20, 44]. Due to the increasing societal impact of DL systems in radiology, there is an
urgent need to comprehend the origin of shortcuts, reduce the effect of unfavorable
biases, and detect when DL systems are learning decision rules based on spurious
correlations.
In this dissertation, we establish methodologies for systematically testing DL
frameworks in both the research and when deployed into the clinic. Then we
attempt to mitigate biases by using a task-based learning approach where we leverage domain-specific knowledge about human physiology and the physics of CT scanners to segment the liver from patient CT scans.

1.2

Objective and summary of contributions

The main objectives of our work include:
1. Creating an anatomically realistic phantom to test the sensitivity of feature
extraction frameworks to patient characteristics (i.e., thickness), scan parameters (i.e., reconstruction settings), and tumor location. (Chapter 3)
(a) We develop 3-dimensional (3D) printed anatomically realistic anthropomorphic phantoms that can be used to quality control the feature extraction process.
(b) We illustrate how to use the method to create physical 3D prints directly
from CT scan data.
(c) We use the prototype phantom to demonstrate how previously validated
quantitative biomarkers were sensitive to scanning parameters, suggesting
that the biomarkers had spuriously correlated class labels with patterns
generated by the image processing software.
2. Development of new testing strategies that indicate when a system is right for
the wrong reasons. (Chapter 4)
(a) We developed a set of sanity tests to determine if a system is making
predictions using spurious correlations in the data.
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(b) We describe a DL system designed to detect pancreatic cancer from CT
scans, and we apply our set of sanity tests to both development and generalization test datasets that were used to evaluate the system. We train
and assess four unique variants of this system to illustrate the pipeline
and demonstrate that the system looks as if it performs well in many
scenarios, but it is predicting the class using spurious correlations.
(c) We illustrate how to use a method to generate noise images from the
patients’ volumetric CT scans. These can then be used to assess the
influence of system specific noise on the DL system’s performance.
3. We leverage and exploit human physiology and the physics of medical imaging
to improve the generalization performance of liver segmentation frameworks.
(Chapter 5)
(a) We define an image translation paradigm for creating synthetic dual
energy CT (DECT) iodine scans from conventional CT scans. This is
performed using co-registered DECT scan pairs to train a conditional
adversarial network to map the conventional CT scans to the synthetic
DECT iodine variants.
(b) We study the benefits of using the synthetic DECT iodine scans for
liver segmentation. We analyze their utility with four existing semantic segmentation algorithms. We found that the segmentation algorithms
trained with the synthetic scans yielded superior performance over the
algorithms trained with the conventional CT scans.
(c) We hypothesized that synthetic DECT iodine scans would provide greater
benefit when less training data were available compared to the conventional CT scans, and we confirm that this hypothesis is generally supported in this study.
(d) We additionally observed that the public dataset we used had distortions
throughout the ground truth annotations of several scans, but the systems
trained with the synthetic DECT iodine scans correctly outlined the true
extent of the liver for most cases, despite errors in the ground truth used
for training.

1.3

Dissertation Layout

This dissertation consists of six chapters, including this chapter, the introduction
(Chapter 1), then the background (chapter 2), and lastly the future work and con-
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clusion (Chapter 6). In the chapter 2, we expand on the motivation and provide
additional insight into CT scanners and the role of phantoms in medical imaging.

1.3.1

Chapter 3 Quality control of radiomic features using
3D-printed CT phantoms (Objective #1)

Radiomics is the high-throughput mining of quantitative image features from standard of-care medical imaging [45, 46]. A radiomic biomarker or signature may
include a single or multiple features, such as intensity or histogram-based features,
shape descriptors, texture features, and transform-based or radial features [45].
Wavelets or Gaussian filters and dimensionality reduction methods like principal
component analysis are typically applied during the feature extraction step [46].
Although promising, the lack of standardization in quantitative radiomic measures
of tumors seen on CT scans is generally recognized as an unresolved issue. To
develop reliable clinical applications, radiomics must be robust across different CT
scan modes, protocols, software, and systems. In this chapter, we demonstrate how
three-dimensional (3D) printed semi-anthropomorphic phantoms, imprinted with
human-derived patterns, can provide a straightforward approach to validating longitudinally stable radiomic signature values in a clinical setting. We show that
previously discovered prognostic and popular radiomic features are variable in practice and must be interpreted cautiously or excluded from clinical implementation.
Although we focus on radiomics, our methods apply to DL initiatives in radiology, particularly DL-based segmentation frameworks. Furthermore, the voxel-based
3D printing methods we established can reproduce tissue morphology seen on CT
exams. We believe our methods are a flexible yet practical way to design custom
phantoms to validate and longitudinally compare the stability and reproducibility
of radiomics or DL systems over time and across systems.
This chapter contains a modified version of our paper submission entitled “Quality control of radiomic features using 3D-printed CT phantoms” [47] and builds on
our paper titled "Investigating the Robustness Neighborhood Gray Tone Difference
Matrix and Gray Level Co-occurrence Matrix Radiomic Features on Clinical Computed Tomography Systems Using Anthropomorphic Phantoms: Evidence From a
Multivendor Study" [48]. The phantom has also been used in recent works to identify
reproducible radiomic features that are used to train a machine learning classifier
that predicts head and neck cancer outcomes [49].
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Chapter 4 Detecting Spurious Correlations with Sanity Tests for Artificial Intelligence Guided Radiology
Systems (Objective #2)

Phantoms are ideally suited for initial validation of DL-based algorithms acquired
by a medical center and ongoing quality control. Although phantoms can determine sources of variability, additional strategies are necessary to identify DL-based
algorithms that are right for the wrong reasons in the research phase. In radiology,
DL systems are rapidly evolving and show progress in guiding treatment decisions,
diagnosing, localizing disease on medical images, and improving radiologists’ efficiency. Due to the black box and real risk of automation bias, a critical component
of deploying DL in radiology is to gain confidence in a developed system’s efficacy and safety [20, 44]. The current gold standard approach is to conduct an
analytical validation of performance on a generalization dataset from one or more
institutions, followed by a clinical validation study of the system’s efficacy during
deployment [1, 2, 3, 4]. Clinical validation studies are time-consuming, and best
practices dictate limited re-use of analytical validation data, so it is ideal to know
ahead of time if a system is likely to fail analytical or clinical validation. This
chapter describes a series of sanity tests to identify when a system performs well
on development data for the wrong reasons. We illustrate the sanity tests’ value
by designing a DL system to classify pancreatic cancer seen in CT scans. We also
introduce a method to extract noise images from volumetric CT scans. The noise
scans can determine if a network will rely on scanner-specific processing methods to
form a classification decision.
This chapter is a modified version of our paper submission entitled “Detecting
Spurious Correlations With Sanity Tests for Artificial Intelligence Guided Radiology
Systems” [22].

1.3.3

Chapter 5 DL and Domain-Specific Knowledge to Segment the Liver From Synthetic Dual Energy CT Iodine
Scans (Objective #3)

In medical imaging, images are acquired for specific clinical purposes, such as detection, quantification, or combining the two. For example, an abdominal CT may be
prescribed to evaluate primary diseases of the liver and blood flow to parts of the
liver or to evaluate diseases of other tissues, such as the kidneys. The diagnostic task
will dictate the scan parameters, noise content, the concentration of iodine injected
and scan start time post contrast administration. Consequently, the enhancement of
specific tissues will depend on the reason for the exam. It is generally acknowledged
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that the interpretation of CT scans should be based on the clinical task. However,
current approaches to training DL systems tend to be task-neutral. In this chapter,
we leverage prior information about human physiology and the physics of DECT to
train a DL-based image-to-image translation approach that transforms SECT scans
into inferred DECT iodine image types. We demonstrate the value of the inferred
DECT MDI images relative to the original SECT images for segmenting the liver.
The DL segmentation frameworks trained using the inferred DECT iodine images
outperformed those trained with the SECT scan data. The failure mode analysis
revealed that the systems trained with the inferred scans were less sensitive to the
negative effects of distorted ground truth annotations and artifacts in patient scans
that reduced the generalization for the SECT-trained systems.
This chapter contains a modified version of our paper submission entitled “Deep
Learning and Domain-Specific Knowledge to Segment the Liver from Synthetic Dual
Energy CT Iodine Scans” [50]. The idea to use human physiology and the physics
of imaging was also inspired by our previous papers about DECT, [51, 52, 53, 54]
Throughout the remaining chapters of this dissertation, we use the term AI and
deep learning broadly and interchangeably to include artificial intelligence, deep
learning (DL), machine learning, computer-aided diagnosis (CAD), generative adversarial networks (GAN), and similar methods.

Chapter 2
Background
In this dissertation, we only consider CT scans. Other types of medical scans, such
as radiographic, mammographic, ultrasound or magnetic resonance images were not
considered and so are not discussed.
One of the most overlooked aspects of AI applied to radiological data is that
the specifics of data collection and preprocessing are discarded as "domain knowledge" that has no bearing on the inference [55]. With small or large datasets, it
is implicitly expected that an AI-based inference engine may be trained to perform the inference task “better” than a more traditional computer vision method
using domain expertise. For example, it is possible to calculate texture features in
an image and incorrectly conclude that they reflect spatial inhomogeneities of the
underlying tumor tissue. However, image texture in CT imaging is often a byproduct of noise in the raw projection data modified by the reconstruction process [55].
With novel model-based iterative reconstruction techniques that consider the physical model of a specific CT scanner, the textures may behave as fingerprints that
can readily be spuriously correlated with class labels [56, 57]. Among other variables, any clinical decision support system based on AI must be resistant to changes
caused by proprietary image processing software, but as recently reported, even
FDA authorized AI systems are known to make high-confidence judgements for the
wrong reasons [42]. Worryingly, the reasons for the AI systems’ incorrect decisions
are not always clear [18, 42]. The non-causal spurious correlations or biases that
drive the decision-making of some systems could pose a serious threat to human
health [58]. Determining whether the AI system has learned the true attributes
of the target object or spuriously correlated patterns with the class labels is of
paramount importance for the clinical adoption of AI. Identifying and eliminating
biases will necessitate a deeper understanding of the medical imaging chain and how
reconstruction software, scanning hardware, and post-processing algorithms modify
8
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images. For medical imaging, pictures alone are ultimately insufficient. When developing datasets to train and test AI systems, the related meta-data, reasons for an
exam, disease location and subtypes, gender, scan parameters, the hardware and
noise characteristics of the scanner, and other technical factors should be considered. In the sections that follow, we present some basic background information
on CT and DECT scanners and phantoms. In the respective chapters, all other
background materials pertinent to the individual research aims are covered.

2.1

Computed Tomography and Dual energy CT

The attenuation of X-rays caused by Compton scattering and the photoelectric effect
in a target region of interest is the basis for material separation in SECT [59, 60].
A given material’s density and attenuation are displayed on CT scans as the CT
number or Hounsfield unit (HU), which is defined as [59]:
CT number (HU ) =

µ − µwater
x1000,
µwater

(2.1)

where µwater is the linear attenuation coefficient of water. All CT scanners are standardized in that water, which is similar in attenuation to human soft tissue, always
has a CT number of 0 HU [59]. More dense structures like cortical bone have CT
numbers that range from 250 HU to over 1000 HU, and air is around -1000 HU [59].
The accuracy of the HU value depends on several factors related to the thickness of
the patient, scattering, proprietary data pre-conditioning or preprocessing of measured projection data, image reconstruction methods, hardware choices, and any
artifacts present in the scan data [59]. Since CT scanners allow users to select the
peak kilo-voltage (kVp) or tube potential, tube current, reconstruction parameters,
voxel dimensions, and other parameters, the quality (i.e., resolution and noise content) of the image is dictated by the subjective preferences of the radiologist [59].
Because the linear attenuation coefficient is mostly governed by Compton scattering and photoelectric absorption cross-sections, a weighted combination of two
basis functions can be used to approximate µM (E) of material M at a given energy
E [60, 61]:
(µ) (E) = ρ(a1 fCompton (E) + a2 gphoto−electric (E)),
(2.2)
where ρ is the mass density of the material, fCompton (E) and gphoto−electric (E) are the
attenuation or basis functions due to Compton scattering and photoelectric effect
events. The constants a1 and a2 reflect the contribution of the photoelectric and
Compton scattering events [60], and with ρ, they describe the dependence of µ(E)
on the photon energy. With conventional single energy CT, µ(E) is measured with a
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single polychormatic x-ray spectrum and the energy dependence of tissues or materials is not recorded by the scanner [60]. Hence, two materials with different molecular
compositions, such as iodine and bone, can have similar HU values. Because of the
overlapping HU values, it is not advisable to use the HU value alone to differentiate
distinct tissue types. [59, 60, 61, 62]. However, with DECT, two different polychromatic x-ray spectra are used to acquire a scan. As a result, a1 and a2 in Eq. 2.2 can
be precisely determined, within a specific energy range, by measuring the reaction
of a given material at the two energies [59]. Then, with advanced reconstruction
algorithms, the composition of scanned objects can be determined [59]. With the
rapid switching DECT variant, the tube potential alternates between low and high
voltages within half a millisecond [51]. The speed of voltage switching enables the
collection of nearly perfectly registered acquisitions of the scanned object [59].
With two measurements, the contribution of the photoelectric effect and Compton scattering events is given by the following two equations [59]:
 
µ
(Elow ) = a1 fCompton (Elow ) + a2 gphoto−electric (Elow ),
(2.3)
ρ
and

 
µ
(Ehigh ) = a1 fCompton (Ehigh ) + a2 gphoto−electric (Ehigh ).
ρ

(2.4)

With these two equations, we can solve for the values of a1 and a2 , since we have
two measurements and two unknowns [59, 62]. Since the photoelectric and Compton
effect basis functions are not intuitively associated with human anatomy, CT vendors
substituted the basis functions of materials with known attenuation properties [59].
For example, the attenuation of iodine and water is established across the diagnostic
energy range [63]. When both materials are used as the basis functions, images that
display the equivalent water or iodine concentration can be reconstructed [59, 62].
A third material can also be represented as a mixture of the two basis functions [59,
62]. Materials that are not iodine or water are represented as nonzero or negative
intensity values. After some algebraic manipulation of Eq.’s 2.2, 2.3 and 2.4, a
voxel’s mass attenuation coefficient µρ (E) at photon energy E can be represented
as a linear combination of the mass attenuation coefficients of the two base materials
A and B [59, 62]:
 
 
 
µ
µ
µ
(E) = βA
(E) + βB
(E)
(2.5)
ρ
ρ A
ρ B
where βA and βB are independent of the energy [59]. Additional material decomposition algorithms also allow for the transformation of x-ray attenuation into the
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density or amount of two basis materials that would be needed to produce the measured attenuation. We explore the benefits of training AI systems with DECT data
in Chapter 5.

2.2

Phantoms

Establishing a link between quantitative imaging features extracted from CT scans,
i.e., radiomics, with gene expression patterns would be valuable for creating independent imaging-based prognostic biomarkers, and the ability to quantitatively classify
tumors with the same histological subtype would be valuable in accelerating drug
discovery research [45, 46]. However, CT scanners were not designed with the accuracy found within typical biological laboratory instruments [59, 64]. For example,
background textures influence the local noise and resolution properties of structures
observed on medical images, especially when variants of iterative reconstruction are
used [57].
Although CT scanners generate quantifiable HU values that transmit information about tissue density, the values are susceptible to artifacts caused by the patient
or equipment, such as beam hardening, and are dependent on the system calibration,
hardware, and software [59]. Consequently, the translation of results from phantom
experiments to clinical patients is contingent upon the realism of the phantom. However, the phantoms currently used to assess DL-based pipelines or radiomic features
are too uniform, comprise of patterns that may not be present in patient CT scans,
or are not representative of human anatomy [48]. Accordingly, any findings with
the unrealistic phantoms may under- or over-estimate outcomes [65]. To overcome
the limitations of previous phantoms, we will employ our additive manufacturing
capabilities, specifically the voxel-based multi-material 3D printing technology, to
create patient-specific, realistic anthropomorphic phantoms. With voxel-based 3D
printing, each voxel of a CT scan can be physically reproduced, which is not possible to do with typical stereolithographic (STL) 3D printers. Capturing individual
voxels enables us to reproduce the structure and attenuation properties of tissues
observed on CT scans. Consequently, phantoms that can act as “ground truth” and
thereby identify causes of variability between scanners and acquisition protocols can
be fabricated. In general, phantom-based characterization is a vital component of
the safe translation of any computer aided diagnostic device into the clinic [66].

Chapter 3
Quality control of radiomic features
using 3D-printed CT phantoms
Phantoms are indispensable components of the quality control process that ensure
medical imaging devices and associated software are operating as expected. In
addition, they are essential for standardizing quantitative estimates derived from CT
scans [66]. In this chapter, we design a 3D printed semi-anthropomorphic phantom
to quality control the radiomic workflow. We show that the phantoms can be used
to identify scan parameters that inject variability into inference systems, thereby
rendering them unstable or non-reproducible.

3.1

Introduction

There is a growing body of literature about the role of quantitative radiomics (QR)
metrics as cancer imaging biomarkers for predicting lesion malignancy and the efficacy of treatments [67, 68, 69]. Although promising, a general lack of standardization
and inconsistent performance of QR metrics across different CT scan modes is well
established [70, 71, 72, 73, 74, 75, 76, 77]. A solution to improve standardization and
quality control of the QR pipeline should include phantoms that can filter unreliable
metrics [46, 65, 78].
Historically, CT equipment operators have used quality control (QC) phantoms
to monitor the imaging performance of clinical scanners [79]. However, CT QC phantoms are engineered with homogenous materials that lack the texture or shapes of
tumors seen on CT exams. There is evidence that a textured QC phantom may
reveal problems across the imaging pipeline that were not apparent with the routinely used homogenous QC phantom [80]. Another study [81] showed that the
local noise and resolution properties of a lesion depend on the background tissue
12
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texture when iterative reconstruction is used to reconstruct the image. As CT scanner hardware and software become more technologically sophisticated, the phantom
components will need to take on more realistic properties.
Several phantom types have been proposed to study QR feature variability [75,
82, 83, 84, 85]. In most literature reports, the phantoms have been uniform, consist
of patterns that may not be found in patient images, or are shaped in a way that
is not characteristic of patient anatomy [86]. For example, an updated version of
the credence cartridge radiomic phantom (CCR) [83] consists of six oval cartridges
encased in a high-density polystyrene build-up material. The cylindrical shape and
encasing are modeled after the size or shape of human anatomy, but the six-round
cartridges are placed within a uniform surrounding, and each cartridge consists of a
single textured pattern. Evaluating the impact of iterative reconstruction schemes
is challenging when the background textures are uniform [76, 87]. Further, the
homogenous shapes will not be able to evaluate inter-observer segmentation variability, which is known to contribute to QR feature instability [88].
More recently, 3D printed imaging phantoms have been used to evaluate QR
feature robustness [89, 90, 91]. In one study [90], a realistic liver phantom was
constructed by first converting the patient images into surface models using stereolithography (STL) file formats. However, the STL format does not capture images’
internal structure or texture and only represents the shell or surface of the modeled object [92]. In another study [91], simulated lung nodules are 3D printed and
inserted into a chest anthropomorphic phantom to evaluate QR feature robustness.
Although the approach demonstrates the possibility of voxel-based 3D printing, some
methods are complex, requiring simulations that may be limited by the extent to
which models of anatomy and the imaging system are realistic enough [93]. Other
approaches include using standard desktop inkjet printers whose ink cartridges are
filled with aqueous potassium iodide solution to generate realistic 3D printed [94, 95].
The doped ink is deposited either on standard or specialized paper. Our proposed
method has the distinct advantage of going directly from a CT scan to a 3D print
using commercially available technology. Consequently, we can overcome key issues,
such as the lack of adhesion between layers, coarser resolution, and the requirement
for extensive simulations that are seen with other methods [96].
To overcome the limitations, we evaluated the feasibility of translating anatomy
seen on a CT scan to a physical phantom using a multi-material 3D printer with
commercially available voxel printing software (PolyJet Objet 260 Connex 3, Stratasys, Eden Prairie, Minnesota). The proposed method uses voxel printing technology to i) develop fit-for-use, custom-designed 3D printed phantoms imprinted with
actual tumor patterns seen on CT exams, to quality control and validate QR feature robustness, and ii) evaluate the repeatability and reproducibility of derived QR
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features.

3.2
3.2.1

Materials and Methods
Study Participants

Institutional review board approval was obtained, and the requirement for informed
consent was waived.
We modeled the 3D printed radiomic phantom after diseased tissues seen on
CT scans of six unique patients. Four patients had pancreatic adenocarcinoma
(PDAC), a single patient had non-small cell carcinoma (NSCLC), and the final
patient presented with advanced hepatic cirrhosis. We chose these patient scans
because of the heterogeneous appearance of the diseased tissues. The patients with
PDAC and advanced hepatic cirrhosis received contrast-enhanced abdominal CT
exams using a 64 slice CT scanner (Discovery CT750 HD; GE Medical Systems,
Milwaukee, Wisconsin), with the following scan parameters: tube voltage of 120
kVp, noise index of 14, tube current modulation ranged from 220 to 380 mA, 0.7
second rotation time, and a pitch of 0.984. The images were reconstructed using
a 512 x 512 matrix, the filtered back-projection reconstruction algorithm, and a
standard convolution kernel. The reconstructed slice thickness was 2.5 mm, with
an interval of 2.5 mm. Intravenous contrast administration included 150 mL of
iodinated contrast material at four mL/s (Iohexol 300 mgI/mL, Omnipaque 300,
GE Healthcare, Cork, Ireland), respectively. The tumors were manually outlined by
radiologists on the axial scans (window/level: 400/40 HU) using Volume Viewer on
Advantage volume share 7 (GE Medical Systems, Milwaukee, Wisconsin).The CT
scan of the patient with NSCLC was from a publicly available dataset hosted by
the Cancer Imaging Archive (TCIA) [85, 97, 98]. The patient was imaged on a 16
slice CT scanner (Lightspeed, General Electric, Madison, Wisconsin). Images were
reconstructed using a standard and lung convolution kernel. The scan data from
the standard convolution kernel were used in this study. Further details of image
acquisition parameters are available in the associated publication [85]. Across all
patient scans, the in-plane pixel size ranged from 0.695 mm to 0.977 mm (mean =
0.851 mm). The maximum diameter of the tumors ranged from 21 mm to 61 mm,
with a mean of 46 mm. The largest tumor diameters were manually measured on
a transverse image plane viewed with Volume Viewer on Advantage volume share 7
(GE Medical Systems, Milwaukee, Wisconsin) by an experienced radiologist. The
placement of the tumors within the background cirrhotic liver was arbitrary.
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Figure 3.1: Workflow to generate 3D printed phantom. (a) The tumor was segmented from the CT exam of the patient. A cross-sectional slice of the computed
tomography image of a single patient shows the contoured pancreatic ductal adenocarcinoma. (b) Binary masks of the tumors were generated and then used to replace
the background voxel values with the intensity values of the tumor voxel. (c) The
combined volume was then supersampled to the resolution of the 3D printer and
stacked into slices. Each slice from (c) was then dithered using the Floyd-Steinberg
dithering algorithm into binary raster files. (d) Three sets of raster files were generated, one for each resin material. These files define the spatial location of each
resin material. (e) Resultant 3D print of the combined volume. Due to the material
used, visualizing the internal structure is not possible with the naked eye.

3.2.2

Phantom Model Fabrication

Figure 3.1a-e shows a graphical overview of the workflow used to 3D print the
radiomic phantom. The multi-material 3D printer used in this study can simultaneously deposit up to three different photopolymer resins [99]. The resolution of a
single droplet of resin in the x-y direction and the layer thickness (z-direction) is
on the order of 48 x 84 x 30 µm, which is smaller than the resolution of a typical
CT scanner ( 0.5 x 0.5 x 0.6 mm) [99]. The selection of the printing material was
determined by scanning several solid samples of available resin materials using the
abdominal CT protocol described in Sec. 3.2.1 and measuring the HU values. The
two materials that had the highest and lowest HU were selected.
At first, an experienced radiologist segmented each tumor and a circular portion
of the cirrhotic liver from the scans at their original resolution. The segments were
then individually normalized to have voxel intensity values between 0 and 1. The
normalized ratios were used to determine the proportion of resin material deposited
into a single voxel [100]. Binary images of the individual tumor volumes were then
used to mask an area over the cirrhotic liver images (Fig. 3.1b). Next, we merged
the volumes without modifying the original HU values or the normalized ratios of
each scan. The combined slices, as shown in Fig. 3.1b, were then super-sampled
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using the Whittaker–Shannon (SINC) interpolation method to the resolution of the
3D printer (Fig. 3.1c). Finally, each slice was dithered using the Floyd-Steinberg
dithering algorithm into binary raster files [101]. The raster files encode the spatial
location where each material is deposited (Fig. 3.1d). The disc shape of the phantom
was designed to have a diameter of 18 cm and a thickness of 4 cm. These dimensions
were selected so that the disc would fit within a tissue equivalent enclosure that was
originally used with a commercially available low contrast helical CT QC phantom
(model 061, CIRS). Since the printer can simultaneously print with three different
resin materials, three sets of bitmap files were generated, one set for each resin
material. Within the first raster file, a value of 1 indicates the deposition of material
A, and a value of 0 indicates that material A will not be deposited. The second set
of raster files (material B) were generated by inverting material A files so that a
value of 0 now had a value of 1. The third set of bitmaps consisted of all zeros since
two materials with opposing densities were enough to generate the desired contrast
differences. The resulting 3D print is displayed in Fig. 3.1e.

3.2.3

Computed Tomography Scan Modes

A 64-slice CT scanner (HD750, General Electric, Madison, Wisconsin) was used to
acquire 30 repeat scans of the radiomic phantom. The scanning parameters were:
120 kVp, 280 mA, 0.7 seconds, the pitch of 0.984, filtered back-projection algorithm
with a standard kernel, total collimation of 40 mm, display field of view (DFOV)
250 mm, reconstructed slice thickness, and interval of 1.25 mm. The phantom
was centered in the gantry using the system’s onboard laser alignment lights. The
associated volume CT dose index was 15.96 mGy. The values of the average radiomic
characteristics determined from this protocol were considered the reference in the
percent deviation calculations [91]. Deviation from the reference was determined by
re-scanning the phantom, sequentially, five times, without movement between scans
using the scan modes listed in Table 3.1. All parameters of the reference protocol
remained fixed while each scan mode was implemented. Figure 3.2 shows crosssectional axial slices of the radiomic phantom scanned using each additional scan
mode. In addition to commonplace scan modes, such as different tube potentials
and currents, we evaluated QR feature robustness with adaptive statistical iterative
reconstruction (ASiR), and the phantom was positioned vertically off-center by 30
mm in the inferior direction. The latter [102] is a practice commonly observed in
the clinic. It could contribute to the lack of feature robustness because off-center
placement misplaces the thickest portion of the bow-tie filter relative to the patient’s
anatomy, increasing noise or variability of CT HU values [103]. We evaluate its
impact on QR features in this study because the off-center placement of the patient
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Figure 3.2: Cross-sectional CT images of the radiomic phantom from each scan
mode evaluated in this study. For each image, a window width of 40 and a level of
100 was applied. The differences between each scan mode are: (a) Baseline image
reconstructed with standard kernel. (b) Adaptive Statistical Iterative Reconstruction (ASiR) of 10%. (c) ASiR 20% (d) ASiR 30%. (e) Lung kernel. (f) Lung kernel
with ASiR 40%. (g) Bone kernel. (h) Reduced tube current of 100 mA. (i) Reduced
tube potential of 100 kVp. (j) Dual energy CT image reconstructed at monochromatic 70 keV. (k) Enlarged display field of view of 350 mm with a pixel size of 0.689
mm. (l) Phantom placed off-center by 30 mm. The off-center image was electronically centered within the field of view.
within the CT gantry misplaces the thickest portion of the bow-tie filter relative
to the patient’s anatomy, which leads to increased beam hardening artifacts and,
consequently, increased noise or variability of CT HU values [103]. ASiR is a feature
that reduces the pixel noise standard deviation while preserving structural detail
and is available in ten different strengths. As the strength or percentage of ASiR
increases, the noise magnitude decreases, noise texture becomes coarser and more
uniform, and the images generally appear smoother [59, 104]. The strengths and
combinations that we use in this study are based on what we use in our clinic. The
display field of view (DFOV) dictates the pixel size in the x-y direction. As DFOV
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Table 3.1: The additional scan modes included in the study. The options were
chosen due to their frequent use in the clinic.
Additional Scanning Modes
Convolution kernel
Standard, Lung & Bone Kernels
Adaptive Statistical Iterative Reconstruction (ASiR) ASiR 10%, **20%, and 30%
Peak Tube potential (kVp)
100 kVP
Tube current (mA)
100 mA
Phantom off-center in the y-axis inferior direction
30 mm
Display field of view
350 mm (0.684 mm pixel size)
Dual energy computed tomography
Virtual monochromatic energy: 60 keV
∗
Reference kernel
∗∗
Also performed as a combination of the Lung kernel and ASiR 20%

increases, the size of the pixel increases, and the resolution in the x-y direction
decreases. The rapid switching dual-energy CT variant used in this study acquires
two projections nearly simultaneously while operating at a low and high peak tube
potential of 80 and 140 kVp. With the two projections, many image types are
possible to reconstruct, such as virtual monochromatic images (VMI) that depict
anatomy from the viewpoint of a monochromatic x-ray source ranging in energy
from 40 to 140 keV or material density images. For this study, we evaluated the
robustness of radiomic features in reconstructed DECT scans with a VMI of 60 keV.
The scan modes were chosen due to their use in the clinic.

3.2.4

Radiomic Feature Extraction

The computational environment for radiobiological research (CERR) [105] was used
to extract the prognostic QR features listed in Table 3.2. We chose these features
because previous literature reports illustrated their potential prognostic capabilities
for NSCLC and PDAC. They were extracted from the original images without preprocessing, such as image smoothing or interpolation of voxel sizes, and the settings
used for feature calculation were: 1) the images were discretized using a fixed bin
width of 25. 2) the average value of each texture feature was computed over all 13
directions to obtain rotational invariance. 3) For the prognostic PDAC QR features,
the images were discretized using a bin width of 25 and a patch-wise volume of 2
x 2 x 2 mm voxels. Detailed descriptions of the feature definitions can be found in
references [45, 105, 106].
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Table 3.2: Prognostic radiomic features analyzed for repeatability and deviation
relative to reference values.

Radiomic Features
First order Energy1
NSCLC [45] GLRLM: Gray level nonuniformity (GLN)3
HLH Wavelet pre-processed GLRLM gray level nonuniformity4
GLCM Energy1
GLCM Entropy1
PDAC [68]
GLCM-Contrast2
GLCM-Dissimilarity2
1

First order statistical features
Gray Level Co-Occurrence Matrix Texture features
3
Gray Level Run Length Matrix feature
4
Wavelet based feature
GLRLM: gray level run length matrix
NSCLC: non-small cell lung carcinoma
PDAC: pancreatic ductal adenocarcinoma
2

3.2.5

Statistical Analysis

The structural similarity index (SSIM) [107] was used to calculate the similarity
between the original cirrhotic liver and the resulting 3D print. The repeatability (i.e.,
precision) of radiomic features was evaluated using the within-subject coefficient of
variation (wCV, %) [108]:
σw
wCV % =
× 100,
(3.1)
µ
where σw is the within-subject standard deviation, and µ is the mean of individual
radiomic features. A wCV % less than 10% was considered as being repeatable. The
95% confidence interval (CI) was calculated using chi-squared (x2) as the pivotal
statistic as follows:
s
N xw(wCV 2 )
CI (95%) =
,
(3.2)
x2n, ∝
where N is the number of tumors and x2n, ∝ is the percentile of the distribution with
n degrees of freedom. The lower bound α is 0.975, and the upper bound α is 0.025.
The percent deviation (pDV, %) of radiomic feature derived from the additional
scan modes was calculated as follows:
!
fn − fbo
pDV (%) =
± δpDV
× 100,
(3.3)
fbo
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Figure 3.3: (Left) The 3D printed radiomic phantom. (Middle) an axial slice generated from a computed tomography scan shows the embedded tumors within the
background tissue. (Right) The tumor contours were generated by an experienced
radiologist, and the tumor types were labeled as 1- non-small cell lung carcinoma;
2-5 are pancreatic ductal adenocarcinoma.
where fn is the average value of the radiomic feature extracted from images of each
tumor across the different scanning parameters, and fbo is the average of the reference
value, as described above.
The one-sample Wilcoxon signed-rank test was used to determine the equality
between the reference feature and the median feature value derived from the additional scan modes. A p-value of less than 0.05 was considered significant. The effect
size was calculated as:
Z
,
(3.4)
r=√
Nobs
where Z is the z-score, Nobs is the number of observations, and r ranges from −1 to
1. The 95th percentile confidence intervals for the effect size estimate were determined using 100 bootstrap samples. All statistical analyses were completed using
RStudio [109].

3.3
3.3.1

Results
Hounsfield Unit (HU) of printing materials and Structural Similarity

Figure 3.3 shows the resulting 3D printed phantom, a cross-sectional CT scan, and
the physician-drawn contours overlaid onto each tumor. The overall time taken to
3D print the phantom was approximately 8 hours. The final radiomic phantom was
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Figure 3.4: (a) The 3D printed radiomic phantom. (b) an axial slice generated from
a computed tomography scan shows the embedded tumors within the background
tissue. (c) The tumor contours were generated by an experienced radiologist, and
the tumor types were labeled as 1- non-small cell lung carcinoma; 2-5 are pancreatic
ductal adenocarcinoma.
circular, with a measured diameter measured of 176 ± 0.2 mm and an axial length of
42 ± 0.2 mm. The two-resin materials with the lowest (65 ± 5 HU) and highest (125
± 5 HU) CT numbers were VeroWhite (material A) and TangoPlus (material B).
The SSIM between the cirrhotic liver background (Fig. 3.4b) and resultant 3D print
(Fig. 3.4c) was 0.71. An SSIM value closer to 1 suggests more similarity between
images.

3.3.2

Repeatability and Percent Deviation

The repeatability of the prognostic radiomic features is shown in Fig. 3.5, where
wCV (%) < 1.0% across features. Figure 6 shows the pDV for the NSCLC radiomic
features. The average pDV of the first-order energy was 0.01% (range: -0.49% to
0.89%, p = 0.290) across all scan modes. The average pDV of GLRLM GLN was
10.2% (range: -55.2% to 5.57%, p = 0.108) (Fig. 3.6a and b). Application of ASiR
40% to images reconstructed with the lung kernel resulted in the pDV for GLRLM
GLN decreasing by a factor of 2, from -30% to -15%. The average pDV for HLH
GLN pDV was 15.7% (range: -56.3% to 0.52%, p = 0.007). Like GLRLM GLN,
pDV for HLH GLN decreased when ASiR 40% was applied to images reconstructed
with the lung kernel. Figure 3.7 shows the pDV of prognostic PDAC radiomic
features across scan modes. With the application of ASiR 10% to 30%, the pDV
for contrast, dissimilarity, and entropy increased in the negative direction for all
tumors, but overall, the deviation remained below 30%. Across all tumor types, the
pDV for GLCM-Contrast and GLCM-Dissimilarity exceeded 40% and 20% when the

CHAPTER 3. 3D PRINTS - HANDCRAFTED FEATURES

22

Figure 3.5: Within-subject coefficient of variation (%wCV) for prognostic NSCLC
radiomic features extracted from each tumor. The wCV was computed from the
30 repeated CT scans acquired with the reference protocol. The 95th percentile
confidence intervals are displayed for each feature value.
phantom was scanned with the reduced dose scan modes and with the application
of DECT. In addition, the pDV for GLCM-contrast was ≤ 10% when the phantom
was scanned with a larger pixel size of 0.689 mm and the different strengths of ASiR.

3.4

Discussion

We have devised a method to 3D print what is seen on the CT scan to a physical
imaging phantom using commercially available, multi-material 3D printing technology and software Voxel print. The method can provide a straightforward approach
to produce fit-for-use phantoms that can validate longitudinally stable QR feature
values in a clinical setting. The results in this study also illustrate that previously
discovered prognostic QR features were repeatable but sensitive to different scan
modes. In contrast to previous works where uniform phantoms were used [109], we
observe that across all scan modes, first-order energy was not significantly affected
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Figure 3.6: The percent deviation (pDV, %) and one-sample Wilcoxon signed-rank
test are comparing the prognostic non-small cell lung carcinoma features. Comparisons are being made between the average feature value derived from the 30 repeat
scans and the additional scan modes. (a) first-order energy, (b) gray-level nonuniformity (GLN) and HLH Wavelet GLN.
by the reconstruction algorithm or other scan modes (pDV = ±1.0%, P > 0.290).
The deviation for GLN and HLH GLN increased as image noise increased, but the
pDV reduced with the application of ASiR 40%. The findings suggest that increased
scrutiny or exclusion of GLN and HLH GLN is warranted for future studies. The
lack of reproducibility in some QR features, as noted by the high pDV, demonstrates the need for improved validation approaches. The correlation between QR
features derived from tumors seen on abdominal CT scans and the underlying tumor
microenvironment must be interpreted cautiously.
The concept of quantifying diseased tissue seen on CT scans is not new. Efforts
to quantify BMD from CT scans dates to the mid-1970s [66, 110]. However, similar to the issues that plague current QR efforts, BMD measurements were variable
across scanning protocols and devices [66]. To address the lack of standardization
and variability across CT scanners, the European spine phantom (ESP) was developed. It was designed to be a practical but effective tool that could standardize
and cross-calibrate BMD measurements across CT scans. During its redesign in the
1990s, an international consortium published critical characteristics that a quantitative CT QC phantom should possess [66]. The characteristics included 1) a
phantom that is geometrically defined with realistic dimensions, 2) fit-for-use across
CT scanners, 3) being closely anthropomorphic so that standard patient protocols
can be used without alteration, and 4) it should consist of limited materials with
a range of attenuation characteristics so that linearity could be assessed. Because
of technological advances in CT scanning hardware and software, efforts to develop
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Figure 3.7: Dot plots show the percent deviation of the radiomic feature values as
a function of scanning technique and tumor type.
robust QR features would benefit from employing phantoms that meet the design
criteria used to manufacture the ESP.
Additional caution is required when interpreting results derived from phantoms
data. The applicability or translation of results from phantom studies to the clinic
depends on the realism of the phantom components [111]. The radiomic phantom
is crudely anthropomorphic (i.e., it lacks the fat planes or may not incorporate
the influence of beam hardening artifacts from contrast or bone). However, the
purpose of the phantom is to establish the minimum performance requirement for
the QR features [111] and inform about the continued stability as CT scanning
technology evolves. A distinct advantage of the radiomic phantom is that by incorporating realistic shapes and patterns, it offers tests for additional quantities, such
as measuring tumor diameter, volume, or the comparative performance of manual,
semi-automated, and automated segmentation techniques. In general, 3D printing
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offers the opportunity to generate the ground-truth value for parameters to be measured [91]. Although multi-material 3D printing offers several advantages relative
to previous approaches, some issues requiring further attention can be addressed
with additional investigations. First, the density and HU value of available photopolymer resins is limited, but recent investigations into doping agents show that
the HU value range of current resins could be increased [112]. Second, the size of
the 3D print bed restricts the maximum anatomical area that could be printed. The
Objet 260 printer used in this study can reproduce a volume with a maximum size of
255 x 252 x 200mm. However, the size of phantoms may be overcome by designing
modular phantoms. Third, the phantom remained stationary during imaging and
was not able to assess the impact of motion.

3.5

Conclusions

The strategy proposed here is to derive region-of-interest tumor and normal tissue
features from human CT scans and then custom print a CT phantom capturing
a facsimile of those features. Such a phantom can then be used to measure both
the variability of imaging features and stability of the overall QR feature and has
the potential to be used as part of the QR QA process. In measurements using
our prototype, we found that some previously reported prognostic radiomic features
are, in practice, noisy and need to be used with caution or preferably excluded
from clinical signature implementations. Personalized, custom-designed phantoms
present a flexible yet practical way to validate and compare QR signatures over time
and across systems.
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Chapter 4
Detecting Spurious Correlations with
Sanity Tests for Artificial Intelligence
Guided Radiology Systems
Phantoms are well suited to validate the performance of algorithms purchased by
a medical center and for ongoing quality control. Many medical AI systems are
created by private startup companies who don’t have access to scanners or phantoms.
Additional testing strategies are necessary to identify AI systems that are right for
the wrong reasons while they are in the research phase. In this chapter, we develop a
series of sanity checks that only require the training data. We illustrate the value of
the sanity tests by designing a deep learning system to classify pancreatic cancer seen
in CT scans. With the sanity tests, we were able to detect systems that learned
shortcut solutions, instead of the true attributes of the pancreas, using only the
training data.

4.1

Introduction

AI based computer-aided diagnostic (CAD) systems have the potential to help radiologists on a multitude of tasks, ranging from tumor classification to improved image
reconstruction [1, 2, 3, 4]. To deploy medical AI systems, it is essential to validate
their performance correctly and to understand their weaknesses before being used
on patients [42, 113, 114, 115]. For AI-based software as a medical device, the gold
standard for analytical validation is to assess performance on previously unseen
independent datasets [116, 117, 118, 119], followed by a clinical validation study.
Both steps pose challenges for medical AI. First, it is challenging to collect large
cohorts of high-quality and diverse medical imaging data sets that are acquired in
26

CHAPTER 4. SPURIOUS CORRELATIONS SANITY CHECKS

27

a consistent manner [120, 121]. Second, both steps are time-consuming, and best
practices dictate limited re-use of analytical validation data. The cost of failing the
validation process could prohibit further development of particular applications.
One reason AI systems fail to generalize is that they learn to infer spurious correlations or covariates that can reliably form decision rules that perform well on
standard benchmarks [18]. For example, an AI system successfully trained to detect
pneumonia from 2D Chest X-rays gathered from multiple institutions, but it failed
to generalize when images from new hospitals outside of the training and assessment
set were used to evaluate the system [12]. The investigators found that the system
had unexpectedly learned to identify metal tokens seen on the training and assessment images [12]. In hindsight, the tokens were obvious spurious correlators, but
in other cases, the covariates can be less obvious [18]. For example, subtle image
characteristics that may be unrelated to the target object, such as high-frequency
patterns [9, 15, 16], object texture [122, 123], or intangible attributes of objects are
known to cause AI systems to form decision rules that may not generalize [18, 124].
Current research has focused on explaining or interpreting AI decisions using various
visualization techniques [125], but these do not necessarily imply that a system will
generalize [11, 126, 127, 128].
Addressing system failures before clinical deployment is critical to ensure that
medical AI applications are safe and effective. Identifying systems that are right for
the wrong reasons during the development stages can expedite development by not
wasting valuable validation data from multiple institutions or conducting doomed
clinical validation studies.
The standard approach used to identify system failures involves testing with
held-out development or generalization test datasets [129]. However, development
test sets are subsets of the training data, and their primary value lies in identifying
systematic errors or bugs within the AI algorithm. Generalization test data are independent of the development data (i.e., their joint probability distribution of inputs
and labels differ from training and development test data) [130]. The generalization
data’s value is to assess how well a trained model may adapt to previously unseen
data. However, neither type of test is sufficiently robust enough to declare when an
AI system is ready for the clinic.
We provide a set of sanity tests that can demonstrate if a trained system is right
for the wrong reasons. We developed a weakly supervised deep learning system for
classifying pancreatic cancer from clinical CT scans to illustrate their use. Our main
contributions are:
1. We provide a set of sanity tests to determine if a system is making predictions
using spurious correlations in the data.
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2. We describe a system for using deep learning with CT images to detect pancreatic cancer, and we apply our set of sanity tests to both development and
generalization test datasets. We train and assess four unique variants of this
system to illustrate the pipeline and demonstrate that the system looks as if
it performs well in many scenarios, but it is predicting using spurious correlations.
3. We illustrate how to use a method to generate noise images from the patients’
volumetric CT scans. These can then be used to assess the influence of noise
on the AI system’s performance.

4.2
4.2.1

MATERIALS AND METHODS
Sanity Tests for AI Systems

There are various testing procedures employed in software engineering to determine
if a system is working correctly, such as smoke and sanity tests [131]. Smoke tests
evaluate the critical functionality of a system before conducting additional tests. In
AI, this is analogous to reaching an acceptable level of performance on the development test data, which matches the training data’s distribution. Development test
data is typically a random sample of the training data (e.g., 30% test and 70% train).
The stopping point for many AI projects is when acceptable performance is achieved
on the development test set, but in software engineering, the next step is to conduct
‘sanity tests’ that indicate if a system produces obvious false results. If the sanity
tests fail, further development is done before conducting more time-consuming and
rigorous tests, which for AI systems used in medical applications could correspond
to analytical and clinical validation studies. For AI systems, sanity tests would
identify if a system is achieving good results on the development test set for the
wrong reasons (e.g., covariates or spurious correlations) and will therefore fail in
other environments or on other datasets.
Sanity tests are occasionally used to identify if a system is unlikely to generalize
[11, 132, 133]. However, the tests are often designed to evaluate literature methods
instead of being used as a crucial development tool. For example, Shamir et al.
critiques the methods by which face datasets were designed and evaluated by showing
that commonly used face recognition datasets were classified correctly even when no
face, hair, or clothing features appeared in the training and testing datasets [134].
As another example, in response to a report suggesting AI systems could diagnose
skin cancer at the level of dermatologists [135], Winkler et al. evaluated the limits
of the claim by testing a trained AI system using dermoscopic images where the
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covariate’s, hand-drawn skin markings, were first present and then absent from
pictures of the skin cancer. They observed that when skin markings were present,
the probability that the AI system classified images as having skin cancer increased
significantly. With the markings removed, the probability decreased, which led them
to conclude that the AI system associated the markings with cancer instead of the
actual pathology [132].
For AI-based medical devices, conducting sanity tests can prevent needless harm
to the patient and save a considerable resources. However, without sufficiently
large, well-annotated datasets, performing analytical validation to determine the
root causes that drive AI systems to fail before deployment remains a challenge [42,
136]. Moreover, after independent testing data is gathered, regulatory organizations
advise that the data be used a limited number of times to prevent over-fitting [137].
For example, the United States Food and Drug Administration “discourages repeated
use of test data in the evaluation” of CAD systems [138]. Clinical validation of
deployed systems is likewise time-consuming to organize and often costly.
We propose a series of sanity tests to identify if an AI system may fail during the
development phases and before conducting more extensive generalization tests. We
also describe how the tests are used with a case study to detect pancreatic cancer
from weakly labeled CT scans. The tests are as follows:
• Train and test with the target-present and absent. If an AI system is
trained to distinguish between normal and abnormal diagnostic characteristics
(e.g., organ with cancer shown in Fig. 4.1a), then it should fail when that
target is removed from the development test data (e.g., Fig. 4.1b). If the
system still works effectively after removing the target from testing data, then
that indicates it is confounded. In our case study, this corresponds to removing
the pancreas from normal scans and the pancreas with tumor from abnormal
scans using a segmentation mask, as shown in Fig. 4.1c. We removed the
whole pancreas because the pancreatic tumor often distorts the contours of
the surrounding anatomy [139].
• Train and test the system with background patches or noise images.
Background patches consist of non-target regions of the image. Noise images
can be generated from the volumetric CT scans in the development and generalization datasets. Both can determine if the different classes can be discriminated based on features unrelated to the target objects [134]. If classes are
discriminated against with high confidence using the noise image types, then
the system is confounded, and it is using features of the image acquisition process to delineate classes. An example noise image generated from the patient
CT scans is shown in Fig. 4.1d.
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(d) Noise image
generated from
patient CT scans

Figure 4.1: The figure shows an example cross-sectional slice from a single patient
with pancreatic cancer that was processed into four different input formats, as
shown. A different AI system was trained with each input format, resulting in
four different systems that were then tested on each format. a) The original image
with the pancreas and tumor present. b) The original image with the pancreas
and tumor removed. c) The anatomy surrounding the pancreas is cropped out, and
only the pancreas and tumor remain. d) Noise image generated from the patient
CT scans. The same processing was applied to all CT scans within the positive for
pancreatic cancer and normal pancreas classes.
• Test with different regions of interests (ROIs). Training and testing AI
systems on precisely outlined segments of images does not reflect real-world
usage. Medical centers, private practices, or institutes where AI is deployed
may not have the resources or expertise to precisely outline the anatomical
area [17]. Furthermore, similar to radiologists, AI systems may have to parse
through anatomy they have never encountered during training. Therefore, it
is desirable to ensure that when systems are trained on a select portion of
images, as shown in Fig. 4.1c, they can generalize to the original image shown
in Fig. 4.1a.
These sanity tests can be conducted solely using the development dataset, but
ideally they would also be used in conjunction with another generalization dataset.
They require four input formats, as shown in Fig. 4.1, to be generated from the
same development dataset.

4.2.2

Datasets

Development Data. The development dataset consisted of patient CT scans
collected from two open-access repositories where detailed annotations were avail-
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Table 4.1: Scan parameters and patient-specific characteristics for development and
generalization data.
Development Data: Train, Tune, & Test

Yes
Phillips and Siemens
**
82 (27 female/55 male)
58
15
9

Medical Image Segmentation
Decathalon (MSD)
Yes
General Electric
****LS16 or HD750
281*
60
14
8

No
General Electric
****HD750
116 (61 female/55 male)
NA
NA
116 (58 without PC, 58 with PC)

46.8 (18 to 76)
∼70s
256 (181 to 466)
85 (45 to 144)

**
80 to 85s
95 (37 to 751)
30 (11 to 147)

63 (18 to 90)
∼40s
186 (102 to 278)
NA

TCIA - Pancreas CT
Annotated
CT Vendor
CT Model
Total # of Patients
# used to train
# used to tune
# used to test
Dataset Information:
Average age (min to max)
Scan start after contrast
Avg. # of total slices (min/max)
Avg. # of slices with pancreas (min/max)
Scan parameters:
Tube potential (kVp)
Slice thickness (mm)
Pixel dimensions (mm)
Tube current modulation index

∗

Tube current (mA) min to max range
Rotation time (s)
Pitch
Reconstruction algorithm
Reconstruction kernel
Iterative reconstruction strength
# of data channels
Size of a single data channel (mm)
Bowtie filter
CT scan series released or used

120
1.5 - 2.5
0.664 to 0.977

120
2.5
0.606 to 0.977
Noise Index:
**
14 (HD750) / 12.5 (LS16)
**
220–380 mA
**
0.7 (HD750) / 0.8 (LS16)
**
0.984 (HD750) / 1.375 (LS16)
**
**
**
**
**
**
**
**
**
**
**
**
Axial portal venous phase
Axial portal venous phase

Generalization Data

70 keV (80/140 kVp)
2.5
0.547 to 0.976
NA
260-600
0.7 (HD750)
0.984 (HD750)
***FBP/ASiR 20%
Standard
20%
64
0.625
Large Body
Axial parenchymal phase

A subset of the MSD dataset was randomly selected to train the model
Not available in accompanied report or DICOM header
∗∗∗
FBP - Filtered Back Projection, ASiR - Adaptive Statistical Iterative Reconstruction
∗∗∗∗
LS16: LightSpeed16, HD750: Discovery High Definition 750
∗∗

able. The normal pancreas CT scans were obtained from The Cancer Imaging
Archive Normal (TCIA) Pancreas Dataset with 82 contrast-enhanced abdominal
CT scans [140]. Seventeen patients from the TCIA dataset were reported to be
healthy kidney donors. The remaining patients were selected because they had no
major abdominal pathology or pancreatic lesions [140]. The abnormal pancreas
CT scans were obtained from the Medical Image Segmentation Decathlon (MSD)
dataset, consisting of abdominal CT scans from 281 patients. The MSD dataset
contains patients who presented with intraductal mucinous neoplasms, pancreatic
neuroendocrine tumors, or pancreatic ducal adenocarcinoma [141]. They were originally used to predict disease-free survival or assess high-risk intraductal papillary
mucinous neoplasms seen on the CT scans [141]. We randomly selected 82 cases
from the MSD dataset to match the TCIA dataset size to avoid class-imbalance
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issues. The development data were randomly split into a training (58 normal, 60
cancer), tuning (15 normal, 14 cancer), and held-out test (9 normal, 8 cancer) set.
To ensure the number of positive and negative samples were balanced in each split,
we used stratified 5-fold cross-validation for training. Table 4.1 shows the patient
demographics and scanning parameters provided for each dataset.
Generalization Data: Dual Energy CT. The generalization data consists of
116 patients (58 without PC, 58 with PC) who received routine DECT scans between
June 2015 to December 2017 (see Table 4.1). The patients without pancreatic
cancer received DECT CT Urography (CTU) exams and were selected based on the
statement of a negative or unremarkable pancreas and liver in the radiologist report.
Those with cancer were selected if they had undergone a DECT arterial phase CT
scan and were histologically confirmed to have pancreatic cancer. All patients were
scanned on a 64 slice CT scanner (Discovery CT750 HD, GE Healthcare, Milwaukee,
WI, U.S.) with rapid switching DECT following the administration of 150 mL of
iodinated contrast (Iohexol 300 mgI/mL, Omnipaque 300, GE Healthcare, Cork,
Ireland), at 4.0 mL/s. The scan parameters are displayed in Table 4.1. With DECT,
multiple image types can be generated, such as virtual monochromatic images (VMI)
that depict the anatomy and physiology from the viewpoint of a monochromatic xray source [59]. The VMI scans can be reconstructed at energies ranging from 40 to
140 keV. For this study, all scans were reconstructed at 70 keV because of its use in
the clinic. The images were generated using the GSI MD Analysis software available
on Advantage Workstation Volume Share 7 (GE Healthcare). Those patients who
had a history of surgery and liver abnormalities were excluded from the test set, as
were any patients who had metal adjacent to the pancreas or visible artifacts on the
scans. This dataset was not used during the training or tuning stages.
Study Approval and Patient Consent. The study was conducted according
to the guidelines of the Declaration of Helsinki and approved by the Institutional
Review Board of Memorial Sloan Kettering Cancer Center (protocol code 16-1488,
approval date 05 May 2016). Patient consent was waived due to the retrospective
nature of the study.

4.2.3

AI System - CTNet

The prediction system is dubbed CTNet. It is designed to map a 3D CT scan to
a probability estimate that indicates if pancreatic cancer is present or not. CTNet
closely resembles systems in literature that use ImageNet pre-trained convolutional
neural networks (CNNs) on radiology scans [34, 132, 135, 142, 143, 144, 145]. The
model architecture is shown in Fig. 4.2.
Given a total set of s slices in a scan, where each individual slice t is a 299 × 299
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Figure 4.2: CTNet architecture. CTNet takes as input a volumetric CT scan
and outputs a classification prediction. Features are extracted from each slice of the
CT scan by the Inception v4 network. The output feature vector is then reduced in
dimension with a single convolutional layer, followed by an adaptive average pooling
operation applied over the number of slices. The resulting vector is fed into a fully
connected layer, which has a single output.
image, an ImageNet pre-trained Inception v4 CNN was used to extract an embedding
ht ∈ Rd from each slice. The embeddings were extracted from the penulmitate layer,
which renders a d = 1536 dimensional feature vector for each image [146]. Because
Inception v4 is designed to take as input a 299 × 299 × 3 RGB image, we replicated
each slice to create faux RGB images. Following others [147], the CNN was not
fine-tuned for CT data.
After extracting the embeddings from all scan slices within a CT scan volume,
it is then fed into a neural network to make a final prediction, which is given by:
!
s
1 TX
ReLU (Uht + a) ,
(4.1)
P (Cancer = 1|h1 , h2 , . . . hs ) = σ b + w
s
t=1
where σ (·) denotes the logistic sigmoid activation function, b ∈ R is the output layer
bias, w ∈ R20 is the output layer’s weight vector, U ∈ R20×1536 is the hidden layer
weight matrix, a ∈ R20 is the hidden layer bias, and ReLU is the rectified linear unit
activation function. In preliminary studies, we found that using 20 hidden units
sufficed to achieve strong performance.
The model was trained using the binary cross-entropy loss function with a minibatch size of 1. The weights were initialized using the Kaiming method. For all
systems trained in this study, we used the Adam optimizer with [148] a base learning
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Figure 4.3: Method to obtain noise maps from sequentially acquired images. Two
sequential slice images are subtracted from each other (a and b). c) Difference
image resulting from subtraction showing the sliding 30 × 30 pixel window used to
extract uniform patches. d) All patches were averaged to generate a single noise
image.
rate of 1e−4 , L2 weight decay of 1e−6 , and bias correction terms, β1 = 0.9 and
β2 = 0.999. The learning rate was reduced by a factor of 2 over the course of training
when the validation loss had stopped improving. Each system was trained for 100
epochs. Since our training dataset was balanced with positive and negative cases,
we did not scale the loss for any particular class’s prevalence. During training, no
data augmentation techniques were applied. The model was implemented in Python
3.8 with PyTorch 1.6.0 on a computer with a 12 GB NVIDIA Titan V GPU.

4.2.4

Scan Preprocessing

Since the voxel size varied from patient to patient, the CT scans were first resampled
to an isotropic resolution of 1.0 × 1.0 × 1.0 mm using SINC interpolation. They were
then resized to a height and width of 299 × 299 pixels using bilinear interpolation,
which is the original input image size used to train the Inception v4 network. The
voxel HU value was clipped to be between ±300HU and normalized to have zero
mean and unit variance (i.e., [0, 1]). Normalization was performed by subtracting the
mean and dividing by the standard deviation computed from the training dataset.
This processing was applied to both the development and generalization datasets.

4.2.5

Noise Image Generation

We derived noise images from the actual scans within each class to determine if
the institutional scanning practices or noise characteristics of the imaging systems
confound the classification results. As a result, they are composed of unrecognizable
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or hidden patterns that are a byproduct of the scanner image processing schemes or
X-ray detection characteristics. A key attribute of the noise image is that it must be
uniform and devoid of any perceptible patterns or structured anatomy. We generated
noise images from each patient’s CT scan using an approach similar to [149, 150],
and as shown in Fig. 4.3. For a scan with s sequential slices, where each slice t is an
image It ∈ R299×299 , we subtract adjacent slices to produce s − 1 difference images
DI , where DI = It − It−1 and 1 ≤ t < s. The subtraction process eliminates most of
the anatomical features seen in the scan. We then apply a Sobel edge enhancing filter
to each DI to identify and remove any remaining anatomical patterns. Then we loop
through each DI to extract non-overlapping patches of size 30×30 pixels. The patch
size was selected to minimize the impact of the non-uniformity of the CT HU values
within the region of interest (e.g., due to streaking or beam hardening artifacts) [150].
However, patches of transitional boundary areas (i.e., interface between different
tissue types) consisted of discernible patterns that could be spuriously correlated
with the class labels. Consequently, to identify and exclude boundary patches, we
generated and analyzed each patch’s histogram. First-order statistical measures,
such as skewness, kurtosis, and standard deviation, and the number of peaks within
the histogram were used to identify and exclude boundary patches. Histograms
with a skewness value within ±0.1, kurtosis of 3.0 ± 0.5, a standard deviation less
than 16, and those with a single peak were included. Published descriptions of the
noise image generation method do not provide choices for each of the parameters,
so we chose them via visual inspection to eliminate transition areas or edges. The
patches that met the criteria were then averaged together to create a single noise
image representation of size 30 × 30 for the DI , as shown in Fig. 4.3. Finally, the
s − 1 noise images for the patient were upsampled using SINC interpolation to a
dimension of 299 × 299.

4.2.6

Experiments

To employ the sanity tests, we processed four representations or input formats of the
same training, tuning, and held-out development test sets. Representative images
for a single patient from the cancer positive class are shown in Fig. 4.1. The first
format we evaluated were the pancreas-only scans, as shown in Fig. 4.1c. We used the
provided annotations to exclude the organs surrounding the pancreas and pancreas
with tumor for this format. The cropped portion shown in Fig. 4.1c was resized to
an input dimension of 299 x 299 before being fed into CTNet. The second format,
referred to as the original with the pancreas (WP) scans and shown in Fig. 4.1a,
consisted of the uncropped patient CT scans where the normal or abnormal pancreas
was present. For the third format shown in Fig. 4.1b, the pixels that composed the
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Table 4.2: The proposed sanity tests to assess the reliability of medical AI systems.
Sanity Test
Train & test with and without the
target: The system should achieve
an AUC of around 0.5 when tested
without the target in test images.

Implications of
Failing the Test
Images contain spurious covariates
that can be exploited by the model

Classification performance cannot
be attributed to recognition of the
target (i.e., covariates contribute to
the learned classification decision rule).
The system cannot decorrelate
Test system with different sized ROIs:
features of the target from its
The additional or reduced context
co-occuring context (i.e., Contextual
should not alter the performance.
Bias [153]).
Train & test using noise images:
The system should achieve an AUC
of around 0.5 on test data.

Does CTNet
Pass the Test?
X

X

X

normal or abnormal pancreas were replaced with zeros. These are referred to as the
original without a pancreas (WOP) scans. The fourth format, shown in Fig. 4.1d,
consisted of the noise images. We trained four systems, one for each input format,
and tested each of them with the held-out test sets of the other formats. Since
annotations were not available for the generalization test set, we generated two
formats: 1) the original uncropped images, which are referred to as DECT original
WP, and 2) the noise images, which are referred to as DECT noise scans. We
performed stratified 5-fold cross-validation with the same division of scans across the
four systems. For this study, we consider the baseline against which all results are
compared to be the system trained with the pancreas-only scans shown in Fig. 4.1c,
as it should be the representation that maximizes the classification performance.

4.2.7

Statistical Analysis

Each system’s classification performance was assessed using the area under the
receiver operator characteristic curve (AUC). We report the average AUC and corresponding 95% confidence interval (CI) across cross-validation runs. An average AUC
score of 1.0 represents perfect classification performance. The average AUC across
runs and the corresponding confidence intervals were determined using R (Rstudio
version 3.6.2) with the package cvAUC for cross-validated AUC [151]. In addition to
confidence intervals, statistically significant differences between test runs was confirmed with the DeLong test statistic for AUCs [152]. The level of significance was
set at P ≤ .05.
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Figure 4.4: Area under the curve (AUC) heatmap across models for each
input format type. Each row indicates the cross-validated mean AUC with 95%
confidence intervals for the systems trained with a given input format and evaluated
with all other formats from the development dataset (first four columns). The last
two columns show the performance of each system on the generalization dataset.
The diagonal elements on the development tests correspond to training and testing
with the same input format. Red indicates the highest AUC values, while light blue
indicates the lowest AUC values. The non-significant difference on the original with
pancreas (WP) and without pancreas (WOP) development test sets indicates that
spurious correlations drive the performance observed on the self-test sets, instead of
features specific to the pancreas or pancreatic cancer. **Development test images
processed identically to the data used for training that model. WP = With pancreas.
WOP = Without pancreas. DECT = Dual Energy CT.

4.3

Results

Table 4.2 provides an overview of how the sanity tests should be interpreted and
implemented in practice. Fig. 4.4 shows the performance of each trained system
on the held-out tests and the generalization test set. The diagonal elements for
the development tests correspond to training and testing on the same input format
(i.e., self-tests), while the others represent AUC scores from training on one format
and testing on the other (i.e., non-self tests). We expect a system trained on one
format to perform the best on test data processed in an identical manner, which is
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consistent with the self-test results along the diagonal of Fig. 4.4. For example, the
system trained with the pancreas-only images achieved an AUC of 0.82 (95% CI:
0.73 - 0.92) on its self-test format. If the system was considered to pass the sanity
tests, we would expect it to have the highest AUC across self-test results and the
original WP test format. However, instead, it is the lowest among the self-tests. Its
performance is significantly lower (P < :001) than systems trained on the original
WP and WOP, 0.95 AUC (95% CI: 0.89 - 1.0) and 0.97 AUC (95% CI: 0.93 - 1.0),
respectively.

4.4

Discussion

Identifying covariates that cause unintended generalization or those that cause
machines to fail unexpectedly in deployment remains a challenge across deep learning applications. We described sanity tests that could reveal if covariates drive
classification decision-making and tested them with a case study designed to classify pancreatic cancer from CT scans. Failing these sanity tests provides an early
indicator of potential biases being responsible for the observed performance and
that further in the development process, a system will unintentionally generalize or
have much lower performance when deployed. We argue that others should routinely use these tests in publications. For industry, these tests could save time and
money. Failing them indicates that the target objects’ attributes are not being used
by the systems undergoing analytical and clinical validation studies. Hence, as we
show, relying only on conventional testing strategies with development data will not
provide adequate assurances of generalization. Our sanity tests can be used with
development data as long as ROIs are available, or a background noise image can
be generated. While we focused on binary classification, the sanity tests apply to
the multi-class classification and regression problems, with appropriate statistical
analysis modifications.
We did not attempt to use techniques to mitigate the impact of spurious correlations. These include adversarial regularization [16, 154, 155], model ensembling [156, 157], invariant risk minimization [158, 159] and methods that encourage grounding on causal factors instead of spurious correlations [58, 160, 161, 162].
However, as shown by Shrestha et al. [163], methods that were thought to overcome
spurious correlations were behaving as regularizers instead of overcoming the issues
that stemmed from the covariates. Our sanity tests could be used with these mitigation methods to measure their true impact, in that we would expect them to only
be able to provide significant benefit when the target is present.
In conclusion, we demonstrated how our proposed sanity tests could identify spu-

CHAPTER 4. SPURIOUS CORRELATIONS SANITY CHECKS

39

rious confounds early, using development data solely. While the methods are simple,
we argue that sanity tests similar to these should be performed wherever possible,
especially with smaller datasets, and if no external dataset is available. Otherwise,
study results can be very misleading and fail to generalize on other datasets. In
safety-critical AI domains, such as healthcare, sanity tests could prevent harm to
patients, and they could better prepare novel medical AI systems for regulatory
approval. We present a workflow and practical sanity tests that can reliably reveal
error-prone systems before influencing real-world decision-making.
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Chapter 5
Deep Learning and Domain-Specific
Knowledge to Segment the Liver
From Synthetic Dual Energy CT
Iodine Scans
In this chapter, we aim to address the negative impact of biases and mitigate the
influence of the sources of variability by using task-specific information about human
physiology and the physics of medical imaging to segment the liver from inferred
DECT iodine scans. First, we train DL systems that can generate DECT iodine
image types from conventional SECT acquisitions. For this task, we use a conditional
generative adversarial network, pix2pix. We show that our method creates visually
realistic outputs, as reflected by the structural similarity index, and improves the
liver segmentation performance of the UNETs trained with the inferred DECT iodine
image types.

5.1

Introduction

The automatic segmentation of the liver and associated tumors from SECT exams
remains a challenge because of limited training data and overlapping intensity values of tissues or materials with different elemental compositions [62, 164]. Most
DL-based segmentation systems use object-level models that disregard the influence
of tissues with different compositions (i.e., iodine-rich blood vessels or organs) [164,
165, 166]. Moreover, with SECT scans, it is technically challenging to identify
or classify tissue composition strictly based on the intensity measurement or CT
40
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HU [59, 62]. However, with DECT, the differential attenuation properties of tissues
at low and high X-ray energies are exploited to differentiate and quantify material
composition [59, 62] and generate multiple image types. For example, DECT material density (MD) images display the concentration of specific elements such as iodine
(MDI) throughout the scanned volume while suppressing any pixels with attenuation
patterns, unlike iodine. DECT-based virtual monochromatic images (DECT-VMI)
display anatomy from the viewpoint of a monochromatic X-ray source. Each of the
image types provides a richer representation of the scanned anatomy and is reported
to aid radiologists for specific diagnostic tasks [51, 167, 168, 169, 170].
Although DECT images can help radiologists, the expensive cost of DECT capable scanners has limited their availability to academic medical centers [171, 172].
Recent research efforts aim to broaden access to DECT technology by training
artificially intelligent (AI) image-to-image translation systems to convert SECT
scans into synthetic DECT (synth-DECT) images that can then be used clinically by radiologists or medical centers that do not have dedicated DECT scanners [173, 174, 175, 176, 177, 178, 179, 180, 181, 182]. Existing work has focused
on inferring DECT images using image-to-image translation which then radiologists
can use for diagnosis, but these works do not then utilize these images for AI applications. Here, we hypothesize that AI systems trained on synth-DECT MDI scans will
enable improved generalization when working with limited data. Given sufficiently
large amounts of data, we would expect the performance of a system trained with
SECT images to be similar to one trained with synthetic DECT; however, when
much less data is available, it is likely that the DECT images could make it easier
for an AI system to learn the task, resulting in improved generalization.
We test this hypothesis with a comparison study between AI systems trained
with SECT and then again with the synth-DECT MDI scans to segment the liver
from each respective patient CT scan. Similar to previous works [180, 182], we train
a 2D Pix2Pix conditional adversarial generator [183] to map SECT scans to synthDECT MDI scans. The synthetic scans are then used to train four existing AI-based
segmentation frameworks, and their performance is compared with the same systems
trained using the SECT scans. We find that AI systems trained on the synth-DECT
MDI scans generalize better and with less data. We attribute the finding to the
reduced overlap in image intensity values between different tissues and materials
and the improved contrast between the target organ (i.e., liver) and the surrounding
tissue in the synthetic images. In essence, DECT MDI image types provide clues
about the diagnostic task because contrast-enhanced CT scans are designed to start
precisely when the injected iodinated contrast is maximally concentrated in the
target organ. Hence, the intensity of the target organ under investigation will be
greater than the surrounding tissues with less iodinated contrast.
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Our primary contributions are summarized as follows:
1. We define an image translation paradigm for creating synth-DECT MDI scans
from SECT scans. This is performed by using co-registered DECT scan pairs
to train a system that maps SECT scans to the synth-DECT MDI scans.
2. We study the benefits of using the synth-DECT MDI scans for liver segmentation in CT scans. We analyze their utility with four existing semantic segmentation algorithms. We found that the synthetic scans yielded superior
performance over the original SECT scans when used as input.
3. We hypothesized that synth-DECT MDI scans would provide greater benefit when less training data were available compared to SECT scans, and we
confirm that this hypothesis is generally supported in our study.
4. We additionally observed that the public dataset we used had distortions
throughout the ground truth annotations of several scans, but the systems
trained with the synth-DECT MDI scans correctly outlined the true extent of
the liver for most scans, despite errors in the ground truth used for training.

5.2

Related Works

DL-based image-to-image translation to infer DECT image types: The feasibility of
generating synth-DECT image types from SECT scan data using DL-based methods
is reported throughout the literature [174, 175, 176, 177, 178, 180, 181, 182, 184,
185, 186, 187, 188, 189]. These studies demonstrate how DL-based image translation
methods can create synth-DECT scans for clinical interpretation. Recently, Seibold,
C. et al. [190] trained existing image translation networks, such as Pix2Pix [183], to
infer 40 keV DECT VMI images from SECT scan data acquired on a detector-based
DECT scanner. The DL-based image translation frameworks were trained using
paired source SECT scans and target domain DECT VMI images reconstructed at
40 keV. The resulting synt-DECT 40 keV VMI scans were then used to train a DLbased system to classify pulmonary emboli. However, the approach is enabled by the
availability of paired 120 kVp SECT and spectral scan data from the detector-based
DECT solution [190], which is unavailable for source-based DECT systems, which
is where the tube potential rapidly alternates between a low- and high-energy X-ray
spectrum [191]. Our study consists of two parts. Initially, we used coregistered or
paired DECT VMI 70 keV and MDI scans to train Pix2Pix to convert SECT to
synth-DECT MDI scans. Then, we demonstrate the improved performance of four
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existing DL-based liver segmentation systems when trained with the synth-DECT
MDI scans relative to systems trained with SECT scan data.

5.3

Materials and Methods

An overview of our approach is shown in Figure 5.1. Section 5.3.1 describes how
we trained and evaluated the Pix2Pix [183] system to generate synth-DECT MDI
scans. Section 5.3.2 describes the methods used to evaluate the usefulness of the
synth-DECT MDI scans for training four different DL-based liver segmentation
frameworks. For each section, we used two different datasets that are described
below and summarized in Table 5.1. We use the first internal dataset to train the
Pix2Pix network because it consists of paired image representations. However, it
did not have pixel level annotations that outlined the liver. As a result, for the second part of this study where we train DL-based frameworks to segment the liver, we
used the publicly available CT-ORG: CT volumes with multiple organ segmentation
dataset [192, 193] for which pixel-level annotations were available.
Institutional review board approval was obtained for this Health Insurance Portability and Accountability Act-compliant retrospective study. The requirement for
informed consent was waived. All data were collected retrospectively.

5.3.1

Generating Synth-DECT MDI Scans

In this subsection, we describe how we generated the synth-DECT MDI scans using a
2D Pix2Pix system. Pix2Pix is a conditional generative adversarial network (cGAN)
that requires coregistered images with pixel-wise correspondence for training. With
rapid switching DECT, paired SECT and DECT MDI image types are not available.
However, the attenuation pattern observed on the DECT VMI 70 keV image is
similar to SECT scans acquired with an X-ray energy of 120 kVp [171, 194, 195].
Due to the similarity, we used DECT VMI 70 keV scans as surrogates for the 120 kVp
SECT scans. We only consider the cross-sectional axial views because the original
coronal and sagittal reformats were not available.
To train Pix2Pix, we used 100 unique DECT patient scans for which paired
reconstructions were available. The dataset was divided into a training, tuning,
and test set, each of which had 80, 10, and 10 paired DECT scans, respectively.
Each patient received a routine DECT scan between June 2015 to December 2017
to evaluate the liver. The scans were acquired on a 64 slice CT scanner (Discovery
CT750 HD, GE Healthcare, Milwaukee, WI, USA) with rapid switching DECT
following the intravenous administration of 150 mL of iodinated contrast (Iohexol
300 mgI/mL, Omnipaque 300, GE Healthcare, Cork, Ireland) at 4.0 mL/s. The
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Figure 5.1: The Pix2Pix system was trained to map dual-energy CT virtual
monochromatic images (DECT VMI) reconstructed at 70 keV to DECT material
density iodine (MDI) images. Then, the trained system is used to convert single
energy CT (SECT) scans acquired at 120 kVp to the synth-DECT MDI image types.
Four liver segmentation frameworks were trained and tested with synth-DECT MDI
and SECT scans.
scan parameters and patient characteristics are displayed in Table 5.1. The paired
images used to train the Pix2Pix network were generated using the GSI MD Analysis
software available on Advantage Workstation Volume Share 7 (GE Healthcare). For
this study, no exclusion criteria were applied. All patients were included in the
training stage.
To generate synth-DECT MDI scan types, we trained Pix2Pix to learn the transform between DECT VMI 70 keV and DECT MDI scans. We considered the slices of
each DECT VMI 70 keV scan as the input domain, x ∈ X, that would be mapped to
the DECT MDI image types in the output domain, y ∈ Y . For the generator, a 2D
u-net was trained to learn a mapping from G : x → y by minimizing the difference
between the paired DECT VMI and MDI slices. The objective of the input domain
x and output domain y is expressed as follows:
LcGAN (G, D) = Ex,y [logD(x, y) + Ex [log(1 − D(x, G(x))],

(5.1)

where G is the generator loss that minimizes the objective against the discriminator
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Table 5.1: Scan parameters and patient-specific characteristics for the datasets used
to train the Pix2Pix system and then the semantic segmentation systems.
Pix2Pix
Internal Data
Pixel Annotations
No
CT Vendor
General Electric
CT Model
HD750
Total # Patients
100
# Used for Train
80
# Used for Val
10
# for test
10
Average age (min to max)
59 (18 to 88)
Scan start time after contrast administration
30 to 35s
Range of slices (min/max)
32 to 94
Tube potential (kVp)
120
Slice thickness (mm)
2.5
Pixel dimensions (mm)
0.606 to 0.977
Tube current modulation index
NA
Tube current range
260 to 600 mA
Rotation time (s)
0.7
Pitch
0.984
Reconstruction algorithm
FBP*
Reconstruction kernel
Standard
Iterative reconstruction strength
20% ASiR***
# of data channels
64
Size of a single data channel (mm)
0.625
Bowtie filter
Large Body

Liver Segmentation
Public Data
Yes
**
**
140
79
26
26
**
**
42 to 1026
**
0.45 to 6.0 mm
0.56 to 1.0 mm
**
**
**
**
**
**
**
**
**
**

*

Filtered Back Projection
Not available in accompanied report
***
Adaptive Statistical Iterative Reconstruction

**

D, which contrarily tries to maximize loss [183]. Ex,y is the expectation with respect
to the input and output, and Ey is the expectation with respect to the output. As
in the original Pix2Pix application, we use the L1 distance to mitigate blurring:
LL1 = Ex,y [||y − G(x)||1 ],

(5.2)

where Ex,y [||y − G(x)||1 ] is the average or expected value of the difference between
the predicted output, y, and the generated image G(x). The final objective is as
follows:
G∗ = arg min max LcGAN (G, D) + λLL1 (G)
(5.3)
G

D

CHAPTER 5. DEEP LEARNING DECT

46

where G∗ is the minimum with respect to G, the generator, of the maximum with
respect to D, the discriminator, and λ is the learning rate. The architectures of
the generator and discriminator include concatenated skip connections that learn
low-level descriptors between the input and output. In addition, the discriminator
uses PatchGAN, which penalizes structures at the scale of patch size [183].
Implementation Details
Pix2Pix was trained for 100 epochs using an Adam optimizer with a learning rate
of 0.0002, β1 of 0.5, β2 of 0.99, and weight decay of 0.000001. Since the framework
expects a 3-channel image, each slice of a patient’s CT scan was copied into the red,
green, and blue (RGB) channels to generate a faux RGB image. Because the input
layer of the generator u-net was designed to accept 256×256 images, we resized each
512 × 512 CT scan to a dimension of 256 × 256 using bilinear interpolation. The
generator part of the u-net is comprised of kernels with a size of 4 × 4 and a stride
of 2 to downsample the input source up to the bottleneck layer. The decoder used
transpose convolutions to upsample the original input image size. Skip connections
were added between layers i and n − i, where n is the total number of layers. Each
skip connection concatenates the channels at layer i with those in layer n − i to
connect layers in the encoder to the corresponding layers in the decoder with the
same sized feature maps. During training and inference, dropout is applied at a
probability of 0.5, and batch normalization is used according to the respective train
dataset statistics instead of the aggregate statistics of the training batch. A 3-layer
PatchGAN with a patch size of 70 × 70 was used for the discriminator, along with
a stride of 2 and kernel size of 4 × 4. Model weights were initialized using a random
Gaussian with a mean of zero and a standard deviation of 0.02. These parameters
are the defaults used to train the original Pix2Pix model. The remaining details are
as specified in the original Pix2Pix paper [183].
Image Preprocessing
The image preprocessing steps were similar to past studies in which similar datasets
were used [196, 197]. Since the voxel size varied from patient to patient, the DECT
VMI and MDI scans were first resampled to an isotropic resolution of 1.0 × 1.0 ×
1.0 mm using SINC interpolation. Then, each slice was resized to a height and width
of 256 × 256 pixels using bilinear interpolation, which is the input size expected by
Pix2Pix. The voxel HU value of the DECT VMI scans were clipped to be between
±300 HU and then normalized to have zero mean and unit variance (i.e., [0, 1]).
The threshold of ±300 HU was chosen because HU values outside of the range were
not relevant for the liver or surrounding tissues. We did not clip the intensity values
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of the original DECT MDI image types, but each MDI image was normalized to
have zero mean and unit variance. The image normalization process was performed
separately for DECT VMI and MDI scans because the pixel value of the MDI scan
reports the concentration of iodine in units of milligram per volume (mg/cc). The
datasets were normalized by subtracting the mean and dividing by the standard
deviation computed from the respective training dataset. The scans were then oriented into the left, anterior, and superior (LAS) orientation and were converted
into a portable graphic network (png) 8-bit image from their 12-bit input formats.
We did not apply any additional denoising because, as indicated in Table 5.1, the
original scans were reconstructed with adaptive statistical iterative reconstruction,
which is a denoising algorithm. The dimensions of the final synth-DECT MDI scans
were 256 × 256 × nslices with pixel intensity values that ranged from 0 to 255.

5.3.2

Semantic Segmentation Algorithms

Our goal is to evaluate the value of the synth-DECT MDI scans with four existing
DL-based semantic segmentation systems. The four networks were chosen due to
their success in organ segmentation:
1. Three-dimensional u-net with two residual connections [198, 199]. This is the
enhanced version of the u-net that includes parametric rectified linear units
and residual units, which are known to improve training speed, mitigate the
degradation issue of deep networks [200, 201], and produce a network robust
against variations in datasets [198].
2. SegResNet [202] without the variational autoencoder. This network uses
ResNet [203] for the encoder section but includes group normalization, which
divides channels into groups and normalizes within each group [204]. The
grouping alleviates the limitations of batch normalization for small batch
sizes [204].
3. Dynamic u-net (DynUNET) [205] is based on the full resolution architecture of
nnUNet [206, 207]. It was chosen because it achieved state-of-the-art performance on the LITS and MSD liver datasets [206].
4. V-Net [205, 208] includes an encoder and decoder stage that learns residual
functions at each stage. It produces outputs that are converted to probabilistic segmentations of the foreground and background by applying a soft-max
function voxel-wise [208].
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We implement each network as described in the associated references or using
the default parameters defined by the Medical Open Network for AI (MONAI) [205].
Additional details about the architectures may be found in the associated references.
All models were trained from scratch. The loss for each model was the sum of
the Sorensen DICE coefficient (DSC) score and cross-entropy loss.
Ltotal = Ldice + LCE .

(5.4)

We compute the dice loss for each sample in a single batch and then average over
the batch.
PI
J
I
J
1 XX
2X
i=1 Gi,j Yi,j
−
Ltotal = 1 −
Gi,j logYi,j .
(5.5)
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P
2
J j=1 Ii=1 G2i,j +
I
Y
i=1 i,j
i=1 j=1
Training was completed using 3D patches of the input. The patch size was set to 32×
32 × 32 for each network. Similarly to previous liver segmentation works [209, 210],
each system was trained for 1000 epochs using the Adam optimizer, with a learning
rate of 0.0001, batch size of 2, β1 = 0.9, β2 = 0.99, and a weight decay factor of
0.000001. We implemented a sliding window approach for model inference where
non-overlapping patches of size 64 × 64 × 64 iteratively moved over each slice of the
input volume. The optimal window patch size was determined empirically [211].
Image Preprocessing
The intensity values of the synth-DECT MDI scans were clipped to be between 50
and 180 and then normalized to zero mean and unit variance. The SECT scans
were processed similarly, but the intensity was clipped to be between 50 and 255.
These values were determined empirically. No additional data augmentations were
performed during training or testing of the liver segmentation networks.

5.3.3

Dataset Splits and Statistical Analysis

We divided the publicly available CT-ORG: CT volumes with multiple organ segmentation dataset [192, 193] into a training and generalization test set. CT-ORG
comprises 140 SECT scans with detailed pixel-level annotations of the liver, lungs,
bones, kidneys, and bladder. The first 131 scans and accompanying liver annotations are copied from two previous segmentation grand challenges, the Liver and
Tumor Segmentation challenge (LITS) [207] and the medical Image Segmentation
decathlon (MSD) [141]. These 131 SECT scans were used to train, tune, and test the
four semantic segmentation frameworks. We only considered the liver annotations
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because the diagnostic task and delivery of iodinated contrast for the 131 SECT
scans was optimized to visualize the liver and associated pathology. The remaining
nine scans served as the test set for generalization assessment. They were suitable
for evaluating system generalizability since they were low-dose, nondiagnostic attenuation correction CT scans. Apart from the fact that the nine scans were not of
diagnostic quality, five of the nine patients had their arms placed at the side of the
abdomen during the PET/CT. This contrasts with typical dedicated diagnostic CT
scanning where patients raise their arms over their heads during the scan. As illustrated in Figure 5.2b and c, when the arms are positioned at the patient’s side during
a low dose CT scan, the radiation dose is severely attenuated, resulting in multiple
streak artifacts or dark and light bands that obscure the adjacent abdominal tissue.
Table 5.1 shows the scan parameters and patient characteristics that were made
available with the dataset. Additional details about the CT-ORG dataset can be
found in Rister et al.’s published report [192, 207].
Statistical Analysis
The 131 scans were divided into five non-overlapping folds that consisted of 60% for
training, 20% tuning, and 20% for the held-out test. Then, we performed stratified
5-fold cross-validation with the same division of scans across the four segmentation
systems. The tuning dataset was processed every two epochs. We did not apply any
additional data augmentation during training or testing.
We compare the performance of systems trained to segment the liver from SECT
and then the synth-DECT MDI scans. The global DSC score was computed across
each scan volume in the held-out and generalization test sets. The per-slice DSC
score was also computed to identify the location of the errors in the scanned volume
(i.e., presence of over or under-segmentation). The reported DSC scores reflect
the average and standard deviation across the 5-fold cross-validation. We used the
Mann–Whitney U test, with α = 0.05, to calculate the significance of any observed
difference between systems trained with the SECT and synth-DECT MDI scan
types.

5.4
5.4.1

Results
Image Translation

We evaluate the quality of the mapping from DECT 70 keV VMI to the synth-DECT
MDI scans using the held-out test set. To perform this, we compute the structural
similarity index (SSIM) [212] between the synthetic and original DECT MDI image
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(a) SECT Slice

(c) synth-DECT MDI Image

(b) Generalization SECT Test Image

(d) Generalization Test Synthetic DECT
MDI Image

Figure 5.2: Cross sectional axial slices comparing the image-to-image translation for
scans in CT-ORG. (a) A single axial slice from a patient single energy CT (SECT)
scan. (b) Representative slice from one of the nine PET/CT scans used as the
generalization test set: The streaks pointed to by the arrow are photon starvation
artifacts that result from excess attenuation caused by the arms being at the side
during the scan. (c) The synthetic dual energy CT material density iodine (synthDECT MDI) image for the slice shown in (a). (d) The synth-DECT MDI image of
the slice is shown in (b). The arrow in the synthetic slice shown in (d) points to a
region in the air surrounding the patient that was distorted.
types. SSIM is a metric that combines luminance, contrast, and structures into
one index to assess the similarity between two images. We computed the SSIM over
the entire volume using MATLAB 2019b (version 9.7.0, Natick, Massachusetts). We
report the average and standard deviation of the SSIM across the held-out test cases
used to assess the translation system.
Across the nine test set scans, the average SSIM was computed as 0.94 ± 0.014.
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(a) Original Iodine Image

(b) Synthetic Iodine Image
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(c) Structural Similarity

Figure 5.3: Example cross-sectional axial slices from the test dataset used for
Pix2Pix. (a) The original dual energy CT material density iodine (DECT MDI). (b)
The synth-DECT MDI for the slice shown in (a). The global structural similarity
index (SSIM) for the scan from which the slices were taken was computed to be 0.92.
(c) This figure displays the local SSIM scores for each pixel of the slices in (a,b) as
an image: The dark areas depict small values of the SSIM, which indicates a large
difference between the original and synthetic image. The bright regions show large
values of the SSIM, or areas that were the most similar between the original and
synthetic.
Figure 5.3a and b shows an example cross-sectional axial slice from a single patient
CT scan in the Pix2Pix test set. Subjectively, the original and synthetic slices in
Figure 5.3a,b appear similar, but upon closer inspection, the base of the lung field
pointed at in Figure 5.3a was blurred in the synthetic slice. Similar blurring in
the lung field was observed across all test set scans. Figure 5.3c displays the local
pixel level SSIM values computed between the slices shown in Figure 5.3a,b. The
darker portions in Figure 5.3c point to air-filled cavities where the computed SSIM
decreased. One reason for the low local SSIM within the air-filled cavities is that
the effective attenuation of air within the lungs is neither similar to the two basis
pairs, water or iodine, which were used to reconstruct the DECT image types. When
the effective attenuation is unlike the two basis materials, a negative pixel value is
assigned in the original DECT MDI scan.
The translation outcomes for two sample scans from the training and generalization test sets are shown in Figure 5.2. Subjectively, the anatomical structures are
translated correctly. However, in the original SECT slices shown in Figure 5.2a,b,
the bedding surrounding the patient seen in Figure 5.2c,d was not present. Because
our objective was liver segmentation, the hallucinated bedding was excluded from
subsequent tasks by first creating a binary mask of the body and then extracting
only the pixels containing body information using the mask. The slices in Fig-

CHAPTER 5. DEEP LEARNING DECT

52

ure 5.2b and d are from a patient’s PET/CT scan in the generalization test set.
The streaks indicated by the arrow in Figure 5.2b are due to the arms being down
at the patient’s side and the use of a low dose CT scan. The synthetic counterpart
shown in Figure 5.2d appears similar, except for the distortions in the air surrounding the patient. Although distortions were evident in the synthetic slices, they reside
outside of the body habitus; thus, they were not found to interfere with downstream
tasks. With acceptable translation accuracy, we now evaluate our hypothesis that
systems trained using the synth-DECT MDI scan types enable generalization with
limited data.

5.4.2

Comparing SECT vs. Synth-DECT MDI Scans for
Semantic Segmentation

Main Results
The DSC score achieved by each system is shown in Table 5.2. On the CT-ORG
held-out test set, the models trained with the synth-DECT MDI scans achieved a
significantly higher average DSC of 0.93 ± 0.06, whereas the models trained with
SECT scans achieved an average DSC of 0.89 ± 0.03, (p > 0.001). As previously
stated, the liver is expected to have the highest concentration and intensity of iodine.
Thus, the improved performance of each system trained with synthetic scans could
result from the improved contrast between the liver and background tissues. The
performance of each model decreased on the generalization test set, but the systems
trained with synth-DECT MDI scans outperformed those trained with SECT scans,
as shown in Table 5.2. The gap in performance between the held-out and generalization tests could be due to the differences between the datasets. As discussed in
Section 5.3.3, the CT portion of the PET/CT scan was not intended to be used by
radiologists to make a primary diagnosis. Instead, the low-dose CT scan serves as
an attenuation correction scan or is used to deliver enough radiation to outline the
boundaries of the anatomy. Since the PET/CT scan time could be on the order of
20 min or greater, the arms are often placed at the patient’s side. Consequently, as
shown in Figure 5.2b,d, the additional attenuation of the arms causes streak artifacts
that obscure parts of the liver and adjacent abdominal organs.
Performance with Increasing Training Set Size
We hypothesized that the synth-DECT scans would provide greater benefit when
the size of the training dataset was small. To test this hypothesis, we used the best
performing system from our main results: the 3D u-net. The DSC score on the
held-out and generalization test sets as a function of training set size for the 3D
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Table 5.2: Dice scores from the 5-fold cross validation and the nine test cases from
the CT-ORG generalization dataset.
Held Out Test Set
Single Energy
CT

Model
3D u-net
SegResNet
DynUNET
VNET

0.92
0.89
0.89
0.89

±
±
±
±

0.01
0.02
0.01
0.01

(a) Held-out test set

Generalization Test Set

Single Energy
CT
0.95
0.94
0.90
0.93

±
±
±
±

0.06
0.01
0.01
0.01

SECT
0.83
0.88
0.82
0.85

±
±
±
±

0.01
0.02
0.03
0.02

Synthetic
0.89
0.89
0.86
0.88

±
±
±
±

0.01
0.01
0.01
0.01

(b) Generalization test set

Figure 5.4: Comparison of segmentation accuracy (DICE) of liver vs. training set
size. Average and standard deviation of the DICE score across 5-fold cross validation
runs for the (a) held-out and (b) generalization test sets.
u-net is shown in Figure 5.4. The test set did not change as the training set size
increased. As shown in Figure 5.4a, with 46 scans in the training set, the DSC score
plateaued at 0.92 ± 0.01 and 0.95 ± 0.06 on the held-out test set for the systems
trained with the SECT and synth-DECT MDI scans. On the generalization test
set shown in Figure 5.4b, with 46 scans in the training set, the system trained with
SECT scans achieved a DSC score of 0.83 ± 0.01, and when trained with synthetic
scans, the DSC score was 0.89 ± 0.01.
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Figure 5.5: DICE score per slice. Line plot shows the normalized DICE score per
slice for all scans in the single and synthetic dual energy CT (SECT; DECT) heldout and generalization test sets. The largest errors by the 3D u-net were at the
beginning and end of each test scan.
Failure Mode Analysis
To determine the source of the 3D u-net’s lowest DSC scores, we computed the DSC
score per slice for each scan in the held-out and generalization test sets. Figure 5.5
shows the distribution of the DSC score per slice normalized by slice number for
each scan in the SECT and synth-DECT MDI held-out and generalization test sets.
For the SECT and synth-DECT MDI versions of the held-out test set, the DSC
score fell below 0.90 along the first and last 10% of the slices in each scan. Similarly,
on the generalization test set, the DSC score per slice decreased to less than 0.90 in
the first 30% and last 10% of each scan, respectively.
Examples of slices from scans within the dataset with the lowest DSC values
(i.e., DSC < 0.8) are displayed in Figure 5.6. Figure 5.6a shows the center slice of
the liver, which is where the liver occupies around 50% or more of the abdominal
space. In contrast, at the start and end slices, the liver tissue occupies a minor
proportion of the abdominal area, as illustrated in Figure 5.6d,g. We suspect that
the reduced DSC scores at the start and end slice locations are a byproduct of the
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small size of the liver tissue relative to the background and partial volume averaging
artifacts that falsely reduce or increase the pixel intensity value of border pixels.
Consequently, the class imbalance and artifacts at the margins of the scan may
increase the likelihood of misclassifying pixels.
Moreover, each pixel intensity value in the synth-DECT MDI scans was transformed based on the amount of iodinated contrast it possessed. Iodine-rich pixels
were brighter, whereas iodine-depleted pixels were less intense. As a result, the
edges or boundaries of the liver tissue in the synth-DECT MDI scan types were
improved. The improved boundary delineation explains why the performance of the
3D u-net trained with the synth-DECT MDI scan types outperformed that of the
SECT scans in Figure 5.5.
Additional factors that contributed to the lower DSC score are also illustrated
in Figure 5.6. In Figure 5.6a, we found a case in which a bismuth or lead shield
was placed over the patient’s abdomen during the scan. The shield attenuates Xrays, causing beam hardening and streak artifacts, as well as increasing noise in the
organs beneath it. In addition to the shield, the ground truth annotation provided
by the dataset organizers shown in Figure 5.6b contained pixelated edges. As shown
in Figure 5.6c, the combined effect caused the 3D u-net to undersegment the portion
of the liver directly under the shield. Figure 5.6d–f show an example slice with its
ground truth contour that contains pixelated edges and the predicted output of the
3D u-net. In this case, the reduced DSC score was not a result of over or under
segmentation by the 3D u-net but was, instead, due to the differences arising from
the pixelation in the ground truth and lack thereof in the predicted output. In
another example shown in the final row of Figure 5.6g–i, the reduced DSC score for
this case was because the ground truth annotation displayed in Figure 5.6h did not
outline the entire segment of the liver. However, as illustrated in Figure 5.6i, the
predicted output of the 3D u-net included the full extent of the liver. Several scans
in the CT-ORG dataset had ground truth annotations that were rough outlines of
the liver or consisted of pixelated edges [207]. Despite the imprecise ground truth
contours, the 3D u-net trained using synth-DECT MDI scans was still able to predict
the complete extent of the liver tissue for many patient scans.

5.5

Discussion

This paper develops a method to generate synth-DECT MDI scans and demonstrates the benefits of using them to train neural networks for liver segmentation.
Furthermore, we show that the 3D u-net trained with synth-DECT scans exceeds
the performance of the same system trained with the SECT scans when less training
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(a) Axial slice from
volume 55

(b) Ground truth
binary mask

(c) Predicted binary
mask

(d) Axial slice from
volume 93 of the
generalization test
set

(e) Ground truth
binary mask

(f ) Predicted binary
mask

Figure 5.6: Displayed are example cross-sectional axial slices with the ground truth
annotations and predicted contours from the 3D u-net. Top Row: a) Axial slice
from single energy CT (SECT) scan of a patient within the CT-ORG training dataset
shows an attenuating shield placed over segment 2 of the liver. b) The ground truth
binary image provided for the slice shown in a) has pixelated edges pointed to by
the arrow. c) The output predicted by the 3D u-net did not completely outline the
segment with the shield over it. Bottom Row: d) An axial slice from a patient
scan in the generalization test set. e) The ground truth slice for the image shown in
d) does not contain a portion of the liver. f) The predicted output by the 3D u-net
captures the full extent of the liver. The top row shows the impact of noise and beam
hardening arising from the shield on the predictions of the 3D u-net. Several scans
in the training dataset had ground truth contours with pixelated edges, missing
segments of the liver or inclusion of non-liver tissue, similar to what is shown in this
figure.
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data are available. We also found that the systems trained with synthetic scans were
less susceptible to distorted annotations, and their performance at the margins of
the scan was better than the system trained with the SECT scans. The reduced
performance at the margins of the scan may be due to a combination of factors,
such as partial volume artifacts and class imbalance. The former could be addressed
by scanning with smaller voxel dimensions [59] or by resampling scans into smaller
voxel dimensions during the preprocessing steps. The latter could be addressed by
implementing a class balancing scheme according to the pixel-wise frequency of each
class in the dataset [213]. Since the goal of the current paper was to assess the value
of synth-DECT scans, we did not implement class balancing schemes to mitigate
the errors found at the margins of the scans.
The precise mapping of a SECT scan to a synth-DECT MDI scan type could also
enable the possibility of realizing the benefits of DECT in institutions without DECT
scanners. However, the influence of clinical variables such as the type of DECT
scanner, patient size, position, iodine content, and scan parameters could dictate
the quality and accuracy of the synthetically generated DECT scans [191, 214]. For
example, the internal data we used to train the Pix2Pix system were acquired with a
rapid kVp switching DECT scanner. The tube potential rapidly alternates between
the high and low-energy X-ray spectra with this DECT scanner. Due to the finite
switching time and detector temporal response, some of the detected signals from
the low and high energy spectra could overlap [191]. As a result, noise increases
in the material decomposition images, and the quantitative accuracy reduces [191].
Since the tube current for the lower energy spectra of the rapid kVp switching DECT
variant remains fixed, photon starvation artifacts and increased noise are commonly
observed in patients who weigh more than 250 pounds or in scenarios where the arms
cannot be raised above a patient’s head for body exams [191, 215]. The impact of
noise on the proposed method was observed in Figure 5.6d, where a shield placed
over the abdomen attenuated X-rays, which then increased noise throughout the
organs under the shield. Consequently, the proposed method undersegmented the
portion of the liver that was under the shield. An additional factor that impacts the
accuracy of material decomposition images is the iodine content within the target
organs. As Corrias, G. et al. [214] described, the iodine content may be influenced
by patient characteristics or institutional scanning practices. For example, BMI
strongly affects the timing of post-contrast enhancement of a target organ [214].
Hence, if the scan start time after contrast administration is not catered to the
patient characteristics, the iodine concentration depicted on DECT MDI images
may not be optimally distributed. As a result, the perceived difference between the
target organ and the background tissue could be reduced. The reduced contrast
may cause the proposed framework to undersegment or oversegment the liver. Since
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we used pre-existing datasets to train and test the proposed method, we could
not control the variables described above. However, our study provides a proof of
concept that demonstrates the improved performance of DL-based systems trained
with synth-DECT MDI scans for liver segmentation.
Failure mode analysis showed how scanning practices and dataset quality issues
could impact the proposed method. Training medical-grade AI systems with imprecise ground truth annotations could cause misdiagnosis. Including non-liver tissue
increases the risk of learning to correlate features unrelated to the target task with
the class labels. As a result, systems presumed to be working would fail to generalize when used clinically, or they would appear to be working, but for the wrong
reasons [22]. In addition to stricter quality control standards and reporting criteria
for training datasets, we identify the need for medical institutions’ to acceptance
test or evaluate AI systems before they are used on patients. Acceptance testing
would include evaluation with anthropomorphic phantom images or sample patient
scans that are unique to the institution. The phantom images would provide an
opportunity to understand the effect of the scanner settings. One must evaluate
the AI systems’ generalization ability with institution-specific patient scans because
local scanning practices and scanner technology may differ significantly from the
training dataset. The goal would be to understand the limitations of the AI system
and identify where or when it fails to perform the intended task. In addition, we
encountered some limitations. The size and composition of our generalization test
set were limited. More diverse test sets are needed to determine the full potential
of our approach. Our investigation was also limited to liver segmentation. We did
not investigate the ability of the system to separate tumors from the surrounding
tissue, but we leave that investigation open for future work.

5.6

Conclusions

AI systems continue to grow in complexity and applications. Clinically reliable and
trustworthy AI systems have yet to gain mainstream adaptation. Considering the
imprecise ground truth annotations throughout the training dataset, we recommend
more rigorous quality control standards that include a comprehensive verification of
dataset annotations, including scan parameters within the meta-data, and identifying and reporting artifacts in scans. In conclusion, we exploited the diagnostic task,
human physiology, and medical imaging physics to generate synth-DECT MDI scans
that improved the performance of the tested liver segmentation systems with limited
datasets.
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Chapter 6
Future Works and Conclusion
Although this dissertation tackled critical problems about biases in radiological AI
systems, many open questions remain regarding model interoperability or transparency, ensuring safety and generalizability, the legal responsibility of AI decisionmaking, and the threat to healthcare workers [5, 13, 14, 17, 21, 23, 36, 44, 58, 216].
Despite the lingering questions and concerns, the promise of automation in healthcare has led to a boom in private startups or radiology equipment vendors seeking
FDA clearances for their AI-based solutions [40]. However, as we showed in Chapters 3 to 5, an urgent need exists for improved evaluations of AI systems deployed
into clinics or those still in the research stages and more stringent dataset quality
control standards.
In chapter 3, we designed 3D printed phantoms to quality control the radiomic
workflow. Since the phantoms are standard objects with defined materials, they
can be used to evaluate the robustness of features used to train AI systems [217,
218, 219, 220]. For example, a recent literature report used the 3D printed phantom
from Chapter 3 to validate the reproducibility of image features used to train a
predictive machine learning-based model for head and neck cancer [49]. Future
works must refine the phantom development process by investigating doping agents,
resins, or methods that expand the HU dynamic range of available printing materials.
Nevertheless, due to the rapid pace at which technology is progressing and the
challenges in gathering "big" radiological data, semi-anthropomorphic 3D printed
phantoms will be essential for validating AI systems [46]. A commonly held belief
is that training systems with extensive, diverse datasets may result in robust and
generalizable AI [136, 221, 222]. However, large representative datasets may still
contain shortcut opportunities because systematic biases persist even in "Big Data"
that is diverse and representative [7, 18]. Simply scaling up the dataset by some
order of magnitude does not guarantee that the AI system will get the right decision
60
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for the right reasons [18, 24, 26, 223].
Moreover, patient privacy laws, access to CT scan data in radiology databases,
institutional policies, and mechanisms to easily retrieve or draw image annotations
are obstacles to gathering big radiological data [27]. Due to the data challenges,
as we show in Chapter 4, more comprehensive testing strategies are necessary to
identify systems that reach the right decisions for the wrong reasons. One solution
to the lack of radiological data is Federated learning (FL) [224]. The key advantage of
FL is that data does not have to be shared outside of the hospital [224]. Instead, the
parameters of a model are shared with participating sites, who train the model using
their internal datasets [224]. After the system is trained, the updated parameters
are sent back to a central server and then to another participating site [224, 225, 226,
227, 228, 229]. Despite the potential of FL, it does not address domain shifts caused
by variations in scan parameters, patient characteristics, or imbalanced datasets
across participating sites [12, 165, 230]. Although there are potential solutions to
domain shifts, such as federated adversarial alignment, other issues must also be
addressed [224, 230, 231, 232]. For example, participating sites need the hardware,
software, and expertise to preprocess data and to train models. Additionally, expert
radiologists must still annotate exams according to standard practices, and sites
must ensure that potential sources of bias are identified and accounted for [136].
Lastly, the tools necessary to participate in FL may not be available in resource-poor
medical centers [17, 136, 221]. One approach to advance FL is to incorporate selfsupervised training schemes with or without active learning strategies. One benefit
of self-supervision with active learning is that detailed annotations from expert
radiologists may not be necessary for the entire dataset [233]. We demonstrate a
method to use unannotated CT scans with our data-centric approach described in
Chapter 5, where we trained pix2pix with weakly labeled DECT scans. Future work
can expand on our data-centric approach by introducing new loss functions, such as
style and perceptual losses to preserve edges and textures, and geometry-constrained
losses, which could help preserve organ and tumor shapes during training [234, 235].
Another critical issue facing radiological AI is that current systems are predominantly trained with CT scan data processed with settings favored by individual
radiologists or based on institutional preferences. The subjective processing introduces dataset biases that can create shortcut opportunities or spuriously correlated
variables [77, 86, 236, 237, 238]. For example, as discussed in Chapter 3, commonly
applied and proprietary nonlinear iterative reconstruction algorithms modify the
local noise and resolution properties of objects seen on CT scans according to the
heterogeneity of the background tissue texture [55, 56]. The adaptive and nonlinear
processing is known to cause inconsistent radiomic features and reduces the generalizability of AI systems [12, 46, 47, 55, 56, 57, 59, 66, 81, 86, 104, 110]. Some
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strategies to overcome the problem may include standardizing CT scan parameters
and cross-calibrating measurements from images with task-specific phantoms, similar to the phantom developed in Chapter 3 [66, 77]. Although such strategies are
effective, they are limited because they still rely on post-processed images optimized
for human viewing [239].
Several issues posed by post-processed scans could be overcome by training with
raw CT scan data [239]. An often underappreciated aspect of CT imaging is that
the reconstructed CT scan represents a portion of the raw imaging data collected
by the sensors [222, 239]. Raw data is often compressed or downsampled to produce
human-interpretable images [237]. Also, due to the constraints of the imaging system
and several assumptions made during the reconstruction process, portions of the raw
data are excluded from the final reconstructed image [136, 174, 222, 237, 238, 239,
240, 241, 242, 243]. Since raw data represents a richer representation of the scanned
object, training with it could facilitate more robust AI systems [222, 237, 239, 240].
For example, Lee et al. found that AI systems trained with sparsely sampled raw
data significantly outperformed models trained using post-processed CT scans to
detect brain bleeds and the region of the body [237]. The benefit of sparse CT data
collection is that it could lead to reduced radiation doses and faster imaging [237].
Despite the potential benefits of training with raw data, most medical centers are not
actively storing it [222]. Prospectively storing raw data requires additional infrastructure and the cooperation of vendors [222]. In addition, further consideration
must be given to the variability in imaging data arising from human physiology or
other clinical factors. For example, with contrast-enhanced CT exams, the distribution of contrast and the level of tissue enhancement depends on several factors,
including organ or tumor vascularity, cardiac output, body mass index, phase of
imaging, and the scan start time post injection [53, 102, 165]. Consequently, the
measured raw data will encode the differences between patient populations and hospitals [165]. The differences could be used as shortcut solutions that reduce system
generalizability [165]. Nevertheless, there is growing interest in using raw data to
train AI systems because it can overcome several technical limitations encountered
by using post-processed scan data [222, 239, 240].

6.1

Conclusion

In this dissertation, we investigated methods to identify and mitigate biases that
could cause misleading outputs from radiological AI systems. In Chapter 3, we
describe methods for developing anatomically realistic 3D-printed phantoms that
could be used to quality control radiomics and AI systems deployed in the clinic.
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In Chapter 4, we developed testing strategies to identify when classification systems
working with CT scan data are right for the wrong reasons using only the held-out
test set of the training data. Our approach was designed to be agnostic to the type
of DL framework and is beneficial to use when working with small datasets. Then
in Chapter 5, we used a task-specific strategy to segment the liver patient CT scans.
Our approach was facilitated by the availability of the paired training data for P2P.
Ultimately, current radiological AI systems are incapable of autonomous function,
and humans are essential to ensure they are safely deployed in healthcare settings.
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