Abstract-In this paper considered the problem of reducing the dimension of the feature space using nonlinear mapping the object description on numerical axis. To reduce the dimensionality of space used by rules agglomerative hierarchical grouping of different -type (nominal and quantitative) features. Groups do not intersect with each other and their number is unknown in advance. The elements of each group are mapped on the numerical axis to form a latent feature. The set of latent features would be sorted by the informativeness in the process of hierarchical grouping. A visual representation of objects obtained by this set or subset is used as a tool for extracting hidden regularities in the databases. The criterion for evaluating the compactness of the class objects is based on analyzing the structure of their connectivity. For the analysis used an algorithm partitioning into disjoint classes the representatives of the group on defining subsets of boundary objects. The execution of algorithm provides uniqueness of the number of groups and their member objects in it.
I. INTRODUCTION
The visualization is a powerful tool for searching hidden regularities at implementations of data mining techniques. In most well-known visualization techniques applied a linear mapping of the original space into one, two and three-dimensional space. The main goal pursued by researchers consists of analyzing the relationship between objects. As a rule, such an analysis makes it possible to detect hidden patterns in the data that represent the new knowledge in one or another subject area.
One of the causes of using visualization methods in data mining is to find logical patterns. The complexity of this searching is related to the decision of the NPcomplete problem. A classic example of using the visualization in data mining is the method of the local geometry [1] . Searching logical regularities by using this method required an active participation of researchers in the process. New knowledge obtained from the database by applying statistical methods to them on the results of the visualization.
In [1] it was concluded that for the research of structure of the set of logical rules most suitable methods are multidimensional scaling and hierarchical agglomerative procedures of cluster analysis. These methods allow to get the visual representation of the geometric structure of the aggregate logical regularities and their results are complemented each other.
In this paper we offer to apply a nonlinear mapping the description of objects on numerical axis with the rules of hierarchical agglomerative grouping. It is proved the truth of the statement that latent features which obtained as a result of mapping express the compactness of class objects better than the initial space of the raw features. The latent features which formed as a result of grouping, obtained ordered by the degree of informativeness.
In this paper considered the criteria for the estimation of different visualization methods. Most often visualization is interpreted as a problem of reducing the dimension of the space by the transition to the new features in the description of objects. There are a lot of criterions which optimizations [2] aim to preserve the original and the new space structure through the distance between objects. The estimation of local compactness is oriented on checking the similarity of class objects (including the visualisation) [3] .
In this paper presented the basis of using the criterion for analyzing the structure of relatedness of objects through the so-called shell (a subset of the boundary objects) classes. As the shell [4] used a subset of the boundary objects of classes by a given metric. [6] . In [7] authors offered the feature selection approaches, which are capable of minimizing the number of selected features without reducing the classification accuracy of all features . Searching informative features set usually be used to estimate the classification accuracy of the algorithms. In [8] a genetic algorithm (GA)-based features selection to improve the accuracy of medical data classification is proposed. In [9] developed a novel feature selection technique based on the Partial Least Squares (PLS). PLS aims to obtain a low dimensional approximation of a matrix that is ‗as close as possible' to a given vector. The main purpose of the proposed method is to select the significant feature subset which gives the higher classification accuracy with the different classifiers.
In the form of the computational experiment on the test example proved that the degree of compactness in nonlinear data mapping higher than the method of PCA.
This paper is organized as follows. Section I provides an overview of the most significant related work and the structure of the paper. Section II describes the problem statement, research purpose, requirements and theoretical basis. In section III discussed some another method to verify the obtained result and an algorithm based on this method. Section IV presents the computational experiment. Section V concludes the paper.
II. PROBLEM STATEMENT
The two class recognition problem is considered in a standard formulation. Objects of the sample 
is mapped on the numerical axis and is considered as a new latent feature in the description of the objects. It is required:  generate a new space of latent features for mapping object descriptions to the plane with the algorithms of the linear and nonlinear methods;  give a numerical estimation of placement structure of the class object descriptions in space which based on defined measure proximities.
To implement linear and nonlinear methods used proof of the truth of the compactness hypothesis in the form of a computational experiment. The proof is based on the following criteria which proposed partitioning the values of feature into intervals.
Let us assume that on 0 E defined the ordering of objects by any of its property q , which given (initial values of a quantitative attribute), or defined by an algorithmic way. 
The ordered set of values (1) is divided into two disjoint intervals 01 [,] cc , 12 (, ] cc , each of them is considered as the gradation of the nominal feature. The criterion for determining the boundaries of 1 c is based on checking the hypothesis (statement) that each of the two intervals contains the values of a quantitative value of only one class objects. Let 12 , ii uu -the number of values (1) 
allows to calculate the optimal value of the boundaries between intervals 01 [,] cc, 12 (, ] cc . The expression on the left-hand brackets (2) is the intraclass similarity and in the right -interclass difference.
For the convenience of exposition, we denote the set of indexes of quantitative features through I , and nominal features by J . We consider the calculation of the weights and contribution of the nominal features grades which are used in both linear and nonlinear methods.
Let us denote by p the number of gradation of the feature rJ  , 
With (3), (4) 
It is easy to verify that the set of weight values of nominal and quantitative features, calculated by (2) and (5) 
where w , I i i  , and the boundary of the interval 1 i c is calculated as optimal value of the feature ()
on 0 E , and the vector
In presenting objects by linear method on the plane will select two numerical scales for mapping to them descriptions of objects with features in () Xn using functional 12 (8) , which are used for mapping objects of 0 E in two numerical scales. It is proved the equivalence of these two scales by (2) in [10] .
In algorithms of nonlinear mapping to calculate the values of defined set of features in the description of objects used hierarchical agglomerative grouping rules [11] . For identifying the features as an initial so an obtained by calculating the generalized estimation on the p-th step (0 p ) n  of grouping will use   
where (a ), (a ) 
The value (10) is interpreted as an offset between objects of the classes 1 K and 2 K . A detailed description of the algorithm for selecting the latent features by (9) and (10) can be found in [11] . proposed in [12] , makes it possible to use the results of the described algorithm as a decision rule for recognition. In nonlinear methods opposed to the linear, we cannot say about the equivalence of two numerical scales for the display of objects descriptions. It is proposed to use the values of the first two latent features for visualization because of they have the highest indexes of separability of objects projection by criterion (2) . The proof of the statement is based on the criterion of compactness of class objects.
III. CLUSTER ANALYSIS AND COMPACTNESS OF CLASS OBJECTS
The main purpose of dividing the class objects into disjoint groups is the calculation and analyzing compactness values of objects of classes and sample as a whole by the result of visualization. The compactness is offered to calculate by the results of grouping algorithm [13] of representatives of classes according to their relatedness through the defined subset of the boundary objects. As a distance (x, y)  between the objects in 0 E is used a metric of Juravlyev. The metric of Juravlyev allows analyzing the structure of class objects considering the features variety.
Let we denote through 
t S S K

 
The step by step execution of the algorithm of partitioning the objects of t K into disjoint groups 1 ,..., GG  is given as follows:
Step 1: 0;
 
Step 2: Separate the object S  , 1
Step 3: Perform the selection , S and S Z true
Step 4: If    , then go to 2;
Step 5: End.
To analyze the results of visualization proposed to use the structural characteristic as an estimation of the compactness of classes where m -is the number of sample objects.
IV. COMPUTATIONAL EXPERIMENT
The computational experiment was conducted with data of Echocardiogram [15] . In reality, the sample consists of 132 objects, but in this experiment, we did not consider the case of missing values in data. Therefore, all objects which have missing values are removed. So the sample consists of 108 objects, each object is described by 9 quantitative and 2 nominal features. The sample contained 74 representatives of the class 1 K (patient was either dead after 1 year or had been followed for less than 1 year) and 34 of the class 2 K (patient was alive at 1 year). The methods of visualization were considered over the three features spaces.
-original (11 features); -expanded (14 features); -reduced (10 features).
An expanded space from the original different in that each gradation of nominal feature considered (by the values {0,1}) as a separate quantitative feature. In the reduced space all nominal features (in our case the two nominal features) are presented a quantitative one using the linear mapping according to (7) . The dimension of the space of the latent feature, which obtained by the nonlinear method, taking into account the abovementioned three ways of describing the objects given in table 1. The visual presentation of objects, obtained by linear [10] and nonlinear [11] methods in original feature space is given in figure 1 and figure 2 . As a result of the nonlinear method (see table 1) in presentation used the first two latent features. The objects of the class 1 K marked with -x‖ symbol, 2 K --o‖. From the image in figures, it is clear that objects of classes 1 K and 2 K better divided among themselves by using the nonlinear (Fig. 2) than the linear (Fig. 1) method.
Finding the groups is implemented through calculation the connectivity of objects. To demonstrate the connectivity of any two objects used a line which connects the two objects. The number of lines going out from an object means how many objects are connected to this object. And a group is the set of connected objects. table 5 ).
For comparative analysis, we consider the compactness of classes (14) and sample in whole (15) from the table 2, and mapping the objects by the nonlinear method in table 3. In brackets indicates the number of groups of objects and the dimension (see table 1) of the space of latent features. Table 2 . The compactness of the objects of classes (14) and sample as a whole (15) The space
The compactness (number of groups) by To visualize by the linear method used mapping the objects by values of all features of the original space into two equivalent scales [10] . And the indexes of compactness (see table 4) were worse than using the nonlinear method (see table 5 ). The confirmation of this fact may be seen when comparing the images in figure 1 and figure 2 .
To compare the results of linear and nonlinear methods with one of the well-known method as PCA, we used SPSS Statistics (Statistical Package for the Social Sciences) software package. There is the result of PCA method adequately consideration all factors (which eigenvalues greater than 1 [14] ) and the first two factors in table 6. Table 6 . The compactness of the objects of classes (14) and sample as a whole (15) using PCA
The space
The compactness (number of groups) by From the tables 5 and 6, we can see that using nonlinear method gives much better compactness by classes so and by sample as a whole than PCA method (see first row of the table 5 and the second row of the table 6).
The visual presentation of objects by PCA method using the first two factor (based on the first two eigenvalues) as a latent feature is presented in figure 5 and groups of objects are in figure It is proved the effect of using the nonlinear method to form the space of latent features in the description of objects in pattern recognition problems. The indexes of effect serve an estimation of objects of the classes and the sample as a whole. The results of visualization may be used when searching the hidden regularities in databases.
