Abstract-Various evolutionary multiobjective optimization algorithms (EMOAs) have adopted indicator-based selection operators that augment or replace dominance ranking with quality indicators. A quality indicator measures the goodness of each solution candidate. Many quality indicators have been proposed with the intention to capture different preferences in optimization. Therefore, indicator-based selection operators tend to have biased selection pressures that evolve solution candidates toward particular regions in the objective space. An open question is whether a set of existing indicatorbased selection operators can create a single operator that outperforms those existing ones. To address this question, this paper studies a method to aggregate (or boost) existing indicator-based selection operators. Experimental results show that a boosted selection operator outperforms exiting ones in optimality, diversity and convergence velocity. It also exhibits robustness against different characteristics in different optimization problems and yields stable performance to solve them.
I. INTRODUCTION
This paper studies a new selection operator for evolutionary algorithms to solve multiobjective optimization problems (MOPs). In general, an MOP is described as follows.
(1) S denotes the decision variable space. x ∈ S denotes a solution candidate that consists of m decision variables. It is called an individual in evolutionary multiobjective optimization algorithms (EMOAs). F consists of n real-value objective functions, which produce the objective values of x in the objective space O. The goal of an EMOA is to find an individual(s) that minimize(s) objective values.
In MOPs, there rarely exists a single solution that is optimum with respect to all objectives because objective functions conflict with each other. Thus, EMOAs seek the optimal trade-off individuals, or Pareto-optimal individuals, by considering the trade-offs among conflicting objectives. The notion of dominance plays an important role to seek Pareto optimality [1] . An individual x ∈ S is said to dominate another individual y ∈ S iif f i ( x) ≤ f i ( y) ∀i = 1, · · · , n and f i ( x) < f i ( y) ∃i = 1, · · · , n. EMOAs often rank individuals based on the dominance relationships among them and exploit their ranks in selection operators [1] . This process is called dominance ranking.
A research trend in the design space of EMOAs is to adopt indicator-based selection operators that augment or replace dominance ranking with quality indicators [2] . A quality indicator measures the goodness of each individual. Recent studies (e.g., [3] ) show that indicator-based EMOAs outperform traditional EMOAs that use dominance ranking.
Many quality indicators have been proposed with the intention to capture different preferences in optimization [4] - [7] . Therefore, indicator-based selection operators tend to have biased selection pressures that evolve individuals toward particular regions in the objective space. For example, the hypervolume indicator favors balanced individuals that equally balance the trade-offs among all objectives, while the weighted hypervolume indicator favors extreme individuals that yield superior performance only in a limited number of objectives [4] . An open question in this context is whether a set of existing indicator-based selection operators can create a single operator that outperforms those existing ones.
In order to address this question, this paper proposes and evaluates a method to aggregate (or boost) existing indicator-based selection operators 1 . This boosting process is carried out with a training problem in which Paretooptimal solutions are known. Experimental results show that a boosted selection operator outperforms exiting ones in optimality, diversity and convergence velocity. The proposed boosting process can work with a simple training problem, and the boosted operator can effectively solve harder problems. The boosted operator also exhibits robustness against different characteristics in different problems and yields stable performance to solve them.
II. RELATED WORK
To the best of the authors' knowledge, this work is the first attempt to boost selection operators in evolutionary algorithms (EAs) although boosting has been integrated with EAs in several other ways.
For example, boosting has been integrated with genetic algorithms (GAs) to solve classification problems [8] - [10] . The Boosting Genetic Algorithm integrates boosting with a GA to discover classification rules [8] . A GA is used as a base classifier in which each individual represents a classification rule. A boosting algorithm aggregates multiple base classifiers to build a more accurate classifier than them.
GPBoost [11] and its variants (e.g., [12] ) integrate boosting with genetic programming (GP) to solve regression problems. A GP algorithm is used as a base learner (i.e., regression solver), and a boosting algorithm aggregates multiple base learners.
III. QUALITY INDICATORS
This section describes 15 representative quality indicators that the proposed boosting method uses.
A. Hypervolume Indicator (I H )
I H measures the volume of a hypercube that an individual dominates in the objective space [13] . The hypercube is formed with the individual and the reference point representing the highest (or worst) possible objective values r = (r 1 , r 2 , .., r n ) where n denotes the number of objectives. I H of an individual x is calculated as follows where f i ( x) denotes the i th objective function value of x.
I H is intended to favor balanced individuals in objective space rather than extreme ones [13] .
B. Weighted Hypervolume Indicator (I
I W is an extension to I H in that I W places different weights on different regions in the objective space while I H places the uniform weight on all regions [4] . I W of an individual x = (x 1 , x 2 , ..., x n ) is computed as follows.
e ki w( a) denotes the weight of a point a = (a 1 , a 2 , ..., a n ) in the objective space. It is calculated by applying a weight distribution k = (k 1 , k 2 , .., k n ). k i is the weight assigned to the i th objective. Given a greater k i value, I W favors extreme individuals that are closer to the f i axis in the objective space. Note that I W is equal to I H when k = (0, 0, .., 0). Table I [5] .
As shown in
μ denotes the population size (i.e., the number of individuals in the population). H i (a) denotes the hypervolume that is dominated by x and other (i − 1) individuals in the population. H 1 is the hypervolume that x dominates exclusively. The highest weight of 1 is given to H 1 . H 2 is the hypervolume that x and another individual dominate. The second highest weight of 
D. Binary ε+ Indicator (I ε+1 and I ε+2 )
I ε takes two individuals ( x and y) and measures the distance between them on a per-objective basis. It is computed as follows [6] .
This paper considers two methods to evaluate the quality of an individual ( x) against the other individuals in the population P . The first method is to sum up binary indicator values.
The second method amplifies the influence of dominating individuals over dominated one.
l is a scaling coefficient. l = 0.05 in this paper, which is a recommended value in [6] .
E. Binary Hypervolume Indicator (I HD1 and I HD2 )
I HD takes two individuals ( x and y) and measures the hypervolume dominated by x but not by y [6] .
denotes the hypervolume that x dominates. Similar to I +1 and I +2 , this paper considers two variants, I HD1 and I HD2 , to evaluate the quality of an individual ( x) against the other individuals in the population. I HD1 ( x) and I HD2 ( y) are computed by replacing I + ( y, x) with I HD ( x, y) in Equations 6 and 7, respectively.
IV. BOOSTING SELECTION OPERATORS
Algorithm 1 shows the proposed boosting process, which employs the AdaBoost algorithm [14] . It takes M indicatorbased selection operators S and aggregates top T operators S * (T ≤ M ). This paper uses 15 tournament selection operators that use 15 indicators described in Section III (M = 15). T aggregated operators have their weights:
The proposed boosting process is carried out through an offline training with a multiobjective optimization problem in which Pareto-optimal solutions are known. This training problem is used to generate N training populations, {p 1 , p 2 , .., p N }, each of which contains μ individuals (Line 2). Of the μ individuals, N p individuals are Paretooptimal and μ − N p individuals are randomly generated. Those N p Pareto-optimal individuals are selected from a training problem so that they are equally distributed on the Pareto-optimal front. Each training population has a weight
The proposed boosting process iteratively executes a loop (Line 4 to 15) T times and selects one operator in each iteration. (It selects T operators through T iterations.) In each iteration, each of M operators selects an individual N p times (i.e., N p individuals in total) on each training population (Line 5). The operator's individual selection is considered successful if it selects N p × θ or more Paretooptimal individuals (θ < 1). Given this condition, the selection error of each operator is calculated as shown in Line 7. The error is weighted with each training population's weight w i (1 ≤ i ≤ N ). Then, the proposed boosting process chooses the operator s * t that has the lowest selection error (Lines 8 and 9) and computes the operator's weight (Lines 10, 11 and 12). A lower selection error contributes to a higher weight.
Finally, each training population's weight is adjusted as shown in Lines 13 and 14. The weight decreases if s * t 's individual selection is successful; otherwise, it increases. This way, in subsequent loop iterations, the proposed boosting process focuses on the training populations on which individual selection failed and favors the operators that perform successful individual selection on those populations. 
Algorithm 1 Boosting Selection Operators
Each operator sj performs individual selection Np times on each training population pi. 6: Calculate the weighted selection error (ej) for sj 7: 
V. BOOSTED PARENT SELECTION
A boosted selection operator is constructed with T operators S * and their weights W * , which Algorithm 1 produces. Algorithm 2 shows how a boosted operator works. In a boosted operator, each of T operators first selects one individual from the population P with a v-way tournament (Line 1). In a v-way tournament, an operator randomly draws two individuals from P and chooses a superior one based on a quality indicator that the operator uses. A weight ϕ i (1 ≤ i ≤ T ) is assigned to each of selected T individuals with a prioritized voting by T operators (Line 2). Priorities are given to individuals based on the weights of operators ({α 1 , α 2 , ..., α T }). Finally, a boosted operator chooses one of T individuals as a parent by deriving individual selection probability δ i from ϕ i (1 ≤ i ≤ T ) (Lines 3 and 4) .
VI. EXPERIMENTAL EVALUATION
This section evaluates the proposed boosting method by integrating a boosted selection operator with a wellknown EMOA, called NSGA-II [15] . The proposed boosting method and NSGA-II are configured as shown in Table II . Experiments were conducted with jMetal [16] . Every experimental result is obtained with 20 independent experiments. 
A. Training and Test Problems
This evaluation study uses ZDT1 as a training problem. ZDT1 is the simplest problem in the ZDT family problems [17] . It has a convex Pareto-optimal front in a two dimensional objective space. ZDT2, ZDT3 are ZDT4 are used to evaluate a boosted selection operator that aggregates the indicators shown in Table III . Each of the problems has a two dimensional objective space. ZDT2 is essentially same as ZDT1 in terms of problem design and complexity; however, it has a concave Pareto-optimal front. ZDT3 and ZDT4 are harder problems than ZDT1. ZDT3 has five discontiguous Pareto-optimal fronts. ZDT4 has a large number of (20 9 ) local optima. DTLZ1 and DTLZ7 [18] are also used as test problems. Both are harder problems than ZDT1. They have three dimensional objective spaces. DTLZ1 has a single contiguous Pareto-optimal front and DTLZ7 has four discontiguous Pareto-optimal fronts.
B. Optimality and Diversity Analysis
This section evaluates the optimality and diversity of individuals with hypervolume ratio (HVR) [19] . HVR quantifies the optimality and diversity of non-dominated individuals.
A higher HVR indicates that non-dominated individuals are closer to the Pareto-optimal front and more diverse in the objective space. Table IV shows the average HVR values that seven algorithms yield at the last generation in each problem. I B represents an EMOA that integrates NSGA-II with a boosted selection operator aggregating the six indicators listed in Table III . Each of the other six algorithms represents an EMOA that integrates NSGA-II with a selection operator based on a single indicator. For example, I HD2 represents an EMOA that integrates NSGA-II with an I HD2 -based selection operator. v indicates the size of a tournament in parent selection. In each problem, 2-way to 6-way tournament selections are examined. A bold number indicates the best result among seven algorithms on a per-row basis. In ZDT1, except in the case of v = 2, the proposed boosted selection operator (I B ) outperforms the other operators. This is not surprising because I B is constructed with ZDT1 as a training problem. However, a very similar observation can be made in ZDT3, ZDT4 and DTLZ7, which are harder problems than ZDT1. Table IV demonstrates that the proposed boosting process can work with a simple training problem and the boosted selection operator can effectively solve harder problems.
In ZDT2 and DTLZ1, I HD2 performs slightly better than I B . (In fact, I B ties I HD2 in ZDT2 if HVR values are truncated to two decimal places.) An important observation is that the performance of I HD2 is inconsistent among different problems. Although I HD2 works well in ZDT2 and DTLZ1, it's performance is marginal in ZDT4 and DTLZ7.
In ZDT4, I HD2 never yields the HVR measure of 9.0 or higher. Other indicators exhibit similar inconsistencies. For example, I +1 performs well in ZDT1 but poorly in DTLZ1. (It never yields the HVR measure of 0.87 or higher in DTLZ1.)
In contrast, I B 's performance is much more consistent among different problems. Its worst HVR is 0.92 in ZDT4 while I HD2 's worst is 0.85, I +1 's is 0.75, I HypE 's is 0.84, I W 7 's is 0.23, I W 7 's is 0.33, and I W 4 's is 0.27. This shows that I B allows different indicator-based operators to complement with each other well. In summary, Table IV demonstrates that the proposed I B performs better than, or equally to, existing indicator-based selection operators in HVR (i.e., in optimality and diversity) in all test problems except DTLZ1 and I B is more robust and stable than existing operators under different characteristics in different problems.
C. Convergence Velocity Analysis
This section evaluates the convergence velocity of seven different algorithms with HVR (Tables V to X). Each of these tables shows the number of generations that each algorithm requires to achieve a given HVR value. In each problem, 2-way (i.e., binary) to 6-way tournament selections are examined. A bold number indicates the best result among seven algorithms on a per-row basis. For example, I B requires 114 generations to achieve the HVR value of 0.9 with a three-way tournament in ZDT2 (Table VI) . Its convergence velocity is the fastest among seven algorithms. A number in parentheses indicates the ratio of convergence velocity between I B and another algorithm (i.e., how faster or slower an algorithm's convergence is against I B ). In Table VI , I HD2 's convergence is 17% slower than I B in the case of three-way tournament selection. The character "x" indicates that an algorithm cannot achieve a given HVR value by the last generation.
Tables V to X show that I B 's convergence velocity is faster than the others' in ZDT2, ZDT3, ZDT4 and DTLZ7. It is not the best but fairly acceptable in ZDT1 and DTLZ1. The weighted hypervolume indicators (I W 7 , I W 1 and I W 4 ) possess greater convergence velocity in many problems to achieve the HVR value of 0.5. However, they often encounter premature convergence and fail to achieve higher HVR values when v ≥ 3. I HypE and I HD2 yield the greatest convergence velocity in ZDT1 and DTLZ1, respectively. However, their convergence velocities are not consistent among different problems. I HypE 's convergence velocity is marginal in other problems than ZDT1. I HD2 's is marginal in other problems than DTLZ1.
In contrast, I B never encounters premature convergence. (It never fails to achieve the HVR value of 0.9.) Its convergence velocity is more consistent among different problems. It is more robust and stable than exiting operators under different characteristics in different problems by allowing them to complement with each other. VII. CONCLUSIONS This paper proposes and evaluates a novel method that leverages a boosting algorithm to obtain an aggregated selection operator from various existing indicator-based selection operators. Experimental results show that a boosted selection operator outperforms exiting ones in optimality, diversity and convergence velocity. The proposed boosting process can work with a simple training problem, and the boosted operator can effectively solve harder problems. The boosted operator also exhibits robustness against different characteristics in different problems and yields stable performance. 
