Before-constructions with matrix and embedded past tense in English exhibit at least the four properties listed in (1).
In addition, (2) does not explain the cross-linguistic variation illustrated by (1), (3) and the Japanese examples in (4): the Japanese counterpart of (1) is ungrammatical, and the Japanese counterpart of the ungrammatical (3) is grammatical (see Ogihara, 1996) . It also fails to predict the unicorn problem (illustrated by the oddity of (5); see Beaver & Condoravdi, 2003) .
(3) *John watered the plant before it dies. (4) Jon-wa [hana-ga kare-ru/*ta mae-ni] mizu-o yat-ta John-TOP flower-NOM wither-PRES/PAST before-at water-ACC give-PAST (5) #John watered the plant before a unicorn arrived.
(5) suggests that No-p-factivity is not a result of universal quantification of p-times (or timeintervals), but rather the result of a requirement imposed by before that p be true in a set of worlds accessible from the actual world (which resemble the actual world in certain respects, such as the lack of unicorns). Here we focus on cross-linguistic variation and, for simplicity, ignore No-p-factivity. That is to say, we pretend that the actual world is always a member of the set of accessible worlds (and that (1) entails that the plant actually died).
An SOT analysis (inspired by Ogihara, 1996)
Japanese present is relative, as shown by (6) (from Ogihara, 1996) , so it makes sense to posit (8) for (6) and (9) for the grammatical version of (4). Non-shiftability and q-precedence are guaranteed by (10) -a variant of (2b).
(6) Taroo-wa [Hanako-ga byooki-da] -to it-ta (Taro: "Hanako is sick") Taro-TOP Hanako-NOM be-sick-PRES that say-PAST (7) 
If we assume that the embedded PAST in (1) is "deleted" at LF, we can posit very similar LFs for English and Japanese. This is compatible with the well-known fact that English, unlike Japanese, is an SOT (Sequence-of-Tense) language: when a tense is c-commanded by an agreeing tense in English, it is often "ignored" by the semantics; see (11). So the LF in (12) underlies (11) (see Ogihara, 1996) ; similarly the LF in (13) underlies (1) Unfortunately, this proposal still incorrectly predicts that (1) and the ungrammatical form of (4) have (17) g (t)(t*)(p)(q) = True iff {t′ ∈ D i : (i) t′ ⊆ t*; (ii) q(t′) = True; and (iii) t′ < EARLIEST t ({t′′ ∈ D i : p(t′′) = True})} ≠ ∅.
(19) EARLIEST t (P) := the largest t* ⊆ t (if there is one) such that:
(i) t* ∈ P; and (ii) for all t′ ⊆ t such that t′ ∈ P, LEFT-EDGE(t′) 
= LEFT-EDGE(t*) or LEFT-EDGE(t′) > LEFT-EDGE(t*).
The predictions of (9) and (13) (17) -is ruled out by pragmatics, because there is no EARLIEST C ({t′ ∈ D i : {t′′ ∈ D i : t′′ < t′ and the plant dies at t′′} ≠ ∅}) (by assumption, the set of moments is dense).
(20) a.
the plant dies at t′}) ⊆ t′′}: t* < SP and {t ∈ D i : t ⊆ t* and John waters the plant at t and t < EARLIEST C ({t′ ∈ D i : the plant dies at t′})} ≠ ∅} ≠ ∅.
Some additional welcome consequences: (3) is predicted to be ill-formed, because under PAST ENG , PRES ENG always introduces a time overlapping SP, as shown by (16). PRES ENG can be bound only when "deleted" under agreement. As a result, (22a) is ruled out as an LF of (3). On the other hand, (22b) is ruled out because EARLIEST C ({t′ ∈ D i : the plant dies at SP}) is either undefined or C; and on the assumption that C is large enough to include all contextually relevant watering times, the truth conditions of (22b) cannot be met. (22) Similarly, the present-under-future in (23a) is correctly predicted to be well-formed, whereas the future-under-future in (23b) is correctly ruled out (despite the fact that future-under-future is not always disallowed, see (24)). Here is why: the LFs in (25) and (26) underlie (23a) and (23b) respectively, but only (25) is semantically well-formed (compare (26) to (21) (there is no EARLIEST C ({t′ ∈ D i : {t′′ ∈ D i : t′′ > t′ and the plant dies at t′′} ≠ ∅}), and to (22b)).
(23) a. John will water the plant before it dies. b. *John will water the plant before it will die. (24) John will catch a fish that will die.
]]] {t* ∈ {t′′ ∈ D i : EARLIEST C ({t′ ∈ D i : the plant dies at t′}) ⊆ t′′}: t* > SP and {t ∈ D i : t ⊆ t* and John waters the plant at t and t < EARLIEST C ({t′ ∈ D i : the plant dies at t′})} ≠ ∅} ≠ ∅. 
Two types of non-SOT languages
Not all non-SOT languages are alike (see Arregui & Kusumoto 1998; Ogihara & Sharvit, to appear) . For example, Hebrew is considered non-SOT, based on the behavior of tenses in complement clauses of attitude verbs (which resembles that of Japanese tenses; see (27)), but tense restrictions in Hebrew before-clauses are English-like; see (28).
