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SYSTEMS OF ORTHOGONAL POLYNOMIALS DEFINED BY
HYPERGEOMETRIC TYPE EQUATIONS∗
NICOLAE COTFAS†
Abstract. A hypergeometric type equation satisfying certain conditions defines either a fi-
nite or an infinite system of orthogonal polynomials. We present in a unified and explicit way all
these systems of orthogonal polynomials, the associated special functions and the corresponding rais-
ing/lowering operators. This general formalism allows us to extend some known results to a larger
class of functions.
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1. Introduction. Many problems in quantum mechanics and mathematical physics
lead to equations of the type
σ(s)y′′(s) + τ(s)y′(s) + λy(s) = 0(1.1)
where σ(s) and τ(s) are polynomials of at most second and first degree, respectively,
and λ is a constant. These equations are usually called equations of hypergeometric
type [9], and each can be reduced to the self-adjoint form
[σ(s)̺(s)y′(s)]′ + λ̺(s)y(s) = 0(1.2)
by choosing a function ̺ such that [σ(s)̺(s)]′ = τ(s)̺(s).
The equation (1.1) is usually considered on an interval (a, b), chosen such that
σ(s) > 0 for all s ∈ (a, b)
̺(s) > 0 for all s ∈ (a, b)
lims→a σ(s)̺(s) = lims→b σ(s)̺(s) = 0.
(1.3)
Since the form of the equation (1.1) is invariant under a change of variable s 7→ cs+d,
it is sufficient to analyse the cases presented in table 1.1. Some restrictions must be
imposed on α, β in order for the interval (a, b) to exist.
The equation (1.1) defines either a finite or an infinite system of orthogonal poly-
nomials depending on the set of all γ ∈ R for which
lim
s→a
σ(s)̺(s)sγ = lim
s→b
σ(s)̺(s)sγ = 0.
A unified view on all the systems of orthogonal polynomials defined by (1.1) was
presented in [6]. We think that certain results known in particular cases can be
extended to a larger class of functions by using this general formalism, and our aim
is to present some attempts in this direction.
The literature discussing special function theory and its application to mathemat-
ical and theoretical physics is vast, and there are a multitude of different conventions
concerning the definition of functions. Since the expression of the raising/lowering
∗This work was supported by a grant CERES.
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Table 1.1
The main particular cases
σ(s) τ(s) ̺(s) α, β (a, b)
1 αs+β eαs
2/2+βs α < 0 (−∞,∞)
s αs+β sβ−1eαs α<0, β>0 (0,∞)
1−s2 αs+β (1+s)−(α−β)/2−1(1−s)−(α+β)/2−1 α<β < −α (−1, 1)
s2−1 αs+β (s+1)(α−β)/2−1(s−1)(α+β)/2−1 −β<α < 0 (1,∞)
s2 αs+β sα−2e−β/s α<0, β>0 (0,∞)
s2+1 αs+β (1 + s2)α/2−1eβ arctan s α < 0 (−∞,∞)
operators depends directly on the normalizing condition we use, a unified approach
is not possible without a unified definition for the associated special functions. Our
results are based on a definition presented in section 2. The table 1.1 allows one
to pass in each case from our parameters α, β to the parameters used in different
approach. For classical polynomials we use the definitions from [9].
2. Orthogonal polynomials and associated special functions. In this sec-
tion we review certain results concerning the systems of orthogonal polynomials de-
fined by equation (1.1) and the corresponding associated special functions. It is
well-known [9] that for λ = λl, where
λl = −σ
′′(s)
2
l(l− 1)− τ ′(s)l l ∈ N(2.1)
the equation (1.1) admits a polynomial solution Ψl = Ψ
(α,β)
l of at most l degree
σ(s)Ψ′′l + τ(s)Ψ
′
l + λlΨl = 0.(2.2)
If the degree of the polynomial Ψl is l then it satisfies the Rodrigues formula
Ψl(s) =
Bl
̺(s)
dl
dsl
[σl(s)̺(s)](2.3)
where Bl is a constant. We do not impose any normalizing condition. Each polynomial
Ψl is defined only up to a multiplicative constant. One can remark that
lim
s→a
σ(s)̺(s)sγ = lim
s→b
σ(s)̺(s)sγ = 0 for γ ∈ [0,∞)(2.4)
in the case σ(s) ∈ {1, s, 1− s2}, and
lim
s→a
σ(s)̺(s)sγ = lim
s→b
σ(s)̺(s)sγ = 0 for γ ∈ [0,−α)(2.5)
in the case σ(s) ∈ {s2 − 1, s2, s2 + 1}. Let
Λ =
{ ∞ for σ(s) ∈ {1, s, 1− s2}
1−α
2 for σ(s) ∈ {s2 − 1, s2, s2 + 1}.
(2.6)
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Proposition 2.1 ([9, 6]). a) {Ψl | l < Λ} is a system of polynomials orthogonal
with weight function ̺(s) in (a, b).
b) Ψl is a polynomial of degree l for any l < Λ.
c) The function Ψl(s)
√
̺(s) is square integrable on (a, b) for any l < Λ.
d) A three term recurrence relation
sΨl(s) = αlΨl+1(s) + βlΨl(s) + γlΨl−1(s)
is satisfied for 1 < l + 1 < Λ.
e) The zeros of Ψl are simple and lie in the interval (a, b), for any l < Λ.
The polynomials Ψ
(α,β)
l can be expressed in terms of the classical orthogonal
polynomials but in certain cases the relation is not very simple.
Proposition 2.2 ([6]). Up to a multiplicative constant
Ψ
(α,β)
l (s) =


Hl
(√
−α
2 s− β√−2α
)
if σ(s) = 1
Lβ−1l (−αs) if σ(s) = s
P
(−(α+β)/2−1, (−α+β)/2−1)
l (s) if σ(s) = 1− s2
P
((α−β)/2−1, (α+β)/2−1)
l (−s) if σ(s) = s2 − 1(
s
β
)l
L1−α−2ll
(
β
s
)
if σ(s) = s2
ilP
((α+iβ)/2−1, (α−iβ)/2−1)
l (is) if σ(s) = s
2 + 1
(2.7)
where Hn, L
p
n and P
(p,q)
n are the Hermite, Laguerre and Jacobi polynomials, respec-
tively.
Let l ∈ N, l < Λ, and let m ∈ {0, 1, ..., l}. By differentiating the equation (2.2) m
times we obtain the equation satisfied by the polynomials ψl,m =
dm
dsmΨl, namely
σ(s)ψ′′l,m + [τ(s) +mσ
′(s)]ψ′l,m + (λl − λm)ψl,m = 0.(2.8)
This is an equation of hypergeometric type, and we can write it in the self-adjoint
form
[σ(s)̺m(s)ψ
′
l,m]
′ + (λl − λm)̺m(s)ψl,m = 0(2.9)
by using the function ̺m(s) = σ
m(s)̺(s).
Definition 2.3. The functions
Ψl,m(s) = κ
m(s)
dm
dsm
Ψl(s) where κ(s) =
√
σ(s)(2.10)
l ∈ N, l < Λ and m ∈ {0, 1, ..., l}, are called the associated special functions.
The equation (2.8) multiplied by κm(s) can be written as
HmΨl,m = λlΨl,m(2.11)
where Hm is the differential operator
Hm = −σ(s) d
2
ds2
− τ(s) d
ds
+
m(m− 2)
4
(σ′(s))2
σ(s)
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+
mτ(s)
2
σ′(s)
σ(s)
− 1
2
m(m− 2)σ′′(s)−mτ ′(s).(2.12)
Proposition 2.4 ([6]). a) For each m < Λ, the functions Ψl,m with m ≤ l < Λ
are orthogonal with weight function ̺(s) in (a, b).
b) Ψl,m(s)
√
̺(s) is square integrable on (a, b) for 0 ≤ m ≤ l < Λ.
c) The three term recurrence relation
Ψl,m+1(s)+
(
τ(s)
κ(s)
+ 2(m− 1)κ′(s)
)
Ψl,m(s)+ (λl−λm−1)Ψl,m−1(s) = 0(2.13)
is satisfied for any l < Λ and any m ∈ {1, 2, ..., l− 1}. In addition, we have(
τ(s)
κ(s)
+ 2(l − 1)κ′(s)
)
Ψl,l(s) + (λl − λl−1)Ψl,l−1(s) = 0.(2.14)
For any l ∈ N, l < Λ and any m ∈ {0, 1, ..., l − 1}, by differentiating (2.10), we
obtain
d
ds
Ψl,m(s) = mκ
m−1(s)κ′(s)
dm
dsm
Ψl + κ
m(s)
dm+1
dsm+1
Ψl(s)
that is, the relation
d
ds
Ψl,m(s) = m
κ′(s)
κ(s)
Ψl,m(s) +
1
κ(s)
Ψl,m+1(s)
which can be written as(
κ(s)
d
ds
−mκ′(s)
)
Ψl,m(s) = Ψl,m+1(s).(2.15)
If m ∈ {1, 2, ..., l− 1} then by substituting (2.15) into (2.13) we get(
κ(s)
d
ds
+
τ(s)
κ(s)
+ (m− 2)κ′(s)
)
Ψl,m(s) + (λl − λm−1)Ψl,m−1(s) = 0
that is, (
−κ(s) d
ds
− τ(s)
κ(s)
− (m− 1)κ′(s)
)
Ψl,m+1(s) = (λl − λm)Ψl,m(s).(2.16)
for all m ∈ {0, 1, ..., l− 2}. From (2.14) it follows that this relation is also satisfied for
m = l− 1.
The relations (2.15) and (2.16) suggest we should consider the first order differ-
ential operators [8, 5]
Am = κ(s)
d
ds
−mκ′(s) A+m = −κ(s)
d
ds
− τ(s)
κ(s)
− (m− 1)κ′(s)(2.17)
for m+ 1 < Λ.
Proposition 2.5 ([7, 4, 8, 6]). We have
AmΨl,m = Ψl,m+1 A
+
mΨl,m+1 = (λl−λm)Ψl,m for 0 ≤ m < l < Λ.(2.18)
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Ψl,m =
A+m
λl − λm
A+m+1
λl − λm+1 ...
A+l−1
λl − λl−1Ψl,l for 0 ≤ m < l < Λ.(2.19)
||Ψl,m+1|| =
√
λl − λm ||Ψl,m|| for 0 ≤ m < l < Λ.(2.20)
Hm − λm = A+mAm Hm+1 − λm = AmA+m for m+ 1 < Λ(2.21)
HmA
+
m = A
+
mHm+1 AmHm = Hm+1Am for m+ 1 < Λ.(2.22)
From (2.18), (2.19) and (2.20) it follows that the normalized associated special
functions
Ψ˜l,m =
Ψl,m
||Ψl,m||(2.23)
satisfy the relations
AmΨ˜l,m =
√
λl − λmΨ˜l,m+1
A+mΨ˜l,m+1 =
√
λl − λmΨ˜l,m(2.24)
Ψ˜l,m =
A+m√
λl − λm
A+m+1√
λl − λm+1
...
A+l−1√
λl − λl−1
Ψ˜l,l.
3. A group theoretical approach based on projection method. The sys-
tem of functions Ψ˜l,m is the projection of the system of functions [1]
|l,m) : (a, b)× [−π, π] −→ C |l,m) = eimϕΦ˜l,m(3.1)
orthogonal with respect to the scalar product
〈F,G〉 = 1√
2π
∫ pi
−pi
∫ b
a
F (s, ϕ)G(s, ϕ) ̺(s)dsdϕ.(3.2)
More exactly, we can identify each function Ψ˜l,m with the restriction of |l,m) to the
subset (a, b)× {0}. By using the relation
∂
∂ϕ
|l,m) = im |l,m).(3.3)
obtained directly from definition (3.1), and (2.24) we get
eiϕ
(
κ ∂∂s + iκ
′ ∂
∂ϕ
)
|l,m) = √λl − λm |l,m+ 1)
e−iϕ
(
−κ ∂∂s + iκ′ ∂∂ϕ − τκ + 2κ′
)
|l,m+ 1) = √λl − λm |l,m).
(3.4)
These relations suggest we should consider the first order differential operators
L+ = e
iϕ
(
κ ∂∂s + iκ
′ ∂
∂ϕ
)
L− = e−iϕ
(
−κ ∂∂s + iκ′ ∂∂ϕ − τκ + 2κ′
)
L0 = −i ∂∂ϕ
(3.5)
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satisfying the relations
L+|l,m) =
√
λl − λm |l,m+ 1)
L−|l,m) =
√
λl − λm−1 |l,m− 1)
L0|l,m) = m|l,m).
One can remark that L+|l, l〉 = 0 and
|l,m) = 1√
λl − λm
1√
λl − λm+1
· · · 1√
λl − λl−1
(L−)l−m|l, l)(3.6)
for all m ∈ {0, 1, 2, ..., l− 1}, but, generally, L−|l, 0) 6= 0. For example, in the case of
Legendre polynomials κ(s) =
√
1− s2, τ(s) = −2s and
L+ = e
iϕ
(
κ ∂∂s + iκ
′ ∂
∂ϕ
)
L− = e−iϕ
(
−κ ∂∂s + iκ′ ∂∂ϕ
)
= −eiϕ
(
κ ∂∂s + iκ
′ ∂
∂ϕ
)
= −L+
(3.7)
whence
(L−)m|l, 0) = (−1)me−imϕΨl,m = (−1)m|l,m) for all m ∈ {1, 2, ..., l}(3.8)
and (L−)l+1|l, 0) = 0. The (2l + 1)-dimensional vector space spannied by the set
{ (L−)q|l, l) | q ∈ {0, 1, 2, ..., 2l} } is invariant under the action of L+, L− and L0.
The operators defined by (3.5) satisfy the relations
[L0, L±] = ±L±(3.9)
and
[L+, L−] = (−τ ′ + 2κκ′′ + 2κ′2)I+ i(2κκ′′ + 2κ′2) ∂∂ϕ
=


−αI for σ(s) ∈ {1, s}
2
(
L0 − α+22 I
)
for σ(s) = 1− s2
−2 (L0 + α−22 I) for σ(s) ∈ {s2 − 1, s2, s2 + 1}.
(3.10)
The Lie algebra L generated by L+ and L− is finite dimensional.
Theorem 3.1.
L is isomorphic to


Heisenberg −Weyl algebra if σ(s) ∈ {1, s}
su(2) if σ(s) = 1− s2
su(1, 1) if σ(s) ∈ {s2−1, s2, s2+1}
Proof. If σ(s) ∈ {1, s} then the operators K+=
√
−1/αL+ and K−=−
√
−1/αL−
satisfy the relations
[K+,K−] = −I [I,K±] = 0.
In the case σ(s) = 1− s2 the operators K+ = L+, K− = L− and K0 = L0 − α+22 I
satisfy the relations
[K+,K−] = 2K0 [K0,K±] = ±K±.
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If σ(s) ∈ {s2−1, s2, s2+1} the operators K+ = L+, K− = L− and K0 = L0+ α−22 I
satisfy the relations
[K+,K−] = −2K0 [K0,K±] = ±K±.
In the case σ(s) = 1− s2, the functions |l,m) satisfy the relations
K0|l,m)=(Φ +m− l) |l,m) for m∈{0, 1, ..., l}
K+|l,m)=
√
(l −m)(l +m− α− 1) |l,m+ 1) for m∈{0, 1, ..., l− 1}
K−|l,m)=
√
(l −m+ 1)(l +m− α− 2) |l,m− 1) for m∈{1, 2, ..., l}
C|l,m)=Φ(Φ + 1) |l,m) for m∈{0, 1, ..., l}
(3.11)
where C = K−K+ +K0(K0 + I) is the Casimir operator of su(2) and Φ = l− α2 − 1.
In the case σ(s) ∈ {s2 − 1, s2, s2 + 1}, the functions |l,m) satisfy the relations
K0|l,m)=(Φ +m− l) |l,m) for m∈{0, 1, ..., l}
K+|l,m)=
√
(m− l)(m+ l + α− 1) |l,m+ 1) for m∈{0, 1, ..., l− 1}
K−|l,m)=
√
(m− l − 1)(m+ l + α− 2) |l,m− 1) for m∈{1, 2, ..., l}
C|l,m)=−Φ(Φ + 1) |l,m) for m∈{0, 1, ..., l}
(3.12)
where C = K−K+−K0(K0+ I) is the Casimir operator of su(1, 1) and Φ = l+ α2 −1.
4. Some systems of coherent states. In this section we restrict us to the case
σ(s) ∈ {1, s, 1−s2}. For each m ∈ N, the sequence Ψ˜m,m, Ψ˜m+1,m, Ψ˜m+2,m, ... is an
orthonormal basis in the Hilbert space
H =
{
ψ : (a, b) −→ C
∣∣∣∣∣
∫ b
a
|ψ(s)|2̺(s)ds <∞
}
(4.1)
with the scalar product given by
〈ψ1, ψ2〉 =
∫ b
a
ψ1(s)ψ2(s) ̺(s)ds .(4.2)
The linear operator defined by (see figure 4.1)
Um : H −→ H UmΨ˜l,m = Ψ˜l+1,m+1(4.3)
is a unitary operator, the operators
am = U
+
mAm a
+
m = A
+
mUm(4.4)
are mutually adjoint, and
amΨ˜l,m =
√
λl − λm Ψ˜l−1,m for l ≥ m+ 1
a+mΨ˜l,m =
√
λl+1 − λm Ψ˜l+1,m for l ≥ m
Ψ˜l,m =
(a+
m
)l−m√
(λl−λm)(λl−1−λm)...(λm+1−λm)
Ψ˜m,m for l > m.
(4.5)
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+
0
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a0a
+
0
A+0
A0
U0
a0a
+
0
A+0
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a1a
+
1
A+1
A1
U1
a1a
+
1
A+1
A1
U1 a2a
+
2
A+2
A2
U2
...
...
...
...
Ψ˜0,0
Ψ˜1,0
Ψ˜2,0
Ψ˜3,0
Ψ˜1,1
Ψ˜2,1
Ψ˜3,1
Ψ˜2,2
Ψ˜3,2 Ψ˜3,3
✻
❄
✲
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✑
✑
✑
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✑✑✸
✻
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✲✛
✑
✑
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✑✑✸ ✻
❄
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✑
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✑✑✸
Fig. 4.1. The operators Am, A
+
m, am, a
+
m and Um relating the functions Ψ˜l,m.
Since
ama
+
mΨ˜l,m = (λl+1 − λm)Ψ˜l,m a+mamΨ˜l,m = (λl − λm)Ψ˜l,m(4.6)
we get the factorization
Hm − λm = a+mam(4.7)
and the relation
[am, a
+
m]Ψ˜l,m = (λl+1 − λl)Ψ˜l,m.(4.8)
By using the operator
Rm : Hm −→ Hm RmΨ˜l,m = −σ
′′l − α
2
Ψ˜l,m(4.9)
the relation (4.8) can be written as
[a+m, am] = −2Rm.(4.10)
Since
[Rm, a
+
m] = −
σ′′
2
a+m [Rm, am] =
σ′′
2
am(4.11)
it follows that the Lie algebra Lm generated by {a+m, am} is finite dimensional.
Theorem 4.1.
Lm is isomorphic to
{
Heisenberg −Weyl algebra for σ(s) ∈ {1, s}
su(1, 1) for σ(s) = 1− s2
Proof. In the case σ(s) ∈ {1, s} the operator Rm is a constant operator, namely,
Rm = −α. Since α < 0, the operators P+ =
√
−1/αa+m, P− =
√
−1/αam and the
identity operator I form a basis of Lm such that
[P+, P−] = −I [I, P±] = 0
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that is, Lm is isomorphic to the Heisenberg-Weyl algebra h(2).
If σ(s) = 1−s2 then K+ = a+m, K− = am and K0 = Rm form a basis of Lm such that
[K+,K−] = −2K0 [K0,K±] = ±K±.
In the case σ(s) = 1 − s2, the functions Ψ˜m,m, Ψ˜m+1,m, Ψ˜m+2,m, ..., satisfy the
relations
K0Ψ˜l,m =
(
l − α
2
)
Ψ˜l,m(4.12)
K+Ψ˜l,m =
√
(l −m+ 1)(l +m− α) Ψ˜l+1,m(4.13)
K−Ψ˜l,m =
√
(l −m)(l +m− 1− α) Ψ˜l−1,m(4.14)
CΨ˜l,m = −
(α
2
−m
)(α
2
−m+ 1
)
Ψ˜l,m(4.15)
where C = K−K+ −K0(K0 + I) is the Casimir operator of su(1, 1). If we denote
E0 = m− α
2
= −Φ |Φ, n〉 = Ψ˜m+n,m(4.16)
then the above relations can be written as
K0|Φ, n〉 = (E0 + n) |Φ, n〉(4.17)
K+|Φ, n〉 =
√
(Φ + E0 + n+ 1)(E0 − Φ+ n) |Φ, n+ 1〉(4.18)
K−|Φ, n〉 =
√
(Φ + E0 + n)(E0 − Φ+ n− 1) |Φ, n− 1〉(4.19)
C|Φ, n〉 = −Φ(Φ + 1) |Φ, n〉.(4.20)
and show that [3, 10], in case σ(s) = 1− s2, the representation of su(1, 1) defined by
(4.5) in H is the irreducible discrete representation D+ (α2 −m).
Let m ∈ N be a fixed natural number. The functions |0〉, |1〉, |2〉, · · · , where
|n〉 = Ψ˜m+n,m(4.21)
satisfy the relations
am|n〉 = √en |n− 1〉
a+m|n〉 =
√
en+1 |n+ 1〉(4.22)
(Hm − λm)|n〉 = en|n〉
where
en = λm+n − λm =
{ −αn if σ(s) ∈ {1, s}
n(n+ 2m− α− 1) if σ(s) = 1− s2.
(4.23)
Some useful systems of coherent states can be defined [3] by using these relations, the
confluent hypergeometric function
0F1(c; z) = 1 +
1
c
z
1!
+
1
c(c+ 1)
z2
2!
+
1
c(c+ 1)(c+ 2)
z3
3!
+ · · ·(4.24)
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and the modified Bessel function
Kν(z) =
π
2
I−ν(z)− Iν(z)
sin (νπ)
where Iν(z) =
∞∑
n=0
(
1
2z
)ν+2n
n! Γ(ν + n+ 1)
.(4.25)
Theorem 4.2. a) If σ(s) ∈ {1, s} then { |z〉 | z ∈ C}, where
|z〉 = e |z|
2
2α
∞∑
n=0
zn√
n! (−α)n |n〉(4.26)
is a system of coherent states in H such that
〈z|z〉 = 1 am|z〉 = z|z〉 and 1
π
√−α
∫
C
d(Rez) d(Imz)|z〉〈z| = I.(4.27)
b) If σ(s) = 1− s2 then { |z〉 | z ∈ C}, where
|z〉 =
√
Γ(2m− α)
∞∑
n=0
zn√
n! Γ(n+ 2m− α) |n〉(4.28)
is a system of coherent states in H such that
〈z|z〉 = 0F1(2m− α; |z|2) am|z〉 = z|z〉 and
∫
C
dµ(z) |z〉〈z| = I(4.29)
where
dµ(z) =
4r2m−α
πΓ(2m− α)Kα+12 −m(2r) dr dθ and z = re
iθ.(4.30)
The proof can be found in [3, 2] (different notations are used for some parameters).
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