Learning-based Resource Optimization in Ultra Reliable Low Latency
  HetNets by Yousefvand, Mohammad et al.
Learning-based Resource Optimization in Ultra
Reliable Low Latency HetNets
1st Mohammad Yousefvand
Winlab, Rutgers University, NJ, US
my342@winlab.rutgers.edu
2nd Kenza Hamidouche
Winlab, Rutgers University, NJ, US
kenzaham@winlab.rutgers.edu
3rd Narayan B. Mandayam
Winlab, Rutgers University, NJ, US
narayan@winlab.rutgers.edu
Abstract—In this paper, the problems of user offloading and
resource optimization are jointly addressed to support ultra-
reliable and low latency communications (URLLC) in HetNets.
In particular, a multi-tier network with a single macro base
station (MBS) and multiple overlaid small cell base stations
(SBSs) is considered that includes users with different latency
and reliability constraints. Modeling the latency and reliability
constraints of users with probabilistic guarantees, the joint
problem of user offloading and resource allocation (JUR) in
a URLLC setting is formulated as an optimization problem to
minimize the cost of serving users for the MBS. In the considered
scheme, SBSs bid to serve URLLC users under their coverage at
a given price, and the MBS decides whether to serve each user
locally or to offload it to one of the overlaid SBSs. Since the JUR
optimization is NP-hard, we propose a low complexity learning-
based heuristic method (LHM) which includes a support vector
machine-based user association model and a convex resource
optimization (CRO) algorithm. To further reduce the delay, we
propose an alternating direction method of multipliers (ADMM)-
based solution to the CRO problem. Simulation results show that
using LHM, the MBS significantly decreases the spectrum access
delay for users (by ∼ 93%) as compared to JUR, while also
reducing its bandwidth and power costs in serving users (by ∼
33%) as compared to directly serving users without offloading.
Index Terms—User association, resource optimization, user
offloading, URLLC, HetNets.
I. INTRODUCTION
The emergence of delay-sensitive applications such as intel-
ligent transportation systems, and patient monitoring applica-
tions makes it necessary to redesign classical resource alloca-
tion techniques in wireless heterogeneous networks (HetNets)
and support ultra-reliable and low latency communications
(URLLC) [1]. URLLC introduces new challenges to the design
of next-generation cellular networks where the traffic consists
mainly in short packet transmission and the related hard
constraints in terms of latency and reliability. In fact, any delay
in the transmissions of the order of microseconds could make
the packets useless and hence must be dropped. Coupled with
the ultra-density of future cellular networks that are expected
to support billions of Internet of things (IoT) devices, time-
sensitive applications will require a large amount of network
resources such as power and bandwidth. Thus, the optimization
of such scarce resources represents a crucial challenge for
wireless service providers, as they need to support URLLC
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in one hand, and reduce their cost in using network resources
on the other.
Several works in the literature have addressed the problem
of resource allocation in cellular networks for both bandwidth-
intensive applications and URLLC traffic [2]–[5]. Most of
these works have considered a cellular network model with
a single base station (BS) that serves two types of users
namely eMBB and URLLC users, and proposed techniques to
jointly satisfy the delay and reliability constraints of URLLC
users, while optimizing the allocation of resources for the
cellular BS. The authors in [2] proposed an optimal resource
allocation strategy for uplink transmissions to maximize the
delay-sensitive area spectral efficiency as a performance metric
while guaranteeing the constraints on reliability. In [3], the
authors proposed a method for maximizing energy efficiency
for URLLC under strict QoS constraints on both end-to-end
delay and overall packet loss. In [4], the authors investigated
the potentials of using unlicensed spectrum for enabling ultra
reliable and low latency communications. The work in [5] pre-
sented a network slicing based resource allocation framework
to provide reliable and low latency communications to users
with such demands.
Although interesting, all these works consider a network
composed of a single cell while currently deployed networks
are heterogeneous with different types of base stations. Thus,
none of these works have studied the opportunity of offloading
users to potential small cells as a possible way for increasing
reliability of the transmissions. Moreover, they do not account
for the impact of the serving cost on the allocation of resources
and offloading at the service providers. User offloading and
resource allocation are two effective and highly correlated
techniques for enabling URLLC in wireless HetNets, and
due to their interplay, they must be jointly optimized while
considering the monetary impact on the service providers.
The main contribution of this paper consists in jointly con-
sidering user offloading and resource optimization to enable
URLLC in HetNets. In our model, hard latency and reliability
constraints of URLLC users are modeled with probabilistic
guarantees and relaxed based on Markov’s inequality. In
particular, we formulate the joint user association and resource
optimization (JUR) problem as an optimization problem which
is NP-hard and computationally intractable for large HetNets.
We reduce the complexity of the JUR problem by casting
it into two sub-problems and then proposing an efficient
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learning-based heuristic method (LHM) to solve them. The
first sub-problem is the user-cell association problem for which
we reformulate it as a classification problem and solve it using
a support vector machine (SVM)-based learning algorithm.
We use the results of JUR optimization to train the SVM
classifier, and since the results of JUR problem are optimized,
the training error will be minimized this way. Once we trained
the SVM, we can use it to determine user associations for
future users. The second sub-problem is the resource allocation
problem for which we propose a low complexity iterative
algorithm. After solving user association problem using the
trained SVM classifier, the JUR problem will be simplified by
removing binary user association variables from it and it will
be reduced to a convex optimization problem. To solve such
convex optimization problem for the MBS, we propose a low
complexity iterative solution based on the alternating direction
method of multipliers, in which we use a penalized Lagrangian
function with a barrier penalty function for reliability con-
straints of URLLC users to make sure such constraints are
satisfied. Simulation results show that the proposed heuristic
method significantly decreases the spectrum access delay
for users (by ∼ 93%) as compared to JUR problem, while
maintaining the full service rate. By offloading 75% of users
to SBSs, it also reduces the MBS’s bandwidth and power
consumption costs in serving users by 33% as compared to
to the method with no offloading referred to as the Direct
Serving Method (DSM). The rest of this paper is organized
as follows. Section II introduces the network and system
models, and the JUR optimization problem is formulated in
section III. Section IV presents the proposed learning-based
heuristic method which includes a SVM-based user association
model and a low complexity iterative algorithm for resource
optimization. Simulation results are presented in section V,
and we conclude this paper in section VI.
II. NETWORK AND SYSTEM MODELS
A. Network Model
We consider a HetNet model which includes one macro cell
BS (MBS) and several overlaid small cell BSs (SBSs), and
a mix of users with different URLLC applications who are
randomly distributed under the coverage area of the MBS. We
assume that the MBS is primarily responsible for serving all
users, however it can offload some users to overlaid SBSs if
such BSs offer to serve users located under their coverage with
a price which is less than the cost of serving them directly by
the MBS. Figure below shows our network model, in which
MBS uses high power transmissions (denoted with gray links)
to serve users who are located in the cell edge boundaries,
while SBSs can serve such users who are located under their
coverage area with low power transmissions (denoted with
yellow links), and hence with less cost.
B. System Model
In our system model, we assume that MBS periodically opti-
mizes its decisions on user offloading and resource allocations,
and at the beginning of such optimization intervals an auction
Fig. 1. HetNet Model with URLLC Applications.
will happen between MBS and SBSs, in which each SBS k
bids to serve each user i under its coverage by calculating the
cost of serving such user considering its delay, reliability and
data rate constraints. We assume in each transmission request,
each user includes its requirement in terms of latency, data
rate and reliability which could be different from other user’s
requirements. The total price offered by the SBS k to serve
user i is defined as Φk,i, which is given by
Φk,i = Φ
s
k,i + Φ
r
k,i, (1)
as the summation of two terms; the first term Φsk,i is the cost
of bandwidth and power resources used by SBS k to serve user
i and satisfy its constraints, and the second term Φrk,i is the
amount of reward asked by SBS k to serve user i. This offered
price has to be paid by the MBS to the SBS k, if MBS offloads
user i to the SBS k. The objective function of the MBS is to
minimize its overall cost in serving and offloading all users in
the HetNet, and is given by
min
(µi,wi,pi)
∑
i∈U
µi(cppi + γcwwi) + (1− µi)Φ∗k,i, (2)
in which pi and wi denote the amounts of power and band-
width required by the MBS to serve user i, respectively. And
µi is the binary user association variable for user i, with µi = 1
if users i is associated to the MBS, and µi = 0 if user i is
offloaded to the best serving SBS who offers the minimum
price to serve this user among all other SBSs. Also, cp and cw
are the MBS unit costs for power and bandwidth, respectively,
γ is the regularization parameter which models the trade-off
between power and bandwidth costs, U denotes the set of all
users, and Φ∗k,i is the price offered by the best serving SBS
to serve user i and is given by
Φ∗k,i = min
k
Φk,i. (3)
We assume the overall spectrum access delay for each user
i, di, is given by
di = dc + µido, (4)
which is the summation of MBS computation delay dc, and
offloading delay do in case user i is offloaded. So, dc accounts
for the delay in making user associations decisions by MBS,
and is a function of the computational complexity of the
optimization problem used by MBS for user association and
resource allocation, and its processing power, hence it is
assumed to be fixed for all users. However, offloading delay
is only considered for offloaded users and is assumed to be
equal to 3 ∗RTT as three RTT is required for transmissions
of bidding, bid selection, and acknowledgement messages
between MBS and selected SBS.
Denoting ri as the service rate of user i, it is given in
ri = wi log(1 + pihi
2/N0). (5)
as a function of allocated power, pi, and bandwidth, wi, to
this user, and its channel gain, hi. We assume each user i has
a threshold for its acceptable delay, denoted as dth,i, and the
delay constraint for each user is defined by setting an upper
bound, δd, for the violation probability of its delay constraint
as defined in
Pr[di ≥ dth,i] ≤ δd. (6)
Also, the data rate constraint for each user i, can be defined
as the probability of satisfying its requested data rate, rth,i,
Pr[ri ≥ rth,i], (7)
and, the reliability constraint for each user i is defined by
setting an upper bound for its data rate constraint’s violation
probability,
Pr[ri ≤ rth,i] ≤ δr. (8)
III. JOINT USER OFFLOADING AND RESOURCE
OPTIMIZATION (JUR)
After defining the objective function for MBS in (2), and
delay and reliability constraints for users in (6), and (8), re-
spectively, the joint user association and resource optimization
(JUR) problem for the MBS can be formulated to minimize
the cost of serving users for the MBS while satisfying their
delay and reliability constraints. The JUR problem formulation
is given by
min
(µi,wi,pi)
∑
i∈U
µi(cppi + γcwwi) + (1− µi)Φ∗k,i, , (9a)
subject to :
Pr[di ≥ dth,i] ≤ δd,i, ∀i ∈ U, (9b)
Pr[ri ≤ rth,i] ≤ δr,i, ∀i ∈ U, (9c)
0 ≤ pi ≤ Pmax, ∀i ∈ U, (9d)
0 ≤
∑
i∈U
wi ≤Wmax, (9e)
µi − µ2i = 0, ∀i ∈ U, (9f)
in which pmax is the maximum power spectral density that
can be used by MBS to serve any user, and Wmax is the total
bandwidth available at the MBS. The constraints in (9d) and
(9e) ensure that the allocated power and bandwidth to each
user is within the acceptable range for them, respectively, and
the constraint in (9f) ensures that user association variable for
each user i is a binary integer variable. Solving the optimiza-
tion problem defined in (9a)-(9f) gives the optimal solution to
the JUR problem, however this is a binary integer non-linear
programming problem, which is NP-hard and computationally
intractable for HetNets with large number of users. In fact,
in [8] we showed that a simplified version of this problem
is reducible to the Knapsack problem which is well known
NP-hard problem, thus JUR optimization is also NP-hard and
not scalable for large HetNets. Hence, we need to find low
complexity alternative solutions to the JUR problem.
IV. PROPOSED HEURISTIC METHOD
To increase the efficiency of resource allocation for the
MBS, we replace the NP-hard JUR problem with a two
phase low complexity heuristic solution, in which we first
solve the user association problem using a Support Vector
Machine(SVM)-based user association (SUA) model, and then
we optimize the MBS’s power and bandwidth allocation using
a gradient decent-based resource allocation (GRA) algorithm.
A. SVM-based User Association (SUA)
Since the user association variables in JUR optimization
(µi,∀i ∈ U) are binary variable and optimization problems
with binary variables are often NP-hard, in this section we
propose a learning based heuristic solution to user association
problem, to remove such variables from JUR optimization
problem. In fact, since MBS’s decisions on user association
fo all users are binary, to either serve them or offload them to
SBSs, the user association problem in HetNets can be seen as
a classification problem, to classify users between MBS and
SBSs, which can be efficiently solved for large HetNets using
SVMs. Assuming we have the training data from running the
JUR problem by MBS in previous time slots, we can train an
SVM to lean the user association model from them, and use
the trained SVM to predict the user association for the future
time slots. To do so, we assume we have a set of labeled data
points (ui, µi) in which µi is the user association value for
user i, and ui = (xi, dth,i, rth,i, δd,i, δr,i, SNRi) is the user
i-th features vector which includes its distance to MBS, data
rate threshold, reliability threshold, data rate violation bound,
reliability violation bound, and the SNR of its signal at the
MBS. The training set D which includes N data points is
given by
D = {(u1, µ1), (u2, µ2), . . . , (uN , µN )}. (10)
using the training data, we can train a SVM using the below
Fig. 2. SVM-based User Association in HetNets.
optimization problem:
min
w,b,
1
2
wTw + c
∑
i, (11a)
subject to :
µi(w
TΦ(ui) + b) ≥ 1− i, (11b)
i ≥ 1, (11c)
in which 2/wTw is the width of separating margin, c is the
regularization parameter, i is the error in misclassifying user
i, and Φ(ui) is the Gaussian kernel function used to increase
the precision of classification in problems with non-linearly
separable data points, by capturing the correlations between
different data points. It maps the features vector of each user ui
into a point in higher dimensional transformed feature space.
For any two m-dimensional feature vectors ui and uj , the
kernel function is defined as
Φ(ui,uj) = e
−γ||ui−uj ||2 , γ = 1/2σ2 ≥ 0. (12)
After deriving the classification vector w and parameter
b from the optimization problem defined in (11a)-(11c), we
construct the classifier function
f(ui) = (w
Tui) + b =
{
≥ 0, i.e. µi = 1,
≤ 0, i.e. µi = 0,
(13)
and use it to predict the association of each user i with given
feature vector ui as defined in (13). Figure shows that for any
potential user with the given six features, the SVM classifier
function can determine if the MBS should offload it or serve
it directly.
B. Convex Resource Optimization (CRO)
After determining the user associations using the SVM
classifier by the MBS, the binary user association variables
can be removed from the original JUR problem, and it can be
reduced to a convex optimization problem. The non-convex
objective function in JUR problem defined in (9a) will be
reduced to minimizing a linear cost function as defined in
min
pi,wi
∑
i∈U,µi=1
(cppi + γcwwi), (14)
which is a convex function in both power pi, and bandwidth
wi variables. Note that MBS is only optimizes its bandwidth
and power allocations to those users that are not offloaded to
SBSs, and have to be served by MBS. Also, the non-convex
constraint defined in (9f) can be removed since µi variables
are no longer optimization variables, and are known to MBS
using SVM classifier in previous phase. Since users who are
associated to MBS experience the minimum delay which is the
fixed computation delay of MBS, and none of them experience
offloading delay, the delay constraint can also be removed in
resource optimization problem for the MBS. Also, using the
Markov’s inequality bound for the reliability constraints, we
have
Pr[ri ≥ rth,i] ≤ E[ri]
rth,i
, (15)
and, accordingly we can write
Pr[ri ≤ rth,i] = 1− Pr[ri ≥ rth,i] ≥ 1− E[ri]
rth,i
. (16)
Hence, we can rewrite the reliability constraint defined in
(9c) as
1− E[ri]
rth,i
≤ δr,i, (17)
which can be simplified as
− E[ri] + rth,i(1− δr,i) ≤ 0. (18)
It should be noted that according to (5), knowing the
transmission power, pi and bandwidth wi, the expected service
rate of user i, E[ri], is a function of expected channel gain
and noise, and denoting expected channel gain and noise as
h¯i and N¯0, respectively, it can be calculated by
E[ri] = wi log(1 + pih¯
2
i /N¯0). (19)
Since E[ri] is a concave function in (wi,pi), hence −E[ri]
and accordingly the reliability constraint defined in (18) are
convex. The convex resource optimization (CRO) problem for
MBS can be formulated as
min
pi,wi
∑
i∈U,µi=1
(cppi + γcwwi), (20a)
subject to :
− E[ri] + rth,i(1− δr,i) ≤ 0, (20b)
0 ≤ pi ≤ pmax, (20c)
0 ≤
∑
i∈U
wi ≤Wmax, (20d)
which can be solved using CVX, in much less time than JUR
problem. If some URLLC users have stricter delay constraints
such that they cannot even wait for the computational delay,
tc, of solving the CRO problem before receiving their service,
then MBS has to find huristic methods to reduce the time
complexity of solving this problem. One way to find the
solution to the CRO optimization problem in less time is to
use the method of Lagrange multipliers, since all its objective
and constraints functions are differentiable and continious in
both pi and wi optimization variables.
Defining the power vector p = (p1, p2, . . . , pN ), 0 ≤
pi ≤ Pmax,∀i, and the bandwidth vector w =
(w1, w2, . . . , wN ), 0 ≤
∑
wi ≤ Wmax,∀i, and power and
bandwidth cost function f(p) =
∑
i cppi, and f(w) =∑
i γcwwi, the objective of the CRO problem is to find the
optimal solution (p∗, w∗) such that
(p∗, w∗) = minp,w{f(p) + f(w)|E[ri] ≥ rth,i(1− δr,i),∀i}.
(21)
The deviation of the offered reliability to each user i and the
minimum bound for the reliability of this user for any amount
of allocated power, pi, and bandwidth, wi, is defined as
g(pi, wi) = E[ri]− rth,i(1− δr,i),∀i, (22)
where, we must have g(pi, wi) ≥ 0 to satisfy the reliability
constraint of each user i that is associated to the MBS.
However, since g(pi, wi) has a direct relation with both of
the power and bandwidth cost functions, to minimize the cost
we need to satisfy the reliability constraint of each user i with
minimum possible value for g(pi, wi), which means that for
the optimal solution, we want the this value to converge to
zero. However, it is extremely important that the value of
g(pi, wi) stays positive while approaching to zero, since for
negative values of it the reliability constraint of user i will be
violated. To guarantee this, we use a log barrier function for
reliability in our penalized Lagrangian function for the method
of multipliers to make sure that g(pi, wi) will never turn into a
negative value. By introducing the Lagrangian variable λi for
each user i to model the cost of deviation from the required
threshold for reliability, the penalized Lagrangian function for
each user i, is given by
L(pi, wi, λi) = f(pi) + f(wi) + λiln (g(pi, wi)). (23)
Note that if g(pi, wi) ≤ 0, then ln (g(pi, wi)) is undefined,
hence L(pi, wi, λi) can only be evaluated in the interior of
the feasible region for reliability constraint. Denoting λ =
(λ1, λ2, . . . , λN ) the Lagrangian function considering all the
users will be given as
L(p, w, λ) =
∑
∀i∈U
L(pi, wi, λi),∀i ∈ U. (24)
We denote the values of p, w, and λ variables at each step
k of the Lagrangian method of multipliers as pk, wk, and
λk, respectively. Starting from some initial values for these
variables from their feasible regions, at each step k we fix the
values for two of these parameters in the Lagrangian function
by using their current values, to find the optimal value for the
third variable, by minimizing the Lagrangian function with
respect to that variable. This update procedure is given in
λk+1 = Argminλ L(p
k, wk, λ),
pk+1 = Argminp L(p, w
k, λk+1),
wk+1 = Argminw L(p
k+1, w, λk+1).
(25)
We continue this iterative updates until converging to a state
in which the values of optimization variables do not change
anymore. Note that the Lagrangian function is continuous and
differentiable with respect to all three variables p, w, and λ,
hence we can simply take a derivative from the Lagrangian
function in each iteration to find its optimal value quickly w.r.t
any variable when the values of other two variables are given.
Using this method, in a few iterations we can find the optimal
value for the Lagrange dual problem, and since the primal
optimization problem is convex, the duality gap is zero, which
means the optimal solution to the Lagrange dual problem is
also the optimal solution to the primal optimization problem.
V. SIMULATION RESULTS
To evaluate the efficiency of our proposed heuristic method,
we consider a HetNet scenario in which there is one MBS
located in the center of a cell with the radius of 2000 ft, and
there are 8 overlaid SBSs with shorter coverage ranges of
600 ft within that cell who can serve the cellular users under
their coverage. We also assume that there are 300 URLLC
users who are randomly distributed within the cell, each with
different data rate, reliability and delay constraints. We solved
the joint user association and resource allocation problem for
the MBS using both JUR and LHM, by implementing these
methods in Matlab. For better comparison, and to show the
effects of user offloading on reducing the MBS’s cost, we also
implemented the Direct Serving Method (DSM) in which MBS
serves all the users directly without offloading any of them
to SBSs. In DSM, MBS optimizes its bandwidth and power
allocations to minimize its serving cost using the cost function
defined in (14). We compare the performance parameters of
these three methods in Table V.
Algorithm DSM JUR LHM
Runing Time (sec) 53.2131 54.0355 3.6809
Avg Cost Per User 102.6990 66.3524 68.6456
Serving Rate 100% 100% 100%
Total Offloaded Users 0 226 222
As we can see from this table, in JUR method 226 users
(75.33 % of total 300 users), and in LHM 222 users (74 %
of total 300 users) have been offloaded to the overlaid SBSs,
respectively which means that SVM classifier has successfully
identified 98.23 % of the users that must be offloaded in
order to minimize the cost of MBS. Offloading of these users
reduces the MBS’s average energy and bandwidth cost per
user from 102.6990 unit cost (UC) in DSM method to 66.35
UC and 68.64 UC in JUR and LHM methods, respectively
which leads to the reduction of MBS’s average energy and
bandwidth consumption cost by nearly 36%, 33%, respectively
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Fig. 3. Comparing serving cost per user in DSM, JUR and LHM.
as compared to DSM. As we can see in Table V, although
the offloading rate and the average cost per user in both JUR
and LHM are nearly the same, but the LHM’s running time
is much shorter than the time required by the JUR method.
In fact, using the proposed learning based heuristic method
to reduce the computational complexity of JUR, we reduced
the resource allocation delay for the MBS from 54.03 sec in
JUR (which is an NP-hard method) to only 3.68 sec in LHM,
which leads to the 93% reduction in spectrum access delay
for URLLC users.
Fig. 3 compares the MBS’s average energy and bandwidth
consumption cost to serve each user in JUR, LHM and DSM.
As shown in this figure, due to the offloading of users from
MBS to SBSs in LHM and JUR methods, the MBS’s serving
cost per user is much less in these methods as compared
to DSM, and it is nearly the same in both LHM and JUR
methods since the SVM classifier used in LHM heuristic has
successfully identified and offloaded users from MBS to SBSs
as in the JUR method with less than 2% of users having
different user-to-base station associations in LHM as compared
to JUR. The reason for the gap between MBS’s cost in serving
users in LHM and JUR as compared to DSM is that SBSs
usually have better channel conditions and hence consume
less power and bandwidth to serve URLLC users under their
coverage area, and offloading users located under the coverage
area of SBSs has less cost for MBS as compared to serving
them directly.
To see the effects of load on the service rate of MBS using
each of the JUR, LHM and DSM schemes, we change the
number of users in our HetNet from 300 users to 500 users,
by increasing the number of users with 20 new users in each
step. We define the service rate as the percentage of URLLC
users who are getting a service that satisfies their delay and
reliability constraints. The Fig. 4 compares the service rates of
MBS using DSM, JUR, and LHM in different load situations.
As we can see, by increasing the load or number of users
in the HetNet, MBS is unable to serve all the users using
DSM method, and the service rate goes below 50% when the
number of users exceeds 600 users, while in both JUR and
LHM by exploiting the cooperation between MBS and SBSs,
and offloading users to less congested SBSs, the full service
rate can still be achieved as long as the load is less than the
capacity of the HetNet.
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Fig. 4. Comparing service rates while increasing the load.
VI. CONCLUSION
In this paper, we have considered a HetNet model with
one MBS, multiple SBSs and URLLC users with different
latency and reliability constraints, to jointly optimize the user
associations and resource allocation problems for the MBS.
Modeling the latency and reliability constraints of users with
probabilistic guarantees, we first formulated an optimization
method for joint user association and resource allocation (JUR)
in HetNets to minimize the cost for the MBS, and showed
that it is NP-hard. In order to reduce the time complexity
of the JUR method, we proposed a learning based heuristic
method (LHM) to cast the initial optimization problem into
a simple SVM-based user association model and a convex
resource optimization (CRO) problem. To further reduce the
delay for the users, we proposed an ADMM-based solution to
the CRO problem. Simulation results validated the efficiency
of the proposed method, and showed that it can reduce the
MBS’s energy and bandwidth consumption costs considerably
by ∼ 33%, while also reducing the spectrum access delay for
cellular users by ∼ 93% which is attractive to URLLC.
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