In this paper, we deliver a new method to remove salt and pepper noise, which we refer to as based on pixel density filter (BPDF). The first step of the method is to determine whether or not a pixel is noisy, and then we decide on an adaptive window size that accepts the noisy pixel as the center. The most repetitive noiseless pixel value within the window is set as the new pixel value. By using 18 test images, we give the results of peak signal-to-noise ratio (PSNR), structural similarity (SSIM), image enhancement factor (IEF), standard median filter (SMF), adaptive median filter (AMF), adaptive fuzzy filter (AFM), progressive switching median filer (PSMF), decision-based algorithm (DBA), modified decision-based unsymmetrical trimmed median filter (MDBUTMF), noise adaptive fuzzy switching median filter (NAFSM), and BPDF. The results show that BPDF produces better results than the above-mentioned methods at low and medium noise density.
Introduction
One of the most important issues in image processing is removing noise from images by preserving their details and features such as edges, textures, and colors [1] [2] [3] [4] [5] [6] [7] . Hence, there has been much research on this subject [8] . The success of image denoising affects the success rate of segmentation, classification, and similar procedures.
When the images are captured, some disruption occurs in the pixels during the digitalization process of the image. Additionally, vibrations may occur on the sensors during the imaging process [2] [3] [4] [5] [6] 9, 10] . This deterioration is classified as salt and pepper noise (SPN) and random valued impulse noise [11, 12] . SPN degrades the image quality to a great extent [13] . Therefore, many linear/nonlinear filters have been developed to solve the problem. Several of these filters can only be applied to noisy pixels [3, 10, 14, 15] , whereas others work on all pixels [16] . In general, the nonlinear filters with fixed/adaptive window size, such as median, average, mean, and adaptive Wiener filters, are stronger than linear filters. To set the new value of a pixel, these filters use a window consisting of the neighboring pixels of the noisy pixel accepted as the center pixel. The most familiar filter is the standard median filter (SMF) [3, 17, 18] . SMF works on all pixels, not only on noisy ones. Applying the filter in this way, however, blurs the image and distorts the original pixel values. Although SMF works well in low-intensity noise by using the small window size, it does not work well in other environments, which is a disadvantage for SMF [19, 20] .
Recently, certain filters, such as adaptive median filter (AMF) and adaptive fuzzy filter combined with median filter (AFM), have been using the adaptive window size instead of the fixed one. These filters adjust the window size adaptively according to the noise density [21] [22] [23] [24] [25] . In this filter, the window size is not fixed as in SMF; instead, it changes according to changing conditions [26] . A disadvantage of the AMF method is that when the window size is enlarged, it moves away from the original pixel information. AFM is a three-step method: firstly, the noisy pixel of the image is determined, secondly, the noise is removed by using the adaptive fuzzy filter, and finally, SMF is applied to the remaining noisy pixels from the second step [27] .
Several other popular methods are progressive switching median filter (PSMF), decision-based algorithm (DBA), modified decision-based unsymmetrical trimmed median filter (MDBUTMF), and noise adaptive fuzzy switching median filter (NAFSM). PSMF is one of the most successful median filter types in removing noise. The image is made locally smooth and the edges are removed. The location of the noise is determined and then SMF is applied locally to the image [28] . PSMF produces better results than SMF. However, because of PSMF's recursive feature, high computational complexity becomes a disadvantage [29] . DBA emerges from the changes to SMF. The filter determines the noisy pixels and applies SMF to them [30] . In MDBUTMF, the noisy pixel value is replaced with the average value of all pixels in the window accepting this pixel as the center pixel. In this case, even if all pixel values in the window are 0 or 255, the filter assumes that these pixels are not corrupted. This is an inefficient way of reaching the value close to the original pixel value [31, 32] . NAFSM removes noise in two stages. Firstly, the noisy pixels are identified by the histogram of the corrupted image. Secondly, the filter is applied to the noisy pixels [33] . Fuzzy reasoning is employed to handle uncertainty in the extracted local information about the noisy pixels, and the values of the corrupted pixels are replaced with a median filter or are estimated via the values of the neighboring pixels [34, 35] .
In this study, we developed a method called based on pixel density filter (BPDF) to remove SPN. The basic idea in this new method is that the most repetitive pixel value among the uncorrupted neighboring pixels of the noisy pixel is set as the new value.
Proposed algorithm
In this section, we develop the BPDF method to remove SPN. Determining whether a pixel with value 0 (or 255) is noisy or not plays an important role in noise removal. To that end, BPDF assumes that all pixels with value 0 (or 255) are not noisy, on the condition that the uncorrupted pixel values, if any, are less than 10 (or higher than 245) in the window. Of course, the threshold value determined as 10 can change according to the noise density of the images. Furthermore, the most crucial feature of this method is that if all the pixels in the window are noisy, this increases the window size until an uncorrupted pixel is reached.
The BPDF algorithm is as follows:
] be a noisy image consisting of pixels x(i, j), where i and j range from 1 to m and n , respectively.
Step 1. For all i and j ,
Step 1.1. If x(i, j) is noisy, and at least one pixel in the window with a 3 × 3 size that accepts this pixel as the center pixel is not noisy, then where 0 < k < min{ m,n} .
Step 2. Otherwise, keep the value of x(i, j). Figure 2c . 
Algorithm results

Algorithm evaluation criteria
In this subsection, we compare the results of AMF, SMF, AFM, PSMF, DBA, MDBUTMF, NAFSM, and BPDF methods, by using 18 test images with a size of 512 × 512 and three metrics. The images are "Lena", "Cameraman", "Barbara", "Peppers", "Plane", "Baboon", "Bridge", "Pirate", "Elaine", "Boat", "Lake", "Flintstones", "Living Room", "Blonde Woman", "Dark-haired Woman", "House", "Parrot", and "Flower".
The first of these metrics, PSNR, is commonly used in literature and is defined as P SN R := 10 log
where MSE stands for the mean square error, and is defined as
Here E := [e(i, j)] is the earliest form/original image and F := [f (i, j)] is the final form/corrupted image.
The second of these metrics, SSIM, which is given in [36] , is simplified and defined as
where µ x , µ y , σ x , σ y , and σ xy are the average intensities, standard deviations and cross-covariance for images
x and y , respectively. In addition,
are small constants and L = 255 for eight-bit grayscale images.
The last of these metrics, simplified. image enhancement factor (IEF), given in [32] , is defined as
Here E := [e(i, j)] is the earliest form/original image, F := [f (i, j)] is the final form/corrupted image, and X :
is the noise image. Table 1 shows the mean PSNR-SSIM-IEF results of 18 test images. In Table 1 , the noise densities (NDs) range from 10% to 50%. According to Table 1 , BPDF is the most successful method in the 10% and 20% ND, whereas it is the second most successful method in the 30% and 40% ND. As a result, it is safe to state that BPDF is the most successful method when the ND is low. In Table 2 , the PSNR-SSIM-IEF results of the methods for 18 test images with 20% ND are shown. According to Table 2 , BPDF produced the best results in 13 images for each metric. Figure 3 shows the cameraman images of DBA, MDBUTMF, NAFSM, and BPDF in 10% noise density as well as the PSNR-SSIM-IEF results. BPDF gives the best results in 10% ND. Figure 4 shows the Lena images, where BPDF is applied to various NDs. BPDF produces outstanding results in low and medium ND. cleaned.
Algorithm evaluation results
For the NDs that range from 1% to 9%, Table 3 shows the mean results of the methods for all images. The results show that BPDF is more successful than other methods at very low NDs.
The time performances of the methods have been measured in seconds and are shown in Table 4 . In comparison, the computer that has been used has Windows 7, 64-bit, Intel Core i7-4720 CPU @ 2.60 GHz, 16 GB memory, and MATLAB R2016b. The mean results show that BPDF is faster than its most powerful competitors, MDBUTMF and NAFSM. 
Conclusion
BPDF removed the salt and pepper noise by looking at the repeat numbers of the pixels, and succeeded more than the others in ND up to 50%. This success is more distinct when ND is low. When processing noisy pixels, BPDF does not remove those pixels from the window via a threshold value, but takes them into account if there is any doubt about any neighboring pixels of the processed pixel being noiseless. Each filter has its unique difficulties and successes. Perhaps it is best is to define a hybrid filter that determines the NDs of images and uses the most successful filter for each ND slice.
