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Abstrakt
Cílem této práce je podat ucelený pohled na nejznámější typy umělých neuronových sítí
a možnosti jejich aplikací. Popsány jsou dopředné sítě s algoritmem učení zpětného šíření
chyby, Hopfieldovy sítě a samoorganizující se sítě (Kohonenovy mapy). Ve druhé části práce
je provedena demonstrace typických aplikací popsaných sítí a jsou diskutovány faktory
ovlivňující úspěšnost těchto sítí při řešení zvolených problémů.
Abstract
The aim of this thesis is to present a consistent insight into the most frequently used types
of artificial neural networks and their applications. It depicts feedforward neural networks
with backpropagation training algorithm, Hopfield networks and self-organizing maps (Ko-
honen maps). Second part of this thesis demonstrates typical applications of described
networks and discusses various factors, which influence performance of these networks on
chosen tasks.
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Kapitola 1
Úvod
Neuronová síť je jedním z výpočetních prostředků užívaných v umělé inteligenci. Mezi hlavní
přednosti neuronových sítí bývají řazeny schopnost učit se, zobecňovat a pracovat s nepřes-
nými či zašuměnými daty. Hnací myšlenkou při zavádění teoretického konceptu umělých
neuronových sítí bylo napodobení a pochopení chování biologických struktur, které jsou
zodpovědné za inteligentní chování tvorů, tedy nervových soustav a především mozku. Tře-
baže současné poznatky na poli výzkumu umělých neuronových sítí nevedly k porozumění
či sestrojení umělé inteligence schopné, dle lidských měřítek, rozumného uvažování, nalezly
umělé neuronové sítě řadu oblastí, kde jsou s výhodou aplikovány.
Cílem této práce je podat základní teoretický přehled o modelu neuronu užívaném
v umělé inteligenci, stavbě umělých neuronových sítí, nejdůležitějších modelech a jejich
aplikacích. Ve druhé části práce jsou demonstrovány typické možnosti nasazení vybraných
neuronových sítí a popsány problémy, které je třeba řešit.
V kapitole 2 je popsán neuron jakožto základní stavební blok neuronových sítí. Nejprve
se zabýváme popisem struktury a funkce biologického neuronu, dále je ukázána analogie
s dnes užívaným matematickým modelem neuronu a jsou popsány všechny užívané modifi-
kace tohoto modelu.
V kapitole 3 jsou uvedeny základní možnosti všeobecného dělení neuronových sítí na
základě různých kritérií. Dále jsou podrobně popsány dopředné sítě, Hopfieldovy sítě a Ko-
honenovy mapy s důrazem na pochopení principů učení, odezev sítí, problémů, které jsou
se sítěmi daných typů spojeny, a známých přístupů k jejich řešení.
V kapitole 4 jsou demonstrovány typické aplikace dříve popsaných sítí. V případě do-
předné sítě je předvedena klasifikace ve formě rozpoznávání ručně psaných znaků, přičemž
jsou porovnány dva způsoby reprezentace znaků – reprezentace prostou bitmapou a Hu-
ovými momenty. Dále je předveden přístup k řešení známého optimalizačního problému
obchodního cestujícího pomocí spojité Hopfieldovy sítě a Kohonenovy mapy a výsledky,
kterých bylo s těmito modely dosaženo, jsou porovnány. Pro Kohonenovu mapu je na-
vrženo rozšíření stávajícího konceptu, které podává slibné výsledky i pro relativně rozsáhlé
problémy.
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Kapitola 2
Neuron
Neuron je základním stavebním prvkem neuronových sítí. Abstraktní model neuronu, který
je využíván v umělé inteligenci, vychází z principů své biologické předlohy. Proto nejprve
stručně popíšeme stavbu a funkci biologického neuronu a následně se budeme zabývat jeho
matematickou abstrakcí.
2.1 Biologický neuron
Neurony představují základní morfologickou a funkční jednotku nervového systému živoči-
chů. Přenos informace v neuronové síti je realizován formou slabých elektrických impulsů
dosahujících řádově desítek až stovky milivoltů [9]. Typicky se neuron skládá z těla (soma),
jednoho axonu a velkého množství výběžků, tzv. dendritů, jak ukazuje Obrázek 2.1. Den-
drity jsou napojeny na axony jiných neuronů a představují vstup pro elektrické impulsy
do neuronu. Axon představuje výstup elektrického impulsu neuronu. Na membráně těla
neuronu se kumuluje hodnota aktuálního vstupu ve formě elektrického potenciálu, na zá-
kladě kterého se rozhodne, zda a do jaké míry bude neuron ve výsledku aktivní, tzn. vyšle
prostřednictvím axonu elektrický impuls.
Místo spojení axonu s dendritem jiného neuronu se nazývá synapse a dochází v ní na
základě excitace presynaptického neuronu k přenosu chemických látek, tzv. neurotransmi-
terů, které způsobí šíření elektrického vzruchu z axonu presynaptického neuronu do den-
dritu postsynaptického neuronu. Většina neuronů je spojena řádově se 100 až 100 000 jiných
neuronů [7]. Míra ovlivnění postsynaptického neuronu je úměrná počtu synapsí mezi ním
a axonem presynaptického neuronu.
V klidovém stavu je uvnitř neuronu udržován záporný potenciál cca. -70 mV (membrána
je polarizována). Podle vlivu na klidovou polarizaci rozlišujeme 2 typy synapsí – excitační
a inhibiční. Excitační synapse při přenosu signálu způsobí mírnou depolarizaci postsynap-
tické membrány (navýšení potenciálu směrem k nulové hladině), inhibiční synapse při pře-
nosu signálu naopak způsobí mírnou hyperpolarizaci postsynaptické membrány. Na post-
synaptické membráně dochází k sumaci obou vlivů, tedy k integraci informací z velkého
množství presynaptických neuronů. Jakákoli odchylka od klidové hodnoty potenciálu je ak-
tivně vyrovnávána, potenciál na membráně se spojitě vrací na hodnotu -70 mV. Přijde-li
v dostatečně krátké době dostatek excitačních signálů (tj. dosáhne-li depolarizace postsy-
naptické membrány kritické hodnoty), vyšle neuron vlastní diskrétní impuls. Poté zůstane
na dobu řádově jednotek milisekund v klidu [9]. Inhibiční signály působí proti excitačním –
snižují pohotovost neuronu ke tvorbě vlastních signálů.
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Obrázek 2.1: Biologický neuron (převzato z [5])
2.2 Matematický model neuronu
Matematický model neuronu ve své základní podobě abstrahuje biologický neuron při za-
chování všech podstatných charakteristik. Mapování biologického neuronu na matematický
model znázorňuje Obrázek 2.2 a podrobně bude popsáno níže. Mimo to se užívá také řada
modifikací matematického neuronu, které nemají v biologických systémech obdoby.
2.2.1 Analogie umělého a biologického neuronu
Vstupem umělého neuronu je n-tice číselných hodnot (vektor) odpovídajících signálům pře-
nášeným na dendrity a následně na tělo biologického neuronu z presynaptických neuronů.
Výstup umělého neuronu je opět číselná hodnota odpovídající frekvenci, s jakou biologický
neuron vysílá signály na axon. Výstup neuronu je vstupem obecně několika jiných neuronů,
přičemž počet synapsí mezi dvojicí biologických neuronů (a tím pádem intenzita přenese-
ného signálu) je u umělého neuronu modelována tzv. váhou synapse.
Váha je číselná hodnota představující koeficient, kterým je hodnota vstupu od přísluš-
ného neuronu násobena. Je-li váha kladná, jedná se o excitační synapsi; je-li záporná, jedná
se o inhibiční synapsi; je-li nulová, je situace ekvivalentní tomu, kdy dané dva neurony
nejsou v daném směru propojeny. Vnitřní potenciál umělého neuronu je pak sumou všech
jeho vážených vstupů a odpovídá elektrickému potenciálu na membráně biologického neu-
ronu. Je zde však důležitá odlišnost v tom, že u biologického neuronu se vnitřní potenciál
samovolně vrací ke klidové hodnotě, u umělého neuronu je vnitřní potenciál čistě funkcí
vstupů. Učení neuronu spočívá v úpravě synaptických vah, čímž je docíleno toho, že po
úspěšném naučení sítě určité vstupní hodnoty vyvolají požadovanou odezvu.
Mezi biologickými a umělými neuronovými sítěmi je další rozdíl v signálech šířených
po síti; biologické neurony v důsledku své aktivace vysílají diskrétní elektrické impulsy
a o aktivaci neuronu rozhoduje časový integrál pulsů z presynaptických neuronů za krátký
časový úsek. Naproti tomu v umělých neuronových sítích je na výstupech neuronů stálá
hodnota, která se může diskrétně měnit, a vnitřní potenciál rozhodující o výstupu neuronu
(jeho aktivaci) je dán pouze váženým součtem vstupů.
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Obrázek 2.2: Zjednodušený biologický neuron a jeho model (převzato z [8])
2.2.2 Značení
V dalším textu budeme jednotlivé prvky neuronových sítí popisovat níže uvedenými sym-
boly. V případech, kdy je třeba značení rozšířit (např. o indexy), bude na tuto skutečnost
dodatečně upozorněno. Všeobecný význam uvedených symbolů zůstává neměnný.
xi i-tý vstup neuronu
wi váha i-tého vstupu neuronu
φ práh neuronu
u vnitřní potenciál neuronu
y = g(u) výstup neuronu
2.2.3 Bázová funkce
Bázová funkce vyjadřuje funkční závislost vnitřního potenciálu neuronu na hodnotách
vstupů neuronu, příp. ještě na jeho prahu. Rozlišujeme dva typy bázových funkcí – lineární
a radiální.
Lineární bázová funkce (dále jen LBF) je prostým součtem vážených vstupů neuronu
daným jako skalární součin vektoru vstupních hodnot ~x s vektorem odpovídajících vah ~w.
Zpravidla se do tohoto součtu zahrnuje také hodnota prahu neuronu a to tak, že se provede
následující rozšíření vektoru vstupů a vah: x0 = 1, w0 = −φ. Pak platí:
u = ~w · ~x = w0x0 + w1x1 + · · ·+ wnxn = w1x1 + · · ·+ wnxn (2.1)
Poznámka: V závislosti na volbě aktivační funkce neuronu (viz. dále) je možné do vnitřního
potenciálu u hodnotu prahu φ nezapočítávat, nicméně tuto variantu nebudeme v práci
užívat.
Radiální bázová funkce (dále jen RBF) má význam Euklidovské vzdálenosti vektoru ~x
vstupních hodnot od vektoru ~w, který přísluší danému neuronu. Vnitřní potenciál je tedy
dán jako:
u = ‖~x− ~w‖ =
√∑
i
(wi − xi)2
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2.2.4 Aktivační funkce
Aktivační funkce (někdy označovaná přenosová) udává funkční závislost výstupní hodnoty
neuronu na jeho vnitřním potenciálu y = g(u). S ohledem na spojitost a hladkost rozlišujeme
aktivační funkce na nespojité, po částech spojité a spojité, přičemž volba aktivační funkce
závisí na konkrétní aplikaci a typu sítě. Protože podoba aktivační funkce se odvíjí od typu
bázové funkce neuronu, rozlišíme aktivační funkce užívané pro neurony s LBF a RBF.
Neurony s LBF
U neuronů s LBF se užívají aktivační funkce ve všech zmíněných podobách (nespojité, po
částech spojité, spojité) a mají zpravidla neklesající charakter. Protože po částech spojité
aktivační funkce nejsou v práci užity, bude jejich popis vynechán.
Nespojitá aktivační funkce neuronu s LBF (jinak též skoková) má obecně tvar uvedený
na Obrázku 2.3, přičemž se užívá v zásadě ve dvou podobách: binární, kdy a = 0, b = 1,
a bipolární, kdy a = −1, b = +1. Vnitřní potenciál u se přitom vypočítá dle vztahu (2.1),
tzn. je do něj započítán i práh neuronu. Existuje rovněž varianta, kdy se do vnitřního
potenciálu hodnota prahu nezahrnuje a ten se pak promítne až do definice aktivační funkce,
čímž nerovnosti uvedené na Obrázku 2.3 nabývají tvar ynew = a pro u < φ ap.
ynew =

a pro u < 0
b pro u > 0
yold pro u = 0
Obrázek 2.3: Nespojitá aktivační funkce (převzato z [12])
Spojitými aktivačními funkcemi užívanými u neuronů s LBF jsou sigmoida (jinak též
zvaná logistická funkce) uvedená na Obrázku 2.4 a hyperbolický tangens znázorněný na Ob-
rázku 2.5. Vhodnou volbou parametru λ lze přirozeně ovlivnit tvar těchto funkcí (tj.
”
str-
most“ v blízkosti inflexního bodu); limitně (pro λ → ∞) se jedná o binární a bipolární
aktivační funkce.
U spojitých aktivačních funkcí neuronů s LBF jsou z hlediska dopředných sítí (více viz.
kapitola 3.2) důležité dvě vlastnosti – funkce jsou nelineární a diferencovatelné. Nelineárnost
umožňuje síti řešit nelineární problémy, v opačném případě by např. byla síť schopná klasifi-
kace pouze v případě, kdy by byly jednotlivé třídy v n-rozměrném prostoru, kde n je počet
vstupů nějaké vrstvy dopředné sítě, lineárně separovatelné. Diferencovatelnost (zejména
pak existence první derivace) je důležitá kvůli učení dopředné sítě algoritmem zpětného
šíření chyby, jak bude uvedeno později. Další výhodnou (nikoli však nutnou) vlastností je,
že první derivace aktivační funkce je vyjádřitelná jako y′ = f(y) (≡ d g(u)/du), díky čemuž
není třeba v programové realizaci dopředných sítí uchovávat hodnoty u, ale pouze y.
Poznámka: sigmoida a hyperbolický tangens existují v obecnějších variantách
y = a+
b− a
1 + e−λu−φ
, y =
1
2
(a+ b+ (b− a) tanh(λu− φ)) ,
u kterých lze volbou parametrů ovlivnit jejich tvar a posunutí v souřadné soustavě.
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(a) y = 1/(1 + exp(−λu)) (b) y′ = d y/du (= λy(1− y))
Obrázek 2.4: Sigmoida a její derivace (převzato z [12])
(a) y = tanh(λu) (b) y′ = d y/du
(
= λ(1− y2))
Obrázek 2.5: Hyperbolický tangens a jeho derivace (převzato z [12])
Neurony s RBF
Aktivační funkce u neuronů s RBF nabývá extrému v okolí určité hodnoty (typicky v okolí
x = 0) a s rostoucí vzdáleností od této hodnoty má funkce nerostoucí, příp. neklesající cha-
rakter (takovéto funkce však nebudou v práci uvedeny), což koresponduje se skutečností, že
vnitřní potenciál u neuronu odpovídá vzdálenosti vektoru vstupních hodnot ~x od váhového
vektoru ~w a s rostoucí vzdáleností hodnota výstupu tohoto neuronu klesá, příp. stoupá.
y =
{
1 pro u ≤ R
0 pro u > R
(a) nespojitá varianta
y = e−(u/ρ)2
(b) spojitá varianta
Obrázek 2.6: Aktivační funkce neuronů s RBF (převzato z [12])
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Kapitola 3
Neuronové sítě
V této kapitole nejprve popíšeme základní možnosti dělení neuronových sítí s typickými
vlastnostmi daných kategorií. Dále se budeme zabývat podrobným rozborem vybraných
typů neuronových sítí – dopřednými sítěmi, Hopfieldovými sítěmi a Kohonenovými mapami.
Dané sítě byly zvoleny s ohledem na jejich rozšířenost a užívanost v praxi.
3.1 Obecně o neuronových sítích
3.1.1 Dělení dle architektury
Na neuronovou síť lze z hlediska struktury pohlížet jako na orientovaný graf, kde uzel
představuje neuron a hrana mezi dvěma neurony vyjadřuje propojenost dané dvojice v pří-
slušném směru. V architektuře sítě lze pak zkoumat vlastnosti jako např. výskyt kružnic
či symetričnost spojení (tzn. zda k hraně ab existuje opačná hrana a zda jsou tyto hrany
stejně ohodnoceny).
Obecně může být propojení neuronů libovolné, nicméně protože různé typy sítí mají
odlišné postupy učení a odlišné aplikace, je toto dělení nezbytné.
Plně propojené sítě
V plně propojené síti existuje spojení obecně mezi každými dvěma neurony, i mezi neuronem
a jím samotným, čímž vzniká zpětná vazba (v závislosti na polaritě váhy sebeexcitační nebo
sebeinhibiční). Speciálním případem je plně propojená symetrická síť, v níž ke každému
spojení ab z neuronu a do neuronu b existuje také spojení ba a jejich váhy jsou stejné (tj.
wab = wba). Příkladem plně propojené symetrické sítě je Hopfieldova síť.
Vrstvové sítě
V obecné vrstvové síti lze neurony rozdělit do skupin (vrstev), pro které platí, že výstup
žádného neuronu vrstvy l není vstupem některého neuronu předchozí vrstvy (dle zvyklostí
číslujeme vrstvy při vizuální reprezentaci vzestupně zleva doprava). V rámci vrstvy tedy
mohou neurony být mezi sebou libovolně propojeny, stejně tak je výstup neuronů vrstvy l
obecně vstupem libovolné následující vrstvy. Odebráním všech propojení mezi neurony
stejných vrstev se vrstvová síť stává acyklickou sítí. Pokud dále povolíme pouze propojení
mezi bezprostředně sousedícími vrstvami (tj. výstup neuronu vrstvy l je vstupem výhradně
neuronů vrstvy l + 1), získáme dopřednou síť.
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(a) plně propojená síť (b) vrstvová síť
(c) acyklická síť (d) dopředná síť
Obrázek 3.1: Různé architektury neuronových sítí (převzato z [12])
3.1.2 Dělení dle způsobu učení
Učením neuronové sítě budeme rozumět proces, během kterého jsou modifikovány hod-
noty vah jednoho či více neuronů. Existují také tzv. neuronové sítě s proměnnou topologií,
u kterých učení spočívá v přidávání/ubírání samotných neuronů, příp. propojení mezi neu-
rony [12]; tímto typem sítí se však nebudeme zabývat. Typy učení lze kategorizovat na
základě různých hledisek. Základní rozdělení je na učení s učitelem a bez učitele. Dalším
dělením, které popíšeme, je na učení korelační, adaptační a soutěživé.
Princip učení s učitelem (anglicky supervised learning) spočívá v tom, že při trénování
sítě je k dispozici trénovací množina T uspořádaných dvojic ( ~xp, ~dp), kde ~xp je vektor
vstupních hodnot a ~dp vektor očekávaných výstupních hodnot (odezvy sítě) pro daný vstup.
Cílem učení je dosáhnout takového nastavení vah, aby odezva sítě na každý vstupní vektor
z trénovací množiny byla shodná s korespondující očekávanou hodnotou, příp. aby byl
rozdíl těchto hodnot v rámci jisté stanovené tolerance [8]. Jeden krok učení pak probíhá dle
následujícího obecného schématu:
1. Vyber prvek ( ~xp, ~dp) z trénovací množiny.
2. Vypočti odezvu sítě (výstup) ~y pro vstupní vektor ~xp.
3. Vyhodnoť, jak moc se liší očekávaný výstup sítě ~dp od skutečného výstupu ~y.
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4. Uprav váhy v síti tak, aby se odezva pro vstupní vektor ~xp zlepšila (tj. více blížila
očekávané hodnotě ~dp).
Neformálně lze učení s učitelem popsat tak, že při učení nad sítí dohlíží někdo (učitel),
kdo zná správné odpovědi (odezvy sítě) a při učení jsou tyto informace k dispozici. Pakliže
je odezva sítě odlišná od očekávané, jsou váhy v síti upraveny tak, aby byl tento rozdíl
zmenšen.
Aplikaci principů učení s učitelem nacházíme např. u dopředné sítě, která bude podrob-
něji popsána (včetně principu a postupu učení) v kapitole 3.2.
Při učení bez učitele (anglicky unsupervised learning) se uplatňují odlišné mechanismy.
Síť nemá k dispozici žádné informace o správnosti své odezvy na vstupní data a upravuje se
sama na základě jistých kritérií. Kritéria mohou být zvolena tak, aby síť např. minimalizo-
vala určitou funkci (často nazývána energetická funkce) [8], čehož se užívá u Hopfieldovy sítě
(viz. kapitola 3.3). V tomto případě je však nastavení vah provedeno jednorázově a zkoumá
se, do jakého stabilního stavu síť dospěje. Jinou volbou kritérií lze docílit, aby síť postupným
učením hledala společné vlastnosti nad vstupními daty, tedy zobecňovala, což lze typicky
užít např. pro shlukování (anglicky clustering) u Kohonenovy mapy (viz. kapitola 3.4).
Korelační učení
Korelační učení je přímou aplikací tzv. Hebbova principu, který říká, že mají-li být dva
neurony ve většině případů současně aktivní/neaktivní (tj. mezi jejich výstupy obecně exis-
tuje jistá korelace), pak by váha mezi nimi měla být vysoká. Pakliže se naopak vzájemná
aktivita neuronů jeví jako náhodná (vzájemně nijak nesouvisející), měla by být váha mezi
nimi malá až nulová. Matematicky lze Hebbův princip pro úpravu váhy1 mezi neurony a
a b zapsat jako:
∆wab = k ya yb
kde k je koeficient učení (malá kladná hodnota) a součin ya yb udává vzájemnou podobnost
výstupů daných neuronů.
Pro aplikaci Hebbova principu ve výše uvedeném tvaru je zapotřebí, aby aktivační
funkce neuronů nabývala kladných i záporných hodnot, jelikož v opačném připadě by ∆wab
bylo vždy nezáporné a v průběhu učení sítě by tedy váhy byly jedině posilovány. Ide-
ální je užít nespojitou (skokovou) aktivační funkci s bipolárními hodnotami. Pro bipolární
hodnoty {−1, 1} pak platí, že jsou-li oba neurony pro většinu učených vzorů současně ak-
tivní/neaktivní (tzn. ya yb = 1), váha mezi nimi nabývá po naučení relativně vysoké kladné
hodnoty. Je-li naopak většinou aktivní právě jeden z příslušné dvojice neuronů, je váha mezi
nimi záporná, tedy aktivní neuron má inhibiční vliv na ten druhý. Není-li mezi aktivitou
dvou neuronů žádná korelace, je ∆wab někdy kladné, jindy záporné a ve výsledku se tyto
dva vlivy vyruší; výsledná váha wab se tedy blíží nule.
Hebbův princip se užívá např. při učení Hopfieldových sítí pro asociaci, u kterých však
učení neprobíhá sekvenčním způsobem (postupně), nýbrž jednorázově na základě souhrn-
ných statistických vlastností všech učených vzorů [12].
Adaptační učení
Adaptační učení odpovídá výše popsanému učení s učitelem. Důležité přitom je, že po pre-
zentaci vstupního vektoru, vyhodnocení sítě a srovnání její odezvy s očekávanou hodnotou
1V tomto případě je propojení neuronů obousměrné a hodnota váhy je v obou směrech stejná (tedy
wab = wba).
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jsou provedeny takové úpravy vah, aby byla chyba potlačena (tj. zmenšil se rozdíl skutečné
a očekávané odezvy pro daný vzor). Síť se tedy opakovanou prezentací trénovacích vzorů
a jejich učením adaptuje.
Soutěživé učení
Soutěživé učení (anglicky competitive learning) spadá mezi metody učení bez učitele a je
význačné tím, že v jednom učicím kroku dochází k úpravě vah pouze u části z celkového
počtu neuronů. Při učení konkrétního vzoru ~x po jeho výběru z množiny učených vzorů ná-
sleduje tzv. soutěživá fáze, během níž se uplatňují inhibiční a autoexcitační vazby neuronů,
dokud nezůstane právě jeden aktivní – tzv. vítěz. Soutěživá fáze nemusí mít nutně charakter
postupného vyhodnocování soutěživé vrstvy, např. u Kohonenových map se za vítěze vybírá
neuron, jehož váhový vektor je nejblíže vektoru ~x vstupních hodnot (dle Euklidovské vzdá-
lenosti). Váhy vítězného neuronu jsou upraveny tak, aby se jimi přiblížil danému vstupu ~x,
a tím se do budoucna pro vstup ~x a vzory jemu podobné zvýšila pravděpodobnost, že
daný neuron bude vítězný. Postupným učením se každý neuron specializuje na jistou třídu
podobných vstupů, což je chování pozorované i v biologických neuronových sítích [7].
V závislosti na množství neuronů, u nichž dochází k úpravě vah, rozlišujeme winner
takes all (WTA) a winner takes most (WTM) filozofii. V případě WTA jsou upraveny
váhy pouze vítězného neuronu, u WTM se upravují váhy vítěze a neuronů jemu blízkým.
Pro vymezení pojmu
”
blízkosti“ je nutné pro všechny neurony definovat okolí, které má
v závislosti na povaze řešeného problému různý počet dimenzí a různý rozsah.
Přístup soutěživého učení lze využít např. pro účely shlukování u Kohonenových map [8]
(viz. kapitola 3.4). Správně naučená sít má pak tu vlastnost, že vzory, které jsou si po-
dobné ve vstupním prostoru (vzdálenost jejich vektorů vstupních hodnot je malá), budou
ve výstupním prostoru reprezentovány topologicky sobě blízkými vítěznými neurony. Dále
hustota rozmístění neuronů (pozice neuronu je dána jeho váhovým vektorem) aproximuje
rozložení učených vzorů [8]. Existují i další aplikace sítí se soutěživým učením, např. pro
řešení optimalizačních problémů, jak je předvedeno v kapitole 4.2.2.
3.2 Dopředná síť
Vícevrstevná dopředná síť s algoritmem učení backpropagation (tj. zpětného šíření chyby),
je dnes asi nejznámější a nejpoužívanější neuronovou sítí – uvádí se, že až 90 % neuronových
sítí nasazovaných v průmyslové praxi je právě tohoto typu [8]. Všeobecného uznání se
dočkala v roce 1974 a její objev znamenal oživení výzkumu na poli neuronových sítí, který
v důsledku negativních výsledků práce Marvina Miského od roku 1969 stagnoval. Síť má
široké možnosti využití, zejména pro klasifikaci, predikci a řízení, dále ji lze nasadit např.
při aproximaci matematických funkcí, kompresi dat či redukci počtu dimenzí.
Aktivační funkce u neuronů skryté vrstvy je sigmoida nebo hyperbolický tangens, u neu-
ronů výstupní vrstvy může být lineární2. Překvapivý je poznatek, že dostačuje pouze jedna
skrytá vrstva a větší počet skrytých vrstev nemá za následek schopnost sítě řešit složitější
problémy [12]. Typicky se tedy v praxi setkáváme s dvouvrstvými sítěmi (jedna skrytá
vrstva), méně často pak s jednovrstvými (tzv. perceptron) a třívrstvými [8].
2Volba aktivační funkce neuronů výstupní vrstvy závisí na konkrétní aplikaci.
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3.2.1 Značení
Pro popis dopředné sítě bude užito následující značení:
l číslo vrstvy sítě (l ∈ {0, 1, . . . , L})
L počet vrstev sítě (vstupní vrstva se nepočítá, bere se jako l = 0)
nl počet neuronů ve vrstvě l (konstanta 1 se do počtu neuronů nezahrnuje3)
lyj výstup j-tého neuronu l-té vrstvy (platí ∀l : ly0 = 1, pro vstupní vrstvu
(0y1, . . . ,
0yn0) = ~x, pro výstupní vrstvu (
Ly1, . . . ,
LynL) = ~y)
luj vnitřní potenciál j-tého neuronu l-té vrstvy
lwij váha i-tého vstupu j-tého neuronu l-té vrstvy (tj. spoje z i-tého neuronu
vrstvy l − 1 do j-tého neuronu vrstvy l)
lxi i-tý vstup l-té vrstvy (pro ∀l : lx0 = 1, pro l ∈ {1, . . . , L} : lxi = l−1y)
lδj podíl j-tého neuronu vrstvy l na chybě sítě
T = {( ~x1, ~d1), . . . , ( ~xP , ~dP )} trénovací množina o P vzorech
3.2.2 Matematická podstata učení
Učení dopředné sítě je typickým příkladem metody učení s učitelem. Algoritmus učení
zahrnuje zobecnění učícího pravidla delta rule využívaného u perceptronu, přičemž roz-
díl od tohoto pravidla spočívá v zavedení definice výpočtu chyby i pro neurony skrytých
vrstev [12]. Pro účely dalšího popisu nejprve definujeme chybu sítě pro p-tý vzor ( ~xp, ~dp)
z trénovací množiny jako:
Ep =
1
2
nL∑
i=1
(dpi − ypi )2 (3.1)
Chyba sítě je tedy dána součtem druhých mocnin rozdílů skutečných hodnot výstupních
neuronů ypi od očekávaných hodnot d
p
i těchto neuronů. Při učení jsou pak váhy všech
neuronů sítě upravovány tak, aby docházelo ke gradientnímu sestupu po funkci závislosti
chyby E na vahách a tím k minimalizaci chyby sítě pro vzory z trénovací množiny4. Dále
budeme pro přehlednost místo Ep uvádět pouze E, čímž budeme chápat chybu pro aktuálně
učený vzor z trénovací množiny. Obecný vztah pro úpravu váhy lwij je tedy ve tvaru:
∆lwij = −k ∂E
∂lwij
kde k je koeficient učení (malá kladná hodnota). Znaménko mínus zajistí, že změna váhy ∆w
bude ve směru záporného gradientu funkce závislosti chyby E na dané váze lwij . Rozepsáním
3Nultým vstupem každé vrstvy je konstanta 1, která je při vyhodnocení vnitřního potenciálu neuronu
s lineární bázovou funkcí násobena se zápornou hodnotou jeho prahu dle rovnice (2.1).
4Váha je při gradientním sestupu upravována úměrně tomu, jak změna dané váhy ovlivní chybu sítě.
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derivace ∂E/∂lwij a dalšími úpravami rovnice dospějeme k následujícímu tvaru ∆lwij :
∆lwij = −k ∂E
∂lwij
= k
(
− ∂E
∂lyj
∂lyj
∂luj
)(
∂luj
∂lwij
)
=
∆lwij = k
lδj
lxi (3.2)
Při úpravách jsme využili toho, že z definice lineární bázové funkce (2.1) zřejmě platí
∂luj/∂
lwij =
lxi. Dále jsme zavedli člen lδj jako:
lδj = − ∂E
∂luj
(3.3)
V obecném vztahu pro úpravu váhy (3.2) je jedinou neznámou hodnota lδj , přičemž její
výpočet je pro výstupní a skrytou vrstvu odlišný, jak bude ukázáno dále.
Výstupní vrstva
Pro výstupní vrstvu L získáváme dosazením (3.1) do (3.3) Lδj v následujícím tvaru:
Lδj = − ∂E
∂Luj
= − ∂E
∂Lyj
· ∂
Lyj
∂Luj
= −
(
2 · 1
2
(dj − Lyj)(−1)
)
· g′(Luj) =
Lδj = (dj − Lyj) · g′(Luj) (3.4)
Dosazením (3.4) do (3.2) získáváme konečný vztah pro úpravu váhy neuronu ve výstupní
vrstvě (pravidlo delta rule):
∆Lwij = k (dj − Lyj) g′(Luj) Lxi (3.5)
Je tedy vidět, že změna váhy u výstupního neuronu závisí na chybě příslušného neuronu
(dj−Lyj), která svým znaménkem udává směr změny váhy a velikostí ovlivňuje sílu změny.
Dále členy g′(Luj) Lxi vyjadřují skutečnost, že váha se změní úměrně tomu, jak tato změna
může ovlivnit zmenšení chyby neuronu, potažmo sítě – je-li např. vstup Lxi příslušející dané
váze nulový, libovolná změna této váhy výstup (a tedy chybu) nijak neovlivní, takže nemá
smysl váhu jakkoli modifikovat. Obdobně je tomu u derivace aktivační funkce podle vnit-
řního potenciálu g′(Luj) – pokud má vnitřní potenciál u takovou hodnotu, že jeho malá
změna může
”
znatelně“ ovlivnit hodnotu výstupu (tzn. hodnota derivace aktivační funkce
je pro aktuální u relativně vysoká), má smysl příslušnou váhu změnit výrazně. Připomeňme,
že derivace používaných aktivačních funkcí nabývá maxima v bodě u = 0 jak je znázor-
něno na straně 8. Z rovnice (3.5) dále vyplývá, že pokud by se derivace aktivační funkce
všech neuronů v síti blížila nule, učení by bylo velmi pomalé a v krajním případě by k učení
nedocházelo vůbec (hodnota derivace a tím pádem i hodnota ∆w může být až na hranici roz-
lišitelnosti aritmetiky reálných čísel použitého počítače, či jiného výpočetního prostředku).
Skryté vrstvy
Již tedy víme, jak vypočítat hodnotu, o kterou je třeba modifikovat hodnoty vah neuronů
výstupní vrstvy. Abychom mohli učit vícevrstvou síť, musíme vědět, jak upravovat váhy i ve
skrytých vrstvách. Jediné, co potřebujeme určit, je, jak spočítat členy lδj neuronů skrytých
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vrstev; všechny ostatní hodnoty v obecném vztahu pro úpravu váhy (3.2) jsou známé. Při
odvození vyjdeme ze vztahu (3.3):
lδj = − ∂E
∂luj
=
(nl+1∑
k=1
− ∂E
∂l+1uk
· ∂
l+1uk
∂lyk
)
· ∂
lyj
∂luj
lδj =
(nl+1∑
k=1
l+1δk · l+1wjk
)
· g′(luj) (3.6)
Při úpravách jsme využili skutečnosti, že −∂E/∂l+1uk = l+1δk dle (3.3) a že ∂l+1uk/∂lyk =
l+1wjk dle (2.1). Chyba skrytého neuronu je tedy mj. dána váženým součtem chyb napoje-
ných neuronů následující vrstvy. Intuitivně lze tento vztah (zejména sumu v něm) chápat
tak, že má-li napojený neuron b vysoký podíl na chybě sítě (vysoké δb) a váha spojení wab
ze zkoumaného neuronu a k neuronu b je rovněž vysoká, pak se i neuron a značně podílí
na chybě sítě, jelikož svým výstupem díky veliké váze výrazně ovlivňuje vnitřní potenciál
a tedy i výstup napojeného neuronu b. Je-li naopak váha wab nízká až nulová, nemá výstup
neuronu a na chybě neuronu b podíl a δb se do δa výrazněji nepromítne.
Dosazením výrazu (3.6) do (3.2) získáváme vztah pro modikaci váhy neuronu ve skryté
vrstvě l∆wij . Nyní je již známo vše potřebné pro učení dopředné sítě.
Odvozený vztah (3.6) říká, že známe-li hodnoty l+1δj (tj. hodnoty δ všech neuronů
vrstvy l+1), lze vypočítat hodnoty δ pro neurony předchozí vrstvy l. Postup lze rekurzivně
aplikovat na nižší vrstvy, takže se takto sítí šíří chyba od výstupní vrstvy přes všechny
skryté vrstvy směrem k vstupní. Toto je typický rys algoritmu učení dopředné sítě, kvůli
kterému je označován termínem backpropagation (algoritmus zpětného šíření chyby).
3.2.3 Postup učení, otázky a problémy
Učicí krok dopředné sítě se ve své základní podobě skládá z následujících akcí:
1. Výběr vzoru z trénovací množiny.
2. Vyhodnocení odezvy sítě ~y pro daný trénovací vzor — fáze dopředné propagace (an-
glicky feedforward), kdy se sítí postupuje od vstupní vrstvy směrem k výstupní.
3. Výpočet chyby výstupních neuronů Lδj dle (3.4).
4. Postupný výpočet chyby neuronů skrytých vrstev lδj dle (3.6).
5. Úprava vah všech neuronů (lwnewij =
lwoldij + ∆
lwij dle (3.2)).
V nejjednodušším případě učení sítě probíhá tak, že cyklicky procházíme trénovací množinu
a na každý vzor aplikujeme uvedený postup učení. Iterujeme5, dokud není splněno kritérium
ukončení učení. Mimo to existuje řada modifikací postupu učení, které se odlišují typicky ve
způsobu procházení trénovací množiny, v bodě, kdy dochází k úpravě vah sítě, ve velikosti
změn vah či v kritériu ukončení učení.
Koeficient učení k se doporučuje volit z intervalu 〈0.1, 0.9〉, váhy se před započetím učení
nastavují náhodně v jistém rozsahu, doporučený je interval 〈−0.5, 0.5〉 [7, 8]. Náhodností
se dosáhne toho, že váhy budou obecně nenulové; v opačném případě by totiž nebylo dvou-
5Iterováním rozumíme opakované provádění nějaké čínnosti, v tomto kontextu opakovaný průchod tré-
novací množiny.
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a vícevrstvou síť z definice lδj pro skryté neurony možné učit. Dalším přínosem náhodných
vah je (zejména u jednoduchých aplikací), že uvázne-li síť při učení v nějakém lokálním
minimu chybové funkce, které je však velmi vzdálené od globálního minima, opětovným
spuštěním učení začíná síť v prostoru vah z náhodného (tedy jiného) bodu a s vysokou
pravděpodobností v tom samém lokálním minimu neuvázne, může však uváznout jinde.
Uváznutí v lokálním minimu je obecně velice nežádoucí, jelikož je možné, že ani po libovol-
ném počtu učicích kroků síť z lokálního extrému nevyvázne.
Modifikace postupu učení
Výběr vzorů z trénovací množiny může být sekvenční (tj. v pevně daném pořadí) či náhodný.
V případě sekvenčního výběru dle dostupných zdrojů hrozí, že se síť bude
”
soustředit“ pouze
na prvních několik vzorů trénovací množiny a zbytek vzorů se tak dobře nenaučí; náhodný
výběr pomáhá tento problém řešit [7]. Výhodou sekvenčního přístupu je reprodukovatelnost
učení při známém počátečním nastavení vah.
Úpravu vah lze provádět po každém přiloženém vzoru (označováno jako per-pattern),
jak popisuje základní postup na straně 15. Jinou metodou je tzv. dávkové učení (anglicky
batch learning), kdy se při učení jednotlivých vzorů p ukládají hodnoty ∆lwpij , o které mají
být váhy modifikovány; k samotné úpravě vah dojde až po projití celé trénovací množiny
a velikost změny váhy ∆lwij je dána součtem uložených hodnot pro všechna p. Zdroj [7]
uvádí, že dávkové učení zaručuje konvergenci sítě. Empirické poznatky na druhou stranu
ukazují, že učení s modifikací váhy po každém aplikovaném vzoru (per-pattern) je rychlejší.
Jinou možností trénování je nejprve síť plně naučit první trénovací vzor, teprve poté
učit druhý atd. Po projití celé trénovací množiny se postup opakuje, jelikož úpravy vah
při učení pozdějších vzorů obecně mají za následek degradaci již naučených vzorů (síť je
částečně
”
zapomene“). Za předpokladu, že počet neuronů v síti je dostatečný pro úspěšné
naučení celé trénovací množiny, dochází v jednotlivých průchodech ke zmenšení počtu iterací
potřebných k úplnému naučení (resp. obnovení) jednotlivých vzorů. Učení končí, když je
projita celá trénovací množina bez potřeby modifikace vah sítě.
Obdobou právě uvedeného postupu je ukládat nastavení vah po úplném naučení každé-
ho ze vzorů. Na konci iterace přes trénovací množinu se pak váhy nastaví na průměr všech
uložených konfigurací a postup se opakuje.
Urychlení učení
Pro akceleraci učení při zachování stability s ohledem na oscilaci chyby sítě (viz. dále) lze
užít tzv. momentum. Pojem momentum lze volně přeložit a chápat jako setrvačnost učení.
Princip spočívá v tom, že při úpravě váhy v aktuálním učicím kroku zohledníme kromě
aktuálně vypočítané hodnoty ∆lwij také jakým způsobem byla váha upravena v předcho-
zím kroku. Pro jednoduchost označme ∆w(h) jako změnu váhy v kroku h. Pak s využitím
momentum platí:
∆w(h+1) = k ·∆w + α ·∆w(h) kde ∆w je hodnota aktuálně spočítaná dle (3.2),
∆w(h) je úprava váhy v předchozím kroku,
α je tzv. momentum term
Hodnota parametru α je, stejně jako koeficient učení k, volena experimentálně. Dostupné
zdroje doporučují hodnoty v rozmezí 〈0.1, 0.9〉 [8]. Pakliže se při učení využije momentum,
má být zpravidla možné užít vyšší hodnoty koeficientu učení k a učení tak urychlit.
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Mezi pokročilejší metody pro zrychlení učení patří škálování ∆w (scaling) na základě
gradientu chyby [8], což je vícerozměrný vektor (∂E/∂w11, ∂E/∂w21, . . . ). Váhy potom mo-
difikujeme o hodnotu ∆w · exp(ρ cosφ), kde ρ je konstanta a φ je úhel, který svírá gradient
chyby z aktuálního a minulého učicího kroku. Přitom platí, že jednotlivé složky gradientu
chyby jsou vypočítány během fáze zpětného šíření chyby, takže navíc je třeba spočítat pouze
odchylku φ. Logika metody škálování je taková, že je-li gradient chyby mezi dvěma učicími
kroky takřka neměnný (φ → 0), má smysl učení urychlit (tj. užít větší hodnoty ∆w); na-
opak dojde-li k výrazné změně gradientu, modifikují se váhy jemněji než kdyby škálování
užito nebylo. Problémem je vymezení pojmů
”
takřka neměnný“ a
”
výrazný“.
Ukončovací kritérium
Jako kritérium konce procesu učení se nejčastěji volí provedení jistého počtu průchodů
trénovací množinou (tzv. epoch) nebo dosažení stanovené chyby sítě pro všechny trénovací
vzory. Pojem epocha může mít dle [8] různé významy. Nejčastěji se epochou rozumí průchod
trénovací množinou (sekvenční či náhodný) tak, že každý vzor je vybrán právě jednou. Jindy
jsou za epochy považovány takové nepřekrývající se časové úseky učení, během kterých je
každý vzor z trénovací množiny vybrán alespoň jednou (tohoto se užívá, pokud je trénovací
množina procházena náhodně a požaduje se, aby pravděpodobnost výběru vzoru nebyla
nijak ovlivněna výběrem ostatních vzorů).
V závislosti na délce učení hrozí nebezpečí nedostatečného naučení a tzv. přeučení. Pře-
učení je stav, kdy síť pro trénovací množinu vykazuje velmi nízkou chybu, nicméně pro
nenaučené vzory podobné těm trénovacím dává síť neuspokojivé výsledky; síť tedy špatně
zobecňuje. Při nedostatečném naučení jsou výsledky sítě celkově neuspokojivé. Někdy proto
může být výhodné trénovací množinu rozdělit na dvě disjunktní podmnožiny – množinu uči-
cích vzorů, podle kterých skutečně probíhá učení, a množinu testovacích vzorů, dle kterých
se pouze počítá chyba sítě. Jako kritérium ukončení učení pak volíme situaci, kdy součet
chyb sítě přes učicí a testovací množinu dosáhne minima. Typický průběh chyby pro učicí
a testovací množinu ilustruje Obrázek 3.2.
Obrázek 3.2: Učení, přeučení a optimální konec učení (převzato z [12])
Oscilace chyby
Koeficient učení k má přímý vliv na rychlost učení. Pakliže jej zvolíme příliš malý, bude učení
pomalé. Naopak při příliš velkém k je možné, že při učení sítě (modifikaci vah) bude docházet
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k oscilacím chyby sítě. Tento nežádoucí jev má různé příčiny. Jednak může být způsoben
tím, že provede-li se jeden krok učení pro několik různých vzorů, pak související změny vah
mohou mít za následek zhoršení odezvy pro ostatní v rámci epochy již naučené vzory, pro
které v následující epoše chyba tím pádem vzroste. Další možnou příčinou oscilací chyb
může být, že úprava váhy ∆w = k δ g′(u) je v důsledku příliš velkého koeficientu učení tak
vysoká, že změnou váhy ve směru záporného gradientu chyby je ve skutečnosti překročena
optimální hodnota dané váhy (lokální, příp. globální minimum funkce závislosti chyby E
na dané váze) a výsledkem je ještě větší chyba pro právě učený vzor, než jaká byla před
úpravou váhy. Situaci ilustruje Obrázek 3.3. Na druhou stranu může být tato oscilace chyby
vítaný jev, pakliže síť uvázne v lokálním minimu – dostatečně velkým umělým navýšením
hodnot ∆w je možné z lokálního minima uniknout. Za jistou realizaci této myšlenky je
možné považovat malé náhodné zašumění vah (1–2 %) [12]. Kolísání chyby lze do jisté míry
eliminovat, pokud užijeme momentum, příp. škálování [8] jak bylo popsáno dříve.
Obrázek 3.3: Oscilace chyby – přílišná změna váhy w(t)→ w(t+1) mající za následek nárůst
chyby
Oscilace chyby můžeme pozorovat také v jiných případech – když je trénovací množina
konfliktní nebo když se snažíme naučit jednoduchou síť příliš komplexní vzor (tj. síť má
nedostatečný počet neuronů). Konfliktností trénovací množiny rozumíme vlastnost, kdy
jednomu vstupnímu vzoru odpovídá více různých vzorových výstupů, které se snažíme síť
zároveň naučit. Nejedná se tak o korektní mapování vstupu na výstup ve smyslu matema-
tického pojmu zobrazení.
Je-li síť v porovnání se složitostí učené trénovací množiny příliš jednoduchá, pak nutně
existuje hranice chyby sítě, pod kterou se nelze dostat, jelikož úprava vah pro naučení
jednoho trénovacího vzoru zapříčiní
”
zapomenutí“ jiného naučeného vzoru. Kvůli tomu je
možné, aby chyba sítě mezi jednotlivými kroky učení neklesala.
3.2.4 Aplikace
Dopředné sítě mají velmi široké možnosti nasazení, přičemž za nejčastěji řešené úlohy jsou
považovány klasifikace, predikce a řízení [8]. Dále se dají využít např. pro aproximaci ma-
tematických funkcí, redukci počtu dimenzí, aproximaci chování systémů či ztrátovou kom-
presi [12]. V následujícím textu popíšeme principy některých ze zmíněných aplikací a upo-
zorníme na možné problémy.
Cílem klasifikace je zařadit vstupní vzor do určité třídy, přičemž možných vstupních
vzorů je typicky mnohonásobně více než tříd. Zvolíme-li jako třídy např. jednotlivá pís-
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mena abecedy, pak vstupním vzorem bude v nejjednodušším případě černobílý rastrový
obrázek (diskrétní matice bodů) zkoumaného znaku. Výstupní vrstva obsahuje tolik neu-
ronů, kolik různých tříd (tedy znaků) síť rozlišuje, a aktivita konkrétního neuronu vyja-
dřuje míru pravděpodobnosti, že vstupní obrázek reprezentuje znak představovaný daným
výstupním neuronem. V praxi je naivní přístup přímého učení rastrové podoby znaků ne-
použitelný pro posunuté, otočené, zvětšené/zmenšené či jinak deformované vstupy. Proto se
vždy užívá nějakého předzpracování vstupního obrazu (např. různé grafické transformace
a následný výpočet momentů). S výhodou se i zde využívá typické vlastnosti neurono-
vých sítí – schopnosti zobecňovat. Pakliže má síť k dispozici vhodnou trénovací množinu
a je správně naučená, s vysokou pravděpodobností rozpozná korektně i znaky lišící se od
vzorových.
Při užití neuronových sítí k predikci probíhá učení tak, že se na vstup přikládají hodnoty
stavových veličin popisující historii zkoumaného systému (délka historie závisí na konkrétní
aplikaci) a na výstupu jsou očekávány hodnoty veličin popisující následný vývoj. Úkolem
naučené sítě je pak předpovídat budoucí chování systému na základě aktuální historie.
Problémem je identifikace a měření relevantních faktorů, které mají na časový průběh cho-
vání systému vliv (např. u finančních trhů a jiných komplexních systémů se jedná o dosud
neuspokojivě vyřešený problém) [8].
Řízením pro účely neuronových sítí rozumíme mapování hodnot vstupních veličin, příp.
ještě se zahrnutím zpětné vazby, na hodnoty řídicích veličin. Vstupy může tvořit např.
při výrobě dřevěného nábytku fáze výrobního procesu, teplota a vlhkost vzduchu, výstupy
mohou zahrnovat okamžitou hodnotu elektrického proudu coby buzení elektromotoru ven-
tilačního zařízení ap. Vstupy a výstupy jsou tedy číselné hodnoty a jako takové je lze využít
pro naučení dopředné sítě. V technické praxi je řízení také často realizováno fuzzy řídicími
systémy, které vykazují dobrou robustnost a přitom je jejich návrh relativně jednoduchý
a rychlý [11].
Funkční aproximace dosáhneme poměrně přímočarou aplikací dopředné sítě – zvolenou
funkci f stačí vhodně navzorkovat, čímž získáváme trénovací množinu složenou z prvků
ve tvaru (~xp, f(~xp)). Neurony skryté vrstvy musí mít spojitou nelineární aktivační funkci
(např. sigmoidální), ve výstupní vrstvě lze užít lineární nebo sigmoidální. V případě volby
sigmoidální funkce je však třeba zavést vhodné zobrazení intervalu 〈ymin, ymax〉 do oboru
hodnot sigmoidy, kde ymin, ymax jsou globální extrémy funkce f na části definičního oboru,
na němž funkci aproximujeme. Vzhledem k plynulosti průběhu funkce je třeba vhodně zvolit
počet neuronů skryté vrstvy a délku učení. S výhodou lze funkci navzorkovat s dvakrát vyšší
frekvencí, sudé vzorky použít pro učení a liché na testování (či obdobně), díky čemuž lze
stanovit vhodnou dobu konce učení a vyhnout se tak přeučení.
3.3 Hopfieldova síť
Hopfieldova síť je plně propojená síť se symetrickými váhami a bez vazby neuronu na sebe
sama [8]. Existuje ve dvou variantách – diskrétní a spojité. Síť se užívá jako asociativní
paměť (diskrétní varianta) a pro řešení optimalizačních problémů (diskrétní i spojitá vari-
anta) [8].
Učení u obou variant Hopfieldových sítí probíhá jednorázově a nemá tedy sekvenční
charakter jako je tomu u dříve popsané dopředné sítě. V případě užití jako asociativní
paměti spočívá základní myšlenka v tom, že je síť schopná naučit se sadu vzorů v podobě
stabilních stavů sítě (viz. dále). Když je pak přiložen nový vstup, síť si vybaví nejpodobnější
naučený vzor zkonvergováním do nejbližšího stabilního stavu [8].
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V případě nasazení za účelem řešení optimalizačních úloh závisí nastavení vah na povaze
řešeného problému. Obecně lze říci, že váha mezi dvojicí neuronů jistým způsobem odpovídá
míře pravděpodobnosti, že dané dva neurony budou ve správném řešení současně aktivní,
tzn. pokud se aktivita nějakých dvou neuronů vzájemně vylučuje, je mezi nimi relativně
silná inhibiční vazba.
3.3.1 Funkce energie
Stav Hopfieldovy sítě je charakteristický energií, která je definována jako:
E(t) = −1
2
N∑
i=1
N∑
j=1
wij yi(t) yj(t) +
N∑
i=1
φi yi(t) (3.7)
kde N je celkový počet neuronů a yi(t) je výstup i-tého neuronu v čase t, zbylé symboly
odpovídají v práci dříve zavedenému značení. Mezi energií Hopfieldovy sítě a fyzikálním po-
jmem
”
energie“ existuje podobnost v tom smyslu, že neuzavřený fyzikální systém postupem
času snižuje svou energii. Obdobně je dokázáno, že energie diskrétní Hopfieldovy sítě má
při asynchronním vyhodnocení (tzn. v jednom okamžiku se mění výstup nejvýše jednoho
neuronu) nerostoucí časový průběh [8]. V případě synchronního vyhodnocení se stav všech
neuronů mění současně a pokles energie sítě není obecně zaručen.
Jedním z problémů Hopfieldových sítí je, že funkce energie obecně obsahuje kromě lokál-
ních minim odpovídajících platným stavům (tj. naučeným vzorům, příp. možným řešením
optimalizačního problému) také tzv. falešné atraktory, což jsou lokální minima neodpoví-
dající žádnému platnému stavu. Protože energie sítě v průběhu vyhodnocení má nerostoucí
charakter (při asynchronním vyhodnocení čistě nerostoucí), je možné uváznutí kvůli faleš-
nému atraktoru.
3.3.2 Diskrétní model
V kontextu diskrétního modelu Hopfieldovy sítě budeme primárně uvažovat síť fungující
jako asociativní paměť. Neurony mají v tom případě nespojitou bipolární aktivační funkci
(obor hodnot {−1,+1}) a počet neuronů se rovná počtu bitů v učených vzorech (každý
neuron představuje jeden bit). Učení sítě spočívá v přímé aplikaci Hebbova principu, kdy
se váha mezi neurony i a j jednorázově určí jako korelace odpovídající dvojice bitů (bity
na pozici i a j) pro všechny učené vzory.
Váha mezi neurony i a j se určí dle předpisu:
wij =

P∑
p=1
xpi x
p
j pro i 6= j
0 pro i = j
(3.8)
Význam je ten, že pokud ve většině učených vzorů nabývá daná dvojice bitů i a j souhlasné
hodnoty, tedy při bipolárním vyjádření xpi x
p
j = 1, je výsledná váha wij poměrně vysoká
kladná (excitační). Platí-li, že z dané dvojice bitů (potažmo neuronů) je ve většině případů
aktivní právě jeden, tedy xpi x
p
j = −1, pak je váha wij poměrně vysoká záporná (inhibiční).
Pokud mezi aktivitou dané dvojice neuronů neexistuje žádná korelace, tedy zhruba pro
polovinu učených vzorů je xpi x
p
j = 1 a pro zbytek x
p
i x
p
j = −1, blíží se váha wij nule
a neurony se vzájemně téměř nebo vůbec neovlivňují.
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Vrátíme-li se k rovnici (3.7) vyjadřující energii Hopfieldovy sítě, je patrné, že ve stabil-
ním stavu platí, že je-li wij vysoká kladná hodnota (tj. mezi aktivitou neuronů i a j je silná
korelace), pak jsou neurony i a j s vysokou pravděpodobností oba aktivní nebo oba neak-
tivní. Člen wij yi yj tedy nabývá vysoké kladné hodnoty a díky zápornému znaménku před
sumou výrazně přispěje k nízké hladině energie daného stavu sítě. Je-li wij vysoká záporná
hodnota, pak by z dané dvojice měl být aktivní právě jeden neuron (tj. yi yj = −1), čímž
člen wij yi yj opět nabývá vysoké kladné hodnoty a přispívá k nízké hladině energie. Blíží-li
se wij nule, pak vzájemná aktivita dané dvojice neuronů nemá výrazný vliv na celkovou
energii. Práh φi neuronu je v případě užití Hopfieldovy sítě jako asociativní paměti nulová
hodnota, čímž druhá sumace z rovnice energie (3.7) odpadá.
Všimněme si, že váhy vyjadřují pouze korelaci mezi aktivitou dvojic neuronů, ale neříkají
nic o tom, zda má být neuron aktivní či neaktivní. Z hlediska sítě jsou tedy obraz ~x a jeho
inverze (opačné hodnoty všech bitů) ekvivalentní, protože korelace mezi dvojicemi bitů jsou
v nich stejné.
Asynchronní vyhodnocení diskrétní Hopfieldovy sítě probíhá následovně:
1. ~y(0) je vstupní vzor.
2. Pro náhodný neuron yi se určí yi(t+ 1) =

+1 pro ui > 0
−1 pro ui < 0
yi(t) pro ui = 0
kde ui =
N∑
j=1
wij yj .
3. Inkrementace t a opakování kroku 2, pokud se v rámci epochy změnil výstup alespoň
jednoho neuronu (epochami rozumíme nepřekrývající se časové úseky, během kterých
je v kroku 2 vybrán každý neuron alespoň jednou).
4. Síť zkonvergovala do nějakého stabilního stavu.
Výstup konvergované sítě ~y v ideálním případě odpovídá některému z naučených vzorů,
příp. jeho inverzi. Nemusí se však nutně jednat o vzor nejbližší prezentovanému vzoru. Aby
byl tento negativní jev eliminován, doporučuje se, aby počet učených vzorů byl menší než
0.15n, kde n je počet neuronů [8]. Výrazný vliv má samozřejmě také vzájemná podobnost
učených vzorů, které by měly být co nejodlišnější (podobnost chápeme ve smyslu Hammin-
govy vzdálenosti). Síť rovněž může zkonvergovat do nežádoucího lokálního minima (falešný
atraktor), kdy její odezva neodpovídá žádnému z naučených vzorů.
V kontextu kroku 2 výše uvedeného postupu vyhodnocení sítě je důležité, aby byly
neurony vybírány zcela náhodně a se stejnou průměrnou frekvencí [8]. Proto jsou epochy
učení definovány jako nepřekrývající se časové úseky učení, během kterých je vybrán každý
neuron sítě alespoň jednou. Pokud bychom např. vybírali v rámci epochy neuron právě
jednou, závisela by pravděpodobnost výběru neuronu na historii dané epochy a výběr by
tedy nebyl zcela náhodný. Stejnou průměrnou frekvenci výběru neuronu lze zajistit užitím
vhodného generátoru pseudonáhodných čísel.
3.3.3 Spojitý model
Spojitá Hopfieldova síť (někdy též označovaná jako Hopfield-Tankův model) se užívá zejména
pro řešení optimalizačních úloh. Uvedena byla v roce 1985, kdy pomocí ní bylo předvedeno
řešení problému obchodního cestujícího, které bylo ve srovnání s konvenčními metodami vý-
razně rychlejší. Nevýhodou je, že není zaručeno nalezení nejlepšího řešení, nicméně dle [4]
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se má nalezené řešení blížit optimálnímu nebo být alespoň lepší, než průměrná náhodná
cesta.
Model se nazývá spojitý, jelikož aktivační funkce nabývá hodnot z určitého intervalu
a stav sítě (výstupy neuronů) se mění spojitě v čase. Vyhodnocení sítě je tedy spojitou
simulací. Pro vnitřní potenciál neuronu je definována rovnice pohybu (obyčejná diferenciální
rovnice prvního řádu) a změna vnitřního potenciálu je tedy závislá na plynutí modelového
času. Hopfield-Tankův model se řídí následujícími rovnicemi:
dui
d t
= −ui +
N∑
j=1
wij yj + Ii (3.9)
ui(t+ ∆t) = ui(t) +
dui
d t
·∆t (3.10)
E = −1
2
N∑
i=1
N∑
j=1
wij yi(t) yj(t)−
N∑
i=1
yi(t) Ii (3.11)
kde Ii je vnější vstup do i-tého neuronu6 a ∆t je krok numerické integrace. Konstanty wij a Ii
jsou voleny dle povahy řešeného problému.
Užívá se spojitá aktivační funkce s oborem hodnot (0, 1), vhodná je tedy sigmoida.
V originální práci zavádějící Hopfield-Tankův model [4] se můžeme setkat rovněž s aktivační
funkcí
g(u) =
1
2
(
1 + tanh
(
u
u0
))
kde u0 je kladná konstanta ovlivňující tvar funkce a její ”
strmosti“ v okolí bodu x = 0.
Doporučená hodnota u0 je velmi nízká (řádově setiny), v důsledku čehož se uvedená funkce
tvarem přiblíží nespojité aktivační funkci s oborem hodnot {0, 1}.
Synchronní vyhodnocení sítě se řídí dle následujícího schématu:
1. Počáteční nastavení vnitřních potenciálů neuronů ui(0).
2. Výpočet výstupů yi(t) všech neuronů dle aktuálních hodnot vnitřního potenciálu ui(t).
3. Určení aktuální energie sítě dle rovnice (3.11) a přerušení výpočtu, pokud energie od
posledního kroku neklesla.
4. Výpočet dui/d t pro všechny neurony dle rovnice (3.9) a krok numerické integrace
podle rovnice (3.10).
5. Posun v modelovém čase o ∆t a skok na krok 2.
Vnitřní potenciály v 1. kroku se nastavují dle předpisu ui(0) = u0 + δui, kde δui je hod-
nota náhodně vybraná z intervalu (−0.1u0, 0.1u0) [8]. Hodnotu u0 je vhodné volit tak, aby
součet výstupů neuronů v počáteční konfiguraci odpovídal počtu neuronů, které mají být
v hledaném řešení aktivní [4].
Protože při synchronním vyhodnocení není zaručen pokles energie sítě, krok 3 se v praxi
často nahrazuje jinou ukončovací podmínkou, např. explicitní kontrolou, zda síť dospěla do
stavu, který lze považovat za platné řešení daného problému. Rovněž se omezuje maximální
doba trvání vyhodnocení ve smyslu modelového času.
6Na Ii lze také pohlížet jako na hodnotu prahu φi neuronu násobené konstantou 1, jak tomu bylo
u dopředné sítě.
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3.4 Kohonenova síť
Kohonenova síť (jinak též nazývaná Self-Organizing Map – SOM ) je dvouvrstvá síť se zvlášt-
ním topologickým uspořádáním neuronů a soutěživým učením.
Architektura sítě je schématicky znázorněna na Obrázku 3.4. Síť obsahuje vstupní a vý-
stupní vrstvu (zvaná též Kohonenova), přičemž každý neuron vstupní vrstvy je spojen se
všemi neurony Kohonenovy vrstvy. Počet neuronů vstupní vrstvy odpovídá rozměru vek-
toru vstupních hodnot ~x, přičemž se zpravidla jedná o spojité hodnoty (binární či bipolární
vstupy se nepoužívají) [8]. Pro síť je typické uspořádání neuronů Kohonenovy vrstvy v jisté
topologii (např. 1D – lineární řetězec, 2D – obdélníková matice či hexagonální mřížka atd.)
dané tím, že každý neuron má definované okolí (tzn. neurony, které do jeho okolí patří). Ty-
pickou vlastností naučené sítě pak je, že sobě podobné vektory vstupních hodnot aktivují
topologicky blízké neurony [7], což je jev pozorovaný rovněž v biologických neuronových
sítích [8], jak bylo zmíněno dříve.
Nejčastějšími aplikacemi této sítě je shlukování (např. při počítačovém zpracování řeči)
a redukce počtu dimenzí (typicky zobrazení více než trojrozměrného vstupu do roviny); při
vhodné volbě topologie lze sítí rovněž řešit optimalizační problémy.
Okolí neuronu popisuje funkce N(x, i), která značí míru příslušnosti neuronu i v okolí
neuronu x a v nejjednodušší podobě může být definována jako:
N(x, i) =
{
1 pro d(x, i) ≤ λ
0 jinak
kde d(x, i) je vzdálenost neuronů x a i (např. Euklidovská vzdálenost ve 2D mřížkové to-
pologii, kde vzdálenost sousedních neuronů v řádku/sloupci je rovna jedné) a λ je poloměr
okolí. Zdůrazněme, že se jedná o vzdálenost v rámci definované topologie neuronů Koho-
nenovy vrstvy, na umístění neuronu v prostoru vah daném vektorem ~w nezáleží. Dále se
užívá spojité Gaussovské okolí, definované jako:
N(x, i) = e
−d(x, i)2
λ
Výstupem sítě pro konkrétní vstup je informace o tom, který neuron svou aktivitou pře-
vládne nad ostatními (tzv. vítěz ); konkrétní hodnoty vnitřního potenciálu potažmo výstupu
neuronů jsou nezajímavé.
Obrázek 3.4: SOM s 2D maticovou topologií Kohonenovy vrstvy
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3.4.1 Učení
Jak bylo již zmíněno, SOM využívá soutěživého učení, což je metoda učení bez učitele.
V práci budeme dále uvažovat pouze přístup winner takes most, kdy se upravují váhy
vítěze a neuronů z blízkého okolí (podrobnější popis viz. kapitola 3.1.2). Při učení konkrét-
ního vzoru je třeba nejprve určit vítěze, což je v případě Kohonenovy sítě neuron, jehož
váhový vektor se podle Euklidovské vzdálenosti nejvíce blíží vektoru hodnot daného vzoru
(soutěživá fáze se sekvenčním vyhodnocování soutěživé vrstvy se u Kohonenovy sítě nepou-
žívá). Následně jsou upraveny váhy vítěze a neuronů z jeho okolí tak, aby se jejich váhové
vektory ~w přiblížily vektoru učeného vzoru ~x dle vztahu:
∆~wi = k(~x− ~wi)N(x, i) (3.12)
Upozorněme, že x značí vítězný neuron, zatímco ~x značí vektor hodnot vstupního vzoru.
Je vidět, že velikost změny váhového vektoru neuronu i je úměrná koeficientu učení k
a míře příslušnosti neuronu i v okolí vítězného neuronu x. Koeficient učení k a poloměr
okolí λ mohou být v průběhu učení plynule snižovány, což má za následek, že na počátku
učení dochází k relativně rozsáhlým úpravám vah u většího počtu neuronů, naopak na
konci učení jsou úpravy minimální a ani nejbližší neurony nejsou modifikacemi vítěze téměř
ovlivněny [8]. Tento postup učení vykazuje dle [7] lepší vlastnosti než pokud jsou hodnoty k
a λ neměnné. Schématicky lze algoritmus učení Kohonenovy sítě popsat následovně:
1. Nastavení parametrů k, λ a náhodná inicializace vah.
2. Náhodný výběr vzoru ~x z množiny trénovacích vzorů.
3. Určení vítěze pro daný vzor ~x (tj. nalezení neuronu x Kohonenovy vrstvy, pro něhož
je ‖~x− ~wx‖ minimální).
4. Určení okolních neuronů vítěze.
5. Modifikace vah vítěze a okolních neuronů dle vztahu (3.12).
6. Eventuální snížení koeficientů k a λ.
7. Opakování od kroku 2, pokud nebylo splněno kritérium ukončení učení.
Princip funkce naučené sítě lze popsat tak, že vstupy, které jsou si podobné (jejich
vektory hodnot jsou si blízké), aktivují v Kohonenově vrstvě topologicky blízké neurony.
Dále platí, že v naučené síti hustota rozmístění váhových vektorů neuronů Kohonenovy
vrstvy (tj. rozmístění neuronů samotných) odpovídá hustotě rozložení vstupních vzorků.
V případě shlukování sobě podobné vstupy aktivují neurony náležející stejnému shluku.
Volba parametrů
Ukončovací kritérium má nejčastěji formu provedení stanoveného počtu iterací. Dostupná
literatura se dalšími kritérii nezabývá, nicméně učení je zřejmě v každém případě ukončeno,
pokud koeficient učení k a poloměr okolí λ dosáhnou prakticky nulové hodnoty, jelikož v tom
případě již k učení nedochází. Fungujícím přístupem by rovněž mohlo být např. zkoumat
k jak velkým změnám v síti dochází a při poklesu aktivity pod zvolený limit učení ukončit.
Váhové vektory neuronů Kohonenovy vrstvy je vhodné inicializovat tak, aby pro kaž-
dou složku wk vektoru ~w platilo wk ∈ 〈mink,maxk〉, kde mink a maxk jsou extrémy k-tých
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složek vektorů určené ze všech učených vzorů; nutným předpokladem však je, že před za-
hájením učení jsou všechny učené vzory k dispozici. Koeficient učení k je volen z intervalu
(0, 1). Míra snížení parametrů k a λ na konci iterace a počáteční velikost poloměru okolí λ
závisí na rozsahu sítě a na povaze řešeného problému, hodnoty se určují experimentálně.
Užívá-li se síť pro shlukování, což je nejčastější aplikace, mělo by být neuronů v Koho-
nenově vrstvě více, než je výsledný počet shluků a méně než učených vzorů [7]. Při shodě
počtu neuronů s počtem tříd lze při vhodné topologii Kohonenovy vrstvy dosáhnout chování
podobnému shlukovacímu algoritmu k-means [13].
3.4.2 Aplikace
Kohonenova síť se nejčastěji užívá pro účely shlukování jak již bylo několikrát naznačeno.
Důležitou vlastností je přitom schopnost samoorganizace, kdy postupnou prezentací uče-
ných vzorů dochází v Kohonenově vrstvě k posunům vítěze a neuronů v jeho topologické
blízkosti. Ve správně naučené síti pak vzory, které jsou si blízké v prostoru vstupů, aktivují
topologicky blízké neurony.
Další možnou aplikací Kohonenovy sítě je řešení optimalizačních problémů. Nutné při-
tom je, aby bylo možné daný problém geometricky reprezentovat a aby optimální řešení
bylo svou geometrickou konfigurací význačné. V opačném případě nelze daný problém na
Kohonenovu síť vhodně namapovat. V kapitole 4.2.2 je demonstrováno řešení problému ob-
chodního cestujícího, při kterém má Kohonenova vrstva jednorozměrnou kruhovou topologii
(uzavřená lineární cesta) a pro optimální řešení platí, že součet Euklidovských vzdáleností
v cestě po sobě následujících neuronů je minimální.
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Kapitola 4
Aplikace vybraných sítí
V této kapitole budou demonstrovány praktické aplikace vybraných typů sítí. Předvedeme
klasifikaci s užitím dopředné sítě v podobě rozpoznávání ručně psaných znaků a dále bu-
deme zkoumat schopnosti Hopfieldovy a Kohonenovy sítě řešit optimalizační problémy.
V případě Kohonenovy sítě navrhneme rovněž jedno vylepšení stávajícho konceptu, které
se dle dosažených výsledků jeví jako velmi přínosné.
4.1 Rozpoznávání písmen dopřednou sítí
V moderní době se často setkáváme s potřebou strojového zpracování písemných materiálů.
Může se jednat např. o automatické třídění poštovních zásilek dle PSČ, převod tištěných
knih do elektronické podoby či o rozpoznávání ručně psaných písmen na mobilních zaříze-
ních. Protože se v budoucnu dá předpokládat další zesílení této potřeby, má smysl zabývat
se technikami umožňujícími počítačové zpracování neelektronických textů.
Předpokládejme, že máme k dispozici rastrový obrázek a naším úkolem je z něj vyextra-
hovat textová data. Schématicky lze řešení popsat následovně: Nejprve je nutné v obrázku
správně identifikovat oblast (příp. oblasti) s textem, dále jsou oblasti rozděleny na podob-
lasti tak, aby každá obsahovala právě jeden znak, a v závěrečné fázi je úkolem jednotlivé
znaky rozpoznat. My se budeme zabývat realizací poslední fáze – rozpoznáváním jednoho
ručně psaného tiskacího znaku – za pomoci dopředné neuronové sítě.
Rozpoznávání písmen v podobě, jak bude popsáno, je klasifikační úlohou, kde třídy
představují jednotlivá písmena (A, B, . . . , Z). V našich experimentech budeme uvažovat
pouze velká tiskací písmena anglické abecedy. Znaky budou reprezentovány maticí černobí-
lých bodů o rozměrech 20×32 bodů, přičemž od každého znaku budou v trénovací množině
k dispozici tři vzorky různé velikosti, jak je znázorněno na Obrázku 4.1. Každá trojice znaků
byla ručně záměrně nakreslena tak, aby u znaků v závislosti na jejich celkové velikosti od-
povídala relativní šířka čar a aby si dané znaky byly co nejpodobnější (stejný styl písma).
Protože se však jedná o ručně vytvořené vzory, existuje v rámci každé trojice jistá odchylka.
Pro prezentaci znaku neuronové síti jakožto vektoru vstupních hodnot budeme uvažovat
následující dva přístupy (dále jen
”
způsoby prezentace“):
1. Prezentace znaku v podobě nijak neupravené bitmapy – vstupem sítě je lineární vektor
hodnot jednotlivých pixelů. Vektor obsahuje 640 hodnot a získáme jej průchodem
bitmapové matice po řádcích.
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2. Preprocessing obrázku ve formě výpočtu Huových momentů (viz. dále) a následné
učení samotných momentů – vstupem sítě je vektor Huových momentů (7 hodnot).
Počet neuronů výstupní vrstvy u obou způsobů prezentace odpovídá počtu různých znaků,
které klasifikujeme (tj. počtu tříd), a každá třída je reprezentována právě jedním neuronem.
Aktivita konkrétního výstupního neuronu po vyhodnocení naučené sítě pro přiložený vzor
pak odpovídá míře pravděpodobnosti, že vstupní obrázek představuje písmeno, které daný
neuron reprezentuje.
(a) Velké
”
A“ (b) Střední
”
A“ (c) Malé
”
A“
Obrázek 4.1: Trojí reprezentace znaku
”
A“
(a) Šum 5 % (b) Šum 10 % (c) Šum 15 % (d) Šum 20 % (e) Šum 25 %
Obrázek 4.2: Znázornění různých úrovní zašumění
4.1.1 Popis experimentů
Naše experimenty s dopřednou sítí se budou skládat ze dvou částí. V první části porovnáme
rychlost následujících tří metod učení dopředných sítí:
• Základní metoda učení, kdy po každém přiloženém vzoru dochází k modifikaci vah
a trénovací množina je procházena v pevně stanoveném pořadí (dále jen
”
základní
metoda“). Přesný popis této metody se nachází na straně 15.
• Základní metoda z předchozího bodu upravená tak, že trénovací množina je prochá-
zena v náhodném pořadí, přičemž každý prvek je v rámci epochy učení vybrán právě
jednou (dále jen
”
modifikovaná metoda“).
• Dávkové učení, jak bylo popsáno na straně 16. Z povahy tohoto přístupu nemá smysl
uvažovat náhodné procházení trénovací množiny.
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Cílem druhé části experimentů s dopřednou sítí je zkoumat toleranci naučené sítě vůči
nepřesnostem a náhodným chybám ve vstupu, přičemž chceme mezi sebou srovnat dva
zmíněné způsoby prezentace znaků (prostou bitmapou a Huovými momenty). Experimenty
spočívají v prezentaci zašuměných vzorů z trénovací množiny naučené síti a vyhodnocení
výsledků klasifikace.
Huovy momenty
Momenty v oblasti počítačového vidění rozumíme příznaky obrazu reflektující jeho sta-
tistické vlastnosti (např. rozložení obrazových bodů vůči těžišti, relativní nepoměr výšky
a šířky ap.). Huovy momenty jsou RTS invariantní, což znamená, že při libovolném otočení,
posunutí a zvětšení/zmenšení obrazu zůstane hodnota momentů stejná1. To je z hlediska
rozpoznávání znaků výhodné, jelikož není třeba se zabývat velikostí použitého fontu, po-
otočením naskenovaného textu či posunutím obrazu v rámci oblasti, ve které se nachází
rozeznávaný znak. Nicméně je třeba, aby třídy rozpoznávaných objektů (v našem případě
písmena) měly vzájemně dostatečně odlišné hodnoty momentů. Huovy momenty lze vy-
počítat podle vzorců dostupných v [2, 13] a nebudeme se jimi v práci podrobněji zabývat.
4.1.2 Rychlost konvergence metod učení
V tomto experimentu budeme pro zvolené metody učení dopředné sítě sledovat časový vývoj
chyby sítě. Chybu počítáme ze všech vzorů ~xp trénovací množiny na konci epochy jako
E =
P∑
p=1
nL∑
i=1
(
yLi − xpi
)2
(4.1)
Parametry sítě a učení pro experimenty volíme následovně: koeficient učení k = 0.5, jedna
skrytá vrstva o 30ti neuronech, počet epoch učení 10 000, resp. 50 000 v závislosti na způsobu
prezentace znaků síti – pro učení bez předzpracování (učí se přímo bitmapa) 10 000 epoch,
resp. pro učení s předzpracováním ve formě výpočtu Huových momentů 50 000 epoch. Epo-
chami rozumíme nepřekrývající se časové úseky učení, během nichž je každý vzor trénovací
množiny prezentován síti právě jednou a učení probíhá dle konkrétní metody učení.
Na parametru k a počtu skrytých neuronů pro účely srovnání rychlosti metod učení
příliš nezáleží, k volíme dle obecného doporučení [12]. Co se týče počtu skrytých neuronů,
dle teoretických doporučení by v závislosti na velikosti trénovací množiny a počtu tříd pro
klasifikaci bylo možné užít i více neuronů (okolo dvojnásobku počtu rozlišovaných tříd [8]),
nicméně s ohledem na dobu trvání testů volíme 30 neuronů jako kompromisní velikost skryté
vrstvy. Délka učení (tj. počty epoch) byla volena tak, aby při ní síť dosáhla dostatečně
nízké chyby, ideálně takové, že lze síť považovat za přetrénovanou, kdy další učení již nemá
smysl. Pro učení znaků v podobě momentů byla hodnota chyby optimálního konce učení
(tj. chyby, při které je součet chyby trénovacích a testovacích dat nejmenší) pro parametry
k = 0.5 a 30 skrytých neuronů experimentálně stanovena řádově na 16–22, což je se značnou
rezervou při učení trvajícím 50 000 epoch splněno. Při učení znaků ve formě bitmap výsledky
v kapitole 4.1.3 naznačují, že počet epoch by mohl být vyšší než zvolených 10 000, nicméně
z důvodů výpočetní náročnosti učení nebylo možné volit vyšší hodnotu. Pro každou metodu
učení a každý způsob prezentace znaků síti bylo provedeno měření časového vývoje chyby
sítě celkem 20krát, aby bylo možné učinit statisticky vypovídající závěry.
1Zkratka RTS je složena z prvních písmen anglických slov rotation, translation a scale znamenajících
otočení, posunutí a změnu velikosti.
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Výsledky měření jsou zpracovány v Tabulce 4.1 a na Obrázcích 4.3.
Typ učených dat
Bitmapa Huovy momenty
Základní metoda 0.103452± 0.299998 1.6074± 1.1722
Modifikovaná metoda 0.103368± 0.300031 0.3348± 0.2692
Dávkové učení 70.200666± 3.340114 52.4096± 9.7202
Tabulka 4.1: Chyba sítě po daném počtu epoch ve tvaru (průměr ± směrodatná odchylka).
Chyba je počítána dle vztahu (4.1), kde počet výstupních neuronů je nL = 26 (počet velkých
anglických písmen) a každé písmeno má v trénovací množině tři zástupce, tedy P = 3 · 26.
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Obrázek 4.3: Časové průběhy chyby sítě během učení (U každé metody byl z dvaceti průběhů
vybrán ten s nejnižší konečnou chybou.)
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Zjištění
Ze srovnávaných metod nejrychleji konvergovala modifikovaná metoda učení a zároveň do-
sahovala po stanoveném počtu epoch pro oba způsoby prezentace znaků v průměru nejnižší
konečné chyby sítě, což je v souladu s informacemi uváděnými v [8, 12]. Mírnou nevýhodou
modifikované metody je oscilace chyby, která je výraznější než u základní metody, jak je
patrné z Obrázku 4.3(b).
Časový průběh chyby základní metody je v případě prezentace znaků jako bitmap téměř
shodný s modifikovanou metodou (Obrázek 4.3(a)), nicméně v případě prezentace Huo-
vých momentů, kdy v průběhu učení klesá chyba pomaleji, dosahovala základní metoda
v průměru téměř pětinásobné konečné chyby (přesně 4.8) oproti modifikované metodě, jak
vyplývá z Tabulky 4.1. Rovněž je z Obrázku 4.3(b) patrné, že modifikovaná metoda byla
během celého učení rychlejší.
Dávkové učení při našich experimentech vykazovalo mnohonásobně pomalejší konver-
genci oproti zbylým dvěma metodám a jeví se pro naše účely jako nepoužitelné. V případě
učení znaků jako bitmap dokonce chyba sítě klesala po většinu času natolik pomalu, že se
v grafu jeví jako konstantní (Obrázek 4.3(a)).
Z naměřených údajů (Obrázek 4.3) je vidět, že chyba sítě v průběhu učení klesala
v případě prezentace znaků jako bitmap mnohem rychleji než při prezentaci v podobě
Huových momentů. Malou rychlost poklesu chyby při prezentaci Huových momentů lze
vysvětlit tak, že vstupních hodnot sítě je malý počet (pouhých 7 momentů; při prezentaci
bitmapou má vstupní vektor 640 hodnot) a navíc jsou si momenty pro různá písmena velmi
podobné (toto plyne z následujícího experimentu s dopřednou sítí), takže je zobecňování
pro síť obtížnější a učení probíhá pomaleji.
4.1.3 Odolnost vůči šumu
Měření odolnosti naučené sítě vůči náhodnému šumu bylo provedeno pro sítě obsahující
10, 25, 50 a 100 skrytých neuronů, přičemž v každé konfiguraci uvažujeme pouze síť nau-
čenou na takovou hodnotu chyby, při které jsou její výsledky testu nejlepší. V případě
prezentace znaku jako bitmapy byla hodnota optimální chyby pro ukončení učení vybrána
na základě empirických pokusů z intervalu (0.0001, 20); v případě prezentace znaků ve formě
Huových momentů jsme pro dosažení stejného efektu (vyhnutí se přeučení) užili třetinu tré-
novacích vzorů jako testovací data a síť byla naučena na minimální chybu danou součtem
přes trénovací a testovací množinu.
Testování odolnosti vůči šumu bylo provedeno na sadě trojic ručně psaných velkých pís-
men anglické abecedy (Obrázek 4.1), šum byl zkoumán v rozsahu 0–25 % s krokem 0.25 %
(pro představu některé hladiny šumu zachycuje Obrázek 4.2). Při konkrétní hodnotě za-
šumění byl pro každý znak proveden pokus o rozpoznání 20krát. Výsledná úspěšnost klasi-
fikace při určité úrovni šumu je pak dána jako podíl počtu testů, u kterých byly zašuměné
znaky správně rozpoznány, a počtu všech testů. Cílem je pro dané dva způsoby prezentace
znaků (bitmapou a Huovými momenty) srovnat toleranci sítě vůči nepřesnostem a náhod-
ným chybám.
Výsledky měření jsou zpracovány v grafech na Obrázku 4.4.
Zjištění
Srovnáním grafů na Obrázcích 4.4(a) a 4.4(b) je na první pohled patrné, že síť naučená na
prezentaci znaků v podobě bitmap bez jakéhokoli předzpracování vykazuje výrazně vyšší
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Obrázek 4.4: Úspěšnost rozpoznání znaků sítěmi s různým počtem skrytých neuronů při
prezentaci náhodně zašuměných naučených vzorů. Síť byla v každém případě naučena na
takovou chybu z intervalu (0.0001, 20), aby při daném počtu skrytých neuronů dosáhla
v testu nejlepšího možného výsledku. (Poznámka: V případě prezentace znaků jako bitmap
nemuselo být pro sítě s 25, 50 a 100 skrytými neurony dosaženo maximální možné odolnosti
vůči šumu, jelikož z důvodů výpočetní náročnosti nebylo provedeno učení na hodnoty ko-
nečné chyby sítě menší než 0.0001. Přitom pro tuto chybu síť při daných počtech neuronů
vykazovala nejlepší výsledky.)
odolnost vůči náhodnému šumu, než pokud jsou znaky síti prezentovány ve formě Huových
momentů. To je samozřejmě do jisté míry způsobené tím, že náhodný šum má za následek
pouze změnu hodnot jistého procenta pixelů. Pokud bychom do pokusů zahrnuli také rotace
a posunutí naučených vzorů, je pravděpodobné, že by došlo k výraznému poklesu úspěšnosti
sítě naučené na prosté bitmapy. Tuto nevýhodu by částečně bylo možné eliminovat vhodným
předzpracováním bitmapy např. vycentrováním.
V případě prezentace znaků v podobě bitmap je patrné (viz. Obrázek 4.4(a)), že 10 skry-
tých neuronů je málo na efektivní naučení daných trénovacích dat. Zajímavé je, že rozdíly
odolnosti vůči šumu mezi sítěmi obsahujícími 25, 50 a 100 skrytých neuronů nejsou v kon-
textu relativně vysokého rozdílu ve složitosti sítí natolik výrazné, ačkoli platí, že složitější
síť dosahuje lepších výsledků. V případě prezentace znaků ve formě Huových momentů
z experimentů vyplynulo (viz. Obrázek 4.4(b)), že počet skrytých neuronů nemá v našem
případě znatelný vliv na schopnost sítě naučit se korektně rozpoznávat zašuměná trénovací
data. Dále je vidět, že už pro velmi nízké hodnoty šumu vykazuje síť naučená na Huovy
momenty velmi špatnou odolnost vůči šumu ve vstupních datech.
Výsledky experimentů dále naznačují, že rozpoznávání ručně psaných znaků pouze na
základě Huových momentů je velmi nespolehlivé, a to dokonce i v případě, kdy se jedná
o relativně malou množinu znaků (uvažujeme pouze velká tiskací písmena anglické abecedy)
napsaných stejným člověkem, kdy by odchylka mezi několika exempláři stejného písmena
měla být minimální. Zlepšení by patrně bylo možné dosáhnout přidáním dalších příznaků,
jelikož hodnoty sedmi Huových momentů jsou si, dle průběžného experimentování s imple-
mentovaným programem a dle výsledků testů odolnosti vůči šumu, pro některá písmena
velmi podobné. Síť je např. schopná s poměrně vysokou pravděpodobností správně rozpo-
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znat libovolně natočené znaky
”
A, B, M“, nicméně u mnoha ostatních znaků je odezva
sítě chybná, mnohdy dokonce přímo pro přesnou kopii vzoru z trénovací množiny. Lepších
výsledků by rovněž bylo patrně dosaženo pro strojově tištěné dokumenty (ideálně pouze
s jedním typem písma), protože v nich by hodnoty momentů pro jednotlivé znaky měly
být při dostatečně vysokém rozlišení teoreticky vždy stejné, což však nelze říci o člověkem
napsaných znacích, mezi kterými vždy existuje jistá odchylka.
Veliká odolnost sítě vůči šumu v případě učení prostých bitmap vybízí k myšlence užít
dopřednou síť jakožto zvláštní typ asociativní paměti odolné vůči chybám ve vstupních
datech (tj. při adresaci). Bohužel takový způsob aplikace dopředné sítě nebyl v žádném
z dostupných zdrojů popsán a prozkoumání možností může být předmětem další práce
(při prvotním srovnání s autoasociativní pamětí v podobě Hopfieldovy sítě bylo dosaženo
povzbudivých výsledků). Zřejmá limitace navrhované paměti by byla, že již před samotným
učením sítě je nutné mít k dispozici všechna data, která se mají
”
uložit“ a po naučení
lze paměť pouze číst. Zároveň by bylo třeba mít externě uloženy všechny naučené vzory,
jelikož výstupem sítě je pouze klasifikace vstupu, nikoli konkrétní obraz uložených dat. Další
požadavky by byly zřejmě kladeny na dostatečnou minimální Hammingovu vzdálenost všech
dvojic učených vzorů a maximální počet uložitelných vzorů v závislosti na složitosti sítě
(tj. na počtu skrytých neuronů).
4.2 Optimalizace – Problém obchodního cestujícího
Optimalizačním problémem rozumíme úlohu, jejímž cílem je nalézt řešení odpovídající žá-
doucímu extrému cenové funkce (ideálně globálnímu extrému), která je ohodnocením kvality
řešení úlohy, a přitom dané řešení splňuje stanovené podmínky. V praxi se s danými úlohami
setkáváme např. v ekonomii, při návrhu rozmístění komponent v integrovaném obvodu, plá-
nování výroby či logistiky. Volba veličiny reprezentující cenu je závislá na povaze řešeného
problému a může představovat např. uraženou vzdálenost, výrobní náklady či množství spo-
třebované plochy na čipu. Formálně je optimalizační problém matematicky definován jako
hledání ideálně globálního minima (příp. maxima) cenové funkce F při splnění omezujících
podmínek C:
nalezni ~x : F (~x) je minimální ∧ C(~x) je splněno
Daná třída problémů se vyznačuje vysokou časovou složitostí, kvůli čemuž jsou klasic-
kými metodami prohledávání stavového prostoru řešitelné pouze v relativně malém roz-
sahu, nicméně je zaručeno nalezení nejlepšího řešení. Soft-Computing nabízí jiné způsoby
řešení problémů většího rozsahu v kratším čase. Negativní vlastností daných metod je, že
nezaručují nalezení nejlepšího řešení, příp. platného řešení vůbec. V praxi je však často
plně dostačující řešení, které se optimálnímu blíží (relativní rozdíl pohybující se v jednot-
kách procent). V této práci se bude zabývat možným přístupem k řešením optimalizačního
problému obchodního cestujícího s užitím spojité Hopfieldovy sítě a Kohonenovy mapy.
Problém obchodního cestujícího (anglicky traveling salesman problem či jen TSP) je for-
málně definován jako hledání nejkratší Hamiltonovské kružnice ohodnoceného grafu. Uzly
daného grafu tvoří jednotlivá města, ohodnocení hrany mezi dvojicí měst odpovídá délce
cesty mezi nimi. Cílem tedy je, aby bylo každé město (s výjimkou výchozího) navštíveno
právě jednou, cesta končila ve výchozím bodě a uražená vzdálenost byla minimální. Při-
tom vektor ~x ve formální definici optimalizační úlohy vyjadřuje pořadí navštívených měst,
hodnota F (~x) je délka dané cesty a C(~x) je platné pouze pro taková ~x, kdy je každé město
s výjimkou počátečního navštíveno právě jednou.
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4.2.1 Spojitá Hopfieldova síť
Chceme-li řešit TSP spojitou Hopfieldovou sítí, musíme nejprve zavést pro síť vhodnou
reprezentaci problému. Ta je dle [4] taková, že máme-li n měst, pak má síť n2 neuronů
uspořádaných v matici o rozměrech n × n. Neurony v jednom řádku reprezentují jedno
město, neurony ve sloupci pořadí zastávky v cestě. Pro účely indexace prvků matice se
zavádí značení ve tvaru uai, yai, . . . , přičemž např. yai značí aktivitu neuronu představující
informaci o tom, zda bude město a navštíveno jako i-té v pořadí.
V průběhu vyhodnocení spojité Hopfieldovy sítě se aktivita neuronů yai mění tak, že
dochází k minimalizaci energie sítě. Proto problém TSP popisujeme prostřednictvím funkce
energie, ze které lze následně odvodit hodnoty jednotlivých vah a přikročit k samotnému
řešení. Formulace funkce energie pro TSP je dle [4] následující:
E =
A
2
∑
a
∑
i
∑
j 6=i
yai · yaj+ různá pořadí navštívení stejného města
B
2
∑
i
∑
a
∑
b6=a
yai · ybi+ různá města na stejné pozici v cestě
C
2
(∑
a
∑
i
yai − n
)2
+ vynucení navštívení právě n měst
D
2
∑
a
∑
b6=a
∑
i
dab · (yb,i+1 + yb,i−1) minimalizace uražené vzdálenosti
(4.2)
kde a, b představují města, i, j pořadí navštívení měst, n je počet měst, dab vzdálenost měst
ab a A,B,C,D jsou vhodně zvolené konstanty. Následuje vysvětlení významu jednotlivých
členů funkce energie, přičemž při popisu předpokládáme, že se síť nachází ve stavu nízké
energie a představuje platné řešení TSP. První člen v rovnici zajišťuje, že z neuronů téhož
řádku bude aktivní nejvýše jeden, takže na sebe neurony vzájemně působí inhibičně – v TSP
nelze vícekrát navštívit stejné město. Druhý člen je obdoba prvního členu pro neurony ve
stejném sloupci matice – více měst nemůže být navštíveno současně (být na stejném pořadí
v cestě). Třetí člen vyjadřuje skutečnost, že každé město musí být navštíveno právě jed-
nou, takže stav sítě reprezentující cestu s méně nebo naopak více zastávkami má vyšší
energii. Poslední člen reflektuje vzájemné vzdálenosti měst a tím konkrétní variantu pro-
blému obchodního cestujícího. Dále poslední člen vyjadřuje skutečnost, že neuron na i-té
pozici cesty je inhibován neuronem v cestě bezprostředně předcházejícího, resp. následují-
cího města (pozice v cestě i − 1, resp. i + 1), přičemž nejméně se takto inhibují neurony
představující vzájemně blízká města. Ve výsledku je tedy nejméně penalizováno z hlediska
celkové energie takové řešení, které má součet vzdáleností mezi popořadě navštívenými
městy nejmenší.
Derivací vztahu pro energii Hopfieldovy sítě (4.2) dle rovnosti duai/ d t = −∂E/∂yai
podle [8] získáme rovnici pohybu pro TSP a z ní lze následně odvodit hodnoty vah pro
každou dvojici neuronů následovně [4]:
wai,bj = −A · δab(1− δij) inhibice v rámci řádku
−B · δij(1− δab) inhibice v rámci sloupce
−C globální inhibiční člen
−D · dab(δi−1,j + δi+1,j) inhibice úměrná vzdálenosti na cestě sousedních měst
(4.3)
kde δxy je Kroneckerova delta funkce nabývající hodnoty 1 pro x = y, jinak hodnoty 0.
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Rovnice pohybu neuronu má tvar:
duai
d t
= −uai +
∑
b
∑
j
(wai,bj · ybj) + Iai
kde wai,bj je hodnota určená dle rovnice (4.3) a Iai je kladná hodnota odpovídající prahu
neuronu volená jako nC, kde n je větší nebo rovno počtu měst (nejvýše dvounásobek) [4].
Rozšíření Hopfieldovy sítě
Hopfieldova síť, jak byla popsána v originální práci [4], vykazuje velmi špatnou konvergenci.
Při své práci měli Hopfield a Tank pro 10 měst dosáhnout v 16ti pokusech z 20ti nalezení
platné TSP cesty (tj. byla navštívena všechna města právě jednou), přičemž se ve většině
případů mělo jednat o řešení blízké optimálnímu. Při svých pokusech o reprodukci těchto
výsledků však síť při stejných parametrech dospěla pouze v 7 % případů k platnému řešení,
přičemž délka cesty nebyla nikdy zdaleka optimální. Jiným autorům se při obdobných po-
kusech mělo povést dosáhnout konvergence v 15 % případů, což je však stále neuspokojivé,
a kvalita nalezených řešení se podle nich blížila zcela náhodně vybrané cestě [10]. Proto byly
v minulosti mnoha výzkumníky navrženy různé modifikace Hopfieldovy sítě, které mají za
cíl zlepšení jejího chování. V práci bude užita jistá obměna rozšíření pana doc. Zbořila.
Zvolené rozšíření Hopfieldovy sítě vychází z pozorování častého jevu, kdy se při vyhodno-
cování sítě v jednom řádku, příp. sloupci, navzdory omezením vyplývajícím z funkce energie
vyskytují dva aktivní neurony a v jiném řádku, příp. sloupci, není aktivní žádný neuron.
Funkce energie totiž kromě žádoucích lokálních minim představujících platná řešení obsa-
huje také řadu lokálních minim, která nejsou platným řešením TSP. Ukazuje se proto být
výhodné přidat do sítě dodatečné neurony, které vynutí, aby byl v každém řádku a sloupci
právě jeden neuron aktivní. Realizace může být taková, že pro každý řádek a je přidán
neuron, jehož výstup je dán jako
yrowa = 1−
∑
i
yai
Hodnota yrowa je pak přidána jako další vstup všech neuronů v řádku a, váha tohoto vstupu je
n·C (tedy stejná hodnota jako práh neuronu Iai). Logika je taková, že není-li v řádku aktivní
žádný neuron, je de facto zdvojnásoben externí vstup Iai (práh) každého neuronu na řádku.
Pakliže se v řádku nachází právě jeden aktivní neuron, pak yrowa = 0 a situace odpovídá
původnímu Hopfield-Tankovu modelu. Pokud je v řádku více než jeden neuron aktivní, jsou
všem neuronům řádku de facto sníženy externí vstupy Iai, takže aktivita neuronů s časem
slábne. Analogicky je popsaná modifikace aplikována na neurony ve sloupcích.
4.2.2 Kohonenova mapa
V případě řešení problému obchodního cestujícího Kohonenovou mapou je přístup takový,
že neuron má dvourozměrný váhový vektor odpovídající pozici neuronu v rovině a každý
neuron představuje místo, kterým obchodní cestující projde (ve správně naučené síti tedy
neurony splývají s městy). Kohonenova vrstva má jednorozměrnou kruhovou topologii,
což odpovídá požadované uzavřené cestě, a mluvíme o okolí neuronu ve smyslu
”
před-
chozí/následující neuron na cestě“ ap.).
Pro řešení je klíčová schopnost Kohonenovy sítě samoorganizovat se. Samotné učení
probíhá tak, že jsou síti prezentována města v náhodném pořadí, pro každé je v Kohone-
nově vrstvě vybrán vítěz (neuron, jehož váhový vektor je nejblíže xy souřadnicím daného
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města) a je proveden krok učení. V učicím kroku je vítězný neuron přitáhnut k danému
městu a stejným způsobem jsou ovlivněny i neurony v topologické blízkosti vítěze – neurony
představující předchozí a následující zastávku v cestě, předpředchozí atd. Míra ovlivnění
okolních neuronů přitom klesá exponenciálně v závislosti na topologické vzdálenosti d da-
ného neuronu od vítěze dle exp(−d(x, i)2/λ); topologickou vzdáleností rozumíme rozdíl
pozic neuronů ve zvoleném uzavřeném kruhu, váhové vektory nehrají žádnou roli. Poloměr
okolí λ a koeficient učení k jsou v průběhu učení geometricky snižovány násobením kon-
stantami ∆k,∆λ blížícími se zleva jedničce. Na počátku nabývají k a λ relativně vysokých
hodnot a dochází k reorganizaci sítě v globálním měřítku. V této fázi síť v ideálním případě
získá přibližný tvar výsledného řešení. V pozdější fázi se koeficient učení a poloměr okolí
sníží natolik, že dochází k jemné organizaci a to pouze na úrovni jednotlivých neuronů (nebo
nejvýše bezprostředních sousedů) – provádí se lokální úpravy v rámci sítě a hrubé řešení se
zjemňuje. Popsaný průběh učení do jisté míry připomíná filozofii simulovaného žíhání.
Základní podobu algoritmu učení Kohonenovy sítě je možné obohatit o dynamické při-
dávání a odebírání neuronů [6]. Učení je prováděno v iteracích, kdy v jedné iteraci je každé
město prezentováno síti právě jednou. Pokud bude některý neuron v rámci iterace vybrán
násobně jako vítěz, znamená to, že v dané oblasti je neuronů nedostatek a bude přidán
nový neuron – fyzicky (rozumíme xy souřadnice) do oblasti mezi vítěze a příslušné město,
z hlediska topologie Kohonenovy vrstvy na tu stranu vítěze (před nebo za), aby byla délka
výsledné cesty po vložení minimální. Pakliže naopak neuron v rámci jistého počtu po sobě
jdoucích iteracích není vítězem ani jednou, je ze sítě vyřazen.
Jinou možností navrhovanou v [1] je v průběhu učení počet neuronů neměnit a až
po skončení jednorázově provést postprocessing v podobě následujících tří kroků: smazání
neuronů nepřiřazených žádnému z měst, přidání nových neuronů do nenavštívených měst
a jeden průchod algoritmem 2-opt. Tato modifikace Kohonenovy mapy není v práci použí-
vána, nicméně se stala inspirací pro navržení vlastního vylepšení. Parametry učení uvedené
v dané publikaci byly užity při prvotních experimentech s Kohonenovou mapou.
Vlastní vylepšení modifikované Kohonenovy sítě
Při vlastních pokusech byla vymyšlena výhodná modifikace postupu učení Kohonenovy sítě
pro TSP z [6]. Jádrem rozšíření je začínat učení s mnohem méně neurony, než jaký je počet
měst (asi 10 %), a volit minimální interval přidání nového neuronu (v počtu iterací).
S popsaným rozšířením lze překvapivě jednoduše docílit dobrých výsledků při každém
učení i pro relativně složitý problém (stovky měst). Na počátku učení obsahuje síť výrazně
méně neuronů, než kolik je měst. Lze říci, že v úvodní fázi učení dochází v důsledku malého
počtu neuronů ke shlukování (aproximace hustoty rozložení měst) a uzavřený lineární řetě-
zec neuronů tak získává velmi přibližnou podobu výsledné cesty. S přibývajícími neurony
a zmenšujícím se okolím dospěje síť do mezistavu, kdy cesta již má všechny význačné cha-
rakteristiky hledané výsledné cesty (všechny větší záhyby ap.). V konečné fázi je poloměr
okolí velmi nízká hodnota a zpravidla na mnoha místech dochází k
”
přetahování“ o jeden
neuron mezi dvěma či více městy. V této fázi se uplatní vytváření nových neuronů, což
má po dostatečném počtu iterací za následek přiřazení neuronu každému z měst. Změny se
přitom díky zanedbatelnému poloměru okolí dějí výhradně na lokální úrovni, takže celkový
tvar výsledné cesty není ovlivněn. Koeficient učení je stále dostatečně veliký, aby si města
vytvořené neurony mohla k sobě přitáhnout. Výsledkem procesu učení je cesta, která se
zpravidla blíží optimální (při pokusech byly nalezené cesty průměrně delší oproti optimální
nejhůře o 8 %, přesné výsledky jsou v kapitole 4.2.4).
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Algoritmus: Učení Kohonenovy sítě s dynamickým přidáváním/ubíráním neuronů
včetně vlastních vylepšení.
inicializace – vytvoř asi 0.1 · počet měst neuronů a náhodně je rozmísti
while nedosažen limit iterací do
náhodně promíchej pořadí výběru měst
foreach město do
vítěz := městu nejbližší neuron
if vítěz už pro jiné město v iteraci vyhrál then
if dostatečný počet iterací nebyl přidán nový neuron then
vytvoř nový neuron s váhovým vektorem w = (wvitez + wmesto)/2
vlož nový neuron do kruhu před/za vítěze dle kratší výsledné cesty
vítěz := nový neuron
proveď učicí krok pro vítěze a neurony z jeho topologického okolí
foreach neuron do
if neuron nebyl dlouho vítězem then
odstraň neuron
sniž k a λ (k := k ·∆k, λ := λ ·∆λ)
Poznámka k algoritmu: Pravdivostní hodnota podmínky neuron nebyl dlouho vítězem
se odvíjí od zvoleného počtu bezprostředně následujících iterací, po kterých je neuron od-
straněn nebyl-li ani jednou vítězem. Obdobně je podmínka dostatečný počet iterací nebyl
přidán nový neuron závislá na zvoleném minimálním intervalu mezi přidáním dvou neuronů
(tzn. po přidání neuronu nemůže být během stanoveného počtu následujících iterací přidán
jiný neuron). Tyto dvě zvolené hodnoty považujeme za další parametry učení.
Řešení TSP pomocí uvedeného algoritmu je význačné tím, že při každém učení je na-
lezena obdobná cesta a tato cesta je vždy platná (prochází každým městem právě jednou).
Výsledky testů uvedené dále v práci naznačují, že síť nachází dobrá řešení (liší se od opti-
málních v řádu jednotek procent).
4.2.3 Výsledky modifikované Hopfieldovy sítě
Při hledání optimálních parametrů pro spojitou Hopfieldovu síť se projevila dříve reporto-
vaná vlastnost, že pravděpodobnost konvergence sítě a míra, o kolik se evetuální nalezené
řešení liší od optimálního, jsou protichůdné [4]. Vyšší pravděpodobnost konvergence do něja-
kého platného stavu lze docílit navýšením hodnoty parametru n. Tento parametr ovlivňuje
prahy neuronů (Iai = nC) a tím míru buzení neaktivních neuronů; když je tedy n vyšší, mají
neurony větší tendenci být aktivní, třebaže jsou ostatními potlačovány (tj. pravděpodobně
není aktivita daného neuronu v optimálním řešení žádoucí) a síť má tendenci zkonvergovat
do v podstatě libovolného lokálního minima reprezentující nějaké platné řešení. Je-li naopak
parametr n malá hodnota, zkonverguje síť většinou do stavů představujících relativně krát-
kou cestu, ale ke konvergenci nedochází tak často. Situaci dokumentuje Tabulka 4.2, která
obsahuje měření pro 10 měst uspořádaných v kruhu a nejkratší cesta odpovídající průchodu
po obvodu je dlouhá 6.18. Měření bylo ve všech případech provedeno 100krát s doporuče-
nými parametry sítě A = B = D = 500, C = 200, n0 = 0.03 [4] a různými hodnotami n.
Z tabulky je dobře patrné, že při nižší hodnotě n nedocházelo k nalezení platného řešení
tak často, ale nalezená cesta byla průměrně kratší. Zároveň se s narůstajícím n prodlužuje
také nejhorší nalezená cesta.
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Parametr n
13 14 15 16 17
Četnost nalezení řešení 36 % 50 % 66 % 82 % 91 %
Průměrná délka cesty 8.589 8.537 9.410 9.455 9.749
Průměrná odchylka od optima 39.0 % 38.1 % 52.3 % 53.0 % 57.7 %
Nejdelší nalezená cesta 10.79 11.79 12.71 12.14 12.91
Tabulka 4.2: TSP pro 10 měst v kruhu – Úspěšnost nalezení řešení TSP a jeho kvalita při
různých parametrech Hopfieldovy sítě. S rostoucím n konverguje síť častěji, ale kvalita
nalezených řešení je menší.
Při vyhodnocení pozorujeme, že síť zpravidla zkonverguje pouze do stavů představují-
cích relativně krátké cesty, přičemž ale dynamika sítě nedovolí, aby výstupy neuronů nabyly
hodnot blížících se 0 a 1. Přitom bylo pozorováno, že když je nalezená cesta delší (méně
optimální), tak se výstupy neuronů v ustálené síti méně blíží krajním hodnotám 0, 1.
Důsledkem tohoto jevu je pozorovaný trend poklesu úspěšnosti konvergence (četnosti na-
lezení řešení) při zmenšování hodnoty n, jelikož ve stavu představujícím méně optimální
řešení se výstupy neuronů do určité míry liší od krajních hodnot 0, 1 (u neuronu nelze
jednoznačně říci, zda je aktivní, anebo neaktivní) a daný neoptimální ustálený stav tedy
není považován za platné řešení TSP. Proto je vhodné zvolit jistou toleranci, v rámci níž
považujeme neuron za aktivní/neaktivní. V našich pokusech byla tato hodnota zvolena 0.2
(tedy neuron je považován za neaktivní, pokud yai < 0.2; obdobně je neuron považován za
aktivní, když yai > 0.8). I tak je však dobře patrný vliv hodnoty parametru n na pravděpo-
dobnost konvervence. Dospěje-li síť do stavu, který reprezentuje platnou cestu (v každém
řádku a sloupci je aktivní právě jeden neuron), je vyhodnocení sítě ukončeno.
Užité rozšíření Hopfieldovy sítě umožňuje zvýšit hodnotu parametru D ovlivňujícího
míru zohlednění délky cesty při hledání řešení, a to, v případě kruhového rozmístění 10ti
měst, bez zjevného negativního vlivu na pravděpodobnost nalezení řešení. Experimenty
dokumentuje Tabulka 4.3 obsahující zpracovaná měření pro problém 10ti měst v kruhu.
Měření bylo ve všech případech provedeno 100krát s parametry sítě A = B = 500, C = 200,
n0 = 0.03, n = 14 a různými hodnotami D.
Parametr D
550 600 650 700 750 800
Četnost nalezení řešení 57 % 52 % 55 % 55 % 57 % 63 %
Průměrná délka cesty 8.295 7.272 6.697 6.322 6.317 6.251
Průměrná odchylka od optima 34.2 % 17.7 % 8.4 % 2.3 % 2.2 % 1.2 %
Nejdelší nalezená cesta 11.64 9.41 11.18 7.30 8.41 7.23
Tabulka 4.3: TSP pro 10 měst v kruhu – Vliv parametru D na kvalitu nalezeného řešení.
S rostoucím D jsou nacházeny kratší cesty bez pozorování vlivu na pravděpodobnost kon-
vergence.
Výsledky dosažené Hopfieldovou sítí jsou citelně horší, pokud uvažujeme větší množství
měst. Projeví se totiž známá limitace Hopfieldovy sítě a sice, že s rostoucím počtem měst je
obtížnější nalézt hodnoty parametrů, pro které jsou nacházena dobrá řešení. Studie [3] dále
uvádí, že s počtem měst neúnosně narůstají koeficienty A,B,C funkce energie (koeficient D
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zohledňující vzdálenosti mezi městy nikoli), takže vnitřní potenciál neuronu a tím i směr,
kterým se síť při vyhodnocení ubírá, je stále méně ovlivňován vzdálenostmi mezi městy
a
”
usilí“ se soustředí na to, aby byla vůbec nalezena platná cesta (tj. v každém řádku
a sloupci byl aktivní právě jeden neuron). Dále se ukazuje, že podprostor parametrů, se
kterými lze dosáhnout relativně časté konvergence sítě, se s počtem měst zužuje [3, 10], takže
volba vhodných parametrů je stále obtížnější a vyžaduje náročné ruční zkoušení. Tabulka 4.4
zachycuje srovnání Hopfieldovy a Kohonenovy sítě pro problémy s různým počtem měst a je
vidět, že výsledky získané Hopfieldovou sítí se s počtem měst rychle zhoršují. Povšimněme
si, že pro 25 měst je průměrná cesta nalezená Hopfieldovou sítí o 15.6 % delší než optimální
a to při úspěšnosti nalezení řešení v pouhých 31 % případů (tedy parametr n je relativně
nízký a nedovolí síti zkonvergovat k horším cestám, jak bylo demonstrováno výše).
kolecko-10 cr-10 cr-25
Hopf. Koh. Hopf. Koh. Hopf. Koh.
Četnost nalezení řešení 63 % 100 % 90 % 100 % 31.0 % 100 %
Průměrná délka cesty 6.251 6.18 12.053 11.805 16.065 14.031
Průměrná odchylka od optima 1.2 % 0.0 % 3.0 % 0.9 % 15.6 % 0.9 %
Nejdelší nalezená cesta 7.23 6.18 13.58 11.85 22.84 14.12
Tabulka 4.4: Srovnání nejlepších výsledků dosažených Hopfieldovou sítí a Kohonenovou
mapou pro několik vybraných rozmístění měst. Označení sloupce
”
kolecko-10“ znamená, že
bylo použito rozmístění měst ze souboru kolecko-10.input (soubor na přiloženém CD).
U rozložení cr-25 neznáme optimální cestu, srovnáváme pouze s nejlepší dosaženou.
Hodnoty Tabulky 4.4 byly získány pro sítě následujících parametrů: Pro problémy
kolecko-10 a cr-10 byly užity parametry Hopfieldovy sítě: A = B = 500, C = 200,
D = 800, n0 = 0.03, n = 14; pro problém cr-25 jako nejvýhodnější kombinace parametrů
bylo vybráno: A = B = 500, C = 200, D = 1000, n0 = 0.03, n = 30.
V případě Kohonenovy mapy byly ve všech třech případech užity parametry (vysvět-
lení parametrů bude v následující kapitole): k = 0.6, λ = 5, ∆k = 0.9995, ∆λ = 0.997,
délka učení = 2500 iterací, počáteční množství neuronů = 1, nejdelší neaktivita = 20 iterací,
interval přidání neuronu = 3 iterace.
Zjištění
Zvolená modifikace Hopfieldovy sítě se dle provedených experimentů nejeví jako vhodný
prostředek pro řešení problému obchodního cestujícího většího rozsahu a dle [6] Hopfieldovy
sítě obecně v porovnání s jinými metodami nevynikají v rychlosti ani v kvalitě nalezených
řešení. Z Tabulky 4.3 je patrné, že při malém počtu měst (10) lze vhodnou volbou parametrů
dosáhnout překvapivě dobrých výsledků (pro 10 měst byly nalezené cesty průměrně o 1.2 %
horší než optimální). Nicméně s narůstajícím počtem měst se výsledky získané Hopfieldovou
sítí rychle zhoršují, jak dokumentuje Tabulka 4.4 – již pro 25 měst byly nalezené cesty i při
nízkém parametru n ve srovnání s výsledky Kohonenovy sítě výrazně horší. Další negativní
vlastností je, že simulace vyhodnocení sítě na počítačí trvá pro více měst výrazně déle,
protože při m městech je počet neuronů m2 a počet vah, se kterými se pracuje, tedy m4.
4.2.4 Výsledky modifikované Kohonenovy mapy
Modifikovaná Kohonenova mapa se ukázala být vhodná pro řešení TSP i ve větším rozsahu.
Schopnosti sítě ilustruje Obrázek 4.5 zachycující významné fáze průběhu řešení problému
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obchodního cestujícího pro 300 měst České republiky. Dobře patrná je počáteční fáze (Ob-
rázek 4.5(a)), kdy je v sítí nedostatek neuronů a hlavním cílem je najít hrubou podobu
cesty – její nalezení umožňuje schopnost samoorganizace, která je pro Kohonenovu síť ty-
pická, a na učení lze v této fázi pohlížet jako na formu shlukování. V přechodné fázi (Obrá-
zek 4.5(b)) nabude hrubá cesta konkrétnější podoby a v důsledku doznívajícího shlukovaní
nově přidané neurony vytvoří všechny pro cestu význačné záhyby. Výsledkem je poměrně
odpovídající kostra cílové cesty. V poslední fázi (Obrázek 4.5(c)) je síť do jisté míry ustálená
a nedochází již k žádným větším změnám (poloměr okolí má zanedbatelný vliv). Dominantní
roli hraje přidávání nových neuronů do míst, kde je jich nedostatek, a výsledkem je cesta
procházející každým městem právě jednou.
Dle lidského posouzení je nalezená cesta Českou republikou dobrou aproximací optimální
cesty, nicméně nejsou k dispozici žádné údaje pro potvrzení této hypotézy. Proto provedeme
exaktní měření na vybraných příkladech z knihovny TSPLIB2, u kterých jsou známé délky
nejlepších dosažených řešení (dále je považujeme za optimální). Pro každý z vybraných
příkladů bylo měření provedeno 20krát, abychom získali statisticky vypovídající hodnoty.
Výsledky experimentů zachycuje Tabulka 4.5, parametry sítě užité v jednotlivých testech
jsou uvedeny v Tabulce 4.6.
Jméno testu
berlin52 pr107 pr152 pr299 u724
Optimální cesta 7542 44303 73682 48191 41910
Průměrný výsledek 8074 46088 76229 50965 45191
Odchylka od optima 7.05 % 4.03 % 3.46 % 5.76 % 7.83 %
Tabulka 4.5: Výsledky modifikované Kohonenovy mapy pro vybrané příklady z TSPLIB
(Číslo ve jméně testu vyjadřuje počet měst.)
Jméno testu
berlin52 pr107 pr152 pr299 u724
Koeficient učení k 0.6 0.6 0.6 0.6 0.6
Poloměr okolí λ 5 5 5 5 5
∆k 0.9995 0.9995 0.9995 0.9997 0.9997
∆λ 0.997 0.997 0.997 0.998 0.998
Počáteční počet neuronů 2 3 3 25 20
Délka učení [iterace] 1500 1500 1600 2800 2500
Interval přidání neuronu [iterace] 4 4 2 3 3
Nejdelší neaktivita [iterace] 20 20 20 20 20
Tabulka 4.6: Parametry učení modifikované Kohonenovy mapy užité při hledání řešení
vybraných příkladů z TSPLIB. (Interval přidání neuronu vyjadřuje, kolik nejméně musí
proběhnout iterací mezi přidáním dvou neuronů; Nejdelší neaktivita vyjadřuje počet po
sobě jdoucích iterací, po kterých je neuron vymazán, není-li během žádné z nich vítězem.)
2TSPLIB je volně dostupná kolekce mnoha zadání problému obchodního cestujícího užívaná jako ben-
chmark metod řešení TSP. Byly vybrány příklady, v nichž je topologie popsána ve formě 2D Euklidovských
souřadnic. Knihovna je dostupná na http://comopt.ifi.uni-heidelberg.de/software/TSPLIB95/.
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(a) Počáteční fáze učení – dominantní je shlukování, hledá se velmi hrubá podoba cesty.
(b) Přechodná fáze učení – cesta zhruba odpovídá výsledku, dále bude klíčové přidávání neuronů.
(c) Finální nalezená cesta.
Obrázek 4.5: Průběh řešení TSP pro 300 měst ČR modifikovanou Kohonenovou sítí. (Užité
parametry sítě: k = 0.6, λ = 5, ∆k = 0.9995, ∆λ = 0.997, počáteční počet neuronů = 30,
interval přidání neuronu = 4 iterace, nejdelší neaktivita = 20 iterací)
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Zjištění
Navržená modifikace Kohonenovy mapy je dle provedených experimentů velmi slibná. Prav-
děpodobně nejzajímavější na ní je průběh hledání řešení – rozdělení na fáze, kde nejprve je
nalezen hrubý tvar cesty a následně jsou doplněny detaily. Obdobné postupy byly při řešení
TSP neuronovými sítěmi zkoušeny, nicméně se jednalo o kombinaci několika technik ve
formě postprocessingu výsledku [1, 10].
Navzdory tomu, že hledání optimálních parametrů modifikované Kohonenovy mapy ne-
byla věnována zvláštní pozornost, bylo dosaženo dobrých výsledků. Je však pravděpodobné,
že plný potenciál sítě nebyl dosažen a další zkoumání možností navržené modifikace Koho-
nenovy mapy je tedy na místě.
Rychlost nalezení řešení se např. pro uvedený případ 300 měst ČR při zvolených pa-
rametrech učení pohybuje pod 15 s na procesoru s frekvencí 2.26 GHz, přičemž dosažení
maximální rychlosti vyhodnocení nebylo prioritou, takže implementaci lze v tomto směru
optimalizovat. Výrazný negativní vliv na rychlost má vizualizace aktuálního stavu sítě,
kvůli které je třeba v každé iteraci kopírovat nezanedbatelný objem dat. Dalšího zrychlení
by bylo možné dosáhnout zkrácením intervalu přidání neuronů v závěrečné fázi hledání
cesty, jelikož v této fázi se síť mění minimálně a spíše
”
čeká“ na postupné přidání dostatku
neuronů, aby bylo projito každé město. Detekovat tuto fázi by bylo možné např. sledováním
souhrnné velikosti změn, které byly v iteraci provedeny (poslední fáze je charakteristická
minimálními celkovými posuny neuronů). Přímočařejší přístup vyžadující asistenci člověka
by byl ruční nastavení čísla iterace, v níž má ke zkrácení intervalu přidání neuronu dojít.
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Kapitola 5
Závěr
V práci byly popsány teoretické základy nutné pro dobré pochopení principů nejpoužíva-
nějších neuronových sítí – dopředné sítě, Hopfieldovy sítě a Kohonenovy mapy. Pozornost
byla věnována rovněž problémům spojeným s jejich nasazením a známým přístupům k řešení
těchto problémů.
V praktické části bylo demonstrováno užití dopředné sítě pro rozpoznávání ručně psa-
ných velkých tiskacích písmen a zjištěno, že navzdory dobrým teoretickým předpokladům
jsou samotné Huovy momenty pro tuto úlohu nevhodné, a to i v případě, že se jedná o písmo
jednoho člověka, díky čemuž by měly odchylky od učených vzorů být minimální. Lepších
výsledků by mohlo být dosaženo přidáním dalších vhodných příznaků, příp. kombinováním
s technikami grafického předzpracování vstupního obrazu. Na druhou stranu se ukázalo, že
dopředná síť při naučení relativně velké množiny binárních vzorů vykazuje při klasifikaci
velmi dobrou odolnost proti náhodnému šumu (dle prvotních pokusů mnohem lepších vý-
sledků, než diskrétní Hopfieldova síť coby autoasociativní paměť) a nabízí se tedy možnost
nasazení této sítě jakožto odolné asociativní paměti. Dostupná literatura podobnou aplikaci
dopředných sítí nezmiňuje a prozkoumání této možnosti může být předmětem další práce.
Dále byl učiněn pokus o řešení problému obchodního cestujícího prostřednictvím spojité
Hopfieldovy sítě a Kohonenovy mapy. U Hopfieldovy sítě byl pozorován markantní rozdíl
v úspěšnosti nalezení řešení a kvalitě těchto řešení při různých hodnotách parametru sítě n
ovlivňujícího buzení neuronů. Také se ukázalo, že s rostoucím počtem měst se nalezené cesty
rychle zhoršují, což je vlastnost popsaná mnoha jinými autory. Z provedeného srovnání
vyplývá, že Kohonenova mapa s navrženou modifikácí podává mnohem lepší výsledky než
užitá Hopfieldova síť. V budoucnu by bylo možné do srovnání zahrnout i další z mnoha
v minulosti navržených rozšíření Hopfieldovy sítě, příp. kombinace těchto rozšíření.
V případě Kohonenovy mapy bylo navrženo nové rozšíření stávajícího konceptu, které
umožňuje rychlé a spolehlivé řešení problému obchodního cestujícího až pro stovky měst
(pro větší problém nebylo vyzkoušeno). Třebaže volba nejvýhodnějších hodnot parametrů
učení sítě nebyla prioritou, podařilo se prostřednictvím sítě při každém běhu na dostupných
příkladech nalézt cestu lišící se od optimální pouze v řádu jednotek procent a je pravděpo-
dobné, že existuje výhodnější kombinace parametrů, se kterými bude síť schopná dosáhnout
lepších výsledků. Experimenty prezentované v této práci naznačují, že Kohonenova síť s na-
vrženou modifikací má z hlediska řešení optimalizačních problémů velmi dobré vlastnosti
a plný potenciál této varianty sítě by měl být detailně prozkoumán.
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Příloha A
Manuál
Pro realizaci experimentů prezentovaných v této bakalářské práci byly v jazyce Java imple-
mentovány následující programové celky:
• nnlib: Knihovna obsahující užité neuronové sítě, komponenty pro vizualizaci a různé
pomocné funkce.
• CharacterRecognition: Program pro rozpoznávání ručně psaných tiskacích znaků.
• TSP: Program demonstrující řešení problému obchodního cestujícího spojitou Hopfiel-
dovou sítí a Kohonenovou mapou.
Zdrojové kódy programů se nachází na přiloženém CD ve složce /programy/src/. Následuje
výčet příkazů s jejich vysvětlením (příkazy musí být spouštěny v adresáři /programy/):
• ant compile: Přeloží všechny programové celky do složky /programy/dest/.
• ant run-recognition: Spustí program CharacterRecognition.
• ant run-tsp: Spustí program TSP.
• ant doc: Vygeneruje programovou dokumentaci do složky /programy/javadoc/.
• ant clean: Smaže všechny produkty překladu.
A.1 Program CharacterRecognition
CharacterRecognition je interaktivní aplikace pro rozpoznávání ručně psaných velkých
písmen anglické abecedy za pomoci dopředné neuronové sítě. Uživatel může prohlížet vzory
trénovací množiny v poli
”
Training set“ a kreslit vlastní písmena do pole
”
Input pattern“.
Kreslení je možné až od doby, kdy je k dispozici naučená síť, a má následující logiku:
stiskem a tahem levého tlačítka myši se vzor kreslí, stiskem a tahem pravého tlačítka myši
se vzor pod kurzorem maže, dvojklik pravým tlačítkem způsobí smazání veškerého obsahu
pole. Stiskem tlačítka
”
Recognize“ je učiněn pokus o rozpoznání znaku v obrázku v
”
Input
pattern“. Výsledky rozpoznávání se objeví v poli
”
Recognition results“ ve tvaru několika
řádků formátu [znak] ~ [číslo], kde znak je velké písmeno anglické abecedy a číslo je
pravděpodobnost, s jakou představuje vložený obrázek daný znak.
Upozornění: Je nutné, aby se v adresáři, ve kterém je program spouštěn, nacházela
složka characters obsahující data trénovací množiny. Pokud není daná složka nalezena,
skončí běh programu chybovým hlášením na standardním chybovém výstupu. Změnou sou-
borů obsažených v této složce je možné ovlivnit obsah trénovací množiny.
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A.1.1 Rozhraní a ovládání
Síť lze učit několika různými metodami prezentovanými v kapitole 4.1.2 (základní metoda –
deterministický průchod trénovací množiny, modifikovaná metoda – výběr vzorů trénovací
množiny v náhodném pořadí, dávkové učení a učení s trénovací a testovací množinou). Dále
je možné volit počet neuronů skryté vrstvy, koeficient učení a kritérium ukončení učení –
dosažení maximální povolené chyby sítě nebo učení po zadaný počet epoch. Znaky mohou
být učeny buď v podobě prosté bitmapy, nebo v podobě Huových momentů (volí se v horní
liště menu, položka
”
Preprocessing“).
Pro účely testů provedených v rámci bakalářské práce umožňuje aplikace provádět také
dávkové testování odolnosti aktuálně naučené sítě vůči šumu.
Program si mezi jednotlivými běhy ukládá do souboru recognition.ini v pracovním
adresáři naposled užitou konfiguraci (ve smyslu hodnot parametrů, neuronová síť jako ta-
ková se neukládá).
Obrázek A.1: Uživatelské rozhraní aplikace CharacterRecognition.
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Popis uživatelského rozhraní dle Obrázku A.1:
1. Zobrazení vzorů trénovací množiny.
2. Učení sítě.
2.1. Kritérium ukončení učení.
3. Způsob prezentace znaků síti (bitmapami nebo v podobě Huových momentů).
4. Ruční kreslení znaků pro rozpoznání.
4.1. Šířka kreslené čáry.
4.2. Tlačítko pro rozpoznání nakresleného znaku.
5. Výsledky rozpoznávání (řádky ve tvaru [znak] ~ [pravděpodobnost]).
6. Bližší informace o probíhající operaci (učení, testování odolnosti vůči šumu ap.).
7. Automatizované testování odolnosti aktuálně naučené sítě vůči šumu.
A.2 Program TSP
Aplikace TSP vizualizuje průběh řešení problému obchodního cestujícího modifikovanou
Hopfieldovou sítí a Kohonenovou mapou. Aby bylo možné měnit hodnoty parametrů a spou-
štět vyhodnocení (resp. učení) sítě, je třeba nejprve načíst datový soubor *.input se sou-
řadnicemi měst (horní menu
”
File“ →
”
Load cities“). Ukázková sada datových souborů se
nachází ve složce /programy/tsp-maps/. Soubor je zpracováván po řádcích, přičemž na
každém řádku jsou očekávány údaje o jednom městě ve tvaru:
<název-města> mezera(y) <y-souřadnice> mezera(y) <x-souřadnice>
kde <název-města> může obsahovat libovolné znaky včetně mezer, souřadnicí rozumíme
reálné číslo (smí být i v exponenciálním tvaru). Souřadnice se zadávají v pořadí yx, jelikož
je zvykem psát nejprve zeměpisnou šířku a pak délku.
Po úspěšném načtení rozmístění měst je jejich rozvržení v rovině vizualizováno a uživa-
teli je umožněno měnit hodnoty parametrů sítě. Dále je možné spustit vyhodnocení (resp.
učení) sítě a sledovat její vývoj. Tento proces je výpočetně náročný, kvůli čemuž je spuštěn
ve vlastním vlákně a stiskem tlačítka
”
Stop“ je možné jej předčasně ukončit. Poznamenejme,
že Hopfieldova síť má kvůli matici vah v závislosti na počtu měst paměťovou náročnost n4,
kvůli čemuž s ní není možné zkoušet řešit složité problémy.
Program si mezi jednotlivými běhy ukládá hodnoty parametrů do souboru tsp.ini
v pracovním adresáři.
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Příloha B
Obsah CD
Na přiloženém CD se nachází následující adresářová struktura:
• /data-z-mereni/: Datové soubory s naměřenými hodnotami ze všech prováděných
experimentů.
• /programy/bin-cvt/: Implementované programy v binární podobě spustitelné v pro-
středí CVT.
• /programy/src/: Zdrojové kódy implementovaných programů a knihoven.
• /text-prace/: Zdrojový kód technické zprávy ve formátu systému pro sazbu doku-
mentů LATEX včetně všech vkládaných obrázků ap.
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