




























































































































































































































1	Day	 11	ms	 							9.6	sec	 		1.19	sec	
1	Month	 		8	ms	 1620.3	sec	(27	min)	 96.65	sec	(1.6	min)	
•  ~60%	of	queries	scaled	in	proporCon	to	increase	in	triples	
•  ~30%	of	queries	experienced	no	increase	
•  1	query	experienced	exponenCal	increase	
			(350x	–	700x,	depending	on	triple	store)	
Conclusion:	Scaling	to	mul&-year	
ﬂight	periods	does	not	appear	
feasible	unless	mul&-hour	or	mul&-
day	response	&mes	are	acceptable	
Poten&al	Scale-Up	Approaches	
•  Hardware:	triple	‘appliances’	for	storage	&		
																						processing	
•  Algorithm:	beEer	graph	matching	algorithms	
•  SoNware:	beEer	query	planners;	new	indexing	
approaches	
•  Query	reformula&on:	rewrite	queries	
•  Triple	reduc&on:	reduce	graph	search	space	
Query	Reformula&on	
•  SPARQL	queries	can	(in	theory)	be	rewriEen	to	
improve	eﬃciency	
•  Lack	of	transparency	regarding	how	SPARQL	
queries	are	translated	into	code	and	executed	
makes	rewriCng	diﬃcult	
•  Tools	to	assist	with	opCmizaCon	are	missing	
or	poorly	documented		
•  Wanted:	query	plan	inspector,	index	
formulaCon	tools,	performance	monitoring	
•  SQL	performance	analysis	tools	are	mature;	
SPARQL	tools	are	primiCve	(in	our	experience)	
Triple	Reduc&on	
•  Reduce	the	underlying	search	space	by	
modifying	the	representaCon	
•  Undesirable	trade-oﬀ	possible:		
à	trade	representaConal	ﬁdelity	for	eﬃciency	
Example:	representa3on	of		
														Aircra7	Track	Points	
TrackPoint	Representa&on	Tradeoﬀ	
AircraN	Fix	#1	Airc aNTrackPoint		
• 	reporCng	Cme:	2012-09-08T19:03:00	
• 	sequence	number:	31	
• 	ground	speed:	461	
• 	alCtude:	3700.0	
• 	laCtude:	33.6597	
• 	longitude:	-84.495555	
AircraN	Fix	#1	Airc aNTrackPoint		
• 	reporCng	Cme:	2012-09-08T19:03:00	
• 	sequence	number:	31	
• 	ground	speed:	461	
AircraN	Fix	#1	GeographicFix	
• 	alCtude:	3700.0	
• 	laCtude:	33.6597	
• 	longitude:	-84.495555	
hasFix	
vs.	Representa&on	#1	
(2	per	minute:	~70%	of	all	instances)	
Representa&on	#2	
(1	per	minute:	~54%	of	all	instances)	
Current	Status	Update	
•  Have	scaled	up	to	1	month	of	actual	ﬂight	data	
from	the	three	NY	Metropolitan	airports:		
					~257M	triples	
à	considerably	more	than	the	36M/month	
					reported	for	Atlanta	airport	in	the	paper	
	
•  Will	be	re-tesCng	benchmark	queries	against	
this	data,	but	not	easily	comparable	to	exisCng	
data	due	to	changed	geographic	region	
Conclusion:	Adequate	tools	not		yet	available	to	support	
real-world	performance	tuning	for	SPARQL	queries	in	
commercial	triple	stores	
Caveat:	Experience	limited	to	only	2	triple	stores!	
Summary	
•  Described	a	real-world	pracCcal	applicaCon	for	big	
semanCc	data:	integra3on	of	heterogeneous	ATM	data	
•  Reviewed	experiments	performed	to	scale-up	data		
and	measure	impact	on	query	performance	
•  Discussed	some	approaches	to	improving	performance	
(query	reformulaCon	and	triple	reducCon)	
In	the	end	
Can	semanCc	representaCons	scale	to	
accomplish	pracCcal	tasks	using	Big	Data?	
	
(Well,	I’m	s3ll	not	sure…	
to	be	conCnued…)	
