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the presented poster can be found in the Appendix. A subset of the linear algebra and
optimization code developed for this project was submitted and accepted to the open
source Java libraries Apache Commons Math and Hipparchus. The preprocessing,
segmentation, and clinical image classification algorithms described in this dissertation
are currently implemented and executed as an automated clinical imaging pipeline in the
Department of Radiation Oncology at St. Jude Children’s Research Hospital. The work
is in preparation for submission to the journal Neuroinformatics.
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Abstract
This work introduces the Monte Carlo Midsagittal Surface (MCMS) algorithm for
automatic localization of the 3D deformed midsagittal surface in tumor-bearing MR
neuroimages. The algorithm combines anatomical features of the target image with
geometric constraints of the evolving surface to minimize a novel energy function by
simulated annealing. The traced midsagittal surface is then joined with tumor subcompartment segmentation to automatically classify midline-related imaging features
from the Visually Accessible Rembrandt Images (VASARI) feature set. An alternative
approach to deformed midsagittal surface localization is also developed using tissue
output labels from the Freesurfer segmentation suite and compared it to the proposed
MCMS method. The accuracy of the MCMS algorithm, the Freesurfer approach, and two
existing methods are evaluated using ground truth generated from a publicly available
dataset. It is shown that MCMS has the lowest overall median error and performs well in
patients with extreme midline shift and that patients with high midline deformation or
contrast-enhancing tumor crossing the midline have reduced survival time in agestratified survival models. It is shown that MCMS accurately scores these features.
Next, we automate several VASARI, shape, and radiomics metrics associated with
survival in the literature and build a comprehensive random forest survival model to
assess their relative prognostic effects. The relevance of midline features in survival
prediction is observed even in the presence of a moderate number (131) of these other
metrics. The survival model also confirms the importance of several of the additional
features using an independent validation set.
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Introduction
Glioma
Gliomas are tumors of the glial cells in the brain or spine, comprising
approximately 80% of all primary malignant brain tumors [1]. Gliomas are divided into
4 grades (I-IV) of increasing malignancy and growth rate by the World Health
Organization (WHO) [2]. Grades I and II are considered low grade gliomas (LGG),
while grades III and IV are high grade gliomas (HGG). Grade IV glioma, also known as
glioblastoma multiforme (GBM), is the most common type of HGG in adults, accounting
for approximately half of all adult primary brain and CNS cancers [3]. GBM is currently
an incurable disease characterized by aggressive growth and short survival time. Median
survival time with treatment is 15 months, with 5-year survival rate approximately 5%
[4], [5]. Standard treatment of GBM involves surgical resection followed by adjuvant
radiation therapy with concurrent temozolomide chemotherapy [6], [7]. Complete
surgical resection is difficult due to the invasive nature of GBM and its close proximity to
eloquent regions of the brain involved in speech, senses, and motor functions [8].
Without treatment, survival time is typically limited to 2 to 3 months [9], [10]. GBMs
are further subdivided into primary and secondary types. Primary tumors arise de novo
and develop rapidly, while secondary tumors slowly progress from lower grade tumors to
grade IV [11].
A small percentage (5%) of GBM occurrence is associated with familial
conditions, however most are sporadic [12]. A large study (268 patients) did not find any
lifestyle risk factors such as smoking, diet, exercise, occupation, or chemical exposure
[13]. Decades ago, it was hypothesized that electromagnetic radiation from mobile
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phones causes glioma. Large, well-powered investigations have suggested that this is
likely not true, as no increase in the rate of glioma incidence has been observed as the
rate of mobile phone usage has increased to nearly 100% in some countries [14]–[16].
Several reports have made associations between GBM incidence and prior treatment with
radiotherapy [1], [17] while others were unable to detect a significant correlation [13].
Studies of the molecular pathogenesis of GBM have found that mutations resulting in the
abnormal regulation of growth factor signaling pathways in genes such as VEGF, PDGF,
EGF, PTEN, and HGF are frequently observed. However, targeted therapies have not
shown increased survival over the single therapy approach [18].
The median age at diagnosis is 64 years [19], [20]. Several studies have reported
different survival rates between younger and older patients, with older patients having
shorter survival [19], [21], [22]. This variation has been attributed to several factors,
including different disease subgroup (primary in older patients vs secondary in younger),
the inability of older patients to withstand co-morbidities and the additional neurological
insults caused by surgery and chemotherapy [23]–[26]. Diagnosis is 1.5 times more
common in men than women [4], [19]. Racial and ethnic associations are less clear, and
reports vary between studies. GBM incidence is higher in the Western world than in less
developed countries, but this could be due to factors such as underreporting of glioma
cases, varying access to health care facilities, and different practices and criteria for
diagnosis in other regions of the world [3]. Some researchers report that white people are
twice as likely as black people to develop GBM [4], while other studies suggest that this
discrepancy might be due to disparity in medical access or underreporting [20]. A similar
study reports that Asians, Latinos, and white people are more prone than black people
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[27]. Overall survival (OS) time, however, has been shown to be very similar across
races [19], [28].
The clinical presentation of a patient with recently diagnosed GBM depends on
the size, location, the anatomical structures of the tumor. Symptoms of increased
intracranial pressure such as headache, neurological deficits, and seizures are common
[8], [29], [30]. Most patients with primary disease present after short clinical history
ranging between 3 and 6 months, while patients with secondary disease may have clinical
history spanning multiple years [31]. The signs and symptoms can be produced by either
direct or secondary effects. Direct effects, in which brain tissue is destroyed by necrosis,
depend on tumor location and cause focal neurological deficits and cognitive
impairments such as personality change, vision loss, hearing loss, and imbalance [32].
The volumetric growth of the tumor and surrounding edema results in additional
secondary effects such as a shift of intracranial contents, causing headaches and vomiting
[31], [32].

Diagnostic Imaging of Glioblastoma
Diagnosis is aided by radiological images such as Computed Tomography (CT) or
Magnetic Resonance Imaging (MRI). The detailed descriptions of MRI physics and
image acquisition are outside the scope of this thesis. Briefly, MR images or scans are
produced by inducing a strong magnetic field and magnetic field gradient in the patient
and then applying radio frequency (RF) energy to organs or tissues of interest (sample).
The image volume is created by measuring the time from excitation by RF signal to
relaxation, which depends on the structural and magnetic characteristics of the sample
[33]. MRI is the preferred method for diagnostic imaging of GBM and has several
24

advantages over CT, such as high tissue contrast and the delivery of non-ionizing rather
than ionizing radiation as is deposited by CT. However, MRI requires significantly more
time than CT and for the patient to be in a confined space. Moreover, patients with
implanted medical devices may not be able to receive MRI scans due to potential
interference by high strength magnetic fields [33].
Different MRI images are produced by varying the MR acquisition parameters
[Figure 1], and the images produces serve different purposes. The T1 sequence or
channel produces contrast based mostly on longitudinal or magnetic T1 characteristics of
tissues and is utilized to determine anatomical position and morphology. In the brain,
white matter has moderately high signal, gray matter has medium intensity, and
cerebrospinal fluid (CSF) has very low intensity (hypointense) in the T1 sequence.
Pathology may or may not be visible in a T1 image, depending on the composition of the
tumor. When the tumor can be seen in T1, it is usually dark, although not as dark as
CSF. If the tumor has bright regions, it is often due to hemorrhage or protein rich regions
such as cysts [34]. Conversely, the T2 image is based on the transverse or magnetic T2
characteristics of the target tissue. CSF, tumor, and edema (swelling as a response to
treatment or tumor growth) intensities are usually very high (hyperintense). T2 images
aid the delineation Total Abnormal Tumor Volume (TATV), which is the superset of all
pathological tissue components (subcompartments). Specifically,
")"K = L?,MNOPO ∪ $%" ∪ L$%" ∪ %R?ST.
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(1)

The term “tumor” is somewhat ambiguous in common usage. In some contexts, it refers
to the entire TATV volume, while in others it refers to only necrosis, CET, and NCET.
In order to reduce confusion, we will define tumor differently from TATV as

"USNM = ")"K \ %R?ST = L?,MNOPO ∪ $%" ∪ L$%".
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(2)

Figure 1: Axial slices from coregistered MRI volumes from the same patient. The
standard MRI sequences/channels are useful for locating different tissues and tumor
subcomponents. The abbreviations are discussed in the text.
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Figure 2: T1-weighted, gadolinium contrast-enhanced (T1CE) MRI from axial (A),
sagittal (B), and coronal (C) perspectives, showing anterior, posterior, superior, inferior,
right, and left directions in gold letters. The blue crosshairs show the same point from all
3 perspectives.

Contrast enhanced T1 (T1CE) is acquired after intravenous injection with a
contrast enhancing agent such as gadolinium, using similar MRI parameters as the T1
sequence. The T1CE sequence is used to identify vessels and the degradation of the
blood-brain barrier (BBB). The BBB is a semi-permeable membrane that separates
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circulating blood from CNS [35]. Breakdown or degradation of the BBB is associated
with the entry of plasma components, immune cells, and injurious materials into regions
of the CNS where they can cause further neurological insults such as ischemia, infection,
and inflammation [36], [37]. Nearly all GBM display an irregularly shaped, enhancing
ring around a dark, necrotic core on T1CE sequences [31] [Figure 2].
Figure 2 also demonstrates the standard perspectives and anatomical
orientations used in neuroimages. The axial perspective [Figure 2A] displays the left
side of the patient on the right side of the image and anterior (forward-facing) direction
facing upward. From the sagittal perspective [Figure 2B], the patient faces the left, and
the upper parts of the head (superior) are near the top of the image, while the lower parts
of the head (inferior) are near the bottom. Figure 2C shows the coronal perspective,
where the left side of the patient is on the right side of the image. These image
perspectives facilitate diagnosis and observation of 3D pathology and anatomy in
neuroimaging, allowing radiologists to diagnose disease and determine lesion extent and
involvement with normal tissues. Radiation oncologists use these images, along with CT,
to plan radiation therapy to maximize dose to the disease while minimizing dose to
surround healthy tissue. The patient’s skull, spine, eyes, and other nonbrain tissue are
initially also present in MRI. In this work, however, automated means of removing
nonbrain tissue, also known as brain extraction or skull stripping, have been applied to all
MRI.
Fluid-Attenuated Inversion Recovery (FLAIR) MRI sequences are generated by
altering the acquisition parameters to suppress the intensity of fluids. Tissue in the
FLAIR sequence appears similar to that in T2 with the useful exception that CSF and
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other fluids are hypointense rather than hyperintense [33]. This permits the detection of
edema and infiltrative tumor on the outside or on the periphery of the primary tumor
mass [Figure 3].

Figure 3: FLAIR signal abnormality (red) on the periphery of the tumor mass
and not visible in the T1CE sequence could be edema or infiltrative NCET.

We have seen based on the figures in this section that different tissues and TATV
subcompartments appear with varying brightness levels in the standard MRI sequences.
A qualitative summary of relative intensities by sequence and tissue type are shown in
Table 1. The correlation between intensities across sequences can be in part to
automatically classify or segment the image into various target tissues. Results from
automatic tissue segmentation will be used extensively in later sections of this work.
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Table 1: Relative values of tissue intensities by MRI sequence. Bright and Dark are
synonyms for hyperintense and hypointense, respectively.
Healthy Tissues
Sequence
T1
T1CE
T2
FLAIR

White
Matter
Light
Gray
Light
Gray
Dark
Gray
Dark
Gray

Gray
Matter
Dark
Gray
Dark
Gray
Light
Gray
Light
Gray

TATV Subcompartments

CSF

Necrosis

CET

NCET

Edema

Dark

Dark

Dark
Gray

Dark

Dark

Bright

Dark
Gray
Dark
Gray

Dark
Gray
Dark
Gray

Bright

Bright

Bright

Bright

Bright

Dark

Dark

Bright

Bright

Bright

Deformed Midsagittal Surface Localization
Many characteristics of patient anatomy and pathology displayed in neuroimages
can be automatically captured and quantified. Several of these will be discussed in the
next section. In this section, we discuss the anatomical structure which is the primary
focus of this work: the deformed midsagittal surface (DMS). The DMS separates the
human cerebrum into left and right hemispheres. In healthy individuals, the surface is
approximately planar and passes through the medial plane between the cerebral
hemispheres along the interhemispheric fissure (IF). Midline shift is the deformation of
the medial plane into a nonplanar DMS caused by a mass lesion such as a brain tumor or
injury, causing compression of cerebral structures. Figure 4 shows an example of a
patient in which tumor (blue CET, yellow NCET) on the right side of the brain (left side
of image) has compressed healthy tissue such as the right lateral ventricle and shifted
brain structures to the patient’s left. The green line shows the ideal midline, which is an
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estimate of where the red midline surface was located prior to tumor growth. The volume
between the ideal midline plane and the DMS is the deformation volume. Midline shift is
associated with shorter survival, pronounced neurological deficits, seizures, headaches,
and vomiting [38]–[42]. Clinical features derived from the location of the midline
surface are included in the Visually Accessible Rembrandt Images (VASARI) project for
controlled terminology in human glioma MR images at The Cancer Imaging Archive
[43]. Specifically, the VASARI features indicating whether CET or NCET [Figure 5]
cross the midline surface have been associated with shorter survival time [44], [45] [46].
In order to quantify the amount of deformation caused by patient pathology or score the
midline-related VASARI features, the location of the DMS must be known.
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Figure 4: Tumor on the right side of the patient has pushed midline structures to the
from the ideal midline plane (green), forming the deformed midsagittal surface (red).
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Figure 5: TATV subcompartments can cross the deformed midsagittal surface (white)
and herniate into the contralateral hemisphere. CET (blue) and edema (red) have passed
from the right to the left frontal lobe. NCET (yellow) has not crossed the DMS.

Manually tracing a deformed midline surface in MRI or CT is a time-consuming,
subjective, and error-prone procedure. Efficient and automatic localization of the DMS
in neuroimages may be useful for radiologists and clinicians to diagnose disease and
estimate survival for patients. Rapid, accurate analysis of existing patient image cohorts
may also enable large retrospective studies to be performed in order to evaluate short or
long-term consequences of structural deformation of the brain. Automatic delineation of
the DMS presents several challenges. The intensity profile of the midline varies
considerably within an image volume due to its heterogeneous tissue composition. The
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surface consists of multiple tissues and structures such as cerebrospinal fluid (CSF), the
septum pellucidum (SP), white matter, and gray matter and travels between the lateral
ventricles as well as through the third and fourth ventricles. However, most CSF in the
brain is not part of the DMS, even if located near the ideal midline plane [Figure 6]. The
heterogeneous nature of the DMS makes simple tissue-based segmentation near the ideal
midline insufficient for its localization. While the surface is generally smooth, areas of
high curvature and irregular gradient can exist due to mass or midline shift. Additionally,
MR images with severe structural deformation due to tumor are often difficult to register
to existing brain atlases, making automated tissue segmentation problematic. Points
along the ideal midline or DMS can be used as landmarks to increase the accuracy and
speed of registration, therefore finding the midline prior to atlas registration is perhaps
more useful than using a registered image for tracing the DMS [47], [48].
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Figure 6: Various structures in the brain are filled with CSF, but most are not part of the
deformed midline surface.

Figure 7 shows a T1 axial MRI in which the deformed midsagittal surface is
drawn in white. The profile plots of the colored lines help to illustrate the difficulty of
voxel intensity and tissue-based approaches to DMS localization. Let WB (F) = WB (X, Y, Z)
be the intensity of an image from channel or sequence , at point F. The medial-lateral
(ML) intensity gradient (first partial derivative with respect to the x-axis) can be
approximated by the central finite difference formula

∇\,]^ (F) =

_WB (F)
ℎ
ℎ
≈ W aX + , Y, Zc − W aX − , Y, Zc.
_X
2
2
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(3)

Similarly, medial-lateral intensity curvature AB,CD (F) can be approximated by the second
finite partial derivative with respect to the x-axis:

ℎ
ℎ
W eX + 2 , Y, Zf − 2W(X, Y, Z) + W eX − 2 , Y, Zf
_ d WB (F)
AB,CD (F) ≈
≈
.
_X d
ℎd

(4)

The medial-lateral intensity curvature AB,CD (F) will be used to locate regions of interest
in several components of this work.
The profile plot [Figure 8] of the green line from Figure 7 shows that, in some
parts of the brain, the DMS can be found in voxels with highly negative intensity
curvature in T1, while avoiding nearby CSF. The green line spans several structures,
including the lateral ventricles (dark) and the septum pellucidum (bright), which have
been compressed and shifted due to pressure from the tumor on the patient’s right.
However, less than 2 cm away at the red line [Figure 9], the DMS is located in a region
of positive intensity curvature within CSF. The green and red lines also demonstrate that
the intensity gradient alone is inadequate for tracing the surface. Voxels with high
gradient occur throughout each plot which are not part of the DMS. The next lines show
that curvature alone is also not sufficient. The yellow line [Figure 10] has a region of
high intensity curvature in the compressed lateral ventricle, similar to the high curvature
in the red line for interhemispheric fissure, but the DMS instead passes through an area of
flat intensity in the white matter. The blue and orange lines in Figure 11 and Figure 12,
respectively appear very similar. They are both flat and travel through regions composed
mostly of white matter. The DMS travels through the orange line but not the blue line.
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These plots indicate that intensity, gradient, curvature, and tissue classifications do not
contain enough information on their own for localization.
An additional challenge is that the distance between the tumor and the ideal
midline cannot be used as a reliable metric for DMS localization. The tumor in Figure 7
is located on the extreme right side of the patient, yet it still causes significant midline
deformation. The patient in Figure 13, however, has a tumor located immediately
adjacent to the midline, but it does not cause noticeable deformation of the midsagittal
surface.
The primary contribution of this work is the development of a Monte Carlo
Midsagittal Surface (MCMS) method for DMS localization. To our knowledge, this
is the first automatic, truly 3D method for tracing the midline in brain MRI volumes with
mild to severe surface deformation and without methodological constraints on the
anatomical location of the tumor. VASARI midline features which depend upon accurate
DMS tracing are calculated using the acquired midline surface and random forest [49],
[50] segmented tumor volumes. We also develop and evaluate an additional approach
which acquires the deformed midsagittal surface directly from Freesurfer tissue
classifications [51], [52]. We then compare the accuracy of MCMS with deformed
midlines generated by Freesurfer, the Kullback-Leibler method of Kuijf et al. [53], and
the quadratic surface method of Kalavathi and Prasath [54].
In addition to MCMS, we implement imaging features reported by other
researchers to associate with survival times of HGG patients and compare their
prognostic values with those of the midline-related features. Several of the features that
we implement have not been scored automatically in the literature. Imaging features will

38

be discussed further in the Methods chapter, but a brief illustrative explanation is given
here. We use the term “clinical imaging feature” to refer to aspects of the image which a
radiologist interprets qualitatively without assistance from a computer (aside from
viewing the images themselves on a computer). One example of a clinical imaging
feature is multifocality. Multifocal tumors consist of multiple, disconnected components
and are linked with worse prognosis in HGG [55] [Figure 14]. Assessment of
multifocality can be achieved by visually inspecting the image. While it is possible to
make clinical image classifications manually, there are several advantages in automation.
These include reduction of rater subjectivity, the saving of limited clinician time for more
important tasks, and the interpretation of the features on large datasets or within
automated pipelines. Radiomics is the conversion of a medical image into highdimensional, mineable data [56]. We use the term “radiomics feature” to refer to the
quantitative aspects of an image or object which cannot realistically be calculated by a
human observer. An example is shown in Figure 15. The intensity distributions of the
edema component in the T1CE and FLAIR channels are computed, and a discretized,
S × h gray level co-occurrence matrix is tabulated (explained in the Methods chapter).
The final feature value is the entropy of this matrix. Like clinical imaging characteristics,
many radiomics metrics correlate with survival [57]. We will investigate the survival
associations of established clinical and radiomics features calculated by our own pipeline
on an independent validation set and compare them with those using midline features
calculated by MCMS.
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Figure 7: T1 image from a BRATS 2017 patient with the deformed midline in white.
The other colors are explained in the text.
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Figure 8: Profile plot of the green line in Figure 7. The deformed midsagittal surface is
located in a region of negative curvature between ventricular CSF.
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Figure 9: Profile plot of the red line in Figure 7. The deformed midsagittal surface is
located in a region of positive curvature within the CSF.
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Figure 10: Profile plot of the yellow line in Figure 7. The deformed midsagittal surface
is located in a white matter region with no curvature, despite the presence of a CSF
region with high positive curvature nearby.
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Figure 11: Profile plot of the blue line in Figure 7. The deformed midsagittal surface
does not intersect this line.
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Figure 12: Profile plot of the orange line in Figure 7. Despite appearing very similar to
Figure 11, the deformed midsagittal surface does pass through this line.
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Figure 13: The DMS does not significantly shift in this patient, despite the close
proximity of tumor, indicating that distance between the tumor and ideal midline plane
does not directly correlate with the amount of deformation.
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Figure 14: An example of a clinical imaging feature from axial (A) and coronal (B)
perspectives in a FLAIR image. Gold TATV is composed of multiple disconnected
components (multifocalities).
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Figure 15: An example of a radiomics feature which cannot practically be scored
manually. The probability distributions of the edema (red contour) are generated in
T1CE (A) and FLAIR (B) to calculate the entropy of the cross-channel gray level cooccurrence matrix !k|ij,lDmno .
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Literature Review
Deformed Midsagittal Surface Localization
Many prior methods for automatic delineation of DMS were evaluated using
cases of brain trauma diagnosed by CT scan. An early method by Brummer utilized the
Hough transform to find the interhemispheric fissure in healthy brain images [58]. Liao
et al. used the approximate symmetry of brain tissues across the midline to fit a quadratic
Bezier curve which connected to two line segments constrained to pass through points
near the anterior and posterior aspects of the falx cerebri [59]. Xiao et al. developed a
method which used important anatomical markers such as the septum pellucidum
combined with multiresolution Hough transform to quantify midline shift rather than
locate the midline surface [60]. Liu et al. fitted a regression model to the spatial
characteristics and location of brain hemorrhage to determine the expected location of the
DMS which was then adjusted using local symmetry [61]. Chen et al. proposed a method
using shape matching to ventricle templates in order to calculate midline shift [62].
Another method by Liu et al. located candidate points based on anatomical markers along
the falx cerebri, frontal horn, and third ventricle to extract a DMS composed of connected
line segments [63].
Tracing the midline in tumor-bearing images presents additional challenges when
compared to brain injury images. The midline extraction methods discussed above for
CT assume that the brain trauma is located near the skull, which is a reasonable
expectation for subdural or epidural hematomas. Tumors, however, can appear anywhere
in the brain, including near or on both sides of the midline. This can limit the
applicability of methods which rely heavily on brain symmetry around the midline plane.
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CT-based methods can rely on the intact septum pellucidum to help guide the surface
location, but this structure can be severely deformed or even obscured in images from
tumor patients. Additionally, tumors near the midline do not necessarily cause large
midline shift [Figure 13], which can confound efforts to correlate tumor-midline distance
with deformation volume.
Kuijf et al. developed a method for automatically tracing the midline in healthy
patients to more accurately separate the hemispheres in patients with brain torque [53].
Kuijf’s algorithm represents the DMS as a bicubic spline with regularly spaced control
points. Intensity distributions are then calculated for the two planes 20 mm from the
ideal midline in the T1 MRI sequence. The DMS is initialized from the ideal midline and
optimized using gradient ascent to maximize the Kullback-Leibler divergence

á(Y)
âäD (Ü|á) = − { Ü(Y) log a
c
Ü(Y)

(5)

å∈ç

between the evolving surface and reference distributions. The Kullback-Leibler (KL)
divergence is a measure of the difference between the probability distributions Ü and á
defined over a probability space à [64]. Kuijf’s method assumes that the true midsagittal
surface will have an intensity distribution quite different than that of the reference planes.
Large interhemispheric fissure curvature in patients with severe tortuosity is handled by
computing two different ideal midlines, one for the anterior half and the other for the
posterior half of the scan. The surface found by this method was shown to better
approximate the true curved midline than the ideal midline plane alone. However, it was
not designed for or tested in tumor bearing MRI studies, and accordingly does not
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account for the possibility of severe deformation, mass effect, or other pathologies near
the center of the head. Interestingly, the method was used in follow up studies in patients
with Huntington’s disease, a noncancerous neurodegenerative disorder, which
demonstrates another application for the automatic extraction of DMS in MRI [65]. A
potential problem with using the KL divergence based on the reference planes is that, for
patients in which the planes intersect low intensity tumor voxels [Figure 16], the
intensity distribution of the DMS might not differ dramatically from that of the reference
planes. We compare the performance of our method with the Kuijf algorithm in Chapter
5.
Nordenskjöld et al. developed a graph cut algorithm for hemispheric separation in
healthy patients using T1 MR [66]. The method compared favorably in terms of time and
accuracy with other approaches, but it was not tested using patients with injury or
pathology. Chen et al. developed a semi-automated algorithm for tracing the DMS 2D
curve rather than the 3D surface in skull-stripped glioma MRI [67]. The algorithm is
based primarily on a viscoelastic model of brain tissue, local intensity, and gradient
symmetry characteristics and performed well against two-dimensional ground truth
midline curves in MRI data.
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Figure 16: The midsagittal surface localization method of Kuijf et al. searches the
region between two white planes located 2 cm from the ideal midline (green) plane for a
surface with an intensity distribution which maximizes the Kullback-Leibler divergence
[Equation 5].
Kalavathi and Prasath proposed an algorithm for segmenting the left and right
hemispheres using midsagittal surface detection [54]. Their method models the surface
as a set of polynomials in each slice which are interpolated using curve fitting. Control
points are found in the interhemispheric fissure using binary thresholding within a narrow
region of interest through the center sagittal plane of the volume. However, while the
method does fit each slice in the volume, there is no explicit 3D dependency between
slices for the control points or the final curve fits. Moreover, the method was not
designed for or tested on images with tumors or other mass effect, and the authors
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reported that variations in patient position reduced the accuracy of the model. This raises
the question of whether curve fitting within a predefined, narrow region of interest would
be adequate for cases with severe deformation or positional variation common in clinical
neuroimaging. The code for this method is not available, but we develop one based on
the description in the paper (described in the Methods chapter) and compare it to MCMS
results later in this work.
Imaging Features
The VASARI project for controlled terminology in human glioma is a set of image
features MR images at The Cancer Imaging Archive (TCIA) [43]. The features describe
the baseline visual features of human gliomas observed in clinical MRI. Several studies
have found associations between the VASARI scores and aspects of clinical importance
such as survival prediction and tumor diagnosis, grading, and subtyping. A summary of
these works and the features they studied is shown in Table 2 [44], [55], [68]–[88]. For
the column counting the importance of each figure (third column in Table 2), we defer to
the authors of each study. If the authors claim that a feature is important in their study,
such that it was significant in a multivariate survival model or other criteria, then it is
included in the counts. Many of the works mention that interrater subjectivity and low
sample size made inference and generalization across datasets difficult [45], [46], [74],
[76], [78]. Several aspects of Table 2 are interesting:
i.

The number of studies in which each feature was investigated varies. Not all
features were studied in all works.

ii.

No single feature was considered important in a majority of investigations.
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iii.

Only 2 studies attempted to automate any of the features [45], [85], and neither
automated most of them. The other works all based their assessments on
manually scored values for each VASARI metric.

With problems of interrater subjectivity or low sample sizes due to the limited time of
clinicians to analyze data, it becomes useful to implement these classifications
objectively, consistently, and efficiently. In Mazurowski [45], the 4 VASARI features
related to proportions (proportion of CET, NCET, necrosis, and edema) were scored by
calculating the ratios of each subcompartment to the overall TATV using automatic
segmentation. In Gevaert [85], 79 radiomics features were tested for correlation with
VASARI imaging characteristics. Seventy-seven (77) of the radiomics features were
found to associate with 12 distinct VASARI classes: proportions of CET, NCET,
necrosis, and edema; definition of CET margin; thickness of CET margin; deep white
matter invasion; diffusion characteristics; pial invasion; satellites; and enhancement
quality. Notably, the midline scores (CET crossing the midline, NCET crossing the
midline, and tumor side), major/minor axis lengths, and multifocality classifications were
not automated by any papers that we reviewed. We describe the implementation of many
of these features [bold in Table 2] in Chapter 4. In our comparison of the prognostic
effects of midline features with other clinical characteristics in Chapter 5, we will
incorporate them into survival models.
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Table 2: Summary of works studying the clinical importance of VASARI features in
prognosis, diagnosis, or tumor grading. Features in bold are implemented in this work.

Feature Name

Proportion CET

Number of
Number of
Proportion of
Studies in
Number of
Studies
Studies Feature
Which Feature
Studies Feature
Feature
Considered
Considered
Automated
Investigated
Important
Important
21
10
0.48
2

Ependymal Extension
Definition of CET
Margin
Major Axis Length

17

7

0.41

1

19

7

0.37

1

19

7

0.37

0

Multifocal/Multicentric
Deep White Matter
Invasion
Proportion Edema

18

6

0.33

0

18

6

0.33

1

22

7

0.32

2

CET Crosses Midline

17

5

0.29

0

Diffusion Characteristics

18

5

0.28

1

Proportion NCET

22

6

0.27

1

T1/FLAIR Ratio

19

5

0.26

0

Pial Invasion

17

4

0.24

1

Tumor Location
Thickness of CET
Margin
Definition of NCET
Margin
Satellites

18

4

0.22

0

18

4

0.22

1

17

3

0.18

0

17

3

0.18

1

Enhancement Quality

19

3

0.16

1

Proportion Necrosis

21

3

0.14

2

Hemorrhage

18

2

0.11

0

NCET Crosses Midline

18

2

0.11

0

Minor Axis Length

18

2

0.11

0

Eloquent Brain

17

1

0.06

0

Cortical Involvement

17

1

0.06

0

Cysts

18

1

0.06

0

Side of Lesion Center

18

0

0.00

0

Calvarial Remodeling

17

0

0.00

0
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Statement of Research Objectives
Aims
1. Automatically and accurately trace deformed midsagittal surfaces in MR image
volumes of patients with high-grade glioma.
2. Utilize the deformed midsagittal surface to calculate clinical imaging features and
quantify their effects on patient survival time.
Objectives
1. Develop a novel algorithm to automatically trace deformed midsagittal surfaces in
patients with high grade glioma.
2. Apply the algorithm to patient imaging from a publicly available MRI dataset.
3. Compare the algorithm accuracy and efficiency results with 3 published methods.
4. Automatically calculate three clinical features derived from the midsagittal
surface:
a. Midsagittal deformation caused by the tumor
b. Contralateral invasion of contrast-enhancing tumor sub-compartment
c. Contralateral invasion of non-contrast-enhancing tumor sub-compartment
5. Compare the prognostic ability of midsagittal surface features to other clinical and
radiomics features.
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Methods and Materials
All methodology developed in this work are implemented in C++ using ITK [89],
OpenCV [50], and Dlib [90].

Data
We utilize MR images of 210 patients with high grade glioma from the publicly
available 2017 Brain Tumor Segmentation Challenge (BRATS) dataset in this study [91].
This imaging dataset consists isotropic (1 mm), co-registered T1-weighted, contrastenhanced T1-weighted (T1CE), T2-weighted, and FLAIR images from skull-stripped
scans. Age at diagnosis and overall survival are available for 163 patients. We
confirmed via personal communication with the BRATS data curators that the survival
time data for the remaining 47 patients were missing at random and not indicative of
censoring or extended overall survival. The BRATS 2017 dataset is a superset of
BRATS 2013. Two BRATS 2013 patients have survival data available. Because much
of our preliminary analysis for this work involved training with the BRATS 2013 dataset,
we decide to include these 2 patients in the training set. Therefore, we have 49 patients
for training and 161 for validation. All 210 patients include consensus expert
segmentations of CET, NCET, and edema tissues.
Ground truth deformed midlines and VASARI scores are not included in the
BRATS 2017 dataset. As a result, we generated the midlines manually using custom
ImageJ/Fiji scripts [92], [93]. The final, 3D truth surfaces are inspected and validated by
a board-certified neuroradiologist. Midline VASARI features are scored by both a boardcertified neuroradiologist (Noah D. Sabin, MD) and a radiation oncologist (John T.

57

Lucas, MD). We created CSF, white matter, and gray matter segmentations for the
training dataset with FSL FAST [94].
Ideal Midline Localization
Efficiently and accurately locating the ideal midline [Figure 4] is an important
preliminary step for initializing the deformed surface and restricting the subsequent
search region. Most of the deformed midsagittal surface is assumed to be near the ideal
midline plane. Important anatomical structures such as the interhemispheric fissure,
septum pellucidum, and lateral ventricles are located near the ideal midline, while most
other CSF not associated with the DMS is located further away [Figure 17].
Segmentation of these structures is facilitated by searching only within realistic distances
of the ideal midline. Differences in patient positioning during imaging could negatively
affect values of calculated image features which are not rotationally invariant, such as
those in which the x-axis and y-axis represent the medial-lateral and anterior-posterior
directions, respectively [Figure 18]. Additionally, the volume between the ideal midline
and deformed midsagittal surface, the deformation volume [Figure 19], is utilized later in
this work for survival prediction. If the ideal midline plane is not correctly identified, the
deformation volume calculation will be inaccurate.
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Figure 17: Regions of CSF in the brain can be distinguished in part by their distance
from the ideal midline.
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Figure 18: Rotating the image by the ideal midline plane aids pose correction.
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Figure 19: Deformation volume is measured by summing the deformation area between
the ideal midline plane and deformed surfaces for all slices.

We implemented and improved an existing algorithm [95] for finding the ideal
midline plane. Our implementation of the original method without improvements is
described first. The primary assumption of the algorithm is that the human brain has high
bilateral or interhemispheric symmetry, so the image data should be highly correlated
when reflected across the ideal midline plane. First, a 3D Sobel filter [96], [97] is applied
to locate edges in the image volume. The Sobel approximates partial derivatives in each
spatial direction to approximate the gradient at each point in the image [98]. The ITK
implementation of the Along the x-axis, the 3D Sobel operator has the kernel
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The matrices are rotated as required to obtain the kernel in the y and z directions. The
operator is convolved with the original image to generate an edge image [Figure 20].

Figure 20: The original image volume is converted to a binary edge image volume.

The edge image is then thresholded, keeping the top 5% of edge intensities,
yielding a binary image. This reduces the number of points to consider in the planar
symmetry calculations. The edge image is down-sampled by factors of 2 and 4 for halfand quarter-space images, respectively [Figure 21]. A multiscale search for the plane of
maximum symmetry is then performed. Let * éèêé be the binary value from the edge
∗

image, and * éèêé be the binary image data from a copy of the edge image reflected about
the candidate ideal plane. The 3D bilateral symmetry for a candidate plane ;B [95] is
calculated as
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(6)

where w, h, and d refer to the image height, width, and depth, respectively, of an image
space (full, half, or quarter). Because the * éèêé values are binary and constrained to zero
or one, the squared values in Equation (6) are not strictly necessary, but we retain them
for consistency with original method.
The quarter space image is broadly but non-exhaustively searched for planes of
high symmetry with respect to the edge image data [Equation 6]. After a candidate plane
is found in quarter-space, it is then transformed to half-space [Figure 22]. The local
region is searched again in half-space, yielding a new candidate plane. Finally, the
candidate plane is converted to the original full-space, and the original edge image is
searched in a local region around the candidate plane. The plane with the highest
symmetry in this region in the full-space binary image is considered the ideal midline
plane.

Figure 21: The binary image is downsampled to half and quarter space to enable
multiresolution optimization.
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Figure 22: The optimal plane is found in quarter space, then transformed to half space
and adjusted, then transformed to full space and adjusted.

We now discuss our novel expansions of the ideal midline algorithm and explain
how the enhancements improved efficiency and accuracy. Figure 23 shows processes
unmodified from the original algorithm with dashed lines. Processes which we modified
and improved are shown with solid, rounded lines. Novel processes not found in the
original algorithm are shown with solid, rectangular lines. Two improvements are made
to its efficiency. The first improvement is that fewer planes are considered in the quarterspace search. Candidate planes that are unlikely to represent the true midline are
eliminated without computing the symmetry if they do not pass near the center of the
patient’s head [Figure 24]. We assume planes in these locations are not realistic
candidates for the true midline in a controlled medical image. Therefore, planes are
skipped if they are too close to one side of the image or if they are located at a corner of
the volume but not close enough to the opposite corner. The second efficiency
improvement is the incorporation of parallel processing during the full-space plane
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search. The original algorithm lends itself well to concurrent symmetry calculations, but
this was not mentioned in the original work [95]. Sixty-four candidate planes are
searched within 8mm around the plane found in half-space. These calculations are
completely independent from each other and are performed concurrently in our
implementation rather than serially. The maximum concurrency supported by the
hardware is checked at runtime, and bins are created to maximize multithreading.
Candidate planes are placed into the bins, and the plane with the maximum symmetry
across all threads is retained as the preliminary or original ideal midline plane.
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Figure 23: The ideal midline plane localization algorithm.
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Figure 24: Examples of planes skipped during quarter-space search (full-space image
shown). Lines show the intersection of 3D planes with an example 2D slice.

We have added additional components to the ideal midline plane finder to
increase its accuracy. First, to account for tissue asymmetries resulting from skull
extraction, we only utilize voxels that are part of a continuous row of tissue. This
prevents bias towards one side of the head due to over-trimming of one frontal lobe
during skull stripping. With this modification, the algorithm can be used before or after
skull stripping. The second accuracy improvement results from considering anatomical
features of the brain near the original plane. In some cases, the original algorithm returns
a plane that is near the true midline but is sub-optimal when taking local tissue features
into account. Figure 25 shows an example MRI slice and the plane returned from the
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original algorithm. Green points are shown which should be contained within the true
ideal midline plane. Therefore, a plane which includes these points might be better plane
than that returned by the original algorithm. The green adjustment points exhibit three
characteristics: they are close to the original ideal midline, they are near the anterior and
posterior extremes of the patient image, and they have high absolute intensity curvature
with respect to their neighbors approximately a few mm to the left and right (voxels
which are likely to be part of the interhemispheric fissure). Therefore, a desirable
adjustment point in a search region + can be described as

F∗o = arg max |AF,ô |? ï¶‖FïFû ‖ ,
F∈o •

(7)

where úù,ô , the intensity curvature at point F ∈ ℝJ , is obtained by taking partial
derivatives in the medial-lateral (horizontal) direction with finite difference ℎ [Equation
(4)]. Fû is the closest point to F on the original ideal plane. The scale factor ü was
chosen as 0.20 to prefer points within 1 cm of the original plane. ℎ is chosen as 3 mm to
exceed the width of interhemispheric fissure so that such points will have high intensity
curvature.
During the plane adjustment phase, we assume that the plane found by the
original algorithm is likely to be close to the true ideal midline plane. Therefore, we
restrict the search for better planes to be near the original plane in several ways. First, the
adjusted plane must be located close the original plane in space. The axial slice with the
most image data (nonzero voxels) and the slices ±4 mm and ±8 mm above and below are
selected [Figure 26] as adjustment slices. Regions within each adjustment slice are then
searched for adjustment points maximizing Equation 7 [Figure 27], yielding 10 candidate
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points (2 points for each of the 5 slices). Each of the ®|©
™ = 120 combinations of
J
candidate points represent a single candidate adjustment plane. The full space symmetry
of each plane is calculated in a multithreaded process. The plane with the highest
symmetry according to Equation 6 among the 120 is retained as the adjusted plane.
Therefore, the adjusted plane is chosen to be the best plane if it meets all the following
conditions:
a) All points in the plane are within 1 cm of the original plane.
b) Its symmetry is at least 90% of the symmetry as the original plane.
c) The angle as computed by the dot product between the original and adjusted plane
is ≤ 5° .
Condition (a) eliminates the possibility of an adjustment plane straying too far from
the original plane. Condition (b) reduces the possibility of keeping a wildly suboptimal
adjusted plane while still allowing for planes with slightly less symmetry to be
considered. Condition (c) eliminates the possibility of finding a plane with roll and yaw
dramatically different than that of the original plane [Figure 28]. An important aspect of
our algorithm is that it will defer to the original method unless there are sufficient
justifications for overruling it. If none of the above conditions are met, the original plane
is chosen to be the true ideal midline plane.
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Figure 25: The returned plane from the original algorithm is close to the ideal plane but
could be improved by passing through the green points.
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Figure 26: The adjustment slices (yellow + green) searched near the slice with
maximum volume (green) are shown from the sagittal perspective.
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Figure 27: The search regions (green boxes) for locating candidate points for the
improved ideal midline plane. Note that the search region includes the points from
Figure 25.
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Figure 28: Adjustment planes with poor bilateral symmetry (A) or large roll or yaw
from the original plane (B) are not considered improved planes.
The algorithm for the adjusting the original ideal midline plane to find a more
accurate adjusted plane is summarized in Algorithm 1.

Algorithm 1: Ideal Midline Plane Accuracy Adjustment
1. Let ZÆØ∞ be the slice with the most data voxels, that is, the most voxels containing
patient brain tissue rather than empty space.
2. Let ±≤èÇ = {Z | Z ∈ (ZÆØ∞ ± 4 SS, ZÆØ∞ ± 8 SS)} [Figure 26] be the set of
slices to search for adjustment points.
3. Find the intersection of the original ideal midline plane with the anterior and
posterior patient data in each adjustment slice.
4. For each slice Z ∈ ±≤èÇ , search within the region near each intersection point
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found above for candidate adjustment points [Figure 27]. The data point F∗o in
each region maximizing Equation 7 is retained as the adjustment point for the
region. There will be 2 adjustment points in each slice Z, one for the anterior
region and one for the posterior.
5. Let OYSS?zMYØµÖ be the symmetry calculated for the ideal midline plane found
by the original algorithm.
6. For all ®|©
™ combinations of adjustment points found above:
J
a. Skip this combination of points if they are collinear.
b. Let ;9Th?≤èÇ be the plane constructed from the point combination.
c. Let OYSS?zMY≤èÇ be the symmetry of ;9Th?≤èÇ in the full-space edge
image.
d. If OYSS?zMY≤èÇ > .90 ∗ OYSS?zMYØµÖ and the angle between ;9Th?≤èÇ
and ;9Th?ØµÖ is less than 5 degrees, add ;9Th?≤èÇ to the list of improved
planes.
7. Let ;9Th?∏ÖÅ≤∞ be the improved plane with the highest symmetry, or ;9Th?ØµÖ if
there are no improved planes.

Intensity Standardization
Image intensities vary across patients in the BRATS dataset. Some patients have
relatively low values for data voxels, while others have much higher mean data intensity
Figure 29 shows two patient image which have different means and skewness in their
histograms. There are many methods for standardizing the intensity between two images,
including histogram matching, histogram equalization, and intensity normalization or
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histogram stretching [89], [98]. We implement the mean intensity alignment method of
Zikic, et al. [99]. Let any voxel with value less than or equal to zero be a non-data point
and set to zero. After the alignment process, these points in the image should still be
zero, but the remaining data points with intensities above zero should be adjusted such
that their overall mean is a specified value. By specifying the same mean for separate
volumes, we align their data means. Let *© (F) be the original value of the image at point
F, π© be the data mean of the original image, *© , and ∫ be the specified target data mean.
The mean alignment formula is

*≤èÇ (F) =

∫
* (F).
π© ©

(8)

Equation 8 shows that voxel intensities in the original will decrease when ∫ < π© and
increased when ∫ > π© . If ∫ = π© , then *≤èÇ (F) = *© (F) for all F. The mean of the
adjusted image, π≤èÇ , should approximate ∫. We set ∫ = 1000 for all intensity
standardization in this research. This value is arbitrary provided that it is not near the
numerical limits of the underlying storage type of the image (0 and 65,535, for 16-bit
images). The value was chosen to keep the adjusted intensity mean far enough from 0 so
that data voxels with lower intensities in original images with high mean data intensity
will retain their contrast. Figure 30 shows the images after intensity alignment. The red
lines show that the data means for the adjusted images are closer to each other and that
for both images π≤èÇ ≈ ∫ = 1000. The functional form of the two histograms has also
not been modified. The skewness and relative dynamic range between the histograms
have not been altered by transformation by Equation 8.
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Figure 29: Two patients with relatively low (A) and high (B) image intensities relative
to non-data (empty voxels).
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Figure 30: The patient images and their adjust from after mean intensity alignment by
Equation 8.
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Tissue Segmentation
Several of subsequent pipeline components discussed in later sections require
subsets of tissues to be segmented. Segmentation is the process of applying labels or
classifications to voxels [100]. Two segmentation programs, or classifiers, were trained
and evaluated for this task. The first classifier uses only the T1 image volume and labels
each data (nonzero intensity) voxel as one of 3 healthy tissues: CSF, white matter, or
gray matter. This classifier will be referred to as the T1 classifier or healthy tissue
classifier. The second classifier, the multi-sequence or pathology classifier, requires all 4
sequences (T1, T1CE, T2, and FLAIR) and labels all data voxels as either background,
CET, Edema, or NCET.
Both classifiers use random forests (RF) [49], [50] to segment the image volumes. A
random forest is a set of decision trees, each of which individually classifies a feature
vector into one of multiple predefined classes. Individual decision trees have relatively
little bias but are notoriously noisy [64]. Random forests mitigate this high variance by
building a set of decorrelated trees through bootstrap aggregation (bagging). For
classification applications such as segmentation, the class receiving the most votes (the
most trees in the forest predicting that class) is the output of the classifier. Random
forests can also be used for regression, in which the tree outputs are averaged together
rather than counted. In the following discussion of image segmentation, however, we use
them as discrete label classifiers.
The entropy of a set of training points @ with labels in a set ( is [98]

ª(@) = − { ;(º) log ;(º),
Ω∈D

78

(9)

where ;(º) is the probability of occurrence of label º calculated from the normalized
empirical histogram from the training data. The information gained from splitting into
left (L) and right (R) child nodes from parent node } using parameter vector æ is defined
as [101]
|@ÇÖ |
*®@Ç , æ™ = ª®@Ç ™ − {
ª(@ÇÖ ).
|@Ç |

(10)

Ö∈{D,o}

During RF training [Algorithm 2], individual trees are grown by sampling h < L
samples from the training set with replacement (bootstrapping) for each tree. For each
node, a subset of the features S < ; is sampled without replacement, where ; is the
number of features in the model. The feature which best splits the bootstrapped sample
(the element in æ which maximizes Equation 10) is chosen as the split condition for the
node. Tree growth continues until a preselected maximum tree depth is reached or
minimum information gain is achieved. The training of the forest continues until a
preselected number of trees are built. Random forests have advantages in addition to
variance reduction. First, they do not require sophisticated tuning techniques. In many
implementations the only selectable parameters are the number of trees to build (') and
the number of features S to use in the node splits. Increasing ' does not lead to
overfitting, but the model accuracy will generally not increase beyond some value of '.
The number of trees to build is typically problem-specific. If ' is too small, the accuracy
of the model may decrease. Alternatively, if is ' larger than necessary, classification
time will increase for little accuracy benefit. Similarly, if S is too small, the RF
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classifier may underfit the data because it will not explore the feature space sufficiently,
while the forest may overfit if S is too large. It is standard practice to use S = ø; or
some similar reduction [64]. A second advantage of random forests is their ease of
parallelization. Because the individual decision trees are constructed independently, the
classification made by each tree can be calculated concurrently.

Algorithm 2: Random Forest Training
Let ' be the number of trees and ; be the number of elements in the feature vector.
For P = 1 … ':
(a) Draw a bootstrap sample ±Ö of size h < L from the training data.
(b) Train a decision tree "Ö on ±Ö by recursively repeating the following steps until
a pre-selected maximum tree depth is reached or no information is gained by
splitting the tree further.
i. Select S < ; features at random.
ii. Pick the best variable among the S variables to split the data by
maximizing information gain (Equation 10).
iii. Split the node into two daughter nodes (left and right).
Output the random forest {"Ö }|l .
Adapted from [64] and [101].

The feature vector ¡(F) used for the segmentation of each point F ∈ ℕJ is
adapted from the context-aware feature (CAF) [99]. This feature set was first applied
successfully in random forest segmentation of brain tumor subcomponents and edema in
the MICCAI 2012 Brain Tumor Segmentation Challenge [91]. We adapt the method for
convenience here and apply it to more tissue types. The CAF set augments standard
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image intensity channels with additional pseudochannels (or pseudosequences) based on
the posterior probability of each target tissue given its prior probability and the intensities
in each MRI channel [left column of Figure 31].
A brief explanation of Gaussian mixture models (GMMs) will aid in
understanding the CAF vector. Let ∫ be the number of target tissues for a segmentation
and " represent the transpose operation. For each MRI channel ,, a tissue z has a mean
value within that channel and covariances between the PB (F) and PB √ (F) in other channels.
The means are stored in the vector ƒ≈ and the interchannel covariances are stored in a
positive definite covariance matrix Σ. Note that ƒ≈ is a property of the tissue and not
dependent on F. For example, after the intensity alignment procedure described earlier
which scales image data (brain voxels) to have mean intensity 1000, CET tumor might
have a mean vector
ƒijk = [1000, 1400, 1700, 1500]k ,
where " is the transpose operator and the values are stored in the order of T1, T1CE, T2,
and FLAIR. This vector has typical values for CET for these channels, with T1 being
close to the mean of the image and other values being high [Table 1]. Similarly, the
edema tissue class might have
ƒéèéÑ≤ = [1000, 900, 1500, 2000]k ,
reflecting the tendency for edema to not enhance in T1CE but be high in FLAIR. Given
ûCon (F), ƒ≈ , Σ« , we can calculate the probability of observing the intensity at F in a tissue
z using the density of the multivariate normal distribution (MVN):
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L(F; ƒ≈ , Σ« ) =

1
exp Ã− 2 (ûCon (F) − ƒ≈ )k Σ« ï| (ûCon (F) − ƒ≈ )Õ
ø(2Œ)≈ |Σ« |

.

(11)

The tissue prior probability ;ùµÖØµ (z) is calculated from its relative frequency in the
training data set. Equation 11 and the prior can be used to estimate posterior probability
of tissue z given MRI intensities and tissue prevalence using Bayes’ Theorem:

;≈œ (F) =

L(F; ƒ≈ , Σ« ) ;ùµÖØµ (z)
,
∑Ç L®F; ƒÇ , ΣÇ ™ ;ùµÖØµ (})

(12)

where } is summed across all target tissues for normalization. A Gaussian mixture model
represents a tissue as a sum of weighted MVNs, allowing for the possibility that a tissue
class might have S subcomponents with different intensity profiles:

Ñ

;≈–CC (F)

œ
(F),
= { »(ú);ò≈

(13)

òÉ|

where ∑Ñ
òÉ| »(ú) = 1. In Equation (13), the values for », ƒ, and Σ are learned from
training data by Expectation Maximization [102].
One CAF pseudochannel is added to the set of MRI channels for each tissue.
Each pseudochannel contains the posterior probability that the tissue class at F is z. An
example is shown below. To populate these pseudochannels, we let PB (F) be the image
intensity at F in MRI channel , = 1 … $Con and ∫ be the number of target tissues. $Con
and ∫ depend on the number MRI input channels and target tissues, respectively. We
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define $ = $Con + ∫ as the total number of channels to use in a particular segmentation.
Tissue segmentation into 3 healthy tissues (gray matter, white matter, and CSF) requires
only T1, so $ = 1 + 3 = 4. Pathology segmentation into 4 tissue classes (background,
CET, NCET, and edema) requires 4 channels (T1, T1CE, T2, and FLAIR). Therefore,
$ = 4 + 4 = 8. As above, let ûCon (F) be the vector of MRI intensities at /. In the case
of T1-only, healthy tissue segmentation, |ûCon (F)| = 1, while |ûCon (F)| = 4 for
pathology as explained above. The vector of tissue probabilities ûù—é“èØ (F) has length
$ − |ûCon (F)|. The augmented input vector )(F) is created by appending ûù—é“èØ (F) to
ûCon (F). For normal tissue segmentation, the input vector is

‘ÅØµÑ≤∞ (/) = [P k| (F), P–C (F), P’C (F), Pi÷l (F)]k .

(14)

For pathology segmentation, the vector is

‘ù≤≈ô (F) = [P k| (F), P k|ij (F), P kd (F), PlDmno (F),

(15)

PΩòêè (F), Pijk (F), P”ijk (F), PéèéÑ≤ (F)]k

For example, if ûCon (F) = [1000, 1000, 1500, 2000]k , the augmented input vector for
pathology segmentation for point F would be

‘ù≤≈ô (F) = [1000, 1000, 1500, 2000, 0.03, 0.07, 0.26, 0.64]k .
The first 4 elements of the vector are image intensities from the 4 MRI channels from
ûCon (F), and the last 4 elements correspond to each of the 4 target tissues and contain
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their posterior probabilities from ûù—é“èØ (F). The probabilities shown in the example
above reflect the low probability that such a vector would be found in background or
CET, with higher probabilities of it being found in NCET or edema.
The left column of Figure 31 shows an example of 3 normal tissue
pseudochannels calculated from a T1 image. The right column shows the ground truth.
We can see that brighter values (higher probability) tend to roughly correspond to with
the ground truth overlays. This semantic information, coupled with the appearance
information provided by voxel intensities, was found to improve segmentation quality
[99]. Note that these probabilistic pseudochannels are part of the input to the subsequent
random forest segmentation and are not the actual tissue classifications used later in DMS
localization.
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Figure 31: CSF, GM, and WM pseudochannels from the posterior probabilities
of Gaussian mixture models (left) compared with ground truth overlay (right). These
tissue probabilities aid the subsequent random forest segmentation.
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Now that we have explained how the input data is augmented by the posterior
probability of each target tissue, the context-aware features can be formulated. CAF are a
parameterized set of intensity-based values which seek to capture the contextual
characteristics of each tissue with implicit regularizing effects provided by the GMM
pseudochannels [101]. The features are drawn from three types described below. In this
notation, let 0 ∈ ℝJ be an offset vector and ◊∞ô (F) be the mean intensity of a cube
centered at F in channel or psuedochannel ℎ, with side length 9. )(F, ,) is the intensity
or probability from channel ,. A feature vector is generated for each data point F in the
image and then classified by random forest.
•

Intensity difference features measure the difference at F between selected offsets
and channels, ,| and ,d . The channels may be the same or different, yielding intraand inter-channel information [Figure 32].

ÖÅ≈éÅ—Ö≈å
(F) = )(F, ,| ) − )(F + 0, ,d )
ÿŸ,B
⁄ ,B¤

•

(16)

Mean intensity difference features measure the difference between the mean in box
surrounding a point and one centered at an offset point within or between
pseudochannels [Figure 33].

B

B

B“Ωé
(F) = ◊∞ ⁄ (F) − ◊∞ ¤ (F + 0)
ÿŸ,B
⁄ ,B¤ ,∞

•

Features measuring the maximum intensity difference along a ray capture the
intensity discontinuities or large gradients that frequently accompany structural
changes [Figure 34].
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(17)

µ≤å
(F) = STX [)(F + ›, ,) − SPh[)(F + ›, ,)]], ||›|| ≤ ||0||
ÿŸ,B

(18)

We extract the context-aware features from each image volume and segment the image
data into relevant tissues by random forest. The original work does not specify the values
used for ‹ or 9. Only ranges between 0 and 20 mm are suggested. We choose the length
vector 9 of the cube size to be 4 mm and the offsets used by 0 as 0, ±4, ±8, and ±16 mm.
We follow [101] and use ' = 50 trees and feature subsample count S = ø; [Algorithm
2]. The feature vector ¡(F) is created by calculating all combinations of the parameters
above across all channels. Like the input vector, the length of ¡(F) depends on the
number of input channels and target tissues.

Figure 32: Example from axial perspective of intensity difference calculation
between two different MRI sequences (,| = T1CE and ,d = FLAIR) at point / (green)
for offset vector 0 = [−8, 0, 0]. The feature value is the signed difference of the intensity
at / and that of the red probe point located at / + 0.
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Figure 33: Example from sagittal perspective of the mean intensity difference
between two different sequences (,| = T1 and ,d = white matter pseudochannel). The
green box is centered around /. for offset vector 0 = [0, −4 , 8] and box length 9 = 4.
The feature value is the signed difference between the mean intensity in the green box
around / and the red box centered around the probe point located at / + 0.

Figure 34: Example from coronal perspective of a ray (green) used to calculate the
maximum intensity difference across a ray within a single channel (, = T2) for offset
vector 0 = [16, 0, −16]. The feature value is the range of intensities along this ray.
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Monte Carlo Midsagittal Surface (MCMS)
Figure 35 shows the progression from a T1-weighted image volume to a final,
optimized DMS. The ideal and deformed midlines are utilized to measure the amount of
tissue deformation due to tumor compression or midline shift. Rectangles represent
processes and other parallelograms represent data. The proposed method requires
coregistered, isotropically-sampled, brain-extracted images. The BRATS 2017 images
meet these conditions, so we do not execute these steps explicitly. MCMS further
requires that the images be rotated such that the ideal midline plane lies in the center of
the volume, therefore we locate the ideal midline using our own implementation of the
symmetry maximization algorithm found in [95] and automatically rotate the patient
volumes. For comparable image intensities between patients, we perform cross-volume
mean intensity alignment as described in [99]. Only the T1 channel is required for
normal tissue segmentation, the tracing of ideal and deformed midlines, and patient
deformation calculations. If T1CE, T2, and FLAIR channels are provided, then tumor
subcompartments are segmented and VASARI midline features are calculated. These
channels are necessary for tumor segmentation and subsequent VASARI feature
classification. The ideal midline transformation matrix calculated for the T1-weighted
image can be used for the other channels as shown in Figure 35, and therefore only needs
to be calculated once.
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Figure 35: The detailed overall flowchart of the deformed midsagittal surface localization algorithm.

Point Energy Function
We now develop a novel energy function which yields an estimate of the true
DMS when minimized. To motivate the construction of our function, we show one slice
from a suboptimal surface in Figure 36. All four labeled points have unnecessarily
increased the length or curvature of the surface and have missed anatomical landmarks.
Point 1 has high curvature when measured with respect to neighboring points on the
surface. Point 2 misses the SP and is located in the left lateral ventricle. Point 3 misses
the IF posterior to the SP. Point 4 takes an unnecessarily long path. The true DMS will
not have these characteristics. Therefore, the energy function should have high values for
surfaces containing points such as those shown in the figure and low values for smooth
surfaces which pass through the IF and SP.
To achieve this objective, let ! = ($, &, ') be a point in 3D space, not necessarily on
the midline surface. The image intensity at ! for channel ) is denoted by *+ (!). We only
consider voxels with *,- (!) > 0 in this method; we ignore voxels outside of the brain.
We define 0123 (!; ℎ6 ) as the curvature of image intensity values calculated along the xaxis (medial-lateral) [Figure 36] at ! using central finite difference approximation with
grid spacing ℎ6 as described shown in Equation (4). Points with large |0123 (!; ℎ6 )| tend
to lie along regions in the image which have high contrast with surrounding points along
the medial-lateral direction. This aids the identification of regions of IF and SP due to
their narrow widths and contrast with surrounding tissue. We calculate 0123 (!; ℎ6 ) for
integer values of ℎ6 from 1 to 4 and retain the signed value with the highest magnitude as
∗
0123
(!) for each point, yielding a multiresolution medial-lateral curvature volume. We
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include coefficient terms to be learned in later training, so that the intensity curvature
∗
energy at ! is Κ 123 (!) = :123 + <123 0123
(!).

Figure 36: A slice from a suboptimal surface is shown. Point 1 has high surface
curvature. Points 2 and 3 have low image intensity curvature and have missed septum
pellucidum and longitudinal fissure, respectively. Point 4 unnecessarily increases the
surface length.

High absolute intensity curvature alone is not sufficient for midline tracing
∗
because non-midline sulci voxels may also have high |0123
|, and midline voxels within
∗
the brainstem or corpus callosum may have low |0123
|. We therefore include terms in

the energy function to limit the length and curvature of the surface itself. Let != ∈ ? be a
point on a surface ?. We define δ(!= ; ℎ= ) as the maximum medial-lateral distance
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between != and its four neighboring points on the surface ±ℎ= mm away along the
anterior-posterior and inferior-superior directions. Similarly, we define 0= (!= ; ℎ= ) as the
surface curvature at != using the same set of points. We choose ℎ= to be 8 mm. As with
the intensity curvature term, we incorporate the intercept and slope terms so that
Δ= (!= ; ?) = :C + <C D(!= ; ℎ= ) and Κ = (!= ; ℎ= ) = := + <= 0= (!= ; ℎ= ). Finally, we include
a term E(!) which takes its value from the tissue type at each point in the patient volume,
allowing for the surface to preferentially pass through certain tissues while avoiding
others. We assign E(!) = 0 unless the voxel is IF or SP, in which case we assign values
E6F and EGH to be learned in later training. We can now define a new energy function at a
point ! on surface ? as
IJK1LM (!= ; ?) = Κ 123 (!= ) + Δ(!= ) + Κ = (!= ) + E(!= ),

(19)

where term parameterizations have been dropped for clarity.
Deformed Midline Surface Localization
The normal tissue segmentation is used to find regions of IF or SP voxels [Figure
37]. For the SP, we search for any white or gray matter voxels within 20 mm of the ideal
∗
midline which have high-magnitude, negative 0123
and are flanked bilaterally by pools

of CSF, which we assume to be lateral ventricles. CSF voxels that meet the following
conditions are reclassified as IF provided they are: i) within 20 mm of the ideal midline
plane, ii) located between white or gray matter voxels within 5 mm bilaterally, iii) are not
lateral ventricle voxels, and iv) are not in the lower 60 mm of the patient’s brain
(infratentorial). We note that this is not a rigorous restriction on infratentorial extent. It
is merely intended to prevent interhemispheric fissure voxels from leaking into the
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cerebellum, brainstem, and fourth ventricle and was obtained from the brainstem masks
generated by Freesurfer for patients in the training data set. Similarly, we observe that
the rules for generating IF and SP voxels are not exact. Their purpose is to help initialize
the algorithm and guide further optimization.

Figure 37: Interhemispheric fissure (blue) is found by locating supratentorial CSF voxels
near the midline which have highly positive medial-lateral intensity curvature, while
septum pellucidum voxels (white) are found by locating voxels with highly negative
intensity curvature.
We next generate the initial surface ?N . Infratentorial slices are initialized to the
ideal midline. For each supratentorial slice in the image volume, each row that contains
any IF or SP voxels is initialized to the center of mass of the IF or SP voxels on that row.
The rest of the slice is filled in by interpolation. Supratentorial slices without IF or SP
voxels are interpolated from neighboring slices to generate a complete surface with no
gaps throughout the brain. The surface is then smoothed to eliminate sharp curvatures
and reinterpolated to yield ?N . Points in ?N which are part of a single, contiguous block
of SP tissue on their respective medial-lateral row are retained as constraints which will
not move during optimization.
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The energy of a complete surface is calculated by summing the individual
energies of all its constituent voxels. Let O′ be the set of all 3D surfaces within the brain
that contain all the constrained points. We hypothesize that the optimal surface ? ∗ ∈ OQ
minimizing Equation 19 across all its voxels is an acceptable estimate of the true midline
surface. That is, we wish to find

? ∗ = arg min [ IJK1LM (!; ?).
G∈OZ

(20)

!∈G

Exhaustively calculating energies for all surfaces within the search space OQ would be
prohibitively expensive. It is also possible that a greedy path from our initial surface to
the optimal surface will become trapped in local optima. Therefore, we use simulated
annealing (SA) [103] to solve Equation 20. For problems with large search spaces, SA
can require significant time to converge. We mitigate this by multithreading, initializing
the algorithm with a reasonable surface ?N , and constraining the search space to include
voxels which have a high probability of residing in ? ∗ . The complete algorithm for a
single optimization chain is shown in Algorithm 3.
Let ?1 be the surface at optimization iteration R. A random point is chosen on the
surface at each iteration. From that point, a regular grid of control points is created such
that there is 8 mm between the control points along the y and z directions. From each
non-constrained control point, all points within 15 mm in the x direction are sampled.
Each control point then moves to the sampled point which has the lowest energy
(minimizes Equation 19). The surface is re-interpolated as a complete 3D candidate
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surface ?+ [Algorithm 4 and Algorithm 5]. Let the energy of a surface ? be I(?). ?+ is
accepted as the surface for the next iteration according to the acceptance probability
^_++`JM (?+ ; ?1 , ]1 ) = mine1, g hei(Gj)hi(Gk)l⁄,k l,

(21)

where ]1 > 0 is the annealing temperature at iteration R described below. Equation 21
accepts any surface with lower energy than ?1 . Surfaces with higher energies than that of
?1 are accepted stochastically, with ^_++`JM being higher if the I(?+ ) is not much higher
than I(?1 ). We set ?1a- = ?1 if the surface is not accepted, and the space is sampled
again from the same surface using a different random grid at the next iteration. SA also
includes the notions of temperature and cooling. In the early phase of the algorithm, it is
hot with high annealing temperature, and it is more likely to accept candidate surfaces
with higher energy. As it proceeds, it cools (the annealing temperature decreases), so that
the algorithm becomes less likely to accept candidate surfaces with higher energy
according to Equation 21. Choosing an initial temperature ]N is problem dependent. We
let ]N = 2I(?N ) so that it is of the same order of magnitude as the surface energies. The
rate at which ] decreases is called the cooling schedule, which we calculate as ]1a- =
0.95 ∗ ]1 .
If a candidate surface has not been accepted in the last 50 iterations or a new best
surface has not been found in the last 100 iterations, then we assume that we have
reached a local or possibly global minimum in the solution space. The optimization
restarts from the best surface it has found so far and resets the cooling schedule from ]N .
The optimization terminates once it has restarted from the best surface 4 times. SA is a
stochastic metaheuristic and not guaranteed to find the global minimum in finite time.
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Therefore, multiple optimization chains increase the probability that an acceptable
estimate of the true midline surface is located. In MCMS, the number of chains to use
and other parameters are configurable at runtime. We use 4 independent optimization
chains, as shown in Figure 35. The surface with the lowest energy encountered across
all 4 chains is retained as ? ∗ . Example outputs showing slices from the initial and final
surface are shown in Figure 38 and Figure 39.
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Figure 38: Initial surfaces (left of arrows) evolve to final surfaces (right of arrows).
Several axial slices from a single patient are shown.

Figure 39: Coronal view of the patient from Figure 38 showing the initial and final
midline surfaces.
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Algorithm 3: optimizationChain (?N )
Deformed midsagittal surface optimization by simulated annealing. Multiple chains can
be run in parallel with the surface with the lowest energy across all chains returned as the
overall optimum.
converged ¬ false
i ¬ lastAcceptedIteration ¬ lastOptimalIteration ¬ 0
?n`=M ¬ ?1 ¬ ?N
minimumEnergy ¬ lastEnergy ¬ calculateMidlineEnergy (?N )
]¬ ]N ¬ 2 ∗ lastEnergy

# Algorithm 4

While not converged and i < 2000:
i¬i+1
?+ ¬ generateNewMidline (?1h- )
energy ¬ calculateMidlineEnergy (?+ )
acceptanceProbability ¬ min o1, eh

qrqstuvwxyz{rqstu
|

# Algorithm 5
}

Let r be a random real number between 0 and 1.
If r ≤ acceptanceProbability:
?1 ¬ ?+
lastAcceptedIteration ¬ i
lastEnergy ¬ energy

# Use the new surface

If energy < minimumEnergy:
minimumEnergy ¬ energy
?n`=M ¬ ?1
lastOptimalIteration ¬ i
Else:
?1 ¬ ?1h-

# Retry from the previous surface

If i – lastAcceptedIteration > 50 or i – lastOptimalIteration > 100:
If the chain has not restarted 4 times yet:
?1 ¬ ?n`=M
# Restart at best surface so far
] ¬ ]N
Else:
converged ¬ true
] ¬ 0.95 ∗ ]N
Return ?n`=M and minimumEnergy.
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Algorithm 4: calculateMidlineEnergy (S)
ggÄÅ& ← 0
For each discrete point ! on surface ?:
# From Equation (19)
ÉÑRÖIgÄÅ& ← Κ 123 (!) + Δ(!) + Κ = (!) + E(!)
ggÄÅ& ← ggÄÅ& + ÉÑRÖIgÄÅ&
Return ggÄÅ&

Algorithm 5: generateNewMidline (S)
Let !N be a randomly-selected point on surface ?.
gÜáÑÖÄÑà^ÑRÖâ ← [ ]
For each discrete non-constrained point ! on surface ?:
If |&J − &Jç | and |'J − 'Jç | are both divisible by 8:
Let !Q be the medial-lateral neighbor of ! with lowest energy from Equation (19).
Add !Q to gÜáÑÖÄÑà^ÑRÖâ.
Let ?L`é be the 3D surface created by interpolation of all points in gÜáÑÖÄÑà^ÑRÖâ.
Return ?L`é

Energy Function Parameter Learning
Equation 19 contains several parameters learned from training data. Let è =
ê:123 , <123 , :C , <C , := , <= , E6F , EGH ë ∈ [−1000, 1000]í be a vector containing values for
all trainable parameters. For patient R ∈ [1, ì], let á1 (&, ') be the location ($) of the
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ground truth DMS at row & and slice ' with (&, ') ∈ [(0,0), (î, ï)]. Let )1 (&, '; è) be
the location of the DMS computed for patient R using parameter vector è. We find the
optimal values for these parameters by minimizing the average medial-lateral distance
between the á1 (&, ') and )1 (&, '; è) across all patients:
õ

ô

ñ

1
è∗ = arg min
[ [ [|á1 (&, ') − )1 (&, '; è)|
ìîï
è

(22)

1ò- öòN óòN

We estimate Equation 22 using random search [104]. We choose this method due to its
simplicity, ease of parallelization, and the small number of parameters to be optimized.
We restrict the comparison to voxels such that *,- (!) > 0 because surface characteristics
outside the brain are not relevant.
Freesurfer Midline Surface
The Freesurfer image analysis suite performs cortical reconstruction and
volumetric tissue segmentation of human brain images. It is not designed for midsagittal
surface tracing; however, it does apply labels to each tissue voxel indicating the side of
the brain in which it is located. An alternative method for tracing the DMS using
Freesurfer output is described in this section. First, the patient images are segmented
using Freesurfer [Figure 40]. The output labels are then parsed and separated into three
classes based on whether the label names contain the word “left” or “right” or neither,
yielding an image roughly classified into left and right halves [Figure 41]. We iterate
through the image and assign points to voxels that represent a transition from “right”
labels to “left” labels. If there is a gap between the two sets, then the midpoint between
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the two is assigned to the DMS for that row. The voxels are then trimmed to remove any
points which do not meet the smoothness thresholds £ 2 absolute first derivative or £ 4
absolute curvature along the anterior-posterior or inferior-superior axes. Gaps are
interpolated to generate a complete DMS.
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Algorithm 6: Deformed Midline Localization using Freesurfer Labels
Let ú be a labeled segmentation by Freesurfer.
Let ùFG (!) be label at point ! under ú.
Let ^ be an empty list of points.

# E.g.: “Left-Lateral-Ventricle”

For each image row & and slice ' in the image:
For each column $ in the row:
! ← [$, &, '],
If ùFG (!) contains the string “left” and no such voxels encountered previously:
ûRÄâÖùgûÖ ← $
Else if ùFG (!) contains the string “right”:
àüâÖ†RÅℎÖ ← $
If àüâÖ†RÅℎÖ and ûRÄâÖùgûÖ exist and are within 2 cm of the ideal midline plane:
Add the point °

¢_=M£13§Ma•1¶=Mß`•M
®

,

, &, '© to ^

Return the smooth surface interpolated using the points in ^.
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Figure 40: Freesurfer output image with labels shown for individual tissues.
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Figure 41: Processed Freesurfer output where all labels with “left” in the label name are
green and “right” are blue (gray otherwise). The deformed midline is approximated by
the boundary between these label sets. Yellow arrows show regions that do not receive a
classification by Freesurfer or where that label does not have the patient side in its name.

Quadratic Midline Surface
We implement an algorithm inspired by [54] which finds the DMS by fitting a curve
through CSF points within a region of interest. We define the ROI to be the space within
20 mm of the ideal midline plane, identical to that of the Kuijf method. This region is
105

expected to cover negligible to severe midline shift [105]. The random forest CSF
segmentation is converted into a point set and CSF voxels in the ROI are retained as
control points. For each independent slice, a quadratic curve is fit to the control points
minimizing the mean squared error between it and the CSF within the ROI [Figure 42].
A complete, 3D midline surface is generated throughout the brain by joining all slices
together.

Algorithm 7: Quadratic Midline Surface Localization
Let ï be the number of slices in the volume.
Let ?™ be an empty list of quadratic surfaces indexed by slice number ' ∈ [0, ï].
For each slice ':
Let ^ be all CSF points in slice z within 2 cm of the ideal midline plane.
Find a quadratic surface ´ minimizing the mean squared distance to all points in ^.
?™ ['] ← ´
Return ?™
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Figure 42: The Kalavathi and Prasath method finds the quadratic surface (red)
minimizing mean squared error from all CSF (blue) within 2 cm (white lines) of the ideal
midline plane independently for each slice.

Imaging Features
Midline Deformation and VASARI Midline Features
If the T1CE, T2, and FLAIR channels are provided, MCMS will automatically
segment the tumor volume using the Context-Aware Feature set described above,
producing a mask for gross tumor, edema, and individual tumor subcompartments (CET
and NCET) [Figure 35]. The side of tumor epicenter, CET crossing the midline [ref
figure], and NCET crossing the midline are three VASARI features related to the midline
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which we score automatically (described below). We also calculate the deformation
caused by the tumor using the mean difference between the ideal midline plane and the
deformed midsagittal surface Equation (22).
Spurious hyperintense voxels scattered throughout the T1CE volume can result in
the inclusion of false positive voxels in the CET mask, resulting in misclassifications of
VASARI features [Figure 43]. We mitigate these errors by applying the ITK connected
components procedure to the CET and NCET masks and removing components which
are further than 2 cm from the main tumor body (largest component) and less than 1
cubic centimeter in volume. These thresholds were chosen based on clinical experience
and were not subjected to training or optimization. The VASARI features for CET and
NCET crossing the midline are determined by calculating the volume of the respective
mask on each side of the DMS. If voxels are found on the side of the brain contralateral
to the main tumor mass after correction, then we consider the subcompartment to cross
the midline. The DMS is used as the boundary between hemispheres. It is therefore
required for the midline VASARI feature classifications.
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Figure 43: Small components (arrow) within CET (red) (are not considered during
VASARI classification so that spurious false positive segmentations do not affect binary
scores.

Other VASARI Features
We calculate several more VASARI features to assess their importance in survival
prediction in comparison to the midline features described above. Several scores are
simply the proportional volume of a tumor subcompartment relative to the entire TATV
mass [Figure 44]. These features depend solely on the accuracy of the segmentation of
the tumor subcompartments. Next, the radial variance of the CET margin is computed by
measuring the length from the tumor centroid to every point along the outer surface of
CET [Figure 45]. The thickness of the CET margin [Figure 46] is measured using the
same vectors, but only the lengths of the vectors covering enhancement are counted, and
the mean length rather than variance is used.
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Multifocalities are separate components of TATV [Figure 47]. Satellites are similar
except that they are separate components of CET within the same tumor mass [Figure
48]. To classify these features, a connected components algorithm from ITK is run on
the TATV mask. If there are separate components of TATV, then the patient has
multifocalities. If within any single component of TATV there are separate components
of CET, then the patient is considered to have satellites.
Finally, the major, minor, and least length axes are determined [Figure 49]. The
major axis, according to the VASARI definition, is the longest line segment found
entirely within TATV in the axial slice with the most TATV. The minor axis is the
longest such line segment which is perpendicular to the major axis. We also calculate a
third axis along the z-direction with the same constraints. The smallest of these 3 axes is
the least length axis.

Figure 44: Patients with high (A) and low (B) tumor (CET+NCET, blue + yellow) to
TATV (tumor + red edema) ratios. Tumor is a subset of TATV, so this ratio is
constrained to the interval [0, 1].
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Figure 45: Patients with high (A) and low (B) radial variance in the enhancing margin.

Figure 46: A patient with thick enhancing margin (blue) from axial (A) and coronal (B)
perspectives.
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Figure 47: The coronal perspective of a patient with multiple, disconnected tumor
components (multifocal).
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Figure 48: A patient with small, separate components of blue enhancement in the main
tumor mass (satellites).
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Figure 49: The major axis (red) is the longest line segment located entirely within
TATV in the axial slice with the most pathology. The minor axis (yellow) is the longest
such line segment perpendicular to the major axis.
3D Shape Features
The following features describe the basic shape of a structure or mask [57], [98],
[106]. For the features below, let ¨ be the set of ì≠ voxels within a mask or structure.
Volume is the sum of the volume of all pixels in a mask. In this work, all voxels are 1
cubic mm, so this is estimated by the count of all target voxels, ì≠ .
Surface Area is the sum of all voxels along the boundary of ¨. These voxels have
nonzero 3D gradient magnitude within a binary mask Æ representing the structure.
õ¥

Ø = [{1: ||∇Æ(R)|| > 0}
1ò-

114

Sphericity is a dimensionless measure of the roundness of an object relative to a sphere.

π

âÉℎgÄR)RÖ& =

µ36∏ì≠
Ø

Inverse Elongation measures the relationship between the two largest axes within the
structure as shown above as shown in Figure 49. We follow [106] and calculate the
inverse elongation for computational reasons.

gàÑÅüÖRÑ = ∫

ü$Râ21LK¶
ü$Râ2_ªK¶

Inverse Flatness measures the relationship between the largest and smallest of the 3
primary axes within the structure. We follow [106] and calculate the inverse flatness for
computational reasons.

ü$Râ¢`_=M
ûàüÖgââ = ∫
ü$Râ2_ªK¶

Radiomics Imaging Features
First Order Features
First order metrics are calculated using the intensities of a target structure in a
single MRI channel [98]. For example, the intensity mean of CET voxels in T1CE is a
first order feature. For the features below, let ¨ be the set of ì≠ voxels within a mask or
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structure value. We calculate the mean º̈ , median Ω̈ , standard deviation â≠ , maximum,
minimum, interquartile range (IQR), 10th and 90th percentiles (æ-N and æøN ), and range of
¨ using well-known formulas and do not show them below. Let the normalized
histogram of ¨ be ¿≠ have number of gray level bins ì¡ = 16 and ì-N,øN be the number
of voxels with intensities between æ-N and æøN . Finally, we define ¨-N,øN =
{æ1 ∶ æ-N ≤ æ1 ≤ æøN } as the set of voxels between æ-N and æøN and its size as ì-N,øN . The
following additional first order metrics are also computed.
The Robust Mean is the mean of all intensities between æ-N and æøN [106].

º̈-NhøN =

õ√ç,ƒç

1
ì-N,øN

[ ¨-N,øN (R)
1ò-

The Mean Absolute Deviation is the mean absolute distance of all values in ¨ from
mean [106].
õ¥

1
ÆØ≈ =
[|¨(R) − º̈ |
ì≠
1ò-

The Robust Mean Absolute Deviation is the mean absolute distance of all intensities
between æ-N and æøN from º̈-N,øN [106].

ÆØ≈ =

1
ì-N,øN

õ√ç,ƒç

[ ∆¨-N,øN (R) − º̈-N,øN ∆
1ò-
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Skewness measures the asymmetry about the mean of a probability distribution.
Negative skewness implies that the left (negative) tail is elongated, while positive
skewness implies the right (positive) tail is elongated [107]. The skewness of the normal
or any asymmetric distribution is zero.
õ¥

»…
1
â«gÜgââ = … =
[[¨(R) − º̈ ]…
â≠ ì≠ â≠…
1ò-

Kurtosis measures the heaviness of the tails in a probability distribution. Distributions
with high kurtosis have more mass or density in their tails. A common point of reference
is 3, which is the kurtosis of the normal distribution. Distributions with values higher
than 3 have more weight in their tails and are less peaked than the normal with the same
mean [107].
õ¥

»À
1
« ÄÖÑâRâ = À =
[[¨(R) − º̈ ]À
â≠ ì≠ â≠À
1ò-

Energy calculates the sum of squares of the normalized gray level histogram [106].
õÃ

ggÄÅ& = [ ¿≠ (R)®
1ò-

Entropy measures the uncertainty or randomness in the normalized histogram [98].
õÃ

gÖÄÑÉ& = − [ ¿≠ (R) log ® e¿≠ (R)l
1ò-
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Second Order Features
Second order metrics are calculated by comparing the gray level co-occurrence
matrix (GLCM) across two MRI channels. Figure 50 shows how to construct a standard
GLCM from a single MRI channel ) [98] with offset vector D3 . œ+ stores the occurrence
of each bin pair in the image for offset D3 . We only use D3 = [1 0 0], in this work and
will therefore not further characterize or denote GLCMs by the offset vector. This value
of D3 compares the binned value of each voxel to that of the neighbor directly to the right.
For second order radiomics, we construct each matrix similarly but compare across the
T1CE and FLAIR channels for each tumor subcompartment. This implies that each
patient has 3 GLCMS: œ,-–i,Fß—6£,–i, , œ,-–i,Fß—6£,õ–i, , and œ,-–i,Fß—6£,`“`2_ . Figure
51 shows how to build a cross-channel GLCM [57]. The images are binned into a
histogram with ì3 = 16 levels; therefore, the dimension of each matrix is 16 by 16. For
simplicity in the equations below [57], [98], [106], we drop the subscripts for the GLCM.
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Figure 50: The gray level co-occurrence matrix (GLCM) for an image patch is
constructed by counting the occurrence of binned voxel intensity one column to the right.
We show 8 bins instead of 16 for simplicity.

Figure 51: The cross-channel gray level co-occurrence matrix compares binned gray
levels across MRI sequences.
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Cross-Channel Energy calculates the homogeneous patterns of a tissue mask between
the two channels. High energy values indicate that there are high number of intensity
pairs that appear in common:
õt õt

ggÄÅ&–– = [ [ œ(R, ”)® ,
1

ª

where œ(R, ”) represents the cross-channel GLCM with subscripts dropped for simplicity.
Cross-Channel Entropy measures the level of uncertainty or randomness between the
structure between two channels.
õt õt

gÖÄÑÉ&–– = − [ [ œ(R, ”) logeœ(R, ”)l
1

ª

Cross-Channel Correlation measures the linear relationship between corresponding
gray levels. Let »‘ , »ö , ’‘ , and ’ö be the means and standard deviations of the GLCM
taken across the rows and columns, respectively.
õ

)ÑÄÄgàüÖRÑ–– =

õ

∑1 t ∑ª t (R − »‘ )e” − »ö lœ(R, ”)
’‘ ’ö

If either ’‘ or ’ö equals 0, such as when there is only one gray level in the target
structure, correlation is undefined. An arbitrary value of 1 is returned, as in [106].

120

Cross-Channel Contrast quantifies the local intensity variation. Large contrast
correlates with disparity in gray levels among neighboring voxels.
õt õt

)ÑÖÄüâÖ–– = [ [(R − ”)® œ(R, ”)
1

ª

Cross-Channel Homogeneity measures the local similarity of gray levels. Large
homogeneity correlates with similarity between neighboring gray levels.
õt õt

ℎÑ◊ÑÅggRÖ&–– = [ [
1

ª

œ(R, ”)
1 + |R − ”|

Cross-Channel Cluster Shade is a measure of the skewness and uniformity of the crosschannel GLCM.
õt õt
…

)à âÖgÄ?ℎüÿg–– = [ [eR + ” − »‘ − »ö l œ(R, ”)
1

ª

Cross-Channel Cluster Tendency measures how voxels with similar gray-level values
group together spatially.
õt õt
À

)à âÖgÄ]gÿg)&–– = [ [eR + ” − »‘ − »ö l œ(R, ”)
1

ª
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Experiments and Results
Ideal Midline Plane Localization
All ideal midline experiments in this section were executed on a Linux computer
with a 2.5 GHz processor with 4 cores and 16 GB of RAM. The BRATS 2013 dataset
contains 30 co-registered HGG (20) and LGG (10) T1, T1CE, T2, and FLAIR volumes.
The ideal midline plane localization algorithm requires only a single channel. The T1
channel was chosen for evaluation of the method, due to its ubiquity in MR diagnostic
imaging. We used the 30 patient 2013 dataset instead of the 210 patient 2017 dataset due
to time constraints by the radiologist.
The experiment to assess algorithm accuracy is described first [Figure 52]. Ground
truth ideal midlines are not available in the BRATS 2013 dataset. We assume that the
original algorithm is reasonably accurate, and our proposed method only generates a
candidate improved plane if it expects it to be better approximation to the ideal midline.
The experiment proceeds as follows. We execute the program on all 30 T1 images. For
images which the algorithm chooses to draw a candidate improved plane, both the
improved and original planes are drawn on the patient volume [Figure 53]. At random,
one of the planes is drawn dashed and the other is drawn solid. This information was
inserted into a database but withheld from the radiologist (Noah D. Sabin, MD). We did
not always dash the original or the candidate plane in order to avoid any systematic bias
such as the radiologist preferring solid planes to dashed planes or noticing that either the
type was drawn by the improved algorithm. The radiologist then observed the image and
selects which of the two planes is a better approximation to the ideal midline. If the
radiologist selected the candidate improved plane, we considered it to truly be an
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improvement to the original algorithm. Otherwise, we assumed that the candidate plane
was not an improvement.

Figure 52: The experiment to assess accuracy improvements to the ideal midline
plane algorithm.
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Figure 53: The improved plane is drawn solid and the original plane is dashed in
patient HG0011 (4 slices shown).
The algorithm chose to draw a candidate improved plane in 8 out 30 executions. A
two-tailed binomial test was used to assess whether the radiologist chose the candidate
improved plane at a rate significantly different from random guessing. This test is
appropriate when [107]:
1. the trials are independent,
2. the probability of success is constant throughout the experiment,

124

3. there are a fixed number of trials, and
4. there are two choices available.
We assumed the patients are independent of each other and that the radiologist scored
them independently. Thus, these conditions were met in the experiment. In all 8 cases in
which an improved plane was drawn (8/8), the radiologist chose it as the better of the two
[Table 3]. Under a random guessing model, the probability of selecting either plane
would be 0.5. In this case, the binomial test has É = 0.0078 and 95% confidence
interval [0.631, 1.000]. Therefore, we conclude that when the algorithm chooses to draw
an additional candidate plane it is very likely to be an improvement over the plane drawn
by the original algorithm. The symmetry ratio column shows the ratio of the symmetry
from Equation 6 of the improved plane É∗ to that of the original plane ÉK :

?† =

?(É∗ )
.
?(ÉK )

The results indicate that in 6 of 8 improved planes, a better plane was found with lower
symmetry (?† < 1). This suggests that symmetry may not be the sole criterion to find
the optimal plane, further justifying our anatomical-based approach to adjusting the
plane.
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Table 3: Results of the ideal midline accuracy experiment.

Patient
HG0003
HG0007
HG0008
HG0009
HG0011
HG0025
HG0027
LG0008

Symmetry
Ratio
1.30296
0.923282
0.994581
0.983418
1.03034
0.978931
0.979158
0.930801

Dashed
Plane
Improved
Original
Original
Improved
Original
Original
Original
Improved

Selected
Plane
Dashed
Solid
Solid
Dashed
Solid
Solid
Solid
Dashed

Improved
Plane
Chosen?
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes

The efficiency of the algorithm is tested by comparing the execution time of the
original algorithm to that of the improved algorithm. The authors of the original method
reported that the mean execution time was approximately 30 seconds. However, for fair
comparison, we implemented the algorithm in the same heavily optimized C++ that we
use for our own methods and run it on the same machines. We implemented our own
changes to the method in a way that they can be disabled dynamically in order to
facilitate this comparison. For each of the 30 patients, we executed the algorithm both
with and without the efficiency and accuracy improvements enabled. Results are shown
in Table 4. The execution time of our improved algorithm was shorter than the original
algorithm for all patients. The paired t-test is used to compare the results. The conditions
for the paired t-test are [107]:
1. There are related or paired samples from each group.
2. The difference between the paired values is normally distributed.
3. The data is randomly sampled from the population.
4. The dependent variable is continuous.
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Condition 1 is met by executing each patient image using both the original and improved
algorithm. Condition 2 is met by running a test for normality on the differences between
the times of each execution pair. The Shapiro-Wilk test gives É = 0.97, indicating that
the differences are normally distributed [Figure 54]. Therefore, the paired t-test can be
applied and gives É < 2 × 10h-› [Figure 55]. We therefore conclude that our
improvements to the algorithm reduce the execution time while still performing the
additional accuracy improvements described above. After discussion of the survival
models in the following sections, an experiment showing that the ideal midline accuracy
improvements are relevant to survival prediction will also be discussed.
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Figure 54: The differences between the paired times are normally distributed.
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Figure 55: The modified method is faster than the original algorithm even with accuracy
improvements included.
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Table 4: Execution time (ms) comparison between the original ideal midline plane algorithm and our proposed modifications.
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Sample
HG0001
HG0002
HG0003
HG0004
HG0005
HG0006
HG0007
HG0008
HG0009
HG0010
HG0011
HG0012
HG0013
HG0014
HG0015

Quarter
Space
Time
Original
532
652
772
439
650
1532
822
714
429
556
695
797
548
965
701

Half Space
Time
Original
1064
1242
1483
658
1484
1041
1037
1450
921
1260
727
958
927
1192
1308

Full Space
Time
Original
1560
1963
2242
1202
2026
1409
1402
2248
1614
1549
1114
1321
1215
1745
1855

Total Time
Original
4151
5010
5714
3335
5211
5504
4512
5567
3960
4425
3648
4292
3898
5133
4957

Quarter
Space
Time
Modified
397
362
486
268
413
917
526
393
278
342
480
552
337
590
435

Half Space
Time
Modified
1113
1206
1460
656
1333
1022
1066
1316
1032
1127
722
1032
1115
1263
1413

Full Space
Time
Modified
562
777
816
379
856
501
514
763
648
558
412
481
461
593
680

Adjustment
Time
Total Time
Modified
Modified
227
3366
204
3704
263
4262
142
2462
257
3978
207
4156
193
3518
282
3913
213
3521
224
3358
156
3095
206
3406
168
3176
211
3759
215
3772

Table 4 (Continued)
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Sample
HG0022
HG0024
HG0025
HG0026
HG0027
LG0001
LG0002
LG0004
LG0006
LG0008
LG0011
LG0012
LG0013
LG0014
LG0015

Quarter
Space
Time
Original
1680
589
542
607
585
1018
1283
1393
536
1632
487
1377
534
559
1377

Half Space
Time
Original
833
722
999
734
1293
709
791
966
897
969
993
911
823
1151
690

Full Space
Time
Original
1246
1068
1465
1093
1871
1061
1195
1184
1204
1380
1534
1606
1437
1614
1113

Total Time
Original
5119
3944
4363
3740
5191
4098
4780
4935
3670
5422
4536
5372
4083
4621
4505

Quarter
Space
Time
Modified
1035
373
308
337
336
620
789
871
308
964
282
853
322
355
781

Half Space
Time
Modified
978
801
998
852
1279
700
821
874
838
937
994
899
849
1073
684

Full Space
Time
Modified
478
416
555
469
792
390
428
459
438
493
634
587
475
574
412

Adjustment
Time
Total Time
Modified
Modified
178
4058
164
3218
218
3341
153
3031
265
3983
182
3063
275
3730
264
3860
196
2809
187
4038
200
3410
200
4024
187
3145
222
3520
153
3415

Segmentation
The Dice coefficient measures the similarity of two samples according to the formula
[64]
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where TP, FP, and FN are the number of true positives, false positive, and false
negatives, respectively. For sets that overlap perfectly, the Dice coefficient is one. For
sets with no overlap, the value is zero. The Dice coefficient is often used in segmentation
evaluation, including in the BRATS tumor segmentation challenges. The precision and
recall are given by the formulas
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The healthy, single-channel, T1-only segmentation results are shown in Figure 56.
Figure 57 shows the segmentation results for the multi-channel tumor subcompartment
segmentation.
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Figure 56: The Dice coefficients of the random forest segmentations of all patients in
the validation set by healthy tissue using the single-channel, T1-only random forest with
50 trees and maximum tree depth 15.
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Figure 57: The Dice coefficients of the random forest segmentations of all patients in
the validation set by pathology tissue using the multi-channel (T1, T1CE, T2, FLAIR)
random forest with 50 trees and maximum tree depth 15.

Deformed Midsagittal Surface Localization
All DMS methods are run against each patient in the validation set. The three
methods that we implemented (MCMS, Freesurfer, and Quadratic) are executed on a
Linux computer with a 2.5 GHz processor with 4 cores and 16 GB of RAM. The Kuijf
Kullback-Leibler executable is run on a Windows computer with a 3.5 GHz processor
with 12 cores and 64 GB of RAM. The Kuijf software is only available for Windows,
while Freesurfer requires Linux or Mac OS, so exact comparisons on the same machines
are not possible in this study. We measure method error in each patient by the natural log
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of the mean medial-lateral distance between the ground truth and computed DMSs.
Because Freesurfer failed in 58 patients, we show two plots for accuracy measurements.
Figure 58 shows only the 103 patients in which all 4 methods successfully drew
deformed surfaces, while Figure 59 shows the error measurements for all 161 patients for
the 3 methods which successfully drew DMSs for the entire validation set. Log scale is
used due to high errors in some patients for some methods. Only points within the
patient brain are included in the comparisons. The mean distance between the ideal
midline and the true DMS is the mean truth deformation. Figure 60 shows the
performance of the methods for each all patients as a function of their deformation. To
assess the accuracy throughout the patient brain, we show the mean error for each method
by normalized slice in Figure 61. Figure 62 demonstrates that Freesurfer is more likely
to fail for patients which have larger truth deformation (p = 6.37e-05; Wilcox test).
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Figure 58: Accuracy measurements for the 103 patients in which all 4 methods
succeeded.
Results for the accuracy and time of all methods are shown in Table 5. Exact,
Holm-corrected Wilcox tests show that the lower error in MCMS compared to the other
methods is significant, with p-values of 0.015, 2.86e-6, and 5.45e-10 for Freesurfer, Kuijf,
and Quadratic, respectively. We further subdivide the patients into low, medium, and
high deformation groups using the 33rd and 66th percentiles (1.296 and 1.989 mm) of the
ground truth deformation distribution to investigate the accuracy of the methods for
different levels of deformation [Table 6]. Linear models are computed for each method
[Figure 60] to show that their accuracy is affected by midline deformation. All
coefficients are significant for all methods except for the intercept of the Kuijf algorithm.
The optimal parameters learned from training data by Equation 22 are shown in Table 7.
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Figure 59: Accuracy measurements for all 161 patients in the validation set. Freesurfer
is not shown due to its failure in 58 patients.
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Figure 60: The log mean error of each method is shown for each patient in the
validation set according to patient mean truth deformation. For Freesurfer, only the 103
patients in which the method succeeded are shown. For all other methods, all 161 patients
are included.
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Figure 61: The mean error across the validation set varies by method and by slice (zcoordinate). Zero represents the slice containing center of mass of the patient brain.
Negative/positive slice values refer to more inferior/superior slices. The Kuijf and
Quadratic methods have an increase in error near the central slices of the brain, where
deformation tends to be higher. The Freesurfer curve only includes the 103 patients in
which it succeeded.
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Freesurfer Failed?

Figure 62: Freesurfer failed in 58 of 161 cases in the validation set. Failure patients
were more likely to have higher deformation (p = 6.37e-05; Wilcox test).
VASARI midline features and tumor size are calculated automatically and
compared to ground truth. The proportion of correct automated calls for tumor side, CET
crossing the midline, and NCET crossing the midline are 0.950, 0.919, and 0.913. The
total proportion correct across all 3 features is 0.928. The correlation between ground
truth and automated segmentation of defined tumor size, including connected component
post-processing, is 0.945. A linear model for predicting true tumor size from calculated
tumor size yields an intercept of 1.562 (p = 0.183) and a slope of 0.959 (p < 2e-16) with
adjusted R-squared 0.8926. Given a tumor segmentation and a DMS, the calculation of
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the midline VASARI features and tumor size only requires a few seconds using the
computing platform discussed earlier.
Now we describe the survival analysis. Following [40], we divide the patients
into younger and older cohorts based on survival time. Recursive partition analysis is
used to determine the optimal age cutoff. To prevent overfitting, the patients are divided
into 3 survival levels as described in the BRATS 2017 challenge: short, medium, and
long with survival times of less than 10 months, 10 to 15 months, and greater than 15
months, respectively. These survival levels are only used for the partitioning and not in
subsequent survival analysis. The optimal age threshold is found to be 64.31 years, which
corresponds closely to 64, the national median age of newly-diagnosed GBM patients [3].
The younger and older patients are analyzed separately. We use univariate and
multivariate Cox Proportional-Hazards modelling to investigate the effects of midline
features. Patients are considered to have midline shift if their mean truth deformation is
above the cohort median (1.60 mm). Likelihood ratio tests are used to determine
significance. Univariate analyses are performed on the features of age, tumor side, tumor
size (excluding edema), CET crossing the midline, and NCET crossing the midline.
Features which meet a significance threshold of p < 0.20 during univariate analysis and
pass the test for proportional hazards [108] are retained for multivariate analysis.
Univariate analysis identified the following statistically significant predictors of survival
in the younger cohort: age (Hazard Ratio [HR] 1.029; Likelihood Ratio Test p = 0.010,
likelihood-ratio test; 95% Confidence Interval [CI] 1.006, 1.052), presence of midline
shift (HR 1.425; p = 0.084; CI 0.955, 2.127), and tumor size (HR 1.009; p = 0.020; CI
1.002, 1.017). However, tumor size does not pass the test for proportional hazards and is
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discarded. The final multivariate model for younger patients therefore includes age (HR
1.034; p = 0.004; CI 1.011, 1.057) and midline shift (HR 1.650; p = 0.017; CI 1.093,
2.490) and is significant with overall p-value 0.002 [Figure 63]. Univariate analysis of
the older cohort identified the following significant predictors of survival: age (HR 1.039;
p = 0.134; CI 0.989, 1.092), CET crossing the midline (HR 5.148; p = 0.0135; CI 1.734,
15.29), and NCET crossing the midline (HR 5.148; p = 0.0135; CI 1.734, 15.29). CET
crossing the midline and NCET crossing the midline are perfectly correlated in the older
cohort. Therefore, NCET crossing the midline is removed from the analysis so that
colinear features do not complicate the model and because CET is generally easier than
NCET to segment automatically. The final multivariate model for the older cohort
therefore includes age HR 1.053; p = 0.045; CI 1.001, 1.107) and CET crossing the
midline (HR 6.863; p < 0.001; CI 2.205, 21.359) and has an overall p-value 0.007
[Figure 64]. To test whether we can automatically predict survival, we apply calculated
features to the survival models and compare them with the survival predicted by ground
truth. Figure 65 shows the results of using patient age and the calculated midline shift in
the younger cohort. The intercept and slope are 3.54 and 0.79 with p-values 0.002 and
less than 2e-16. Figure 66 shows the results of using patient age and CET crossing the
midline in the older cohort. The intercept and slope for the linear model in this cohort are
0.41 and 0.93 with p-values 0.602 and less than 2e-16.
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Table 5: Comparison of accuracy and time of the 4 DMS methods. Values in bold are
the best in their row.
Freesurfer

MCMS

Kuijf

Quadratic

Median Error
Number of Patients Method is
Best
Number of Small
Deformation Patients Method
is Best
Number of Medium
Deformation Patients Method
is Best
Number of Large
Deformation Patients Method
is Best
Number of Patients Failed

1.20

1.15

1.32

1.57

58

60

21

22

25

10

3

15

18

23

8

6

15

27

10

1

58

0

0

0

Preprocessing Time

>1 day

~2 min

0

~2 min

Mean Execution Time
(excluding preprocessing)

22 sec

83 sec

~20 sec

23 sec

Table 6: Holm-corrected p-values of exact, paired Wilcoxon signed rank tests
comparing MCMS accuracy to each method across each deformation group. Values in
bold are significant.
Group

Freesurfer

Kuijf

Quadratic

All

6.57E-05

1.79E-11

9.81E-22

Low

1.69E-01

2.44E-05

8.58E-02

Medium

2.21E-02

6.90E-05

7.55E-11

High

2.11E-06

2.71E-04

5.79E-12
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Table 7: Optimal MCMS parameters learned from the training set by Equation 22.
Parameter

Value

Parameter

Value

9:;<

-388

=:;<

-1

9>

-21

=>

276

9?

466

=?

0

@AB

-927

@CD

-203

1.00

Midline Shift
(Younger Cohort)
No
Yes

Percent Survival

0.75

0.50

0.25

0.00
0

20

40

60

Months

Figure 63: For patients in the younger cohort (age < 64), having midline deformation
above the median show decreased survival (univariate E = 0.08).
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Enhancing Tumor Crosses
Midline Surface
(Older Cohort)

1.00

No
Yes

Percent Survival

0.75

0.50

0.25

0.00
0

10

20

30

40

Months

Figure 64: Older patients (age ³ 64) with enhancing tumor crossing the deformed
midline surface show decreased survival (univariate E = 0.013).
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Figure 65: The survival of patients in the younger cohort are predicted using age and
automatically-calculated midline shift. The slope and intercept are 0.79 ± 0.098
(E < 2$ KLM ) and 3.54 ± 2.17 (E = 0.002).
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Figure 66: The survival of patients in the older cohort are predicted using age and
automated scoring of the VASARI feature CET crossing the midline. The slope and
intercept are 0.929 ± 0.098 (E < 2$ KLM ) and 0.401 ± 1.51 (E = 0.602).

To test the effects of the ideal midline plane accuracy improvement on deformed
midline surface localization and image feature calculation, the ideal midline algorithm
was executed on the patients in the validation set. The algorithm drew an
adjustment/improvement plane in 41 of 161 cases. This proportion, 0.25, is very similar
to the proportion of patients, 8⁄30 = 0.26, for which the method drew an improvement
in the BRATS 2013 dataset (E ≈ 1, Chi-squared test). To test the effects of deformed
midline accuracy, the MCMS method was run using the original plane and the adjusted
plane in the 41 patients. For 20 of the 41 patients, the accuracy of the DMS was higher
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for the improved plane than the original plane. The differences in accuracy in the MCMS
were not significant (E ≈ 1, sign test). Therefore, we conclude that MCMS is robust to
deviations in the midline. MCMS can search the space around either ideal plane to still
find the proper DMS. This also implies that the accuracy improvements of the ideal
midline do not improve the performance of DMS tracing. However, the utility of ideal
midline localization is in calculating the deformation caused by the tumor, not the DMS
itself. Figure 67 shows an example of a patient whose deformation calculation is
improved by using the adjustment plane. The red areas show voxels that would have
falsely been called deformation had the original (dashed) plane been used instead of the
improved plane (solid). The deformed midline surface is shown in blue. The true
deformation is lower than what was calculated when using the original plane. In fact, the
false deformation (red) would have resulted in the image being classified as having high
deformation volume instead the true low deformation. This would have resulted in the
patient being placed in a different group for the survival calculations discussed above.
The distribution of deformation differences is shown in Figure 68. The Wilcox signed
rank test gives E = 0.01, indicating that there is a significant difference in the
deformation calculations when using the improved vs. original planes. We therefore
conclude that the choice of accuracy of the ideal midline plane affects the accuracy
subsequent deformation calculation. Of the 41 patients in the validation set for which
improved planes were drawn, 14 had a large enough difference in the deformation
calculation based on the two planes that they would have been placed into the incorrect
high or low deformation groups (above or below the median deformation of 1.6 mm,
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respectively). Thus, the improvements made to the ideal midline are relevant to accurate
survival prediction.

Figure 67: The improved midline plane (solid) results in a different deformation
calculation.
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Figure 68: The distribution of differences in deformation calculations when using the
improved instead of the original ideal midline plane.

Random Forest Survival
To assess the relevance of the midline features to survival prediction, we build two
random forest survival models using the patient age, VASARI scores, and radiomics
results. We build a separate classifier for each cohort (young and old) to accommodate
the large differences in survival characteristics between them. The models are
constructed using 10-fold cross validation with recursive feature elimination using the
caret package in R [109]. During training, random forests use bootstrapped samples from
the training data for the construction of each tree. Any samples not included in the
bootstrap sample are called the “outgroup” for that tree. Importance for each feature is
estimated by permuting the value for the feature in the outgroup and then classifying the
samples in the outgroup using the built tree. The more the accuracy of the classifier
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decreases as a result of the label permutation, the more important the feature is
considered to be. Unimportant and redundant features are also removed from the
classifier during the recursive feature elimination stage.
We evaluate the classifiers based on their ability to predict patient survival as short or
long, based on the data median of 368 days, or approximately 1 year. The classifiers are
trained using 131 features from the 161 BRATS patient set. For the younger cohort, the
final trained classifier retained only 19 of the features, with the high deformation feature
ranked 7th out of 131 [Table 8]. The survival predictor for the older cohort did not
eliminate any features. The feature for CET crossing the midline was ranked 28th. To
test whether training separate classifiers for each cohort made sense, we also trained a
random forest which included both age groups. The accuracy of the young and old
classifiers were 0.70 and 0.64, respectively (mean 0.67). The accuracy of the combined
classifier was lower at 0.64, thus demonstrating the advantage of separating the cohorts
for survival prediction.
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Table 8: All features (19/131) retained by the random forest of the younger age group
ranked by decreasing importance.
Rank
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19

Feature
tumor.sphericity
tumor.surface.area
cet.radial.distance.standard.deviation
cet.t1ce.iqr
cet.t1ce.p90
cet.flair.skewness
deformation.above.median
longest.axis.of.abnormality.pathology
necrosis.flair.std_dev
necrosis.t1ce_flair_glcm.correlation
tatv.volume
tumor.volume
cet.tissue.pixel_volume
perpendicular.axis.of.abnormaility.pathology
cet.t1ce_flair_glcm.homogeneity
cet.t1ce.std_dev
edema.tissue.pixel_volume
cet.t1ce.mad_robust
cet.flair.iqr
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Importance
5.519156
4.459631
3.699317
3.400305
3.075877
2.931806
2.908466
2.829459
2.633937
2.611077
2.589226
2.523577
2.510184
2.333606
2.266898
2.23562
1.929982
1.87186
1.7168

Table 9: The top 30 out of 131 features of the random forest of the older age group
ranked by decreasing importance.
Rank
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30

Feature
cet.radial.distance.standard.deviation
necrosis.t1ce.mean
age
tumor.sphericity
necrosis.t1ce.p90
necrosis.t1ce.median
cet.flair.energy
cet.flair.p10
necrosis.flair.median
cet.flair.median
necrosis.t1ce_flair_glcm.mean
cet.flair.mean
necrosis.tissue.pixel_volume
cet.t1ce_flair_glcm.cluster_shade
cet.t1ce.skewness
tatv.volume
necrosis.flair.mean
necrosis.flair.entropy
edema.t1ce_flair_glcm.variance
cet.flair.entropy
necrosis.flair.p10
necrosis.flair.std_dev
necrosis.t1ce.p10
necrosis.flair.mad_robust
perpendicular.axis.of.abnormaility.pathology
edema.t1ce_flair_glcm.cluster_tendency
cet.t1ce.kurtosis
cet_crosses
necrosis.t1ce.std_dev
cet.flair.kurtosis
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Importance
1.9753163
1.4870008
1.451437
0.9329281
0.9298183
0.9079024
0.8881108
0.8850105
0.832129
0.7602989
0.7345815
0.6995526
0.5404698
0.5307921
0.5089249
0.5013315
0.4653737
0.4569245
0.4565811
0.4476943
0.4261232
0.4223265
0.4112627
0.4031752
0.3931764
0.3795609
0.3786295
0.3001775
0.2939585
0.2856934

Discussion
Ideal Midline Plane Localization
The ideal midline plane is used to calculate the deformation caused by brain
tumors. It is essential that the method to calculate it is accurate and efficient. The
authors of the original ideal midline plane localization method reported that the runtime
of their own implementation was approximately 30 seconds per patient. Their paper was
published in 2011, and their code is not available. Because their computers were likely
slower and we wrote the code in C++ using modern compiler optimizations, it was
necessary to execute the original method ourselves to test the improvements. Our own
implementation of their algorithm was much faster due to these differences (4.59 ±
0.65 2). The time saved per stage for all patients in the BRATS 2013 dataset is shown in
Figure 69. The values are calculated as the difference in time between our
implementation of the original algorithm and the new algorithm. Therefore, positive
values indicate efficiency improvements. As expected, quarter space, full space, and total
execution time are improved by our changes to those stages. The search time in half
space remained basically unchanged because we did not make changes to the algorithm
in that space. Similarly, adjustment time is negative because that stage is not part of the
original method. The mean and standard deviation of the adjustment time are 0.20 ±
0.038 2. The low mean time is due to multithreading, and the low variation is a result of
searching space of fixed size in each image. All images have the same number of
candidate improvement planes tested within the search regions of the same size around
the original plane [Figure 26, Figure 27].
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Figure 69: The time in seconds saved at each stage of the improved ideal midline plane
localization algorithm.
The decrease in total runtime (1.06 ± 0.28 s), is real but only modest on
comparable hardware. This demonstrates the importance of paired analysis in evaluating
computational performance. However, given the results shown in Figure 55 and Figure
69, along with statistical analysis performed in the Experiments and Results chapter
above, we can confidently say that we have improved the original method. We have
yielded more accurate planes in less time. We do not pay for the improvements to
accuracy with increased run time. In fact, overall run time has decreased.
Interestingly, 6 of 8 improved planes in Table 3 have lower symmetry than the
plane found by the original algorithm. This suggests that symmetry from Equation 6
alone may not be the optimal characteristic to locate the optimal plane, at least in tumor-
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bearing images. This further justifies our anatomical-based approach to adjusting the
plane as shown in Figure 27. On the other hand, the symmetry ratio in patient HG0003
is high (1.30), indicating that our extension to the method actually found an improved
plane with higher symmetry than that of the original. This demonstrates that, like many
metaheuristic methods, the multiresolution grid search to maximize Equation 6 is not
guaranteed to find the global optimum in the search space, the plane with the highest
symmetry in the image volume.
The primary purposes of the locating the ideal midline plane are to aid in DMS
localization and deformation calculation. We saw in Figure 67 and Figure 68 that using
the more accurate ideal midline plane significantly improved the accuracy of these
automated tasks.
Segmentation
The healthy tissue, T1-only segmentation results are fairly good [Figure 56]. The
median Dice values for all 3 tissues are above 0.65. For white matter, the results are
extremely accurate, with Dice, precision, and recall all above 0.80. The recall of CSF is
very high (0.99), while the precision is lower. Conversely, for gray matter, the precision
is higher than recall. This is an indication that the classifier has a tendency to call true
CSF as gray matter more than vice-versa. The confusion between gray matter and CSF is
not too surprising. Both tissue types are somewhat dark on T1, and they tend to be close
to each other (gray matter lines the brain cortex and is often adjacent to pockets of CSF
such as the ventricles). This explains why white matter has higher scores. It is quite
bright on T1 and does not tend to contact CSF, providing less opportunity for confusion.
Regardless, the overall quality of the healthy tissue segmentations is good on average.
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The TATV subcompartment segmentation results are more mixed [Figure 57]. The
Dice, precision, and recall of non-pathology tissue (background) are extremely high
(above 0.98). The individual subcompartments are bit lower. These results indicate that
the classifier is quite capable of distinguishing TATV from background, but has more
difficulty discriminating between CET, NCET, and edema. For features which only use
TATV, the accuracy of the subcomponent classification has no consequence. For
features which depend on accurate masks for CET, however, this could potentially lead to
inaccuracies.
Deformed Midsagittal Surface Localization
MCMS is the most accurate of the four methods discussed in this work for DMS
tracing Table 5. Freesurfer failed in 58 of the 161 patients and was thus unable to
generate a DMS. As Freesurfer was more likely to fail in patients that had higher
deformation, estimates of its DMS accuracy are biased by the exclusion of the more
challenging patients [Figure 62]. When we include patients in which Freesurfer failed by
assigning them infinite error, we see that its median error increases above that of MCMS.
MCMS is the best method in the most patients (60/161) and best overall in both medium
(23/55) and high deformation (27/53) patients. The linear model for MCMS had the
lowest slope of all the methods, further suggesting that as deformation increases, it is
likely to have the lowest error (note that the linear model for the Freesurfer method in
Table 5 only includes successes). Importantly, Figure 61 shows that MCMS is accurate
throughout the patient brain. Note that the Freesurfer line in this figure only includes the
patients in which it succeeded. Lower slices (more negative z values) include areas such
as the brainstem, and slices in the middle of the brain (V ≈ 0) are where midline
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deformation tends to be the most prominent. The Kuijf and Quadratic methods both
show increased error in middle brain area. Figure 70 shows two examples in which
MCMS accurately finds the DMS in high-deformation patients. The SP and anterior IF
are properly traced even though they are severely shifted. No Freesurfer surfaces are
drawn because it failed in both patients. In Figure 70A the Kuijf method has missed
widely. In correspondence with the author, it was suggested that the calculation of the
midline plane may have failed in cases such as this. In Figure 70B, the Kuijf surface is
pushed to the patient’s right and misses much of the IF and all of the SP. According to
the author, this might be due to narrow IF causing the algorithm to optimize through gray
matter. We also suspect that hypointense tumor voxels in the reference planes used by
the Kuijf method might negatively affect the Kullback-Leibler divergence calculation.
The effects of large deformation are different when the Quadratic method is used. The
significant presence of hypointense tumor voxels tends to result in a nearly planar
quadratic surface drawn between the tumor and lateral ventricles in both patients. Given
these results and the increased failure rate of Freesurfer at higher deformations, it appears
from that MCMS is more robust to extreme midline shift than the other three methods.
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Figure 70: Original images (left) and images with surfaces (right) are shown for two
high-deformation patients. The surfaces shown are MCMS (blue), Kuijf (red), and
Quadratic (yellow). No Freesurfer surfaces are shown because it failed for these patients.

The optimal parameters learned from training data [Table 7] suggest that the
location of the IF is the most important factor for accurate DMS tracing (@AB = −927).
However, the less extreme value for @CD is likely due to the fact that we constrain the
surface to SP points if they can be found in the image. Therefore, a low value of the @CD
is not strictly necessary to confine the evolving surface to the SP. As expected, surface
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distance is heavily penalized (=> = 276). The values for points with zero intensity
curvature (9:;< = −388) and zero surface curvature (9? = 466) are a bit
counterintuitive and cause points with zero intensity curvature to be rewarded and points
with zero surface curvature to be penalized, the opposite of their intended purpose. It is
possible that intensity curvature and surface curvature essentially cancel each other out,
allowing the detection of surfaces passing through IF and SP with minimal distance. If
so, then their signs are not important if they are opposite from each other and the
coefficients are nearly the same magnitude, which is indeed the case in Table 7. It is also
possible that by incentivizing zero intensity curvature voxels, smooth regions in the
brainstem or corpus callosum can be more easily located by the evolving surface.
The execution times shown in Table 5 indicate that the Kuijf method is the fastest
of the four methods. This is not unexpected, as the Kuijf method requires no
preprocessing beyond rotating the image such that the ideal midline plane is in the center
of the volume, and this step was already performed on the BRATS 2017 set. Due to
different operating system requirements as described above, not all methods can be run
on the same machine. The listed reprocessing times are inexact for MCMS and
Quadratic because brain extraction was already performed on the data set. Execution
time is inexact for the Kuijf method because it was run manually via a GUI provided by
its author. The Kuijf method was run on a machine with more memory than the cluster
machines used for the other methods. None of the algorithms in this work are memoryconstrained, so that is likely not important for this comparison. We did not fully optimize
our implementations of the Freesurfer and Quadratic methods, however, since our
Freesurfer approach requires the long-running Freesurfer suite as a preprocessing step,
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and our implementation of the Quadratic approach requires image segmentation and brain
extraction. Therefore, the total runtime of these programs would still be longer than the
Kuijf algorithm even after further optimization. MCMS has a longer runtime than the
Kuijf method at approximately 3 minutes vs 20 seconds, with approximately 2 minutes of
the extra time spent in preprocessing, mostly image segmentation. Because image
segmentation is often a necessary step in automated image analysis pipelines, we believe
that this requirement is an acceptable tradeoff for accurate DMS tracing.
Survival Analysis
The age-stratified Cox proportional-hazards models generated from ground truth
data show that, while age is undoubtedly a significant predictor, midline shift and CET
crossing the midline add significant information and improved prognostication [Figure
63, Figure 64]. These features cannot be calculated without an accurate DMS, thus
demonstrating important practical applications of our proposed method. With MCMS,
we were able to score midline shift and CET crossing the midline automatically and
incorporate them into our survival models with high accuracy [Figure 65, Figure 66].
The random forest survival models we built further demonstrate the importance of
midline-related features. Even when adding over 100 more features to the classifier, the
midline shift and CET crossing the midline scores were retained as relevant prognostic
metrics in accurate prediction models. In addition to patient and midline features, other
metrics showed consistent importance. Features related to the shape or definition of the
tumor or CET boundary were relevant (radial variance of CET, tumor surface area, and
tumor sphericity). This result validates the strength of these features in survival
prediction as reported by previous works.
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Conclusion
In this work, we presented a novel method (MCMS) for automatically tracing the
3D deformed midline surface in brain tumor MRI. We also developed a separate
algorithm for extracting the surface from Freesurfer segmentations and showed that
Freesurfer is more likely to fail in patients with higher structural deformation. The
accuracy of our method compared favorably with other methods on a public dataset. In
particular, we demonstrated that MCMS is accurate for patients with low, medium, and
high deformation and throughout the entire brain. Furthermore, we showed that age,
midline shift, and two midline-related VASARI features (CET crossing the midline and
NCET crossing the midline) inform overall survival in high-grade glioma patients. We
calculated these features automatically with high correlation to ground truth data,
demonstrating that automated midline localization may be an important tool for survival
prediction. To assess the relative prognostic importance of these midline features, we
implemented 127 other imaging and radiomics features and incorporated them into a
comprehensive, age-stratified random forest survival model. The midline features were
retained by the survival models and assigned high ranks (7th for high DMS deformation
and 28th for CET crossing the midline), further demonstrating the value of these scores.
The random forests also ascribed high importance to features reported by other works to
be important, such as the radial variance of the CET boundary, tumor surface area, and
tumor sphericity.
While the midline surface can be calculated in any patient using MCMS, the
survival models developed in this paper apply only to adults with high-grade glioma.
Additionally, many studies in clinical imaging suffer from low sample size, where the
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rate-limiting step is often the ground truth classification of VASARI or other features by
physicians with limited time. We hope to expand this work in future studies by including
more tumor types, developing separate pediatric and adult data models, and automating
the calculation of more VASARI features. Additional automation of feature scoring will
permit sample sizes to become much larger and may increase the power of imaging
features to be used in diagnosis and survival analysis and further reduce classification
subjectivity and inconsistency.
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Appendix

A framework for automated high-throughput phenotyping of brain tumor MRI
Jared Becksfort1,2
1. The University of Memphis, Memphis, TN

Introduction
Brain tumors are one of the leading causes of cancer-related
mortality in children [1]. We develop a pipeline for rapidly
segmenting and classifying MRI imaging phenotypes of two
highly malignant brain tumors types: glioblastoma
multiforme (GBM) and medulloblastoma. The main pipeline
modules (Figure 1) are
• Optional semiautomatic algorithm training module.
Training may be required for different MRI datasets.
• Automatic segmentation of multichannel MRI volumes
using a Bayesian multigrid algorithm (mSWA) [2].
• Automatic classification of MRI brain tumor
phenotypes defined by radiologists in [3].
Image annotation consists of semiautomatic image
segmentation. The MRI phenotypes were chosen because
they were shown to correlate with gene expression modules
in [3].

2. St. Jude Children’s Research Hospital, Memphis, TN

Automatic MRI Segmentation
We implement the Model-Aware Bayesian Segmentation by
Weighted Aggregation algorithm as an ImageJ plug in. The
algorithm combines affinity-based and model-based
methods of voxel classification. The image data induces a
graph where each voxel is a node, and neighboring nodes are
connected by undirected edges. Edges are weighted by an
affinity function that indicates the probability that two nodes
lie in the same cluster:

No

No

Where voxel nodes u and v have statistics su and sv,
respectively. The statistics are 4-element vectors where each
element is the intensity of the pixel coordinate in an MRI
channel (T1, T1CE, T2, and FLAIR). tu and tv are tissue
class labels for (tumor, edema, brain tissue, etc.) and are
marginalized out. The statistic-class label likelihoods are
computed from a Gaussian Mixture Model learned from
training data. The model aware affinity term shown below is
computed using stochastic gradient descent to maximize the
affinity of voxels within the same tissue and minimize the
affinity of voxels between tissues. The sum is across all
MRI channels.

Yes

• Degree of contrast enhancement
• Enhancing volume is > 5% of tumor volume
• Correlates with hypoxia and extracellular matrix gene
expression modules

No

A pyramid structure is created where each level is a coarser
representation of the level below it (Figure 2). The
segmentation is determined by traversing interlevel edges
recursively and determining the tissue class of each voxel
using a voting procedure.

Yes

• Infiltrative
• Diffuse, expansile T2 abnormality beyond the solid
enhancing portion of tumor
• Correlates with module associated with immune cells

No

Segment Each
Image in MRI
Volume

Figure 1. Framework flow chart.

Figure 3 below shows an example result from the
framework. A multichannel MRI slice is automatically
segmented, yielding one composite image where each pixel
is assigned a tissue class-specific value. This process is
repeated for the entire patient tumor volume. The output
composite images are then combined into a segmented
volume. The labels from the segmented volume are used to
classify the various phenotypes.

Multichannel
Segmentation of Separate
Volume Slices
Combine Segmented
Slices Into MRI Volume to
Make Classifications
Figure 3. Result of segmenting and classifying 2 multichannel MRI
slices from an MRI volume of 24 slices.

The degree of contrast enhancement, for example, is
computed by using the voxels labeled as tumor as a mask,
then pulling out tumor voxels from the T1 and T1CE
images. T1CE voxels that are brighter by a pre-defined
threshold than their T1 value are considered enhanced. The
ratio of the number of enhanced voxels to total tumor pixels
determines the degree of contrast enhancement.

Future Work
Contrast Enhanced

Phenotype
Classification

Results

Yes

•Mass effect
• Moderate to severe compression of adjacent structures
• Correlates with proliferation expression module

46 pediatric brain tumor cases with available MRI volume
paired with Affymetrix 500k GeneChips and Human
Genome U133 Plus 2.0 arrays.

Algorithm
Training

3. Old Dominion University, Norfolk, VA

Binary pediatric brain tumor MRI phenotypes [3] are classified by
a trained radiologist.
• Contrast/necrosis ratio
• Contrast enhancing region to necrosis region ratio > 1
• Correlates with EGFR overexpression in adults

Data

Semiautomatic
Image
Annotation

Khan Iftekharuddin3, PhD

Phenotypes

Objectives
• Implement a freely available open source algorithm for
automatically segmenting MRI brain tumor volumes.
•Use MRI image segments to determine tumor
phenotypes.
• Use the phenotypes to infer gene expression and
structural information about pediatric brain tumors in
noninvasive manner (future work).

Noah Sabin2, MD

Yes

Figure 2. Pyramid structure for computing
segments. Image taken from [2].
T2

Patient volume slices are segmented individually. The
segmentation algorithm uses information from each MRI
channel image at the slice to determine a segmentation
result. The segmentation results are then recombined back
to a segmented volume. The phenotype classifier considers
the entire volume.

•Subventrical zone involvement
• Contrast enhancing region touches subependymal zone
• Correlates with neuronal and glial migration modules

The phenotype classifications for each patient will be
compared with ground-truth values compiled by a
radiologist. They will then be compared with the Affymetrix
data to determine if expression and structural variation can
be reliably inferred from MRI alone.
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