Abstract. Let L q (s) be the product of Dirichlet L-functions modulo q. Then L q (s) has at most one zero in the region ℜs ≥ 1 − 1 6.3970 log max (q, q|ℑs|) .
Introduction
Let q be a positive integer, χ a non-principal primitive character modulo q, and L(s, χ) the associated Dirichlet L-function. We recall that the Dirichlet series representation L(s, χ) = n≥1 χ(n)n −s defines a function holomorphic for ℜs > 0. However, it may be holomorphically continued to the whole complex plane and it never vanishes in ℜs > 1. Its zeros in the half plane ℜs < 0 are the integers −a − 2n, n ≥ 0, where a = (1 − χ(−1))/2. All remaining zeros are in the the critical strip 0 ≤ σ ≤ 1 and are distributed symmetrically with respect to the critical line ℜs = 1/2 but not necessarily with respect to the real line ℑs = 0. In fact, if ρ is a zero of L(s, χ), then ρ is a zero of L(s, χ).
Let L q (s) be the product of the φ(q) Dirichlet L-functions modulo q. In the case q = 1, we have L 1 (s) = ζ(s), the Riemann zeta function. A classical result due to De La Vallée Poussin states that there exists a constant R such that ζ(s) = 0 for (1.1)
Explicit estimates of the constants R have been given by De La Vallée Poussin, Landau, Stechkin, and Rosser and Schoenfeld who last found R = 9.6459 in 1975 (see [9] ). Recently the author, in [5] , gave the value R = 5.69693. In 1899, De La Vallée Poussin stated that the same techniques would prove (1.1) in the case q > 1, more precisely that L q (s) has at most one zero in the region
.
There have been several investigations of R 0 , the latest given by McCurley in 1984 (see [7] ) with R 0 = 9.645908801. We prove the following theorems:
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1 Theorem 1.1. The function L q (s) has, at most, one single zero in the region:
where R 0 = 6.3970.
Such a zero, if it exists, is real, simple and corresponds to a real nonprincipal character modulo q.
We shall refer to it as an exceptional zero and q as an exceptional modulus.
We shall describe more precisely the case of an exceptional zero with the two following theorems. The first describes explicitly the phenomenon of repulsion that exceptional zeros exhibit. 
, where R 2 = 2.0452.
When q 1 = q 2 is an exceptional modulus, this shows that the exceptional zero repels the other real zeros of the exceptional conductor. More precisely, the region σ ≥ 1 − 1 4.0904 log q , t = 0 contains at most one zero. Now, assuming q 1 < q 2 , then the inequality implies that both q 1 and q 2 cannot be exceptional, unless q 2 ≥ q 2.1278 1 . We remark that Heath-Brown, in his research concerning Linnik's constant, established R 0 = 2.8736 for q asymptotically large and |t| ≤ 1. One of the key points of his proof is an improvement of Burgess' bounds for Dirichlet L-functions. This is where the condition on q being asymptotically large is imposed. Here, we shall employ another strategy since we are aiming to obtain a result valid for all q ≥ 1. We now outline the principal ideas of the proof of the theorems. Let ̺ 0 = β 0 + iγ 0 denote the zero we want to locate. First, in section 2.1, we establish a version of Weil's formula relating the zeros of L(s, χ) to prime numbers. We have:
n s f (log n) = f (0) 2 log (q max(|t|, 1)) + δ χ ℜF (s − 1)
ℜF (s − ̺) + R(s),
where f is a positive smooth function chosen such that its Laplace transform F (z) = +∞ 0 e −zt f (t) dt satisfies:
and ℜF (s) ≥ 0 for ℜs ≥ 0, δ χ = 1 if χ is principal and δ χ = 0 otherwise, Z(χ) is the set of non-trivial zeros of L(s, χ), and R(s) is an error term. Note that for f = 1, (1.2) reduces to:
In section 2.3 we shall make a specific choice of f in (1.2). In (1.2) the log qterm arises from the size of (L ′ /L)(s, χ). One of the key points in reducing the value of R 0 is to reduce the coefficient 1/2 in (1.2) . For example, the new Burgess bound of Heath-Brown leads to a value of 1/4. In our argument we will approach a limiting value (1−κ)/2 ≃ 0.29. The intuitive idea, which stems from the original argument of Hadamard and De La Vallée Poussin, is to compare the size of our L-function at different points s = σ + it with σ = 1 + O ((log (q max(|t|, 1))) −1 ) and different heights t. This is rendered possible by using trigonometrical inequalities of the type:
where d ≥ 2 is the degree of the polynomial (see section 2.2 for our choice of polynomial). Combined with the left hand term of (1.2), we obtain:
This gives a different right hand term for (1.2): (a) t = 0: s is close to the pole 1 when χ is principal and we obtain for the right term: ℜF (σ − 1) + R 1 (s) , (b) t = γ 0 : s is close to the zero ̺ 0 of L(s, χ) and we obtain for the right term:
(c) t = kγ 0 with 2 ≤ k ≤ d and we obtain:
In each case, we use one major argument which concerns the size of the sum over the zeros. We show that, thanks to our choice of F , we can control its size so as it is not bigger than the error term. The details are provided in section 7.
We also add another ingredient to the proof, which is to consider not only the points listed as below but also the ones a little bit further on the left. Instead of
we study
where δ and κ are positive constants that will be chosen so that the new sum over the zeros remains small. In section 7.1 we will detail this argument inspired by a lemma due to Stechkin and used by Rosser and Schoenfeld [9] and then McCurley to improve the De La Vallée Poussin zero-free region. Note that this is where the reduction from 1/2 to (1 − κ)/2 arises. Putting together all these arguments leads to the inequality:
for some suitable values of δ and κ, and hence:
since f (0) = (1 − β 0 )c 0 , with c 0 constant. We conclude by optimizing the left term with respect to σ and we obtain 1/R 0 .
Preliminaries

2.
1. An explicit formula. Let f be a function that satisfies the following properties : f is a positive function in
We denote F its Laplace transform:
In section 2.3 we will define f explicitly. In [5] we gave a proof of an explicit formula for Dirichlet L-functions following Weil ([13] ). This formula relates sums of zeros of a Dirichlet L-function to sums of primes: 
For all real a < 1, satisfying 0 < a < b, φ(x) possesses a Laplace transform:
which is holomorphic in the strip −(1 + a) < σ < a and O(1/|t|) uniformly in the strip −(1 + a) ≤ σ ≤ a. Let q be a positive integer and χ a primitive character of conductor q. Then:
We recall the formula that we deduced from it for the Riemann Zeta function (see [5] ):
Corollary 2.2. Let f be a function satisfying (2.1) and s = σ+it a complex number. Then:
Here, we need to apply our formula also in the case of non principal characters:
Corollary 2.3. Let χ be a non principal character modulo q, f a function defined as in the introduction, and s = σ + it a complex number. We have:
In both corolarries, F 2 is the Laplace transform of f " and Z(ζ) and Z(χ) are respectively the set of non trivial zeros of ζ(s) and of L(s, χ).
Proof. We apply proposition 2.1 with φ(y) = (f (0) − f (y))e −ys when y ≥ 0 and φ(y) = 0 otherwise. We assume that ℜs > 1. Then φ is a C 2 function defined on R which satisfies condition (B) and for which its Laplace transform satisfies:
where ℜz < ℜs and F 2 is the Laplace transform of f (2) . We now apply (2.2) with f and a non-principal primitive character χ :
We take the real part of (2.5) and replace the factor multiplying f (0) by the classical explicit formula for Dirichlet L-functions (see Chapter 14 of [3] ) :
We also obtain the identity (2.4) for any s in the half plane ℜs > 1. In fact, it can be extended to the whole complex plane, as both sides of the equality are harmonic there.
Let κ and δ be real numbers in [0, 1]. We introduce 
Let χ (k) be the primitive character associated with χ k of conductor q k .
The main terms are given by the first sum, as we will prove later. We begin with a lower bound for the second sum: 
Proof. The second sum in (2.9) equals:
The first sum above is positive and thus we shall find a lower bound for the second sum. We have that
, since
is positive and decreases as either p or σ increases when κ ≤ σ/(σ + δ) and p ≥ 3. Combining these remarks, it follows that the second sum is bounded by
Combining (2.8) and (2.9) we conclude that:
We rewrite this in the case when the order of χ is ≤ 4:
• If the order is 4, then χ 4 = χ (0) , χ 3 = χ and (2.10) becomes:
• If the order is 3, then χ 3 = χ (0) , χ 4 = χ, so that (2.10) becomes:
• If the order is 2, then χ 2 = χ 4 = χ (0) , χ 3 = χ and (2.10) is:
2.2.3. Other trigonometric inequalities. Note that, when the zero ̺ 0 is close to the real axis, though not real, it is also close to ̺ 0 , which is a zero associated to the conjuguate character. It will also be useful to have inequalities involving both S(σ, χ) and S(σ, χ).
• Let χ be of order 4. We consider the trigonometrical inequality:
P 2 (y) = 2 + 3 cos y + 2 cos 2y + cos 3y = 4 cos 2 y(1 + cos y) ≥ 0.
Then, since χ 2 = χ 2 and χ 3 = χ,
We apply the same inequality to the primitive character χ:
and by adding the two inequalities we arrive at:
and at:
• We assume χ is of order 3 and we consider the inequality: P 3 (y) = 5 + 8 cos y + 4 cos 2y + cos 3y = (1 + cos y)(1 + 2 cos y) 2 ≥ 0 for χ and χ. Since χ 2 = χ and χ 3 = χ (0) :
and
We add and deduce:
• We assume χ is real and we consider the trigonometrical inequality:
We deduce from it that (2.16)
• Let χ 1 and χ 2 be real primitive characters. Since the product
We denote Σ 5 the right term. Then:
In the next two sections we choose a specific function f and several other parameters.
The test function.
2.3.1. Definition. We call F the Laplace transform of f andF (x, y) the real part of F (x + iy):
Now we give an explicit definition of f such that it satisfies the conditions in (2.1) and such that its Laplace transform satisfies:
Heath-Brown suggested (see lemma 7.5 in [4] ) that the following function may not be far from optimal under our conditions: f (t) = ηh θ (ηt), where θ is a parameter in ]π/2, π[ that will be chosen later and h θ is independent of η:
and h θ (u) = 0 otherwise, with d 1 (θ) = −2θ tan θ . In particular, we have:
Properties of the Laplace transform.
In this section, we recall the approximations forF that we proved in [5] . Under the assumptions (2.1) that we made on f , we have that
where F 2 is the Laplace transform of f ′′ . We take the real part of this and notẽ
We recall two bounds on H, established in [5]:
Lemma 2.5. For any real numbers x and y, we have:
, where m θ = max
2.4. Notation. We now introduce several parameters. Let q be an integer larger than q 0 ≥ 2 and recall that χ is a non-principal primitive character of conductor q. The aim of this article is to locate the zeros of L(s, χ). We fix one zero, ̺ 0 = β 0 + iγ 0 , and we assume it satisfies 1 − 1 5 log(q max(1,|γ 0 |)) ≤ β 0 < 1. Moreover, we can choose γ 0 ≥ 0, since the zeros of L(s, χ) are symmetric about the real line with those of L(s, χ). We denote R a positive real number that satisfies the zero-free region :
. The result of McCurley in [6] allows us to commence with R = 9.645908801.
, where 5 ≤ r ≤ R. Let s be a complex number σ + it with σ > β 0 . As we will assign the values kγ 0 to t (with k = 0, 1, 2, 3, 4), we assume that
, where t 0 ≥ 1 is a parameter that shall be chosen later. We have the bounds 0 < η ≤ η 0 and σ ≥ σ 0 , where
Moreover, we put
and it follows that ω 0 ≤ ω ≤ r/R, where ω 0 = 1−σ 0 η 0 . We denote κ and δ parameters in [0, 1] that depend on θ, r, R and q (however, the numerical values are rather stable) and we assume that:
.863] and κ satisfies:
To be numerically more precise, we have: In all cases, we will first choose R = 9.645908801 and r in [5, R] , such that our final constant R 0 satisfies:
This fixes the values of σ 0 , η 0 and then κ and δ. We will repeat our calculation with our new constant for the zero-free region. More precisely, we replace the value of R by R 0 and we repeat this process until the condition (2.26) leads to the same value of R 0 with a precision of 10 −3 . All values given in this section (unless otherwise specified) are those computed at the first step. To see the intermediate steps, we refer to section 8. To simplify our notation, we set:
Hence the explicit formula
and for L(s, χ), (2.4) becomes:
3. Case I : zeros of large imaginary part (|γ 0 | ≥ 1) or of character χ with large order (≥ 4).
All the arguments that we are presenting in this section work for the three following situations:
The generalized Riemann hypothesis has been numerically verified in a variety of cases. That is to say, if χ is a character associated to q 0 , all the non-trivial zeros of imaginary part bounded by T 0 are on the half line. 
where the primitive character χ of conductor q ≥ 114 is order at least 4 and γ 0 < 1. In each case, just the values of the implied parameters will change. The essential ingredient in the argument is the trigonometric inequality: Σ 1 ≥ 0. We write explicitly this sum:
We will study each of the above terms in section 7, but we can now give an overview of what is happening. The first term indicates the size of the logarithmic derivative of L, since it contains
log(q k max(γ 0 , 1)). We deduce from this:
The polar contribution of the Riemann zeta function at s = 1 arises from D(σ − 1). It occurs that σ − 1 + δ is far from the pole and thatF (σ − 1, 0) is the leading term in
. We isolate from the sum over the zeros the important term containing the zero we are looking for, that is to say F (σ + ikγ 0 − ̺) =F (σ − β 0 , 0), when k = 1 and ̺ = ̺ 0 . Estimating the rest of the terms is delicate work explained in section 7.1. The last term D 2 is negligible.
For the values of the parameters θ, r, t 0 , κ q and δ q as listed in Table 1 , we have the inequality:
Together with the trigonometric inequality (2.10), we deduce:
We observe that the difference
Thus it is larger than its value at ω 0 and
This leads to:
We finally find our final value for R 0 , after repeating the algorithm a few times, until the value of R 0 stabilizes at 10 −3 . And we obtain: and of character χ of order less than 4.
We consider each possibility for the order of χ: Case II.A when the order is 4, Case II.B for 3 and Case II.C for 2. Since the order is smaller than the degree of the trigonometric polynomial, then there exists some k ∈ N * such that χ k is principal. Thus S(σ + ikγ 0 , χ k ) = S(σ + ikγ 0 ) provides a new contribution which arises from the pole of zeta. In comparison with the Case I., we lose the contribution that was given by
log (qγ 0 ) η. On the other hand, if we assume that γ 0 is bounded away from 0, namely at a distance αη = O (1/ log q) , then we gain a polar contribution from a k D(σ − 1 + kiγ 0 ) that balances our loss. Table 2 , we have the inequality:
Since Σ 1 ≥ 0 in each case, we get:
, 
5.
Case III : zeros of small imaginary part (|γ 0 | < 2.6593η) and of character χ of order less than 4.
For technical convenience, we choose s on the real axis: s = σ with the same σ as defined in (2.22). We now consider the case when γ 0 is closer to the real axis and consequently closer to the pole of ζ. Moreover, ̺ 0 is moving closer to its conjugate. To consider these two zeros, we use the trigonometric inequality for both χ and χ. To avoid the problem of poles arising from some possible
we change the trigonometric polynomial such that its degree does not exceed the order of the character, using respectively the sums Σ 2 , Σ 3 , and Σ 4 for orders equal to 4, 3, and 2. Doing so, the situation (5.1) cannot occur and the problem becomes closely analogous to the former cases. We end up with the sums S(σ), S(σ, χ) or S(σ, χ) and S(σ, χ (2) ). These terms lead to the following corresponding termsF (σ − 1, 0), (1 − κ)h θ (0)/2 η log q −F (σ − β 0 , αη) and
η log q 2 .
• Case III.A: 0 ≤ |γ 0 | < 2.6614η and χ is of order 4.
Lemma 5.1. For the values of the parameters θ, r, t 0 , κ q and δ q as listed in Table 3 , we have the inequality:
By combining this with (2.14): Σ 2 ≥ 0, we get:
and R 0 ≥ 6.3931.
• Case III.B : 0 ≤ |γ 0 | < 4.2743η and χ is of order 3.
Lemma 5.2.
For the values of the parameters θ, r, t 0 , κ q and δ q as listed in Table 3 , we have the inequality:
Together with (2.15): Σ 3 ≥ 0, we get:
• Case III.C : 0 < |γ 0 | < 6.9081η and χ is of order 2.
Lemma 5.3. For the values of the parameters θ, r, t 0 , κ q and δ q as listed in Table 3 , we have the inequality:
With the trigonometric inequality (2.16): Σ 4 ≥ 0, we get:
6. Case IV.: Case of exceptional characters.
It is widely expected that Dirichlet L-functions do not vanish on the real axis. Two recent results numerically affirming this are due to Watkins (see [12] ) and Chua (see [2] ) who respectively show that for all odd characters χ modulo q ≤ 300 000 000 and for all even characters χ modulo q ≤ 200 000, the L-functions L(s, χ) do not vanish on the real axis. We can then choose q ≥ q 0 = 200 000. Let β 1 and β 2 be two real zeros such that 1/2 < β 2 ≤ β 1 ≤ 1 and we set 1 − β 2 = η.
6.1. Case IV.A: two real zeros associated to one real character. In this section we present the principal ideas of the proof of theorem 1.2. We use the trigonometric sum Σ 4 = S(σ) + S(σ, χ) and isolate the two zeros β 1 and β 2 of L(s, χ) in the sum S(σ, χ):
and we obtain:
For the values of the parameters θ, r, t 0 , κ q and δ q as listed in Table 4 , we have:
And since Σ 4 is positive by (2.16), we obtain:
6.2. Case IV.B: two real zeros associated to two real characters. In this section, we give the main lemma that induces theorem 1.3. We isolate each zero β 1 and β 2 of L(s, χ 1 ) and L(s, χ 2 ) in the sums S(σ, χ 1 ) and S(σ, χ 2 ) appearing in Σ 5 = S(σ) + S(σ, χ 1 ) + S(σ, χ 2 ) + S(σ, χ 1 χ 2 ) and we obtain:
Together with the trigonometric inequality (2.17), we obtain:
7. Proofs.
Study of the sum over the zeros.
In this section we fix the values of the parameters κ, δ and t 0 . We need to study sums over zeros of the type:
where χ ′ is a primitive character associated to q and where 0 ≤ k ≤ 4. In particular, we will see in the next two following lemmas that in the case where χ ′ is the primitive character χ:
Otherwise, we will show that S is a negligible term.
Analysis of the principal term.
Lemma 7.1.
This was established in section 4.3.1 of [5] .
Proof. Since αd 1 (θ) < π, cos(γ 0 t/η) is a decreasing function of γ 0 and
Study of the remainder term.
We now give a lower bound for S = ̺∈Z(χ ′ ) D(σ + ikγ 0 − ̺). First, we rewrite S by applying the symmetry of the zeros so that both ̺ and 1 − ̺ appear:
where the sums are taken over the zeros β + iγ of L(s, χ ′ ). We have seen in (2.19) that, when |ℑs| is large enough:
As a consequence, we expect that, for |kγ 0 − γ| large enough,
This term had been studied by Stechkin in [11] :
, 1], y > 0, σ > 1 and
In particular, (7.2) is positive for 0 ≤ κ ≤ 1/ √ 5 and δ ≥ ( √ 5 − 1)/2. In [5] we generalized this to the case where F is the Laplace transform of a smooth function satisfying (7.1) and (2.18) and in particular in the case of the function we chose in section 2.3:
, σ] and y > 0, then
as soon as δ ≥ δ q and 0 ≤ κ ≤ min (κ 2 (δ), κ 2 (δ)) κ q , where
We call κ q = κ(θ, r, R, q) the corresponding value of κ 2 at δ q :
Remark. The approximation: σ 0 = 1+O(η 0 ) implies the following approximate values for κ q and δ q : κ 2 (δ) = 1/(1+2δ)+O(η 0 ) and δ q = ( 
imply that:
We first recall a result, proved by McCurley in [7] , concerning the density of the non-trivial zeros of the L-functions: 
, C 2 = 0.3058−0.268ǫ+
log ζ (3/2 + 2ǫ).
Choosing ǫ = 1/2, we obtain a good estimate of N for not to large values of T : 
Lemma 7.6. For any primitive non-principal character χ
′ associated to q, we have:
where w 1 (t 0 ) = c 1 +
Proof. Since |γ| ≥ t + t 0 , then (|γ| − t) 2 ≤ (γ − t) 2 and
We deduce from lemma 7.5 the explicit estimate:
This combines with (7.4) to provide a bound for Σ(t, t 0 , χ ′ ):
which concludes the proof.
In order to compute w 1 (t 0 ), we use the identity
1 n 2 and a similar identity for w 2 (t 0 ). In the next lemma, we require an estimate for η ̺∈Z(χ ′ ) 1 (γ−kγ 0 ) 2 , which can be established by Lemma 7.6 and some considerations about its behaviour depending on q or γ 0 . 5) where Y 0 = T 0 when γ 0 ≥ T 0 ≥ 1 and Y 0 = 1 when γ 0 ≤ 1. We denote s 0 (k, t 0 ) the bound on the right in (7.5). We may now bound the sum S:
Lemma 7.7. Let χ ′ be a non primitive character modulo q. If κ ≤ κ q and δ ≥ δ q , where κ q and δ q are defined in proposition 7.4, then:
Proof. When σ < 1, we have (7.3):
To find a lower bound for this restricted sum, we use the development ofF established in lemma 2.5. This gives a lower bound for D and hence:
Thanks to Stechkin's lemma (lemma (7.3)), the first sum is positive since δ ≥ δ q ≥ ( √ 5−1)/2. Then we use lemma 2.5 to treat the second sum. More precisely, for the first sum, we use (2.20) and the fact that
, and for the three last terms, (2.21) implies
We reinsert these inequalities in (7.6) to obtain:
and we conclude by applying (7.5).
7.1.3. Conclusion. From this point on, we fix the value of the parameters κ and δ: κ = κ q and δ = δ q , where κ q and δ q are defined in Proposition 7.4. We now have all the elements to estimate the sums S over the zeros appearing in Σ 1 , Σ 2 , Σ 3 and Σ 4 .
• Cases I and II : We use lemma 7.1 and lemma 7.7 to bound the sum over the zeros S:
• Cases III : The zero ̺ 0 is close to the real axis. We choose s = σ and use the inequality of section 2.2.3. These involve both χ and χ and their zeros ̺ 0 , 1 − ̺ 0 , ̺ 0 and 1 − ̺ 0 . We use the more appropriate lemma 7.2 instead of lemma 7.1 and lemma 7.7 for the remaining zeros. Case III.A:
with s(η) = 2s
Case III.B : We note Z 1 = Z(χ) ∪ Z(χ) and Z 2 = Z(ζ).
with s(η) = 2s ′ Case III.C : χ is real and γ 0 > 0, then the four distinct points ̺ 0 , 1 − ̺ 0 , ̺ 0 and 1 − ̺ 0 are all zeros of L(s, χ).
• Case IV: Since χ, χ 1 , χ 2 and ̺ 0 are real, we use lemma 7.1 to bound the preceding sum S. Case IV.A:
with s(η) = 2s 1 (η) + 2s 2 (0, t 0 , η).
Case IV.B : We note
with s(η) = 2s 1 (η) + 4s 2 (0, t 0 , η). [5] and established: Lemma 7.8.
Study of
We now studyF (σ − 1, kγ 0 ) when γ 0 is not too small, at least not in comparison to 1 − β 0 , namely η.
Proof. We use lemma 2.5:
and the result follows from ω 0 ≤ ω ≤ r/R.
Conclusion.
(1) Cases I : We apply lemma 7.8 and we obtain:
− ω 2 0 , lemmas 7.8 and 7.9 imply
where p(η) = a 0 p 0 (η) and k = 4, 3, 2 respectively in Case IIA, IIB and IIC. (3) Cases III and IV Now, we apply lemma 7.8 in each of the cases: We denote ∆(x, y) := ℜψ
Lemma 7.10. Let a = 0 or 1 and T ≥ 0. Then:
Proof. In the case where y is bounded, we apply Stirling's formula:
Then it is clear that ℜψ x 2 + i y 2 is increasing with y, and:
and (7.7) is established for |T | ≤ 3/2.
• when 0 < y < y 1 : ∆(x, y) ≤ ℜψ
We truncate the sum after l terms and bound the error as follows (with l = 100 > y 2 1 ):
This establishes the bound r 1 in (7.8). We apply the identity:
with the estimate for the integral:
We estimate the other terms, except (1 − κ) log |y| 2 , assuming y 1 ≤ y and 0 < x 0 ≤ x ≤ x 1 < y 1 and obtain r 2 in (7.8). We complete the proof of (7.7) and (7.8) in the case where the imaginary part is not bounded, by using this inequality:
• For |T | ≥ 3/2:
≤ log (6 (T + 12)) .
• We find:
and the same bounds for x and y as above give us r 3 and this completes the proof of (7.8). 
Case of primitive non principal character (for k ≥ 1):
Proof. Since ψ is an increasing function of the real variable:
and it gives (7.10) and (7.12) respectively. For k ≥ 1, we use (7.8) with x 0 = σ 0 + 2, x 1 = 3 and y 1 = kγ 0 :
and with x 0 = σ 0 , x 1 = 2 and y 1 = kγ 0 :
And we obtain respectively (7.11), (7.13) and (7.14)
7.3.3. Conclusion.
• Case I.A. and I.B.: we use (7.10) when k = 0 and (7.13) otherwise:
A and
• Case I.C.: we use (7.10) and (7.14):
• Case II.A.: we use (7.10) for k = 0, (7.11) for k = 4 and (7.14) for k = 1, 2, 3:
• Case II.B.: we use (7.10) for k = 0, (7.11) for k = 3 and (7.14) for k = 1, 2, 4:
• Case II.C.: we use (7.10) for k = 0, (7.11) for k = 2, 4 and (7.14) for k = 1, 3:
For Cases III. and IV., we use (7.10) for χ (0) and (7.12) otherwise.
• Case III.A.:
• Case III.B.:
• Case III.C.and IV.A.:
• Case IV.B.:
Case of primitive principal character: Assume k = 0 or k ≥ 1 and 0 ≤ γ 0 < 1, then:
Case of primitive non principal character:
where 
Case I.C :
Case II.A:
with w(η) = (a 0 + a 4 )w 0 (η) + (a 1 + a 3 + a 2 )w 5 (η). Case II.B :
with w(η) = (a 0 + a 2 + a 4 )w 0 (η) + (a 1 + a 3 )w 5 (η). Case III.A:
with w(η) = w 0 (η) + 3w 5 (η). Case III.B :
Cases III.C and IV.A: e(η) is a polynomial of degree 3 that we note α 1 η + α 2 η 2 + α 3 η 3 . A classical study insures us of the fact that it is always negative. Let us precise this in few words: when η is close to zero, the behaviour of e(η) depends on the leading coefficient α 1 . This one is determined by the pole D(s − 1), by D 1 and also by the sum over the zeros. In particular, this last one is decreasing with t 0 . That is to say that if we choose t 0 large enough then we can turn α 1 negative. However, we will take for t 0 the smallest value for which this is satisfied, since the final value of R 0 is increasing with t 0 . Moreover, the choice of t 0 does not affect the sign of the two others coefficients α 1 and α 2 , who remain positive. In this case, e(η) possesses three distinct real roots (one is zero and the two others are of opposite signs) and e(η) is then respectively negative and positive in [0, +∞[. That is to say that, if e(η) is negative at η = η 0 , then it is also the case at any η in [0, η 0 ]. Together with the trigonometrical inequality (2.10), that is to say Σ 1 ≥ 0, (8.1) becomes:
A(1 − κ)h θ (0) 2 log (q max(γ 0 , 1)) η + a 0F (σ − 1, 0) − a 1F (σ − β 0 , 0) ≥ 0, which implies the formula (3.2) for R 0 . We first fix the value of θ with a precision of 10 −3 so that the final value R 0 will be the smallest as possible for the parameters κ, δ, t 0 and r satisfying: − κ ≥ κ q and δ ≤ δ q , where κ q and δ q are defined at proposition 7.4, − t 0 is the smallest possible value so that e(η 0 ) is negative, − r is the largest value in [5, R] such that the final R 0 satisfies r < R 0 ≤ r + 10 −3 . For example, in the situation I.A, we choose θ = 1.8552, t 0 = 10, r = 6.035. Then, for κ ≥ 0.4354 and δ ≤ 0.6220, e(η) is negative, as predicted, since e(η 0 ) ≤ −1.34 ≤ 0 and we obtain R 0 ≤ 6.0352. Then, we repeat this process until we find the same value for R 0 , with a precision of 10 −3 . The values obtained during this algorithm are listed in Table 1 .
We list below the numerical data obtained in each case by our algorithm: Table 2 . Table 3 . 
