We use tools of additive combinatorics for the study of subvarieties X of F q -vector spaces V of high dimension defined by high rank families of polynomials. An analysis of the structure of such varieties is important in both additive combinatorics and algebraic geometry.
Introduction
In the introduction we consider only the case when c = 1 and provide an informal outline of main results. Precise definitions appear later. We will discuss here only one of the main theorems.
We fix d ≥ 1 and assume that all fields we consider are either of characteristic zero of characteristic > d. For any such field k and a k-vector space V we denote by P d (V ) the set of polynomials P : V → k of degree ≤ d. We define the rank r(P ) of a polynomial P ∈ P d (V ) is the minimal number r such that P can be written in the form P = r i=1 Q i R i where Q i , R i are polynomials on V of degrees < d. (1) For any m ≥ 1 there exists r(m) with the following property. For any finite field k = F q , any k-vector space V and any polynomial P ∈ P d (V ) of rank ≥ r(m) the following holds:
For any polynomial Q ∈ P d (k m ) there exists an affine map φ : k m → V such that Q = P • φ.
(2) If in addition the polynomial P is homogeneous then for any homogeneous polynomial Q ∈ P d (k m ) there exists a linear map φ : k m → V such that Q = P • φ.
Remark 1.2. Let F Q be the set of all affine maps φ : k m → V such that Q = P • φ. We show that the size of a set F Q is almost independent of a choice of Q ∈ P d (k m ).
We now turn to the applications.
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1.0.1. Sections of high rank varieties. Theorem 1.3 (Ac). For any m ≥ 1 there exists r(m) with the following property. For any algebraically closed field or finite field k = F q , any k-vector space V and any polynomial P ∈ P d (V ) of rank ≥ r(m) the following holds:
(1) For any polynomial Q ∈ P d (k m ) there exists an affine map φ : k m → V such that Q = P • φ. (2) Let Aff m (V) be the vatiety of affine maps φ : A m → V and κ P : Aff m (V) → P d (A m ) be the algebraic map. Then all fibers of κ P are of the same dimension.
In the appendix we provide the derivation of Theorem 1.3 from Theorem (A).
1.0.2. A strengthening of the main Theorem from [6] . In [6] authors show that any non-trivial Zariski-closed condition on tensors that is functorial in the underlying vector space implies bounded rank. We show that the condition of being Zariskiclosed can be omitted.
Theorem 1.4. Let k be an algebraically closed field, C the category of finitedimensional affine k-vector spaces with morphisms being affine maps, let F d be the contravariant endofunctor on C given by
and let G ⊂ F be a proper subfunctor. Then there exists r such that r(P ) ≤ r for any finite-dimensional k-vector space V and P ∈ G(V ).
Remark 1.5. The paper [6] assumed that G(V ) ⊂ P d (V ) are Zariski closed subsets.
1.0.3. Extending weakly polynomial functions. Let k be a field, V a k-vector space and X be a subset of V . A function f : X → k is weakly polynomial of degree ≤ a, if the restriction of f on any affine subspace L ⊂ X is a polynomial of degree ≤ a. We show that in the case X the set of zeros of a polynomial of high rank and k either a finite or an algebraically closed field then any weakly polynomial function on X is the restriction of a polynomial function on V .
Theorem 1.6. If k is either an algebraically closed field, or k = F q , q > ad and X ⊂ V is a hypersurface defined by a polynomial of sufficiently high rank then any k-valued weakly polynomial function of degree ≤ a on X is a restriction of a polynomial of degree ≤ a on V .
Remark 1.7. The main difficulty in a proof of Theorem 1.6 is the non-uniqueness of R in the case when a > d.
Theorem 1.8. There exists r(d) such that for any finite field k = F q , a k-vector space V and any k-polynomials P of rank larger than r(d) the following holds. Any polynomial R of degree < q/d vanishing at all points x ∈ X P is divisible by P where X P := {x ∈ V |P (x) = 0}. Remark 1.9.
(1) This result is a strengthening of the Proposition 9.2 from [9] in two ways: (a) We show the independence of r(d) on the degree of R and (b) BL prove the existence of polynomials Q i of bounded degrees such that R(x) = c i=1 Q i P i (x), for all x ∈ X(k), but do not show that R is contained in the ideal generated by {P i }.
(2) For our proof of Theorem 1.8 we need a more technical version of Theorem (A) which we state in the next section. (3) We outline ideas of proofs of Theorems 1.6, 1.8 at the beginning of corresponding sections. (4) The quantitative bound on the rank in all proofs depend only on the bounds in Theorem 3.4. We conjecture that the bound on r in Theorem 3.4 depends polynomially on s. At the moment this is known when d = 2, 3. Should this be true then all bounds on the rank in this paper will depend polynomially on c -the codimension of the variety.
2. The formulation of results.
We start with a series of definitions.
Definition 2.1 (Rank). Let k be field and V a k-vector space.
(1) For any sequenced = (d 1 , . . . , d c ) we denote by Pd(V ) the space of families P = {P i }, 1 ≤ i ≤ c of polynomials of degrees ≤ d i . (2) Let P : V → k be a polynomial of degree d. We define the rank r d (P ) as the minimal number r such that P can be written as a sum P = r j=1 Q j R j where Q j , R j are polynomials of degrees < d defined over k. Often we write r(P ) instead of r d (P ). 1 (3) LetP = {P i }, 1 ≤ i ≤ c be a family of polynomial of degree d. We define r(P ) as the minimal d-rank of non-trivial linear combinations of P i . (4) Given any familyP = {P i }, 1 ≤ i ≤ c, deg(P i ) ≥ 2 we write it as a disjoint unionP = d j=2P j whereP j is a family of polynomials of degree j. We define r(P ) := min j r j (P j ). (5) For any familyP = {P i }, 1 ≤ i ≤ c of polynomials on V we define the subscheme XP ⊂ V by the system of equations {P i (v) = 0}, 1 ≤ i ≤ c, and define the rank of XP to be the rank ofP .
Definition 2.2.
(1) For m ≥ 1 and an F q -vector space V we denote by Aff m (V ) the set of affine maps φ : k m → V .
(2) ForP ∈ P d (V ) we define the map κ P : Aff m (V ) → P d (k m ) by κP (φ) := P • φ. For a formulation of the second main result we need additional notations. We use notations from Definition 2.2.
Definition 2.6. We fix l < m and denote by i : k l ֒→ k m the standard imbedding.
(1) For a polynomial R = R(u 1 , . . . , u l ) of degree ≤ d on k we define P R d (k m ) as the set of poynomials Q of degree ≤ d on k m such that Q • i = R.
(2) For any affine map ρ :
(4) We denote by B P (V ) ⊂ Aff l (V ) the subset of affine maps ρ such that the map κ P,ρ is not surjective. (5) Fix an affine hypersurface W ⊂ V . We denote by ZP the set of affine m-dimensional subspaces L ⊂ XP ∩ W and by YP ⊂ ZP the subset of L ⊂ XP ∩ W such that there is no m + 1-dimensional affine subspace M ⊂ XP , M ⊂ W containing L. (6) Let Lin m,ρ (V ) ⊂ Aff m,ρ (V ) be the subvariety of linear maps and κ L P be the restriction of κ P,ρ on Lin m (V ). (7) For any linear map ρ : k l → V we denote by κ L P,ρ the restriction of κ P,ρ on Lin m,ρ (V ) which is the map from Lin m,ρ (V ) to the subspace P hom
the subset of maps φ : k m → V such that φ • i = ρ and denote bỹ B P (V ) ⊂ Lin l (V ) the subset of linear maps ρ such that the map κ L P,ρ is not surjective. . Theorem 2.7 (B). For any m, t ≥ 1 there existsr(m, t) with the following property. For any finite field k = F q , a k-vector space V and a familyP ∈ P d (V ) of of rank ≥r(m, s) the following holds
Remark 2.8.
(1) The part (1) of Theorem is needed for a proof Theorem 1.8 and the part (2 ) for a proof Theorem 1.6.
(2) The condition that r(P ) ≫ 1 does not imply neither that B P = ∅ nor that YP = ∅.
(a) To see that r(P ) ≫ 1 does not imply the emptiness of the set BP consider the case V = k n , l = 1, m = 2 and P (x 1 , . . . , x n ) = n i=2 x d i . Then for any affine map ρ(u, v) :
To see that r(P ) ≫ 1 does not imply the emptiness of the set YP consider the case V = k n , W = k n−1 m = 1, P = n−1 i=1 x d i + x n and L = ke 1 .
2.1.
Applications. In this subsection we provide precise formulations of Theorems 1.6 and 1.8.
2.1.1. The surjectivity over algebraically closed fields. Theorem 2.9 (AC). For any sequenced and any m, t ≥ 1 there exists r(d, m, t) with the following property. For any algebraically closed field k, a k-vector space V and a familyP ∈ Pd(V ) of rank ≥ r(d, m, s) the map κ P is surjective and all fibers are of the same dimension.
In the formulation of the next result we use notations introduced in Definition 2.6. Theorem 2.10. For any m, t ≥ 1 there existsr(m, t) with the following property. For any algebraically closed field k, a k-vector space V and a familyP ∈ P d (V ) of of rank ≥r(m, s) the following holds
Extending weakly polynomial functions.
Definition 2.11.
(1) Let V be a k-vector space and X ⊂ V . We say that a function f : X → k is weakly polynomial of degree ≤ a if the restriction f |L to any affine subspace L ⊂ X is a polynomial of degree ≤ a.
(2) X satisfies ⋆ a if any weakly polynomial function of degree ≤ a on X is a restriction of a polynomial function of degree ≤ a on V . Theorem 2.13. For sequenced there exists r(d) > 0 such that the following holds. Let k = F q , V be a k-vector space andP = {P i } be a family of kpolynomials of degrees ≤ d i on V of rank larger than r(d). Then any polynomial R of degree ≤ a < q/d, d := c i=1 d i such that R(x) = 0, x ∈ XP (k) belongs to the ideal J(P ) := (P 1 , . . . , P c ).
2.2. Acknowledgement. We thank M. Hochester for the proof of Lemma 5.13 and J. Bernstein for his help with the presentation of the material of Section 5.
Analysis
In the main part of this section we prove Theorems 2.4 and 2.7 using the results on equidistribution of high rank families of polynomials which are based on the technique of the additive combinatorics. In the end of the section we show use these results for a proof of Theorems 2.9 ,2.10 and 1.4.
3.1.
Equidistribution of high rank families of polynomials. The most basic result is the following proposition on equidistribution of high rank families of polynomials:
Proposition 3.1. For any sequenced = (d 1 , . . . , d c ) and any t ≥ 1 there exists r(d, t) with the following property. For any finite field k = F q , a k-vector space V and a familyP ∈ Pd
The main ingredient of this proof comes from the relation between the bias of exponential sums and algebraic rank.
Let k be a finite field, char(k) = p, |k| = q. Let V a vector space over k. We denote e q (x) = e 2πiψ(x)/p where ψ : k → F p is the trace function. Let P : V → k be a polynomial of degree d. We denote by (h 1 , . . . , h d ) P the multilinear form
We denote by E x∈S f (x) the average |S| −1 x∈S f (x). Definition 3.2 (Gowers norms [7] ). For a function g : V → C we define the norm g U d by
where g ω = g if |ω| is even and g ω =ḡ otherwise. The key analytic tool in this paper is the following Theorem relating bias and rank was proved in increasing generality in [9, 13, 5] . The most general version can be found at the survey [10] (Theorem 8.0.1):
Theorem 3.4 (Bias-rank).
(1) Let s, d > 0. There exists r = r(s, k, d) such that for any finite field k of size q, any vector space V over k, any polynomial P : V → k of degree d. If P is of rank > r then
In the case when char(k) > d, the bound on r is uniform in k.
(2) Let r, d > 0. For any finite field k of size q, char(k) > d, any vector space V over k, any polynomial P :
Conjecture 3.5. The dependence of r on s in (1) is polynomials for char(k) > d, namely we have r = s −O d (1) . The conjecture is known for d = 2, 3 ([11]). Claim 3.6. If the characteristic p of k is > d then one can recover P from (h 1 , . . . , h d ) P . In this case the inequality (h 1 , . . . , h d ) P < r implies that then so is the rank of P is < r.
Remark 3.7.
(1) We use Claim 3.6 in our proof of Theorems 2.4 and 2.7. (2) If P is of degree d and p > d then (h, . . . , h) P = P (h)/d! so that if P is of rank > r then also (h 1 , . . . , h d ) P is of rank > r as a polynomial on V d . Proof. The number of points on XbP is given by
By Theorem 3.4 for any s > 0 we can choose r so that for anyā = 0 we have (1) For any polynomial R : F m → F of degree d, there exist an affine map w : F m → F n such that P (w(x)) = R(x). Furthermore, if we denote n R the number of such affine maps, then for any R 1 , R 2 as above |1 − n R 1 /n R 2 | < q −s .
(2) For any homogeneous polynomial R : F m → F of degree d, there exist an linear map w : F m → F n such that P (w(x)) = R(x). Furthermore, if we denote n R the number of such linear maps, then for any R 1 , R 2 as above
For q −s a.e u, v ∈ F n the following holds: Let Q : F 2 → F be the degree d polynomial on F given by
Then for any R : F m → F homogeneous degree d such that R(se 1 + s ′ e 2 ) = P (su + s ′ v), there exists linear w : F m → F n such that w(se 1 + s ′ e 2 ) = su + s ′ v, and P (w(x)) = R(x). Furthermore, if we denote n R the number of such linear maps, then for any R 1 , R 2 as above
Proof. Since the proof for general d involves many indexes, we first prove the case when c = 1 and d = 2 so as to make the argument clear. We are given P (t) = 1≤i≤j≤n a ij t i t j + 1≤i≤n a i t i + a of rank r. Note that for any linear form l(t) = n i=1 c i t i we have that P (t) + l(t) is of rank ≥ r. We can write
which we can write as 1≤k<l≤m 1≤i≤j≤n
Our aim is to show that the collection of coefficients for all monomials in the variables x j , 1 ≤ j ≤ m is of rank ≥ r:
Proof. We need to show that any non trivial linear combination
is or rank ≥ r. Suppose b 11 = 0. Then we can write the above as
where w j = (w 1 j , . . . , w n j ), and l w 2 ,...,wm is linear in w 1 , so as a polynomial in w 1 this is of rank ≥ r and thus also of rank ≥ r as a polynomial in w. Similarly in the case where b ll = 0, for some 1 ≤ l ≤ m.
Suppose b 12 = 0. We can write the above as
where Q : V 2 → k, and Q(t, t) = 2P (t), and l w 3 ,...,wm : V 2 → k is linear. Thus restricted to the subspace in W where w 1 = w 2 we get that ( * ) is of rank ≥ r and thus of rank ≥ r on W . Similarly if b kl = 0 for some k < l. Similar analysis for c k or d k not zero.
If P is homogeneous P (t) = 1≤i≤j≤n a ij t i t j of rank r, and w : F m → F n a linear map, we can write
a ij w i l w j l x 2 l By Claim 3.9 the collection of coefficients for all monomials in the variables x j , 1 ≤ j ≤ m is also of ≥ r.
For d > 2 we perform a similar computation. To simplify the notation we carry it out in the case P, R are homogeneous; the non homogeneous case is similar. In this case it suffices to use linear maps. Denote I n = {(i 1 , . . . , i d ) : 1 ≤ i 1 ≤ . . . , ≤ i d ≤ n}, and for t ∈ F n denote by t I = d j=1 t i j . Let P be a degree d polynomial P (t) = I∈In a I t I on F n of rank r.
Let w : F m → F n . We can write
We rewrite this as m l 1 ,...,l d =1 I∈In
Once again, our aim is to show that the collection of coefficients for all possible monomials in the variables x j , 1 ≤ j ≤ m is of rank ≥ r:
Claim 3.10. The collection below is of rank ≥ r:
Proof. Consider a linear combination of the above collection with coefficient c l = 0 for some k ∈ I m . Consider
Then Q(w l 1 , . . . , w l d ) = ∆ w l 1 . . . ∆ w l d P (x). Now we can write the given linear combination as a c l Q(w l 1 , . . . , w l d ) + T (w l 1 , . . . , w l d ) where T is a function of lower degree in w l 1 , . . . , w l d (it also depends on the w t for t = l i , for 1 ≤ i ≤ d).
Since (char(F), d) = 1, we obtain that the rank of the collection is the same as rank of P .
When c > 1, we are given P s (t) = I∈Is a s I t I , 1 ≤ s ≤ c, of rank r, where I s is the set of ordered tuples (i 1 , . . . , i ds ) with 1 ≤ i 1 ≤ . . . ≤ i ds ≤ n, and t I = t i 1 . . . t i ds .
Note that for any polynomials l s (t) of degrees < d s we have that {P s (t) + l s (t)} is also of rank > r.
We can write 
. . x l ds has as coefficient
where I l 1 ,...,l ds is the set of permutations of l 1 , . . . , l ds . We wish to show that the collection { I∈I l 1 ,...,l ds
We need to show that for any f = 2, . . . , c if B = (b I l 1 ,...,l ds ) s∈C f ,I l 1 ,...,l ds is not 0, then
Then restricted to the subspace w l 1 = . . . = w l ds we can write the above as
where w j = (w 1 j , . . . , w n j ), and R(w) is of lower degree in w l 1 , so as a polynomial in w l 1 this is of rank > r and thus also of rank > r as a polynomial in w. Now (1), (2) follow from Theorem 3.1.
We rewrite this as before as
Let J denote the set of indexes corresponding monomials with coefficients involving only w j
For any s > 0 there exists r = r(s, d, m) > 0 such that if P is of rank > r then for q −s -almost any w 1 , w 2 the collection
Proof. The proof is based on the following lemma Lemma 3.12. there exists r = r(s, d, m) such that for any c ∈ F Im−J , c =0.,
Proof. Letl be so that cl = 0 then by repeated applications of the Cauchy-Schwartz inequality
But the latter is equal to
To prove the claim we now observe that for any fixed w 1 , w 2 , then number of solutions to the system ( * * ) is given by
By the Lemma we can choose r so that for q −s -a.e. w 1 , w 2 the contribution of c = 0 is in absolute value smaller than q −s . This completes the proof of (2). Same proof as the proof of Proposition 3.8 gives the following: Proposition 3.13. For any s > 0 there exists r = r(s, d, m) such that if P is homogeneous degree d and rank > r on V = F n and H < m then for q −s a.e u 1 , . . . , u H ∈ V the following holds:
Then for any R :
. Furthermore, if we denote n R the number of such linear maps, then for any R 1 , R 2 as above
3.3. Proof of part (2) of Theorem 2.7. In this subsection we prove part (2) of Theorem 2.7 Let V be a vector space and l : V → k be a non-constant affine function. For any subset I of k we denote
Part (2) of Theorem 2.7 follows from the following proposition: Proof. We prove the result for hypersurfaces, the proof for complete intersections in analogous.
Proof. If q ≥ d + 1 the Claim follows from the formula for the Vandermonde determinant. On the other hand if d ≥ q then there is nothing to prove.
Proof. We prove for m = 1, the proof for m > 1 is analogous. We prove the claim by induction in d.
. By the inductive assumption we have Q ′ = 0
We will assume from now on that a 0 = 0. Denote I(d) the set of indeces
Let Y be the set of (x,ȳ) satisfying ( * ).
We need to show that almost every (x,ȳ) ∈ Y we can find z with
We can reduce this system to
Fix (x,ȳ) ∈ Y and estimate the number of solutions, which is given by
Suppose r t = 0 for all t ∈ I(d) , butc = 0, and recall that l(x) = b, l(y) = 0. We have
Now if t c t a t m+1 l(z) ≡ 0 then the sum is 0. Otherwise also t c t a t m+1 b = 0 so that the sum is |V |. Now suppose r t 0 = 0 for some t 0 ∈ I(d). We estimate (1)
Proof.
To simplify the notation we prove this in the case m = 1. Without loss of generality a 1 = 1 (make a change of variable y → a −1 1 y, z → a −1 1 z). We prove this by induction on d. When d = 1 we have x + y + z, x + y + z ′ , and the claim is obvious. Assume d > 1. We can write the average as
Applying the Cauchi-Schwartz inequality we get
Shifting x by a d y and rearranging we get
then by the induction hypothesis we get that the above is bounded by
for any (i.j) ∈ I(d − 1).
We do a similar computation for (i.j)
The only term left uncovered is f d,1 , so we split
We make the change of variable z → z − y to get
By the Lemma 3.17 we obtain that (1) 
It follows that we can choose r so that for q −s almost all x, y ∈ Y the contribution to ( * ) from all (r, c) with r = 0 is bounded by
3.4. Proof of Theorems 2.9 ,2.10. We fix m, d. We provide a proof for the case when c = 1; the general case is completely analogous. As follows from Theorem 2.4, there exists r = r(m, d) such that for any finite field k of characteristic > d, a k-vector space V and a polynomial P ∈ P d (V) of rank ≥ r the map κ P (k) is surjective.
We first show the surjectivity of κ P (k) for polynomials P ∈ P d (V)(k) of rank ≥ r.
We fix V = A n and consider P d (V) as a scheme defined over Z.
be constructible subset which is the complement of unions of ν t , t ∈ T and Y(k) ⊂ P d (V)(k) consists polynomials P of rank > r for any algebraically closed field k.
Let R ⊂ Y be the subscheme of polynomials P such that the map κ P is not surjective.
Proof. Assume that R(F p ) = ∅. Then R(k) = ∅ for some finite extension k of F p . So there exists a polynomial P ∈ P d (k n ) ofk-rank > r such that the map κ P (k) is not surjective. So there exist a finite extension l of k and Q ∈ P d (k n ) which is not in the image of κ P (k). Then of course it is not in the image of κ P (k). On the other hand r l (P ) ≥ rk(P ). So by Theorem 1.4 we see that Q ∈ Im(κ P (l)). (1) The map κ P (k) is surjective for any algebraically closed field k of characteristic > d and a polynomial P ∈ P d (V) of ranks > r.
(2) The map κ P (k) is surjective for any algebraically closed field k of characteristic 0 and a polynomial P ∈ P d (V) of ranks > r.
Proof. The part (1) follows from the completeness of the theory ACF p of algebraically closed fields of a fixed characteristic p.
To prove the part (2) one choses a non-trival ultrafilter U on the set of prime and considers the U-ultraproduct of theories ACF p . Let l be the U-ultraproduct of fieldsF p . As follows Claim 3.18 and Theorem of Los the map κ P (l) is surjective for any polynomial P ∈ P d (V) of ranks > r. Since the theory ACF p of algebraically closed fields of characteristic 0 is complete the Corollary is proved.
). Theorem 1.4 says that T = ∅. The same arguments as before show that it is sufficient to prove that
The derivation of Theorem 2.10 from Theorem 2.7 is completely analogous.
Proof of Theorem 1.4.
Proof. Let G be a subfunctor of F d such that r(P ), P ∈ G(W ) is not bounded above. We want to show that
is as in the previous Corollary. Then for any polynomial Q on W of degree d there exist an affine map φ : W → V such that Q = φ ⋆ (P ). We see that G(W ) = F d (W ).
Extending weakly polynomial functions from high rank varieties
4.1. introduction. Let k be a field. We denote k-algebraic varieties by bold letters such as X and the sets of k-points of X by X(k) or by X. We fix d, a, c ≥ 1 . We always assume that |k| > ad, that there exists a root of unity β ∈ k of order m > 2a, and that either char(k) > d or that k is of characteristic 0. A field is admissible if it satisfying these conditions. Definition 4.1. Let V be a k-vector space and X ⊂ V . We say that a function f : X → k is weakly polynomial of degree ≤ a if the restriction f |L to any affine subspace L ⊂ X is a polynomial of degree ≤ a.
Remark 4.2. If |k| > a it suffices to check this on 2-dimensional subspaces (see [14] ). Namely a function is weakly polynomial of degree ≤ a if the restriction f |L to 2-dimensional affine subspace L ⊂ X is a polynomial of degree ≤ a.
The goal of this section is to construct a class of hypersurfaces X ⊂ V such that any weakly polynomial function f on X of degree ≤ a is a restriction of a polynomial F of degree ≤ a on V . The main difficulty is in the case when a ≥ d since in this case an extension F of f to V is not unique.
To state our result properly we introduce some definitions:
(1) X ⊂ V satisfies ⋆ k a if any weakly polynomial function of degree ≤ a on X is a restriction of a polynomial function of degree ≤ a on V .
(2) For any familyP = {P i }, 1 ≤ i ≤ c of polynomials on V we define the subscheme XP ⊂ V by the system of equations
The following example demonstrates the existence of cubic surfaces X ⊂ A 2 which do not have the property ⋆ k 1 for any field k.
x is weakly linear but one can not extend it to a linear function on V .
The main result of this section is that high rank hypersurfaces over admissible fields satisfy ⋆ k a . Theorem 4.5. There exists r = r(a, d) such that for any admissible field k, a k-vector space V any hypersurface X ⊂ V of degree d and rank ≥ r satisfies ⋆ k a . Conjecture 4.6. There exists r = r(a, d) such that for any admissible field k, any k-vector space V, any hypersurface X ⊂ V of degree d, and rank ≥ r, the associated hypersurfaceX ⊂ V d satisfies⋆ k a . The first step in our proof of Theorem 4.5 is to construct an explicit collection of hypersurfaces X n of rank ∼ n satisfying ⋆ k a for admissible fields k. Let W = A d , let V n = W n , and let P n : V n → A be given by P n (w 1 , . . . , w n ) = n i=1 µ(w i ), where µ : W → A is given by µ(x 1 , . . . , x d ) := d j=1 x j . Theorem 4.7.
(1) r(P n ) ≥ n/d. (2) For any admissible field k, the hypersurface X n ⊂ V n has the property ⋆ a .
The results extend without difficulty to complete intersections X ⊂ V of bounded degree and codimension, and high rank (see Definition 2.1) Theorem 4.8. For any c > 0, there exists r = r(a, d, c) such that for any admissible field k, any k-vector space V, and any subvariety X ⊂ V codimention c, degree d and rank ≥ r the subset X ⊂ V satisfies ⋆ k a .
Conjecture 4.9.
(1) For any m, d ≥ 0, there exists ρ = ρ(m, d) such that if the rank of a polynomial P is ≥ ρ(m, d), then the map κ P is flat.
(2) Non-archimedian local fields have the property c ∞ .
(3) The bound on r depends polynomially on c. This will follow from Conjecture 3.5 which is currently known for d = 2, 3 [11] .
Remark 4.10. From now on the claims in the introduction and in the first three sections of the main body of the paper are stated for the case that X a hypersurface (c = 1). The general case ( which is completely analogous) is discussed in Section 5.
The second step demonstrates that one can extend any weakly polynomial function vanishing on X 0 to a polynomial function on X:
Proposition 4.11. There exists r = r(d, a) such that if r(X) > r and k is an admissible field then (1) If k = F q , q > a then any weakly polynomial function on X of degree ≤ a vanishing on X 0 is a restriction of a polynomial on V of degree ≤ a. (2) If k is an algebraically closed field then any weakly polynomial function on X of degree ≤ a vanishing on X 0 is a restriction of a polynomial on V of degree ≤ a.
As an immediate corollary we obtain:
Corollary 4.12. There exists r = r(d, a) such that the following holds for all admissible fields k. Let X = {v ∈ V|P (v) = 0} ⊂ V be a hypersurface of degree ≤ d and W ⊂ V an affine subspace such that rank of P |W ≥ r. Then for any weakly polynomial function f on X of degree ≤ a such that f |X∩W extends to a polynomial on W of degree ≤ a there exists an extension F of f to a polynomial on V of degree ≤ a.
Proof. Choose a flag We believe that the restrictions on the characteristic is not necessary in Theorem 4.5.
Remark 4.15. The case a < d was studied in [17] . The case a = d = 2 of was studied in [15] , and a bilinear version of it was studied in [8] , where it was applied as part of a quantitative proof for the inverse theorem for the U 4 -norms over finite fields. We expect the results in this paper to have similar applications to a quantitative proof for the inverse theorem for the higher Gowers uniformity norms, for which at the moment only a non quantitative proof using ergodic theoretic methods exists [4, 20, 21] Proof. We start with the following general result.
Let V = A N , let P : V → A be a homogeneous polynomial of degree d, and let X = X P := {v ∈ V |P (v) = 0}. We denote X sing ⊂ X the subvariety of points x ∈ X such that ∂P ∂x l (x) = 0, 1 ≤ l ≤ N.
Proof. By definition we can write P as sum P = r i=1Q iRi where deg(Q i ), deg(R i ) < d, 1 ≤ d ≤ r, and r := r(P ). WritingQ i ,R i as sums of homogeneous components we see that P =
Since Y ⊂ X sing we have codim X (X sing ) ≤ 2dr. Now we show that r(P n ) ≥ n/d. As follows from Lemma 4.16 it is sufficient to prove that codim X (X sing ) = 2n where X = X Pn . Let W ′ ⊂ W be the subvariety of points {x j } such that x a = x b = 0 for some a, b, 1 ≤ a < b ≤ d. It is clear that X sing = (W ′ ) n ⊂ W n = V n . Therefore codim X (X sing ) = n × codim W (W ′ ) = 2n. (1) For any set X we denote by k[X] the space of k-valued functions on X.
(2) For a subset X of a vector space V we denote by P w a (X) ⊂ k[X] the subspace of weakly polynomial functions of degree ≤ a.
(3) We denote by P a (X) ⊂ P w a (X) the subspace of functions f : X → k which are restrictions of polynomial functions on V of degree ≤ a. We fix n and write X instead of X n and V instead of V n . We will use notations from Definition 4.17. The proof is based on the existence of a large group of symmetries of X and the existence of a linear subspace L ⊂ V of dimension dim(V )/d. Since the field k admissible it contains a fine subgroup ∆ ⊂ k ⋆ of size m > ad.
Under this notation Theorem 4.7 becomes:
Theorem 4.18. Let k be an admissible field, then P w a (X) = P a (X). Proof. We start with the following result. Proof. The proof is by induction in N. If N = 1 then Q = Q(x) is polynomial such that Q(δ) = 0 for δ ∈ ∆. Since |∆| > ad we see that Q = 0.
Assume that the result is know for N = s − 1. Let Q be a polynomial of degree ≤ ad on k s such that Q |∆ s ≡ 0. By induction we see that Q(δ, x 2 , . . . , x s ) ≡ 0 for all δ ∈ ∆. Then for any x 2 , . . . , x s the polynomial x → Q(x, x 2 , . . . , x s ) vanishes for all δ ∈ ∆. Therefore Q(x, x 2 , . . . , x s ) = 0 for all x ∈ k. (1) Γ := (S d ) n . The group Γ acts naturally on X. 
For any j, j ′ , 1 ≤ j = j ′ ≤ d we denote by φ j,j ′ : ∆ → T 1 the morphism such that φ j,j ′ (u) = (x l (u)), 1 ≤ l ≤ d where x j (u) = u, x j ′ (u) = u −1 and x l (u) = 1 for l = j, j ′ . (8) We denote by Θ 1 the group of homomorphisms χ : (13) For any k-vector space R, a representation π : T → Aut(R) and θ ∈ Θ we define R θ = {r ∈ R|π(t)r = θ(t)r, t ∈ T }. Since |T | is prime to q we have a direct sum decomposition R = ⊕ θ∈Θ R θ . and on X. Proof. Since f ∈ P w a (X) we have h γ,f ∈ P w a (L). Since L is linear space we see that h γ,f is a polynomial of degree ≤ a. (1) The subset Θ adm of Θ is Γ-invariant. (2) For any θ ∈ Θ adm there exists γ ∈ Γ such that θ • γ ∈ Θ adm,+
The group T acts naturally on X and on spaces Pw a (X) and P a (X) and we have direct sum decompositions Pw a (X) = ⊕ θ∈Θ Pw a (X) θ and P a (X) = ⊕ θ∈Θ P a (X) θ . Therefore to prove Proposition 4.18 it suffices to show that Pw a (X) θ = P a (X) θ for any θ ∈ Θ. This will follow from the following statement. (1) For any function f : X → k satisfying the equation f (tx) = θ(t)f (x), t ∈ T, x ∈ X, θ ∈ Θ and such that h γ,f are polynomial functions on L of degree ≤ a for all γ ∈ Γ there exists a polynomial F on V of degree ≤ ad such that f = P |X .
(2) Let f : X → k be a weakly polynomial of degree < a on X which is a restriction of polynomial function of degree ≤ ad on V . Then f is a restriction of polynomial function of degree ≤ a on V .
We start a proof of the first part of Proposition 4.24 with a set of notation. Let f : X → k satisfy f (tx) = θ(t)f (x), t ∈ T, x ∈ X and such that h γ,f are polynomial functions on L of degree ≤ a for all γ ∈ Γ. (1) We write h, h γ : L → k instead of h Id,f and h γ,f .
(5) Let ν : V → k n be the map ν(w 1 , . . . , w n ) = (µ(w 1 ), . . . , µ(w n )). It is clear that the restriction of ν on X defines a map ν : X → L.
We start with some observations:
Claim 4.26.
(1) For any x ∈ X 0 , 1 ≤ i ≤ n there exist unique t(x) ∈ T such that x = t(x)κ(ν(x)).
(2) f (x) = θ(t(x))f (κ(ν(x))) for any x ∈ X 0 .
(3) For any γ ∈ Γ, l ∈ L we have ν(γ(l)) = l. Proof. Assume that if θ ∈ Θ adm . Then there exist i, j, j ′ , Let φ := ζ i • φ 1,2 : ∆ → T . Then κ s (l) = φ(l i )κ(l), l = (l 1 , . . . , l n ) ∈ L. Therefore for any l ∈ L such that l i ∈ ∆ we have h s (l) = l Since L ⊂ k n is a linear subspace we can choose a polynomial F h on V of degree ≤ a extending h. One way to define F h a the composition h • π where π : k n → L is a a linear projection.
Remark 4.29. Since the map P a (X) θ → P a (L), F → F |L an a choice of an extension of f to F ∈ P a (X) θ is determined by a choice of an extension of h to a polynomial F h on k n . Definition 4.30. P : V → k be the polynomial given by
It is sufficiently to show that for any sequenceē = . The inequalities a < i∈I α 1,e(i) (χ i ) + b ≤ 2a imply that h ≡ 0.
By construction P |L ≡ f |L . Letf := f − P . Thenf is weakly polynomial function of degree ≤ ad vanishing on L andf (tx) = θ(t)f (x) for t ∈ T, x ∈ X. By Claim 4.26 we see thatf |X 0 ≡ 0. We will show thatf ≡ 0. We start with the following observation.
Remark 4.32. Sincef is a weakly polynomial function of degree ≤ ad and q > ad we know that f |L ≡ 0 for any line L ⊂ X such that f vanishes on more then ad points on L.
Let Y := γ∈Γ γ(X 0 ). Proof. Since γ(X 0 ) = T L γ it is sufficient to show that f |Lγ ≡ 0 for all γ ∈ Γ. Let h γ : L → k be given by h γ (l) =f (γ(l)). We have to show that h γ ≡ 0. Since h γ is a polynomial of degree ≤ ad it follows from Claim 4.19 that it is sufficient to show that the restriction of h γ on L(m) vanishes. But for any l ∈ L(m) we have
Let W 2 ⊂ W be the subset of (x 1 , . . . , x d ) for which there exists
By definition after a replacement of x by γtx, t ∈ T, γ ∈ Γ we can assume that x j 1 = 1 for j ≥ 3, and x j i = 1 for j ≥ 2. Consider the subset Repeating the same arguments we see thatf = 0.
We proved the first part Proposition 4.24. The second part follows from the following general result. Proof. We can write f as a sum f = Q + f ′ where deg(f ′ ) < a and Q is homogeneous of degree a. Since f is weakly polynomial of degree < a the function h is also weakly polynomial of degree < a. It is sufficient to show that h ≡ 0.
Choose x ∈ X and consider the function g on k, g(t) = h(tx). Since X is homogeneous tx ∈ X. Since Q is homogeneous of degree a we have g(t) = ct a . On the other hand, since Q is weakly polynomial of degree < a we see that g is a polynomial of degree < a. Since a < q we see that g ≡ 0. So Q(x) = g(1) = 0.
This completes the proof of Theorem 4.18.
Proof of Proposition 4.11.
A key tool in our proof of this Proposition is a testing result from [17] which roughly says that any weakly polynomial function of degree a that is "almost" weakly polynomial of degree < a, namely it is a polynomial of degree < a on almost all affine subspaces, is weakly polynomial of degree < a. This does not require high rank. We use high rank to show (see Theorem 2.7) that almost any isotropic line is contained in an isotropic plane that not contained in l −1 {0}.
We start by stating the testing result from [17] In [14] (Theorem 1) the following description of degree < m polynomials is given: Proposition 4.37. Let P : V → k. Then P is a polynomial of degree ≤ a if and only if the restriction of P to any affine subspace of dimension l = ⌈ a+1 q−q/p ⌉ is a polynomial of degree < m.
Note that when a < q then l ≤ 2.
In [14] the above criterion is used for polynomial testing over general finite fields. In [17] (Corollary 1.14) it is shown how the arguments in [14] can be adapted to polynomial testing within a subvariety variety X ⊂ V (high rank is not required). Proof. We start with the following result. Proof. Since |k| > a it suffices to show that for any plane L ⊂ X b the restriction f |L is a polynomial of degree ≤ a − |S|.
We first the case when the field k is finite. As follows from Theorem 4.38, there is a constant A = A(d, a) such that it suffices to check the restriction f L on q −A -almost any affine plane L ⊂ X b is a polynomial of degree ≤ a − 1.
As follows from Proposition 3.14 for any s > 0 there is an r = r(d, s) such that if X is of rank > r then for q −s -almost any affine plane L ⊂ X b there exists an affine 3-dim subspace M ⊂ X containing L and such that M ∩ W 0 = ∅. Then M ∩ X t = ∅ for any t ∈ k. Since f is a weakly polynomial function of degree a its restriction to M is a polynomial R of degree ≤ a. Since the restriction of Let X ⊂ V be a hypersurface of rank ≥ r. By Theorem 1.4 there exists a linear map φ : W → V such that X n = {w ∈ W|φ(w) ∈ X}. Since X n satisfies ⋆ k a , Corollary 4.12 implies that X satisfies ⋆ k a .
Nullstellensatz
5.1. Introduction. Let k be a field and V a finite dimensional k-vector space. We denote by V the corresponding k-scheme and by P(V) the algebra of polynomial functions on V defined over k.
For a finite collectionP = (P 1 , . . . , P c ) of polynomials on V we denote by J(P ) the ideal in P(V) generated by these polynomials and by XP the subscheme of V defined by this ideal. For a polynomial R on V we write Q |XP ≡ 0 if R ∈ J(P ).
Given a polynomial R ∈ P(V) we would like to find out whether it belongs to the ideal J(P ). It is clear that the following condition is necessary for the inclusion R ∈ J(P ).
(N) R(x) = 0 for all k-point x ∈ XP (k).
We would like to show that under some restrictions on the field k and on the systemP of polynomials this condition is also sufficient (that is it implies that the polynomial R lies in the ideal J(P )).
For example, the Nullstellensatz is a statement of this type.
Proposition 5.1 (Nullstellensatz). Suppose that the field k is algebraically closed and the scheme XP is reduced. Then any polynomial R satisfying the condition (N) lies in J(P ).
From now on we fix a degree vectord = (d 1 , . . . , d c ) and write d := max c i=1 d i . We denote by Pd(V) the space ofd-families of polynomialsP = (P 1 , . . . , P c ) on V such that deg(P i ) ≤ d i .
We will always assume that k = F q is a finite field of characteristic larger then max i d i . In this case a collectionP is defined by it restriction to V = V(k).
Our goal is to show that if the rank r(P ) is sufficiently large then the vanishing condition (N) implies that R lies in J(P ). More precisely, we will prove the following result.
Theorem 5.2. There exists r(d) > 0 such that for any finite field k = F q , any systemP of k-polynomials of rank larger than r(d) and any polynomial R of degree a such that q > ad the vanishing condition (N) implies that R lies in the ideal J(P ).
Remark 5.3.
(1) In [9] (Proposition 9.2) it was shown the existence for any a ≥ 2 of a bound r(d, a) such that for anyP ∈ Pd(V ) of rank ≥ r(d, a, k) and a polynomial R of degree ≤ a satisfying the condition (N) there exists polynomials
We show that the bound on rank does not depend on a and that R ≡ c i=1 Q i P i . Using methods from Bhowmick-Lovett [5] one can show that r is independent of k when char(k) > a.
(2) Our bound on r(d) is polynomial in c for d =≤ 3. A similar bound holds for d > 3 conditioned on conjecture 3.5.
5.2.
The structure of the proof. Until the very last section we assume thatP is a system of homogeneous polynomials on V. In this case XP is a homogeneous subscheme of V. We will denote the corresponding subscheme of P(V) byXP . Our proof consists of five steps, where the first and the last are purely algebraic but the other three are based on results from the additive combinatorics. 5.2.1. The first step. We start with a definition.
Definition 5.4. A (homogeneous) familyP ∈ Pd(V) is admissible if there exists a linear map φ : A c+2 → V such that the subschemeX φ ⋆ (P ) ⊂ P c+1 = P(A c+2 ) is a reduced absolutely irreducible curve.
Remark 5.5. A homogeneous familyP ∈ Pd(A c+2 ) is admissible if the schemẽ XP ⊂ P c+1 is a reduced absolutely irreducible curve.
Proposition 5.6. For any admissible systemP of homogeneous polynomials on V the schemeXP is reduced and absolutely irreducible.
5.2.2.
The second step. In this step we show that any system of sufficiently high rank is admissible:
Proposition 5.7. There exists r = r(d) such that any systemP of homogeneous polynomials such that r(P ) ≥ r is admissible.
Remark 5.8. We know an effective bound on r(d) only for a very limited range ofd.
5.2.3.
The third step. In this step we prove the following result. Proposition 5.9. For any absolutely irreducible k-variety X and any infinite algebraic extension k ∞ of k the set X(k ∞ ) is dense in X.
5.2.4.
The fourth step. In this step we show that for any system of homogeneous polynomials of sufficiently high rank any polynomial R of degree a < q/d vanishing on XP (k) also vanishes on XP (k 2 ) where k 2 /k is the quadratic extension.
Proposition 5.10. There exists r ′ = r ′ (d) such that the following holds. Let P ∈ Pd(V) be a system of homogeneous polynomials on a k-vector space V of rank r(P ) ≥ r ′ . Then for any homogeneous polynomial R on V of degree a < q/d such that R(x) = 0, x ∈ XP (k) we have R(x) = 0 for x ∈ XP (k 2 ).
Remark 5.11. The existence of r ′ (d) is based on Theorem 2.7.
5.2.5.
The fifth step. The first four steps imply the validity of Theorem 5.2 for systemsP of homogeneous polynomials. In the last section we derive the general case from the homogeneous one.
5.3.
A proof of Proposition 5.6. In this section we consider algebraic varieties over algebraically closed fields K. So any irreducible K-variety is absolutely irreducible. We start with the formulation of the theorem of Chevalley. It is clear that Proposition 5.6 follows immediately from the following result in the case when K =k.
Lemma 5.13. LetP = {P i }, 1 ≤ i ≤ c be a family of homogeneous polynomials on a K-vector space V of degrees d i over a perfect field k. Suppose that there exists a linear map φ : A c+2 → V such that polynomials Q i := P i • φ on A c+2 define a reduced and irreducible curve D ⊂ P c+1 .
Then the subscheme XP of V defined by the ideal {P i } is also reduced and irreducible.
Proof. We start with the following result.
Claim 5.14. Let S be a Z + -graded finitely generated k-algebra.
(1) Suppose that there exists a homogeneous non-zero divisor F ∈ S of positive degree such thatS := S/S(F ) is an integral domain. Then S is an integral domain. (2) If there exists a regular homogeneous sequence Q i in S such that S/({Q i })
is an integral domain then S is an integral domain.
Proof. To prove (1) we show that the existence of non-zero elementsG,H ∈ S such thatGH = 0 leads to a contradiction. IfGH = 0 then GH = 0 where G, H are the top homogeneous terms ofG,H. Factor the highest possible powers of F from G and H. So G = F i G ′ , H = F j H ′ where G ′ and H ′ are not divisible by F . Since GH = G ′ H ′ F i+j = 0 and F is not a zero divisor we see that G ′ H ′ = 0. Let G,H be the images of G ′ and H ′ in S/(F ). Since G ′ and H ′ are not divisible by F we see that LetḠ,H = 0. The equality G ′ H ′ = 0 implies thatḠH = 0. But this contradicts the assumption thatS is a domain.
(1) Suppose there exist non-zero elements a, b ∈ S such that ab = 0. We can assume that they are homogeneous and have minimal possible degrees.
Letā,b be their images in S/(F ). thenāb = 0 and hence one of these elements is 0. Supposeā = 0. This means that a = F c in S. then we have 0 = ab = F (cb) which implies that cb = 0 in S. Since degree of c is smaller than degree of a we get a contradiction.
The part (2) follows by an easy induction. Now we can prove Lemma 5.13 Let W := Im(φ) and L 1 , ..., L n−c−1 be linear forms whose vanishing set is W . Then the L j together with the P i form a sequence S of n−1 forms whose vanishing set is a reduced and irreducible curve. Therefore they generate a prime ideal of height n − 1. So (see Lemma 10.103.2 in [19] ) they form a regular sequence in R. Therefore (see Lemma 10.67.4 in [19] ) any subsequence of S is also a regular sequence. In particular we see that {P i }, 1 ≤ i ≤ c is a regular sequence in R. As from Claim 5.14 the ideal I ⊂ R generated by {P i }, 1 ≤ i ≤ c is prime. So XP is reduced and irreducible. (1) Xd is a reduced and absolutely irreducible curve containing the point0 := (0, . . . , 0, 1) ∈ P c+1 .
(2) |Xd(k)| = q + 1.
Proof. Let t i (t), 1 ≤ i ≤ c + 1 be polynomials given by t → (t 1 (t), . . . , t c+1 (t)) where t 1 = t, t i+1 = t d i i , 1 ≤ i ≤ c. Let h = deg(t c+1 (t)) and φ : A 2 → A c+2 be the homogeneous map of degree h given by φ(y, z) = y h t i (z/y). It is clear that that φ defines an isomorphism A 1 → Xd − {0} where A 1 = {(y, z)|y = 0} and a bijection P 1 (k) → Xd(k). Proof. LetR := φ ⋆(P ) . ThenP =P [u, v] is a homogeneous polynomial of degree ≤ a i d i vanishing at points (1, t) for all t ∈ k. Since ad < q we see that P (u, v) = 0 for all (u, v) ∈k. ThereforeR ≡ 0 and therefore R ∈ J(Qd). Now we can prove Proposition 5.7.
Proof. Consider a familyQ
As follows from Claim 5.17,XQ0 is a reduced and absolutely irreducible curve such that |XQ0(F q )| = q + 1.
Consider anyd-familyP ∈ Pd(V) of rank greater than r = r(d, c + 2, 1/10). As follows from Proposition 5.15 κ −1 P (Q 0 ) = ∅. Therefore there exists a linear embedding µ : A c+2 ֒→ V such that µ ⋆ (P ) =Q 0 . But this implies the admissibility of the familyP . Now Corollary 5.24 implies the following result.
Corollary 5.19. There exists r = r(d) such that the following is true. Let k be a finite field, k ∞ ⊂k an infinite extension k ∞ of k, V be a k = F q -vector space andP ∈ Pd(V) be a homogeneous system of rank ≥ r. Then any homogeneous polynomial R on V of degree < q vanishing on XP (k ∞ ) for some belongs to the ideal J(P ). 5.6. Proof of Proposition 5.9.
Claim 5.20. Let C be an absolutely irreducible curve over a finite field k = F q . Then |C(k n )| − q n = O(q n/2 ), n ≫ 1 where k n /k is the extension of degree n.
Proof. Follows from the Weil bounds.
Corollary 5.21. Let C be an absolutely irreducible curve over a finite field k = F q . Then C(k ∞ ) is dense in C in the Zariski topology for any infinite algebraic extension of k∞/k.
Proof. As follows from Claim the set C(k ∞ ) is infinity. Therefore the Zariski closure D ⊂ C of C(k ∞ ) is of positive dimension. Since C is an irreducible curve we see that D = C.
Lemma 5.22. Let X be an absolutely irreducible k-variety and k ∞ /k be an infinite algebraic extension of k. Then the set X(k ∞ ) is dense in X (in the Zariski topology).
Proof. We start with a special case.
Claim 5.23. Let X be an irreducible rational k-variety. Then X(k ∞ ) is dense in X.
Proof. Since X is irreducible, it is sufficient to show that U(k ∞ ) is dense in U for some non-empty open subset U of X. Since X is a rational k-variety we can find a non-empty open subset U of X which is isomorphic to a W − Z where W is a k-vector space and Z ⊂ W is a proper closed k-subvariety. Since k ∞ is infinite the set U(k ∞ ) is dense in W. Now we prove Lemma 5.22. By definition it is sufficient to see that U(k ∞ ) = ∅ for any open non-empty subset U of X. Since U is also an absolutely irreducible k-variety it is sufficient to show that X(k ∞ ) = ∅ for absolutely irreducible kvarieties X. After replacing X by a non-empty open affine subset we may assume that X is a closed subvariety in a vector space W.
Let Z be the k−variety of linear subspaces L in W such that dim(L)+dim(X) = dim(W) + 1. This is a rational k-variety. By the theorem of Bertini (see section 3.10 in [2] ) there exists a non-zero open subsetŨ of Z such that for any z ∈Ũ the intersection C := L z ∩ U is a non-empty and absolutely irreducible curve. As follows from the previous Claim the set U(k ∞ ) is not empty. Therefore there exist a linear subspace L of W defined over k ∞ such that intersection C := L z ∩ U is a non-empty and absolutely irreducible curve. By Corollary 5.21 we see that
Corollary 5.24. LetP be an admissible system of homogeneous polynomials on V and R be a homogeneous polynomial on V such that R(x) = 0 for all x ∈ XP (k ∞ ) for some infinite algebraic extension k ∞ of k. Then R ∈ J(P ).
Proof. Since by Proposition 5.6 the scheme XP is reduced it follows from Proposition 5.1 that it is sufficient to show that R(x) = 0 for all x ∈ XP (k), wherek is the algebraic closure of k. Let Y ⊂ X be the subscheme defined by the equation R(x) = 0 and U = X − Y. We want to show that U = ∅.
If U = ∅ then by Proposition 5.6 the scheme XP is absolutely irreducible. Therefore it follows from Lemma 5.22 that U(k ∞ ) = ∅. But this contradicts the assumption that R(x) = 0 for all x ∈ XP (k ∞ ).
5.7.
Almost is sufficient. In this section we show that any polynomial R vanishing on almost all points x ∈ X(k) is identically zero on X(k).
Lemma 5.25. For any degree vectord there exists a constant C = C(d) such that the following holds. Let k = F q , q > a + 1, V be a k-vector space, X = XP ,P ∈ Pd(V) and A ⊂ Xd(k) a subset of size at least (1 − q −C(d) )|Xd(k)|. Then any homogeneous polynomial R on V of degree a < q − 1 vanishing on A vanishes on Xd(k).
Proof. We show that the bound C(d) from Lemma A.6 in [17] satisfies the condition of Lemma 5.25. Let 
We show that the assumption that R(x) = 0 leads to a contradiction. Choose an affine hyperplane W ⊂ V be containing x but not containing 0 and define X W := Xd(k) ∩ W .
Let L be the set of lines L ⊂ X W containing x. If L ∈ L is a line such that |L ∩ A| > a then R |L is polynomial of degree ≤ a which vanishes in at least a + 1 points of L. Since a + 1 < q we see that R |L ≡ 0 and therefore R(x) = 0.
Since q > a + 1 the assumption that R(x) = 0 implies that for any line L ∈ L we can find a point y L ∈ B ∩ L − x. Since all points y L , L ∈ L are distinct we see that |B| ≥ |L|. But by Lemma A.6 in [17] we have |L| > q −C(d) |V |. By the definition of the set L 0 we see that |L − L ∩ A| ≤ q − a. Since L ∩ L ′ = {x} for all L, L ′ ∈ L we see that |V − A| ≥ q −C(d) |V |. But this inequality contradicts the assumption that (1 − q −C(d) )|Xd(k)|. 5.8. The extension from X(k) to X(k 2 ). 5.8.1. The idea of the proof. In this section we show that for any homogeneous high rank variety X = XP and a polynomial R vanishing of X(k) we have R |X(k 2 ) ≡ 0 where k 2 /k is the quadratic extension.
The proof is based on the following observation. Let C(d) be as in Lemma A.6 in [17] . Let Z(V) be the set of k-lines in P(V). Consider a map βP : X(k 2 ) −X(k) → Z(V) defined as follows. Let σ be the non-trivial automorphism of k 2 over k. For any x ∈X(k 2 ) −X(k) we define βP (x) as the line L x ⊂ P(V) the through points x and σ(x). Let ZP (V) := Im(βP ).
Proof. By Lemma A.6 in [17] we see that
On the other hand it is clear that
To compute the the number |Z(V)| of k-lines in P(V ) consider the map P(V ) × P(V ) − ∆ P(V ) which associates to points v = w ∈ P(V ) the line through (v, w). It is clear that this map is surjective and that all fibers are of size (q + 1)q. So
Now we describe the structure of our proof of Proposition 5.10. Let BP ⊂ X(k 2 ) −X(k) the subset of points x such that there is no linear map φ : A c+2 → V such that L x ∈ Im(φ) and φ ⋆ (P ) = Qd where Qd is as in Definition 5. 16 .
We show that in the case when X is of high rank (1) R(x) = 0 for all x ∈X(k 2 ) − BP .
(2) The ratio BP |X(k 2 )| is very small. Now Lemma 5.25 implies Proposition 5.10.
5.8.2.
The proof of Proposition 5.10.
Proposition 5.27. There exists r(d) such that the following holds. Let k = F q , V be k-vector space,P ∈ Pd(V) be a family of homogeneous polynomials of rank ≥ r(d). Then for any homogeneous polynomial R on V of degree < q/d such that R(x) = 0, for all x ∈ Xd(k), we have R(x) = 0 for all x ∈ Xd(k 2 ).
The proof is based on Theorem 2.7. To formulate this result we introduce some definitions.
Definition 5.28. We fixP ∈ Pd(V) and a linear embedding φ : k 2 → k c+2 .
(1) Let Λ be the set of linear embedding λ : k 2 ֒→ V .
(2) For any λ ∈ Λ we denote by N λ the set of linear embedding µ :
) be the map given by κ λ (µ) = µ ⋆ (P ). (5) For ǫ > 0 we denote by Λ ǫ the subset of embedding λ : k 2 ֒→ V such that the map κ λ is surjective and 1 −
As a special case of Theorem 2.7 we have the following result. Let α ∈ k 2 be a non-zero element such that α + σ(α) = 0. Given y ∈ Y(k 2 ) − Y(k) we denote by φ y : A → W the affine map given by
Since σ(φ y (t)) = φ y (σ(t)) we see that the map φ y is defined over k and that φ y (α) = y. We define the line L y ⊂ V as φ y (k). Proof. If y ∈ Y(k) then R(y) = 0. So we may assume that y ∈ Y(k 2 ) − Y(k). Then there exist a linear map φ : A c+2 ֒→ V such that φ ⋆ (P ) =Qd. LetR := φ ⋆ (R) ∈ P a (A c+2 ). Since R |W∩Y (x) = 0, x ∈ k we see thatR(x) = 0 for all ∈ Xd(k). Now Claim follows from Corollary 5.18.
As follows from Claim 5.26 and Lemma 5.25 for for a proof of Proposition 5.27 it sufficient to prove the following result.
Proposition 5.32. For any t there existr(d, t) such that |BP |/|Y(k 2 )| ≤ q −t for any finite field F q , a k-vector space V andP ∈ Pd(V) of rank ≥r(d, t).
Proof. Let L be the set of lines L in V and M ⊂ L the subset of lines of the form L y , y ∈ Y(k 2 ) − Y(k). Denote by Z ⊂ Y(k 2 ) − Y(k) the subset of points y such that L y is not contained in X and define τ : Z → M by y → L y . Since τ −1 (L) ⊂ L(k 2 ) ∩ X(k 2 ) we see that |τ −1 (L)| ≤ d. Since BP ⊂ Z we see that |BP | ≤ d|BP | whereBP := τ (BP ). Definer(d, t) := r ′ (d, 1/10, t + 3c) where r ′ (d, ǫ, s) is as in Proposition 5.29.
We claim thatr(d, t) satisfies the condition of Proposition 5.32. Really Proposition 5.29 implies that |BP | ≤ |L|q −(t+3c) ∼ q 2(dim(V ))−(t+3c) and therefore |BP | ≤ dq 2(dim(V ))−(t+3c) . On the other hand as follows from Lemma 3.
This ends a proof of Proposition 5.27 and therefore a proof of Theorem 5.2 in the homogeneous case.
5.9.
Reduction to the homogeneous case. Let P n be the n-dimensional projective space. By definition points of P n are one-dimensional subspaces L of A n+1 . We have an embedding A n → P n which associates to v = (x 1 , . . . , x n ) the line L v = {t, tx 1 , . . . , tx n } ⊂ A n+1 . For any algebraic subvariety X ⊂ A n we denote it closure in P n byX. An algebraic subscheme of A n is defined by ideals in k[x 1 , . . . , x n ], while algebraic subscheme of P n is defined by homogeneous ideals in k[x 0 , x 1 , . . . , x n ].
Definition 5.33. Letd = {d i }, 1 ≤ i ≤ c, d i ≥ 2.
(1) We denote byPd(A n ) the variety of familiesP i ∈ k[x 1 , . . . , x n ], 1 ≤ i ≤ c of polynomials of degrees ≤ d i . (2) We denote by Pd(P n ) the variety of families P i ∈ k[x 0 , . . . , x n ], 1 ≤ i ≤ c of homogeneous polynomials of degree d i . (3) We denote by η the linear map from the space P a (P n ) of homogeneous polynomials P (x 0 , x 1 , . . . , x n ) of degree ≤ a to the space P a (A n ) of poly-nomialsP (x 1 , . . . , x n ) of degree a such that given by η(P )(x 1 , . . . , x n ) := P (1, x 1 , . . . , x n ). Proof. LetP be a system of polynomials k-polynomials of degrees ≤ d i on a vector space V of rank larger than r(d) and a polynomial R of degree a such that q > ad satisfying the vanishing condition (N). We have to show that R ∈ J(P ). LetP i := η −1 (P i ),P = {P i }, 1 ≤ i ≤ c and letR = λ(x)η −1 (R), where λ(x 0 , . . . , x n ) := x 0 . It is clear that thatR(x) = 0 for all x ∈ XP (k).
Since we know Theorem 5.2 in the homogeneous case we see that λR ∈ J(P ). Since (by Proposition 5.6) the ideal J(P ) is prime and λ ∈ J(P ) we see that R ∈ J(P ). Therefore R ∈ J(P ). Let M be the variety of subspaces W ⊂ V of dimension 3. For L ∈ L we denote by M L ⊂ M the subvariety of subspaces containing L. For a subvariety X of V we denote by L X ⊂ L the subvariety of lines contained in X. For a line L ∈ L X we define M L X := {W ∈ M L |W ⊂ X}. We denote by Λ X ⊂ L X × L X the subset of pairs (L, L ′ ) of lines such that M L X ∩ M L ′ X = ∅. Lemma A.2. For any d, c ≥ 1 there exists t(d, c) such that the following holds.
Let k is an algebraically closed field, V a k-vector space and X ⊂ V a defined by polynomials P i , 1 ≤ i ≤ c of degrees ≤ d. Then dim(M L ) − dim(M L X ) ≤ t(d, c). Proof. We can assume that L = kv 0 , v 0 ∈ V. LetỸ ⊂ V 2 be subset of pairs v 1 , v 2 ∈ V such that P i (av 0 + bv 1 + cv 2 ) ≡ 0, 1 ≤ i ≤ c and the the subspace W v 1 ,v 2 ⊂ V spanned by v 0 , v 1 , v 2 is of dimension 3. It is clear that W v 1 ,v 2 ∈ M L X for v 1 , v 2 ∈Ỹ and that fibers of the mapỸ → M L X given by (v 1 , v 2 ) → W v 1 ,v 2 is of dimension 6. So it is sufficient to show that existence of t(d, c) such 2dim(V) − dim(Ỹ) ≤ t(d, c).
Write P i = d s=1 P s i where P s i are homogeneous polynomials of degree s. The condition L ∈ L X implies that {P s i } |L ≡ 0 for all s. So P 0 i = 0. By replacing the family {P i } of polynomials by the family {P s i } we see that we may assume that polynomials P i are homogeneous of degrees d i .
For any p, q ≥ 0 we denote by Q p,q polynomials on V 2 such that for v 1 , v 2 ∈ V we have
Since Q i;p,q (v 1 , v 2 )(0, 0) = 0 we can write Since all polynomials Q s i;p,q are homogeneous of strictly positive degrees we see that codim V 2 Y ≤ t(d, c) where t(d, c) is the number of equations in the family Q s i;p,q .
Let X ⊂ V be a complete intersection of codimension c defined by polynomials of degree ≤ d and f : X → k be a weakly polynomial function of degree ≤ a.
We denote by Z(f ) ⊂ L X (k) the subset of lines L such that deg(f |L ) = a and by Z(f ) ⊂ L the Zariski closure of Z(f ). In this Appendix we prove the following result.
Proposition A.3. If codim L X (Z(f )) > t(d, c) then f is a weakly polynomial function of degree a − 1.
Proof. The proof is based on the following observation. Proof. Since f is a weakly polynomial function of degree ≤ a the restriction f |W is a polynomial of degree ≤ a. Since L ⊂ W belongs to Z(f ) we see that f |W is a polynomial of degree exactly a. Therefore there exists a dense open subset M(W ) a of M(W ) such that the restriction f |L ′ is a polynomial of degree ≤ a for L ′ ∈ M(W ) a . In other words L ′ ∈ Z(f ) for L ′ ∈ M(W ) a . This Claim shows that Z ⊂ L is almost invariant under the correspondence defined by Λ ⊂ L × L. So for a proof of Proposition A.3 it is sufficient to show that there are no subvarieties Z ⊂ L almost invariant under the correspondence defined by Λ ⊂ L × L of codimension > t(d, c).
Let k be a field and K/k be an algebraically closed extension. Given an irreducible k-variety X we say that a point x ∈ X(K) is generic over k if it does not belong to any proper k-subvariety of X. Given such x we say that a y ∈ X(K) is generic over x if y is generic over k(x).
Remark A.5. All generic points are smooth.
Claim A.6. Let α : S → B be a smooth surjective morphism of algebraic kvarieties, and let S 0 ⊂ S be a subvariety and A := α(S 0 ) ⊂ B. Then codim B A ≤ codim S (S 0 ).
From now on we assume that k is an algebraically closed field. LetM L X = {(W, L ′ ) ∈M L |W ∈ M X } and α X be the restriction of α onM L X .
