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Résumé
Cette thèse est consacrée au système d’Euler de Kato, construit à partir des unités mo-
dulaires, et à son image par l’application exponentielle duale (loi de réciprocité explicite de
Kato). La présentation que nous en donnons est sensiblement différente de la présentation
originelle de Kato.
Abstract
This thesis is devoted to Kato’s Euler system, which is constructed from the modular
unites, and to its image under the dual exponential map ( Kato’s explicite reciprocity law ).
The presentation given in this thesis is quite different from Kato’s original presentation.
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Chapitre 1
Notations et Introduction
1.1 Notations
On note Q la clôture algébrique de Q dans C, et on fixe, pour tout nombre premier p,
une clôture algébrique Qp de Qp, ainsi qu’un plongement de Q dans Qp.
Si N 2 N, on note N la racine N -ième e2i=N 2 Q de l’unité, et on note Qcycl l’extension
cyclotomique de Q, réunion des Q(N), pour N  1, ainsi que Qcyclp l’extension cyclotomique
de Qp, réunion de Qp(N), pour N  1.
1.1.1 Objets adéliques
Soient P l’ensemble des premiers de Z et Z^ le complété profini de Z, alors Z^ =Qp2P Zp.
Soit Q 
 Z^ l’anneau des adèles de Q ( le produit restreint des Qp par rapport aux sous-
anneaux Zp de Qp ). Quel que soit x 2 Q 
 Z^, on note xp ( resp. x]p[ ) la composante de x
en p (resp. en dehors de p ). Notons Z^]p[ =
Q
l 6=p Zl. On a donc Z^ = Zp Z^]p[. Cela induit les
décompositions suivantes : pour tout d  1,
Md(Q
 Z^) =Md(Qp)Md(Q
 Z^]p[) et GLd(Q
 Z^) = GLd(Qp)GLd(Q
 Z^]p[):
On définit les sous-ensembles suivants de Q
 Z^ et M2(Q
 Z^) :
Z^(p) = Zp  Z^]p[ et M2(Z^)(p) = GL2(Zp)M2(Z^]p[);
(Q
 Z^)(p) = Zp  (Q
 Z^]p[) et M2(Q
 Z^)(p) = GL2(Zp)M2(Q
 Z^]p[):
1.1.2 Actions de groupes
Soient X un espace topologique localement profini, V un Z-module. On note LCc(X;V )
le module des fonctions localement constantes sur X à valeurs dans V dont le support
est compact dans X. On note Dalg(X;V ) l’ensemble des distributions algébriques sur X à
valeurs dans V , c’est à dire des applications Z-linéaires de LCc(X;Z) à valeurs dans V . On
note
R
X
 la valeur de  sur  où  2 Dalg(X;V ) et  2 LCc(X;Z).
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Soit G un groupe localement profini, agissant continûment à droite sur X et V ( c.-à-d.
quels que soient g1; g2 2 G; x 2 X; on a (x  g1)  g2 = x  (g1g2)). On munit LCc(X;Z) et
Dalg(X;V ) d’actions de G à droite comme suit :
si g 2 G; x 2 X; 2 LCc(X;Z);  2 Dalg(X;V ); alors
(1.1) (  g)(x) = (x  g 1) et
Z
X
(  g) =  Z
X
(  g 1)  g:
1.1.3 Formes modulaires
Soient A un sous-anneau de C et   un sous-groupe d’indice fini de SL2(Z). On note
Mk( ;C) le C-espace vectoriel des formes modulaires de poids k pour  . On note aussi
Mk( ; A) le sous A-module deMk( ;C) des formes modulaires dont le q-développement est
à coefficients dans A. On poseM( ; A) = +1k=0Mk( ; A). Et on noteMk(A) (resp.M(A))
la réunion desMk( ; A) (resp.M( ; A)), où   décrit tous les sous-groupes d’indice fini de
SL2(Z). On peut munir l’algèbreM(C) d’une action de GL2(Q)+ = f 2 GL2(Q)j det  > 0g
de la façon suivante :
(1.2) f   = (det )1 kfjk; pour f 2Mk(C) et  2 GL2(Q)+;
où fjk est l’action modulaire usuelle de GL2(R)+( voir section x2:1:1 la formule (2.1)).
Définition 1.1.1. Soient N  1 et  N = f
 
a b
c d
 2 SL2(Z);   a bc d     1 00 1 [N ]g. Le groupe
 N est un sous-groupe de SL2(Z) d’indice fini. On dit qu’un sous-groupe   de SL2(Z) est un
sous-groupe de congruence s’il contient  N pour un certain N  1.
Exemple 1.1.2. Les sous-groupes  0(N) = f 2 SL2(Z)j  (  0  ) mod Ng et  1(N) =
f 2 SL2(Z)j  ( 1 0 1 ) mod Ng sont des sous-groupes de congruences.
On définit de même :
Mcongk (A) =
[
  sous-groupe de congruence
Mk( ; A) etMcong(A) =
[
k
Mcongk (A):
Soit K un sous-corps de C et soit K la clôture algébrique de K. On note K le groupe
des automorphismes de M( K) sur M(SL2(Z); K) ; c’est un groupe profini. On note 0Q le
groupe des automorphismes deM(Q) engendré par Q et GL2(Q)+. Plus généralement, si
S  P est fini, on note (S)Q le sous-groupe de 
0
Q engendré par Q et GL2(Z(S))+, où Z(S)
est le sous-anneau de Q obtenu en inversant tous les nombres premiers qui n’appartiennent
pas à S.
1.1.4 Objets p-adiques
Soit q une variable. On note K+ = Qpf qpg l’anneau des fonctions analytiques sur le
disque fermé fq 2 Cp : vp(q)  1g, que l’on munit de la valuation spectrale vp (i.e. vp(f) =
infvp(q)1 vp(f(q)) ). On note K le complété du corps des fractions de K+. On fixe une clôture
algébrique K de K et on note K+ la clôture intégrale de K+ dans K. On note GK le groupe
galois de K sur K.
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On choisit un système compatible (qM)M1 de racinesM -ièmes de q dans K
+ (i.e. qNNM =
qM , pour tous N;M  1.) On note FM = Qp(M), FMp1 = [n1FMpn et F1 = [M1FM .
Soit KM = K[qM ; M ] ; c’est une extension galoisienne de K. On note K1 la réunion des KM
pour tous M  1 et K+1 la clôture intégrale de K+ dans K1. On note PQp le groupe galois
de QpK1 sur K, et P
cycl
Qp le groupe galois de K1 sur K.
L’application qui à une forme modulaire associe son q-développement, nous fournit une
inclusion deM(Q) dans QpK+1 et un morphisme PQp ! Q car PQp préserve l’espaceM(Q).
Ceci induit un morphisme GK ! Q et un morphisme “de localisation ” Hi(Q;W ) !
Hi(GK;W ) pour tout Q-module W et tout i 2 N ( voir section x3:1:1 ).
On note K+ = Qp[[q]] le complété q-adique de K+. Soit M  1 un entier ; on note K+M
le complété q-adique de K+M = K
+[M ; qM ]. Enfin, on note K+1 = [M1K+M et K+Mp1 =
[n1K+Mpn .
1.2 Introduction
1.2.1 Fonctions L p-adiques de formes modulaires
SoitN  1 et  un caractère de Dirichlet moduloN . Soit f() =P+1n=1 anqn 2 Sk( 0(N); )
une forme primitive de poids k  2 avec q = e2i . Soient ;  les racines du polynôme
X2   apX + (p)pk 1. Soit vp() < k   1, on pose f() = f()   f(p). C’est une forme
de niveau Np, propre pour tous les Tl, normalisée, et avec la valeur propre  pour Up. SoitP+1
n=1 bnq
n=N le q-développement de f. Comme vp() < k   1 ( en particulier  6= 0 ), on
peut prolonger n 7! bn en une fonction sur Z[1p ] en forçant l’équation fonctionelle bnp = bn.
Soit  2 LCc(Qp;Q) une fonction localement constante à support compact dans Qp, à
valeurs dans Q. On définit la fonction L complexe de la forme modulaire f associée à  et
, par la formule
L(f; ; s) =
X
n2Z[ 1
p
]
(n)bnn
 s:
La série converge pour Re(s) > k+1
2
et la fonction L(f; ; s) admet un prolongement ana-
lytique à tout le plan complexe. De plus, il existe des nombres complexes non nuls 
+f ;

 
f
permettant de rendre algébriques les L(f; ; j), pour 1  j  k   1. Plus précisément, si
 2 LCc(Qp;Q), alors
 (j)
( 2i)jL(f; ; j) 2
(
Q(f; N)  
+f ; si 1  j  k   1; ( x) = ( 1)j(x)
Q(f; N)  
 f ; if 1  j  k   1; ( x) = ( 1)j+1(x):
On pose
~L(f; ; j) =
1
2
 (j)
( 2i)j (
L(f; + ( 1)j  ( 1); j)

+f
+
L(f;   ( 1)j  ( 1); j)

 f
);
où   ( 1)(x) = ( x), ce qui est à valeurs dans Q et permet de le considérer comme un
nombre p-adique.
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On définit une transformée de Fourier de LCc(Qp;Qp) dans LCc(Qp;Qp) par la formule
^(x) =
Z
Qp
(y)e 2ixy dy = p m
X
y mod pm
(y)e 2ixy;
où m 2 N assez grand.
Théorème 1.2.1. Si vp() < k   1, il existe une unique distribution f; d’ordre vp() sur
Zp, telle que l’on ait Z
Zp
(x)xj 1f; = ~L(f; ^; j);
quels que soient  2 LC(Zp;Qp), et 1  j  k   1. De plus, quel que soit  2 LA(Zp;Qp),
on a
R
pZp (p
 1x)f; =  1
R
Zp (x)f;.
Ce théorème a été démontré par plusieurs personnes par des méthodes très différentes.
Celle de Kato [18] repose sur la construction d’un système d’Euler (via la K-théorie) et sur
une loi de réciprocité explicite résultant d’un calcul délicat dans les anneaux de Fontaine,
qui permet de montrer que la machine à fonctions L p-adiques de Perrin-Riou [23] fournit
naturellement la distribution f; quand on l’applique au système d’Euler de Kato. Colmez a
esquissé dans [10] une variante de la méthode de Kato, et cette thèse est consacrée à vérifier
que cette esquisse, convenablement modifiée, conduit bien au résultat de Kato.
1.2.2 Le système d’Euler de Kato
En bref, un système d’Euler est une collection de classes de cohomologie vérifiant une
relation de distribution. On construit le système d’Euler de Kato comme suit :
À partir des unites de Siegel, on construit une distribution algébrique zsiegel sur (Q 

Z^)2  (0; 0) à valeurs dans Q
 (M( Q)[ 1

]), où  = q
Q
n1(1  qn)24 est la forme modulaire
de poids 12. Cette distribution zsiegel est invariante sous l’action du groupe 
0
Q. La théorie
de Kummer p-adique nous fournit un élément
z
(p)
siegel 2 H1(
0
Q;Dalg((Q
 Z^)2   (0; 0);Qp(1))):
Par cup-produit et restriction à (p)Q  0Q etM2(Q
 Z^)(p)  ((Q
 Z^)2  (0; 0))2, on obtient
une distribution algébrique :
zkato 2 H2((p)Q ;Dalg(M2(Q
 Z^)(p);Qp(2))):
En modifiant zkato par un opérateur (c2  < c; 1 >)(d2  < 1; d >) (c.f. x2:3:2 ) qui fait
disparaître les dénominateurs, on obtient une distribution algébrique à valeurs dans Zp(2)
(que l’on peut donc voir comme une mesure), et une torsion à la Soulé nous fournit enfin un
élément
zkato;c;d(k; j) 2 H2((p)Q ;Dalg(M2(Q
 Z^)(p); Vk;j));
où Vk;j = Symk 2 Vp 
 Qp(2   j), où Vp est la représentation standard de dimension 2 de
GL2(Zp).
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1.2.3 La loi de réciprocité explicite de Kato
La loi de réciprocité explicite de Kato consiste à relier l’élément zKato;c;d, qui vit dans la
cohomologie du groupe (p)Q , à une distribution construite à partir de produits de deux séries
d’Eisenstein (la produit scalaire de Petersson d’une forme primitive avec un tel produit fait
apparaître les valeurs de la fonction L de f , et c’est cela qui permettrait de construire la
fonction L p-adique). Ceci se fait en plusieurs étapes :
On commence par “localiser” notre classe de cohomologie à GK et à étendre les coefficients
de Vk;j à B+dR(K+)
 Vk;j, où B+dR(K+) est un énorme anneau de Fontaine.
 On constate que l’image de zkato;c;d(k; j) sous l’application “de localisation"
H2(
(p)
Q ;Dalg(M2(Q
 Z^)(p); Vk;j))! H2(GK;Dalg(M2(Q
 Z^)(p);B+dR(K
+
)
 Vk;j))
est l’inflation d’un 2-cocycle sur P cyclQp à valeurs dans Dalg(M2(Q 
 Z^)(p);B+dR(K+1) 
 Vk;j).
Les méthodes de descente presque étale de Tate [27] et Sen [25], revisitées par Faltings [15]
(cf. aussi Andreatta-Iovita [3]) permettraient de montrer que c’est toujours le cas, mais nous
donnons une preuve directe pour l’élément de Kato (c.f. la construction dans x5:2).
 On construit une application exponentielle duale (c.f. x 5:1) :
exp : H2(PQp ;Dalg(M2(Q
 Z^)(p);B+dR(K+1)
 Vk;j))! H0(PQp ;Dalg(M2(Q
 Z^)(p);K+1));
et on calcule l’image de zkato;c;d(k; j). On obtient finalement le résultat fondamental suivant :
Théorème 1.2.2. Si k  2, 1  j  k   1, et c; d 2 Zp, on a :
exp(zkato;c;d(k; j)) = z
(p)
Eis;c;d(k; j);
où z(p)Eis;c;d(k; j) 2 H0(GK;Dalg(M2(Q
Z^)(p);K+1)) est la localisée d’une distribution zEis;c;d(k; j)
sur M2(Q
 Z^), à valeurs dansMcongk (Qcyclp )  K+1, fixe sous l’action de Q.
1.2.4 La cohomologie de Pm
Soit M  1 tel que vp(M) = m  vp(2p). On note KMp1 = [n1KMpn . La définition de
l’application exp et le calcul de l’image de zKato;c;d reposent sur une description explicite de
la cohomologie du groupe de Galois PKM de l’extension KMp1=KM ; c’est un groupe analytique
p-adique de rang 2, isomorphe à
Pm = f( a bc d ) 2 GL2(Zp) : a = 1; c = 0; b 2 pmZp; d 2 1 + pmZpg:
Soit V une représentation analytique de Pm. On démontre le très utile résultat suivant, où
l’on note (u; v) l’élément ( 1 u0 ev ) de Pm :
Théorème 1.2.3. (prop.4:1:8) Soit V une représentation analytique de Pm. Alors
(i) tout élément de H2(Pm; V ) est représentable par un 2-cocycle analytique ;
(ii) On a H2(Pm; V ) = V=(@1; @2   1), et l’image d’un 2-cocycle analytique
((u; v); (x; y))! c(u;v);(x;y) =
X
i+j+k+l2
ci;j;k;lu
ivjxkyl;
par cet isomorphisme, est celle de (2)(c(u;v);(x;y)) = c1;0;0;1   c0;1;1;0.
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Chapitre 2
Système d’Euler de Kato
2.1 Séries d’Eisenstein-Kronecker et la distribution zEis
2.1.1 Formes modulaires
Soient H = fx + iy; y > 0g le demi-plan de Poincaré, A  R un sous anneau. On note
GL2(A)+ = f 2 GL2(A)j det  > 0g, et on définit une action à droite de GL2(R)+ sur
l’ensemble des fonctions de classe C1 de H dans C par la formule :
(2.1) (fjk)() =
(det )k 1
(c + d)k
f(
a + b
c + d
) si  =
 
a b
c d

:
Soit f une fonction de classe C1 de H dans C fixée par un sous groupe   de SL2(Z)
d’indice fini. Alors cette fonction f est une fonction périodique de période N pour un certain
entier N  1. Le q-développement de f s’écrit sous la forme ci-dessous :
f() =
1X
n=0
a n
N
e
2in
N =
1X
n=0
a n
N
q
n
N ; où q = e2i :
Définition 2.1.1. Soit   un sous-groupe de SL2(Z) d’indice fini. Une forme modulaire de
poids k pour   est une fonction holomorphe f : H ! C verifiant les propriétés suivantes :
(1) fjk = f pour  2   ;
(2) f est holomorphe en i1 (i.e. quel que soit  2   n SL2(Z), le q-développement de
fjk() est de la forme
P
n2Q+
anq
n, où q = e2i : il n’y a pas de termes négatifs).
Si K est un corps algébriquement clos et si   est un sous-groupe distingué d’indice fini
de SL2(Z), alors le groupe des automorphisme deM( ; K) surM(SL2(Z); K) est SL2(Z)= .
Ceci implique K = \SL2(Z), où \SL2(Z) est le complété profini de SL2(Z). Dans le cas général,
on dispose d’une suite exacte :
1! K ! K ! GK ! 1;
qui admet une section GK ! K naturelle, en faisant GK agir sur les coefficients du q-
développement des formes modulaires.
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Soient f 2 Mk( ; K) et  2 GL2(Q)+. Alors on peut verifier que, quel que soit  2  ,
(f )jk( 1) = f . Donc f  est invariante pour le groupe  1 
T
SL2(Z). Comme
 peut s’écrire sous la forme 
 
a b
0 d

avec  2 SL2(Z), on déduit
(f  )() = d k(f  )(a + b
d
) = d k(fjk)(
a + b
d
);
ce qui montre que f  est holomorphe en i1. Donc f  est une forme modulaire etM( K)
est stable sous l’action de GL2(Q)+. On définit 
0
K comme le groupe des automorphisme de
M(K) engendré par K et GL2(Q)+. Plus généralement, si S P est fini, on note (S)K le
sous-groupe de 0K engendré par K et GL2(Z(S)), où Z(S) est le sous-anneau de Q obtenu
en inversant tous les nombres premiers qui n’appartiennent pas à S.
Le groupe des automorphimes deMcong(Qcycl) surM(SL2(Z);Qcycl) est le groupe profini
SL2(Z^), le complété profini de SL2(Z) par rapport aux sous-groupes de congruence. D’autre
part, quel que soit f 2Mcong(Qcycl), le groupe GQ agit sur les coefficients du q-développement
de f à travers son quotientGal(Qcycl=Q) qui est isomorphe à Z^ par le caractère cyclotomique.
On noteH le groupe des automorphismes deMcong(Qcycl) surM(SL2(Z);Q). La sous-algèbre
Mcong(Qcycl) est stable par Q qui agit à travers H.
Théorème 2.1.2. On a un diagramme commutatif de groupes :
1 // Q //

Q //

GQ //

ll 1
1 // SL2(Z^) //

H //


Gal(Qcycl=Q) //
cycl

0
kk 1
1 // SL2(Z^) // GL2(Z^)
det // Z^ //

mm 1
;
où  : H ! GL2(Z^) est un isomorphisme, ce qui permet d’identifier H et GL2(Z^). Dans
cette identification la section de GQ dans Q décrite plus haut envoie u 2 Z^ sur la matrice
( 1 00 u ) 2 GL2(Z^).
La démonstration repose sur l’étude des séries d’Eisenstein qui se trouve plus loin, et
donc on donne l’idée ici.
- Construire une bijection  : H ! GL2(Z^) :
Soit u 2 Z^ et soit u 2 Gal(Qcycl=Q) l’image inverse de u dans Gal(Qcycl=Q) via
l’isomorphisme cycl : Gal(Qcycl=Q) = Z^. On peut décomposer H (resp. GL2(Z^)) en
l’ensemble SL2(Z^)u (resp. SL2(Z^)( 1 00 u )) par la classe à droite suivant SL2(Z^). Alors,
on définit une bijection de H sur GL2(Z^) en envoyant la classe à droite u sur ( 1 00 u ),
si  2 SL2(Z^).
- L’étude des séries d’Eisenstein ( voir la proposition 2:1:11 ) montre que la bijection
 : H ! GL2(Z^) construite dans l’étape précédente est un morphisme de groupes :
En utilisant la bijection , on définit une action de GL2(Z^) surMcong(Qcycl) induit par
celle de H :
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Définition 2.1.3. Si  = 0( 1 00 u ) 2 GL2(Z^) avec 0 2 SL2(Z^) et u 2 Z^, et si
f 2Mcong(Qcycl), on définit
f   := f  ( 1()) = f  (0u):
On définit une autre action du groupe GL2(Z^) sur les séries d’Eisenstein ( voir la
définition 2.1.6 ) et on montre dans la proposition 2.1.11 que ces deux actions deGL2(Z^)
coïncident. Donc  est un morphisme de groupes et cela nous permet d’identifier le
groupe H au groupe GL2(Z^) naturellement.
2.1.2 Séries d’Eisenstein-Kronecker
Les résultats dans ce paragraphe peuvent se trouver dans le livre de Weil [28].
Définition 2.1.4. Si (; z) 2 HC, on pose q = e2i et qz = e2iz. On introduit l’opérateur
@z :=
1
2i
@
@z
= qz
@
@qz
. On aussi pose e(a) = e2ia. Si k 2 N,  2 H, et z; u 2 C, la série
d’Eisenstein-Kronecker est
Hk(s; ; z; u) =
 (s)
( 2i)k (
   
2i
)s k
X0
!2Z+Z
! + z
k
j! + zj2s e(
!u  u!
    );
qui converge pour Re(s) > 1 + k
2
, et possède un prolongement méromorphe à tout le plan
complexe avec des pôles simples en s = 1 ( si k = 0 et u 2 Z + Z) et s = 0 ( si k = 0 et
z 2 Z + Z ). Dans la formule ci-dessus
X0
signifie ( si z 2 Z + Z ) que l’on supprime le
terme correspondant à ! =  z. De plus, elle vérifie l’équation fonctionnelle :
Hk(s; ; z; u) = e(
zu  uz
    )Hk(k + 1  s; ; u; z):
Si k  1, on définit les fonctions suivantes :
Ek(; z) = Hk(k; ; z; 0)(=
 (k)
( 2i)k
X0
!2Z+Z
1
(! + z)k
si k  3);
Fk(; z) = Hk(k; ; 0; z)(=
 (k)
( 2i)k
X0
!2Z+Z
1
(!)k
e(
!z   z!
    ) si k  3):
Les fonctions Ek(; z) et Fk(; z) sont périodiques en z de période Z + Z. De plus on a :
Ek+1(; z) = @zEk(; z); si k 2 N et E0(; z) = log j(; z)j si z =2 Z+ Z;
où (; z) est donnée par le produit infini :
(; z) = q1=12(q1=2z   q 1=2z )
Y
n1
((1  qnqz)(1  qnq 1z )):
On note  = (@z(; z)jz=0)12 = q
Y
n1
(1  qn)24 la forme modulaire de poids 12.
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Soient (; ) 2 (Q=Z)2 et (a; b) 2 Q2 qui a pour image (; ) dans (Q=Z)2. Si k = 2 et
(; ) 6= (0; 0), ou si k  1 et k 6= 2, on définit :
E
(k)
; = Ek(; a + b) et F
(k)
; = Fk(; a + b):
Si k = 2 et (; ) = (0; 0), on définit 
E
(2)
0;0 = F
(2)
0;0 := lim
s!2
H2(s; ; 0; 0):
Lemme 2.1.5. Les functions E(k);; F
(k)
; satisfont les relations de distribution suivantes, quel
que soit l’entier f  1 :X
f0=;f0=
E
(k)
0;0 = f
kE
(k)
; et
X
f0=;f0=
F
(k)
0;0 = f
2 kF (k);(2.2) X
f0=
E
(k)
;0(

f
) = fkE
(k)
; et
X
f0=
F
(k)
;0(

f
) = fF
(k)
;:(2.3)
Démonstration. Soit (a; b) 2 Q2 un représentant de (; ) 2 (Q=Z)2. Les relations pour E(k);
se déduisent du calcul suivant pour k  3 (pour k = 1; 2, il faut utiliser un prolongement
analytique ) :X
f0=
f0=
E
(k)
0;0 =
X
0if 1
0jf 1
Ek(;
a+ i
f
 +
b+ j
f
)
=
X
0if 1
0jf 1
 (k)
( 2i)k
X0
w2Z+Z
1
(w + a+i
f
 + b+j
f
)k
= fkE
(k)
;;
X
f0=
E
(k)
;0(

f
) =
X
0jf 1
Ek(;
a
f
 +
b+ j
f
)
=
f 1X
j=0
 (k)
( 2i)k
X0
w2Z+Z 
f
1
(w + a
f
+ b+j
f
)k
= fkE
(k)
;:
La relation
P
f0=
F
(k)
;0(

f
) = fF
(k)
; se déduit du même genre de calculs que les relationsP
f0=
f0=
F
(k)
0;0 = f
2 kF (k); et
P
f0=
E
(k)
;0(

f
) = fkE
(k)
; ; on va donner juste le calcul pour la
relation
P
f0=
f0=
F
(k)
0;0 = f
2 kF (k);.
Les deux égalités suivantes vont jouer un rôle dans le calcul :
(1) Quels que soient w 2 Z+ Z et 0  i; j  f   1 , on a
e(
i(w    w) + j(w   w)
    ) = 1:
. La série H2(s; ; 0; 0) converge pour Re(s) > 2, mais pas pour s = 2.
2.1. SÉRIES D’EISENSTEIN-KRONECKER ET LA DISTRIBUTION ZEIS 13
(2) Quel que soient w = fw0 +m+ n avec w0 2 Z+ Z et m ou n 6= 0, on aX
0if 1
0jf 1
1
wk
e(
w(a+i
f
 + b+j
f
)  (a+i
f
 + b+j
f
) w
    ) = 0:
Donc, on a ( pour k  3 ; pour k = 1; 2, il faut utiliser un prolongement analytique ).
( 2i)k
 (k)
X
f0=
f0=
F
(k)
0;0 =
( 2i)k
 (k)
X
0if 1
0jf 1
Fk(;
a+ i
f
 +
b+ j
f
)
=
X
0if 1
0jf 1
X0
w2Z+Z
1
wk
e(
w(a+i
f
 + b+j
f
)  (a+i
f
 + b+j
f
) w
    )
=
X
0if 1
0jf 1
X
0mf 1
0nf 1
X0
w=fw0+m+n
w02Z+Z
1
wk
e(
w(a+i
f
 + b+j
f
)  (a+i
f
 + b+j
f
) w
    )
=
X
0if 1
0jf 1
X0
w2e(Z+Z)
1
wk
f(
w(a+i
f
 + b+j
f
)  (a+i
f
 + b+j
f
) w
    )
=
X
0if 1
0jf 1
X0
w2(Z+Z)
1
(fw)k
e(
fw(a+i
f
 + b+j
f
)  (a+i
f
 + b+j
f
)f w
    )
= f k
X0
w2(Z+Z)
[
1
wk
e(
w(a + b)  (a + b) w
    )(
X
0if 1
0jf 1
e(
i(w    w) + j(w   w)
    ))]
= f 2 k
( 2i)k
 (k)
F
(k)
;
On dispose d’une action du groupe GL2(Z^) sur les séries d’Eisenstein, via son action sur
(Q=Z)2.
Définition 2.1.6. Si  = ( a bc d ) 2 GL2(Z^), k  1 et (; ) 2 (Q=Z)2, on définit
E
(k)
;   = E(k)a+c;b+d et F (k);   = F (k)a+b;c+d:
Nous allons vérifier que ces séries d’Eisenstein appartiennent àMcong(Qcycl) ( c.f. prop.
2.1.7 ) et que l’action de GL2(Z^) surMcong(Qcycl) via la bijection  : H ! GL2(Z^), définie
plus haut, induit l’action précédente sur les séries d’Eisenstein.
Proposition 2.1.7. (1) E(2)0;0 = F
(2)
0;0 =
 1
24
E2 ; où
E2 =
6
i(   ) + 1  24
+1X
n=1
1(n)q
n
est la série d’Eisenstein non holomorphe de poids 2 habituelle.
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(2) Si N = N = 0, alors
(a) ~E(2); = E
(2)
;  E(2)0;0 2M2( N ;Q(N)) et E(k); 2Mk( N ;Q(N)) si k  1 et k 6= 2.
(b) F (k); 2Mk( N ;Q(N)) si k  1; k 6= 2 ou si k = 2; (; ) 6= (0; 0).
Les résultats au-dessus sont bien connus. Pour faciliter la lecture, on donne l’idée ; les
détails se trouvent plus loin.
Démonstration. (1) Par définition, on a
E
(2)
0;0 = F
(2)
0;0 = lim
s!2
 (s)
( 2i)k (
   
2i
)s k
X0
!2Z+Z
!k
j!j2s :
On applique la formule de Poisson pour la somme ( voir la démonstration de la propo-
sition (2.1.9) ) et prend la limite.
(2) On considère le q-développement des séries d’Eisenstein et on va montrer dans la
proposition 2.1.9 que les coefficients sont dans l’extension cyclotomique. Il reste à
vérifier que les séries sont fixées par le sous-groupe de congruence  N . Mais ce fait est
vérifié par des formules plus générales dans la proposition 2.1.11.
2.1.3 Les q-développements de séries d’Eisenstein
Soit A un sous-anneau de C. On note Dir(C) le C-espace vectoriel des séries de Dirichlet
formelles à coefficients dans C. On note Dir(A) le sous A-module de Dir(C) des séries de
Dirichlet formelles dont les coefficients sont dans A. On définit une action du groupe de
Galois GQ = Gal(Q=Q) sur Dir(Q) en agissant sur les coefficients.
Soit  2 Q=Z. On définit les séries de Dirichlet formelles (; s) et (; s), appartenant
à Dir(Qcycl), par les formules :
(; s) =
X
n2Q+
n= mod Z
n s et (; s) =
1X
n=1
e2inn s:
La fonction (; s) admet un prolongement méromorphe à tout le plan complexe, holomorphe
en dehors de pôles simples en s = 1 de résidu 1. De plus, une fonction de type g(t) = (a+ t)k
avec k  1 un entier et a 2 Q admet une intégration de Riemann p-adique sur Zp ( qui
s’appelle l’intégral de Volkenborn [24]) :Z
Zp
g(t)dt =
Z
n!1
1
pn
pn 1X
k=0
g(k):
On a le fait que   1
k
R
Zp(a + t)
kdt =  Bk(a)
k
= (a; 1   k), où Bk(a) est le polynôme de
Bernoulli.
Considérons l’application surjective cycl : GQ ! Z^. Soit d 2 Z^ et soit d un relèvement
de d dans GQ. Alors on définit l’action de d 2 Z^ sur les séries de Dirichlet formelles (; s)
et (; s) via d agissant sur les coefficients y.
y. L’action de d sur e2i est donnée par de2i = e2id, où d est bien défini car on a l’isomorphisme
(Q
 Z^)=Z^ = Q=Z.
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Lemme 2.1.8. On a (; s)  d = (; s) et (; s)  d = (d; s).
La proposition suivante décrit les q-développements de séries d’Eisenstein et elle montre
que les coefficients du q-développement des séries d’Eisenstein sont dans Qcycl. En particulier,
celle-ci nous permet de conclure le resultat de la proposition 2.1.7.
Proposition 2.1.9. (i) Si k  1; k 6= 2 et ;  2 Q=Z, alors le q-développement P
n2Q+
anq
n
de E(k); est donné par
X
n2Q+
an
ns
= (; s)(; s  k + 1) + ( 1)k( ; s)( ; s  k + 1):
De plus, on a :
Soit k 6= 1. a0 = 0 ( resp. a0 = (; 1  k) ) si  6= 0 ( resp.  = 0 ).
Soit k = 1. On a a0 = (; 0) ( resp. a0 = 12(
(; 0)   ( ; 0)) ) si  6= 0 (resp.
 = 0).
(ii) Si k  1 et ;  2 Q=Z ( si k = 2, (; ) 6= (0; 0)), alors le q-développement P
n2Q+
anq
n
de F (k); est donné par
X
n2Q+
an
ns
= (; s  k + 1)(; s) + ( 1)k( ; s  k + 1)( ; s):
De plus, on a :
Soit k 6= 1, a0 = (; 1  k).
Soit k = 1, a0 = (; 0) ( resp. a0 = 12(
(; 0)  ( ; 0)) ) si  6= 0 ( resp.  = 0
).
Démonstration. Choisisons une présentation (~; ~) 2 Q2 de (; ) 2 (Q=Z)2, alors la fonc-
tion F (k); ( resp. E
(k)
; ) est définie par évaluer la fonctionHk(s; ; 0; ~+~) ( resp.Hk(s; ; ~+
~; 0) ) en k = s. La fonction Hk(s; ; z; u) converge si Re(s) > 1+ k2 , possède un prolongement
méromorphe à tout le plan complexe, holomorphe en dehors de pôle simple en s = 1 ( si
k = 0 et u 2 Z+ Z ) et s = 0 ( si k = 0 et z 2 Z+ Z ).
Pour obtenir les formules dans la proposition, on applique juste la formule de Poisson
( pour k = 1; 2, il faut utiliser un prolongement analytique. ) Montrons (ii) en utilisant la
formule de Poisson.
Pour simplifier la formule, on écrit z = ~ + ~ et on pose  = x + iy avec x; y 2 R et
y > 0.
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De la définition, on a :
Hk(s; ; 0; z) =
 (s)
( 2i)k (
 2iy
2i
)s k
X
m;n2Z
1
(m + n)kjm + nj2(s k) e(
wz   z w
    )
=
 (s)
( 2i)s
X
m;n2Z
(2iy)s k
(m + n)s(m + n)s k
e(m~   n~)
=
 (s)
( 2i)s (
X
m0
X
n2Z
(2iy)s k
(m + n)s(m + n)s k
e(m~   n~)+
+ ( 1)2s k
X
m>0
X
n2Z
(2iy)s k
(m   n)s(m   n)s k e( m
~   n~))
Si Re(s) > 1 + k
2
, la fonction f(t) = e(m
~ t~)
(m+t)s(m+t)s k vérifie la condition de la formule de
Poisson. Alors,
X
n2Z
f(n) =
X
n2Z
F(f)(n)
=
X
n2Z
Z +1
 1
e 2inte(m~   t~)
(m + t)s(m + t)s k
dt
=
X
n2Z
e(m((n+ ~)x+ ~))
Z +1
 1
e 2i(n+~)t
(imy + t)s( imy + t)s k dt
Alors, si s = k, on a k  3 et on a
Z +1
 1
e 2i(n+~)t
(imy + t)k
dt = ( 2i)k (k) 1(n+ ~)k 1e 2ym(n+~);
grâce à la méthode des résidus. Ceci nous donne
X
n2Z
f(n) =
X
n2Q+;n[Z]
( 2i)k (k) 1nk 1qmne(m~):
On peut aussi appliquer la formule de Poisson à la fonction g(t) = e( m
~ t~)
(m t)s(m t)s k pour
s = k  3 et obtient
X
n2Z
g(n) =
X
n2Q+;n [Z]
( 2i)k (k) 1nk 1qmne( m~):
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Donc on a
F
(k)
; = Hk(k; ; 0; z)
=
X
m0
X
n2Q+;n[Z]
nk 1qmne(m~) + ( 1)k
X
m>0
X
n2Q+;n [Z]
nk 1qmne( m~)
=
8>>>>>>>>>>>>><>>>>>>>>>>>>>:
(; 1  k) +
X
m>0
X
n2Q+;n[Z]
nk 1qmne(m~)+
+ ( 1)k
X
m>0
X
n2Q+;n [Z]
nk 1qmne( m~); si  6= 0;
1
2
((; 0)  ( ; 0)) +
X
m>0
X
n2Q+;n[Z]
nk 1qmne(m~)+
+ ( 1)k
X
m>0
X
n2Q+;n [Z]
nk 1qmne( m~); si  = 0 et k = 1;
Donc,
X
n2Q+
an
ns
=
X
n2Q+;n[Z]
+1X
m=1
e2imnk 1
1
(mn)s
+ ( 1)k
X
n2Q+;n [Z]
+1X
m=1
e 2imnk 1
1
(mn)s
=
X
n2Q+;
n[Z]
1
ms
+1X
m=1
e2im
~ 1
ns k+1
+ ( 1)k
X
n2Q+;
n [Z]
1
ms
+1X
n=1
e 2im
~ 1
ns k+1
= (; s  k + 1)(; s) + ( 1)k( ; s  k + 1)( ; s):
Remarque 2.1.10. (i) D’après cette proposition, on voit que E(1); et F
(1)
; ont le même
q-développement pour tous les ;  2 Q=Z ( On peut aussi déduire ce résultat par
l’équation fonctionnelle de Hk(s; ; z; u) ).
(ii) Soit d 2 Z^ et soit d un relèvement de d dans GQ. L’action de Z^ induit par l’action
de H sur les séries d’Eisenstein est donné par d agissant sur les coefficients du q-
développement de formes modulaires. Il équivaut à trouver l’action de Z^ sur les séries
de Dirichlet formelles associées. Soit
P
n2Q+ anq
n le q-développement de E(k); ( resp.
F
(k)
; ). Alors le q-développement
P
n2Q+ bnq
n de E(k);  d est donné par
X
n2Q+
bn
ns
=
X
n2Q+
an
ns
 d = (; s)(d; s  k + 1) + ( 1)k( ; s)( d; s  k + 1);
b0 =
8<:
0( resp. (d; 1  k)); si k 6= 1;  6= 0( resp. si  = 0);
(; 0)

resp.
1
2
((d; 0)  ( d; 0))

; si k = 1;  6= 0( resp.  = 0);
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et celui de F (k);  d est donné parX
n2Q+
bn
ns
= (; s  k + 1)(d; s) + ( 1)k( ; s  k + 1)( d; s);
b0 =
8<:
(; 1  k)); si k 6= 1;
(; 0)

resp.
1
2
((d; 0)  ( d; 0))

; si k = 1;  6= 0( resp.  = 0); :
Donc on a E(k);  d = E(k);d et F (k);  d = F (k);d.
Proposition 2.1.11. Si  =
 
a b
c d
 2 GL2(Z^); k  1 et (; ) 2 (Q=Z)2, on a :
E
(k)
;   = E(k)a+c;b+d et F (k);   = F (k)a+c;b+d:
Démonstration. Comme GL2(Z^) = [d2Z^ SL2(Z^)( 1 00 d ), il suffit de vérifier pour  2 SL2(Z^)
et ( 1 00 d ) avec d 2 Z^. Le cas de ( 1 00 d ) suit du lemme 2.1.8 et du q-développement de la
proposition 2:1:9. Le cas de SL2(Z^) suit du calcul ci-dessous pour SL2(Z) et se déduit par
continuité.
Choisissons une présentation (~; ~) 2 Q2 de (; ) 2 (Q=Z)2, et si  =   a bc d  2 SL2(Z),
alors on a :
E
(k)
;   = E(k);jk() =
1
(c + d)k
Ek(; ~ + ~)
=
1
(c + d)k
 (k)
( 2i)k
X
!2Z+Z
1
(! + ~ + ~)k
=
 (k)
( 2i)k
X
!2Z+Z
1
(! + ~(a + b) + ~(c + d))k
=
 (k)
( 2i)k
X
!2Z+Z
1
(! + (a~+ c~) + (b~+ d~))k
= E
(k)
a+c;b+d()
F
(k)
;   = F (k);jk() =
1
(c + d)k
Fk(; ~ + ~)
=
1
(c + d)k
 (k)
( 2i)k
X
!2Z+Z
1
wk
e(
w(~ + ~)  (~ + ~) w
(   ) )
=
 (k)
( 2i)k
X
!2Z+Z
1
wk
e(
w(~(a + b) + ~(c + d))  (~(a + b) + ~(c + d)) w
    )
=
 (k)
( 2i)k
X
!2Z+Z
1
wk
e(
w((a~+ c~) + b~+ d~)  ((a~+ c~) + b~+ d~) w
    )
= F
(k)
a+c;b+d():
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2.1.4 Les distributions zEis(k); z0Eis(k); et zEis(k; j)
Soient X = (Q 
 Z^)2; G = GL2(Q 
 Z^) et V = Mcongk (Qcycl). Alors X est un espace
topologique localement profini et G est un groupe localement profini, agissant continûment
à droite sur X par la multiplication de matrices.
L’action de G sur V à droite, noté par , se déduit de l’action de 0Q sur V et l’action
de Q se factorise à traver GL2(Z^). Comme tout  2 GL2(Q 
 Z^) peut s’écrire sous la
forme  = g1
 
r0 0
0 r0
 
1 0
0 e

g2 avec g1; g2 2 GL2(Z^); r0 2 Q+ et e un entier  1, il suffit de
donner les formules pour  2 GL2(Z^);  =
 
r0 0
0 r0

et  =
 
1 0
0 e

respectivement. Comme 
r0 0
0 r0

et
 
1 0
0 e

apparaissent dans GL2(Q)+, on prend ses actions par la formule (1.2) dans
“notation”. Si  2 GL2(Z^), en utilisant la décomposition GL2(Z^) = [d2Z^ SL2(Z^)( 1 00 d ), on
décompose l’action de  en deux parties. Comme on est en poids k, l’action de SL2(Z^) est
l’action jk. L’action de ( 1 00 d ) est via un relèvement d dans GQ agissant sur les coefficients du
q-développement. En particulier, au cas des séries d’Eisenstein, la proposition 2.1.11 nous
donne les formules explicites.
Alors, on peut appliquer les formules (1.1) dans “notation" au cas au-dessus.
Théorème 2.1.12. Si k  1, il existe une distribution algébrique zEis(k) ( resp. z0Eis(k) )
2 Dalg((Q
 Z^)2;Mcongk (Qcycl)) vérifiant : quels que soient r 2 Q et (a; b) 2 Q2, on aZ
(a+rZ^)(b+rZ^)
zEis(k) = r
 kE(k)r 1a;r 1b 
resp:
Z
(a+rZ^)(b+rZ^)
zEis(k) = r
 k ~E(k)r 1a;r 1b si k = 2

Z
(a+rZ^)(b+rZ^)
z0Eis(k) = r
k 2F (k)r 1a;r 1b:
De plus, si  2 GL2(Q
 Z^), alors
zEis(k)   = zEis(k) et z0Eis(k)   = j det j1 kz0Eis(k):
Démonstration. L’existence de la distribution résulte des relations de distribution de E(k);
et F (k); dans le lemme (2.1.5). Comme tout  2 GL2(Q 
 Z^) peut s’écrire sous la forme
 = g1
 
r0 0
0 r0
 
1 0
0 e

g2 avec g1; g2 2 GL2(Z^); r0 2 Q+ et e un entier  1. Alors, le calcul
suivant montre la dernière assertion dans la proposition :
– si  2 GL2(Z^), on a j det j = 1.
Z
(a+rZ^)(b+rZ^)
zEis(k)   =
Z
((a+rZ^)(b+rZ^)) 1
zEis(k)

 
= (r kE(k)(r 1a;r 1b) 1)  
= r kE(k)r 1a;r 1b:
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Z
(a+rZ^)(b+rZ^)
z0Eis(k)   =
Z
((a+rZ^)(b+rZ^)) 1
z0Eis(k)

 
= rk 2F (k)(r 1a;r 1b) 1  
= rk 2F (k)r 1a;r 1b:
Les dernières équations dans les formules au-dessus se déduisent de la proposition
2.1.11.
– si  =
 
r0 0
0 r0

, on a :
Z
(a+rZ^)(b+rZ^)
zEis(k)   =
 Z
( a
r0
+ r
r0
Z^)( b
r0
+ r
r0
Z^)
zEis(k)
!
 
= (
r
r0
) k(E(k)r 1a;r 1b)  
= (
r
r0
) k
1
(0 + r0)k
E
(k)
r 1a;r 1b()
= r kE(k)r 1a;r 1b;
Z
(a+rZ^)(b+rZ^)
z0Eis(k)   =
 Z
( a
r0
+ r
r0
Z^)( b
r0
+ r
r0
Z^)
z0Eis(k)
!
 
= (
r
r0
)k 2(F (k)r 1a;r 1b)  
= (
r
r0
)k 2
1
(0 + r0)k
F
(k)
r 1a;r 1b()
= rk 2(det )1 kF (k)r 1a;r 1b;
– si  =
 
1 0
0 e

, on a :
Z
(a+rZ^)(b+rZ^)
zEis(k)   = (
Z
((a+rZ^)(b+rZ^)) 1
zEis(k))  
= (
Z
(a+rZ^)( b
e
+ r
e
Z^)
zEis(k))  
=
e 1X
i=0
(
Z
(a+rZ^)( b
e
+ ir
e
+rZ^)
zEis(k))  
=
1
(0 + e)k
r k
e 1X
i=0
E
(k)
r 1a; r 1b+i
e
(

e
)
= r kE(k)r 1a;r 1b;
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(a+rZ^)(b+rZ^)
z
0
Eis(k)jk = (
Z
((a+rZ^)(b+rZ^)) 1
z
0
Eis(k))  
= (
Z
(a+rZ^)( b
e
+ r
e
Z^)
z
0
Eis(k))  
=
e 1X
i=0
(
Z
(a+rZ^)( b
e
+ ir
e
+rZ^)
z
0
Eis(k))  
=
1
(0 + e)k
rk 2
e 1X
i=0
F
(k)
r 1a; r 1b+i
e
(

e
)
= rk 2(det )1 kF (k)r 1a;r 1b;
et les dernières équations se déduisent des relations (2.3) dans le lemme 2.1.5.
On peut identifier (Q
 Z^)2 (Q
 Z^)2 avecM2(Q
 Z^) via le morphisme ((a; b); (c; d)) 7! 
a b
c d

. En utilisant le fait que le produit de deux formes modulaires de poids i et j est une
forme modulaire de poids i+ j, on obtient une application naturelle :
Dalg((Q
 Z^)2;Mi(Q))
Dalg((Q
 Z^)2;Mj(Q))! Dalg(M2(Q
 Z^);Mi+j(Q)):
Si k  2 et 1  j  k   1, on définit
zEis(k; j) =
( 1)j
(j   1)!z
0
Eis(k   j)
 zEis(j) 2 Dalg(M2(Q
 Z^);Mk(Q)):
Par construction dans le théorème (2.1.12), on a les propriétés de cette distribution
zEis(k; j) suivantes :
(1) Si M;N sont deux entiers  1, on pose OM;N = f
 
a0 b0
c0 d0

; a0  1; b0 2M Z^; c0; d0  1 2
N Z^g et M;N la fonction caractéristique de OM;N . Alors on a :Z
M;NzEis(k; j) =
( 1)j
(j   1)!M
k j 2N jF (k j)1
M
;0
E
(j)
0; 1
N
:
(2)Par le théorème ci-dessus, on a :
Si  2 GL2(Q
 Z^); zEis(k; j)jk = j det jj 1zEis(k; j):
2.1.5 Une variante des séries d’Eisenstein et la distribution zEis;c;d(k; j)
Soit <  >: Zp ! Z^ l’inclusion naturelle en envoyant x sur < x >= (1;    ; x; 1;    ),
où x est à la place p. Considérons l’inclusion de Z^ dans GL2(Z^) en envoyant d sur ( d 00 d ).
D’après la proposition 2.1.11, cela définit une action de d 2 Z^ sur les séries d’Eisenstein par
les formules : si k  1 et (; ) 2 (Q=Z)2, on a
(2.4) d  Ek; = E(k)d;d = E(k);  ( d 00 d ) et d  F (k); = F (k)d; = F (k);  ( d 00 d );
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où l’action de  est celle de GL2(Z^) sur les séries d’Eisenstein.
Considérons l’injection de Mcongk (Q) dans Mcongk (Qp). On peut définir une variante des
séries d’Eisenstein à coefficients dans Qp ci-dessous : On pose
E
(k)
c;; =
(
c2E
(k)
;   ckE(k)<c>;<c>; si k  1 et k 6= 2;
c2 ~E
(2)
;   c2 ~E(2)<c>;<c>; si k = 2;
F
(k)
c;; = c
2F
(k)
;   c2 kF (k)<c>;<c> si k  1 et k 6= 2; ou si (; ) 6= (0; 0) et k = 2:
(2.5)
Elles sont des combinations linéaires des séries d’Eisenstein. On définit une dérivation @z sur
E
(k)
c;; par la formule :
@zE
(k)
c;; = @z(c
2Ek(; z)  ckEk(; cz))jz=+:
De la relation Ek+1(; z) = @zEk(; z) si k 2 N, on déduit que :
Lemme 2.1.13. On a @zE
(k)
c;; = E
(k+1)
c;; .
D’après le paragraphe x2:1:4. on déduit le résultat suivant :
Proposition 2.1.14. (1) Soit c 2 Zp. Si k  1, il existe une distribution algébrique
zEis;c(k) ( resp. z
0
Eis;c ) 2 Dalg((Q
Z^)2;Mcongk (Qcyclp )) vérifiant : quel que soient r 2 Q
et (a; b) 2 Q2, on a Z
(a+rZ^)(b+rZ^)
zEis;c(k) = r
 kE(k)c;r 1a;r 1b
( resp.
Z
(a+rZ^)(b+rZ^)
z
0
Eis;c(k) = r
k 2F (k)c;r 1a;r 1b:)
De plus, si  2 GL2(Q
 Z^), alors
zEis;c(k)   = zEis;c(k) et z0Eis;c   = j det j1 kz
0
Eis;c(k):
(2) Soient c; d 2 Zp. Si k  2 et 1  j  k   1, la distribution
zEis;c;d(k; j) =
( 1)j
(j   1)!z
0
Eis;c(k   j)
 zEis;d(j)
appartient à Dalg(M2(Q
Z^);Mk(Qcyclp )): De plus, elle vérifie les propriétés suivantes :
 SiM;N sont deux entiers  1, on pose OM;N = f
 
a0 b0
c0 d0

; a0 1; b0 2M Z^; c0; d0 1 2
N Z^g et M;N la fonction caractéristique de OM;N . Alors on a :Z
M;NzEis;c;d(k; j) =
( 1)j
(j   1)!M
k j 2N jF (k j)
c; 1
M
;0
E
(j)
d;0; 1
N
:
 Si  2 GL2(Q
 Z^), zEis;c;d(k; j)jk = j det jj 1zEis;c;d(k; j):
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2.2 Unités de Siegel et distribution zsiegel
Définition 2.2.1. Soit   un sous-groupe de SL2(Z) d’indice fini.
(1) Une fonction modulaire de poids 0 pour   est une fonction holomorphe f() sur H
et méromorphe sur (H [ P1(Q))= , telle que,
f(
a + b
c + d
) = (c + d)kf(z) pour  2  ;
(2) Une unité modulaire pour   est une unité de l’anneux des fonctions modulaires de
poids 0 pour   .
Soit K un sous corps de C. On note U( ; K) le groupe des unités modulaires pour   dont
le q-développement est à coefficients dans K. On note U(K) la réunion des U( ; K), où  
décrit tous les sous-groupes d’indice fini de SL2(Z).
La fonction theta (; z) est définie par le produit infini
(; z) = q1=12(q1=2z   q 1=2z )
Y
n1
((1  qnqz)(1  qnq 1z )):
Rappelons ci-après les propriétés fondamentales de la fonction  ( voir [20] chapitre 19) :
–  est homogène de degré 0.
– Soit  =
 
a0 b0
c0 d0
 2 SL2(Z). Alors (; z) satisfait une équation fonctionnelle de la forme
suivante :
(( 1 ); z) = 12;(; z)e(
ic0z
2
(c0 + d0)
)
où 12; est une racine d’unité d’ordre 12 qui dépend de  et ( 1 ) est le produit de
matrices usuel ( i.e. ( 1 ) = ( a0+b0c0+d0 )).
Elle n’est pas périodique en z de période Z+Z . Notons  le réseau Z+Z . Pour un entier
c > 2; (c; 6) = 1, on définit une autre fonction g0;c(z) = (; z)c
2
(; cz) 1 à partir de la
fonction theta. Soit a un entier  1 ; on note O(C= ; a) l’anneau des fonctions holomorphes
sur C=   (a 1 )= et on note O(C= ; a) le groupe des unités de O(C= ; a). Soit a; b
deux entiers tels que (a; b) = 1 ; on définit une application de norme du groupe O(C= ; ab)
dans le groupe O(C= ; b) comme suit : soit f(z) 2 O(C= ; ab), on a
Na(f(z)) :=
a 1Y
k=0
a 1Y
j=0
f(
z
a
+
k
a
+
j
a
):
Lemme 2.2.2. (1) La fonction g0;c(z) est une fonction elliptique sur C= . De plus,
elle est une unité de l’anneau O(C= ; c) des fonctions holomorphes sur C=  
(c 1 )= .
(2) Quel que soit a un entier  1 tel que (a; c) = 1, on a Na(g0;c) = g0;c.
Démonstration. (1) La première assertion de (1) du lemme suit d’un calcul direct.
Observons que le diviseur associé à g0;c sur C= est c2(0)   c 1= ( cela suit de
l’expression explicite de g0;c
g0;c(z) = q
c2 1
12 ( qz) c c
2
2
Q
n0(1  qnqz)c
2Q
n1(1  qnq 1z )c
2Q
n0(1  qnqcz)
Q
n1(1  qnq cz )
:
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les zeros c2(0) proviennent du terme
Q
n0(1   qnqz)c
2Q
n1(1   qnq 1z )c
2 et les pôles
c 1= proviennent du terme
Q
n0(1   qnqcz)
Q
n1(1   qnq cz ).) Il s’ensuit que g0;c
est une unité de l’anneau des fonctions holomorphes sur C=   (c 1Z+ c 1Z)= .
(2) De la définition de l’application Na, on a Na(Nb(g0;c)) = Nb(Na(g0;c)) pour a; b 2 N
tels que (ab; c) = 1. Comme Na(g0;c) et g0;c(z) ont le même diviseur, il existe une
constante ua 2 C2 telle que Na(g0;c) = uag0;c. Par la relation NaNb = NbNa, on a
ua
2 1
b = u
b2 1
a . Si on pose g = u
 3
2 u3g0;c, alors on a
Na(g) = u
 3a2
2 u
a2
3 uag0;c = u
 3(a2 1)
2 u
a2 1
3 uag = u
 3(22 1)
a u
32 1
a uag = g:
L’assertion se déduit des relations N2(g0;c) = g0;c et N3(g0;c) = g0;c. En effet, quel que
soit a  1 tel que (a; c) = 1, de la formule Qa 1i=0 (1 X ia) = 1  xa, on a
Na(1  qnq1z ) =
a 1Y
j=0
(1  qan+jq1z )
Na(1  qnqcz ) =
a 1Y
j=0
(1  qancjq1cz ):
Alors, on a la relation
Na(
Y
n0
(1  qnqz)
Y
n1
(1  qnq 1z )) =
Y
n0
(1  qnqz)
Y
n1
(1  qnq 1z );
cela simplifie les calculs et on vérifie facilement pour a = 2; 3, Na(g0;c) = g0;c:
Soit d un autre entier vérifiant (d; 6) = 1. On définit cg0;d(z) = g0;d(cz), de manière
explicite, on a :
q
d2 1
12 ( qz)
(d d2)c
2
Q
n0(1  qnqcz)d
2Q
n1(1  qnq cz )d
2Q
n0(1  qnqcdz )
Q
n1(1  qnq cdz )
:
Lemme 2.2.3. Soient c; d deux entiers tels que (cd; 6) = 1. Alors on a
(2.6) (g0;d)c
2
(cg0;d) 1 = (g0;c)d
2
(dg0;c) 1:
Démonstration. Considérons les fonctions méromorphes (g0;d)c
2
(cg0;d) 1 et (g0;c)d
2
(dg0;c) 1,
elles ont le même diviseur sur C= : c2d2(0) c2(d 1= ) d2(c 1= )+((cd) 1= ).
Donc (g0;d)
c2 (cg0;d) 1
(g0;c)d
2 (dg0;c) 1
est une fonction holomorphe sur C= ; en particulier, elle est une fonc-
tion constante non nulle u. Comme g0;c est stable sous l’application de norme Na pour
(a; c) = 1, il en résulte que pour a = 2 (resp. 3), u4 = u ( resp. u9 = u). Donc u = 1.
Soit (; ) 2 (Q=Z)2 ; on définit une action de SL2(Z) à droite par le produit de matrices
usuel :
si  = ( a0 b0c0 d0 ); (; )   = (a0+ c0; b0+ d0):
Pour (; ) 2 (Q=Z)2, choisissons un relèvement (a; b) de (; ) dans Q2, et posons
gc;;() = g0;c(a + b):
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Proposition 2.2.4. Soient ;  2 1
N
Z=Z.
(i) Si (c; 6) = 1 et (c; c) 6= (0; 0), alors gc;; est une unité modulaire dans U( N ;Q(N)).
(ii) Si (c; 6) = 1, l’élément g; = g
1=(c2 1)
c;; de Q
U(Q) ne dépend pas du choix de c  1
mod N . De plus, on a gc;; = gc
2
;g
 1
c;c:
Démonstration. (i) Comme (c; c) 6= (0; 0), on obtient a + b =2 c 1Z+ c 1Z . Comme
g0;c est une unité de l’anneau des fonctions holomorphes sur C=(Z + Z)   (c 1Z +
c 1Z)=(Z+Z), la fonction gc;;() n’a ni zéros, ni pôles sur H. De plus, la fonction
gc;; a la formule explicite :
(2.7) q
c2 1
12 ( qae(2ib))( c c
2
2
)
Q
n0(1  qnqae(2ib))c
2Q
n1(1  qnq ae( 2ib))c
2Q
n0(1  qnqace(2ibc))
Q
n1(1  qnq ace( 2ibc))
:
Considérons le q-développement de cette formule, on trouve que les coefficients sont
dans Q(N). Donc il suffit de vérifier que c’est une fonction modulaire pour le sous
groupe de congruence  N .
Considérons la fonction (; a + b) sous l’action de  2 SL2(Z). Comme l’action de 
sur ( 1 ) nous donne une base nouvelle du réseau (; 1), le point a + b ne change pas.
Pour l’action de  donnée par transformation de Möbius, le point a + b est envoyé en
a + b.
Alors, avec les propriétés fondamentales de la fonction  rappelées ci-dessus, on a z
gc;;() =
(; a + b)c
2
(; c(a + b))
=
(( 1 ); (aa0 + bc0) + b0a+ d0b)
c2
(( 1 ); c((aa0 + bc0) + ab0 + bd0))
=
c
2
12;(; (aa0 + bc0) + b0a+ d0b)
c2e( c
2ic0((aa0+bc0)+b0a+d0b)2
(c0+d0)
)
12;(; c((aa0 + bc0) + b0a+ d0b))e(
ic0(c((aa0+bc0)+b0a+d0b))2
(c0+d0)
)
= c
2 1
12;
(; (aa0 + bc0) + b0a+ d0b)
c2
(; c((aa0 + bc0) + b0a+ d0b))
= c
2 1
12; gc;(;)():
Comme (c; 6) = 1, on a 12j(c2 1). Si  2  N , alors (; ) = (; ). Par conséquent
gc;;() = gc;;() si  2  N .
(ii) Soit (a; b) un relèvement de (; ) dans Q2. Si on évalue cg0;d(z) en a + b, on
obtient cg0;d(a + b) = g0;d(ca + cb). Soient c  d  1[N ]. On a cg0;d(a + b) = gd;;
et dg0;c(a + b) = gd;;. On en déduit que (gd;;)c
2
(gd;;)
 1 = (gc;;)d
2
(gc;;)
 1.
Autrement dit, g; = g
1=(c2 1)
c;; ne dépend pas du choix de c  1 mod N .
Maintenant, soient (c; 6N) = 1 et d  1 mod N . Si on évalue en a + b, la rélation
(2.6) se traduit en
(gd;;)
c2g 1d;c;c = g
d2
c;;g
 1
c;;:
Donc on a gc;; = (g;)c
2
g 1c;c.
Remarque 2.2.5. Il y a une preuve geométrique de cette proposition, en utilisant l’espace
de module des courbes elliptiques dans [18].
z. le deuxième égalité est du fait que  est homogène de degré 0 .
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Lemme 2.2.6. Soient ;  2 1
N
Z=Z. Si c est un entier tel que (c; 6) = 1 et c  1 mod N ,
on a la relation suivante dans le corps Q((q))
gc;; =
 
q
1
12
  1
2N
+ a
2
2N2
Y
n0
(1  qnqaNbN)
Y
n1
(1  qnq aN  bN )
c2 1
:
Démonstration. On suppose c = 1 + kN et constate queQ
n0(1  qnqaNbN)c
2Q
n0(1  qn(qaNbN)c)
=
ak 1Y
n=0
(1  qnqaNbN)c
2
Y
nak
(1  qnqaNbN)c
2 1
Q
n1(1  qn(qaNbN) 1)c
2Q
n1(1  qn(qaNbN) c)
=
ak 1Y
n=0
(1  q nq aN  bN ) 1
Y
n1
(1  qn(qaNbN) 1)c
2 1:
Le reste est un calcul direct.
Remarque 2.2.7. On a la relation log jgc;;j = E(0)c;; = c2E(0);   E(0)c;c ; en particulier,
log jg;j = E(0);.
L’action de GL2(Z^) surMcong(Qcycl) induit celle de GL2(Z^) sur Q
 U cong(Qcycl).
Lemme 2.2.8. Soit (; ) 2 (Q=Z)2 et soit  2 GL2(Z^). Alors on a
g;   = g(;):
Démonstration. Soient ;  2 1
N
Z=Z. Si  2 SL2(Z^), on peut choisir un entier c tel que
(c; 6) = 1, et (c; c) 6= (0; 0). On a déja calculé l’action de  2 SL2(Z) sur gc;; dans la
proposition ci-dessus :
gc;;   = gc;(;):
Celle-ci induit la formule de l’action de  2 SL2(Z) sur g; :
g;   = g(;):
Elle se prolonge par continuité en une action de SL2(Z^) avec la même formule. Si  = ( 1 00 d )
avec d 2 Z^, l’action de  sur gc;; est donnée par la formule :
gc;;   = gc;;d = gc;(;);
cela se voit directement sur le q-développement (2.7) de gc;; ( on rappelle que ( 1 00 d ) agit
par d). Alors, l’action de  2 GL2(Z^) sur g; est donnée par la formule :
g;   = g(;):
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Théorème 2.2.9. Il existe une distribution algébrique
zsiegel 2 Dalg((Q
 Z^)2   (0; 0);Q
 U(Qcycl));
telle que, quels que soient r1; r2 2 Q et (a; b) 2 Q2   (r1Z; r2Z), on ait :Z
(a+r1Z^)(b+r2Z^)
zsiegel = gr 11 a;r
 1
2 b
(
r1
r2
):
De plus, zsiegel est invariante sous l’action de 
0
Q.
Démonstration. Soient e; f deux entiers  1, N = ord(r; a; b)(:= le plus petit entier tel que
Nr;Na et Nb sont des entiers ). On peut trouver c 2 Z tel que (c; ef) = 1 et c  1 mod N .
Alors
e 1Y
l=0
e 1Y
k=0
g(er) 1(kr+a);(er) 1(b+lr)
=
e 1Y
l=0
e 1Y
k=0
g
1=(c2 1)
c;(er) 1(kr+a);er 1(b+lr)
=Na(gc;r 1a;r 1b)
1=(c2 1) = g1=(c
2 1)
c;r 1a;r 1b;
e 1Y
l=0
gr 1a;(er) 1(b+lr)(

e
) =
e 1Y
l=0
gc;r 1a;er 1(b+lr)(

e
)1=(c
2 1)
=(
e 1Y
l=0
q
c2 1
12e ( qa
er
+ b+lr
er
)
c c2
2
Q
n0(1  q
n
e qa
er
+ b+lr
er
)c
2Q
n1(1  q
n
e q 1a
er
+ b+lr
er
)c
2Q
n0(1  q
n
e qca
er
+ b+lr
er
)(1  q ne q ca
er
+ b+lr
er
)
)
1
c2 1
=g
1=(c2 1)
c;r 1a;r 1b:
Donc zsiegel est une distribution algébrique.
Par définition de zsiegel et g;, zsiegel est une distribution algébrique à valeurs dans
Q 
 U(Qcycl). L’action de 0Q surMcong(Qcycl) se factorise à travers GL2(Q 
 Z^). Donc en
utilisant le même argument que dans le théorème 2.1.12, il suffit de vérifier l’invariance pour
 2 GL2(Z^);  =
 
r0 0
0 r0

et  =
 
1 0
0 e

respectivement. L’action de GL2(Q)+ sur l’espace
des formes modulairesM(Q) est donnée par la formule (1.2) dans “notations", c’est-à-dire,
(f  )() = f() car on est en poids 0.
– Si  2 GL2(Z^), du lemme 2.2.8, on a :Z
(a+rZ^)(b+rZ^)
zsiegel   =
 Z
((a+rZ^)(b+rZ^)) 1
zsiegel
  
= (g(r 1a;r 1b) 1)  
= gr 1a;r 1b:
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– Si  =
 
r0 0
0 r0

, on a :Z
(a+rZ^)(b+rZ^)
zsiegel   =
 Z
( a
r0
+ r
r0
Z^)( b
r0
+ r
r0
Z^)
zsiegel
  
= (gr 1a;r 1b)  
= (det )1 kgr 1a;r 1bj
= gr 1a;r 1b;
– Si  =
 
1 0
0 e

, on a :Z
(a+rZ^)(b+rZ^)
zsiegel   =
 Z
(a+rZ^)( b
e
+ r
e
Z^)
zsiegel
  
=
e 1Y
i=0
 Z
(a+rZ^)( b
e
+ ir
e
+rZ^)
zsiegel
  
=
e 1Y
i=0
g
r 1a; r 1b+i
e
(

e
)
=
e 1Y
i=0;j=0
g r 1a+j
e
; r
 1b+i
e
()
= gr 1a;r 1b:
2.3 Théorie de Kummer p-adique
2.3.1 Théorie de Kummer p-adique
Soit G un groupe localement profini. Soit X un espace topologique localement profini
muni d’une action continue de G à droite. Soit M un G-module topologique muni d’une
action à droite de G. On note Hi(G;M) le i-ième groupe de cohomologie continue de G à
valeurs dans M . Si X est de plus muni d’une G-action à gauche ( notée (g; x) = g  x )
commutant à l’action à droite de G, alors Hi(G;Dalg(X;M)) est muni d’une structure de
G-module à gauche donnée par la formule :Z
X
g   =
Z
gX
 si  2 Hi(G;Dalg(X;M)):
Pour notre cas, posons :
X1 = (Q
 Z^)2   (0; 0);
X2 = f
 
a b
c d
 2M2(Q
 Z^)j(a; b) 6= (0; 0); (c; d) 6= (0; 0)g et G = 0Q:
D’autre part, on note
X
(p)
2 :=M2(Q
 Z^)(p)  X2:
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Dans la section précédente, on a obtenu une distribution algébrique
zsiegel 2 Dalg
 
X1;Q
 U(Qcycl)

;
qui est invariante sous l’action de 0Q.
Notons Z0 = f(xn)n2Njxn 2 U(Q); (xn+1)p = xng et Z = Z0
Q. Alors Z est muni d’une
action de 0Q, agissant sur chaque composante de Z.
On définit une projection  de Z0 sur U(Q) en envoyant (xn)n2N à x0.
Lemme 2.3.1. La projection  : Z0 ! U(Q) est surjective, dont le noyau est
Ker() = f(1; p; pn ; :::pn ; :::)g = Zp(1):
Démonstration. Soit   un sous-groupe de SL2(Z) d’indice fini et soit x 2 U(Q) une unité
modulaire pour  . Alors x
1
p est encore une fonction holomorphes sur H et méromorphe sur
H [ P1(Q).
Soit  2  , alors x 1p   = p;x
1
p , où p; est une racine d’unité d’ordre p qui dépend de
 ; ce qui nous fournit un caractére  de   sur p le groupe des racine d’unité d’ordre p. Par
conséquent, le noyau du caratère  est un sous-groupe de   d’indice fini, qui fixe x
1
p . Ceci
permet de conclure la surjectivité.
Le reste est immédiat.
Comme Q est plat sur Z, on obtient une suite exacte de 0Q-modules :
0! Qp(1)! Z ! Q
 U(Q)! 0:
Cela nous fournit une suite exacte de 0Q-modules :
0! Dalg(X1;Qp(1))! Dalg(X1; Z)! Dalg(X1;Q
 U(Q))! 0:
En prenant la cohomologie continue de 0Q, on obtient une suite exacte longue :
0! H0(0Q;Dalg(X1;Qp(1)))! H0(
0
Q;Dalg(X1; Z))
! H0(0Q;Dalg(X1;Q
 U(Q)))  ! H1(
0
Q;Dalg(X1;Qp(1)))
! H1(0Q;Dalg(X1; Z))!   
On appelle “application de Kummer" le morphisme  . Notons
z
(p)
siegel 2 H1(
0
Q;Dalg(X1;Qp(1)));
l’image de zsiegel par l’application de Kummer.
Lemme 2.3.2. Il existe une distribution algébrique  2 Dalg(X1; Z) telle que z(p)siegel est
l’image du 1-cocycle  !       dans H1(0Q;Dalg(X1;Qp(1))) .
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Démonstration. Soit figi2I une base de LCc(X1;Z) sur Z. On peut fabriquer une distribu-
tion algébrique  2 Dalg(X1; Z) en prenant pour
R
X1
i n’importe quel relèvement dans Z
de
R
X1
izsiegel et alors z
(p)
siegel est l’image du 1-cocycle
 !      
dans H1(0Q;Dalg(X1;Qp(1))) .
En utilisant l’application de cup-produit, on obtient :
H1(
0
Q;Dalg(X1;Qp(1))) H1(0Q;Dalg(X1;Qp(1))) // H2(0Q;Dalg(X2;Qp(2)))
z
(p)
siegel  z(p)siegel  // z(p)siegel 
 z(p)siegel:
On définit zkato comme l’image de z
(p)
siegel 
 z(p)siegel sous l’application de restriction :
H2(
0
Q;Dalg(X2;Qp(2)))! H2((p)Q ;Dalg(X(p)2 ;Qp(2))):
2.3.2 Passer à la mesure
Pour la construction de zkato, on part des unités de Siegel
g; 2 Q
 U(Q):
D’après la proposition 2.2.4, si (; ) 2 1
N
Z=Z pour un certain entier N et si c est un entier
tel que (c; 6N) = 1, alors gc;; = gc
2
;g
 1
c;c est dans U(Q).
Soit <  >: Zp ! Z^ l’inclusion naturelle en envoyant x sur < x >= (1;    ; x; 1;    ),
où x est à la place p. Considérons l’inclusion de Z^ dans GL2(Z^) en envoyant d sur ( d 00 d ).
D’après le lemme 2:2:8, cela définit une action de d 2 Z^ sur g; par la formule :
d  g; = gd;d = g;  ( d 00 d );
où l’action  est celle de GL2(Z^) sur g;.
Rappelons que l’on a le diagramme commutatif suivant :
0 // Zp(1) //

Z0 //

U(Q) //

0
0 // Qp(1) // Z // Q
 U(Q) // 0
;
où Z0 et U(Q) sont des Z-modules. En tensorant par Zp, on obtient un diagramme commu-
tatif suivant de Zp-modules :
0 // Zp(1) //

Zp 
 Z0 //

Zp 
 U(Q) //

0
0 // Qp(1) // Qp 
 Z // Qp 
 U(Q) // 0
:
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De plus, la théorie de Kummer p-adique ci-dessus s’applique aussi à la suite exacte
0! Qp(1)! Qp 
 Z ! Qp 
 U(Q)! 0:
Soit u 2 Zp, on définit un opérateur ru sur g; par la formule rug; = (u2  < u >)g;, où
l’action de u2 est la multiplication par u2 et l’action de < u > est définie ci-dessus.
Lemme 2.3.3. Soit c 2 Zp. L’élément rc(g;) appartient à Zp 
 U(Qcycl).
Démonstration. Rappelons que on a N = N = 0. On choisit un entier d tel que (d; 6N) =
1 ; alors on a g; = 1d2 1 
 gd;;. Soit c0 un entier congru à < c > modulo pN . Alors
< c > g; = gc0;c0.
On a la relation :
rc(g;) =
c2   c20
d2   1 gd;; + (c
2
0  < c >)g; =
c2   c20
d2   1 gd;; + gc0;;:
Alors, c
2 c20
d2 1 gd;; appartient à Zp 
 U(Qcycl) si la valuation p-adique de c  c0 assez grande.
Par conséquent, rcg; appartient à Zp 
 U(Qcycl).
D’après le lemme ci-dessus, si c 2 Zp, alors on pose gc;; = rc(g;) ; c’est un élément de
Zp
U(Qcycl). On définit l’action de < c > sur zsiegel 2 Dalg(X1;Q
U(Q))  Dalg(X1;Qp

U(Q)) par la formule : Z
(a+r1Z^)(b+r2Z^)
< c > zsiegel =< c > g a
r1
; b
r2
:
Lemme 2.3.4. rc(zsiegel) est une distribution sur X1 à valeurs dans Zp 
 U(Qcycl), qui est
invariante sous l’action de 0Q.
Démonstration. Par défintion, quel que soient r1; r2 2 Q et (a; b) 2 Q2   (r1Z; r2Z), on aZ
(a+r1Z^)(b+r2Z^)
rczsiegel = rc(g a
r1
; b
r2
):
D’après le lemme 2:3:3, on a que rc(g a
r1
; b
r2
) appartient à Zp 
 U(Qcycl). Par conséquent,
rc(zsiegel) est une distribution sur X1 à valeurs dans Zp 
 U(Qcycl) car zsiegel est une distri-
bution algébrique.
Comme l’action de 0Q sur Zp 
 U(Qcycl) se factorise à travers GL2(Q 
 Z^), il suffit de
vérifier l’invariance pour  2 GL2(Q
 Z^).
Si  2 GL2(Q
 Z^), on aZ
(a+r1Z^)(b+r2Z^)
(rc(zsiegel))  
=(
Z
(a+r1Z^)(b+r2Z^) 1
(rc(zsiegel))  
=c2(
Z
(a+r1Z^)(b+r2Z^) 1
zsiegel)     (
Z
(a+r1Z^)(b+r2Z^) 1
< c > zsiegel)  :
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D’autre part, par définition de l’action de < c >2 Z^ sur zsiegel, on a
(
Z
(a+r1Z^)(b+r2Z^) 1
< c > zsiegel)   = (
Z
(a+r1Z^)(b+r2Z^) 1
zsiegel)  ( <c> 00 <c> )  :
Par conséquent, l’action de < c > sur zsiegel commute avec celle de  sur zsiegel. Donc, on aZ
(a+r1Z^)(b+r2Z^)
(rc(zsiegel))   =
Z
(a+r1Z^)(b+r2Z^)
rc((zsiegel  )):
L’invariante de zsiegel sous l’action de GL2(Q
 Z^) permet de conclure le lemme.
Par la théorie de Kummer, z(p)siegel est l’image du 1-cocycle  7!      , où  2
Dalg(X1;Qp 
 Z) un relèvement de zsiegel dans Dalg(X1;Qp 
 Z). Alors on définit rc(z(p)siegel)
l’image du 1-cocycle  7! 0  0, où 0 2 Dalg(X1;Zp
Z) est un relèvement de rc(zsiegel)
dans Dalg(X1;Zp 
 Z). Donc rc(z(p)siegel) est un élément de H1(
0
Q;Dalg(X
(p)
1 ;Zp(1))).
Soient c; d 2 Zp, on définit un opérateur rc;d sur z(p)siegel 
 z(p)siegel par la formule
rc;d(z
(p)
siegel 
 z(p)siegel) = rc(z(p)siegel)
 rd(z(p)siegel):
Donc, pour tous c; d 2 Zp, l’élément rc;d(z(p)siegel 
 z(p)siegel) appartient à H2(
0
Q;D0(X2;Zp(2))).
Ceci permet de définir zkato;c;d := rc;dzkato comme l’image de rc;d(z
(p)
siegel 
 z(p)siegel) sous l’appli-
cation de restriction.
H2(
0
Q;Dalg(X
(p)
2 ;Zp(2)))! H2((p)Q ;Dalg(X(p)2 ;Zp(2))):
Maintenant, tout élément deDalg(X2;Zp(2)) s’étend par continuité en une mesure ( i.e. forme
linéaire continue sur les fonctions continues ) sur X2 à valeurs dans Zp(2) et donc zkato;c;d
peut être vu comme un élément à valeurs dans l’espace D0(X2;Zp(2)).
2.3.3 Torsion à la Soulé
On note t = (pn)n2N, générateur canonique x de Zp(1) et l’action de  2 GL2(Zp) sur
Zp(1) est par multiplication par det . On note Vp = Qpe1  Qpe2 la représentation de
dimension 2 de GL2(Zp) donnée par les formules suivantes : si  =
 
a b
c d
 2 GL2(Zp), e1  =
ae1 + be2 et e2   = ce1 + de2. Si k  2 et j 2 Z, on note Vk;j = Symk 2 Vp 
Qp(2  j).
Rappelons X(p)2 := M2(Q 
 Z^)(p) = GL2(Zp) M2(Q 
 Z^]p[). Soit x 2 X(p)2 ; on note
xp = (
ap bp
cp dp
) 2 GL2(Zp) la composante de x en p, qui est un élément dans GL2(Zp). On
considère la multiplication d’une mesure  2 D0(X(p)2 ;Zp(2)) par la fonction
x 7! (ek 21 t j)  xp = (ape1 + bpe2)k 2((detxp)t) j;
qui est donnée par l’action de GL2(Zp) sur Vk;j et qui est continue sur X(p)2 . Ceci nous donne
une mesure (ek 21 t j)  xp 
  sur X(p)2 à valeurs dans Vk;j.
x. D’habitude, il n’y pas de générateur canonique de Zp(1). Par contre, dans notre cas, on a fixé un
prolongement de Q dans C et Qp respectivement, et on pose pn = e
2i
pn .
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Lemme 2.3.5. La multiplication d’une mesure  2 D0(X(p)2 ;Zp(2)) par la fonction x 7!
(ek 21 t
 j)xp induit un morphisme de Zp[[(p)Q ]]-modules deD0(X(p)2 ;Zp(2)) dans D0(X(p)2 ; Vk;j).
Démonstration. On applique la formule (1.1)
(  g)(x) = (x  g 1) et
Z
X
(  g) = (
Z
X
(  g 1))  g:
dans la “notation” au cas X = X(p)2 , G = 
(p)
Q et V = Zp(2) ou V = Vk;j. Le groupe
G = 
(p)
Q agit continûment sur X à travers GL2(Q 
 Z^)(p) = GL2(Zp)  GL2(Q 
 Z^]p[) par
la multiplication de matrices usuelle à droite.
Soient  2 LCc(X(p)2 ;Zp),  2 (p)Q et  2 D0(X(p)2 ;Zp(2)).
Si on considère    2 D0(X(p)2 ;Zp(2)), alors  agit sur ek 21 t j  xp comme l’action sur
une fonction et la formule (1.1) se traduit par
R
(x)(  ) = R (x)2cycl(), où x est
donné par l’action de (p)Q sur X
(p)
2 . Alors, on a la formule :Z
X
(p)
2
(x)
 
(ek 21 t
 j  xp)
 (  )

=
Z
X
(p)
2
2cycl()(x)
 
(ek 21 t
 j  (x)p)
 

:
Si on considère
 
(ek 21 t
 j  xp)
 
 2 D0(X(p)2 ; Vk;j), alors l’action de  sur ek 21 t j xp
est donnée par l’action de  sur l’espace Vk;j et la formule (1.1) se traduit parZ
X
(p)
2
(x)
 
(ek 21 t
 j  xp)
 
   = Z
X
(p)
2
2cycl()(x)
 
(ek 21 t
 j  (x)p)
 

:
La comparaison des deux formules permet de conclure.
D’après le lemme 2:3:5, la multiplication par ek 21 t j  xp induit un morphisme naturel :
H2(
(p)
Q ;D0(X
(p)
2 ;Zp(2)))! H2((p)Q ;D0(X(p)2 ; Vk;j)):
Donc on peut définir, pour j 2 Z,
zkato;c;d(k; j) = ((e
k 2
1 t
 j)  xp)
 zkato;c;d 2 H2((p)Q ;D0(X(p)2 ; Vk;j));
où (p)Q agit sur Vk;j à travers son quotient GL2(Zp).
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Chapitre 3
Les anneaux de Fontaine
3.1 Le corps K et les formes modulaires
3.1.1 Le corps K
Soit K+ = Qpf qpg l’algèbre des fonctions analytiques sur la boule vp(q)  1 à coefficients
dans Qp ; c’est un anneau principal complet pour la valuation vp;K définie par la formule :
vp;K(f) = inf
n2N
vp(an); si f =
X
n2N
an(
q
p
)n 2 K+:
Cette valuation est aussi la valuation spectrale : vp;K(f) = infvp(q)1 vp(f(q)). La restriction
de la valuation vp;K à Qp coïncide avec la valuation p-adique normalisée vp sur Qp. Dans la
suite, on notera vp au lieu de vp;K.
On note K le complété du corps des fractions de l’anneau K+ pour la valuation vp. Fixons
une clôture algébrique K de K. Comme K est un corps complet pour la valuation vp, on peut
prolonger vp sur K à K de manière unique par la formule :
vp(x) =
1
[K[x] : K]
vp(NK[x]=K(x)); si x 2 K:
On note le groupe de Galois de K sur K par GK.
Remarque 3.1.1. Il existe une manière de prolonger la valuation spectrale en une valuation
spectrale sur K : si x 2 K, on note P (X) = Xn + a1Xn 1 +    + an 2 K[X] le polynôme
caractéristique de y 7! xy, 8y 2 K[x]. On définit la valuation spectrale vsp sur K[x] par la
formule :
vsp(x) = min
1in
vp(ai)
i
:
Elle coïncide avec la valuation vp sur K.
Soit M  1 un entier. On note qM ( resp. M ) une racine M -ième q1=M ( resp. exp(2iM ) )
de q ( resp. 1 ). On note FM = Qp[M ]. Soit KM = K[qM ; M ] ; c’est une extension galoisienne
de K. Soit FM = K[M ] la sous-extension galoisienne de KM sur K ; la clôture intégrale F+M
de K+ dans FM est K+[M ], qui est l’anneau des fonctions analytiques sur la boule vp(q)  1
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à coefficients dans FM . Alors, KM est une extension de Kummer de FM de groupe de Galois
cyclique d’ordre M , dont un générateur M est défini par son action sur qM :
MqM = MqM :
On note K1 (resp. F1; F1 ) la réunion des KM (resp. FM ; FM ) pour tous M  1. On
note PQp ( resp. PQp ) le groupe de Galois de QpK1 sur K (resp. QpK ) . Le groupe PQp est
un groupe profini qui isomorphe au groupe Z^. De plus, on a une suite exacte :
0! PQp ! PQp ! GQp ! 0:
FixonsM un entier  1. On note KMp1 ( resp. FMp1 ; FMp1 ) la réunion des KMpn ( resp.
FMpn ; FMp1 ) pour tous n  1. On note PKM le groupe de Galois de KMp1 sur KM . On note
UKM le groupe de Galois de KMp1 sur FMp1 , qui isomorphe au groupe Zp, et on note  KM
le groupe de Galois de FMp1 sur KM , qui isomorphe au groupe Gal(FMp1=FM). On a une
suite exacte :
0! UKM ! PKM !  KM ! 0:
Soit K+ la clôture intégrale de K+ dans K. La clôture intégrale de Qp dans K est une
clôture algébrique de Qp. Donc on a une inclusion Qp  K+. On note K+M la clôture intégrale
de K+ dans KM , qui est aussi la clôture intégrale de F+M dans KM . L’anneau K
+ est un
anneau de Dedekind, et donc chaque idéal premier de K+ définit une valuation sur K+. En
particulier, on a la valuation normalisée vq ( i.e. vq(q) = 1 ) correspondant à l’idéal premier
(q) de K+. La valuation normalisée vq de K+ s’étend de manière unique en une valuation vq
sur (FracK+)[M ; qM ] car (q) est totalement ramifié.
Lemme 3.1.2. (1) Si M  1 est un entier, on a K+M = K+[M ; qM ]. En particulier, K+M
est l’anneau des fonctions analytiques sur la boule vp(qM)  1M ( i.e. tout l’élément de
K+M s’écrit de manière unique
P+1
n=0 an(x)q
n
M où an(x) est une suite d’éléments de FM
et la suite fvp(an(x)) + nM g tend vers +1 quand n vers +1 ).
(2) La valuation vp sur K+M est donnée par la formule :
vp(x) = inf
vp(qM ) 1M
vp(
+1X
n=0
an(x)q
n
M):
Démonstration. (1) Soit x 2 K+M , il s’écrit uniquement sous la forme x =
PM 1
i=0 biq
i
M
avec bi 2 FM . On a TrKM=FM (xqM i) = biq 2 F+M car xqM i 2 K+M et donc x 2
q 1F+[qM ]  (FracF+M)[qM ]. On constate que vq(FracF+M) = Z et les vq(biqiM) sont
distincts deux à deux. Donc on a
0  vq(x) = inf
i
(vq(bi) + ivq(qM)) = inf
i
(vq(bi) +
i
M
);
On déduit que infi vq(bi)  0. Alors bi 2 F+M pour tous i.
Si a 2 F+M , alors a peut s’écrire uniquement sous la forme a =
P+1
j=0 ajq
j, où aj
est une suite d’éléments de FM telle que limj!+1 vp(aij) + j = +1. On applique
cette écriture à bi pour 0  i  M   1, et donc x peut s’écrire uniquement sous la
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forme unique
PM 1
i=0
P+1
j=0 aij(x)q
i+Mj
M , où limj!+1 vp(aij(x)) + j = +1. Alors x peut
s’écrire uniquement sous la forme
P+1
n=0 an(x)q
n
M où an(x) 2 FM est une suite telle que
vp(an) +
n
M
tends vers +1.
(2) D’après (1), K+M est l’anneau des fonctions analytiques sur la boule vp(qM)  1M à
coefficients dans FM et donc il est muni d’une valuation spectrale v donnée par la
formule :
v(x) = inf
vp(qM ) 1M
vp(
+1X
n=0
an(x)q
n
M):
L’anneau K+ s’identifie à un sous anneux de K+M par changement de variable : f(q) =P+1
n=0 anq
n =
P+1
n=0 aMnq
Mn
M si f(q) 2 K+. Alors la restriction de la valuation spectrale
v sur K+M à K
+ coïncide avec la valuation vp sur K+. On déduit la formule pour la
valuation dans le lemme car il existe une manière unique de prolonger la valuation vp
sur K à KM .
On note In = f a(p 1)pn 1 j0  a  (p  1)pn 1   1g et Jn = f bpn j0  b  pn   1g. On pose
I = [nIn et J = [nJn.
Lemme 3.1.3. Soit M  1 un entier tel que vp(M)  vp(2p) ( resp. vp(M) < vp(2p) ).
(1) Les fqjMgj2J forment une base de K+Mp1 sur F+Mp1. De plus, tout x 2 K+Mp1 peut
s’écrire uniquement sous la forme
P
j2J
P
k2N ajk(x)q
j+k
M , pour une suite double ajk(x) 2
FMp1, telle que,
(i) quel que soit j 2 J , la série Pk2N ajkqkM converge dans F+Mp1 ;
(ii) L’ensemble des j 2 J tels qu’il existe k 2 N avec akj 6= 0 est fini .
(2) Les f iMqjMg(i;j)2JJ ( resp. f iMqjMg(i;j)2IJ ) forment une base de K+Mp1 sur K+M . De
plus, tout x 2 K+Mp1 peut s’écrire uniquement sous la formeX
j2J
X
i2J
X
k2N
aijk(x)
i
Mq
j+k
M (resp:
X
j2J
X
i2I
X
k2N
aijk
i
Mq
j+k
M );
pour une suite triple aijk(x) 2 FM telle que :
(i) Quel que soit (i; j) 2 JJ ( resp. (i; j) 2 IJ ), la sériePk2N aijk(x)qkM converge
dans K+M ( i.e. limk!+1 vp(aijk(x)) +
k
M
= +1.)
(ii) L’ensemble f(i; j)j9k 2 N; aijk(x) 6= 0g est fini.
(3) Si x 2 K+Mp1, la valuation de x est donnée par la formule :
vp(x) = inf
vp(q)1
(vp(
X
j2J
X
i2J
X
k2N
aijk(x)
i
Mq
j+k
M ))(resp: inf
vp(q)1
(vp(
X
j2J
X
i2I
X
k2N
aijk(x)
i
Mq
j+k
M ))):
Démonstration. Comme K+Mp1 = [nK+Mpn , ce lemme est une conséquence directe du lemme
3.1.2.
3.1.2 Le théorème d’Ax-Sen-Tate
Soit L un anneau de caractéristique 0, muni d’une valuation vp normalisée par vp(p) = 1.
On note C(L) le complété de L pour la valuation vp. Le reste de ce paragraphe est de montrer
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un analogue ( le théorème 3.1.6) du théorème d’Ax-Sen-Tate et de donner une description
de l’anneau C(K+Mp1) ( le corollaire 3.1.7 ).
Soit H un sous-groupe fermé de GKM ; si  2 K, on définit le diamètre H() par rapport
à un sous-groupe fermé H de GKM par H() = infg2H(vp(g   )). Notons que  2 K
H si
et seulement si H() = +1.
Lemme 3.1.4. Soit P (X) 2 K[X] ( resp. 2 K+[X] ), unitaire de degré n, dont toutes les
racines vérifient vp()  u.
(1) Si n = pkd avec (p; d) = 1 et d  0 et si q = pk, alors le polynôme P (q), dérivée
q-ième de P , a au moins une racine  2 K (resp. K+) vérifiant vp()  u.
(2) Si n = pk+1 et q = pk, alors P (q) a au moins une racine  2 K (resp. K+) vérifiant
vp()  u  1pk+1 pk .
Démonstration. La démonstration pour P 2 K[X] se trouve dans les notes du cours  M2
de Colmez et elle marche aussi pour P 2 K+[X]. Pour faciliter la lecture, on vérifie la
démonstration pour P 2 K+[X] ci-dessous.
Soit P (X) = Xn + an 1Xn 1 +    + a0 avec ai 2 K+. On a vp(an i)  iu d’après la
théorie des polygônes de Newton. On a
1
q!
 
n
q
P (q)(X) = n qX
i=0
1 
n
q
n  i
q

an iXn i q;
qui est un polynôme unitaire à coefficients dans K+ et le produit des racines de P (q) est, au
signe près, aq
(nq)
. On a donc
P
 vp() = vp(aq)   vp(
 
n
q

)  (n   q)u   vp(
 
n
q

), et il existe
 2 K+ vérifiant vp()  u  1n qvp(
 
n
q

). D’autre part, on a
 
n
q

= n
q
q 1Q
i=1
n i
i
et, comme q = pk
et vp(n)  k, on a vp(n ii ) = 0 et vp(
 
n
q

) = vp(n)  vp(q). On en déduit le résultat.
Lemme 3.1.5. [Ax] Il existe une constante C = p
(p 1)2 telle que
(1) si  2 K, alors il existe a 2 KMp1 vérifiant vp(  a)  GKMp1 ()  C ;
(2) si  2 K+, alors il existe a 2 K+Mp1 vérifiant vp(  a)  GKMp1 ()  C ;
Démonstration. Le (1) correspond au cas traité par Ax ; nous ne traiterons donc que le (2)
( la démonstration est la même pour le (1) ).
Soit  2 K+ tel que [KMp1 [] : KMp1 ] = n et soit l(n) est le plus grand entier l tel que
pl  n. On montre par récurrence sur n le résultat suivant : il existe a 2 K+Mp1 vérifiant
vp(a )  GKMp1 () 
Pl(n)
i=1
1
pi pi 1 ; ce qui permet de conclure le lemme car
P+1
i=1
1
pi pi 1 =
1
(p 1)2 .
On va appliquer le lemme précédent à P (X) = Q(X +), où Q est le polynôme minimal
de  sur K+Mp1 . Remarquons que les racines de P sont les ()  , pour  2 GKMp1 . Donc
la constante u dans le lemme précédent peut être prise égale à GKMp1 ().
D’après le lemme précédent, on a
. http ://www.math.jussieu.fr/ colmez/nombres-p-adiques.pdf
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(i) Si n n’est pas une puissance de p, il existe q 2 N tel que le polynôme Q(q) 2 K+Mp1 [X]
ait une racine  2 K+ vérifiant vp(   )  GKMp1 (). D’autre part, si  2 GKMp1 ,
alors on a
vp(() ) = vp(( )+() + )  min(vp(( )); vp(() ); vp( )):
Comme on a vp(( )) = vp( )  GKMp1 () et vp(() )  GKMp1 () par
définition de GKMp1 (), on en tire l’inégalité GKMp1 ()  GKMp1 (). Par ailleurs,
on a [KMp1 [] : KMp1 ] = degQ(q) < n. Cela permet de conclure en utilisant l’hypothèse
de récurrence.
(ii) Si n = pk+1, on peut trouver une racine  de Q(pk)(X) vérifiant les conditions
(3.1) vp(   )  GKMp1 () 
1
pk+1   pk
et [KMp1 [] : KMp1 ] < n. On tire l’existence de a 2 K+Mp1 vérifiant
vp(   a)  GKMp1 () 
kX
i=1
1
pi   pi 1  GKMp1 () 
kX
i=1
1
pi   pi 1
de l’hypothèse de récurrence. Donc l’inégalité (3:1) permet de conclure le lemme.
Théorème 3.1.6. [Ax-Sen-Tate]
(1) Le corps KMp1 est dense dans C(K)GKMp1 .
(2) L’anneau K+Mp1 est dense dans C(K
+
)
GKMp1 .
Démonstration. Comme d’habitude, on montre le cas particulier K+Mp1 et le cas classique
KMp1 marche de la même manière.
L’inclusion C(K+Mp1)  H0(GKMp1 ;C(K
+
)) est évidente. Il suffit de montrer l’inverse. Si
 2 H0(GKMp1 ;C(K
+
)), il existe une suite n 2 K+ telle que vp(   n)  n. Quel que soit
 2 GKMp1 , on a
vp((n)  n)  minfvp((n   )); vp(n   )g  n:
Par ailleurs, le lemme d’Ax 3.1.5 dit que, si  2 K+, alors il existe un a 2 K+Mp1 vérifiant
vp(  a)  GMp1 ()  p(p 1)2 .
En conséquence, quel que soit n  1, il existe un élément an 2 K+Mp1 tel que vp(n an) 
GKMp1 (n) 
p
(p 1)2  n  p(p 1)2 . Alors vp( an)  inffvp(n an); vp( n)g  n  p(p 1)2 .
Par conséquent,  = limn!1 an 2 C(K+Mp1). Donc le sous-anneau de C(K
+
) fixé par le groupe
GKMp1 est C(K+Mp1).
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Corollaire 3.1.7. (1) Soit M  1 un entier tel que vp(M)  vp(2p) ( resp. vp(M) <
vp(2p) ). Tout élément x de C(K
+
)
GKMp1 s’écrit uniquement sous la formeX
i2J
X
j2J
X
k2N
aijk(x)
i
Mq
j+k
M ( resp.
X
i2I
X
j2J
X
k2N
aijk(x)
iqj+kM );
pour une suite triple faijk(x)gi2J;j2J;k2N ( resp. faijk(x)gi2I;j2J;k2N ) d’éléments de FM
telle que, 8N 2 N, f(i; j; k) 2 J  J  N : vp(aij(x)) + j+kM  Ng ( resp. f(i; j; k) 2
I  J  N : vp(aij(x)) + j+kM  Ng) est fini.
(2) La valuation vp sur C(K+Mp1) est donnée par la formule :
vp(x) = inf
vp(q)1
vp(
X
i2J
X
j2J
X
k2N
aijk(x)
i
Mq
j+k
M )( resp. inf
vp(q)1
vp(
X
i2I
X
j2J
X
k2N
aijk(x)
i
Mq
j+k
M )):
Démonstration. On déduit le corollaire du lemme 3:1:3 et du théorème d’Ax-Sen-Tate 3:1:6.
3.1.3 Trace de Tate normalisée
On note R = Zpf qp ; pqg l’algèbre de Tate en variables qp ; pq à coefficients dans Zp. Si m;n 2
N, on noteRnm( resp.Rm) la clôture intégrale deR dans Frac(R)[pm ; (
q
p
)
1
pn ](resp.Frac(R)[pm ]).
On note R11 = [n2NRnn, R1 = [n2NRn) et Rn1 = [m2NRnm. On a Rnm = Rm
RnRnn si m  n.
Comme ( q
p
)
1
pn = u
qpn
(n)p 1 , où n = pn+1   1 et u est une unité de OFpn+1 , on a une
inclusion naturelle K+pn  Rnn+1[1p ]. De plus, on a un isomorphisme de groupes de Galois
Gal(R11[
1
p
]=R1[1p ])
= Gal(Kp1=Fp1) = Zp.
Si m est un entier  0, on définit une application Rm1[1p ]-linéaire m : R11[1p ] ! Rm1[1p ]
par la formule :
m(x) =
1
pn m
TrRnn[ 1p ]=Rmn [
1
p
](x); si x 2 Rnn[
1
p
]:
On note um un générateur de groupe de Galois Gal(R11[
1
p
]=Rm1[
1
p
]) = UKpm .
Lemme 3.1.8. (1) Il existe une constante C telle que pour tout m 2 N et x 2 Rm+1m+1[1p ],
on a vp((um   1)x)  vp(x) + 1p 1   Cp m.
(2) m est continue. Plus précisement, on a vp(m(x))  vp(x)  Cpm 1 .
Démonstration. Ce lemme est un cas particulier dans ([2], lemme 3:7 et 3:8 ), et l’ingrédient
principal est la contrôlation de ramification dans ([1], corollaire 3:10).
(1) D’après ([1], corollaire 3:10), il existe une constante C telle que, pour tous m  1,
on a
pC=p
m
Rm+1m+1  p 1i=0Rmm+1(
q
p
)
i
pm+1  Rm+1m+1:
Si x 2 Rm+1m+1[1p ], on peut écrire x sous la forme x =
Pp 1
i=0 xi(
q
p
)
i
pm+1 avec xi 2 Rmm+1 et
v(xi)  v(x)  Cpm pour 0  i < p. On a donc
(um   1)(x) =
p 1X
i=0
xi(
i
p   1)(
q
p
)
i
pm+1 :
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On en déduit que vp((um   1)x)  vp(x) + 1p 1   Cpm .
(2) Par définition de m, on a pm(x) = (
Pp 1
i=0 u
i
m)(x) = ((1 um)p 1+ pP (um))(x), où
P (X) 2 Z[X] ,P (1) = 1 et x 2 Rm+1m+1[1p ]. D’après le (1), on a
vp((1  um)p 1(x))  vp(x) + 1  (p  1) C
pm
:
On en déduit que vp(m(x))  vp(x)  (p  1) Cpm si x 2 Rm+1m+1[1p ]. Si x 2 Rnn[1p ], on a
vp(m(x))  vp(m+1(x)) (p 1) C
pm
     vp(x) (p 1) C
pm
(
n 1X
i=0
1
pi
)  vp(x)  C
pm 1
:
On défnit une application Rmm[
1
p
]-linéaire Tm : R11[
1
p
] ! Rmm[1p ] en composant m et la
trace de Tate normalisée de F1 dans Fpm . La restriction de Tm à K+p1 est une application
K+pm-linéaire donnée par la formule :
Tm : K
+
p1  ! K+pm
apnq
b
pn 7!
(
apnq
b
pn ; si p
n mja et pn mjb;
0 ; sinon:
Lemme 3.1.9. Si m 2 N, l’application Tm est continue et elle s’étend par continuité en une
application K+pm-linéaire Tm : C(K+p1)! K+pm qui commute à l’action de GK.
Démonstration. D’après Tate [27], la trace de Tate normalisée de F1 dans Fpm est continue.
Par définition de Tm, elle est continue car m est continue et Tm est la composition de m
et la trace de Tate normalisée de F1 dans Fpm .
Si i 2 I; j 2 J et  2 GK, on a ( iqj)   = (cycl() 1)icq()j iqj, où cq est le 1-cocycle
associé à q à valeurs dans Zp(1) par la théorie de Kummer. La commutativité de Tm et GK
vient de la formule de l’action de GK au-dessus et de la formule de Tm sur K+p1 .
3.1.4 Lien avec l’algèbre M(Q) des formes moduaires
En associant son q-développement à une forme modulaire, cela permet de voir les formes
modulaires comme des éléments de QK+1. Rappelons que l’on note PQp le groupe de Galois
de QpK1 sur K et PQp le groupe de Galois de
QpK1 sur KQp.
Lemme 3.1.10. Le groupe PQp préserve l’algèbre des formes modulairesM(Q) ; c’est-à dire,
PQp est un sous-groupe de Q.
Démonstration. Considérons la suite exacte :
0! PQp ! PQp ! GQp ! 0:
Comme GQp preserveM(Q), GQp est un sous-groupe de Q. D’autre part, on a un isomor-
phisme de groupes PQp
= ( 1 Z^0 1 ). On a deux actions de ( 1 Z^0 1 ) surM(Q) :
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(1) l’action induite par celle de PQp sur QpK
+
1 ;
(2) l’action modulaire étendant par continuité celle de ( 1 Z0 1 ) surM(Q).
On constate que que ces deux actions de ( 1 Z^
0 1
) sur M(Q) coïncident en comparant les
formules : on a ( 1 b0 1 )qM = qMbM dans les deux cas. Donc PQp preserve l’algèbre M(Q), ce
qui permet de déduire le lemme.
Par conséquent, ceci induit un morphisme GK ! Q en composant les morphismes GK !
PQp et PQp ! Q. De plus, si M  1 un entier, GKM est un sous-groupe de GK et donc on a
un morphisme GKM ! Q.
Enfin, on choisit un système compatible des qM de racines de q, ce qui définir un mor-
phisme r 7! qr de Q dans K. On définit une action de T(Q)+ = f( a 00 d ); a; d 2 Q; ad 2 Q+g 
GL2(Q)+ sur K+1 par la formule : f(qM)  ( a 00 d ) = f(qadM) quel que soient f(qM) 2 K+1 et
( a 00 d ) 2 T(Q)+.
3.2 Application de la construction de Fontaine à l’anneau
K+
3.2.1 La construction de Fontaine
Soit L un anneau de caractéristique 0, qui est muni d’une valuation vp telle que vp(p) = 1
. On note OL = fx 2 L; vp(x)  0g l’anneau des entiers de L pour la topologie p-adique. On
note OC(L) le complété de OL pour la valuation vp. On pose C(L) = OC(L)[1p ].
Définition 3.2.1. Soit An = OL=pOL pour tous n ; alors fAng muni des morphismes de
transition An 7! An 1 définis par l’application de Frobenius absolu xn 7! xpn forme un
système projectif. On note R(L) = lim  An = f(xn)n2Njxn 2 OL=pOL et x
p
n+1 = xn; si n 2
Ng.
Si x = (xn)n2N 2 R(L), soit x^n un relèvement de xn dans OC(L). La suite (x^pkn+k), converge
quand k tend vers l’infini. On note x(n) sa limite, qui ne dépend pas du choix des relèvements
x^n. On obtient ainsi une bijection : R(L)! f(x(n))n2Njx(n) 2 OC(L); (x(n+1))p = x(n);8ng. Si
x = (x(i)); y = y(i) sont deux éléments de R(L), alors leur somme x + y et leur produit xy
sont donnés par :
(x+ y)(i) = lim
j!1
(x(i+j) + y(i+j))p
j
et (xy)(i) = x(i)y(i):
L’anneau R(L) est un anneau parfait de caractéristique p (i.e. le morphisme x 7! xp est
bijectif. ). On note Ainf(L) l’anneau des vecteurs de Witt à coefficients dans R(L). Alors
Ainf(L) est un anneau p-adique (i.e. un anneau séparé et complet pour la topologie p-adique
), d’anneau résiduel parfait de caractéristique p. Si x 2 R(L), on note [x] = (x; 0; 0; :::) 2
Ainf(L) son représentant de Teichmüller. Alors tout élément a de Ainf(L) peut s’écrire de
manière unique sous la forme
1P
k=0
pk[xk] avec une suite (xk) 2 (R(L))N.
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On définit un morphisme d’anneaux  : Ainf(L)! OC(L) par la formule
+1X
k=0
pk[xk] 7!
+1X
k=0
pkx
(0)
k :
On note Binf(L) = Ainf(L)[1p ], et on étend  en un morphisme
Binf(L)! C(L):
On note Bm(L) = Binf(L)=(Ker)m. On fait de Bm(L) un anneau de Banach en prenant
l’image de Ainf(L) comme anneau d’entiers.
On définit B+dR(L) := lim  Bm(L) comme le complété Ker()-adique de Binf(L) ; on le munit
de la topologie de la limite projective, ce qui en fait un anneau de Fréchet. Donc  s’étend
en un morphisme continu d’anneaux topologiques
B+dR(L)! C(L):
On peut munir B+dR(L) d’une filtration de la façon suivante : pour i 2 N, notons Fili B+dR(L)
la i-ème puissance de l’idéal Ker de B+dR(L) .
L’anneaux Ainf(L) s’identifie canoniquement à un sous-anneau de B+dR(L) et si k 2 N;m 2
Z, on pose
Um;k = p
mAinf(L) + (Ker)k+1B+dR(L);
alors les Um;k forment une base de voisinages de 0 dans B+dR(L).
Exemple 3.2.2. (1) Si on prend L = Qp, alors la construction est triviale ( i.e. on a
B+dR(Qp) = Qp. )
(2) Si L = Qp, on note Cp = C(Qp), ~E+ = R(Qp); ~A+ = Ainf(Qp) , ~B+ = Binf(Qp)
et B+dR = B
+
dR(Qp). On note ~ ( resp. ~M pour un entier M  1 ) le représentant
de Teichmüler de (1) = (1; p;    ; pn ;    ) ( resp. (M) = (M ;    ; Mpn ;    ) ) dans
Ainf(K
+
). Si M jN , alors on a ~N=MN = ~M . Le noyau du morphisme  : ~A+ ! OCp est
un idéal principal engendré par ! = ~ 1~p 1 . On pose
t = log ~ =  
+1X
n=1
(1  ~)n
n
;
c’est le 2i p-adique de Fontaine, qui appartient à B+dR et aussi engendre le noyau du
morphisme  : B+dR ! Cp.
(3) On va considérer les cas L = K+Mp1 pour M un entier  1 et L = K
+. Le 2i p-
adique de Fontaine t = log ~ appartient à B+dR(K
+
Mp1) pour tous M  1. D’après la
construction de Fontaine, on a un morphisme surjective d’anneaux :
 : Ainf(K
+
)! OC(K+)( resp.  : Ainf(K+Mp1)! OC(K+Mp1 ))
avec le noyau engendré par ! = ~ 1~p 1 . De plus,  s’étend en un morphisme continu
d’anneaux
 : B+dR(K
+
)! C(K+)( resp.  : B+dR(K+Mp1)! C(K+Mp1));
dont le noyau est l’idéal principal engendré par t ou ! , sur lequel GK agit par multi-
plication par cycl.
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3.2.2 Trace de Tate normalisée pour B+dR(K
+
Mp1)
Pour simplifier la notation, on note Ainf (resp. Binf et B+dR ) l’anneau Ainf(K
+
) (resp.
Binf(K
+
) et B+dR(K
+
) ).
Soit ~q ( resp. ~qM si M  1 est un entier ) le représentant de Teichmüller dans Ainf de
(q; qp;    ; qpn ;    ) ( resp. (qM ;    ; qMpn ;    ) ) . Si M jN , on a ~qN=MN = ~qM .
On définit une application dR : K+ ! B+dR par f(q) 7! f(~q) ; ce qui permet d’identifier
K+ à un sous-anneau de B+dR(K
+
). On note  = ~q
p
  [( q
p
; ( q
p
)
1
p ;    ; )] et on a  2 Ainf \Ker.
Si f(q) 2 K+ est de valuation  0 (i.e. f(q) =Pn21 an( qp)n 2 K+ avec an 2 Zp), on a
f(~q) =
+1X
n=0
an(+ [(
q
p
; (
q
p
)
1
p ;    ; )])n =
+1X
k=0
k
X
nk
an

n
k

[(
q
p
; (
q
p
)
1
p ;    ; )]k:
Comme la suite an tend vers 0, la séries
P
nk an
 
n
k

[( q
p
; ( q
p
)
1
p ;    ; )]k converge dans Ainf et
donc dR est continue. Mais il faut faire attention au fait que dR(K+) n’est pas stable par
GK car ~q = ~q~cq() si  2 GK, où cq est le 1-cocycle à valeur dans Zp(1) associé à q par la
théorie de Kummer.
Posons ~K+ = dR(K+)[[t]]. Si M  1 est un entier, on note ~K+M l’anneau ~K+[~qM ; ~M ]. On
peut étendre l’application dR en un morphisme continu de K+-modules dR : K+M ! B+dR(K
+
)
en envoyant M et qM sur ~M et ~qM respectivement. Alors, on a ~K+M = dR(K
+
M)[[t]]. On pose
on pose ~K+Mp1 =
S
n
~K+[~Mpn ; ~qMpn ].
Remarque 3.2.3. Le module dR(K+M) n’est pas un anneau car ~ = ~
M
M =2 dR(K+M). Donc
le morphisme dR : K+M ! B+dR(K
+
) n’est plus un morphisme d’anneaux car dR(1) = 1 et
dR(M)
M = ~ 6= 1 = dR(MM ).
Lemme 3.2.4. (1) ~K+ est stable sous l’action de GK.
(2) Le ~K+-module ~K+M est égal au ~K
+-module ~K+[M ; ~qM ].
Démonstration. (1) Si  2 GK, ~q = ~q~cq() et ~ 2 K[[t]]. Alors ~q 2 K[[t]]. Par ailleurs,
on a t = cycl()t. Cela permet de conclure le (1).
(2) Il se déduit du fait : M = ~M exp(  tM ):
Lemme 3.2.5. Tout élément x de (B+dR)
GKp1 s’écrit de manière unique sous la forme
+1X
k=0
!k(
X
i2I;j2J
aijk(x)~
i~qj);
où aijk(x) est une suite triple d’éléments de dR(K+) avec la propriété suivante : pour k fixé
et N 2 N, f(i; j) 2 I  J : vp(aijk(x)) + j  Ng est fini.
Démonstration. En composant l’application , l’application T1 : C(K
+
)
GKp1 ! K+ et l’ap-
plication dR, on définit une suite d’applications :
ij : (B+dR)
GKp1 ! dR(K+);x 7! ij(x) = 1
~q
 
dR  T1((x) iq1 j)

:
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Soit  l’application de (B+dR)
GKp1 dans (B+dR)
GKp1 définie par
(x) = ! 1(x 
X
i2I;j2J
ij(x)~
i~qj):
Si x 2 (B+dR)GKp1 et n 2 N, on a
x = !n+1n+1(x) +
nX
k=0
!k(
X
i2I;j2J
ij(x)~
i~qj);
ce qui montre que l’on peut poser aijk(x) = ij(k(x)) ; d’où l’existence d’une telle écriture.
D’autre part, l’unicité se déduit de la construction de ij et de l’unicité d’écriture d’élément
dans C(K+)GKp1 .
Remarque 3.2.6. (1) Tout élément x de (B+dR)
GKp1 s’écrit aussi de manière unique sous
la forme
+1X
k=0
tk(
X
i2I;j2J
aijk(x)~
i~qj));
où la suite triple aijk(x) d’éléments de dR(K+) vérifie la même propriété dans le lemme.
(2) Le lemme précédent montre que ~Kp1 est dense dans (B+dR)
GKp1 .
Proposition 3.2.7. Si X est un ouvert compact de Qp vérifiant X + p 1Zp = X, il existe
une unique application dR(K+)-linéaire ResX continue de (B+dR)
GKp1 dans (B+dR)
GKp1 telle
que l’on ait ResX(~x~qy) = ~x~qy si x 2 X; y 2 X \ Z[1p ] et ResX(~x~qy) = 0 sinon.
Démonstration. Comme ! =
Pp 1
i=0
~ ip est un polynôme en ~p, on voit que s’il existe une telle
application, ResX doit être donnée par la formule
(3.2) ResX(x) =
+1X
k=0
!k(
X
(i;j)2(I\X)(J\X)
aijk(x)~
i~qj):
Ceci implique que
ResX(A
GKp1
inf )  A
GKp1
inf et ResX((Ker)
k+1) = ResX(!
k+1(B+dR)
GKp1 )  (Ker)k+1;
et donc que ResX(Um;k)  Um;k, ce qui permet de conclure que l’application ResX définie
par la formule (3:2) est continue.
Il ne reste donc plus qu’à donner la formule explicite pour ResX(~x) si x 2 Qp. Ceci a
fait dans ([12] prop.4.2) : ResX(~x) = ~x si x 2 X et ResX(~x) = 0 sinon. Ceci permet de
conclure.
Si M = M0pm  1 est un entier tel que m  vp(2p) et p - M0, soit n 2 N tel que
[FM [pn ] : Fpn ] = [FMp1 : Fp1 ] et soit e1;    ed une base de FM [pn ] sur Fpn .
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Lemme 3.2.8. Tout éléments de (B+dR)
GKMp1 peut s’écrire sous la forme
x =
dX
i=1
M0 1X
j=0
aij(x)ei~q
j
M0
; avec aij(x) 2 (B+dR)Gp1 :
De plus, ~K+Mp1 est dense dans (B
+
dR)
GMp1 .
Démonstration. D’après le corollaire 3:1:7, on peut définir une application dR : C(K
+
)Gp1 !
(B+dR)
GKp1 en envoyant  iqj sur ~~qj si i 2 I; j 2 J + N. Par ailleurs, les eiqjM0 forment une
base de C(K+)GMp1 sur C(K+)Gp1 . Si x 2 (B+dR)GKMp1 , on peut écrire (x) uniquement sous
la forme (x) =
dP
i=1
M0 1P
j=0
a
(0)
ij (x)eiq
j
M0
, avec a(0)ij (x) 2 C(K
+
)Gp1 .
On définit deux séries fa(k)ij (x) 2 C(K
+
)Gp1gk2N et x(k) par récurrence :
x(0) = x; (x(k)) =
dX
i=1
M0 1X
j=0
a
(k)
ij (x)eiq
j
M0
;
x(k+1) = ! 1(x(k)  
dX
i=1
M0 1X
j=0
dR(a
(k)
ij (x))ei~q
j
M0
):
Donc, on a x =
dP
i=1
M0 1P
j=0
(
P+1
k=0 !
kdR(a
(k)
ij (x)))ei~q
j
M0
; d’où on a l’écriture dans le lemme.
Comme ~K+p1 est dense dans (B+dR)Gp1 et les ei~q
pmj
M appartient à ~K
+
Mp1 , on obtient que
~K+Mp1 est dense dans (B
+
dR)
GMp1 .
Proposition 3.2.9. Si M  1 est un entier tel que m = vp(M)  vp(2p), il existe une
unique application
RM : B+dR(K
+
Mp1)! ~K+M
qui est ~K+M -linéaire et continue et telle que la restriction de RM à ~K
+
Mp1 est donnée par la
formule :
RM : ~K
+
Mp1  ! ~K+M
~aMpn ~q
b
Mpn 7!
(
~aMpn ~q
b
Mpn ; si p
nja et pnjb;
0 ; sinon:
De plus, RM commutes à l’action de GK.
Démonstration. Commençons par traiter le cas M = pm pour m  vp(2p). S’il existe une
telle application, elle est unique par continue de RM .
Passons à l’existence. Soit Sm le sous-dR(K+)-module de B+dR engendré par les ~x~qy pour
x 2 p mZp; y 2 p mZ. L’adhérence de Sn dans B+dR est ~K+p m . En appliquant la proprosition
3:2:7 à X = p mZp, on obtient une application ~K+pm-linéaire continue Resp mZp de (B+dR)
GKp1
dans (B+dR)
GKp1 telle que la restriction de Resp mZp à ~K
+
p1 vérifie la formule voulue.
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Passons au cas général. Soit M = M0pm un entier tel que m  vp(2p) et p - M0. On
a [K+M : K
+
pm ] = [K
+
Mp1 : K
+
p1 ]. Soit e1;    ; ed une base de K+M sur K+pn . On idéntifie K+M
à un sous-anneau de (B+dR)
GKMp1 , qui est l’anneau des fonctions analytiques sur la boule
vp(~qM)  1M à coefficients dans FM . Donc les ei forment aussi une base de (B+dR)GKMp1 sur
(B+dR)
GKp1 . Soit T = Tr
(B+dR)
GKMp1 =(B+dR)
GKMp1 . La restriction de T à K
+
M est égale à TrK+M=K+pn ,
ce qui fait la base e1;    ed de (B+dR)GKMp1 sur (B+dR)GKp1 duale de e1;    ; ed est constituée
d’éléments de K+M . D’après le lemme 3.2.8, si x 2 (B+dR)GKMp1 , on a
x =
dX
i=1
M0 1X
j=0
aij(x)ei~q
pmj
M ; avec aij(x) 2 (B+dR)Gp1 :
On peut définit RM par la formule RM(x) =
Pd
i=1
PM0 1
j=0 Rpm(aij(x))ei~q
pmj
M . Comme Rpm
est ~K+pm-linéaire continue et les ei~q
pmj
M forment aussi une base de ~K
+
M sur ~K
+
pm , on obtient que
RM est ~K+M -linéaire continue.
Il ne reste donc plus qu’à vérifier la restriction de RM à ~KMp1 satisfait la formule voulue.
On a
~aMpn ~q
b
Mpn = exp(
a
Mpn
t)aM0
a
pm+n ~q
b
M0
~qbpm+n :
De la définition de RM et de la propriété de Rpm , on déduite que
RM(~
a
Mpn ~q
b
Mpn) = exp(
a
Mpn
t)aM0 ~q
b
M0
Rpm(
a
pm+n ~q
b
pm+n)
=
(
~aMpn ~q
b
Mpn ; si p
nja et pnjb;
0 ; sinon:
Ceci permet de montrer l’existence. Comme les f~ iM ~qjMgi;j2J forment une base de ~K+Mp1 sur
~K+M , on a pas le choix pour la restriction de RM à ~K
+
Mp1 et donc aussi à (B
+
dR)
GKMp1 par
continuité de RM et densité de ~K+Mp1 dans (B
+
dR)
GKMp1 . La commutativité de RM et GK vient
de la formule de l’action de GK sur les ~aMpn ~qbMpn et de celle de RM sur les ~aMpn ~qbMpn .
On résume les resultats ci-dessus dans le théorème suivant :
Théorème 3.2.10. Soit M  1 un entier ; alors :
(i) H0(GKMp1 ;B+dR) = B+dR(K+Mp1) ;
(ii) ~K+Mp1 est dense dans B
+
dR(K
+
Mp1) ;
(iii) Si vp(M)  vp(2p), alors RM s’étend par continuité en une application ~K+M -linéaire
RM : B+dR(K
+
Mp1)! ~K+M qui commute à l’action de GK.
3.3 Une application logarithme log
On note U0(K
+
) l’ensemble des éléments x de R(K+) tels que vp(x(0)   1) > 0.
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Lemme 3.3.1. Il existe une unique application logarithme x 7! log[x] de U0(K+) dans
B+dR(K
+
) qui vérifie log[xy] = log[x] + log[y], et log[x] =
P+1
n=1
( 1)n 1([x] 1)n
n
. De plus, on a
(log[x]) = log[x] si  2 GQp.
Démonstration. Si x 2 U0(K+), il existe k 2 N tel que kvp(x(0)   1)  1. On constate que
([x]  1)k   p, où  = [ (x(0) 1)k
p
], appartient à Ker et donc on a ([x]  1)k = p+ !.
Si n 2 N, on a n = km+ r avec 0  r  k   1. Donc on peut écrire
([x]  1)n
n
=
([x]  1)r(p + !)m
n
= ([x]  1)r
mX
i=0
(!)i
 
m
i

(p)m i
km+ r
:
Donc on a
P+1
n=1
( 1)n 1([x] 1)n
n
=
Pk 1
r=0([x]  1)r
P+1
i=0 (!)
i
P
mi
(mi )(p)m i
km+r
.
Si k est fixé et m tend vers +1, on a vp(
 
m
i

)  vp(km+ r) +m  i  m  i  vp(km+
r)   vp(i) tend vers +1 ; ce qui montre que
P
mi
(mi )(p)m i
km+r
converge dans Binf et la sé-
rie
P+1
n=1
( 1)n 1([x] 1)n
n
est donc convergente pour la topologie faible dans B+dR. La relation
log[xy] = log[x] + log[y] se déduit par un argument de séries formelles.
On note q = (q; q
1
p ;    ; ) 2 R(K+) ; son représentant de Teichmüler est ~q. Il est évident
que q n’appartient pas à ~E+U0(K
+
). On aimerait bien que l’application logarithme log []
s’étend à ~E+U0(K
+
)  qQ. On a ~q = ~q~cq(), où cq est le 1-cocycle à valeurs dans Zp(1)
associé à q par la théorie de Kummer, et le minimum que l’on puisse demander à uq = log ~q
est de vérifier la formule uq = uq+cq()t, quel que soit  2 GK. Mais on a le résultat suivant
qui dit qu’il n’existe pas un élément uq dans B+dR et, de plus, un tel uq est transcendant sur
B+dR.
Théorème 3.3.2. uq est transcendant sur B+dR.
Démonstration. Supposons que uq est algébrique sur B+dR. Soit P (X) = Xn+a1Xn 1+   +
a0 2 B+dR[X] le polynôme minimal de uq sur B+dR. Si  2 GK, alors on a
0 = (P (X)) = (X + cq()t)
n + (a1)(X + cq()t)
n 1 +   + (an):
Comme P (X) est le polynôme minimal de uq, on a (P (X)) = P (X). Ceci permet de déduire
(a1) = a1   ncq()t et donc (a1n ) = a1n   cq()t. Ceci n’est pas possible car il n’existe pas
d’élément x de B+dR tel que, si  2 GK, x = x+ cq()t, où j 2 Z .
En effet, s’il existe un tel élément x dans B+dR, alors il est stable sous l’action de GKMp1
pour tous M  1 et donc appartient à (B+dR)GKMp1 = B+dR(K+Mp1). Appliquons la trace de
Tate normalisée RM : B+dR(K
+
Mp1) ! ~K+M à x, et donc on obtient que RM(x) appartient à
~K+M tel que
(3.3) RM(x) = RM(x) + cq()t; pour tous  2 PK;
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Par ailleurs, la filtration sur B+dR est stable sous l’action de GK, alors on peut supposer
RM(x) = a1 + a2(~qM)t mod t
2 avec ai 2 ~K+M pour i = 1; 2. On déduit la relation suivante
de la formule (3:3) : (a2) = (a2) + cq() pour tout  2 GK, ce qui est impossible car
(a2) 2 K+M n’a qu’un nombre fin de conjugués et cq() prend un nombre d’infini de valeurs
pour  2 Um  PK.
Remarque 3.3.3. On peut montrer de la même manière que log t est transcendant sur B+dR.
On pose B+log = B
+
dR[uq] avec (uq) = uq + cq()t. Comme (1; p;    ) 2 U0(K
+
) et q =
q(1; p;    ) si  2 GK, on a bien que U0(K+)  qQ est stable sous l’action de GK. Alors
l’application log [] : U0(K+)! B+dR(K
+
) s’étend à U0(K
+
) qQ à valeurs dans B+log telle que
log[qa] = auq si a 2 Q, et (log x) = log(x) si  2 GK. On pose Ainf = fx =
P+1
k=0 p
k[xk] 2
Ainf(K
+
) : x0 2 U0(K+); xk 2 R(K+) si k  1g.
Proposition 3.3.4. (1) Si 1 + x 2 Ainf , alors la série
P+1
n=1
( 1)n 1xn
n
converge dans
B+dR(K
+
).
(2) L’application log [] : U0(K+)qQ ! B+log s’étend en une application log : Ainf~qQ !
B+dR[uq] telle que
 log([x]) = log[x], log ~qa = auq si a 2 Q ;
 log(xy) = log(x) + log(y) ;
 log(x) =P+1n=1 ( 1)n 1(x 1)nn , si la série converge.
De plus, on a (log x) = log(x) si  2 GK.
Démonstration. (1) Si 1+x 2 Ainf , alors il existe k 2 N, tel que xk p, où  = [ (x
(0))k
p
],
appartient à Ker. Donc on a xk = p+! avec  2 Ainf . Donc l’argument dans 3:3:1
s’adapte à montrer la convergence.
(2) Il suffit de montrer que log : Ainf ! B+log est bien définie. Si x0 2 U0(K
+
), alors [x0]
est inversible dans Ainf . Donc pout tout x =
P+1
k=0 p
k[xk] 2 Ainf , on a x = [x0](1 + pa)
avec a 2 Ainf(K+). On constate que log(1+ pa) =
P
n1
( pa)n
n
converge dans Ainf(K
+
).
Alors log x est bien défini par multiplicativité.
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Chapitre 4
Cohomologie des représentations du
groupe PKM
Soit M un entier  1 et soit m = vp(M). Le corps KMp1 est une extension galoisienne
de KM dont le groupe de Galois
PKM
= f( a bc d ) 2 GL2(Zp) : a = 1; c = 0; b 2 pmZp; d 2 1 + pmZpg =: Pm
est un groupe analytique p-adique de rang 2. Si g est l’élément de PKM correspondant à une
matrice ( 1 b0 d ), l’action de g sur 
i
Mq
j
M avec (i; j) 2 J  J est donnée par la formule :
g( iMq
j
M) = 
i
Mq
j
M
i(d 1)+jb
M :
Si u; v 2 pmZp, on pose (u; v) l’élément
 
1 u
0 ev

de Pm. La loi de groupe s’écrit alors sous la
forme :
(u1; v1)(u2; v2) = (e
v2u1 + u2; v1 + v2):
Soient Um et  m les sous-groupes de Pm engéndrés par um = (pm; 0) et m = (0; pm) res-
pectivement. Si (u; 0) 2 Um et (0; v) 2  m, on a (0; v)(u; 0)(0; v) 1 = (e vu; 0) 2 Um. Donc
Um est distingué dans Pm, et on a  m = Pm=Um. Ces deux sous-groupes Um et  m sont
isomorphes à Zp ; ils sont donc de dimension cohomologique 1. Cela implique Pm est de
dimension cohomologique  2.
Si G est un groupe topologique, si V est une Qp-représentation de G, on note le groupe
de cohomologie Hi(G; V ) la cohomologie continue de G à valeurs dans la représentation V .
Si G est procyclique, si g0 est un générateur de G, on a :
(4.1) H1(G; V ) = V=(g0   1);
où un 1-cocycle (g 7! cg) est envoyé sur l’image de cg0 dans V=(g0   1).
Lemme 4.0.5. L’action  de  m sur V=((pm; 0)   1) induite par celle sur H1(Um; V ), est
obtenue en tordant l’action originale  sur V par le caractère am 7! e apm, où m = (0; pm).
Plus précisement, si x 2 V=(um   1) avec um = (pm; 0) et si (0; v) 2  m ,
x  (0; v) = e vx  (0; v):
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Démonstration. On démontre le lemme par le calcul suivant : si (0; v) 2  m, on a
(c  ((0; v)  1))um = c(0;v)um(0;v) 1  (0; v)  cum
= c(e vpm;0)  (0; v)  cum
= cue vm  (0; v)  cum ;
de plus, la formule de 1-cocycle et l’identité c(pm;0)  (pm; 0) = c(pm;0) dans V=((pm; 0)   1),
nous donnent cuam = acum pour tout a 2 Zp et donc
c(pm;0)e v  (0; v)  c(pm;0) = (e vc(pm;0))  (0; v)  c(pm;0)
= c(pm;0)  (e v(0; v)  1);
où e v agit sur c(pm;0) par multiplication par e v.
Lemme 4.0.6. Soit V une Qp-représentation de Pm ; alors on a
H2(Pm; V ) = V=((pm; 0)  1; (0; pm)  epm):
Démonstration. On a une suite exacte de groupes 1! Um ! Pm !  m ! 1 et la dimension
cohomologique de Pm est  2. Donc la suite spectrale de Hochschild-Serre nous fournit un
isomorphisme :
H2(Pm; V ) = H1( m;H1(Um; V ));
où l’action de  m sur H1(Um; V ) est donnée par (u 7! cu) 7! (u 7! (c  )u := cu 1  ).
Les Um; m sont des groupes procycliques avec les générateurs (pm; 0) et (0; pm) respec-
tivement. Soit (u 7! cu) un 1-cocycle représentant un élément c de H1(Um; V ). Alors, par
l’isomorphisme (4.1), c a pour l’image c(pm;0) dans V=((pm; 0) 1). D’après le lemme ci-dessus,
l’action  de  m sur V=(um   1) induite par celle sur H1(Um; V ) est donnée par la formule :
x  (0; v) = e vx  (0; v):
Donc on conclut par les isomorphismes suivants :
H1( m;H
1(Um; V )) = (V=(um   1))=(m   1) = V=(um   1; e pmm   1):
4.1 Cohomologie des représentations analytiques du groupe
Pm
Définition 4.1.1. Si n  1, on note u = (u1;    ; un) 2 Cnp . On note D(u;m) la boule
fermée
fx = (x1;    ; xn) 2 Cnp ; vp(x  u) = inf
1in
vp(xi   ui)  mg:
Une fonction f sur D(u;m) à valeurs dans Cp est Qp-analytique s’il existe fai(f; u) 2
Qpg(i2Nn) tels que lim
i1++in!+1
vp(ai(f; u))+(
Pn
j=1 ij)m = +1 et f(x) =
P
i2Nn ai(f; u)(x u)i
quel que soit x 2 D(u;m).
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On note Can(D(0;m);Qp) l’anneau des fonctions Qp-analytiques sur D(u = 0;m). On
définit une valuation v0 sur Can(D(0;m);Qp) à valeurs dans Z :
v0 : Can(D(0;m);Qp)! Z; v0(
X
i2Nn
ai(f)x
i) = inf
i2Nn
f
nX
j=1
ijjai(f) 6= 0g:
Cette valuation induit une filtration sur Can(D(0;m);Qp) : pour tous k 2 Z,
Filk Can(D(0;m);Qp) = ff 2 Can(D(0;m);Qp) : v0(f)  kg:
Rappelons que : si m  vp(2p) est un entier, on pose Pm = f
 
1 b
0 d
jb 2 pmZp; d 2
1 + pmZpg. C’est un groupe analytique p-adique compact. Si u; v 2 pmZp, on note (u; v)
l’élément
 
1 u
0 ev

de Pm. La loi de groupe s’écrit alors sous la forme :
(u1; v1)(u2; v2) = (e
v2u1 + u2; v1 + v2):
Définition 4.1.2. (1) Une fonction f sur Pm à valeurs dans Qp est Qp-analytique s’il
existe ~f : D(0;m)! Cp une fonction Qp-analytique, telle que, 8u; v 2 pmZp,
f(( 1 u0 ev )) =
~f(u; v):
(2) Une représentation analytique V de Pm est un Qp espace vectoriel de dimension finie
muni d’une action continue de Pm, et les coordonnées de la matrice de (u; v) 2 Pm
dans une base de V soient Qp-analytiques.
Soit V une représentation analytique de Pm. Comme V est une représentation analytique,
on dispose des opérateurs @i : V ! V , pour i = 1; 2, définis par :
(4.2) x  (u; v) = x+ u@1x+ v@2x+O((u; v)2);
où O((u; v)2) est une fonction analytique sur Pm de valuation  2.
Lemme 4.1.3. Ces opérateurs ont des propriétés de dérivations : si x1 2 V1; x2 2 V2, où
V1; V2 sont des représentations analytiques de Pm, et si i = 1; 2, on a
@i(x1 
 x2) = (@ix1)
 x2 + x1 
 @ix2:
Démonstration. Soit (u; v) 2 Pm et soient x1 2 V1 et x2 2 V2. De la définition de @i, on a
(x1 
 x2)  (u; v) = x1 
 x2 + u@1(x1 
 x2) + v@2(x1 
 x2) +O((u; v)2):
D’autre part, on a
(x1 
 x2)  (u; v)
=(x1  (u; v))
 (x2  (u; v))
=(x1 + u@1x1 + v@2x2 +O((u; v)
2))
 (x2 + u@1x2 + v@2x2 +O((u; v)2))
=x1 
 x2 + u((@1x1)
 x2 + x1 
 (@1x2)) + v((@2x1)
 x2 + x1 
 (@2x2)) +O((u; v)2):
On déduit les propriétés des dérivations de @i pour i = 1; 2 en comparant les deux formules
ci-dessus.
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Soit  2 Pm ; l’image de la fonction analytique  : Zp ! Pm; (x) = x est un sous-
groupe à un paramètre. Alors on peut définir une dérivation @ : V ! V par rapport à 
par la formule :
@(x) = lim
n!1
x  pn   x
pn
:
Lemme 4.1.4. On a les relations suivantes :
@1 = p
 m@um ; @2   1 = p m@e pmm :
Démonstration. Soit x 2 V . Par définition, on a
@umx = lim
n!1
x  (pm; 0)pn   x
pn
= lim
n!1
x  (pm+n; 0)  x
pn
= lim
n!1
pm+n@1x+O((p
m+n; 0)2)
pn
= pm@1x:
Alors @1 = p m@um . De la même manière, on a @2 = p m@m .
D’autre part, on a
@e pmmx = limn!1
x  (e pm(0; pm))pn   x
pn
= lim
n!1
x  e pn+m(0; pm+n)  x
pn
= lim
n!1
(e p
n+m   1)x+ pm+n@2e pn+mx+O((pm+n; 0)2)
pn
=  pmx+ pm@2x = pm(@2   1)x;
donc on a @2   1 = p m@e pmm .
Remarque 4.1.5. Si V est une représentation analytique de Pm munie d’un Zp-réseau  T
tel que T est stable sous l’action de Pm, et si x 2 T , alors du lemme précédent, on déduit
x  (u; v) =
+1X
n=0
uivj
@i1@
j
2x
i!j!
avec @
i
1@
j
2x
i!j!
2 p s(i+j)T  p m(i+j)T pour certain s < m.
Si x 2 V est dans le noyau de l’opérateur um   1 ( resp. e pmm   1 ) sur V , alors x est
dans le noyau de l’opérateur @1 = p m lim
n!+1
up
n
m  1
pn
( resp. @2   1 ) sur V . Ceci nous fournit
une application surjective naturelle :
 : V=(@1; @2   1)! V=((pm; 0)  1; (0; pm)  epm):
Lemme 4.1.6.  est un isomorphisme.
. Il existe tel réseau si m assez grand.
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Démonstration. On est ramené à montrer que Ker@1 = Ker(um   1) ( resp. Ker(@2   1) =
Ker(e p
m
m  1) ). On a montré l’inclusion Ker(um  1)  Ker@1 ( resp. Ker(e pmm  1) 
Ker(@2   1) ). Alors il reste à montrer l’inclusion inverse.
Soit x 2 Ker@1. Comme on a @1um = um@1, l’espace Ker@1 est stable sous l’action de
um. De plus, il existe une base S de Ker@1 telle que la matrice de um peut se mettre sous
forme de Jordan. Soit  une valeurs propre de umjKer@1 . Comme V est une représentation
analytique de Pm, x est une fonction analytique sur Zp. Comme la matrice de @1 dans cette
base est 0, on a log  = 0. Ceci implique que  est une racine de unité . De plus, x est
une fonction analytique en variable x sur Zp si et seulement si  = 1. Donc la matrice de um
dans la base S est unipotente et on peut supposer qu’elle est de la forme I + A avec A une
matrice nilpotente.
Comme @1 = 0 sur Ker@1, on a log(I + A) = 0. D’autre part, on a log(I + A) =
A(
P+1
n=0
( A)n
(n+1)!
), où
P+1
n=0
( A)n
(n+1)!
est une somme finie. Comme
P+1
n=0
( A)n
(n+1)!
est inversible, on
obtient A = 0. Ceci équivaut à la condition Ker@1  Ker(um   1). De la même manière, on
obtient Ker(@2   1)  Ker(e pmm   1):
Par conséquent, on obtient le corollaire suivant :
Corollaire 4.1.7. On a un isomorphisme naturel
(4.3) H2(Pm; V ) = V=(@1; @2   1):
Rappelons que le groupe de cohomologie H2(Pm; V ) est la cohomologie continue d’un
groupe p-adique à valeurs dans la représentation analytique V . On pose C0(Pm; V ) = V et
note Cn(Pm; V ) le groupe des homomorphismes continus de Pnm à valeurs dans V . On peut
le calculer par le complexe nonhomogène des cochaines continues
C : 0 // C0(Pm; V ) d0 //    dn 2 // Cn 1(Pm; V ) dn 1 // Cn(Pm; V ) //    ;
avec les différentielles dn données par les formules
dn(f(1;    ; n+1)) =f(2;    ; n)  1 +
nX
i=1
( 1)if(1;    ; i 1; ii+1;    ; n+1)
+ ( 1)n+1f(1;    ; n):
Comme V est une représentation analytique, le complexe C des cochaines continues contient
un sous-complexe des cochaines analytiques avec les mêmes différentielles :
Can; : 0 // Can;0(Pm; V ) d0 //    dn 2 // Can;n 1(Pm; V ) dn 1 // Can;n(Pm; V ) //    ;
où Can;0(Pm; V ) = V et Can;n(Pm; V ) est le sous-module des fonctions analytiques sur Pnm à
valeurs dans V de Cn(Pm; V ). En particulier, tout élément de Can;2(Pm; V ) peut s’écrire sous
la forme : c(u;v);(x;y) =
P
i;j;k;l0
ci;j;k;lu
ivjxkyl avec ci;j;l;k 2 V .
La filtration sur Can;n(D(0;m);Qp) définie par la valuation v0 induit celle sur le complexe
Can;. Quel que soit k  1, on a Fil0 Can;=Filk Can; = Pk;, où Pk; est le complexe
Pk; : 0 // P0k(Pm; V ) d0 //   
dn 2 // Pn 1k (Pm; V )
dn 1 // Pnk(Pm; V ) //    ;
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où P ik l’ensemble des polynômes de degré  k sur Pim à coefficients dans V et les differen-
tielles sont ceux du complexe Can; modulo les termes de valuation k + 1.
Considérons le complété du complexe Can; pour sa filtration au-dessus, on obtient un
complexe suivant :
S : 0 // S0(Pm; V ) d0 //    dn 2 // Sn 1(Pm; V ) dn 1 // Sn(Pm; V ) //    ;
où S i(Pm; V ) l’ensemble des séries formelles sur Pim à coefficients dans V et les differentielles
sont ceux du complexe Can;. Alors Can; est un sous-complexe du complexe S.
On note Han;i(Pm; V ) le groupe de cohomologie calcule par le complexe Can;. La proposi-
tion suivante montre que le sous-complexe Can; calcule le groupe de cohomologie H2(Pm; V ) :
Proposition 4.1.8. Soit V une représentation analytique de Pm. Alors
(i) tout élément de H2(Pm; V ) est représentable par un 2-cocycle analytique ;
(ii) l’image d’un 2-cocycle analytique,
((u; v); (x; y))! c(u;v);(x;y) =
X
i+j+k+l2
ci;j;k;lu
ivjxkyl;
sous l’isomorphisme (4.1.7) est aussi celle de (2)(c(u;v);(x;y)) = c1;0;0;1   c0;1;1;0 dans
V=(@1; @2   1).
Par l’isomorphisme (4.1.7), il suffit de montrer (ii) et montrer que l’application
(2) : f2-cocycle analytiqueg ! V
induit une surjection de Han;2(Pm; V )! V=(@1; @2   1):
La démonstration de la proposition (4:1:8) se sépare en trois étapes :
(1) On calcule la cohomologie H2(Pk;). On est ramené à étudier la cohomologie des
quotients complexes Fili Can;=Fili+1 Can; :
P i; : 0 // P0i (Pm; V ) d0 //   
dn 2 // Pn 1i (Pm; V )
dn 1 // Pni (Pm; V ) //    ;
où Pni est l’ensemble des polynômes homogènes de degré i sur Pnm à coefficients dans
V . C’est le sujet du lemme (4.1.10).
(2) On montre que, soit c(u;v);(x;y) un 2-cocycle
((u; v); (x; y))! c(u;v);(x;y) =
X
i+j+k+l>0
ci;j;k;lu
ivjxkyl
du complexe S, alors c(u;v);(x;y) (c1;0;0;1 c0;1;1;0)uy est un 2-cobord du complexe S, ce
qui le sujet du lemme (4.1.11). En effet, l’étape (1) nous permet de montrer le résultat
à la main.
(3) On montre que, quel que soit c(u;v);(x;y) un 2-cocycle analytique dans Can;
((u; v); (x; y))! c(u;v);(x;y) =
X
i+j+k+l>0
ci;j;k;lu
ivjxkyl;
alors c(u;v);(x;y) (c1;0;0;1 c0;1;1;0)uy est un cobord analytique. En effet, on peut contrôler
le 2-cobord dans l’étape (2), ce qui permet de montrer qu’il est un 2-cobord analytique.
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Tout d’abord, on fait une remarque sur la relation de 2-cocycle du complexe Pn;. Soit
c(u;v);(x;y) un 2-cocycle du complexe Pn;, il vérifie la relation par définition :
c(x;y);(;)  (u; v)  c(u;v)(x;y);(;) + c(u;v);(x;y)(;)   c(u;v);(x;y)  0( mod Filn+1 Can;3):
Mais dans ce cas, la loi de groupe de Pm devient simple : c(u;v)(x;y);(;) = c(u+v;v+y);(;).
D’autre part, soit (ui; vi) 2 Pm pour i = 1; 2; 3 ; si f((u2; v2); (u3; v3)) est un polynôme
homogène de degré n à valeurs dans V , alors il est de la forme
P
i+j+k+l=n
ai;j;k;lu
i
2v
j
2u
k
3v
l
3 avec
ai;j;k;l 2 V et (u1; v1) agit sur f à travers l’action de Pm sur V :
(4.4) (
X
i+j+k+l=n
ai;j;k;lu
i
2v
j
2u
k
3v
l
3)  (u1; v1) =
X
i+j+k+l=n
ai;j;k;l  (u1; v1)ui2vj2uk3vl3:
Comme l’action de (u1; v1) sur les coefficients d’un 2-cocyle c(u2;v2);(u3;v3) se factorise à travers
les opérateurs @1 et @2 dans la formule (4.2), l’action de (u1; v1) est triviale dans la formule
(4.4).
Donc, la relation de 2-cocycle dans Pn; se simplifie
(4.5) c(x;y);(;)   c(u+x;v+y);(;) + c(u;v);(x+;y+)   c(u;v);(x;y) = 0:
De la même raison, la relation de 2-cobord se simplifie
(dQ)(u;v);(x;y) = Q(u;v)  Q(u+x;v+y) +Q(x;y);
où Q 2 P1n(Pm; V ).
Définition 4.1.9. On dira qu’un polynôme P ((u; v); (x; y)) =
P
i+j+k+l=n
ci;j;k;lu
ivjxkyl 2 P2n
est de valuation faible m si m = minfi+ j; k + l : ci;j;k;l 6= 0g.
Si n  2, soit c(u;v);(x;y) un 2-cocycle du complexe Pn;. On note la dérivation en la i-ième
variable par Di pour 1  i  4.
Lemme 4.1.10. (1) Si n = 1, alors tout 2-cocycle de P1; est nul.
(2) Si n = 2, tout 2-cocycle du complexe P2; peut s’écrire sous la forme suivante :
c(u;v);(x;y) =
X
i+j+k+l=2
ci;j;k;lu
ivjxkyl;
où cijkl sont dans V . Alors, son image dans le groupe de cohomologie H2(P2;) est aussi
celle de (c1;0;0;1   c0;1;1;0)uy.
(3) Si n  3, le groupe de cohomologie H2(Pn;) est nul. En particulier, si
c(u;v);(x;y) =
X
i+j+k+l=n
ci;j;k;lu
ivjxkyl
est un 2-cocycle du complexe Pn;, alors le polynôme homogène de degré n
Q(X; Y ) =
1
n
(c1;0;n 1;0Xn + c0;n 1;0;1Y n) +
n 2X
k=0
1
k + 1
cn k 1;k;0;1Xn k 1Y k+1
vérifie la relation c =  dQ.
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Démonstration. (1) Si n = 1, un 2-cocycle c(u;v);(x;y) de P1; s’écrit sous la forme c(u;v);(x;y) =
a1u+ a2v + a3x+ a4y avec ai 2 V pour 1  i  4. Alors la relation de 2-cocycle (4.5)
se traduit en la relation :
a1x+ a2y + a3+ a4 = 0;
ce qui implique a1 = a2 = a3 = a4 = 0.
(2) Si n = 2, soit c(u;v);(x;y) un 2-cocycle du complexe P2;. Alors, c(u;v);(x;y) peut se ranger
par la valuation faible sous la forme :
c(u;v);(x;y) = P01(u; v) + P02(x; y) + P1(u; v; x; y);
où P01(u; v) = cuu2 + cvv2 + cuvuv, P02(x; y) = cxx2 + cyy2 + cxyxy sont de valuation
faible 0, et P1(u; v; x; y) =
P
i+j+k+l=2
(i;j)6=(0;0);(k;l)6=(0;0)
ci;j;k;lu
ivjxkyl est de valuation faible 1.
Pour les termes c1;0;1;0ux+c0;1;0;1vy et c1;0;0;1uy+c0;1;1;0vx, on poseQ1(x; y) = 12(c1;0;1;0x
2+
c0;1;0;1y
2) 2 P12 et Q22(x; y) = c0;1;1;0xy 2 P12 respectivement. Donc on a
Q21(u+ x; v + y) Q21(u; v) Q21(x; y) = c1;0;1;0ux+ c0;1;0;1vy;
Q22(u+ x; v + y) Q22(x; y) Q22(u; v) = c0;1;1;0(uy + vx):
On pose Q2 = Q21 +Q22 et alors
c(u;v);(x;y) = P01(u; v) + P02(x; y)  d(Q1 +Q2) + (c1;0;0;1   c0;1;1;0)uy:
De plus, (c1;0;0;1   c0;1;1;0)uy est un 2-cocycle. Par conséquent, on peut supposer que le
2-cocycle c(u;v);(x;y) est de la forme
P01(u; v) + P02(x; y):
La relation de 2-cocycle (4:5) nous fournit la relation suivante :
P01(x; y)  P01(u+ x; v + y) + P02(x+ ; y + )  P02(x; y) = 0:
Si on évalue en (x; y) = (0; 0), alors on a  P01(u; v) +P02(; ) = 0, cela implique que
P01 = P02 = 0.
(3) Si n  3, La relation de 2-cocycle (4:5) nous dit que la fonction analytique g(u; v; x; y; ; )
en six variable c(x;y);(;)  c(u+x;v+y);(;) + c(u;v);(x+;y+)  c(u;v);(x;y) est identiquement
nulle. On développe cette fonction g en variable (u; v), et on obtient la forme suivante :
  u(D1c)(x;y);(;)   v(D2c)(x;y);(;) + u(D1c)(0;0);(x+;y+) + v(D2c)(0;0);(x+;y+)
+ c(0;0);(x+;y+)   c(0;0);(x;y)   u(D1c)(0;0);(x;y)   v(D2c)(0;0);(x;y) +O((u; v)2);
où O((u; v)2) note les termes de valuation faible  2 de variable (u; v). Alors, pour
i = 1; 2, on a
(4.6) (Dic)(x;y);(;) = (Dic)(0;0);(x+;y+)   (Dic)(0;0);(x;y):
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De la même manière, si on développe la fonction fournit par la relation 2-cocycle (4:5)
en variable (; ), on obtient les relations suivantes pour j = 3; 4 :
(Djc)(u;v);(x;y) = (Djc)(u+x;v+y);(0;0)   (Djc)(x;y);(0;0):
On pose un polynôme homogène de degré n  1  2 de variable (x; y) :
QX(X; Y ) = (D1c)(0;0);(X;Y ) =
X
1+k+l=n
c1;0;k;lX
kY l;
QY (X; Y ) = (D4c)(X;Y );(0;0) =
X
1+i+j=n
ci;j;0;1X
iY j:
(4.7)
Maintenant, on développe la fonction g de variable (u; v; ; ) et on obtient
  u (D1c)(x;y);(0;0) + (D3D1c)(x;y);(0;0) + (D4D1c)(x;y);(0;0)
  v (D2c)(x;y);(0;0) + (D3D2c)(x;y);(0;0) + (D4D2c)(x;y);(0;0)+O((; )2)
+ 
 
(D3c)(0;0);(x;y) + u(D1D3c)(0;0);(x;y) + v(D2D3c)(0;0);(x;y)

+ 
 
(D4c)(0;0);(x;y) + u(D2D4c)(0;0);(x;y) + v(D2D4c)(0;0);(x;y)

+O((u; v)2):
Alors, les coefficients des termes u; v; ; , u, u, v et v nous donnent les relations :
(4.8) (D1c)(x;y);(0;0) = (D2c)(x;y);(0;0) = (D3c)(0;0);(x;y) = (D4c)(0;0);(x;y) = 0;
(D3D1c)(x;y);(0;0) = (D1D3c)(0;0);(x;y); (D4D1c)(x;y);(0;0) = (D1D4c)(0;0);(x;y);
(D3D2c)(x;y);(0;0) = (D2D3c)(0;0);(x;y); (D4D2c)(x;y);(0;0) = (D2D4c)(0;0);(x;y):
(4.9)
Alors, on obtient
@YQX(X; Y ) = (D4D1c)(0;0);(X;Y ) = (D1D4c)(X;Y );(0;0) = @XQY (X;Y ):
Par ailleurs, on a QX(0; 0) = QY (0; 0) = 0. On en déduit qu’il existe un polynôme
homogène de degré n
Q(X;Y ) =
1
n
(c1;0;n 1;0Xn + c0;n 1;0;1Y n) +
n 2X
k=0
1
k + 1
cn k 1;k;0;1Xn k 1Y k+1
tel que @XQ = QX et @YQ = QY . Ceci nous donne un cobord
dQ(x; y; ; ) = Q(x; y) Q(x+ ; y + ) +Q(; )
vérifiant la relation D1c =  D1dQ et D4c =  D4dQ.
On remplace le cocycle c(x;y);(;) par le cocycle c
0
(x;y);(;) = (c + dQ)(x;y);(;) vérifiant
la relation D1c
0
= D4c
0
= 0, ce qui montre que c0 est de la forme
P
j+k=n cj;ky
jk.
Maintenant, on a
(D2c
0)(x;y;;) =
X
j+k=n
jcj;ky
j 1k;
(D2c
0)(0;0;x+;v+) = c1;n 1(x+ )n 1;
(D2c
0)(0;0;x;y) = c1;n 1xn 1:
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Alors la relation (4:6)
(D2c
0)(x;y;;) = (D2c0)(0;0;x+;v+)   (D2c0)(0;0;x;y)
dit que cj;k = 0 si j 6= 0. Donc on a c0(x;y;;) = c0;nn: Par ailleurs, la relation (4.8)
nous permet de conclure que tout 2-cocycle du complexe Pn; pour n  3 n’a pas les
termes de valuation faible 0. Alors on conclut que le 2-cocycle c est nul.
Lemme 4.1.11. Soit V une représentation analytique de Pm.
(1) Quel que soit c 2 V , la fonction ((u; v); (x; y))! c(u;v);(x;y) = cuy est un 2-cocycle.
(2) Réciproquement, tout élément de la cohomologie H2(S) est présenté par un 2-cocycle
de cette forme.
(3) Si c(u;v);(x;y) =
P
i+j+k+l2 ci;j;k;lu
ivjxkyl est un 2-cocycle analytique, alors il existe
une suite de polynôme homogènes fQn 2 Pn1 ; n  2g telle que
c(u;v);(x;y) = (c1;0;0;1   c0;1;1;0)uy  
+1X
i=2
dQi;
où Qn est defini par récurrence : Q2(X; Y ) = 12(c1;0;1;0X
2+ c0;1;0;1Y
2) + c0;1;1;0XY et si
Qn(X;Y ) =
nP
k=0
b
(n)
k X
n kY k, alors
b(n)n =
1
n
c
(n)
0;n 1;0;1 =
1
n
c0;n 1;0;1
b
(n)
0 =
1
n
(c1;0;n 1;0   @1b(n 1)0 )
b
(n)
k =
1
k
(cn k;k 1;0;1   (n  k)b(n 1)k 1 ); si 1  k  n  1:
(4.10)
Démonstration. La premiere assertion est immédiate. La deuxiéme est une conséquence di-
recte de la troisième. Il suffit de montrer la (3).
Soit c((u;v);(x;y)) =
P
i+j+k+l1 ci;j;k;lu
ivjxkyl un 2-cocycle du complexe S.
D’après le lemme (4.1.10), par récurrence, il existe une suite de polynômes homogènes
fQn 2 P1ngn3 telle que l’on peut écrire c sous la forme
c(u;v);(x;y) = (c1;0;0;1   c0;1;1;0)uy  
n 1X
i=2
dQi + Pn;
où Pn est une fonction analytique sur P2m de valuation  n.
On peut écrire Pn sous la forme Pn(u; v; x; y) =
P
i+j+k+ln c
(n)
i;j;k;lu
ivjxkyl. Par la formule
explicite du polynôme homogène de degré n dans le lemme (4.1.10), on s’intéresse aux co-
efficients c(n)n k 1;k;0;1 et c
(n)
1;0;n 1;0 dans Pn pour 0  k  n   1. D’autre part, la relation de
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2-cobord
(dQe)(u;v);(x;y) =Qe(x; y)  (u; v) Qe(eyu+ x; v + y) +Q(u; v)
=Qe(x; y) +
X
i+j1
uivj
@i1@
j
2Qe(x; y)
i!j!
 
 
Qe(u+ x; v + y) +
+1X
l=1
1
l!
((ey   1)u)l@lXQe(X;Y )ju+x;v+y
!
+Qe(u; v)
nous dit que les termes de degŕe n dans Pn provennant du cobord dQe avec 2  e  n   1
sont dans les termes
P
i+j+en u
ivj
@i1@
j
2Qe(x;y)
i!j!
et
P+1
l=1
1
l!
((ey   1)u)l@lXQe(X;Y )ju+x;v+y.
Si Qn(X; Y ) =
nP
k=0
b
(n)
k X
n kY k, on a la relation récurrence pour c(n)n k 1;k;0;1 et c
(n)
1;0;n 1;0 :
c
(n)
0;n 1;0;1 = c0;n 1;0;1
c
(n)
1;0;n 1;0 = c1;0;n 1;0   @1b(n 1)0
c
(n)
n k 1;k;0;1 = cn k 1;k;0;1   (n  k   1)b(n 1)k ; si 0  k  n  2
D’après le lemme (4.1.10), on a doncQn(X; Y ) = 1nc
(n)
1;0;n 1;0X
n+
n 1P
k=0
1
k+1
c
(n)
n k 1;k;0;1X
n k 1Y k+1
et on en déduit que
b(n)n =
1
n
c
(n)
0;n 1;0;1 =
1
n
c0;n 1;0;1
b
(n)
0 =
1
n
c
(n)
1;0;n 1;0 =
1
n
(c1;0;n 1;0   @1b(n 1)0 )
b
(n)
k =
1
k
c
(n)
n k;k 1;0;1 =
1
k
(cn k;k 1;0;1   (n  k)b(n 1)k 1 ); si 1  k  n  1:
Soit V une représentation analytique de Pm munie d’un Zp-réseau T qui est stable sous
l’action de Pm. On définit une valuation vT sur V par rapport à T :
si x 2 V; vT (x) = minfn : x 2 pnTg:
Soit x 2 T et soit (u; 0) 2 Pm ; on a x  (u; 0) = x+ u@1x+O(u2) et on a donc @1x 2 p mT .
Lemme 4.1.12. Soit V une représentation analytique de Pm munie d’un Zp-réseau T qui
est stable sous l’action de Pm. Soit c =
P
i+j+k+l2 cijklu
ivjxkyl un 2-cocycle analytique du
complexe Can; avec vT (ci;j;k;l)   m(i + j + k + l). Si fQn(x; y) =
nP
k=0
b
(n)
k x
n kyk 2 P1ng
est la suite des polynômes homogènes construit dans le lemme précédent, pour tous n  2 et
0  k  n, on a
vT (b
(n)
k )   mn  vp(n!):
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Démonstration. Si n = 2, le lemme est vrai par la formule Q2(x; y) = 12(c1;0;1;0x
2+c0;1;0;1y
2)+
c0110xy. La relation de récurrence (4:10) de b
(n)
k nous donne la relation suivante :
b(n)n =
1
n
c
(n)
0;n 1;0;1 =
1
n
c0;n 1;0;1
b
(n)
0 =
1
n
(c1;0;n 1;0   @1b(n 1)0 )
b
(n)
n 1 =
n 3X
i=0
( 1)i
(n  1)    (n  1  i)c1;n 2 i;0;1 +
( 1)n 2
(n  1)! b
(2)
1
b
(n)
k =
k 1X
i=0
(k   n)i
k    (k   i)cn k;k 1 i;0;1 +
(k   n)k
k!
b
(n k)
0 ; si 1  k  n  2:
(4.11)
On en déduit que le lemme est vrai pour b(n)n .
On montrera par récurrence que vT (b
(n)
0 )   nm   vp(n!) pour tous n  2. Supposons
vT (b
(e)
0 )   em  vp(e!) pour tous 2  e  n  1. Par ailleurs, on a vT (@1b(e)0 )  vT (b(e)0 ) m
pour tous e  2. Donc on a vT (@1b(n 1)0 )   nm  vp((n  1)!). On déduit de la relation de
récurrence
b
(n)
0 =
1
n
(c1;0;n 1;0   @1b(n 1)0 );
que vT (b
(n)
0 )   nm  vp(n!) pour tous n  2.
On a donc, si 1  k  n  2,
vT (
(k   n)k
k!
b
(n k)
0 )   m(n  k)  vp((n  k)!)  vp(k!)   mn  vp(n!):
Par ailleurs, on a vp( (k n)
i
k(k i)cn k;k 1 i;0;1)   m(n  i)  vp(k!) pour tous 1  i  k   1. On
en déduit que pour 1  k  n  2, on a
vT (b
(n)
k )   mn  vp(n!):
Enfin, on a
vT (b
(n)
n 1)  inf
1in 3
fvp( ( 1)
i
(n  1)    (n  1  i)c1;n 2 i;0;1); vT (
( 1)n 2
(n  1)! b
(2)
1 )g   mn  vp(n!):
Ceci permet de conclure le lemme.
On revient à la démonstration de la proposition (4.1.8) : Soit
c(u;v);(x;y) =
X
i+j+k+l2
cijklu
ivjxkyl
un 2-cocycle analytique du complexe Can;. Il existe une constante N assez grande telle que
qNcijkl 2 p (m 1)(i+j+k+l)T . Alors, on peut remplacer c(u;v);(x;y) par un 2-cocycle c0(u;v);(x;y)
comme celui dans le lemme 4:1:12. Si on voit c0(u;v);(x;y) comme un 2-cocycle du complexe S,
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alors il existe une série de polynômes homogènes fQn(x; y) =
nP
i=0
b
(n)
i x
iyn i 2 P1ngn2 telle
que vT (b
(n)
i )   mn  vp(i!) >  (m+ vp(2p))n et
c0(u;v);(x;y) = (c
0
1;0;0;1   c00;1;1;0)uy  
+1X
i=2
dQi:
Par conséquent, la série
+1P
n=2
Qn(u; v) converge vers une fonction analytique Q(u; v) sur
Pm+vp(2p).
Par la suite exacte d’inflation-restriction, on a
0 // H2(Pm=Pm+vp(2p); V
Pm+vp(2p)) // H2(Pm; V ) // H
2(Pm+vp(2p); V ) :
L’argument ci-dessus donne que c0((u;v);(x;y))  (c01;0;0;1  c00;1;1;0)uy est nul sous l’application de
restriction. Par ailleurs, comme V Pm+vp(2p) est un espace vectoriel sur Qp de dimension finie et
Pm=Pm+vp(2p) est un groupe fini, on obtient H2(Pm=Pm+vp(2p); V
Pm+vp(2p)) = 0. Autrement dit,
l’application de restriction est injective. Donc c0((u;v);(x;y))   (c01;0;0;1   c00;1;1;0)uy 2 H2(Pm; V )
est nul.
Enfin, comme uy est un 2-cocycle, on peut prendre n’importe quel coefficient c1;0;0;1  
c0;1;1;0 2 V . Donc tout élément de V=(@1; @2 1) est représentable par un 2-cocycle analytique.
4.2 Cohomologie des B+dR(K
+
Mp1)-représentations du groupe
PKM
Proposition 4.2.1. Soit M  1 un entier tel que vp(M) = m  vp(2p) ; et soit V une
Qp-représentation de PKM munie d’un Zp-réseau T tel que PKM agit trivialement sur T=2pT ,
alors, pour i 2 N, TrM induit un isomorphisme :
TrM : H
i(PKM ;C(K
+
Mp1)
 V ) = Hi(PKM ;K+M 
 V ):
Pour démontrer cette proposition, on a besoin de lemmes préparatoires :
On a une décomposition C(K+Mp1) = K
+
M XM comme K+M -module de Banach, où XM =
fx 2 C(K+Mp1)jTrM(x) = 0g. On note J 0 = [n 1pnN. D’après le corollaire 3.1.7, un élément x
de XM s’écrit de manière unique sous la forme
(4.12) x =
X
(i;j)=2(0;N);(i;j)2JJ 0
aij(x)
i
Mq
j
M ;
où aij(x) est une suite d’élément de FM vérifiée que vp(aij(x)) + jM tend vers +1 à l’infini
(i.e. quel que soit N , l’ensemble de (i; j) 2 JJ 0 tel que vp(aij(x))+ jM  N est un ensemble
fini).
Lemme 4.2.2. (1) Soit M un entier  1 et soit vp(M) = m  vp(2p). Un élément x de
XM est fixé par Um si et seulement si aij(x) = 0 si j =2 N ;
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(2) On a une décomposition XM = XUmM  YM comme K+M -module de Banach, où
YM = fx =
X
(i;j)2f0g(J 0 N)
aij(x)
i
Mq
j
M 2 XMg:
Démonstration. On déduit les resultats du corollaire 3:1:7.
Soit e1;    ; ed une Zp-base de T . Tout élément x 2 XM
T s’écrit sous la forme
Pd
i=1 xi

ei avec xi 2 XM . On défint une valuation v sur XM 
 T par la formule :
v(x) = inf
1id
vp(xi):
Lemme 4.2.3. Il existe des isomorphismes de K+M -module :
(1) (XM 
 T )Um = (XUmM 
 T )Um = XUmM 
 TUm ;
(2) ZM :=
 
XUmM 
 T

=(um   1)! H1(Um; XM 
 T ):
Démonstration. Comme XM 
 T = (XUmM 
 T )  (YM 
 T ), on se ramène à montrer que
l’opérateur um   1 est inversible sur le K+M -module YM 
 T .
D’après le lemme 4.2.2, on peut écrire l’élément x
 t dans YM 
 T sous la forme :
(
X
j2J 0;j =2N
ajq
j
M)
 t;
où les fajg est une suite d’ éléments de FM telle que vp(aj) + jM tend vers +1 à l’infini.
Par ailleurs, on a la formule explicite de um   1 sur x =
P
j2J 0;j =2N ajq
j
M 2 YM :
(um   1)(x) =
X
j2J 0;j =2N
aj(
jM
M   1)qjM :
Comme 0  vp(jMM   1) < 1p 1 , on a
P
j2J 0;j =2N aj(
jM
M   1) 1qjM est encore un élément de
YM . Donc l’opérateur um   1 est inversible sur YM et on a vp((um   1) 1x)  vp(x)   1p 1 .
Alors l’opérateur um   1 sur YM 
 T se décompose comme suit :
um   1 = (um 
 1  1) + (um 
 1)(1
 um   1) = (um 
 1  1)(1 + u0);
où u0 = (um 
 1  1) 1(um 
 1)(1
 um   1). Si x =
P
i xi 
 ei 2 Ym 
 T , on a v((1
 um  
1)(xi 
 ei))  v(xi 
 ei) + vp(2p) car Pm agit trivialement sur T=2pT . Donc on a
v((1
 um   1)x) = inf
i
v((1
 um   1)xi 
 ei)  inf
i
v(xi 
 ei) + vp(2p) = v(x) + vp(2p):
Par conséquent, on a v(u0(x))  v(x) + vp(2p)   1p 1 . Ceci permet de montrer que la sérieP+1
n=0( u0)n converge et sa somme est l’inverse de (1 + u0) sur YM 
 T . Donc um   1 est
inversible sur YM 
 T .
Lemme 4.2.4. Si a 2 Zp, l’opérateur am   1 est inversible sur XUmm .
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Démonstration. D’après le lemme 4.2.2, on a la formule explicite de am  1 sur un élément
x =
P
i2J;i 6=0
P
k2N aik
i
Mq
k
M 2 XUmm :
(am   1)x =
X
i2J;i 6=0
X
k2N
aik(a
i(ep
m 1)
M   1) iMqkM :
Comme i 6= 0, on a 0  vp(a i(e
pm 1)
M   1)  1p 1 . On en déduit que am   1 est inversible
sur XUmm avec la formule de l’action de (am   1) 1 sur XUmm donnée par
(am   1) 1x =
X
i2J;i 6=0
X
k2N
aik(a
i(ep
m 1)
M   1) 1 iMqkM :
De plus, on a vp((am   1) 1x)  vp(x)  1p 1 .
Revenons à la démonstration de la proposition 4.2.1 :
Démonstration. On doit montrer que Hi(PKM ; XM 
 T ) = 0: Rappelons que l’on a un iso-
morphisme de groupes analytiques PKM = Pm ; on se ramène à prouver
Hi(Pm; XM 
 T ) = 0;
et on note ZM =
 
XUmM 
 T

=(um   1). Comme e pmm 
 1  1 est inversible sur XUmM 
 T
d’après le lemme 4.2.4, on peut factoriser l’opérateur e pmm  1 sur XUmM 
 T comme suit :
e p
m
m  1 = (e pmm
 1  1) + (e pmm
 1)(1
 e pmm  1) = (e pmm
 1  1)(1+ 0);
où  0 = (e pmm 
 1  1) 1(e pmm 
 1)(1
 e pmm   1).
Par ailleurs, si x =
P
i xi
ei 2 XUmM 
T , on a v((1
e p
m
m 1)(x))  vp(2p)+v(x) car
Pm agit trivialement sur T=2pT . Ceci permet de montrer que la série
P+1
n=0( 
0
)n converge
et sa somme est l’inverse de (1+0) sur XUmM 
T . Donc e p
m
m 1 est inversible sur XUmM 
T .
D’après le lemme 4.2.3, on a le diagramme commutatif suivant :
0 // ZM //
e p
m
m 1

H1(Um; XM 
 T ) //
m 1

0
0 // ZM // H
1(Um; XM 
 T ) // 0:
Comme l’opérateur e pmm   1 est inversible sur ZM , on a
H1(Um; XM 
 T ) m = 0 et H1(Um; XM 
 T )=(m   1) = 0:
(1) si i = 1, par la suite exacte d’inflation-restriction, on a :
0! H1( m; (XM 
 T )Um)! H1(Pm; XM 
 T )! H1(Um; XM 
 T ) m = 0! 0:
Il suffit de prouver que H1( m; (XM
T )Um) = 0. D’après le lemme 4.2.3, on a l’isomor-
phisme (XM 
T )Um = XUmM 
TUm . L’opérateur m
 1  1 est inversible sur XUmM 
T
d’après le lemme 4:2:4. Par ailleurs,  m agit trivialement sur T=2pT . Ceci permet de
montrer que m   1 est inversible sur XUmM 
 TUm . Donc H1( m; (XM 
 T )Um) est nul.
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(2) si i = 2, d’après la suite spectrale de Hochschild-Serre, on a l’isomorphisme :
H2(Pm; XM 
 T ) = H1( m;H1(Um; XM 
 T )) = H1(Um; XM 
 T )=(m   1) = 0:
Proposition 4.2.5. Soit vp(M)  vp(2p) ; si V est une Qp-représentation de PKM munie
d’un Zp-réseau T tel que PKM agit trivialement sur T=2pT , alors pour i 2 N, RM induit un
isomorphisme :
RM : H
i(PKM ;B
+
dR(K
+
Mp1)
 V ) = Hi(PKM ; ~K+M 
 V ):
Démonstration. On pose ~XM = fx 2 B+dR(K+Mp1)jRM(x) = 0g. Quel que soit n 2 N, on a
une décomposition de B+dR(K
+
Mp1)=t
n comme ~K+=tn-module :
B+dR(K
+
Mp1)=t
n = ~K+M=t
n  ~XM=tn:
Cela induit une décomposition de B+dR(K
+
Mp1) comme ~K
+-module :
B+dR(K
+
Mp1) =
~K+M  ~XM :
On se ramène donc à montrer :
Hi(PKM ;
~XM 
 T ) = 0:
Soit c0 un i-cocycle qui présente un élément dans Hi(PKM ; ~XM 
 T ). D’après la proposition
4.2.1, (c0) est un cobord dans Hi(PKM ; XM 
 T ) et donc c0 = db0. Donc l’élément c0  
d(dR(b0)) est encore un i-cocycle dans Hi(PKM ; ~XM
T ), qui est à valeurs dans t ~XM
T . On
définit une suites (dbn)n2N de i-cobords dans Hi(PKM ; XM 
 T ( n)) et (cn)n2N de i-cocycles
dans Hi(PKM ; ~XM 
 T ( n)) par récurrence :
dbn 1 = (cn 1) et cn = t 1(cn 1   d(dRbn 1))); si n  1:
Donc, on a
c0 =
+1X
n=0
tnd(dR(bn));
qui est une somme des cobords qui converge dans Hi(PKM ; ~XM
T ). Ceci permet de conclure
la proposition.
Chapitre 5
La loi de réciprocité explicite de Kato
5.1 Construction de l’application exponentielle duale de
Kato
On note K+ = Qp[[q]] le complété q-adique de K+ et K+M le complété q-adique de K+-
module K+M = K
+[M ; qM ]. On a donc K+M = FM [[qM ]]. On note ~K+ = Qp[[~q; t]] le complété
~q-adique de ~K+ = dR(K+)[[t]], où l’application dR identifie K+ à un sous-anneau de B+dR(K
+
).
On note ~K+M le complété ~q-adique de ~K+M comme ~K+-module. D’après le lemme 3.2.4, on a
bien
~K+M = ~K+[~M ; ~qM ] = ~K+[M ; ~qM ] = FM [[t; ~qM ]]:
On définit une application  : ~K+M ! FM [[qM ]] par réduction modulo t. Elle coïncide avec
l’application  sur ~K+M .
La représentation ( ~K+M
Vk;j) de Pm n’est pas une représentation analytique ; mais c’est la
limite projective des représentations analytiques f( ~K+M 
Vk;j)=(~q; t)ngn2N de Pm. Les actions
de @1 et @2   1 sur t et ~qM sont données par les formules suivantes :
@1(t) = (p
 m@um)t = p
 m lim
n!+1
t  u
pn
m   1
pn
= p m lim
n!+1
det( 1 p
n+m
0 1
)  1
pn
t = 0
@1(~qM) = (p
 m@um)~qM = p
 m lim
n!+1
~qM  u
pn
m   1
pn
= p m lim
n!+1
~p
m+n
M   1
pn
~qM
= p m lim
n!1
exp(p
m+n
M
log ~)  1
pn
~qM =
t
M
~qM ;
@2(t) = (p
 m@m)t = p
 m lim
n!+1
t  
pn
m   1
pn
= p m lim
n!+1
det( 1 0
0 ep
m+n )  1
pn
t = t
@2(~qM) = (p
 m@m)~qM = p
 m lim
n!+1
~qM  
pn
m   1
pn
= 0:
Donc, les actions de @1 et @2 1 s’étendent à ~K+M par continuité pour la topologie (t; ~q)-adique.
On note K+M;n = K+M=(qM)n 1 et ( ~K+M 
 Vk;j)n = ( ~K+M 
 Vk;j)=(t; ~qM)n.
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Proposition 5.1.1. Si vp(M) = m  vp(2p) et 1  j  k   1, alors l’application
f(qM) 7! tek 21 f(~qM)
induit un isomorphisme de K+M;n sur ( ~K+M 
 Vk;j)n=(@1; @2   1), pour tout n 2 N.
Démonstration. Les fei1ek 2 i2 tlqvM : 0  i  k   2; l  2   j; v  0; v + l  n   1g forment
une FM -base de ( ~K+M 
 Vk;j)n. Rappelons que l’action de PK = Pm sur Vk;j est donnée par
la formule : e1  ( a bc d ) = ae1 + be2 et e2  ( a bc d ) = ce1 + de2, si ( a bc d ) 2 Pm. On a donc les
formules suivantes pour l’opérateur @1 :
@1(e1) = (p
 m@um)e1 = p
 m lim
n!+1
e1  u
pn
m   1
pn
= e2
@1(e2) = (p
 m@um)e2 = p
 m lim
n!+1
e2  u
pn
m   1
pn
= 0:
On en déduit que
(5.1) @1(ei1e
k 2 i
2 t
l~qvM)) = ie
i 1
1 e
k 1 i
2 t
lf(~qM) + e
i
1e
k 2 i
2 t
lv~qvM
t
M
:
Ceci nous fournit la relation suivante dans ( ~K+M 
 Vk;j)n=@1 :
ei1e
k 2 i
2 t
l~qvM =
 1
i+ 1
ei+11 e
k 3 i
2 t
l+1~qvM
v
M
=
( 1)k 2 ii!
(k   2)! e
k 2
1 t
l+k 2 i~qvM(
v
M
)k 2 i:
Donc chaque élément de ( ~K+M 
 Vk;j)n=@1 peut être représenté par un élément de ~K+M;n(1

(ek 21 t
2 j)). Ceci implique que le morphisme naturel de FM -espaces
 : ~K+M;n(1
 (ek 21 t2 j))! ( ~K+M 
 Vk;j)n=@1
est surjectif. La formule (5:1) montre qu’il n’existe pas d’élément x dans ( ~K+M 
 Vk;j)n tel
que @1x appartient à ~K+M;n(1
 (ek 21 t2 j)). En conséquence,  est un isomorphisme.
Par ailleurs, on a les formules suivantes pour l’opérateur @2   1 sur ( ~K+M 
 Vk;j)n :
@2(e1) = (p
 m@m)e1 = p
 m lim
n!+1
e1  
pn
m   1
pn
= 0
@2(e2) = (p
 m@m)e2 = p
 m lim
n!+1
e2  
pn
m   1
pn
= p m lim
n!+1
ep
m+n   1
pn
e2 = p
 m log(ep
m
)e2 = e2
On en déduit que :
(@2   1)(ei1ek 2 i2 tl~qvM)
=(k   2  i)ei1ek 2 i2 tl~qvM + lei1ek 2 i2 tl~qvM   ei1ek 2 i2 tl~qvM
=(k   3  i+ l)ei1ek 2 i2 tl~qvM :
(5.2)
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De la formule (5:1) et de la formule (5:2), on a la relation suivante :
(@2   1)(@1ei1ek 2 i2 tl~qvM) = (@2   1)(iei 11 ek 1 i2 tl~qvM + ei1ek 2 i2 tl+1~qvM
v
M
)
= (k   2  i+ l)(iei 11 ek 1 i2 tl~qvM + ei1ek 2 i2 tl+1~qvM
v
M
)
= @1
 
(@2   1)ei1ek 2 i2 tl~qvM

:
Ceci implique que @1 et @2   1 commutent sur ( ~K+M 
 Vk;j)n et on a donc le diagramme
commutatif suivant :
(ek 21 t
2 j 
 ~K+M)=(t; ~qM)n
= //
@2 1

( ~K+M 
 Vk;j)n=@1
@2 1

(ek 21 t
2 j 
 ~K+M)=(t; ~qM)n
= // ( ~K+M 
 Vk;j)n=@1
:
Or ei1e
k 2 i
2 t
l~qvM est vecteur propre de @2   1 pour la valeur propre (k   3  i+ l). Donc
~K+M;n(1
 (ek 21 t2 j) est dans l’image de @2   1 si l   1 6= 0 et donc on obtient
( ~K+M 
 Vk;j)n=(@1; @2   1) = K+M;ntek 21 ;
ce qui permet de conclure.
Maintenant, en composant les applications obtenues dans les paragraphes précédents ,
on obtient le diagramme suivant :
H2(GKM ;B+dR(K
+
)
 Vk;j)
H2(PKM ;B
+
dR(K
+
Mp1)
 Vk;j)
(1)
OO
(2) //
exp

H2(PKM ;
~K+M 
 Vk;j)
(3)

lim  nH
2(PKM ; (
~K+M 
 Vk;j)n)
(4)

K+M lim  n( ~K
+
M 
 Vk;j)n=(@1; @2   1);=
(5)oo
où
 l’application (1), d’inflation, est injective car B+dR(K
+
)
GKMp1 = B+dR(K
+
Mp1) et GKMp1
agit trivialement sur Vk;j.
 (2) est l’isomorphisme induit par “la trace de Tate normalisée " RM (c.f prop. 4:2:5 ) ;
 (3) est l’application naturelle induit par la projection ~K+M 
 Vk;j ! ( ~K+M 
 Vk;j)n ;
 (4) est l’isomorphisme du corollaire 4:1:7 car ( ~K+M 
 Vk;j)n est analytique pour tout n ;
 Comme ( ~K+M 
 Vk;j)n est une représentation analytique pour tout n, l’application (4)
se calcule grâce à la prop 4:1:8 . Plus précisément, cela se fait comme suit :
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Recette 5.1.2. On définit une application res(n)k;j : ( ~K+M 
Vk;j)n ! K+M;n en composant
la projection ( ~K+M 
Vk;j)n ! ( ~K+M 
Vk;j)n=(@1; @2 1) avec l’inverse de l’isomorphisme
dans la proposition 5:1:1. En prenant la limite projective, on obtient un morphisme
resk;j : ~K+M 
 Vk;j ! K+M . Si c = (c(n)) 2 lim  H
2(PKM ; (
~K+M 
 Vk;j)n) est représenté par
une limite de 2-cocycle analytique (; ) 7! c(n); sur PKM à valeurs dans ( ~K+M 
 Vk;j)n,
alors l’image de c sous l’application (5) est resk;j((2)(c)).
On définit l’application exp en composant les applications (2); (3); (4); (5).
Proposition 5.1.3. (1) Soit vp(M)  vp(2p) ; si V est une Qp-représentation de PKM
munie d’un Zp-réseau T tel que PKM agit trivialement sur T=2pT , alors l’application
proj = (projn)n1 : H
2(PKM ;
~K+M 
 V )! lim  nH
2(PKM ; (
~K+M 
 V )n)
est injective.
(2) L’application exp est injective.
Démonstration. (1) Soit c un 2-cocycle qui représnete un élément du noyau de l’ap-
plication proj. Appliquons  à c, alors projn((c)) est nul pour tout n. On note
(K+M 
 T )n = (K+M 
 T )=(qM)n. Alors, il existe un 2-cobord db de H2(PKM ; (K+M 
 T )n)
tel que projn((c)) = db et b est un polynôme de degré  n en qM . Si ;  2 PKM , on a
la relation de 2-cobord (db(0;n)); = b
(0;n)
    b(0;n) + b(0;n) et la formule pour l’action
de  sur K+M :
(5.3) qM = 
cq()
M qM ;
où cq est un 1-cocycle à valeurs dans Zp(1) associé à q par la théorie de Kummer. Ces
relations nous disent que db(0;n) est encore un polynôme de degré  n en variable qM .
Ceci permet de construire le 2-cobord db0 de H2(PKM ;K+M 
 T ) tel que (c) = db0 par
récurrence :
b0 =
+1X
n=0
b(0;n); où db(0;0) = proj1((c)); db
(0;n) = projn((c)) 
n 1X
i=0
db(0;i):
De plus, par la formule (5:3), on déduit que b0 est à valeurs dans K+M 
 T .
On pose c   ddR(b0), qui est encore un 2-cocycle de H2(PKM ; ~K+M 
 T ) et à valeurs
dans t~K+M 
 T . On définit une suites (dbn)n2N de 2-cobords de H2(PKM ; ~K+M 
 T ( n))
et (cn)n2N de 2-cocycles de H2(PKM ; ~K
+
M 
 T ( n)) par récurrence :
dbn 1 = (cn 1) et cn = t 1(cn 1   d(dRbn 1)); si n  1:
Donc on a c =
P+1
n=0 t
nd(dR(bn)), qui est une somme des cobords qui converge dans
H2(PKM ;
~K+M 
 T ).
(2) On constate par construction qu’il reste à montrer que l’application
(3) : H2(PKM ;
~K+M 
 Vk;j)! lim  nH
2(PKM ; (
~K+M 
 Vk;j)n)
est injective. C’est une conséquence directe du (1).
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5.2 Application au système d’Euler de Kato
5.2.1 Esquise de la preuve du Théorème (1.2.2)
Soient M  1 et A =       avec ; ; ;  2 f1;    ;Mg et detA 2 Zp. On note  M;A =
1A+MM2(Z^) la fonction caractéristique de A +MM2(Z^). C’est une fonction invariante sous
l’action de GKM . Par ailleurs, la distribution zkato;c;d(k; j) appartient à H2(GKM ;Dalg(M2(Q

Z^)(p); Vk;j)). Alors, on a Z
 M;Azkato;c;d(k; j) 2 H2(GKM ; Vk;j)
et on note son image dans H2(GKM ;B+dR(K+Mp1)
Vk;j) par zM;A. En outre, on note z(p)Eis;c;d(k; j)
la distribution sur M2(Q 
 Z^)(p) à valeurs dans K+1 obtenue en restreignant la distribution
zEis;c;d(k; j) 2 Dalg(M2(Q 
 Z^);Mk(Qcyclp )) à M2(Q 
 Z^)(p), et en utilisant l’injection de
Mk(Qcyclp ) dans K+1.
Lemme 5.2.1. Soit k un entier  2 et soit j 2 N tel que 1  j  k   1. La distribution
z
(p)
Eis;c;d(k; j) est invariante sous l’action de GK.
Démonstration. Le groupe GK agit surMcong(Qcyclp ) à travers son quotient P cyclQp vu comme
sous-groupe de GL2(Z^). D’après le théorème (2.1.12), on a :
si  2 GL2(Q
 Z^); zEis;c;d(k; j)jk = j det jj 1zEis;c;d(k; j):
En particulier, si  2 GL2(Z^), alors on a j det j = 1. Donc la distribution z(p)Eis;c;d(k; j) est
invariante sous l’action de GL2(Z^).
Donc pour montrer le théorème (1.2.2), il suffit de prouver :
Proposition 5.2.2. Pour toute paire (M;A) ci-dessus et vp(M)  vp(2p), detA 2 Zp, on a
exp(zM;A) =
1
(j   1)!M
k 2 2jF (k j)=M;=M;cE
(j)
=M;=M;d
=
1
(j   1)!M
k 2 2j(c2F (k j)=M;=M   c2 k+jF (k j)c=M;c=M)(d2E(j)=M;=M   djE(j)d=M;d=M):
Pour démontrer ceci, nous aurons besoin d’écrire un 2-cocycle explicite représentant zM;A
et le suivre à travers les étapes de la construction de l’application exp.
5.2.2 Construction d’un 2-cocycle
Soient a0; b0; c0; d0 2 f1;    ; pnMg verifiant :
a0  ; b0  ; c0  ; d0   mod M:
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On note les fonctions caractéristiques 1(a0+MpnZp)(b0+MpnZp), 1(c0+MpnZp)(d0+MpnZp) , et
1  a0 b0
c0 d0

+MpnM2(Zp)
par  (n)a0;b0 ,  
(n)
c0;d0
, et  (n)a0;b0;c0;d0 respectivement. Notons U1 et U2 respecti-
vement les ouverts (+MZp) (+MZp) et (+MZp) (+MZp) de Z2p, et U = U1U2
que l’on voit comme un ouvert de M2(Zp) et même de GL2(Zp) puisque detA 2 Zp et pjM .
Pour i = 1; 2, on définit les mesures algébriques i 2 H1(GKM ;D0(Ui;Zp(1))) par les
formules suivantes : Z
 
(n)
a0;b0
1 =
Z
(a0+MpnZ^)(b0+MpnZ^)
rc(z
(p)
siegel)Z
 
(n)
c0;d0
2 =
Z
(c0+MpnZ^)(d0+MpnZ^)
rd(z
(p)
siegel):
On note  = 1 
 2 l’élément de H2(GKM ;D0(U;Zp(2))). Comme on a zkato;c;d(k; j) =
(ek 21 t
 j)  xpzkato;c;d, on a
zM;A =
Z
 M;Azkato;c;d(k; j)
=
Z
 M;A(e
k 2
1 t
 j)  xprc;d
 
z
(p)
siegel 
 z(p)siegel

=
Z
U
(ek 21 t
 j)  x:
(5.4)
Considérons le q-développement d’une unité modulaire, on a une décomposition du groupe
des unités modulaire U cong(Qcycl) :
U cong(Qcycl) = (Qcycl)  qQ  U cong1 (Qcycl);
où U cong1 (Qcycl) est l’ensemble d’éléments x 2 U cong(Qcycl) vérifiant vq(x  1) > 0. Alors on a
une inclusion de U cong(Qcycl) dans (K+1[q 1]).
Si N un entier  1, si 0  a; b  N   1, soit i un entier tel que (i; 6) = 1 et (ia; ib)
n’appartient pas à NZ2. Rappelons que l’expression explicite de gi(q; qaNbN) 2 U(Qcycl) est
comme suit ( on note gi(q; qaNbN), ce qui est noté gi; a
N
; b
N
dans la section x2:2, même chose
pour la fonction  et les séries d’Eisenstein ) :
(5.5) gi(q; qaN
b
N) = q
i2 1
12 ( qaNbN)
i i2
2
Q
n0(1  qnqaNbN)i
2Q
n1(1  qn(qaNbN) 1)i
2Q
n0(1  qn(qaNbN)i)
Q
n1(1  qn(qaNbN) i)
:
Fixons i un entier tel que (i; 6) = 1 et i  1 mod N . Rappelons que si c 2 Zp, on a défini
un élément gc(q; qanbN) de Zp 
 U(Qcycl)  Zp 
 (K
+
[q 1]) dans la section 2.3.2 :
gc(q; q
a
n
b
N) = rc(ga=N;b=N) =
c2   c21
i2   1 gi;a=N;b=N + gc1;a=N;b=N
avec c1  c mod pN et vp(c  c1) assez grand.
Soit g 2 K+ ; on note g = (g; g 1p ;    ; ) un relèvement de g dans R(K+) et [g] son représen-
tant de Teichmüller dans Ainf(K
+
). Alors l’élément gc(q; qanbN) dans Zp 
 (R(K
+
[q 1])) est
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bien défini et appartient à Zp
(U0(K+)[q 1]), à multiplication d’un élément de (1; p;    ; )Q
près .
Pour tout n  0 ( resp. n  1 ), [1  qnqaNbN ] ( resp. [1  qnq aN  bN ] ) est un élément inver-
sible de Ainf . Rappelons que l’on a défini une application logarithme log sur Ainf~qQ à valeurs
dans B+log ( c.f x3:3 ). En appliquant l’application log à [1  qnqaNbN ] (resp. [1  qnq aN  bN ] )
pour n  0 ( resp. n  1 ) et on obtient que log[1  qnqaNbN ] (resp. log[1  qnq aN  bN ] ) est
un élément de B+log, pour tout n  0 ( resp. n  1 ).
Comme q est de valuation 1 pour la valuation p-adique sur K+, on a
Q
n0 (1  qnqaNbN)
converge dans U0(K
+
). Ceci implique
Q
n0[(1  qnqaNbN)] converge dans Ainf . De la même
manière, on obtient que O =
Q
n0[(1 qnqaN bN )]i
2 Q
n1[(1 qn(qaN bN ))
 1
]i
2Q
n0[(1 qn(qaN bN ))
i
]
Q
n1[(1 qn(qaN bN ))
 i
]
converge dans Ainf . Donc
l’élément [gi(q; qaN ; qbN)] 2 Ainf(K) est donné par la formule explicite suivante :
[gi(q; qaN ; q
b
N)] = ~q
i2 1
12 ( ~qaN ~bN)
i i2
2 O;
ceci implique qu’il est dans Ainf  ~qQ. Comme log ~N = tN , on a :
log[gi; a
N
; b
N
] =
i2   1
12
log ~q +
(i  i2)a
2N
log ~q +
(i  i2)b
2N
t
+
X
n0
(log[(1  qnqaNbN)]  log[(1  qnqiaN  ibN)])
+
X
n1
(log[(1  qnq aN  bN )]  log[(1  qnq iaN  ibN )]):
On définit log[gc; a
N
; b
N
] par la formule :
log[gc; a
N
; b
N
] =
c  c1
i2   1 log[gi aN ; bN ] + log[gc1; aN ; bN ];
où c1 est un entier tel que vp( c c1i2 1)  0, c  c1 mod N et (c1; 6) = 1 ; ceci ne depend pas du
choix de i et c1 à addition d’un élément de Qpt près . Alors, log[gc; a
N
; b
N
] est un élément de
B+log, défini à addition d’un élément de Qpt près .
Si i = 1; 2, soit 	i une base du Z-module des fonctions localement constantes sur Ui
constituée de fonctions du type  (n)a0;b0 ( resp.  
(n)
c0;d0
), avec n 2 N et a0; b0 (resp. c0; d0)
comme ci-dessus. On définit une distribution algébrique 1;	1 (resp. 2;	2) sur U1 (resp. U2)
à valeurs dans B+dR(K
+
)[uq] par la formule : si  
(n)
a0;b0
2 	1 (resp.  (n)c0;d0 2 	2),Z
 
(n)
a0;b0
1;	1 = log[gc(q; q
a0
Mpn
b0
Mpn)]
( resp.
R
 
(n)
c0;d0
2;	2 = log[gd(q; q
c0
Mpn
d0
Mpn)]):
On identifie Zp(1) au sous-module de B+dR via l’ismorphisme de Zp[GK]-modules
log [] : Zp(1)! Zpt:
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Lemme 5.2.3. Si i = 1; 2, alors i est l’image du 1-cocycle
 7! i;	i  (   1)
dans H1(GKM ;D0(Ui;Zp(1))) pour tout choix de 	i, qui ne dépend pas du choix des valeurs
log[g
c;
a0
Mpn
;
b0
Mpn
] ou log[g
c;
c0
Mpn
;
d0
Mpn
].
Démonstration. La démonstration est la même pour i = 1; 2. On peut donc supposer que
i = 1 et  a0;b0 2 	1. Rappelons que log[gc; a0
Mpn
;
b0
Mpn
] est bien défini à Qpt près. Comme
 7! t( 1) est un cobord dans H1(GKM ;Zp(1)), i;	i ne dépend du choix de log[gc; a0
Mpn
;
b0
Mpn
].
Si  (n)a0;b0 2 	1, on a
R
 
(n)
a0;b0
1 = gc; a0
Mpn
;
b0
Mpn
. D’après la théorie de Kummer p-adique (c.f.
x2:3 ), 1 est représenté par le 1-cocycle  7!   (   1) de H1(0Q;Dalg(X1;Zp(1))) avec
 2 H1(0Q;Dalg(X1; Z0)) vérifiant :Z
 
(n)
a0;b0
 = g
c;
a0
Mpn
;
b0
Mpn
:
Appliquons l’isomorphisme log [] : Zp(1)! Zpt à   (   1) ; on déduit le lemme de la
formule log[x] =  log[x].
5.2.3 Descente de K à KMp1
Lemme 5.2.4. Les produits infinis
Q
n0(1  ~q~qaN ~bN) et
Q
n1(1  ~q~q aN ~ bN ) convergent dans
Ainf \ B+dR(K+Mp1) avec pN jM .
Démonstration. La démonstration pour
Q
n0(1  ~q~qaN ~bN) et
Q
n1(1  ~q~q aN ~ bN ) est la même.
Donc on montre le lemme pour le produit
Q
n0(1  ~q~qaN ~bN).
Comme q est de valuation 1 pour la valuation p-adique dans K+, on a ~q = p(1 + !) 2
Ainf et vp(~q)  1. Donc on a
Y
n0
(1  ~q~qaN ~bN) = 1 +
+1X
k=1
( 1)k~qakN bkN ck;
où ck =
P
0i1<i2<<ik ~q
P
1jk ij converge dans Ainf pour la topologie p-adique. D’autre
part, on a vp(ck)  k(k   1)=2 et vp(~qakN bkN ck)  akN + k(k 1)2 > 0 ; ceci implique le produit
converge pour la topologie p-adique dans Ainf . Il est évident que le produit est un élément
de B+dR(KMp1).
D’après le lemme ci-dessus, si i 2 Z est tel que (i; 6) = 1, alors gi(~q; ~qaN ~bN) appartient à
(Ainf \ B+dR(KMp1)) ~qQ. Alors on peut appliquer l’application log à gi(~q; ~qaN ~bN) et on peut
aussi définir log gc(q; ~qaN ~bN) =
c2 c21
i2 1 log gi(~q; ~q
a
N
~bN)+ log gc1(~q; ~q
a
N ~q
b
N) à addition d’un élément
de Qpt près , où i est un entier tel que (i; 6) = 1 et i  1 mod N , et c1 est un entier tel que
vp(c  c1) soit assez grand.
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Lemme 5.2.5. (1) Si n  0(resp. n  1), 1  ~qn~qaN ~bN (resp. 1  ~qn~q aN ~ bN ) est inversible
dans Ainf(K
+
).
(2) Si n  0(resp. n  1), [1 qnqaN bN ]
1 ~qn~qaN ~bN
(resp. [1 q
nq aN 
 b
N ]
1 ~qn~q aN ~ bN
) est un élément dans 1 +
!Ainf(K
+
) ;
Démonstration. On montrera le lemme pour le cas n  0 et l’autre cas se déduit de la même
manière.
Comme q est de valuation 1 pour la valuation p-adique dans K+, ~q peut s’écrire sous la
forme p + ! avec ;  2 Ainf(K+). Donc on a
+1X
m=0
(~qn~qaN
~bN)
m = 1 +
+1X
k=0
!k
X
mnk;m1

mn
k

k(p)mn k~qaN ~
b
N :
La série
P
mnk;m1
 
mn
k

k(p)mn k~qaN ~
b
N converge dans Ainf(K
+
) et donc 1+
P+1
m=1(~q
n~qaN
~bN)
m
converge dans Ainf(K
+
) pour la topologie faible. Ceci donne l’inverse de 1   ~qn~qaN ~bN dans
Ainf(K
+
) et implique que [1 q
nqaN 
b
N ]
1 ~qn~qaN ~bN
est un élément dans Ainf(K
+
). Par ailleurs, ( [1 q
nqaN 
b
N ]
1 ~qn~qaN ~bN
)
a pour image 1 dans C(K+), ce qui permet de conclure.
Si i = 1; 2, on définit une distribution algébrique ~i;	i sur Ui par la formule : pour
 
(n)
a0;b0
2 	1 (resp.  (n)c0;d0 2 	2 ),Z
 
(n)
a0;b0
~1;	1 = log gc(~q; ~q
a0
Mpn
~b0Mpn)
(resp.
Z
 
(n)
c0;d0
~2;	2 = log gd(~q; ~q
c0
Mpn
~d0Mpn)):
De la formule explicite (5:5) de gc(q; qaNbN), on obtient que gc(~q; ~q
a0
Mpn
~b0Mpn) appartient à
B+dR(K
+
Mp1)  Qp~q, et son image par  dans C(K+Mp1)  Qpq est gc(q; qa0Mpnb0Mpn). Donc on
obtient que log gc(~q; ~qa0Mpn ~
b0
Mpn) et log gd(~q; ~q
c0
Mpn
~d0Mpn) appartiennent à B
+
dR(K
+
Mp1)Qpuq.
Lemme 5.2.6. Si i = 1; 2, alors :
(i) ~i;	i   i;	i est une mesure à valeurs dans tB+dR ;
(ii) Considérons l’application : H1(GKM ;D0(Ui;Zp(1))) ! H1(GKM ;D0(Ui; tB+dR)). L’image
de i est représenté par le cocycle
 7! ~i;	i  (   1);
qui est l’inflation d’un cocycle sur PKM à valeurs dans D0(Ui; tB
+
dR(K
+
Mp1)).
Démonstration. Le (ii) est une conséquence immédiate du (i). En effet, comme (~i;	i i;	i)
est une mesure à valeurs dans tB+dR, on obtient que (~i;	i   i;	i)  (   1) est un cobord
dans H1(GKM ;D0(Ui; tB+dR)). D’autre part, on a
~i;	i  (   1) = i;	i  (   1) + (~i;	i   i;	i)  (   1);
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et donc  7! ~i;	i  (   1) est un 1-cocycle à valeurs dans tB+dR qui représente i 2
H1(GKM ;D0(Ui; tB+dR)).
Le (1) est déduit du lemme 5:2:5.
Soient 1;2 deux G-modules à droite. Si x1 2 1; x2 2 2 et ;  2 G, on définit un
élément fx1 
 x2g; := (x1  (   )
 (x2  (   1))) 2 1 
 2.
Corollaire 5.2.7. Considérons l’application :
H2(GKM ;D0(U;Zp(2)))! H2(GKM ;D0(U; t2B+dR(K
+
))):
L’image de  = 1 
 2 peut être représenté par le 2-cocycle
(; ) 7! f~1;	1 
 ~1;	2g; ;
qui est l’inflation du 2-cocycle sur PKM à valeurs dans D0(U; t2B
+
dR(K
+
Mp1)).
Démonstration. Ce corollaire résulte du lemme précédent et de la formule du cup-produit.
La formule du cup-produit de deux cocycles est : soient G un groupe, A;B deux G-module
à droite. Si f1 2 Hi(G;A) et f2 2 Hj(G;B), on a f1 [ f2 2 Hi+j(G;A
B) où
f1 [ f2(i+j;    ; i+1; i;    ; 1) = (f1(i;    ; 1)  i+1      i+j)
 f2(i+j;    ; i+1):
On applique cette formule à f1 = ~1;	1  (   1) et f2 = ~2;	2  (   1) et on obtient un
2-cocycle
(; ) 7! f~1;	1 
 ~1;	2g; ;
qui représente  et à valeurs dans D0(U; t2B+dR(K
+
Mp1)). Donc il est l’inflation du 2-cocycle
sur PKM à valeurs dans D0(U; t2B
+
dR(K
+
Mp1)).
5.2.4 Descente de KMp1 à KM
Définition 5.2.8. Si vp(M)  vp(2p), on pose B+log(K+Mp1) = B+dR(K+Mp1)[uq], où uq = log ~q.
On définit une application ~K+M [uq]-linéaire :
RM;log : B+log(K
+
Mp1)  ! ~K+M [uq]X
k
xku
k
q 7!
X
k
RM(xk)u
k
q ;
où RM est la trace de Tate normalisée (c.f Théorème 3.2.10) sur B+dR(K
+
Mp1) à valeurs dans
~K+M .
Comme ~K+M [uq] est stable sous l’action de PKM et RM commute avec l’action de PKM , on
déduit que RM;log commute avec l’action de PKM . Ceci implique que, si V est une représenta-
tion de PKMM , l’image d’un 2-cocycle de H2(PKM ;B
+
log(KMp1)
 V ) sous l’application RM;log
est encore un 2-cocycle. Par simplifier la notation, on va noter RM;log encore par RM .
D’après ce qui précède et de la relation (5:4), zM;A est la classe du 2-cocycle
(; ) 7!
Z
U
((ek 21 t
 j)  g)f~1;	1 
 ~2;	2g; ;
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qui est aussi la classe du 2-cocycle par “la trace de Tate normalisée "
(; ) 7! RM(
Z
U
 
(ek 21 t
 j)  g)f~1;	1 
 ~2;	2g;

:
Lemme 5.2.9. Si ad  bc 2 Zp, alors
RM(log (~q; ~q
a
Mpn
~bMpn) log (~q; ~q
c
Mpn
~dMpn))
= p 2n log (~qp
n
; ~qaM
~bM) log (~q
pn ; ~qcM
~dM):
Démonstration. On a la formule explicite pour log (~q; ~qaMpn ~bMpn) :
log (~q; ~qaMpn
~bMpn) =(
1
12
+
a
2Mpn
)uq +
b
2Mpn
t+
+ (
+1X
m=1
log(1  ~qm~qaMpn ~bMpn) +
1X
m=0
log(1  ~qm~q aMpn ~ bMpn)):
Comme RM(uq) = uq = p nup
n
q et RM(t) = t = p n log ~p
n , il suffit de vérifier les relations
suivantes :
RM(log(1  ~qm~qaMpn ~bMpn)) = p n log(1  ~qp
nm~qaM
~bM)
RM(log(1  ~qm1 ~qaMpn ~bMpn) log(1  ~qm2 ~qcMpn ~dMpn)) = p 2n log(1  ~qp
nm~qaM
~bM) log(1  ~qp
nm~qaM
~bM)
On utilise le fait que
log(1  ~qm~qaMpn ~bMpn) =  
1X
i=1
(~qm~qaMpn
~bMpn)
i
i
:
Comme ad   bc 2 Zp, a et b ne sont pas divisibles par pn à la fois. Donc pour pn - i, on
obtient RM((~qm~qaMpn ~bMpn)i) = 0. On en déduit que
RM log(1  ~qm~qaMpn ~bMpn) = p n log(1  (~qp
n
)m~qaM
~bM):
Pour le terme
(log(1  ~qm~qaMpn ~bMpn))(log(1  ~qm~qcMpn ~dMpn));
on développe le produit :
(log(1  ~qm1 ~qaMpn ~bMpn))(log(1  ~qm2 ~qcMpn ~dMpn))
=(
+1X
i=1
 (~q
m1 ~qaMpn
~bMpn)
i
i
)(
+1X
j=1
 (~q
m2 ~qcMpn
~dMpn)
j
j
)
=
+1X
i;j=1
(~qm1 ~qaMpn
~bMpn)
i(~qm2 ~qcMpn
~dMpn)
j
ij
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Comme ad  bc 2 Zp, cela équivaut à dire que “pnjai+ cj et pnjbi+ dj sont équivalent à pnji
et pnjj". Donc en appliquant RM à la formule ci-dessus, on obtient :
RM

(log(1  ~qm1 ~qaMpn ~bMpn))(log(1  ~qm2 ~qcMpn ~dMpn))

=p 2n
+1X
i;j=1
(~qp
nm1 ~qaM
~bM)
i(~qp
nm2 ~qcM
~dM)
j
ij
=p 2n(log(1  ~qpnm1 ~qaM ~bM))(log(1  ~qp
nm2 ~qcM
~dM))
En composant les résultats ci-dessus, on obtient la formule voulue dans le lemme.
Corollaire 5.2.10. Si on note
log
(;)
a0 b0
c0 d0
 = nlog (c2  < c >)(~qpn ; ~qa0M ~b0M)
 log (d2  < d >)(~qpn ; ~qc0M ~d0M )o
;
;
zM;A peut se représenter par le 2-cocycle
(; ) 7! lim
n!+1
p 2n
X (a0e1 + b0e2)k 2
(a0d0   b0c0)jtj log
(;)
a0 b0
c0 d0
;
la somme portant sur l’ensemble
U (n) := f(a0; b0; c0; d0) 2 f1;    ;Mpng4ja0  ; b0  ; c0  ; d0   mod Mg:
Démonstration. zM;A peut se représenter par le 2-cocycle
(; ) 7! RM(
Z
U
((ek 21 t
 j)  g)f~1;	1 
 ~2;	2g; ):
Par la définition de l’intégration sur U , on a
RM(
Z
U
((ek 21 t
 j)  g)f~1;	1 
 ~2;	2g; )
= lim
n!1
X
g=
 
a0 b0
c0 d0

2U(n)
RM(
Z
 
(n)
a0;b0

  (n)c0;d0((ek 21 t j)  g)f~1;	1 
 ~2;	2g; )
= lim
n!1
X
g=
 
a0 b0
c0 d0

2U(n)
((ek 21 t
 j)  g)  rc;d

RM

flog (~q; ~qa0Mpn ~b0Mpn)
 log (~q; ~qc0Mpn ~d0Mpn)g;

(5.6)
D’après le lemme précédent, on a
(5:6) = lim
n!1
X
g=
 
a0 b0
c0 d0

2U(n)
((ek 21 t
 j)  g)  rc;d

p 2nflog (~qpn ; ~qa0M ~b0M)
 log (~qp
n
; ~qc0M
~d0M )g;

= lim
n!1
p 2n
X
g=
 
a0 b0
c0 d0

2U(n)
(a0e1 + b0e2)
k 2
(a0d0   b0c0)jtj  rc;d

flog (~qpn ; ~qa0M ~b0M) log (~qp
n
; ~qc0M
~d0M )g;

:
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5.2.5 Passage à l’algèbre de Lie
Comme le 2-cocycle (; ) 7! limn!+1 p 2n
P (a0e1+b0e2)k 2
(a0d0 b0c0)jtj log
(;)
a0 b0
c0 d0
 obtenu dans la sec-
tion précédente est la limite de 2-cocycles surconvergents à valeurs dans K+M 
 Vk;j, on peut
utiliser les techniques différentielles dans la section (4.1) pour calculer son image dans K+M
par l’application exp.
Si f(x1; x2) est une fonction en deux variables, on note D1 ( resp. D2 ) l’opérateur x1 ddx1
( resp. x2 ddx2 ). Si n 2 N et a; b 2 Z, on pose f
(n)
a;b = f(~q
pn ; ~qaM
~bM).
Lemme 5.2.11. On note (2)a0;b0;c0;d0 = 
(2)
n
log

rc
(n)
a0;b0


 log

rd
(n)
c0;d0
o
;

. On a

(2)
a0;b0;c0;d0
=
(a0d0   b0c0)t2
M2
D2 log

rc
(n)
a0;b0

D2 log

rd
(n)
c0;d0

:
Démonstration. Soit f (n)a;b définie comme ci-dessus. Alors l’action habituelle de (u; v) 2 Pm
sur f (n)a;b est :
(u; v)f
(n)
a;b = f(~q
pn ; ~qaM
~au+be
v
M ):
Du développement limité du terme de droite en u et v, on a
f(~qp
n
; ~qaM
~au+be
v
M ) = f(~q
pn ; ~qaM
~bM) + u(
@f
@u
j(0;0)) + v(@f
@v
j(0;0)) +O((u; v)2)
= f(~qp
n
; ~qaM
~bM) + u(
at
M
D2f
(n)
a;b ) + v(
bt
M
D2f
(n)
a;b ) +O((u; v)
2)
et donc on définit l’action de ( 1 u0 ev )  1 par :
(5.7) f (n)a;b  (( 1 u0 ev )  1) =
au+ bv
M
tD2f
(n)
a;b +O((u; v)
2):
Soient  = (u; v), = (x; y) 2 Pm. Par un calcul explicite de
f
(n)
a0;b0
  ( 1 uey+x
0 ev+y
)  ( 1 x0 ey )

 g(n)c0;d0  (( 1 x0 ey )  1)
à O((u; v; x; y)3) près, en utilisant la formule que l’on vient juste d’établir, on a :n
log

rc
(n)
a0;b0


 log

rd
(n)
c0;d0
o
;
=
a0c0xu+ a0d0xv + b0c0uy + c0d0vy
M2
t2D2 log

rc
(n)
a0;b0

D2 log

rd
(n)
c0;d0

:
Alors, par la définition de l’application (2), on a
(2)
n
log

rc
(n)
a0;b0


 log

rd
(n)
c0;d0
o
;

=
(b0c0   a0d0)t2
M2
D2 log

rc
(n)
a0;b0

D2 log

rd
(n)
c0;d0

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Lemme 5.2.12. Si s  2  j et a; b; c; d 2 Z, alors
(ae1 + be2)
k 2tsf (n)a;b  g(n)c;d =
(ae1 + be2)
k 2
a(1  s)  (ad  bc) 
t
M
f
(n)
a;b D2g(n)c;d
dans ( ~K+M 
 Vk;j)=(@1; 1  @2).
Démonstration. Pour (u; v) 2 Pm, on a
f
(n)
a;b  ((u; v)  1) = u@1f (n)a;b + v@2f (n)a;b +O((u; v)2):
En comparant avec la formule (5.7), on obtient que @1f
(n)
a;b =
at
M
D2f
(n)
a;b et @2f
(n)
a;b =
bt
M
D2f
(n)
a;b .
En composant les formules dans la démonstration de la proposition (5.1.1), on obtient :
(a (1  @2) + b@1)

(ae1 + be2)
k 2 tsf (n)a;b g
(n)
c;d

=a(ae1 + be2)
k 2tsf (n)a;b g
(n)
c;d   a(k   2)be2(ae1 + be2)k 3tsf (n)a;b g(n)c;d
  as(ae1 + be2)k 2tsf (n)a;b g(n)c;d   a(ae1 + be2)k 2ts
bt
M
D2f
(n)
a;b g
n
c;d
  a(ae1 + be2)k 2tsf (n)a;b
dt
M
D2g
(n)
c;d + b(k   2)(ae2)(ae1 + be2)k 3tsf (n)a;b g(n)c;d
+ b(ae1 + be2)
k 2ts
at
M
D2f
(n)
a;b g
(n)
c;d + b(ae1 + be2)
k 2tsf (n)a;b
ct
M
D2g
(n)
c;d
=a(1  s)(ae1 + be2)k 2tsf (n)a;b g(n)c;d +
(bc  ad)t
M
(ae1 + be2)
k 2tsf (n)a;b D2g
(n)
c;d ;
qui est nul dans (~K
 Vk;j)=(@1; 1  @2) pour s  2  j. Donc :
(ae1 + be2)
k 2tsf (n)a;b g
(n)
c;d =
(ad  bc)
a(1  s)
t
M
(ae1 + be2)
k 2tsf (n)a;b D2g
(n)
c;d :
On a définit une application resk;j : ~K+M 
 Vk;j ! K+M dans le recette 5.1.2. Elle permet
de calculer l’image de zM;A dans K+M .
Corollaire 5.2.13. On a
resk;j

(a0e1 + b0e2)
k 2
(a0d0   b0c0)jtj  
(2)
a0;b0;c0;d0

=M 1 j  1
(j   1)!  a
k 1 j
0
D2 log(rc(n)a0;b0) Dj2 log(rd
(n)
c0;d0
):
Démonstration. D’après le lemme (5.2.11), on a
(a0e1 + b0e2)
k 2
(a0d0   b0c0)jtj  
(2)
a0;b0;c0;d0
=
(a0e1 + b0e2)
k 2t2 j
(a0d0   b0c0)j 1M2 
D2 log

rc
(n)
a0;b0

D2 log

rd
(n)
c0;d0

:
(5.8)
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Donc par l’identité dans le lemme (5.2.12), on obtient :
(5:8) =
(a0e1 + b0e2)
k 2t2 j
(a0d0   b0c0)j 1M2 D2 log

rc
(n)
a0;b0

 a0d0   b0c0
a0(j   1)
t
M
D22 log

rd
(n)
c0;d0

=   
=
(a0e1 + b0e2)
k 2t2 j
(a0d0   b0c0)j 1M2 D2 log

rc
(n)
a0;b0

 (a0d0   b0c0)
j 1
aj 10 (j   1)!
tj 1
M j 1
Dj2 log

rd
(n)
c0;d0

=M 1 j
(a0e1 + b0e2)
k 2t
aj 10 (j   1)!
D2 log

rc
(n)
a0;b0

Dj2 log

rd
(n)
c0;d0

Par la definition de resk;j, on a :
resk;j

(a0e1 + b0e2)
k 2
(a0d0   b0c0)jtj  
(2)
a0;b0;c0;d0

=
M 1 jak 1 j0
(j   1)! D2 log

rc
(n)
a0;b0

Dj2 log

rd
(n)
c0;d0

:
Les fonctions E(k)c;; pour k 2 N vérifient la relation (c.f. lemme 2.1.13 ) :
E
(k+1)
c;; = @zE
(k)
c;; et E
(0)
c;; = log jgc(~q; ~q~)j pour (; ) 6= (0; 0);
où @z = qz @@qz = D2. Donc D
r
2 log rc(x1; x2) = c
2Er(x1; x2)  crEr(x1; xc2).
On note Ec;r(x1; x2) = c2Er(x1; x2)  crEr(x1; xc2). Si b   mod M and d   mod M ,
on a bM = 

M ; 
d
M = 

M . Donc par le corollaire (5.2.10) et le calcul que nous avons fait, on
obtient :
exp(zM;A) =M 1 j
1
(j   1)!  limn!1 p
 2nX
U(n)
ak 1 j0 Ec;1(q
pn ; qa0M
b0
M)Ed;j(q
pn ; qc0M
d0
M )
=M 1 j
1
(j   1)!  limn!1 p
 2n X
a0[M ]
c0[M ]
1a0;c0Mpn
ak 1 j0 Ec;1(q
pn ; qa0M

M)Ed;j(q
pn ; qc0M

M)
Lemme 5.2.14. (1) On a
P
c0[M ]
1c0Mpn
Ej(q
pn ; qc0M

M) = Ej(q; q

M

M) = E
(j)
=M;=M : En par-
ticulier, on a X
c0[M ]
1c0Mpn
Ed;j(q
pn ; qc0M

M) = E
(j)
d;=M;=M :
(2) Si r 2 N, alors
lim
n!1
X
a0[M ]
1a0Mpn
ar0E1(q
pn ; qa0M

M) =M
rFr+1(q; q

M

M) =M
rF
(r+1)
=M;=M :
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(3) Si r 2 N, et si c 2 Zp, on a
lim
n!1
X
a0[M ]
1a0Mpn
ar0Ec;1(q
pn ; qa0M

M) =M
rFr+1(q; q

M

M) =M
rF
(r+1)
c;=M;=M :
Démonstration. (1) Par définition, on obtient
X
c0[M ]
1c0Mpn
Ej(q
pn ; qc0M

M) =
 (j)
( 2i)j
X
c0[M ]
1c0Mpn
X
!2Z+pnZ
1
(w + c0
M
 + 
M
)k
=
 (j)
( 2i)j
X
!2Z+Z
1
(w + 
M
 + 
M
)k
= Ej(q; q

M

M) = E
(j)
=M:=M :
(2) D’après la proposition (2.1.9), on a :
E1(q
pn ; qa0M

M) = E
(1)
a0=Mpn;=M
= F
(1)
a0=Mpn;=M
(qp
n
):
Donc :
lim
n!1
X
a0[M ]
1a0Mpn
ar0E1(q
pn ; qa0M

M) = limn!1
X
a0[M ]
1a0Mpn
ar0F
(1)
a0=Mpn;=M
(qp
n
):
Soit F (1)a0=Mpn;=M(q) =
P
m2Q+ bmq
m. La série de Dirichlet formelle
P
m2Q+
bm
ms
, à coef-
ficients dans Qcycl, associée à F (1)a0=Mpn;=M(q) vérifie la relation suivante :
X
m2Q+
bm
ms
= (a0=Mp
n; s)(; s)  ( a0=Mpn; s)( ; s):
Donc la série de Dirichlet formelle à coefficients dans Qcycl associée à F (1)a0=Mpn;=M(q
pn)
satisfait : X
m2Q+
bm
(pnm)s
= p ns
X
m2Q+
bm
ns
= p ns((a0=Mpn; s)(=M; s)  ( a0=Mpn; s)( =M; s)):
(5.9)
Soit
P
m2Q+ bm;nm
 s la série de Dirichlet formelle à coefficients dans Qcycl associée au
q-développement de
P
a0[M ]
1a0Mpn
ar0F
(1)
a0=Mpn;=M
(qp
n
).
Alors, de la formule (5:9), on a :
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X
m2Q+
bm;n
ms
=
X
a0[M ]
1a0Mpn
ar0p
 ns((a0=Mpn; s)(=M; s)  ( a0=Mpn; s)( =M; s))
=
X
a0[M ]
1a0Mpn
ar0p
 ns(
+1X
k=0
1
(k + a0
Mpn
)s
(=M; s) 
+1X
k=1
1
(k   a0
Mpn
)s
( =M; s))
=
X
a0[M ]
1a0Mpn
(
+1X
k=0
ar0
(kpn + a0
M
)s
(=M; s) 
+1X
k=1
ar0
(kpn   a0
M
)s
( =M; s))
=
pn 1X
i=0
(
+1X
k=0
(+ iM)r
(kpn + 
M
+ i)s
(=M; s) 
+1X
k=1
(+ iM)r
(kpn   
M
  k)s 
( =M; s))
(5.10)
Considérons l’injection de Dir(Qcycl) dans Dir(Qcyclp ). Alors la série de Dirichlet for-
melle, à coefficients dans Qcyclp , associée au q-développement de
lim
n!1
X
a0[M ]
1a0Mpn
ar0F
(1)
a0=Mpn;=M
(qp
n
);
est la limite p-adique lim
n!1
P
m2Q+
bm;n
ms
. Alors, de la formule (5:10) et en prenant la
limite p-adique, on a :
lim
n!1
X
m2Q+
bm;n
ms
= lim
n!1
pn 1X
i=0
(
+1X
k=0
(+ iM)r
(kpn + 
M
+ i)s
(=M; s) 
+1X
k=1
(+ iM)r
(kpn   
M
  k)s 
( =M; s))
=M r
p1X
i=0
(
1X
k=0
( 
M
+ i)r
( 
M
+ i+ kp1)s
(=M; s) 
+1X
k=1
( 
M
+ i)r
(kp1   
M
  i)s 
( =M; s))
=M r(
X
j 
M
mod Z
1
js r
(=M; s) + ( 1)r+1
X
j  
M
mod Z
1
js r
( =M; s))
=M r((=M; s  r)(=M; s) + ( 1)r+1( =M; s  r)( =M; s)):
C’est la même série de Dirichlet à coefficients dans Qcyclp associée au q-développement
de M rF (r+1)=M;=M . Il reste à montrer l’égalité pour le terme constant. Soient x 2 Q et
k 2 N ; on a la relation de distribution pour les polynômes de Bernoulli :
N 1X
j=0
Bk(x+
j
N
) =
Bk(Nx)
Nk 1
:
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Ceci permet de définir une distribution x, pour x 2 Q, vérifiant :Z
Zp
(x+ t)k 1x(t) =  Bk(x)
k
et
Z
b+pmZp
x =  B1((x+ b)=pm):
D’après la définition de la distribution =M , on aZ
Zp
(=M + t)r=M(t) = lim
m!1
pm 1X
b=0
(=M + b)r
Z
b+pmZp
=M(t)
= lim
m!1
pm 1X
b=0
(=M + b)r( B1(=Mpm + b=pm)):
D’autre part, on a   1
k
Bk(=Mp
m + b=pm) = (+bM
Mpm
; 1  k). On en déduit que
lim
n!+1
X
a0[M ]
1a0Mpn
ar0(a0=Mp
n; 0) =M r lim
n!+1
X
a0[M ]
1a0Mpn
(=M + t)r(
a0
Mpn
; 0)
=M r
Z
Zp
(=M + t)r=M(t) =M
r(

M
; 1  k):
(3) Rappelons que l’on a Ec;1(qp
n
; qa0M
b0
M) = c
2E1(q
pn ; qa0M
b0
M)   cE1(qp
n
; qca0M 
cb0
M ). Alors,
d’après (2), il reste à montrer
lim
n!1
X
a0[M ]
1a0Mpn
ar0cE1(q
pn ; qca0M 
c
M ) =M
rc1 rF (r+1)=M;=M :
Comme cZp, c est inversible dans Z=Mpn. Ceci permet de conclure le (3) en appliquant
le (2) à
lim
n!1
X
a0[M ]
1a0Mpn
ar0cE1(q
pn ; qca0M 
c
M ) = c
 r lim
n!1
X
a0[M ]
1a0Mpn
(ca0)
rcE1(q
pn ; qca0M 
c
M ):
Appliquons le lemme (5.2.14) à exp(zM;A), on obtient :
exp(zM;A) =M 1 j
1
(j   1)!  limn!1
X
a0[M ]
c0[M ]
1a0;c0Mpn
ak 1 j0 Ec;1(q
pn ; qa0M

M)Ed;j(q
pn ; qc0M
d0
M )
=M 1 j
1
(j   1)!  limn!1
X
a0[M ]
1a0Mpn
ak 1 j0 Ec;1(q
pn ; qa0M

M)E
(j)
d;=M;=M
=
Mk 2 2j
(j   1)! F
(k j)
c;=M;=ME
(j)
d;=M;=M :
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