Introduction {#Sec1}
============

First-order methods in convex optimization have attracted significant attention in statistical learning in recent years. They are appealing to many learning problems, such as LASSO regression and matrix completion, which have diverse applications in analyzing large-scale biological systems and high-dimensional biomedical measurement profiles \[[@CR1], [@CR2]\]. These first-order optimization methods scale well with the current "big" data in many biomedical applications due to their advantages that they have low computation burden per iteration and they are easy to be implemented on parallel computational resources.

In this paper, we focus on the Frank-Wolfe algorithm, which is also known as the conditional gradient method. One of its advantages is that at each iteration step, it decomposes the complex constrained optimization problem into subproblems that are easier to solve. Additionally, it is a projection-free algorithm, which avoids solving the projection problem for constrained optimization as done in many other algorithms. The original Frank-Wolfe algorithm, developed for smooth convex optimization on a polytope, dates back to Frank and Wolfe \[[@CR3]\]. Dunn and Harshbarger \[[@CR4], [@CR5]\] have generalized the algorithm to solve the optimization for more general smooth convex objective functions over bounded convex feasible regions. Recently, researchers \[[@CR6]\] have proposed stochastic optimization ideas to scale up the original Frank-Wolfe algorithm.

Based on these previous seminal efforts, our main contribution in this paper is that we generalize the stochastic block coordinate Frank-Wolfe algorithm proposed in \[[@CR6]\], previously with *block separable constraints*, to solve more general optimization problems with *any convex compact constraints*, including the problems with block inseparable constraints. Such a generalized algorithm has a broader range of biomedical applications, including biological network alignment. We prove the convergence of our generalized stochastic block coordinate Frank-Wolfe algorithm and evaluate the algorithm performance for querying conserved functional protein complexes in real-world protein-protein interaction (PPI) networks.

In the following sections, we first describe the model formulation of the optimization problems that we are generally interested. Specifically, to address potential difficulty from more general convex compact constraints, we derive a new stochastic block coordinate Frank-Wolfe algorithm and provide the convergence proof. Then, we formulate the IsoRank problem for network alignment \[[@CR7]\] as a convex programming problem and develop a stochastic block coordinate Frank-Wolfe (SBCFW)-IsoRank algorithm based on our new stochastic block coordinate Frank-Wolfe algorithm. At last, in our experiments, we show the efficiency and effectiveness of our algorithm for solving the PPI network query problem.

Stochastic block coordinate descent Frank-Wolfe algorithm {#Sec2}
=========================================================

Consider the minimization problem: $$\documentclass[12pt]{minimal}
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                \begin{document} $$ \begin{aligned} {\min\!:} & \ \ f(\mathbf{x})\\ s.t. & \ \ \mathbf{x} \in \mathfrak{D}, \end{aligned}  $$ \end{document}$$

where the objective function *f*(**x**) is convex and differentiable on **R** ^*N*^ and the domain $\documentclass[12pt]{minimal}
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                \begin{document}$\mathfrak {D}$\end{document}$ is a compact convex subset of any vector space. We assume that the optimal solution **x** ^∗^ to the above problem is non-empty and bounded without loss of generality.

Assume that we can decompose the solution space **R** ^*N*^ into *n* equal-size subspaces: $$\documentclass[12pt]{minimal}
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where *N* ~1~=...=*N* ~*i*~=...,*N* ~*n*~ and $\documentclass[12pt]{minimal}
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                \begin{document}$\mathbf {R}^{N_{i}}\phantom {\dot {i}\!}$\end{document}$ denotes the *i*th equal-size subspace along the corresponding coordinates. This decomposition enables scalable stochastic optimization algorithms. Based on this decomposition, we introduce matrices *U* ~*i*~, who sum up to an identity matrix $\documentclass[12pt]{minimal}
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                \begin{document}$I_{N}= \sum _{i=1}^{n} U_{i}$\end{document}$, and *U* ~*i*~ is a *N*×*N* matrix with $\documentclass[12pt]{minimal}
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                \begin{document}$U_{i}(t,t) = 1, t\in R^{N_{i}}\phantom {\dot {i}\!}$\end{document}$ on its diagonal and the other entries being equal to zero. In typical stochastic optimization algorithms \[[@CR8], [@CR9]\], instead of computing the gradient ∇*f*(**x**) at each iteration, the *partial gradient* of *f*(**x**) on a randomly selected subspace $\documentclass[12pt]{minimal}
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                \begin{document} $$ \nabla_{i} f(\mathbf{x}) = U_{i}\nabla f(\mathbf{x}).  $$ \end{document}$$

Now, we generalize the previous stochastic block coordinate Frank-Wolfe algorithm derived in \[[@CR6]\] to solve more general optimization problems with any compact convex constraints $\documentclass[12pt]{minimal}
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                \begin{document}$\mathfrak {D}$\end{document}$. The new generalized SBCFW algorithm is illustrated in Algorithm 1. In the pseudo code, the operation $\documentclass[12pt]{minimal}
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                \begin{document}$i = \mathfrak {C}_{k}$\end{document}$ randomly selects one of the *n* equal-size subspaces to update the partial gradient at each iteration with the same probability. In addition, *U* ~*j*~×**s**=*U* ~*j*~×**x** ^*k*^ denotes the condition that the elements of the *j*th block of **s** equal to the elements of the *j*th block of **x** ^*k*^.

Note that our generalized SBCFW algorithm is similar to the algorithm in \[[@CR6]\], which aims to solve optimization problems with block separable constraints and has the sublinear convergence property. However, our algorithm provides a more generalized framework, which can manipulate any convex and compact constraints no matter whether they are block separable or not. Because the setup of our algorithm is more general without any specific structure, it is difficult to obtain theoretical convergence rate guarantees. In this paper, we only provide the proof that our SBCFW converges to the global optimum. The convergence guarantee of the generalized SBCFW algorithm is provided by Theorem 1 below, which is based on.

**Lemma1**. {#d29e725}
-----------

At each iteration of the SBCFW algorithm, the following inequality holds $$\documentclass[12pt]{minimal}
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                \begin{document} $$ \nabla f \left(\mathbf{x}^{k}\right)^{T}\left (E_{i}\left[\mathbf{s}^{k}_{i}\right] - \mathbf{x}^{k} \right) \leq 0,  $$ \end{document}$$
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                \begin{document}$\mathbf {s}^{k}_{i}$\end{document}$ with respect to the random selection of the *i*th coordinate block to the corresponding subspace.

*Proof*. {#d29e848}
--------

Assuming at the *k*th iteration, we solve the following optimization problem: $$\documentclass[12pt]{minimal}
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                \begin{document} $$ \begin{aligned} {\min\!:}& \ {Z_{k}^{i}}(\mathbf{s}):= \nabla_{i} f \left(\mathbf{x}^{k}\right)^{T}\left(\mathbf{s}-\mathbf{x}^{k}\right)\\ s.t.& \ U_{j} \times \mathbf{s} = U_{j} \times \mathbf{x}^{k}, \ \forall j\ne i,\\ & \ \mathbf{s} \in \mathfrak{D}. \end{aligned}  $$ \end{document}$$

The solution to ([5](#Equ5){ref-type=""}) is $\documentclass[12pt]{minimal}
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                \begin{document}$\mathbf {s}^{k}_{i}$\end{document}$ achieving the minimum of ([5](#Equ5){ref-type=""}), we have $$\documentclass[12pt]{minimal}
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                \begin{document} $$ {Z_{k}^{i}}\left(\mathbf{s}^{k}_{i}\right) \leq {Z_{k}^{i}}\left(\mathbf{x}^{k}\right) = \nabla_{i} f\left(\mathbf{x}^{k}\right)^{T}\left(\mathbf{x}^{k}-\mathbf{x}^{k}\right) = 0.  $$ \end{document}$$
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                \begin{document} $$ {Z_{k}^{i}}\left(\mathbf{s}^{k}_{i}\right) = \nabla_{i} f\left(\mathbf{x}^{k}\right)^{T}\left(\mathbf{s}^{k}_{i}-\mathbf{x}^{k}\right) \leq 0.  $$ \end{document}$$

Taking expectation on both sides of the above inequality with respect to random blocks, we obtain $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$ \begin{aligned} &\quad \quad \quad \quad \quad E_{i} \left[ \nabla_{i} f\left(\mathbf{x}^{k}\right)^{T}\left(\mathbf{s}^{k}_{i}-\mathbf{x}^{k}\right) \right ] & \leq 0 \\ \Rightarrow & \ \quad \quad \quad \quad \quad \frac{1}{n} \sum_{i} \nabla_{i} f\left(\mathbf{x}^{k}\right)^{T}\left(\mathbf{s}^{k}_{i}-\mathbf{x}^{k}\right) & \leq 0 \\ \Rightarrow & \ \left(\sum_{i} \nabla_{i} f\left(\mathbf{x}^{k}\right) \right)^{T} \frac{1}{n} \left(\sum_{i} \left(\mathbf{s}^{k}_{i}-\mathbf{x}^{k}\right) \right) &\leq 0 \\ \Rightarrow & \ \ \left(\sum_{i} \nabla_{i} f\left(\mathbf{x}^{k}\right) \right)^{T} \left(\frac{1}{n} \sum_{i} \mathbf{s}^{k}_{i}-\mathbf{x}^{k} \right) &\leq 0 \\ \Rightarrow & \ \quad \quad \quad \quad \nabla f\left(\mathbf{x}^{k}\right)^{T}\left (E_{i}\left[\mathbf{s}^{k}_{i}\right] - \mathbf{x}^{k} \right) &\leq 0. \end{aligned}  $$ \end{document}$$

The inequality in the third line can be derived based on the fact that $\documentclass[12pt]{minimal}
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                \begin{document}$\mathbf {s}^{k}_{i} - \mathbf {x}^{k}$\end{document}$ is a vector with only its *i*th coordinate block having non-zero values and the other parts being all zeros. With that, the summation in the second line can be written as the inner product between vectors $\documentclass[12pt]{minimal}
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We now analyze the convergence of the new SBCFW algorithm based on Lemma 1 from two cases. The first case is when $$\documentclass[12pt]{minimal}
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                \begin{document} $$ \nabla f\left(\mathbf{x}^{k}\right)^{T}\left(E_{i}\left[\mathbf{s}^{k}_{i}\right] - \mathbf{x}^{k} \right) = 0.  $$ \end{document}$$

This simply means that **x** ^*k*^ is a stationary point. Because the original objective function *f*(**x**) is convex, we can conclude that **x** ^*k*^ is the global minimum. Another case is when $$\documentclass[12pt]{minimal}
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                \begin{document} $$ \nabla f\left(\mathbf{x}^{k}\right)^{T}\left(E_{i}\left[\mathbf{s}^{k}_{i}\right] - \mathbf{x}^{k} \right) < 0,  $$ \end{document}$$
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                \begin{document}$E_{i}\left [\mathbf {s}^{k}_{i}\right ] - \mathbf {x}^{k}$\end{document}$ is a descent direction based on the definition \[[@CR10]\]. Hence, $\documentclass[12pt]{minimal}
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                \begin{document}$E_{i}\left [\mathbf {s}^{k}_{i}\right ] - \mathbf {x}^{k}$\end{document}$ can move along the direction to get closer to the global minimum in expectation. Furthermore, we compute the optimal step size at each iteration; therefore, the objective function values are guaranteed to be non-increasing. With that, we present Theorem 1 as follows:

**Theorem1**. {#d29e1934}
-------------

The sequence {*f*(**x** ^1^),*f*(**x** ^2^),...,*f*(**x** ^*k*^),...} generated by the SBCFW algorithm is non-increasing $$\documentclass[12pt]{minimal}
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Biological network alignment {#Sec3}
============================

Optimization model formulation {#Sec4}
------------------------------

In this section, we re-formulate the involved optimization problem for the network alignment algorithm---IsoRank \[[@CR7]\] to address the potential computational challenges of aligning multiple large-scale networks. The new formulation has the same mathematical programming structure as the problem ([1](#Equ1){ref-type=""}).

Let *G* ~*a*~ and *G* ~*b*~ be two biological networks to align. Two networks has *N* ~*a*~ and *N* ~*b*~ vertices, respectively. We define $\documentclass[12pt]{minimal}
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\mathbf {1}\in \mathbf {R}^{N_{a}\times N_{b}}\phantom {\dot {i}\!}$\end{document}$ and $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$ \bar{B}=B\times \text{Diag}(B\mathbf{1})^{-1},   $$ \end{document}$$

where Diag(*B* **1**) can be considered as a degree matrix with *B* **1** on its diagonal and all the other entries equal to zero. $\documentclass[12pt]{minimal}
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After expanding the objective function, we obtain $\documentclass[12pt]{minimal}
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The gradient of *f*(**x**) can be easily computed ∇*f*(**x**)=*M* **x**. Furthermore, we find that the Hessian matrix of *f*(**x**) is *M*, which is a positive semi-definite matrix proven by Lemma 2:

### **Lemma2**. {#d29e2723}
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### *Proof*. {#d29e2786}

*M* can be written as $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$M=(\bar {B}-I)^{T}(\bar {B}-I)$\end{document}$, which proves the lemma.

With Lemma 2, it is obvious that the objective function *f*(**x**) is convex. Also, the constraint set $\documentclass[12pt]{minimal}
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                \begin{document}$\mathfrak {H} = \{\mathbf {x} | \mathbf {x}^{T}\textbf {1}=1, \mathbf {x}\geq 0\}$\end{document}$ is a unit simplex, which is convex and compact. Hence, the IsoRank problem ([13](#Equ13){ref-type=""}) has the same problem structure as ([1](#Equ1){ref-type=""}) and our generalized SBCFW algorithm can be used to solve ([14](#Equ14){ref-type=""}) with much better scalability and efficiency due to the efficiency of the randomized partial gradient computation at each iteration. Similarly as in \[[@CR7]\], in addition to network topology, we can incorporate other information in the formulation for more biologically significant alignment results by replacing $\documentclass[12pt]{minimal}
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                \begin{document}$\bar {S} = S/ | S|$\end{document}$ is a normalized similarity vector with size *N* ~*a*~×*N* ~*b*~, cancatenated from the doubly indexed similarity estimates *S*(\[*u*,*v*\]) based on the sequence or function similarity between vertices *u* in *G* ~*a*~ and *v* in *G* ~*b*~.

SBCFW-IsoRank algorithm {#Sec5}
-----------------------

As shown in Section [3.1](#Sec4){ref-type="sec"}, *f*(**x**) in ([13](#Equ13){ref-type=""}) is convex and the constraint set $\documentclass[12pt]{minimal}
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which is taken in line 11 in the SBCFW-IsoRank algorithm.

Initialization {#Sec6}
--------------

In order to guarantee both the time and space complexity to be $\documentclass[12pt]{minimal}
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Algorithm to solve the subproblem {#Sec7}
---------------------------------

As shown in the SBCFW-IsoRank algorithm, at each iteration, we need to solve a subproblem. Fortunately, the subproblem can be solved in a straightforward manner for the optimization problem ([14](#Equ14){ref-type=""}). For the following subproblem at iteration *k*: $$\documentclass[12pt]{minimal}
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the optimal solution is **s** ^∗^=**x** ^*k*^−*U* ~*i*~ **x** ^*k*^+*L* **e** ~*j*~, where **e** ~*j*~ is an all-zero vector except that the *j*th element is 1 and $\documentclass[12pt]{minimal}
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Optimal step size {#Sec8}
-----------------

To obtain the optimal step size at each iteration, we need to solve the following optimization problem: $$\documentclass[12pt]{minimal}
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which is the classic quadratic form with respect to *γ*. If $\documentclass[12pt]{minimal}
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                \begin{document}$\hat {\gamma }$\end{document}$, otherwise *γ* ^∗^=0. The definitions of **p** ~*k*~ and **q** ~*k*~ are given in lines 7 and 10 in Algorithm 2.

Time and space complexity {#Sec9}
-------------------------

At each iteration, the most computationally expensive operations are the updates of **p** ~*k*~ and **q** ~*k*~ (lines 7 and 10 of SBCFW-IsoRank) and the calculation of the partial gradient ∇~*i*~ *f*(**x** ^*k*^) (line 7 of SBCFW-IsoRank).

The calculation of **p** ~*k*~ and **q** ~*k*~ are similar. From line 10 of Algorithm 2, we know $$\documentclass[12pt]{minimal}
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                \begin{document} $$ \begin{aligned} \mathbf{p}_{k}&=E\mathbf{x}^{k}\\ &=E\left (\mathbf{x}^{k-1} + \gamma^{k-1}\left(\mathbf{s}^{k-1}-\mathbf{x}^{k-1}\right) \right)\\ &=\mathbf{p}_{k-1} + \gamma^{k-1}E\left(\mathbf{s}^{k-1}-\mathbf{x}^{k-1}\right). \end{aligned}  $$ \end{document}$$

The second equation is derived by replacing **x** ^*k*^ with the equation in line 16 of our SBCFW-IsoRank algorithm. Because we keep tracking **p** ~*k*~ at each iteration, we do not need to recompute **p** ~*k*−1~. Therefore, we only need to compute *E*(**s** ^*k*−1^−**x** ^*k*−1^), which takes $\documentclass[12pt]{minimal}
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                \begin{document}$O\left (\frac {N^{2}}{n} \right)$\end{document}$ operations because (**s** ^*k*−1^−**x** ^*k*−1^) is a vector, with only its *i*th block being non-zeros and all the other parts are zeros. Additionally, the memory consumption is also $\documentclass[12pt]{minimal}
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                \begin{document} $$ \begin{aligned} \mathbf{q}_{k}&=E\mathbf{s}^{k}\\ &=E\left (\mathbf{x}^{k} + \left(L\mathbf{e}_{j}-U_{i}\mathbf{x}^{k}\right)\right)\\ &=\mathbf{p}_{k} + E\left(L\mathbf{e}_{j}-U_{i}\mathbf{x}^{k}\right), \end{aligned}  $$ \end{document}$$

where (*L* **e** ~*j*~−*U* ~*i*~ **x** ^*k*^) is also a vector with only the *i*th block having non-zero values. Therefore, the computation of **q** ~*k*~ also takes $\documentclass[12pt]{minimal}
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The equation of calculating ∇~*i*~ *f*(**x** ^*k*^) is as follows: $$\documentclass[12pt]{minimal}
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                \begin{document} $$ \nabla_{i} f\left(\mathbf{x}^{k}\right) = \left[E^{T}\right]_{i} \mathbf{p}_{k},  $$ \end{document}$$

where the operator \[·\]~*i*~ is to get the rows of the matrix corresponding to the *i*th coordinate block. Hence, it is easy to verify that the time complexity and space complexity of computing ∇~*i*~ *f*(**x** ^*k*^) are $\documentclass[12pt]{minimal}
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                \begin{document}$O\left (\frac {N^{2}}{n} \right)$\end{document}$.

In summary, based on the above analyses, both the time complexity and space complexity of our SBCFW-IsoRank at each iteration are $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$O\left (\frac {N^{2}}{n} \right)$\end{document}$.

Experiments {#Sec10}
===========

In this section, we apply our SBCFW-IsoRank algorithm to two network query problems. For the first set of experiments, we take a known protein complex in an archived yeast PPI network in one database \[[@CR11]\] as the query to search for the subnetwork in another yeast PPI network \[[@CR12]\] with different archived interactions. We call this yeast-yeast network query problem. The goal of this set of experiments is to check the correctness of our algorithm as we have the ground truth for the target subnetwork. With that, we aim to test the convergence property of our algorithm with different partitions and the relationship between the number of iteration steps and number of partitions. The second experiment is to query a large-scale yeast PPI network in IntAct \[[@CR13]\] to find similar subnetworks of proteins with similar cellular functionalities for a known protein complex in human PPI network. The aim of this experiment is to show that our new algorithm can help transfer biology knowledge from model organisms to study potential functionalities of molecules in different organisms. Our Matlab implementation of SBCFW-IsoRank runs on a MacBook Pro notebook with 8 GB RAM. We do not compare with IsoRank algorithm in terms of computational and biological performance. Computationally, it is not fair to compare our algorithm (implemented in matlab) with IsoRank (implemented in C). Biologically, they should generate the same results if our algorithm converges, so the proof of convergence is sufficient to guarantee the equivalence of the biological performance.

Yeast-yeast network query problem {#Sec11}
---------------------------------

We test our SBCFW-IsoRank algorithm on the yeast-yeast PPI network query problem by solving the optimization problem introduced in the previous section. We take a subnetwork with six proteins (Fig. [1](#Fig1){ref-type="fig"} [a](#Fig1){ref-type="fig"}) from Krogan's yeast PPI network \[[@CR11]\] as the query example to search for the conserved functional complex in a target network, which is Collins' network \[[@CR12]\] with 1622 proteins and 9074 interactions. The query subnetwork is the transcription factor TFIIIC complex in Krogan's network and we are interested in testing whether we can find the same subnetwork in Collins' network. The dimension of our optimization problem is 6×1622=9732. We run this preliminary example so that we can compare our stochastic optimization results with the results from the power method, which is typically done in the original IsoRank algorithm \[[@CR7]\]. Theoretically, the time and space complexity of our SBCFW-IsoRank at each iteration are both *O*(*N* ^2^/*n*) based on the analysis in Section [3.6](#Sec9){ref-type="sec"}. Compared to *O*(*N* ^2^) time and space complexity for the power method by IsoRank \[[@CR7]\], our SBCFW-IsoRank algorithm can scale better with the properly selected number of partitions *n* at each iteraction. Fig. 1Query subnetwork and its aligned result in the target network. **a** The query subnetwork in Krogan's yeast PPI network \[[@CR11]\]. **b** The aligned result in Collins' yeast PPI network \[[@CR12]\]

As both the query example and the target network contain interactions among proteins from the same organism---yeast, we can easily check the correctness of the query result. We define the accuracy as the number of corrected aligned proteins divided by the total number of proteins in the query subnetwork. We implement the SBCFW-IsoRank algorithm for different numbers of partitions *n* but use the same stopping criterion: $\documentclass[12pt]{minimal}
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                \begin{document}$\left \| \hat {B}\mathbf {x} -\mathbf {x}\right \|$\end{document}$ ≤*ξ*∥**x**∥,*ξ*=0.1 \[[@CR9]\].

Figure [2](#Fig2){ref-type="fig"} shows the changes of the objective function values with respect to the increasing number of iterations. As illustrated in Fig. [2](#Fig2){ref-type="fig"}, our algorithm converges for all different *n* values. Additionally, we find that, the larger the number of partitions *n* is, the larger the number of iterations we need to have the algorithm converge to the global optimum with the same stopping criterion. This clearly demonstrates the tradeoff between the efficiency and scalability of the stochastic optimization algorithms. Interestingly, we notice that for *n*=10,30, and 50, the number of iterations does not increase much, which indicates that we may achieve fast computation with a reasonably large *n* because our algorithm is more efficient for larger *n* values at each iteration. Fig. 2The change of the objective function values with the increasing number of iterations with different numbers of partitions

To further investigate the performance with different *n* values, we run our algorithm 10 times for *n*=\[2,10,20,30,...,200\] and show the average and standard deviation of the computational time as well as the average and standard deviation of the number of iterations in Fig. [3](#Fig3){ref-type="fig"}. Fig. 3Mean and standard deviation of the computational time in seconds and the number of iterations for different partition numbers

We find that for all different *n* values, our algorithm can obtain 100 *%* accuracy, which again demonstrates the effectiveness and convergence of our generalized SBCFW algorithm. Also, we notice that with the increasing *n*, the number of iterations increase; however, the computational time is first reducing then increasing. For example, when *n*=2, our algorithm converges with the smallest number of iterations, but the computational time is not the best because at each iteration, the algorithm takes $\documentclass[12pt]{minimal}
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                \begin{document}$O\left (\frac {N^{2}}{2} \right)$\end{document}$ operations. In contrast, when *n*=30, the number of iterations is larger; but it reaches the global optimum with the least computation time, which is indeed twice faster than *n*=2. The trend of the computational time implies that there may exist the best number of partitions *n* ^∗^. Empirically, when *n*\<*n* ^∗^, the computational time decreases while the computational time can increase when *n*\>*n* ^∗^. However, it is difficult to provide a theoretical proof for this observed phenomenon. Finally, for the scalability of the algorithm, we always prefer larger *n* to make the memory requirement as low as possible.

Human-yeast network query problem {#Sec12}
---------------------------------

We further study the biological signficance of network query results by our SBCFW-IsoRank algorithm. We extract a subnetwork as a query example from a human PPI network archived in IntAct \[[@CR13]\]. The query subnetwork is the proteasome core complex, with induced interactions among the corresponding proteins from IntAct \[[@CR13]\]. The proteasome core complex in human consists of 14 proteins in total, as shown in Fig. [4](#Fig4){ref-type="fig"} [a](#Fig4){ref-type="fig"}. The target network is the yeast PPI network, also obtained from IntAct \[[@CR13]\], which has 6392 proteins and 77,065 interactions. Our goal is to find the most similar subnetwork to the human proteasome core complex in the target yeast PPI network, based on both the interaction topology and the protein sequence similarity, which is computed by BLAST \[[@CR14]\]. Fig. 4Querying human protein complex in a yeast PPI network. The proteins are annotated by their gene names. The *solid lines* are protein interactions and the *dashed lines* denote orthologous relationships based on protein sequence similarity by BLAST between the proteins in different organisms. **a** Human proteasome core complex. **b** The aligned proteasome core complex in yeast found by SBCFW-IsoRank

We first construct the alignment network, which has *N*=14×6,392=89,488 vertices. By our SBCFW-IsoRank algorithm with *n*=300, at each iteration, instead of operating a matrix of size 89,488×89,488 by the power method, we only need to handle a matrix of size 298×89,488. The computational time as well as the memory requirement are reduced 300 times. Our Matlab implementation of SBCFW-IsoRank on the MacBook Pro notebook with 8GB RAM takes only around 750 s to converge by reaching the stopping criteria (0.1).

The identified subnetwork in the target yeast PPI network by our algorithm is illustrated in Fig. [4](#Fig4){ref-type="fig"} [b](#Fig4){ref-type="fig"}. To evaluate the biological significance of the obtained subnetwork, we check the *p* value based on Gene Ontology (GO) enrichment analysis using GOTerm Finder \[[@CR15]\]. The identified subnetwork is significantly enriched in GO term GO:0005839, which is in fact the same proteasome core complex, with *p* value 9.552*e*−36. This experiment demonstrates that our algorithm can find the biologically consistent groups of proteins with the same cellular functionalities as the proteins in the query subnetwork, hence with the capability of transferring existing biology knowledge in model organisms (yeast for example) to less studied organisms when the group of proteins in the query subnetwork require better understanding of their cellular functionalities.

Conclusions {#Sec13}
===========

In this paper, we generalize the block coordinate Frank-Wolfe algorithm to solve general convex optimization problems with any convex and compact constraint set. Our generalized SBCFW algorithm has the convergence guarantee. We re-formulate the IsoRank problem to such a convex programming problem and solve the biological network alignment problem by our SBCFW-IsoRank algorithm, which scales better with the size of networks under study. The scalability, efficiency, and effectiveness of our algorithm on solving IsoRank are demonstrated for real-world PPI network query problems. In our future work, we will consider the derivation of the optimal partition number for better tradeoff between computational efficiency and scalability and generalize the derived SBCFW algorithm to solve other optimization problems when analyzing biological networks.
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