The source code (MATLAB) for the report's computational model is available on a Github public repository (<https://github.com/dbendor/Bendor-Lab>). The electrophysiological dataset is available on a Figshare public repository (<https://doi.org/10.6084/m9.figshare.11356307.v1>).

Introduction {#sec001}
============

Our ability to discriminate complex sounds such as music \[[@pcbi.1007627.ref001],[@pcbi.1007627.ref002]\], speech \[[@pcbi.1007627.ref003],[@pcbi.1007627.ref004]\], and conspecific vocalizations \[[@pcbi.1007627.ref005]\], relies on the auditory system's analysis of an acoustic signal's spectral and temporal structures. For sequences of brief sounds, the timing of each acoustic event is explicitly encoded by the stimulus-locked activity of neurons throughout the ascending auditory pathway. In primary auditory cortex (A1), neurons can temporally lock to individual acoustic events up to around 40--50 Hz \[[@pcbi.1007627.ref006]--[@pcbi.1007627.ref010]\], matching the upper limit of acoustic flutter (the percept of a sequence of discretely occurring events). While repetition rates within the perceptual range of acoustic flutter are represented by A1 neurons with stimulus-locked activity, some of these neurons can also simultaneously vary their firing rate by monotonically increasing (*Sync+*) or decreasing (*Sync-*) firing rate over the range of repetition rates that span the range of flutter perception \[[@pcbi.1007627.ref011]\]. Temporal coding provides a faithful, unambiguous representation of the timing of acoustic events. However, it must be analysed across time to determine the repetition rate of the stimulus. Rate coding, on the other hand, provides a more "processed" and instantaneous readout of repetition rate. Although rate coding is more ubiquitous in brain regions downstream from auditory cortex such as the lateral and mid-dorsal prefrontal cortex \[[@pcbi.1007627.ref012]--[@pcbi.1007627.ref016]\], one potential issue is that rate coding is used to represent multiple acoustic features in auditory cortex. For example, in a typical auditory cortical neuron, an increase in firing rate could represent a change in frequency, sound level \[[@pcbi.1007627.ref017]\], and/or sound location \[[@pcbi.1007627.ref018]\]. In order for rate coding to be useful to downstream brain regions, neural circuits must be able to demultiplex concurrently encoded acoustic features.

Although there are multiple ways neurons encode sensory information, in multiple brain regions including the somatosensory system, rate coding takes the form of positive and negative monotonic tuning. This form of opponent coding (positive/negative sloped rate relationship with a stimulus parameter) has been postulated to provide a number of advantages as an encoding strategy, including robustness to rate changes resulting from adaptation, allowing for the multiplexing of additional information within an overlapping rate code, and increasing the accuracy of extracting this information by reducing positively correlated noise between neurons \[[@pcbi.1007627.ref019]\]. How could the brain generate both positive and negative monotonic tuning in response to a given input? To explore this question, we used a leaky integrate-and-fire computational model of a cortical neuron. Previously, we have used a similar modelling approach to generate stimulus synchronized responses to acoustic pulses in the range of flutter perception, by varying the delay and relative strength of excitatory and inhibitory inputs \[[@pcbi.1007627.ref020]\]. In this E-I (excitation-inhibition) based computational model, synchronized responses to slowly repeating sounds occur when inhibition is both stronger than and delayed relative to excitation. Building on this model, Gao et al (2016) \[[@pcbi.1007627.ref021]\] added a simplified adaptation mechanism to stimulus repetition rate, resulting in synchronized responses and non-synchronized monotonic positive and negative responses. However, in this model stimulus repetition rate ranged beyond acoustic flutter; the integration of rate coding in synchronizing neurons, to generate Sync+ and Sync- responses within the perceptual range of flutter, has not yet been directly examined using such computational models. Here we investigated the underlying neural mechanisms responsible for Sync+ and Sync- responses in auditory cortex and demonstrate that the addition of synaptic depression to the E-I model is sufficient to reproduce these two response modes---specifically stronger synaptic depression of excitatory inputs relative to inhibitory inputs leads to the Sync- response while weaker synaptic depression of excitatory inputs relative to inhibitory inputs leads to the Sync+ response.

Results {#sec002}
=======

We first examined whether the E-I model described by Bendor (2015) \[[@pcbi.1007627.ref020]\] was capable of generating both Sync+ and Sync- responses to acoustic pulse trains, using the model's three existing independent parameters: The E/I ratio (the strength of excitatory input divided by the strength of the inhibitory input), the I-E delay (the temporal lag between the excitatory and inhibitory input), and the overall strength of excitation ([Fig 1A and 1B](#pcbi.1007627.g001){ref-type="fig"}). In this model, the number of spikes produced by each acoustic event was determined by the net excitatory input. If the number of spikes produced by each acoustic event did not change with repetition rate, neurons linearly increased their discharge rate with increasing repetition rate (Sync+, Spearman correlation coefficient ρ \> 0.8, P \< 0.05, see [methods](#sec009){ref-type="sec"}). However, because the strength of lagging inhibition can decrease the overall net excitation in a repetition rate dependent manner, Sync- responses could be created at very high I/E ratios. While we observed that Sync+ responses were generated over a wide range of biologically plausible excitation and inhibition strengths ([Fig 1C--1E](#pcbi.1007627.g001){ref-type="fig"}), Sync- responses could only be generated using biologically unrealistic I/E ratios; by using a 3-fold increase in the strength of inhibition relative to excitation reported in intracellular recordings \[[@pcbi.1007627.ref022]\]. Although discharge rate decreased with increasing repetition rate for these modelled Sync- neurons, their rate responses were non-significant (firing rate below 2 std above mean spontaneous rate, see [methods](#sec009){ref-type="sec"} for details.), in contrast to the driven responses observed real Sync- neurons (Bendor and Wang 2007 \[[@pcbi.1007627.ref011]\], [Fig 1C](#pcbi.1007627.g001){ref-type="fig"}).

![Computational model of an auditory cortical neuron.\
(A.) Simulated neural responses to an acoustic click train (top). each click was converted to an excitatory and inhibitory conductance input in our computational model, using an alpha function with a time constant of 5 ms (middle). Three parameters could be altered (I-E delay, E input and I/E ratio). Spikes were generated when membrane voltage reached a threshold (bottom). (B.) Cartoon of monotonic positive and negative responses. Monotonic positive neural responses increase the average discharge rate for stimuli with higher repetition rate. Monotonic negative responses decrease average discharge rate for stimuli with higher repetition rate. (C-E.) Examples of simulated neurons. Average discharge rate for increasing stimuli repetition rate for two example neurons. Model parameters for both neurons are the following: Neuron example 1 (C.): Excitatory input = 2 nS, Inhibitory input = 10 nS. Neuron example 2 (D.): Excitatory input = 4.5 nS, Inhibitory input = 8.5 nS. Error bars indicate s.e.m. (E) classification of neuron type across two parameters (Excitatory input and Inhibitory input) with a fixed I-E delay of 5 ms. The arrows indicate the parameters used for the example neurons (left arrow for example 1, right arrow for example 2). Shaded area indicates biologically plausible values where the I/E ratio is between 1.4 and 2.0.](pcbi.1007627.g001){#pcbi.1007627.g001}

Modelling short-term depression {#sec003}
-------------------------------

We next examined how the E-I model could be modified to more accurately represent the repetition rate tuned responses of real Sync+ and Sync- neurons. One possible mechanism that can vary discharge rate in a repetition rate sensitive manner is synaptic short-term plasticity, in particular, **short-term depression** (**STD**). If such adaptation is present, real neurons should decrease their firing rate between the start and the end of stimulus presentation. This difference would be larger for higher repetition rates, and a strong but short-term adaptation would be able to suppress the activity for high repetition rates without affecting responses for low repetition rates. Indeed, we observed that the number of spikes in real neurons at each acoustic event showed a decrease between the start and the end of stimuli sets for both Sync- and Sync+ real neuron populations ([Fig 2A--2C](#pcbi.1007627.g002){ref-type="fig"}). Higher repetition rates showed a larger decrease for Sync- neurons than for lower repetition rates. The largest decrease was seen at 48Hz, the upper limit of acoustic flutter (Wilcoxon rank sum test, P \<\<0.001), whereas no decrease was observed at 8Hz, the lower limit of acoustic flutter (Wilcoxon rank sum test, P = 0.1) ([Fig 2D](#pcbi.1007627.g002){ref-type="fig"}). Similar to Sync- neurons, the decrease was present for Sync+ neurons at 48Hz (Wilcoxon rank sum test, P = 0.03) and absent at 8Hz (Wilcoxon rank sum test, P = 0.71) ([Fig 2E](#pcbi.1007627.g002){ref-type="fig"}). When comparing this decrease between Sync- and Sync+ neurons for the same stimulus, we observed no significant difference for stimuli from 8 to 16Hz, and a significant difference from 20 to 48Hz ([S1 Fig](#pcbi.1007627.s001){ref-type="supplementary-material"}). Moreover, this depression in the neural response was stronger in the early portion of the acoustic stimulus (compared to the latter portion), and for Sync- neurons (compared to Sync+ neurons) ([Fig 2A](#pcbi.1007627.g002){ref-type="fig"}, [S1 Fig](#pcbi.1007627.s001){ref-type="supplementary-material"}). Sync+ neurons showed a weak global depression throughout stimulus presentation, and the profile of depression was not affected by repetition rate ([Fig 2A](#pcbi.1007627.g002){ref-type="fig"}, [S1 Fig](#pcbi.1007627.s001){ref-type="supplementary-material"}). Finally, the average number of spikes per acoustic event decreased monotonically (Spearman correlation coefficient: 0.99, P \<0.001) for higher repetition rate in Sync- neurons, but not in Sync+ neurons (Spearman correlation coefficient = 0.36, P = 0.36.) ([Fig 2F](#pcbi.1007627.g002){ref-type="fig"}). Together, these observations suggest that adaptation to repeated stimuli was stronger for Sync- neurons than for Sync+ neurons ([S2](#pcbi.1007627.s002){ref-type="supplementary-material"} and [S3](#pcbi.1007627.s003){ref-type="supplementary-material"} Figs).

![Event-related activity of monotonic Sync neurons.\
**(**A-C.) Normalized number of spikes at each acoustic event for real Sync- (n = 26) and Sync+ (n = 25) neurons at 48Hz (a.) 24Hz (B.) and 8Hz (C.). Each data point was calculated by averaging the number of spikes at the time of each acoustic event (with response latency considered). Error bars indicate s.e.m. Black bar indicates stimulus presentation period. (D-E.) adaptation between first and last acoustic event of stimulus for Sync- (D.) and Sync+ (E.) neurons. (D.) adaptation at 8Hz (Wilcoxon rank sum test, P = 0.1), 24Hz (Wilcoxon rank sum test, P \<\< 0.001), 48Hz (Wilcoxon rank sum test, P \<\< 0.001). (E.) adaptation at 8Hz (Wilcoxon rank sum test, P = 0.71), 24Hz (Wilcoxon rank sum test, P = 0.01), 48Hz (Wilcoxon rank sum test, P = 0.03). (F.) Average number of spikes of real Sync+ and Sync- neurons at each acoustic event across different repetition rates. **Sync+**: Spearman correlation coefficient = 0.36, P = 0.36; **Sync-**: Spearman correlation coefficient: 0.99, P \<0.001.](pcbi.1007627.g002){#pcbi.1007627.g002}

Model parameters {#sec004}
----------------

To add short-term depression to our previous model, we introduced two additional parameters; the amplitude of depression (***A***~***D***~) which determined the strength of adaptation after each acoustic pulse, and the time constant of recovery (**τ**~**P**~) which controlled how stimulus repetition rate affected adaptation during stimulus presentation\[[@pcbi.1007627.ref023],[@pcbi.1007627.ref024]\] ([Fig 3A](#pcbi.1007627.g003){ref-type="fig"})(see [methods](#sec009){ref-type="sec"} for details). To control the strength of depression in our modified E-I model, we independently varied these two parameters for both excitatory and inhibitory inputs. We observed that by varying these two parameters, we were able to produce Sync+ (Spearman correlation coefficient ρ \> 0.8, P \< 0.05) and negative (ρ \< -0.8, P \< 0.05) responses ([Fig 3B--3D](#pcbi.1007627.g003){ref-type="fig"}, see [Methods](#sec009){ref-type="sec"}). To further study the effects of these parameters, we first calculated the probability of obtaining monotonic positive ([Fig 3B](#pcbi.1007627.g003){ref-type="fig"}) or negative ([Fig 3C](#pcbi.1007627.g003){ref-type="fig"}) neurons across all values of ***A***~***D***~ for a given set of time constants {***τ***~***pE***~,***τ***~***pI***~} within a naturalistic range (between 0.05s and 0.2s) \[[@pcbi.1007627.ref024], [@pcbi.1007627.ref025]\]. This was determined so that with values in the middle of the range, neurons would show no or very little depression for repetition rates under 8Hz, which corresponded to a time interval greater than 0.125s between two pulses. The average monotonicity index of model neuron responses across all values of ***A***~***D***~ was highest for high ***τ***~***pI***~ and low ***τ***~***pE***~ values, and lowest for low ***τ***~***pI***~ and high ***τ***~***pE***~ values ([Fig 3B and 3C](#pcbi.1007627.g003){ref-type="fig"}). For a given set of time values { ***τ***~***pE***~ = 0.15s, ***τ***~***pI***~ = 0.10s} we were able to obtain Sync+ neurons with strong depression of inhibitory inputs and weak adaptation of excitatory inputs. The converse was true for Sync- neurons, where the strength of depression was stronger for excitation than inhibition ([Fig 3D](#pcbi.1007627.g003){ref-type="fig"}). In our parameter range, depression of excitation was more important than depression of inhibition in determining whether a neuron would be monotonic positive or negative. In this computational model, as in the previous model \[[@pcbi.1007627.ref020]\], the initial onset response was determined by the strength of excitation and inhibition, but not affected by synaptic depression. Values for excitatory and inhibitory input were chosen so that the onset response was on average between 40 and 60 spikes per second to match onset responses observed in real neurons \[[@pcbi.1007627.ref011]\], although different amplitudes of onset response did not affect our observations ([S4 Fig](#pcbi.1007627.s004){ref-type="supplementary-material"}**)**.

![Computational model of an auditory cortical neuron with short term depression.\
(A.) At each acoustic signal (top) we simulate the decrease in the probability of release of synaptic vesicles with an amplitude of adaptation *A*~*D*~ followed by an exponential recovery with time constant *τ*~*p*~ (middle top) (See [methods](#sec009){ref-type="sec"} for details). This probability of release then determined the amplitude of conductance input to our model neuron (middle bottom). a decrease in conductance amplitude during stimuli presentation (black bar) resulted in a decrease in discharge rate per acoustic signal (bottom). (B-D.) Adaptation parameter space. Average positive (B.) and negative (C.) monotonicity index for a given set of recovery time constants {*τ*~*pE*~, *τ*~*pI*~}. Average monotonicity index at {*τ*~*pE*~ = 0.15, *τ*~*pI*~ = 0.10} for different values of *A*~*DE*~ and *A*~*DI*~ (D.).](pcbi.1007627.g003){#pcbi.1007627.g003}

For our simulated neurons, *A*~*D*~ values were determined ([Fig 4A](#pcbi.1007627.g004){ref-type="fig"}) so that simulated Sync+ and Sync- neurons matched real neurons in both trial-by-trial spiking activity ([Fig 4](#pcbi.1007627.g004){ref-type="fig"}) and average population activity ([S5 Fig](#pcbi.1007627.s005){ref-type="supplementary-material"}). Out of 107 real synchronized neurons, 25 neurons were classified as Sync+ ([Fig 4C](#pcbi.1007627.g004){ref-type="fig"}) and 26 were classified as Sync- ([Fig 4E](#pcbi.1007627.g004){ref-type="fig"}). Both simulated ([Fig 4B and 4D](#pcbi.1007627.g004){ref-type="fig"}) and real ([Fig 4C and 4E](#pcbi.1007627.g004){ref-type="fig"}) neurons showed stimulus-synchronised driven activity to stimuli, with both simulated ([Fig 4D](#pcbi.1007627.g004){ref-type="fig"}) and real Sync- neurons showing a reliable adaptation of firing rate to higher stimulus repetition rates. Monotonicity was significant for both Sync+ (Spearman correlation coefficient ρ = 0.91, P \< 0.001) and Sync- (ρ = 0.85, P = 0.012) simulated neurons ([Fig 4F and 4G](#pcbi.1007627.g004){ref-type="fig"}), and temporal fidelity over the range of repetition rates spanning flutter perception was maintained despite adaptation ([Fig 4B--4E](#pcbi.1007627.g004){ref-type="fig"}, Vector strength (VS)\>0.1, and Rayleigh statistic\>13.8, P \< 0.001).

![Real and Simulated monotonic Sync example neurons.\
(A.) Range amplitude of adaptation {*A*~*DE*~,*A*~*DI*~} that results in Sync+ and Sync- simulated responses. Raster plot comparison between simulated Sync+ (B; *A*~*DE*~ = 0.4, *A*~*DI*~ = 0.1, *τ*~*pE*~ = 0.15 s *τ*~*pI*~ = 0.10 s.) and Sync- (D; *A*~*DE*~ = 0.1, *A*~*DI*~ = 0.4, *τ*~*pE*~ = 0.15 s *τ*~*pI*~ = 0.10 s.) neurons with real Sync+ (C; unit m32q-337) and Sync- (E; unit m32q-29) neuron examples. the black bar indicates the time during when stimuli was given as input. *A*~*DE*~ = 0.4, *A*~*DI*~ = 0.1, *τ*~*pE*~ = 0.15 s *τ*~*pI*~ = 0.10 s. (F,G.) Normalized discharge rate for Sync + and Sync- neurons across stimuli with different repetition rates. Discharge rate was normalized to the maximum value across stimuli. (F.) Population average of simulated Sync+ and Sync- neurons. (G.) Population average of real Sync+ and Sync- neurons.](pcbi.1007627.g004){#pcbi.1007627.g004}

Model robustness {#sec005}
----------------

Although our simulated neurons show similar Sync+ and Sync- responses to averaged real Sync+ and Sync- responses, we observed that in real neurons, innate properties such as spontaneous rate and onset response to stimuli varied among neurons within the same category. We therefore examined whether the model's ability to produce Sync+ and Sync- simulated neurons were robust to changes in initial conditions of the model. For this purpose, we first examined the robustness of our model to different types of noise. Our computational model operated, as did the previous model \[[@pcbi.1007627.ref020]\], with a fixed spontaneous rate (\~4 spk/s) comparable to that of our real neuron data (median spontaneous rate = 3.8 spk/s). This was generated by adding Gaussian noise in addition to the excitatory and inhibitory conductances of the neuron (see [methods](#sec009){ref-type="sec"}). Increasing the amplitude of noise also increased the spontaneous rate ([Fig 5A](#pcbi.1007627.g005){ref-type="fig"}). We examined how robust our model was for varying noise amplitude and observed that it did not affect monotonicity for both Sync+ and Sync- simulated neurons ([Fig 5B](#pcbi.1007627.g005){ref-type="fig"}). Vector strength was less robust to changes in noise amplitude, in particular for Sync- simulated neurons, where low noise amplitude resulted in a complete lack of stimulus synchrony for high repetition rates ([S6 Fig](#pcbi.1007627.s006){ref-type="supplementary-material"}), due to the evoked responses consisting of an onset followed by suppression. Our model also included temporal jitter ([Fig 5C](#pcbi.1007627.g005){ref-type="fig"}) to emulate more realistic responses, by adding Gaussian noise to the timings of each acoustic pulse. Similar to the conductance noise amplitude, changes to temporal jitter did not affect monotonicity. We also observed that the vector strength in Sync- simulated neurons was more affected by temporal jitter than for Sync+ simulated neurons ([S6 Fig](#pcbi.1007627.s006){ref-type="supplementary-material"}). However, with the exception of Sync- simulated neurons with strong temporal jitter (above 7 s.d.) these simulations in the presence of noise could still be classified as synchronised monotonic responses (see [Methods](#sec009){ref-type="sec"} for criteria). We further explored model robustness by studying how input parameters such as excitation and inhibition amplitude affected monotonicity and vector strength. Monotonicity in Sync+ simulated neurons did not seem to be affected by changes in these parameters ([Fig 5D](#pcbi.1007627.g005){ref-type="fig"}). In Sync- neurons however, the monotonicity index was reduced to 0 for IE ratios under 1.0 ([Fig 5E](#pcbi.1007627.g005){ref-type="fig"}). In addition, for stronger excitatory input amplitudes the model required higher IE ratios to produce monotonic negative responses. As for vector strength, both Sync+ and Sync- simulated neurons showed a weak decrease in stimulus synchrony for excitatory input amplitudes under 2nS ([S6 Fig](#pcbi.1007627.s006){ref-type="supplementary-material"}).

![Model robustness.\
Spontaneous rate in relation to noise amplitude (A.) Monotonicity in Sync+ and Sync- neurons in relation to noise amplitude (B.) and temporal jitter (C.) Average monotonicity index (D, E.) across different values for recovery time constants {*τ*~*pE*~, *τ*~*pI*~} ranging between 0.06 and 0.20s for a given value of {*A*~*DE*~, *A*~*DI*~}. When within the parameters of producing Sync+ neurons, Monotonicity is unaffected by changes in E strength and IE ratio (A.). For parameters resulting in Sync- neurons, Monotonicity is negative only when inhibition is stronger than excitation (IE ratio larger than 1) (B.).](pcbi.1007627.g005){#pcbi.1007627.g005}

Different mechanisms for adaptation to repeated acoustic pulses {#sec006}
---------------------------------------------------------------

So far in this study we explored short-term depression as a possible underlying mechanism for Sync+ and Sync- neurons observed in A1. Next, we explored other possible mechanisms that may allow neurons to adapt to acoustic pulse trains and compared their effects to that of our short-term depression model. One such mechanism is **short-term facilitation (STF)**; the adaptation of neural activity during stimulus presentation for higher repetition rates could arise from facilitation of inhibition, as opposed to depression of excitation. We thus modelled short-term facilitation using the same parameters as short-term depression. However, instead of decreasing the probability of release (and therefore the conductance input amplitude), this probability was increased at each acoustic input until it was recovered back to its initial value ([Fig 6](#pcbi.1007627.g006){ref-type="fig"}) (see [methods](#sec009){ref-type="sec"}). When combining depression of excitation and facilitation of inhibition, the model was able to produce both Sync+ and Sync- responses. Similar to our original model (depression of excitation and inhibition) depression of excitation was the determining factor for the direction of monotonicity for simulated neurons ([Fig 6A and 6B](#pcbi.1007627.g006){ref-type="fig"}). However, increasing the strength of facilitation in the inhibitory input lead to a decrease in the monotonicity slope of Sync+ neurons and an increase in the monotonicity slope of Sync- neurons. When both excitation and inhibition were facilitated, all simulated neurons were Sync+ neurons ([Fig 6C and 6D](#pcbi.1007627.g006){ref-type="fig"}). In the case where there was strong facilitation of inhibition and weak depression of excitation, our model produced non-monotonic synchronized responses (highest discharge rates in the middle of the acoustic flutter range).

![Computational model including short term facilitation.\
Short term facilitation was added to the model by increasing the probability of release (see [methods](#sec009){ref-type="sec"}) at each acoustic input, which would decay back to the initial value with a time constant *τ*~*p*~. Initial probability of release was 0.5 compared to 1.0 in short term depression model to compensate for changes in conductance input amplitudes. (A, B.) Depression of excitation and facilitation of inhibition. (C, D.) Facilitation of both excitation and inhibition. (A, C.) average monotonicity index for a given value of adaptation amplitude *A*~*D*~, for time constants {*τ*~*pE*~, *τ*~*pI*~} ranging between 0.06 and 0.20s. (B, D.) discharge rates for example neurons. (B.) Simulated neurons with depression of excitation and facilitation of inhibition. Example neuron 1 at {*A*~*DE*~ = 0.1, *A*~*DI*~ = −0.0}, Spearman correlation coefficient = 0.76, P = 0.01. Example neuron 2 at {*A*~*DE*~ = 0.1, *A*~*DI*~ = −0.4}, Spearman correlation coefficient = 0.25, P = 0.45. Example neuron 3 at {*A*~*DE*~ = 0.3, *A*~*DI*~ = −0.0}, Spearman correlation coefficient = -0.66, P = 0.03 Example neuron 4 at {*A*~*DE*~ = 0.3, *A*~*DI*~ = −0.4}, Spearman correlation coefficient = -0.74, P = 0.01 (D.) Simulated neurons with facilitation of both excitation and inhibition. Example neuron 1 at {*A*~*DE*~ = -0.2, *A*~*DI*~ = −0.2}, Spearman correlation coefficient = -1, P \<\< 0.001. Example neuron 2 at {*A*~*DE*~ = -0.0, *A*~*DI*~ = −0.4}, Spearman correlation coefficient = 0.07, P = 0.84. Time constants of all example neurons: {*τ*~*pE*~ = 0.15, *τ*~*pI*~ = 0.10}.](pcbi.1007627.g006){#pcbi.1007627.g006}

Another possible mechanism for adaptation to stimulus statistics is **spike-frequency adaptation** (**SFA**). Although the time scale for SFA is generally much shorter than that of short-term depression \[[@pcbi.1007627.ref026], [@pcbi.1007627.ref027]\], the two effects could be complimentary. In order to separate SFA from our observations, we studied Inter-Spike Intervals (**ISIs**) at onset for both Sync+ and Sync- real neurons by comparing the difference between the first and second ISI and second and third ISI ([S7 Fig](#pcbi.1007627.s007){ref-type="supplementary-material"}). Within the same population, we observed a significant difference between the first, second and third ISI (KS test, P \<0.05), and thus the presence of SFA. However, the time scale of SFA was in the order of 0.5ms, compared to the time scale of flutter (20 to 125 ms). In addition, SFA at the onset between Sync+ and Sync- neurons was significantly different (t-test, P\<0.05) but the difference was in the order of 1ms.

To further compare the aforementioned mechanisms between each other and with real neuron populations, we studied the strength of adaptation in relation to discharge rate at different time windows during the stimulus presentation (acoustic pulse train with a repetition rate of 40Hz). The strength of adaptation, equivalent to the amplitude of adaptation **A**~**D**~ shown in the model above, was defined as the firing rate during the time window spanning the given acoustic pulse divided by the firing rate during the previous acoustic pulse. Real neurons with firing rates lower than the spontaneous rate during the first 2 pulses (5/26 neurons in Sync-, 7/25 neurons in Sync+) were excluded from analysis. The strength of adaptation was also calculated for models with different mechanisms for adaptation; the base model with STD for excitation and inhibition, the base model with additional weak or strong SFA (see [methods](#sec009){ref-type="sec"}), and the facilitation model with STD for excitation and STF for inhibition ([Fig 7A](#pcbi.1007627.g007){ref-type="fig"}). As expected, adaptation during the first to second pulse for Sync- simulated neurons was strongest in the strong SFA model, and weakest in the facilitation model. Adaptation increased significantly between first to second pulse and first to third pulse for the base model and for the facilitation model (Wilcoxon sign rank test P \<\<0.001) but not for models with weak or strong SFA (Wilcoxon signed rank test P = 0.06 and P = 0.5 respectively). For Sync+ neurons, all models showed a weak or non-significant adaptation. In the case of real Sync- neurons, most neurons showed significant depression between the first and second pulse (18/21 neurons, median = 0.59, t-test, P \<\< 0.001) and between first and third pulse (18/21 neurons, median = 0.90, P \<\< 0.001) ([S8 Fig](#pcbi.1007627.s008){ref-type="supplementary-material"}), and the difference of adaptation strength between these two time windows was statistically significant (Wilcoxon rank sum test, P \< 0.01) ([Fig 7B](#pcbi.1007627.g007){ref-type="fig"}) these results were most comparable to our base model using only short-term depression. As for Sync+ neurons, individual responses showed both depression and facilitation during onset. 9/18 neurons and 8/18 neurons showed depression between 1st and 2nd pulses and between 1st and 3rd pulses respectively (median = 0 for both, Wilcoxon signed rank test, P \> 0.05) ([Fig 7B](#pcbi.1007627.g007){ref-type="fig"}). Using the same methods, we also calculated the strength of adaptation for synchronized non-monotonic (SyncNM) neurons (see [methods](#sec009){ref-type="sec"}). Adaptation strength for SyncNM neurons were weaker than that of Sync- neurons (53/55 neurons, median = 0.25, P \<\<0.001), and closely matched our base models' parameters needed to produce SyncNM simulated neurons. Among the three sub populations, adaptation strength was significantly different between Sync- neurons and SyncNM neurons (Wilcoxon rank sum test, P \<0.01) and between Sync- neurons and Sync+ neurons (Wilcoxon rank sum test, P \<0.01), but not between SyncNM and Sync+ neurons (Wilcoxon rank sum test, P = 0.44). These results showed that short-term depression was sufficient to reproduce adaptation to acoustic pulse trains in all auditory cortical neurons (Sync+, Sync- and SyncNM) synchronized to acoustic flutter.

![Adaptation between individual acoustic events for real neurons and different models.\
(A.) Adaptation between the 1^st^ and 2^nd^ input, and between 1^st^ and 3^rd^ input for Sync+ and Sync- neurons for models with different adaptation mechanisms. Strength of adaptation increased significantly between 1^st^ to 2^nd^ pulse and 1^st^ to 3^rd^ pulse for Sync- base and facilitation model (Wilcoxon signed rank test P \<\< 0.001) (B.) Strength of adaptation in real Sync+ and Sync- neurons between the 1^st^ and 2^nd^ input, and between 1^st^ and 3^rd^ input. Strength of adaptation increased significantly between 1^st^ to 2^nd^ pulse and 1^st^ to 3^rd^ pulse for Sync- neurons (Wilcoxon signed rank test P \<0.01). Asterisks directly above bars indicate that the adaptation amplitude was significantly different from 0 (Wilcoxon signed rank test P \<0.05).](pcbi.1007627.g007){#pcbi.1007627.g007}

Response to pure tones {#sec007}
----------------------

If we consider pure tones to be similar to acoustic pulse trains with a very high repetition rate, the responses these stimuli evoke in Sync+ neurons and Sync- neurons would be different. We would more likely observe a brief onset response in Sync- neurons compared to a more sustained response observed in sync+ neurons. Using our computational model, we could also emulate responses of Sync+ and Sync- neurons to different sets of stimuli such as pure tones. In real neurons, similar responses were evoked by pure tones (at the neuron's best frequency) and pulse trains with high repetition rates ([Fig 8A](#pcbi.1007627.g008){ref-type="fig"}). We observed an onset followed by a damped sustained response for Sync+ neurons and an onset followed by a suppressed response for Sync- neurons. Both our computational model for Sync+ and Sync- neurons behaved similarly to real neurons ([Fig 8B](#pcbi.1007627.g008){ref-type="fig"}), with Sync- simulated neurons showing a transient onset followed by a suppressed response, whereas Sync+ showed a damped sustained response during stimulus. Our simulated responses to pure tones did however differ from real neuron response dynamics ([S9 Fig](#pcbi.1007627.s009){ref-type="supplementary-material"}). Sync+ responses were greatly exaggerated in our simulated neurons compared to real neurons, with the peak response time being significantly later than onset response time. Decreasing the initial excitatory input amplitude or introducing SFA to the model seem to affect Sync- responses, however increasing the excitation strength led to a proportional increase in onset response ([S10 Fig](#pcbi.1007627.s010){ref-type="supplementary-material"}). These data suggest that the temporal profile of pure-tone responses could be used to predict whether a neuron is Sync+ or Sync-, even though actual firing rates of the base model did not accurately reflect real neuronal responses. We tested this prediction by measuring the median of all spike times during stimulus presentation of pure tone responses in real and simulated neurons: Neurons with sustained responses would have a higher median spike time during stimulus presentation than those showing onset responses. This was indeed the case for both real neuron populations ([Fig 8C](#pcbi.1007627.g008){ref-type="fig"}) (median spike time of Sync+ neurons = 89ms, median spike time of Sync- neurons 44ms, Wilcoxon rank sum test, P \< 0.05) and simulated neurons ([S10 Fig](#pcbi.1007627.s010){ref-type="supplementary-material"}). Results for Sync+ simulated neurons suggest that median spike times during the stimulus varies depending on the strength of adaptation whereas for Sync- neurons it stays constant. This could explain the greater variation of median spike times in real Sync+ neurons compared to Sync- neurons ([Fig 8C](#pcbi.1007627.g008){ref-type="fig"}).

![Pure tone responses.\
Normalized responses to pure tones in real (A; Sync +, n = 25. Sync-, n = 26) and simulated neurons (B; 30 simulated neurons). Normalized spike rate was obtained by dividing the population average response to the average peak response during stimulus presentation. (C.) Distribution of median spike times during stimuli presentation of all Sync+ neurons (green asterisk: median of distribution = 89ms) and Sync- neurons (yellow asterisk: median of distribution = 44ms). The two distributions were significantly different (Wilcoxon rank sum test, P \< 0.001).](pcbi.1007627.g008){#pcbi.1007627.g008}

Discussion {#sec008}
==========

Here we describe a computational model able to reproduce the monotonically-tuned synchronized responses of auditory cortex neurons evoked by acoustic pulse trains in the range of flutter perception. By adding the parameters of pre-synaptic short-term depression to both the excitatory and inhibitory inputs of the initial conductance-based integrate-and-fire E-I model \[[@pcbi.1007627.ref020]\] we were able to model both positive and negative monotonically tuned, stimulus synchronized neurons (Sync+ and Sync-). Sync+ responses were generated when adaptation for excitation was weak or not present, whereas Sync- responses were generated when adaptation for excitation was strong. Adaptation of inhibition played a role in facilitating or supressing post-synaptic responses. This adaptation was modelled using a realistic set of time constants and rates of adaptation, consistent with previous studies across multiple laboratories \[[@pcbi.1007627.ref006],[@pcbi.1007627.ref028]--[@pcbi.1007627.ref032]\]. When compared with other possible mechanisms for adaptation such as pre-synaptic short-term facilitation and post-synaptic spike-frequency adaptation, our model best emulated adaptation of real Sync+ and Sync- neurons to acoustic pulse trains in the perceptual range of flutter and was also able to make testable predictions such as temporal dynamics of responses to pure-tones, which was subsequently confirmed in our real neuronal population. In addition, our findings suggest that synaptic depression of excitation may play a role in diversifying how the auditory cortex encodes stimuli. This observation was in line with a recent study \[[@pcbi.1007627.ref033]\] which demonstrated an important role of synaptic depression of excitation during natural sound processing in the ferret auditory cortex.

Another possible mechanism for adaptation to repeated stimuli is stimulus specific adaptation (SSA) which has been widely studied in the auditory cortex in mammals \[[@pcbi.1007627.ref034]--[@pcbi.1007627.ref038]\]. Although we did not model the effects of SSA in this study, previous groups have shown that the timescale for SSA to repetitive stimuli is much slower than the rate of flutter (0.25Hz to 8Hz) \[[@pcbi.1007627.ref035],[@pcbi.1007627.ref038],[@pcbi.1007627.ref039],[@pcbi.1007627.ref040]\]. This led us to believe that Sync+ and Sync- responses found in auditory cortex were not a result of SSA.

If spike timing already contains stimulus relevant information, what could be the functional role of Sync+ and Sync- responses? Although primary somatosensory \[[@pcbi.1007627.ref008]\] and auditory cortices encode stimulus timing using both a rate and temporal representation, downstream neurons may only be processing one of these inputs. Mountcastle and colleagues \[[@pcbi.1007627.ref041]\] previously postulated that a neural mechanism could read out the periodic inter-spike intervals of the spike trains evoked in S1. In anesthetized animals, ISI does contain by far the highest amount of information, assisted by information from firing rate \[[@pcbi.1007627.ref042]\]. However multiple studies in awake animals \[[@pcbi.1007627.ref043]--[@pcbi.1007627.ref046]\] in both sensory areas have shown that firing rate, not precise spike timing, more accurately represents the psychophysical discrimination thresholds of stimulus repetition rate.

In addition, we observe a loss of temporal fidelity to repetitive stimuli as we move along in the auditory pathway from the auditory periphery to cortex (e.g., cochlear nucleus: \[[@pcbi.1007627.ref047]--[@pcbi.1007627.ref050]\], inferior colliculus: \[[@pcbi.1007627.ref051]--[@pcbi.1007627.ref053]\] medial geniculate body: \[[@pcbi.1007627.ref029],[@pcbi.1007627.ref054]\], auditory cortex: \[[@pcbi.1007627.ref008],[@pcbi.1007627.ref009],[@pcbi.1007627.ref055]--[@pcbi.1007627.ref057]\]) due to biophysical properties of neurons and temporal integration of converging inputs from one level to the next \[[@pcbi.1007627.ref049]\]. This loss of temporal fidelity in the auditory cortex, while problematic for a temporal representation, is mitigated by the substitution of a rate code for encoding the same information. Rate-based representation to repetition rate represent processed temporal information, as opposed to preserved temporal information in ISI based representations. With rate coding, cortical processing of auditory streams would operate on a "segment-by-segment" basis, and not on a "moment-by-moment basis" as found in the auditory periphery \[[@pcbi.1007627.ref009],[@pcbi.1007627.ref058]\]. As previous studies \[[@pcbi.1007627.ref011],[@pcbi.1007627.ref021]\] have suggested, this would allow temporal integration of information over specific time intervals, which are required by higher-level processing tasks. The transformation from temporal to rate code would be necessary for such complex cortical integration.

Thalamic and prethalamic areas in the auditory pathway contain predominately synchronized neurons, while non-synchronized (nSync) neurons using firing rate to encode temporal information for repetition rates above the upper limit of flutter are most prevalent in auditory cortex (and to a limited extent the medial geniculate nucleus (MGB)) \[[@pcbi.1007627.ref049]\]. Both Sync (temporal coding) and nSync neurons (rate coding) responding to flutter were found in A1 and in the Rostral fields (R and RT), although a higher proportion of Sync+/- neurons were found in A1, compared to R and RT where there were more nSync+/- neurons (monotonically encoding repetition rates within the range of flutter perception). Similar transformations were found in the Somatosensory pathway from Thalamus to S1, S2 \[[@pcbi.1007627.ref029]\] where, in the same manner as the auditory cortex, S2 neurons showed a much weaker stimulus-locking than S1 for vibrotactile stimuli and encoded temporal information using either positive or negative monotonic rate codes. Based on these observations, we postulate that Sync+/- neurons are an intermediary stage in the transformation of stimulus information encoding from a temporal representation to a rate code lacking stimulus locked responses. Previous studies have suggested single-compartment computational models to explain this transformation of temporal encoding across the auditory system \[[@pcbi.1007627.ref020],[@pcbi.1007627.ref028],[@pcbi.1007627.ref059],[@pcbi.1007627.ref060]\], but all of these studies have grouped synchronized neurons in a single rate-coding category, not distinguishing between positive/negative monotonic neurons. One study in particular \[[@pcbi.1007627.ref021]\] proposed a similar model incorporating short-term depression to produce Sync+ and Sync- responses. Despite the similarities in the approach, the model described in this study differs from the current model in two major ways. First, the previous model deviated from a widely used STD model (Tsodyks et al) by reducing the probability of release (see [methods](#sec009){ref-type="sec"}) to 0 each time a spike is occurred. Whereas the STD model by Tsodyks and colleagues has been fitted to and compared with real data \[[@pcbi.1007627.ref006],[@pcbi.1007627.ref028]--[@pcbi.1007627.ref032]\], there are currently no previous studies supporting the more simplified model. Second, we define Sync+ and Sync- neurons as neurons having monotonic positive or negative, synchronised responses within the perceptual range of flutter, as seen in real neurons \[[@pcbi.1007627.ref011]\]. The previous model calculates monotonicity across the perceptual ranges of both flutter and fusion, but the resulting Sync- and nSync- simulated neurons do not seem to be monotonically negative within the range of flutter. Therefore, this model is not accurately modelling real neurons observed in Bendor and Wang 2007 \[[@pcbi.1007627.ref011]\]. We decided to improve upon these two areas to make the model more realistic and more accurately emulate Sync+ and Sync- neurons observed in previous data. Additionally, we do not vary the temporal integration window of neurons (a key model parameter in Gao et al. 2016), as there is a limited experimental data defining the biologically realistic upper range in auditory cortex.

There are, however, several caveats to our computational model. First, we compare single unit data from marmosets with simulated neurons using cellular parameters based on intra-cellular recordings of ketamine-anesthetized rats \[[@pcbi.1007627.ref028]\], due to the fact that no such data exists for marmosets. Because ketamine is an NMDA antagonist, our model only simulated AMPA and GABA-A receptors, making no distinction between the two. NMDA receptors produce synaptic inputs with a longer time-constant (10-25ms) than AMPA and GABA-A receptors (5ms) and may thus explain the difference in response between awake and anesthetized animals. Previous studies have introduced NMDA receptors to single compartment models \[[@pcbi.1007627.ref020],[@pcbi.1007627.ref059],[@pcbi.1007627.ref060]\], but none have studied how it affects the monotonicity of synchronized responses.

Second, our model does not account for different sources of inhibition--such as top-down inhibitory feedback or cortical inhibition from different interneurons---that could affect excitatory pyramidal cells in the auditory cortex. In particular, there has been increasing evidence of top-down signals mediating rapid, behaviourally driven modulatory effects in the auditory cortex \[[@pcbi.1007627.ref046], [@pcbi.1007627.ref061]--[@pcbi.1007627.ref063]\]. A recent study has shown that a network of Parvalbumin-positive (PV) inhibitory neurons may mediate such top-down control by rapidly and efficiently modify sensory responses in auditory cortex in mice \[[@pcbi.1007627.ref063]\]. However, the timescale of adaptation occurring in Sync+ and Sync- neurons was within the order of milliseconds, and therefore the contribution of such top-down inhibition seemed unlikely. In addition, the spontaneous rate of cortical neurons did not decrease for stronger adaptation as it did with activation of PV inhibitory neurons in the mentioned study. Nonetheless, we cannot rule out possible effects of inhibition from other interneurons with shorter, more transient timescales as observed in somatostatin (SOMs) and vasoactive intestinal polypeptide-expressing (VIPs) interneurons \[[@pcbi.1007627.ref064],[@pcbi.1007627.ref065]\]. Further studies using optogenetics to manipulate different types of inhibitory neurons may provide additional insight on how inhibition affects adaptation in the auditory cortex.

Alongside acoustic pulse trains, Bendor and Wang \[[@pcbi.1007627.ref011],[@pcbi.1007627.ref058],[@pcbi.1007627.ref066]\] also recorded responses of the same neurons to sinusoidal amplitude modulated (SAM) tones and to pure tones. In the current model, an acoustic pulse is modelled as a single excitatory gaussian kernel followed by an inhibitory kernel. SAM tones have different spectral bandwidth and pulse duration depending on the modulation frequency \[[@pcbi.1007627.ref066]\] and cannot be represented accurately by our model. As for pure tone responses, our model represents the input as a net onset excitation followed by inhibition during stimulus presentation. Our model also considers that A1 neurons receive the same excitatory and inhibitory conductance input for each acoustic pulse regardless of the repetition rate. However, both in vitro \[[@pcbi.1007627.ref067]\] and in silico \[[@pcbi.1007627.ref059]\] studies show evidence for short-term plasticity to repetitive acoustic stimuli for projections from Inferior Colliculus (IC) to MGB neurons. Inputs to A1 neurons originating from acoustic pulses would have therefore passed such filters. While the addition of parameters that account for these different types of stimuli and transformations could provide further improvements to the model, our aim was to demonstrate that the addition of adaptation to a simple computational model is sufficient to produce positive and negative monotonic rate coding in stimulus-synchronizing neurons.

Materials & methods {#sec009}
===================

Ethics statement {#sec010}
----------------

The electrophysiology data used in this study comprised of a previous published dataset \[[@pcbi.1007627.ref011]\] collected in the laboratory of Professor Xiaoqin Wang at Johns Hopkins University. All experimental procedures were approved by the Johns Hopkins University Animal Use and Care Committee and followed US National Institutes of Health guidelines.

Electrophysiological recordings and acoustic stimuli {#sec011}
----------------------------------------------------

Our electrophysiology data in this report comprised previous published datasets \[[@pcbi.1007627.ref011]\]. For these datasets, the authors performed single-unit recordings with high-impedance tungsten micro-electrodes (2--5*M*Ω) in the auditory cortex of four awake, semi-restrained common marmosets (Callithrix jacchus).

Action potentials were sorted on-line using a template-matching method (MSD, Alpha Omega Engineering). Experiments were conducted in a double-walled, soundproof chamber (Industrial Acoustic Co., Inc.) with 3-inch acoustic absorption foams covering each inner wall (Sonex, Illbruck, Inc.).

Acoustic stimuli were generated digitally (MATLAB- custom software, Tucker Davis Technologies) and delivered by a free-field speaker located 1 meter in front of the animal. Recordings were made primarily for the three core fields of auditory cortex- primary auditory cortex (AI), the rostral field (R), and the rostrotemporal field (RT), with a subset of neurons recorded from surrounding belt fields. For each single unit isolated, the best frequency (BF) and sound level threshold was first measured, using pure tone stimuli that were 200 ms in duration. We next generated a set of acoustic pulse trains, where each pulse was generated by windowing a brief tone at the BF by a Gaussian envelope. Pulse widths ranged from σ = 0.89 to 4.65ms. Repetition rates ranged from 4Hz to 48Hz (in 4Hz steps). The pulse train stimuli were 500ms in length, with at least a 500ms pre-stimulus period and a 500ms post-stimulus period. The number of repetitions for each stimulus was at least five, and at least ten for most of the neurons (236/274). Stimuli was presented in a random shuffled order, and intensity levels were generally 10 -- 30dB above BF pure tone thresholds for neurons with monotonic rate-level functions and at the preferred sound level for neurons with non-monotonic rate level functions.

Computational model {#sec012}
-------------------

### Single neuron model {#sec013}

The single unit model used in this study was based on the model published by Bendor 2015 \[[@pcbi.1007627.ref020]\]. A conductance-based leaky integrate-and-fire model was simulated using MATLAB using the following equation, using parameters obtained from Wehr and Zador 2003 ([Table 1](#pcbi.1007627.t001){ref-type="table"}) \[[@pcbi.1007627.ref022]\]: $$V_{t + 1} = - \frac{dt}{C}\left\lbrack g_{e}\left( t \right)\left( {V_{t} - E_{e}} \right) + g_{i}\left( t \right)\left( {V_{t} - E_{i}} \right) + g_{rest}\left( t \right)\left( {V_{t} - E_{rest}} \right) + V_{t} + \sigma_{s}\omega_{n}\sqrt{\Delta t} \right\rbrack$$

10.1371/journal.pcbi.1007627.t001

###### Fixed model parameters.

![](pcbi.1007627.t001){#pcbi.1007627.t001g}

  ------------------------------- --------------------- -------------
  Membrane capacitance            ***C***               0.25nF
  Leak membrane conductance       ***g***~***rest***~   25nS
  Excitatory reversal potential   ***E***~***e***~      0mV
  Inhibitory reversal potential   ***E***~***i***~      -85mV
  Alpha function time constant    ***τ***~***s***~      5ms
  Synaptic input delay                                  10ms
  I-E delay                                             5ms
  Simulation timestep             **Δ*t***              0.1ms
  Scale of noise                  ***σ***~***s***~      10mV*s*^−1^
  Gaussian noise                  ***ω***~***n***~      \[-1 :1\]
  ------------------------------- --------------------- -------------

Each acoustic pulse was simulated as the summation of 10 excitatory and 10 inhibitory synaptic inputs \[[@pcbi.1007627.ref020]\], each temporally jittered (Gaussian distribution, *σ* = 1 ms). Each synaptic input was modelled as a time-varying conductance fit to an alpha function: $$\alpha\left( t \right) = A\left( t \right)te^{- \frac{\tau}{\tau_{s}}}$$

A white gaussian noise term $\sigma_{s}\omega_{n}\sqrt{\Delta t}$ was added to the equation to generate a spontaneous rate of approximately 4 spikes per second in the simulated neuron.

When simulating neurons without short-term plasticity, *A* was determined by the excitatory or inhibitory input parameter and stayed constant throughout the simulation. This amplitude ranged between 0 to 6nS for excitatory inputs and 0 to 12nS for inhibitory inputs, as in Bendor 2015 \[[@pcbi.1007627.ref011]\]. A synaptic input delay was added to simulate the delay between peripheral auditory system and auditory cortex, and whereas in the previous study the temporal delay between excitatory and inhibitory inputs (I-E delay) was a variable, in this study it was fixed at 5 ms. In our model, an action potential occurred whenever the membrane potential of the model neuron reached a threshold value *V*~*th*~. After the action potential, the potential was reset to a value *E*~*rest*~ below the threshold potential, *E*~*rest*~\<*V*~*th*~.

### Short-term plasticity: Depression {#sec014}

In order to introduce short-term plasticity in the model we regarded the probability of presynaptic release *P*~*rel*~ as a dynamic variable depending on the input stimuli (acoustic pulse trains) \[[@pcbi.1007627.ref023],[@pcbi.1007627.ref024],[@pcbi.1007627.ref068]\]. In the absence of presynaptic activity, the release probability decays exponentially back to its initial value *P*~0~ with the following equation: $$\tau_{P}\frac{dP_{rel}}{dt} = P_{0} - P_{rel}\left( t \right)$$

Immediately after each stimulus input the release probability is reduced.

![](pcbi.1007627.e005.jpg){#pcbi.1007627.e005g}
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Where *A*~*D*~ controls the amount of depression and *A*(*t*) is the amplitude of conductance input at time *t*. Modelling synaptic depression consisted thus of 4 parameters: the recovery time constants for both excitatory and inhibitory synapses (*τ*~*pE*~,*τ*~*pI*~) ranging from 50 to 200ms, and the depression factor *A*~*DE*~ and *A*~*DI*~ ranging from 0 to 0.5. *P*~0~ in this model was equal to 1. These values were consistent with intra-cellular recordings in previous studies \[[@pcbi.1007627.ref024],[@pcbi.1007627.ref025]\].

### Short-term plasticity: Facilitation {#sec015}

Short-term facilitation was added to the model using a similar model to that of short-term depression. In the case of facilitation, *A*~*D*~ varies between -0.5 and 0. Therefore, the probability of release *P*~*rel*~(*t*) Increases after each stimulus input, then decays back to the initial value. When modelling facilitation *P*~0~ was equal to 0.5 so that the resulting amplitude of conductance remained comparable to that of short-term depression.

### Spike-frequency adaptation {#sec016}

We modelled spike-frequency adaptation by including an addition current in the model.

![](pcbi.1007627.e007.jpg){#pcbi.1007627.e007g}
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Where *g*~*sra*~ is the spike-frequency adaptation conductance modelled as a *K*^+^ conductance \[[@pcbi.1007627.ref068]\]. When activated, this will hyperpolarize the neuron, slowing any spiking that may be occurring. The conductance relaxes to zero exponentially with the time constant *τ*~*sra*~ through the following equation: $$\tau_{sra}\frac{dg_{sra}}{dt} = - g_{sra}$$

Whenever the neuron fires a spike, *g*~*sra*~ is increased by an amount Δ*g*~*sra*~, causing the firing rate to adapt in a sequence of steps in relation to the neurons spiking activity.

Data analysis {#sec017}
-------------

### Classification of neurons, synchrony {#sec018}

Two tests were used to determine whether a neuron was Sync or nSync: Vector strength (VS) and rate response. **Vector strength** (VS) was calculated for each repetition rate from 8 to 48Hz with the following equation: $$VS = \frac{1}{N}\sqrt{{{\sin(}\frac{2\pi t^{(n)}}{IPI}})^{2} + {\cos{(\frac{2\pi t^{(n)}}{IPI}}})^{2}}$$ $$RS = 2*N*VS^{2}$$

Where *N* is the number of spikes, *t*^(*n*)^ is the time of *n*^*th*^ pulse and *IPI* the interpulse interval. If vector strength was significant (Rayleigh statistic *RS* \> 13.8) and above 0.1 for three consecutive repetition rates, and if the rate response was also considered significant (average discharge rate 2 s.d. above the mean spontaneous rate and an average of more than 1 spike per stimulus), then the neuron was considered Sync. If the rate response was significant but the neuron did not pass the synchrony criteria, it was considered nSync. In our dataset 107/274 neurons were classified as Sync.

### Classification of neurons, monotonicity {#sec019}

The monotonicity of the discharge rate for a given repetition rate was determined by calculating the Spearman correlation coefficient (*ρ*) for stimuli spanning from 8 to 48Hz. If coefficient was larger than 0.8 and statistically significant (p-value \< 0.05) the neuron was considered positive monotonic. If the coefficient was smaller than -0.8 and statistically significant, the neuron was considered negative monotonic. Neurons satisfying neither of these criteria were considered non-monotonic. These three classification methods applied to both real and simulated neurons. In our dataset of real neurons, we found 126/274 monotonic neurons.

### Classification of neurons, Sync+ and Sync- neurons {#sec020}

Based on the two classification criteria, we classified 25 Sync+ and 26 Sync- neurons with significant stimuli-driven responses, and 56 SyncNM (Non-monotonic) neurons.

### PSTH {#sec021}

Individual peri-stimulus time histograms (PSTHs) were calculated by convolving a Gaussian kernel (*σ* = 10ms) with a neuron spike train. The population PSTH was calculated as a mean of individual PSTHs.

Supporting information {#sec022}
======================

###### Adaptation to stimulus pulse trains in real Sync+ and Sync- neurons.

For all neurons, we calculated the difference in normalized firing rate between the first and last acoustic pulse for a given stimulus. (a.) For Sync- neurons, this difference was significative for all repetition rates (Wilcoxon signed rank test, P \<\< 0.001) with the exception of 8Hz (Wilcoxon signed rank test, P = 0.10). For Sync + neurons, this difference was significative for repetition rates equal or larger than 16Hz, with the exception of 40Hz (8Hz; P = 0.71. 12Hz; P = 0.06. 16Hz; P = 0.007. 20Hz; P = 0.04. 24Hz; P = 0.009. 28Hz; P = 0.006. 32Hz; P = 0.002. 36Hz; P = 0.01. 40Hz; P = 0.07. 44Hz; P = 0.03. 48Hz; P = 0.04). (b.) We then compared this difference between Sync+ and Sync- neuron populations (n = 25 and n = 26 respectively). This difference was significant for repetition rates above 20 Hz. (Wilcoxon rank-sum test. 8Hz; P = 0.37. 12Hz; P = 0.61. 16Hz; P = 0.12. For higher repetition rates P \<\< 0.01).

(PDF)

###### 

Click here for additional data file.

###### 

**Real Sync+ (A.) and Sync- (B.) neuron responses to stimulus pulse trains.** For all neurons, the average number of spikes were extracted at each acoustic pulse for all repetition rates. The responses were then normalized by average discharge rate of the neuron during stimulus presentation. Real data (grey), linear fit (red) first degree exponential fit (blue).

(PDF)

###### 

Click here for additional data file.

###### Fitted model coefficients to adaptation during stimulus presentation.

(A, B) linear model coefficients with 95% confidence intervals. Stronger negative values of p1 indicate stronger depression during stimulus presentation. (C.) R-squared fit of data to linear model. (C, D) exponential model coefficients with 95% confidence intervals. Stronger negative values of b indicate a steeper curve to the exponential model, indicating a fast adaptation followed by a flat response. Positive values of b indicate no adaptation or facilitation.

(PDF)

###### 

Click here for additional data file.

###### Onset response amplitude relative to strength of adaptation.

Average onset response at time constants {*τ*~*pE*~ = 0.15, *τ*~*pI*~ = 0.10} for different values of *A*~*DE*~ and *A*~*DI*~. Onset response amplitude did not vary with strength of adaptation.

(PDF)

###### 

Click here for additional data file.

###### Monotonicity of real and simulated neurons.

Comparison between simulated and real neuron population PSTH for Sync+ (A; n = 30, B; n = 25) and Sync- (C; n = 30, D; n = 26) neurons.

(PDF)

###### 

Click here for additional data file.

###### Model robustness regarding Vector Strength.

Vector strength in relation to noise amplitude in Sync+ (A.) and Sync- (B.) neurons, and in relation to temporal jitter in Sync+ (C.) and Sync- (D.) neurons. Average vector strength (E, F.) across different values for recovery time constants {*τ*~*pE*~, *τ*~*pI*~} ranging between 0.06 and 0.20s for a given value of {*A*~*DE*~, *A*~*DI*~}. Vector strength is maintained for E strength above 2nS and is minimally affected by IE ratio in both scenarios where model parameters produced Sync+ or Sync- neurons.

(PDF)

###### 

Click here for additional data file.

###### Comparison of ISI after stimulus onset.

ISIs between the first four spikes were compared to determine the presence of SRA for real Sync+ (A,B) and Sync- (C,D) real neuron populations for all individual trials across all neurons (n = 250 and n = 260 respectively). All four distributions had a non-zero median (KS test, P \< 0.05). For Sync+ neurons, the median difference between first and second ISI was 0.59s (A.) and was 1.21ms for the median difference between first and third ISI (B.). For Sync- neurons, the median difference between first and second ISI was 0.33s (C.) and was 0.24ms for the median difference between first and third ISI (D.).

(PDF)

###### 

Click here for additional data file.

###### Monotonicity and adaptation in individual neurons.

(A). correlation between adaptation and firing rate. Distribution of strength of adaptation near onset (B.) and at the middle of stimuli duration (C.) real Sync- neurons showed significant depression between the first and second (median = 0.73, t-test, P\<\< 0.001) and between first and third pulse (median = 0.90, P \<\< 0.001) (B.), but not between 2nd and 5th pulse nor between 5th and 8th pulse (median = -0.12, P = 0.33 and median = 0.07, P = 0.51 respectively.) (C.). real Sync + neurons showed no significant depression between 1st and 2nd pulses and between 1st and 3rd pulses respectively (median = 0 for both, t-test, P = 0.12 and P = 0.25 respectively) nor at the later stages of stimuli presentation between 2nd and 5th pulse (median = -0.33, p value = 0.31), and between 5th and 8th pulse, (median = 0.07 p value = 0.54).

(PDF)

###### 

Click here for additional data file.

###### Puretone responses.

(A.) Average firing rate for simulated Sync+ and Sync- responses to pure tones. (B.) Average firing rate for real Sync + (n = 25) and Sync- (n = 26) neurons to pure tones. (C, D) Effect on varying excitation strength for simulated Sync+ (C.) and Sync- (D.) responses.

(PDF)

###### 

Click here for additional data file.

###### Puretone responses and SFA.

Puretone responses in simulated Sync+ (A.) and Sync- (B.) neurons. SFA was introduced to our model with values ranging between 10 and 50nS (see [methods](#sec009){ref-type="sec"}). Stronger SFA reduced both onset and sustained responses on Sync+ model neurons but did not affect Sync- neurons. (C.) Average of median spike times during stimuli presentation for simulated neurons with different values of adaptation amplitude *A*~*D*~.

(PDF)

###### 

Click here for additional data file.
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\(3\) A striking still image to accompany your article (optional). If the image is judged to be suitable by the editors, it may be featured on our website and might be chosen as the issue image for that month. These square, high-quality images should be accompanied by a short caption. Please note as well that there should be no copyright restrictions on the use of the image, so that it can be published under the Open-Access license and be subject only to appropriate attribution.

Before you resubmit your manuscript, please consult our Submission Checklist to ensure your manuscript is formatted correctly for PLOS Computational Biology: <http://www.ploscompbiol.org/static/checklist.action>. Some key points to remember are:

\- Figures uploaded separately as TIFF or EPS files (if you wish, your figures may remain in your main manuscript file in addition).

\- Supporting Information uploaded as separate files, titled Dataset, Figure, Table, Text, Protocol, Audio, or Video.

\- Funding information in the \'Financial Disclosure\' box in the online system.

While revising your submission, please upload your figure files to the Preflight Analysis and Conversion Engine (PACE) digital diagnostic tool, <https://pacev2.apexcovantage.com> PACE helps ensure that figures meet PLOS requirements. To use PACE, you must first register as a user. Then, login and navigate to the UPLOAD tab, where you will find detailed instructions on how to use the tool. If you encounter any issues or have any questions when using PACE, please email us at <figures@plos.org>.

To enhance the reproducibility of your results, we recommend that you deposit your laboratory protocols in protocols.io, where a protocol can be assigned its own identifier (DOI) such that it can be cited independently in the future. For instructions see [here](http://journals.plos.org/ploscompbiol/s/submission-guidelines#loc-materials-and-methods). 

We are sorry that we cannot be more positive about your manuscript at this stage, but if you have any concerns or questions, please do not hesitate to contact us.

Sincerely,

Maria N. Geffen

Guest Editor

PLOS Computational Biology

Samuel Gershman

Deputy Editor

PLOS Computational Biology

A link appears below if there are any accompanying review attachments. If you believe any reviews to be missing, please contact <ploscompbiol@plos.org> immediately:

\[LINK\]

Reviewer\'s Responses to Questions

**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#1: Please see attachment.

Reviewer \#2: This study uses computational modeling and analysis of previously published data to test how well a relatively simple model of synaptic depression can explain rate coding properties of neurons in auditory cortex for periodic sound stimuli. Previous models based on the relative strength and latency of excitatory and inhibitory inputs have been able to explain rate coding, but only with biologically implausible parameters. In particular, monotonic decreasing responses ("Sync-") for higher temporal rates are not well-described. The current study uses simulations to demonstrate that a neuron in which excitatory inputs undergo synaptic depression reproduces these monotonic decreasing responses, including some detailed temporal dynamics of the neural response.

This study is elegant in exploring how a simple mechanism can explain complex neural response properties, and the simulations appear to have been implemented carefully and thoughtfully. Moreover the demonstrations of robustness are compelling. There are, however, concerns about how conclusive the results are in supporting the specific role of synaptic depression. In addition, some aspects of the authors' thinking are not clear. For example, how does the final section on multiplexing relates to the question of mechanisms that produce rate coding?

MAJOR CONCERNS.

1\. (LL. 168-192) "Different mechanisms..." The manuscript explores two possible alternative mechanisms for producing rate coding, which is helpful, but it seems somewhat limited if the authors really want to claim, as they do in the abstract, that STD "best explains" the rate coding effects. For example, what about inhibitory feedback? Or slow Ih currents? Where exactly in the circuit are the authors postulating that the STD takes place? Testing a broader set of models would be great. But at the very least, the authors should provide a more comprehensive review of possible mechanisms, particularly at the network level. The authors might consider, for example, work by the Geffen lab related to stimulus specific adaptation (Natan et al. 2015). It is also not clear how the current model difference from Gao et al. 2016.

2\. (LL. 241-267). The section on multiplexing is interesting, but does it have anything to do with the initial question of mechanism producing non-phase locked responses? It seems out of place and somewhat trivial in how it is tested. Could it not work? It also seems related to previous work on color opponency, which is not mentioned. Currently an outsized portion of the Discussion focuses on this topic, which is strange, given the nominal focus of the manuscript. It would be help if there were a clearer connection to the rest of the study or perhaps if the study were introduced differently.

LESSER CONCERNS

L. 55. The authors might want to specifically mention the somatosensory system by name here, since quite a few of the relevant concepts were developed there.

L. 67. "repetition rate ranged beyond acoustic flutter" It is not clear what exactly the problem is here. Can the authors clarify what is different about this model vs. the current STD model and what it fails to account for?

L. 71. The authors may be interested in a recent preprint from the David lab (Lopez Espejo et al 2019) showing a trend toward stronger synaptic depression in excitatory vs. inhibitory inputs in auditory cortex during natural sound processing. Is this relevant to the predominant adaptation of excitatory inputs required for their model.

LL. 86-92. Something is not clear in the logic of these sentences. Does the I/E model fail to produce significant sync- effects, even with biologically implausible parameters? Or only if the parameters are forced to be realistic?

L. 118. Please cite the source for the STD model in the results. Currently it's only mentioned in the Methods.

L. 126. "Naturalistic range" Please provide a citation.

L. 129. The monotonicity index is introduced with no definition, and it is not clear exactly how this relates to the "sync+" and "sync-" categories even after reading through the methods. In particular, how is "monotonicity" related to synchronous vs. asynchronous responses? It would help if earlier in the results there was more explication of how rate/temporal coding is analyzed before getting in to the details of the various models.

L. 131. Please provide units for tau parameters.

LL. 157-58. This observation suggests that Sync- neurons might show differences in their phase-locking relative to Sync+ neurons. Is this the case?

L. 198. Related to spontaneous rate, is there any relationship between spont rate and type of neuron, sync+ vs. sync-? STD has been hypothesized to be more prominent in neurons with low spont rates (thus not in an adapted state prior to activation).

LL. 217-239/Fig. 10. This section is quite interesting in relating rate coding properties to fine-scale temporal dynamics. While the sync+/- responses roughly parallel each other in the real vs. simulated data, there are substantial differences. E.g., in the simulation, there is a slow rise time of the sync+ response and complete absence of a sustained response for sync-. Conversely, there is likely to be substantial variability within the actually neural data. Are there parameters in the model that can be varied to produce the variability observed in the real neurons?

L. 226. Should "differ with" be "differ from" ?

LL. 307-316. Are the any observations of synchronization outside of primary auditory cortex? Or are the authors arguing that R vs. A1 provide a hierarchy parallel to S1 and S2?

LL. 317-324. These caveats seem relevant, but very limited in their focus. Neural networks are quite complicated and it seems like network effects as well as other single cell mechanisms (like Ih currents) could play a role in producing rate responses. It seems like the topic of alternative models deserves a lot more attention in the Disucssion.

L. 368. Is code available for the simulations? Or can some more details be provided about how the simulations were executed?

L. 371. Is the choice of 10 E and I inputs important? Or does the N here simply scale inversely with the strength of the synapses to produce the desired behavior?

Fig. 10c. The colors are a big difficult to distinguish and the asterisks are quite small.

General note on figures: The current color maps do not print well in black and white.

Supplemental figures: Please indicate in legends when simulated vs. real data are used.

Reviewer \#3: Overall, this is a nice paper, where the authors extend a previously described integrate and fire framework to model positive/negative monotonic rate functions. They begin by showing that the model as previously used is only capable of modeling monotonically increasing functions, as monotonically decreasing functions can only be achieved using biologically unrealistic excitatory/inhibitory parameters. The rest of the paper is based around an implementation of short-term depression in the model, and how it can produce the desired monotonic functions.

I have no issues with the modeling framework presented in the paper - the integrate and fire component of the model has been previously used and validated, and the synaptic depression extension follows standard approaches (due to Tsodyks, Abbott, etc). My main criticism is more to do with the writing, interpretation, and generalizability. Parts of the manuscript are not particularly clear, and the motivation is lacking. The modeling also seems specifically tailored to stimulus-synchronizing monotonically tuned neurons. It is not clear what fraction of the cortical population this represents, and I was left constantly asking myself about how generalizable the modeling framework is, with respect to the huge diversity of cell-types and responses present in the cortex. In addition, there are twelve figures. Many of these seem somewhat superfluous to the narrative (and are not referred to in the text) and could perhaps be moved to the supplementary information. Others could perhaps be combined.

Specific Comments

1\) Line 50. With regards to the comment about "brain regions downstream from auditory cortex" - It\'s not clear what you are referring to here - can you give a specific example?

2\) Lines 55-60. I\'m a little confused about the motivation here, specifically with the final question about \"how could the brain generate these types of neural representations\". What "types" are you referring to - are you simply asking how can the brain generate positive/negative monotonic functions? This needs to be made more explicit.

3\) Related to the comment on line 55, about "rate coding taking the form of positive and negative monotonic tuning". What about non-monotonic tuning (also somewhat ubiquitous in cortex) - would you not call this rate coding?

4\) Line 139. Figure 4 isn\'t really talked about in the text. If it\'s just a passing reference then maybe make it a supplemental figure?

5\) Similar to previous comment, but with Figure 5. Panels E and F are the only panels that are explicitly referred to in the text. If these are not crucial to the story, then perhaps consider placing in supplement.

6\) In the model robustness section, it's clear what has been done but not why. Could you add a few sentences at the beginning of the section to address the biological and mathematical relevance and necessity of adding noise in this way? What is actually being achieved?

7\) Could Figures 6 and 7 be combined into one figure looking at model robustness?

8\) The section on "pure tone responses" comes a little out of left field. It's not made particularly clear why this section is necessary, or why it is related to the rest of the paper.

9\) The demultiplexing section is an interesting addition, but it doesn't seem clear that this idea is really biologically relevant. In practice, a sound is made up of \*lots\* of acoustic features (of which, things like frequency, level, repetition rate) are only a few. Is there \*any\* reason to believe, or any evidence to suggest, that every potential acoustic feature has to have monotonic tuning?

10\) Can the authors provide additional simulations that suggest that summing or subtracting firing rates can lead to demultiplexing of more than two acoustic features?

11\) What fraction of the data set are the Sync+ and Sync- neurons (i.e how many non-monotonic neurons are there)? If this model is only suitable for a sub-set of cortical neurons (the monotonic ones), then the implications of biological differences in the circuitry underlying non-monotonic neurons needs to be discussed.

12\) Similarly, the neuron's studied seem to be only those that synchronize to the stimulus. What fraction are these?

13\) Could Figures 11 and 12 be combined into one figure?

Minor Points.

1\) Line 11: missing article? \"represented temporally by the phase-locked\...\"

2\) Line 29: extra s? \"mechanisms that generate\"

3\) Line 31: pluralize code? \"generate monotonic rate code\"

4\) Line 193: extra s in \"neurons populations\".

\*\*\*\*\*\*\*\*\*\*

**Have all data underlying the figures and results presented in the manuscript been provided?**

Large-scale datasets should be made available via a public repository as described in the *PLOS Computational Biology* [data availability policy](http://journals.plos.org/ploscompbiol/s/data-availability), and numerical data that underlies graphs or summary statistics should be provided in spreadsheet form as supporting information.

Reviewer \#1: No: The authors have provided a Github repository, which presumably contains the code to reproduce the data from their simulations. They could consider creating a DOI linked to the version of the code that was used in the study for posterity (<https://guides.github.com/activities/citable-code/>). The authors have indicated that all data are fully available, but I cannot see a link to the simulation and electrophysiological datasets.

Reviewer \#2: Yes

Reviewer \#3: No: Source code repository has been provided, data repository has not (although full availability has been indicated).

\*\*\*\*\*\*\*\*\*\*

PLOS authors have the option to publish the peer review history of their article ([what does this mean?](https://journals.plos.org/ploscompbiol/s/editorial-and-peer-review-process#loc-peer-review-history)). If published, this will include your full peer review and any attached files.

If you choose "no", your identity will remain anonymous but your review may still be made public.

**Do you want your identity to be public for this peer review?** For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).

Reviewer \#1: No

Reviewer \#2: No

Reviewer \#3: No
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Geffen, Gershman

This is an open access article distributed under the terms of the

Creative Commons Attribution License

, which permits unrestricted use, distribution, and reproduction in any medium, provided the original author and source are credited.

11 Dec 2019

Dear Dr Lee,

Thank you very much for submitting your manuscript, \'The Role of Adaptation in Generating Monotonic Rate Codes in Auditory Cortex\', to PLOS Computational Biology. As with all papers submitted to the journal, yours was fully evaluated by the PLOS Computational Biology editorial team, and in this case, by independent peer reviewers. The reviewers appreciated the attention to an important topic but identified some aspects of the manuscript that should be improved.

We would therefore like to ask you to modify the manuscript according to the review recommendations before we can consider your manuscript for acceptance. Your revisions should address the specific points made by each reviewer and we encourage you to respond to particular issues Please note while forming your response, if your article is accepted, you may have the opportunity to make the peer review history publicly available. The record will include editor decision letters (with reviews) and your responses to reviewer comments. If eligible, we will contact you to opt in or out.raised.

In addition, when you are ready to resubmit, please be prepared to provide the following:

\(1\) A detailed list of your responses to the review comments and the changes you have made in the manuscript. We require a file of this nature before your manuscript is passed back to the editors.

\(2\) A copy of your manuscript with the changes highlighted (encouraged). We encourage authors, if possible to show clearly where changes have been made to their manuscript e.g. by highlighting text.

\(3\) A striking still image to accompany your article (optional). If the image is judged to be suitable by the editors, it may be featured on our website and might be chosen as the issue image for that month. These square, high-quality images should be accompanied by a short caption. Please note as well that there should be no copyright restrictions on the use of the image, so that it can be published under the Open-Access license and be subject only to appropriate attribution.

Before you resubmit your manuscript, please consult our Submission Checklist to ensure your manuscript is formatted correctly for PLOS Computational Biology: <http://www.ploscompbiol.org/static/checklist.action>. Some key points to remember are:

\- Figures uploaded separately as TIFF or EPS files (if you wish, your figures may remain in your main manuscript file in addition).

\- Supporting Information uploaded as separate files, titled \'Dataset\', \'Figure\', \'Table\', \'Text\', \'Protocol\', \'Audio\', or \'Video\'.

\- Funding information in the \'Financial Disclosure\' box in the online system.

While revising your submission, please upload your figure files to the Preflight Analysis and Conversion Engine (PACE) digital diagnostic tool, <https://pacev2.apexcovantage.com>  PACE helps ensure that figures meet PLOS requirements. To use PACE, you must first register as a user. Then, login and navigate to the UPLOAD tab, where you will find detailed instructions on how to use the tool. If you encounter any issues or have any questions when using PACE, please email us at <figures@plos.org>.

We hope to receive your revised manuscript within the next 30 days. If you anticipate any delay in its return, we ask that you let us know the expected resubmission date by email at <ploscompbiol@plos.org>.

If you have any questions or concerns while you make these revisions, please let us know.

Sincerely,

Maria N. Geffen

Guest Editor

PLOS Computational Biology

Samuel Gershman

Deputy Editor

PLOS Computational Biology

A link appears below if there are any accompanying review attachments. If you believe any reviews to be missing, please contact <ploscompbiol@plos.org> immediately:

\[LINK\]

Editor\'s comments:

The manuscript is much improved and we ask that you consider the comments from Reviewer 1 in finalizing the text. In addition, please make the data available through an online database as per the journal policy. The manuscript states that the dataset has been published as: Differential neural coding of acoustic flutter within primate auditory cortex, Daniel Bendor & Xiaoqin Wang Nature Neuroscience volume 10, pages763--771(2007). However, we did not find a link in the publication to an online database.

Reviewer\'s Responses to Questions

**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#1: The manuscript has been significantly improved. I have only a couple of minor points:

1\. The title of Figure 7, I think, is misleading. I HIGHLIGHT the problematic parts: \"Adaptation between INDIVIDUAL synaptic inputs for REAL neurons and different models\". I don\'t think that panel B, which deals with the real neurons, has anything to do with individual synaptic inputs. It shows the strength of adaptation measured as a ratio between the 1st and 2nd or 3rd pulses. The connection to individual synaptic inputs is a conjecture here, as their adaptation was not measured but inferred. Please replace the title with one that would accurately describe what the figure actually shows.

2\. The new paragraph starting on line 329 is poorly written. Please check the grammar throughout, starting from line 329.

These two minor issues notwithstanding, i think that this is an interesting and well-executed study and I recommend that it should be accepted.

Reviewer \#2: The authors have done a good job addressing concerns raised during the initial review.

Reviewer \#3: The authors have addressed all of my concerns. I\'m happy to recommend acceptance.

\*\*\*\*\*\*\*\*\*\*

**Have all data underlying the figures and results presented in the manuscript been provided?**

Large-scale datasets should be made available via a public repository as described in the *PLOS Computational Biology* [data availability policy](http://journals.plos.org/ploscompbiol/s/data-availability), and numerical data that underlies graphs or summary statistics should be provided in spreadsheet form as supporting information.

Reviewer \#1: Yes

Reviewer \#2: Yes

Reviewer \#3: No: The authors have not provided an explanation as to their \"exceptional situation\" (per journal policy), regarding making their data only available on request.

\*\*\*\*\*\*\*\*\*\*

PLOS authors have the option to publish the peer review history of their article ([what does this mean?](https://journals.plos.org/ploscompbiol/s/editorial-and-peer-review-process#loc-peer-review-history)). If published, this will include your full peer review and any attached files.

If you choose "no", your identity will remain anonymous but your review may still be made public.

**Do you want your identity to be public for this peer review?** For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).

Reviewer \#1: No

Reviewer \#2: No

Reviewer \#3: No

10.1371/journal.pcbi.1007627.r004
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This is an open access article distributed under the terms of the

Creative Commons Attribution License

, which permits unrestricted use, distribution, and reproduction in any medium, provided the original author and source are credited.

2 Jan 2020

Dear Dr Lee,

We are pleased to inform you that your manuscript \'The Role of Adaptation in Generating Monotonic Rate Codes in Auditory Cortex\' has been provisionally accepted for publication in PLOS Computational Biology.

Before your manuscript can be formally accepted you will need to complete some formatting changes, which you will receive in a follow up email. Please be aware that it may take several days for you to receive this email; during this time no action is required by you. Once you have received these formatting requests, please note that your manuscript will not be scheduled for publication until you have made the required changes.

In the meantime, please log into Editorial Manager at <https://www.editorialmanager.com/pcompbiol/>, click the \"Update My Information\" link at the top of the page, and update your user information to ensure an efficient production and billing process.

One of the goals of PLOS is to make science accessible to educators and the public. PLOS staff issue occasional press releases and make early versions of PLOS Computational Biology articles available to science writers and journalists. PLOS staff also collaborate with Communication and Public Information Offices and would be happy to work with the relevant people at your institution or funding agency. If your institution or funding agency is interested in promoting your findings, please ask them to coordinate their releases with PLOS (contact <ploscompbiol@plos.org>).

Thank you again for supporting Open Access publishing. We look forward to publishing your paper in PLOS Computational Biology.

Sincerely,

Maria N. Geffen

Guest Editor

PLOS Computational Biology

Samuel Gershman

Deputy Editor

PLOS Computational Biology

The revisions are fine. We thank the authors for providing the data set.

10.1371/journal.pcbi.1007627.r006
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7 Feb 2020

PCOMPBIOL-D-19-01000R2

The role of adaptation in generating monotonic rate codes in auditory cortex

Dear Dr Lee,

I am pleased to inform you that your manuscript has been formally accepted for publication in PLOS Computational Biology. Your manuscript is now with our production department and you will be notified of the publication date in due course.

The corresponding author will soon be receiving a typeset proof for review, to ensure errors have not been introduced during production. Please review the PDF proof of your manuscript carefully, as this is the last chance to correct any errors. Please note that major changes, or those which affect the scientific understanding of the work, will likely cause delays to the publication date of your manuscript.

Soon after your final files are uploaded, unless you have opted out, the early version of your manuscript will be published online. The date of the early version will be your article\'s publication date. The final article will be published to the same URL, and all versions of the paper will be accessible to readers.

Thank you again for supporting PLOS Computational Biology and open-access publishing. We are looking forward to publishing your work!

With kind regards,

Laura Mallard

PLOS Computational Biology \| Carlyle House, Carlyle Road, Cambridge CB4 3DN \| United Kingdom <ploscompbiol@plos.org> \| Phone +44 (0) 1223-442824 \| [ploscompbiol.org](http://ploscompbiol.org) \| \@PLOSCompBiol

[^1]: The authors have declared that no competing interests exist.
