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Abstract
Federated learning is a new distributed machine
learning framework, where a bunch of heteroge-
neous clients collaboratively train a model with-
out sharing training data. In this work, we con-
sider a practical and ubiquitous issue in federated
learning: intermittent client availability, where the
set of eligible clients may change during the train-
ing process. Such an intermittent client availabil-
ity model would significantly deteriorate the per-
formance of the classical Federated Averaging al-
gorithm (FedAvg for short). We propose a simple
distributed non-convex optimization algorithm,
called Federated Latest Averaging (FedLaAvg for
short), which leverages the latest gradients of all
clients, even when the clients are not available, to
jointly update the global model in each iteration.
Our theoretical analysis shows that FedLaAvg at-
tains the convergence rate of O(1/(N1/4T 1/2)),
achieving a sublinear speedup with respect to the
total number of clients. We implement and eval-
uate FedLaAvg with the CIFAR-10 dataset. The
evaluation results demonstrate that FedLaAvg in-
deed reaches a sublinear speedup and achieves
4.23% higher test accuracy than FedAvg.
1. Introduction
Federated Learning (FL) is a new paradigm of distributed
machine learning (McMahan et al., 2017; Li et al., 2019a;
Kairouz et al., 2019). It allows multiple clients to collabora-
tively train a global model without needing to upload local
data to a centralized cloud server. In the FL setting, data
are massively distributed over clients, with non-IID distribu-
tion (Hsieh et al., 2019) and unbalance in quantity (Mohri
et al., 2019); in these ways, FL is distinguished from tradi-
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tional distributed optimization (Li et al., 2014; Lian et al.,
2018; Tang et al., 2018a;b; 2019; Yu & Jin, 2019). Fur-
thermore, the agents participating in FL are typically het-
erogeneous clients with limited computation resources and
unreliable communication links, resulting in a varying set
of eligible clients during the training process. These new
features pose challenges in designing and analyzing learning
algorithms for FL.
One of the leading challenges in deploying FL systems is
client availability, where the clients may not be available
throughout the entire training process. Consider the typical
FL scenario where Google’s mobile keyboard Gboard pol-
ishes its language models among numerous mobile-device
users (Bonawitz et al., 2019; Yang et al., 2018). To mini-
mize the negative impact on user experience, only devices
that meet certain requirements (e.g., charging, idle, and
free Wi-Fi) are eligible for model training. These require-
ments are usually satisfied at night in local time, resulting
in a diurnal pattern of client availability. Such intermittent
client availability would introduce bias into training data.
On one hand, as clients have diverse availability patterns,
certain clients are more likely to be selected to participate in
the training, and thus their data would be over-represented.
On the other hand, if the criteria of client availability de-
pend on latency, then clients with slower processors or de-
layed networks may be under-represented. Such bias gives
rise to inconsistency between the training and test data dis-
tributions, thus degrading the generalization ability of FL
algorithms. This inconsistency is also known as dataset
shift (Quionero-Candela et al., 2009; Moreno-Torres et al.,
2012), a notorious obstacle to the convergence of machine
learning algorithms (Subbaswamy et al., 2019; Snoek et al.,
2019), which also exists in FL.
Existing work in the literature has not considered the is-
sue of intermittent client availability, and the convergence
analysis of FL algorithms always requires all clients to be
available throughout the training process. As shown in Ta-
ble 1, much effort (Wang & Joshi, 2018; Yu et al., 2019b;
Khaled et al., 2019; Stich, 2019; Stich & Karimireddy, 2019;
Li et al., 2019b) has been expended in proving the conver-
gence of the classical FedAvg algorithm (McMahan et al.,
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Table 1. Convergence results in FL under different client availability assumptions.
Studies Assumptions on Client Availability Convergence Rate
Wang & Joshi (2018)
All clients are available and participate in training. O(1/
√
NT )
Yu et al. (2019b)
Khaled et al. (2019)
Stich (2019)
Stich & Karimireddy (2019)
Li et al. (2019b) All clients are available, and a subset of clients participate in training. O(1/T )
The current study Each client is available at least once during any period with certain length. O(1/(N1/4T 1/2))
2017). However, this line of work assumed that all clients
participate in each iteration of the training, to establish the
O(1/
√
NT )1 convergence of FedAvg. Such a full client
participation requirement would significantly increase the
synchronization latency of the collaborative training process,
and is hard to be satisfied in practical FL. One exception
is Li et al. (2019b), who only required a subset of clients
to participate in each iteration to obtain the O(1/T ) con-
vergence of FedAvg. However, to guarantee such a conver-
gence result, they assumed that the participating clients are
selected either uniformly at random or with probabilities
proportional to the volume of local data, which is possible
only if all clients are available. As these studies adopted the
full client availability model, there is no bias in the training
data, which is an essential condition to obtain the positive
convergence results of FedAvg in the literature.
In this study, we integrate the consideration of intermittent
client availability into the design and analysis of the FL
algorithm. We first formulate a practical model for inter-
mittent client availability in FL; this model allows the set
of available clients to follow any time-varying distribution,
with the assumption that each client needs to be available at
least once during any period with certain length. Under such
a client availability model, FedAvg would diverge even in a
simple learning scenario (shown in Subsection 3.1), because
the training data are biased towards those highly available
clients. For general distributed non-convex optimization,
we propose a simple Federated Latest Averaging algorithm,
namely FedLaAvg, to approximately balance the influence
of each client’s data on the global model training. Specifi-
cally, instead of averaging only the gradients collected from
participating clients, FedLaAvg averages the latest gradi-
ents2 of all clients. By setting appropriate parameters, we
can prove anO(1/(N1/4T 1/2)) convergence for FedLaAvg,
implying that FedLaAvg can achieve a sublinear speedup
1Notation N is the total number of clients, and T is the total
number of iterations in the training.
2The latest gradient of a given client is the gradient calculated
in her latest participating iteration. Please refer to Subsection 3.2
for detailed definition.
with respect to the total number of clients. We summarize
the contributions of this work as follows.
• To the best of our knowledge, we are the first to study
the problem of intermittent client availability in FL,
and present a formal formulation thereof. We also
show the divergence of FedAvg in such a practical
client availability model, and investigate the underlying
reasons behind it.
• Under the intermittent client availability model, we pro-
pose the fast convergent algorithm FedLaAvg, which
aggregates the latest gradients of all clients in each
training iteration. Our theoretical analysis shows the
O(1/(N1/4T 1/2)) convergence of FedLaAvg for gen-
eral distributed non-convex optimization.
• Using the CIFAR-10 dataset, we evaluate FedLaAvg
and compare its performance with that of FedAvg. Our
evaluation results demonstrate the effectiveness and
efficiency of FedLaAvg, as it achieves 4.23% higher
test accuracy than FedAvg and a sublinear speedup.
2. Problem Formulation
We consider a general distributed non-convex optimization
scenario in which N clients collaboratively solve the follow-
ing consensus optimization problem:
min
x∈Rm
f(x) ,
N∑
i=1
wiEξi∼Di [F (x; ξi)] =
N∑
i=1
wif˜i(x).
Each client i holds training data ξi ∼ Di, and wi is the
weight of this client (typically the proportion of client i’s
local data volume in the total data volume of the FL sys-
tem (McMahan et al., 2017)). Function F (x; ξi) is the train-
ing error of model parameters x over local data ξi, and f˜i(x)
is the local generalization error, taking expectation over the
randomness of local data. In iteration t, participating client
i observes the local stochastic gradient:
gti = ∇F (xt−1; ξti),
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where xt−1 is the model parameters from the previous iter-
ation and ξti is the local training data in this iteration. We
note
E
[
gti | ξ[t−1]
]
= ∇f˜i(xt−1),
where ξ[t−1] is the historical training data from all clients
before iteration t:
ξ[t−1] , {ξτi |i ∈ {1, 2, · · · , N}, τ ∈ {1, 2, · · · , t− 1}}.
To simplify the analysis of unbalanced data volume among
clients, we use a scaling technique to obtain a revised local
objective function:
fi(x) = wiNf˜i(x).
Then, we can rewrite the global objective function as
f(x) =
1
N
N∑
i=1
fi(x). (1)
In this study, we make three assumptions regarding the
objective funtions as follows.
Assumption 1. Local objective functions fi are all L −
smooth:
‖ ∇fi(u)−∇fi(v) ‖≤ L ‖ u− v ‖, ∀i, u, v.
The corollary is
fi(v) ≤ fi(u)+〈v − u,∇fi(u)〉+L
2
‖ v−u ‖2, ∀i, u, v.
Assumption 2. Bounded variance: with σ > 0,
Eξi∼Di
[
‖∇F (x; ξi)−∇fi (x)‖2
]
≤ σ2, ∀i, x.
Assumption 3. Bounded gradient: with G > 0,
Eξi∼Di
[‖ ∇F (x; ξi) ‖2] ≤ G2,∀i, x
To model intermittent client availability, we use Ct to de-
note the set of available clients in iteration t. We formally
introduce the following assumption regarding the model of
intermittent client availability in FL.
Assumption 4. Minimal availability: each client i is avail-
able at least once in any period withE successive iterations:
∀i, ∀t, ∃τ ∈ {t, t+ 1, · · · , t+ E − 1}, such that i ∈ Cτ .
Assumption 1 is standard, and Assumptions 2 and 3 have
also been widely made in the literature (Zhang et al., 2012;
Stich et al., 2018; Yu et al., 2019b;a; Stich, 2019; Li et al.,
2019b). Specifically, Yu et al. (2019b) worked with non-
convex functions under Assumptions 1–3, and required all
clients to be available and to participate in each iteration.
Meanwhile, Li et al. (2019b) focused on convex functions
while imposing the same full client availability requirement.
The full client availability model in existing work is equiva-
lent to the special case of our intermittent client availability
model by setting E = 1 in Assumption 4. Furthermore,
Assumption 4 regarding the intermittent client availability
model is reasonable in practical FL. For example, as dis-
cussed earlier, clients are typically available at night, and
thus Assumption 4 with E equal to the number of iterations
in one day can describe such a client availability scenario.
3. Algorithm Design
In this section, we first show that the classical FedAvg algo-
rithm produces arbitrarily poor-quality results in the pres-
ence of intermittent client availability. We investigate the
underlying reasons for the divergence of FedAvg, and then
propose a new algorithm called FedLaAvg, which converges
at a fast rate under the intermittent client availability model.
3.1. Divergence of FedAvg
Example 1. We consider a distributed optimization prob-
lem with only two clients (denoted as 1 and 2) and a convex
objective function. The goal is to learn the mean of one-
dimensional data from these two clients. Following the
problem formulation in Section 2, the local data distribu-
tion is ξi ∼ Di with mean ei = E [ξi]. For simplicity, we
assume the amounts of data from the two clients are bal-
anced. We can formulate this simple learning problem as
minimizing the following mean square error (MSE):
f(x) =
1
2
2∑
i=1
fi(x) =
1
2
2∑
i=1
Eξi∼Di
[
(x− ξi)2
]
=
1
2
2∑
i=1
(x− ei)2 + 1
2
2∑
i=1
Eξi∼Di
[
(ξi − ei)2
]
. (2)
For this example, we consider a specific intermittent client
availability model: clients are available periodically and
alternatelythat is, in each period, client 1 is available in the
first t1 iterations, and client 2 is available in the following
t2 iterations. Let k index the period; we then have
1 ∈ Ck(t1+t2)+i, k ∈ N, i ∈ {1, 2, · · · , t1};
2 ∈ Ck(t1+t2)+i, k ∈ N, i ∈ {t1 + 1, t1 + 2 · · · , t1 + t2}.
This model describes the client availability with a regular
diurnal pattern. For example, clients around the world par-
ticipate in FL at night. Clients 1 and 2 may correspond to
clients from two different geographic regions, respectively.
Theorem 1. Suppose each client computes the exact (not
stochastic) gradient. In Example 1, even with a sufficiently
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low learning rate, the model parameters returned by FedAvg
at the end of each period, i.e., xk(t1+t2), would converge to
(t1e1 + t2e2)/(t1 + t2), which can be arbitrarily far away
from the optimal solution x∗ = (e1 + e2)/2.
Proof of Theorem 1. In Example 1, the training process of
FedAvg is that the two clients train the global model using
their own local data alternatively. Hence, after a certain num-
ber of training iterations, the global model parameters would
be “pulled” in opposite directions when different clients are
available, and would finally oscillate periodically around
(t1e1 + t2e2)/(t1 + t2). For the detailed proof, please refer
to Appendix A.
3.2. Federated Latest Averaging
As shown in Subsection 3.1, intermittent client availabil-
ity seriously affects the performance of FedAvg. In FL,
the overall data distribution is an unbiased mixture of all
clients’ local data distributions. FedAvg can be proven to
converge in the full client participation scenario (Yu et al.,
2019b), because it uses the current gradients of all clients
to update the global model. This makes the training data
distribution in each iteration consistent with the overall data
distribution. However, due to the intermittent client avail-
ability, some clients are selected to participate in the training
process more frequently, introducing the bias into training
data. To mitigate the bias problem, we imitate the full client
participation scenario, and attempt to leverage the gradient
information of all clients for model training in each iteration.
The difficulty in employing this idea is that as some clients
are absent from the training due to being either unavailable
or unselected, we cannot obtain the current gradients of
these clients. To resolve the lack of gradient information,
we propose a natural and simple idea: using the latest gradi-
ent of the client when her current gradient is not available.
By doing so, we can eliminate the bias in training data, and
establish the convergence result.
We present in Algorithm 1 the detailed procedures of our
approach FedLaAvg. In each iteration t, each selected client
i locally calculates the gradient gti , and the cloud server
maintains the average latest gradient gt of all clients. The
client selection principle in FedLaAvg is to choose the K
clients that are absent from the training process for the
longest time (Lines 5–7). Together with Assumption 4, we
can guarantee that each client is selected at least once during
any period with I successive iterations, where I is a func-
tion of parameters K, N , and E (please refer to Lemma 1
in Subsection 4.2 for the details). Based on this condition,
we can establish an upper bound for the difference between
each client’s latest gradient and her current gradient, which
would be critical for the convergence analysis of FedLaAvg
in Subsection 4.2. To implement this principle, we use T ti
to record the latest iteration before or at t in which client i
Algorithm 1 Federated Latest Averaging Algorithm
1: Input: initial model parameters x0; number of clients
N ; number of total iterations T ; learning rate γ; propor-
tion of selected clients β (i.e., the number of participat-
ing clients in each iteration is K = βN .)
2: Do initialization:
g0 ← 0; ∀i ∈ {1, 2, · · · , N}, g0i ← 0, T 0i ← 0.
3: for t = 1 to T do
4: gt ← gt−1
5: Ct ← the set of available clients
6: Bt ←K clients from Ct with the lowest T t−1i values
7: Update T ti values:
T ti ← t, ∀i ∈ Bt; T ti ← T t−1i , ∀i /∈ Bt. (3)
8: Each client i ∈ Bt calculates local gradient gti and
uploads gradient difference gti − gT
t−1
i
i in parallel.
9: Once receiving the gradient information from client
i, the cloud server calculates the global gradient:
gt ← gt + 1
N
(
gti − gT
t−1
i
i
)
. (4)
10: The cloud server updates the global model parame-
ters:
xt ← xt−1 − γgt. (5)
11: end for
participates in the training process. During the aggregation
procedure (Lines 8–9), to reduce the aggregation overhead,
each selected client uploads the gradient difference: the
difference between the gradients computed in the current
participating iteration and the previous participating itera-
tion, i.e., gti − gT
t−1
i
i , rather than the current gradient g
t
i
as in the traditional FedAvg algorithm. Once the gradient
difference from each client i is received, the cloud server
would update the global gradient using (4). Following this
aggregation method, the cloud server only needs to store the
average latest gradient gt and run K update operations. It
can be proved by induction that at the end of each iteration t,
the resulting gradient is indeed the average latest gradient:
gt =
1
N
N∑
i=1
g
T ti
i . (6)
Once the average latest gradient gt is obtained, the cloud
server uses it to update the global model parameters in (5).
4. Convergence Analysis
In this section, under the practical model of intermit-
tent client availability, we show that FedLaAvg achieves
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an O(1/(N1/4T 1/2)) convergence rate with a sublinear
speedup in terms of the total number of clients.
4.1. Convergence on Example 1
We first demonstrate that FedLaAvg converges in Example 1,
where FedAvg produces an arbitrarily poor-quality result.
The convergence analysis of FedLaAvg for this simple ex-
ample sheds light on the analysis for the case of general
non-convex optimization in next subsection.
Theorem 2. Suppose each client computes the exact (not
stochastic) gradient. In Example 1, after T iterations, Fed-
LaAvg with the learning rate γ = 1/(2
√
T ) produces a
solution xˆ that is within O(1/
√
T ) range of the optimal
solution x∗:
(xˆ− x∗)2 = O
(
1√
T
)
, (7)
where we choose xˆ = argminxt f(xt) as the output.
Proof of Theorem 2. We recall that
f(x) =
(
x− e1 + e2
2
)2
+
(e1 − e2)2
4
+
1
2
2∑
i=1
Eξi∼Di
[
(ξi − ei)2
]
,
where the latter two terms are not associated with the vari-
able x. Hence, we only need to focus on the following part
of the loss function:
fˆ(x) = (x− x∗)2 , (8)
where x∗ = (e1 + e2)/2 is the optimal solution.
Note that
fˆ(xt)− fˆ(xt−1)
=
(
xt − xt−1)2 + 2 (xt−1 − x∗)(xt − xt−1) . (9)
We calculate the difference of x between two successive
iterations:
xt − xt−1 = −γ
2
(
g
T t1
1 + g
T t2
2
)
=− γ
(
xT
t
1 − e1 + xT t2 − e2
)
=− γ
(
xT
t
1 + xT
t
2 − 2x∗
)
, (10)
where T ti is defined in Subsection 3.2. Hence, we have
2
(
xt−1 − x∗) (xt − xt−1)
=− γ (2xt−1 − 2x∗) (xT t1 + xT t2 − 2x∗)
=− γ
2
(
2xt−1 − 2x∗)2 − γ
2
(
xT
t
1 + xT
t
2 − 2x∗
)2
+
γ
2
(
2xt−1 − xT t1 − xT t2
)2
. (11)
Substituting (10) and (11) into (9), we have
fˆ(xt)− fˆ(xt−1)
=
(
γ2 − γ
2
)(
xT
t
1 + xT
t
2 − 2x∗
)2
− 2γ (xt−1 − x∗)2 + γ
2
(
2xt−1 − xT t1 − xT t2
)2
(a)
≤ − 2γ (xt−1 − x∗)2 + γ
2
(
2xt−1 − xT t1 − xT t2
)2
,
(12)
where (a) follows from 0 < γ ≤ 1/2.
The algorithm starts from model parameters x0. When
client 1 is available, x moves towards e1, and when client 2
is available, x moves towards e2. Hence, x is always within
G/2 range of x∗ in the training:
− G
2
≤ xt − x∗ ≤ G
2
, ∀t ≥ 0, (13)
where G = max
{
2
(
x0 − x∗) , |e1 − e2|} is the the
largest gradient norm during the training process. Substitut-
ing (13) into (10), we have
−γG ≤ xt − xt−1 ≤ γG. (14)
Referring to the specific client availability model in this
example, we have
t− T ti ≤ I, i = 1, 2, (15)
where I = max {t1, t2}. Therefore, when t ≥ T ti + 2,
summing (14) over iterations from T ti + 1 to t− 1, we have
−γIG ≤ xt−1 − xT ti ≤ γIG, i = 1, 2. (16)
Note that when t = T ti or t = T
t
i + 1, the above formula
also holds.
Substituting (16) into (12), we have
fˆ(xt)− fˆ(xt−1) ≤ −2γ (xt−1 − x∗)2 + 2γ3I2G2.
Rearranging the above formula, we have(
xt−1 − x∗)2 ≤ 1
2γ
(
fˆ(xt−1)− fˆ(xt)
)
+ γ2I2G2.
(17)
Summing (17) over iterations from 1 to T , we have
1
T
T∑
t=1
(
xt−1 − x∗)2 ≤ 1
2γT
(
fˆ(x0)−fˆ(xT )
)
+γ2I2G2
≤ 1
2γT
(
fˆ(x0)−fˆ(x∗)
)
+γ2I2G2.
(18)
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Substituting γ = 1/(2
√
T ) into (18), we have
1
T
T∑
t=1
(
xt−1 − x∗)2 ≤ 1√
T
(
fˆ(x0)− fˆ(x∗)
)
+
I2G2
4T
=
1√
T
(
f(x0)− f(x∗))+ I2G2
4T
.
(19)
Finally, we have
(xˆ− x∗)2 ≤ 1
T
T∑
t=1
(
xt−1 − x∗)2
≤ 1√
T
(
f(x0)− f(x∗))+ I2G2
4T
= O
(
1√
T
)
. (20)
4.2. Convergence on General Non-convex Functions
In this subsection, we show the O(1/(N1/4T 1/2)) conver-
gence of FedLaAvg on general non-convex functions.
We first introduce Lemma 1 about client participation.
Lemma 1. Under Assumption 4, the client selection policy
in FedLaAvg guarantees that for each client, the latest par-
ticipating iteration is at most I iterations earlier than the
current iteration:
t− T ti ≤ I, ∀t, ∀i, where I =
⌈
N
K
⌉
E − 1 (21)
Proof of Lemma 1. Due to space limitations, please refer to
Appendix B for the detailed proof.
With such a client participation condition, we can derive a
key result for analyzing the convergence of FedLaAvg.
Theorem 3. By setting γ ≤ 1/(2L) in FedLaAvg, we can
derive the following bound on the average expected squared
gradient norm under Assumptions 1–4:
1
T
T∑
t=1
E
[∥∥∇f(xt−1)∥∥2]
≤4γσ
2L
N
+
2γIL
(
G2 + σ2
)
√
N
+
2γ2I2L2G2
1− 2γL
+ 4γ2I2L2G2 +
4
γT
(
E
[
f(x0)
]− E [f(x∗)]) ,
where x∗ is the the optimal solution for the general non-
convex optimization problem.
Proof of Theorem 3. The basic idea is similar to the simple
case discussed in Subsection 4.1. With Lemma 1, we first
show that the difference between the latest gradient and
the corresponding current gradient is bounded. Then the
theorem follows with this bound and the smoothness of fi.
For the detailed proof, please refer to Appendix C.
Before presenting our main result, we consider the full client
participation setting discussed in Yu et al. (2019b), in which
our FedLaAvg reduces to FedAvg. Since K = N , E = 1,
and I = dN/KeE − 1 = 0 in this setting, the result in
Theorem 3 becomes
1
T
T∑
t=1
E
[∥∥∇f(xt−1)∥∥2]
≤4γσ
2L
N
+
4
γT
(
E
[
f(x0)
]−E [f(x∗)]) .
Choosing γ =
√
N/(2L
√
T ), when T ≥ N , we can obtain
the O(1/
√
NT ) convergence, which is consistent with the
linear speedup in terms of N as proven in Yu et al. (2019b).
For the intermittent client availability setting considered
in this work, FedLaAvg achieves a sublinear speedup by
choosing appropriate hyperparameters. For easy illustration,
we define the loss difference between the initial solution
x0 and the optimal solution x∗ as B = f(x0)− f(x∗). In
addition, we recall that β = K/N is the proportion of the
selected clients in each iteration.
Corollary 1. By choosing the learning rate γ =
(β1/2N1/4)/(2LE1/2T 1/2) and requiring γ ≤ 1/(4L) in
FedLaAvg, we have the following convergence result:
1
T
T∑
t=1
E
[∥∥∇f(xt−1)∥∥2]
=O
(
E
1
2
(
G2 + σ2 + LB
)
N
1
4T
1
2 β
1
2
+
EG2N
1
2
Tβ
)
.
When T ≥ EN3/2/β, we further obtain the sublinear
speedup with respect to the total number of clients:
1
T
T∑
t=1
E
[∥∥∇f(xt−1)∥∥2]
=O
(
E
1
2
(
G2 + σ2 + LB
)
N
1
4T
1
2 β
1
2
)
=O
(
1
N
1
4T
1
2
)
.
Proof. Please refer to Appendix D for detailed proof.
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Figure 1. The diurnal pattern of client availability. Half of the
clients are available in white grids, while the remaining clients are
available in black grids.
5. Experiments
5.1. Experiment Setting
In this section, we evaluate the performance of Fed-
LaAvg in an image classification task over the CIFAR-10
dataset (Krizhevsky et al., 2009). The CIFAR-10 dataset
consists of 60000 32 × 32 color images from 10 different
classes, with 6000 images per class (5000 for training and
1000 for testing). We simulate the non-IID data distribution
by setting each client to hold only images from one certain
class and the number of clients from the same class to be
N/10. To simulate the data unbalance, we let the number of
samples on each client roughly follow a normal distribution
with mean 5 × 104/N and variance (1 × 104/N)2. For
image classification, we take the deep learning model archi-
tecture from pytorch tutorial, with two convolutional layers
followed by two fully connected layers and then a linear
transformation layer to produce logits. The total parameter
size of such a model is 62006.
For simple illustration, in the previous discussion, we focus
on the case in which participating clients upload gradient
information in each iteration. In practical FL deployment,
for communication efficiency, each participating client is
allowed to perform multiple local training iterations before
uploading the accumulated local model update (McMahan
et al., 2017). FedLaAvg can be easily extended to this setting
with the same performance guarantee, and the detailed de-
sign and convergence analysis are presented in Appendix E.
To be consistent with practical FL deployment, we conduct
experiments for FedLaAvg within the case of multiple local
iterations in each communication round.
Figure 1 describes the intermittent client availability model
with the diurnal pattern adopted in this experiment. In white
grids, clients with the first five classes are available for E
rounds, and in black grids, clients with the other five classes
are available for the next αE rounds. The parameter α
describes the degree of heterogeneous availability patterns
among these two groups of clients.
In the default experiment setting, we set the total number
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Figure 2. Performance of FedLaAvg, FedAvg, and sequential SGD
under full client availability and intermittent client availability. We
use ICA to abbreviate intermittent client availability and FCA to
abbreviate full client availability.
Table 2. Best test accuracy of FedAvg and FedLaAvg achieved
within 70000 rounds.
Algorithms FCA ICA
FedAvg 59.25% 56.75%
FedLaAvg 64.70% 60.98%
of clients N = 1000, the period length E = 10, the ratio
α = 0.5, the proportion of selected clients in each round
β = 0.1, and the number of local iterations C = 10. For
hyperparameters, we let the learning rate γ decay in each
communication round, and tune the initial learning rate and
its decay for each experiment. The batch size for local
iterations of each client is set to 5. For the detailed learning
rate of each experiment, please refer to Appendix G.
5.2. Experimental Results
We compare FedLaAvg with FedAvg and sequential SGD,
and show the experiment results in Figure 2. We run the
standard SGD algorithm to train the global model using
the whole dataset, and the total iterations in each round is
βNC = 1000. The result of sequential SGD can be re-
garded as the optimal solution for the optimization problem.
The test accuracy of sequential SGD decreases after reach-
ing the peak and finally converges to 61.59%, due to the
phenomenon of overfitting. The test accuracy of FedLaAvg
with both intermittent and full client availability suffers
from large oscillation at first but finally converges. This is
because in the early stage of training, the model parameters
change drastically, leading to a large difference between
each client’s latest gradient and her current gradient. As
the training progresses, the model parameters would change
smoothly, and this difference vanishes, indicating that the
latest gradient better approximates the current gradient. In
contrast with FedLaAvg, FedAvg has a smaller oscillation in
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(b) Test accuracy with different E.
                
 & R P P X Q L F D W L R Q  5 R X Q G V
  
  
  
  
  
  
 7 H
 V W 
 $
 F F
 X U
 D F
 \ 
  
 
   
 ) H G / D $ Y J   ȕ       
 ) H G / D $ Y J   ȕ       
 ) H G / D $ Y J   ȕ       
(c) Test accuracy with different β.
Figure 3. The performance of FedLaAvg with the variation of the total number of clients N , the period length E, and the proportion of
selected clients β.
the early stage of training, as it always uses the current gradi-
ents to update the model parameters. Although FedAvg can
finally converge under full client availability, it suffers from
periodical oscillation under intermittent client availability
even after a huge number of rounds (e.g., in communication
rounds between 69× 103 and 70× 103). This is consistent
with the divergence of FedAvg analyzed in Subsection 3.1.
We can explore a useful trick in practice to combine the
advantages of FedAvg and FedLaAvg: use FedAvg to train
the model until it reaches the bottleneck, and then switch to
FedLaAvg to further improve the performance.
We next show the performance of FedAvg and FedLaAvg in
Table 2. We observe that FedLaAvg outperforms FedAvg in
the two client availability models, and approaches the opti-
mal solution. For the intermittent client availability, the best
test accuracy of FedLaAvg is 4.23% higher than that of Fe-
dAvg. For the case of full client availability, FedLaAvg still
achieves 5.45% higher test accuracy than FedAvg, because
FedLaAvg leverages the gradient information of all clients
for model training in each iteration, while FedAvg uses only
the gradients of the selected clients. We also observe that
FedLaAvg approaches the performance of sequential SGD.
The best test accuracy of FedLaAvg under intermittent client
availability is only 0.61% lower than the test accuracy that
sequential SGD finally converges to. From Figure 2, we
note that due to the overfitting, the convergent test accu-
racy of sequential SGD is slightly lower than the best test
accuracy of FedLaAvg under full client availability.
The evaluation results in Figure 3 and Table 3 further val-
idate the convergence result of FedLaAvg in Corollary 1.
From Table 3, we see that FedLaAvg generally needs fewer
training rounds to reach a certain test accuracy when either
the total number of clients N or the proportion of selected
clients β increases, or the period length E decreases. This
result also validates the sublinear speedup of FedLaAvg with
respect to N . In addition, as shown in Figure 3, FedLaAvg
converges in diverse parameter settings, which is consistent
Table 3. The number of training rounds needed to reach 55% test
accuracy with different parameters.
N 200 400 600 800 1000
Rounds 33550 14800 12850 12700 10100
E 1 5 10 15
Rounds 10000 9950 10100 13400
β 0.02 0.04 0.06 0.08 0.10
Rounds 27800 32200 13450 9400 10100
with the convergence guarantee in Corollary 1. The different
convergent test accuracies come from the non-convexity of
the objective functions. From Subfigure 3(b), we further
observe that with a larger E, the test accuracy of FedLaAvg
oscillates more severely, because the latest gradient becomes
an inaccurate approximation of the current gradient when
clients are not available during a longer period.
6. Conclusion
In this work, we investigate intermittent client availability
in federated learning and its impact on the convergence of
the classical federated averaging algorithm. We use a col-
lection of time-varying sets to represent the available clients
in each training iteration, which can accurately model the
intermittent client availability. Furthermore, we design a
simple FedLaAvg algorithm with anO(1/(N1/4T 1/2)) con-
vergence guarantee for general distributed non-convex opti-
mization problems. Empirical experiments with the CIFAR-
10 dataset demonstrate the effectiveness and efficiency of
FedLaAvg with a remarkable performance improvement
and a sublinear speedup.
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A. Proof of Theorem 1
Proof of Theorem 1. We first show that if γ < 12 , x
k(t1+t2) will converge to
X =
(1− 2γ)t2 (e1 − e2) + e2 − e1 (1− 2γ)t1+t2
1− (1− 2γ)t1+t2 . (22)
Note that for iterations where client 1 is available, we have
∀t ∈ {k(t1 + t2) + i|k ∈ N, i ∈ {1, 2, · · · , t1}}, xt+1 = xt − 2γ
(
xt − e1
)
,
where γ is the learning rate. Rearrange the equation, we have
xt+1 − e1 = (1− 2γ)
(
xt − e1
)
,
which implies that (xt − e1) is a geometric progression. Hence, we have
xk(t1+t2)+t1 = (1− 2γ)t1
(
xk(t1+t2) − e1
)
+ e1. (23)
Applying the same analysis on iterations where client 2 is available, we have
x(k+1)(t1+t2) = (1− 2γ)t2
(
xk(t1+t2)+t1 − e2
)
+ e2. (24)
Substituting (23) into (24), we have
x(k+1)(t1+t2) = (1− 2γ)t1+t2
(
xk(t1+t2) − e1
)
+ (1− 2γ)t2 (e1 − e2) + e2. (25)
Based on this recursion formula, we have
xk(t1+t2) = (1− 2γ)(t1+t2)k x0 +
(
1− (1− 2γ)(t1+t2)k
)
X.
(26)
Since γ < 12 , we have
lim
k→+∞
xk(t1+t2) = X.
Based on L’Hopital’s rule, we have
lim
γ→0+
X =
t1e1 + t2e2
t1 + t2
.
The global minimization objective is
f(x) =
1
2
2∑
i=1
(x− ei)2 + 1
2
2∑
i=1
Eξi∼Di
[
(ξi − ei)2
]
,
which is obtained when x = x∗ = (e1 + e2)/2. Note that (e1 + e2)/2 = (t1e1 + t2e2)/(t1 + t2) only when e1 = e2
(data distributions are IID) or t1 = t2. Hence, FedAvg will produce arbitrarily poor-quality results without these inpractical
assumptions.
B. Proof of Lemma 1
Proof of Lemma 1. ∀t, ∀i, we focus on the training process from t (not included). In iteration t+ I+1, under Assumption 4,
client i has been available for at least dN/Ke times. Note the dN/Ke iterations as τ1, τ2, · · · , τdN/Ke. We prove the lemma
by contradiction. Suppose i is not selected in any of these iterations. Then we have T
τdN/Ke
i = T
t
i . In the dN/Ke iterations
where client i is available, dN/KeK clients have been selected. All these clients (noted as j) are with T τj ≤ T ti for all
iterations τ before she participates in the training process and T τj > T
t
i for all iterations τ after participation. Hence, the
Distributed Non-Convex Optimization with Sublinear Speedup under Intermittent Client Availability
dN/KeK clients are distinct. Including client i, the system has at least dN/KeK +1 clients. However, the system has only
N ≤ dN/KeK < dN/KeK + 1 clients. This forms a contradiction. Therefore, for all t, the next iteration tnext where i
participates in the training process after iteration t satisfies
tnext ≤ t+ I + 1. (27)
For all client i, by setting t to iterations where client i is selected in (27), we can derive
∀i, ∀t, t− T ti ≤ I.
C. Proof of Theorem 3
Note that local gradient is not calculated in each iteration. In this subsection of the appendix, for mathematical analysis, we
extend the definition gti , ∇F (xt−1, ξti). For iterations where client i does not participate, ξti is a random variable which
follows ξti ∼ Di.
Lemma 2. Under Assumption 2 and 3, we have
E
[∥∥gti∥∥2] ≤ G2,∀i,∀t
and
E
[∥∥gti −∇fi(xt−1)∥∥2] ≤ σ2,∀i,∀t.
Proof of Lemma 2. Our Assumptions 2 and 3 take the expectation over the randomness of one training iteration. But we
care about the expectation taken over the randomness of the whole training process. This trivial lemma builds the gap.
For the gradient, we have
E
[∥∥gti∥∥2] (a)= E [E [∥∥gti∥∥2 | ξ[t−1]]] = E [E [∥∥∇F (xt−1, ξti)∥∥2 | xt−1]] (b)≤ E [G2] = G2, (28)
where (a) follows from Law of Total Expectation E[E[X|Y]] = E[X]; (b) follows from Assumption 3.
For the variance, we have
E
[∥∥gti −∇fi(xt−1)∥∥2] (a)= E [E [∥∥gti −∇fi(xt−1)∥∥2 | ξ[t−1]]]
= E
[
E
[∥∥∇F (xt−1; ξti)−∇fi (xt−1)∥∥2 | xt−1]] (b)≤ E [σ2] = σ2, (29)
where (a) follows from Law of Total Expectation E[E[X|Y]] = E[X]; (b) follows from Assumption 2.
Lemma 3. ∀i,∀t, we have
E
∥∥∥∥∥
N∑
i=1
(
g
T ti
i −∇fi(xT
t
i−1)
)∥∥∥∥∥
2
 = N∑
i=1
E
[∥∥∥gT tii −∇fi(xT ti−1)∥∥∥2] .
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Proof of Lemma 3. This lemma follows because training data are independent across clients. Specifically, note that
E
∥∥∥∥∥
N∑
i=1
(
g
T ti
i −∇fi(xT
t
i−1)
)∥∥∥∥∥
2

=
N∑
p=1
N∑
q=1
E
[〈
g
T tp
p −∇fp(xT tp−1),gT
t
q
q −∇fq(xT tq−1)
〉]
(a)
=
N∑
p=1
N∑
q=1
E
[
E
[〈
g
T tp
p −∇fp(xT tp−1),gT
t
q
q −∇fq(xT tq−1)
〉
| ξ[min{T tp,T tq}]
]]
(b)
=
N∑
i=1
E
[∥∥∥gT tii −∇fi(xT ti−1)∥∥∥2] , (30)
where (a) follows from Law of Total Expectation E[E[X|Y]] = E[X]. Then we illustrate (b) case by case. Note that
E
[
E
[〈
g
T tp
p −∇fp(xT tp−1),gT
t
q
q −∇fq(xT tq−1)
〉
| ξ[min{T tp,T tq}]
]]
is equal to E
[∥∥∥gT tii −∇fi(xT ti−1)∥∥∥2] when p = q = i. When p 6= q, without loss of generality, suppose T tp ≤ T tq . Then it
is equal to
E
[
E
[〈
g
T tp
p −∇fp(xT tp−1),gT
t
q
q −∇fq(xT tq−1)
〉
| ξ[T tp]
]]
= E
[〈
g
T tp
p −∇fp(xT tp−1),E
[
g
T tq
q −∇fq(xT tq−1) | ξ[T
t
p]
]〉]
(31)
because g
T tp
p and fq(xT
t
p−1) are determined by ξ[T
t
p]. When T tp < T
t
q , we have E[g
T tq
q −∇fq(xT tq−1) | ξ[T tp ]] = 0. When
T tp = T
t
q , we have
E
[〈
g
T tp
p −∇fp(xT tp−1),E
[
g
T tq
q −∇fq(xT tq−1) | ξ[T
t
p]
]〉]
= E
[〈
g
T tp
p −∇fp(xT tp−1),gT
t
p
q −∇fq(xT tp−1)
〉]
(a)
= E
[
E
[〈
g
T tp
p −∇fp(xT tp−1),gT
t
p
q −∇fq(xT tp−1)
〉
| ξ[T tp−1]
]]
(b)
= 0, (32)
where (a) follows from Law of Total Expectation E[E[X|Y]] = E[X]; (b) follows because ξT
t
p
p adn ξ
T tp
q are independent,
and thus the covariance of g
T tp
p and g
T tp
q is 0.
Lemma 4. Under Assumptions 1 and 3, ∀t,∀t0 ≤ t,∀i, we have
E
[∥∥∇fi(xt−1)−∇fi(xt0−1)∥∥2] ≤ (t− t0)2 L2γ2G2.
Proof of Lemma 4. This lemma follows the intuition that the difference of x in two iterations is bounded by the number of
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iterations between them.
E
[∥∥∇fi(xt−1)−∇fi(xt0−1)∥∥2]
= E
∥∥∥∥∥
t−1∑
τ=t0
(∇fi(xτ )−∇fi(xτ−1))
∥∥∥∥∥
2

(a)
≤ (t− t0)
t−1∑
τ=t0
E
[∥∥∇fi(xτ )−∇fi(xτ−1)∥∥2]
(b)
≤ (t− t0)L2
t−1∑
τ=t0
E
[∥∥xτ − xτ−1∥∥2]
(c)
= (t− t0)L2γ2
t−1∑
τ=t0
E

∥∥∥∥∥∥ 1N
N∑
j=1
g
T τj
j
∥∥∥∥∥∥
2

(d)
≤ (t− t0)L2γ2 1
N
t−1∑
τ=t0
N∑
j=1
E
[∥∥∥gT τjj ∥∥∥2]
(e)
≤ (t− t0)2 L2γ2G2, (33)
where (a) and (d) follows from the convexity of ‖·‖2; (b) follows from Assumption 1; (c) follows from (5) and (6); (e)
follows from Lemma 2.
Corollary 2. Corollary of Lemma 4:
E
[∥∥∇f(xt−1)−∇f(xt0−1)∥∥2] ≤ (t− t0)2L2γ2G2.
Proof of Corollary 2.
E
[∥∥∇f(xt−1)−∇f(xt0−1)∥∥2]
(a)
≤ 1
N
N∑
i=1
E
[∥∥∇fi (xt−1)−∇fi(xt0−1)∥∥2]
(b)
≤ (t− t0)2L2γ2G2, (34)
where (a) follows from the convexity of ‖ · ‖2; (b) follows from Lemma 4.
Main Proof of Theorem 3. From Assumption 1, local objective functions fi are allL−smooth, and thus the global objective
function f , which is the mean of them, is also L− smooth. Hence, fixing t ≥ 1, we have
E
[
f(xt)
] ≤ E [f(xt−1)]+ L
2
E
[∥∥xt − xt−1∥∥2]+ E [〈∇f(xt−1),xt − xt−1〉] , (35)
which corresponds to (9) in Example 1.
Corresponding to (10)–(12) in Example 1, we decompose the terms on the right. During the decomposition, we refer to
Lemma 4 and Corollary 2, the proof of which corresponds to (13)–(16) in Example 1. Specifically, we first focuse on the
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second term on the right:
E
[∥∥xt − xt−1∥∥2]
(a)
= γ2E
∥∥∥∥∥ 1N
N∑
i=1
g
T ti
i
∥∥∥∥∥
2

= γ2E
∥∥∥∥∥ 1N
N∑
i=1
(
g
T ti
i −∇fi(xT
t
i−1)
)
+
1
N
N∑
i=1
∇fi(xT ti−1)
∥∥∥∥∥
2

(b)
≤ 2γ2E
∥∥∥∥∥ 1N
N∑
i=1
(
g
T ti
i −∇fi(xT
t
i−1)
)∥∥∥∥∥
2
+ 2γ2E
∥∥∥∥∥ 1N
N∑
i=1
∇fi(xT ti−1)
∥∥∥∥∥
2

(c)
=
2γ2
N2
N∑
i=1
E
[∥∥∥gT tii −∇fi(xT ti−1)∥∥∥2]+ 2γ2E
∥∥∥∥∥ 1N
N∑
i=1
∇fi(xT ti−1)
∥∥∥∥∥
2

(d)
=
2γ2σ2
N
+ 2γ2E
∥∥∥∥∥ 1N
N∑
i=1
∇fi(xT ti−1)
∥∥∥∥∥
2
 , (36)
where (a) follows from (5) and (6); (b) follows from the convexity of ‖ · ‖2; (c) follows from Lemma 3; (d) follows from
Lemma 2.
Define T t , mini (T ti ). Focus on the third term in 35,
E
[〈∇f(xt−1),xt − xt−1〉]
(a)
= −γE
[〈
∇f(xt−1), 1
N
N∑
i=1
g
T ti
i
〉]
= −γE
[〈
∇f(xt−1)−∇f(xT t−1), 1
N
N∑
i=1
g
T ti
i
〉]
− γE
[〈
∇f(xT t−1), 1
N
N∑
i=1
g
T ti
i
〉]
= −γE
[〈
∇f(xt−1)−∇f(xT t−1), 1
N
N∑
i=1
(
g
T ti
i −∇fi(xT
t
i−1)
)〉]
−γE
[〈
∇f(xt−1)−∇f(xT t−1), 1
N
N∑
i=1
∇fi(xT ti−1)
〉]
−γE
[〈
∇f(xT t−1), 1
N
N∑
i=1
g
T ti
i
〉]
, (37)
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where (a) follows from (5) and (6). We further focus on the first term in (37):
−γE
[〈
∇f(xt−1)−∇f(xT t−1), 1
N
N∑
i=1
(
g
T ti
i −∇fi(xT
t
i−1)
)〉]
= −γ
2IL√
N
E
[〈
1
γIL
(
∇f(xt−1)−∇f(xT t−1)
)
,
√
N
N
N∑
i=1
(
g
T ti
i −∇fi(xT
t
i−1)
)〉]
(a)
≤ γ
2IL
2
√
N
E
[∥∥∥∥ 1γIL (∇f(xt−1)−∇f(xT t−1))
∥∥∥∥2
]
+
γ2IL
2
√
N
E
∥∥∥∥∥
√
N
N
N∑
i=1
(
g
T ti
i −∇fi(xT
t
i−1)
)∥∥∥∥∥
2

(b)
≤ γ
2ILG2
2
√
N
+
γ2IL
2
√
N
E
∥∥∥∥∥
√
N
N
N∑
i=1
(
g
T ti
i −∇fi(xT
t
i−1)
)∥∥∥∥∥
2

(c)
=
γ2ILG2
2
√
N
+
γ2IL
2N
3
2
N∑
i=1
E
[∥∥∥(gT tii −∇fi(xT ti−1))∥∥∥2]
(d)
≤ γ
2ILG2
2
√
N
+
γ2ILσ2
2
√
N
, (38)
where (a) follows from CauchySchwarz inequality and AM-GM inequality; (b) follows from Corollary 2 with t0 assigned as
T t and Lemma 1; (c) follows from Lemma 3; (d) follows from Lemma 2. Then we focus on the second term in 37 (Note
that γ < 1/(2L) and thus we can extract the root of 1− 2γL):
−γE
[〈
∇f(xt−1)−∇f(xT t−1), 1
N
N∑
i=1
∇fi(xT ti−1)
〉]
= −γE
[〈
1√
1− 2γL
(
∇f(xt−1)−∇f(xT t−1)
)
,
1
N
√
1− 2γL
N∑
i=1
∇fi(xT ti−1)
〉]
(a)
≤ γ
2 (1− 2γL)E
[∥∥∥∇f(xt−1)−∇f(xT t−1)∥∥∥2]+ γ (1− 2γL)
2
E
∥∥∥∥∥ 1N
N∑
i=1
∇fi(xT ti−1)
∥∥∥∥∥
2

(b)
≤ γ
3I2L2G2
2 (1− 2γL) +
γ (1− 2γL)
2
E
∥∥∥∥∥ 1N
N∑
i=1
∇fi(xT ti−1)
∥∥∥∥∥
2
 , (39)
where (a) follows from CauchySchwarz inequality and AM-GM inequality; (b) follows from Corollary 2 and Lemma 1. We
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finally focus on the third term in (37):
E
[〈
∇f(xT t−1), 1
N
N∑
i=1
g
T ti
i
〉]
(a)
= E
[
E
[〈
∇f(xT t−1), 1
N
N∑
i=1
g
T ti
i
〉
| ξ[T t−1]
]]
= E
[
1
N
N∑
i=1
E
[〈
∇f(xT t−1),gT tii
〉
| ξ[T t−1]
]]
(b)
= E
[
1
N
N∑
i=1
E
[
E
[〈
∇f(xT t−1),gT tii
〉
| ξ[T ti−1]
]
| ξ[T t−1]
]]
(c)
=
1
N
N∑
i=1
E
[
E
[〈
∇f(xT t−1),∇fi(xT ti−1)
〉
| ξ[T t−1]
]]
(d)
=
1
N
N∑
i=1
E
[〈
∇f(xT t−1),∇fi(xT ti−1)
〉]
= E
[〈
∇f(xT t−1), 1
N
N∑
i=1
∇fi(xT ti−1)
〉]
(e)
=
1
2
E
[∥∥∥∇f(xT t−1)∥∥∥2]+1
2
E
∥∥∥∥∥ 1N
N∑
i=1
∇fi(xT ti−1)
∥∥∥∥∥
2
− 1
2
E
∥∥∥∥∥∇f(xT t−1)− 1N
N∑
i=1
∇fi(xT ti−1)
∥∥∥∥∥
2
 , (40)
where (a), (b) and (d) follows from Law of Total Expectation E[E[X|Y]] = E[X]; (c) follows because ∀i : T t ≤ T ti , and
thus f(xT
t−1) is determined by ξ[T
t
i−1]; (e) follows from 〈u,v〉 = 12 (‖ u ‖2 + ‖ v ‖2 − ‖ u− v ‖2). In (40), we further
deal with the last term,
E
∥∥∥∥∥∇f(xT t−1)− 1N
N∑
i=1
∇fi(xT ti−1)
∥∥∥∥∥
2

= E
∥∥∥∥∥ 1N
N∑
i=1
(
∇fi(xT t−1)−∇fi(xT ti−1)
)∥∥∥∥∥
2

(a)
≤ 1
N
N∑
i=1
E
[∥∥∥(∇fi(xT ti−1)−∇fi(xT t−1))∥∥∥2]
(b)
≤ 1
N
N∑
i=1
(T ti − T t)2L2γ2G2
(c)
≤ I2L2γ2G2, (41)
where (a) follows from the convexity of ‖ · ‖2; (b) follows from Lemma 4 with t assigned as T ti and t0 assigned as T t; (c)
follows from Lemma 1, T ti ≤ t, and T t = mini (T ti ). Substituting (41) into (40) and (38)–(40) into (37), we have:
E
[〈∇f(xt−1),xt − xt−1〉]
≤ γ
2ILG2
2
√
N
+
γ2ILσ2
2
√
N
+
γ3I2L2G2
2 (1− 2γL) +
γ3I2L2G2
2
− γ2LE
∥∥∥∥∥ 1N
N∑
i=1
∇fi(xT ti−1)
∥∥∥∥∥
2
− γ
2
E
[∥∥∥∇f(xT t−1)∥∥∥2] .
(42)
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Further substituting (36) and (42) into (35), we have
E
[
f(xt)
]− E [f(xt−1)] ≤ γ2σ2L
N
+
γ2IL
(
G2 + σ2
)
2
√
N
+
γ3I2L2G2
2 (1− 2γL) +
γ3I2L2G2
2
− γ
2
E
[∥∥∥∇f(xT t−1)∥∥∥2] . (43)
Corresponding to (17)–(20) in Example 1, we rearrange (43) with summation to obtain the convergence result. We first
rearrange (43):
E
[∥∥∥∇f(xT t−1)∥∥∥2] ≤ 2γσ2L
N
+
γIL
(
G2 + σ2
)
√
N
+
γ2I2L2G2
1− 2γL + γ
2I2L2G2 +
2
γ
(
E
[
f(xt−1)
]− E [f(xt)]) . (44)
Summing (44) over iterations from 1 to T and deviding both sides by T , we have
1
T
T∑
t=1
E
[∥∥∥∇f(xT t−1)∥∥∥2]
≤ 2γσ
2L
N
+
γIL
(
G2 + σ2
)
√
N
+
γ2I2L2G2
1− 2γL + γ
2I2L2G2 +
2
γT
(
E
[
f(x0)
]− E [f(x∗)]) , (45)
where x∗ is the optimal solution for the global objective function f(x).
Finally, we build the gap between ∇f(xt−1) and ∇f(xT t−1). Lemma 1 implies that t − T t ≤ I since T t = mini T ti .
Hence, we have
E
[∥∥∇f(xt−1)∥∥2]
= E
[∥∥∥∇f(xt−1)−∇f(xT t−1) +∇f(xT t−1)∥∥∥2]
(a)
≤ 2E
[∥∥∥∇f(xt−1)−∇f(xT t−1)∥∥∥2]+ 2E [∥∥∥∇f(xT t−1)∥∥∥2]
(b)
≤ 2γ2I2L2G2 + 2E
[∥∥∥∇f(xT t−1)∥∥∥2] , (46)
where (a) follows from the convexity of ‖ · ‖2; (b) follows from Corollary 2. Sum (46) over iterations from 1 to T , devide
both sides by T , and substitute (45) into it. We then have
1
T
T∑
t=1
E
[∥∥∇f(xt−1)∥∥2]
≤ 4γσ
2L
N
+
2γIL
(
G2 + σ2
)
√
N
+
2γ2I2L2G2
1− 2γL + 4γ
2I2L2G2 +
4
γT
(
E
[
f(x0)
]− E [f(x∗)]) . (47)
D. Proof of Corollary 1
Proof of Corollary 1. We first summarize the O(·) form of Theorem 3:
1
T
T∑
t=1
E
[∥∥∇f(xt−1)∥∥2] = O(γIL (G2 + σ2)√
N
+
γ2I2L2G2
1− 2γL +
B
γT
)
. (48)
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Substituting γ with (β1/2N1/4)/(2LE1/2T 1/2), we have
1
T
T∑
t=1
E
[∥∥∇f(xt−1)∥∥2] (a)= O(γIL (G2 + σ2)√
N
+ I2γ2L2G2 +
B
γT
)
= O
(
Iβ
1
2
(
G2 + σ2
)
N
1
4E
1
2T
1
2
+
I2βG2N
1
2
ET
+
BLE
1
2
β
1
2N
1
4T
1
2
)
(b)
= O
(
E
1
2
(
G2 + σ2 +BL
)
β
1
2N
1
4T
1
2
+
EG2N
1
2
βT
)
, (49)
where (a) follows because γ ≤ 1/(4L), and thus 1− 2γL > 1/2; (b) follows because from Lemma 1, I = dN/KeE =
O(E/β).
When T ≥ EN3/2/β, we have
1
T
T∑
t=1
E
[∥∥∇f(xt−1)∥∥2] = O(E 12 (G2 + σ2 +BL)
β
1
2N
1
4T
1
2
)
= O
(
1
N
1
4T
1
2
)
, (50)
where the final equation follows if we care only about N and T , and regard other parameters as constants.
As shown in Section 1, FedAvg is proven to achieve O(1/
√
NT ) convergence when all clients participate in each training
iteration. However, we can prove only the O(1/(N1/4T 1/2)) convergence for FedLaAvg because of the partial client
participation as a result of the intermittent client availability. Specifically, this gap is introduced by (37). The randomness of
the stochastic gradient gT
t
i
i is an obstacle for the convergence analysis. With full client participation, we can reduce this
randomness by the following equations:
E
[〈
∇f(xt−1), 1
N
N∑
i=1
g
T ti
i
〉]
= E
[〈
∇f(xt−1), 1
N
N∑
i=1
gti
〉]
= E
[
E
[〈
∇f(xt−1), 1
N
N∑
i=1
gti
〉
| ξ[t−1]
]]
= E
[〈
∇f(xt−1), 1
N
N∑
i=1
∇fi(xt−1)
〉]
. (51)
However, with partial client participation, (51) no longer holds. We analyze the gap between E
[〈
∇f(xt−1), 1N
∑N
i=1 g
T ti
i
〉]
and E
[〈
∇f(xT t−1), 1N
∑N
i=1∇fi(xT
t
i−1)
〉]
in (37). Then, we further study the upper bound for the absolute value of the
first term of the gap, i.e., E
[〈
∇f(xt−1)−∇f(xT t−1), 1N
∑N
i=1
(
g
T ti
i −∇fi(xT
t
i−1)
)〉]
in (38). This term is the inner
product of two vectors. The norm of the second vector is bounded by O(1/N), but the norm of the fisrt term is not related
to N . Hence, the upper bound that we can obtain for the inner product is O(1/
√
N), while the O(1/
√
NT ) convergence
needs an upper bound in the order of O(1/N). Whether the O(1/(N1/4T 1/2)) convergence is a tight bound requires further
studies.
E. Communication Round-Based FedLaAvg
We introduce some notations to represent the training process of the communication round-based FedLaAvg. Let Cˆr ,⋂rC
t=(r−1)C+1 Ct be the set of available clients in round r. Each client i observes the stochastic gradient gti on the local
model parameters in each local iteration, and accumulates these stochastic gradients to obtain the local model update
uri , −γ
∑rC
t=(r−1)C+1 g
t
i at round r. After collecting the local model updates until round r, in iteration t = rC, the cloud
server calculates the global model parameters xrC . Similar to the notation T ti , we use R
r
i to denote the latest round where
client i is available before or at round r. We define rt , b(t − 1)/Cc + 1 as the round that iteration t belongs to. The
one-iteration-per-round scenario corresponds to the special case using the specific notations: C = 1, rt = t, Cˆrt = Ct,
ur
t
i = −γgti , and Rr
t
i = T
t
i . With these notations, we formally illustrate the communication round-based FedLaAvg in
Algorithm 2.
We replace Assumption 4 with Assumption 5 to capture the client availability in the multi-iterations-per-round scenario.
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Algorithm 2 The Communication Round-Based Federated Latest Averaging Algorithm
1: Input: initial model x0; number of clients N ; number of total iterations T ; learning rate γ; number of local iterations
C; proportion of selected clients β (i.e., the number of participating clients in each iteration is K = βN .)
2: Do initialization:
u0 ← 0, ∀i ∈ {1, 2, · · · , N}, u0i ← 0, R0i ← 0.
3: for r = 1 to R do
4: ur ← ur−1
5: Cˆr ← the set of available clients
6: Bˆr ←K clients from Cˆr with the lowest Rr−1i values
7: Update Rri values:
Rri ← r, ∀i ∈ Bˆr; Rri ← Rr−1i , ∀i /∈ Bˆr. (52)
8: Each client i ∈ Bˆr calculates the accumulated local model update uri and uploads the update difference uri − uR
r−1
i
i
in parallel.
9: Once receiving the update information from client i, the cloud server calculates the global update:
ur ← ur + 1
N
(
uri − uR
r−1
i
i
)
. (53)
10: The cloud server updates the global model parameters:
xrC ← xrC−C + ur. (54)
11: end for
Assumption 5. Minimal availability: each client i is available at least once in any period with E successive rounds:
∀i, ∀r, ∃rˆ ∈ {r, r + 1, · · · , r + E − 1}, such that i ∈ Cˆ rˆ.
Under such assumption, we can establish the following convergence result of the communication round-based FedLaAvg.
Theorem 4. We recall that B = f(x0)− f(x∗) and β = K/N . Let the communication round-based FedLaAvg execute R
rounds. By choosing the learning rate γ = (β1/2N1/4)/(2LCE1/2R1/2) and requiring γ ≤ 1/(4L), we have the following
convergence result:
1
R
R∑
r=1
E
[∥∥∇f(xrC−1)∥∥2] = O(E 12 (G2 + σ2 + LB)
N
1
4R
1
2 β
1
2
+
EG2N
1
2
Rβ
)
. (55)
When R ≥ EN3/2/β, we further have
1
R
R∑
r=1
E
[∥∥∇f(xrC−1)∥∥2] = O(E 12 (G2 + σ2)+BL
β
1
2N
1
4R
1
2
)
= O
(
1
N
1
4R
1
2
)
. (56)
Proof of Theorem 4. To make the proof more concise, we introduce an mathematically equivalent Algorithm 3 of Algo-
rithm 2. Note that xt (when t is not multiple of C) is intermediate variable for mathematical analysis. In addition, gτi
(τ ≤ 0) is extraly defined to avoid undefined symbols when Rrti = 0 in (57). It can be proved by induction that all variables
defined in Algorithm 2 are consistent with those in Algorithm 3.
With this equavalence and additional notations, we indroduce equavalent corresponding lemmas of Lemmas 1–4.
Lemma 5. Under Assumption 5, following Algorithm 2, with I = dN/KeE − 1, ∀r, ∀i, we have
r −Rri ≤ I. (59)
Proof of Lemma 5. Replacing t with r and T ti with R
r
i , the proof is exactly the same with that of Lemma 1.
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Algorithm 3 An equivalent Algorithm of Algorithm 2
1: Input: Initial model x0
2: gτi ← 0, ∀i ∈ {1, 2, · · · , N}, τ ∈ {0,−1, · · · , 1− C}
3: R0i ← 0, ∀i ∈ {1, 2, · · · , N}
4: for t = 1 to RC do
5: rt ← b(t− 1)/Cc+ 1
6: if t− 1 is a multiple of C then
7: Cˆrt ← the set of available clients in round rt
8: Bˆrt ←K clients from Cˆrt with the lowest Rrt−1i values
9: Update Rr
t
i values: R
rt
i ← rt, ∀i ∈ Bˆr
t
; Rr
t
i ← Rr
t−1
i , ∀i /∈ Bˆr
t
.
10: xt−1i ← xt−1, ∀i ∈ Bˆr
t
11: end if
12: gti ← ∇F
(
xt−1i ; ξ
t
i
)
, ∀i ∈ Bˆrt
13: Update the global model parameters:
xt ← xt−1 − γ
N∑
i=1
g
Rr
t
i C−rtC+t
i . (57)
14: Update the local model parameters:
xti ← xt−1i − γgti . (58)
15: end for
Lemma 6. Corresponding lemma of Lemma 2:
E
[∥∥gti∥∥2] ≤ G2,∀i,∀t;
E
[∥∥gti −∇fi(xt−1i )∥∥2] ≤ σ2,∀i,∀t.
Proof of Lemma 6. Replacing xt−1 with xt−1i , the proof is exactly the same with that of Lemma 2.
Lemma 7. Corresponding lemma of Lemma 3: ∀i,∀t, we have
E
∥∥∥∥∥
N∑
i=1
(
g
Rr
t
i C−rtC+t
i −∇fi(xR
rt
i C−rtC+t−1
i )
)∥∥∥∥∥
2
 = N∑
i=1
E
[∥∥∥∥gRrti C−rtC+ti −∇fi(xRrti C−rtC+t−1i )∥∥∥∥2
]
.
Proof of Lemma 7. Replacing gT
t
i
i with g
Rr
t
i C−rtC+t
i and ∇fi(xT
t
i−1) with ∇fi(xR
rt
i C−rtC+t−1
i ), the proof is exactly
the same with that of Lemma 3.
Note that Lemma 4 and Corollary 2 still hold. Their proof follows as well if we replace the relation xτ −xτ−1 =∑Nj=1 gT τjj
with xτ − xτ−1 =∑Nj=1 gRrτj C−rτC+τj .
Main proof of Theorem 4. The proof is similar to that of Theorem 3 and Corollary 1. We illustrate it in detail as follow.
Fix t ≥ 1, by Assumption 1, we have
E
[
f(xt)
] ≤ E [f(xt−1)]+ L
2
E
[∥∥xt − xt−1∥∥2]+ E [〈∇f(xt−1),xt − xt−1〉] . (60)
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Focus on the second term on the right. Following the procedure of (36), we omit the intermediate results and show the final
bound:
E
[∥∥xt − xt−1∥∥2] ≤ 2γ2σ2
N
+ 2γ2E
∥∥∥∥∥ 1N
N∑
i=1
∇fi(xR
rt
i C−rtC+t−1
i )
∥∥∥∥∥
2
 . (61)
For simplicity, we define Tˆ t as mini
(
Rr
t
i C − rtC + t
)
. Focus on the third term in (60), we can separate it into 3 parts
E
[〈∇f(xt−1),xt − xt−1〉]
= −γE
[〈
∇f(xt−1)−∇f(xTˆ t−1), 1
N
N∑
i=1
(
g
Rr
t
i C−rtC+t
i −∇fi(xR
rt
i C−rtC+t−1
i )
)〉]
−γE
[〈
∇f(xt−1)−∇f(xTˆ t−1), 1
N
N∑
i=1
∇fi(xR
rt
i C−rtC+t−1
i )
〉]
−γE
[〈
∇f(xTˆ t−1), 1
N
N∑
i=1
g
Rr
t
i C−rtC+t
i
〉]
. (62)
We further focus on the first term in (62). Following the procedure of (38), we have the following bound:
−γE
[〈
∇f(xt−1)−∇f(xTˆ t−1), 1
N
N∑
i=1
(
g
Rr
t
i C−rtC+t
i −∇fi(xR
rt
i C−rtC+t−1
i )
)〉]
≤ γ
2ICL
(
G2 + σ2
)
2
√
N
. (63)
Then we focus on the second term in (62). Following the procedure of (39), we have
γE
[〈
∇f(xt−1)−∇f(xTˆ t−1), 1
N
N∑
i=1
∇fi(xR
rt
i C−rtC+t−1
i )
〉]
≤ γ
3I2C2L2G2
2 (1− 2γL) +
γ (1− 2γL)
2
E
∥∥∥∥∥ 1N
N∑
i=1
∇fi(xR
rt
i C−rtC+t−1
i )
∥∥∥∥∥
2
 . (64)
We finally focus on the third term in (62). Following the procedure of (40) and (41), we have
E
[〈
∇f(xTˆ t−1), 1
N
N∑
i=1
g
Rr
t
i C−rtC+t
i
〉]
(b)
=
1
2
E
[∥∥∥∇f(xTˆ t−1)∥∥∥2]+ 1
2
E
∥∥∥∥∥ 1N
N∑
i=1
∇fi(xR
rt
i C−rtC+t−1
i )
∥∥∥∥∥
2
− 1
2
I2L2C2γ2G2. (65)
Substituting (63)–(65) into (62), we have:
E
[〈∇f(xt−1),xt − xt−1〉]
≤ γ
2ICL
(
G2 + σ2
)
2
√
N
+
γ3I2C2L2G2
2 (1− 2γL) +
γ3I2C2L2G2
2
−γ2LE
∥∥∥∥∥ 1N
N∑
i=1
∇fi(xR
rt
i C−rtC+t−1
i )
∥∥∥∥∥
2
− γ
2
E
[∥∥∥∇f(xTˆ t−1)∥∥∥2] . (66)
Further substituting (61) and (66) into (60), we have
E
[
f(xt)
]− E [f(xt−1)]
≤ γ
2σ2L
N
+
γ2ICL
(
G2 + σ2
)
2
√
N
+
γ3I2C2L2G2
2 (1− 2γL) +
γ3I2C2L2G2
2
− γ
2
E
[∥∥∥∇f(xTˆ t−1)∥∥∥2] . (67)
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Rearrange the above equation and we have
E
[∥∥∥∇f(xTˆ t−1)∥∥∥2]
≤ 2γσ
2L
N
+
γICL
(
G2 + σ2
)
√
N
+
γ2I2C2L2G2
(1− 2γL) + γ
2I2C2L2G2 +
2
γ
(
E
[
f(xt−1)
]− E [f(xt)]) . (68)
Summing (68) over iterations from 1 to RC and deviding both sides by RC, we have
1
RC
RC∑
t=1
E
[∥∥∥∇f(xTˆ t−1)∥∥∥2]
≤ 2γσ
2L
N
+
γICL
(
G2 + σ2
)
√
N
+
γ2I2C2L2G2
(1− 2γL) + γ
2I2C2L2G2 +
2
γRC
(
E
[
f(x0)
]− E [f(x∗)]) , (69)
where x∗ is the optimal value for the objective function f(x).
Finally, we build the gap between ∇f(xrtC−1) and ∇f(xTˆ t−1). Lemma 5 implies that t− Tˆ t ≤ IC, thus rtC − Tˆ t ≤
(I + 1)C. Hence, we have
E
[∥∥∥∇f(xrtC−1)∥∥∥2]
≤ 2E

∥∥∥∥∥∥∇f(xrtC−1)− 1C
rtC∑
τ=(rt−1)C+1
∇f(xTˆ τ−1)
∥∥∥∥∥∥
2
+ 2E

∥∥∥∥∥∥ 1C
rtC∑
τ=(rt−1)C+1
∇f(xTˆ τ−1)
∥∥∥∥∥∥
2

≤ 2γ2 (I + 1)2 C2L2G2 + 2 1
C
rtC∑
τ=(rt−1)C+1
E
[∥∥∥∇f(xTˆ τ−1)∥∥∥2] , (70)
which follows from the convexity of ‖ · ‖2and Corollary 2.
Summing 70 over t ∈ {C, 2C, · · · , RC}, deviding both sides by R and substituting 69 into it, we have
1
R
R∑
r=1
E
[∥∥∇f(xrC−1)∥∥2]
≤ 4γσ
2L
N
+
2γICL
(
G2 + σ2
)
√
N
+
(
2I2
(1− 2γL) + 4I
2 + 4I + 2
)
γ2C2L2G2 +
4
γRC
(
E
[
f(x0)
]− E [f(x∗)]) .
(71)
Then, we write the O(·) expression of the above equation:
1
R
R∑
t=1
E
[∥∥∇f(xrC−1)∥∥2] = O(γICL (G2 + σ2)√
N
+
I2γ2C2L2G2
(1− 2γL) +
B
γRC
)
. (72)
Substituting γ with (β1/2N1/4)/(2LCE1/2R1/2), we have
1
R
R∑
t=1
E
[∥∥∇f(xrC−1)∥∥2] = O(E 12 (G2 + σ2 +BL)
β
1
2N
1
4R
1
2
+
EG2N
1
2
βR
)
. (73)
If we further choose R > EN3/2/β, we have
1
R
R∑
t=1
E
[∥∥∇f(xrC−1)∥∥2] = O(E 12 (G2 + σ2)+BL
β
1
2N
1
4R
1
2
)
= O
(
1
N
1
4R
1
2
)
. (74)
The final equation follows if we care only about N and R, and regard other parameters as constants.
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Table 4. The initial learning rate and learning rate decay settings for each experiment. Experiment names are consistent with the legends
in Figures 2 and 3.
Experiment Initial Learning Rate Learning Rate Decay
sequential SGD 0.00100 0.99990
FedAvg (FCA) 0.10000 0.99990
FedAvg (ICA) 0.10000 0.99990
FedLaAvg (FCA) 0.03000 0.99990
FedLaAvg (ICA) 0.01000 0.99990
FedLaAvg (N = 200) 0.00600 0.99990
FedLaAvg (N = 400) 0.00795 0.99990
FedLaAvg (N = 600) 0.00880 0.99990
FedLaAvg (N = 800) 0.00900 0.99990
FedLaAvg (N = 1000) 0.01000 0.99990
FedLaAvg (E = 1) 0.03000 0.99990
FedLaAvg (E = 5) 0.01410 0.99990
FedLaAvg (E = 15) 0.00816 0.99990
FedLaAvg (β = 0.02) 0.00250 0.99988
FedLaAvg (β = 0.04) 0.01000 0.99980
FedLaAvg (β = 0.06) 0.05000 0.99980
FedLaAvg (β = 0.08) 0.10000 0.99980
FedLaAvg (β = 0.10) 0.01000 0.99990
FedAvg lets each client perform multiple local iterations to achieve communication efficiency. However, the theoretical
analysis can not support the substantial improvement in communication efficiency for the communication round-based
FedLaAvg. The main reason is that with C local iterations, the difference between the latest gradient and the current gradient
is roughly C times larger, and we have to choose smaller γ to guarantee convergence. Since we finally choose γ ∝ 1/C,
increasing local iteration number can help reduce the variance term 4γσ2L/N in (71), which is not the dominating term,
however. To achieve substantial improvement in communication efficiency, some adjustment to the algorithm may be
necessary. This is a promising direction for future research.
F. Complexity Analysis
We analyze the time and space complexity of Algorithms 1 and 2 in this appendix. We use P to denote the time complexity
of one backpropagation and Q to denote the number of parameters in the deep learning model.
In each iteration of Algorithm 1, each client performs one backpropagation to obtain the local gradient and computes the
gradient difference. This requires O(P +Q) time complexity per client per iteration and O(Q) space complexity to locally
store the gradient calculated in the previous participating iteration. The cloud server selects K clients from Ct in each
iteration t. Our implementation is sorting an array of T t−1i first and picking the K clients from Ct with the lowest T t−1i
according to the sorted array. This requires O(N logN) time complexity to sort the array and O(N) space complexity
to store the array. Then, the cloud server aggregates the gradient difference to obtain the average latest gradient gt, and
update the global model. This requires O(KQ) time complexity and O(Q) space complexity. To summarize, the time
complexity of each iteration in Algorithm 1 is O(P +Q) on each client and O(N logN +KQ) on the cloud server. The
space complexity is O(Q) on each client and O(N +Q) on the cloud server. By similar analysis, the time complexity of
each round in Algorithm 2 is O(CP +Q) on each client and O(N logN +KQ) on the cloud server. The space complexity
is O(Q) on each client and O(N +Q) on the cloud server.
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G. Learning Rate Settings and Supplementary Notes for the Experiment Environment
Detailed learning rate settings are illustrated in Table 4. Note that FedLaAvg (N = 1000), FedLaAvg (E = 10), and
FedLaAvg (β = 0.1) are the same experiment as FedLaAvg (ICA). In addition, FedLaAvg (E = 1) is the same experiment
as FedLaAvg (FCA). We adopt exponential learning rate decay to avoid too elaborate tuning on the learning rate. In
practice, multistep decay (learning rate decays only at specific rounds) is a better choice for higher test accuracy and faster
convergence. Generally, with smaller N , larger E, or smaller β, smaller learning rate is better. This is consistent with
Corollary 1. In some experiments, instead of smaller initial learning rate, smaller learning rate decay works better for
FedLaAvg.
The CIFAR-10 dataset is available on http://www.cs.toronto.edu/˜kriz/cifar.html, and can be down-
loaded automatically by our source code. The deep learning model architecture is taken from https://pytorch.org/
tutorials/beginner/blitz/cifar10_tutorial.html. In addition, experiments are conducted on machines
with operating system Ubuntu 18.04.3, CUDA version 10.1, and one NVIDIA GeForce RTX 2080Ti GPU.
