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It is easily shown that if these conditions are satisfied, then x is optimal in (2). We shall henceforth deal with this slightly modified version of Everett's approach.
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for all x € X and ufcO.
Thus Everett's approach is seen to be essentially the attempt to construct a saddle-point for L(x, u). Kuhn and Tucker [8] and others have given conditions on (2) which guarantee the existence of such a saddle-point. The basic condition for Euclidean spaces is that X be a convex set, fa concave function, and the g. convex functions which satisfy any one of a number of mild qualifications [l]. Similar conditions for more general spaces are known (see, e.g., [7] ). Unfortunately, such conditions do not cover the case in which X is discrete, the situation of greatest interest to Everett and perhaps the one in which his (modified) approach is most promising.
Finding the Multipliers by Linear Programming
When (2) is a linear programming problem, i.e., when X is the non-negative orthant of E and f and the g are linear functions, then it is not difficult to show that (x°, u°) satisfies conditions (i) and (ii) above if and only if x solves (2) and u solves the dual of (2). The u are often interpreted as the "dual prices" associated with (2), and are produced as an automatic by-product of the computational solution of (2) . Dropping the assumption of linearity now, and observing that the burden of substep (k.l) is to approximate such prices on the basis of the data u , x , ..., u , x , it seems natural to use linear programming to compute the prices corresponding can be recovered if desired by utilizing the fact that they "price * k o out" to 0. That is, they achieve the maximum u s u in (6). In it fact all of the g. that achieve u in (6) are "used" by some optimal solution of (4). If it is desired to examine (7.j) for the £. used in near-optimal solutions of (4), then one should recover the §. 
