This paper makes the case for a fresh perspective on workflowsystems and, in doing so, argues for a building blocks approach to the design of workflow-systems. We outline a description of the building block approach and define their properties. We discuss RADICAL-Cybertools as an implementation of the building block concept, showing how they have been designed and developed in accordance to the building blocks method. Two use cases describe how RADICAL-Cybertools building blocks have been used to develop and integrate scientific workflow systems illustrating the applicability and potential of software building blocks. In doing so we have begun an investigation of an alternative and conceptual approach to thinking the design and implementation of scientific workflow-systems.
INTRODUCTION
Sophisticated and scalable workflows have come to epitomize advances in computational science, especially for 'big science" projects, such as those represented by high-energy physics and community astronomy projects. Workflows are also becoming more pervasive across application scales, type and community structure and cultures.
Interestingly, the most commonly used workflow systems in high-performance and distributed computing such as such as Pegasus [5] , Kepler [11] and Swift [23] emerged from an era when the software landscape supporting distributed computing was fragile and missed features and services. Not Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. surprisingly, these first-generation and many subsequent workflow systems, had a monolithic design that included all the end-to-end capabilities needed to execute workflows on heterogeneous distributed cyberinfrastructures.
In spite of the many successes there is a perceived barrierto-entry, limited flexibility and lack of interoperability associated with existing workflow-systems. The sustainability of multiple workflow-systems in a fragmented ecosystem characterized by silos of workflow-system "domains of influence" is also questionable. Last but not least, a consequence of the lack of a systems design and structural approach to workflow-systems is the lack of conceptual model and reasoning framework amongst end-users of which workflow-system to use, when and why? 1 Against this backdrop and without negating the need for integrated workflow-systems that provide a single point of access and interface, a valid question is whether constructing workflow-systems that avoid some the aforementioned shortcomings exists? And could an alternative approach provide a greater level of flexibility and workflow-system interoperability of shared features while not constraining functionality or performance?
Several factors motivate a discussion of alternative approaches to workflow-systems design and engineering. Scientific workflows have made significant advances, but both their theory and practice need improvement. Workflows need to be better prepared for new application scenarios (e.g., integration of large-scale experiments, instruments and observation devices with high-performance computing), scale (e.g., exascale high-performance computing), while improving our ability to create lower-cost and sustainable solutions. Furthermore, the variety and importance of applications with a large number of possibly concurrent simulations are growing while, at the same time, the software platforms and services available in support of science has improved in robustness and features.
Given the increasing richness of workflows-based application and consequent demands on workfow-systems, we ask whether the workflows ecosystem of the future might be best served by monolithic "end-to-end" software systems or alternative design approaches. Is it possible that the historical focus on providing a single monolithic workflow-system for end-users has actually been limiting? What if the flexibility of the mix-and-match approach could be provided with-1 Such lack of clarity and guidance was cited as the single most pressing barrier to workflow adoption by participants of a recent Blue Waters Workflows Workshop out the usability and software integration burden typically associated with the disparate sub-systems? Might a "Legostyle" building blocks approach prevent vendor (or workflowsystem) lock in, avoiding excessive centralization, as for example, single point of dependency?
This short paper makes the case for a fresh perspective on workflow systems and, in doing so, argues for a building blocks approach to the design of workflow systems. In the next section we outline a description of the building block approach and its properties. Section 3 discusses RADICALCybertools showing how they have been designed and developed in accordance to the building blocks method. Section 4 discusses two case studies: one from the domain of biomolecular simulations, the other illustrating the integration between a mainstream workflow system and the RADICALCybertools. We end with a brief discussion of the lessons learnt, limitations of our contributions as well as some open questions.
Terminology: The term "workflow" is often overloaded in literature and used for a wide variety of scenarios in the computational science discourse. Sometimes the term workflow is used to describe the "computational process" associated with an application; sometimes it is the application itself. To add to the confusion, "workflows" are sometimes also a reference to the task graph (i.e., tasks and their relationships) representing the application.
Even when there is clarity on what a workflow describes, a complicating factor is that there are multiple distinct specifications of the same workflow, while a common source of confusion is the conflation between similar but distinct concepts, such as workflows and workloads.
For the purposes of this paper, workflows have two necessary characteristics: (i) they are comprised of multiple tasks, and (ii) provide a complete description of the execution constraints and requirements of the set of tasks. These characteristics are independent of the scale of the application, the number of users (or developers) of the workflow or type of workflow (compute or data-intensive). As such, workflow provides a complete description of the execution process while workload identifies the entity that is executed.
Workflow management systems (WFMS) and Workload management systems (WLMS) control different entities, workflows and workloads respectively. Although the focus of this paper is on building blocks to construct workflow management systems, its contributions are equally applicable to workload management systems such as PanDA, glideinWMS or DIRAC.
BUILDING BLOCK APPROACH
The building block approach is related to the methods presented in Ref. [3, 9, 6] . In this paper, we apply this method to the design of middleware systems for the execution of scientific workflows. In our adaptation, the building block approach is used to describe the architectural design of this type of middleware. This approach is based on four design principles: self-sufficiency, interoperability, composibility, and extensibility.
A software building block is self-sufficient when its design does not depend on the specificity of other building blocks; interoperable when it can be used in diverse system architectures without semantic modifications; composible when its interfaces enable communication and coordination with other building blocks; and extensible when the building's block functionalities and entities can be extended.
For example, a system component designed to handle only a single type of workflow, does not satisfy the principle of self-sufficiency. Analogously, a system capable to manage multiple type of workflows but only when expressed in a specific representation, does not satisfy the principle of interoperability. Software systems designed for unidirectional communication or without the capability to enable coordination cannot be composed so to form a distributed system with end-to-end capabilities. Finally, systems that cannot be extended cannot guarantee sustained interoperability and composibility.
Each building block has a set of entities and a set of functionalities that operate on these entities. Architecturally, a building block designed in accordance with the method we propose has: (i) two well-defined and stable interfaces, one for input and one for output; (ii) one or more conversion layers capable of translating across diverse representations of the same type of entity; (iii) one or more modules implementing the functionalities to operate on these entities. While this architecture is fairly common, it has been seldom applied to the design of middleware systems for the execution of scientific workflows.
Self sufficiency and interoperability depend upon the choice of both entities and functionalities. Entities have to be general enough so that specific instances of that type of entity can be reduced to a unique abstract representation. Accordingly, the scope of the functionalities of each building block has to be limited exclusively to its entities. In this way, interfaces can be design to receive and send diverse codifications of the same type of entity, while functionalities can be codified to translate consistently those representation into a generic set of properties, and operate on them.
Composibility depends on whether the interfaces of each building block enables communication and coordination. Blocks communicate information about the states, events and properties of their entities enabling the coordination of their functionalities. Due to the requirement of self-sufficiency, the building block approach uses an explicit model of the entities' states and transitions. The coordination among blocks cannot be assumed to happen implicitly "by design", it has to be explicitly codified on the base of a documented state model. The sets of entities and functionalities need to be extensible to enable the coordination among states of multiple and diverse blocks. Note that extensibility remains bound by both interoperability and self-sufficiency.
As see in §1, a large variety of workflow systems have been designed as self-contained, end-to-end systems implementing specific codifications of the workflows, dedicated engines for their execution, and customized interfaces to specific sets and type of resources. While this approach has proven successful, especially in terms of performance and initial "timeto-market", its propensity towards duplication and therefore resource starvation has had a relevant impact on the range of functionalities available and on the sustainability of their implementations.
The building block approach we propose avoids the trap of equating the academic development environment to that of a private company while proposing a viable alternative to the permanent redesign and implementations of prototyped end-to-end systems. The development of scientific software by academic labs is incompatible with large group of specialized engineers and with the socioeconomic models required for their sustainability [4, 18] . In presence of scarce and transient resources but also of stringent requirements of complexity, the building block approach leverages the large amount of domain knowledge available in academic groups and the benefit of well-defined but contained design and development endeavors.
It is worth mentioning that we are not advocating the rejection of existing monolithic workflow system in favor of a building block approach. We believe an ecosystem that facilitates the co-existence and cooperation of end-to-end workflow systems along with well-defined building blocks is an optimal situation. Such a heterogeneous would be indication of good health for the workflows community, contributing to address the challenges of the next generation of computation and data enabled sciences.
In the following section, we present a set of tools that have been designed in accordance to the proposed building block approach. These tools have been iteratively design and implemented across ten years to support not only diverse user communities and use cases but also a principled investigation of their own design, requirements, performance, and maintainability.
RADICAL CYBERTOOLS
RADICAL-Cybertools are software modules designed and implemented in accordance with the building block approach we described in §2. Each module has been designed independently, with well defined capabilities and entities, and to serve a precise set of use cases. Figure 2 shows four RADICAL-Cybertools modules: RADICAL-SAGA [14] , RADICALPilot [13] , RADICAL-WLMS [20] and Ensemble Toolkit [2] and their inter-relationship.
In order to appreciate the design of individual RADICALCybertools as well as their overall organization, we take a brief detour to discuss a four-layered view of distributed systems as depicted in Figure 1 , which also helps understand the distributed execution of diverse workloads on heterogeneous resources Each layer has a well-defined functionality and an associated "entity". The entities start from workflows (or applications) at the top layer and resource specific jobs at the bottom layer, with intervening transitional entities of workloads and tasks. The diagram of Fig. 1 provides a common reference model for macroscopic application state transitions. This model is agnostic of the specific of workload and resources.
The Application and Workflow Description Level (L4): Provides an expressive yet flexible way to capture the requirements and semantics of the applications and workflows.
Workload Management (WLM) Level (L3): Applications devoid of semantic context are expressed as workloads, which are a set of tasks whose relationships and dependencies are expressed as a computational graph. The Workload Management layer is responsible for: (i) the selection and configuration of available resources for the given workload; (ii) partitioning the workload over the selection of suitable resource; (iii) binding of constituent tasks to resources; and (iv) the management and coordination of these three functional aspects.
Task Execution Runtime Level (L2): L3 delivers tasks to L2 which is responsible for their effective and efficient execution on the selected resources. L2 is a passive recipient of tasks from L3 but includes an active component that maps the tasks onto a scheduling overlay comprised of the chosen Resource Layer (L1): The resources used to execute tasks are characterized by their capabilities, availability and interfaces. At L1, all tasks have been wrapped up as resource specific jobs; while the semantic inconsistency in the capabilities of resources remains, each job can be submitted to diverse resources thanks to advances in syntactically uniform resource access layers.
We know discuss the four RADICAL-Cybertools and discuss how they conform to the properties of self-sufficiency, interoperability, composibility and extensibility.
RADICAL-SAGA exposes a homogeneous programming interface to the queuing systems of HPC, HTC, and cloud resources. SAGA-an OGF standard [14] -abstracts away the specificity of each queue system, offering a consistent representation of jobs and of the capabilities required to submit them to the resources. The design of RADICAL-SAGA is based on four entities: job, queue system, file, and directory. The scope of functionalities is limited to these entities (self-sufficiency) and entities and functionalities can be both extended to support new queue systems (extensibility). The SAGA API resolves the differences of each queue system into a general and sufficient representation (interoperability), exposing a stable set of capabilities to both users and/or other software elements (composibility).
RADICAL-Pilot is a pilot system implemented in accordance with the pilot model described in Ref. [10, 22] . RADICALPilot exposes an API to enable the acquisition of resource placeholders on which to schedule workloads for execution. The design of RADICAL-Pilot includes pilot, and compute and data unit as entities. Capabilities are made available to describe, schedule, manage and execute entities. Pilots, units and their functionalities abstract the specificities of diverse type of resources, enabling the use of pilots on single and multiple HPC, HTC, and cloud resources. Pilot can span single or multiple compute nodes, resource pools, or virtual machines. Units of various size and duration can be executed, supporting MPI and non-MPI executables, with a wide range of execution environment requirements.
The design of RADICAL-Pilot [13, 17] is: self-sufficient due to the generality and well-defined scope of its entities and functionalities; interoperable in terms of type of workload, resource, and execution requirements; and extensible as new properties can be added to the pilot and unit description, and more capabilities can be implemented maintaining its design as a building block. Currently, composibility is partially designed and implemented: while the PILOT API can be used by both users and other systems to describe one or more generic workloads for execution, RADICALPilot interface to resources requires SAGA. A system based on dedicated resource connectors, including but not limited to SAGA, is currently being designed.
The design of RADICAL-WLMS is also an ongoing project. Developed as a prototype to study and test a general model of workload management, RADICAL-WLMS is being designed to serve as a general-purpose workload manager. Agnostic towards the modalities used by users or systems to provide workloads for execution, RADICAL-WLMS will implement an API to enable the description of workloads as a set of tasks with arbitrary relations and requirements. RADICAL-WLMS already integrates information about the workload requirements and the resource capabilities, explicitly separating the planning and management of each workload execution.
Currently, the RADICAL-WLMS prototype uses an abstraction called "execution strategy" for the homogeneous specification of alternative execution plans, and an execution manager to enact each plan. Alternative plans are evaluated on the base of heuristics devised by performing experiments with real-life use cases on production-grade distributed infrastructures. Workloads are executed over one or more pilots, with number of cores and duration tailored to the requirements of the workload. Pilots are concurrently scheduled on one or more resources, and units are scheduled concurrently into every available pilot. The upcoming iterations of RADICAL-WLMS will enable dynamic slicing of the workload so to optimize the size, duration, and bind of pilots, and the placement of units on those pilots.
We have also used the building block approach to design systems to coordinate the distributed execution of applications with specific computational patterns. The EnsembleToolkit promotes ensembles as a first-class entity and has the following design features to meet the requirements of ensemble-based applications: (i) enable the expression of an ensemble of tasks abstracting the specificity of the tasks' executable; (ii) support for commonly used and pre-determined ensemble-based execution patterns; (iii) decoupling of the expression of patterns from the management of their execution; and (iv) a runtime system that enables the efficient execution of tasks and provides flexible resource utilization capabilities over a range of HPC platforms.
Ensemble-Toolkit [2] adheres to the four design principles of a building block. Ensemble-Toolkit is self-sufficient as it is not limited to a specific type of ensemble or execution pattern, and thus is fully general in the scope of its entities and functionality. It uses RADICAL-Pilot but it is not constrained to do so. Ensemble-Toolkit is interoperable across different executables and resources. The Ensemble-Toolkit defines execution patterns as instances of execution strategies and it exposes an API tailored to the development of execution patterns, some of which are predefined for the user but which can be arbitrarily extended thus supporting the principles of composibility and extensibility respectively.
It is important to note how each RADICAL-Cybertool has been designed to be used independently. Extending the traditional idea of modularity, each cybertool is not designed as part of an overall system: each module is a system in itself. Several independent communities directly utilize RADICAL-SAGA without using RADICAL-Pilot, and other communities have been using RADICAL-SAGA with alternative pilot systems implementations. This is the essence of the building block approach we are proposing. Progressively, each cybertool will be further developed to be used by a diverse research communities and with diverse workflow, pilot, manager, or broker systems.
CASE STUDIES
In this section, we discuss two examples in which RADICALCybertools have served the role of building blocks. The first case study involves domain specific workflow (DSW) systems from bio-molecular sciences; the second a workflow system called Swift that has been integrated with RADICALCybertools to achieve extended functionality.
Application Case Study: The Ensemble-Toolkit [2] , described in the previous section, has been used to build several domain specific workflow systems to support different ensemble-based execution patterns while being agnostic to the details of the specific executable. For example, Ensemble-Toolkit was used to build the ExTASY toolkit [1] , a domain specific workflow to support several sampling methods in bio-molecular simulations. ExTASY invokes Ensemble-Toolkit as a Python library and uses the Ensemble API to provide the simulation-analysis execution pattern.
Ensemble-Toolkit also supports the replica-exchange pattern, and is thus usable by RepEx [19] which is a domain specific workflow-system (at the same level as ExTASY) to support multiple replica-exchange methods. RepEx has been shown to be a powerful framework to support multidimensional and exchange schemes. RepEx achieves this by separating the performance layer from the functional layer, while providing simple and easy to extend interfaces.
At the time of writing, Ensemble-Toolkit it is also being used to design and implement two additional domain specific workflows. The first is the binding affinity calculator (BAC) [16] which will play an increasingly important role in determining clinically relevant binding affinities. The other is Seisflows [?] , an open source seismic inversion package that delivers customizable waveform inversion workflows so as to support research in regional, global, and exploration seismology.
All four DSW systems (ExTASY, RepEx, BAC and Seisflows) benefit from the use of Ensemble-Toolkit by not having to reimplement workload management, efficient task management and interoperable task execution on distinct and heterogeneous platforms. This in turn enables both a focus on and ease of "last mile customization" for the domain specific workflows.
Workflow Systems Case-Study: We used RADICAL-WLMS to study the design and integration of workflow systems and workload managers. As argued in section 1, the proliferation of end-to-end systems for workflow execution is a paradigmatic use case for the building block approach to the design of distributed software systems. Does this approach enable the integration of an existing workflow system with one or more building block, minimizing the development effort and the avoiding reengineering of either system? For our study, we choose Swift, which is both a language and a runtime system to specify and execute workflows [23] . Swift has a long development history, with several versions that supported diverse use cases. Swift also integrated at least two pilot systems, including Coasters [7] that is actively supported. The design of Swift is modular and it relies on connectors to interface with third-party systems.
In Swift, the language interpreter and the workflow engine are tightly coupled but connectors can be developed to stream the tasks of workflows to other systems for their execution. As seen in the previous section, all RADICALCybertools can get streams of tasks as an input: RADICAL-SAGA can submit these tasks as jobs to diverse resources; RADICAL-Pilot can schedule these tasks into pilots; and RADICAL-WLMS can derive and enact a suitable execution strategy to execute the given tasks. Each RADICALCybertools offers a different set of capabilities, depending on the goal of the integration.
We integrated Swift with the RADICAL-WLMS to enable the distributed and concurrent execution of Swift workflows on diverse resources. The execution strategies of the RADICAL-WLMS prototype offered the possibility to minimize the time to completion of these distributed executions, obtaining both qualitative and quantitative improvements. Qualitatively, Swift was enabled to execute workflows on both HPC and HTC resources via global and backfilling late binding of tasks to pilots, and pilots to resources [21] . Quantitatively, the time to completion of the swift workflows was improved by leveraging the shortest queue time among all the target resources [21] .
It should be noted that the integration with the RADICAL-WLMS required the development of a dedicated connector for Swift but just a service wrapper interface for the WLMS API. This is due to the choice of designing RADICAL-WLMS as a building block, i.e., a composable and interoperable system. By isolating and scoping functionalities behind an API, every system can use directly all those functionalities in a distributed context without having to manage or provide any additional information, communication, or coordination requirement.
In the near future, we will embark on another case study, viz., the investigative uptake of RADICAL-Cybertools by Copernicus [15] , a domain specific workflow system used for parallel execution of bio-molecular simulations. As illustrated in Fig. ? ?, there are multiple points of possible integration, e.g., Copernicus could interface directly with RADICAL-Pilot or at a higher level of abstraction with RADICAL-WLMS.
DISCUSSION
In Section 2 we described our interpretation of the building blocks approach to software design, and in Section 3 we illustrated how RADICAL-Cybertools were implemented in accordance to this approach. Section 4 discussed the use of RADICAL-Cybertools to constructing domain specific workflow-systems and integrating legacy systems, with an emphasis on the ability to implement a wide range of ensemble-based applications but with minimal perturbation and maximal reuse of functionality and software.
This position paper offers four main contributions: (i) Defining the principles of self-sufficiency, interoperability, composibility and extensibility that characterize a building blocks approach to the design of software systems; (ii) Illustrating a set of software building blocks that enable multiple points of integration, which results in design flexibility and functional extensibility, as well as providing a level of "unification" in the conceptual reasoning (e.g., execution model) across otherwise very different application types, e.g., large project based versus individual PI based; (iii) Showing how these building blocks have been used to develop and integrate scientific workflow systems. In doing so we have begun an investigation of an alternative and conceptual approach to (re-)thinking the design and implementation of scientific workflow-systems; (iv) providing a domain-science as well as a system-science case study illustrating the applicability and potential of software building blocks. In particular, Ensemble-Toolkit illustrated how well-scoped building blocks can support a wide range of domain specific workflowsystem in bio-molecular sciences and seismology.
It is important to outline what this paper does not attempt to achieve: (i) the work captured in this work is not complete, in fact, it is preliminary work that barely scratches the surface and focuses on one approach to building blocks for workflows-systems, without a careful analysis of application requirements; (ii) does not attempt to distinguish (or identify) either the set of applications or systems where middleware building block approaches will surpass alternative approaches; and (iii) does not analyze the implications for the software ecosystem. We will address these issues and more in future work.
Even though it does not answer many questions, the building blocks approach spawns many new questions. A prominent question pertains to the issue of how we might model workflows systems and tools, so as to provide a common vocabulary, reasoning and comparative framework? The P* model provided this capability for the pilot-abstraction [22] , however it has been unclear what an analagous conceptual model of workflow systems might entail, or given the very broad diversity of workflow-systems and tool, whether we can even formulate a single conceptual model? A single conceptual model for workflows-systems has been elusive so far, but might it be more fruitful to attempt a series of models of functional components that have the properties of building blocks as defined in Section 2?
An aspirational end-goal and intended outcome of this paper is to begin a discussion on how the scientific workflows community -end-users, workflow developers (where they are distinct from end-users) and workflow-systems and tools developers, can be better coordinate, cooperate with each other, and reduce redundant and unsustainable efforts.
ACKNOWLEDGMENTS
This work is made possible by the work of RADICAL team members, in particular Vivek Balasubrmanian, Andre Merzky, Mark Santcroos and Antons Trekalis. We thank NSF and DOE for funding.
