Background. To identify best-fitting input sets using model calibration, individual calibration target fits are often combined into a single goodness-of-fit (GOF) measure using a set of weights. Decisions in the calibration process, such as which weights to use, influence which sets of model inputs are identified as best-fitting, potentially leading to different health economic conclusions. We present an alternative approach to identifying best-fitting input sets based on the concept of Paretooptimality. A set of model inputs is on the Pareto frontier if no other input set simultaneously fits all calibration targets as well or better. Methods. We demonstrate the Pareto frontier approach in the calibration of 2 models: a simple, illustrative Markov model and a previously published cost-effectiveness model of transcatheter aortic valve replacement (TAVR). For each model, we compare the input sets on the Pareto frontier to an equal number of best-fitting input sets according to 2 possible weighted-sum GOF scoring systems, and we compare the health economic conclusions arising from these
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Model calibration broadly consists of 3 steps 4-6 : 1) identify the input parameters to be estimated through calibration and the calibration targets; 2) generate potential sets of input values; and 3) assess how well model outputs resulting from each input set fit the calibration targets and identify a subset of input sets that best fit the targets (the focus of this paper). When there are multiple calibration targets, individual fits are typically combined into a summary goodness-of-fit (GOF) score, providing a single measure on which to assess the overall quality of the fit. 5 To compensate for differences in data quality, different measurement scales, and preferences for fitting some calibration targets over others, analysts often choose a set of weights and define the GOF score to be the weighted sum of the individual target fits. 4, 6 At every stage of the calibration process, the analyst makes decisions such as what search method to use to generate potential input sets, how to assess individual target fits, and how to weight individual targets into a summary GOF score (Table 1) . These decisions can influence which input sets are identified as best-fitting and, by extension, the health economic conclusions of the analysis. 7 Some have suggested that the assumptions and decisions necessary to the calibration process should be subject to sensitivity analysis, just as are other sources of uncertainty. 7 However, this may not be computationally feasible for many models; reducing the number of choices involved in the calibration process may be a more practical approach.
In this paper, we present an alternative method for identifying the best-fitting input sets that we call the Pareto frontier approach. This approach eliminates the need to produce a single summary measure of fit (and the choices associated with it) by using an intuitive and transparent notion of optimality from the multiobjective optimization literature as the basis for identifying best-fitting input sets. The principle of Pareto-optimality has been used in multiobjective optimization in a variety of fields. For example, it is the principle underlying the efficient frontier in cost-effectiveness analysis, representing the optimal tradeoff between costs and quality-adjusted lifeyears, and the receiver operating characteristic (ROC) curve in the evaluation of diagnostic tests, representing the tradeoff between test sensitivity and specificity. [8] [9] [10] In the context of model calibration, a set of model inputs is Pareto-optimal if it is undominated, meaning that there is no other input set that produces outputs that simultaneously fit all calibration targets at least as well or better. Together, the Pareto-optimal input sets form the Pareto frontier. On the Pareto frontier, any attempt to improve the fit to one calibration target by moving from one Pareto-optimal input set to another would worsen the fit to one or more of the other targets.
Here we describe how to apply the concept of Pareto-optimality to the calibration of disease natural history models. We demonstrate its implementation in the calibration of 2 example models: a simple, illustrative Markov model and a larger, more complex model used in a previously published cost-effectiveness analysis. Using these 2 example models, we compare the Pareto frontier approach to different 15 Cipriano and others, 35 Braithwaite and others 36 ) s Joint-likelihood of target fits 19, 37, 38 (e.g., Kim and others, 16 Whyte and others, 31 Salomon and others 39 ) Pareto-optimality 8, 14 Note: For an overview of model calibration methods, see Vanni and others. 5 summary GOF scoring systems for identifying bestfitting input sets. We explore how these different methods influence estimates of input uncertainty, expected health economic outcomes, and decision uncertainty.
METHODS

Overview
We conducted model calibration on 2 example models. The first was a simple, 4-state Markov model of a hypothetical disease and intervention developed for the purposes of this analysis. The second model was used in a previously published analysis of the cost-effectiveness of transcatheter aortic valve replacement (TAVR) in the management of patients with severe, symptomatic aortic stenosis. 11 For each example model, we identified the inputs to be estimated through calibration and defined multiple calibration targets. We randomly generated a large sample of candidate input sets, ran the model for each input set, and calculated the fit of the resulting model outputs to each calibration target ( Figure 1 ). We then identified the input sets whose outputs best fit the calibration targets (the ''best-fitting'' input sets) using 3 approaches to model calibration: the Pareto frontier approach and 2 different summary GOF scoring systems. We compared which input sets were classified as best-fitting and the resulting estimates of expected health economic outcomes using these different approaches.
Example application 1: simple Markov model. The simple Markov model developed for this analysis consisted of 4 health states: Healthy, 2 stages of illness (S1, S2), and Dead ( Figure 2 ). In the model, healthy individuals may develop the illness and progress to the first disease stage (S1). From S1, they might eventually recover (returning to the healthy state), or their disease might further progress to a more severe stage (S2). We assume that as the disease progresses, mortality and health care costs increase and quality of life decreases. In this example, we assume that whether an individual is healthy or sick is observable, but it is difficult to distinguish between the 2 stages of disease. We used model calibration to identify parameter values for the relative risk of death in each stage of disease and the rate of disease progression from S1 to S2 (i.e., unobservable parameters) that were most consistent with calibration targets. Model parameter values and ranges used in calibration for unobservable parameters are given in Table 2 .
We calibrated the model to 4 calibration targets: 2 observations of the survival of the cohort (at years 5 and 10), the prevalence of disease in the cohort at year 5, and the ratio of patients in S1 to S2 at year 5. The first 3 calibration targets could have come from an observational study of a typical cohort. The fourth calibration target might have come from a study in which an invasive test was used to determine a patient's stage of disease. To calibrate the model, we randomly generated 10,000 input sets by sampling uniformly from the plausible ranges on input parameters. For each calibration target, we measured fit as the absolute difference between the calibration target value and the corresponding model output.
In this hypothetical example, the Markov model was used to evaluate the cost-effectiveness of an intervention that improves the quality of life of those afflicted with the disease, but only while in the earlier stage, S1. However, because a patient's stage of disease cannot be determined easily, the policy decision is whether or not to treat all sick individuals at a cost of $12,000 per patient per year. We evaluated this decision over a 30-year time horizon, discounting costs and benefits at 3% per year. We implemented the model in Matlab 2012a (MathWorks, Natick, MA).
Example application 2: natural history model of severe aortic stenosis. Our second example uses a previously published Markov model of the natural history of severe aortic stenosis developed to evaluate the cost-effectiveness of TAVR compared with medical management for patients with New York Heart Association (NYHA) class III/IV level symptoms who are ineligible for surgical aortic valve replacement. Full model details are available elsewhere. 11 The model includes health states based on symptom status (NYHA class I/II or class III/IV level symptoms) and major complications (stroke, vascular complication, and bleed) ( Figure 3) . We implemented the model in TreeAge Pro 2009 Suite (TreeAge Software, Williamstown, MA).
We estimated model parameters from the PART-NER trial 12 and medical literature. We estimated the values and distributions of 15 model variables, including the monthly probability of death and baseline rates of complications and rehospitalizations, through the calibration of modeled outcomes to those observed in the PARTNER trial. We estimated the range of plausible input values for each of the 15 variables from the literature and clinical judgment (online appendix Table 1 ). We identified 5 sets of time-series data as calibration targets from the PART-NER trial outcomes 12 : the proportion dead, the proportion dead or hospitalized, total number of strokes, symptom status, and rate of symptom status change over time (online appendix Table 2 ). Figure 2 State transition diagram of a simple Markov model consisting of 4 health states: Healthy, 2 illness states (S1 and S2), and Dead. We assume that the illness is associated with higher mortality (RR1, RR2.1), higher healthcare costs (c1\c2\c3), and reduced quality of life (q1.q2.q3). Parameters to be varied in calibration are underlined and corresponding transitions are represented with dashed arrows. To calibrate the model, we simulated the patient cohort and intervention arms of the PARTNER trial. Specifically, we simulated a cohort of 83-year-olds, which was the average patient age in the trial, with severe symptomatic aortic stenosis through 2 intervention strategies: In the first, all patients received TAVR immediately; in the second, simulating the medical management arm of the PARTNER trial, 64% of patients received the intervention of balloon aortic valvuloplasty immediately and, of the remaining 36%, 56% received valvuloplasty during their remaining lifetime. We ran the model for 20,000 randomly generated sets of input values, recording the outcomes of death, stroke, hospitalization, and symptom status for each set. For each calibration target, we calculated 2 measures of fit for the model output to the calibration target values at each observed time point: the squared difference and the percent absolute error. 
Identifying Best-Fitting Sets
Pareto frontier approach. A set of model inputs is on the Pareto frontier if no other input set produces model outputs that simultaneously fit all calibration targets at least as well, with a strictly better fit on at least 1 target. As an illustration, consider calibrating a model with 2 calibration targets. For an input set i, let the absolute difference between the resulting model output and each calibration target be d 1 (i) and d 2 (i). The lower d 1 (i) and d 2 (i), the better the input set fits the calibration targets. A population of input sets is plotted according to their calibration fits, d 1 and d 2 (Figure 4 ). An input set is dominated if there is at least 1 input set with lower values for both d 1 and d 2 . An input set i is Pareto-optimal if, compared with all input sets with the same or better fit on 1 calibration target, it achieves a strictly better fit on the other calibration target (i.e., input set i is Pareto-optimal only if d 1 (j) d 1 (i) and d 2 (j) . d 2 (i) or if d 2 (j) d 2 (i) and d 1 (j) . d 1 (i) for all input sets j 6 ¼ i). Pareto-optimality is based only on relative relationships (whether a quantity is less than or greater than another); therefore, which input sets are on the Pareto frontier will not change for fit metrics with the same rank ordering (as is the case with absolute or squared difference, percent absolute error, chi-square, or any other scaled measure of difference). In many practical examples, a fit metric based on log-likelihood (e.g., a normal likelihood function) would also result in the same ranking as a metric based on difference, although this is not generally the case (e.g., an asymmetric likelihood function such as the Poisson). Two metrics whose ranks are different may identify different input sets as being on the frontier.
To identify input sets on the Pareto-frontier, the calibration fits of each input set must be compared with those of every other input set. Generally, this comparison is computationally intensive: Standard procedures have a computational complexity on the order of O(MN 3 ), where M is the number of calibration targets and N is the number of input sets to be compared, making the comparison of large numbers of input sets difficult. 13, 14 To conduct these comparisons efficiently, we implemented a previously published, efficient sorting algorithm for comparing multiple calibration targets (see Deb and others 14 ).
Summary GOF score. One common method used to assess the overall fit of model outputs to calibration targets is to compute a weighted sum of the individual calibration target fits, given by
where f i is the fit of the parameter set to calibration target i, and W i is the weight associated with that calibration target. The optimal input set or sets are then those sets achieving either minimal (when fit is measured in distance from the calibration target) or maximal (when fit is measured as log-likelihood) GOF scores. Possible weighting schemes include an equal weighting of all calibration target fits, a normalization weighting to put the measures of fit on similar numerical scales, or a weighting that reflects a preference for prioritizing fitting some calibration targets over others. [3] [4] [5] [6] 15, 16 This preference may be driven by differences in the quality of the data informing calibration target values or in the relative significance of the calibration targets to the analysis. For the first example model, we used absolute difference to measure individual target fit and considered 2 weighting schemes: 1) an equal weighting of all calibration targets and 2) a weighting scheme that puts a higher weight on targets 1-3. For the second example model, both GOF scoring systems assume equal weighting of all targets and instead we consider 2 different measures of fit: 1) squared difference and 2) percent absolute error.
Comparisons Across Best-Fitting Sets
The number of input sets on the Pareto frontier varies with the number of inputs estimated through calibration, the number of calibration targets, and the extent to which tradeoffs exist between calibration targets. To facilitate comparison, we first identified the number of input sets on the Pareto frontier and then selected the same number of top-fitting input sets as ranked by the 2 different summary GOF scoring systems to be the ''best-fitting'' sets for each model.
Dispersion of the selected inputs. We first compared input parameter uncertainty across the 3 groups of best-fitting input sets for each model (the input sets on the Pareto frontier and the best-fitting input sets identified using the 2 GOF scoring systems). To measure how spread out each group of inputs was in the input parameter space, we calculated the covariance matrix of the inputs for each group. As a summary measure of total variance in the inputs, we calculated the sum of the diagonal elements (the matrix ''trace''). An example calculation for the simple Markov model is presented in Figure 1 .
Health economic outcomes. We also explored how the choice of method for identifying best-fitting sets influenced the health economic outcomes and decision uncertainty. For each of the 3 groups of best-fitting input sets, we calculated the expected incremental costs, quality-adjusted life-years (QALYs), incremental cost-effectiveness ratio (ICER), and incremental net monetary benefit (NMB) at a willingness-to-pay threshold of $100,000 per QALY gained for each model. 17 We assumed a uniform distribution over the input sets in each best-fitting group with each input set being selected with probability 1/N, where N is the number of best-fitting input sets in each group. To evaluate differences in decision uncertainty attributable to the parameters estimated through calibration, we present the proportion of input sets in each group for which the intervention has the greatest net monetary benefit at various willingness-to-pay thresholds (a cost-effectiveness acceptability curve). This is analogous to performing a probabilistic sensitivity analysis varying only the input parameters estimated through calibration.
RESULTS
Example Application 1: Simple Markov Model
In the calibration of the illustrative Markov model, of the 10,000 randomly sampled input sets, 506 formed the Pareto frontier. For comparison, we selected the top 506 input sets for each of the 2 GOF weighting schemes: 1) an equal weighting of all calibration targets and 2) a weighting scheme that puts a higher weight on targets 1-3. The best-fitting input sets identified by the Pareto frontier approach and the 2 weighting schemes are shown in Figure 5 . Note that the 2 GOF weighting schemes select for virtually nonoverlapping regions of the input space: With an equal weighting of calibration targets, the best-fitting input sets are those with a low rate of disease progression from S1 to S2; with a weighting emphasizing targets 1-3, the best-fitting input sets are those with a high relative risk of death in disease stage S2. Input sets on the Pareto frontier span both of these regions and also include other points in the input space. Quantitatively, this is reflected by input sets on the Pareto frontier exhibiting greater variance in each input dimension (diagonal entries of the covariance matrix) and greater overall variance (trace of the covariance matrix) than the best-fitting input sets under either GOF weighting schemes. Input sets on the Pareto Figure 5 Input sets on the Pareto frontier (circles) and top 506 best-fitting sets ranked according to an equal weighting of calibration target fits (triangles) and a weighting scheme emphasizing calibration targets 1-3 (crosses) for a simple Markov model. Each input set contains a value for the relative mortality risk in S1 (RR1), the relative mortality risk in S2 (RR2), and the annual probability of transitioning from S1 to S2 (pSick2Sicker).
frontier had a total variance of 44.4, while the total variance of best-fitting sets under equal weighting or a weighting emphasizing calibration targets 1-3 was 30.3 and 2.2, respectively ( Figure 1 ). We then evaluated the incremental costs and QALYs (Figure 6a) , ICER, and a cost-effectiveness acceptability curve (Figure 6b ) of the intervention compared with no intervention for each of the input sets on the Pareto frontier and the top 506 best-fitting input sets ranked according to the 2 weighting schemes ( Table 3) . When evaluated using the input sets on the Pareto frontier, the hypothetical Note: GOF = goodness of fit; QALY = quality-adjusted life-years; WTP = willingness to pay. a. The number of best-fitting sets was determined by the number of input sets on the Pareto frontier. The same numbers of top-fitting sets were classified as best-fitting using each of the GOF scoring schemes. and the top 506 best-fitting sets ranked according to an equal weighting of calibration target fits (triangles) and a weighting scheme emphasizing calibration targets 1-3, which would be based on observational studies (crosses). These results were used to generate the costeffectiveness acceptability curves for the intervention that would be estimated under the different input set ranking approaches.
intervention was cost-effective with a median ICER of $79,000 (95% CI $64,900-$156,200) per QALY gained and was the preferred alternative for 70% of input sets on the frontier (using a willingness-topay threshold of $100,000 per QALY gained). The 2 GOF weighting schemes resulted in very different cost-effectiveness estimates and levels of decision uncertainty (the proportion of input sets for which the intervention would be considered cost-effective): at a willingness-to-pay threshold of $100,000 per QALY, the intervention was preferred for all bestfitting inputs identified by an equal-weighting GOF score (median ICER of $79,300 [95% CI $72,500-$87,600] per QALY gained); however, using the best-fitting inputs identified by a GOF weighting scheme emphasizing targets 1-3, the intervention had a median ICER of $139,700 (95% CI $79,900-$182,800) and the intervention was preferred for only 17% of the best-fitting input sets.
Example Application 2: Natural History Model of Severe Aortic Stenosis
We generated 20,000 randomly sampled input sets for the calibration of the aortic stenosis natural history model. Of these input sets, 260 were on the Pareto frontier. For comparison, we selected the top 260 input sets ranked according to 2 different GOF scoring schemes: 1) the (equally weighted) sum of the squared error between each target and corresponding model output and 2) the (equally weighted) sum of the absolute percent error between each target and the corresponding model output. When comparing across the 3 groups of best-fitting input sets, we again found that input sets on the Pareto frontier exhibited greater total variance in the input space (14.0) than the best-fitting input sets under a summary scoring scheme of either the sum of squared errors (11.7) or sum of absolute errors (12.9) .
We then evaluated the incremental costs and QALYs (Figure 7a) , ICER, and a cost-effectiveness acceptability curve (Figure 7b ) of TAVR compared with medical management for each of the input sets on the Pareto frontier and the top 260 best-fitting input sets ranked according to the 2 summary GOF scoring schemes ( Table 4 ). The median ICER of TAVR compared with medical management was $108,600 (95% CI $74,700-$216,100) per QALY gained using the Pareto frontier approach, $97,500 (95% CI $70,400-$149,100) per QALY gained using GOF scoring scheme 1, and $121,200 (95% CI $74,600-$252,200) per QALY gained using GOF scoring scheme 2. Therefore, at a willingness-to-pay threshold of $100,000 per QALY gained, adopting TAVR was only preferred if evaluated over the bestfitting input sets identified by GOF scoring scheme 1. Decision uncertainty, represented by the proportion of input sets for which TAVR had an ICER of These results were used to generate the cost-effectiveness acceptability curves for the intervention that would be estimated under the different input set ranking metrics.
less than $100,000 per QALY gained, was also very different across the best-fitting input sets. TAVR was the preferred alternative for 38.1% of input sets on the Pareto frontier, in comparison to 55.0% and 26.5% of best-fitting input sets ranked by GOF scoring schemes 1 and 2, respectively.
DISCUSSION
In this paper, we described how the concept of Pareto-optimality can be applied to model calibration, identifying input sets as best-fitting on the basis that no other input set simultaneously fits all calibration targets as well as or better than the given set. The Pareto frontier consists of all such undominated input sets. Without additional information about preferences for fitting some targets over others, no input set on the frontier is superior to any other. The Pareto frontier approach is a clear, transparent, and intuitive definition of ''best-fitting'' in the context of multitarget model calibration, with a solid grounding in the theory of multiobjective optimization. 8 The Pareto frontier approach simplifies the decision of how to measure fit between the model output and calibration targets (as it effectively uses the rank of fits to make comparisons across input sets) and eliminates the need to produce a single summary GOF measure.
When calibrating a simulation model with multiple targets, an analyst would ideally have information about the full joint probability distributions of the calibration targets so that a single jointlikelihood-based measure can be used to assess overall fit. Since this information is often unavailable, especially when calibration targets come from multiple sources, health decision analysts have traditionally used a weighted sum of individual target fits as a summary GOF measure to rank input sets (e.g., References 6, 15, 16) . However, these weighting schemes generally do not fully account for the tradeoffs that exist in fitting multiple, potentially conflicting targets. As a result, this approach may inadvertently identify best-fitting input sets that all achieve a good GOF score in a common way (i.e., all fit mortality targets well, but none fit the disease stage distribution). To compensate, the analyst might change the weighting scheme, perhaps only to overcompensate and create a new problem. The Pareto frontier approach avoids this problem entirely because it eliminates the need to produce a single summary measure of fit.
Beyond eliminating the decision of how to summarize GOF, the Pareto frontier approach may have Note: These values only reflect uncertainty due to calibration parameters and thus do not precisely match results presented by Simons and others, 11 which are based on a full probabilistic sensitivity analysis of all model parameters. GOF = goodness of fit; QALY = quality-adjusted life-years; TAVR = transcatheter aortic valve replacement; WTP = willingness to pay. a. The number of best-fitting sets was determined by the number of input sets on the Pareto frontier. The same numbers of top-fitting sets were classified as best fitting using each of the GOF scoring schemes. additional desirable properties. We observed that input sets identified through the Pareto frontier approach maintained greater input uncertainty (higher variance) than top-ranked input sets under a summary GOF scoring system. This is because the Pareto frontier approach selects input sets on the basis of their diversity in fitting calibration targets and avoids identifying sets that all fit calibration targets in a similar way. Greater uncertainty is not necessarily superior, but reductions in input variance attributable to (sometimes arbitrary) analyst decisions in the calibration process are clearly not the goal of calibration. In practice, the true uncertainty about unobservable parameters is unknown and can only be estimated through methods such as those used here or through other Bayesian approaches to parameter distribution estimation. [18] [19] [20] Just as we found considerable differences in which input sets were considered best-fitting under the different approaches, the resulting estimates of health economic outcomes, when evaluated over these different best-fitting input sets, were also substantially different. In the Markov model example, one GOF scoring scheme resulted in the intervention being cost-effective for all best-fitting input sets. However, under the other GOF scoring scheme, the intervention was not cost-effective on average and was preferred only for 17% of the best-fitting input sets. Either GOF scoring scheme could be justified based on analyst preferences and data quality, yet these decisions would result in opposite conclusions of the value of the intervention. In contrast, when the Pareto frontier approach was used to identify best-fitting input sets, both regions of the input space (one where the intervention is valuable, the other where it is not) were represented in the Pareto frontier input sets, potentially presenting a more representative estimate of the uncertainty in the intervention's incremental costs and benefits than either GOF weighting scheme alone.
While the Pareto frontier approach maintains greater diversity among best-fitting input sets than a summary GOF scoring system, it still cannot compensate for incomplete or inefficient searching of the input parameter space. The Pareto frontier approach identifies Pareto-optimal input sets among an initial population of input sets. However, if that initial population is not fully representative of the overall input space, the Pareto frontier approach cannot recover that lost diversity. The Pareto frontier approach is therefore not guaranteed to identify the global set of Pareto optimal input sets, and the quality of the identified Pareto frontier will depend upon the diversity and representativeness of the initial population. Thus, it is important that the Pareto frontier approach be integrated with an effective and sufficiently thorough search procedure appropriate to the dimensionality and complexity of the calibration task.
Although we used random search in our demonstrations, it is important to note that the Pareto frontier approach can be integrated into directed search algorithms such as Nelder-Mead, 21,22 simulated annealing, 23, 24 and genetic algorithms, 14, 23, 25, 26 in which the process of generating input sets is integrated with the method of assessing fit in an iterative process. It has been shown that directed search methods are more computationally efficient and identify input sets with higher quality fits to individual calibration targets than random search methods. 6, 13, 14 Directed search algorithms using GOF scoring may be more likely to identify a relatively homogenous set of inputs and may be more sensitive to bias introduced by the selection of scoring weights due to the reinforcement of these effects with each iteration. Incorporating the Pareto frontier approach into a directed search algorithm allows the analyst to capitalize on the benefits of directed search while still maintaining diversity in how those fits are achieved and ensuring that the final set of best-fitting input sets do not overfit a set of scoring weights. The optimization literature contains several excellent descriptions of how to combine directed search algorithms with the Pareto frontier approach. 14, 22, 24 For probabilistic analysis, as we have done in our demonstrations, it is common for analysts to assume a uniform distribution over the best-fitting input sets identified through calibration. However, use of the Pareto frontier approach to identify best-fitting input sets does not preclude the assignment of differential weights to input sets identified to be on the Pareto frontier. Weighting may be desirable to reflect differences in likelihood of some input sets over others, to reflect data quality, to prioritize calibration targets that are most important to the analysis, or to exclude input sets with unacceptably poor fits on certain targets. Furthermore, analysts may wish to reduce the number of input sets used in probabilistic analysis for computational reasons. In such a situation, a subset of top-weighted Pareto-optimal input sets (e.g., the top 50 input sets) could be used for analysis.
In this analysis, we have applied the Pareto frontier approach to the calibration of cohort Markov models, which produce deterministic outcomes for a given set of input parameter values. However, microsimulation is another common modeling approach that incorporates stochastic elements of disease progression. The calibration of these models presents additional challenges due to the uncertainty in model outputs. In future work, we plan to adapt the Pareto frontier approach to the calibration of stochastic models, drawing on approaches such as stochastic frontier analysis and other analogous methods from the multiobjective optimization literature to incorporate noise into the calibration process.
The concept of Pareto-optimality has been applied to problems of multiple competing objectives in a variety of fields, including the calibration of hydrologic models in civil engineering 27, 28 and optimal design in systems engineering. 29, 30 However, the application of this method to the calibration of disease natural history models for health economic evaluation has not been previously described. Model calibration is a critical step in the development of these models, as the input parameters estimated through calibration are often highly uncertain. The process of calibration requires the analyst to make many decisions, which should be transparently reported 3 and systematically evaluated for their influence on results. 7 The Pareto frontier approach is a method that is less sensitive to choice of fit metric and does not require that individual calibration targets be summarized into a single GOF score. As models for evaluating new medical technologies and public health programs increase in complexity, applying multiobjective optimization methods will be critical for efficient and effective model calibration.
