Localization is a fundamental operation in inobile and seIf-corlfguring iienuorks such as sensor networks and mobile ad hoc riemorks. For example, sensor location is ofen critical for data interpretation. Existing research focuses on localization mechaizisms: algorithms and infrastructure designed to allow the sensors to detemtine their location. In a mobile em&-oiinzerir, the underlying localization nzeclmnisni niust be invoked repeatedly to rlzaintain accirrate location irlfor7nation. We propose and investigate ndaptive and predictive protocols that corztrol the frequency of localization based on sensor mobility behavior to reduce the energy requireinerits for localization while bounding the localization error In addition, we evaluaie the energy-accuracy rradeoffs. Orrr results indicate that the proposed protocols reduce the localization energy significantly without sacrijcirzg acairacy.
I. Introduction
Localization is the ability of a mobile device to find out its physical location -location is the most imporlant context information needed by many applications and services. For example, location is fundamental for sensor networks because interpreting the data collected from the network is not possible unless the physicaI context of the reporting sensors is known. Existing research has focused on algorithms and infrastructure for localization: that is, how to enable sensors to discover their location.
Localization typically requires some form of communication between reference points and the nodes that need to localize; therefore it requires significant energy and must be carefully controlled if it occurs frequently. For example, in the RADAR system [ 11, distance is estimated based on received signal strength of an RF transmission. [6] , proposed using angle-of-arrival to estimate position. Recently, He et. al [4] proposed range-free techniques for localization. Its also possible to use Global Positional System (GPS) based localization [ 5 ] . Bulusu et. a1 [3] studied signal strength based and connectivity based localization techniques in outdoor environments.
In this paper we target the related problem of EnergyEfficient Location Tvackirtg (LT) and the associated energyaccuracy tradeoffs. With mobility, nodes must repeatedly invoke localization to maintain an accurate estimate of their location. The more often the localization, the more accurate the location estimate. However, since there is an energy cost involved in localization, we would like to minimize the localization frequency. Thus, the IocaIization must be carried out with a frequency sufficient to capture location within acceptable error tolerance; this is the LT problem. We emphasize that location tracking is orthogonal to localization: we are concerned with the problem of when to localize which is largely independent of the underlying localization mechanism. Thus, our work is not specific to the underlying localization mechanism used.
We motivate the need for LT with the following real network example. ZebraNet [5] is a sensor network application for wild-life tracking, in which sensors are attached to zebras. As the zebras move, sensors record various parameters providing insight into migration patterns and social structures of these species. In the proposed implementation, LT is accomplished by having sensors localize (using GPS) every three minutes using. However, such a fixed sampling period cannot account effectively for different mobility patterns that the animal follows: for example, 3 minute IocaIization period is overly aggressive for an animal that is asleep or grazing, but may be insufficient to localize an animal that is moving at high speed. Clearly, it is better to have self-configuring sensors which can adapt their LT dynamically to the animal behavior to provide an accurate energyefficient localization.
In this paper, we propose two new classes of location tracking: ( I ) Adaptive; and (2) Predictive. Adaptive localization dynamically adjusts the localization period based on the recent observed motion of the sensor. In the second approach, the sensors estimate the motion pattern and project its motion in the future. If the prediction is accurate, which occurs when nodes are moving predictably, estimates of Iocation may be generated without performing actual localization; further reducing the localization frequency thereby saving the energy. We show that that the proposed algorithms can significantly improve the energy efficiency of LT without sacrificing accuracy (in fact, improving accuracy in most situations).
The remainder of this paper is organized as follows. In Section 2 we define the dynamic localization problem and present candidate protocols for addressing it in Section 3. Section 4 presents some analysis of the performance of the protocol under various conditions. In Section 5 we carry out an evaluation study of the protocols. Section 6 discusses the effect of unexpected change of mobility on the protocols. Finally, in Section 7 we present some concluding .remarks.
Problem Definition: Location Tracking
With mobile sensors, in the time duration between two consecutive localization points, the error in the estimate of the location increases as the node moves (on average) increasingly further from its last location estimate. In order to control this error, localization must be repeated with enough frequency to ensure that the location estimate meets some application-level error requirements (e.g., the estimate remains within a prespecified threshold from the actual location). However, carrying out localization with high frequency drains energy. Solutions to this problem must balance the need to bound error with the cost of carrying out lo- calization. Exploring, protocols that effectively estimate location while minimizing the localization operations is the Location Tracking (LT) problem we consider in this paper.
We keep our analysis independent of the specific localization mechanism used. Note that dynamic control of localization is needed whether localization is carried out on demand (i.e., the node queries neighbors or fixed localization nodes for localization information) or proactively (e.g., by having localization nodes periodically transmit localization beacons, or using GPS). If localization is on-demand, the localization mechanism can be invoked when needed. Altematively, if the localization is done periodically without control of the sensor node, the node can still control its localization frequency by deciding when to start listening to the beacons. Since receiving packets or GPS signals consumes significant energy, controlling the localization frequency also applies for suCh schemes. An underlying assumption in this paper is that an accurate estimate of location is needed continuously. Such a situation would occur, e.g., if sensors are continuously collecting data.
The primary tradeoff is between the observed localiza- 
Dynamic Localization Protocols
In this section, we introduce the proposed protocols for dynamic localization. We evaluate the following three approaches for localization: (1) Static localization: the localization period is static; (2) Adaptive localization: the localization period is adjusted adaptively, perhaps as a function of the observed velocity which can be approximated using the last two localization points; and (3) Predictive localization: in this approach, we use dead reckoning to project the expected motion pattern of the sensor based on the recent history of its motion.
As mentioned before, for this work we want to isolate performance of our protocols from any specific localization algorithm. We assume that the the localization algorithm once executed gives an estimate of its current location with reasonable accuracy. Therefore error introduced because of localization itself if negligible. The focus of this paper is not the localization algorithm but the different policies to determine invocation of the localization algorithm. Excessive invocation of the localization algorithm is not energy efficient while not invoking the algorithm enough will result in unacceptable error.
Static Tracking
The base protocol, which we call this Static Fixed Routing (SFR), localizes every t seconds. The sensor node reports the coordinates discovered in its most recent localization as its current location. This protocol is simple and its energy expenditure is independent of mobility; however, its performance varies with the mobility of the sensors. Specifically, if a sensor is moving quickly, the error will be high; if it is moving slowly, &he error will be low, but the energy efficiency will also be low,
Adaptive Tracking
In these protocols, a sensor adapts its localization as a function of its mobility: the higher the observed velocity, the faster the node should localize to maintain the same level of error. The protocol we investigate is calIed Dynamic Velocity Monotonic (DVM) tracking. In DVM, whenever a node localizes, it computes its velocity by dividing the distance it has moved since the last IocaIization point by the time that elapsed. Based on the velocity, the next localization point is scheduled at the time when a prespecified distance will be traveled if the node continues with the same velocity. This distance, for example, can be a function of the application specified desired maximum error threshold. Thus, when the node is moving fast, localization will be carried more often; when it moves slowly, localization will be carried out less frequently. Similar to SFR, the location reported by the node between two localization points will be one calculated at the previous localization point.
Note that this approach assumes that a node is moving with a constant velocity between localization points. This may not be always accurate -for example, if a node is stationary for half the period, then started moving at a velocity v, the estimated velocity will be and we will end up with suboptimal localization (e.g., exceeding the error threshold for some time). Moreover, for very low speeds the localization period may be computed adaptively to be very large (e.g., a period of infinity would be predicted if the node is standstill). Similarly, if the speed is very high, the localization period may become very low, thereby spending a lot of energy. To account for these effects, we place an upper and a lower limit on the localization periods, which we call as upper and lower query rhresiwlds respectively.
Predictive Tracking
In these protocols, we estimate the mobility pattern of a node and use it to project its future location (dead-reckoning). Using dead reckoning, localization should be triggered when the expected difference bctween the actual mobility and the predicted mobility reaches the error threshold. This is in contrast to DVM where localization must be carried out when the distance from the last localization point is predicted to exceed the error threshold. Thus, if the node is moving predictably, regardless of its velocity, localization can be carried out at VEV low frequency; if the predicted mobility pattem is perfect and holds for all future time, no further localization would be necessary. To the best of our knowledge, this is the first paper to apply dead reckoning for localization in mobile sensor network.
The protocol we investigate is called Mobility Aware Dead Reckoning Driven (MADRD) tracking. Accounting for differences in the predicted model and the actual mobility of the sensor, include errors due to changes in the mobility pattern that occur after or during dead-reckoning estimation is almost impossible. In the next section, we analyze the effect of this difference for some special cases. We place an upper and a lower limit on the localization periods, which we call as upper arid lower q u q rlmslrolds similar to that of DVM. Moreover, we score the performance of our prediction at every localization point by comparing the predicted location to the actual loqation. If the prediction is erroneous (larger than a prespecified rate of divergence), we move towards a low confidence state and become more aggressive in localization. The intuition is that the mobility pattem is changing, and more localization is needed to capture the new mobility pattern as well as to bound the localization error. However, if the prediction is accurate, our confidence in the predictor increases and we increase the localization period. A state diagram for MADRD is shown in Figure 1 . In this diagram, HC refers to the high confidence state where the predictor is scoring well and localization period is increased. LC refers to the low confidence state where the predictor is not scoring well and the period is decreased. Erroneous predictions move the predictor towards the LC, while correct predictions move it towards HC. States S1 and S2 provide some hysteresis between LC and HC.
Error Analysis: Constant Velocity Mobility
Assume that a node moves with constant velocity v. Let U, and vy be the velocity along X and Y axes. Let the sensor node localize every t,fr seconds using SFR protocol. If DVM protocol is used to localize then the time interval between consecutive localization will be determined by the velocity ' U. If the node is using MADRD to localize, it will localize at a period as determined by the algorithm highlighted in Figure 1 . The MADRD protocol predicts its current co-ordinates based on the velocity and the previously localized co-ordinates. However, DVM and SFR will use a non-predictable model for estimation of current co-ordinates. Hence, the error in DVM is similar to SFR -the difference being that the period is adapted in DVM to try and limit this error. Therefore, the analysis of DVM is not done explicitly. The analysis of error under constant velocity motion is broken down into three stages (1) Simple Constant Velocity Mobility; (2) Constant Velocity with pause; and (3) Constant Velocity change of direction.
First, we consider a node moving in a straight line and not taking any turns. Under SFR and DVM, the error in the node's estimate increases linearly with time as the node moves away from its last localization point. In MADRD, the node will calculate its location based on the previously Iocalized co-ordinates and previoudy measured velocities and give the calculated location as the current location. For constant veIocity straight line motion, U, and vY do not change and the predicted location will be precise. Now consider the case when the node can stop (e.g., as with the random waypoint mobility model) after being in motion with a velocity U. Let the distance at which the node stops be 2 meters after the previous localization point Finally, consider the node making a change in direction of i 9 degrees, keeping the same speed. Let the distance at which the node takes the deviation be x meters after the localization point (xt, yt). The bold line in Figure 2 shows h e movement of the node. Before the deviation occurs the error is identical to the fixed velocity analysis above. After the deviation occurs, the error can be analyzed as follows. Let n be any point on the expected trajectory of the node with no deviation. If the node would have traveled a distance of n along expected straight line, it will travel the same distance after deviation because of constant velocity.
Let n = 0 at the point of deviation and increases along the straight h e . In SFR, the error at point n will be the length of line e s f r shown in Figure 2 . The value for e,fr in this scenario is given by Equation I ,
where a is obtained by,
0 em(&d = 2 x n x sin -2 With MADRD, the length of the line emadrd in Figure 2 shows the the error in MADRD protocol. It increases linearly as the n increases. I l k s is given by the equation 3.
In summary, the error in nonpredictive protocols increases with any mobility that moves the node away from its last localization point. In contrast, the error in predictive protocols such as MADRD increase only when the predictive model is inaccurate. This occurs if it is not estimated correctly, or if the mobility model changes (e.g., a pause after constant velocity, or a change in direction). The localization period should be selected adaptively to bound this expected error.
Experimental Results
In order to analyze the protocols, we used the NS-2 [71 simulator. We use a scenario with 24 nodes in a 300 x 300 mz area with transmission range of node of 100 m.
We use a query based localization mechanism: a node that is interested in localization broadcasts a request -beacon nodes that receive the request reply with their own coordinates. The node upon receiving the coordinates from the beacon nodes, uses them to infer its location via triangulation. Nore that our results are not dependent on this localization model. We used BonnMotion tool [2] to generate the various scenarios with different mobility patterns.
First, we consider the random waypoint model, widely used in the mobile ad hoc network community. The model is predictable while the node is moving, or for the duration of the pause but not during the period where it pauses or when it starts moving. Since both speed and pause times are important parameters of random mobility model, we conducted simulations to study effect of mobility and pause time on error and energy. In general, if the pause times are short, the node has more unpredictable behavior'. Figure 4 shows the absolute error for random way-point with speed uniformly distributed between 4-5 mlsec. The SFR period in this case was chosen to be 2 seconds -the node performs localization once every two seconds. Recall that, in the case of SFR and DVM the node assumes that the last measured localization point is its current location. Therefore Eabst continues to grow between two successive . , r Figure 4 shows the absolute error for SFR, DVM and MADRD protocols. In the case of SFR, sensor 0 localizes approximately at times 0.6, 2.6. As one can see upon localization the error lies within the localization mechanism error range (which we picked to be uniformly distributed between 0 to 0.5 meters). In between the two localization points, the error increases linearly up to 8 meters. In the case of DVM, 3 similar trend is seen again, however due to adaptive localization intervals, the magnitude of the error i s lower than that of SFR; DVM was able to discover that it needs to localize more often than once every 2 seconds. In the case of MADRD protocol, the ability to predict the current location gives rise to very low error since the node actually follows the prediction. This graph clearly shows the strength of MADIZD due to its prediction capability. Figure 3(a) shows the absolute error as a function of mobility for the four protocols for two different pause time values, The primary observation here is that the error for SFR grows linearly with the average velocity while both DVM and MADRD manage to adapt their localization and maintain an error that does not grow significantly with the velocity. SFR has constant overhead, while the other approaches adaptively increase or reduce their cost to match the observed behavior. protocols as a function of mobility and pause time relative to SFR. In the case of low mobility (Figure 51 , DVM and MADRD localize less often than SFR. Therefore, both DVM and MADRD result in significant energy savings relative to SFR. However, as the speed increases, the energy expenditure of DVM and MADRD grow more than that of SFR. Note that since these protocols are adaptive, even for high speeds they adapt well with the increase in pause time thereby spending less energy than SFR when pause time is high. For example, when the speed is between 4-5 meterdsec, figure 7 indicates that with pause time set to 0 seconds and 90 seconds, DVM localizes more often than SFR and spends more energy. But when the pause time is increased to 450 seconds, DVM being adaptive, spends less energy than SFR. 
Energy-Accuracy Tradeoff

Effect of change in mobility pattern
Unexpected changes in mobility pattem of a node such as pause and change in direction alter the accuracy of the protocols. The performance of adaptive protocols (DVM and MADRD) is more prone to variance in mobility pattem of the node than the non-adaptive protocols. If the change is not captured appropriately, this leads to inaccurate decisions by the protucol. Consider Figure 8 where a node moving with a constant velocity comes to a pause. In this case, MADRD estimate overshoots the node along the old trajectory when it pauses. Because of the nature of MADRD protocol, the predicted co-ordinates oscillates around the actual location. The dampening of these oscillations can be observed in the Figure 8. 
Concluding Remarks
In this paper, we explored approaches and tradeoffs to the problem of localization in mobile sensor networks. We explored two algorithms for dynamic localization: (1) DVM: an adaptive algorithm that matches the localization period to the observed velocity of the node; and (23 MADRD: a predictive algorithm that uses dead reckoning to estimate the localion of a node assuming it is following its recently tracked trajectory. We characterized the performance of these algorithms for different velocities and pause times. Both the proposed approaches significantly outperform static localization scheme (SFR) both from an energy and accuracy perspectives. In particular, MADRD performance was excellent in almost all situations that were studied; however, it is best suited to mobility patterns that are predictable.
In the future we would like to implement these protocols on existing sensor prototypes (e.g. Motes) and study their performance. We are also expIorjng the effect of the application semantics and behavior as well as the available resources on Location Tracking.
