Continuous time random walks (CTRWs) on finite arbitrarily inhomogeneous chains are studied. By introducing a technique of counting all possible trajectories, we derive closed-form solutions in Laplace space for the Green's function (propagator) and for the first passage time probability density function (PDF) for nearest neighbor CTRWs in terms of the input waiting time PDFs. These solutions are also the Laplace space solutions of the generalized master equation (GME). Moreover, based on our counting technique, we introduce the adaptor function for expressing higher order propagators (joint PDFs of time-position variables) for CTRWs in terms of Green's functions.
One-dimensional stochastic processes [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] are widely used to describe dynamics in biological, chemical, and physical systems [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] . Quite ubiquitous among these, are nearest neighbor hopping processes on finite discrete lattices (chains). Yet, closed-form solutions for the dynamics along arbitrarily inhomogeneous chains have been missing. To fill this gap, we consider here a CTRW on a chain of l distinct states governed by state-and direction-dependant waiting time have originated from [6] , or by averaging over disorder [9] .
The dynamics of the CTRW considered here is presented by a stochastic trajectory of l distinct states (Fig. 1B) with the renewal property of having no correlations between waiting times [1] [2] [3] 14] . This property relies on two factor: (i) the waiting times are drawn from the ) (t jn ϕ s randomly and independently of the global time and of the past transitions [1] [2] [3] 14] , and (ii) each state has a distinct observable value [14] . Semi-Markovian processes generate uncorrelated non-exponential waiting times trajectories [2, 14] . Trajectories similar to those shown in Fig. 1B are obtained, for instance, from single molecule measurements [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] , thus allowing the construction of the waiting time PDFs directly from the trajectory. In many cases, the 3 trajectories consist of two observable states [14-18, 20-21, 25-27, 29-32] . In some of these examples [14, 29, 30a, 31] , correlations between waiting times are observed.
This non-renewal property of the trajectory can appear when assigning the same observable value for different states of the underlying multi-state chain in a specific way [14] . Here we are interested in renewal processes, although, for some cases, the statistical properties of a non-renewal ones can be also constructed from the results given in this Letter. The Green's function ) (t G nm , which is the PDF to occupy state n at time t when starting from state m at time 0 and l m n ,..., 1 ) , ( ∈ , obeys for semiMarkovian processes with nearest neighbor transitions, the integro-differential GME, In this Letter, we derive closed-form solutions in Laplace space for the Green's function that obeys Eq. (1), and for the first passage time PDF, given in terms of the state-and direction-dependent waiting time PDFs [34] . The solutions are obtained by counting all possible trajectories, and are applied here to study an escape problem from a biased chain. Moreover, based on our counting technique, we introduce the adaptor function for expressing higher order propagators for CTRWs in terms of the Green's functions. For the particular case of exponential waiting time PDFs, the factorization of higher order propagators (joint PDFs of time-position variables) into a product of Green's function, known for Markovian processes, is recovered.
To derive a closed-form expression for the Laplace transform of ) (t G nm , we start from the integral representation of
is the PDF to reach state n exactly at time t when starting from state m exactly at time 0 , and
, where
, is the sticking probability which is the probability to arrive at state n before time t and stay there.
Using the convolution theorem, we obtain the Laplace space relationship, 
where the upper (lower) sign corresponds to the case 
We first consider a two-state chain for which ) ( ) 0 , ( 
By performing similar calculations for longer chains and using induction, we find that
is given by, 
Equations (3)- (7) give )
is given by Eq. (6) but for a chain in which the states n and m and those between them are excluded, and if after this 'step' a state is left alone at one of the 'edges' of the reduced chain, it is excluded as well (with 
Equations (4), (6)- (8) 
We turn now to study, as an example, a biased escape problem from an l-state chain with irreversible trapping at each state. The system is characterized by the stateand direction-independent waiting time PDFs,
, and
. To calculate the statistical properties of the process, we need to calculate
is found from Eqs. (6)- (7) to be
where ( )
. Equation (10), when substituted in Eq. (9), generalizes previous results in Ref. [6] . Using Eq. (10), we calculate the mean first passage time, T , to reach state 0 when starting at state l. We assume that when an irreversible trapping occurs, the process starts again from state l after some characteristic time d t . T is defined by, ( )
is the average number of events that occurred until an event that terminated at state 0 occurred, and (9), we get in the limit of 0 → q ,
where
The dependence of T on the chain length l changes from a linear one to an exponential one as w changes from 0 → w to 1 → w , meaning that by tuning w , one can drastically change the system's behavior. This simple model can be used to describe the biological activity of RNA polymerase, which has recently been studied on the single molecule level [33] .
Finally, we note that by simple combinations of terms given by Eq. (8) one can obtain the Green's function for a process with a special first event waiting time PDF (Fig. 1B) 
Higher order propagators are useful, for example, in discriminating between different models describing single molecules activities [14, 18, 23, 24] . In particular, ) , ( t G knm τ for semi-Markovian process characterized by
, was given, in the continuum limit, in Ref. [23] . Equation (13), however, can be applied for any choice of the waiting time PDFs, and gives with Eqs. (2)- (10) 
