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Abstract—We discuss properties of the “beamsplitter addition”
operation, which provides a non-standard scaled convolution of
random variables supported on the non-negative integers. We
give a simple expression for the action of beamsplitter addition
using generating functions. We use this to give a self-contained
and purely classical proof of a heat equation and de Bruijn
identity, satisfied when one of the variables is geometric.
I. INTRODUCTION AND NOTATION
Stam [1] showed that addition of independent continuous
random variables satisfies the de Bruijn identity [1, Eq.
(2.12)], in that the derivative of entropy under the addition
of a normal is Fisher Information. This identity lies at the
heart of many analyses of entropy under addition, including
Stam’s proof of Shannon’s Entropy Power Inequality (EPI)
[2] and Barron’s information theoretic Central Limit Theorem
[3], and Madiman and Barron’s proof of monotonicity of
entropy under addition of independent identically-distributed
(i.i.d.) continuous random variables [4]. These results have the
Gaussian distribution at their heart, relating to the Gaussian
maximum entropy property and closure of the Gaussian family
under addition (“Gaussian + Gaussian = Gaussian”). The de
Bruijn identity follows because the densities in question satisfy
the heat equation [1, Eq. (5.1)].
There have been many attempts to develop a corresponding
theory for discrete random variables, often focussing on the
Poisson family which is closed under standard integer addition
(“Poisson + Poisson = Poisson”). Results in this context
include Poisson limit theorems [5], [6], maximum entropy
property [7] and monotonicity result [8]. However, [7] and [8]
rely on the assumption of ultra-log-concavity (ULC), meaning
that they are more restrictive than their Gaussian counterparts.
In this paper we prove new properties of what we refer
to as the ‘beamsplitter addition’ ⊞η (see Definition I.1) of
random variables supported on the non-negative integers Z+.
By design, the geometric family is closed under the action of
⊞η (“Geometric ⊞η Geometric = Geometric”). Geometric is
more natural than the Poisson since no auxiliary assumptions
such as ULC are required to prove maximum entropy.
The beamsplitter addition is motivated by how an optical
beamsplitter of transmissivity η ∈ [0, 1] “adds” the photon-
number distributions of two classical mixtures of number
states. It underlies the conjectural Entropy Photon Number
Inequality (EPnI) [9], [10], which plays a role analogous
to Shannon’s EPI in understanding the capacity of Gaussian
bosonic channels. The paper [11] includes a more detailed
history of the beamsplitter addition ⊞η. The key aim of the
main part of the present paper however, is to give a self-
contained presentation of the beamsplitter addition ⊞η as a
way of combining random variables supported on Z+, in a way
that is accessible to a purely classical audience. Although some
of our results may be known to the quantum information com-
munity, our hope is that this paper will stimulate future work
by probabilists and classical information theorists on open
problems—in particular, a proof of the conjectured EPI and
entropic monotonicity under the beamsplitter addition [12].
We first define ⊞η in the notation of [12]. That is:
Definition I.1. Given a random variable supported on Z+,
define its continuous counterpart Xc (a circularly symmetric
random variable supported on the complex plane C), using a
map T with Xc = T (X) and X = T −1(Xc) with actions on
mass functions and densities given by [12, Eq. (14),(15)]:
pXc(r) =
∞∑
n=0
pX [n]
e−|r|
2 |r|2n
n!pi
, (1)
pX [n] =
1
pi
∫
C
pXc(r)Ln
(|s|2) exp(rs∗ − r∗s)drds, (2)
where Ln denotes the nth Laguerre polynomial. As in [12],
for 0 ≤ η ≤ 1, we define the beamsplitter addition operation
⊞η acting on random variables supported on Z+ by
X ⊞η Y = T −1
(√
η T (X) +
√
1− η T (Y )
)
, (3)
where ‘+’ on the RHS of (3) denotes standard addition in C.
The key contributions and structure of the rest of the paper
are as follows. In Section II we define two types of generating
functions, for X and Xc, and prove a new relation between
them in Theorem II.4. In Section III, we prove Theorem III.1,
which shows that the generating function of X ⊞η Y is a
product of generating functions. In Section IV, we show that
Theorem III.1 implies a heat equation (Theorem IV.1), which
in turn gives a de Bruijn identity (Theorem IV.3). In Section
V, we state and prove a new bound on relative entropy under
the action of T . In Section VI we discuss some future work.
The remainder of the main part of the paper contains proofs
of its main results. In an Appendix we review necessary ideas
from quantum optics in order to show how the main results
of the paper may be understood in this context.
II. RELATION BETWEEN GENERATING FUNCTIONS
We consider two different kinds of generating functions,
exponential and ordinary, recalling that they are related by the
Laplace transform (see Lemma VII.1). We write E (X)(m) :=
EX(X − 1) . . . (X −m+1) = EX !/(X −m)! for the falling
moment of a random variable on Z+.
Definition II.1.
1) Given random variable X with p.m.f. pX [m], m ∈ Z+,
consider the sequence E (X)(m) /m! and write:
a) The ordinary generating function
HX(t) :=
∞∑
m=0
tm
(
E (X)(m)
m!
)
, (4)
b) The exponential generating function
H˜X(t) :=
∞∑
m=0
tm
m!
(
E (X)(m)
m!
)
. (5)
2) For circularly symmetric Xc supported on C with den-
sity pXc , consider the sequence
E|Xc|
2m
m! and write:
a) The ordinary generating function
φXc(t) :=
∞∑
m=0
tm
(
E|Xc|2m
m!
)
, (6)
b) The exponential generating function
φ˜Xc(t) :=
∞∑
m=0
tm
m!
(
E|Xc|2m
m!
)
. (7)
Note that although (4) and (5) are defined as formal sums,
in practice we focus on t ≤ 0. We first make the following
claim, proved in Section VII:
Lemma II.2. For any random variable X supported on Z+:
1) H˜X(t) =
∑∞
n=0 pX [n]Ln(−t),
2) pX [m] =
∫∞
0 exp(−s)H˜X(−s)Lm(s)ds.
Example II.3. For geometric X with mean λ, E (X)(m) =
m!λm, so that HX(t) = 1/(1 − λt) and H˜X(t) = exp(λt).
Further Xc is circularly symmetric Gaussian with covariance
matrix (1+λ)I2/2, the E|Xc|2m = m!(1+λ)m, so φXc(t) =
1/(1− (1 + λ)t) and φ˜Xc(t) = exp(t(1 + λ)).
Example II.3 illustrates the following result, which shows
that X and Xc have a simple link at the level of their
generating functions:
Theorem II.4. For X and Xc linked by the transforms (1)
and (2) of [12], we can write
1)
H˜X(t) = exp(−t)φ˜Xc(t). (8)
2)
HX(t) =
1
1 + t
φXc
(
t
1 + t
)
, (9)
Proof: See Section VII.
This result relates the moments of X and Xc. For brevity,
from now on we write λW for the mean of any random variable
W . Then, for example:
Corollary II.5. The real and imaginary parts of Xc =
(X1, X2) have covariance matrix (1 + λX)I2/2, where we
write Id for the d-dimensional identity matrix.
Proof: We simply differentiate (9) with respect to t and
set t = 0 to obtain:
λX = H
′
X(0) = φ
′
Xc
(0)− φXc(0) = E|Xc|2 − 1.
Since Xc is circularly symmetric, it is proper (see [14]), and
we know EXc = 0. Further, this means that (X1, X2) has
a covariance matrix which is a multiple of the identity. We
deduce that the diagonal entries must equal (λX + 1)/2.
III. GENERATING FUNCTIONS AND BEAMSPLITTER
ADDITION
We now state the relationship between the generating func-
tions of X , Y and Z = X ⊞η Y , proved in Section VIII:
Theorem III.1. Given independent random variables X and
Y supported on Z+, the Z := X⊞ηY has generating functions
H˜Z and HZ satisfying:
1)
H˜Z(t) = H˜X(ηt)H˜Y ((1 − η)t). (10)
2)
1
s− 1HZ
(
1
s− 1
)
=
[
L
(
M
(η)
X ×M (1−η)Y
)]
(s) ,
(11)
where we define M (η)X and M (1−η)Y via the inverse
Laplace transform [L−1·] using the fact that:[
LM
(η)
Xc
]
(s) =
1
s− ηHX
(
η
s− η
)
, (12)[
LM
(1−η)
Yc
]
(s) =
1
s− (1− η)HY
(
1− η
s− (1− η)
)
.(13)
Direct calculation of the derivative of (10), as in Corollary
II.5, allows us to deduce that
λZ = ηλX + (1− η)λY . (14)
Example III.2. If X is geometric with mean λX and Y is
geometric with mean λY , using the expressions from Example
II.3 and (14) then
1) The RHS of (10) becomes
exp(ηλX t) exp((1 − η)λY t) = exp(λZt),
so that Z = X ⊞η Y is geometric with mean λZ .
2) The RHS of (12) is 1/(s − η(1 + λX)), so the inverse
Laplace transform gives that M (η)
Xc
(t) = exp(η(1 +
λX)t), with M (η)Yc (t) = exp((1 − η)(1 + λY )t). As
we would expect, this means that
(
M
(η)
X ×M (1−η)Y
)
=
exp((1 + λZ)t) This allows us to deduce that
1
s− 1HZ
(
1
s− 1
)
=
1
s− (1 + λZ) ,
and changing variables via u = 1/(s − 1) we deduce
that HZ(u) = 1/(1− λZu) as we would hope.
Remark III.3. Theorem III.1 and Example III.2 suggest the
exponential generating function H˜X is more amenable than
the ordinary generating function HX . We state both results
for future reference, but recommend the first formulation.
IV. DE BRUIJN IDENTITY
Motivated by [1], we give a de Bruijn identity with respect
to beamsplitter addition ⊞η. The key result is the following
discrete analogue of the heat equation, analogous to [7, Corol-
lary 4.2] in the Poisson case:
Theorem IV.1. For a given random variable X consider
Zη := X⊞η Y , where Y is geometric. Writing λ(η) = λZη =
ηλX + (1 − η)λY we obtain
∂
∂η
pZη [n] := ∆
(
n
η
(
pZη [n− 1]λY − pZη [n](1 + λY )
))
,
(15)
where for any function u, we write ∆(u[n]) := u[n+1]−u[n].
Proof: See Section IX.
Definition IV.2. For a random variable X with mass function
pX , define two new p.m.f.s supported on Z+ by
p+X [n] =
(n+ 1)pX [n+ 1]
λX
and p−X [n] =
(n+ 1)pX [n]
1 + λX
.
(16)
This allows us to deduce the following de Bruijn identity,
which is a specialization to number-diagonal states of the more
general de Bruijn identity proved by Ko¨nig and Smith [13]:
Theorem IV.3. Given Zη = X ⊞η Y , where Y is geometric
with mean λY , we can write Gη for a geometric with mean
λ(η) = ηλX + (1 − η)λY . Then
∂
∂η
D(Zη‖Gη)
=
λY (1 + λ(η))
η
D(p−Zη‖p+Zη) +
(1 + λY )λ(η)
η
D(p+Zη‖p−Zη ),
where p+Zη and p
−
Zη
are defined in terms of (16).
If X is itself geometric then so is Zη , meaning that p+Zη =
p−Zη (a negative binomial mass function) and the two relative
entropy terms on the RHS of Theorem IV.3 vanish as expected.
We focus on the case where λX = λY , where the RHS of
Theorem IV.3 becomes a symmetrized relative entropy. If G
is geometric with EG = λX then direct calculation gives that
D(X‖G) = H(G)−H(X). (17)
This allows us to deduce the following log-Sobolev type
inequality which may be of independent interest:
Corollary IV.4. For any random variable X , if G is geometric
with mean EG = λX then:
D(X‖G) ≤ λX(1 + λX)
(
D(p−X‖p+X) +D(p+X‖p−X)
)
. (18)
Proof: We consider Zη = X⊞η Y , where Y is geometric
with λY = λX , and apply [12, Theorem 5], which tells us
that H(Zη) ≥ ηH(X) + (1 − η)H(Y ). Combining this with
(17), we can write
D(Zη‖G) ≤ ηD(X‖G) + (1− η)D(Y ‖G) = ηD(X‖G),
or rearranging that (since η ≤ 1)
D(Zη‖G)−D(X‖G)
η − 1 ≥ D(X‖G).
If η → 1, the LHS becomes the derivative ∂∂ηD(Zη‖G)|η=1,
and we deduce the result using Theorem IV.3.
In the language of [5], Theorem IV.1 suggests that we can
introduce a score function ρX , defined as:
Definition IV.5. For a random variable X with mass function
pX and mean λX , define a score function
ρX [n] :=
npX [n− 1]λX
pX [n](1 + λX)
− n, (19)
where we define ρX [0] = 0 to ensure
∑∞
n=0 PX [n]ρX [n] = 0.
We define two Fisher-type quantities in terms of it:
J+(X) :=
∞∑
n=1
pX [n]
n
ρX [n]
2, (20)
J−(X) :=
∞∑
n=1
pX [n]
n+ ρX [n]
ρX [n]
2. (21)
Note that ρX vanishes if and only if X is geometric, so that
J+(X) and J−(X) are ≥ 0, with equality if and only if X
is geometric. Further, if we choose Y to be geometric with
mean EY = λX then (15) becomes
∂
∂η
pZη [n] :=
1 + λX
η
∆
(
pZη [n]ρZη [n]
)
.
where as before, we write ∆(u[n]) := u[n + 1] − u[n].
Secondly, linearising the logarithm in Corollary IV.4 implies
a quadratic version of this result, in the spirit of [15]:
Corollary IV.6. For any random variable X , if G is geometric
with mean EG = λX then:
D(X‖G) ≤ (1 + λX)
(
J+(X) + J−(X)
)
.
V. LOG-SUM INEQUALITY
We state one further result, which controls how the relative
entropy behaves under the action of the map T .
Theorem V.1. Given two random variables X and Y , with
Xc = T (X) and Yc = T (Y ) then:
D(Xc‖Yc) ≤ D(X‖Y ).
Proof: Writing φn(r) := e−|r|2 |r|2n/(n!pi) then, using
(1) and the log-sum inequality [16, Theorem 2.7.1], for any r:
pXc(r) log
(
pXc(r)
pYc(r)
)
=
(
∞∑
n=0
pX [n]φn(r)
)
log
(∑∞
n=0 pX [n]φn(r)∑∞
n=0 pY [n]φn(r)
)
≤
∞∑
n=0
pX [n]φn(r) log
(
pX [n]
pY [n]
)
.
Integrating over r we deduce the result since
∫
φn(r)dr = 1
for each n.
VI. CONCLUSIONS
We have introduced a new purely classical representation
for the beamsplitter addition operation ⊞η, with respect to
the exponential generating function. We have deduced a heat
equation, and recovered a purely classical proof of a special
case of the de Bruijn identity of Ko¨nig and Smith [13].
In future work, we hope to use this formalism to prove
discrete entropy results based around the geometric family,
analogous to the classical results proved for the continuous
entropy based around the Gaussian family. In particular, we
hope that our results can give insights into a proof of the
conjectured discrete EPI under beamsplitter addition [12]—
a special case of the Entropy Photon Number Inequality [9],
[10]—as well as give insights into convergence to the geomet-
ric and the conjectured monotonic increase in entropy under
repeated beamsplitter addition [12], analogous to the classical
Central Limit Theorem convergence to Gaussians and ‘law of
thin numbers’ [6] convergence to Poissons.
VII. PROOF OF TRANSFORM RELATION, THEOREM II.4
Proof of Lemma II.2:
1) We reverse the order of summation in (5) to obtain
H˜X(t) =
∞∑
m=0
tm
m!
∞∑
n=m
(
n
m
)
pX [n]
=
∞∑
n=0
pX [n]
n∑
m=0
(
n
m
)
tm
m!
=
∞∑
n=0
pX [n]Ln(−t), (22)
since Ln(−t) =
∑n
m=0
(
n
m
)
tm
m! (see [17, Eq. (5.1.6)]).
2) This result follows on integrating exp(−s)Lm(s) times
both sides of (22) with s = −t, using the orthogonality
relation for Laguerre polynomials [17, Eq. (5.1.1)],∫ ∞
0
exp(−s)Lm(s)Ln(s)ds = δmn.
Recall the standard result that the Laplace transform L
relates exponential and ordinary generating functions:
Lemma VII.1. Given a sequence a = (an)n=0,1,..., if we
write Ha(t) =
∑∞
n=0 ant
n and H˜a(t) =
∑∞
n=0 ant
n/n!, then[
LH˜a
]
(u) =
1
u
Ha
(
1
u
)
. (23)
Proof: This follows since[
LH˜a
]
(u) =
∞∑
n=0
an
n!
(∫ ∞
0
exp(−su)snds
)
=
∞∑
n=0
an
n!
(
n!
un+1
)
=
1
u
Ha
(
1
u
)
. (24)
Proof of Theorem II.4: We can express (7) in terms of the
Bessel function J0 (see [17, Eq. (1.71.1)]), which we substitute
to obtain (25) below. We obtain:
φ˜Xc(−t) =
∫
pXc(r)
∞∑
m=0
|r|2m(−t)m
m!2
dr
=
∫
pXc(r)J0(2|r|
√
t)dr (25)
=
∞∑
n=0
pX [n]
∫
e−|r|
2 |r|2n
n!pi
J0(2|r|
√
t)dr (26)
= 2
∞∑
n=0
pX [n]
∫ ∞
0
e−r
2
r2n+1
n!
J0(2r
√
t)dr(27)
=
∞∑
n=0
pX [n]
∫ ∞
0
e−uun
n!
J0(2
√
ut)du (28)
=
∞∑
n=0
pX [n]Ln(t) exp(−t), (29)
where (26) follows by substituting (1), (27) follows by moving
from Cartesian coordinates dr to polar rdrdθ, (28) uses u = r2
and (29) follows by [17, Theorem 5.4.1]. The result follows
by Lemma II.2.
Consider taking Laplace transforms of both sides of (8).
Using Lemma VII.1 the Laplace transform of the LHS is[
LH˜X
]
(u) =
1
u
HX
(
1
u
)
, (30)
Again by Lemma VII.1, since the Laplace transform of
f(t) exp(−t) is the Laplace transform of f shifted by 1, the
Laplace transform of the RHS is[
Lφ˜Xc
]
(u+ 1) =
1
u+ 1
φXc
(
1
1 + u
)
. (31)
Equating (30) and (31), the result follows taking u = 1/t.
VIII. PROOF OF CONVOLUTION RELATION, THEOREM III.1
We first state a result that shows how the moments of circu-
larly symmetric random variables on C behave on convolution:
Lemma VIII.1. Given independent circularly symmetric Xc
and Yc and writing Zc :=
√
ηXc +
√
1− ηYc, we can write
φ˜Zc(t) = φ˜Xc (ηt) φ˜Yc ((1− η)t) . (32)
Proof: Consider independent Uc and Vc and write Wc =
Uc +Vc. Then [18, Eq. (3)] gives
E|Wc|2m =
m∑
n=0
(
m
n
)2
E|Uc|2nE|Vc|2m−2n.
Multiplying tm/(m!)2, and summing, we obtain that
φ˜Wc(t) = φ˜Uc(t)φ˜Vc(t)
and the result follows by rescaling.
Putting all this together we obtain:
Proof of Theorem III.1:
1. This result follows directly on combining (8) and (32).
2. Relabelling t = 1/(s−1) in (9) and using Lemma VII.1,
for any random variable U we obtain:[
Lφ˜Uc
]
(s) =
1
s
φUc
(
1
s
)
=
1
s− 1HU
(
1
s− 1
)
. (33)
Taking U = Z in (33), and using Lemma VIII.1, we know
that φ˜Zc = M
(η)
Xc
×M (1−η)
Yc
where M (η)
Xc
(t) = φ˜Xc (ηt). We
can use the fact that if F = [Lf ] then [Lf(at)] (s) = 1aF
(
s
a
)
to deduce using (33) that[
LM
(η)
Xc
]
(t) =
1
η
[
Lφ˜Xc
]( t
η
)
=
1
η
1
s− 1HX
(
1
s− 1
)∣∣∣∣
s=t/η
and (12) follows. A similar argument based on the fact that
M
(1−η)
Yc
(t) = φ˜Yc ((1− η)t) allows us to deduce (13).
IX. PROOF OF DE BRUIJN IDENTITY, THEOREM IV.3
We first prove the heat equation Theorem IV.1:
Proof of Theorem IV.1: By Lemma II.2.1) we can write
h(η; t) := H˜Zη (t) =
∞∑
n=0
pZη [n]Ln(−t). (34)
Using (10) we also write h(η; t) = H˜X(ηt) exp((1 − η)λY t)
and observe that this satisfies
∂
∂η
h(η; t) =
t
η
∂
∂t
h(η; t)− λY t
η
h(η; t). (35)
Hence, by differentiating (34) and using (35), we obtain
∞∑
n=0
∂
∂η
pZη [n]Ln(−t)
=
t
η
∂
∂t
h(η; t)− λY t
η
h(η; t)
=
−t
η
∞∑
n=0
pZη [n]
(
L′n(−t) + λY Ln(−t)
)
= −λY
η
∞∑
n=0
pZη [n]
(
n+ 1)Ln+1(−t)− (n+ 1)Ln(−t)
)
+
1+ λY
η
∞∑
n=0
pZη [n]
(
nLn(−t)− nLn−1(−t)
)
(36)
=
∞∑
n=0
∆
(
n
η
(
pZη [n− 1]λY − pZη [n](1 + λY )
))Ln(−t)
here (36) follows using the fact that [17, Eq. (5.1.14)]
zL′n(z) = nLn(z)−nLn−1(z). and using the three-term rela-
tion for Laguerre polynomials, −zLn(z) = (n+1)Ln+1(z)−
(2n+1)Ln(z)+nLn−1(z) (see [17, Eq. (5.1.10)]). Comparing
coefficients of Ln(−t) we conclude the result holds.
Proof of Theorem IV.3: Using (17), and writing pη for
pZη , we can express D(Zη‖Gη) as
∞∑
n=0
pη[n] log pη[n]− λ(η) log λ(η) + (1 + λ(η)) log(1 + λ(η)).
For any function u[n], the
∑∞
n=0 ∆(u[n]) log pη[n] =∑∞
n=0 u[n + 1] log(pη[n]/pη[n + 1]), so (assuming we can
exchange the sum and derivative) we obtain
∂
∂η
D(Zη‖Gη)
=
∞∑
n=0
∂
∂η
pη[n] log pη[n]− λ′(η) log
(
λ(η)
1 + λ(η)
)
=
∞∑
n=0
n+ 1
η
(pη[n]λY − pη[n+ 1](1 + λY ))
× log
(
pη[n]/(1 + λ(η))
pη[n+ 1]/λ(η)
)
(37)
where (37) follows using (14), and adding factors of (n+ 1)
to the top and bottom of the fraction to deduce the result.
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APPENDIX
The goal of this Appendix is to provide alternative proofs
of several results presented in this paper using tools from
quantum optics. These alternative proofs are not required to
follow any of our results in the main text. However, the reader
familiar with the basic notations of quantum optics (briefly
reviewed below) may find this discussion insightful.
The Appendix is organized as follows. In Section A, we
review the basics of quantum optics notation that we will need
to describe our results. In Section B, we provide simple alter-
native proofs of Lemma II.2, Theorem II.4, Theorem III.1 and
Lemma VIII.1 using quantum optics notation. In Section C, we
show how the discrete variable analogue of the heat equation,
Theorem IV.1 in the main text, can be derived as a special case
of a quantum result from [13]. Finally, in Section V we show
that the log-sum identity, Theorem V.1 of the main text, can be
interpreted as monotonicity of quantum relative entropy under
the action of a trace-preserving completely-positive map.
A. Brief review of quantum optics notation
1) Bosonic modes, quantum states, characteristic functions:
The annihilation operator a of a single mode of an electro-
magnetic field, and the creation operator a†, its Hermitian
conjugate, act on the number states {|n〉}, n ∈ Z+ in the
following way:
a |n〉 = √n |n− 1〉, and (38)
a† |n〉 = √n+ 1 |n+ 1〉, (39)
with 〈n|m〉 = δnm. The number states form a complete
orthonormal basis for the infinite-dimensional Hilbert space
H of a single bosonic mode. A quantum state of a mode
ρ ∈ D(H), where D(H) is the set of unit-trace positive
Hermitian operators (called “density operators”) in H.
A special class of states called coherent states,
|α〉 = e−|α|2/2
∞∑
n=0
αn√
n!
|n〉 (40)
are eigenstates of a, i.e., a |α〉 = α |α〉 for all α ∈ C. Coherent
states of a mode form an overcomplete basis, i.e.,∫
C
|α〉〈α|
pi
d2α =
∞∑
n=0
|n〉〈n| = I∞, (41)
where I∞ is the identity operator in H. The coherent state |0〉
is same as the number state |0〉, known as the vacuum state.
The displacement operator is defined as
D(α) = e−α
∗a+αa† , α ∈ C. (42)
The reason it is called the displacement operator is that it
displaces the vacuum state to a coherent state of a given
complex amplitude, i.e., |α〉 = D(α) |0〉, ∀α ∈ C. The matrix
elements of D(α) in the number state basis are given by:
〈n|D(α)|n〉 = e−|α|2/2 Ln
(|α|2) , (43)
〈m|D(α)|n〉 =
√
n!
m!
e−|α|
2/2 αm−n L(m−n)n
(|α|2) ,(44)
where the latter holds for m ≥ n. The following is a useful
expression:
eζa|n〉 =
n∑
m=0
ζk
√
1
m!
(
n
m
)
|n−m〉. (45)
The average of an operator O in state ρ, is 〈O〉 = tr(ρO).
From hereon, we will start labeling the density operator by
a subscript (e.g., X), where X is the label of the mode
whose state we are referring to. We define three characteristic
functions of a density operator ρX , with ζ ∈ C, as follows:
χρXN (ζ) = tr
(
ρX e
ζa†
Xe−ζ
∗aX
)
normal ordered (46)
χρXA (ζ) = tr
(
ρX e
−ζ∗aX eζa
†
X
)
anti-normal ordered(47)
χρXW (ζ) = tr
(
ρX e
−ζ∗aX+ζa
†
X
)
Wigner (48)
The Wigner characteristic function is the mean of the displace-
ment operator DX(ζ) = e−ζ
∗aX+ζa
†
X
. It is simple to show that
for any state ρX , its characteristic functions are related by:
χρXW (ζ) = e
|ζ|2/2 χρXA (ζ) (49)
= e−|ζ|
2/2 χρXN (ζ). (50)
The Husimi function, popularly known as the Q-function, of
a state ρX is defined as:
QX(α) =
〈α|ρX |α〉
pi
, α ∈ C. (51)
It readily follows from (41) that QX(α) is a proper probability
distribution, i.e., 0 ≤ QX(α) < 1/pi and
∫
C
QX(α)d
2α = 1
for any state ρX .
The Q-function and the anti-normal ordered characteristic
function are related by a Fourier transform relationship:
χρXA =
∫
C
QX(α) e
ζα∗−ζ∗α d2α, and (52)
QX(α) =
1
pi2
∫
C
χρXA e
−ζα∗+ζ∗α d2ζ. (53)
The density operator can in turn be retrieved from the
characteristic functions as follows:
ρX =
∫
C
χρXA (ζ)e
−ζa†
X eζ
∗aX
d2ζ
pi
(54)
=
∫
C
χρXW (ζ)D
†
X(ζ)
d2ζ
pi
(55)
=
∫
C
e−|ζ|
2/2χρXN (ζ)D
†
X(ζ)
d2ζ
pi
. (56)
It follows from Eqs. (43), (50) and the fact that L(−t) =∑n
m=0
(
n
m
)
tm
m! , that the normal ordered characteristic function
of the number state |n〉, i.e., ρX = |n〉〈n| is given by,
χ
|n〉〈n|
N (ζ) = Ln
(|ζ|2) (57)
=
n∑
m=0
(
n
m
)(−|ζ|2)m
m!
. (58)
2) Input output relationship of a beamsplitter: The Heisen-
berg description of the input-output relationship of a beam-
splitter of transmissivity η is given by:
aZ =
√
η aX +
√
1− η aY , (59)
where aX , aY and aZ are annihilation operators of two input
modes (X and Y) and an output mode (Z), respectively. We
take ρX , ρY and ρZ to be the density operators of the quantum
states of the respective modes. Let us also assume the input
states are statistically independent (viz., in a product state),
i.e., ρXY = ρX ⊗ ρY .
It readily follows from (59), and the fact that ρX and ρY
are statistically independent, that the characteristic functions
undergo a scaled multiplication under the beamsplitter mixing.
χρZN (ζ) = χ
ρX
N (
√
η ζ)χρYN (
√
1− η ζ), (60)
χρZA (ζ) = χ
ρX
A (
√
η ζ)χρYA (
√
1− η ζ), (61)
χρZW (ζ) = χ
ρX
W (
√
η ζ)χρYW (
√
1− η ζ). (62)
This is reminiscent of how the probability distribution func-
tions of statistically-independent random variables X and
Y undergo a scaled convolution under the operation Z =√
ηX+
√
1− ηY , and that the Fourier transforms of the pdfs
undergo a scaled multiplication.
3) Number diagonal states: Let us consider a state ρX =∑∞
n=0 pX [n]|n〉〈n|, which is diagonal in the number basis.
The unit trace condition of a density operator, tr(ρX) = 1,
implies that {pX [n]}, n ∈ Z+ is a proper p.m.f., where Z+
is the set of non-negative integers. We interpret pX [n] as the
p.m.f. of a discrete-valued random variable X that takes values
in Z+. The Q-function QX(α) is circularly symmetric (i.e.,
only a function of the magnitude |α|) if and only if ρX is
number diagonal [CITE]. Interpreting QX(α) as the p.d.f. of a
circularly-symmetric continuous-valued random variable Xc,
simple algebra leads us to the following 1-to-1 relationship
between the p.d.f. of Xc and the p.m.f. of X :
pXc(r) =
∞∑
n=0
pX [n]
e−|r|
2 |r|2n
n!pi
, and (63)
pX [n] =
1
pi
∫
C
pXc(r)Ln
(|s|2) exp(rs∗ − r∗s)drds,(64)
which was introduced in [12] as the pair of maps, Xc = T (X)
and X = T −1(Xc).
If two number diagonal states ρX =
∑∞
n=0 pX [n]|n〉〈n|
and ρY =
∑∞
n=0 pY [n]|n〉〈n| interfere on a beamsplitter of
transmissivity η (59), the output state is also number diagonal,
ρZ =
∑∞
n=0 pZ [n]|n〉〈n|. We define Y c and Zc analogously
from using (1). Since the Q-functions pXc(r), pY c(r) and
pZc(r) are Fourier inverses of the respective antinormal-
ordered characteristic functions χρXA (ζ), χ
ρY
A (ζ) and χ
ρZ
A (ζ),
given the characteristic functions multiply as in (61), we
conclude that Zc =
√
ηXc +
√
1− η Y c. As in [12], for
0 ≤ η ≤ 1, we define the beamsplitter addition operation ⊞η
acting on random variables supported on Z+ by
Z = X ⊞η Y = T −1
(√
ηT (X) +
√
1− ηT (Y )
)
, (65)
where the ‘+’ on the RHS of (65) is standard addition in C.
B. Transform relations involving discrete and continuous ex-
ponential generating functions
Let us consider a discrete-valued random variable X ∈ Z+,
a corresponding circularly-symmetric continuous-valued ran-
dom variable Xc ∈ C, and a number-diagonal state ρX with
photon number distribution pX , as described in Section A3.
Let us evaluate χρXN (ζ) using the definition (46) and the
normal ordered characteristic function of a number state (58):
χρXN (ζ) = tr
(
ρX e
ζa†
X e−ζ
∗aX
)
(66)
=
∞∑
n=0
pX [n]χ
|n〉〈n|
N (ζ)
=
∞∑
n=0
pX [n]
n∑
m=0
n!
(m!)2(n−m)!
(−|ζ|2)m
=
∞∑
m=0
(−|ζ|2)m
(m!)2
∞∑
n=m
pX [n]
n!
(n−m)! . (67)
Therefore, χρXN (ζ) is nothing but the exponential generating
function of X (see (5))
H˜X(t) =
∞∑
m=0
tm
m!
E (X)(m)
m!
, (68)
evaluated at t = −|ζ|2. Here we wrote E (X)(m) := EX(X−
1) . . . (X −m+ 1) = EX !/(X −m)! for the falling moment
of a random variable on Z+. In other words,
χρXN (ζ) = H˜X(−|ζ|2). (69)
Using Eqs. (57) and (69), we get
H˜X(−|ζ|2) =
∞∑
n=0
pX [n]Ln
(|ζ|2) . (70)
Next, we evaluate the number-basis diagonal elements of ρX
using Eq. (56), and use (43) to obtain:
pX [n] = 〈n|ρX |n〉
=
∫
C
e−|ζ|
2/2χρXN (ζ)e
−|ζ|2/2Ln
(|ζ|2) d2ζ
pi
=
∫ ∞
0
e−uH˜X(−u)Ln(u)du, (71)
where in the last step we expressed ζ = reiθ , used the
substitution |ζ|2 = r2 = u, d2ζ = 2dr dθ, integrated over
θ ∈ (0, 2pi], and used the relationship (69).
Hence we have the following (Lemma II.2 of the main text):
Lemma A.1. For any random variable X:
1) H˜X(t) =
∑∞
n=0 pX [n]Ln(−t), for t ∈ (−∞, 0], and
2) pX [m] =
∫∞
0 exp(−u)H˜X(−u)Lm(u)du.
Now, let us consider the exponential generating function of
(7), that is
φ˜Xc(t) =
∞∑
m=0
tm
m!
(
E|Xc|2m
m!
)
. (72)
It can be shown by evaluating Eq. (52) for circularly-
symmetric QX(α), that
χρXA (ζ) = φ˜X(−|ζ|2). (73)
Using χρXA (ζ) = e−|ζ|
2
χρXN (ζ) (see (49) and (50)), we get the
following theorem (Theorem II.4 of the main text):
Theorem A.2. For X and Xc linked by the transforms (1)
and (2) of [12], we can write
HX(t) =
1
1 + t
φXc
(
t
1 + t
)
, and (74)
H˜X(t) = exp(−t)φ˜Xc(t). (75)
Finally, since we interpreted φ˜Xc(t) and H˜X(t) as char-
acteristic functions, using Eqs. (60) and (61), we obtain the
following (Theorem III.1 and Lemma VIII.1 of the main text,
respectively):
H˜Z(t) = H˜X(ηt)H˜Y ((1 − η)t), and (76)
φ˜Zc(t) = φ˜Xc (ηt) φ˜Yc ((1− η)t) . (77)
C. The discrete variable heat equation
A bosonic Gaussian channel (BGC) can be characterized by
its action on the characteristic function of the input state. In
particular, for one-mode gauge-covariant BGCs, the transfor-
mation of the input state ρin to the output state ρout, expressed
in terms of their characteristic functions assumes the following
form (we are using the Wigner characteristic functions below):
χρout(ξ) = χρin(
√
τ ξ) exp[−y|ξ|2/2], (78)
where τ > 0 is the loss or gain parameter and y parametrizes
added (Gaussian) noise. The BGC is a valid TPCP map if
y ≥ |τ − 1|. For a lossy bosonic channel of transmissivity
η ∈ (0, 1) and added thermal noise of mean photon number
N , τ = η and y = (1 − η)(2N + 1). For a phase-insensitive
bosonic amplifier of gain κ > 1 and added thermal noise of
mean photon number N , τ = κ and y = (κ − 1)(2N + 1).
For a unit-gain additive thermal noise channel with photon-
number-unit noise variance N , τ = 1 and y = 2N . All single-
mode gauge-covariant BGCs posses a semi-group structure,
and consequently that a gauge-covariant single-mode BGC can
be represented as a one-parameter linear TPCP map [19],
ρ(t) = Φt(ρ) = e
tŁρ , (79)
with manifest semi-group structure
e(t+t
′)Ł = et
′ŁetŁ = etŁet
′Ł . (80)
Here Ł is a Lindblad operator that generates the dynamics of a
gauge-covariant BGC, and t can be viewed as a time parameter
corresponding to a continuous action of the channel on the
input state ρ(0), resulting in the final state ρ(t) at time t > 0.
With that interpretation, the equation of motion for ρ(t), under
the action of the channel, is given by
dρ(t)
dt
= Łρ(t) . (81)
For Gauge-covariant BGCs, the Lindblad operator is given by
Ł = γ+Ł+ + γ−Ł− , (82)
where
Ł+(ρ) = aˆ†ρaˆ− 1
2
aˆaˆ†ρ− 1
2
ρaˆaˆ† , (83)
Ł−(ρ) = aˆρaˆ† − 1
2
aˆ†aˆρ− 1
2
ρaˆ†aˆ . (84)
For a lossy channel with additive thermal noise, γ+ =
N, γ− = N + 1, where N is the mean photon number of
the thermal state. The channel transmissivity η = e−t. For a
phase-insensitive noisy amplifier channel, γ+ = N + 1, γ− =
N , and the amplifier gain κ = et. Finally, for an additive
Gaussian noise channel, γ+ = γ− = 1 with N = t.
When ρX is number diagonal, and ρY a number diagonal
with geometric pY [n] (thermal state) of mean λY , it is simple
to verify that (81) reduces to the following (Theorem IV.1 of
the main text):
Theorem A.3. For a given random variable X consider Zη :=
X ⊞η Y , where Y is a geometric with mean λY . Writing
λ(η) = ηλX + (1− η)λY for the mean of Zη we obtain
∂
∂η
pZη [n] := ∆
(
n
η
(
pZη [n− 1]λY − pZη [n](1 + λY )
))
,
(85)
where for any function u, we write ∆(u[n]) := u[n+1]−u[n].
D. Log-sum inequality as monotonicity of quantum relative
entropy under the action of a TPCP map
Given two quantum states ρ, σ ∈ D(H1), and a quan-
tum channel—a trace-preserving completely positive (TPCP)
map—T : D(H1) → D(H2), we have that [20]:
D(ρ||σ) ≥ D (T (ρ)||T (σ)) , (86)
where D(ρ||σ) = Tr {ρ (log ρ− log σ)} is the quantum rel-
ative entropy between the states ρ and σ. If ρ and σ are
simultaneously diagonalizable, i.e., ρ =
∑
k p[k]|k〉〈k| and
σ =
∑
k q[k]|k〉〈k| for some complete orthonormal basis {|k〉}
in H1, then the quantum relative entropy equals the classical
relative entropy between the probability distributions in the
common spectral basis, i.e., D(ρ||σ) = D(p||q). Eq. (86)
states that the action of a channel cannot increase the quantum
relative entropy between a pair of input states.
Any quantum measurement can be interpreted as a
(measure-and-prepare) quantum channel. Therefore, if a mea-
surement, described by POVM operators {Ek}, act on states
ρ and σ to induce probability distributions p[k] and q[k]
respectively, i.e., tr(ρEk) = p[k] and tr(σEk) = q[k], (86)
reduces to D(ρ||σ) ≥ D(p||q).
Consider number diagonal states ρX =
∑∞
n=0 pX [n]|n〉〈n|
and ρY =
∑∞
n=0 pY [n]|n〉〈n|. Since ρX and ρY are both
diagonal in the number basis, D(ρX ||ρY ) = D(X ||Y ), where
the RHS is the classical relative entropy between random
variables X and Y whose p.m.f.s are pX and pY respectively.
Let us consider measuring ρX and ρY in the coherent-state
(overcomplete) basis {(|α〉〈α|) /pi} , α ∈ C. See (41). The
measurement by definition induces the continuous circularly-
symmetric distributions pXc and pY c , the respective Husimi
functions of ρX and ρY . Therefore, the statement of Theo-
rem V.1 follows.
