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PURELY INFINITE SIMPLE KUMJIAN-PASK ALGEBRAS
HOSSEIN LARKI
Abstract. Given any finitely aligned higher-rank graph Λ and any uni-
tal commutative ring R, the Kumjian-Pask algebra KPR(Λ) is known as
the higher-rank generalization of Leavitt path algebras. After character-
izing simple Kumjian-Pask algebras by L.O. Clark and Y.E.P. Pangalela
(and others), we focus in this article on the purely infinite simple ones.
Briefly, we show that if KPR(Λ) is simple and every vertex of Λ is reached
from a generalized cycle with an entrance, then KPR(Λ) is purely in-
finite. We next prove a standard dichotomy for simple Kumjian-Pask
algebras: in the case that each vertex of Λ is reached only from finitely
many vertices and KPR(Λ) is simple, then KPR(Λ) is either purely in-
finite or locally matritial. This result covers all unital simple Kumjian-
Pask algebras.
1. Introduction
Motivated from the work of Roberston and Steger in [27], Kumjian and
Pask introduced the notion of a higher-rank graph as analogous of directed
graphs and an associated C∗-algebra as higher-rank generalization of graph
C∗-algebras. Directed graphs and their generalizations provide a framework
to analysis the associated C∗-algebras so that many specific relations and
properties of a C∗-algebra may be expressed by simple and visible features of
the underlying graph. So, the basic problem in the investigation of graph C∗-
algebras and their generalizations is “how can realize an structural property
of the C∗-algebra by observing the underlying graph”.
Despite some similarities in definitions, the structure of higher-rank graphs
and their C∗-algebras are more complicated than that of ordinary directed
graphs. However, there has been a great deal of attention to the structure
of higher-rank graph C∗-algebras (see [23, 24, 15, 29, 25, 26, 28, 19, 21, 14]
for example) because they contain interesting kinds of C∗-algebras besides
the classical graph C∗-algebras such as tensor products of graph C∗-algebras
[16] and many simple AT-algebras with real rank zero [21] among others.
In [16], Kumjian and Pask only considered row-finite k-graphs with no
sources. After that, Raeburn, Sims, and Yeend developed the Kumjian-
Pask’s construction by associating a C∗-algebra to a locally convex row-finite
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k-graph with possible sources [23] and to a finitely aligned k-graph [24] as
the most general higher-rank graph C∗-algebras.
Let R be a unital commutative ring. Associated to every finitely aligned
higher-rank graph (or k-graph) Λ, the Kumjian-Pask algebra KPR(Λ) is a
specific universal R-algebra as the algebraic version of higher-rank graph C∗-
algebras. They were first introduced in [5] for row-finite k-graphs without
sources, and then extended to locally convex row-finite and finitely aligned
k-graphs [10, 11]. Note that the class of Kumjian-Pask algebras includes all
Leavitt path algebras by identifying directed graphs as 1-graphs. However,
there are Kumjian-Pask algebras which do not belong to the class of Leavitt
path algebras (see [5, Section 7]).
The concept of pure infiniteness was introduced in [3] to classify simple
rings as an algebraic analogue of that for C∗-algebras [12]. It was then
generalized in [6] for possibly non-simple setting. It is well-known from
[1, 17] that a simple Leavitt path algebra LR(E) associated to a directed
graph E is purely infinite if and only if every vertex of E is reached from
a cycle (the direction of graphs in [1, 17] was considered as contrariwise
of ours). So, one may want to have a higher-rank version of this result
for the Kumjian-Pask algebras. The aim of present article is to investigate
the pure infiniteness of a simple Kumjian-Pask algebra KPR(Λ) when Λ
is finitely aligned. We use the notion of generalized cycles introduced by
Evans in [13] to give a (sufficient) condition under which a simple KPR(Λ)
would be purely infinite. In particular, we can determine all unital purely
infinite simple Kumjian-Pask algebras. Furthermore, we discuss on the ideal
structure of KPR(Λ) when Λ is cofinal and aperiodic.
The article is organized as follows. We begin by Section 2 with a review
of k-graphs and associated Kumjian-Pask algebras. In Sections 3 and 4,
we focus on the cofinality and aperiodicity of k-graphs as the fundamental
properties for characterizing simple Kumjian-Pask algebras. In particular,
we verify the ideal structure of KPR(Λ) when Λ is cofinal and aperiodic.
Moreover, in Section 4, we gives some relations between the aperiodicity
and generalized cycles of Λ.
In Sections 5 and 6, we investigate the pure infiniteness of simple Kumjian-
Pask algebras. Theorem 5.4 gives some conditions for Λ and R to insure
KPR(Λ) is purely infinite simple. It is the higher-rank analogue of [1, Theo-
rem 11] and [17, Proposition 3.1]. In Section 6, we consider k-graphs Λ with
this property: for each vertex v in Λ, there are at most finitely many vertices
connecting to v. In this case, we show a dichotomy for simple Kumjian-Pask
algebras KPR(Λ): if Λ contains a cycle, then KPR(Λ) is purely infinite; oth-
erwise, KPR(Λ) is locally matricial. Note that this result covers all unital
simple Kumjian-pask algebras.
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2. Preliminaries
In this section, we review the basic facts about higher-rank graphs from
[16, 23, 24] and their Kumjian-Pask algebras from [5, 11].
2.1. Higher-rank graphs. Let N be the set of non-negative integers. Fixed
an integer k ≥ 1, we regard Nk as a semigroup under pointwise addition
and denote the identity (0, . . . , 0) ∈ Nk by 0. We denote by e1, . . . , ek the
generators of Nk, where the ith coordinate of ei is 1 and the others are 0.
For n ∈ Nk, we write n = (n1, . . . , nk) and use ≤ for the partial order
on Nk given by m ≤ n if mi ≤ ni for all i. We also write m ∨ n for the
coordinate-wise maximum and m ∧ n for the coordinate-wise minimum.
Following [16], a higher-rank graph or k-graph Λ = (Λ0,Λ, r, s) is a count-
able small category Λ equipped with a degree functor d : Λ→ Nk satisfying
the unique factorisation property : if λ ∈ Λ and d(λ) = m+n for m,n ∈ Nk,
then there exist unique λ1, λ2 ∈ Λ such that d(λ1) = m, d(λ2) = n and
λ = λ1λ2. We usually denote λ(0,m) := λ1 and λ(m,d(λ)) := λ2.
Notice that we may view every 1-graph as a directed graph where the
degree of each morphism is equal to its length. So, for convenience, we refer
to the objects in Λ0 as vertices and think of each λ ∈ Λ as a path (of rank
k) from s(λ) to r(λ). If λ, µ ∈ Λ, then the composition λµ makes sense
if and only if r(µ) = s(λ). Recall that we have Λ0 ⊆ Λ where elements
of Λ0 are the paths of Λ with degree 0. For n ∈ Nk, we write Λn for
d−1(n) = {λ ∈ Λ : d(λ) = n}. Given λ ∈ Λ and E ⊆ Λ we define
λE := {λµ : µ ∈ E, r(µ) = s(λ)} and
Eλ := {µλ : µ ∈ E, s(µ) = r(λ)}.
Moreover, if H ⊆ Λ0 and E ⊆ Λ, we write
HE := {µ ∈ E : r(µ) ∈ H} and EH := {µ ∈ E : s(µ) ∈ H}.
We say that Λ is row-finite if vΛn is finite for every v ∈ Λ0 and n ∈ Nk.
We also say Λ to be locally convex if for every v ∈ Λ0, 1 ≤ i 6= j ≤ k, and
every λ ∈ vΛei , µ ∈ vΛej , the sets s(λ)Λej and s(µ)Λei are nonempty [23,
Definition 3.10].
Given µ, ν ∈ Λ, a minimal common extension for µ and ν is a path λ such
that
d(λ) = d(µ) ∨ d(ν) and λ = µα = νβ for some α, β ∈ Λ.
We denote by MCE(µ, ν) the set of all minimal common extension of µ and
ν. We also denote
Λmin(µ, ν) := {(α, β) ∈ Λ× Λ : µα = νβ ∈ MCE(µ, ν)}
and if µ ∈ Λ, E ⊆ Λ, then
Ext(µ;E) :=
⋃
ν∈E
{
α : (α, β) ∈ Λmin(µ, ν) for some β ∈ Λ
}
.
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Definition 2.1 ([23, Definition 2.2]). A k-graph Λ is called finitely aligned if
Λmin(µ, ν) is finite (possibly empty) for all µ, ν ∈ Λ.
Throughout the article, all k-graphs will be assumed to be finitely aligned.
2.2. Kumjian-Pask algebras. Let Λ be a k-graph and v ∈ Λ0. A subset
E ⊆ vΛ is called exhaustive if for every λ ∈ vΛ, there exists µ ∈ E such
that Λmin(µ, ν) 6= ∅. Let us denote FE(Λ) the collection of all finite and
exhaustive sets in Λ, that is,
FE(Λ) :=
⋃
v∈Λ0
{E ⊆ vΛ \ {v} : E is finite and exhaustive} .
It is shown in [15, Proposision 3.11] that if E ∈ vFE(Λ) and µ ∈ vΛ, then
Ext(µ;E) is also finite and exhaustive.
Definition 2.2. Let Λ be a finitely aligned k-graph and let R be a commu-
tative unital ring. A collection {Sλ, Sλ∗ : λ ∈ Λ} in an R-algebra A is called
a Kumjian-Pask Λ-family if it satisfies the following relations:
(KP1) SvSw = δv,wSv for all v,w ∈ Λ
0.
(KP2) SµSν = Sµν and Sν∗Sµ∗ = S(µν)∗ for all µ, ν ∈ Λ with s(µ) = r(ν).
(KP3) Sµ∗Sν =
∑
(α,β)∈Λmin(µ,ν) SαSβ∗ for all µ, ν ∈ Λ.
(KP4)
∏
µ∈E (Sv − SµSµ∗) = 0 for all E ∈ vFE(Λ).
It is shown in [11, Theorem 3.7] that there is a (unique up to isomor-
phism) universal R-algebra KPR(Λ) generated by a Kumjian-Pask Λ-family
{sλ, sλ∗ : λ ∈ Λ}. This means that if {Sλ, Sλ∗ : λ ∈ Λ} is a Kumjian-
Pask Λ-family in an R-algebra B, then there exists a homomorphism pi :
KPR(Λ) → B such that pi(sλ) = Sλ and pi(sλ∗) = Sλ∗ . We use lower-case
letters for generating Kumjian-Pask families. It is a consequence of relations
(KP1)-(KP4) that
KPR(Λ) = span{sµsν∗ : µ, ν ∈ Λ and s(µ) = s(ν)}.
Note that, by [11, Theorem 3.7(c)], every Kumjina-Pask algebra KPR(Λ) is
a Zk-graded ring with the grading components
KPR(Λ)n = span {sµsν∗ : s(µ) = s(ν) and d(µ)− d(ν) = n} (n ∈ Z
k)
(see also [5, Theorem 3.4] and [10, Theorem 3.7(b)]).
2.3. Boundary paths. Let Λ be a finitely aligned k-graph. For n ∈ Nk,
we denote by Λ≤n the set of all paths λ with d(λ) ≤ n which cannot be
extended to paths λµ with d(λ) < d(λµ) ≤ n; that is,
Λ≤n := {λ ∈ Λ : d(λ) ≤ n, and d(λ)i < ni =⇒ s(λ)Λ
ei = ∅} .
To define the boundary paths in Λ, we consider the following special k-
graphs.
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Example 2.3 ([16]). Given m ∈ (N ∪ {∞})k, let Ωk,m be the category
Ωk,m :=
{
(p, q) ∈ Nk × Nk : p ≤ q ≤ m
}
with r(p, q) := (p, p) and s(p, q) := (q, q). Then Ωk,m equipped with the
degree functor d(p, q) = q − p is a k-graph. We usually denote Ωk,m by Ωk
whenever m = (∞, . . . ,∞).
Corresponding to each λ ∈ Λ, we can define a degree-preserving functor
xλ : Ωk,d(λ) → Λ such that xλ(p, q) = λ(p, q) for all p ≤ q ≤ d(λ). Then
the range of xλ is equal to the set {λ(p, q) : p ≤ q ≤ d(λ)} of subpaths of
λ in Λ. Conversely, for every m ∈ Nk and graph morphism x : Ωk,m → Λ,
we have x = xx(0,m). So, there is a one-to-on correspondence between the
graph morphisms x : Ωk,m → Λ and the elements of Λ
m.
With this idea in mind, we recall the boundary paths of Λ. Following [15,
Definition 5.10], a boundary path in Λ is a graph morphism x : Ωk,m → Λ
such that for all (p, p) ∈ Ω0k,m and all E ∈ x(p, p)FE(Λ), there exists µ ∈ E
with x(p, p + d(µ)) = µ. We denote ∂Λ the set of all boundary paths in Λ.
The range map of Λ can be extended naturally to ∂Λ via r(x) := x(0, 0).
For any x ∈ ∂Λ, we also define d(x) := m ∈ (N ∪ {∞})k the degree of x. If
Λ is both locally convex and row-finite, then ∂Λ coincides with the set
Λ≤∞ := {x : Ωk,m → Λ : p ≤ d(x) and pi = d(x)i impliy x(p, p)Λ
ei = ∅}
introduced in [23]. However, we have Λ≤∞ ⊆ ∂Λ with possibly nonequal in
general. Recall also from [15, Lemma 5.13] that v∂Λ 6= ∅ for all v ∈ Λ.
For every x ∈ ∂Λ and n ≤ d(x), the shift of x is the boundary path
σn(x) ∈ ∂Λ such that d(σn(x)) = d(x) − n and σn(x)(p, q) := x(n + p, n +
q) for p ≤ q ≤ d(x) − n. Notice that the factorisation property implies
x(0, n)σn(x) = x.
3. Cofinality
Cofinality and aperiodicity are two key properties to characterize simple
graph algebras and their generalizations. In this section, we focus on the co-
final k-graphs and give some descriptions in Theorem 3.8 for ideal structure
of associated Kumjian-Pask algebras.
Definition 3.1 ([29, Definition 8.4]). Let Λ be a finitely aligned k-graph. We
say that Λ is cofinal if for every v ∈ Λ0 and x ∈ ∂Λ, there exists n ≤ d(x)
such that vΛx(n) 6= ∅.
If Λ is a locally convex row-finite k-graph, using [5, Theorem 5.1] and [10,
Theorem 9.4], basic graded ideals of KPR(Λ) may be completely character-
ized by saturated hereditary subsets of Λ0. However, in the non-row-finite
case it seems that the structure of basic graded ideals of KPR(Λ) is more
complicated (see [32, 18] for Leavitt path algebras and [29] for higher-rank
graph C∗-algebras). In Theorem 3.8 below, we see that the confinality of Λ
is equivalent to having only trivial saturated hereditary sets.
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Definition 3.2. Let Λ be a finitely aligned k-graph.
(1) A subset H ⊆ Λ0 is called to be hereditary if v ∈ H and vΛw 6= ∅,
we then have w ∈ H.
(2) A subset H ⊆ Λ0 is called to be saturated if E ⊆ vFE(Λ) with
s(E) ⊆ H, we then have v ∈ H.
For convenience, we write v ≤ w whenever vΛw 6= ∅; that means, there
exists a path λ ∈ Λ from w to v. Recall from [29, Lemma 3.2] that for
any hereditary set H ⊆ Λ0, the smallest saturated hereditary subset of Λ0
containing H is
H := H ∪
{
v ∈ Λ0 \H : there exists E ∈ vFE(Λ) with s(E) ⊆ H
}
.
Moreover, ifH is hereditary and saturated, the restricted category Λ\ΛH :=
(Λ0 \H,Λ \ ΛH, r, s, d) is a k-graph [29, Lemma 4.1].
Lemma 3.3. Let Λ be a finitely aligned k-graph and let H be a saturated
hereditary subset of Λ0. If E ∈ vFE(Λ) and v /∈ H, then E′ := E \ EH ∈
vFE(Λ \ ΛH).
Proof. Notice that, since v /∈ H, we have E′ 6= ∅ by the saturation property.
So, it suffices to show that ExtΛ\ΛH(λ;E
′) 6= ∅ for all λ ∈ v(Λ \ ΛH). To
do this, fix arbitrary λ ∈ v(Λ \ ΛH). Lemma 2.3 of [30] says that the set
ExtΛ(λ;E) ⊆ s(λ)Λ is finite and exhaustive. Since s(λ) /∈ H, the saturation
property of H gives some λ′ ∈ ExtΛ(λ;E) such that s(λ
′) /∈ H. Thus we
may factorise λλ′ = νβ with ν ∈ E, β ∈ Λ \ ΛH and d(λλ′) = d(λ) ∨ d(ν).
As s(ν) /∈ H and ν ∈ E′ = E \ EH, we conclude that λ′ ∈ ExtΛ\ΛH(λ;E
′),
as desired. 
Lemma 3.4. Let Λ be a finitely aligned k-graph and let H be a saturated
hereditary subset of Λ0. Suppose that {Tλ, Tλ∗ : λ ∈ Λ \ ΛH} is a Kumjian-
Pask (Λ \ ΛH)-family in an R-algebra A. If we set
Sλ :=
{
Tλ λ ∈ Λ \ ΛH
0 λ ∈ ΛH
and Sλ∗ :=
{
Tλ∗ λ ∈ Λ \ ΛH
0 λ ∈ ΛH,
then {Sλ, Sλ∗ : λ ∈ Λ} is a Kumjian-Pask Λ-family in A.
Proof. For the family {Sλ, Sλ∗ : λ ∈ Λ}, (KP1) is trivial, whereas (KP2) is
a straightforward implication of the hereditary property of H.
For (KP3), fix µ, ν ∈ Λ and consider the following two cases:
Case 1: Either µ or ν belongs to ΛH. So, assume µ ∈ ΛH. Then
Sµ = Sµ∗ = 0 and for every (α, β) ∈ Λ
min(µ, ν) we have µα ∈ ΛH by the
hereditariness. Thus, s(α) ∈ H, Sα = 0, and SαSβ∗ = 0, and we get∑
(α,β)∈Λmin(µ,ν)
SαSβ∗ = 0 = Sµ∗Sν .
The case ν ∈ ΛH is similar.
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Case 2: Both µ, ν belong to Λ \ ΛH. Since {Tλ, Tλ∗ : λ ∈ Λ \ ΛH} is a
Kumjian-Pask (Λ \ ΛH)-family, we have
Tµ∗Tν =
∑
(α,β)∈(Λ\ΛH)min(µ,ν)
TαTβ∗
by (KP3). Moreover, for every (α, β) ∈ Λmin(µ, ν) \ (Λ \ ΛH)min(µ, ν),
we have µα ∈ MCEΛ(µ, ν) \MCEΛ\ΛH(µ, ν) which follows µα ∈ ΛH and
α ∈ ΛH. So Sα = 0 by definition. Thus, we may compute∑
(α,β)∈Λmin(µ,ν)
SαSβ∗ =
∑
(α,β)∈(Λ\ΛH)min(µ,ν)
SαSβ∗
=
∑
(α,β)∈(Λ\ΛH)min(µ,ν)
TαTβ∗
= Tµ∗Tν = Sµ∗Sν ,
and (KP3) holds for Sµ∗Sν .
For (KP4), fix E ∈ FE(Λ) and write v := r(E). If v ∈ H, then λ ∈ ΛH for
every λ ∈ E, and (KP4) trivially holds for E. So, suppose v /∈ H. Lemma
3.3 implies that E′ := E \ EH is a finite and exhaustive set in the k-graph
Λ \ ΛH. We may use (KP4) for Tλ’s to conclude that∏
λ∈E
(Sv − SλSλ∗) =
(∏
λ∈E′
(Sv − SλSλ∗)
)( ∏
λ∈EH
(Sv − SλSλ∗)
)
=
(∏
λ∈E′
(Tv − TλTλ∗)
)
(Tv) = 0.
This completes the proof. 
Given a subset H ⊆ Λ0, we write IH for the (two-sided) ideal of KPR(Λ)
generated by {sv : v ∈ H}. Furthermore, for an ideal I of KPR(Λ) and
r ∈ R, we define HI,r := {v ∈ Λ
0 : rsv ∈ I}. If r = 1R, HI,r will be denoted
by HI . The proof of next lemma is similar to that of [29, Lemma 3.3].
Lemma 3.5. Let Λ be a finitely aligned k-graph and let R be a unital com-
mutative ring. If I is an ideal of KPR(Λ), then HI,r is a hereditary and
saturated subset of Λ0 for every r ∈ R.
The following is [5, Lemma 5.4] for finitely aligned k-graphs.
Lemma 3.6. Let H be a hereditary subset of Λ0. Then
(3.1) IH = span{sµsν∗ : µ, ν ∈ Λ, s(µ) = s(ν) ∈ H},
that is a graded ideal of KPR(Λ) and we have HIH = H.
Proof. Denote the right-hand side of equation 3.1 by J . Since H ⊆ HIH , we
have sµsν∗ = sµss(µ)sν∗ ∈ IH for every µ, ν ∈ Λ with s(µ) = s(ν) ∈ H, and
hence J ⊆ IH .
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For the reverse, since J contains the generators {sv : v ∈ H}, it suffices
to show that J is an ideal of KPR(Λ). For this, fix some sµsν∗ with s(µ) =
s(ν) ∈ H and some sλsσ∗ ∈ KPR(Λ). Using (KP3), we get
(3.2) sµsν∗sλsσ∗ = sµ(sν∗sλ)sσ∗ =
∑
(ρ,τ)∈Λmin(ν,λ)
sµρs(στ)∗ .
Since H is hereditary, the facts r(ρ) = s(µ) and r(τ) = s(σ) yield that
s(ρ), s(τ) ∈ H. Thus each nonzero summand in (3.2) lies in J , so does
sµsν∗sλsσ∗ . By a same argument, we have also sλsσ∗sµsν∗ ∈ J . Therefore,
J is an ideal of KPR(Λ) and equation 3.1 follows. Note that IH is a graded
ideal as generated by homogenous elements.
Now we show HIH = H. Since H ⊆ HIH , Lemma 3.5 gives H ⊆ HIH .
To see HIH ⊆ H, we show that v /∈ H implies sv /∈ IH for every v ∈ Λ
0.
To do this, consider the k-graph Λ \ ΛH and let KP(Λ \ ΛH) generated by
a Kumjian-Pask Λ-family {tλ, tλ∗ : λ ∈ ΛH}. Using Lemma 3.4, we may
extended this family to a Kumjian-Pask Λ-family {Tλ, Tλ∗ : λ ∈ Λ}. Then,
by the universality, there is a homomorphism{
φ : KPR(Λ) −→ KP(Λ \ ΛH)
rsµsν∗ 7−→ rTµTν∗ (µ, ν ∈ Λ and s(µ) = s(ν)).
Since φ(sv) = 0 for v ∈ H, φ vanishes on IH . On the other hand, for each
v ∈ Λ0 \ H, we have φ(sv) = tv 6= 0 and hence sv /∈ kerφ ⊇ IH . Now the
result follows. 
We will also need the next lemma to prove Theorem 3.8. To prove it, we
use some terminology of [24, Section 3]. Fix a finite set E ⊆ Λ. By [24,
Lemma 3.2], there exists a finite set F ⊆ Λ containing E which satisfies
(3.3)
λ, µ, ρ, τ ∈ F, d(λ) = d(µ), d(ρ) = d(τ), s(λ) = s(µ), and s(ρ) = s(τ)
imply
{
λα, τβ : (α, β) ∈ Λmin(µ, ρ)
}
.
We define the finite sets
ΠE :=
⋂
{F ⊆ Λ : E ⊆ F and F satisfies (3.3)}
and
ΠE ×d,s ΠE := {(λ, µ) ∈ ΠE ×ΠE : d(λ) = d(µ), s(λ) = s(µ)} .
Then similar to [24, Lemma 3.2], we may show that
M sΠE := spanR {sλsµ∗ : (λ, µ) ∈ ΠE ×d,s ΠE}
is a finite-dimensional subalgebra of KPR(Λ)0. Recall also from [11, Lemma
4.2] that M sΠE is spanned by {Θ(s)
ΠE
λ,µ : (λ, µ) ∈ ΠE ×d,s ΠE}, where
Θ(s)ΠEλ,µ := sλ

 ∏
λν∈ΠE
d(ν)6=0
(
ss(λ) − sλνs(λν)∗
)

 sµ∗ .
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Lemma 3.7 (See [5, Proposition 6.3]). Let Λ be a finitely aligned k-graph
and R a unital commutative ring. If J is an ideal of R, then we have the
following:
(1) If rsv ∈ JKPR(Λ), then r ∈ J .
(2) If I is an ideal of KPR(Λ) such that JKPR(Λ) ⊆ I, then the action
(r + J)(x+ I) := rx+ I (for r ∈ R, x ∈ KPR(Λ))
forms the quotient KPR(Λ)/I as an R/J-algebra.
(3) We have
KPR(Λ)
JKPR(Λ)
∼= KPR
J
(Λ)
as R/J-algebras.
Proof. For (1), suppose that rsv ∈ JKPR(Λ) for some r ∈ R and v ∈ Λ
0.
If rsv = 0, we must have r = 0 ∈ J by [11, Theorem 3.7(b)]. So assume
rsv 6= 0. Since rsv ∈ (JKPR(Λ))0 = JKPR(Λ)0, there is a finite span
rsv =
∑
(α,β)∈F
rα,βsαsβ∗
for rsv, where rα,β ∈ J and d(α) = d(β) for every (α, β) ∈ F . Thus we
may consider the matricial subalgebra M sΠF of KPR(Λ)0 and see that rsv ∈
JM sΠF . Recall from [11, Lemma 4.2] that {Θ(s)
ΠF
λ,µ : (λ, µ) ∈ ΠF ×d,s ΠF}
forms a set of matrix units which spans M sΠF . Hence one can write
rsv =
∑
(λ,µ)∈ΠF×d,sΠF
rλ,µΘ(s)
ΠF
λ,µ (rλ,µ ∈ J).
In particular, we have r(λ) = r(µ) = v for every rλ,µ 6= 0. Fix some
(σ, γ) ∈ ΠF ×d,s ΠF with r(λ) = r(µ) = v; since rsv 6= 0, such (σ, γ) exists.
We then compute
rΘ(s)ΠFγ,γ =
(
Θ(s)ΠFσ,γ
)∗
rsv
(
Θ(s)ΠFσ,γ
)
=
(
Θ(s)ΠFσ,γ
)∗∑
(λ,µ)
rλ,µΘ(s)
ΠF
λ,µ

Θ(s)ΠFσ,γ
=
∑
(λ,µ)
rλ,µ
(
Θ(s)ΠFσ,γ
)∗ (
Θ(s)ΠFλ,µΘ(s)
ΠF
σ,γ
)
=
∑
(λ,µ)
rλ,µ
(
Θ(s)ΠFσ,γ
)∗ (
δµ,σΘ(s)
ΠF
λ,γ
)
=
∑
(λ,µ)
rλ,µδσ,λδµ,σΘ(s)
ΠF
γ,γ
= rσ,σΘ(s)
ΠF
γ,γ .
Therefore, (r − rσ,σ)Θ(s)
ΠF
γ,γ = 0 which follows r = rσ,σ ∈ J because
Θ(s)ΠFγ,γ 6= 0. This proves statement (1).
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For (2), it suffices to show that the action of R/J on KPR(Λ)/I is well-
defined. Indeed, if r + J = s+ J and x+ I = y + I, then
rx− sy = r(x− y) + (r − s)y ∈ I + JKPR(Λ) ⊆ I.
So, we get rx+ I = sy + I, as desired.
Finally we prove statement (3). Let {tλ, tλ∗ : λ ∈ Λ} be a Kumjian-Pask
Λ-family generating KPR/J (Λ) and view the quotient KPR(Λ)/JKPR(Λ) as
an R/J-algebra by part (2). Since {sλ+JKPR(Λ), sλ∗ +JKPR(Λ) : λ ∈ Λ}
is a Kumjian-Pask Λ-family, the universality gives a homomorphism φ :
KPR/J (Λ) → KPR(Λ)/JKPR(Λ) such that φ((r + J)tλ) = rsλ + JKPR(Λ)
and φ((r+ J)tλ∗) = rsλ∗ + JKPR(Λ). Note that JKPR(Λ) is a graded ideal
of KPR(Λ), so KPR(Λ)/JKPR(Λ) is Zk-graded with the grading components(
KPR(Λ)
JKPR(Λ)
)
n
:=
KPR(Λ)n
JKPR(Λ)
(n ∈ Zk).
Thus φ is a graded homomorphism because each grading component KPR/J(Λ)n
is embedded into (KPR(Λ)/JKPR(Λ))n. Moreover, part (1) implies that
φ((r + J)tv) 6= 0 for every v ∈ Λ
0 and r ∈ R \ J . Now apply the graded
uniqueness theorem [11, Theorem 4.1] to obtain the injectivity of φ. As φ is
surjective either, we conclude that it is an R/J-algebra isomorphism from
KPR/J (Λ) onto KPR(Λ)/JKPR(Λ). 
Theorem 3.8. Let Λ be a finitely aligned k-graph and R a unital commu-
tative ring. Then the following statements are equivalent.
(1) Λ is cofinal.
(2) The only saturated hereditary subsets of Λ0 are ∅ and Λ0.
(3) Every graded ideal of KPR(Λ) is of the form JKPR(Λ) for some ideal
J of R.
(4) For every ideal I of KPR(Λ), there exists an ideal J of R such that
I ∩KPR(Λ)0 ⊆ JKPR(Λ) ⊆ I.
(5) For every ideal I of KPR(Λ)containing some sv, where v ∈ Λ
0, we
have I = KPR(Λ).
Proof. (1) =⇒ (2): Let Λ be cofinal and suppose on the contrary that H 6=
∅,Λ0 is a nontrivial saturated hereditary subset of Λ0. The saturation and
hereditary properties of H are equivalent to the conditions (i) and (ii) of [19,
Lemma 5.2] for K := Λ0\H, respectively. Since Λ0\H 6= ∅, [19, Lemma 5.2]
gives some x ∈ ∂Λ such that x(n) ∈ Λ0 \H for every n ≤ d(x). Take some
v ∈ H. By the cofinality, there exists E ∈ x(0)FE(Λ) such that vΛs(α) 6= ∅
for every α ∈ E. Since x ∈ ∂Λ, there is α ∈ E such that x(0, d(α)) = α. In
particular, x(d(α)) = s(α) and vΛx(d(α)) 6= ∅. On the other hand, we have
v ∈ H and so x(d(α)) ∈ H by the hereditary property. This contradicts the
choice of x.
(2) =⇒ (1): Suppose that ∅ and Λ0 are the only saturated hereditary
subsets of Λ0. Take some v ∈ H and x ∈ ∂Λ. If we define Hv := {s(λ) : λ ∈
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vΛ}, then Hv is hereditary and by [29, Lemma 3.2] its saturation is
Hv = H ∪
{
w ∈ Λ0 : there exists E ∈ wFE(Λ) such that s(E) ⊆ Hv
}
.
Apply statement (2) to get Hv = Λ
0. So r(x) ∈ Hv and there exists a finite
exhaustive set E with s(E) ⊆ Hv. Note that if r(x) ∈ H, then {r(x)} is
finite and exhaustive. Since x is a boundary path, there is µ ∈ E such that
x(0, d(µ)) = µ. In particular, we have µ ∈ r(x)Λs(λ) for some λ ∈ vΛ.
Hence, λ ∈ vΛs(λ) = vΛs(µ) and so vΛx(d(µ)) 6= ∅. As v and x were
arbitrary, we conclude the cofinality of Λ.
(2) =⇒ (3): Let I be a graded ideal of KPR(Λ). If we set
J := {r ∈ R : rsv ∈ I for some v ∈ Λ
0},
then J is an ideal of R. We show that I = JKPR(Λ). Note that for every
r ∈ R, the set HI,r = {v ∈ Λ
0 : rsv ∈ I} is saturated and hereditary. If
r ∈ J , then HI,r 6= ∅ and hence we have HI,r = Λ
0 and rKPR(Λ) ⊆ I. This
follows JKPR(Λ) ⊆ I.
For the reverse containment, we consider the quotient map{
φ : KPR(Λ)JKPR(Λ) →
KPR(Λ)
I
x+ JKPR(Λ) 7→ x+ I for x ∈ KPR(Λ)
which is well-defined because JKPR(Λ) ⊆ I. Let pi : KPR/J(Λ)→ KPR(Λ)/JKPR(Λ)
be the isomorphism of Lemma 3.7(3). Note that if {tλ, tλ∗ : λ ∈ Λ} is a gen-
erating family for KPR/J (Λ), we have φ ◦ pi((r + J)tv) = rsv + I 6= I for all
r ∈ R \ J and v ∈ Λ0. Also, since both I and JKPR(Λ) are graded ideals
of KPR(Λ), then I/JKPR(Λ) is a graded ideal of KPR(Λ)/JKPR(Λ) ∼=
KPR/J (Λ). Hence the quotient
KPR(Λ)
I
∼=
KPR(Λ)/JKPR(Λ)
I/JKPR(Λ)
is a graded R/J-algebra and φ ◦ pi is a graded homomorphism. Now we
may apply the gauge invariant uniqueness theorem [11, Theorem 4.1] for
φ◦pi : KPR/J(Λ)→ KPR(Λ)/I to conclude that φ◦pi is injective. Therefore,
φ is injective, and we get I = JKPR(Λ) as desired.
(3) =⇒ (4): Suppose that I is an ideal of KPR(Λ) and I0 is the ideal
of KPR(Λ) generated by I ∩ KPR(Λ)0. Then I0 is a graded ideal because
generated by homogeneous elements. By statement (3), there exists an ideal
J of R such that I0 = JKPR(Λ), and so, we have I∩KPR(Λ)0 ⊆ JKPR(Λ) =
I0 ⊆ I.
(4) =⇒ (5): If I is an ideal of KPR(Λ) containing some sv, then HI :=
{w ∈ Λ0 : sw ∈ I} is a nonempty saturated hereditary subset of Λ
0 and
we have IHI ⊆ I. Since IHI is a graded ideal by Lemma 3.5, statement
(4) implies that there is an ideal J of R so that JKPR(Λ) = IHI . But
1R.sv = sv ∈ IHI = JKPR(Λ) which follows 1R ∈ J by Lemma 3.7(1).
Hence J = R and we get I = IHI = KPR(Λ).
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(5) =⇒ (2): Suppose that H is a nonempty saturated hereditary subset
of Λ0. If v ∈ H, then IH is an ideal of KPR(Λ) containing sv. So we have
IH = KPR(Λ) by statement (5) which follows HIH = Λ
0. On the other
hand, Lemma 3.5 says that HIH = H and hence H = Λ
0. It follows (2) and
completes the proof. 
4. aperiodicity and generalized cycles
There are several aperiodicity conditions in the literature which are equiv-
alent (see [28, Proposition 2.11] and [19, Proposition 3.6]). Here, we consider
the following from [25, 28].
Definition 4.1. Let Λ be a finitely aligned k-graph. For v ∈ Λ0 and m 6=
n ∈ Nk, we say Λ has a local periodicity m,n at v if for every x ∈ v∂Λ we
have m ∨ n ≤ d(x) and σm(x) = σn(x). We say that Λ is aperiodic if Λ has
no local periodicity at all v ∈ Λ0; that is, for every v ∈ Λ0 and m 6= n ∈ Nk,
there exists x ∈ v∂Λ such that either m ∨ n  d(x) or σm(x) 6= σn(x).
In [13], Evans introduces the notion of generalized cycle for higher-rank
graphs. In spite of ordinary 1-graphs, we could not completely describe
the aperiodicity of k-graphs by properties of generalized cycles. However,
we give some relations between generalized cycles and the aperiodicity in
Corollary 4.5 below.
Definition 4.2 (See [13, 14]). Let Λ be a finitely aligned k-graph. A gener-
alized cycle in Λ is a pair (µ, ν) of distinct paths in Λ such that s(µ) = s(ν),
r(µ) = r(ν) and MCE(µτ, ν) 6= ∅ for all τ ∈ s(µ)Λ. A path τ ∈ s(ν)Λ is
called an entrance for (µ, ν) whenever MCE(µ, ντ) = ∅.
We use [14, Lemma 3.2] to prove Lemmas 4.3 and 4.4 below, which says
that a pair (µ, ν) with s(µ) = s(ν) and r(µ) = r(ν) is a generalized cycle if
and only if the set Ext (µ; {ν}) is finite and exhaustive.
The proof of next lemma is analogous with that of [14, Lemma 3.7] with
a small modification.
Lemma 4.3. Let Λ be a finitely aligned k-graph. If (µ, ν) is a general-
ized cycle in Λ, then sµsµ∗ ≤ sνsν∗ (in the sense that (sµsµ∗)(sνsν∗) =
(sνsν∗)(sµsµ∗) = sµsµ∗). Furthermore, (µ, ν) has no entrances if and only
if sµsµ∗ = sνsν∗.
Lemma 4.4. Let Λ have a local periodicity m, n at v. Then for every µ ∈
vΛm∨n, there is a unique ν ∈ vΛn−m+m∨n such that (µ, ν) is a generalized
cycle. Moreover, such generalized cycles have no entrances.
Proof. Fix µ ∈ vΛm∨n and let x ∈ s(µ)∂Λ. Then µx ∈ v∂Λ by [15, Lemma
5.13]. Note that the local periodicity implies σm(µx) = σn(µx), and so,
d(µx)−m = d(µx)− n. In particular, we have d(µx)i =∞ for each index i
with mi 6= ni. We set ν := µx(0, n −m +m ∨ n) and show that (µ, ν) is a
generalized cycle without entrances. Again, the local periodicity gives that
(4.1) ν = µx(0, n)µx(n, n−m+m ∨ n) = µx(0, n)µ(m,m ∨ n).
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Hence, s(ν) = s(µ) and r(ν) = r(µ). To see (µ, ν) is a generalized cycle with-
out without entrances, we show that MCE(µτ, ν) 6= ∅ and MCE(µ, ντ) 6= ∅
for all τ ∈ s(µ)Λ. For this, take arbitrary τ ∈ s(µ)Λ. Let y ∈ s(τ)∂Λ and
define z := τy ∈ ∂Λ. Then
µz = µz(0, n)σn(µz)
= µz(0, n)σm(µz) = µz(0, n)µz(m,m ∨ n)σm∨n(µz)
= µ(0, n)µ(m,m ∨ n)z = νz (by 4.1).
We also have
µz(0,m ∨ n+ d(τ)) = µτy(0,m ∨ n+ d(τ)) = µτ,
µz(0, n −m+m ∨ n) = νz(0, n −m+m ∨ n) = ν
and hence, µz(0, d(µτ) ∨ d(ν)) ∈MCE(µτ, ν).
Similarly, since µz = νz = ντy, we have
µz(0, (m∨n)∨(d(τ)+n−m+m∨n)) = µz(0, (n−m+d(τ))+m∨n) ∈ MCE(ντ, µ).
Therefore, both MCE(µτ, ν) and MCE(ντ, µ) are nonempty which imply
that (µ, ν) is a generalized cycle without any entrance.
To complete the proof, we show that such morphism ν is unique in
vΛn−m+m∨n. Indeed, if (µ, ν) and (µ, ν ′) are two generalized cycles such
that ν, ν ′ ∈ vΛn−m+m∨n, then sνsν∗ = sµsµ∗ = sν′sν′∗ by Lemma 4.3. This
turns out 0 6= sν∗sν′ = δν,ν′ss(ν), and so ν = ν
′ as desired. 
As usual, we say µ ∈ Λ6=0 is a cycle whenever s(µ) = r(µ). Note that if
µ is a cycle, then (µ, {s(µ)}) would be a generalized cycle in Λ. Following
[14], a cycle µ ∈ Λ is called an initial cycle if we have r(µ)Λei = ∅ whenever
d(µ)i = 0.
Corollary 4.5. Let Λ be a finitely aligned k-graph. Then
(1) If every generalized cycle has an entrance, Λ is aperiodic.
(2) If Λ is aperiodic, every initial cycle in Λ has an entrance.
Proof. Statement (1) follows from Lemma 4.4. For (2), we prove the con-
trapositive statement. So, assume µ is an initial cycle with no entrances.
Then by the factorisation property, there exists a unique functor µ∞ such
that µ∞(ld(µ), (l + 1)d(µ)) = µ for all l ∈ N. Since r(µ)Λei = ∅ whenever
d(µ)i = 0, similar to proof of [23, Lemma 2.11] we may show that the graph
morphism µ∞ is a boundary path. Take an arbitrary x ∈ r(µ)∂Λ. As µ has
no entrances, we must have d(µ) ≤ d(x) and MCE(µ, x(0, d(µ))) 6= ∅, which
follows x(0, d(µ)) = µ and x = µσd(µ)(x). An inductive argument shows
also that x = µlσld(µ)(x) for every l ∈ N, and hence x = µ∞. Since x was
arbitrary, we conclude that r(µ)∂Λ = {µ∞}, and therefore, Λ has a local
periodicity 0, d(µ) at r(µ). 
We know known that Λ is aperiodic and cofinal if and only if KPR(Λ) is
basically simple (see [5, Theorem 5.14], [10, Theorem 8.5], and [11, Theorem
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9.3]). In the following, we describe the ideal structure of basically simple
Kumjian-Pask algebras.
Proposition 4.6. Let Λ be a finitely aligned k-graph and R a unital com-
mutative ring. Then the following are equivalent:
(1) Λ is aperiodic and cofinal.
(2) Λ is aperiodic and the only saturated hereditary subsets of Λ0 are ∅
and Λ0.
(3) Every ideal of KPR(Λ) is of the form JKPR(Λ) for some ideal J of
R.
Proof. The implication (1) ⇒ (2) follows from Theorem 3.8. For (2) ⇒ (3),
let I be an ideal of KPR(Λ). If we define
J := {r ∈ R : rsv ∈ I for some v ∈ Λ
0},
then J is an ideal of R. Similar to the proof of (2) ⇒ (3) in Theorem 3.8,
we can show JKPR(Λ) ⊆ I. Notice that we have rsv /∈ I for every r ∈ R \J
and v ∈ Λ0. Consider the quotient homomorphism q : KPR(Λ)/JKPR(Λ)→
KPR(Λ)/I and let us denote pi : KPR/J (Λ) → KPR(Λ)/JKPR(Λ) the iso-
morphism of Lemma 3.7(3). If {tλ, tλ∗ : λ ∈ Λ} is a generating Λ-family
for KPR/J(Λ), we have q ◦ pi((r + J)tv) = q(rsv + JKPR(Λ)) 6= I for all
r ∈ R \ J and v ∈ Λ0. Then the Cuntz-Krieger uniqueness theorem [11,
Theorem 8.1] implies that q ◦ pi is injective. Thus, q is injective either, and
we get I = JKPR(Λ), as desired.
(3) =⇒ (1). Suppose that the statement (3) holds. By Theorem 3.8(3), Λ
is cofinal. So, we show that Λ is aperiodic. Let pis : KPR(Λ)→ End(FR(∂Λ))
be the boundary path representation of [11, Definition 3.9]. [11, Proposition
3.6] implies that pis(rsv) 6= 0 for every r ∈ R \ {0} and v ∈ Λ
0, and so,
the ideal ker pis contains no elements rsv for r ∈ R \ {0} and v ∈ Λ
0. By
statement (3), we must have ker pis = (0), and hence pis is injective. Now we
apply [11, Corolary 8.3] to obtain the aperiodicity of Λ. 
5. Purely infinite simple Kumjian-Pask algebras
In this section, we use the notion of generalized cycles to give some condi-
tions for R and Λ in Theorem 5.4 under which the associated Kumjian-Pask
algebra KPR(Λ) is purely infinite simple. Since every ordinary cycle in Λ
may be considered as a generalized cycle, this result is the extension of [1,
Theorem 11] and [17, Theorem 3.1] to Kumjian-Pask algebras.
Let A be a ring. Recall from [3, Definition 1.2] that an idempotent e in A
is called infinite if eA is isomorphic to a proper direct summand of itself as
right A-modules. We say that A is purely infinite if every nonzero right ideal
of A contains an infinite idempotent. It is a consequence of [3, Theorem 1.6]
that the definition of purely infinite simple rings is left-right symmetric.
We need the next lemma, Lemma 5.2, to prove Theorem 5.4 which is an
extension of [5, Proposition 4.9] to finitely aligned k-graphs. However, it
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seems that we cannot apply the computations of [5] in the non-row-finite
setting. We use the theory of Steinberg algebras to prove Lemma 5.2.
Let us first briefly review from [11, Section 5] the construction of Stein-
berg algebra AR(GΛ) associated to a Kumjian-Pask algebra KPR(Λ). Fix a
finitely aligned k-graph Λ. Associated to the boundary path space ∂Λ, we
define the groupoid GΛ such that
Obj(GΛ) := ∂Λ
Mor(GΛ) := {(λz, d(λ) − d(µ), µz) : λ, µ ∈ Λ, s(λ) = s(µ), z ∈ s(λ)∂Λ} ,
and the range and source maps are defined by r(x,m, y) := x and s(x,m, y) :=
y. Moreover, the composition and inversion are as follows
(x,m, y) ◦ (y, n, z) := (x,m+ n, z), and
(x,m, y)−1 := (y,−m,x).
For every λ ∈ Λ and non-exhaustive set G ⊆ s(λ)Λ, write Z(λ) := λ∂Λ and
Z(λ \G) := Z(λ) \
(⋃
ν∈G
Z(λν)
)
.
If s(µ) = s(λ) we define
Z(λ ∗s µ \G) := Z(λ ∗s µ) \
(⋃
ν∈G
Z(λν ∗s µν)
)
,
where
Z(λ∗sµ) :=
{
(x, d(λ) − d(µ), y) : x ∈ Z(λ), y ∈ Z(µ) and σd(λ)(x) = σd(µ)(y)
}
.
Then the sets Z(λ ∗s µ \ G) form a basis of compact open elements for a
second-countable, Hausdorff topology on GΛ.
Definition 5.1. Let Λ be a finitely aligned k-graph and R a unital commu-
tative ring. The R-algebra
AR(GΛ) := {f : GΛ → R : f is locally constant with compact support}
with pointwise addition, scalar multiplication, and the convolution
f ∗ g(t) :=
∑
s,t∈GΛ
r(t)=r(s)
f(t)g(s−1t)
is called the Steinberg algebra associated to Λ.
By [11, Proposition 5.4], there is an R-algebra isomorphism pi : KPR(Λ)→
AR(GΛ) such that pi(sλ) = 1Z(λ∗ss(λ)) and pi(sλ∗) = 1Z(s(λ)∗sλ) for all λ ∈ Λ.
Lemma 5.2. Let Λ be an aperiodic finitely aligned k-graph. Then for every
nonzero element a ∈ KPR(Λ), there exist c, d ∈ KPR(Λ) such that cad = rsv
for some r ∈ R \ {0} and v ∈ Λ0.
16 HOSSEIN LARKI
Proof. We use the argument of [9, Theorem 3.2]. Suppose pi : KPR(Λ) →
AR(GΛ) is the isomorphism of [11, Proposition 5.4]. Then pi(a) is a nonzero
element of AR(GΛ) and we may apply [9, Lemma 3.1] to get a compact open
set B such that f := 1B−1 ∗pi(a) is nonzero on G
(0)
Λ . Since G
(0)
Λ is both open
and closed, the function
f0(t) :=
{
f(t) t ∈ G
(0)
Λ
0 t ∈ GΛ \ G
(0)
Λ
belongs to AR(GΛ). By [9, Lemma 2.2], we can write
f0 =
∑
D∈F
aD1D
where F is a collection of mutually disjoint, nonempty compact open sub-
sets of G
(0)
Λ . Note that [11, Proposition 6.3] yields that the groupoid GΛ is
effective. Also, for H := supp(f − f0), we have H ⊆ GΛ \ G
(0)
Λ . Fix D0 ∈ F
with aD0 6= 0. By [8, Lemma 3.1], there is a nonempty open set U ⊆ D0
such that UHU = r−1(U)∩H ∩ s−1(U) = ∅. Since the sets Z(λ \G) form a
basis of compact open elements for G
(0)
Λ , there exists Z(λ\G) ⊆ U , where G
is a finite non-exhaustive subset of s(λ)Λ. Hence, for every t ∈ GΛ, we have(
1Z(λ\G) ∗ (f − f0) ∗ 1Z(λ\G)
)
(t) = 1Z(λ\G)(r(t))(f−f0)(t)1Z(λ\G)(s(t)) = 0.
Thus the linearity of convolution yields that
1Z(λ\G) ∗ f ∗ 1Z(λ\G) = 1Z(λ\G) ∗ f0 ∗ 1Z(λ\G) = 1Z(λ\G).
On the other hand, because G is not exhaustive, there exists µ ∈ s(λ)Λ
such that Ext(µ;G) = ∅. Then, using (KP3), we have
sµ∗sν =
∑
(ρ,τ)∈Λmin(µ,ν)
sρsτ∗ = 0
for every ν ∈ G, and hence
sµ∗
(∏
ν∈G
ss(λ) − sνsν∗
)
sµ = sµ∗

ss(λ) + ∑
F⊆G
(−1)|F |
(∏
ν∈F
sνsν∗
)
 sµ
= sµ∗ss(λ)sµ = ss(µ).
Recall that the isomorphism pi maps sλ
(∏
ν∈G(ss(λ) − sνsν∗)
)
sλ∗ to the
element 1Z(λ\G). Therefore, with c := s(λµ)∗pi
−1(1Z(λ\G) ∗ 1B−1) and d :=
pi−1(1Z(λ\G))sλµ, we conclude cad = aD0ss(µ). 
Lemma 5.3. Let Λ be a finitely aligned k-graph, and let (µ, ν) be a gener-
alized cycle with an entrance τ . For x := sν∗sµ and x
∗ := sµ∗sν, we have
x∗x = ss(µ) and x
∗sτ = sτ∗x = 0. Furthermore, if we define pi := x
isτ and
p∗i := sτ∗(x
∗)i for i ≥ 1, then p∗i pj = δi,jss(τ).
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Proof. By Lemma 4.3, we have sµsµ∗ ≤ sνsν∗ . So,
x∗x = ss(µ)x
∗x = (sµ∗sµ)(sµ∗sν)(sν∗sµ) = sµ∗(sµsµ∗)sµ = ss(µ).
Also, (KP3) implies
x∗sτ = (sµ∗sν)sτ = sµ∗sντ =
∑
(α,β)∈Λmin(ντ,µ)
sαsβ∗ = 0
because Λmin(ντ, µ) = ∅. A same computation shows sτ∗x = 0 either.
For the second statement, if i > j we have
p∗i pj = sτ∗(x
∗)ixjsτ = sτ∗(x
∗)i−j((x∗)jxj)sτ = sτ∗(x
∗)i−j−1(x∗sτ ) = 0
and if i < j, then
p∗i pj = sτ∗x
j−isτ = (sτ∗x)x
j−i−1sτ = 0.
Finally, for j = i, we get
p∗i pi = sτ∗(x
∗)ixisτ = sτ∗ss(µ)sτ = ss(τ).

We are now ready to prove the main result of article. If v ∈ Λ0 and (µ, ν)
is a generalized cycle in Λ, we say that v is reached from (µ, ν) whenever
v ≤ s(µ) (i.e., there is a path from s(µ) to v).
Theorem 5.4. Let Λ be a finitely aligned k-graph. If
(1) R is a field,
(2) Λ is aperiodic and cofinal, and
(3) every vertex of Λ is reached from a generalized cycle with an en-
trance,
then KPR(Λ) is simple and purely infinite.
Proof. We use the equivalence (i) ⇐⇒ (v) of [1, Proposition 10]: KPR(Λ)
is purely infinite simple if and only if KPR(Λ) is not a division ring and for
every nonzero elements a, b ∈ KPR(Λ), there exist c, d ∈ KPR(Λ) such that
cad = b.
Suppose that the three conditions hold. If |Λ0| ≥ 2 and v 6= w ∈ Λ0,
then svsw = 0 and sv, sw are zero divisors. If |Λ
0| = 1, then there exist
distinct µ, ν ∈ Λei for some 1 ≤ i ≤ k, because in the otherwise KPR(Λ) is
isomorphic to a nonsimple Laurent polynomial ring R[x1, x
−1
1 , . . . , xl, x
−1
l ].
So, we have sν∗sµ = 0 by (KP3) and sµ is a zero divisor in KPR(Λ). Thus,
in each case, KPR(Λ) is not a division ring.
Now fix nonzero elements a, b ∈ KPR(Λ). By Lemma 5.2, there are
c′, d′ ∈ KPR(Λ) such that c
′ad′ = rsv for some v ∈ Λ
0 and r ∈ R \ {0}.
Assume (µ, ν) is a generalized cycle with an entrance τ which connects to v
by a path λ ∈ vΛs(µ). Note that we have
sλ∗(c
′ad′)sλ = sλ∗(rsv)sλ = rss(λ) = rss(µ).
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Since KPR(Λ) is simple by Proposition 4.6 (or [11, Theorem 9.4]), the ideal
generated by rss(τ) is equal to KPR(Λ). So, there exist {ci, di ∈ KPR(Λ) :
1 ≤ i ≤ l} such that
∑l
i=1 ci(rss(τ))di = b. As Lemma 5.3, set pi :=
(sν∗sµ)
isτ and p
∗
i := sτ∗(sµ∗sν)
i for i ≥ 1. If we define c′′ =
∑l
i=1 cip
∗
i and
d′′ =
∑l
j=1 pjdj, Lemma 5.3 implies that
c′′(rss(µ))d
′′ =
(
l∑
i=1
cip
∗
i
)
rss(µ)

 l∑
j=1
pjdj


=
l∑
i,j=1
rci(p
∗
i pj)dj
=
l∑
i=1
rciss(τ)di
= b.
Therefore, by setting c := c′′sλ∗c
′ and d := d′sλd
′′, we get cad = b. Now [1,
Proposition 10] follows the result. 
6. A dichotomy principle for simple Kumjian-Pask algebras
Despite simple Leavitt path algebras, there exists a simple Kumjian-Pask
algebra which is neither purely infinite nor locally matricial [5, Theorem
7.10]. In this section, we consider finitely aligned k-graphs Λ such that
every vertex of Λ can be reached only from finitely many vertices. Note
that every k-graph with finitely many vertices satisfies this condition. In
this case, Theorem 6.3 below gives a facile necessary and sufficient criterion
so that a Kumjian-pask algebra KPR(Λ) is purely infinite simple. We see
also in the case that a simple Kumjian-Pask algebra is either locally matricial
or purely infinite.
In order to prove Theorem 6.3, we need the following two lemmas.
Lemma 6.1. Let Λ be a finitely aligned k-graph with the property that the
sets Λ0≥v := {w ∈ Λ
0 : v ≤ w} are finite for all v ∈ Λ0. Then every cycle of
Λ is reached from an initial cycle. In particular, if Λ is also aperiodic, then
every cycle in Λ is reached from an initial cycle with an entrance.
Proof. Fix a cycle µ ∈ Λ and let us denote the hereditary set H := Λ0≥r(µ) =
{w ∈ Λ0 : r(µ) ≤ w}. We consider the k-subgraph HΛ = (H, r−1(H), r, s, d)
of Λ that contains finitely many vertices. For every cycle λ, define c(λ) :=
|{i : d(λ)i 6= 0}| and choose a cycle ρ ∈ HΛ such that c(ρ) is maximum
among those in HΛ.
We claim that if λ ∈ r(ρ)Λ with d(λ)∧d(ρ) = 0, we then have λ(m) 6= λ(n)
for m < n ≤ d(λ). For this, assume λ(m) = λ(n) with m 6= n. Set
t := |H|, τ := ρtλ(0,m)(λ(m,n))t, and p := d(ρ) + (n − m). Then the
vertices τ(0), τ(p), . . . , τ(tp) are not distinct (because their number is more
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than t = |H|); so there exists r < s ≤ t such that τ(rp) = τ(sp). Since for
the cycle τ(rp, sp), we have
c(τ(rp, sp)) = c(ρ) + c(λ(m,n)) > c(ρ),
this contradicts our choice of ρ. Hence, the claim holds.
Now for each λ ∈ r(µ)Λ, let us define the nonnegative integer b(λ) :=∑
ei∧d(ρ)=0
d(λ)i. As t = |H| <∞, the above claim implies that max{b(λ) :
λ ∈ r(µ)Λ} is finite; denote it by N . Note that if λ ∈ r(µ)Λ with b(λ) = N ,
then s(λ)Λei = ∅ for every ei ∧ d(ρ) = 0. Select some λ ∈ r(µ)Λ with
d(λ) = N and factorise ρtλ = αβ with d(α) = d(λ) and d(β) = td(ρ). Again,
since t = |H|, the vertices β(0), β(d(ρ)), . . . , β(td(ρ)) are not distinct. So,
there exist r < s ≤ t such that β(rd(ρ)) = β(sd(ρ)). As r(β)Λei = s(α)Λei =
∅ whenever ei ∧ d(ρ) = 0, we see that β(rd(ρ), sd(ρ)) is an initial cycle.
Therefore, µ is reached from the initial cycle β(rd(ρ), sd(ρ)), as desired.
Furthermore, if Λ is aperiodic, Corollary 4.5(2) implies that every initial
cycle has an entrance which follows the second statement. 
Lemma 6.2. Let Λ be a finitely aligned k-graph and R be a unital commu-
tative ring. If v ∈ Λ0 is a vertex such that vΛ = {v}, then Iv ∼=M|Λv|(R) as
R-algebras, where Iv is the ideal of KPR(Λ) generated by sv.
Proof. For each (µ, ν) ∈ Λv × Λv, define θµ,ν := sµsν∗. Since v receives no
nontrivial paths, apply (KP2) and (KP3) to get
θµ,νθλ,γ = sµ(sν∗sλ)sγ∗
= sµ

 ∑
(α,β)∈Λmin(ν,λ)
sαsβ∗

 sγ∗
= sµ(δν,λsv)sγ∗
= δν,λθµ,γ
for every (µ, ν), (λ, γ) ∈ Λv × Λv. Hence, {θµ,ν : (µ, ν) ∈ Λv × Λv} forms a
set of matrix units indexed by Λv × Λv which generates a subalgebra in Iv
isomorphic to M|Λv|(R). On the other hand, since vΛ = {v} is a hereditary
subset of Λ0, Lemma 3.6 implies that the elements θµ,ν = sµsν∗ span Iv
either. Consequently, Iv is isomorphic to M|Λv|(R). 
Theorem 6.3. Let Λ be a finitely aligned k-graph such that the sets Λ0≥v :=
{w ∈ Λ0 : v ≤ w} are finite for all v ∈ Λ0. Then KPR(Λ) is purely
infinite simple if and only if R is a field, and Λ is both cofinal and aperiodic
containing a cycle.
Proof. (=⇒): Assume that KPR(Λ) is simple and purely infinite. Then
by Proposition 4.6 (or [11, Theorem 9.4]), R is a field and Λ is aperiodic
and cofinal. By way of contradiction, suppose that Λ has no cycles. Since
Λ0≥v = {w ∈ Λ
0 : v ≤ w} is finite for every v ∈ Λ0, there is w ∈ Λ0 such that
wΛ0 = {w}. If Iw is the ideal of KPR(Λ) generated by sw, the simplicity
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yields that KPR(Λ) = Iw. But we have Iw ∼=M|Λw|(R) by Lemma 6.2 which
is not purely infinite. This contradicts the hypothesis.
(⇐=): Conversely, assume that R is a field and Λ is aperiodic and cofinal
containing a cycle. We first show that every vertex of Λ0 is reached from a
cycle. Fixed v ∈ Λ0, consider the hereditary subset H := {w ∈ Λ0 : v ≤ w}.
Using Theorem 3.8, the cofinality yields H = Λ0. Take some cycle µ in Λ.
Since r(µ) ∈ H, the saturation property of H gives E ∈ r(µ)FE(Λ) such
that s(E) ⊆ H. For each ν ∈ Λ denote |ν| := d(ν)1 + . . .+ d(ν)k and select
λ ∈ E such that |λ| = max{|ν| : ν ∈ E}. Since E is exhaustive, the set
Ext(µtλ;E) is nonempty for t := |H| the cardinality of H. So, there exist
β ∈ Ext(µtλ;E), ν ∈ E and α ∈ s(ν)Λ such that µtλβ = να. In particular,
r(α) = s(ν) ∈ H and we have
|α| = |µt|+ |β|+ (|λ| − |ν|) ≥ |µt|+ |β| ≥ |H|.
Therefore, there is a cycle as a submorphism of α that connects to v.
Now since Λ is aperiodic, combine the above argument with Lemma 6.1 to
see that every vertex of Λ is reached from an initial cycle with an entrance.
Hence, by Theorem 5.4, KPR(Λ) is purely infinite and simple. 
Using Theorem 6.3, we obtain the analogue of [14, Corollary 5.7] for
simple Kumjian-Pask algebras.
Corollary 6.4 (A dichotomy principle for simple Kumjian-Pask algebras).
Let Λ be a finitely aligned k-graph such that Λ0≥v is finite for every v ∈ Λ
0.
Suppose also that KPR(Λ) is simple. If Λ has no cycles, then KPR(Λ) is
locally matricial; otherwise, KPR(Λ) is purely infinite simple.
Proof. Recall from Proposition 4.6 that Λ is aperiodic and cofinal. If Λ has
no cycles, then by Lemma 6.2 and the first paragraph of above proof we
have KPR(Λ) ∼= M|Λv|(R) for some v ∈ Λ
0. If Λ contains a cycle, Theorem
6.3 implies that KPR(Λ) is purely infinite. 
Remark 6.5. If Λ0 is finite, the set Λ0≥v = {w ∈ Λ
0 : v ≤ w} is finite for all
v ∈ Λ0. Since a Kumjian-Pask algebra KPR(Λ) is unital if and only if Λ
0 is
finite, the above corollary covers all unital simple Kumjian-Pask algebras.
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