Abstract-In joint source-channel (JSC) schemes based on arithmetic coding (AC), additional redundancy may be introduced in order to reduce transmission errors. The purpose of this work is to provide analytical tools to predict and evaluate the effectiveness of that redundancy. Integer binary AC is modeled by a reduced-state automaton in order to obtain a bit-clock trellis of the AC. Considering AC as a trellis code, distance spectra are then derived. In particular, an algorithm to compute the free distance of an arithmetic code is proposed. The obtained code properties allow to compute upper bounds on both bit error and symbol error probabilities and thus provide an objective criterion to analyze the behavior of JSCAC schemes when used on noisy channels.
I. INTRODUCTION
Arithmetic Coding [1] is currently being deployed in a growing number of applications as it yields higher compression efficiency when compared to other compression methods. However, the high compression rate makes AC particularly vulnerable to transmission errors. This issue has motivated the recent development of Joint Source-Channel (JSC) techniques for AC-encoded data [2] - [7] .
Improving the robustness of AC against transmission errors is usually achieved by introducing redundancy in the compressed bitstream. In [2] , Boyd et al. introduced a forbidden symbol (FS) in the source alphabet and used it at the decoder side as an error detection device. The effectiveness of this technique was analyzed by Chou et al. in [4] , where the FS was used to achieve continuous error detection, and ARQ was implemented for error correction. Sayir [3] considered the arithmetic coder as a channel coder and added redundancy in the transmitted bitstream by introducing gaps in the coding space; he proposed to use the stack sequential decoding algorithm. In [5] , Pettijohn et al. used both depth-first and breadth-first sequential decoding, where error detection is achieved by testing the presence of a FS in the decoded bitstream. Grangetto et al. [7] proposed a MAP decoder of AC using the FS. In [8] , Demiroglu et al. used Trellis Coded Modulation (TCM) jointly with AC; the FS was exploited in order to discard erroneous paths during a List Viterbi decoding process. In [6] , Guionnet et al. viewed a quasi-arithmetic coder as a state machine where transitions between states were modeled by a Markov process. A symbol-clock and a bit-clock trellis were proposed, and redundancy was added by limiting the number of states and introducing synchronization markers.
In this paper, we consider a practical integer-based implementation of AC for a memoryless source, and we derive a trellis representation of the coding process. Based on this representation, the errorcorrecting performance can be characterized using distance properties of the code. This is explained in [9] for convolutional codes, and in [10] for Variable Length Error Correcting (VLEC) codes. To the best of our knowledge, no similar approach has been carried out for arithmetic codes. In this paper, tests have been performed using AC where some probability is alloted to a FS. However, we emphasize that the proposed approach is applicable to all methods of adding redundancy to AC implemented with a finite-state machine.
Section II introduces the basic principles of arithmetic coding and the integer implementation of AC. Section III, explains how AC can be viewed as a finite state machine, and presents a reduced-state trellis used for encoding and decoding. In Section IV, distance properties and error bounds are derived and a practical algorithm allowing to compute the free distance of AC is proposed. Finally, simulation results are shown in Section V.
II. INTEGER ARITHMETIC CODING
AC is based on recursive subdivision of the interval [0, 1) into non-overlapping source intervals whose widths are equal to the probabilities of the corresponding source sequences. In the case of binary AC, the current source interval [low, high) is partitioned into two subintervals, the widths of which are proportional to the probabilities P0 and P1 of the source symbols 0 and 1, respectively. One of these intervals is selected as the new source interval, according to The resulting reduced FSM is used to generate a bit-clock trellis, with transitions having variable length inputs and outputs. The trellis generated from the reduced FSM of Figure 2 is shown in Figure 3 D. Redundancy introduced by a FS As mentioned in Section I, a well known JSC technique with AC is based on the introduction of a particular symbol in the source alphabet. This symbol is called the forbidden symbol (FS) because it is never sent by the source, although a positive probability P, is allocated to it. In that way, the decoding of the FS indicates the occurrence of a transmission error. It can be shown that introducing a forbidden symbol of probability P, adds a redundancy of -log(l-P,) bits/symbol to the coded bitstream. The trellis associated to an AC may be derived in the same way whether a FS is used or not. The coding and decoding processes are performed on the reduced trellis as explained in Section III-C. The effects of the redundancy introduced by the FS appear naturally in the trellis representation and can be characterized by the distance properties explained in the next section.
IV. PERFORMANCE ANALYSIS OF TRELLIS-BASED AC
As established in Section III, the FSM interpretation leads naturally to consider the integer arithmetic code as a trellis code. The performance of trellis codes on channels with moderate to large signal-tonoise ratios (SNR) can be predicted from their distance properties [13] .
Let p'y be a path of n bits on the trellis, starting from S. and ending in Sy. As we consider a bit-clock trellis (see Figure 3) , if Sx is at bit-time 0, then Sy is at bit-time n. The Hamming distance between two paths pny and qny, of the same length n and with the same initial state Sx is denoted by dH(pxy, q n ). When a path pn is extended by a transition ty , it becomes pn The new length n' is such that n' = n + t&(out(ty,)), f being the length function.
A. Free distance
At the decoder side, when a trellis-based Viterbi algorithm is used, any two distinct paths that start at a given state and end in another represent received sequences that may be confused by the decoder. The closest paths determine the worst case for error detection. The distance between the closest paths is called the free distance dfree.
For linear codes, such as convolutional codes, the free distance is equal to the minimum Hamming weight of paths diverging from then remerging to the all zero path [9] . In the case of non-linear codes (such as VLEC and arithmetic codes), comparing paths to the all zero path may not be sufficient to determine the free distance since the codes are generally not geometrically uniform [14] . In [10], Buttigieg deduced a lower bound of the free distance from the distance between all possible pairs of unequal length VLEC codewords. Extending this technique to AC assumes that the outputs of the transitions are VLC codewords. However, these outputs may not satisfy the prefix condition in general (see Figure 3) , making the lower bound defined in [10] equal to zero. Here, we propose an algorithm for computing the free distance for a trellis-based AC. This algorithm relies on an iterative computation of the smallest distances between all different paths of the same length starting from the same state.
For computational purposes, it is advantageous to introduce intermediate states such that every state transition outputs exactly one bit. If a given transition outputs two bits, it is divided into two transitions, the first inherits the input symbols and the first output bit, the second has no input symbol and outputs the second bit. 
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The algorithm computing the free distance on the trellis is summarized in Table 11 . (6) n=1 (pn,qn)E9n
n=1 (pn,qn)E9n dH (Pn,qn) =h where P(pn) denotes the a priori probability of the path pn, which is supposed to be the correct path, and Sn is the set of all pairs of paths diverging from the same starting state and converging for the first time n bits later. For the evaluation of Ah and Bh in [10] , only paths beginning at a single initial state (corresponding to bit-time n = 0) had to be considered. In our case all the states of the reduced trellis have to be treated as starting states. Hence, the a priori probability of a given path P(pny) is evaluated by means of the a priori source probabilities, and the probability P(Sx) of being at the state Sx. One gets P(p%y) P(Sx)P (in (pg))). (8) Assuming that paths are very long and that the source is stationary, the probability P(S,) of being at a given state can be evaluated by means of the Markov transition matrix MT corresponding to the reduced FSM [16] . MT(x, y) is the probability that the next state is Sy, knowing that the current one is SX: E P(in(tTy)) 
V. EXPERIMENTAL RESULTS AND DISCUSSION
The encoder used for testing the error-correcting performance is characterized by four parameters: p defining the bit size of the initial interval [0, T), Po defining the probability used by the encoder to code the symbol 0, Fmax, being the chosen upper limit of the variable follow, and P, the probability of the FS. The probability space allocated to the FS is [low, low + range PF) U [high -range P2, high).
We use a random binary source with P(0) =. 
