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Abstract
We study behaviors of scalar quantities near the possible blow-
up time, which is made of smooth solutions of the Euler equations,
Navier-Stokes equations and the surface quasi-geostrophic equations.
Integrating the dynamical equations of the scaling invariant norms, we
derive the possible blow-up behaviors of the above quantities, from
which we obtain new type of blow-up criteria and some necessary
conditions for the blow-up.
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1 The Main Theorems
1.1 The Euler equations
We are mainly concerned with the following Euler equations for the homo-
geneous incompressible fluid flows in RN , N ≥ 2.
(E)


∂tv + (v · ∇)v = −∇pi,
div v = 0,
v(x, 0) = v0(x).
Here v = (v1, · · · , vN), vj = vj(x, t), j = 1, · · · , N , is the velocity of the
flow, pi = pi(x, t) is the scalar pressure, and v0 is the given initial velocity,
satisfying div v0 = 0. Given k ∈ N∪ {0} and p ∈ [1,∞) we use W
k,p(RN) to
denote the standard Sobolev space on RN ,
W k,p(RN) =
{
f ∈ Lp(RN)
∣∣∣ k∑
j=0
‖Djf‖Lp <∞
}
,
and set W k,2(RN ) = Hk(RN). We also use notations for the solenoidal vector
fields in Sobolev space,
W k,pσ (R
N) =
{
v = (v1, · · · , vN)
∣∣∣ vj ∈ W k,p(RN), j = 1, · · · , N, div v = 0} ,
and Hkσ(R
N) = W k,2σ (R
N), Lpσ(R
N) = W 0,pσ (R
N). Given v0 ∈ H
k
σ(R
N ),
k > N/2+1, there exists local in time unique solution v ∈ C([0, T );Hkσ(R
N))
for some T = T (‖v0‖Hk)([25]). The question that if this local smooth solution
can be continued arbitrary longer time or not is one of the most outstand-
ing open problem in the mathematical fluid mechanics(see e.g. [34, 10] for
an introduction to the subject, and [15, 1, 8] for more recent survey arti-
cle). If the local smooth solution cannot be continued beyond T∗ <∞, then
lim supt→T∗ ‖v(t)‖Hm = ∞, in which case we say the blow-up happens at
finite time T∗. As one direction of research for the problem people have been
trying to derive sharp blow-up criterion, which was initiated by Beale-Kato-
Majda([2]), which shows that the integral
∫ T∗
0
‖ω(t)‖L∞dt(vorticity magni-
tude) controls blow-up at t = T∗, where ω = curl v is the vorticity(see
e.g. [30, 31, 3] for later refinements in this direction). Later Constantin-
Fefferman-Majda([13, 11], which was developed from [12]) took into account
geometric structure of the vortex stretching term in the vorticity equations
to get another kind of blow-up condition, where the dynamics of the direc-
tion of vorticity play essential roles(see also [20, 21] for later refinements in
this direction) These two separate forms of criteria controlling the blow-up
by magnitude and the direction of the vorticity respectively are interpolated
in [4], developing the observations in [5]. In the current paper we investigate
2
the behaviors of smooth solutions near the possible blow-up time to derive
different type of below-up criteria from previous ones. For this purpose we in-
troduce suitable scalar quantities made of smooth solutions of the equations.
The main feature of equations we use is the scaling invariance properties of
the Euler system, and the analysis of self-similar form of equations is essen-
tial for our result. In this aspect it is a development of the author’s previous
studies of the possibility of self-similar blow-up of the Euler equations([6, 7]).
We also derive blow-up conditions in the Navier-Stokes and the surface quasi-
geostrophic equations in the next subsections.
Let ξ(x, t) = ω(x, t)/|ω(x, t)| be the direction field of the vorticity for 3D vec-
tor field v(x, t), and S = (Sjk) with Sjk =
1
2
(∂jvk + ∂kvj) be the deformation
tensor. In [13] the following useful (local) quantity was defined.
α(x, t) =
3∑
j,k=1
ξj(x, t)Sjk(x, t)ξk(x, t). (1.1)
In the case ω(x, t) = 0 we set α(x, t) = 0. For a nonzero smooth solu-
tion v(x, t) ∈ C([0, T );Hkσ(R
N)) with k ∈ N ∪ {0}, we define the following
(nonlocal) quantity
αk(t) :=
−
∫
RN
Dk [(v(x, t) · ∇)v(x, t)] ·Dkv(x, t)dx
‖Dkv(t)‖2
L2
. (1.2)
If v(·, t) = 0, then we set αk(t) = 0. In the following we derive necessary and
sufficient conditions for blow-up.
Theorem 1.1 Let k > N/2+1, and v ∈ C([0, T∗);H
k
σ(R
N)) be a local smooth
solution to (E) with v0 ∈ H
k
σ(R
N), v0 6= 0. Then, the following (i)-(iii) are
necessary and sufficient conditions for blow-up at T∗.
(i) There exists an absolute constant K = K(N, k) such that
lim inf
t→T∗
(T∗ − t)‖D
kv(t)‖
N+2
2k
L2
≥
K
‖v0‖
1−
N+2
2k
L2
. (1.3)
(ii)
lim inf
t→T∗
∫ t
0
{
αk(τ)−
[
2k
N + 2
]
1
T∗ − τ
}
dτ > −∞. (1.4)
(iii) For all ε0 > 1 there exists a sequence {tn} with tn ր T∗ such that
αk(tn) ≥
[
2k
N + 2
]
1
T∗ − tn
−
[
2kε0
N + 2
]
1
T∗ − tn
[
log
(
1
T∗ − tn
)]−1
(1.5)
for all n = 1, 2, · · · .
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(iv) (N = 3) For all ε0 > 1 there exists a sequence {tn} with tn ր T∗ such
that
‖α(tn)‖L∞ ≥
1
T∗ − tn
−
ε0
T∗ − tn
[
log
(
1
T∗ − tn
)]−1
(1.6)
for all n = 1, 2, · · · .
Remark 1.1 Since∣∣∣∣
∫
RN
Dk [(v(x, t) · ∇)v(x, t)] ·Dkv(x, t)dx
∣∣∣∣
=
∣∣∣∣
∫
RN
{
Dk [(v(x, t) · ∇)v(x, t)]− (v · ∇)Dkv
}
·Dkv(x, t)dx
∣∣∣∣
≤
∫
RN
|Dk [(v(x, t) · ∇)v(x, t)]− (v · ∇)Dkv||Dkv(x, t)|dx
≤ ‖Dk [(v(x, t) · ∇)v(x, t)]− (v · ∇)Dkv‖L2‖D
kv‖L2
≤ Cˆ‖∇v‖L∞‖D
kv‖2L2
(see (2.43) and the first part of the proof of Theorem 1.1 below), we have
|αk(t)| ≤ Cˆ‖∇v‖L∞ (1.7)
for an absolute constant Cˆ = Cˆ(k,N). Hence, (1.5) implies that a necessary
and sufficient condition of blow-up at T∗ is that there exists a constant C
depending on k,N such that
lim sup
t→T∗
(T∗ − t)‖∇v(t)‖L∞ ≥ Cˆ lim sup
t→T∗
(T∗ − t)αk(t) ≥
2kCˆ
N + 2
. (1.8)
In the case N = 3, using the obvious inequality
‖α(t)‖L∞ ≤ ‖∇v(t)‖L∞ (1.9)
instead of (1.7), then similarly to the above we can deduce from (1.6)
lim sup
t→T∗
(T∗ − t)‖∇v(t)‖L∞ ≥ 1, (1.10)
which is also obtained in [9] in a different context.
In order to state the next theorem we recall that a positive continuous func-
tion g(·) is said to satisfy Osgood’s condition if∫
∞
1
ds
g(s)
<∞.
The Osgood condition is a necessary and sufficient condition for finite time
blow-up of the ordinary differential equation with positive initial data([28]),
dy
dt
= g(y, t), y(0) = y0 > 0.
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Theorem 1.2 Let k > N/2+1, and v ∈ C([0, T∗);H
k
σ(R
N)) be a local smooth
solution to (E) with v0 ∈ H
k
σ(R
N), v0 6= 0. If T∗ is the blow-up time, then
one of the following three statements hold true.
(i) There exists a sequence {tn}
∞
1=0 with tn ր T∗ such that
αk(tn) =
[
2k
N + 2
]
1
T∗ − tn
∀n = 1, 2, · · · . (1.11)
(ii) There exists t0 ∈ (0, T∗) such that∣∣∣∣αk(t)−
[
2k
N + 2
]
1
T∗ − t
∣∣∣∣ > 0 ∀t ∈ (t0, T∗), (1.12)
and
lim
t→T∗
(T∗ − t)‖D
kv(t)‖
N+2
2k
L2
+
∫ T∗
0
∣∣∣∣αk(t)−
[
2k
N + 2
]
1
T∗ − t
∣∣∣∣ dt <∞.
(1.13)
(iii) There exists t0 ∈ (0, T∗) such that
αk(t) >
[
2k
N + 2
]
1
T∗ − t
∀t ∈ (t0, T∗), (1.14)
and
lim
t→T∗
(T∗ − t)‖D
kv(t)‖
N+2
2k
L2
=
∫ T∗
0
{
αk(t)−
[
2k
N + 2
]
1
T∗ − t
}
dt =∞.
(1.15)
Furthermore, for any continuous, positive function g satisfying the Os-
good condition, we have
∫ T∗
t1
{
αk(t)−
[
2k
N+2
]
1
T∗−t
}
g
(
log{(T∗ − t)‖Dkv(t)‖
N+2
2k
L2
‖v0‖
1−
N+2
2k
L2
}
)dt <∞ (1.16)
for t1 ∈ (0, T∗) sufficiently close to T∗.
Remark 1.2 We note that the integrability condition in (1.13) implies that
there exists a sequence {tn} with tn ր T∗ such that
αk(tn) =
[
2k
N + 2
]
1
T∗ − tn
+ o
(
1
T∗ − tn
[
log
(
1
T∗ − tn
)]−1)
as n→∞,
(1.17)
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which is a special case of (1.5). Indeed, we can write the integral in (1.13) as∫ T∗
0
{
log
(
1
T∗ − t
) ∣∣∣∣(T∗ − t)αk(t)− 2kN + 2
∣∣∣∣
}
1
(T∗ − t) log
(
1
T∗−t
)dt <∞.
(1.18)
Since ∫ T∗
0
1
(T∗ − t) log
(
1
T∗−t
)dt =∞,
there should be a sequence {tn} with tn ր T∗ such that
lim
n→∞
log
(
1
T∗ − tn
) ∣∣∣∣(T∗ − tn)αk(tn)− 2kN + 2
∣∣∣∣ = 0. (1.19)
We observe that (1.11) belongs to the case of (1.17). We can thus further
narrow down the possibilities for the behavior of αk(t) near the possible blow-
up time T∗ as follows:
Either (1.17) holds for a sequence tn ր T∗, or (1.14) holds for some t0 < T∗.
This is more specified than Theorem 1.1(iii).
1.2 The Navier-Stokes equations
In this subsection we are concerned on the blow-up problem of the Navier-
Stokes equations on RN , N ≥ 2.
(NS)


∂tv + (v · ∇)v = −∇pi +∆v,
div v = 0,
v(x, 0) = v0(x).
Given v0 ∈ L
p
σ(R
N), p ≥ N , the local existence result due to Kato ([26]) says
that there exists T > 0 such that a unique solution v ∈ C([0, T );Lpσ(R
N))
exists, which is smooth for t ∈ (0, T ). The global in time regularity ques-
tion for the Navier-Stokes equations is a well-known millennium problem in
mathematics since the pioneering paper due to Leray([33]). Here the suit-
able quantities, which corresponds to αk(t) in the previous section, are the
followings.
γp(t) :=
∫
RN
pidiv(v|v|p−2)dx
‖v‖pLp
,
δp(t) :=
∫
RN
|∇v|2|v|p−2dx+ (p− 2)
∫
RN
|∇|v||2|v|p−2dx
‖v‖pLp
,
and
λp(t) := γp(t)− δp(t)
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for each p ∈ [1,∞), where v(·, t) 6= 0. In the case v(·, t) = 0 we set γp(t) =
δp(t) = λp(t) = 0. The following theorem, which corresponds to the Navier-
Stokes’ version of Theorem 1.1(i), is due to Leray(pp.227, [33])(see also [24]).
Theorem 1.3 Let p ∈ (N,∞), and v ∈ C([0, T∗);L
p
σ(R
N)) be a local smooth
solution of the Navier-Stokes equations with v0 ∈ L
p
σ(R
N), v0 6= 0, which blows
up at T∗. Then, necessarily there exists a positive constant C = C(p,N) such
that
lim inf
t→T∗
(T∗ − t)
p−N
2p ‖v(t)‖Lp ≥ C. (1.20)
We state below the results corresponding to (ii) and (iii) of Theorem 1.1.
Theorem 1.4 Let p ∈ (N,∞), and v ∈ C([0, T∗);L
p
σ(R
N)) be a local smooth
solution of the Navier-Stokes equations with v0 ∈ L
p
σ(R
N), v0 6= 0. Then,
the followings are the necessary conditions that T∗ is a blow-up time of the
solution v.
(i) There exists a constant C = C(p,N) such that
lim inf
t→T∗
∫ t
0
{
λp(τ)−
[
p−N
2p
]
1
T∗ − τ
}
dτ > −∞. (1.21)
(ii) For all ε0 > 1 there exists a sequence {tn} with tn ր T∗ such that
λp(tn) ≥
[
p−N
2p
]
1
T∗ − tn
−
[
(p−N)ε0
2p
]
1
T∗ − tn
[
log
(
1
T∗ − tn
)]−1
(1.22)
for all n = 1, 2, · · · .
Similarly to Theorem 1.2 we establish following theorem for the Navier-Stokes
equations.
Theorem 1.5 Let p ∈ [N,∞), and v ∈ C([0, T∗);L
p
σ(R
N)) be a local smooth
solution of the Navier-Stokes equations with v0 ∈ L
p
σ(R
N), v0 6= 0.. Then,
necessarily at least one of the following three statements hold true, where the
case (ii) is excluded for p = N .
(i) There exists {tn}
∞
n=0 with tn ր T∗ such that
λp(tn) =
[
p−N
2p
]
1
T∗ − tn
∀n = 1, 2, · · · . (1.23)
(ii) There exists t0 ∈ (0, T∗) such that∣∣∣∣λp(t)−
[
p−N
2p
]
1
T∗ − t
∣∣∣∣ > 0 ∀t ∈ (t0, T∗), (1.24)
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and
lim
t→T∗
(T∗ − t)
p−N
2p ‖v(t)‖Lp +
∫ T∗
0
∣∣∣∣λp(t)−
[
p−N
2p
]
1
T∗ − t
∣∣∣∣ dt <∞.
(1.25)
(iii) There exists t0 ∈ (0, T∗) such that
λp(t) >
[
p−N
2p
]
1
T∗ − t
∀t ∈ (t0, T∗), (1.26)
and
lim
t→T∗
(T∗ − t)
p−N
2p ‖v(t)‖Lp =
∫ T∗
0
{
λp(t)−
[
p−N
2p
]
1
T∗ − t
}
dt =∞,
(1.27)
and for all continuous, positive function g satisfying the Osgood condi-
tion, we have
∫ T∗
t1
{
λp(t)−
[
p−N
2p
]
1
T∗−t
}
g
(
log{(T∗ − t)
p−N
2p ‖v(t)‖Lp}
)dt <∞ (1.28)
for t1 ∈ (0, T∗) sufficiently close to T∗.
Remark 1.3 Similarly to Remark 1.1 the integrability in (1.25) implies that
there exists a sequence {tn} with tn ր T∗ such that
λp(tn) =
[
p−N
2p
]
1
T∗ − tn
+ o
(
1
T∗ − tn
[
log
(
1
T∗ − tn
)]−1)
as n→∞,
(1.29)
which is a special case of (1.22). We can thus further narrow down the possi-
bilities for the behavior of λp(t) near the possible blow-up time T∗ as follows:
Either (1.29) holds for a sequence tn ր T∗, or (1.26) holds for some t0 < T∗.
This is more specified than Theorem 1.4(ii).
Remark 1.4 Since (ii) is excluded for p = N , we can summarize the main
conclusion of Theorem 1.4 as follows: If T∗ is the blow-up time for a local
smooth solution v ∈ C([0, T∗);L
N
σ (R
N)), then either there exists a sequence
{tn}
∞
n=0 with tn ր T∗ such that
λN(tn) = 0 ∀n = 1, 2, · · · , (1.30)
or
lim sup
t→T∗
‖v(t)‖LN =
∫ T∗
0
|λN(t)|dt =∞, and
∫ T∗
t1
|λN(t)|
g (log(‖v(t)‖LN ))
dt <∞
(1.31)
for all positive, continuous function g satisfying the Osgood condition, where
t1 is sufficiently close to T∗.
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1.3 The surface quasi-geostrophic equations
We are concerned on the (inviscid) 2D quasi-geostrophic equation,
(QG)


∂θ
∂t
+ (v · ∇)θ = 0,
v(x, t) = −∇⊥
∫
R2
θ(y, t)
|x− y|
dy = R⊥θ,
θ(x, 0) = θ0(x),
where θ(x, t) is a scalar function representing the temperature, v(x, t) is the
velocity field of the fluid, and
∇⊥ = (−∂x2 , ∂x1), R
⊥f = (−R2f, R1f)
with Rj , j = 1, 2, are the Riesz transforms in R
2 defined by
(Rjf)(x) = C
∫
R2
(xj − yj)f(y)
|x− y|3
dy,
where C is an absolute constant. The system (QG) is of intensive interests
recently(see e.g. [11, 14, 16, 17, 18, 19, 39, 40], and references therein), since
the equation has very similar structure to the 3D Euler equations, and also it
has direct connections to the physical phenomena in the atmospheric science.
Since we have Lp norm conservation of θ,
‖θ(t)‖Lp = ‖θ0‖Lp, 0 < p ≤ ∞,
and the local well-posedness in W k,p(R2) is known(although it is not writ-
ten explicitly in the literature, the proof is straightforward, following the
argument for the Euler equations due to, say, Kato[26, 27]). The quantity
corresponding to α(x, t) in the 3D Euler equations([11]) is
αˆ(x, t) =
2∑
j,k=1
ξj(x, t)Sjk(x, t)ξk(x, t).
where ξ(x, t) = ∇⊥θ(x, t)/|∇⊥θ(x, t)| is the unit tangent vector to the level,
θ(x, t) = Const., and S = (Sjk) is the deformation tensor. In the case
∇⊥θ(x, t) = 0 we set αˆ(x, t) = 0. The natural quantity, which corresponds
to αk(t), λp(t) in the previous sections, is
αk,p(t) =
−
∫
R2
Dk [(v(x, t) · ∇)θ(x, t)] ·Dkθ(x, t)|Dkθ(x, t)|p−2dx
‖Dkθ(t)‖pLp
. (1.32)
Theorem 1.6 Let k > 2/p + 1, and θ ∈ C([0, T∗);W
k,p(R2)) be a solution
to (QG) with θ0 ∈ W
k,p(R2), θ0 6= 0. Then, the followings are the necessary
and sufficient conditions that T∗ is a blow-up time of the solution.
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(i) There exists an absolute constant K = K(k, p) such that
lim inf
t→T∗
(T − t)‖Dkθ(t)‖
p+2
kp
Lp ≥
K
‖θ0‖
1−
p+2
kp
Lp
. (1.33)
(ii)
lim inf
t→T∗
∫ t
0
{
αk,p(τ)−
[
kp
p+ 2
]
1
T∗ − τ
}
dτ > −∞. (1.34)
(iii) For all ε0 > 1 there exists a sequence {tn} with tn ր T∗ such that
αk,p(tn) ≥
[
kp
p+ 2
]
1
T∗ − tn
−
[
kpε0
p+ 2
]
1
T∗ − tn
[
log
(
1
T∗ − tn
)]−1
(1.35)
for all n = 1, 2, · · · .
(iv) For all ε0 > 1 there exists a sequence {tn} with tn ր T∗ such that
‖αˆ(tn)‖L∞ ≥
1
T∗ − tn
−
ε0
T∗ − tn
[
log
(
1
T∗ − tn
)]−1
(1.36)
for all n = 1, 2, · · · .
Theorem 1.7 Let k > 2/p+1, and θ ∈ C([0, T∗);W
k,p(R2)) be a solution to
(QG) with θ0 ∈ W
k,p(R2), θ0 6= 0. Then, at least one of the following three
statements hold true.
(i) There exists a sequence {tn}
∞
1=0 with tn ր T∗ such that
αk,p(tn) =
[
kp
p+ 2
]
1
T∗ − tn
∀n = 1, 2, · · · . (1.37)
(ii) There exists t0 ∈ (0, T∗) such that∣∣∣∣αk,p(t)−
[
kp
p+ 2
]
1
T∗ − t
∣∣∣∣ > 0 ∀t ∈ (t0, T∗), (1.38)
and
lim
t→T∗
(T∗ − t)‖D
kθ(t)‖
p+2
kp
Lp +
∫ T∗
t0
∣∣∣∣αk,p(t)−
[
kp
p+ 2
]
1
T∗ − t
∣∣∣∣ dt <∞
(1.39)
(iii) There exists t0 ∈ (0, T∗) such that
αk,p(t) >
[
kp
p+ 2
]
1
T∗ − t
∀t ∈ (t0, T∗), (1.40)
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and
lim
t→T∗
(T∗ − t)‖D
kθ(t)‖
p+2
kp
Lp =
∫ T∗
0
{
αk,p(t)−
[
kp
p+ 2
]
1
T∗ − t
}
dt =∞.
(1.41)
Furthermore, for any continuous, positive function g satisfying the Os-
good condition, we have
∫ T∗
t1
{
αk,p(t)−
[
kp
p+2
]
1
T∗−t
}
g
(
log{(T∗ − t)‖Dkv(t)‖
p+2
kp
Lp }
)dt <∞ (1.42)
for t1 ∈ (0, T∗) sufficiently close to T∗.
Remark 1.5 Similarly to Remark 1.2 the possibility of behaviors of αk,p(t)
near the blow-up time T∗ can be summarized as follows: Either there exists
a sequence {tn} with tn ր T∗ such that
αk,p(tn) =
[
kp
p + 2
]
1
T∗ − t
+o
(
1
T∗ − t
[
log
(
1
T∗ − tn
)]−1)
as n→∞,
or there exists t0 ∈ (0, T∗) such that
αk,p(t) >
[
kp
p+ 2
]
1
T∗ − t
∀t ∈ [t0, T∗).
2 Proof of the Main Theorems
2.1 The Euler equations
We recall here the commutator estimate([27, 29]),
‖Dk(fg)− fDkg‖Lp ≤ C(‖∇f‖L∞‖D
k−1g‖Lp + ‖D
kf‖Lp‖g‖L∞), (2.43)
where 1 < p <∞, and k ∈ N, and the Gagliardo-Nirenberg inequality,
‖∇f‖L∞ ≤ C‖D
kf‖
p+N
kp
Lp ‖f‖
1−
p+N
kp
Lp , (2.44)
where 1 ≤ p ≤ ∞, and k > N/p + 1, in both of which the constants C
depends only on p, k and N .
Proof of Theorem 1.1
Proof of part (i): Given k > N/2 + 1, we operate Dk on the first equation
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of (E), and then taking L2 inner product it by Dkv. Then we obtain after
integration by part
1
2
d
dt
‖Dkv‖2L2 = −
∫
RN
Dk{(v · ∇)v} ·Dkvdx
= −
∫
RN
[
Dk{(v · ∇)v} − (v · ∇)Dkv
]
·Dkvdx
≤ C‖Dk{(v · ∇)v} − (v · ∇)Dkv‖L2‖D
kv‖L2 ≤ C‖∇v‖L∞‖D
kv‖2L2
≤ C‖Dkv(t)‖
2+
N+2
2k
L2
‖v(t)‖
1−
N+2
2k
L2
= Ck,N‖D
kv(t)‖
2+
N+2
2k
L2
‖v0‖
1−
N+2
2k
L2
(2.45)
for an absolute constant Ck,N , in which we used the fact,∫
RN
(v·∇)Dkv·Dkv dy =
1
2
∫
RN
(v·∇)|Dkv|2dy = −
1
2
∫
RN
(div v)|Dkv|2dx = 0,
and the inequalities (2.43) and (2.44). Let us define
X(t) := ‖Dkv(t)‖
N+2
2k
L2
‖v0‖
1−
N+2
2k
L2
, X0 = ‖D
kv0‖
N+2
2k
L2
‖v0‖
1−
N+2
2k
L2
,
and set
K :=
k
(N + 2)Ck,N
. (2.46)
Then, from (2.45), we compute
dX(t)
dt
≤
(N + 2)Ck,N
2k
X(t)2 =
1
2K
X(t)2,
which can be solved to provides us with
X(t) ≤
2KX0
2K −X0t
∀t ∈ [0, T∗). (2.47)
Let us suppose the reverse inequality of (1.3) holds true with constant K
defined by (2.46), namely
lim inf
t→T∗
(T∗ − t)‖D
kv‖
N+2
2k
L2
<
K
‖v0‖
1−
N+2
2k
L2
.
Then there exists t0 ∈ (0, T∗) such that
(T∗ − t0)X(t0) < K.
Translating the origin of time into t0 in (2.47), we have that for all t1 ∈ (t0, T∗)
X(t1) ≤
2KX(t0)
2K − (t1 − t0)X(t0)
≤
2KX(t0)
2K − (T∗ − t0)X(t0)
< 2X(t0). (2.48)
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Passing t1 ր T∗ in (2.48), we find that
X(T∗) = ‖D
kv(T∗)‖
N+2
2k
L2
‖v0‖
1−
N+2
2k
L2
≤ 2‖Dkv(t0)‖
N+2
2k
L2
‖v(t0)‖
1−
N+2
2k
L2
= 2X(t0) <∞,
which shows that T∗ is not a blow-up time. We have shown that (1.3)
is a necessary condition that T∗ is a blow-up time. The proof of suffi-
ciency part is rather immediate, since the regularity of v at T∗ implies
v ∈ C([0, T∗];H
k
σ(R
N)), and hence
lim inf
t→T∗
(T∗ − t)‖D
kv(t)‖
N+2
2k
L2
= lim
t→T∗
(T∗ − t)‖D
kv(T∗)‖
N+2
2k
L2
= 0,
which is in contradiction to (1.3).
Proof of part (ii): We write the first line of (2.45) in the form,
1
2
d
dt
‖Dkv‖2L2 = −
∫
RN
Dk{(v · ∇)v} ·Dkv dx = αk(t)‖D
kv‖2L2, (2.49)
and set
Y (t) := (T∗ − t)X(t) = (T∗ − t)‖D
kv(t)‖
N+2
2k
L2
‖v0‖
1−
N+2
2k
L2
.
Then, we compute, using (2.49),
d
dt
Y (t) = −X(t) +
N + 2
2k
αk(t)(T∗ − t)X(t)
=
N + 2
2k
{
αk(t)−
[
2k
N + 2
]
1
T∗ − t
}
Y (t).
Integrating this over [0, t], we find that
Y (t) = Y (0) exp
(
N + 2
2k
∫ t
0
{
αk(τ)−
[
2k
N + 2
]
1
T∗ − τ
}
dτ
)
,
and hence
(T∗ − t)‖D
kv(t)‖
N+2
2k
L2
= T∗‖D
kv0‖
N+2
2k
L2
×
× exp
(
N + 2
2k
∫ t
0
{
αk(τ)−
[
2k
N + 2
]
1
T∗ − τ
}
dτ
)
. (2.50)
Thus, if
lim inf
t→T∗
∫ t
0
{
αk(τ)−
[
2k
N + 2
]
1
T∗ − τ
}
dτ = −∞,
then
lim inf
t→T∗
(T∗ − t)‖D
kv(t)‖
N+2
2k
L2
= 0,
13
and applying the result of (i), we find that T∗ is not the blow-up time, and
this shows that (1.4) is a necessary condition that T∗ is a blow-up time. In
order to show the sufficiency we suppose v ∈ C([0, T∗];H
k
σ(R
N)). Then, by
(1.7) and (2.44) together with the energy conservation we have
lim inf
t→T∗
∫ t
0
αk(τ)dτ ≤
∫ T∗
0
|αk(τ)|dτ ≤ C
∫ T∗
0
‖∇v(τ)‖L∞dτ
≤ CT∗ sup
0<t<T∗
‖Dkv(t)‖
N+2
2k
L2
‖v0‖
1−
N+2
2k
L2
<∞.
Hence,
lim inf
t→T∗
∫ t
0
{
αk(τ)−
[
2k
N + 2
]
1
T∗ − τ
}
dτ
≤ lim inf
t→T∗
∫ t
0
αk(τ)dτ −
2k
N + 2
∫ T∗
0
dτ
T∗ − τ
= −∞,
which is in contradiction to (1.4).
Proof of part (iii): Suppose (iii) does not hold. Then, there exists ε0 > 1
and t0 ∈ (0, T∗) such that
αk(t) <
[
2k
N + 2
]
1
T∗ − t
−
[
2kε0
N + 2
]
1
T∗ − t
[
log
(
1
T∗ − t
)]−1
(2.51)
holds for all t ∈ (t0, T∗). Hence, we estimate, from (2.44) and (2.50),∫ T∗
t0
‖∇v(t)‖L∞dt ≤ C
∫ T∗
t0
‖Dkv(t)‖
N+2
2k
L2
‖v(t)‖
1−
N+2
2k
L2
dt = CT∗‖D
kv0‖
N+2
2k
L2
‖v0‖
1−
N+2
2k
L2
×
×
∫ T∗
t0
1
T∗ − t
exp
(
N + 2
2k
∫ t
0
{
αk(τ)−
[
2k
N + 2
]
1
T∗ − τ
}
dτ
)
dt
≤ CT∗‖D
kv0‖
N+2
2k
L2
‖v0‖
1−
N+2
2k
L2
∫ T∗
t0
1
T∗ − t
exp
(
−
∫ t
0
ε0
T∗ − τ
[
log
(
1
T∗ − τ
)]−1
dτ
)
dt
= CT∗‖D
kv0‖
N+2
2k
L2
‖v0‖
1−
N+2
2k
L2
∫ T∗
t0
1
T∗ − t
[
log
(
T∗
T∗ − t
)]−ε0
dt <∞.
Hence, thanks to the Beale -Kato-Majda criterion we find that v ∈ C([0, T∗];H
k(RN)).
The sufficiency is immediate, since as shown in the proof of part (ii), assump-
tion of v ∈ C([0, T∗];H
k
σ(R
N)) implies that
lim sup
t→T∗
(T∗ − t)αk(t) ≤ C lim sup
t→T∗
(T∗ − t)‖∇v(t)‖L∞
≤ C lim sup
t→T∗
(T∗ − t)‖D
kv(T∗)‖
N+2
2k
L2
‖v0‖
1−
N+2
2k
L2
= 0,
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contradicting (1.5).
Proof of part (iv): We recall the well-known equation for |ω(x, t)|(see e.g.
[34]),
∂
∂t
|ω((X(a, t), t)| = α(X(a, t), t)|ω(X(a, t), t)|, a ∈ R3
where {X(a, t)} is the particle trajectory generated by the velocity field
v(x, t). From this we compute,
∂
∂t
{(T∗ − t)|ω(X(a, t), t)|} =
(
α(X(a, t), t)−
1
T∗ − t
)
{(T∗ − t)|ω(X(a, t), t)|} .
Hence, integrating over [0, t], we obtain
|ω(X(a, t), t)| =
T∗
T∗ − t
|ω0(a)| exp
[∫ t
0
(
α(X(a, τ), τ)−
1
T∗ − τ
)
dτ
]
,
and
‖ω(t)‖L∞ ≤
T∗
T∗ − t
‖ω0‖L∞ exp
[∫ t
0
(
‖α(τ)‖L∞ −
1
T∗ − τ
)
dτ
]
.
From now on, repeating the argument of the proof of part(iii) above, we de-
rive our conclusion for (iv). 
Proof of Theorem 1.2 Suppose T∗ is a blow-up time for v ∈ C([0, T∗);H
k(RN)).
Then, at least one of the followings holds true.
(a) There exists a sequence {tn} with tn ր T∗ such that
αk(tn) =
[
2k
N + 2
]
1
T∗ − tn
∀n = 1, 2, · · · ,
(b) There exists t0 ∈ (0, T∗) such that∣∣∣∣αk(t)−
[
2k
N + 2
]
1
T∗ − t
∣∣∣∣ > 0 ∀t ∈ [t0, T∗),
and ∫ T∗
t0
∣∣∣∣αk(t)−
[
2k
N + 2
]
1
T∗ − t
∣∣∣∣ dt <∞.
(c) There exists t0 ∈ (0, T∗) such that
αk(t)−
[
2k
N + 2
]
1
T∗ − t
< 0 ∀t ∈ [t0, T∗),
and ∫ T∗
t0
{
αk(τ)−
[
2k
N + 2
]
1
T∗ − τ
}
dτ = −∞. (2.52)
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(d) There exists t0 ∈ (0, T∗) such that
αk(t)−
[
2k
N + 2
]
1
T∗ − t
> 0 ∀t ∈ [t0, T∗),
and ∫ T∗
t0
{
αk(τ)−
[
2k
N + 2
]
1
T∗ − τ
}
dτ =∞.
The case (c) is eliminated, since (2.52) implies
lim
t→T∗
(T∗ − t)‖D
kv(t)‖
N+2
2k
L2
= 0
by (2.50), and due to Theorem 1.1 (i) T∗ is not a blow-up time. The cases
(a) and (b) correspond to (i) and (ii) of Theorem 1.2 respectively, due to the
formula (2.50). In the case (d) we define
s(t) :=
∫ t
t0
{
αk(τ)−
[
2k
N + 2
]
1
T∗ − τ
}
dτ + log(T∗‖D
kv(t0)‖
N+2
2k
L2
)
= log
(
(T∗ − t)‖D
kv(t)‖
N+2
2k
L2
)
.
Then, t 7→ s(t) is a monotone increasing function on (t0, T∗) with s(t)ր∞
as t → T∗. Hence, we can choose t1 ∈ (t0, T∗) so that s1 := s(t1) > 1.
Furthermore,
s′(t) = αk(t)−
[
2k
N + 2
]
1
T∗ − t
> 0 t ∈ (t0, T∗).
Thus, using (2.49), we find that for any positive, continuous function g sat-
isfying the Osgood condition the following estimate holds
∫ T∗
t1
∣∣∣αk(t)− [ 2kN+2] 1T∗−t
∣∣∣
g
(
log
(
(T∗ − t)‖Dkv(t)‖
N+2
2k
L2
))dt = ∫ T∗
t1
s′(t)
g(s(t))
dt =
∫
∞
s1
ds
g(s)
<∞.
Thus, we have established part (iii) of Theorem 1.2 
2.2 The Navier-Stokes equations
In order to prove Theorem 1.4 and Theorem 1.5 we need the following lemma.
Lemma 2.1 Let v ∈ C([0, T );Lpσ(R
N)), N ≤ p <∞, be a classical solution
the Navier-Stokes equations in RN . Then, for all t ∈ [0, T ) there holds
‖v0‖Lp exp
(
−
∫ t
0
|λp(τ)| dτ
)
≤ ‖v(t)‖Lp ≤ ‖v0‖Lp exp
(∫ t
0
|λp(τ)| dτ
)
.
(2.53)
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Proof We take L2 inner product the first equation of (NS) with v|v|p−2,
then
1
p
d
dt
‖v(t)‖pLp =
∫
RN
pi(v · ∇)|v|p−2dx−
∫
RN
|∇v|2|v|p−2dx
−(p− 2)
∫
RN
|∇|v||2|v|p−2dy
= (γp(t)− δp(t))‖v‖
p
Lp = λp(t)‖v‖
p
Lp,
where we used the computation,∫
RN
(∆v) · v|v|p−2dx = −
∫
RN
|∇v|2|v|p−2dx− (p− 2)
∫
RN
|∇|v||2|v|p−2dx.
Hence,
d
dt
‖v(t)‖Lp = λp(t)‖v‖Lp, (2.54)
and
‖v(t)‖Lp = ‖v0‖Lp exp
(∫ t
0
λp(s) ds
)
,
which provides us with (2.53). 
Proof Theorem 1.4
Proof of part (i): Let us st
Y (t) := (T∗ − t)
p−N
2p ‖v(t)‖Lp,
and using (2.54), we compute
dY (t)
dt
=
{
λp(t)−
[
p−N
2p
]
1
T∗ − t
}
Y (t),
which provides us with
Y (t) = Y (0) exp
(∫ t
0
{
λp(τ)−
[
p−N
2p
]
1
T∗ − τ
}
dτ
)
,
and
(T∗ − t)
p−N
2p ‖v(t)‖Lp = T
p−N
2p
∗ ‖v0‖Lp×
× exp
(∫ t
0
{
λp(τ)−
[
p−N
2p
]
1
T∗ − τ
}
dτ
)
.
(2.55)
Thus if
lim inf
t→T∗
∫ t
0
{
λp(τ)−
[
p−N
2p
]
1
T∗ − τ
}
dτ = −∞
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holds, then (2.55) implies that
lim inf
t→T∗
(T∗ − t)
p−N
2p ‖v(t)‖Lp = 0,
which shows that T∗ is not the blow-up time due to Theorem 1.3. Thus we
have proved (1.21) is a necessary condition for T∗ to be a blow-up time. In
order to show sufficiency part we assume v ∈ C([0, T∗+ ε];L
p
σ(R
N)) for some
ε > 0. Then, by standard regularity results on the Navier-Stokes equations
v(·, t) ∈ C∞σ (R
N) for all t ∈ (0, T∗ + ε) for some ε > 0. We recall that the
pressure is represented by
pi = −(∆)−1div div v ⊗ v =
N∑
j,k=1
RjRk(vjvk),
where Rj , j = 1, · · · , N, are the Riesz transforms in R
N([38]). Hence, by the
Calderon-Zygmund type of inequality we estimate∣∣∣∣
∫
RN
pi(v · ∇)|v|p−2dx
∣∣∣∣ =
∣∣∣∣
∫
RN
∇pi · v|v|p−2dx
∣∣∣∣
≤ ‖∇pi‖Lp‖v‖
p−1
Lp ≤ C‖v∇v‖Lp‖v‖
p−1
Lp ≤ C‖∇v‖L∞‖v‖
p
Lp,
which provides us with |γp(t)| ≤ C‖∇v‖L∞. Since δp(t) ≥ 0, we have an
estimate∫ T∗
0
|λp(t)|dt ≤
∫ T∗
0
|γp(t)|dt−
∫ T∗
0
δp(t)dt ≤ C
∫ T∗
0
‖∇v(t)‖L∞dt <∞.
Thus we deduce
lim inf
t→T∗
∫ t
0
{
λp(τ)−
[
p−N
2p
]
1
T∗ − τ
}
dτ
≤
∫ T∗
0
|λp(t)|dt−
p−N
2p
∫ T∗
0
dt
T∗ − t
= −∞,
contradicting (1.21) for p > N . We have thus shown that (1.21) is also a
sufficient condition that T∗ is a blow-up time in our case p > N .
Proof of part (ii): Suppose (ii) does not hold. Then, there exists ε0 > 1
and t0 ∈ (0, T∗) such that
αk(t) <
[
p−N
2p
]
1
T∗ − t
−
[
(p−N)ε0
2p
]
1
T∗ − t
[
log
(
1
T∗ − t
)]−1
(2.56)
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holds for all t ∈ (t0, T∗). Hence, we estimate, from (2.55),∫ T∗
t0
‖v(t)‖
2p
p−N
Lp dt = CT∗‖v0‖
2p
p−N
Lp ×
×
∫ T∗
t0
1
T∗ − t
exp
(
2p
p−N
∫ t
0
{
λp(τ)−
[
p−N
2p
]
1
T∗ − τ
}
dτ
)
dt
≤ CT∗‖v0‖
2p
p−N
Lp
∫ T∗
t0
1
T∗ − t
exp
(
−
∫ t
0
ε0
T∗ − τ
[
log
(
1
T∗ − τ
)]−1
dτ
)
dt
= CT∗‖v0‖
2p
p−N
Lp
∫ T∗
t0
1
T∗ − t
[
log
(
T∗
T∗ − t
)]−ε0
dt <∞.
Hence, applying the Serrin criterion([37, 36, 35, 32]), we find that v ∈
C([0, T∗];L
p(RN)). Sufficiency is immediate, since regularity at T∗ implies
λp(t) ∈ L
∞([t0, T∗]), and thus
lim sup
t→T∗
(T∗ − t)λp(t) = 0,
violating (1.22) in the case p > N . 
Proof Theorem 1.5 Suppose T∗ is a blow-up time for v ∈ C([0, T∗);L
p(RN)).
Then, at least one of the followings holds true.
(a) There exists a sequence {tn} with tn ր T∗ such that
λp(tn) =
[
p−N
2p
]
1
T∗ − tn
∀n = 1, 2, · · · ,
(b) There exists t0 ∈ (0, T∗) such that∣∣∣∣λp(t)−
[
p−N
2p
]
1
T∗ − t
∣∣∣∣ > 0 ∀t ∈ [t0, T∗),
and ∫ T∗
t0
∣∣∣∣λp(t)−
[
p−N
2p
]
1
T∗ − t
∣∣∣∣ dt <∞.
(c) There exists t0 ∈ (0, T∗) such that
λp(t)−
[
p−N
2p
]
1
T∗ − t
< 0 ∀t ∈ [t0, T∗),
and ∫ T∗
t0
{
λp(τ)−
[
p−N
2p
]
1
T∗ − τ
}
dτ = −∞. (2.57)
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(d) There exists t0 ∈ (0, T∗) such that
λp(t)−
[
p−N
2p
]
1
T∗ − t
> 0 ∀t ∈ [t0, T∗),
and ∫ T∗
t0
{
λp(τ)−
[
p−N
2p
]
1
T∗ − τ
}
dτ =∞.
The case (c) is eliminated, since (2.57) implies
lim
t→T∗
(T∗ − t)
p−N
2p ‖v(t)‖Lp = 0
by (2.55), and T∗ is not a blow-up time by Theorem 1.3. The cases (a)
and (b), combined with (2.55), correspond to (i) and (ii) of Theorem 1.4
respectively. In the case (d) we define
s(t) :=
∫ t
t0
{
λp(τ)−
[
p−N
2p
]
1
T∗ − τ
}
dτ + log(T
p−N
2p
∗ ‖v(t0)‖Lp)
= log
(
(T∗ − t)
p−N
2p ‖v(t)‖Lp
)
.
Then, t 7→ s(t) is a monotone increasing function on (t0, T∗) with s(t)ր∞ as
t→ T∗. Hence, it is legitimate to choose t1 ∈ (t0, T∗) so that s1 := s(t1) > 1.
Moreover,
s′(t) = λp(t)−
[
p−N
2p
]
1
T∗ − t
> 0 t ∈ (t0, T∗).
Thus, using (2.55), we find that for any positive, continuous function g sat-
isfying the Osgood condition the following estimate holds
∫ T∗
t1
∣∣∣λp(t)− [p−N2p ] 1T∗−t
∣∣∣
g
(
log
(
(T∗ − t)
p−N
2p ‖v(t)‖Lp
))dt = ∫ T∗
t1
s′(t)
g(s(t))
dt =
∫
∞
s1
ds
g(s)
<∞.
Thus, we established part (iii) of Theorem 1.5. In the case p = N we can
eliminate (ii), since
∫ T∗
0
|λN(t)|dt < ∞ implies v ∈ L
∞([0, T∗];L
N(RN)) due
to Lemma 2.1. Applying the critical case of Serrin criterion, proved by Es-
cauriaza, Seregin and Sverak([22]), we deduce that the solution v is regular
at T∗. 
2.3 The surface quasi-geostrophic equations
Proof of Theorem 1.6 Since the proof is similar to that of Theorem 1.1,
we will be brief here, presenting only essential estimates. Given k > 2/p+1,
20
we operate Dk on evolution equation part of (QG), and then taking L2 inner
product of it by Dkθ|Dkθ|p−2, we obtain after integration by part
1
p
d
dt
‖Dkθ‖pLp = −
∫
R2
Dk{(v · ∇)θ} ·Dkθ|Dkθ|p−2dx
= −
∫
R2
[
Dk{(v · ∇)θ} − (v · ∇)Dkθ
]
·Dkθ|Dkθ|p−2dx
≤ C‖Dk{(v · ∇)θ} − (v · ∇)Dkθ‖Lp‖D
kθ‖p−1Lp
≤ C(‖∇v‖L∞‖D
kθ‖Lp + ‖∇θ‖L∞‖D
kv‖Lp)‖D
kθ‖p−1Lp
≤ C(‖Dkv‖
p+2
kp
Lp ‖v‖
1−
p+2
kp
Lp ‖D
kθ‖Lp + ‖D
kθ‖
p+2
kp
Lp ‖θ‖
1−
p+2
kp
Lp ‖D
kv‖Lp)‖D
kθ‖p−1Lp
≤ C‖Dkθ(t)‖
p+
p+2
kp
Lp ‖θ(t)‖
1−
N+2
2k
Lp = Ck,p‖D
kθ(t)‖
p+
p+2
kp
L2
‖θ0‖
1−
p+2
kp
L2
(2.58)
for an absolute constant Ck,p, in which we used the fact,∫
R2
(v·∇)Dkθ·Dkθ|Dkθ|p−2 dy =
1
p
∫
R2
(v·∇)|Dkθ|pdy = −
1
p
∫
R2
(div v)|Dkθ|pdx = 0,
and the inequalities (2.43) and (2.44), the Calderon-Zygmund type of in-
equality,
‖Dkv‖Lp = ‖D
kR⊥θ‖Lp ≤ C‖D
kθ‖Lp, ∀p ∈ (1,∞), k ∈ {0} ∩ N,
as well as the conservation of Lp norm for θ. We set
X(t) := ‖Dkθ(t)‖
p+2
kp
Lp ‖θ0‖
1−
p+2
kp
Lp , X0 = ‖D
kθ0‖
p+2
kp
L2
‖θ0‖
1−
p+2
kp
Lp ,
and
K :=
kp
2(p+ 2)Ck,p
.
Then, from (2.58), we deduce
dX(t)
dt
≤
(p+ 2)Ck,p
kp
X(t)2 =
1
2K
X(t)2.
The remaining part of the proof is the same as that of proof of Theorem 1.1
with obvious changes, and we omit it. 
Proof of Theorem 1.7 The proof is similar to that of Theorem 1.2. We
present only essential parts of it. We note that from the first line of (2.58)
d
dt
‖Dkθ(t)‖Lp = αk,p‖D
kθ(t)‖Lp.
Hence, setting
Y (t) := (T∗ − t)‖D
kθ(t)‖
p+2
kp
Lp ,
21
we compute directly to get
dY (t)
dt
=
(p+ 2)
kp
(
αk,p(t)−
[
kp
p+ 2
]
1
T∗ − t
)
Y (t),
which provides us with
(T∗−t)‖D
kθ(t)‖
p+2
kp
Lp = T∗‖D
kθ0‖
p+2
kp
Lp exp
(
p+ 2
kp
∫ t
0
{
αk,p(τ)−
[
kp
p+ 2
]
1
T∗ − τ
}
dτ
)
.
The remaining parts of the proof is the repetition of that of Theorem 1.2
word by word with obvious modifications, and we omit them. 
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