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Abstract
In this thesis, we attempt to review the full theory of (matter-free) Loop Quantum Gravity
(LQG) with particular emphasis on the calculational aspects. Huge efforts are made to give
a logical account of the construction and to avoid high-brow mathematics since the author
is incapable of understanding them. The traditonal ADM (geometrodynamical) formulation
is derived in full. Then Ashtekar variables are discussed in great detail to appreciate the
insights of this formulation and the how this formulation leads to the present developments.
Finally the Immrizi-Barbero variables are derived to show how the reality conditions can
be avoided by having real variables. We then summarise the main structure of the modern
(quantum) formulation of spin networks.
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As a theorist, we are usually confronted with this question “ What is the value of your theoretical
research?” or in more direct language, “ What is the pragmatic use of your fanciful ideas and
frightening calculations?”
In my opinion, I think the role of the theorist or the role of theoretical research is to probe all
aspects of a theory, seeking its applications and limits. Sometimes when a theory is probed to its
limits, together with experimental data, hints of a groundbreaking result may appear. When we
recall the story about blackbody radiation, we can see that sometimes such groundbreaking results
may become a revolution! Essentially, a theorist or a theoretical research checks the existing theory
at its limits and looks for where the theory might go wrong. For other researchers, who rely on the
theory for applications, will have a peace of mind in that they can know how far can the theory be
used and applied.
From the foresight of Ashtekar, we can see that there 3 lines of attack to formulate a quantum
theory of gravity; the particle physicists’ approach, the mathematical physicists’ approach and the
general relativists’s approach.
The particle physicists has pertubative quantum ﬁeld theory as their main success. By consid-
ering a perturbed background metric, they have quanta of mass zero and spin-2 and these are the
gravitons. However the theory fails to be renormalizable. When supersymmetry is incoperated, it
appeared renormalizable, but it turns out that detailed calculations revealed non-renormalizability
at the two loop level. String theory developed in another direction but turns out to be promising
as a theory of everything with gravity and many other ﬁelds included in it. However, the question
is whether perturbative methods is the way to go or not.
The mathematical physicists would try deﬁne axioms to construct a theory. For quantum
gravity, keeping with the spirit of general relativity of background independence, there is no clue on
how to construct axioms without reference to any metric. Canonical quantization could be a possible
strategy because we can have a Hamiltonian theory without introducing speciﬁc background ﬁelds.
Dirac’s constraint analysis will take care of the diﬀeomorphism invariance of the theory. However
we lose manifest covariance and there are ambiguities in how the quantum theory is constructed.
The general relativists regard Einstein’s discovery that gravity is essentially a consequence
of the geometry of spacetime, as the most important principle to uphold. Hence in formulating
a quantum theory of gravity, there should not be any spliting of the metric into a kinematical
part and a dynamical part, or generally, there should not any introduction of background ﬁelds
into the theory. Dirac’s constraint analysis (canonical quantization method) and path integral
method are two methods that allow treatment of the theory with its symmetries taken into account
systematically.
Loop Quantum Gravity (LQG) or Quantum General Relativity (QGR) is an attempt of a
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canonical quantization method on General Relativity (GR) to construct the quantum theory that
respects the diﬀeomorphism symmetries of GR. Dirac’s constraint analysis is a systematic way to
construct the Hamiltonian version of the theory with the symmetries of the theory fully taken into
account. The methodology of quantization in Dirac’s constraint analysis is quite well laid out as
well.
I will describe the historical developement of the canonical quantization of LQG to recent times.
I believe in understanding the historical development of any theory because it serves to illustrate
the conceptual development of a theory and the need for such a development. I will only cover
brieﬂy, for more detailed coverage of the history, see [Rovelli’s book] and [Thiemann’s book].
1949 - Peter Bergmann forms a group that studies systems with constraints. Bryce DeWitt
applied Schwinger’s covariant quantization to gravity. Dirac publishes Constraint Analysis for
Hamiltonian systems [17].
1958 - The Bergmann group and Dirac completes the hamiltonian theory of constrained systems.
The double classiﬁcation into primary and secondary constraints and into ﬁrst- and second-class
constraints reﬂects that Dirac and Bergmann’s group intially worked seperately.
1961 - Arnowitt, Deser and Misner wrote the ADM formulation of GR [23]. The ADM formu-
lation is simply the (incomplete) constraint analysis of GR in terms of metric variables.
1964 - Penrose invents the spin networks and it is published in 1971. Of course, it appears to
be unrelated to canonical quantization of gravity at that time. 1
1967 - Bryce DeWitt publishes the “Einstein-Schrodinger equation” which is the imposition of
the Hamiltonian (scalar) constraint on the physical state which is the last step in the constraint
analysis. But everybody else has been calling it the “Wheeler-DeWitt equation”. See [14] for the
reason. Wheeler came up with the idea of space of 3-geometries, known as “superspace”.
1969 - Charles Misner starts the subject “quantum cosmology”.
1976 - Supergravity and supersymmetric string theory are born.
1986, 1987 - Ashtekar realises that the Sen connection (an extension of the covariant derivative
to SL(2,C) spinors giving rise to an antiself-Hodge dual connection) is suitable as a conﬁguration
variable for GR. The constraints simplify into polynomial form using these variables and these are
called Ashtekar New variables [11].
1987, 1988 - Samuel, Jacobson, Smolin found the Lagrangian formulation of Ashtekar New
variables. Jacobson and Smolin found loop-like solutions to the Scalar constraint written in the
connection variables. Rovelli and Smolin brought loop variables formulation to maturity [35],
hence known as “Loop Quantum Gravity”. However, reality conditions in Ashtekar formulation is
intractable.
1992 - Functional Analysis is applied to LQG by Ashtekar and Isham. Abelian C∗ algebra and
GNS construction are used to handle distributional connections [39].
1993, 1994 - Ashtekar and Lewandowski found a measure that is Gauss gauge invariant and 3D
diﬀeomorphism invariant. They applied projective techniques to set up calculus on the space of
distributional connections [40].
1994, 1995, 1996 - Barbero formulates the real-valued connection version of LQG [29]. This
formulation has trivial reality conditions and has a parameter that Immirzi has considered earlier.
Polynomiality of the scalar constraint is lost. Thiemann starts to realise that polynomiality of the
scalar constraint is inconsistent with background independence. Rovelli and Smolin discovered that
spin network basis is a complete basis for LQG [42]. They calculated area and volume operator
eigenvalues [43].
1996, 1997 - Thiemann published the remarkable QSD series of papers and a major stumbling
1The original Penrose article is found here: http://math.ucr.edu/home/baez/penrose/Penrose-
AngularMomentum.pdf.
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block is cleared. The (weight +1) Barbero scalar constraint ﬁnally becomes well deﬁned as an
operator expression via Thiemann’s tricks and Thiemann’s regularisation as expressed in the QSD
papers [15].
1997 onwards - Rovelli and Reisenberger used the regularised scalar constraint and formally
deﬁned a projector onto physical states [47]. Thus “spin-foam models” are born.
2000 onwards - Bojowald started “Loop Quantum Cosmology” based on the modern LQG type
of Hilbert space.
2003 onwards - Thiemann devised the Master Constraint programme to handle the non-Lie
algebra of the scalar constraints. The hope is that, once a quantisation of the Master Constraint
is agreed upon, a physical inner product can be found, then what remains in LQG is to construct
Dirac observables and checking the classical limit of the theory.
This ends the historical development of LQG. I would like to note that viewing Ashtekar vari-
ables as a special case of the Immrizi-Barbero parameter is clean mathmatically but rather uninsigh-
ful physically as we saw in the historical development. Ashtekar’s discovery led to a breakthrough
in having the kind of variables to use for GR that are suited for quantisation. In this case the
connection variables are the suitable ones.
In the thesis, I will give (as much as I can) details into the calculations of ADM formulation and
Ashtekar New variables formulation. Real Palatini constraint analysis is also included to illustrate
that the constraints would become intractable to solve when real variables are used and the Palatini
action is unmodiﬁed. Immirzi-Barbero formulation is discussed next to lay the foundations of the
modern theory of LQG or QGR. Then a brief overview of spin network basis is given to close the
thesis. In the thesis, logical development of concepts is emphasized. And wherever I can, I tried to
justify completely the reasons for introducing new structures.
Finally, I would like to clarify the style of the thesis.2 The reader may ﬁnd the inclusion of
detailed calculational steps intimidating. However, my reason for doing so is that I hope the reader
will feel that claims in the theory are properly worked out and not speculated loosely. I shall give
a guide on how to read the thesis. For readers who want to get a quick look at the structures and
results of the theory, he may only need to read, typically, the ﬁrst and last line of all calculations.
For readers who are seriously interested in tackling LQG, he may want to check all the calculations
in the thesis to understand the basic structures of LQG and the calculational techniques in LQG.
There are 2 companion theses [1] and [2]. [1] covers the mathematical foundations in LQG while
[2] covers the coupling of matter in LQG.
2In the calculations, whenever the symbol ‘|’ appears, it means that line descibes an identity used in the calculation
or techniques used in the calculation.
Chapter 2
Dirac Constraint Analysis
2.1 Dirac Constraint Analysis in a Nutshell
Here we will give an operational summary of the Dirac constraint analysis. Since this is an op-
erational summary, all proofs, justiﬁcations, alternative methods, operator ordering problems and
quantization problems are ignored. This analysis enables a (classical) theory having internal sym-
metry (such as gauge symmetry or diﬀeomorphism invariance) be written consistently from the
Lagrangian form to the Hamiltonian form. Usually, the motive to have a Hamiltonian formulation,
is to carry out canonical quantization of the classical theory.
The reader who is interested in the details of the analysis, can check out the references [17],
[18], [19], [20], [21] and [22]. This is also the recommended reading order. In this summary, we will
follow [17] and [19] closely.
We shall consider classical systems with a ﬁnite number of degrees of freedom in this short
summary. The generalisation to ﬁeld theory is rather straightforward. We start with a Lagrangian
for the theory. If it is in the 4D invariant form, then it needs to be (3+1) decomposed so that the
action is explicitly written in terms of the conﬁguration variables and their velocities. So the action




where n runs over n = 1, 2, 3...N where N is the number of degrees of freedom.





where i, l = 1, 2, 3...N .
First, we calculate the determinant of the Hessian matrix to ﬁnd out if the system has constraints
built in. If the determinant is zero, then we need to carry out the Dirac constraint analysis on the
(singular) Lagrangian theory.





and if there turns out to have M independent relations among the momenta, which we denote as
φm(q, p) = 0, then these are the primary constraints of the theory. m = 1, 2, 3...M . Perform the
Legendre transform in the usual way and write down the total Hamiltonian HT .
HT := H + cmφm (2.4)
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where H =
∑N
n=1 q˙npn−L and cm are arbitrary functions of q, p. Equations of motion of any phase
space function, g are then given by:




Or in Dirac’s notation, g˙ ≈ [g,HT ]PB. It is read as “weakly” equal where it means that the
constraints are imposed after the evaluation of the Poisson brackets.
Then we impose the consistency conditions φ˙m ≈ 0 or [φm,HT ]PB ≈ 0, that the constraints
are preserved in time, on the primary constraints to obtain the secondary constraints. We repeat
this until the consistency conditions are identically satisﬁed, then there will be no more secondary
constraints. In the literature, constraints derived from the consistency conditions of secondary
constraints are sometimes called tertiary constraints. We shall be casual with such terminology in
this thesis.
Suppose there are K secondary constraints and we use the same notation for all the constraints,
φk = 0 where k = 1, 2, 3...K. We can then write the extended Hamiltonian
HE := H + cmφm (2.6)
where m now runs from 1, 2, 3...M +K.
The classiﬁcation of “primary” and “secondary” constraints is not important. What is im-
portant is to classify them into “ﬁrst” class and “second” class constraints. We carry out this
classiﬁcation by using the deﬁnitions for “ﬁrst” class and “second” class constraints. Systems with
“second” class constraints must employ Dirac brackets from thereon. It is important to emphasize
that in “weak” equations, the imposition of constraints must be done after the Poisson brackets
are evaluated.
First Class constraints are those constraints that have “weakly” vanishing Poisson Brackets
with all the constraints. Second Class constraints are constraints that have non-“weakly” vanishing
Poisson Brackets with all the constraints. We denote First Class constraints as φ(FC) and Second
Class constraints as φ(SC).
Now we will discuss the (naive) Dirac quantization method for the various types of systems.
There are 2 types of systems after the constraint analysis of the classical system. Type 1: systems
with only First Class constraints and Type 2: systems with First and Second Class constraints.
Quantization of Type 1 systems involve 5 steps:
1. Write the canonical Poisson Brackets into commutators. ( [•, ◦]PB −→ 1i [•ˆ, ◦ˆ] ) 1
2. Set up Schro¨dinger Equation.
3. First Class constraint operators are required annihilate the wavefunction, φˆ(FC)ψphy = 0.
4. Poisson Brackets of constraints, must be ordered with the coeﬃcients operator to the left in




5. “Real Observable functions” become Hermitian operators. We also have to resolve the oper-
ator ordering problems associated to that.
1This only works for a special/preferred subset. See [1] and references therein.
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For Type 2 systems, we ﬁrst try to write as many Second Class constraints into First Class
constraints as possible by taking linear combinations of the Second Class constraints, then we
deﬁne Dirac brackets as follows,





[•, φ(SC)i]PB∆−1ij [φ(SC)j , ◦]PB (2.7)
where the double sum is over all (remaining) Second Class constraints. The ∆ matrix has elements
made up of the Poisson Brackets of all the Second Class constraints.
∆ :=

0 [φ(SC)1, φ(SC)2]PB [φ(SC)1, φ(SC)3]PB · · ·
[φ(SC)2, φ(SC)1]PB 0 [φ(SC)2, φ(SC)3]PB · · ·





The equations of motion becomes g˙ ≈ [g,HE ]D. Second Class constraints can be taken as strongly
equal to zero in the classical theory. Hence by working only with Dirac Brackets, we are in a
smaller classical phase space and unphysical degrees of freedom due to Second Class constraints are
removed. We highlight that this smaller classical phase space and the term “reduced phase space”
is entirely diﬀerent. “Reduced phase space” refers to a smaller phase space due due to gauge ﬁxing
(hence “solving” First Class constraints). The theory is then quantized exactly as the steps in Type
1 systems by writing Dirac Brackets into commutators and follow the other 4 steps above as now
we only have a Type 1 system in the reduced phase space.
In the next section, we provide some of the standard examples to illustrate the Dirac Constraint
analysis.
2.2 Examples in Dirac Constraint Analysis
We cover 3 examples in Dirac Constraint Analysis that are actual physical systems. We want to
illustrate that the Dirac’s method can be used on systems with diﬀerent kinds of symmetry. As
far as the simple examples illustrated here are concerned, the Dirac’s method does give us the
right quantum theory. Thus Dirac’s method gives us a highly systematic way to quantize physical
systems with symmetries. Whether it is correct for all physical systems is a big question mark.
There is no proof that Dirac’s method works for all physical systems, or it gives a correct, unique
quantum theory.
We aim to illustrate the steps of Dirac’s constraint analysis here, we will not consider any of
the subtle issues here.
1. The ﬁrst example cover the matter-free electromagnetic ﬁeld which possesses internal gauge
symmetry. In the usual treatments of this ﬁeld theory, a gauge ﬁxing condition is usually
imposed (such as Lorentz gauge condition) then the theory is quantized. The gauge ﬁxing
condition is imposed in a consistent manner in the quantum theory (such as the Gupta-Bleuler
method). However, gauge ﬁxing is undesirable due to the possibility of Gribov ambiguity.
Here we will carry out Dirac constraint analysis and the nice feature is that we can quantize
the theory in a gauge covariant manner.





with Fµν = ∂µAν − ∂νAµ (2.10)
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The Minkowski metric is taken as (-+++) and Greek indices are 4D while Latin indices are
3D. Let’s split the action into the (3+1) form with x0 being the time coordinate. From














d3x − 2F0iF0i + FijFij (2.12)
with F0i = ∂0Ai − ∂iA0 , Fij = ∂iAj − ∂jAi (2.13)
It is obvious that Aµ is a suitable variable as a conﬁguration variable, thus ∂0Aµ will be its
velocity. Hence now we can deﬁne the conjugate momenta. Note that for spatial indices,
the index position does not matter. Thus we will write all indices in the lowered position to









= 0 =: −E0 (2.17)






[Aµ(x), Eν(y)]PB = ηµνδ
(3)(x, y) (2.19)

























FijFij −Ei∂0Ai + c1E0 (2.22)
| where c1 is a Lagrange multiplier.





d3xEi∂0Ai − E0∂0A0 − 1
2
EiEi − Ei∂iA0 − 1
4












FijFij + Ei∂iA0 + c1E0
]
(2.24)









FijFij + Ei∂iA0 + c1E0 (2.25)
Now we impose the consistency condition on φ1
0
!
= φ˙1 = [φ1, H]PB (2.26)
= [−E0,H]PB (2.27)
= −∂iEi (2.28)
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since the only non-zero bracket is with A0. We dropped a boundary term as well. The
secondary constraint is thus
φ2 := −∂iEi (2.29)
We impose the consistency condition again,
0
!
= φ˙2 = [φ2, H]PB (2.30)
= −∂i [Ei,H]PB (2.31)
= −∂i∂jFij (2.32)
= 0 (2.33)
since the only non-zero bracket is with Ai. We dropped a boundary term as well. Thus there









FijFij + Ei∂iA0 + c1E0 + c2∂iEi (2.34)
It is obvious that [φ1, φ2]PB = 0, so φ1 and φ2 are ﬁrst class constraints. There are no second
class constraints.
Now we quantize the theory. We write the Poisson brackets into commutators, this imply
Eˆmuψ = −iηµν δψ
δAν
(2.35)
The physical states ψ must satisfy the quantum constraints conditions:
a) φˆ1ψ = 0⇒ δψ
δA0
= 0 (2.36)
b) φˆ2ψ = 0⇒ ∂i δψ
δAi
= 0 (2.37)
It takes a little more work to show that the theory here will have ψ coinciding with the set of
physical states obtained by other treatments. We refer the interested reader to the references.
2. The second example is an extension of the electrodynamics example given earlier. Here we
want to illustrate that, for a properly gauge-ﬁxed system, the system becomes a second class
system. Intuitively, this must happen because, when the system is properly gauge-ﬁxed,
the symmetry of the system is “eliminated”. Since ﬁrst class constraints generate symmetry
transformations, they will be eliminated by the gauge-ﬁxing. Only second class constraints
remain. We impose the radiation gauge
φ3 := A0 = 0 (2.38)
φ4 := ∂iAi = 0 (2.39)
To that these conditions ﬁx the gauge completely, see Sundermeyer [21] page 139]. We shall
proceed to calculate the Poisson brackets between the 4 constraints to show they indeed are
4 second class constraints. Then we form the “matrix” of second class constraints and ﬁnd
the inverse of the “matrix”. We recall the canonical Poisson brackets in example 1 for our
calculations.
[φ3, φ1]PB = δ
(3)(x, y) (2.40)
[φ3, φ2]PB = 0 (2.41)
[φ4, φ2]PB = ∂i∂iδ
(3)(x, y) (2.42)
[φ4, φ1]PB = 0 (2.43)
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0 0 1 0
0 0 0 −∂i∂i
−1 0 0 0
0 ∂i∂i 0 0
 δ(3)(x, y) (2.44)
We can evaluate its determinant and see that it is non-singular. According to the algorithm
for second class constraints, we now need the inverse of the “matrix” and form the Dirac
brackets. The inverse is given by
∆−1 :=

0 0 −δ(3)(x, y) 0
0 0 0 − 14π|x−y|
δ(3)(x, y) 0 0 0
0 14π|x−y| 0 0
 (2.45)
The Dirac bracket is deﬁned as follows (the double integral appears because the variables are
ﬁelds),




d3v[•(x), φi(u)]PB∆−1ij (u, v)[φj(v), ◦(y)]PB (2.46)











































42 (u, v) [φ2(v), E
ν(y)]PB (2.52)
| The last 2 terms are 0.
= δνµδ








| Do twice integration by parts for the last term to evaluate the delta functions.
= δνµδ
(3)(x, y)− δ0µδν0δ(3)(x, y)− ∂µ∂ν
1
4π|x− y| (2.55)
With similar calculations, we also get,
[A0(x), Aν(y)]D = 0 (2.56)
[Eµ(x), Eν ]D = 0 (2.57)
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We expand out the ﬁrst Dirac bracket and we get
[A0(x), E













(3)(x, y)− ∂i∂j 1
4π|x− y| (2.59)
which respect the remaining second class constraints, ∂iEi = 0 = ∂jAj . Thus the consistency
of Dirac’s algorithm is demonstrated in this example. Lastly, if we go to momentmum space,
we get
δijδ











which is known as the “transverse delta function” in the QED literature. In other treatments
of QED, the appearance of transverse delta function is somewhat ad-hoc and unsystematic.
Here the transverse delta function appears systematically from the reduction of phase space.
As is well known in the QED literature, these are the correct brackets to quantize. Thus
Dirac’s analysis of second class constraints gives us the right quantum theory in this example
of QED with radiation gauge.
3. The third example covers a free particle which obeys relativistic laws. The action is given the











where xµ is the position 4-vector and τ is an aﬃne parameter. We can show that the action
above is dimensionally correct in the units where c = 1.
This example consists of a spacetime symmetry which is the 4D diﬀeomorphism group, thus
very similar to the case of GR. We shall see that this special case leads to the Hamiltonian
being a constraint which is similar to the case in GR.











From the evaluation of the Hessian matrix (we do not do it here), we know that constraints












−p20 + p2i = m2 (2.66)
Thus the primary constraint can be deﬁned as,
φ1 := −p20 + p2i −m2 = 0 (2.67)
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The canonical Poisson brackets are
[xµ, pν ]PB = ηµνδ
(4)(x, y) (2.68)








√−vµvµ − ( −mvµ√−vνvν
)
vµ + pµv




µ + c1φ1 (2.71)
Hence the Hamiltonian is read oﬀ as
H := c1φ1 (2.72)
= c1(−p20 + p2i −m2) (2.73)
where c1 is a Lagrange multiplier. We impose the consistency condition on φ1,
0
!
= φ˙ = [φ1, H]PB (2.74)
= 0 (2.75)
Hence there are no secondary constraints. The interesting thing to note is that, when we have
a diﬀeomorphism invariant theory, the Hamiltonian consists only of a linear combination of
ﬁrst class constraints. We recall that in the Hamiltonian theory, ﬁrst class constraints are
generators of the symmetry of the theory. The Hamiltonian is itself a generator of time
translations which is a symmetry of the theory. Thus the Hamiltonian must be made up of
ﬁrst class constraints only.
Now we proceed to quantize the theory. Since the Hamiltonian is zero, we have no Schrodinger
equation. We only have the imposition of quantum constraints.









ψ = 0 (2.78)
where τ is taken as the coordinate time. This is the usual (ﬁrst quantized) Klein-Gordan
equation.
Chapter 3
(Matter-free) Loop Quantum Gravity:
Classical Theory
3.1 Variables for GR
3.1.1 Geometrodynamical Variables ( Einstein-Hilbert Action Constraint Analy-
sis; ADM Formulation)
The ADM formulation was done by Arnowitt, Deser and Misner to obtain a Hamiltonian formu-
lation of GR in the hope of applying canonical quantisation to GR and thus obtain a quantum
theory of GR [23]. To arrive at the Hamiltonian formulation of GR, we need to consider the initial-
value problem of GR, in order to obtain canonical variables for the Hamiltonian formulation. The
working here follows closely [15].
In General Relativity, the Einstein ﬁeld equations are second-order partial diﬀerential equations.
Thus the initial-value problem requires the speciﬁcation of “initial position” and “initial velocity”.
For concerns about the hyperbolic form of the ﬁeld equations and the deﬁnition of a “well-posed”
initial-value formulation, see [4].
To specify the initial values, we pick a spacelike hypersurface. In local coordinates, we set the
time-coordinate function to a constant function (see [3]). We call this parameter t and we demand
it to be single-valued so as to ensure a non-intersecting foliation is chosen. We note that the change
in t is orthogonal to the hypersurface, i.e. na ∝ ∂at where na is the unit normal to the hypersurface.
The hypersurface is denoted as Σt.
More formally, we denote M as the spacetime 4-manifold, topologically Σ× R with metric gab
with signature (s +++), where space (or spacetime) indices are labelled by small Latin alphabets





The signature is left arbitrary for useful comparisons between Euclidean and Lorentzian theories.
Each leaf will be denoted as Σt and gab induces a spatial metric on each Σt by the following.
(All indices are raised and lowered with the metric gab).
qab := gab − snanb (3.2)
Let ta be a 4D vector ﬁeld on M satisfying ta∂at = 1. (Recall na ∝ ∂at, so ta∂at = 1 means the
directional derivative of the constant function t in the direction of ta is 1.) We decompose ta into
13
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its vertical component and tangential component with respect to Σt and hence deﬁning the lapse
function N and the shift vector Na.
N := stana (3.3)
| Recall na = k∂at and ta∂at = 1, so N = sk.
| Then use nana = s gives na∂at = s/k, so








where it is clear that Nan
a = 0. This deﬁntion of lapse is chosen so that N > 0 everywhere, thus
assigning a future directed foliation. ta and na are both timelike, so st
ana is always positive. See
[4] for a geometrical interpretation of the lapse function and shift vector. Now we write the (3+1)
decomposition of ta.
ta = gabtb (3.6)
= (qab + snanb)tb (3.7)
= qabtb + sn
anbtb (3.8)
= Na +Nna (3.9)
qab is also known as the ﬁrst fundamental form, and q
a
b := g
acqcb. It is considered as the projection





a − snbna)(δcb − snbnc) (3.10)
| Note s2 = 1 and nbnb = s.
= δca − sncna (3.11)
= qca (3.12)






where ∇(4)m is the 4D torsion-free covariant derivative compatible with gab, i.e. ∇(4)a gcd = 0.
We show that the extrinsic curvatureKab is a symmetric tensor. For a geometrical interpretation






b (∇(4)c nd −∇(4)d nc) (3.14)
































| Note torsion-freeness, i.e. the Christoﬀel symbol is symmetric and
| partial derivatives commute.
= 0 (3.18)
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Hence the extrinsic curvature is symmetric (due to torsion-freeness).
We check that qab and Kab are “spatial” or tensors on Σ only.
qabn
a = (gab − snanb)na (3.19)
= gabn
a − s2nb (3.20)
= nb − s2nb (3.21)
















Note that it is convenient to choose the normal vector as a speciﬁc timelike direction, but we shall
be general here and choose ta as our timelike direction. We shall now write the (3+1) decomposition
of the metric gab by decomposing along the timelike direction t








b + sN2 (3.29)













Since the inverse metric is deﬁned by gabg
bc = δca, we can now write the (3+1) decomposition of

























Deﬁne the 3-covariant derivative, ∇(3) on Σ as
∇(3)a T m...nb...c = quaqvb ...qwc qmj ...qnk∇(4)u T j...kv...w (3.37)
and imposing this deﬁnition on qbc, we get,
∇(3)a qbc = qdaqebqfc∇(4)d qef (3.38)
= Using qef = gef − snenf , ∇(4)d gef = 0 and qebne = 0, (3.39)
= 0 (3.40)
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We check for torsion of ∇(3)a , consider any scalar function f[
∇(3)a ∇(3)b −∇(3)b ∇(3)a
]
f = qma q
n
b∇(4)m ∇(3)n f − (a⇔ b) (3.41)
= qma q
n







n∇(4)m ∇(4)p f + qma qnb (∇(4)m qpn)(∇(4)p f)
)
− (a⇔ b) (3.43)





b∇(4)m ∇(4)p f − qma qnb (∇(4)m nn)np(∇(4)p f)
)
− (a⇔ b) (3.44)
| First term vanishes due to torsion-freeness of ∇(4)a .
| Second term is Kab and is proven symmetric earlier.
= 0 (3.45)
Thus the deﬁned ∇(3)a is a unique, torsion-free derivative on Σ. We can interprete qab and Kab as
ﬁelds on M which happen to be orthogonal to na, implying that they lie on Σ. So we can take the
indices to run from 0, 1, 2, 3 and are raised and lowered with gab.










| Using the general formula of the Lie Derivative [Sean] and ∇(4)a gbc = 0,












b (L#n(qmn + snmnn)) (3.49)










(δma − snmna) (δnb − snnnb)L#nqmn (3.51)





Thus, Kab can be taken as the “velocity” of the canonical variable qab as it Lie drags the canonical
variable away from the initial hypersurface. The speciﬁcation of the initial value problem is thus as
follows [5]: specify two symmetric tensor ﬁelds, qab and Kab, on a spacelike hypersurface Σ and the
ﬁelds are not arbitrary. They must satisfy constraint equations on them, which we will see later.
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[Nnc∇(4)c qab + qac∇(4)b (Nnc) + qcb∇(4)a (Nnc)− qacnc(∇
(4)
b N)− qcbnc(∇(4)a N)]
| The last 2 terms are zero.
| Note L#nqab = 1
N
LN#nqab in this special case. (3.55)




[Ltqab − L #Nqab] (3.56)




(q˙ab − L #Nqab) (3.57)
We see that LN#nqab = Ltqab − L #Nqab in this special case.
Now, we deﬁne the curvature tensor on Σ(
∇(3)a ∇(3)b −∇(3)b ∇(3)a
)
Pc ≡ 2∇(3)[a ∇
(3)
b] Pc (3.58)
≡ R(3) dabc Pd (3.59)
and Pc is any ﬁeld on Σ, i.e. Pcn
c = 0.
CHAPTER 3. (MATTER-FREE) LOOP QUANTUM GRAVITY: CLASSICAL THEORY 18
Now we relate the 3-Riemann to the 4-Riemann tensor.(






























































































































































mrs Pd − s
[









mrs Pd + 2sKc[aK
d
b] Pd (3.70)
recall that 2∇(3)[a ∇
(3)
b] Pc = R
(3) d













mnrs + 2sKc[aKb]d (3.71)













nrs + s (K
a



































= R(3) − sK2 + sKabKab (3.76)
where K is the trace of Kab, i.e. K ≡ K aa = Kabgab = Kabqab since Kabnanb = 0. We write further
that






= (grm − snmnr) (gsn − snnns)R(4)mnrs (3.79)
| Note that grm = δrm and the term nmnnR(4)mnrs = 0 since mn is antisymmetric.
= R(4) − 2snnnsR(4)ns (3.80)
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Now we are ready to carry out the ADM Hamiltonian formulation. We write the Einstein-






























R(3) − sK2 + sKabKab
]
(3.84)
Now consider the deﬁnition of R
(4) d
abc(














project “b” into Σ
qbc
(





Now we can work out (note the useful identity, na∇(4)b na = 0 from ∇(4)a (nbnb) = 0 and ∇(4)a gcd =
0),




































d∇(4)d(gcb(∇(4)c na))−∇(3)m K (3.95)
= qbmg
e
d∇(4)d(gaegcb(∇(4)c na))−∇(3)m K (3.96)
| Note gae (∇(4)c na) = qae (∇(4)c na) since na(∇(4)c na) = 0.
= qbmg
e
d∇(4)d(qae (qcb + sncnb))(∇(4)c na)−∇(3)m K (3.97)
= qbmg
e
d∇(4)d(qaeqcb(∇(4)c na)) + sqbmged∇(4)d(ncnbqae (∇(4)c na))−∇(3)m K (3.98)




end)(∇(4)dKbe) + sqbmged∇(4)d(nbqae (∇(4)#n na))−∇(3)m K (3.99)
| Using qbmnb = 0,
= qbmq
e





d (∇(4)dKbe) + sqbmne(∇(4)#n Kbe) + sqbmqad(∇(4)dnb)(∇
(4)
#n na)−∇(3)m K
= ∇(3)fKmf −∇(3)m K + sqbmne(∇(4)#n Kbe) + s(∇(3)anm)(∇
(4)
#n na) (3.100)
= ∇(3)fKmf −∇(3)m K − s(∇(4)#n (qbmne))Kbe + sKam(∇
(4)
#n na) (3.101)
| Use Kbene = 0.








= ∇(3)fKmf −∇(3)m K (3.104)





b∇(4)m nn = ∇(3)a nb (3.105)




a∇(4)mnn = qmn ∇(4)nnm = ∇(4)nnn (3.106)
where qmn = g
m
n − snnnm and nm∇(4)nnm = 0, note that the projection of a scalar is ∇(3)a φ =
qma ∇(4)m φ, where φ is a scalar, or simply ∂aφ = qma ∂mφ.





R(3) − sK2 +KabKab
]
= 0 (1 equation) (3.107)
Gabn
aqbm = ∇(3)a (Kam −Kqam) = 0 (3 equations) (3.108)
These 4 equations are made of objects purely on Σ. And they relate the initial values, so the 4
equations represent constraint equations that the initial values must satisfy. Visualise the (3 + 1)
decomposition of the ten equations of Gab like this



















The remaining 6 equations (in the 3× 3 symmetric block) say how qab and Kab evolve in time. To
see this, we work out the evolution equations for qab and Kab. Evolution of qab and Kab means





q˙ab − L #Nqab
)
(3.110)
q˙ab = 2NKab + L #Nqab (3.111)
For Kab, we have
K˙ab := L#tKab = LN#nKab + L #NKab (3.112)
| We take LN#nKab from Appendix A.












n is seen to be essentially a combination K˙ab, q˙ab, Kab and qab.
We require Dirac constraint analysis to bring GR to a Hamiltonian formulation because, as we
will see later, we have certain velocities of canonical variables that are not expressible in terms
the canonical variables and momenta. Thus, we have a singular Lagrangian. The way to turn
a singular Lagrangian theory into a consistent Hamiltonian theory is to use the Dirac constraint
analysis method. A deeper physical meaning to such theories is that, the system consists of (internal
and/or spacetime) symmetries such that the solutions to the equations of motion are invariant under
these symmetry transformations. These deeper physical meanings can be seen when we consider the
inﬁnitesimal variations generated by the constraints. Recall the major features of Dirac Constraint
analysis in the earlier chapter.
The steps to follow to complete a Dirac constraint analysis of the ADM formulation are as
follows:
1. Write the (3 + 1) decomposed Einstein-Hilbert action.
2. Deﬁne the conjugate momenta.
3. Obtain the primary constraints.
4. Obtain the secondary constraints and write down the Extended Hamiltonian.
5. Classify the constraints into ﬁrst class or second class.
6. Compute the inﬁnitesimal gauge transformations generated by the ﬁrst class constraints.
For General Relativity with metric variables, there are only ﬁrst class constraints. Otherwise second
class constraints need to be solved using the Dirac brackets.
1. (3 + 1) decomposition of Einstein-Hilbert action







note that det gab has (tensor) density of weight 2. (The ‘indices’ on det gab only serves to indicate
whether its the determinant of the metric or its inverse.) We have 1
det gab = sN
2 (det qab) (3.116)
∴
√
| det gab| = |N |
√
det qab (3.117)
And recall R(3) − sK2 − sKabKab = R(4) − 2snnnsR(4)ns (3.118)
Now, we must rewrite R(4) in terms of Kab and qab and also, R
(3). We neglect surface terms in this
discussion and a proper discussion on the asymptotic properties of the manifold is needed 2. The











and earlier we had Gabn
anb = − s2
[





anb to be rewritten
in terms of qab and Kab and R





































Now we recall (3.106) and na∇(4)b na to rewrite the second term,













| Recall qmd = gmd − smmnd and expand out the expressions,


















= K bn K
n
b is proved. This allows us to write R
(4)
abn
anb = K2 −
K am Ka + surface terms. Now we will ignore the surface terms, but it is easy to replace them. A






































1See pg 131 of [5] or eqn (16.80) of [7], gtt = cofactor(gtt)/(det gab), but of course you can derive directly using
Laplace expansion for determinants.
2Thiemann’s book, [15]
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2. Deﬁne the conjugate momenta
Note that R(3) has no time derivatives of qab since R



























| Recall Kcd = 1
2N
(





























In carrying out functional derivatives, Dirac Delta functions will appear, but in this case, we are
under an integral sign, so we can evaluate the Delta function. Thus for such cases, we will simply
not write it out and we evaluate the Delta function straightaway. The momentum has density
weight one (since it is multiplied by
√
det qab). Now for the momenta conjugate to the ﬁeld N and
Na








3. Obtain the primary constraints
We can solve q˙ab in terms of qab, N , N




q˙ab − L #Nqab
)
, so q˙ab is in terms
of Kab, N
a, N and qab, and Kab is in terms of qab and p˜
ab. But it cannot be done for N˙ and N˙a,
thus the Lagrangian is a singular Lagrangian, where one cannot solve all velocities for momenta,
so we have the primary constraints.





(x, t) = 0 (3.136)
4. Obtain the secondary constraints
According to Dirac constraint analysis, we introduce Lagrange multiplier ﬁelds λ(x, t), λa(x, t)
for the primary constraints and perform the Legendre transform with respect to the remaining
velocities which can be solved for. Then we write the action into the form S =
∫
q˙p−H. For the
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2NKab + L #Nqab




(L #Nqab) p˜ab − 2sN√det qab (KabKab −K2) (3.140)












































[(L #Nqab) p˜ab + λC + λaCa −N√det qab (R(3) + sKabKab − sK2)] (3.142)
In order to complete the Legendre transform, we need to write L #Nqab explicitly and write KabKab
and K2 in terms of p˜s and qs only. The expression L #Nqab, i.e. the Lie derivative of a (0,2) tensor
is found in General Relativity textbooks, such as [Sean].




| Recall that ∇(3)c qab = 0, so the ﬁrst term vanishes.
| Since N cnc = 0, ∇(3)b (qacN c) = ∇(3)b (gacN c) = ∇(3)b Na
= ∇(3)a Nb +∇(3)b Na (3.144)
∴
(L #Nqab) p˜ab = 2(∇(3)b Na) p˜ab (3.145)
We note 2 identities. The ﬁrst one is,
p˜abp˜




























= 4K2 (det qab) (3.149)
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[(L #Nqab) p˜ab + λC + λaCa −N√det qab (R(3) + sKabKab − sK2)] (3.151)
| substitute in the identities, then






















































λC + λaCa +NaD˜a +N S˜
]]
(3.153)
where D˜a := −2∇(3)b p˜ab (3.154)












where D˜a is the 3D diﬀeomorphism constraint and S˜ is called the scalar constraint as will be






λC + λaCa +NaD˜a +N S˜
]
(3.156)
We impose the consistency condition on the primary constraints C and Ca, that they are preserved
under Hamiltonian evolution of the system.
0
!
= C˙(t, x) := [H, C(t, x)]PB (3.157)
=
[




























Hence the secondary constraints are
S˜ = 0 , D˜a = 0 (3.164)
CHAPTER 3. (MATTER-FREE) LOOP QUANTUM GRAVITY: CLASSICAL THEORY 26
5. Classify the constraints into ﬁrst class or second class.
Now we will impose the consistency condition on the secondary constraints S˜ and D˜a and we
ﬁnd that they satisfy the consistency conditions and we actually get their classiﬁcation into ﬁrst
class constraints at the same time!







λC + λaCa +NaD˜a +N S˜
]
(3.165)










































Essentially, there are 3 Poisson Brackets to evaluate:[












We refer the reader to the appendix for the calculations. Many identities used in the process of the
calculation are important for future derivations. We quote the results from the appendix here.[
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In Dirac’s notation, ˙˜S(N) ≈ 0 and 2˙˜D( 2N) ≈ 0, ≈ means weakly zero. Hence there are no tertiary
constraints, and from the Poisson brackets, we conclude that 2˜D( 2N) (3 constraints) and S˜(N) are
ﬁrst class constraints since all the brackets weakly vanish.
Now we look at the equations of motion for an interpretation of the system. There are 4
equations of motion for N˙a, N˙ , q˙ab and ˙˜p
ab.




d3xλb [Cb, Na]PB (3.181)
= λa (3.182)




d3xλ [C, N ]PB (3.184)
= λ (3.185)



































Hence we can conclude that since N˙a = λa, N˙ = λ means the trajectory of Na and N are arbitrary
as λ and λa are Lagrange multipliers. Equations of motion of qab and p˜
ab are independent of C and





















This is the well-known ADM action. To preserve the content of the original action, we need to
write the equations of motion of Π˜N and Π˜ #N , which happen to be their consistency equations also
˙˜ΠN = S˜ = 0 (3.191)(
˙˜Π #N
)a
= D˜a = 0 (3.192)














S˜ = 0 (3.194)
D˜a = 0 (3.195)
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preserves the full content of the original action.
6. Computation of the inﬁnitesimal gauge transformations generated by the ﬁrst class constraints,
get the equations of motion of qab and p˜
ab and relate the ﬁrst class constraints to the constraints
on the Cauchy surface.
We now compute the inﬁnitesimal gauge transformations generated by the 4 ﬁrst class con-



























Refering the reader to the appendix for the full calculations, we quote the results here:
δ #Nqab = L #Nqab (3.200)
δNqab = 2NKab (3.201)
δ #N p˜









R(4)ns + LN#np˜ab (3.203)






= LN#np˜ab, then we can interprete S˜(N) as a diﬀeomorphism in the
direction perpendicular to Σt.




































Thus we can interprete ˙˜pab = L#t p˜ab only on the constraint surface and on-shell (i.e. R(4)ab = 0).
As a closing to this section, we shall show that the constraints on the hypersurface, Gabn
anb
and Gabn






R(3) − sK2 + sKabKab
]
(3.208)
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Now,
Gabn
















= −sq− 12∇(3)ap˜am (3.213)







and hence the Dirac constraints are indeed (proportional to) the constraints on the Cauchy surface
in the case of pure gravity.
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3.1.2 Tetrad, Spin-Connection variables (Real Palatini Action Constraint Analy-
sis)
Here we carry out the constraint analysis of the real Palatini action. The working here follows closely
[11]. [26] serves as supplementary reading. First, we seek the equations of motion, then we perform
the Legendre transform and get 7 ﬁrst class constraints and 12 second class constraints. Then we
solve the second class constraints by a partial gauge ﬁxing. Finally, we will show that the reduction
of the phase space, with respect to the ”Gauss” constraint gives us the ADM phase space, hence
showing the equivalence of the real Palatini action constraint analysis to the geometrodynamical
constraint analysis. We note here, with foresight, that the real Palatini action constraint analysis
is actually the starting point of deriving the Immirzi-Barbero formulation as seen later.
We start with the standard foliation. We also deﬁne an isomorphism between the tangent space
of the 4-metric and the internal space. We take the signature of the 4-metric and the signature of











are tetrads. I, J = 0, 1, 2, 3 and ηIJ = (s + ++) where s = −1 for Lorentzian (semi-
Riemannian) theory. The spin-connection is deﬁned as follows:
∇(Γ(4),ω(4))a TI = ∇(ω
(4))
a TI (3.216)
= ∂aTI + ω
(4) J
aI TJ (3.217)
where it may be valued in so(1, 3) or so(4) depending on the signature of the internal space. The
(extended) covariant derivative is compatible with the internal metric.
∇(Γ(4),ω(4))a ηIJ = 0 (3.218)






From the above properties, we can deduce the action of the derivative on objects with raised
internal indices. Consider ∇(Γ(4),ω(4))a (λITI) = ∂a(λITI) since λITI is a scalar. Then,
(∇(Γ(4),ω(4))a λI)TI + λI(∇(Γ
(4),ω(4))
a TI) = (∂aλ
I)TI + λ
I(∂aTI) (3.220)
Recall ∇(Γ(4),ω(4))a TI = ∂aTI + ω(4)
J
aI TJ . (3.221)









Swap indices ‘JI’ in ω(4) and remove TI (3.224)






















IJ − ∂bω(4)aIJ + ω(4)aILω(4)bLJ − ω(4)bILω(4)aLJ (3.227)
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and the orthogonality of the tetrads and ﬁnally note (3.215)
gives
√
det gab = detE
(4)I
a.
We have 2 sets of independent variables in the action, E(4) and ω(4), so we will get 2 sets of
equations of motion by varying with respect to E(4) and ω(4). We now vary SPalatini with respect
to ω(4) via a “trick” as shown is Ashtekar’s book [11]. For a comparison between this “trick” and
the conventional way, see Giulini [9].
We introduce the unique, torsion free connection ∇a acting on both spacetime and internal
indices where it is compatible with the tetrad ∇aE(4)bI = 0. We denote the diﬀerence bewteen the












J is a function of ω(4) and the unique, torsion-free connection. The diﬀerence bewteen
































J +∇a(CbIJλJ)− CbILCaLJλJ −∇b(CaIJλJ) + CaIJ(∇bλJ)









where (∇a∇b −∇b∇a)λI = RabIJλJ with RabIJ denoting the curvature of the unique, torsion-free





IJ −RabIJ = 2∇[aCb]IJ + 2C[aIMCb]MJ (3.237)

















2∇[aCb]IJ + 2C[aIMCb]MJ +RabIJ
)
(3.238)
Varying SPalatini with respect to ω
(4) is the same as varying with respect to CaI
J since CaI
J is a
function of ω(4) and note Rab
IJ is a function of that unique connection, hence is not a function of
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ω(4). Recall ∇a is compatible with the tetrad, so the ﬁrst term in the bracket leads to a divergence



















































Now we justify why CaIJ = Ca[IJ ], consider
∇ω(4)TI = ∂aTI + ωaIJTJ (3.242)
∇aTI = ∂aTI + ΓaIJTJ (3.243)
where ΓaI
J is the unique, torsion-free connection compatible with the tetrad, since the diﬀerence
between the 2 derivatives is a linear combination of both connections which are valued in so(1, 3)
or so(4), thus the diﬀerence is also antisymmetric, so CaIJ = Ca[IJ].
Following Romano [27], we will show that CaI




The antisymmetry of CaIJ gives










Sabc = Sa[bc] (3.247)






















f − Sfbf − Sfbf +CbI I + Sf f bδIISf f b − CbI I + Sf f b
)
(3.248)

















f = 0 (3.254)
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Thus Sbc



























| Note: Scad = −Scda and Sdac = −Sdca.
= S[dc]
a (3.256)
⇒ Sdca = S(dc)a (3.257)
The three results obtained above are Sabc = Sa[bc], Sab
a = 0 and Sdca = S(dc)a. Hence now we are
ready to show that Sabc vanishes, implying CaIJ = 0.






Thus we conclude that Sabc = 0. And the conclusion of the variation of the Palatini action with
respect to ω(4) is,
CaI
J = 0 (3.264)
Thus on-shell, the connection is the unique, torsion-free connection compatible with the tetrad.
We will now look at the second set of equations of motion obtained when the Palatini action is
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| We renamed some indices and used antisymmetry of F (ω(4)).
Thus this is the second equation of motion obtained by varying the action with respect to the tetrad.
Using the ﬁrst equation of motion, we have F (ω
(4)) being the curvature of the unique, torsion-free














and contract the second equation of motion with E(4)
a











| Deﬁne Ricci tensor: R(Γ(4))ab := R(Γ(4))ca
c
b
















which are indeed the vacuum Einstein equations. The ﬁrst order Palatini action gives the same
equations of motion as the second order Einstein-Hilbert action.
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Now we will subject the real Palatini action to the (3+1) decomposition then a Legendre
Transform. We will show that we get polynomial ﬁrst class constraints and 2 sets of second
class constraints. By Dirac’s constraint analysis, we have to solve the second class constraints
and characterise the reduced phase space with suitable canonical variables. Upon doing that, we
eventually get the non-polynomial ADM constraints again! (In the triadic form.)
Starting with the projection operator
qab = gab − snanb (3.272)













b − snanb) (3.274)
| Deﬁne nI := nbE(4)bI .
= E(4)
a
I − snanI (3.275)
Introduce the same (3+1) decomposition ta = Nna + Na where naN
a = 0. And now we can
write the (3+1) decomposition of the Palatini action,























































| Use na = 1
N
(ta −Na)








































| Note that 4D ﬁelds contracted with 3D ﬁelds are thus projected on Σ.





















































































(3)bJnK − E(3)bKnJ)F (ω(3))abK
I
(3.282)





| And, E(3)bJnJ = (E(4)bJ − snbnJ)nJ = E(4)bJE(4)aJna − s2nb = gbana − nb = 0
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where the trace is over the internal indices.









We start from Cartan’s identity
L#vα = i#vdα+ d(i#vα) (3.287)
where α is a 1-form ω(4)a
IJ
and 2v is the vector ﬁeld ta. We are applying this identity to the
Lie-algebra valued one-form. The proof goes as follows:
L#tω(4) = i#tdω(4) + d(i#tω(4)) (3.288)
| Recall F (ω(4))ab = (dω(4))ab + (ω(4) ∧ ω(4))ab.
| Note that i#tω(4) is a function.
= taF (ω
(4))
ab − ta(ω(4) ∧ ω(4))ab + ∂b(taω(4)a ) (3.289)






IJ − ta(ω(4)aILω(4)bLJ − ω(4)bILω(4)aLJ) + ∂b(taω(4)aIJ)(3.290)































ab) =: D˜a = 0 (3.294)
Now we carry on to write the Palatini action into the form S =
∫
pq˙−H to identify the Hamiltonian





Thus the canonical pair of variables is (p, q) ≡ (−sα˜aIJ , ω(3)a
IJ
) and the canonical Poisson Bracket
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d3xNaD˜a − 2N˜ ˜˜S − Tr((ω(4)ata)G˜) (3.297)
The constraints, ˜˜S, D˜a, G˜IJ and the Hamiltonian are polynomial in the canonical variables, but
counting the degrees of freedom does not end up with 2 degrees of (conﬁguration variables) freedom,
this means there are other constraints present. We will carry on with Dirac analysis to ﬁnd them.
We impose the consistency conditions,





















from which we can see that there are 6 brackets to calculate. We note that integration by parts
with the dropping of boundary terms is possible in the Poisson Brackets calculations because the
HamiltonianH is an integral. The calculations are in the appendix, but due to the limited capability
of the author, most brackets cannot be evaluated. We will quote the results here with input from
Ashtekar’s Book [11]. (From here onwards, the signature is taken as s = −1 to make calculations

























= −Tr(G˜F (ω(3))ba)δ(3)(x, y) +
(













(ηIKG˜JL − ηJK G˜IL)− (K ⇔ L)
)
(3.306)





can be written into a linear combination of D˜a due to
˜˜
φab := ǫIJKLα˜aIJ α˜
b
KL. Hence we have a secondary constraint
˜˜
φab = 0. Now we need to impose










Thus there are eﬀectively 4 brackets to calculate. The calculations are in the appendix and some
are uncompleted due to the limited ability of the author. We will quote the results here with some
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ǫIJKLG˜IJ α˜cKLδ(3)(x, y)− ˜˜φdc(y)(∂x)dδ(3)(x, y)
]









so we have a tertiary constraint,







We apply the consistency condition
˙˜˜


































which the results are not found in the literature, so we follow the claim in Ashtekar’s book [11] that
there are no further constraints. We now need to classify the 5 sets of constraints into ﬁrst class or






















is non-zero on (weakly)





IJ = 0 6 constraints First Class




= 0 3 constraints First Class




= 0 1 constraints First Class
˜˜φab = ǫIJKLα˜aIJ α˜
b
KL = 0 6 constraints Second Class






= 0 6 constraints Second Class
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Let us count the degrees of freedom.
Conﬁguration degrees α˜aIJ where a = 1, 2, 3 and I = 0, 1, 2, 3 with IJ being antisymmetric.
Therefore IJ has 6 independent components for each a. In total, α˜aIJ has 6× 3 = 18 components.
There are 6+3+1 = 10 ﬁrst class constraints and 6+6 = 12 second class constraints. Each ﬁrst class
constraint reduces 1 degree of freedom and each second class constraint reduces 12 degree of freedom.
The actual number of degrees of freedom on the physical phase space is 18 − 10 − (12 × 12) = 2
(conﬁguration) degrees of freedom.
We shall now proceed to solve the second class constraint ˜˜φab = 0. We substitute α˜aIJ =
E˜
(3)a
[InJ ] and see that it satisﬁes
˜˜
φab = 0. Thus this form of α˜aIJ solves the second class constraint
˜˜
φab = 0.
Now it remains to solve ˜˜˜χab = 0. It turns out that the simplest way to solve it is to gauge ﬁx
the internal vector nI . We choose nI in such a way that the “rotation” part of the Gauss constraint
generates SO(3) internal ratations that leave the gauge ﬁxed nI invariant. This amounts to solving






To solve the above equation and ˜˜˜χab = 0, we ﬁrst introduce the (torsion-free) derivative operator
that is compatible with the triad E˜
(3)a
I and only knows the intrinsic geometry of the hypersurface.
We denote it by ∇(int)a and Γ(int)IJa is the spin-connection of ∇(int)a . ∇(Γ
(3),ω(3))
a which knows the
intrinsic geometry and the embedding can be written as
















IJ . We note that since ∇(Γ(3),ω(3))a is metric (ηIJ) compatible, we have
∇(Γ(3),ω(3))a nInI = 0⇒ nI∇(Γ
(3),ω(3))
a n
I = 0 (3.323)
Now we write ˜˜˜χab = 0 in terms of ∇(int)a and KaIJ ,
0 = ˜˜˜χab (3.324)




































(∇(Γ(3),ω(3))c E˜(3)bK) + (a⇔ b) (3.326)
| Now use, E˜(3)aMnM = 0, nMnM = −1, nJǫIJK = 0
| and ∇(Γ(3),ω(3))c E˜(3)bK = KcKLE˜
(3)b





















+ (a⇔ b) (3.327)
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= nJ(∇(int)a α˜aIJ) + nJKaIM α˜aMJ + nJKaJM α˜aIM (3.330)
| Use ∇(int)a E˜(3)aI = 0, E˜(3)aJ nJ = 0










































































We now show that the above 2 equations restrict the form of KaM
N to only a pure “boost”. We
ﬁrst decompose Ka















and KMa nM = 0 = Ka
MN
nM . The factor 2 is chosen
to match the variables E˜
(3)a
I as we will see later. We substitute the above decomposition into the
second class constraint equation and the gauge ﬁxing equation.


























We deﬁne a ﬁeld K ′IJ := E˜(3)aIǫJKLKaKL which we will invert it to substitute into the above
equation. Let’s do the inversion,










| Use ǫJMNǫJKL = ǫJMNQǫJKLRnQnR = −δ[KM δLNδR]Q nQnR
| since they are SO(1, 3) symbols.
| Use also, nQKaQL = 0 and nQnQ = −1.
= − 1
3!
(−KaMN +KaNM ) (3.341)
KaMN = 3K
′IJE˜ (3)aI ǫJMN (3.342)
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Now we rewrite the second class constraint equation,











| Recall ǫIJMǫITL = −δ[JT δML δQ]R nQnR
| Note nLE˜(3)aL = 0 = nJ E˜(3)bJ





















































0 = K ′M
M
qIK −K ′(IK) (3.348)

























K ′KJǫIJK ∝ K ′[KJ ] (3.352)
So we have K ′[IJ ] = 0. The earlier equation the tells us that K ′(IJ) = 0. So K ′IJ = 0. Since
K ′IJ = E˜(3)aIǫJKLKaKL with the triad being invertible, we can conclude that Ka
MN
= 0. This
means that the boost part of Ka
MN is non-zero upon solving the second class constraints ˜˜˜χab and





= Γ(int)IJa + 2Ka
[InJ ] (3.354)


















by qab (which qab is made up of E
(3)a
I ), so Γ
(int)IJ
a is completely determined by E˜
(3)a
I .
Here is a summary of what has been done so far:
The original variables are (ω(3)a
IJ
, α˜aIJ) with 10 ﬁrst class constraints and 12 second class
constriants. Solving the 12 second class constraints and gauge ﬁxing nI with the solving of 3 ﬁrst




a) and left with
10− 3 = 7 ﬁrst class constraints.
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We emphasize that E(3)aIn
I = 0 eﬀectively implies that internal indices for such variables
satisfying the condition takes values 1, 2, 3. Hence from here onwards, to the end of the section,
internal indices take only 3 values. Thus there are 3× 3 = 9 components of E˜(3)aI and 7 ﬁrst class
constraints reduce the degress of freedom in GR to 2 which is expected.












In the next section when we make contact with ADM formulation, we will conﬁrm this suggestion
of canonical Poisson bracket.
Finally, let us write the 7 ﬁrst class constraints ˜˜S, D˜a and rotation part of G˜MN into this pair
of variables.






=: G˜MN = 0






=: D˜a = 0






=: ˜˜S = 0










| Use α˜aIJ = E˜(3)a[InJ ]
| We then need,
| ∇(Γ(3),ω(3))a E˜(3)aI
| = ∇(int)a E˜(3)aI +KaIKE˜
(3)a
K
| |Note, ∇(int)a E˜(3)aI = 0.
| = (KaInK −KKa nI)E˜(3)aK
| = −KKa E˜(3)aKnI
| We also need
| ∇(Γ(3),ω(3))a nI
| = ∇(int)a nI +KaIKnK
| |Note that ∇(int)a nI = 0 which we will show later.
| = (KIanK −KaKnI)nK
| = −KIa
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Now we will show why ∇(int)a nI = 0. Start with,










| The ﬁrst term on RHS =0








































| Where nJ(∇(Γ(3),ω(3))a nJ) = 0
| Note the ﬁrst term on LHS = 0.
| Then rearrange to get,
E˜
(3)a
J(∇(int)a nJ) = 0 (3.362)









of ∇(Γ(3),ω(3))a , we let the curvature of ∇(int)a be R(3)abKI . We note the equation ∇(Γ
(3),ω(3))
a λI =
∇(int)a λI +KaIJλJ and recall much earlier, we had, (∇(Γ
(3),ω(3))











+ 2∇(int)[a Kb]KI + 2K[aKMKb]MI (3.364)
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+ 2∇(int)[a Kb]IJ + 2K[aIMKb]MJ .
| Note that R(3)abIJnI = 0 = R(3)abIJnJ since R(3)abIJ is a ﬁeld on Σ.

















































where it means the covariant derivative acts on spatial and internal indices and the derivative is
compatible with the triad, thus it is unique since we also require it to be torsion-free.
If we consider the constraint analysis of complex Palatini action, we consider complex solutions
gab over real manifold M , thus the tetrads and connections are complex but internal metric ηIJ is
real and the symmetry is still SO(1, 3) in internal space. All calculations in real Palatini follow
through since nowhere we require variables to be real. See [11] page 62 for further discussions
but the essential conclusion is that, constraint analysis of complex Palatini action leads to the
same complicated form of constraints with no simpliﬁcation over constraint analysis of real Palatini
action.
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Relating the Real Palatini Action Constraint Analysis and the E-H Action Constraint Analysis












λIJ G˜IJ +NaD˜a +N˜ ˜˜S
])
(3.376)


























and the constraints G˜IJ , D˜a and ˜˜S. The (appropriately densitized) ﬁelds λIJ , Na and N˜ areLagrange multipliers of the constraints.
We will now start from the ADM results and show all those results obtained in the real Palatini
action constraint analysis.







where, recall δJK is the metric of the tangent space of Σ. We deﬁne the extrinsic curvature (more
generally) as
−2sKab = sgn[detE(3)Ia]KI(aE(3)b)I (3.381)
The sign function is due to the orientation of the frames. Symmetry of indices ab is explicit on the





b]J = 0 (3.382)
The reader will see that the above deﬁnitions achieve a consistent matching between the ADM and
the real Palatini formulations.











We note that ǫ˜abc is the antisymmetric tensor on Σ which is weight + 1, whereas ǫIJK is the
antisymmetric tensor on the space TΣ which is a so(3) valued tensor and thus has weight 0. The
discussion for these densitized triads is lengthy because we try to relate various expressions given
in the literature and the deﬁnition given earlier in the real Palatini constraint analysis.




















































is indeed a weight + 1 on RHS and is the same as the one deﬁned in real Palatini analysis. Thus
we deduce the formula
E˜ (3)Ia = (detE(3)aI)E(3)Ia (3.390)























We rewrite the Gauss constraint,
0 = Gab = KJ[aE(3)b]J (3.394)
˜˜G′IK := GabE˜(3)aI E˜
(3)b
K (3.395)






∴ G˜IK := Ka[IE˜(3)aK] = 0 (3.397)
To encode the antisymmetry of the internal indices, we can write
G˜I := ǫIJKKaJ E˜(3)aK = 0 (3.398)
Notice that G˜IK is the same as the Gauss constraint obtained in the real Palatini analysis. We will
check later, in terms of transformations generated by G˜I , that indeed the Gauss constraint here
generates SO(3) frame rotations. This picture coincides with the Gauss constraint obtained in real
Palatini analysis.



















b ) = 1. And we note (det E˜
(3)a
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which is weight 2 on RHS. Hence we can also write qab as,
qab = E˜ (3)IaE˜ (3)Jb (detE(3)Kc )2δIJ (3.405)
= E˜ (3)IaE˜ (3)Jb (det E˜(3)cK)δIJ (3.406)

























































































. We recall the ADM con-
straints,












Previously, we did calculations in the ADM section with the symmetry of the indices manifest.
Now we will just treat the symmetric indices interchangeably. Of course the calculations can be






= −2∇(Γ(3))b p˜cbqca (3.416)





















Recall the covariant derivative is the unique torsion-free one that is compatible with the metric.
Since the terms in the square brackets are gauge invariant, we don’t really need the extension to
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internal indices, or we should say that it is independent of the extension to internal indices. Now










































K − δbbKLd E˜
(3)d
L) (3.422)


































































b −KJaKLb )E˜(3)aJ E˜
(3)b
L (3.426)
Which indeed coincides (up to a factor) with the scalar constraint that is obtained in the real
Palatini analysis.
Now we want to show that the q˙abp˜
ab part of the ADM can be written as K˙Ja E˜
(3)a
J , modulo
surface terms. We write 4 identities that we will use in the calculation.
Identity A: E˜
(3)c
IE˜ (3)Jc = δJI (3.427)
Identity B: E˜
(3)c
JE˜ (3)Je = δce (3.428)
Identity C: L#tq = (det E˜(3)aI )(L#tE˜
(3)a










(KMc E˜ (3)dM −KMm E˜(3)mME˜ (3)JcE˜ (3)Jd ) (3.430)
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We furnish proof for completeness.

























L#t(det E˜(3)aI ) (3.437)
= L#t(det qab) (3.438)
= L#tq (3.439)
= (L#tqab)qqab (3.440)
= (L#tqabqqab)− qab(L#tqqab) (3.441)
= 3(L#tq)− qab(L#tqqab) (3.442)

























I )E˜ (3)Ja E˜ (3)bJ
(































KIcE˜ (3)dI −KMg E˜(3)gME˜ (3)IcE˜ (3)dI
)
(3.451)
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Now we can show q˙abp˜







| Use product rule and rename indices.
= −p˜cd(L#tqcd) (3.455)
| Now insert the expressions for p˜cd and qcd.
= −(det E˜(3)aI )
1
2
(KIcE˜ (3)Id −KMg E˜(3)gME˜ (3)IcE˜ (3)dI)(L#tq−1E˜(3)cLE˜(3)dL) (3.456)










































I − (−λIJ G˜IJ +NaD˜a +N S˜)
)
(3.462)



























We note here that the ADM variables qab and p˜
ab is capable of parametrizing a phase space that is
gauge invariant( GIJ = 0 subspace). We shall see later in the thesis that there are other variables
that can parameterise the gauge invariant subspace.
In real Palatini analysis, we gauge ﬁxed nI and restricted the Gauss constraint to generate
SO(3) frame rotations. We will now show that the Gauss constraint deﬁned here, generates exactly
the same type of transformations.
We start with the smeared version of the Gauss constraint and calculate the Poisson bracket
with itself. Then we calculate the Poisson bracket between the Gauss constraint and the canonical
variable E˜
(3)a
I to show the transformation generated by the Gauss constraint on E˜
(3)a
I .











CHAPTER 3. (MATTER-FREE) LOOP QUANTUM GRAVITY: CLASSICAL THEORY 52
and so ΛT = −Λ has to be an (arbitrary) antisymmetric matrix. Evaluating the Poisson bracket





































































Hence indeed G(Λ) generates SO(3) rotations on E˜(3)aI with the linear transformation matrix ΛIK
which is valued in SO(3) (antisymmetric). Since the comparison with the real Palatini analysis
leads us to exact correspondence between the conversion from ADM and the real Palatini analysis,
we can say that the constraints G˜IJ , D˜a, S˜ forms a ﬁrst class system.
As a ﬁnal consistency check, we will check that the ADM Poisson brackets are preserved despite





















































KJn (x), (det E˜
(3)a
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We shall calculate
[
KJn (x), (det E˜
(3)a




KJn (x), (det E˜
(3)a


































| For 1st term use δ(det E˜(3)a
I




| For the 3rd term, use δE˜ (3)Id = −E˜ (3)Ld (δE˜(3)iL)E˜ (3)Ii as in δe−1 = −e−1(δe)e−1.
= −(det E˜(3)aI )E˜ (3)JnE˜ (3)IcE˜ (3)dIδ(3)(x, y) + (det E˜(3)aI )E˜ (3)JcE˜ (3)InE˜ (3)dIδ(3)(x, y)
+(det E˜
(3)a
I )E˜ (3)JdE˜ (3)InE˜ (3)cIδ(3)(x, y) (3.481)














(3)bLE˜ (3)IcE˜(3)dI + δadδbc + δac δbd

























































































We have 4 brackets to calculate. We will calculate them seperately. Start with the 4th Poisson
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(ﬁrst bracket− second bracket− third bracket + fourth bracket) (3.501)



















2 δ(3)(x, y)(qacqblqdi2Gil) (3.503)






2 δ(3)(x, y)(qacGdb) (3.504)
Hence the Poisson bracket vanishes on the Gab = 0 subspace. Thus after the change of variables
to triadic variables, we are assured that as far as rotationally invariant variables are concerned
(Gab = 0 subspace), the ADM formulation and triad formulation are completely equivalent.
In the next section, we will give the full writeup of the self-dual formulation which is the one that
Ashtekar discovered. Thus we will name this as Ashtekar formulation. The heart of this discovery
is that the constraints are polynomial and yet there are no secondary constraints to reintroduce the
non-polynomiality. Polynomiality is sought for because there are less operator ordering ambiguities
when we quantize the constraints. It soon turns out that polynomiality actually worsens the
quantization process as realised by Thiemann.
We will provide the Ashtekar formulation only in the triadic representation. The (SL(2,C)
soldering form representation is the original approach and is convienent for the inclusion of matter.
The details are in an accompanying thesis [2].
From the modern point of view, we know that this formulation leads to a dead end. We note
that, in order to recover the real sector (2 real physical degrees of freedom) of the phase space,
we need to impose the reality conditions. The diﬃculty of imposing the reality conditions in the
quantum theory and the diﬃculty of expressing the reality conditions in the loop variables, lead to
the rejection of Ashtekar new variables formulation.
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3.1.3 (Self-dual) Ashtekar New Variables (Self-Dual Complex Palatini Action
Constraint Analysis)
This section covers Ashtekar New Variables, in which the constraint analysis of the self-dual part of
the complexiﬁed Palatini action is carried out. The canonical variables are the self-dual connections
and densitized triads. The self-dual connections are valued in SO(3)C.
We follow Ashtekar’s book [11] for this section. Giulini in [9] can read as a supplement. We
note that, taking the self-dual part or the antiself-dual part of the complexiﬁed Palatini Action
is merely a convention. In this thesis, we will furnish the tetrad (triad) formulation of Ashtekar
variables. The spinor formulation will be presented in a complementary thesis [2].
This section will be covered in this sequence: ﬁrst, we discuss Hodge duality and self-duality
and antiself-duality, then we show that the complex Palatini action splits into a self-dual action and
an antiself-dual action. We work through the constraint analysis of the self-dual Palatini action
and obtain the Ashtekar variables and the polynomial constraints. Then we map the variables from
the self-dual Lie algebra to so(3)C Lie algebra. Finally, we discuss the reality conditions needed to
recover General Relativity.
Due to the 4 dimensional nature of the internal space, and that Hodge-duality maps a 2-form
to a 2 form in this case, the complex spin connection (which is an internal space 2-form) can be
mapped by Hodge-duality to its self-dual and antiself-dual parts.
The nice thing is that the complex Palatini action is the sum of the self-dual and the antiself-
dual part of the action. The most remarkable thing is that the Lie algebra of the complexiﬁed






that we are allowed to choose either the self-dual part of the action or the antiself-dual part of the
action for the analysis.
Now we will work out the results mentioned above. We deﬁne the duality as follows, where the
sign is purely conventional,
Self-dual : ⋆λ = iλ (3.505)
Antiself-dual : ⋆λ = −iλ (3.506)











We note that ⋆ ⋆ ω(4) = −ω(4) and indeed since ǫIJKL is the antisymmetric tensor in so(1, 3)(SD)
C
,
contracting ǫIJKL on 2 indices with itself gives us a negative sign [26]. Thus we can deﬁne the

















with P (SD) =: 12(1− i⋆) as the projector of the compex object into its self-dual part. We verify our
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as expected. We will show that,
using the projectors, the self-dual (and antislef-dual) Lie algebra form ideals in the complexiﬁed
Lie algebra so(1, 3)C. We need the following identities for Lie algebra valued graded commutators
[7],
Identity 1 : (⋆ [σa, ⋆τb])
IJ = − [σa, τb]IJ = (⋆ [⋆σa, τb])IJ (3.517)
Identity 2 : (⋆ [σa, τb])
IJ = [⋆σa, τb]
IJ = [σa, ⋆τb]
IJ (3.518)
Identity 3 : [⋆σa, ⋆τb]
IJ = − [σa, τb]IJ (3.519)


















| Then note, ǫIJKLǫMLAB = −3!δ[IMδJAδKB]. (See Peldan [26])
= −σaIKτbKJ + τbIKσaKJ (3.522)










L − τbKM (⋆σa)ML
)
(3.525)




| Then use ǫKIJLǫKMQR = −3!δ[IMδJQδLR].
= −σaIKτbKJ + τbIKσaKJ (3.526)
= − [σa, τb]IJ (3.527)
Proof 2 :
⋆ [σ, τ ] = ⋆ (− ⋆ [σ, ⋆τ ]) (3.528)
| Use Identity 1.
= − ⋆ ⋆ [σ, ⋆τ ] (3.529)
= [σ, ⋆τ ] (3.530)
⋆ [σ, τ ] | Use Identity 1.
= ⋆ (− ⋆ [⋆σ, τ ]) (3.531)
= [⋆σ, τ ] (3.532)
Proof 3 :
[⋆σ, ⋆τ ] | Use Identity 2 two times.
= − [σ, τ ] (3.533)
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P
(SD)
(ASD) [σ, τ ] =
1
2
([σ, τ ]∓ i ⋆ [σ, τ ]) (3.535)









































































This gives us the most important conclusion, that the complexiﬁed Lie algebra so(1, 3)C decomposes
into two ideals, the self-dual Lie alegbra so(1, 3)(SD) and antiself-dual Lie algebra so(1, 3)(ASD).
Finally, we show that the complex Palatini action is a sum of the self-dual action and antiself-dual
action. We start with the curavture.
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As mentioned, in this thesis, the numerical factors of actions are typically ignored. See D. Giulini
in [9] for the proper normalisation of the action. The departure made by Ashtekar is discussed in
the section on Sen connection in citeBook11. The Sen curvature is related to the self-dual part
of the spacetime curvature and yet certain projections of the Sen curvature are proportional to
the Einstein’s constraints. These imply that working in the self-dual theory should contain all
the constraints and the (classical) dynamics. The arguments apply equally for the second Sen
connection and second Sen curvature and the antiself-dual theory.
We note that we deaprted from Dirac’s constraint analysis slightly because of the use of complex
quantities. The outcome is that only polynomial ﬁrst class constraints are present and reality
conditions are needed to be imposed by hand to recover real General Relativity. the polynomiality
of the constraints means that the constraints are are polynomials of the canonical variables. Finally
we will describe why reality conditions lead to a deadlock in the formalism. Hence our starting



































λJ and ∇(SD)a denotes the self-dual part of the unique, torsion
free connection ∇a that is compatible with the tetrad, ∇aE(4)bI = 0. Thus,





∇aλI = ∂aλI + ω(4)′aIJλI (3.556)




















. Carrying out the same variational calculations as
in the real Palatini section (see Giulini [9] and Romano [27]), we get C(SD)aI
J = 0 and conclude




is equal to the self-dual part of the unique, torsion free connection that
































equals to the self-dual part of the curva-
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and in the ﬁrst line is the complex vacuum Einstein’s equations. We observe that the second line
is identically zero. This is because (Bianchi identity) R[abc]d = 0, implies F
(ω(4))
[MAB]b = 0 due
to the isomorphism of the tetrads. Thus the self-dual action reproduces complex GR equations of
motion.





































































Variational calculations of the ﬁrst term gives the complex GR equations of motion. Variational
calculations of the second term vanishes due to the Bianchi identity regardless of the factor i. This
hinted that writing the Palatini action in the same form but with diﬀerent factors will still result in
equations of motion of GR. This is indeed the Immirzi-Barbero formulation and that one-parameter
action is the Holst action as we will see later.
Now we will perform the Legendre transform of the self-dual Palatini actions. We do the (3+1)
split as usual,
ta = Nna +Na (3.563)
with naNa = 0 and n
a is the unit normal and Na is the shift vector and N is the lapse function.
Since gab is complex, hence n
















I − nIna (3.565)




















| Use E(4)aI = E(3)
a







| Then use (detE(4)Ia) = N
√




















































































































| Note that all terms are projected on Σ in the spacetime indices

























































































The LHS means Lie dragging the projected connection and RHS means Lie dragging the connection





can be written in the
projected form as well.
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We digress to prove the identity used, L#tqba = 0.
L#t qba (3.574)
=
(L#t qad) qdb + qad (L#t qdb) (3.575)
| Use L#t qad = 2NKad + L #Nqad and L#t qdb = NL#nqdb + L #Nqdb
| Then use L#nqdb = −2Kdb. And write the explicit expressions for L #Nqad.
= 2NKa
b − 2NKab + qdb
(




















































+N˜ E˜(3)aI E˜(3)bJF (ω(3)(SD))ab
IJ
(3.578)





, valued in the (3D) self-dual Lorentz Lie algebra so(1, 3)(SD). We note the isomorphaism
between the algebra so(1, 3)(SD) ≃ so(1, 3) ≃ so(3)C which will be needed for discussion later. Since
the conﬁguration variables are self-dual in the internal indices, they induce a projection in the
internal indices, thus the conjugate momenta are also self-dual. We deﬁne the conjugate momenta,
Π˜
(3)a
































actually twice the self-dual part of α˜aMN . Recall the deﬁnition of self-duality because we want to
check that the deﬁnition of Π˜
(3)







| Sub in the deﬁnition of Π˜(3)a(SD)MN














Since the canonical variables are self-dual, the canonical Poisson brackets are also self-dual. We

























which the term in square brackets is essentially P (SD)δI[Mδ
J























































































. Then ǫPQMN ǫPQ



























To complete the Legendre transform, we will rewrite the action fully in terms of these self-dual
variables. We ﬁrst need to realise that E˜
(3)a
I
ǫIMN can be written into a sum of its self-dual part
and its antiself-dual part. That is,



































Then we realise that, arbitrarily, T(SD)MNQ
MN = T(SD)MNQ(SD)





(SD)QMN + P (ASD)QMN ) (3.595)
| Since P (AD)P (ASD) = 0.
= T(SD)MNQ(SD)
MN (3.596)
With these knowledge, and assuming the Lie derivative and the covariant derivative of a self-dual






































+N˜ E˜(3)aI E˜(3)bJF (ω(3)(SD))ab
IJ
(3.597)
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| Such terms vanish: E˜(3)bJnAδAJ = 0, E˜(3)aInBδIB = 0.




































































































−N˜ Π˜(3) a N(SD) M Π˜(3) b Q(SD) N F (ω(3)(SD))abQ
M
(3.603)








yields the constraint equations since their
“velocities” do not exist in the action. We have,

























(SD)MN = 0 (3.606)
Thus, as usual, the Hamiltonian is a sum of constraints. The evolution equations of GR in these






(SD)MN with the Hamiltonian.
We now count the degrees for freedom. ω(3)a
MN
is an antisymmetric 4 × 4 matrix for each










has 182 = 9 complex degrees. We have 7 complex constraints above. Hence we have
2 complex degrees of freedom of complex general relativity. Later we will show that indeed the
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constraints are ﬁrst class, for the argument above to go through. And we will describe the reality
conditions that recover the 2 real (physical) degrees from the 2 complex degrees.
Now, to reconcile the expressions with those found in the literature, we need to map these
self-dual Lie algebra valued variables to so(3)C valued variables.




























We justify the expansion because we know that all self-dual (internal) 2-forms are completely
characterised by its “electric part” AIJn
I since self-duality relates the “electric” and “magnetic”





Now we will set up the isomorphism IiM
N between so(1, 3)(SD) and so(3)C. We choose the
isomorphism to satisfy
so(3)C algebra : [Ii, Ij ] = ǫij


















MN = 0 (3.611)
Any self-dual ΛI



















∴ Λi = −Tr(ΛIi) (3.617)










































b [Ij , Il]
MQ IiMQ (3.622)
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Now we have achieved writing the self dual Lorentz Lie algebra valued connection and curvature





















Since a basis with respect to nI is already chosen for Π˜
(3)a
(SD)IJ , we also introduce such a basis for
the isomorphism Ii



























































N − δNi nM ) (3.629)
| Use δMi = qMi − ninM






































































Hence all canonical variables have been written into so(3)C complex “vectors”. We shall now rewrite
the canonical Poisson brackets and constraints before we calculate the constraint algebra. We have





























































































































































iqji − i(−δji − ninj)
)]
(3.647)













= −iδab δji δ(3)(x, y) (3.649)
Now the constraints to rewrite are,

























(SD)MN = 0 (3.652)
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= −iE˜(3)aj F (Ash)
j
ab(−Tr(IiIj)) (3.662)
= −iE˜(3)aj F (Ash)
j
ab (3.663)





































B(−iE˜(3)al I lMB)IiMN (3.666)
| Note: IjMaI lANIiMN = IjNAI lAMIiNM = IjNAI lMAIiMN .

















=: −i∇(Ash)a E˜(3)ai (3.668)
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Hence (up to numerical factors), the constraints in terms of the so(3)C canonical variables are,





D˜b = E˜(3)aj F (Ash)
j
ab (3.670)
G˜i = ∇(Ash)a E˜(3)ai (3.671)
and these are the forms frequently found in the literature. Now we calculate the constraint algebra
among the constraints to verify that they are indeed ﬁrst class constraints.
We deﬁne the smeared constraints, where N˜ and Na are complex ﬁelds and Λi is a so(3)C valuedﬁeld.
S(N˜ ) := 12
∫
Σ
d3xN˜ ǫijlE˜(3)ai E˜(3)bjF (Ash)abl (3.672)
















the complex factors are taken over from the isomorphism calculation but are otherwise arbitrary.
We thus have 6 Poisson brackets. And once we have the Poisson brackets, we also have the equations




i . We will quote the results and refer the reader












[G(Λ),S(S˜)]PB = 0 (3.677)
4.
[





L #N 2N ′
)
− G(Vector function of 2N and 2N ′) (3.678)
5.
[
2D( 2N), 2S(N˜ )
]
PB






[S(N˜ ),S(N ′˜)]PB = 2D ·
(
(N˜ (∂N˜ ′)−N˜ ′(∂N˜ ))E˜(3) · E˜(3)
)
(3.680)
Thus indeed as claimed, the constraint system is ﬁrst class since the Poisson brackets among the























































NaD˜a +N˜ ˜˜S − (ω(4)(SD)aMN ta)G˜MN
]
(3.682)


























−Λi(−i∇(Ash)a E˜(3)ai ) (3.684)
= −S(N˜ )− 2D( 2N)− G(Λ) (3.685)









































































(Compare with Ashtekar’s book [11]) As we have seen earlier, the counting of degrees of freedom
is correct when we use self-dual variables (or antiself-dual variables). In the Ashtekar case, we








MN . Recall in electrodynamics,
if the ﬁeld strength 2-form is self dual, this means the electric part and the magnetic part are
related. Thus there are only 3 independent degrees of freedom. So in using self-dual variables,
the second class constraint ˜˜φab in real Palatini analysis is both unnecessary and inconsistent. This
counting argument gives us an idea of the diﬀerence bewteen the real Palatini analysis and the
self-dual analysis.
Now we will write the Ashtekar so(3)C connection A
(Ash)i
a into a form that is more frequently
found in the literature and this form shows that the real Palatini analysis and the self-dual analysis
are related by a complex canonical transformation.














a (this is the same as Γ
(int) in the real Palatini analysis) is the unique torsion-free
spin-connection that is compatible with the densitized triad. We denote this covariant derivative
as ∇(Γ(3))a (this is the same as ∇(int) in the real Palatini analysis).

















The ﬁrst negative sign on the right hand side is Ashtekar’s convention [11] (Peldan’s [26] convention
is opposite.) The second term on RHS is due to the weight +1 density of the tensor. The third
term on RHS is due to the gauge part. Note that ω(3)a
IJ
is the spin connection compatible with
the undensitized triad. Later we will see that Γ(E˜
(3))
j
a is actually the component of ω
(3) written in
the adjoint repsentation of so(3)C. Now to show that this indeed brings us back to the real Palatini
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start with the constraints. Starting with the Gauss constraint,































= −iǫij lKjaE˜(3)al (3.696)
Now the 3D diﬀeomorphism constraint,
D˜b = E˜(3)aj F (Ash)
j
ab (3.697)











| Then sub, A(Ash)jb = Γ(E˜
(3))
j
b − iKjb .
































− E˜(3)aj ǫjrsKraKsb (3.698)












where the last term is absorbed into the Gauss constraint since we are really working with the
action now. Now we show the Bianchi identity that leads to the vanishing of the ﬁrst term.
We start with the Cartan equation with zero torsion (Nakahara [16] pg 285).
dEj + Γ(E)
j
l ∧ El = 0 (3.700)
Taking “d” on both sides. (3.701)
0 = −d2Ej (3.702)
= dΓ(E)
j
l ∧ El − Γ(E)jl ∧ dEl (3.703)
= dΓ(E)
j


















l ∧ El (3.706)
which is the Bianchi identity for the torsion-free case. Since in the case where R(Γ
(3))
jk is a 2-form
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k ∧E(3)k = 0 (3.709)


















































ab = 0 (3.713)








ab = 0 (3.714)






































ij l − iE˜(3)ai
(













| For ﬁrst term, we note the adjoint representation.















| where Gauss constraint terms are absorbed.
= −(detE(3)ia)2R(Γ















Hence we see that the Gauss constraint and 3D diﬀeomorphism constraint is similar (up to nu-
merical factors) to the expressions in real Palatini analysis. The scalar constraint is similar to













(up to surface terms). We recall that “time derivative” is the Lie derivative with respect to the
vector ﬁeld ta.
We start by writing the annihilation of the undensitized triad,
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So to elimimate the Christoﬀel symbol, we consider





















































































































which is a total divergence term. We can write it as a partial derivative term because the term in








a up to surface terms. Thus we have proved







a − iKia (3.730)
Finally, to close the section on self-dual variables, we will look at the derivation of the reality
conditions so that the real section of the complex phase space in the self-dual analysis can be
isolated. Then we will look in depth into the complications due to the reality conditions.






















Hence for the real initial data, we only require E˜
(3)a
i E˜
(3)bi to be real. To pick out the real section,



































| Insert the equations of motion for E˜(3)ai .























| Use product rule of covariant derivative.
| Then drop Gauss constraint terms, ∇(Ash)a E˜(3)aj .













E˜(3)b)i − 2˜˜qab(∇(Ash)c N c)− 2N c(∇(Ash)c E˜(3)(ai )E˜(3)b)i
First we require the lapse function to be real so as to have a reasonable notion of propagation of












where the overbar stands for complex conjugation. Looking at the second and third term, we see
that we require the shift vector N c to be real as well so that the whole RHS is real.






a is pure imaginary. We would now like to clarify the relationships
between all these reality conditions.
Recall that there are 2 ways to arrive at Ashtekar’s formulation; ﬁrst, by starting with a self-dual
action or second, by performing a complex canonical transformation on the real Palatini analysis.











E˜(3)b)i be pure imaginary. These are needed because
we started with the ﬁelds being complex and if we start with initial conditions that satisfy the
reality conditions, they will be satisﬁed under dynamics and hence a real section of the complex
phase space is picked out.





























a − iKia. Thus E˜(3)ai is still real, and so Γ(E˜
(3)) is real and





a = −iKia is pure imaginary. There is only
one reality condition because only A(Ash)
i
a is complex.
Now to reconcile the two sets of reality conditions from the two ways of getting Ashtekar’s
formulation, we see that in the canonical transformation way, N˜ real, Na real is automatically






(3)bi real. Now we consider,

































(3)bi + (a↔ b) (3.741)
Since E˜
(3)a
i is real, then K
r













E˜(3)b)i is pure imaginary are the same reality con-
ditions. Thus the 2 sets of reality conditions are actually consistent.
Hence from here onwards, we shall follow the literature and adopt the point of view that we
started with the real Palatini action and performed a complex canonical transformation to arrive













































Now we shall argue why the (quantum) reality conditions determine the inner product on Hphy
(Physical Hilbert Space).
Suppose we have found the observables in quantum gravity (i.e. operators Mˆ that commute
with the quantum constraints), we want these observables Mˆ to be self-adjoint with respect to the
physical inner product so that their eigenvalues are real and that will allow us to compare with
experimental measurements made.
(Rovelli [33] pg 1636) Now note that since the deﬁnition of adjoint operation depends on the
inner product and that the classical observables M are complex ﬁleds, we shall use the reality
conditions of the classical observables to deduce the adjoint operation condition. Thus the inner
product is chosen to satisfy the adjoint operation condition. Making this choice of inner product
ensures that Mˆ will be self-adjoint with respect to this inner product.
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thus we can have the complex conjugate of M being a function of M , M = f(M) by using the
above 2 reality conditions.
The quantum version is Mˆ † = f(Mˆ ) and this is the adjoint operation condition (operator
ordering issues are ignored). So the inner product is thus chosen as,
〈Mˆψ|φ〉 = 〈ψ|Mˆ †φ〉 =: 〈ψ|f(Mˆ)φ〉 (3.749)
Finally we describe the diﬃculty of implementing the reality conditions such that it led to the
abandonment of using Ashtekar (complex, self-dual) variables to formulate quantum gravity.
The loop representation has made great progress by coordinatizing the Ashtekar formulation’s
complex phase space with non-canonical variables, the loop variables. The transition to the quan-
tum theory is much easier with these non-canonical variables. Gauss constraint is automatically
taken care of and solutions (states) to the 3D diﬀeomorphism constraint and scalar constraint can
be constructed (to some extent). The problem is that the reality conditions are extremely diﬃcult
to be expressed in terms of the loop variables. That is why loop representation literature (Gambini
[12], Rovelli and Smolin [35]) tend to avoid discussing the reality conditions and even to the extent
of saying that the connection is valued in su(2). Correctly, the connection is valued in su(2)C
(≃ so(3)C).
The problem of reality conditions is later diverted as a search for a “Wick transform” for gravity
taken on by Ashtekar and Thiemann. But when Barbero’s real connection (Lorentzian) formulation
appeared, together with the discovery that spin-networks basis span the gauge invariant phase
space without overcompleteness problems. The issue of reality conditions becomes redundant and
complex, self-dual variables fell out of favour.
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3.1.4 Immrizi-Barbero Variables (Holst Action Constraint Analysis)
This section covers the transition from triadic variables (real Palatini constraint analysis) to the
Immirzi-Barbero variables. We arrive at the Immrizi-Barbero variables via, ﬁrst, a Weyl transfor-
mation (rescaling) and second, an aﬃne transformation. We follow closely [15]. The reader should
read [29].
Then we write the constraints in terms of the Immrizi-Barbero variables and ﬁnally describe
the Holst action which gives the Lagrangian formulation of these variables.
We bring over the (su(2)) connection, Γ
(int)IJ
a from the real Palatini constraint analysis with a
change of notation to ΓIJa for simplicity.
We recall that the raising and lowering of su(2) indices are done with the metric δIJ . The action
of ∇(Γ(3),Γ)a on internal indices is linear, we require ∇(Γ
(3),Γ)
a to be compatible with the triad E(3)
J
a ,
so the spin-connection is uniquely determined.
∇(Γ(3),Γ)a E(3)
J
b = 0 (3.750)


















Note that Γa is valued in su(2) and hence Γa is an antisymmetric matrix.
We wish to write the constraint G˜JK into a Gauss constraint of su(2) theory, meaning,
G˜I := ǫIJK G˜JK =
(
∂aE˜





The motivation is historically due to Ashtekar new variables formulation.
We perform a constant Weyl transformation (rescaling) because in Ashtekar new variables, KJa















This is a canonical transformation as the Poisson brackets are invariant (by inspection) under this
rescaling. We see that the constraint G˜I is invariant under the rescaling.









The 3D diﬀeomorphism constraint and the scalar constraint will be considered after we performed
the aﬃne transformation.
Now we perform the aﬃne transformation in order to write G˜I into the form above for some
connection Aa which will be derived in the process. Earlier, we have,
∇(Γ(3),Γ)a E(3)
b
J = 0 (3.756)
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For the special case of a divergence, we can write as follows,
0 = ∇(Γ(3),Γ)a E˜(3)aJ (3.761)























In the adjoint representation of su(2), with structure constants ǫIJK , we have the generators (note
that physicists use i in their deﬁnition),
(TI)JK = −ǫIJK (3.764)
= ǫJIK (3.765)





⇒ ΓaJK = (ΓIaTI)JK (3.767)
= ΓIa(TI)JK (3.768)
= ΓIaǫJIK (3.769)
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qcd(∂aqbd + ∂bqad − ∂dqab)
| and qcd = E(3)cAE(3)
d




































| Expand using product rule of partial derivatives,
























I and (det E˜
(3)a














































Now we perform the rescaling on ΓIa, that is K
J
a → βKJa and E˜(3)aJ → 1β E˜
(3)a
J . By inspection of




a . More technically,
ΓIa is a homogenous rational function of degree zero of E˜
(3)a










































E˜ (3)Bb E˜ (3)Bd ∂a(det E˜(3)aI )
−E˜ (3)Ea E˜ (3)Eb ∂d(det E˜(3)aI ) + E˜ (3)DI + E˜ (3)Da E˜ (3)Dd ∂b(det E˜(3)aI )
)
(3.779)
Hence we see that Γ(3)
c
ab is also invariant under the rescaling.
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We are thus ready to write GJ into the form of a Gauss Law.
G˜I = ǫIJKKJa E˜(3)aK (3.780)

























We rescale G˜I and get,






































∴ G˜I = ∂aE˜β(3)aI + ǫIJKAJa E˜
β(3)a
K (3.786)
=: ∇(Γ(3),A)a E˜β(3)aI (3.787)
The new derivative deﬁned has its action as follows,
Internal Objects : ∇(Γ(3),A)a VI := ∂aVI + ǫIJKAJaVK (3.788)
Spatial Objects : ∇(Γ(3),A)a Tb := ∇(Γ
(3))
a Tb (3.789)
From now on, we will call G˜I the Gauss constraint (of an su(2) gauge theory). We note that we
have Ashtekar connection when β = ±i.






forms a canonically conjugate pair. That




























































| Use product rule of Poisson Brackets and
| note the ﬁrst bracket is zero since ΓKb is a function of E˜(3)aJ .
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= ΓKb (y) (3.799)





































































c (x) is a boundary term, so it vanishes and indeed the
gradient of F is Γ. We disregard the position of the internal indices for this working but Einstein
summation applies in the sense that, as long as there are 2 similar internal indices, they are summed
over 1, 2, 3.










































































































































































| Then b↔ c, L↔ K and ǫKJL = −ǫLJK






































































































































Indeed is a surface term. Thus we indeed can conclude that the gradient of F is Γ and hence
Poisson Bracket 1) is shown to be zero. We summarise the Poisson algebra for the Immrizi-Barbero
variables.







































a . It must be noted that, though the variables are rather
complicated, the fact that they possess the above Poisson algebra explains why these variables are
at all useful. With this Poisson algebra, we could ﬁnd Hilbert space representations in the quantum
theory.







. For completeness, we state the Gauss constraint in
terms of these variables,
G˜I = ∇(Γ(3),A)a E˜β(3)aI = 0 (3.819)
First we introduce the curvatures,




















b − ∂bΓJa + ǫJKLΓKa ΓLb (3.821)




















b − ∂bAJa + ǫJKLAKa ALb (3.823)

































where in the second line, they are written in su(2) adjoint representation. With hindsight, we shall
write F (A) in terms of Γ and βK and later contract that expression of F (A) with E˜’s to get the 3D


















































| Recall ∇(Γ(3),Γ)a E˜(3)bJ = 0 and ǫKLJKLb E˜
(3)b























| The ﬁrst term is zero from (3.700.
















+ βKKa G˜K (3.833)
| Recall that this is the diﬀeomorphism constraint in Ashtekar variables.
= D˜a + βKKa G˜K (3.834)
Thus the 3D diﬀeomorphism constraint in Immirzi-Barbero variables is D˜a = F (A)JabE˜β(3)bJ −
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2 − (KMa E˜(3)bM )(KNb E˜
(3)a
N ) (3.839)
























































































from the real Palatini action constraint analysis. Thus the ﬁrst class constraints, G˜I , D˜a and S˜ still
possess weakly vanishing Poisson brackets among themselves.
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Notice that G˜I generates a subalgebra of the constraint algebra, thus Poisson brackets between
G˜I and terms of D˜a and S˜ that are not proportional to G˜I , is also ﬁrst class. Moreover, the brackets
reduce to the ADM algebra on the G˜I = 0 submanifold.
Thus we can work with the equivalent set of constraints of G˜I , D˜a and S˜ without the terms













































A = Γ + βK = Γ + 2βK ′ (3.847)







































































































































ab − 2(γ2 − s)K ′K[aK ′Lb]
)
(3.855)
where we denote the above as S˜Thiemann. For the scalar constraint, this is the comparison with
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literature,

















s=−1 and ǫKLJF (A′)
J




Now we proceed to describe that a Lagrangian formulation exists for the Immrizi-Barbero variables.
The action is known as Holst action. Recall (3.562) where we see that the factor in the second term































where we see that setting γ = −i restores the self-dual Palatini that gives us the Ashtekar New
variables. This ansatz for a Lagrangian that gives us the Immirzi-Barbero connection, is also
justiﬁed when we compare A′ = Γ + γK ′ and (3.691).
In Holst’s original paper [29], the Barbero formulation is derived from the above ansatz (the
Holst action) but with a partial gauge ﬁxing (time gauge) imposed right from the start to simplify
the calculations. This has sparked oﬀ a series of discussions about the spacetime interpretation of
the Barbero connection. [31] has done proper constraint analysis of the Holst action and solved
2nd class constraints in a very tedious manner. Barbero’s formulation is recovered when the time
gauge is imposed at a very late stage. [32] has taken a covariant approach to the Holst action and
found that results like area operator spectrum are independent of the Immirzi-Barbero parameter
which contradicts calculations obtained with the time gauge imposed.
The implication of imposing the time gauge (hence Barbero’s formulation) is that, the Barbero
connection has no covariant spacetime meaning (it is not the pullback of a spacetime connection).
Thus, strictly speaking, we do not have a gauge theoretic formulation of GR. We strictly should
not use words like “the gauge group is compact”. We note that indeed, literature employing
Barbero’s connection do not use the word “gauge group”. Insiders of LQG like Thiemann, say that a
geometrical interpretation is an aesthical aspect, losing it, does not hinder progress mathematically.
CHAPTER 3. (MATTER-FREE) LOOP QUANTUM GRAVITY: CLASSICAL THEORY 88
3.1.5 Preparation for Spin Networks: Loop Variables
In this section we will have a short discussion on loop variables. It is the use of loop variables that
give rise to the name “Loop Quantum Gravity” (LQG) to this approach of quantizing gravity. This
line of approach has led to the present spin networks formulation. Here we will not discuss the full
aspect of the (old) loop theory. We will only cover enough preliminaries to enable us to go over to
the spin network formulation in the next chapter. We will follow [35]. [33], [34], [37] and [12] can
serve as supplementary reading.
Historically, the loop representation caught interest because of Jacobson and Smolin’s [34]
discovery that Wilson loop functions of the self-dual connection (here we denote it as T (0)[γ])
automatically solves the scalar constraint in the connection representation, i.e.
˜˜S = ǫijkF (Ash)iabE˜(3)aj E˜
(3)b
k (3.860)










ˆ˜˜ST (0)[γ] = 0 (3.862)
This result is astonishing because no functional was found to satisfy the scalar constraint before this,
even formally. However this initial excitement wears oﬀ as it is tough to have many quantities in
a well deﬁned manner in terms of loop variables. Eventually, the diﬃculty of the reality conditions
in the loop representation drove things to a tight corner. Loop variables are revived when (real)
Immirzi-Barbero variables are used where there are no reality conditions and spin networks are
found to be a complete basis for the phase space, thus the Mandelstam identities are taken care oﬀ
as well.
The motivation to use Wilson loop functionals to coordinatize the self-dual GR phase space
is strong because the Wilson loops are gauge invariant objects and thus the Gauss constraint is
automatically solved (classically). Following Ashtekar [11], we will treat the connection as valued
in sl(2,C). This algebra is isomorphic to the so(3)C or su(2)C algebra (which is the Lie algebra
that the Ashtekar variables are valued in, as see earlier). In the literature, other authors have
tendencies to treat the connection as valued in su(2) for simplicity. For examples, read, Rovelli &
Smolin pg 95 [35] and Gambini’s book pg 192 section 8.3 [12].
We will introduce Wilson loops and the Mandelstam identities that they satisfy and then work
out the Poisson algebra of the noncanonical variables. This will be the preliminary for the spin
networks formulation.
Let’s deﬁne the loop variables. Consider continuous, piecewise smooth, nondengerate mappings
(of a closed curve) γ : S1 → Σ from a circle to the spatial 3-manifold Σ. The following notation
holds: γ denotes the curve, sn denotes the parameter of the curve and xn = γ(sn) denotes the
point on the manifold mapped by γ with parameter sn. γ
xj
xi denotes the curve on Σ with starting
point xi and ending point at xj.
Since we are mapping closed loops from a circle, the parameters sn are modulo 2π. If the curve
is γ
xj
xi , the inverse curve is deﬁned as (γ
−1)xjxi = γx
i
xj . Finally, we will denote a closed curve simply as
γ and the holomony as U(γ). U(γ) is a matrix which is an element of SL(2,C). The conﬁguration
functional on the GR phase space is deﬁned to be the trace of the holonomy.


















aτi with τi being the 2×2 Pauli matrices (or more generally, they are the
generators of the spin-j representation).
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We will now discuss the two fundamental properties of T (0); the Mandelstam identities and the
reconstruction property. Together they imply that Wilson loops constitute an overcomplete basis
of soultions of the Gauss constraint. We will only discuss the Mandelstam identities of SL(2,C).
Readers who want to ﬁnd out Mandelstam identities of other groups can read Gambini’s book [12]
and R. Loll’s paper [38].
The SL(2,C) Mandelstam identities are (Loll [38], Ashtekar [11] and Gambini [12])
(a) T (0)[ι] = 2 (3.864)
(b) T (0)[γ ◦ η ◦ η−1] = T (0)[γ] (3.865)
(c) T (0)[γ1 ◦ γ2] = T (0)[γ2 ◦ γ1] (3.866)
(d) T (0)[γ] = T (0)[γ−1] (3.867)
(e) T (0)[γ1 ◦ γ2] + T (0)[γ1 ◦ γ−12 ] = T (0)[γ1]T (0)[γ2] “Spinor Identity” (3.868)
(f) T (0)[γ1]T
(0)[γ2] = T
(0)[γ1 ◦ η ◦ γ2η−1] + T (0)[γ1 ◦ η ◦ γ−12 ◦ η−1] (3.869)
(g) T (0)[γ1 ◦ γ2] = T (0)[γ1 ◦ η]T (0)[γ2 ◦ η−1]− T (0)[γ1 ◦ η ◦ γ−12 ◦ η] (3.870)
The symbol “◦” represents composition of 2 loops with a particular basepoint. This will be deﬁned
and parameterised properly later. Identity (e) is one of the most fundamental and displays the
nature of the group involved, in this case, SL(2,C). The same identity goes for SU(2) also. There
are similar Mandelstam identities for the corresponding momentum variable T (1)a[γ] but these will
not be needed in our discussion.
Now we will prove the identities above.
Proof (a):
ι denotes the loop that is shrunk to a point (to the base point). Hence using the initial condition
of the holonomy U(ι) = I,
⇒ T (0)[ι] = TrU(ι) = 2 (3.871)
for the case of SL(2,C) in the fundamental 2×2 matrix representation.
Proof (b):
See Gambini’s book page 5 [12].
Proof (c):
T (0)[γ1 ◦ γ2] = Tr[U(γ1 ◦ γ2)] (3.872)
| See Nakahara pg 384 [16].
= Tr[U(γ1)U(γ2)] (3.873)
| Use cyclicity of trace
= Tr[U(γ2)U(γ1)] (3.874)
= T (0)[γ2 ◦ γ1] (3.875)
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Proof (d): γ−1 is simply an opposite orientation of the curve. Hence we have,




















| Recall inverse of 2 × 2 matrix and here determinant = 1.
= TrU (3.879)
= T (0)[γ] (3.880)
Proof (e):
Since we are working with SL(2,C) in its 2-dimensional (complex) representation, a 3-dimensional




δA3B3] = 0 (3.881)






























































(0)[γ1 ◦ γ3 ◦ γ2] + T (0)[γ1 ◦ γ2 ◦ γ3]
−T (0)[γ1]T (0)[γ2 ◦ γ3]− T (0)[γ1 ◦ γ2]T (0)[γ3]− T (0)[γ1 ◦ γ3]T (0)[γ2] (3.884)
Let γ3 = γ
−1
2 and use identity (d)
0 = T (0)[γ1]T





(0)[γ1 ◦ η ◦ η−1]T (0)[γ2] (3.886)
| Use cyclicity of traces.
= T (0)[η−1 ◦ γ1 ◦ η]T (0)[γ2] (3.887)
| Use identity (e)
= T (0)[η−1 ◦ γ1 ◦ η ◦ γ2] + T (0)[η−1 ◦ γ1 ◦ η ◦ γ−12 ] (3.888)
= T (0)[γ1 ◦ η ◦ γ2η−1] + T (0)[γ1 ◦ η ◦ γ−12 ◦ η−1] (3.889)
For a picture of the loops, see [35]
Proof (g):
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T (0)[γ1 ◦ η]T (0)[γ2 ◦ η−1] = T (0)[γ1 ◦ η]T (0)[η−1 ◦ γ2] (3.890)
| Use identity (e)
= T (0)[γ1 ◦ η ◦ η−1 ◦ γ2] + T (0)[γ1 ◦ η ◦ (η−1 ◦ γ2)−1] (3.891)
= T (0)[γ1 ◦ γ2] + T (0)[γ1 ◦ η ◦ γ−12 ◦ η] (3.892)
Hence shown.
Now we will explain which of these Mandelstam identities constitutes a complete set for the
group SL(2,C). First, to accomodate identity (b), also called the retracing identity, we simply
eliminate loops with a tail from the formalism. Rovelli and Smolin [35] said that all possible
relations obtained by interplaying (b) and (e) can be reduced to (f) and (g), thus (f) and (g) are als
included in the list of SL(2,C) Mandelstam identities. Ashtekar [11] expressed the same thing as
saying (b) and (e) completely characterise T (0). Furthermore, he argued that all algebraic relations
between T (0) are exhausted (pg 243 [11]).
Now we brieﬂy discuss the reconstruction property. It means that, given a function of loops,
satisfying the Mandelstam identities, one can write it purely in terms of Wilson loops. This is
important because it implies that loops satisfying the Mandelstam identities contains the full gauge
invariant information. It is beyond the ability of the author to show the proof. Read Gambini’s
book [12] and especially “Knots and Quantum Gravity” for references and proof. 3
Now, given the symplectic structure in Ashtekar phase space, we shall introduce the non-
canonical conjugate momentum variable T (1) and then calculate the Poisson algebra between T (0)
and T (1), known as the small T algebra. The small T algebra is seen to close but we still require
higher momentum variables because the scalar constraint requires T (2) variables, so the full T
algebra is needed in the loop representation. However this is somewhat out of line with the general
discussion, so we will not discuss the full T algebra.
The conjugate momentum T (1) is deﬁned as










The motivation is that, we need to introduce E˜
(3)a
i (as in Ashtekar’s formulation) and yet make T
(1)
gauge invariant. E˜(3)a introduced above is E˜(3)a := E˜
(3)a
i τ
i where τ i are the 2×2 Pauli matrices.





















Hence T (1)a[γ](xi) is linear in momentum and gauge invariant as required. We note that T
(0)
is reparameterisation invariant and thus is orientation invariant while T (1) is reparameterisation
covariant and thus changes sign upon reversal of orientation.
Now we shall calculate the Poisson algebra between the non-canonical variables T (0) and T (1).






3John C. Baez Knots and Quantum Gravity (Oxford Lecture Series in Mathematics and Its Applications, No 1)
(Oxford University Press 1994)
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since T (0) only consists of A(Ash)
i
a variables.
To work out the remaining 2 brackets, we need to use loops that result from the breaking and
joining of two loops that intersect at a point. We denote two loops that intersect at the point x as
γ1 ◦x γ2. The subscript is needed as two loops may intersect in more than one point. We shall now
work out the parameterisation of two intersecting loops.
Let sˆ and tˆ be the values of the parameters of γ1 and γ2 at the intersection point x. then writing
γ1(s + sˆ) and γ2(t + tˆ) means parameterising them to start and end at the intersection. This is
because s and t are modulo 2π, so γ1(0 + sˆ) = γ1(2π + sˆ). We deﬁne the parameterisation of the
intersecting loops as,
γ1 ◦x γ2(u) =
{
γ1(2u+ sˆ) , 0 < u < π
γ2(2u+ tˆ) , π < u < 2π
(3.898)
where the ﬁrst line indicates indicates that, for parameter u between 0 to π, it parameterises γ1
from the interesection point to the intersection point. The second line means that parameter u with
values between π and 2π, parameterises γ2 from the intersection point to the intersection point.




































































where we have done the functional derivative naively. Naive in the sense that, diﬀerentiating the




ds τi. τi is a matrix, hence sandwiched between the U ’s. The
functional derivative requires δ(3)(γ(s), x). It turns out that the above expression is actually correct.
(see pg 243 of Rovelli’s book [14] for references to a rigorous derivation.) The captial indices are
the SL(2,C) indices. Since s is a parameter, and x is a point on Σ, we relabel the holonomy in a













where γn is the mapping, xi = γn(s1) is the
starting point and xj = γn(s2) is the ending point. A, B are the SL(2,C) indices. Now we can
evaluate,





























































































| Note that the integral is non-zero when γ2(s) = x1.
| Use −τ jBDτjFG = δBF δDG + δBGδDF































































































































We have arranged the ﬁrst term into a continuous path and the matrices matched into a trace. See
the diagrams later in the section to visualise the continuous path.
Hence the ﬁrst term can be written as T (0)[γ1 ◦x1 γ2]. For the 2nd term, we need to rewrite γ2
as γ−12 in order to achieve a continuous path. For SL(2,C), UγAB = −Uγ−1AB. (See Ashtekar Ch









































































We have also arranged the second term into a continuous path and the matrices matched into a
trace. See the diagrams later in the section to visualise the continuous path.
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T (0)[γ1 ◦x1 γ2]− T (0)[γ1 ◦x1 γ−12 ]
)
(3.916)
Following Rovelli and Smolin’s [35] way of writing, we introduce the following notation
(γ1 ◦ γ2)>< := γ1 ◦ γ2 , (γ1 ◦ γ2)
∨∧ := γ1 ◦ γ−12 (3.917)
and | >< | = 0, | ∨∧ | = 1. The reasons for such notation will be clear when we introduce a









(−1)|♦|∆a[γ1, γ2](s)T (0)[(γ1 ◦x1 γ2)♦] (3.919)
where ♦ =>< , ∨∧.
In principle, the last Poisson bracket between the 2 T (1) variables should be calculated in the
same way, i.e. arranging the SL(2, C) matrices until the matrices form a trace and the path is
continuous. However, the author is unable to arrive at that condition, hence we shall now follow
[35] and deduce a graphical scheme from our previous calculations. Then we will calculate the last
Poisson bracket using the graphical scheme.
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Associate the T variables with the following diagrams:
(Orientation is arbitrary, but once orientation is assigned, it has to be maintained.)
(Orientation must be assigned as it is a reparameterization covariant expression.)
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We redraw the diagrams of the expressions in the T (0), T (1) Poisson bracket calculation.
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T (0)[γ1 ◦x1 γ2]− T (0)[γ1 ◦x1 γ−12 ]
)
From the above, we identify an elementary operation when a hand “intersects” (“grasps”) a
loop:
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We shall now make use of this elementary operation of a hand intersecting a loop to evaluate





First consider the hand at x1 intersecting γ2 (the hand at x2 is at a false intersection), we have
The second case would be the hand at x2 intersecting γ1 (the hand at x1 is at a false intersection).
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Since indices “a, b” are antisymmetric and from the T (0), T (1) calculation, we can deduce the












T (1)b[γ2 ◦x2 γ1](x1)− T (1)b[γ2 ◦x2 γ−11 ](x1)
)
(3.921)
This result coincides with the the expessions in the literature.
Chapter 4
The Quantum Theory (Modern
Foundations)
In this thesis, from this point onwards, we will summarise the present foundations of matter-free
LQG. The author apologises for the lack of full working from this point onwards because the author
is unable to work them out fully.
We emphasize the logical ﬂow of concepts here. We will justify the introduction of structures
and concepts into the theory so that the reader can understand why these structures are needed.
We will also avoid functional analysis because the author is unable to work with it. However, the
reader must know that LQG has been placed at a rigour level similar to axiomatic quantum ﬁeld
theory with functional analysis, topology, diﬀerential geometry etc. at the very roots of it. See
Thiemann’s book [15] to really understand the level of rigour in LQG.
4.1 Spin Network basis
We ﬁrst construct the (non-gauge invariant) spin network basis. Recall that in the loop represen-
tation, the loop basis is overcomplete because the basis needs to satisfy the Mandelstam identities.
The Mandelstam identities relate certain loops together so a complete basis would have to use
equivalence classes of loops under the Mandelstam identities.
In the literature, Rovelli & Smolin [42] proceeded by antisymmetrising loops to construct a
complete basis that satisﬁes the Mandelstam identities. They ended up arriving at the axioms of
Penrose spin networks thus concluding that spin networks form a complete basis for LQG.
Here we will describe a more modern attempt by Rovelli & Petri [51], [52] at arriving at the spin
network basis. A side note is that, the connection that is considered in the modern formulation of
LQG is the Immirzi-Barbero su(2) connection. This connection is used in the construction because
from the Immirzi-Barbero formulation, we do not run into problems of complex variables and reality
conditions.
First we redeﬁne the loop variables (in Immirzi-Barbero su(2) real connection) as:
T (0)
′












Note that the group generators used in the deﬁntions above are general spin-j generators. The con-
sequence of such a redeﬁnition is that, multiloop variables ([14] pg 228) will have a sign dependence
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on the number of loops,
T (0)
′
[[γ1] · · · [γN ]] = T (0)′ [γ1] · · ·T (0)′ [γN ] (4.3)
= (−1)NT (0)[[γ1] · · · [γN ]] (4.4)
This sign dependence now turns the Spinor Mandelstam identity into the Penrose Binor identity
[10],
T (0)[γ1 ◦ γ2] + T (0)[γ1 ◦ γ−12 ] = T (0)[γ1]T (0)[γ2] (4.5)




Now this identity also satisﬁes Recoupling Theory with its parameter A = −1 [10]. So the whole
machinery of chromatic evaluation in recoupling theory is available to LQG. By using recoupling
theory [10], and the redeﬁned Mandelstam identities, a linear basis is constructed and it is found
to satisfy Penrose’s axioms for spin networks. So spin network states is a complete linear basis for
LQG. We note that at this point the Gauss constraint is not yet imposed, the spin network basis is
not Gauss gauge invariant. This is somewhat ironical since the initial motivation of loop variables
is to handle the Gauss constraint trivally.
We will describe the spin network basis now. The scalar product and imposition of Gauss
constraints will be covered later.
A spin network embedded in Σ is a triple (Γ, jl, in). Γ is a graph immersed in the manifold Σ,
that is, a collection of nodes n, which are points of Σ, joined by links l, which are curves in Σ. jl is
the assignment of (non-trival) an irreducible (group) representation of spin-j SU(2) to each link l
through the holonomy. in is an assignment of an intertwiner in to each node n. The valence, m of
a node is deﬁned by the total number of links that start at the node and the total number of links
that end at the node.
A spin network state Ψs[A









where R(jl) represents the spin-j representation of the link l and this representation is related
to the Barbero connection A′ through the holonomy. The dot indicates contraction between the
intertwiners at the nodes and the spin-j representations of the links that passes through the nodes.
We will give an example to illustrate clearly the construction.
Now we come to the important point of how to construct a gauge invariant spin network state.
It is simply achieved by having only invariant intertwiners. Intertwiners are tensors with one in-
dex in each representation of the tensor product space (pg 200 of Rovelli’s Book [14]). Invariant
intertwiners are those tensors that are invariant under SU(2) on all the indices. We justify the
gauge invariance of the state by checking the transformation of Ψs[A
′] under SU(2). This will be
illustrated by an example later. This gauge invariant subspace is also called the singlet subspace
which is well known from basic Quantum Mechanics that the singlet state is invariant under rota-
tions. We note that the dimension of the singlet subspace is m − 2 or 2 dimensions smaller than
the valence of the node (pg 238 of Rovelli’s Book [14]).
We only want to construct gauge invariant spin networks, thus the labelling of the links cannot
be arbitrary. There must exist a singlet subspace in the tensor product space of the spin-jl repre-
sentations of the links attached to a node. The conditions are called Clebsch-Gordan conditions in
the literature (pg 379 of Rovelli’s Book [14]). This has nothing to do with conservation of angular
momentum, here we only want a singlet subspace to exist.
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For 3 links that are attached to a node (trivalent node), labelled by j1 ,j2 and j3 spins, the 2
Clebsch-Gordan conditions to satisfy are
j1 + j2 + j3 = Integer (4.8)
|j1 − j2| ≤ j3 ≤ (j1 + j2) (4.9)
as long as one of the spins is compatible to the other 2 spins by the above conditions.
For 4 links attached to a node (4-valent node), we have the Clebsch=Gordan conditions,
j1 + j2 + j3 + j4 = Integer (4.10)
|j1 − j2| ≤ j3 + j4 ≤ j1 + j2 or |j1 − j2| ≤ |j3 − j4| ≤ j1 + j2 (4.11)
We will now provide an example to illustrate a gauge invariant spin network construction
explicitly. Let the graph Γ has 2 nodes n1 and n2 and 3 links l1, l2 and l3, labelled (coloured)
j1 = 1, j2 =
1
2 and j3 =
1
2 respectively. All 3 links are orientated such that they start at n1 and end
at n2. Link l1 will carry the spin-1 representation of SU(2), R
(1)i
j , i, j = 1, 2, 3 and links l2 and
l3 will carry the spin-
1




B, A,B = 0, 1. (Note that spin-
1
2 indices
are raised and lowered with ǫAB and spin-1 indices are raised and lowered with δij) We check that
this is a valid spin network because 1 + 12 +
1
2 = 2 (integer) and |1 − 12 | ≤ 12 ≤ 1 + 12 . So the
Clebsch-Gordan conditions are satisﬁed and a 1-dimensional singlet subspace exists in the tensor
product space 1 ⊗ 12 ⊗ 12 . Now we need the invariant tensors in the tensor product space. The 3
Pauli matrices are the invariant tensors in the tensor product space because they transform under












jCD = σiAB (4.12)
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Let’s go through the symbols, σiAB(n1) is the invariant tensor at node n1 and σ
jCD(n2) is the
invariant tensor at node n2. R
(1)i
j is the matrix of spin-1 representation on link l1. The same
follows for the other 2 links. Note that the indices of the spin representations are contracted with
each index of the invariant tensors at the nodes.
We can look at the transformation of the terms in the spin network state to see that it is indeed




j ⇒ R(1)il(n1)R(1)lkR(1)†kj(n2) (4.14)
where we recall that the inverse of a unitary matrix is its adjoint. Transform Ψs[A
′] under SU(2),
then group all the (n1) terms and (n2) terms togther. Recall (4.12) and the adjoint of (4.12),
together that Pauli matrices are self-adjoint, we can easily see that Ψs[A
′] is gauge invariant and
this concludes the example of a gauge invariant spin network.
The general scalar product is deﬁned from the Ashtekar-Lewandowski measure [39], [40] &
[41]. However, when we employ the spin network basis and use the Immirzi-Barbero connection
valued in su(2), the cylindrical functions can be written in terms of ﬁnite dimensional irreducible
representations of SU(2) as assured by Peter-Weyl Theorem. Irreducible representations of SU(2)
are orthogonal to each other, hence we have a natural scalar product in the spin network basis.
This scalar product is extended over to the Gauss invariant subspace naturally.
At this point, we describe 2 SU(2) gauge invariant operators, the so-called area operator, A
and volume operator, V .













where Σ′ is a 2D orientated surface in the 3D Σ hypersurface. Recall thay γ is the Immirzi-
Barbero parameter. 2σ = (σ1, σ2) are the coordinates on Σ′ and ǫabc is deﬁned with ǫ123 = 1.
Notice that the Immirzi-Barbero parameter appears in the deﬁnition, this is because the canonical








. Consider the operator
E2(Σ′) := Ei(Σ′)Ei(Σ′) acting on a link that intersects Σ′ only once, the result is
E2(Σ′)Ψs[A′] = γ2j(j + 1)Ψs[A′] (4.16)





To calculate the general case where a spin network state may have multiple ‘punctures’ through








where k = 1 . . . n is a sequence of increasingly ﬁne partitions of Σ′. There is a partition n suﬃciently
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i + 1)− jti(jti + 1)Ψs[A′] (4.20)
where the node is decomposed into a virtual graph and ju, jd and jt denote the colouring of the
virtual links. See the derivation in Rovelli’s Book [14]. To reduce to the special case above, just let
jt = 0 and ju = jd. The discussion here is far from complete, the reader is referred to the references
in this chapter for more details on the derivation of the area spectrum and how it is related to the
classical notion of area. There are regularisation issues with the area operator (pg 294 Rovelli’s
Book [14]).
For the volume operator, we consider the classical expression of the volume of a 3D region







| Recall det qab =






√∣∣∣∣ 13!ǫabcE˜(3)ai E˜(3)bj E˜(3)cj ǫijk
∣∣∣∣ (4.23)
Note that there exists 2 diﬀerent versions of the quantized volume operator. (Ashtekar-Lewandowski
and Rovelli-Petri versions [44].)
We shall now take the next step in the quantum theory of constraint systems and solve the 3D
diﬀeomorphism constraint. Here we follow Rovelli [14].
We note that in the spin network basis, we have a natural action of φ ∈ Diﬀ(Σ),
Uφ|s〉 = |φ ◦ s〉 (4.24)
The spin network basis, denoted by, |s〉, (and s denotes Gauss invariant spin networks) carries a
unitary representation of Diﬀ(Σ) as implied above.
Note that there are no states in the Gauss invariant Hilbert space, HGauss invariant under Uφ.
We look for diﬀeomorphism invariant states in the topological dual space HGauss∗. We shall deﬁne
a “projector” map PDiﬀ to bring us from HGauss →HDiﬀ ⊂ HGauss∗. The method that will be used
to deﬁne PDiﬀ is analogous to the one in ﬁeld theory where we can deﬁne a gauge-invariant state by
integrating a state, that carries unitary representations of the gauge group, over the gauge group,
provided that a measure is well deﬁned.





Dφ|φ ◦ s〉 (4.25)
where [s]Diﬀ stand for the equivalence class deﬁned by s, s
′ ∈ [s]Diﬀ with s′ = φ ◦ s given a
φ ∈ Diﬀ(Σ). Hence it is a suitable notation for a diﬀ-invariant state. Note that in the literature
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so PDiﬀ :=
∫
DiﬀDφUφ where we integrate over the Diﬀ group. We can also write (formally) in






where D˜a is the 3D diﬀeomorphism constraint in terms of the Immirzi-Barbero variables. fa is an
element of the Lie algebra of Diﬀ(Σ). Here we are integrating over the algebra elements instead
of integrating over the group elements. However, we will see that the form of the projector is not
really needed at the end of the discussion.








Dφ〈φ ◦ s|s′〉 (4.31)
We see that the RHS is not zero when the graphs are related by a diﬀeomorphism, i.e. φΓ′s′ = Γs.
So integration is (non-zero) only over the (“graph symmetric”) subspace that satisﬁes φΓ′s′ = Γs.
Within this subspace, we can have diﬀerent orderings and orientations of the links resulting in a








where Diﬀ(s′′) is the subgroup that satisﬁes φΓ′s′ = Γs. We assume that
∫
Diﬀ(s′′)Dφ = 1. We can
see that the sum is ﬁnite because there is only a ﬁnite number of ways to change orderings and





that gives us a way of ﬁnding the matrix elements of PDiﬀ. Furthermore a diﬀ-invariant scalar
product can be deﬁned by




Finally, to close this chapter, we outline the main features of solving the Hamiltonian constraint.
Initially, the Hamiltonian constraint is solved very similarly to the diﬀeomorphism constraint by
deﬁning a projector. The projector is expanded out into a series with powers of (regularised)
Hamiltonian constraint acting on spin network states and it is found that they create nodes and
links order by order [47]. This gives rise to the so-called spinfoam formulation [14]. Due to some
diﬃculties in the original idea, spinfoams are formulated from scratch and it is hoped that they
resolve the problems in the canonical formulation. Thiemann took on the Master Constraint ap-
proach instead [15]. We do not discuss the Master Constraint method because it requires functional
analysis and the author is unfamiliar with it.
The scalar constraint is initially highly intractable because the terms are non-linear when we
think of the quantized scalar constraint acting on (gauge invariant) spin network states. However,
Thiemann has found a series of identities that allows the scalar constraint to be rewritten such that
it can be quantized in a reasonable manner. Regularisation is needed because we need to change
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connection variables into holonomy variables because then we will be able to calculate the action
of the (regularised) scalar constraint on the spin network states.



































In the literature ([14] [15]), the ﬁrst term is called the Euclidean Hamiltonian Constraint. The ﬁrst
term looks like the Hamiltonian constraint obtained in the Ashtekar Self-Dual formulation, but
here we are using real variables, so if we started out with Euclidean real GR, we will get this as
the Hamiltonian constraint, hence the name. We denote the ﬁrst term as S˜E and we denote the










= ǫabc[A′cJ , V ]PB (4.35)
K ′Ia = [A
′I
a,K]PB (4.36)
where the Poisson bracket is the Immirzi-Barbero formulation version. The symbol V is the volume






























= ǫabc[A′cJ , V ]PBF (A
′)J
ab (4.40)
The full scalar constraint can be written as products of Poisson brackets [15].














The triumph is that the denominator
√
det qab in the initial expression of the scalar constraint
which seems tough to be deﬁned when acting on a spin network state, is now manageable. We
can quantize this expression by mapping Poisson brackets to commutators which is a reasonable
step. The scalar constraint has been expressed into terms with V , A′ and F (A′) where the quantum
version of V is known. For A′ and F (A′), we note that they can be expressed as holonomies or as
limit of holonomies [15]. This gives rise to a regularised scalar constraint and the regularised scalar
constraint is turned into an operator expression. This regularised scalar constraint operator is then
acted on (gauge invariant) spin network states.
We stop here as this is as far as the author can grasp. We would just like to highlight some of
the outstanding issues in LQG ([14] pg 293). First, in the literature, the Euclidean Hamiltonian
constraint has been dealt with but not the full Hamiltonian constraint. Second, regularisation of
the Hamiltonian constraint is not unique. Third, higher spin-j Hamiltonian constraints have the
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same classical limit. Fourth, there are arguments for using a symmetrised Hamiltonian constraint.
Fifth, there are operator ordering issues as well. Sixth, area operator can be regularised in diﬀerent
ways. Seventh, there exists 2 versions of volume operators in the theory and they have diﬀerent
regularisations [44]. We refer the reader to the references [14], [15], [50], [48] for further reading.
The reader is also referred to these references for a contemporary introduction to LQG: [49],
[54], [57], [58] and [59]. The reader can also read [50], [55] and [56] for more details on spinfoams.
Appendix A
Calculation Details
A.1 Calculations in ADM Formulation
A.1.1 ADM Poisson Brackets Calculation
In this section of the appendix, we will calculate the 3 Poisson Brackets in the ADM formulation.
Here we will give the results here for easy reference. They are:[











= S (L #NN)










We start from the deﬁnition of Poisson Brackets.



























where Xg is the vector ﬁeld on the symplectic manifold generated by the function g(p˜, q). For the
ADM case, the 3 Poisson brackets amount to the notation.[
2D( 2N), 2D( 2M)
]
PB




= X #D( #N)(S(N))
[S(N),S(M )]PB = XS(N)(S(M))
This means there are only 2 vector ﬁelds involved:
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Note that derivatives with respect to variables N , ΠN , 2N , Π #N are zero because the constraints
2D
and S are only functions of p˜ and q.


























| Recall L #Nqab = ∇(3)a Nb +∇
(3)





























| Note L #N (p˜mnqmn) = p˜mnL #Nqmn + qmnL #N p˜mn
| We show later that
∫
d3xL #N (p˜mnqmn) is a boundary term.




= −L #N p˜ab. Here we digress to show that the volume integral of the Lie Derivative of
a weight one scalar is indeed a boundary term.
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∫
d3xL #N (p˜mnqmn)




















| We need the variation of
√
det qab.
| Employ a shorthand notation
√
det qab ≡ q
1
2 .
| Using the known formula for determinant,
| qǫabc = ǫdefqadqbeqcf









| Use product rule.
| = qǫbchqhd(δqad) + qǫcahqhe(δqbe) + qǫabhqhf (δqcf )
| Contract both side with ǫabc and note ǫabcǫabc = 6 and ǫabcǫbch = 2δah.
| δqǫabcǫabc = 6qqab(δqab)












| Now use Γ(3)abc =
1
2
qad (∂bqcd + ∂cqbd − ∂dqbc),
| to write ∂aqcd = Γ(3)eacqed + Γ
(3)e
adqce














Hence indeed is a boundary term by Stokes Theorem.
Now, the third derivative is δS(N)
δp˜ab













































2 p˜qab − p˜ab
)
. Note that R(3) is only a functional of q, that’s why the
above functional derivative is easy to perform. This fact makes the fourth and last derivative δS(N)δqab






































− q 12 δR
(3)
δqab
























































−2p˜acp˜ bc + p˜p˜ab
)
Hence now, in order to proceed, we need to know δR
(3)
cd .
From earlier variation of q
1













































To calculate the variation of R
(3)
cd , we need to work systematically through the variations of the
Christoﬀel symbols with respect to the metric q and ﬁnd the variation of the Ricci tensor, R
(3)
cd ,
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qad (∂bqcd + ∂cqbd − ∂dqbc)






(δqad) (∂bqcd + ∂cqbd − ∂dqbc) + 1
2
qad (∂bδqcd + ∂cδqbd − ∂dδqbc)
| Note that (∂bqcd + ∂cqbd − ∂dqbc) = 2Γ(3)ebcqed










qad (∂bδqcd + ∂cδqbd − ∂dδqbc)


























∂bδqcd − Γ(3)ebc(δqed)− Γ
(3)e
bd(δqce)
+∂cδqbd − Γ(3)ecb(δqed)− Γ
(3)e
cd(δqbe)














bc is a tensor. Now we vary the Riemann tensor. We start from the deﬁnition(







































| Use product rule of variations.

































d δqae − qaf∇(3)a ∇
(3)
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| Insert the result for δR(3)cd and integrate by parts 2 times.





































































We can now also recall the other 3 functional derivatives and perform the Poisson bracket calcula-
tions. The 3 functional derivatives are:
δ 2D( 2N)
δqab
= −L #N p˜ab ,
δ 2D( 2N)
δp˜ab











We can calculate the 3 Poisson brackets:
[
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For the ﬁrst bracket,[
2D( 2N), 2D( 2M)
]
PB





















(L #Nqab) δ 2D( 2M )δqab +
(
L #N p˜ab
) δ 2D( 2M)
δp˜ab




















| Recognise that, terms in square brackets is the chain rule of Lie Derivatives.







































































































| Use the product rule of Lie Derivatives and
∫













= S (L #NN)
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| We will substitute in the expressions for the functional derivatives, but
| since by construction, the Poisson Bracket is antisymmetric in N and M ,

















































| Do once integration by parts and drop the 2 boundary terms,








































Hence the Poisson brackets are calculated and as shown at the start of this appendix.
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A.1.2 ADM: Infinitesimal gauge Transformations
In this section of the appendix, we will calculate the inﬁnitesimal gauge transformations generated






























| It was done earlier, hence,
= L #Nqab(y)






| It was done earlier, hence,
= Nq−
1
2 s (p˜qab − 2p˜ab)
| We want to write the above in terms of Kab’s. We recall,





| p˜abqab = p˜ = −sq
1
2 (K − 3K) = 2sq 12K then,
| Sub back to get, p˜ab = −sq 12
(








It is interesting to see the equation of motion of qab and realise some consistency in the theory.







= L #Nqab + 2NKab
which is the same as (3.57) and thus q˙ab = L#t qab indeed. Now we will do the same calculations for
p˜ab but it is much more involved because R(3) contains qab which its Poisson bracket with p˜
ab is
non-zero.
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We will see that, in order to arrive at the same conclusions as the evolution of qab, we require
on-shell conditions, meaning the equations of motion has to hold.. (In fact, the equations of motion

















































This expression does not look like the expected LN#np˜ab(= NL#np˜ab). So now we will digress to write









































From the ADM formulation (3.55), we see that we can write L#nqab = 1NLN#nqab as long as we are
Lie dragging a spatial tensor. Thus we can “take out” the lapse function N as a factor. Hence we
need to ﬁnd 3 Lie derivatives to ﬁnish the calculation: L#nq
1
2 , L#nqab, L#nKab. We warn the reader
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that the following calculations will be mind-twisting! We try to be as coherent as possible.
L#nqab
= L#n(qacqbdqcd)
| Use the product rule.
= L#nqab + L#nqab + qacqbd(L#nqcd)
= −qacqbd(L#nqcd)



















| Note that ∇(3)c ne = K ec
= −qacqbeK ec − qbdqafKfd
= −Kab −Kab
= −2Kab
We will now calculate the 2nd Lie Derivative. We start with a known result from Chapter 3.





































The third Lie Derivative requires a long calculation. In this calculation, we will also try to write









| Expand using product rule, and use L#nqac = −2Kac
= −4KacKbc + qacqbd (L#nKcd)
We shall now work on L#nKcd instead. Here the calculations follow Thiemann’s Book [15] very
closely. We will do the calculations with the symmetric nature of the extrinsic curvature in a









| Use the deﬁnition of Lie Derivative on a 2-tensor:












| Use product rule on these 2 terms: nd(∇(4)d Kab) and nd(∇
(4)
d Kba)






































































| | Expand qma = gma − snanm again and
| | write nm∇(4)m nb = nm∇(4)∂mnb = ∇
(4)
nm∂m











































| Note that indices ab are projected already.

























= −KKab + 2KacKcb +
[
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nrs + sKKbd − sKabKad





ns − sqnb qsdnmnrR(4)mnrs + sKKbd − sKabKad
| Note the term,
| −sqnb qsdnmnrR(4)mnrs = sqnb qsdnmR(4)mnsrnr
| = sqnb qsdnm
(












d −R(3)bd = s
[




























The terms in the left square brackets came from L#nKab. And the terms in the square bracket
on the right came from the LHS (left hand side) of the earlier calculation. First we rewrite the







































d(∇(4)m ns) + qmb (∇(4)#n qsd)(∇(4)m ns)
| For the last term, we use Kbs = qmb qns (∇(4)m nn)
| = qmb (gns − snnns)(∇(4)m nn) = qmb (∇(4)m ns) since nn(∇(4)m nn) = 0.
| For the second last term, use qsd = gsd − snsnd and ns(∇(4)m ns),




m(∇(4)n ∇(4)m ns)−∇(4)m (nmKbd) + (∇(4)m nm)Kbd +∇(4)#n (−snmnb)(∇(4)m nd)
+∇(4)#n (−snsnd)Kbs




m(∇(4)n ∇(4)m ns)−∇(4)m (nmKbd) +KKbd − s∇(4)#n (nmnb)(∇(4)m nd)
−snd(∇(4)#n ns)Kbs
We use the above identity and start proving the identity in this particular form,[
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We start from LHS of the identity,[



































b∇(4)n (nm∇(4)m ns)− qna qsb(∇(4)n nm)(∇(4)m ns) +KacKcb
−s(∇(4)#n nm)na(∇(4)m nb)− s(∇
(4)
#n na)n
m(∇(4)m nb) + sKcbna(∇(4)#n nc)
| For the second term, we see: qna (∇(4)n nm)qsb(∇(4)m ns) = Kma (∇(4)m nb) = Kma Kmb.
= qna q
s




#n nb) + sKcbna(∇
(4)
#n n
c)− sna(∇(4)#n nm)(∇(4)m nb)
| Write sKcbna(∇(4)#n nc) = sqdc qeb(∇
(4)
d ne)(∇(4)#n nc)na






b∇(4)m ∇(4)n ns − s(∇(4)#n na)(∇
(4)
#n nb)
Now we will show LHS = − sN (∇
(3)
a ∇(3)b N) by working backwards. We recall ta∇(4)a t = 1 and
ta = Nna +Na right from the start of the ADM formulation. Hence,
ta(∇(4)a t) = Nna(∇(4)a t) +Na(∇(4)a t)
| Note, Na(∇(4)a t) = 0 since these are orthogonal ﬁelds.
1 = Nna(∇(4)a t)




We need one more identity:
ta = Nna +Na




na = sN(∇(4)a t)
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So we have,






= −N2∇(3)a (∇(4)#n t)
= −N2∇(3)a (nm∇(4)m t)
| Use product rule for ∇(3)a and note ∇(4)m t =
1
sN
nm and nm(∇(3)a nm) = 0.
= −N2nm(∇(3)a ∇(4)m t)
= −N2nmqca(∇(4)c ∇(4)m t)
| But since t is a scalar, so ∇(4)m t = ∂mt
= −n2nmqca(∇(4)∂c ∂(4)m t)
| due to torsion-freeness and commutativity of coordinate ﬁelds,
| we interchange them.
| (John Baez, Gauge Fields, Knots and Gravity (World Scientiﬁc 1994) pg 373).
= −N2nmqca(∇(4)∂m∂(4)c t)
= −N2nmqca(∇(4)m ∇(4)c t)

















| Use product rule for ∇(3)a and note: ∇(3)a N = −sN(∇(4)#n na).


















Compare this expression with LHS, we indeed get LHS = − sN (∇
(3)
a ∇(3)b N), hence the claim is
shown and now we can carry on with the calculation of L#nKab and LN#np˜ab.
L#nKab = −KKab + 2KacKcb +
[

















= N(−KKab + 2KacKcb )− s(∇(3)a ∇(3)b N)− sN(R(4)ns qna qsb −R
(3)
ab )
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2K and L#nqab = −2Kab.





2K(Kab −Kqab) + q 12 (−4KacKbc + 2KefKefqab + 2KKab
+qacqbd(L#nKcd)− qefqab(L#nKef ))
]
| For the terms, L#nKcd and L#nKef , we sub. in the earlier expression.
| Cancelling some terms, we get,
= −sN
[




2 (qnsqab − qnaqsb)R(4)ns
+sq
1




2 (qab∇(3)e ∇(3)eN −∇(3)a∇(3)bN)
]
| Now, we recall some identities to rewrite RHS all in terms of p˜′s.
| K = q−12 1
2s









2 (p˜p˜ab − 2p˜acp˜bc) + sq
1








2 (qab∇(3)e ∇(3)eN −∇(3)a∇(3)bN)
]


















2 qab − qabNs
2





2 (−2p˜acp˜bc + p˜p˜ab)
= q
1
















2 (−2p˜acp˜bc + p˜p˜ab)
Now comparing the expressions for Ln#np˜ab and
[S(N), p˜ab]
PB











−Nq 12 (qnaqas − qnsqab)R(4)ns + LN#np˜ab
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A.2 Real Palatini: Poisson Brackets Calculation
In this appendix, we will show the calculations of the Poisson brackets within Real Palatini Action
constraint analysis. There are a total of 15 brackets to calculate. The author only manages to




































= −Tr(G˜F (ω(3))ba )δ(3)(x, y) +
(




























































































Brackets 11, 12, 13 and 14 have no references in the literature. According to Ashtekar’s Book [11],
the results of these 4 brackets imply that there are no more constraints arising from the consistency
condition of ˜˜˜χab, i.e. the 4 brackets are weakly zero.
The brackets that the author is able to calculate to the end correctly are brackets 6, 7, 9 and
10. The remaining part of this section of the appendix will contain the full calculations of the 4
brackets.
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| 24 terms will be obtained. Among them, 8 terms will cancel.
| Of the remaining 16 terms, 8 terms contain the derivative of delta functions.













| Where boundary terms are dropped and delta function evaluated.
| Repeat for the other 7 terms.
| Of the appeared 12 terms, 8 of them cancel.
















































































(ηKI G˜JL − ηJK G˜IL)− (ηLI G˜JK − ηJLG˜IK)
]
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I(x)− ∂eωdKI(x) + ωdKQ(x)ωeQI(x)− ωeKR(x)ωdRI(x))
))
| For the terms with derivative of delta function, smear with
∫
d3xN˜ (x),
| then integrate by parts and drop the boundary term.
| We label the terms ǫABMN α˜dIJ(x)α˜eJK(x)α˜aAB(y)(· · · ) as “First Batch”.
| For 1st term of First Batch, we get
|
∫





d (N˜ (x)α˜dIJ(x)α˜bJE)ǫABEI α˜aAB(y)
| Do the same for 2nd term of First Batch, and it adds to 1st term.





d (N˜ α˜dIJ(x)α˜bJE)ǫABEI α˜aAB(y)
| +2
∫
d3xδ(3)(x, y)N˜ α˜aAB(y)(ǫABEQα˜bIJ(x)α˜dJE(x)ωdQI(x)− ǫABERα˜bJE(x)α˜dIJ(x)ωdRI(x))
| Note for weight 1 divergence, we can write ∂d(N˜ α˜dIJ α˜bJE) = ∇(Γ(3))d (N˜ α˜dIJ α˜bJE)| (See Ray d’Inverno Introducing Einstein’s Relativity (Clarendon Press 1992))
| We can write
| ∇(Γ(3))d (N˜ α˜dIJ α˜bJE) + ωdIQ(N˜ α˜dQJ α˜bJE) + ωdEQ(N˜ α˜dIJ α˜bJQ) = ∇(Γ(3),ω(3))d (N˜ α˜dIJ α˜bJE).




| Then rewrite the Poisson bracket to see that Second Batch is (a⇔ b) of First Batch.
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N˜ (y)ǫABEI α˜d JI (y)α˜(aJE(y)α˜b)AB
)






| We restore the integral and delta functions in order to remove the smearing function later.














d3xδ(3)(x, y)N˜ (x) ˜˜˜χab(x)






























| Use “product rule” of Poisson brackets. Then evaluate the Kronecker deltas.
| Note that the terms add in pairs.
= (−ǫMNKLα˜aMJ(x)ηNI α˜bKL(y)− ǫMNKLα˜bKJ(x)ηLI α˜aMN(y)
−ǫMNKLα˜aIM (x)ηNJ α˜bKL(y)− ǫMNKLα˜bIK(x)ηLJ α˜aMN (y))δ(3)(x, y)
| Expand α˜aMJ = E˜(3)aMnJ − E˜
(3)a
JnM .
| Note terms ǫMNKLnKnM = 0.
| Note that the remaining 8 terms cancel pairwise. Finally,
= 0





This is obvious since they are functions of α˜ only.
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Hence this conclude the appendix on Real Palatini constraint analysis Poisson brackets calcu-
lations.
APPENDIX A. CALCULATION DETAILS 129
A.3 Ashtekar Variables Poisson Brackets Calculation
In the appendix, we shall calculate the Poisson Brackets in the self-dual formulation. We will work
with the smeared constraints. Thus we are always under an integral sign that allows integration
by parts and boundary terms are discarded and delta functions evaluated. We follow D. Giulini in





















We collect here some expressions that we will use in the subsequent calculations
S(N˜ ) = 12
∫
Σ
d3xN˜ ǫijlE˜(3)ai E˜(3)bjF (Ash)abl



















































n − δinδlm (double epsilons)
For the ﬁrst bracket,[G(Λ′),G(Λ)]
PB












| Bring ∂a out of the Poisson brackets.




































(3)(x, y)− iǫij lǫmlqA(Ash)ja(x)E˜(3)aq (y)δ(3)(x, y)
]
1The author apologises for those Poisson brackets that the author is unable to evaluate to the given expression in
the literature. The author will come back to them one day and sort them out.
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“For the ﬁrst 2 terms”














| Integrate by parts, the 2nd term and drop the boundary term.








“For the last 2 terms”
| Evaluate the delta functions and insert ǫj ilǫjmn = δimδln − δinδlm.

































| where [Λ,Λ′]l = ǫlimΛiΛ′m.
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We shall deal with the above 3 terms seperately
“For the 1st term”

















−iǫlis(∂(x)c δ(3)(x, y))E˜(3)dl (y)A(Ash)
s




| For Term 1,
| Integrate by parts once, and drop the x boundary term.
| Integrate by parts again, and drop the y boundary term.









| Integrate by parts again and drop the boundary term.









| Do the same for Term 2 and swap the partials and Term 2 cancels Term 1.
| Integrate by parts for Term 3 and Term 4 and drop the boundary terms.















| Integrate by parts and drop the boudary terms. 4 terms remain.
“For the 2nd term”










| Insert the expression for F (Ash)lcd and get 3 terms.
“For the 3rd term”
| Evaluate the canonical Poisson brackets.
| Do integration by parts on terms with ∂(y)c δ(3)(x, y) and drop the boundary terms,







































mc − ΛiN cA(Ash)md E˜(3)dmA(Ash)ic
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| Note that 2 terms from “1st term” cancels ﬁrst 2 terms of “3rd term”.
| Another 2 terms from “1st term” cancels ﬁrst 2 terms of “2nd term”
































| Term 1 and Term 3 cancels.
| Insert “double epsilons” expression into Term 5 and cancels with Terms 2 and 4.
= 0





























































We treat the 3 terms seperately.
1st Term
| Insert the expression for F (Ash)lab and evaluate the canonical brackets.
| Take particular care of the variable with which the partial diﬀerential is respect to.






l)ǫqjl(∂d(E˜ E˜(3)aq E˜(3)dj ))






l)ǫqjl(∂a(N˜ E˜(3)dj E˜(3)aq ))
| Hence Term 1 and Term 2 adds together.
| For Term 3 and Term 4, we integrate by parts once and drop the boundary terms.
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2nd Term





| Insert the expression for F (Ash)abl and the “double epsilons” expression.
3rd Term
| Insert the expression F (Ash)lab and evaluate the canonical brackets and get 4 terms.
| For the 2 terms with ∂(y)a δ(3)(x, y), we integrate by parts and drop the boundary terms.
| The 2 terms are found to add up.
| On the other 2 terms, insert the “double epsilons” expression.












qΛiN˜A(Ash)jbA(Ash)ma E˜(3)aq E˜(3)bj − ǫimjΛiN˜A(Ash)qbA(Ash)ma E˜(3)aq E˜(3)bj
| We note the last 2 terms of 3rd Term cancels 2 terms in the 2nd Term.






















b (∂a(N˜ E˜(3)aq E˜(3)bj ))
| Integrate by parts for the ﬁrst 2 terms. Drop boundary terms.
| First term is zero because ∂d∂a is symmetric while “qj” indices are antisymmetric.
| Second term cancels last term.
| Insert “double epsilons” expressions.
| 4 terms will cancel and 1 term remains.
| That term is 0 because indices “ab” is antisymmetric. Finally,
= 0
Now before we calculate the 4th Poisson bracket, we shall digress to calculate 6 Poisson brackets
to facilitate the calculations for the remaining 3 Poisson brackets and the calculation of the equations

























































iN˜ ǫmilF (Ash)calE˜(3)cm + 12 iN˜ ǫijlF (Ash)adlE˜(3)dj









| Insert the expression for G(Λ). Evaluate the delta functions.
| Perform integration by parts on the ﬁrst term and drop the boundary term.





| Insert the expression for 2D( 2N) and evaluate the delta functions.
= N bF (Ash)
i
ba
See D. Giulini in [9] to rewrite the result of Poisson bracket (c) into a form that shows the geometric









| Insert the expression for S(N˜ ) and evaluate the delta functions.














− iN˜ ǫmjlE˜(3)amE˜(3)dj ǫlisA(Ash)sd



























| Insert the expression for 2D( 2N).












c −N bE˜(3)aj ǫjriA(Ash)
r
b
= ∇(Ash)b (N bE˜(3)ai )−∇(Ash)c (NaE˜
(3)c
i )
We will make use of the 6 Poisson bracket results and carry on with the evaluation of the remaining
3 Poisson brackets.
The author is unable to arrive at the results of the 4th and 5th Poisson brackets. Here we quote
the results from the literature from D. Giulini in [9].[
2D( 2N), 2D( 2N ′)
]
PB




= S(L #NN˜ ) + G(N˜NaǫkijF (Ash)iabE˜(3)bj )







d3xN˜ (x)ǫijlE˜(3)ai E˜(3)bjF (Ash)abl,S(N˜ ′)
]
PB
| Expand using “product rule” of Poisson brackets and we get 3 terms.














| Insert the result of the Poisson bracket from earlier calculations.






d3xN˜ ǫijlE˜(3)bjF (Ash)ablǫimkE˜(3)cmE˜(3)ak(∇(Ash)c N˜ ′)
| Insert the “double epsilons” expression.





d3xN˜ (∇(Ash)c N˜ ′)E˜(3)bmE˜(3)cmDb
2nd Term








| Use the product rule of covariant derivative and drop the N˜ , N˜ ′ symmetric terms.| Insert the “double epsilons” expression.





d3xN˜ (∇(Ash)c N˜ ′)E˜(3)amE˜(3)cmDa














| Insert the expression for F (Ash)lab and then,








| Use the product rule of partial derivatives and drop terms symmetric in N˜ , N˜ ′.





Notice that 1st Term and 2nd Term add up and covariant derivative on a weight −1 scalar, N˜ ′




d3xN˜ (∂cN˜ ′)E˜(3)amE˜(3)cmDa +N˜ (∂cN˜ ′)E˜(3)amE˜(3)cmDa






N˜ (∂cN˜ ′)−N˜ ′(∂cN˜ )) E˜(3)cmE˜(3)amDa
= 2D ·
((
N˜ (∂N˜ ′)−N˜ ′(∂N˜ )) E˜(3) · E˜(3)
)
Hence this concludes the appendix on the calculation of Poisson brackets in the Ashtekar New
variables.
Appendix B
SL(2,C) and SU(2) Spinors
Here we introduce the soldering forms that were the variables used by Ashtekar when he formulated
the New Variables of GR. Conceptually, the variables are more complicated than tetrads but
soldering forms allow a natural coupling of fermions into GR. However we are not going to go
into any of these details as it will be covered in another thesis [2].
Here we will just provide a brief sketch of SL(2,C) spinors and the “ (3+1) decomposition”
of SL(2,C) spinors into SU(2) spinors and then give a dictionary to show how SU(2) spinors are
mapped to triads. The reader interested in the complete formulation of these spinors is referred to
Carmeli 1 or Penrose & Rindler [24].
Here we follow closely Ashtekar’s book [11] Appendix A and Chapter 5.
B.1 General Setting
Let W be a complex vector space and W ∗ be its dual. (Dual space means, elements of W ∗ provides
linear mappings from W to C) We can construct tensors by taking tensor products of W and
W ∗. The complex conjugate spaces W and W ∗ are deﬁned as follows: elements of W induces an
antilinear map from W ∗ to C ; elements of W ∗ induces an antilinear map from W to C. The
complex conjugate action, maps W onto W and it maps W ∗ onto W ∗. This map is one-to-one and
antilinear.
We will need tensors based on all four basic vector spaces. Thus we need a way to write elements
from each of the four basic vector spaces, so we assign the following abstract index notation:
αA, αA ∈W





ρA′ , ρA′ ∈W ∗
We interprete notation αA as the complex conjugate of αA
′ ∈ W where the operation of complex






= αA = αA
1Moshe Carmeli, Shimon Malin Theory of Spinors: An Introduction (World Scientific Publishing Company 2006)
137
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and more complex tensors, we have
αAA′ = αA
′A
We note that an antilinear mapping can be decomposed into a linear mapping and complex conju-
gation.




The setting for GR will be, we consider a ﬁber bundle over the spacetime manifold M whose ﬁber
is isomorphic to W . In this way, tensor ﬁelds on M are generalised to objects which are tensor
products of tensors and internal tensors. We call them generalised tensors and a certain subset of
them are called soldering forms.
B.2 SL(2,C) Spinors
LetW be a 2D complex vector space C2. The space of 2-forms ǫAB overW is 1D. There is only one
2-form up to scaling. We deﬁne its inverse by the relation (hence we have chosen a normalization




Note ǫAB = −ǫBA and ǫAB = −ǫBA since ǫAB is a 2-form. Deﬁne LAB as a one-to-one linear

























| Note δBB = 2 since 2D.
= 1
Thus LAB ∈ SL(2,C) since it is a linear transformation in C2 with det 1. ǫAB and ǫAB provides an
isomorphism between the two spaces W and W ∗. Hence we can deﬁne the raising and lowering of
indices with the isomorphism.











′B′ . (Penrose & Rindler pg 110 [24]) Since ǫ is antisymmetric, the position of the
indices are important, for example, lowering is deﬁned as contraction with the LEFT index of ǫ.
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so swapping the “up” and “down” indices of a contracted pair of indices gains a negative sign.




The spaceW⊗W is isomorphic to C4. The condition (anti-Hermiticity) cuts half of the dimensions.
Space V is thus isomorphic to R4. We note that (see Carmeli equation (5.47)) due to the the
construction above and due to ǫABǫA′B′ , the natural metric in V , the mapping to a 4D real space
endows it with signature (-,+,+,+). The tangent space of the spacetime manifold is Minkowskian
and has signature (-,+,+,+), which follows from the signature on the metric on M . thus it is
natural to introduce an isomorphism between V and the tangent space of M .
Deﬁne the isomorphism σ:












If σaAA′ exists globally (for every point of M), then M admits an SL(2,C) spinor structure. We
summarise the notation for SL(2,C) spinors:




A′ − primed SL(2,C) spinor
σaAA′ − “glues” internal (or spinor) indices to tangent space indices
σaAA′ is also called an SL(2,C) soldering form. Note that for a given pseudo-Riemannian manifold
with spinor structure, σaAA′ is unique up to local SL(2,C) transformations, since tangent space
objects are SL(2,C) invariant.
Comments
1. The inverse of σaAA′ is σa
AA′ . Index “a” is lowered by gab and “A,A
′” indices are raised by
ǫAB, ǫA
′B′ respectively.
2. Since the soldering forms are objects in V , we have the anti-Hermiticity condition σ AA
′
a =
−σaAA′ as considered earlier. And
αa = σaAA′α
AA′
Complex conjugate→ αa = σaAA′αAA′
| Primed & unprimed indices are treated







Thus, as a consistency check on our deﬁnition on V , we checked that tangent vectors are real.
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3. Space V , having a signature (-,+,+,+) has a natural time orientation as well as a total
orientation. For time orientation, we note that elements of the form −iψAψA
′
are null vectors
with respectto the metric ǫABǫA′B′




















lie on the same half of the light cone. Inner
product of −iψAψA
′
with itself is − ∣∣ψAψA∣∣2 which is immediately seen to be identically zero
since ψAψ
A = −ψAψA = 0. We can see easily that iψAψA
′
lie on the other side of the light
cone. By convention, we shall call −iψAψA
′
as “future directed null vectors”.
We now show that a total orientation exists in space V by showing that a (globally deﬁned









[ǫABǫCDǫA′C′ǫB′D′ + ǫADǫBCǫA′B′ǫD′C′ + ǫACǫDBǫA′D′ǫC′B′
−ǫA′B′ǫC′D′ǫACǫBD − ǫA′D′ǫB′C′ǫABǫDC − ǫA′C′ǫD′B′ǫADǫCB]
The 4-form by construction is real since a term plus its complex conjugate is unchanged under
complex conjugation. Now, we use the soldering forms to construct a total orientation on M .








We conclude that a pesudo-Riemannian manifold (M , gab) should be at least orientable and
time orientable to have a SL(2,C) spin structure on it.
4. The local proper Lorentz group of (M , ηab ) is SO(1, 3). It is well known that SL(2,C) is the
double cover of SO(1, 3) and their Lie Algebras are isomorphic.
Now we shall describe the diﬀerential calculus of spinors. We extend the covariant derivative
to act on objects with spacetime indices and internal (spinor) indices. We require the following
properties to hold:
• On spacetime tensors, its action is torsion-free.
• Its action on generalised tensors (objects with spacetime indices and internal indices) is linear
and satisﬁes Leibnitz rule.
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• It is “real”, i.e.
∇aα = ∇aα
• It annihiliates ǫ (the metric on V ):
∇aǫAB = 0
We see that at this stage, the derivative operator (the same symbol will be used throughout this
appendix) is not really unique. Consider any two operators∇ and∇′ satisfying the above properties
and we can write their diﬀerence in their actions on covectors and on unprimed spinors as
(∇a −∇′a)kb =: Cabckc




c is a diﬀerence between torsion-free connections. Deﬁne CaAB :=
CaA
DǫDB, with the fourth property, we can show





We conclude Ca[AB] ∝ ǫABCaAB = CaAA = −CaAA = 0 which means the SL(2,C) valued con-
nection is traceless and internal indices are symmetric when they are both “up” or both “down”.
Also, there are as many derivative operators as the number of Cab
c’s and CaA




A = 0 (or CaAB = CaBA).
Therefore, to have a unique extension of∇ to spinors, we impose the condition∇aσbAA′ = 0. We




′B′ , ∇agbc = 0
and ∇aǫAB = 0. The condition ∇aσbAA′ = 0 is naturally compatible with them.
Deﬁning the curvature tensor on “lower index” spinor:
(∇a∇b −∇b∇a)λA =: R(4)abABλB
we can deduce its action on “upper index” spinor by raising its index and note ∇aǫAB = 0,
(∇a∇b −∇b∇a)ǫDAλA = ǫDAR(4)abABλB
(∇a∇b −∇b∇a)λD = R(4)abDBλB
= −R(4)abDBλB
We must also derive an important identity for the upcoming calculation on self/anti-self duality of








We use the annihilation of ǫAB again:
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Hence shown. Consider now















































The above decomposition of the Riemann tensor is actually something more subtle. We can see
this by writing the above decomposition in terms of the self-dual and anti-self dual parts of the
Riemann tensor:






d − i ⋆ R(4)abcd)







+ i ⋆ R(4)abc
d
)








(Hodge Duality). We need this












σbBM ′ − σbAM ′σaBM ′)




| Note σcEM ′σcBC′ = δEBδM
′
C′ , ξAη
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hence it adds to the ﬁrst term. To deal with the 4th term, we need a similar identity, which we
will derive now, consider
ǫcdpqσp
AM ′σqAA′















dBM ′ − σcBM ′σdBA′). So,






















































































































The very important conclusion drawn is that, “unprimed” spinor curvature maps to the self-dual
part of the Riemann tensor and the “primed” spinor curvature maps to the antiself-dual part of
the Riemann tensor!
B.3 SU(2) Spinors
SL(2,C) spinors are deﬁned on a 4D pseudo-Riemann manifold (M , gab) in the previous part. In
this part, SU(2) spinors are deﬁned on a 3D Riemannian manifold (Σ, qab) which may or may not
be regarded as a spacelike hypersurface imbedded in (M , gab). We start by deﬁning SU(2) spinors
on (Σ, qab) without the imbedding ﬁrst.
The construction is parallel to that for SL(2,C) with a ﬁber bundle over Σ that is isomorphic to
2D complex vector space W with ǫAB for raising and lowering indices. However for SU(2) spinors,




A := 〈ψ, φ〉
Hermiticity of the inner product means that
〈ψ, φ〉 = 〈φ, ψ〉












∴ GA′A = GAA′ = GA′A Hermitian metric
or GAA′ → GAA′ = GA′A = GAA′
(agrees with Ashtekar Chapter 9, pg 110 [11]) Positivity of the inner product means
〈ψ, φ〉 > 0⇒ 〈ψ,ψ〉 = ψA
′
GA′Aψ
A > 0 ∀ ψA )= 0
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GA′A allows conversion of objects with primed indices to the unprimed ones, as we can deduce from
the inner product deﬁned at the beginning. We denote this operation as “‡”
αA → (α‡)A := αA′GA′A
Together with ǫAB, we can actually deﬁne an operation “†” that maps objects in W to objects in
W ,
αA → (α†)A := −ǫAB(α‡)B
= −ǫABαA′GA′B
In a later subsection, we will provide justiﬁcation and explicit constructions for the operation “‡”
and the operation “†”. From the hermiticity and positivity of the inner product and normalization











≥ 0 (= 0⇔ αA = 0)
and
(α††)A = ((α†)†)A















Recall that SL(2,C) transformations preserve ǫAB. Transformations that preserve a Hermitian
inner product are unitary. Thus deﬁning SU(2) transformations require both ǫAB and GA′A to be
preserved.
We indicate how the “†” operation acts on arbitrary spinors αA...BC...D and βA...BC...D,
(α+ cβ)† := α† + cβ† and (αβ)† := α†β†
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which is the normalization equation earlier, hence (ǫ†)AB = ǫAB. And for a given transformation
TAB, we have (the symbolic form for a 2-index object being T
† = (−ǫ)(−ǫ)TGG)















Consider the space H of all objects of the form αAB satisfying,




where we see that H is a 3D real vector space. (Dimensional considerations: Objects of the form
αAB is in W ⊗W ∗ which is 2 × 2 = 4 complax dimentions. Treat αAB as a 2× 2 complex matrix,
then tracelessness, αAA = 0 means 4 − 1 = 3 complex diemnsions. (α†)AB = αAB cuts another 3
real dimensions to give 3 real dimensions for H. Think of this as a generic 2 × 2 complex matrix
which is tracefree and Hermitian.)
Recall the original Hermitian inner product,




We deduce, for a 2-index object
〈γ, λ〉 = 〈γAB, λAB〉 = (γA′B′GA′AGB′B)(λAB)
For objects αAB, β
D
E , we have














= −αABβBA (in H space only)
Thus we write the H space inner product as
〈α, β〉H := −αABβBA
which is positive deﬁnite as the original product is.
It turns out there always exist a global isomorphism σaBA - called a SU(2) soldering form -
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With the isomorphism we can call ψA an SU(2) spinor on (Σ, qab). SU(2) transformations
in space H and SO(3) transformations on the tangent space by σa
A












The discussion of diﬀerential calculus for SU(2) spinors parallels that of SL(2,C) spinors. We
denote the unique derivative operator as D. We shall also work out a function relating the Riemann
curvature R(3)abc
d
and the spinor curvature R(3)abA
B
.
Using the annihilation of the soldering form σc
AB,



















































We note with hindsight that, usually in the formula in terms of triads, the Riemann tensor and
the curvature of the spin connection are related through the triads with the factor of 2. Hence it
justiﬁes that, in a later section, where we relate the SU(2) soldering forms to the triad, we will
normalize such that the factor of 2 does not turn up in the above formula in terms of triads.
B.4 Relation between SL(2,C) spinors and SU(2) spinors
Previously, we deﬁned the SU(2) spinors on an abstract 3D Riemannian manifold (Σ, qab). Now
we consider this manifold (Σ, qab) is a spacelike hypersurface imbedded in a 4D pseudo-Riemannian
manifold (M,gab) with SL(2,C) spinors deﬁned on it.
We related 3D tensors on Σ with 4D tensors on M through a (3+1) decomposition in the main
body of the thesis, now we will do the same to relate SL(2,C) spinors on M to SU(2) spinors on
Σ. In (3+1) decomposition, we pick out SO(3) from SO(1, 3) by choosing the future-directed unit
normal na such that na is invariant under a certain subgroup of SO(1, 3) transformations.
In the same way, we map na to spinor space and pick out the subgroup SU(2) from SL(2,C)











Recall GA′A has to be Hermitian and induce a positive inner product.
































2nA′A is a future directed timelike vector and (−iψA
′
ψA) is a future directed null vector.















This is consistent with our previous normalization where GA′AG
A′B = δA
B where B = A leads
to δA
A = 2. Thus we can conclude −2naσaA′AnbσbA′B = δAB, so −2nA′AnA′B = δAB. As a
generalisation, we can consider both Euclidean and Lorentzian signatures where nana = s, thus we
can write GA′A := s
√
2inaσA′A for the general case, but here we stick to s = −1. With nA′A, we
can now pick out the subgroup, SU(2) from SL(2,C) as transformations that preserve nA′A. The
decomposition is carried out by constructing the horizontal subspace of V with respect to nA′A. It







′ ∈ V then αAA′ is a 4D object, but including the above condition, αAA′ is now a 3D object.
From the metric ǫABǫA′B′ in V , we construct the metric in the horizontal subspace which is
positive deﬁnite.
ǫABǫA′B′ + nAA′nBB′ = ǫABǫA′B′ − 1
2
GA′AGB′B
where this is motivated from qab = gab + nanb. Since α
AA′ is now 3D, we can map 3D αAA
′
to 3D
objects in space H. We recall GA′B maps primed objects to unprimed objects, thus we have the
natural map,
αAA
′ → αAB := −αAA′GA′B
APPENDIX B. SL(2,C) AND SU(2) SPINORS 149















where we have used αDB = α(DB) which the trace free condition needs to be proved ﬁrst,
αAA = −αAA′GA′A
| Since GA′A ∝ nA′A,
= 0
since that is the condition for picking the horizontal subspace. So the trace-freeness condition
αAA = 0 and (α
†)AB = α
A
B are proved, therefore objects α
A
B = −αAA′GA′B are indeed in space
H.
Now we map the metric on the horizontal subspace to see what is the metric obtained under











We then recall the inner product on H
〈α, β〉H = −αABβBA
Thus indeed as expected, the metric that induces the inner product in H is the metric obtained
by mapping the metric on the horizontal subspace with G (See [11] for the full reasoning). We can











Thus we identify unprimed SL(2,C) spinors (on Σ) with SU(2) spinors. We can also write a (3+1)


























Thus this is the (3+1) decomposed form.
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B.5 Sen Connection
We denote the 3D derivative operator on Σ as ∇(3) (it is compatible with SU(2) soldering form
σaA
B) and we denote the 4D derivative operator on M as ∇(4) (it is compatible with SL(2,C)
soldering form σaA
A′).
∇(3)a σbAB = 0
and qab = −σaABσbBA
⇒ ∇(3)a qcd = 0
Recall that all derivative opertators have ∇(3)a ǫAB = 0. On spatial tensors, we have the projection,
∇(3)a Tb...cd...e = qiaqjb ...qkc qdm...qen∇(4)i Tj...km...n
For tensors, the above relationships are well known. We would now like to ﬁnd out the relations
∇(3) on SU(2) spinors and ∇(4) on SL(2,C) spinors. First we deﬁne the Sen connection ∇(Sen)
(projects the action of ∇(4) on unprimed spinors to Σ ),
∇(Sen)a αcAb := qlaqmb qcn∇(4)l αnAm
For tensor ﬁelds, the action of ∇(Sen)a and ∇(3)a are the same. We check that ∇(Sen)a satiﬁes the
properties for SU(2) derivative operator. Recall the 4 properties of an SU(2) covariant derivative,
1. Acting on tensors, it is torsion-free
2. Its action on generalised tensors is linear and satisﬁes the Leinitz rule.
3. The derivative operator is real, ∇aα = ∇aα.
4. It annihilates ǫAB.
We see that ∇(Sen)a satisﬁes 1 due to ∇(3) and satisﬁes 2, 3 and 4 since ∇(4) (SL(2,C) derivative
operator) satisﬁes them. ∇(Sen)a annihilates qab because ∇(3)a annihilates qab. ∇(3)a is the only
unique derivative operator that annihilates σaA
B so ∇(Sen)a does not annihilate σaAB. We write the
diﬀerence between the actions of the two derivative operators as
(∇(Sen)a −∇(3)a )αA =: HaABαB
The result is (see [11] for details.)










where Kab is the extrinsic curvature of Σ in M .
Geometrically, we can say that ∇(3)a (which is compatible with σaAB) knows only about the
intrinsic geometry of Σ while ∇(Sen)a knows about the extrinsic curvature as well. We will write the
action of the Sen connection on spinors as follows,
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Recall ∇(Sen)a is compatible with qab, then we have the result,
(∇(Sen)a ∇(Sen)b −∇(Sen)b ∇(Sen)a )αA
= ∇(Sen)a (qnb∇(4)n αA)−∇(Sen)b (qna∇(4)n αA)
= qnb∇(Sen)a ∇(4)n αA − qna∇(Sen)b ∇(4)n αA
= qnb q
m








b] αA = FabA
BαB and 2∇(4)[a ∇
(4)




αB, we immediately have
FabA
















AM ′σdAA′ and now construct (projections)
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∴ Tr(σdFad) = − i√2qbaGbcnc. Now we consider,
Gbcn
bnc

























































































































| Term nendR(4)edMA = 0
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(However, the author is stuck at the above results, so we quote here, the results in Ashtekar’s Book
[11].) The result is Gbcn
bnc = Tr(σaσbFab).
So now let us descibe fully the implications brought about by deﬁning the Sen connection and
its curvature. Note that in the vacuum solutions R(4)ab = 0, we have the Riemann tensor equals to
the Weyl tensor (see “Exact solutions, 2nd Ed, pg 37, eqn 3.45” 2). Recall R(4)abA
B
σc
AM ′σdBM ′ =
R(4)abc
d
means that the unprimed spinor curvature R(4)abA
B
has the same information as the self
dual part of the Riemann tensor, thus R(4)abA
B
has the same infomation as the self dual part of
the Weyl tensor. And recall FabA


















• ǫabc := −
√
2Tr(σaσbσc) is the orientation 3-form on Σ.
• Eab := Cambnnmnn is the electric part of the Weyl tensor Cambn.
• Bab := 12ǫamcdCcdbnnmnn is the magnetic part of the Weyl tensor Cambn.
Thus the conclusion is that: it is remarkable that when we feed the information about the
extrinsic curvature into a connection to get the Sen connection, we get a curvature FabA
B that
codes the Einstein constraints in these parts of the curvature; Tr(σbFab) and Tr(σ
aσbFab). These
parts of the curvature Tr(Fabσcǫ
ab
d) code the self dual part of the Weyl tensor. From earlier
discussion, self dual part of the Weyl tensor has the information of the unprimed spinor curvature
which in turn has the information of the self dual part of spacetime curvature, so Tr(Fabσcǫ
ab
d)
codes the self dual part of the spacetime curvature R(+4)abc
d
.
B.6 Dictionary: From SU(2) spinors to Triads
Here we show how to relate SU(2) spinors and triads which essentially uses Pauli matrices as a
basis for the SU(2) soldering forms. Pauli matrices are denoted as τ I3A
B
where I3 runs 1, 2, 3.
They are 2× 2, traceless Hermitian matrices. Space H deﬁned earlier is the space of precisely such
traceless and Hermitian objects. The internal index is denoted as I3 to distinguish between SU(2)
indices.










(Recall the above relation in any Quantum Mechanics textbook)
2Hans Stephani, Dietrich Kramer, Malcolm MacCallum, Cornelius Hoenselaers, Eduard Herlt, Exact Solutions of
Einstein’s Field Equations(Cambridge University Press 2nd Edition 2002)
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We set
σaA








at each point of the 3-manifold Σ. The above expression can be deduced from the isomorphism
of SU(2) to SO(3). Note that τ I3A
B ∈ H and E(3)aI3 is an element of the tangent space of Σ,
thus indeed, σaA
B provides an isomorphism between the 3D tangent space and space H of 2 × 2



































I3 , τJ3 ]A
B
| The τ graded Lie bracket works out to be,


















Bǫ′abc which is the standard relations in the





Bǫ′abc means that given a soldering form, an
orientation on Σ (ǫ′abc) is induced. This means that the sign of ǫ′abc is chosen.
The other canonical variable is the (component of) so(3) Ashtekar connection A(Ash)
I3
a which is
related to the su(2) spinor connection AaA
B by the Pauli matrices. This follows directly that the







B := kF I3ab τI3A
B
where k is a constant. From so(3) gauge theory, we have the convention











From Riemann geometry spinorial convention,
FabA
B = ∂aAbA
B − ∂bAaAB + [Aa, Ab]AB
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where we emphasize that the bracket is the graded Lie bracket. We try to ﬁx the constant k by rec-























Recall the internal indices are raised and lowered by the Euclidean metric of R3 which is δI3J3
so let’s not bother about the positions of the internal indices. Comparing with the proposed
FabA
B = kF I3ab τI3A
B, we need 2ik = 1, so k = − i2 . Hence the recipe is,
AaA











We are led to diﬀerent numerical factors as compared to σaA









to incooperate gauge theory conventions and spinorial conventions.















= −iδab δJ3I3 δ(3)(x, y)
Using the recipes given earlier, we want to ﬁnd the canonical Poisson bracket between the canonical











































E ≡ σ˜a ED .
[














We have to make a guess of what is τ I3D
E
τI3A
B, so we recall Ab
AB = Ab
(AB) and σ˜aDE = σ˜
a
(DE)




















where m is a constant to be determined. We will now work out LHS and RHS seperately into a
matrix and do a component by component check to ﬁnd the constant m.
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2 0 0 1
0 0 1 0
0 1 0 0
1 0 0 2

We have to work out what values of D, E, A, B does each element of the above array belong
to. We denote D = 0 as D0 and D = 1 as D1 and so on. The left alphabet in each element of















D0E0A0B0 D0E0A0B1 D0E1A0B0 D0E1A0B1
D0E0A1B0 D0E0A1B1 D0E1A1B0 D0E1A1B1
D1E0A0B0 D1E0A0B1 D1E1A0B0 D1E1A0B1




2 0 0 1
0 0 1 0
0 1 0 0
1 0 0 2

















A which has to be done







1 0 0 0
0 1 0 0
0 0 1 0
1 0 0 1

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D0A0E0B0 D0A0E0B1 D0A1E0B0 D0A1E0B1
D0A0E1B0 D0A0E1B1 D0A1E1B0 D0A1E1B1
D1A0E0B0 D1A0E0B1 D1A1E0B0 D1A1E0B1




1 0 0 0
0 1 0 0
0 0 1 0








1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1














D0B0E0A0 D0B0E0A1 D0B1E0A0 D0B1E0A1
D0B0E1A0 D0B0E1A1 D0B1E1A0 D0B1E1A1
D1B0E0A0 D1B0E0A1 D1B1E0A0 D1B1E0A1




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

Adding the two terms in the arrangement of Array [LHS]
=

1 + 1 0 + 0 0 + 0 1 + 0
0 + 0 0 + 0 0 + 1 0 + 0
0 + 0 0 + 1 0 + 0 0 + 0




2 0 0 1
0 0 1 0
0 1 0 0
1 0 0 2

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As a closing to this dictionary, we will now clarify and explicitly construct and justify for the







, transforms as (λ‡)A = (a, b)
But this adjoint is messy to implement in spinor algebra because it maps objects in W to W ∗.
It is ill-suited to an index notation. We will combine the operation “‡” with contraction by ǫAB
to deﬁne “†” which maps objects in W to W and similarly, objects in W ∗ to W ∗. We deﬁne the
operation “†”
(α†)A := −ǫAB(α‡)B
















, (α‡)A = (a, b) = ((α‡)0, (α‡)1)
(α†)0 = −ǫ00(α‡)0 − ǫ01(α‡)1
= b







and recall that we checked that (α††)A = −αA while the usual Hermitian adjoint gives the identity
transformation when squared.
We write the extension of this operation to arbitrary spinors.
(α+ cβ)† = α† + cβ†
(αβ)† = α†β†
where c is a complex number. The above 2 equations are mentioned in the part on SU(2) spinors
but here we justify why the second equation does not look like the usual (AB)‡ = B‡A‡. This is
because the operation “†” does not interchange rows and columns, matrix multiplication is only
deﬁned if it written as the second equation.
Finally, to close this section, we see an important consequence of the operation “†”. Consider
a tracefree second rank spinor ﬁeld αA





We try to construct a 2 × 2 complex matrix that satisﬁes the “†” Hermitian condition. Let αAB











































We were given the operation “†” for upper index, we now will deduce the “†” operation for the
lower index,
Given, (β†)A = −ǫAB(β‡)B
Lower A, (β†)A = −ǫAB(β‡)B


























































so a is pure imaginary







where a, b ∈ R.









Hence the conclusion is, objects σaA
B (or σ˜a BA ) are anti-Hermitian with respect to “‡” but Her-
mitian with respect to “†”. Henceforth, “†” will be the Hermitian adjoint operation for Ashtekar
spinor formulation.
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