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Abst rac t - - In  this work, we are interested in solutions w : R N --~ ~(N, N > 3, to Ginzburg-Landau 
system --Aw = w(1 -- ]w12), having the form w(x) = u(ixi)g(x/Ixl). By using a shooting argument, 
we prove the existence of three families of profiles u and investigate its properties. In particular, 
we shall show that, for any admissible function g, there exists a unique positive solution 'u 9 which 
approaches 1 as Ix I ---* +oz. @ 2000 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
In  th is  paper,  we are concerned wi th  radial  solut ions to G inzburg -Landau system in l~ N, N }_> 3, 
i.e., the solut ions of the fol lowing problem: 
W C C 2 (]I~ N , ]~N) ,  N ~_ 3, 
w(x) = u (Ixl) g ( ~xl ) , 
(1.1) 
where u E C2(N+,R) ,g  is a nontr iv ia l  funct ion I in C2(~N-1,]~ N) and S N-1  is the  un i t  sphere 
of R N . 
In  a paper  by Akop ian  and  Far ina  [1], it is proved that ,  if w is a so lut ion to (1.1), then  
g(S N-I) C sN- I  and  there exists K E N* such that  g C ($7-(K,N) N (where ($~K,N) N is the 
space of the spherical  harmonics  of degree K in R N) and the profile u satisfies 
u"+Nr-- lu'----~-£Ku+u(1--u 2) =0,  r >0,  
~(0) = 0, 
(1.2) 
where AK = K(K  + N-  2). 
]Nontrivial means that gi ~ 0 for each i ---- 1, 2, . . , ,  N. 
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In this work, we examine the structure of profiles u, i.e., all solutions to the problem 
u" + N r- 1 u' ---~-AKu +u (1 - u 2) = 0, r > 0, 
u E C°[0, R) n C2(0, R), R > 0. 
(1.3) 
We give a complete classification of the profile u. We prove the existence of exactly three families 
of profiles. In particular, we shall show that  for any K E N* and any N >_ 3, there exists a 
unique solution u which approaches 1 as r -~ +c~, in addition, this solution is positive and 
strictly increasing for r > 0. 
We refer to [2,3] for the case N = 2. It has to be noted that  some techniques used in [2,3] 
do not generalize to the present case since they were based on the classical change of variable 
t = log(r). For N > 3, this transformation is not sufficient to conclude. 
2. THE MAIN RESULT  
First, we establish the following. 
PROPOSITION 2.1. Let u be a solution to (1.3) defined on (O,R); then there exists a E R such 
that 
u(r) = r K a + a j r  2j (2.1) 
L j= l  
in a neighbourhood of r = O. 
In view of the above result, problem (1.3) is equivalent o the following one: 
u '+N- lu ' r  A f i rTU+U( l _u  2) =0,  r>O,  (2.2) 
subject to the condition 
u(r)  ~ ar ~ ,  as ~ -~ 0, (2.3) 
for some a E N. Since -u  is also a solution to equation (1.3), it is enough to consider the case 
a_>0.  
PROPOSITION 2.2. For any a > O, problems (2.2),(2.3) have a unique solution u(a, .) in a neigh- 
bourhood of r = 0 and the solution can be extended uniquely to a maximM interval (0, Ra). In 
addition, the solution has the expansion 
arK+ 2 
u(a, r) = ar K 2(N + 2K)  + o (rK+2), as r --* O. (2.4) 
By a shooting technique, we classify the solutions of (2.2),(2.3) in term of the shooting param- 
eter a > 0. More precisely, we have the following. 
THEOREM 2.1. There exists A = A(N,  K)  > 0 such that any sohztion u(a, .) to (2.2),(2.3) in the 
maximal existence interval (0, Ra), satisfies the following: 
(1) i f  a C (O,A), then Ra = +oo, lu(a, .)1 < 1, u(a, .) changes sign infinitely many times and 
converges to 0 at infinity, 
(2) / fa  = A, then Ra = +oo and u(a, .) is a strictly increasing function which converges to 1 
at infinity, 
(3) i f  a > A, then Ra < +oc and u(a, r) is a strictly increasing function which goes to +co 
as  T ---+ 1~ a. 
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Define 
8o = {a > 0; there exists 0 < r0 < R, ,  such that u~(a, r0) = 0}, 
8b= ~a>0;  ur (a , r )>0for0<r  <R,  and sup u(a, r )  >1~,  
( 0<r< R,, ) 
St = {a > 0; u~(a,r) > O,u(a,r) _< 1 for 0 < r < R,} .  
These sets are disjoint and 
$oU&Ust = (o, +~) .  
First, we prove that both So and Sb are nonempty and open. This implies that St is nonempty and 
closed. Then we shall show that St reduces to a single point. Theorem 2.1 follows immediately 
f lom the properties of ,90, Sb, and St. 
3. PROPERTIES  OF  $o 
LEMMA 3.1. 8o iS not empty. 
PROOF. For any a > 0, set v(a,r) = (u(a,r))/a, r E (0, Ra). Then v satisfies 
N-1  , AK 
V" -k  V - -  q- V a2~ "3, 'r E (O, Ra) ,  /, y2 V 
v( r )  .~ r K , as  '/" --+ O. 
(::Ln 
C:L2) 
Now if we let a --+ 0, we obtain the reduced problem 
N-  lv ,  AK +v 0, > 0, ('3.3) V tl q- - -  1" 
r r2  v = . 
V(r)  ~ r K ,  as  r ---+ 0. (3 .4 )  
It is well known that  the solutions of the latter problem oscillate. Consequeutly, u,(a, oscilb~tes 
when a is small enough. This proves the lemma. | 
LEMMA 3 . ' ) .  ,50 is all open  set. 
PROOF. For a E So, let to(a) be the first positive zero of u~.(a, .). Then ~*r(a, r0(a)) = 0 and 
'u,.,.(a, ro(a)) <_ O. Now using the definition of r0(a) and equation (2.2), we infer 
~,.(a, ~0(a)) < 0. 
Therefore, by the implicit function theorem, there exists a smooth function y(a) defined in a 
neighbourhood of a0 such that y(ao) = ro(ao) and u~(a, y(a)) = 0. Hence, So is open. | 
The next result shows that, for a E So,U(a,.) must vanish. For N = 2, this prol)erty \v~s a 
direct consequence of the classical change of variable t = log(r) [2,3]. In tile present case (N > 3), 
tile situation is much more involved and this transformation is not sufficient to conclude. 
PROPOSITION 3.1. I ra E So, then there exists to(a) < zo(a) < R, such that u(a, zo(a) ) = 0 ~md 
0 < u(a,r) < X/1 - (Ag/r~(a)) < 1, for all 0 < r < zo(a). 
First, note that  as u~(a, to(a)) < 0 and u,.(a, to(a)) = O, there exists a right neighbourhood 
of r0(a) in which u(a, .) is decreasing and ()~K/r 2) + u2(a, .) -- 1 < 0. It follows from (2.2) that ,, 
cannot attain a local positive minimum. Consequently, either there exists v0(u) < z0(a) < R,, 
such that  u(a, z0(a)) =0or  0 < u(a,r), for a l l0  < r < Ra = +oo and u,.(a,.) < (}. The next 
task is to prove that  the second case is impossible. To this end, we need some technical emmas. 
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LEMMA 3.3. Let u(a,.) be a solution to (2.2) such that 0 <_ u(a,r) < 1, for a11 r > f and 
limr-~+oo u(a, r) = 1. Then l E {0, 1}. 
PROOF. Assume that 0 < 1 < 1. Using equation (2.2), we deduce that 
(rg-lur(a,r)) r ~ rg-3,~ K + rY- lc l ,  for r large enough, 
where Cl < 0. By integrating, we get that Ur(a , r) goes to -c~ as r --* +oe. This is a contradic- 
tion. | 
LEMMA 3.4. Let u(a, .) be a solution to (2.2) such that 0 <_ u(a,r) <_ 1 and u~(a,r) < 0, for a11 
r>f .  
Then lim~_~+oo u~(a, r) = O. 
PROOF. Set 
Then 
H(r) = lu~(a'r)2 -- "~ul 4(a,r) ~- lu2(a , r ) -  ~r 2/~Ku2(a,r). 
- AK u2 fa H'(r) - (Nr  1) u~(a,r) +--~- , ,r). 
We claim that H goes to 0 as r --* +co. Since u --* 0 (Lemma 3.3), the claim is clearly true if H 
is asymptotically monotone. Assume that H is not asymptotically monotone, then there exists a 
sequence (r~), going to infinity, such that Ht(r,~) = O, H(r2~) is a local minimum and H(r2~+l) 
is a local maximum. 
Hence, 
(g  - 1)u2(a,r~) = ~u2(a , r~) .  
rn 
Passing to limit, as n --* c~, we deduce that ur(a, rn) goes to 0. This implies that H(r~) converges 
to 0 and then H converges to 0. Using the latter, we also deduce that u~(a, r) converges to 0. | 
PROOF OF PROPOSITION 3.1: Let us assume that u(a,r) > 0, for all 0 < r < R¢, = +oo and 
u~(a, .) < 0. Then 
lim u(a, r) - lim u~(a, r) = lim urr(a, r) = 0, 
F- - -~  CO r - - -~oo  r - - - *o~ 
thanks to the above lemma. On the other hand, the function 
V - -  - -  
satisfies 
v' + N - 1 u2 /k K V2" v = - 1 + - (3.5)  
77  
A standard analysis of equation (3.5) shows that v goes to -c~.  Next, after dividing equa- 
tion (2.2) by u,.(a,r), we get 
Urr(a,r) +N-1  u(a,r) (AK ) 
u (a,r) 7 +u2(a ' r ) - I  " 
This shows that 
lim Urr(a,r_____~) lim u(a,r) 
r-+oo ur(a,r) 
The latter leads to a contradiction thanks to l'H6pital's rule. Consequently, u(a, .) vanishes at a 
point zo(a) E (r0(a), Ra) and 
0 < u(a, r) < 1 - r~(a---~ < 1, for all 0 < r < zo(a). | 
Since one already knows that, for a c So, the function u(a, .) vanishes at a point z0(a), the 
next result completes the study of ,So. 
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PROPOSITION 3.2. I f  a E $o, then Ra = +oc, lu(a, .)1 < 1, u(a, .) changes sign infinitely many 
times. In addition, if we denote by (zj) the sequence of the roots of u(a, .) and by Mj the 
maximum of lu(a, .)l in (zj, zj+~), then the sequence (Mo) is strictly decreasing and converges 
to O. 
4. PROPERTIES  OF ,5 5 
PROPOSITION 4.1. We have the following properties. 
1. ,Sb is not  empty and open. 
2. I f  a E ,Sb, then R,~ < +oo and u(a, r) is a strictly increasing timction whid~ goes re> ~ oc 
~tS ?" ---+ ~a-  
PtlOOF. The function 
satisfies 
v"+ N- lv , __  
F 
If" we let b + 0, we obtain 
v(r)  = bu(a, br), b = a (~/K+I) 
/~K -}- "C '3 b2v O, u(r) ~ r K, 
T-~-*U -- = as ' r -~ 0. (4.1) 
N - lv ,  )~K + v 3 O, v(r) ~ r K, a.sr v" + - -  0. (4.2) 
r r2  V : 
It is clear that  v > 0 and v' > 0. Then v goes to +oo; otherwise, there would exist a number 
l :> 0 such that  l im~+o~ v(r) = l. Arguing as in the proof of Lemrna 3.4, one sees that c'(r)  goes 
to 0. By means of equation (4.2), this implies that I = 0. A contradiction. Consequently, u(a, .) 
is large when a is large enough. Then Sb is not empty. By the continuous dependence of u. on a 
and the definition of Sb, we deduce that Sb is open. 
For the proof of I tem 2, first, we argue as above to deduce that u goes to +~c. Then there 
exists 0 < r2 < R,  such that  u(a, .) satisfies 
N-1  1 a 
u~ + u,. >_ ~u , ~(a, .) > 2, 
r 
on (r2, R(~). A classical comparison argument shows that u must blow-up at a finite point. | 
5. PROPERTIES  OF $l 
PROPOSIT ION 5 .1 .  l~Ve have the following. 
1. It" a E $l, then Re = +oo and u(a, .) is a strictly increasing flmction which converges 
monotonically to 1 at infinity. 
2. There exists A = A(N,  K) > 0 su& that 
,50 = (0, A), & = {A}, Sb = (A, +oc),  
PROOF. 
(1) Ra = +oo, since u(a, .) is bounded. Moreover, u(a, .) converges to 1, thanks to definition 
of Sl and Lemma 3.3. 
(2) For the uniqueness, we show that W = ur(a, .)u(b, .) - u(a, .)Ur.(b, .) > 0, where a > b and 
a, bES l .  
This implies that  u(a, .)/u(b, .) is strictly increasing over (0, +cx>). This gives a contradiction 
since u(a, .)/u(b, .) goes to 1 at infinity and u(a, O)/u(b, O) - a/b > 1. This concludes the proof. | 
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