Introduction {#Sec1}
============

In the last decades Shepard operators have been object of several papers, thanks to their properties interesting in classical approximation theory and in scattered data interpolation problems. In particular Shepard operators are linear, positive, rational operators, of interpolatory-type, preserving constants and achieving approximation results not possible by polynomials. Pointwise and uniform approximation error estimates, converse results, bridge theorems, saturation statements, simultaneous approximation results can be found for example in \[[@CR1]--[@CR7]\]. Applications of Shepard operators to scattered data interpolation problems, image compression and CAGD can be found for example in \[[@CR8]--[@CR17]\].

On the other hand Gupta introduced a variant of classical Bernstein operator and similar modifications of well-known positive operators of Bernstein-type were studied by him, his collaborators and other researchers (see e.g. \[[@CR18]--[@CR25]\]).

It was an open problem to consider variants of Gupta-type for Shepard operators.

The aim of the present paper is to give a positive answer to the above question, introducing a generalization of Gupta-type of Shepard operator depending on a real positive parameter. Convergence results and uniform and pointwise approximation error estimates for such operator are given in Theorems [2.1](#FPar1){ref-type="sec"}--[2.2](#FPar4){ref-type="sec"} in Sect. [2.1](#Sec3){ref-type="sec"}. As a particular case, we obtain the first pointwise approximation error estimate for the original Shepard operator on equispaced mesh. Theorem [2.3](#FPar7){ref-type="sec"} settles converse results and saturation statements for our operator. The corresponding proofs are based on direct estimates for the Shepard--Gupta-type operators.

In Sect. [2.2](#Sec4){ref-type="sec"} an application to image compression is examined improving an analogous algorithm in \[[@CR9]\] and numerical experiments confirming the outperformance of such technique compared with other algorithms are also shown.

Results {#Sec2}
=======
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On the other hand Gupta introduced variants of Bernstein-type operators, studying the approximation properties of such operators (see e.g. \[[@CR17]--[@CR25]\]).
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### Remark 2.1 {#FPar2}
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                \begin{document}$$ \begin{aligned} \Biggl( \sum _{l=0}^{n} \frac{1}{\vert x-x_{l}\vert ^{s\alpha }} \Biggr) ^{\frac{1}{\alpha }}- \Biggl( \sum _{{l=0\atop l\ne k}}^{n}\frac{1}{\vert x-x_{l}\vert ^{s\alpha }} \Biggr) ^{\frac{1}{\alpha }}& \le \frac{\frac{1}{\vert x-x_{k}\vert ^{s\alpha }}}{ \alpha ( \sum _{{l=0\atop l \ne k}}^{n}\frac{1}{\vert x-x_{l}\vert ^{s\alpha }} ) ^{(\alpha -1)/\alpha }} \\ & \le \frac{C}{\alpha \vert x-x_{k}\vert ^{\alpha s}n^{s\alpha -s}}. \end{aligned} $$\end{document}$$
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Moreover, a pointwise approximation error estimate can be deduced.

### Theorem 2.2 {#FPar4}
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### Remark 2.2 {#FPar5}
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### Proof {#FPar6}
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Collecting all estimates, the assertion follows. □

Finally, we present the converse results for our operators.

### Theorem 2.3 {#FPar7}
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### Remark 2.3 {#FPar8}

First we observe that estimation ([8](#Equ8){ref-type=""}) is a counterpart of ([4](#Equ4){ref-type=""}) and is the analogous in some senses of the relation by Totik \[[@CR28]\], $$\documentclass[12pt]{minimal}
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From ([8](#Equ8){ref-type=""}) we deduce that direct estimate ([4](#Equ4){ref-type=""}) cannot be improved.

Combining estimation ([8](#Equ8){ref-type=""}) with the equivalence relation (see, e.g. \[[@CR29]\]) $\documentclass[12pt]{minimal}
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### Proof {#FPar9}

We start to prove ([8](#Equ8){ref-type=""}). From ([2](#Equ2){ref-type=""}) we can write the operator $\documentclass[12pt]{minimal}
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First we prove ([11](#Equ11){ref-type=""})--([14](#Equ14){ref-type=""}). We deduce Eq. ([11](#Equ11){ref-type=""}) immediately by definition. Following the proofs of Theorems [2.1](#FPar1){ref-type="sec"}--[2.2](#FPar4){ref-type="sec"} we obtain $$\documentclass[12pt]{minimal}
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Application to image compression {#Sec4}
--------------------------------
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According to the comment above we consider as an example of image a chessboard (Fig. [1](#Fig1){ref-type="fig"}) with 2048 pixels for both coordinates ($\documentclass[12pt]{minimal}
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We can see that the Shepard--Gupta-type operator ([18](#Equ18){ref-type=""}) gives the best results at any compression ratio and that accuracy improves when *α* increases.

Figure [2](#Fig2){ref-type="fig"} shows the decompressed images for bi-linear, bi-cubic, bi-spline, Shepard ($\documentclass[12pt]{minimal}
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A full assessment of all considered methods is graphically given in Fig. [4](#Fig4){ref-type="fig"} in a particularization of Fig. [3](#Fig3){ref-type="fig"}. The figure shows the smaller error (higher SNR) achieved by the Shepard--Gupta-type method. Figure 4Error of the decompressed images for the Chessboard test example for the considered methods (particular). From top to bottom and left to right: bi-linear, bi-cubic, bi-spline, Shepard ($\documentclass[12pt]{minimal}
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Conclusions {#Sec5}
===========

The paper gives a positive answer to the problem to extend the Bézier variant technique introduced and studied by Gupta for the well-known linear positive operators of Bernstein-type, to the Shepard interpolator operator, widely used in rational approximation and scattered data interpolation problems. The authors construct and study the Shepard--Gupta-type operator and settle convergence results, uniform and pointwise approximation error estimates, converse theorems and saturation statements, improving in some sense analogous results for the original Shepard-type operator. The peculiar asymptotic behavior of the Shepard--Gupta-type operator allows one to successfully compress images represented by piecewise constants, improving previous algorithms.
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