Abstract-In many practical settings, there is a need to design distributed storage codes with certain locality constraints. For a code C, its i-th symbol is said to have locality r if it can be recovered by accessing some other r symbols of C. Locally repairable codes (LRCs) are the family of codes such that every symbol has small locality.
Abstract-In many practical settings, there is a need to design distributed storage codes with certain locality constraints. For a code C, its i-th symbol is said to have locality r if it can be recovered by accessing some other r symbols of C. Locally repairable codes (LRCs) are the family of codes such that every symbol has small locality.
In this paper, we focus on LRCs with unequal symbol locality, wherein different symbols of the code have different locality values. First, we consider a class of codes with unequal information locality, i.e., systematic codes with unequal locality constraints imposed only on the information symbols. For this class of codes, we compute a tight upper bound on the minimum distance as a function of locality constraints. We demonstrate that the construction of Pyramid codes by Huang et al. can be adapted to design optimal codes with unequal information locality that achieve the minimum distance bound.
Next, we consider codes with unequal all-symbol locality, i.e., codes in which the locality constraints are imposed on all symbols. We establish an upper bound on the minimum distance as a function of number of symbols of each locality value. We show that the construction based on rank-metric codes by Silberstein et al. can be adapted to obtain optimal codes with unequal all-symbol locality. Finally, we introduce the concept of locality requirement of a code, which can be viewed as a recoverability requirement on symbols. Information locality requirement of a code essentially specifies the minimum number of information symbols of each locality value that must be present in the code. For a given locality requirement, we present a greedy algorithm to construct codes that have maximum minimum distance among all codes that satisfy the locality requirement.
I. INTRODUCTION
Coding for distributed storage has recently attracted significant attention from the research community. The focus of the recent research efforts is on investigating the problem of recovery from storage node failures. In particular, the thrust has been on characterizing fundamental limits and designing efficient coding schemes for one or more of the following metrics that are crucial in the node repair process: (a) repair bandwidth -the amount of data downloaded during failed node repair [1] , [2] ; (b) disk I/O -the number of bits read from the nodes participating in the repair process [3] , [4] ; and (c) repair locality -the number of nodes participating in the repair process [5] , [6] .
We focus on the metric of repair locality and the class of codes designed in the context of this metric, known as locally repairable codes (LRCs). Consider a block code of length n that encodes k information symbols. A symbol i is said to have locality r i if it can be recovered by accessing r i other symbols in the code. Note that r i is the minimum possible size of a recovering set for the i-th symbol. We say that a code has information locality r if each of its k information symbols has locality at most r. Similarly, we say that a code has all-symbol localityr if each of its n symbols has locality at mostr.
Codes with small locality were introduced in [7] , [8] (see also [6] ). The study of the locality property was galvanized with the pioneering work of Gopalan et al. [5] . One of their key contributions was to establish a trade-off between the minimum distance of a code and its information locality, analogous to the classical Singleton bound. In particular, the authors showed that for a (scalar) linear (n, k) code having information locality r, the minimum distance d of the code is upper bounded as
They also demonstrated that the Pyramid code construction due to [7] achieves this bound. Since then, a series of results have extended the code distance bound for various types of codes along with corresponding optimal code constructions achieving the minimum distance bound (see, e.g., [9] , [10] , [11] , [12] , [13] , [14] , and references therein). In previous works, the locality of a code is characterized by a single parameter r. Inspired by the notion of unequal error protection, we are interested in investigating linear codes, in which, different subsets of symbols possess different values of locality. We refer to such codes as codes with unequal locality. For example, consider a (18, 11) code whose 4 information symbols have locality 2, 3 information symbols have locality 3, and 4 information symbols have locality 4 (with no constraint on the locality of parity symbols). In previous works, such a code would be characterized as a code with information locality 4, for which (1) gives d ≤ 6. However, the distance bound given in (1) is not always tight for the case of unequal locality. For instance, for the previous code, we will show that d ≤ 5. Our main goal is to establish a tight upper bound on the minimum distance for codes with unequal locality.
Codes with unequal locality are practically appealing in scenarios when important information symbols, e.g., symbols containing hot data (i.e., data accessed on a frequent basis), need to be repaired quickly; whereas, recovering less important symbols can involve more overhead. Moreover, such codes can be useful in reducing download latency for hot data (see, e.g., [15] , [16] ).
Our contributions: To characterize a code with unequal information locality, we define the notion of information locality profile of a code. We say that a code has information locality profile k = (k 1 , . . . , k r ) if it contains k j information symbols of locality j for 1 ≤ j ≤ r. For example, a code of dimension 11 having 5 information symbols of locality 2, and 6 information symbols of locality 4 would have the information locality profile as (0, 5, 0, 6). For scalar linear codes, we establish an upper bound on the minimum distance as a function of information locality profile k = (k 1 , . . . , k r ) as follows (see Theorem 1) .
We demonstrate that the Pyramid code construction due to [7] can be adapted to design unequal locality codes that are distance-wise optimal according to the bound above. This result generalizes the classical result of Gopalan et al. [5] for codes with unequal locality. When parity symbols also have locality constraints, we analogously define the all-symbol locality profile of a code. We say that a code has all-symbol locality profile n = (n 1 , . . . , nr) if it contains n j symbols of locality j for 1 ≤ j ≤r. For instance, consider a (15, 11) code that has 6 symbols of locality 2, 4 symbols of locality 3, and 5 symbols of locality 4. Its all-symbol locality profile would be (0, 6, 4, 5). We establish a tight upper bound on the minimum distance for scalar linear codes with unequal all-symbol locality as (see Theorem 2)
where r := 1+max 1 ≤ i ≤r :
< k . We adapt the construction in [12] , which uses a maximum rank-distance (MRD) code as an outer code and a maximum distance separable (MDS) code as an inner code, to construct codes with unequal all-symbol locality that are distance-wise optimal with respect to the above bound.
We note that in a parallel and independent work, Zeh and Yaakobi [17] also consider the problem of computing a bound on minimum distance of codes with unequal all-symbol locality, referred in their work as codes with multiple localities. Their bound [17, Theorem 8] holds for a slightly restrictive set of parameters as it assumes
Finally, we introduce the concept of information locality requirement. To motivate this, consider a scenario where we need to design a linear code of dimension k = 11 such that k 3 = 5 information symbols must have locality at most 3, and the remainingk 4 = 6 information symbols must have locality at most 4. Collectively, we can specify this as a locality requirement ofk = (0, 0, 5, 6). Notice that this is equivalent to the requirement that the code must contain at least 5 information symbols of locality up to 3, and at least 11 information symbols of locality up to 4. In general, a locality requirement ofk = (k 1 , . . . ,k r ), with r j=1k j = k, means that a code should contain at least i i=1k j symbols of locality up to i for each 1 ≤ i ≤ r. In other words, at leastk j information symbols should have locality at most j.
One can design codes with various information locality profiles that would satisfy this requirement. For example, the locality requirement ofk = (0, 0, 5, 6) is satisfied by locality profiles (k 1 , k 2 ) = (5, 6), (k 1 , k 2 , k 3 ) = (0, 2, 9), (k 1 , . . . , k 4 ) = (0, 0, 5, 6), (k 1 , . . . , k 4 ) = (1, 0, 6, 4), etc. We ask the following question: Can we find an information locality profile which achieves the maximum value of the minimum distance among all codes which satisfy this locality requirement? We present a simple greedy algorithm to compute such an information locality profile that maximizes the minimum distance for a given information locality requirement. This allows us to construct codes that have maximum minimum distance among all codes that satisfy the locality requirement.
II. PRELIMINARIES
We use the following notation. For an integer l, let [l] = {1, 2, . . . , l}. For a vector x, let x(i) be its i-th coordinate, and wt (x) be its Hamming weight. For a matrix H, let rank (H) denote the rank of H.
Let C denote a linear [n, k, d] q code over F q with blocklength n, dimension k, and minimum distance d. We assume that C has minimum distance at least two, i.e., d ≥ 2. The code can be represented by n (column) vectors C = [c 1 , . . . , c n ] ∈ F k q . Note that the dimension of the row space of C is k. The i-th vector c i is referred to as the i-th coordinate of C. For any codeword c ∈ C, c(i) is said to be the i-th symbol of the codeword c. Throughout this paper, we use the terms symbol and coordinate interchangeably.
We say that the i-th coordinate of a code C has locality r i if its value can be recovered from some other r i coordinates of C. The formal definition of locality is as follows (see [5] ).
Definition 1: [Locality and Repair Group] For c i ∈ C, we define the locality of c i as the smallest integer r i such that there exists a set
We say that R (i) is a repair group of the coordinate c i , and define
Note that, if the minimum distance of the code is at least two, then every coordinate has locality at most k.
We say that an [n, k, d] q systematic code has information locality r if each of its k information symbols has locality at most r. Similarly, we say that an [n, k, d] q code has all-symbol localityr if each of its n symbols has locality at mostr.
III. CODES WITH UNEQUAL INFORMATION LOCALITY
In this section, we are interested in systematic codes, whose information symbols have different locality values. More specifically, information symbols can be partitioned into disjoint subsets in such a way that the symbols in one subset have different locality than the symbols in the other subsets. We can characterize the locality of such codes by listing the locality values for all information symbols. Alternatively, we can consider the list of cardinalities of subsets of all locality values. We call such a list as the information locality profile of the code. Formally, the definition is given below.
Definition 2: [Information Locality Profile] Given a systematic [n, k, d] q code C, the information locality profile of C is defined as a length-r vector k(C) = (k 1 , . . . , k r ), where k j is the number of information coordinates of locality j. Note that r ≤ k, 0 ≤ k j ≤ k ∀j ∈ [r], k r ≥ 1 and r j=1 k j = k. Remark 1: For a code C with representation C, we can choose any set of k linearly independent coordinates of C to represent information symbols. Thus, in principle, information locality profile of a code depends upon the particular choice of
Pick c i ∈ C \ S i−1 having smallest locality 4: if rank S i−1 ∪ c Γ(i) < k then 5:
In other words, i i=1 k j is the rank of the sub-matrix of C formed by the coordinates having locality up to i. Starting with j = 1, we choose a subset I j ⊂ C j of k j linearly independent coordinates to represent k j information symbols, and continue incrementing j untill the total rank is k.
A. Bound on the Minimum Distance
Consider a class of systematic linear codes having an information locality profile k = (k 1 , . . . , k r ). In the following, we find an upper bound on the minimum distance as a function of the code length, dimension, and information locality profile.
Theorem 1: For any linear code with block-length n, dimension k, and information locality profile k = (k 1 , . . . , k r ), the minimum distance is upper bounded as
Proof: (Sketch) We build on the proof technique of [5] . We use the following well known property of the minimum distance. For a code C with representation C, for any subset of coordinates S ⊂ C such that rank (S) ≤ k − 1, we have d ≤ n − |S|. We use Algorithm 1 to greedily find a rank deficient subset S. The key difference from the algorithm presented in [5] is that the coordinates of the smallest locality are selected first. In addition, our algorithm selects a coordinate of locality j only if all the coordinates of locality up to j − 1 have already been selected. In each step, we add a coordinate and its repair group. Note that c Γ(i) = {c p : p ∈ Γ (i)}.
We show that |S| can be lower bounded as |S| ≥ k − 2 + r j=1 kj j . To show this, a key step is to compute a lower bound on the total number of iterations for which Algorithm 1 runs as r j=1 kj j , wherein kj j is the lower bound on the number of steps during which the algorithm collects the coordinates of locality j. The complete proof is presented in [19] .
B. Code Construction: Pyramid Codes
We show that the parity splitting construction of the Pyramid codes due to [7] can be adapted to obtain unequal information locality codes that are optimal with respect to (3) . Consider an information locality profile k. Let {j 1 , . . . , j m } with j 1 < · · · < j m be the m (≤ r) values of locality such that k jp > 0 for each p ∈ [m]. We begin with a (k+d−1, k, d) systematic maximum distance separable (MDS) code C , such as Reed-Solomon codes. Let the coordinates of C be C = [e 1 , . . . , e k , p 0 , . . . , p d−2 ], where e j is the j-th column of a k × k identity matrix, and p j for 0 ≤ j ≤ d − 2 are the columns representing the parity symbols.
We partition the set
For a vector x of length k, and a set S ⊆ [k], let x| S denote the |S|-dimensional restriction of x to the coordinates in set S. Then, we define the systematic code C with the following representation.
Note that we have split the parity p 0 into m p=1
It is easy to verify that parity splitting does not affect the distance, and hence, the code C has distance d. Since C is an MDS code, we have wt (p 0 ) = k. Therefore, for each p ∈ [m], the set of k jp information coordinates and kj p jp parity coordinates have locality at most j p . Similar to the classical Pyramid codes in [7] , the last d − 2 parity symbols may have locality as large as k.
IV. CODES WITH UNEQUAL ALL-SYMBOL LOCALITY
In this section, we extend the notion of information locality profile to accommodate the codes whose parity symbols also have locality constraints. In this case, all code symbols (information as well as parity) can be partitioned into disjoint subsets according to their locality, with maximum localitŷ r < k. (In fact, a code need not be systematic.) We define all-symbol locality profile of a code as follows.
Definition 3: [All-Symbol Locality Profile] Given an [n, k, d] q code C, the all-symbol locality profile of C is defined as a length-r vector n(C) = (n 1 , . . . , nr), where n j is the number of coordinates of locality j for 1 ≤ j ≤r. Note thatr ≤ k, 0 ≤ n j ≤ n ∀j ∈ [r], nr ≥ 1 and r j=1 n j = n.
Remark 2: For a code C with representation C, let C j ⊂ C be the subset of coordinates having locality j for j ∈ [r]. If n j = 0 for some j, then we set C j = ∅. For 1 ≤ j ≤r, we define
where we set C 0 = ∅. Define r = max{j : k j > 0}. Then, k = (k 1 , . . . , k r } gives the information locality profile of C.
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Note that codes with different information locality profiles can have the same all-symbol locality profile.
A. Bound on the Minimum Distance
Note that codes with unequal all-symbol locality are a special class of codes with unequal information locality. Therefore, the minimum distance upper bound in (3) holds for an all-symbol locality code having information locality profile k. As noted in Remark 2, codes can have different information locality profiles for a given all-symbol locality profile. The upper bound in (3) obtained using information locality profile may not be tight for certain information localities. Therefore, we establish an upper bound on the minimum distance as a function of the all-symbol locality profile.
Theorem 2: Consider a code C with allsymbol locality profile n = (n 1 , . . . , nr). Let r = max 1 ≤ i ≤r :
< k . Let r = min{r + 1 ≤ j ≤r : n j ≥ 2}. Then, we have
(6) Proof: (Sketch) Similar to the proof of Theorem 1, the idea is to find a set S ⊂ C of maximal cardinality such that rank (S) ≤ k − 1. Again, we use Algorithm 1 to greedily construct such a rank deficient set. The key observation is that when the algorithm has collected all the coordinates of locality up to j, it must be that |S| = j p=1 n p . Then, we show that we get the smallest value of the lower bound on |S| when k j = n j − is the smallest number of iterations required to collect coordinates of locality j for 1 ≤ j ≤ r − 1, and
is the smallest number of iterations to collect locality r coordinates. The complete proof is presented in [19] .
B. Code Construction
We adapt the construction of LRC in [12] based on rankmetric codes to design optimal unequal all-symbol locality codes. The idea is to first precode the information symbols with a rank-metric code (in particular, with a Gabidulin code [20] ), and then use a maximum distance separable (MDS) code to obtain local parities. We begin with a brief review of rank-metric codes.
1) Rank-Metric Codes: Let F q m be an extension field of [20] ). Codes that achieve this bound are referred to as maximum rank-distance (MRD) codes.
Gabidulin Codes: For N ≥ m, a class of MRD codes was presented in [20] by Gabidulin. A Gabidulin code can be obtained by evaluation of linearized polynomials. A linearized polynomial f (x) over F q m of q-degree K has the form
, where a i ∈ F q m such that a K = 0. Evaluation of a linearized polynomial is an F q -linear transform from F q m to itself. In other words, for any a, b ∈ F q and x, y ∈ F q m , we have f (ax + by) = af (x) + bf (y).
For
is a linearized polynomial over F q m of q-degree K − 1 whose coefficients are information symbols, and evaluation points g 1 , . . . , g N ∈ F q m are linearly independent over F q . Note that since Gabidulin code is also an MDS code, it can correct any N − K erasures [20] . We call the erasures in a rank-metric code as rank erasures.
2) Code Construction: For the simplicity of presentation, we assume that j + 1 | n j for each j. One can generalize the construction when the divisibility assumption does not hold. G of j symbols, generate a local parity using a (j + 1, j, 2) MDS code over F q . Denote the resulting code as C LRC . Note that the total number of symbols are r j=1 Nj j (j + 1) = r j=1 n j = n. Moreover, note that, the partitioning for obtaining local parities is performed in such a way that C LRC possesses all-symbol locality profile (n 1 , . . . , nr). Next, we show that the above construction achieves the distance bound mentioned in Theorem 2.
Theorem 3: Let C LRC be an (n, k, d) LRC with all-symbol locality profile (n 1 , . . . , nr) obtained by Construction 1. If
and q ≥r + 1, attains the minimum distance bound in (6) .
Proof: (Sketch) We build on the proof techniques of [12] . By leveraging F q -linearity of linearized polynomials, one can show that any i + 1 erasures in any local group correspond to i rank erasures. Using this, we prove that any
in C LRC correspond to N − k rank erasures in the outer Gabidulin code, which it can correct. The detailed description is presented in [19] .
V. INFORMATION LOCALITY REQUIREMENT
Consider a code design scenario, wherein each information symbol has an upper limit on its locality. For instance, suppose we need to design a code of dimension 6, in which, the first 3 information symbols should have locality at most 2, and the remaining 3 information symbols should have locality at most 2016 IEEE International Symposium on Information Theory Algorithm 2 Find an optimal locality profile k * for a given locality requirementk 1: Set γ r+1 = 0, j = r 2: while j ≥ 1 do
Chose integers β j and γ j such thatk j +γ j+1 = jβ j +γ j
4:
Set k * j = jβ j 5:
Decrement j 6: end while 3. For this case, we say that we have information locality requirement ofk = (0, 3, 3) . Note that this requirement is equivalent to the condition that the code should contain at least 3 information symbols of locality up to 2, and at least 6 information symbols of locality up to 3. We use this later condition to formally define the notion of locality requirement as follows.
Definition 4: Letk = (k 1 , . . . ,k r ) be a length-r vector for some r < k such that for each 1 ≤ j ≤ r, we have 0 ≤k j ≤ k and r j=1k j = k. Consider a code C with information locality profile k = (k 1 , . . . , k r ) for some r ≤ r. We say that C satisfies the information locality requirementk, if, for each 1 ≤ i ≤ r, we have i j=1 k j ≥ i j=1k j , where we set k j = 0 for r + 1 ≤ j ≤ r if r < r. In this case, we say that the locality profile k satisfies the locality requirementk, which is denoted as k k .
A number of locality profiles can satisfy the given locality requirementk. For example, one can find a number of locality profiles that satisfyk = (0, 3, 3), such as k 1 = (2, 4, 0), k 2 = (3, 0, 3), k 3 = (0, 6, 0), k 4 = (1, 2, 3) ; while, for instance, k 5 = (2, 0, 4) does not satisfyk. Observe that, among those profiles satisfyingk, the last two locality profiles result in the largest minimum distance (see (3) ). In general, a large number of locality profiles can satisfy a given locality requirement. We are interested to find one of these locality profiles that maximizes the minimum distance bound given by (3) . We call such an information locality profile as an optimal locality profile. We present Algorithm 2 that greedily finds an optimal locality profile for a given locality requirement. This allows us to use Pyramid code construction to design codes that have maximum minimum distance among all codes that satisfy the locality requirement.
Theorem 4: For a given information locality requirementk, let k * be the output of Algorithm 2. Then, k * k , and k * results in the largest value of the minimum distance bound in (3) among all k such that k k . Proof: (Sketch) It is easy to show that a locality profile that maximizes the right hand side of (3) is an optimal solution to the following optimization problem. 
s.t. 
Then, we show that k * is an optimal solution to (P1). It is easy to prove the feasibility of k * , i.e., k * k . To prove the optimality of k * , we show that any optimal solution k = (k 1 , . . . , k r ) to (P1) can be rearranged to obtain k * without loosing the optimality. The detailed proof is presented in [19] .
