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We study quantum information scrambling in spin models with both long-range all-to-all and
short-range interactions. We argue that a simple global, spatially homogeneous interaction together
with local chaotic dynamics is sufficient to give rise to fast scrambling, which describes the spread
of quantum information over the entire system in a time that is logarithmic in the system size. This
is illustrated in two exactly solvable models: (1) a random circuit with Haar random local unitaries
and a global interaction and (2) a classical model of globally coupled non-linear oscillators. We use
exact numerics to provide further evidence by studying the time evolution of an out-of-time-order
correlator and entanglement entropy in spin chains of intermediate sizes. Our results can be verified
with state-of-the-art quantum simulators.
Introduction.—The study of quantum information
scrambling has recently attracted significant attention
due to its relation to quantum chaos and thermaliztion of
isolated many-body systems [1–3] as well as the dynam-
ics of black holes [4–7]. Scrambling refers to the spread
of an initially local quantum information over the many-
body degrees of freedom of the entire system, rendering it
inaccessible to local measurements. Scrambling is also re-
lated to the Heisenberg dynamics of local operators, and
can be probed via the squared commutator of two local,
commuting, unitary and Hermitian operators W1, Vr, at
positions 1 and r respectively,
C(r, t) = 1
2
〈[W1(t), Vr] 2〉 , (1)
where W1(t) is the Heisenberg evolved operator. The
growth of the squared commutator corresponds to W1(t)
increasing in size and complexity, leading it to fail to com-
mute with Vr. In a local quantum chaotic system, C(r, t)
typically spreads ballistically, exhibiting rapid growth
ahead of the wavefront and saturation behind, at late
times [8–10].
Of particular interest are the so-called fast scramblers,
systems where C(r, t) begins to deviate substantially from
0 for all r in a time t∗ ∝ log(N), withN being the number
of degrees of freedom. Among the best known examples
are black holes, which are conjectured to be the fastest
scramblers in nature [5–7, 11], as well as the Sachdev-
Ye-Kitaev (SYK) [12, 13] model and other related holo-
graphic models [14–17].
Recent advances in the development of coherent
quantum simulators have enabled the study of out-of-
equilibrium dynamics of spin models with controllable
interactions [18], making them ideal platforms to ex-
perimentally study information scrambling. Several ex-
periments have already been performed [19–24], probing
scrambling in either local or non-chaotic systems. The
experimental observation of fast scrambling remains chal-
lenging however, particularly because few systems are
known to be fast scramblers, and those that are, like
the SYK model, are highly non-trivial, involving random
couplings and many-body interactions. Some recent pro-
posals suggested that spin models with non-local inter-
actions can exhibit fast scrambling [25–27], albeit with
complicated and inhomogeneous interactions.
In this paper, we argue that the simplest possible
global interaction, together with chaotic dynamics, are
sufficient to make a spin model fast scrambling. We con-
sider spin-1/2 chains with Hamiltonians of the form
H = Hlocal − K
N
∑
i<j
ZiZj , (2)
where Zi is the Pauli z operator acting on site i and
Hlocal is a Hamiltonian with only local interactions that
ensures that the full H is chaotic. We note that such
global interactions are ubiquitous in ultracold atoms in
optical cavities [28–32], and also in ion traps [33–36].
We first show that this effect is generic, by studying
two models, a random quantum circuit and a classical
model, both designed to mimic the universal dynamics
of Eq. (2). We then provide numerical evidence for fast
scrambling for a particular time-independent quantum
Hamiltonian. Finally, we discuss possible experimental
realizations.
Random circuit model.—As a proof-of-principle, we
consider a system of N spin-1/2 sites, with dynamics gen-
erated by a random quantum circuit (see Fig. 1) inspired
by the Hamiltonian in Eq. (2). While less physical than
the Hamiltonian model, it has the advantage of being
exactly solvable while providing intuition about generic
many-body chaotic systems with similar features.
The time-evolution operator is U(t) = (UIIUI)
t where
a single-time-step update consists of the two layers
UI =
N∏
i=1
UH,i, UII = e
−i g
2
√
N
∑
i<j ZiZj , (3)
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2FIG. 1. Diagram of the random circuit. As given in Eq. (3),
each blue square is an independent Haar-random unitary UH,i
acting on site i, and the green rectangle is the global interac-
tion UII.
where each UH,i is an independent Haar-random single-
site unitary. The two layers in Eq. (3) are motivated by
the two terms in Eq. (2), with the Haar-random unitaries
replacing Hlocal.
We are interested in the operator growth of an initially
simple operator O. At any point in time, the Heisen-
berg operator O(t) = U†(t)OU(t) can be decomposed
as O(t) = ∑S aS(t)S, where S is a string composed of
the Pauli matrices and the identity, forming a basis for
SU(2N ). As in random brickwork models [37, 38] and
random Brownian models [9], the Haar-averaged prob-
abilities
〈
a2S(t)
〉
, encoding the time evolution of O(t),
themselves obey a linear equation〈
a2S(t+ 1)
〉
=
∑
S′
WS,S′
〈
a2S′(t)
〉
. (4)
Here, WS,S′ is a 4N × 4N stochastic matrix describing a
fictitious Markov process. Because of the Haar unitaries
and the simple uniform interaction in Eq. (3), this ma-
trix is highly degenerate and only depends on the total
weights of the strings S,S ′, counting the number of non-
identity operators, i.e w(S) = ∑i(1− δSi,1), and on the
number of sites where both S and S ′ are non-identity, i.e
v(S,S ′) = ∑i(1 − δSi,1)(1 − δS′i,1), and is given by (see
Supplemental Material (SM) for derivation [39]) [40]
W (w,w′, v) =
(
1
3
)w+w′ v∑
k=0
(
v
k
) k∑
l=0
(
k
l
)
× (5)
[
cos2
(
2l − k√
N
g
)]N−k−(w+w′−2v)[
sin2
(
2l − k√
N
g
)]w+w′−2v
.
If we further assume that O starts out as a single site
operator on site 1, then throughout the evolution, the
probabilities only depend on the total operator weight w,
and the weight on site 1, which we denote by w1 ∈ {0, 1}.
We thus introduce the operator probability distribution
ht at time t,
ht(w,w1) =
〈
a2S(t)
〉
3w
(
N − 1
w − w1
)
, (6)
which is normalized by the number of string configura-
tions for a given w and w1.
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FIG. 2. Normalized mean operator weight as a function of
time for different g and N = 100. For small enough g, all the
curves collapse to a single curve as function of g2t described
by the continuous limit in Eq. (10). The inset shows the
initial exponential increase of 〈w(t)〉 for different system sizes
N and g = 0.1.
The time evolution of this probability distribution is
given by the master equation
ht+1(w,w1) =
∑
w′1=0,1
N−1+w′1∑
w′=w′1
R(w,w1, w′, w′1)ht(w′, w′1),
(7)
where the 2N × 2N matrix R is
R(w,w1,w′, w′1) = 3w
min{w−w1,w′−w′1}∑
m=0
(
w′ − w′1
m
)
(8)(
N − 1− w′ + w′1
w − w1 −m
)
W (w,w′,m+ w1w′1).
The transition matrix R, scaling only linearly with N ,
allows us to efficiently simulate the dynamics for large
system sizes (see Fig. 2).
To proceed analytically, we Taylor-expand Eq. (5) to
leading order in g, which gives rise to a closed mas-
ter equation for the total operator weight probability
ht(w) ≡ ht(w, 0) + ht(w, 1),
ht+1(w)− ht(w)
g2
=
2w
9N
(1− 3N + 2w)ht(w) (9)
+
2w(w + 1)
9N
ht(w + 1) +
N − w + 1
3N
2(w − 1)ht(w − 1),
which is similar to random Brownian models [9, 41] and
shows that, at O(g2), w can change by at most ±1 in
a single step. Assuming that h(w, t) varies slowly with
respect to g2t and w, we can approximate the above equa-
tion by a Fokker-Planck equation (rescaling time τ = g2t)
∂τh(w, τ) = −∂w(D1(w)h(w, τ)) + ∂2w(D2(w)h(w, τ)),
(10)
3where the drift and diffusion coefficients are (dropping
higher order terms O(1/N,w/N))
D1(w) =
2
3
(
w − 4w
2
3N
)
, D2(w) =
w
3
− 2w
2
9N
. (11)
This equation describes the rapid growth of an initially
localized distribution, followed by a broadening and fi-
nally saturation (see Fig. 2 and SM [39] for more de-
tails). At early time, the 23w term in the drift coefficient
dominates, giving rise to exponential growth of the mean
operator weight 〈w(t)〉 ∼ e2g2t/3, which agrees with the
full numerical solution of the master equation, as can be
seen in Fig. 2. For small g and for an infinite-temperature
Gibbs state, the mean weight is related to the squared-
commutator in Eq. (1) by C(t) = 〈w(t)〉 /N . Together,
these two facts establish that this model is fast scram-
bling, with a Lyapunov exponent of λ = 23g
2.
Finally, let us comment on our choice of the normal-
ization of the global interactions. In Eq. (3), we had to
suppress the interactions by 1/
√
N and not by 1/N that
features in Eq. (2). This is an artifact of the random na-
ture of the model, which leads to the cancellation of the
linear term in g. As we show next, this does not preclude
a non-random extensive Hamiltonian from exhibiting fast
scrambling.
Classical Model.—Let us now consider a different set-
ting, without randomness, that also allows to probe the
basic timescales involved, particularly with regard to the
normalization of the global interaction. A convenient
tractable choice is a classical model consisting of globally
coupled non-linear oscillators. Note that the analogs of
out-of-time-order correlators (OTOCs) have been studied
in a variety of classical models [42–45].
Consider a 2N -dimensional phase space with coordi-
nates qr (positions) and pr (momenta) for r = 1, · · · , N
with canonical structure specified by the Poisson brackets
{qr, ps}PB = δrs. The Hamiltonian is
Hc = K + V2 + V4, (12)
where
K =
N∑
r=1
p2r
2
, V4 =
Ω23
4
N∑
r=1
q4r , (13)
V2 =
Ω21
2
N−1∑
r=1
(qr+1 − qr)2 + Ω
2
2
2N
(
N∑
r=1
qr
)2
. (14)
The equation of motion for qr is
d2qr
dt2
= −Ω21(2qr−qr+1−qr−1)−Ω22
∑
r qr
N
−Ω23q3r . (15)
To implement the open boundary conditions, we may
substitute q0 = qN+1 = 0 into the equation of motion.
The timescales for the growth of perturbations under
Hc dynamics may be understood in two stages. First,
K + V2 can be solved exactly; this combination of terms
provides the non-locality. The remaining V4 term renders
the dynamics chaotic, provided Ω3 is large enough. The
dynamics of K + V2 causes a localized perturbation to
spread to every oscillator with non-local amplitude 1/N
in a time of order 1/Ω2. Then conventional local chaos
can amplify this 1/N -sized perturbation to order-one size
in a time of order λ−1 lnN , where λ is some typical Lya-
punov exponent.
At the quadratic level, the uniform mode, Q =
1
N
∑
r qr is decoupled from the remaining modes of the
chain. In particular, when Ω2 = 0, the uniform mode is a
zero mode of the conventional harmonic chain. Hence, at
the quadratic level, the propagation of any perturbation
is a superposition of the motion due to the local Ω1 terms
and the special dynamics of the uniform mode. Since the
local terms cannot induce non-local perturbations, we
may focus on the dynamics of the uniform mode.
The uniform mode’s equation of motion is d
2Q
dt2 =−Ω22Q with solution
Q(t) = Q(0) cos Ω2t+
dQ
dt (0)
Ω2
sin Ω2t. (16)
A localized perturbation on site 1 with zero initial time
derivative can be written as δ~q(0) =  ([eˆ1 − uˆ0] + uˆ0),
where uˆ0 = [1, · · · , 1]T /N represents the uniform mode,
eˆ1 = [1, 0, · · · , 0]T , and eˆ1 − uˆ0 is orthogonal to the uni-
form mode. The orthogonal mode evolves in a local fash-
ion, hence δ~q(t) =  (local piece + uˆ0 cos Ω2t). For oscil-
lators far from the initial local perturbation, the dynam-
ics is given by
δqr1(t) =

N
[cos Ω2t− 1]. (17)
Thus, after a time pi/Ω2, any localized perturbation has
spread to distant sites with amplitude /N .
The inclusion of V4 renders the equations of motion
non-linear and the system chaotic in at least part of the
phase space. We leave a detailed study of the classical
chaotic dynamics of this model to the future, but as can
be seen in Fig. 3, a numerical solution of the equations
of motion displays sensitivity to initial conditions.
The precise protocol we consider is as follows. We com-
pare the dynamics of two configurations, ~q(1) and ~q(2),
averaged over many initial conditions. The initial con-
dition of configuration one has each oscillator start at
rest from a random amplitude drawn uniformly and in-
dependently from [−1, 1]. Configuration two is identical
to configuration one except that q
(2)
1 (0) = q
(1)
1 (0) + 
for  = 10−5. Both configurations are evolved in time
and the difference ∆qr(t) = |q(2)r (t) − q(1)r (t)| is com-
puted. This difference is then averaged over 1000 dif-
ferent initial conditions. Fig. 3 shows this average of
∆qr for N = 20 with Ω1 = 1, Ω2 = 1, and Ω3 = 2;
the inset shows ∆qN for the most distant site for sizes
4FIG. 3. Main: ln ∆qr(t) for N = 20,  = 10
−5, Ω1 = Ω2 =
1, and Ω3 = 2. Each trace is a different site as a function
time. The highest trace is site r = 1 while the lowest traces
are the most distant sites. One sees that the perturbation
grows exponentially with time, at a rate that is approximately
uniform across the chain after an early time period where
the sites near site r = 1 are special. Inset: ln ∆qr=N (t) for
N = 40, 80, 160.
N = 40, 2×40, 22×40. Each curve is shifted horizontally
by a constant amount when the system size is doubled,
thus confirming that the time for ∆qN to plateau depends
logarithmically on N as expected if ∆qN (t) ∼ N eλt+ · · ·
for λ−1 lnN  t 1/Ω2.
Chaos and level statistics.—Having established fast
scrambling in both the random circuit and the classi-
cal model, we now return to the quantum case with the
time-independent Hamiltonian of Eq. (2). We first ex-
amine whether such a model is chaotic, which is a neces-
sary condition for it being fast scrambling. For the local
Hamiltonian part, we consider the mixed-field Ising chain
Hlocal = −J
∑
i
ZiZi+1 − hx
∑
i
Xi − hz
∑
i
Zi. (18)
A standard approach to identify a transition from inte-
grability to quantum chaos is based on a comparison of
energy-level-spacing statistics with Poisson and Wigner-
Dyson distributions. Another convenient metric is the
average ratio of consecutive level spacings [46] 〈r〉, where
r = min (rn, 1/rn), rn = δn/δn−1, δn = En − En−1, and
En are the eigenvalues ordered such that En ≥ En−1.
As was already suggested in Ref. [47] for a similar
model, we find that the longitudinal field is unneces-
sary, and the full system can have Wigner-Dyson statis-
tics even for hz = 0, in which case Hlocal is integrable.
The resulting Hamiltonian reads
H = −J
∑
i
ZiZi+1 − hx
∑
i
Xi − K
N
∑
i<j
ZiZj . (19)
Average adjacent-level-spacing ratio changes from
〈r〉Pois ≈ 0.38 for Poisson level statistics to 〈r〉GOE ≈
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FIG. 4. Average adjacent-level-spacing ratio 〈r〉 for the model
in Eq. (19) with J = 1. Data corresponds to a system of
N = 15 spins with periodic boundary conditions for fixed
momentum and Z-reflection symmetry blocks of the Hamil-
tonian.
0.53 for Wigner-Dyson level statistics in the Gaussian Or-
thogonal Ensemble (GOE) [46]. In the vicinity of K → 0,
〈r〉 (see Fig. 4) shows proximity to Poisson statistics,
while, for |K| >∼ 1, the level statistics agree with those of
the GOE.
Out-of-time-order correlator and entanglement
growth.—We now study the dynamics of an OTOC and
entanglement entropy in the spin chain. We consider the
following OTOC, in the infinite-temperature state ρ∞,
F (r, t) = Re[tr(ρ∞Z1(t)ZrZ1(t)Zr)], (20)
which is related to the squared commutator from Eq. (1)
by C(r, t) = 1 − F (r, t). We approximate the trace over
ρ∞ by an expectation value in a Haar-random pure state,
which enables us to reach larger systems sizes [48]. In
Fig. 5(a), we show the OTOC for an open chain ofN = 20
spins for both the local model, governed by Hlocal only,
and the non-local model in Eq. (19), which includes the
global interaction. In the local case, the OTOC spreads
ballistically, forming a linear light cone. It is clear that,
in the non-local case, the growth is much faster and is
super-ballistic, as expected for a fast scrambler.
In Fig. 5(b), we study the N -dependence of the OTOC,
by looking at C(r, t) between the two ends of the chain
for different chain lengths N , after a fixed evolution time.
The result is linear with respect to 1/N , in agreement
with the result of the random circuit and other fast
scrambling models.
Figure 5(c) shows the half-cut entanglement entropy
following a quench starting from the +yˆ state for both
models. For the local model, the entanglement grows
linearly in time before saturating, whereas the non-local
model shows a significant speed up. Moreover, in the
non-local model, the growth rate clearly increases with
the system size, further supporting our claim.
Experimental realization.—The Hamiltonian in
Eq. (19) can be naturally experimentally realized with
Rydberg dressing of neutral atoms [49–52]. The spin
50 5 10
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FIG. 5. (a) Time evolution of the OTOC for the (left) local
and (right) non-local models. The parameters are J = 1, hx =
1.05 and hz = 0.5,K = 0 (hz = 0,K = −1) for the local (non-
local) models. (b) 1 − F (r, t) between two ends of the chain
after a fixed evolution time for the non-local model (same
parameters as above), showing a linear dependence on 1/N .
The orange line is a linear fit. (c) Half-cut entanglement-
entropy growth starting from the +yˆ state for local (dashed)
and non-local (solid) models (same parameters as above). The
color indicates the system size, starting from N = 10 (light
green) until N = 22 (dark blue).
can be represented by two ground states where one of
them is dressed to two Rydberg states with one of the
Rydberg states giving rise to all-to-all interactions and
the second to nearest-neighbor interactions.
We also imagine a plethora of other possible experi-
mental realizations of similar spin models. For exam-
ple, one can use cavity-photon-mediated all-to-all inter-
actions [28, 31, 53, 54] of the XX or XXZ-Heisenberg
form [25, 27] together with nearest-neighbor interac-
tions achieved by Rydberg-dressing one of the grounds
states [55, 56]. The resulting Hamiltonian only differs in
the basis of the local interactions (XX instead of ZZ),
but we have verified that it leads to qualitatively similar
scrambling physics. Other possibilities include a chain
of coupled superconducting qubits, with all-to-all flip-
flop interactions mediated via a common bus [57–59] or
trapped ions [33–36, 60].
Conclusion and outlook.—In this paper, we demon-
strated that a single global interaction together with local
chaotic dynamics is sufficient to give rise to fast scram-
bling. This does not require disordered or inhomogeneous
couplings and is within reach of current state-of-the-art
quantum simulators. Future theoretical work may in-
clude a more systematic analysis of the time scales for
large N as well the behaviour of the OTOC at low tem-
peratures. It is also interesting to investigate whether
similar conclusions can be reached without perfectly uni-
form global interactions, for example with power-law de-
caying interactions.
Note added. During the completion of this work, an-
other study of fast scrambling in similar spin chains ap-
peared [61].
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In this Supplemental Material we present additional details concerning the random circuit. In Sec. I, we derive the
general transition rate matrix W , given in Eq. 5 of the main text. In Sec. II we specialize it to the case of an initial
single-site operator, deriving Eqs. 7 and 8 of the main text. In Sec. III, we present the continuum approximation for
small g, deriving the Fokker-Planck equation, Eqs. 9,10,11 of the main text. Finally, in Sec. IV, we provide additional
details on the dynamics and steady-state of the probability distribution.
I. DERIVATION OF THE STOCHASTIC MATRIX W
To be slightly more general, we consider a system of N sites, each of local dimension q. As discussed in the main
text, we are interested in the time evolution of a simple initial operator O(t) = U†(t)OU(t)
O(t) =
∑
S
aS(t)S, (S1)
where the strings S form a basis for SU(qN ), normalized as tr(S) = qNδS,1, tr(SS ′) = qNδSS′ . We take U(t) =
∏t
i=1 Ui
where Ui = UIUIIUI and UI is a product of single site Haar random unitaries while UII is the global interaction. Note
that the two UI appearing on either side of the UII are different, i.e the random unitaries are random in both space
in time. Here we inserted an additional layer of the Haar unitaries, as compared to the main text. This is completely
equivalent, as this extra layer can always be absorbed into the Haar layer of either the step before or the step after,
but it simplifies calculations.
Using aS(t) = q−N tr(O(t)S), we can write a2S(t) in terms of the coefficients at the previous time step
(S2)a2S(t) = q
−2N ∑
S′,S′′
aS′(t− 1)aS′′(t− 1) tr
(
U†S ′US) tr(U†S ′′US).
Thus, we want to evaluate the quantity
(S3)
〈
tr
(
U†S ′US) tr(U†S ′′US)〉 ,
where 〈...〉 denotes Haar average over the random unitaries.
Using properties of trace, we can write
(S4)
〈
tr
(
U†S ′US) tr(U†S ′′US)〉 = 〈tr(U†S ′US ⊗ U†S ′′US)〉 .
In doing so, we now have a trace over two copies of the system, which could still be thought as a N -site system, where
every site is now of dimension q2 instead of q. In the following, we will denote operators acting on the right system
by an overbar. For example ZiZ¯i corresponds to the Pauli Z operator acting on site i of both copies, i.e Zi ⊗ Zi.
For our choice of U , Eq. (S4) becomes
(S5)
〈
tr
(
U†S ′US) tr(U†S ′′US)〉 = tr(〈(UI ⊗ UI)(UII ⊗ UII)〈UIS ′U†I ⊗ UIS ′′U†I 〉 (UII ⊗ UII)†(UI ⊗ UI)†〉 (S ⊗ S)).
We will calculate the above in several steps, working from inside out
I1 =
〈
UIS ′U†I ⊗ UIS ′′U†I
〉
, (S6)
I2 = (UII ⊗ UII)I1(UII ⊗ UII)†, (S7)
I3 =
〈
(UI ⊗ UI)I2(UI ⊗ UI)†
〉
, (S8)
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2with tr(I3(S ⊗ S)) being our quantity of interest.
Before proceeding, let us introduce an important formula for calculating the Haar averages. Consider a d2 × d2
matrix A, and a d× d Haar random unitary matrix U . Then, we have the following formula [S1, S2]
(S9)
〈
(U ⊗ U)A(U ⊗ U)†〉 ≡ ∫
U(d)
(U ⊗ U)A(U ⊗ U)†dµ(U)
=
(
tr(A)
d2 − 1 −
tr(AF )
d(d2 − 1)
)
1d2 −
(
tr(A)
d(d2 − 1) −
tr(AF )
d2 − 1
)
F,
where F =
∑
ij |ij〉 〈ji| is the swap operator.
From this, it follows that
I1 =
∏
r
〈
U†rS ′rUr ⊗ U†rS ′′r Ur
〉
= δS′,S′′
∏
r
(
q2mδS′r,1 − 1
q2m − 1 1q2m +
qm − qmδS′r,1
q2m − 1 Fr
)
(S10)
where we used tr(Sr) = qmδSr,1 and tr(SrS ′r) = qmδSr,S′r . Here Fr swaps r of the left system with the corresponding
site r of the right system.
The overall delta function δS′,S′′ immediately implies that the Haar average of Eq. (S2) may be written as
(S11)
〈
a2S(t+ 1)
〉
=
∑
S′
WS,S′
〈
a2S′(t)
〉
,
where WS,S′ = q−2N tr(I3(S ⊗ S)).
To proceed, we specialize to qubits, i.e. q = 2, in which case the swap operator can be written as Fr =
1
2 (1r ⊗ 1¯r +
σr · σ¯r) = 12 (1r1¯r +XrX¯r +YrY¯r +ZrZ¯r) where bar denotes operators acting on the second system. We can combine
all the 1s together, giving
(S12)
I1 = δS′,S′′
∏
i
(
δS′i,1122 +
1− δS′i,1
3
σi · σ¯i
)
= δS′,S′′
∑
ΩS′⊂{1,2,···,N}
∏
i∈{1,2,···,N}/ΩS′
δS′i,114
∏
j∈ΩS′
1− δS′j ,1
3
σj · σ¯j ,
where in the second equality the sum is over the powerset of {1, 2, · · · , N}, i.e, all the (2N ) subsets of {1, 2, · · · , N}.
The sum above essentially contains every possible string of the form S ⊗ S, i.e the same operator appears on both
copies of the system. Note that for a given string S ′, there is only one nonzero term in the sum. For each site i,
we either put an 14 if S ′i = 1 or we place 13σi · σ¯i, if S ′i is any other generator. The set ΩS therefore represents the
support of the string S ′.
We now apply UII ⊗ UII to the above. Recall that
UII = e
−i g′2
∑
i<j ZiZj . (S13)
Since Eq. (S12) contains all possible strings, it is instructive to first consider the result of applying UII ⊗ UII and
UI ⊗ UI to a single string.
Note that the result of applying UII ⊗ UII and UI ⊗ UI is invariant if we replace any number of Xs in the string by
Y s or vice-versa. To see this, we use the fact that we can change a X into a Y (or vice-versa) by applying a rotation
about the Z axis, i.e e−i
pi
4 ZXei
pi
4 Z = Y . This rotation clearly commutes with UII and can be absorbed into UI, since
by definition, the Haar measure is invariant under multiplication by any unitary.
This means that we may calculate the result for a single representative string from each group and multiply by the
degeneracy. Let us denote ΩS the support of some string S. We can further divide ΩS based on the number and
location of Zs in the string. Define the subset Σ ⊆ Ω as the set of all sites with Z in them, and the remaining sites
(with either Xs or Y s) by Λ = Ω \Σ. For strings that are supported on k sites (i.e |ΩS | = k), with fixed number and
position of Zs, the degeneracy is 2|Λ|.
Without loss of generality, we can therefore consider strings composed of either Xs or Zs. Consider the string∏
i∈ΛXi
∏
j∈Σ Zj . To apply the UII, we can use the fact that [XiXj , ZiZj ] = 0. We get
(UII ⊗ UII)(
∏
i∈Λ
XiX¯i
∏
j∈Σ
ZjZ¯j)(UII ⊗ UII)† =
∏
i∈Λ
[
(Xi cos(QΛ) + Yi sin(QΛ))
(
X¯i cos
(
Q¯Λ
)
+ Y¯i sin
(
Q¯Λ
))] ∏
j∈Σ
ZjZ¯j
(S14)
3where QΛ acts on all sites except those in Λ, i.e QΛ ≡ g′
∑
l/∈Λ Zl. Here we used the formula UIIXrU
†
II = Xr cos(Qr)+
Yr sin(Qr).
We see that we can safely apply and perform the Haar average on sites inside of Λ, since all the cosines and sines
and the ZZ¯ act on sites outside of Λ. With slight abuse of notation, let us denote
〈
(UI ⊗ UI)A(UI ⊗ UI)†
〉
by simply
〈A〉 where it is understood that the Haar unitaries act only on the support of A.
From Eq. (S9), one can easily check that
〈
XiY¯i
〉
= 0, so the cross terms in the above expression will vanish. Only〈
XiX¯i
〉
=
〈
YiY¯i
〉 ≡ Vi will remain. Here the single site operator Vi is defined as Vj = − 1314 + 23F . Explicitly, we find
(S15)
〈
(UII ⊗ UII)(
∏
i∈Λ
XiX¯i
∏
j∈Σ
ZjZ¯j)(UII ⊗ UII)†
〉
=
∏
i∈Λ
Vi
〈
cos|Λ|(RΛ)
∏
j∈Σ
ZjZ¯j
〉
where RΛ = Q¯Λ −QΛ.
Combining this with the discussion above, we find that I3 may be written as
(S16)I3 = δS′,S′′
∑
ΩS′⊂{1,2,···,N}
 ∏
j /∈ΩS′
δS′j ,1
 ∏
i∈ΩS′
1− δS′i,1
3
 ∑
Λ⊂ΩS′
2|Λ|
(∏
m∈Λ
Vm
)〈
cos|Λ|(RΛ)
∏
n∈ΩS′\Λ
ZnZ¯n
〉
.
It remains to compute
〈
cos|Λ|(RΛ)
∏
n∈ΩS′\Λ ZnZ¯n
〉
. To do so we expand the cosine as follows cosk(x) =
1
2k
∑k
n=0
(
k
n
)
cos[(2n− k)x],
(S17)
〈
cos|Λ|(RΛ)
∏
n∈ΩS′\Λ
ZnZ¯n
〉
=
1
2|Λ|
|Λ|∑
l=0
(|Λ|
l
)〈
cos((2l − |Λ|)RΛ)
∏
n∈ΩS′\Λ
ZnZ¯n
〉
.
To proceed we can pull a single-site operator out of RΛ. Since RΛ =
∑
k/∈ΛDk where Dk = g
′(Z¯k − Zk), we can pull
out a Dj , j ∈ ΩS′ \ Λ so that RΛ = RΛ∪{j} +Dj . We then use the trig identity
cos((2l − |Λ|)RΛ) = cos
(
(2l − |Λ|)RΛ∪{j}
)
cos((2l − |Λ|)Dj)− sin
(
(2l − |Λ|)RΛ∪{j}
)
sin((2l − |Λ|)Dj). (S18)
This allows us to perform the Haar average over site j. The sine term will not contribute, since〈
sin((2l − |Λ|)Dj)ZjZ¯j
〉
= 0. Repeating this procedure recursively for all sites in ΩS′ \ Λ, we get
(S19)
〈
cos((2l − |Λ|)RΛ)
∏
n∈ΩS′\Λ
ZnZ¯n
〉
=
〈
cos
(
(2l − |Λ|)RΩS′
)〉 ∏
n∈ΩS′\Λ
〈
cos((2l − |Λ|)Dn)ZnZ¯n
〉
.
Continuing the procedure for the
〈
cos
(
(2l − |Λ|)RΩS′
)〉
term, we have
(S20)
〈
cos((2n− |Λ|)RΛ)
∏
n∈ΩS′\Λ
ZnZ¯n
〉
=
∏
t/∈ΩS′
〈cos((2l − |Λ|)Dt)〉
∏
n∈ΩS′\Λ
〈
cos((2l − |Λ|)Dn)ZnZ¯n
〉
.
Using cos((2l − |Λ|)D) = cos2((2l − |Λ|)g′) + ZZ¯ sin2((2l − |Λ|)g′) gives
(S21)
〈
cos((2n− |Λ|)RΛ)
∏
n∈ΩS′\Λ
ZnZ¯n
〉
=
∏
t/∈ΩS′
(
cos2((2l − |Λ|)g′) + Vt sin2((2l − |Λ|)g′)
) ∏
n∈ΩS′\Λ
(
cos2((2l − |Λ|)g′)Vn + sin2((2l − |Λ|)g′)
)
.
Putting things together, we find that Eq. (S17) is〈
cos|Λ|(RΛ)
∏
n∈ΩS′\Λ
ZnZ¯n
〉
=
1
2|Λ|
|Λ|∑
l=0
(|Λ|
l
) ∏
t/∈ΩS′
(
cos2((2l − |Λ|)g′) + Vt sin2((2l − |Λ|)g′)
) ∏
n∈ΩS′\Λ
(
cos2((2l − |Λ|)g′)Vn + sin2((2l − |Λ|)g′)
)
,
(S22)
4and finally, I3 is given by
I3 = δS′,S′′
∑
ΩS′⊂{1,2,···,N}
 ∏
j /∈ΩS′
δS′j ,1
 ∏
i∈ΩS′
1− δS′i,1
3
 ∑
Λ⊂ΩS′
(∏
m∈Λ
Vm
) |Λ|∑
l=0
(|Λ|
l
)
×
∏
t/∈ΩS′
(
cos2((2l − |Λ|)g′) + Vt sin2((2l − |Λ|)g′)
) ∏
n∈ΩS′\Λ
(
cos2((2l − |Λ|)g′)Vn + sin2((2l − |Λ|)g′)
)
. (S23)
To compute the WS,S′ -matrix from Eq. (S11), it remains to take the trace of Eq. (S23) with S ⊗ S and divide by
22N , i.e
WS,S′ =
1
22N
tr(I3(S ⊗ S)) (S24)
Using Eq. (S23) together with tr(Vi(Si ⊗ Si)) = 43 (1− δSi,1), gives
WS,S′ =
1
22N
∑
ΩS′⊂{1,2,···,N}
 ∏
j /∈ΩS′
δS′j ,1
 ∏
i∈ΩS′
1− δS′i,1
3
 ∑
Λ⊂ΩS′
(∏
m∈Λ
4
3
(1− δSm,1)
) |Λ|∑
l=0
(|Λ|
l
)
×
∏
t/∈ΩS′
(
cos2((2l − |Λ|)g′)4δSt,1 +
4
3
(1− δSt,1) sin2((2l − |Λ|)g′)
)
×
∏
n∈ΩS′\Λ
(
cos2((2l − |Λ|)g′)4
3
(1− δSn,1) + 4δSn,1 sin2((2l − |Λ|)g′)
)
(S25)
Note that because of
∏
m∈Λ
4
3 (1− δSm,1) in Eq. (S25), Λ is constrained to be in ΩS ∩ΩS′ . The matrix elements of W
are
W =
1
22N
(
1
3
)|ΩS′ | ∑
Λ⊂ΩS∩ΩS′
(
4
3
)|Λ|[ |Λ|∑
l=0,2l 6=|Λ|
(|Λ|
l
)(
4 cos2((2l − |Λ|)g′))N−|ΩS∪ΩS′ |
×
(
4
3
sin2((2l − |Λ|)g′)
)|ΩS\ΩS′ |
×
(
4
3
cos2((2l − |Λ|)g′)
)|ΩS∩ΩS′ |−|Λ|
× (4 sin2((2l − |Λ|)g′))|ΩS′\ΩS |
+ δ2l,|Λ|
( |Λ|
|Λ|/2
) ∏
t/∈ΩS′
(4δSt,1)
∏
n∈ΩS′\Λ
(
4
3
(1− δSn,1)
)]
. (S26)
Note that the last term is only nonzero when both 2l = |Λ| and ΩS = ΩS′ . The last condition is equivalent to
|ΩS |+ |ΩS′ | − 2|ΩS ∩ ΩS′ | = 0.
We can combine all constant factors (same results holds for the 2l = |Λ| term)
(S27)
1
22N
(
1
3
)|ΩS′ |(4
3
)|Λ|
4N−|ΩS∪ΩS′ |
(
4
3
)|ΩS\ΩS′ |(4
3
)|ΩS∩ΩS′ |−|Λ|
4|ΩS′\ΩS | =
(
1
3
)|ΩS′ |+|ΩS |
.
Now, note that Λ only appears in Eq. (S26) as |Λ|. Thus, we can replace the sum over subsets of ΩS ∩ ΩS′ as∑
Λ⊂ΩS∩ΩS′ =
∑|ΩS∩ΩS′ |
k=0
(|ΩS ∩ ΩS′ |
k
)
. Thus, the W matrix can be written as
WS,S′ = W (|ΩS |, |ΩS′ |, |ΩS ∩ ΩS′ |) (S28)
=
(
1
3
)|ΩS′ |+|ΩS | |ΩS∩ΩS′ |∑
k=0
(|ΩS ∩ ΩS′ |
k
)[ k∑
l=0,2l 6=k
(
k
l
)[
cos2((2l − k)g′)]N−k−(|ΩS |+|ΩS′ |−2|ΩS∩ΩS′ |)
× [sin2((2l − k)g′)]|ΩS |+|ΩS′ |−2|ΩS∩ΩS′ | + δ2l,kδ|ΩS |+|ΩS′ |−2|ΩS∩ΩS′ |,0( kk/2
)]
,
which is what appears in Eq. 5 of the main text, with the identification w = |ΩS |, w′ = |ΩS′ |, v = |ΩS ∩ ΩS′ |. In the
main text, we also dropped the δ2l,kδ|ΩS |+|ΩS′ |−2|ΩS∩ΩS′ |,0 term and the 2l 6= k restriction in the sum which requires
one to be careful to identify 00 as 1. From this expression it is clear that W is a real symmetric (WS,S′ = WS′,S)
matrix with all positive matrix elements.
5II. MASTER EQUATION FOR SIMPLE INITIAL OPERATOR
Let us now assume that the initial operator O starts as a single-site operator on site 1 without loss of generality.
Then, the initial condition, averaged over the Haar unitaries is
〈
a2S(t = 0)
〉
=
{
1
3 if S = X1, Y1, Z1,
0 otherwise .
(S29)
We now claim that for these initial conditions, the probabilities
〈
a2S(t)
〉
only depend on the string weight w ≡ |ΩS | and
the weight on site 1, w1 ≡ |ΩS ∩ {1}|. Note that w1 takes values either 0 or 1. In light of this, it is convenient to define
the normalized probability distribution Let us normalize h so that it can be thought as a probability distribution,
(S30)h(w,w1) =
〈
a2S(t)
〉
D(w,w1),
whereD(w,w1) is the number of string configurations for a given w and w1. Since
∑
S′ =
∑
q=0,1
∑N−1+q
k=q 3
k
(
N − 1
k − q
)
,
we have
(S31)D(k, q) = 3k
(
N − 1
k − q
)
.
The claim above can be proved by induction. The base case is trivial to see, by multiplying the initial conditions
Eq. (S29) by the transition matrix W from Eq. (S28). The inductive step proceeds as follows. First, we decompose
the sum over strings S ′ as ∑S′ = ∑ΩS′⊂{1,···,N} 3|ΩS′ |, which yields
(S32)
〈
a2S(t+ 1)
〉
=
∑
ΩS′⊂{1,···,N}
1
D(|ΩS′ |, |ΩS′ ∩ 1|)3
|ΩS′ |W (|ΩS |, |ΩS′ |, |ΩS ∩ ΩS′ |)ht(|ΩS′ |, |ΩS′ ∩ 1|).
We then split the sum over terms where |ΩS′ ∩ {1}| = 0 or |ΩS′ ∩ {1}| = 1. For each of these terms, we further
decompose the sum over terms with equal |ΩS′ |. The remaining sum can be written as a sum over different values of
the overlap |ΩS ∩ ΩS′ |. The final result is〈
a2S(t+ 1)
〉
=
N−1∑
k=0
3k
min{|ΩS |−|ΩS∩{1}|,k}∑
m=0
(|ΩS | − |ΩS ∩ {1}|
m
)(
N − 1− |ΩS |+ |ΩS ∩ {1}|
k −m
)
W (|ΩS |, k,m)
ht(k, 0)
D(k, 0)
+
N∑
k=1
3k
min{|ΩS |,k−1+|ΩS∩{1}|}∑
m=|ΩS∩{1}|
(|ΩS | − |ΩS ∩ {1}|
m− |ΩS ∩ {1}|
)(
N − 1 + |ΩS ∩ {1}| − |ΩS |
k −m− 1 + |ΩS ∩ {1}|
)
W (|ΩS |, k,m)
ht(k, 1)
D(k, 1)
.
(S33)
Here, the first binomial in each bracket counts the number of ways one can choose the part of ΩS′ that is overlapping
with ΩS and the second binomial counts the number of ways to choose the non-overlapping part of ΩS′ . It is clear
at this point that the right-hand-side is a function of w = |ΩS | and w1 = |ΩS ∩ 1|. Thus, replacing
〈
a2S(t+ 1)
〉
by
Eq. (S30) and simplifying gives
(S34)ht+1(w,w1) =
∑
w′1=0,1
N−1+w′1∑
w′=w′1
R(w,w1, w′, w′1)ht(w′, w′1)
where the 2N × 2N matrix R is
R(w,w1, w′, w′1) = 3w
min{w−w1,w′−w′1}∑
m=max{0,w+w′−N+1−w1−w′1}
(
w′ − w′1
m
)(
N − 1− w′ + w′1
w − w1 −m
)
W (w,w′,m+ w1w′1), (S35)
6where w1, w
′
1 ∈ {0, 1}, w ∈ [w1, N − 1 + w1], w′ ∈ [w′1, N − 1 + w′1], and for completeness
W (w,w′, v) =
(
1
3
)w+w′ v∑
k=0
(
v
k
)[ k∑
l=0,2l 6=k
(
k
l
)[
cos2((2l − k)g′)]N−k−(w+w′−2v) (S36)
× [sin2((2l − k)g′)]w+w′−2v + δ2l,kδw+w′−2v,0( kk/2
)]
.
One may verify that
∑
iRi,j = 1 where i = (w,w1) and j = (w′, w′1). This means that if we start with normalized
h0, we will have a valid (normalized) probability distribution at later times.
The initial conditions become
(S37)h0(w,w1) =
{
1 if w = w1 = 1,
0 otherwise .
To get the probability of having a specific weight, we can sum over w1,
(S38)h(w) =

h(0, 0) if w = 0,
h(N, 1) if w = N,
h(w, 0) + h(w, 1) otherwise .
Note that h(0, 0) does not actually participate in the dynamics since R(0, 0, w′, w′1) = W (0, w′, 0) = δw′,0.
III. CONTINUUM APPROXIMATION
We assume here the normalization g′ = g√
N
. The first step is to approximate W (w,w′, v) for small g. We consider
the two cases w+w′ − 2v = 0, 1 which amount to a change of the string weight by 0,±1 and give rise to terms up to
g2.
The factors of cosine and sine appearing in Eq. (S36), up to g2, are given by
[
cos2
(
(2l − k) g√
N
)]N−k−(w+w′−2v)[
sin2
(
(2l − k) g√
N
)]w+w′−2v
≈
{
g2(k−2l)2(k−N)
N + 1 if w + w
′ − 2v = 0,
g2(k−2l)2
N if w + w
′ − 2v = 1.
(S39)
We can now perform the sums over l and k appearing in Eq. (S36). We find
(S40)W (w,w′, v) ≈
(
1
3
)w+w′−v {
1 + g2 2v32N (1− 3N + 2v) if w + w′ − 2v = 0,
g2 2v3N if w + w
′ − 2v = 1.
Let us now consider the R matrix. The w + w′ − 2v = 0, 1 cases contribute to the diagonal as well as super- and
sub-diagonals of each block of R. These matrix elements are
R(w, 0, w′, 0) = δw,w′3wW (w,w′, w′) + δw,w′+13w(N − w′ − 1)W (w,w′, w′) (S41)
+ δw,w′−13ww′W (w,w′, w′ − 1) +O
(
g4
)
,
R(w, 1, w′, 0) = δw,w′+13wW (w,w′, w′) +O
(
g4
)
, (S42)
R(w, 0, w′, 1) = δw,w′−13wW (w,w′, w′ − 1) +O
(
g4
)
, (S43)
R(w, 1, w′, 1) = δw,w′3wW (w,w′, w′) + δw,w′+13w(N − w′)W (w,w′, w′) (S44)
+ δw,w′−13w(w′ − 1)W (w,w′, w′ − 1) +O
(
g4
)
7Writing out the master equation, Eq. (S34), within the g2 approximation, we have
ht+1(w, 0)− ht(w, 0)
g2
=
2w
9N
ht(w + 1, 1) +
2w
9N
(1− 3N + 2w)ht(w, 0) (S45)
+
2(N − w)
3N
(w − 1)ht(w − 1, 0) + 2w(w + 1)
9N
ht(w + 1, 0),
ht+1(w, 1)− ht(w, 1)
g2
=
2(w − 1)
3N
ht(w − 1, 0) + 2w
9N
(1− 3N + 2w)ht(w, 1) (S46)
+
2(w − 1)
3N
(N − w + 1)ht(w − 1, 1) + 2w
2
9N
ht(w + 1, 1).
We can define ht(w) ≡ ht(w, 0) + ht(w, 1) and by adding both of Eqs. (S45) and (S46) we get a closed equation for
ht(w)
(S47)
ht+1(w)− ht(w)
g2
=
2w(w + 1)
9N
ht(w + 1) +
2w
9N
(1− 3N + 2w)ht(w) + N − w + 1
3N
2(w − 1)ht(w − 1)
Up to now, the only approximation we made was the expansion up to g2. We now assume that h(w, t) varies slowly
with respect to g2t and w, and replace finite differences by derivatives which yields a Fokker-Planck equation
(S48)∂th(w, t) = −∂w(D1(w)h(w, t)) + ∂2w(D2(w)h(w, t))
where we rescaled time g2t→ t. The drift and diffusion coefficients are
D1(w) =
2(4 + w + 3Nw − 4w2)
9N
, (S49)
D2(w) =
−3 + 3N(w − 1) + 7w − 2w2
9N
. (S50)
In terms of the scaled weight φ ≡ w/N , the Fokker-Planck takes the form
(S51)∂th(φ, t) = −∂φ
(
2
3
(
φ− 4
3
φ2
)
h(φ, t)
)
+ ∂2φ
((
φ
3N
− 2
9
φ2
N
)
h(φ, t)
)
where we dropped all the O(1/N) terms from the drift coefficient and all the O(1/N2) terms from the diffusion.
IV. ADDITIONAL DETAILS ON THE TIME-EVOLUTION OF h(w)
In this section, we provide additional numerical and analytical details regarding the probability weight distribution.
In Fig. S1, we plot snapshots of h(w) at different times, computed numerically using the exact master equation. The
initial distribution expands quickly and becomes extremely broad at intermediate times, before finally reaching the
steady-state, which as we show below, is, to a good approximation, a Gaussian centered at w = 3N/4 with a width
∼ ∆w/N ∝ 1/√N .
S1. Stationary solution for h(w)
At large t the distribution h(t, φ = w/N) approaches a stationary solution that obeys following equation
− ∂φ [D1(φ)h(φ)] + ∂2φ [D2(φ)h(φ)] = 0, (S52)
where
D1(φ) =
2
3
φ
(
1− 4φ
3
)
, D2(φ) =
φ
3N
(
1− 2φ
3
)
. (S53)
Integrating out Eq. S52 we obtain
−D1(φ)h(φ) + ∂φ [D2(φ)h(φ)] = C. (S54)
80.0 0.2 0.4 0.6 0.8 1.0
w/N
0.0
0.2
0.4
0.6
h
(w
)
g2t = 0.5
g2t = 2.0
g2t = 7.0
g2t = 30.0
Eq. S59
FIG. S1. Snapshots of the numerically computed h(w) for g = 0.1, N = 100 together with the analytical expression of the
steady-state from Eq. (S59).
Equation (S54) can be rewritten as
∂φh(φ) =
(
D1(φ)− ∂φD2(φ)
D2(φ)
)
h(φ) +
C
D2(φ)
. (S55)
Solution of (S55) is straightforward:
h(φ) = const× eJ(φ)
∫ φ
0
dφ′e−J(φ
′)
D2(φ′)
,
J(φ) =
∫
dφ
D1 − ∂φD2
D2
= 4Nφ− log φ+ (3N − 1) log (3− 2φ).
(S56)
As a result we obtain solution for h(φ) in the form:
h(φ) = const× e
NS(φ)
(3− 2φ)φ
∫ φ
0
dφ′ e−NS(φ
′), (S57)
where
S(φ) = 4φ+ 3 log (3− 2φ). (S58)
In the limit N → ∞ the main contribution in the integral (S57) comes from the vicinity of the boundary point
φ = 0. Expanding S(φ) in Taylor series in powers φ: S(φ) ≈ S(0) + 2φ and substituting it inside of the integrand in
Eq. (S57) results in
h(φ) ∼ e
NS(φ)
(3− 2φ)φ
[
1− e−2Nφ] . (S59)
Expression Eq. (S59) can be further simplified since eNS(φ) is strongly peaked in the vicinity of φ0 = 3/4 which is
the extremum of S(φ): S(φ) ≈ S(φ0) + S
′′(φ0)
2 (φ− φ0)2 + ..., that gives
h(φ) ∼ e
− 8N3 (φ−3/4)2
φ(3− 2φ)
[
1− e−2Nφ] . (S60)
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