Abstract. We show how to cheaply estimate the Fr echet derivative and the condition number for a general class of matrix functions (the class includes the matrix sign function and functions that can be expressed as power series) via the Schur decomposition. In the case of the matrix sign function we also give a method to compute the Fr echet derivative exactly. We also show that often this general method based on the Schur decomposition when applied the matrix sign function and the matrix exponential enables one to compute the function and estimate its condition number more cheaply than the various special techniques that exploit special properties of these two functions.
Introduction. One way to compute f(A) is via the Schur decomposition of
A. We will show that once one has the Schur decomposition one can cheaply obtain a condition estimate of f(A) (roughly speaking, a bound on kf(A + E) ? f(A)k=kEk for kEk small). There are other ways to compute f(A) if f has special properties (for example, f(A) = exp(A); A 1=2 ; sgn(A)). These are sometimes computationally less expensive. However, we show that if one also wants a condition estimate then the Schur method is often cheaper. The direct solution of Ax = b requires O(n 3 ) ops, while a condition estimate can be obtained in an additional O(n 2 ) ops. However, for the methods presented here (and indeed all known methods) the cost of computing f(A) and the additional cost of a condition estimate are both O(n 3 ).
In the rest of this section we discuss primary matrix functions (a general class of matrix function that includes both the matrix sign function and matrix functions de ned by power series), mention the relationship between the Fr echet derivative, the directional derivative, and the condition number, and give a simple lemma on which our results are based.
In Section 2 we give a way to compute the Fr echet derivative of the matrix sign function and show that the cost of the evaluation of sgn(A) and estimation of the condition number is a little less by the Schur method that by the iterative methods proposed in 7, Section 3]. We also give an improvement of one of the methods in 7, Section 3] .
In Section 3 we consider general (primary) matrix functions, and show how one can obtain an estimate of the condition number for f(A) for a fraction of the cost of computing f(A). We then compare the Schur method for exp(A) with the scaling and squaring methods discussed in 7, 12] . The Schur method is cheaper if the spectral norm of A is at least 16, and more expensive otherwise.
Let M m;n denote the space of m-by-n complex matrices, and de ne M n M n;n . Given D, a subset of the complex plane, let D n M n denote the set of matrices with spectrum contained in D. Let We de ne the (relative) condition number of f at A 2 M n by
This is equivalent to the (asymptotic) relative condition de ned in 13, Defn. 2]. We use k k F in this de nition (although we could use any other norm) so that later we will be able to exploit the fact that k k F is derived from an inner product to estimate f ( ) by a power method. If one takes f(A) = A ?1 and uses the spectral norm rather than the Frobenius norm in (1.1), then one can show that the resulting relative condition number is f (A) = kAk kA ?1 k, i.e. what is usually meant by the condition number of A.
If we take D = fjzj < Rg and f(z) = P 1 i=1 a i z i , where the series is convergent on D then f(A) = P 1 i=1 a i A i , which is what is usually meant by a matrix function. The matrix exponential, exp(A) = P 1 i=1 A i =i! is one such function. However, there are matrix functions that cannot be expressed as a power series. For example, if we take D = fz : Re(z) 6 = 0g and f(z) = sign(Re(z)), then f(A) = sgn(A) is the sign of the matrix A. Another way to de ne sgn(A) for A 2 D n is to write A = S(P N)S ?1 where P and ?N have spectra in the open right half plane, and de ne sgn(A) S I (?I)]S ?1 .
The matrix sign function separates the positive and negative invariant subspaces of a matrix and has various applications in the solution of Lyapunov and Ricatti equations 2], and recently has been used in parallel algorithms for the nonsymmetric eigenvalue problem, see for example 10].
It can be shown from 5, Theorem 6.6.14( . The key point of all these algorithms is that one can estimate f (A) by evaluating L f (A; ) a few times -usually twice is su cient to get within an order of magnitude of f (A). In this paper we will not consider the details of these algorithms, rather we will assume that 2 evaluations of L f (A; ) are su cient to estimate f (A). (This assumption is based on the satisfactory results obtained for the matrix exponential and logarithm in 6].)
In general there are no convenient formulae for kL f (A; )k. Kenney ops. See 11] for the details. One can check that the quantity in (1.5) is maximized over m; n 0 and m+n = k at m = n = k=2 and that the corresponding value of (1.5) is 11k 3 =16.
Our results in the rest of the paper are based on the following simple lemma. The inequality (1.10) follows from these three bounds and the assumption that 1=3. where C 1 C 1 = (I + P P) and C 2 C 2 = (I + PP ), thenŜ is unitary and (1.10) still holds, (in fact, a slightly stronger inequality is true). The cost of computingŜ by (1.12) is not much greater than by (1.7) since we can take C 1 to be the Cholesky factor of (I + P P) and similarly for C 2 . From a numerical point of view it would be better to computeŜ from a QR factorization of I P We have used (1.9) and the fact that sgn( ) is twice di erentiable at W for (2.9), the remark preceding this proof and Lemma 1.1 for (2.10), and have multiplied out and collected second order terms for (2.11).
2
This result is super cially similar to Byers' result 3, Theorem 2] since both involve the Schur Decomposition and sep(A; B). However, he was interested in the backward stability of Newton's Method (which is independent of the conditioning of the matrix sign function) for computing the positive and negative invariant subspaces of a matrix (which is closely related to computing the matrix sign function) .
We will now estimate the computational cost of various methods of computing sgn(A) and estimating its condition. These are summarized in Table 1 . The point is that if one requires only sgn(A) then one can see, from column 1, that it would be cheaper to use Newton's method. On the other hand, if one also requires a condition estimate for the sign function at A then, from column 4, it is cheaper to compute the entire Schur decomposition (using the QR algorithm) and compute the sign function and a condition estimate using this.
Note that all the methods under consideration are iterative and that the ops counts depend heavily on the number of iterations required for convergence. So the totals given in Table 1 are merely estimates. For this reason we have rounded the nal total for the Schur method. One should also note that the table merely gives op counts { it does not di erentiate between ops associated with matrix multiplication, matrix inversion or applying the QR iteration. In order to get a true idea of the relative e ciency of the di erent methods one should consider these factors and the computer architecture.
Theorem 2.1 outlines a method to compute the Fr echet derivative of the sign function at a matrix W of the form given in (2.1). The following algorithm presents this in algorithmic form. 4 . Compute PX and XP. L sgn is now given by (2.2). Let us determine the computational cost of this assuming that A and B are quasiupper triangular, as will generally be the case, and that X, the solution to (2.4) is known. Since X is independent of E it need ony be computed once and we will include the cost of this in the cost of preprocessing to be discussed later. Assume also that A is m m, B is l l, and that l + m = n.
The cost of forming the products CP; PC; AP ; P B; AX; X B; XP and PX is 8(l 2 m + m 2 l) = 8lmn 2n 3 ops (since l + m = n). It is also necessary to solve a Sylvester equation of the form AY ? Y B = Z twice. The cost of this, using for example a variant of the Bartels-Stewart algorithm 4, Algorithm 7.6.3] for quasi upper triangular A and B, is at most 11n 3 =16 ops per Sylvester equation from the discussion after (1.5). Thus the cost of each evaluation of L sgn (W; E) is at most 52n 3 =16, after the necessary preprocessing. If m and l are not equal then the cost will be less than this. Now we will consider the cost of computing sgn(M) via the Schur decomposition and the cost of the preprocessing for the computation of L sgn . Computation of orthogonal U and upper triangular T such that M = UTU requires approximately 25n 3 ops 4, Algorithm 7.5.2], then sgn(T ) requires a further 2n 3 =3 ops (using a variant of Parlett's algorithm for computing a function of an upper triangular matrix), and nally computing sgn(M) = Usgn(T)U uses a further 4n 3 ops. To estimate the condition number for sgn(T ) (which is the same as that for sgn(M)) we must nd an orthogonal V such that W = V TV is upper triangular as well as being of the form required by Theorem 2.1. Using for example the algorithm for ordering the eigenvalues of a triangular matrix given in 1] this can be done in at most 2n 3 ops. Finally, solving AX ? XB = 2C takes 11n 3 =16 ops.
Let us compare the cost of our method with that of methods based on the scaled Newton's iteration: S k+1 = k S k + ( k S k ) ?1 ]=2; S 0 = M: (2.12) If the k are suitably chosen then S k converges quadratically to sgn(M). See 8] for a discussion of several simple and e ective choices of k . Each iteration of (2.12) requires 2n 3 ops for the computation of an inverse. The cost of computing k is generally negligible.
The cost of this method and the associated condition estimation scheme is strongly dependent on the number of iterations of (2.12) required for convergence. This number depends on the matrix M and is least if M is normal and has clustered eigenvalues. Based on the results in 8] and our own experiments at least 7 iterations and frequently more are required if M is non-normal and has widely scattered eigenvalues. We will use 7-10 iterations in our comparisons. Note that in 8, Example 1] there are examples where 15 iterations are required, even with the optimal choice of the k . In these cases (2.12) will be much more expensive than the Schur approach. Another factor that will a ect the cost comparison is the number of times L sgn needs to be evaluated in order to obtain an acceptable estimate of sgn (M). We will take this number to be 2, but it may be larger, and this would greatly favor the Schur method which can evaluate L sgn (M; ) cheaply after the preprocessing. It is rarely less than 2.
One can estimate L sgn (M; E) by a forward di erence:
L sgn (M; E) sgn(M + tE) ? sgn(M) t ; (2.13) for some suitably chosen value of t. Given sgn(M) this requires one extra evaluation of sgn( ). Thus, under our assumptions, this method of condition estimation combined with (2.12) requires 42-60n 3 ops to compute sgn(M) and estimate sgn (M). The cost of the Schur method for computing sgn(M) and estimating sgn (M) = sgn (W ) is about 39n 3 ops which is a little less.
One can also compute L sgn (M; E) by a Newton iteration without the use of forward di erences 7, Theorem 3.3] (2.14) where S ?1 k are given by (2.12). This iteration is also quadratically convergent and takes about as many iterations to converge as (2.12), but because 2 matrix multiplications are required at each step it is twice as expensive as (2.13) for computing L sgn . However, we can approximate the iteration (2.14) by Since S ?1 k has already been calculated in (2.12), this iteration requires only one extra matrix inversion per step, and so is half the cost of (2.14). Using the Neumann series one can check that the error in the approximation (2.15) is O(t), so if t is suitably chosen then not too much error is incurred at each step. The discussion on 7, p. 501] shows that an error incurred at a given step of iteration (2.14) does not grow as the iteration proceeds. Thus if t is chosen chosen appropriately, one can obtain a good estimate of L sgn (M; E) by the iteration (2.15) for the same cost as (2.13). If one only wants an order of magnitude estimate of kL sgn (M; )k it may not be necessary to iterate (2.15) to convergence. This idea needs to be tested in practice, especially in the case that sgn (M) is large, but it may prove to be less expensive that the Schur method.
Note that in exact arithmetic, the method in Theorem 2.1 gives the exact value of L sgn (M; E), the iteration (2.14) converges to the exact value, (2.13) gives an O(t) approximation, and (2.15) combined with a suitable stopping criterion will terminate at an O(t) approximation.
3. Primary Matrix Functions. In this section we consider estimating f (T ) for a primary matrix function (de ned in Section 1) and a block upper triangular matrix T with well separated main diagonal blocks. Such matrices arise when f(M) is computed via the Schur decomposition as described in the next paragraph.
A popular way to compute f(M) is to rst nd an orthogonal U such that
where T is block upper triangular and the main diagonal blocks of T are well separated, i.e., 0 = min i6 =j sep(T ii ; T jj ) (3.1) is \not too small". Then compute f(T) = F ij ] k i;j=1 , which will again be block upper triangular, by (block) diagonals. Start with the main diagonal, where one uses F ii = f(T ii ), and compute each superdiagonal in turn using the fact that Tf(T) = f(T)T. and so 0 . We will assume that is not too small in relation to kEk. Then by applying Lemma 1.1 (k?1) times we can compute a matrix U that is orthogonal (up to O(kEk 2 )) such that U (T + E)U =T + O(kEk 2 ). Note, there is no need to actually form U, we can keep it as a product of matrices of the form (1.7). We can then compute f(T) cheaply by the method outlined in the previous paragraph. (This computation will be stable because, by assumption, kEk is small in comparison to 0 .) We can then form f est (T + E) Uf(T)U , which, by arguments similar to those in the proof of Theorem 2.1, is an O(kEk 2 ) approximation to f(T + E). So given E we have the forward di erence estimate of L f (T; E):
In Appendix I we give a more precise discussion of the error analysis, and, in particular, show how to choose t. In Appendix II we give a listing of a Matlab .m le that implements this idea to compute f est (T + tE). Sometimes one wishes to compute e tA for several values of t. In this case the Schur method is more e cient, both for the computation of e tA and for condition estimation. 4 . Appendix I. Now we will give a more precise analysis of the errors that occur in the forward di erence approximation L f (T; E). This will enable us to choose t appropriately. We will use the notation of Section 3 and assume that kEk = 1.
The rst step in estimating f(T +tE) is to restore T +tE to block upper triangular form one block column at a time. At the rst stage we have T + tE = (T + tE) 11 )kEk where c 1 and c 1. Thus the size of the subdiagonal has grown by a factor of c(1 + ). We would like to be small. This will be the case if is large or if T is almost block diagonal. For simplicity we will assume that c(1 + )] k?1 , the growth factor for the whole process, is at most 2. Recall that also depends on t so is also increasing, but by no more than a factor of 2 in total. Let U be the product of the matrices S de ned in Lemma 1. 
The rst of these two terms is due to the fact that U is not unitary, and can be eliminated by using unitary transformations in Lemma 1.1 -that is use (1.12) rather than (1.7). However, since when one forms the product Uf(T)U , there will be an error of norm about n kf(T)k where is machine precision the extra term 2^ 2 kf(T)k is unlikely to be cause a serious problem. Using a unitary U will not reduce the second term. The only way to reduce the second term is by applying Lemma 1.1 toT +Ê to further reduce the (block) subdiagonal part ofT +Ê. This would potentially double the cost of condition estimation.
One can nd a constant M, based on the norm of the second derivative of f, such that One approach is to minimize the right hand side of (4.4). All the quantities on the right hand side are known except for kL f (T; )k, which can be estimated after one step of the procedure, and M. One could estimate M if f(z) = P i a i z i by considering f abs (z) = P i ja i jz i . This is likely to give a gross overestimate of M.
It is not necessary to estimate L f (T; E) very accurately since we are only interested in obtaining an order of magnitude estimate of kL f (T; E)k for condition estimation. So another approach is to nd an acceptable value of t rather than the best. Since the last two terms of (4.4) are increasing functions of t (recall that~ contains a factor of t) we will choose t as small as possible, without making the rst term too large. In particular, take t = 2n kf(T)k kL f (T; )k est ; (4.5) where kL f (T; )k est is an estimate of kL f (T; )k est , and may be changed at each iteration.
If the sum of the last two terms in (4.4) is less than :4kL f (T; )k, then our choice of t in (4.5) ensures that the right hand side of (4.4) is less than :9kL f (T; )k and hence that our forward di erence estimate of kL f (T; )k is correct to within a factor of 10. On the other hand, if the sum of the last two terms in (4.4) is greater than :9 2 kL f (T; )k then even the optimal choice of t will not ensure that the right hand side of (4.4) is less than :9kL f (T; )k. Thus it is unlikely that our choice of t in (4.5) will give an unacceptable estimate of kL f (T; )k and that the optimal choice of t, had we been able to determine it, would have given an acceptable estimate.
