Abstract. The classical "fast chemistry" analysis by Damköhler remains a common basis for calculation methods aimed at turbulent reacting flows. Perturbation approaches can be used to introduce finite rate chemistry effects, particularly where a distinct chemical time-scale separation is present, though more comprehensive techniques, e.g. based on a transported joint probability density function (JPDF), are typically required. Potential difficulties with the JPDF technique include issues related to the intrinsic structure of turbulent flames, particularly at low Reynolds numbers, and models for molecular mixing. The ability to predict the formation of NO is particularly interesting in this context given the strong sensitivity to chemical kinetic and non-adiabatic effects. The current work initially provides an assessment of uncertainties in the formation chemistry of NO in the context of new quantitative measurements, obtained in non-premixed laminar methane/air counterflow flames using ps-LIF, and subsequently explores how these translate to turbulent flames. A consistent systematically reduced (16 independent, 4 dependent and 28 steady state scalars) reaction mechanism is applied to model the turbulent flames of Barlow and co-workers (8200 ≤ Re ≤ 44000). The highest Re number flame additionally permits an investigation into the ability of the transported JPDF technique to deal with emissions of nitric oxide in flames close to global extinction. The work shows that the technique has the potential to reproduce NO levels and conditional PDFs under conditions with significant local extinction/re-ignition to within the uncertainties associated with the principal elementary reaction steps.
Introduction
The formation of nitric oxide is kinetically rather than thermodynamically controlled and calculation procedures must be able to represent interactions between turbulence and finite-rate chemistry over a wide range of Damköhler numbers. The practical relevance of the problem stems partly from an increased interest in stratified combustion processes (e.g., gasoline direct-injection), the need to stabilize lean partially premixed gas turbine combustors, e.g. through diffusion flame pilots, and a desire to reduce signatures from high performance propulsion devices. The latter increasingly operate close to stability limits and calculation procedures must be able to account for the effects of local extinction and re-ignition events upon computed emissions levels.
Past work aimed at establishing the effects of thermochemical uncertainties on computed NO levels has focused on measurements of chemical species in a wide range of premixed laminar flames [4, 20, 25] . Such work has proved instrumental in evaluating the effects associated with uncertainties in rate constants and reaction paths. Other studies have included measurements of species profiles in both premixed [4, 20, 25] and non-premixed flames [35] artificially seeded with NO to explore the NO destruction chemistry. It is evident that the prompt NO production pathway CH + N 2 → HCN + N exerts a dominant influence in laminar flames [27] . The uncertainties associated with the initiating step are reflected in investigations of turbulent diffusion flames pursued as part of successive International Workshops on the Measurement and Computation of Turbulent Non-premixed Flames (TNF) [1, 2] . The associated flames have been used extensively as test-cases for the assessment of models for NO formation. The computational studies of Coelho and Peters [7] and Pitsch and Steiner [30] feature RANS and LES approaches for the flow field, respectively, combined with unsteady flamelet modeling for the scalar field. A conditional moment closure (CMC) has been implemented by Roomina and Bilger [32] , whereas Lindstedt et al. [23] and Tang et al. [38] applied transported joint probability density function (JPDF) methods. Encouraging predictions have been obtained at moderate Reynolds numbers (Re ∼ 22400) though uncertainties in the thermochemistry and radiative heat losses have obscured findings. Consistent over-predictions of peak NO levels have also been a common difficulty.
Much of the validation of detailed and systematically reduced reaction mechanisms has been based on the use of NO concentration profiles determined through LIF techniques. The range of rate coefficients that is available (and used in various mechanisms) for the initiating reaction necessitates further investigation. A primary objective of the current paper is thus to assess current uncertainties in the formation chemistry of NO in the context of new quantitative measurements of NO concentration profiles in non-premixed methane/air counterflow flames [12, 35] and to explore how these translate to turbulent flames covering a wide range of Reynolds numbers. A further objective is to investigate the ability of the transported JPDF and steady state flamelet techniques to predict emissions of nitric oxide in the presence of significant local extinction and subsequent relight.
Principal Thermochemical Uncertainties
A number of studies aimed at the development of detailed kinetics for the modeling of nitric oxides have considered both premixed (e.g., [26] ) and non-premixed combustion (e.g., [22] ). In contrast to premixed flames (cf. [20] ), the systematic assessment of the uncertainties associated with the modeling of NO x in diffusion flames has received comparatively little attention. Sick et al. [35] investigated the recommendations by Deon et al. [11] , Lindackers et al. [21] and GRI-Mech. 2.11 by Frenklach et al. [15] for the prompt NO formation channel in a range of counterflow CH 4 /Air diffusion flames. The principal uncertainties associated with the CH chemistry were outlined and three key reaction steps are given below.
Sick et al. [35] tentatively concluded that the prompt channel (I) rate determination by Dean et al. [11] is broadly consistent with flame data. It was also shown that the rate suggested by Lindackers et al. [21] yielded an over-prediction of NO by around 50% in laminar flames. By contrast, the rate suggested by Frenklach et al. [15] was shown to have a tendency to result in under-predictions of NO levels by around a factor of 2 and a subsequent revision of the GRI-Mech 2.11 was aimed at alleviating the problem. The study by Barlow et al. [3] of partially premixed CH 4 /Air flames is broadly consistent with the above findings though it was found that GRI-Mech. 3.0 significantly over-predicted NO formation. The prompt channel has also been studied theoretically by Miller and Walch [27] and the latter study showed good agreement with the experimental work of Dean et al. [11] . The two expressions may be viewed as indicative of current uncertainties in rate data. It is, however, evident that a quantitative determination of the CH radical in laminar diffusion flames would be most helpful in further reducing current uncertainties. Work in premixed laminar flames, e.g. Juchmann et al. [20] and Berg et al. [4] , has proved very helpful in the past and more recent efforts, e.g. Evertsen et al. [13] , have further emphasised current uncertainties. The prompt NO formation rates of Lindackers et al. [21] , Dean et al. [11] and Miller and Walch [27] are shown in Table I and are plotted as a function of temperature in Figure 1 . The CH oxidation steps (II, III) are retained from the study by Sick et al. [35] with k II = 7. 
Quantitative Laminar Flame NO Data
Laser-induced fluorescence (LIF) has become increasingly popular as a nonintrusive, spatially precise probe of NO and other important related species [9] . When applied with conventional (3-20 ns) lasers, linear-LIF produces signal intensities that are dominated by collisional quenching effects in atmospheric pressure flames. Consequently, measurements [28] and modeling [29, 37] of quenching rate coefficients for the NO A 2 + state by various chemical species have been used to evaluate such data. However, the process requires detailed knowledge of temperature and concentrations of the species responsible for quenching, and such information often comes from the model being tested, or, less frequently, from measurements [6] . An alternative approach, excitation with lasers of short pulse duration compared to quenching rates, can be used to directly measure the LIF lifetime. The approach has been used with ns-pulse lasers in low pressure flames [37] . In atmospheric pressure flames, nanosecond pulses are too long to make LIF lifetime measurements, with a few exceptions such as formaldehyde [34] . Instead, lasers capable of producing picosecond pulses are used; time-resolved picosecondlaser based LIF (ps-LIF) experiments have been used to measure concentrations of OH (e.g., [5] ) and CH [31] in flames, and to map fluorescence lifetimes of NO in flames seeded with NO [33, 39] . The ability to temporally resolve the NO fluorescence signal allows determination of an effective quenching rate, consisting of contributions from all species.
The application of such approaches to quantitative NO measurements in nonpremixed counterflow flames was shown by Driscoll et al. [12] . The picosecond laser system used [40] was based on a distributed feedback dye laser (DFDL) operating near 677 nm at a 20 Hz repetition rate with the ability to perform automated wavelength scans and an active wavelength stabilization system. Frequency-tripling to 226 nm yielded output pulses with a FWHM bandwidth of 1.1 ± 0.1 cm NO molecules were excited through the P 1 branch bandhead peak near 226.362 nm because it consists of overlapping P 1 transitions ranging from J = 7.5 to 10.5 and P 2 (J = 22.5), providing stronger absorption and reduced sensitivity to temperature over the range probed (300 K to 2000 K). In addition, this excitation wavelength did not produce significant emission from Schumann-Runge bands of O 2 in dispersed fluorescence measurements. As described by Driscoll et al. [12] , the wavelength and temperature dependent spectra were simulated to account for temperature influences on the measured signals. Besides calibrating the LIF signals with measurements of NO (30 ppm) in a mixture with N 2 flowing through the burner head, a number of other corrections were needed to fully quantify the measurements across the flame. These effects include the spectral efficiency of the detection system, laser beam and signal absorption, signal attenuation due to shadowing effect by the burner head, and quenching (as directly measured via the time-resolved ps measurements). The technique is here applied to laminar diffusion methane/air flames established on a Tsuji-type counterflow burner that was replicated from previous work [35] with the rate of strain covering a range from 59 s −1 to 269 s −1 . Spatial profiles were obtained by vertically translating the burner head within the housing using micrometercontrolled translation stages. The burner axis (along the cylinder) was rotated with respect to the laser beam by 20 0 as it was found that this substantially reduced the effect of beam steering due to thermal gradients. Temperature also has a large impact upon computed NO levels and here measurements were performed with a broadband CARS setup [12] probing N 2 .
The fluorescence decays were analyzed to yield both the initial signal at t = 0, the lifetimes τ , and the quenching rates Q. Extrapolation to t = 0 was used for the concentration measurements rather than normalizing the measured integrated fluorescence signal with the measured lifetime though both approaches give the same result [12] . The uncertainty in the temperature measurements affects the concentration measurements through the density correction and through the line overlap/thermal population correction. This contribution was calculated to be 3.2% based on the estimated 30 K uncertainty at peak temperatures. The uncertainty associated with beam energy fluctuation corrections is 1%. The neutral density filters used to attenuate signal add an additional 4% to the overall uncertainty from sampling analysis. Assumptions used in the determination of the excitation fraction (linear excitation without saturation) imposes an additional 10% uncertainty (estimated). A systematic error of 10% was imposed to account for possible wavelength shifts of the laser and the resulting effect on excitation. Finally, random error was determined to be 5%. The addition of these values in quadrature yields an overall uncertainty of 16% in the NO concentration measurements. The uncertainty in measurements close to the burner in the high strain rate flame is estimated to be as large as 30% due to a large uncertainty in the measured temperature.
The differences in strain rates for the three flames investigated are large enough to produce substantially different temperature profiles as shown in Figure 2 . The flame with the lowest strain rate is stabilized with the flame front farthest away from the burner head but still the width of the overall flame is large enough to cause the temperature close to the surface to be substantially higher than for the other flames indicating some heat loss to the surface. The fitted temperature profiles used in the computations are also shown and the measured temperatures were also used for the corrections to the LIF signals [35] . Adiabatic computations indicate heat losses ∼4-5% for the current flames and the measured temperature profiles are considered more accurate. Accordingly, results obtained with fitted temperature profiles for the three different flames are shown in Figure 3 . While the peak concentrations for the lower strain rate flames (α = 59 s −1 and 119 s −1 ) are approximately the same at ∼80 ppm the peak concentration for the high strain rate flame drops to ∼50 ppm. The NO concentrations determined by Sick et al. [35] suggested a peak value of ∼125 ppm 
Calculation Procedure for Turbulent Flames
The calculation procedure follows that of Lindstedt et al. [23] and has been shown to result in good predictions of flow fields and major scalars. The velocity field is thus modelled using the second moment closure of Speziale et al. [36] and the generalized gradient diffusion formulation of Daly and Harlow [10] is used for the closure of triple moment and pressure transport terms. The calculations feature the standard closure for the turbulent kinetic energy dissipation rate [19] , with the C ε2 constant adjusted from 1.92 to 1.8 in order to improve the predicted rate of spread. The equation for the evolution of the JPDF is solved using the Monte Carlo approach, featuring moving particles in a Lagrangian framework, of Hůlek and Lindstedt [17] and molecular mixing is modeled using the modified Curl's model of Janicka et al. [18] . Hůlek and Lindstedt [17] considered joint velocity-scalar statistics. By contrast, the current work features joint scalar statistics and hence a model is required for the transport of the JPDF in physical space. The latter is here obtained through a gradient diffusion approximation with the corresponding "turbulent Prandtl number" (Pr) set to a value of unity and the velocity-scalar time-scale ratio is assumed constant with C φ = 2.3.
The chemistry adopted in the present work is that used by Lindstedt et al. [23] , with the prompt rate (I) updated as indicated, and the systematically reduced form features 20 The solution procedure features an implicit parabolic formulation in a transformed streamfunction based coordinate system. The cross-stream direction is discretized by means of 70 computational cells. An average of 100 particles/cell is used and about 1900 axial steps are used to cover the flame length of ∼80 jet diameters. The velocity and scalar fields are initialised by fitting the experimental data at the burner outlet.
In the current work radiative heat transfer effects are accounted for through the inclusion of the RADCAL method [16] and enthalpy as a solved scalar. The effects of introducing the radiation model are readily apparent from comparisons of the measured and computed radiant fractions ( f rad ) defined as the ratio of the total radiated power (Ṡ rad ) to the power released during combustion.
In the above expressionṁ fuel is the mass flow rate of the fuel in the fuel stream at the exit of the nozzle given bẏ
where ρ F is the density of the fuel stream (1.15 kg/m 3 ),ũ F,B is the fuel bulk jet velocity, as shown in Table II , X CH 4 is the fuel mole fraction (0.25), and M CH 4 and M mix denote the molecular weight of CH 4 (16 kg/kmole) and the fuel mixture (25.65 kg/kmole), respectively. Further, H comb is the heat of combustion of 
where σ SB is the Stefan-Boltzmann constant (σ SB = 5.669 
and a fit for CO is given in two temperature ranges with the corresponding coefficients demonstrated in Table IV . Frank et al. [14] measured total radiant fractions of 5.1% and 3.0% for flames D and F, respectively, whereas the current predicted values up to x/D = 80 are 7.4% and 4.0%. The differences between computed and measured values are arguably consistent with the optically thin flame approximation. More comprehensive treatment of the radiative heat losses is possible (e.g., [8] ) though the predominant uncertainties downstream in the flame (x/D ≥ 50) are associated with the rate of spread.
Results for Turbulent Flames
The current work on laminar flames indicates that the rates for the prompt NO formation determined by Dean et al. [11] and Miller and Walch [27] bracket current uncertainties and the objective here is to explore the effects of the two aforementioned rates on computed NO levels in turbulent flames. To this effect, calculations corresponding to the experimental data of Barlow and co-workers [1, 2] for Flames B, D and F have been performed.
The conditional statistics of scalars presented below are defined as the massweighted means of any scalar variable Y φ conditioned on f = ψ by ρY φ | f = ψ / ρ , where ψ is the mixture fraction sample space. At a specific axial location (e.g., x/D = 15), the conditional means are extracted by consideration of all Lagrangian particles that lie in the single strip of cells in the radial direction centered on that location. In the experiment, the conditional means are constructed in a similar fashion from data at all radial locations. A total of 40 bins in mixture fraction space are used for this calculation.
The computed conditional averages of temperature in mixture fraction space at x/D = 15 for Flames B, D and F are compared with measurements in Figure 4 . The agreement may be considered satisfactory. The two different rates considered for the prompt NO channel lead to almost identical temperature predictions and only calculations corresponding to the rate of Miller and Walch [27] are shown. Predictions of reactive scalars for Flame B at x/D = 15 are shown in Figure 5 . The overall agreement is satisfactory and the effects of radiative heat losses remain small at this axial location. The only notable disagreement concerns the H 2 profile which is over-predicted by ∼50 %. The discrepancy vanishes at higher Re numbers (e.g., Flame D) and could be an indication of differential diffusion effects. However, key reactions, such as CO + OH = CO 2 + H which governs the CO to CO 2 conversion, do not appear to be strongly affected. As far as NO is concerned, excellent predictions are obtained with the rate of Dean et al. [11] , whereas the rate of Miller and Walch [27] results in under-predicted peak NO levels by ∼30%. No other experimental data are available for Flame B and the overall level of agreement is encouraging given the low Reynolds number (Re ∼ 8200).
Predictions of NO mass fractions obtained with the two rates are also presented for Flames D and F. The measurements include axial profiles, radial profiles in physical and mixture fraction space at different jet locations, scatter data as well as conditional PDFs. Figure 6 shows the axial profiles of temperature, its rms and NO mass fractions for Flames D and F. Excellent agreement is obtained for temperature for both flames computed up to x/D = 50, while further downstream the temperature is over-predicted by up to 250 K. The discrepancies may be attributed to the use of a gradient diffusion closure, using a constant "turbulent" Prandtl number, for the turbulent transport of the PDF. Over-predictions of NO levels by up to a factor of 2 and 2.5 for Flames D and F, respectively, follow the temperature over-prediction. Such over-predictions for Flame D have also been reported by Coelho and Peters [7] , Pitsch and Steiner [30] and Roomina and Bilger [32] . Figure 7 presents the distribution of temperature and its rms in physical space for Flames D and F. The results shown here feature the rate of Miller and Walch [27] . Comparisons between experimental data and computed results show that for both cases the rate of spread is well predicted. Moreover, the low mean temperatures observed for Flame F at x/D = 15 indicate that the computations predict significant amounts of partial extinction at this location. On the other hand, over-predictions of the peak temperatures at the centre-line are observed for both flames at x/D = 60.
Predictions of the NO mass fraction distribution in physical space for Flames D and F are shown in Figures 8 and 9 , respectively. Inspection reveals that up to x/D = 45 good agreement is achieved for Flame D, whereas at x/D = 60, both rates lead to an over-prediction of the NO levels close to the centre-line, following the temperature over-prediction at the same location. In contrast to the current results, the corresponding predictions of Coelho and Peters [7] and Roomina and Bilger [32] have provided NO peak values twice those measured. Encouraging results are also obtained for Flame F, where the rate of Miller and Walch [27] tends to provide satisfactory agreement. Figures 10 and 11 show the evolution of the NO mass fraction in mixture fraction space for Flames D and F, respectively. The overall agreement is very satisfactory and the two rate determinations essentially bracket the experimental data. Arguably, the rate determination of Miller and Walch [27] results in better agreement with experimental data and this finding is consistent with the work in laminar flames. However, other thermochemical uncertainties may well influence the current finding and quantitative determinations of CH radical concentrations would be very beneficial. With the exception of the first measurement station, the NO concentrations for Flame F are consistently over-predicted indicating that the computations predict less local extinction than measured. However, the flame is very sensitive to boundary conditions and no attempt was made to improve the agreement further. Scatter plots of NO mass fraction versus mixture fraction at x/D = 15, 30 and 45 are presented in Figures 12 and 13 for Flames D and F, respectively, with the predictions featuring the rate of Miller and Walch [27] . Laminar flamelet data obtained with the same mechanism used in the laminar flame calculations shown above are also shown for two rates of strain (α = 20 s −1 and α = 400 s −1 ). The higher value corresponds to a flame approaching extinction. The calculations feature an equal diffusivity approximation and the 25% CH 4 /75% air fuel stream of the equivalent turbulent flames. The calculations suggest that the flames are subject to high rates of strain and that significant departures from the steady-state flamelet approximation are present. The peak values of conditional averages of CO and NO in mixture fraction space were selected at all locations where measurements are available. The resulting axial profiles are compared with the corresponding experimental data and laminar flamelet calculations in Figure 14 .
The computed conditional PDFs of NO mass fraction featuring the rate of Miller and Walch [27] are compared with measurements at x/D = 15, 30 and 45 for Flames D and F in Figure 15 . The former are extracted from particles in a specified mixture fraction range ( f l ≤ f ≤ f u ). The mixture fraction range is specified in accordance with Barlow and Frank [2] . In general, as the distance from the nozzle increases, the PDF is shifted towards higher values of NO concentrations. This trend is captured reasonably well by the computations. The evolution of the shape of the PDF also appears well reproduced.
Conclusions
In the present work, a transported PDF approach, closed at the joint scalar level, is coupled with a comprehensive chemistry description and applied to a range of turbulent CH 4 /O 2 /N 2 diffusion flames. It is shown that the radiative heat losses can be reproduced with satisfactory accuracy and that predictions of oxides of nitrogen in the current turbulent flames are primarily linked to the level of sophistication in the chemical closure rather than other factors (e.g., differential diffusion effects). In particular, the formation rate for the prompt NO channel has been shown to be of paramount importance and results obtained are fully consistent with those observed in laminar flames. The calculations also show that the evolution of the shape of the conditional PDF of NO is captured even in the presence of local extinction and re-ignition. It is suggested that quantitative determinations of the CH radical in both laminar and turbulent flames would be very beneficial in order to resolve remaining thermochemical issues. Additionally, the significant uncertainties regarding the scalar dissipation rate appearing in the closure for the molecular mixing term must also be resolved, due to the significant influence on extinction and re-ignition phenomena.
