The proposed SLAC Linear
Introduction
The proposed SLAC Linear Colliderls2 (SLC) project will provide electron-positron colliding beams at a center-of-mass energy of 100 GeV with a luminosity of 1030 cm-2sec-1.
The SLC general layout in Fig. 1 shows that the existing SLAC LINAC will be combined with several additional accelerator components to produce colliding beams.
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Fig. 1. Layout of the SLAC Linear
Collider.
An accelerator cycle will begin with the assumption that the electron and positron damping rings each contain two equally spaced high-intensity low-energy bunches.
One of the positron bunches will be extracted from the damping ring, passed through a bunch-length compressor, and injected into the LINAC. Then both electron bunches will be extracted from the electron * Work supported by the Department of Energy, contract DE-AC03-76SF00515. damping ring, passed through a bunch-length compressor, and injected into the LINAC. The typical spacing of the three bunches in the LINAC will be about 15 meters. The three bunches will be accelerated along the LINAC.
The third bunch, an electron bunch, will be extracted from the LINAC at the two-thirds point and directed at a positron production target. The first two bunches, a positron bunch followed by an electron bunch, will continue to the end of the LINAC where they will have attained an energy of 50 GeV. Bt the end of the LINAC, the two bunches will be separated by a DC magnet and they will then pass through matching transport sections, colliding arcs, and a final focusing section before colliding at the interaction point. In the mean-time, the positrons produced by the third "scavenger" electron pulse will be focused and accelerated and then brought back to the beginning of the LINAC.
These The heart of the SLC computer system will be based on a dual DEC 11/780 VAX system with shared memory and shared disks.
The computers will be used to provide on-line execution of large modeling programs and will serve to interface with the machine operators in order to direct the overall efforts of the control system. These computers will also serve as a base for both the VAX and n-processor software development efforts. The dual processor architecture will provide extensive processing power when both processors are operational.
Either processor will be capable of assuming full operational responsibility for the system in the event of the failure of the other processor. This will be accomplished by simply moving the execution of software programs from the failed processor to the operational processor.
No hardware switching will be required. The definition of possible faults will be described in a computer file that can easily be modified by machine operators. Thus, troublesome situations can be defined as they are encountered so that a warning can be generated for all future occurrences of similar problems. The p-processor clusters will provide local control algorithms for the operation of the technical equipment. In general, the p-processors will receive an operational configuration in engineering units for its equipment from the VAX. The p-processors will then insure that the equipment is set to that configuration and will only report back to the VAX when it is unable to achieve or maintain the desired configuration. The p-processor clusters will also provide monitoring information in engineering units to the VAX upon request. Dedicated u-processor systems will also be used to implement timesensitive digital control loops wherever required.
Instrumentation
This section will describe the functional operation of some of the major SLC instrumentation sub-systems. The examples cited here are primarily relevant to the operation of the LINAC since most of the engineering effort to date has been applied in this area. However, it is anticipated that many of the principles described here will be directly applied to support the needs of the other accelerator components.
Beam Monitoring
The primary beam monitoring system for the SLC will be position monitors. The LINAC will contain approximately 270 sets of stripline monitors located within the LINAC quadrupoles (see Fig. 3 ). Signals from these striplines will be sampled and digitized to provide a position measurement of any one of the three SLC bunches in a beam pulse. from both of these devices will be digitized to record the parameters for any one of the three bunches in a beam pulse.
RF System
The state of the LINAC klystron-modulator system will be monitored on a pulse-to-pulse basis by the pprocessors to determine if a fault occurred in any one of the 240 stations on the last beam pulse.
In the event of a fault, the relevant p-processor must quickly notify all other u-processors in the network so that they will not flood the VAXs with useless fault information. The u-processor must then monitor the health of the questionable klystron over the next few cycles to determine whether or not to take the klystron offline and to ask the VAX for a replacement station. The u-processor system will also be responsible for the proper phasing and timing control of the RF system.
Power Supply Monitoring and Control
The computer system will be responsible for the control and monitoring of over 2000 power supplies in the SLC system.
The setpoint values for bending and focusing magnets will be determined by computer models. 
