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This paper shows how to generalize the Dantzig-Wolfe decomposition principle to integer pro- 
gramming. It does this in a unified way, regardless of the choice between the two main solution 
methods: ‘Branch and bound’ or ‘cutting plane’. In both instances the authority at the central 
level issues price dirkctives in the form of a polyhedral, concave price function, where the purpose 
is to charge the sublevels for the use of central resources including a penalty for any attempts to 
violate the integrality of the result. The sublevels then respond with their optimal activities given 
this price function. Finite convergence of the procedure is established. 
1. Introduction 
Decomposition i  linear programming has been discussed extensively since the 
development of the Dantzig-Wolfe decomposition principle in [3]. As a solution 
method for large linear programming problems it has in certain cases hown to be 
somewhat superior to the simplex method. Additionally and perhaps more impor- 
tant, the decomposition principle has had a tremendous impact on the development 
of optimization models for decentralized planning. See, e.g., Dirickx and Jen- 
nergren [4]. Those models have been used to get improved insight in the structural 
design of multilevel planning procedures in economics and management. The 
models operate with a central unit and one or more subunits. The key issue is that 
information about constraints in the subunits is not explicitly known in advance at 
the central evel. This information is instead gradually built up during an iterative 
procedure with information exchange. In repeated steps the central unit submits 
prices to the subunits for the use of resources that are constrained centrally. Subject 
to those prices, the subunits produce local feasible solutions to be considered at the 
central evel during the next iteration. 
* The research was done while the author was on leave at Graduate School of Industrial Administra- 
tion, Carnegie-Mellon University, Pittsburgh, USA. 
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Similar procedures can be developed for cases other than linear programming by 
modifying the concept of prices to the concept of price functions for the use of cen- 
tral resources. See Burkard, Hamacher and Tind [2]. 
In Holm and Tied [8] it has been shown how the decomposition procedure 
develops in the case of integer programming by means of a cutting plane technique. 
However, the decomposition may be built on one of the two basic solution methods 
in integer programming: ‘branch and bound’ or ‘cutting plane’. 
The purpose of the present paper is to demonstrate hat, regardless of the dif- 
ferent solution approaches, the price functions generated by branch and bound or 
by cutting plane are of similar nature, both being concave and polyhedral. The price 
functions are used to evaluate the consumption of central resources and to penalize 
any attempts to violate the requirement that the final result must be integer. 
The discussion of pricing in integer programming was initiated by Gomory and 
Baumol [6] and has been taken up since, in particular in relation to sensitivity 
analysis tudies. See, e.g., Holm and Klein [7] and Wolsey [13]. In the present paper 
it is demonstrated how pricing in connection with Dantzig-Wolfe decomposition 
can be done a3.r -*mn= nf +he +~vi~ctv mentioned price functions, which can be J AfiAtiuAIU VL C1.V P’ w F rvv”rJ 
constructed by a finite procedure. 
The paper is divided in sections as follows. Section 2 develops the decomposition 
framework. Section 3 treats the case of branch and bound. Section 4 deals with a 
constructive analysis of the duality theory for mixed integer programming. This is 
then used in Section 5, which treats the case of cutting plane. Section 6 summarizes 
the joint aspects of the two approaches and establishes finite convergence. Section 
7 treats the important case with blockangular constraints. Finally, Section 8 con- 
tains a numerical example. 
2. A framework for the decomposition procedure 
Consider the following decomposed integer programming problem: 
maxcx 
s.t. AlX s bl, 
A2x s b2, 
x&z”, 
(2-l) 
where c E Z?, Al E Z? xn, A2 E Zm2xn, bl E Zmi and bz E Zm2. 
When (2.1) is implemented asa model for decentralized planning, the inequalities 
A l~s bt describe the central constraints and Azx= b2 describe the local constraints. 
Typically, Aa has a blockangular structure consisting of several blocks, where each 
block corresponds to a subunit and thus defines the local constraints for each 
subunit (see Section 7). n the present context he integrality requirement will be 
considered as a central constraint. 
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Define the polyhedron of local constraints by 
P= {XdR:IA2Xsb*}. 
Assume that P is bounded. Hence every point in P can be described as a convex 
combination of its extreme points xke IR”. If P is unbounded, then the decomposi- 
tion procedure can be modified in a standard way by the additional consideration 
of extreme rays of P. Let U denote the index set for all extreme points xk and let 
A&? for ke u. 
Then (2.1) is equivalent to the so-called full master problem 
max c Akcxk 
Ak kEU 
s.t. c lkAlxk Sb,, 
ketJ 
CA kXk integer, 
ktz:L/ 
c Ak= 1, 
keU 
This is a mixed integer programming problem. The integrality condition 
LC CA kXk integer” 
kEU 
can be replaced by the constraints 
66 CA kxk= x and x integer”. 
In this way (2.2) may be cast into the standard format of mixed integer programming. 
The fundamental idea in Dantzig- Wolfe decomposition is to utilize the fact that 
all extreme points of P need not be known to solve (2.2). So consider for a subset 
SE W the following restricted master problem, 
max c Akcxk 
kES 
s.t. c AkA,Xk = bl, 
keS 
c AkXk integer, 
ktzS 
c hk = 1, 
keS 
jlk 2 0 for kES. 
(2.3) 
Via the so-called subproblem, to be defined later, it can 
solution for (2.3) is also o 
is not optimal to (2.2), then the subproblem produces anew extreme point to be in- 
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corporated in (2.3), and it is then solved again. In this way the procedure iterates 
between a restricted master problem and a subproblem. 
Also (2.3) is a mixed integer programming problem which can be handled by any 
version of the two fundamental solution methods, (i) branch and bound, and (ii) 
cutting plane. Each of the two methods hall here be handled separately. However, 
as will be pointed out, regardless of their entirely different approach, both methods 
lead to the same type of subproblem optimization. This makes it even possible to 
develop a decomposition procedure also for hybrid algorithrr; that mixes branch 
and bound with cutting plane techniques. Additionally, it should be noted that the 
above framework can be extended to include a mixed integer programming version 
of (2.1) as well. 
For simplicity, in the following it is assumed that an optimal solution exists for 
(2.1). Moreover, it is assumed that a set S of extreme points is known at the outset 
anJ +k~) u C8AUC therestricted master problem is feasible. Otherwise, aphase one procedure 
must be developed and applied first. 
3. Application of branch and bound 
During the solution process of a branch and bound algorithm a solution tree is 
developed. Let Tdenote all the --4 -rlnn nf - ml- r* cllu lAVUb3uA u *-rlQnt tree. At each node upper and 
lower bounds are stated for the integer variables. Let li E Zn and Ui E Z” denote such 
lower and upper bounds, respectively, for the ith node, where ie T. (Some elements 
of li or Ui may have values f 00.) Consider also variables $ E R for i E T and k E S. 
The objective of branch and bound is to solve (2.3) completely, i.e., to generate 
a tree such that the following progam (3.1) obtains its maximum at a node ie T 
where CkES 2&k is integer for the optimal solution values of &. 
- 
max max 
ieT 
CA iCXk 
ktzS 
I 
For each ie T the inner maximization problem has the dual 
min yibl+ niUi_pili + ai 
S-t. YiAIJrk + niXk -&4iXk+ai-CXkZ0 for XkeS, 
Yi9 ni9Pi 2 0 
(3.1) 
(3 4 
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where J+, 7~: pi and Qi are corresponding dual variables of appropriate dimensions. 
Since ai is unrestricted in sign, (3.2) has always feasible solutions, but may be un- 
bounded. Due to linear dependence the corresponding components of ;Tti and pi 
cannot both be positive in a basic solution. Hence their values can be collected in 
one vector Ui = Iti -pi* 
If (3.2) has an optimal solution, denoted by (yx vi*, at?, then feasibility should be 
checked for all extreme points xk E P. This is done via the following program 
max(c-y~AI-$)x-a~ 
x 
s.t. A2x s b2, (3.3) 
x20. 
If the value of (3.3) is positive, then the optimal extreme point is a candidate for 
inclusion in S. 
If (3.2) is unbounded, then by duality the corresponding node i E T is infeasible. 
In this case an extreme ray (y$ $ ai*) of the constraints exists along which the ob- 
jective function decreases indefinitely. 
node i) should be checked if all X~EP 
following program 
max (-y;A: - $)x - a? 
X 
s.t. A2xs b2, 
x20. 
Unboundedness (i.e,, infeasibility of the 
were to be included. This is done via the 
(3.4) 
If the value of (3.4) is positive, then the optimal extreme point is a candidate for 
inclusion in S. 
For a current set S and end nodes T define 
aT 
fl 1 
i= 
c 
if node i is feasibie, 
0 if node a” is not feasible. 
Then the examinations in (3.3) and (3.4) may be collected into the following sub- 
problem 
yEiu+ max(& - y:A 1 - t$)x - a? 
s.t. A2x s b2, 
x1:0. 
(3.9 
If the value of (3.5) is positive, the corresponding optimal solution is introduced into 
S to be included in the next iteration of the restricted master problem. 
an optimal solution was found in the !asf iteration of the restricted mast 
Define E(x) : IR” + IF? by 
(x) = max {(c$?- (3.6) 
/@ET 
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With this function the subproblem (3.5) can be described as 
max E(x) 
s.t. A2xs b2, (3.7) 
x10. 
Remark 1. The function E(x) is by definition polyhedral and convex. The role of 
this function is to measure the profitability of the introduction of a solution xk E P. 
More specifically, the role of the variable ui*, used in the definition of E(x), is to 
induce prices for the use of the central resource br . The role of variable ui*, is to in- 
duce prices for attempts to violate the bounds on the nodes in order to get an in- 
tegral result in the end. 
Remark 2. Introduce variables JQE fRR”* for in T. By linear programming duality 
(3.5) can be converted to 
max min Uib2 - t$ 
ieT ui 
Set. UiAz 2 tf$-yi*Al- Vi* 
Ui2 0. 
By introduction of the variable 
minw 
w E IR this is equivalent to the program 
Set. W-Uibz+arZ 0 for ie T, 
- UiA2 s $+ yFAl - & for i E T, 
Ui 10 for &T. 
In this way the subproblem (3.5) can be transformed into the usual linear pro- 
gramming formulation. 
The purpose of this section is to provide some background for the solution of the 
restricted master problem (2.3) and its dual by cutting plane technique. 
Consider therefore a general mixed integer programming problem of the form 
mm C CjXj + C CjYj 
XjtYj 
s.t. (4.1) 
where Qj, b E RQ 
respectively. 
and are indent. sets for the integer and continuous variables, 
4. Superadditive duality for mixed integer programming 
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Consider also a class H of functions G : lRq + II? with the properties (i)-(iv): 
(i) G is nondecreasing. 
(ii) G(0) = 0. 
(iii) G is superadditive, i.e., 
G(dl +d2) 2 G(dl)+G(d2) for all dl,d2e I?? 
(iv) The directional derivative 
G(&d) 
b(d) = lim - 
&do+ & 
exists for all de If?? 
From such functions valid inequalities for (4.1) may be generated of the form 
C Waj)xi+ 
jeI jeK 
G(ai)yj s G(b). (4.2) 
See e.g. Johnson [lo], Jeroslow [9], or Nemhauser and Wolsey [l I]. Dependent on 
the particular problem the class H can be tightened, e.g., in pure integer program- 
ming to the consideration of Chvatal or Gomory functions. See Blair and Jeroslow 
[I]. The appropriate selection of H is in an algorithmic ontext determined by the 
choice of cutting plane method. In a standard cutting plane procedure cuts of the 
form (4.2) are consecutively generated and added to the original constraint set of 
(4.1). This is then solved by linear programming without he integrality conditions. 
The procedure terminates when the LP-solution has integer values for all Xi, j ~1. 
Let s denote the number of cuts considered at termination and let the coefficients 
G, 6 in (4.2) be indexed by their cut number as Gi, Gi, where i= 1, . . . , s. At ter- 
mination the LP-solution provides dual variables UiE IR,, where i = 1, . . . , Q + S. 
With these constraints define a function =&. I\ l P -+ I?? and its directional derivative 
&: lRq+lR by 
F,(d) = 5 uidi+ i Uq+pGp(d) 
i=l p=l 
and 
&(d)= f Uidi+ i uq+pCp(d) 
i=l p=l 
(4.3) 
(4.4) 
where d=(d,,...,d,)eIR4. 
The dual of (4.1) has the form 
min F(b) 
FEH 
s.t. F(aj) 2 Cj for all jel, 
(tZj)l Cj for all 
By construction in (4.3) it follows that F$E 
to (4.5) with no 
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Remrrrk 3+ If some constraints in (4.1) are described by equations, then the cor- 
responding dual variables ui have no sign restrictions. In this case F (and P) are no 
longer nondecreasing with respect o those constraints, and condition (i) for the 
definition of the class H must be modified accordingly. 
The actual form of G and F depends on the algorithm selected. Here, a descrip- 
tion shall be given with application of Gomory’s algorithm for mixed integer pro- 
gramming. However, since only the directional derivative; @ and p are of 
importance for the decomposition scheme, attention shall be restricted to scme main 
aspects of those derivatives. For details see Holm and Tind [S]. 
Consider the derivation of the first cut. Following the standard scheme the cut 
is constructed from a simplex tableau by elements inthe so-called source row, which 
has a nonintegral value for its current basic (and integer) variable. A formula is ap- 
plied which expresses the cut in the current nonbasic variables, see e.g. Garfinkei 
and Nemhauser [S, Section 5.171. However, in order to derive the appr?s@riate dual 
function Fand its derivative Pthe cut must here be formed by the original variables, 
as in (4.2). 
To do so, let al denote the fractiona! part of the nonintegral value of the basic 
integer variable in the source row. Hence 0~ al < i. Let d = (u:, . . . , vi) be the 
source row elements in the inverse basis matrix. Let Vi = { il vf c 0} and V,+ = 
{u,‘rO} and let d= (dl, . . . . d,) E II?? With those terms define the function Kr : IFP + IR 
as 1 
K,(d) = K min - C V:di, C 
- 1 itz Vi itz V,’ 
(If Vi or Vl+ is empty the corresponding empty sum in (4.6) is set equal to zero.) 
By direct calculation it can be shown that with the application of Gomory’s 
algorithm the derivative b,, defining the coefficients for the continuous variables 
in (4.2) for the first cut, is given by 
For details ee Holm and Tind [8]. 
When further cuts are generated the dimension of the basis increases by the addi- 
tion of each cut (unless ome cuts are removed). In this case (4.6) is generalized for 
the pth cut to the form 
K’(dp) = 6 min - c vipdip, c 
P ie Vi itz Vp’ 
v;d; . 
> 
Here dP=(df,...,dt+p_,) E R~+p-‘, but apart from the 
(4.8) 
increase of dimension 
terms are otherwise defmed in the same way as done in (4.6) for JP = 1. 
y (4.7) and (4.8) we now finally get that op is obtained recursively as 
bserve that satisfies the properties: 
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(a) Kr is positively homogeneous, i.e., X(d)=K(Ad) for ArO. 
(8) Kr is polyhedral and concave. 
(y) Kr is nondecreasing in d. 
Also Kp(dp) satisfies the properties (a), (/3), and (y) as a function of dp. By 
(4.7), er satisfies (a), (b), and (r), too. A recursive argument applied on (4.9) now 
shows that Gp(d) satisfies conditions (a), (fl), and (y) as well, using rules for the 
composition of nondecreasing, concave functions (see, e.g.? Rockafellar [ 12, 
Theorem 5.11). 
After insertion of Gp(d) in (4.4) we now finally get that also &(d) satisfies con- 
ditions (a), (/J), and (p). In fact, from the calculation of Gp(d), i= 1, . . . , s, it is 
possible to give an explicit expression of l??(d) as the minimum of a finite collec- 
tion of linear functions hid, i.e., 
i;txd) = min hid 
iEL. 
(4.10) 
where hiE II? and L is a finite index set. 
5. Application of cutting plane 
The objective is here to solve the restricted master problem (2.3) by means of cut- 
ting planes and in this way to generate appropriate dual functions to be used in a 
subproblem. 
First, let (2.3) be stated in the normal mixed integer programming format 
max C A& 
keS 
s.t. c lkAlxk _a Q1, 
kES 
En kXk -X=8, 
ktz5 (5-l) 
a&d, kES, 
XL 0 and integer. 
According to (4.5), the dual of (5.1) has the form 
min F(&, 0,l) 
s.t. p(A1xk,xk, 1) L: cxkp k&S, 
(5*2) 
F(O,-ej,O) 2 0, j = 1, .*Jz, 
where eje II?” is the jth unit vector, and is a class of functions : ~ntl+~+~ + R 9 
satisfying properties (i)-(iv). 9 the condition (0 
apply on the last n + 1 variables 
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Now, (5.1) and (5.2) can be solved simultaneously by a cutting plane procedure 
as outlined in Section 4. In particular, by (4.10) (skipping the cut index s) a function 
Fis generated as the minimum of a finite collection of linear functions, i.e., for k E S 
&4ixk,xk, 1) =~~yA1x’+$xk++ 1 (5.3) 
where y*~ IF?, u,!W?~ and @‘WR. 
From the duality relationship between the full master problem (2.2) and its dual, 
which is equal to (5.2) with S replaced by U, it is observed that the solution obtained 
for (5.1) would also be optimal for (2.2) if 
This can 
F(A1xk,xk, 1) 1 cxk for all ke U. 
be determined by solving the following subproblem 
max cx--Izi(A1~x, 1) 
s.t. A2x s bz, 
x10, 
which, by insertion of (5.3) is equivalent to 
max 
x [ 
r-n’ (c - y:A I - c$)x - a; 
3 
s.t. A2x s b2, 
x20. 
Similarly, as in Section 3, let E(x) : II? + IR be defined by 
E(x) = rnEY [(c-yj%l- $)x- #x3 (5.53 
Then (5.4) can be transformed to 
max E(x) 
s.t. A2x s b, 
x20. (5.6) 
If the value of (5.6) is positive, then a new extreme point in P has been generated 
to the restricted master problem. 
6. Common features of decomposition by branch and bound or cutting plane 
As can be seen directly by (3.7) and (5.6), we get the following basic result: 
The subproblems of the two prodecures are of the same kind with a con- 
vex, polyhedral objective function to be maximized over a polyhedral constraint set. 
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This implies that Remarks 1 and 2 in Section 3 are valid in both cases. In par- 
ticular, by Remark 2, the purpose of the function E in the subproblem isto measure 
the profitability of extreme points in This is done by a price evaluation for the 
use of joint resources, including a penalty for attempts to violate the integrality con- 
dition. By Remark 2 it is in both cases possible to formulate the subproblem as a 
standard linear programming problem. 
As previously mentioned, it is assumed that an optimal solution exists for the 
restricted master problem at the beginning. Otherwise, a phase one procedure can 
be constructed and performed as a start phase. 
The results can be summarized into the following common procedure. 
Step 1. Solve the restricted master problem (2.3) and develop the function E, deter- 
mined by (3.6) or (5.5), oependent on the solution method selected. 
Step 2. Solve the subproblem (3.7) or (5.6). If the optimal value is positive, include 
the optimal solution xk in S, and go to Step 1. Otherwise the procedure ter- 
minates. The optimal solution to the full master problem has been formed 
during the last iteration in Step 1. 
Finally, finiteness of the procedure will be shown. A finite branch and bound pro- 
cedure can be developed in Step 1 for the restricted amaster p oblem (2.3). Since the 
initial data were assumed to be integer, then the optimal value of (2.3) is integer. 
Hence, in particular, Gomory’s algorithm for mixed integer programming has also 
finite convergence when applied on (2.3). As the subproblem can be transformed 
to a linear programming problem, the solution process in Step 2 is finite, too. Since 
P is polyhedral only finitely many extreme points can be generated inStep 2. Hence, 
the number of iterations in the overall procedure is finite. 
7. Blockangular structure . 
In general, decomposition procedures have mostly been used, when A2 has a 
blockangular structure. With p denoting the number of blocks, we get that 
where Ai are submatrices, i = 1, . . . , p. This implies a corresponding division of the 
variables x into subvectors xi, i.e., x = (AT’, . . . , xp). Similarly, c = (cl, . . . , cp) 
(A f . . . . A:), and b2=<bh . . . . e). is way, (2.1) obtains the for , 
216 S. Helm, J. Tind 
P 
max c c’x’ 
i=l 
s.t. f A'lx's b,, 
i=l 
A$’ s b;, i = 1, . . . ,p$ 
xi ~0 and integer, i = 1, . . ..p. 
When implemented as a model for decentralized planning, J.1) are the central 
constraints. There are here p subunits, and (7.2) describes the local constraints for 
each subunit. 
When the decomposition procedure is implemented on this problem, the sub- 
problem is separated into p independent problems of the form 
max Ei(X’), 
s.t. Aids bz, 
Xi10 
(7.3 
where Ei is a convex polyhedral function, i = 1, . . . ,p. In (7.3) the ith subunit 
discovers possible profitable activities xi to be introduced to the central level, or it 
determines that there are no more profitable activities. At the central level the sug- 
gested activities are combined into an integer and central feasible solution, and the 
functions Ei(X’) are updated simultaneously, 
Through the continuation of this procedure the central evel obtains an optimal 
solution without an explicit knowledge of the local constraints. This is a generaliza- 
tion of the Dantzig-Wolfe decomposition prhiple io the case of integer and mixed 
integer programming. 
8. Example 
The decomposition procedure shall here be demonstrated on an example with the 
application of branch and bound. For a treatment by cutting plane, see Holm and 
Tind [g]. Consider the problem 
max 4x1 + x2 
s.t. X, l-2x2S4, 
2x1 -I- X2I3, 
~1 p ~2~0 and integer. 
f +JQS 3}, and assume that the extreme points (0, 
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Step 1. Solve 
max O& +6A2 
s.t. oil, +(l x++2xo)& I4, 
integer, 
+A2 integer, 
O& +R2 = 1, 
OA,,& r 0 
or simplified as 
The optimal LP-solution is A2 = 1. Since x1 = +A2 = 1.5, the problem is separat- 
ed in problems A and B. 
The optimal solution is 1 2= 3 and the optimal dual solution is (y*, v*,cr*) = 
(0,4,0)= 
B. max 6& 
s.t. $2 5 4, 
-92 5 -2 
&I 1, 
@Eo. 
The problem is infeasible. A dual ray (y*, v*, a*) = (0, $ I). 
Step 2. For the subproblem we get in case A ihe objective function 4x1 +x2 -
x2. In case B we obtain -#x1 - 1. Together this generates the subproblem 
z=maxmax (x2,-$x1-1} 
XlrX2 
s.t. 2x1 +x2 s 3, 
Xl& p: 0. 
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The optimal solution is (x,,xz) = (0,3) with z = 3 > 0. Hence, it is transmitted to 
the restricted master problem. 
Step 1. This is then extended to 
max 682 + 3i13 
s.t. +a2 + 6& 5 4, 
*AZ integer 9 
3& integer, 
A,+& 5 1, 
j12, JIJ 10. 
Optimal LP-solution is AZ = 1, A3 = 0. Since xl =+A2 = 1.5 is noninteger, separa- 
tion occurs. 
The optimal solution is (&,&)=(+,+) and the optimal dual solution is (y*, ~*,a*)= 
(09 5 3). 
Again, no feasible solution exists, and the dual ray (y*, ~*,a*) = (0,&l) is ob- 
tained. 
Step 2. From A in Step I the objective function is 4x1 +x2 - 2.x1 - 3 = 2x1 +x2 - 3. 
From B the objective function is - +x1 - 1. Hence, the subproblem gets the form 
z=max{max2x1+~2-3,-~~1-l} 
x19x2 
s.t. 2q+x2s 3 
Xl, X21 0. 
Here z=O. ence, the procedure terminates with the solution formed at the 
previous Step 1. The optimal solution, found in part A, is thus 
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