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I. INTRODUCTION
Heart attack with myocardial damage is considered the most important cause of morbidity and mortality in adult cardiovascular disease, with approximately 6 million US patients annually progressing to heart failure. Clinical approaches for assessment of heart damage exploit a variety of cardiac image techniques, such as cine magnetic resonance imaging (MRI), 5 tagged MRI, or late-gadolinium MRI, to characterize the workings of the heart status using global (e.g., ejection fraction), local (e.g., wall thickening and strain), or viability functional indexes. First-pass magnetic resonance imaging (FP-MRI) is another MRI technique that has also been used for the assessment of heart status in ischemic heart disease. Perfusion MRI has long been investigated for non-invasive analysis of myocardial perfusion 1-6 . Visual 10 myocardial perfusion assessment is usually adequate for clinical purposes 7 . However, cardiac motion, the requirement of rapid temporal sampling of first-pass images (with compromises in spatial resolution), and the relatively low-contrast resolution images, sometimes limit visual assessment and reliability. Thus, our goal is to develop a processing framework to aid the analysis of myocardial perfusion images and to improve the visualization of per-15 fusion effects across the myocardial wall. The proposed framework accounts for rigid and nonrigid motion of the heart, and characterizes and displays perfusion indexes using colorcoded regional maps to aid visual assessment of myocardial perfusion. We begin below with an overview of the prior work on the myocardial perfusion analysis using cardiac perfusion MRI.
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A. Related Work on Myocardial Perfusion Analysis
A number of studies have been introduced for the analysis of myocardial perfusion. In particular, Postiano et al. 8 proposed a semi-automated framework for characterization of myocardial perfusion. Their framework employed a 2D translation/rotation based rigid registration using mutual information (MI) and a gradient vector flow (GVF) based snake to 25 segment the left ventricle (LV) wall borders. Following wall segmentation, signal intensitytime curves are constructed for a number of equiangular sectors constructed using a userdefined anatomical landmark. Perfusion was analyzed using three empirical parameterswash-in slope, time-to-peak intensity, and peak intensity value.Ólafsdóttir et al. 9 introduced an automatic approach for the assessment of cardiac perfusion MRI using parametric per-30 fusion maps. To obtain pixel-wise correspondences between image frames, the time series images were co-aligned using the active appearance model (AMM) with landmark correspondences optimized by a minimum description length approach 10 . A semi-quantitative perfusion assessment was performed using empirical indexes: the maximum up-slope, timeto-peak intensity, and peak intensity. A framework for the evaluation of the perfusion indexes 35 for normal and ischemic myocardium was proposed by Su et al. 11 . Their framework included a motion correction step and segmentation of the LV cavity and myocardium. Local maximum up-slope and up-slope ratios using the 17-segment model 12 were computed and used to differentiate ischemic from non-ischemic myocardium. Analysis of myocardial perfusion MRI by Ichihara et al. 13 was performed for regional quantification of myocardial blood flow using 40 the Patlak two-compartment pharmacokinetic (PK) model 14 . However, their framework did not account for heart motion and the LV boundaries were segmented manually. Xue et al.
15
proposed an unsupervised framework for the analysis of myocardial perfusion that included consecutive motion compensation, surface coil inhomogeneity correction, and generation of pixel-wise parametric perfusion maps. Their motion correction method consists of rigid plus 45 nonrigid motion compensation steps. Parametric maps for up-slope, time-to-peak, and peak intensity were generated using scale-space theory and non-maximal suppression 16 . A framework for the evaluation of myocardial perfusion was proposed by Weng et al. 17 . Cardiac motion was corrected using model-based registration proposed by Adluru et al. 18 , and the myocardial borders were segmented on one template image and applied to all images of 50 the series. Finally, signal intensity time courses of registered perfusion data were converted to relative concentration curves, and evaluation was performed using Bland-Altman analysis 19 for both automated and manually obtained perfusion. Hautvast et al. 20 proposed a framework for the characterization and visualization of regional and transmural differences in myocardial perfusion MRI. An affine registration was used for motion correction, then a 55 temporal maximum intensity projection (MIP) was calculated to serve as a feature image for automated border segmentation using active contours. Perfusion was characterized using parametric maps (called gradientograms) that represent the distribution of the transmural gradients in the myocardial contrast uptake. Tarroni et al. 21 developed a technique for semiautomated evaluation of regional myocardial perfusion. First, endo-and epiocardial borders 60 were segmented, in a pre-selected image frame, using region-based and edge-based level-set techniques, respectively, taking into account the local noise patterns. Then, the detected borders were propagated in each consecutive frame using nonrigid registration using a 2D multi-scale normalized cross-correlation (NCC) to match the position and shape of the LV.
The perfusion was quantified regionally using three empirical parameters: the peak signal intensity (amplitude) over the base-line, initial up-slope, and the product of the amplitude and the slope.
In general, the majority of the established frameworks for myocardial perfusion analysis have a combination of the following limitations: (i) most of the existing systems are semiautomated, i.e., involve manual data processing; (ii) many of them account only for the 70 global motion, but not the nonrigid deformations of the heart; (iii) existing frameworks fail to guarantee pixel-on-pixel matches of the co-aligned time series images for accurate local analysis of myocardial perfusion, and (iv) these analyses typically rely on transient phase indexes (e.g., initial up-slope, peak signal intensity, and time-to-peak), which are subject to noise limitations of acquiring images during the rapid agent kinetics of the transient first-pass 75 wash-in. To overcome these limitations, we propose a processing framework that (i) avoids arbitrary model parameters, where our system parameters are determined directly from the image data; (ii) employs a two-step non-rigid registration (B-splines and iso-contours steps)
that guarantee pixel-on-pixel matches to ensure that the same pixels are being evaluated between the image frames of a given time series; and (iii) explores characterization of perfu-80 sion using four empirical indexes (the typical transient phase indexes, and also an index that samples the slowly varying tissue distribution phase, determined using several data points over the signal intensity time series, and thereby being less sensitive to noise effects.
Since image segmentation and motion correction models are the main components of any framework for analysis of time series images, the related works are reviewed below in the 85 context of our proposed framework.
B. Related Work on Perfusion MRI Segmentation
The analysis of cardiac perfusion MRI requires accurate delineation of the LV wall borders. However, this is subject to multiple challenges stemming from: (i) the need to maintain adequate spatial resolution while imaging very quickly to capture the transient first-pass 90 transit event; (ii) varying signal intensities over the time course of agent transit; (iii) rela-tively low signal-to-noise ratio, and (iv) partial volume averaging of adjacent structures.
In several studies these challenges have been addressed by integrating both temporal and spatial information of the perfusion images into their segmentation methods 22-31 . Spreeuwers and Breeuwer 22 proposed to segment the myocardium using active contours. In their 95 approach, temporal MIP for pre-and post-contrast time periods of the dynamic acquisition are calculated to serve as feature images for the active contour evolution. Postiano et al. 8 proposed a semi-automated approach for the segmentation of perfusion images using a GVF snake. The LV wall borders were segmented only on one user-defined frame (that with the best signal-to-noise ratio), and were then used as a mask that was applied to all 100 co-registered frames of the time series. A similar approach was proposed by Santarelli et al. 23 . They employed non-linear anisotropic diffusion filtering to reduce grey scale inhomogeneity and to selectively preserve the myocardium edges. To segment the myocardium, the active contour is initialized by a manually traced polygon in the LV. Patient movement, respiratory motions, and heart contraction result in geometric defor-140 mations in the LV wall. These rigid and nonrigid deformations limit accurate quantification of perfusion parameters on time series data. Therefore, for accurate evaluation of perfusion MRI, the first-pass temporal data must be registered to compensate for these artifacts.
However, the ability to provide a pixel-on-pixel match of the co-aligned time series images is a challenge. proposed by Adluru et al. 18 . Each image frame was registered to its corresponding model image, which was obtained in a preliminary PK model registration step by minimizing the mean square difference between a user-selected reference image and all other perfusion images. However, the PK-based techniques increase the computational cost of the registration, since a full model fitting has to be performed on a pixel basis. Milles et al. 39 proposed a 165 two-pass coarse-to-fine registration approach using independent component analysis (ICA)
for dealing with local intensity change of the perfusion images. Each image frame is registered to a time-varying reference image that is constructed from three identified images of the left and the right ventricle intensity curves using ICA. The registration is achieved based on minimizing the sum of squared differences. However, only translational-motion was 170 corrected. A similar ICA-based nonrigid registration approach was proposed by Wollny et al. 40 using an improved independent component labeling based on time-frequency analysis of the perfusion images. Wollny et al. 41 proposed a multiresolution nonrigid registration based on the quasi-periodicity of respiratory motion. Their registration uses a semilocal B-spline parametric transformation to optimize the normalized gradient field similarity metric. To 175 compensate for cardiac translation and deformation, Tarroni et al. 42 proposed a nonrigid registration algorithm using a 2D multi-scale extension of NCC. Each image frame is registered to a template frame and five additional frames created by resizing the reference frame. The transformation parameters are determined according to the template with peak cross-correlation value. Then, contour adaptation is achieved using an edge-based level set 180 method. To overcome the intensity change on myocardial perfusion images, Li et al. 43 proposed a registration framework based on an initial semi-automatic segmentation of the heart ventricles. In their framework, an approximation of ground truth of the image sequence is obtained using spatio-temporal smoothness constraints derived from the initial segmentation. This idealized ground truth is then used as reference for non-linear registration to 185 reduce motion within the perfusion time series images. Tautz et al. 44 proposed a multi-scale nonrigid registration that utilized local phase (rather than intensity or gradient information) and the Demons algorithm. The central image frame of the time series was selected as the reference image.
In summary, the aforementioned registration techniques have the following limitations:
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(i) most of the methods depend on using rigid alignment only and account for no nonrigid deformations of the heart; (ii) most of them heavily depend on the first-order image intensity characteristics for registration criteria; (iii) the PK-based techniques increase the computational cost of the registration, since a full model fitting has to be performed on a pixel basis; and (iv) they typically fail to guarantee accurate pixel-on-pixel matches of the 195 co-aligned image frames of a given time series. To overcome the limitations that exist in the motion correction models, we propose a novel two-step registration methodology that has the ability to handle both the global and local motions of the heart. Our method is based on an affine registration followed by a local B-splines-based registration to maximize a new similarity metric that accounts for the first-and second-order NMI. The incorporated 200 second-order NMI similarity term increases the ability of the NMI to capture multiple features of the perfusion images, and therefore can improve the registration accuracy for frames with significant intensity differences. Additionally, we developed a non-rigid refinement step based on the Laplace equation to provide accurate pixel-to-pixel matches of the co-aligned LV wall in a given time series.
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II. MATERIALS AND METHODS
The proposed framework for the analysis of myocardial perfusion using FP-MRI is shown in Fig. 1 . Our framework performs sequentially: (i) the global affine plus local B-splines registration of the time series images to handle both global and local motions of the heart to yield more accurate segmentation (Section II A 1); (ii) the deformable-model-based 
A. Myocardial Borders Segmentation
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We propose a novel approach for LV wall segmentation based on the integration of three features (the weighted probabilistic shape prior, the first-order characteristics of image intensities, and the second-order binary spatial interaction characteristics) into a level-set framework ( Fig. 1) . Details of each component of our segmentation are outlined below.
Weighted Probabilistic Shape Prior
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The shape of the myocardium is constrained with a weighted probabilistic shape prior for a set of training database images collected from different subjects ( Fig. 2 (a) ). To reduce the shape variability of the LV wall and get more accurate segmentation, the training images are mutually co-aligned using a two-step registration that accounts for both global and local motions related to heart contraction and respiratory motion. First, the training image frames are co-aligned by an affine transformation to account for the global motion of the heart (Fig. 2 (b) ). Secondly, the B-splines transformation model 45 is used to locally register the globally aligned frames due to its flexibility and effectiveness for modeling large deformations ( Fig. 2 (c) ). The basic idea of using B-splines is to deform an object by manipulating an underlying lattice, Ψ, of control points, ψ u,v : u = 0, . . . , U −1; v = 0, . . . , V −1, to maximize a new similarity function that accounts for the first-and second-order NMI. The B-splines deformation model is defined as 45 :
where u = x , v = y (here, . denotes the integer part of a real-valued number);
(s, t) : s = x − u ∈ [0, 1) and t = y − v ∈ [0, 1), is the relative position of the point (x, y) with respect to the four nearest lattice points (u, v), (u + 1, v), (u, v + 1) and (u + 1, v + 1), and β j (w) is the j th basis function of the uniform cubic B-spline 45 ; w ∈ [0, 1); j = −1, . . . , 2:
;
(2)
Similarity Function: We propose a new similarity metric (C) that accounts for both the first-(I) and second-order (S) NMI between the reference (g r ) and the target (g t ) images
where I stands for 'intensity' and S stands for 'spatial'. This metric is defined as:
where H(.) (referring to either H I or H S ) is the Shannon's entropy (H(.) = − (x,y)∈R p x,y (.) log p x,y (.)) of the image signals and H(., .) is their joint entropy (H(., .) =
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− (x,y)∈R p x,y (., .) log p x,y (., .).
a finite arithmetic lattice of the size of XY supporting the gray scale images g r and g t .
Estimation of the first-order NMI: To more accurately approximate the marginal, P I (g r ) or P I (g t ), and joint, P I (g r , g t ), probability distributions of the gray levels, we use a linear combination of discrete Gaussians (LCDG) with positive and negative components.
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The parameters of the LCDG-models (mean and covariance) are estimated using the modified version 46 of the classical Expectation-Maximization (EM) algorithm.
Estimation of the second-order NMI: We use a generic second-order MGRF model of greyscale images to accurately estimate the marginal (P S (g r ) or P S (g t ), Fig. 3(a) ) and joint (P S (g r , g t ), Fig. 3(b) ) probabilities. Generally, the interaction structure and Gibbs poten-235 tials can be arbitrary and are identified from training data. For simplicity and by symmetry considerations, the interaction structure is limited to the pixel's nearest 8-neighbors ( Fig. 3(a) ) for estimating P S (g r ) and P S (g t ), while for estimating P S (g r , g t ), the structure includes 17 neighbors (8 neighbors within the target frame and 9 neighbors within the reference frame, Fig. 3(b) ).
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For both the structures, the Gibbs potentials are bi-valued and depend only on whether each pair of gray levels are equal or not. Under these assumptions, the model is similar to the classical Potts model 47 and differs only in that the potentials are estimated analytically.
The 8-neighborhood (Fig. 3(a) ) has two types of symmetric pairwise interactions specified by the absolute distance a between two pixels in a given image: (i) the horizontal and vertical 245 pairs with a = 1, and (ii) the diagonal pairs with a = √ 2. In addition to a ∈ A = {1, √ 2}, the 17-neighborhood (Fig. 3(b) ) has an additional type of pairwise interactions between a given pixel location on the target image and the reference image with a = √ 3.
In order to use the Potts model of the spatial interactions in grayscale images and reduce the noise effect on estimating the Gibbs potentials, we reduce the 256 gray levels to 64 levels 250 by representing every four adjacent gray levels by one label. Note that such a grey level compression is performed only for obtaining the transformation parameters that optimize the registration. Once obtained, the transformation is applied to the original uncompressed images. Therefore, the analysis of the contrast agent's perfusion is done on the original recorded images and is not affected by the compression.
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Let Q = {0, 1, . . . , Q − 1} and L = {0, 1} denote a finite set of integer gray values and a binary set of object ("1") and background ("0") labels, respectively. Let N = {N a , a ∈ A = {1, √ 2, √ 3}} denote the family of the neighboring pixel pairs supporting the Gibbs potentials and |C N | denote its cardinality. Let V a = {V a (q, q ) = V a,eq if q = q and V a (q, q ) = V a,ne if q = q ; q, q ∈ Q} denote the bi-valued Gibbs potentials describing symmetric pairwise interactions of type a ∈ A. Then, the MGRF probability of an individual greyscale image g (standing for g r or g t ) is as follows:
where Z is the approximate partition function 48 : Z ≈ e Va|C N | . The MGRF model is identified analytically by using our approximate maximum likelihood estimates of the potentials 48 :
where f a,eq (g) denotes the relative frequency of the label pairs in the neighboring pixel pairs {(x, y), (x + ξ, y + η)} ∈ R 2 ; (ξ, η) ∈ {(±1, 0), (0, ±1), (±1, ±1)}. Similarly, the joint MGRF probability, P S (g r , g t ), can be estimated using Eq. (4) and the neighborhood system of Fig. 3 (b) with a ∈ A = {1, √ 2, √ 3}. We used a gradient descent optimization to find the best lattice resolution (i.e., control points) to maximize C(g r , g t ) in Eq. (3).
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Building the shape prior: In order to construct the shape prior, the region maps of the co-aligned training images are obtained by delineating the wall borders by a medical imaging expert. Then, the shape prior is built as a spatially variant independent random field of region labels in the these maps: P sp (m) = (x,y)∈R p sp:x,y (m x,y ) where p sp:x,y (1) and p sp:x,y (0) = 1 − p sp:x,y (1) are the empirical pixel-wise probabilities of the LV wall and back-265 ground, respectively. Each input image to be segmented is co-aligned first to one of the training images, and the normalized cross-correlation (NCC) values, ρ j ; j = 1, . . . , N , between the co-aligned image and each of the N training images are computed. Then, the pixel-wise object probability (Fig. 4(c) 
The First-Order LCDG Intensity Model
In addition to the weighted shape prior, the visual appearance of the LV in each image frame to be segmented is taken into account by approximating the 1-D empirical marginal gray level distributions with the LCDG 46 . This approximation adapts the segmentation to 275 changing appearance, such as the non-linear intensity variations caused by patient weight and data acquisition systems (scanner type and scanning parameters). Close approximation using the LCDG separates each factor of the joint empirical gray level distribution, P I (g) = (x,y)∈R p mix (g x,y ), into object and background components, (p i (q|λ) : q ∈ Q; λ ∈ L) more accurately than a conventional mixture of only positive Gaussians, thus yielding a better 280 region map (m) formed by pixel-wise classification of the image gray levels (see El-Baz et al. 46 for more details).
Binary MGRF Spatial Interaction Model
In order to smooth the level set evolution and therefore obtain a more accurate segmentation, spatially homogeneous pair-wise interactions between the region labels of a given 285 binary map m are also taken into account using the binary Potts model and the analytic bi-valued Gibbs potentials, as described in Section II A 1. The map m results in the approximate analytical maximum likelihood estimates of the potentials, given by Eq. (5), that allow for computing the pixel-wise probabilities p s:x,y (m x,y = λ) of the labels, λ ∈ L, at each step of the contour evolution. 
Level Set Evolution
The weighted probabilistic shape prior, pixel-wise image intensities, and binary pair-wise spatial interaction terms contribute to the pixel-wise guidance of the level set. Within the level set formalism, the evolving object-background boundary is represented at each moment t by a zero level φ t (x, y) = 0 of an implicit level set function, namely, a distance map φ t (x, y) of the signed minimum Euclidean distances from every point (x, y) of the plane to the boundary (negative for interior and positive for exterior points). It is evolving in the discrete time-space domain as follows 49 :
where n is a discrete time instant t = nτ taken with a step τ > 0; F n (x, y) is a speed function controlling the evolution; and ∇φ n = ∂φn ∂x , ∂φn ∂y denotes the gradient of φ n (x, y). Let p(q|l)
denote the pixel-wise probability of the intensity q ∈ Q for the LCDG model of the LV wall (l = 1) or background (l = 0) appearance. Let p s:x,y (1) be the probability of the LV wall label for the pixel (x, y) of the region map m in the binary MGRF model P s (m). Let p sp:x,y (1) be the probability of the LV wall label in the weighted shape prior P s (m). Let P 1:x,y = Ω 1:x,y Ω 1:x,y +Ω 0:x,y and P 0:x,y = Ω 0:x,y Ω 1:x,y +Ω 0:x,y = 1 − P 1:x,y , where Ω 1:x,y = p(q|1)p s:x,y (1)p sp:x,y (1) and Ω 0:x,y = p(q|0) (1 − p s:x,y (1)) (1 − p sp:x,y (1)). Then, the speed function of Eq. (6) is defined as 50 : F (x, y) = κϑ(x, y) where κ is the mean contour curvature and ϑ(x, y) specify the magnitude and direction of contour evolution at the point (x, y):
ϑ(x, y) =
Algorithm 1 The Proposed LV Wall Segmentation
1. Construct the shape prior using the training images and their binary maps.
For each input image g to be segmented:
(a) Co-align g to one of the training images using the proposed two-step registration methodology.
(b) Update the weighted shape prior.
• Calculate the NCCs ρ j between the co-aligned image g and all training images.
• Compute the weighted sum of the training region maps in order to update the shape prior. 3. Find the speed function defined in Eq. (7) using Steps 2b -2e.
4. Evolve the level set using the determined speed function.
B. Iso-Contours Refinement
To generate accurate pixel-by-pixel parametric maps that represent the transit of contrast agent in the LV wall of a given patient, we need to be sure that there is a one-on-one pixel 295 match in all segmented myocardium on successive images of the time series of that patient.
To account for the segmentation errors and imperfection of image registration, we propose an additional refining registration step. The refinement step is based on deforming each pixel of the target wall over evolving closed equispaced contours (iso-contours) to closely match the reference wall. The first step to generate these iso-contours is to extract the centerline
Centerline Extraction
The main idea of the proposed centerline approach is to find point-to-point correspondences between the inner and outer borders of the segmented LV wall. Then, the centerline is extracted by picking the points that are located at equidistance from each two correspondence points (see blue points in Fig. 5 (c) ). The point-to-point correspondences between the wall borders are estimated based on solving the second-order partial differential Laplace equation:
for a scalar field γ. The solution γ(x, y) of Eq. (8) A distance map is generated inside the LV wall by finding for every inner point the minimum
Euclidean distance to the wall boundaries ( Fig. 5 (a) ). The Laplace equation is then applied to wall borders to co-locate the corresponding border points (Fig. 5 (b) ). Then, for each streamline linking corresponding border points, the streamline point located at equidistance 310 from both borders is selected as a candidate location on the centerline (Fig. 5 (c) ). Finally, the centerline is generated using a closed spline fit for the selected points, (Fig. 5 (d) ).
Evolution of the Generated Iso-contours
Following the extraction of the centerline, a collection of equispaced contours (isocontours) within the LV wall, generated at equal distances from the centerline, is formed 315 (see Fig. 6 ). Subsequently, the Laplace equation is applied again to the corresponding isocontours of the reference and target walls to co-locate the corresponding contour points.
C. Perfusion Time Series and Parameters
The ultimate goal of our framework is to improve regional and transmural analysis and visualization of perfusion at FP-MRI of a given patient. Thus, the final step of our frame- average intensities of the LV wall for each image of the time series and derive the perfusion indexes from these curves (see Fig. 7 ). The established dynamic perfusion analysis of extracellular extravascular agents, such as gadolinium agents, has the previously used empirical parameters, including the time-to-peak, peak signal intensity, and initial up-slope 51-53 .
FIG. 6:
An example of the iso-contours generated for the reference (a) and target (b) LV walls.
The centerline is shown in yellow.
phase (the plateau, or tissue distribution phase), starting at approximately 30 sec, and effectively extending to approximately 90 sec for peripheral injections 54 . Thus, we will explore 330 not only the transient phase indexes, such as the time-to-peak, peak signal intensity, and initial up-slope 53 , but also the tissue phase signal change index, which is depends less on temporal sampling 54 .
III. PERFORMANCE EVALUATION A. Evaluation of Our Segmentation Using the Dice Coefficient
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The Dice similarity coefficient (DSC) is used to characterize the agreement between the segmented and ground truth regions obtained by manual delineation of the LV wall borders by an MRI expert.
B. Evaluation of Our Registration on Synthetic Phantoms
The accuracy of our nonrigid registration is evaluated using realistic synthetic phantoms Because ischemic heart disease has both regional and transmural manifestation, we created pixel-by-pixel maps as a method of regional display of the computed perfusion indexes (see Section II C and Fig. 7 ). These parametric maps (see e.g., Fig 17) will be used by radiologists for visual identification of pathological tissues and assessment of the response to therapy.
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IV. EXPERIMENTAL RESULTS
A. Clinical Data
The proposed framework has been tested on 24 independent FP-MRI data sets. These data sets were obtained from eight patients with prior myocardial infarctions, documented by viability MRI, and who were undergoing a novel myoregneration therapy. Short-axis 360 images were obtained using a 1.5 T Espree system, Siemens Medical Solutions, USA Inc, with phased array wrap-around reception coils. Saturation recovery GRE imaging (TRminimum /TE-1.2ms /TI-100ms /Flip angle-12 degrees) was performed with cardiac gating, and during a typical 20 second breath-hold followed by free (shallow) breathing acquisition. Slice thickness is 10 mm and in-plane resolution is 1.87m×1.87 mm. Typically 365 60 time frames were obtained with a time frame acquired in an R-R heart interval.
B. Registration Results and Evaluation
Visual appearances of the mentioned phantom images in Section III B (see Fig. 8 ) were generated to mimic the varying contrast-enhanced intensity during the agent transit based on the integration of the Gibbs sampler and maximum a posteriori (MAP) estimates
for a pairwise energy function of a 3D Generalized Gauss-Markov random field (GGMRF) probabilistic model 58 . The phantom images were constructed from a manually segmented LV wall using a descriptive mathematical model that accounts for physical features of the LV and physiological LV responses as the heart progresses through the cardiac cycle 56 . The simulated phantom contains images with different deformations, namely, small, moderate,
375
and large ones (Fig. 9) . To assess the accuracy of our registration, the deformed images were registered to the reference phantom image (Fig. 8 (a) ) using (i) the B-splines model with the first-order NMI only (BS 1 ), (ii) the B-splines model with the proposed first-and second-order NMI (BS 2 ), and (iii) our approach (B-splines model using the proposed firstand second-order NMI followed by the iso-contours-based registration, (BS 2 +ISO). The 380 registration accuracy is assessed by calculating the Euclidean distances between a set of 460 border points of the reference (Fig. 8 (a) ) and all target walls. The average error statistics are summarized in Table I , and the registration results for one of the phantom images (Fig. 8 (c)) for the three types of deformations are shown in Fig. 10 . (the total number of points is 460; "SD" stands for the standard deviation).
Deformation Small Moderate Large
Alignment Error (mm)
Mean ± SD Mean ± SD Mean ± SD P -value
In addition to the synthetic images, the accuracy of our registration methodology was 385 also qualitatively assessed using physiological data. A typical signal intensity-time curve for one data set before and after the registration is shown in Fig. 11 . As is readily seen, our registration effectively reduces the frame-to-frame signal intensity variability related primarily to motion effects. The reduction of the signal variability over the time series produces the smoother signal intensity-time curves that allow for more accurate estimation 390 of the perfusion-related parameters.
C. Segmentation Results and Evaluation
One of the image frames and its step-wise segmentation of the myocardial wall are shown in Fig. 12 . Additional results for three independent data sets are demonstrated in Fig. 13 .
The accuracy of our segmentation is evaluated using the DSC 55 , and the statistics are 395 summarized in Table II . The ground truth was obtained by manual contouring of the LV borders by an MRI expert.
To highlight the advantage of our level-set segmentation, we compare its performance against two other shape-based segmentation techniques; namely, the shape-based segmentation by Tsai et al. 59 using a linear combination of the signed distance maps to build the the approaches by Tsai et al. 59 and Abdelmunim and Farag 60 , Fig. 14 shows the representative data for two different data sets, and Table II , the proposed approach has the higher segmentation accuracy due to accounting for both the global and local motions of the heart. Both the shape-based 59 and the vector-levelset-based 60 approaches account for only the global heart motion during the image alignment. Moreover, to evaluate the sensitivity of our approach to selection of the training images, we divide eight manually segmented independent patient time series data sets into three groups and performed the 3-fold cross validation. Table IV shows that such a dependence is statistically insignificant. To further test the robustness of the proposed segmentation, 
D. Iso-Contours Refinement
The ultimate goal of our framework is to compute the perfusion parameters on the pixelwise basis. Thus, to account for any misregistration residual of the LV wall after the seg-430 mentation step, we employ a final Laplace-based registration refinement. This is of great importance intended to improve the reliability of our framework and ensure that there is a one-to-one pixel match of all the segmented walls, i.e., the same pixels are being evaluated between the image frames in a given data set. Figure 16 demonstrates a typical example of the final Laplace-based refined registration of one image frame. To visually assess the 435 registration adequacy, checkerboard displays of the reference (red) and target (blue) objects before and after the refined registration are shown in Fig. 16 (d) and (e), respectively. It is evident that the application of the Laplace-based local alignment of contours yields nearly ideal matching of the target and reference contours, therefore, ensuring the pixel-to-pixel matches of segmented frames. 
E. Perfusion Indexing and Physiological Assessment
The effectiveness of the proposed framework is illustrated using the colormap displays, which were developed to aid in the visual assessment of patient responses to therapy. Following the iso-contours registration, the agent kinetic curves of registered data are constructed and the perfusion indexes (see Section II C) are estimated on a per-pixel basis. Then, the computed indexes are displayed using the pixel-wise parametric maps. An example for one image section of a patient with heart damage before and after treatment using the four indexes is shown in Fig. 17 . These maps clearly demonstrate that the peak signal intensity ( Fig. 17(a) ) and the average plateau signal intensity change ( Fig. 17(d) ) are the most uniform across regions. Moreover, it is clear that a transmural gradient of perfusion is not 450 evident before treatment; while, after undergoing treatment these perfusion indexes not only
show an improvement, but also one can discern a gradient of perfusion across the wall (see the bottom row of Fig. 17 ). This was consistent for data corresponding to all treated patients. Thus, these functional maps hold promise for clinicians to follow-up on and visualize treatment effects in patients. In this example the top and bottom columns represent pre-and post-therapy states, respectively.
Note an apparent improvement in the myocardial wall after the therapy.
Moreover, in order to quantify the perfusion, the estimated values of the perfusion indexes are assessed using the standardized myocardial segments model 12 , in which the LV wall is divided into 17 circumferential segments: six segments at the basal and mid-cavity levels, four segments at the apical level, and one at the the extreme tip of the ventricle. A schematic illustration of locations of the segments corresponding to the mid-cavity section of the heart 460 is shown in Fig. 18 . Table V summarizes 
V. CONCLUSIONS AND FUTURE WORK
This work presents a novel framework for the analysis of cardiac first-pass perfusion MRI time series data acquisition. The initial image registration combining both rigid and nonrigid alignment is its first and critical advantage. To increase the segmentation reliability and robustness, documented by both the ROC curves and the DSC metric, the subsequent 470 myocardial wall segmentation integrates three important features, namely, the weighted probabilistic shape prior, the first-order object-background intensity distribution, and the second-order spatial interaction model. To further improve the ultimate pixel-by-pixel time series perfusion estimates, the initial registration is additionally refined with our Laplace-, or iso-contours-based technique ensuring exact pixel-to-pixel matches of the segmented walls.
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Finally, we have demonstrated experimentally the ability of the empirical perfusion-related indexes to reveal regional perfusion improvements with therapy and transmural perfusion differences across the myocardial wall. Thus, the proposed framework holds promise for improving the perfusion analysis and visualization. The average computational time of registering and segmenting a given image frame is 0.73±0.05 min for the framework imple-
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mented on an Intel quad-core processor (3.3 GHz each; 48 GB memory) and a 1.5 TB RAID hard drive using the MATLAB programming.
In accord with many clinical and research studies, the well-established perfusion parameters, including the peak signal intensity, time-to-peak, and initial up-slope, were used in our framework to empirically characterize the transient (wash-in) phase of the agent kinetics. In 485 addition, we characterized the tissue distribution (wash-out) phase with the average signal change, because of its lesser dependence on temporal sampling and noise effects. Our future work will be dedicated to establish the relative merits of transient phase indexes versus indexes based on the more slowly varying phase of myocardial wash-out, which affords more robust temporal sampling, and the relation to formal agent perfusion kinetic modeling.
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The ultimate goal of this work is to develop a clinically usable computer-aided diagnostic (CAD) system that can aid in the diagnosis and the identification and characterization of myocardial perfusion defects, and also can be used to follow-up on treatment. In this stage,
we have tested our method on a small number of patients with heart damage resulting from heart attack who are undergoing a myoregenration therapy. The final decision of 495 therapy effectiveness is made by the cardiologist. In the future work, we plan to develop a noninvasive clinical CAD system and test it on a larger cohort, which include: (i ) fusion of the four estimated perfusion indexes to generate a unique functional map that can be used by the cardiologists to follow-up on treatment and to identify the local territories of the myocardium with perfusion defects; (ii ) using the late contrast-enhanced MRI data as the 500 gold standard to accurately co-allocate the dead (infarcted) tissues of the heart. Therefore, the perfusion indexes of these local infracted areas can be used to train a classifier (e.g., k-nearest neighbors) that can be used later on to label (classify) the heart tissue according to its efficiency and to follow-up on the treatment to see if there is any improvement or even worsening with therapy. 
