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Liste des abréviations 
ADN : acide désoxyribonucléique 
ADNss : ADN simple brin 
AN : acide nucléique 
ARN : acide ribonucléique 
ARNg : ARN génomique 
ARNm : ARN messagers 
ARNr : ARN ribosomaux 
ARNt : ARN de transfert 
DM : dynamique moléculaire 
FRET : Fluorescence Resonance Energy Transfert 
DRN : distance de répétition du nucléosome 
MPT : modifications post-traductionnelles 
NCP : Nucleosome Core Particle 
NCp7 : nucléocapside p7 
nt : nucléotide 
PCH : protéine chaperon des histones 
pb : paire de base 
PDB : Protein Data Bank 
RMN : résonance magnétique nucléaire 
RRM : RNA Recognition Motif 
Sida : syndrome d’immunodéficience acquise 
SIT : site d’initiation de la transcription 
VIH : virus de l’immunodéficience humaine 
VLDM : Voronoi Laguerre Delaunay for Macromolecule 
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Introduction 
Les acides nucléiques (AN) et les protéines sont des macromolécules absolument cruciales pour la 
machinerie cellulaire des organismes vivants. D’une part, les acides nucléiques sont le support de 
l’information génétique. Ils permettent de déterminer l’identité biologique d’un organisme, de la 
préserver et de la transmettre. D’autre part, les protéines, présentes dans toutes les cellules vivantes, 
exécutent et régulent les fonctions vitales de l’organisme. Ces deux unités sont donc à la base du 
fonctionnement même du vivant. On comprend donc que leurs interactions jouent un rôle majeur dans 
l’équilibre qui caractérise le fonctionnement des cellules. Dans ma thèse, je me suis proposé de 
décrypter les mécanismes à l’origine des interactions non spécifiques AN-protéines au travers de deux 
exemples : le nucléosome et la nucléocapside p7 du virus du VIH-1.  
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Interactions acide nucléique-protéine 
Contexte général 
Classiquement, les interactions AN-protéine sont classifiés selon deux catégories : les interactions 
spécifiques et les interactions non spécifiques. Les interactions spécifiques AN-protéine sont, de 
manière générale, mieux caractérisées et impliquent la reconnaissance d’une séquence d’AN par un 
contact direct avec les bases, dont la succession bien définie le long des AN assure la spécificité (A. 
Travers 2001; Batabyal et al. 2014). Parmi les protéines impliquées dans ces interactions, on retrouve 
en particulier les facteurs de transcription (Latchman 1993) qui régulent la transcription de l’ADN 
double brin en ARN ou encore des protéines de liaison aux ARN qui jouent un rôle majeur dans le 
contrôle post-transcriptionnel (M.-H. Lee et Schedl 2006). Mais les complexes sur lesquels j’ai 
travaillé au cours de mes travaux impliquent le deuxième type d’interaction, les interactions non-
spécifiques. Dans ce cas, le partenaire protéique est capable de se fixer à une large gamme d’AN sans 
que l’on puisse identifier de cible AN précise. Ces interactions privilégient les contacts avec le 
squelette phosphodiester. Dans les deux cas, spécifique comme non-spécifique, la formation d’un 
complexe demande que soit réalisée la complémentarité structurale entre les deux partenaires, un 
processus qui fait en général appel à la capacité des macromolécules à se déformer dans le sens requis 
par le complexe en minimisant l’énergie de déformation.   
Bien que l’étude des complexes non spécifiques puisse se faire en utilisant des méthodes 
expérimentales variées (Iwahara, Schwieters, et Clore 2004; Iwahara, Zweckstetter, et Clore 2006; 
Jankowsky et Harris 2015), ou des méthodes de sédimentation à l’équilibre remises au goût du jour 
(Ucci et Cole 2004), les mécanismes associés aux complexes AN-protéines non spécifiques restent 
un challenge majeur en premier lieu en raison de leur faible affinité et de fort taux de dissociation qui 
génèrent la présence de plusieurs espèces difficiles à stabiliser ou à séparer et donc compliquées à 
étudier par les méthodes classiques de cristallographie aux rayons X et RMN (Ucci et Cole 2004). 
Mais nous verrons que les protéines non spécifiques ont en fait des préférences pour certaines 
séquences d’ADN et/ou de repliement, qui peuvent être exploitées dans les études expérimentales. 
Néanmoins, les limitations inhérentes aux complexes non spécifiques font de la modélisation un outil 
précieux pour les étudier.  
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Spécificité et affinité 
Le concept de spécificité est communément basé sur la constante de dissociation, Kd, qui correspond 
au rapport à l’équilibre entre la vitesse d’association kon et la vitesse de dissociation koff du complexe 
AN/protéine. Mais la spécificité des interactions n’est en fait pas un concept binaire, il existe toute 
une gamme de Kd et donc de spécificité (von Hippel et Berg 1986; Davidovich et al. 2015; Jankowsky 
et Harris 2015). Une spécificité dite absolue serait une protéine capable de reconnaître et de se fixer 
qu’à une et une seule cible d’acide nucléique. Au contraire, une protéine non spécifique devrait 
présenter une constante de dissociation identique quel que soit l’AN. Biologiquement, aucun de ces 
deux extrêmes n’existe. On distingue cependant des protéines avec une spécificité très forte pour une 
séquence ou un repliement d’AN très conservé et des protéines à faible spécificité, avec une 
reconnaissance comparable pour une grande variété de séquences d’AN ou de repliements. Parmi les 
protéines qui reconnaissent une large gamme de cibles, beaucoup ont néanmoins des préférences pour 
certaines séquences d’AN et/ou certains repliements (Ferré-D’Amaré 2016), comme par exemple le 
nucléosome et la NCp7 dont je parlerai en détail plus loin.  
Le concept de l’affinité (Kd) est étroitement relié à celui de la spécificité selon une étude basée sur la 
méthode SELEX et des travaux de bio-informatiques dédiées aux interactions protéine-protéine 
(Eaton, Gold, et Zichi 1995; Yan et al. 2013). Classiquement, une protéine qui présente une forte 
affinité pour une séquence va être spécifique à celle-ci et une reconnaissance non-spécifique présente 
une affinité moins importante. Cependant, une étude par simulation gros grains portant sur les 
interactions protéines/protéines montre que si on laisse plus de flexibilité aux protéines, la spécificité 
augmente mais l’affinité diminue (Chu et Wang 2014). Il serait très intéressant d’appliquer cette 
approche aux interactions AN/protéines, surtout dans le cas des complexes impliquant des 
structurations de la protéine.  
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Structures des acides nucléiques 
Les acides ribonucléiques (ARN) et désoxyribonucléiques (ADN) sont des polymères composés de 
nucléotides dont le pentose et les groupes phosphates forment la partie répétitive des nucléotides alors 
que les bases (purine et pyrimidine) présentent des compositions atomiques et donc des propriétés 
différentes (Figure 1). Ce sont ces bases qui sont au centre de la spécificité dans les interactions 
AN/protéine.   
 
Figure 1 - Nucléotides 
Structure des ADN 
La double hélice est la structure la plus courante de l’ADN dans les cellules, caractérisée par 
l’enroulement de deux brins ADN. Dans cette structure, les bases sont accessibles à la fois du côté 
des grand et petit sillons et les groupements phosphates sont très exposés au solvant. Il existe plusieurs 
formes de double hélices (Figure 2A, 2B, 2C), dont la plus répandue est la forme B de type « main 
droite ». La double hélice A est également de type « main droite » mais les centres des paires de bases 
sont rejetés loin de l’axe de la double hélice, ce qui modifie complétement les dimensions des sillons ; 
la forme Z est de type « main gauche ». Des études de diffraction aux rayons X mettent également en 
évidence d’autres formes de double hélice, dont la présence et les fonctions in vivo restent à 
déterminer, l’ADN C, D et E.  
Bien que l’ADN existe majoritairement sous forme de double hélice, on le retrouve également sous 
la forme simple brin (ADNss). Dans les cellules eucaryotes notamment, des mécanismes de 
réplication, de recombinaison et de réparation nécessitent la formation d’un intermédiaire simple brin 
de l’ADN  (Shereda et al. 2008) ainsi que chez certains virus, dont le génome est stocké sous forme 
d’ADN simple brin (Modrow et al. 2013). Sous cette forme, les composants de l’ADN, y compris les 
bases, sont généralement plus accessibles que l’ADN en double hélice. Cependant, l’ADN simple 
brin est capable de se replier en structures secondaires et tertiaires comme les épingles à cheveux ou 
les pseudo-nœuds (Figure 2F – i, iii et ix) qui impactent l’accessibilité des bases.  
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Figure 2 – Exemple de structures adoptées par les acides nucléiques. A) double hélice A, B) double 
hélice B, C) double hélice Z, D) G-quadruplex et E) i-motif. F) Exemples de structures secondaires 
et tertiaire des AN : i) simple brin, ii) double hélice, iii) épingle à cheveux, iv) boucle interne, v) 
mésappariement, vi) renflement (de l’anglais bulge), vii) jonction à trois brins, viii) interaction dite 
« kissing loop » et ix) pseudo-nœud. (source : Börner et al. 2016) 
 
Plusieurs repliements mettent en jeu plus que deux brins d’ADN. L’intervention des mécanismes 
cellulaires sur l’ADN implique la formation d’une structure tertiaire impliquant les ADN en double 
hélice, les jonctions (Figure 2F - vii). La plus connue est la jonction entre quatre brins d’ADN B, dite 
jonction de Holliday, impliquée dans le mécanisme de recombinaison homologue. Les G-
quadruplexes (Figure 2D) sont un repliement des séquences riches en guanines qui forment plusieurs 
plateaux de base empilés, eux-mêmes constitués par quatre guanines (Parkinson, Lee, et Neidle 2002). 
On les retrouve par exemple dans les télomères où ils jouent un rôle dans la réplication des extrémités 
du chromosome (Zahler et al. 1991).  Enfin, le i-motif est un type d’ADN identifié en 1993 par 
Gehring, Leroy, et Guéron (Figure 2E), qui a été découvert récemment dans le noyau des cellules, 
plus précisément dans les régions télomériques et les promoteurs (Zeraati et al. 2018).  Ce motif 
s’apparente à celui des G-quadruplex mais ici, il s’agit d’un empilement de plateaux formés par des 
cytosines.  
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Structures des ARN 
Les ARN, comme les ADN, sont capables d’adopter un large spectre de conformations. C’est la forme 
double-hélice A qui est la plus commune dans les ARN double brin (Salazar et al. 1993; Börner et al. 
2016), comme par exemple chez certains virus qui stockent leur génome sous forme d’ARN double 
brin (Wickner 1996). La forme Z existe également (Herbert 2019) alors que la forme B n’est pas 
adaptée à l’ARN.  
Dans la nature, c’est la forme simple-brin de l’ARN qui prédomine. Chez les eucaryotes, les rôles des 
ARN simple brin sont très divers et cela se traduit par l’existence de nombreux types d’ARN. Parmi 
les plus connus, les ARN messagers (ARNm) sont impliqués dans le transport de l’information vers 
les ribosomes alors que les ARN de transfert (ARNt) et les ARN ribosomaux (ARNr) permettent la 
traduction en protéine. Pour jouer ces différents rôles, les ARN sont repliés en structures secondaires, 
comme les épingles à cheveux (Figure 2F – iii) et les tiges-boucles, et/ou en structures tertiaires 
(Figure 2F – ix). 
Comme pour les ADN, les ARN sont capables de prendre les conformations G-quadruplex et i-motif.  
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Principaux motifs protéiques de liaisons aux AN 
Les domaines de liaison aux AN sont des motifs plus ou moins bien définis qui ont la capacité de se 
lier avec des AN, sous les différentes formes que ceux-ci adoptent. Ces domaines de liaison qui sont 
capables de reconnaître une séquence d’AN bien spécifique mais, en général, ont également une 
bonne affinité pour un spectre plus ou moins large de séquences (Gao et Skolnick 2009). Je décris ici 
certaines des structures des domaines de liaison aux AN les plus répandus.  
Domaines de liaison aux ADN  
Figure 3 – Représentation schématique de trois domaines de liaisons à l’ADN. L’ADN est 
représenté par une double hélice rouge et noire. Les motifs protéiques sont représentés en bleu, leurs 
hélices α sont représentés par des cylindres et leurs feuillets β par des flèches. Pour le motif doigt de 
zinc (milieu) l’atome de zinc est représenté en jaune. Pour le motif glissière à leucine (droite), les 
leucines sont représentées en vert le long de l’hélice.  
Hélice-coude-hélice 
Le motif hélice-coude-hélice est caractérisé par deux hélices α qui interagissent avec le grand sillon 
de l’ADN (Figure 3). Bien que ce motif puisse être aussi impliqué dans des interactions non-
spécifiques (Percipalle et al. 1995), il reste majoritairement spécifique en raison de l’interaction entre 
l’hélice C-terminale et les bases du grand sillon de l’ADN (Wintjens et Rooman 1996). 
Doigt de zinc 
Il s’agit d’une famille très diverse, caractérisée par un ou plusieurs domaines qui coordonnent un ou 
plusieurs ions zinc (Zn2+), stabilisant leur repliement (Figure 3). C’est notamment le motif le plus 
courant dans les facteurs de transcription et il est très utilisé en biotechnologie pour développer des 
reconnaissances très spécifiques. Il existe néanmoins des doigts de zinc non spécifiques (Vandevenne 
et al. 2013). 
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Glissière à leucine 
La glissière à leucine est caractérisée par deux longues hélices α de plusieurs dizaines de résidus, dont 
les parties C-terminales sont constituées de répétitions de leucines qui permettent la formation d’un 
homo ou hétéro-dimère (Figure 3) ; Les parties N-terminales se structurent en hélices α en 
interagissant avec le grand sillon de l’ADN. Comme les motifs hélice-tour-hélices, ses interactions 
avec l’ADN sont majoritairement spécifiques.  
La boite HMG pour “High Mobility Group box” 
La boite HMG est un domaine protéique caractérisé par trois hélices α séparées par des boucles. Ces 
domaines sont retrouvés par paire dans les protéines des groupes HMG1 et HMG2 qui se fixent sur 
les ADN de manière non-spécifique. La formation d’une interface HMG-box/ADN double hélice 
impose généralement une déformation importante de l’ADN (J. O. Thomas 2001).  
Domaine « OB-fold » 
Le domaine OB-fold (Oligonucleotide/oligosaccharide-Binding fold) est caractérisé par un motif de 
taille variable (entre 70 et 150 acide aminés) peu conservé, composé de tonneaux β formé par 5 
feuillets anti-parallèles  et couvert d’une hélice α sur une extrémité (Murzin 1993). On retrouve 
beaucoup ce domaine chez les protéines de fixation aux ADN simple brin. 
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Domaines de liaison aux ARN  
Motif de reconnaissance de l’ARN  
Les motifs de reconnaissance de l’ARN (« RRM » pour RNA Recognition Motif) sont des domaines 
d’environ 90 acides aminés, composés de quatre brins β antiparallèles et de deux hélices α, qui se 
fixent sur les ARN simple brin. Très abondant chez les eucaryotes, ces motifs divers sont les plus 
communs dans les interactions ARN-protéine (Maris, Dominguez, et Allain 2005) ; ils jouent de 
nombreux rôles qui impliquent d’interagir avec une grande variété de partenaires ARN (Kenan, Query, 
et Keene 1991). Les motifs de reconnaissance de l’ARN peuvent être spécifiques ou non-spécifiques 
(Chaudhury, Chander, et Howe 2010).  
Motif de liaison à l’ARN double brin  
Les motifs de liaison à l’ARN double brin (« dsRBD » pour double-stranded RNA Binding Domain) 
sont caractérisés par trois feuillets β antiparallèles encadrés par deux hélices α. Ce motif joue un rôle 
critique dans les modifications post-transcriptionnelles, la localisation de l’ARN et l’interférence par 
ARN (Saunders et Barber 2003; Doyle et Jantsch 2002).  
Doigts de zinc  
Comme pour les ADN, les doigts de zinc sont capables de reconnaître et de se fixer sur les ARN. Il 
s’agit donc d’un motif protéique capable d’interagir avec une grande diversité de cibles AN, de 
manière spécifique ou non.  
Domaine « OB-fold » 
La forte variabilité des domaines OB-fold leur permet de se fixer sur les ARN simple brin en plus des 
ADN (Theobald, Mitton-Fry, et Wuttke 2003).  
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Types d’interactions 
Les interactions AN/protéine sont très majoritairement des associations transitoires non-covalentes, 
c’est-à-dire réversibles (Smith et al. 2009). Les protéines interagissent avec les ADN et les ARN avec 
les mêmes forces physiques. Une analyse statistique de 188 structures de complexes AN/protéines 
spécifiques et non-spécifiques résolues par cristallographie aux rayons X a permis de mettre en 
évidence la contribution des différents types d’interactions dans ces interfaces (Lejeune et al. 2005). 
Pour les complexes contenant ADN et ARN, un simple comptage des interactions montre que les plus 
fréquentes sont les liaisons hydrogène (~50%), suivi par les interactions de van der Waals et 
hydrophobes et enfin électrostatiques. Une étude précédente portant sur 129 complexes 
ADN/protéine soulignait néanmoins que 65% des interactions étaient du type van der Waals 
(Luscombe, Laskowski, et Thornton 2001). Ces résultats contradictoires tiennent très probablement 
au fait que les auteurs choisissent différemment les critères qui vont faire que deux atomes 
interagissent, illustrant ainsi la difficulté qu’il y a à analyser objectivement les interfaces 
AN/protéines. Je définis ici ces différents types d’interaction. 
Contacts électrostatiques 
Les contacts électrostatiques contribuent à de nombreux phénomènes biologiques ; ils sont réputés 
être particulièrement importants dans les mécanismes de reconnaissance et de complexation de 
macromolécules. Les contacts électrostatiques peuvent advenir entre charges entières pour donner les 
liaisons hydrogène et les ponts salins (Figure 4). Plus largement, ils existent aussi entre des charges 
partielles essentiellement portées par les oxygènes et les azotes.  
 
 
Figure 4 – Deux types de contacts électrostatiques. 
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Pour les nucléotides, ces interactions peuvent intervenir au niveau du groupement phosphate et des 
bases azotées (Luscombe, Laskowski, et Thornton 2001). Du côté protéique, les liaisons hydrogène 
peuvent intervenir tout le long du squelette, mais également avec les chaînes latérales des résidus 
polaires. Les charges portées par les chaînes latérales de certains acides aminés représentent la 
majorité des contacts électrostatiques entre charges entières.  
Contacts Hydrophobes 
L’eau est une molécule polaire qui favorise les contacts avec d’autres composés polaires. Ainsi, les 
composés apolaires se regroupent entre eux (Figure 5) grâce à des contacts appelés hydrophobes. Ces 
contacts hydrophobes interviennent dans de nombreux phénomènes biologiques (Djikaev et 
Ruckenstein 2016), notamment le repliement, la structuration et la déstabilisation des protéines (Pace 
et al. 2011; Bjelić et al. 2008; Silva, Figueiredo, et Cabrita 2014).  
 
  
Interactions de van der Waals 
Les interactions, ou forces de van der Waals sont des interactions de faible intensité entre deux atomes 
ou molécules. Elles sont très présentes dans toutes interactions puisqu’elles interviennent dès que 
deux atomes ou molécules sont proches mais diminuent très vite avec la distance. Elles deviennent 
également très répulsives lorsque les deux nuages électroniques de atomes s’approchent trop. Ces 
interactions jouent un rôle important dans la reconnaissance spécifique de forme. 
 
  
Figure 5 – Représentation schématique des contacts hydrophobes. Les résidus hydrophiles sont 
représentés par des cercles blancs et les résidus hydrophobes par des cercles gris. Les contacts 
hydrophobes sont représentés par des pointillés rouges. 
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Interactions d’empilement aromatique 
Les interactions d’empilement aromatique (ou empilement π-π) se produisent entre les nuages π de 
deux cycles aromatiques, en particulier entre les paires de bases des AN en double hélice mais elles 
interviennent aussi dans la stabilité des protéines (Burley et Petsko 1985; Matta, Castillo, et Boyd 
2006). Au niveau des complexes AN/protéine, ces interactions peuvent intervenir entre les bases des 
nucléotides et les acides aminés aromatiques.  
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Interaction AN/protéines 
Interactions ADN/protéines 
Dans le cas de l’ADN double brin, l’étude des domaines de liaison aux ADN présentés précédemment 
met en évidence que la plupart des interfaces spécifiques se situent au niveau du grand sillon 
(Domaines de liaison aux ADN, p. 8). Il a en effet été établi il y a de nombreuses années que, dans le 
grand sillon, les paires de base A:T et G:C présentent un schéma de liaison hydrogène différent, ce 
qui n’est pas le cas dans le petit sillon (Seeman, Rosenberg, et Rich 1976). Pour le petit sillon, la 
spécificité ne passe donc pas par la formation de liaison hydrogène. Néanmoins, les dimensions du 
petit sillon et la séquence des ADN sont liées (Oguey, Foloppe, et Hartmann 2010; X. Xu et al. 2014). 
A ceci se rajoute que le potentiel électrostatique du petit sillon est à la fois modulé par sa forme et la 
séquence d’ADN, favorisant en particulier l’insertion de résidus protéiques basiques dans les 
séquences A:T riches (Rohs et al. 2009). Dans cette logique, l’étude de structures cristallographiques 
ADN/protéine non-spécifiques indique une prédominance des contacts électrostatiques entre résidus 
protéiques et phosphate, qui ne portent pas de marque distinctive de la séquence comme les bases le 
font (von Hippel et Berg 1986; Jones et al. 1999; Nadassy, Wodak, et Janin 1999). 
En plus des caractéristiques électrostatiques que je viens de présenter, la déformabilité de l’ADN 
double brin, c’est-à-dire la capacité de varier autour d’une double hélice idéale d’ADN B, joue un 
rôle dans la reconnaissance de séquence spécifique (Fujii et al. 2007; Rohs et al. 2010), comme il a 
été montré au laboratoire sur de nombreux systèmes impliquant des facteurs de transcription très 
variés (NF-B (Tisné, Delepierre, et Hartmann 1999), Jun-Fos (Heddi et al. 2008), E2BS (Djuranovic, 
Oguey, et Hartmann 2004), opérateur du bactériophage 434 (Hartmann, Sullivan, et Harris 2003), 
Ets1 (Leprivier et al. 2009, 51)). Plus généralement, la formation d’un complexe demande que soit 
réalisée la complémentarité structurale entre deux partenaires, un processus qui fait appel à la capacité 
des macromolécules à se déformer dans le sens requis par le complexe en minimisant l’énergie de 
déformation, et a été illustrée au laboratoire par l’exemple de la DNase I (Heddi, Abi-Ghanem, et al. 
2010). La déformabilité de l’ADN s’observe en modélisation au niveau de la paire de base (Lankaš 
et al. 2004) et au niveau des dinucléotides (Lankas 2004). Expérimentalement, en solution, la 
flexibilité des dinucléotides concerne aussi bien les conformations des groupement phosphates que 
les positions relatives de deux plateaux de bases successifs (Djuranovic et Hartmann 2004; Heddi et 
al. 2008; Heddi, Oguey, et al. 2010; Oguey, Foloppe, et Hartmann 2010; X. Xu et al. 2014). Ainsi, la 
succession de dinucléotides plus ou moins flexibles est un élément déterminant dans les mécanismes 
de reconnaissance spécifique de certaines séquences.  
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Interactions ARN/protéine 
La plupart des interactions ARN/protéine connues se font avec de l’ARN simple brin, dont les bases 
sont très accessibles et offrent de bons sites de fixation (Morozova et al. 2006). La spécificité des 
complexes ARN/protéine est portée en particulier par des empilements aromatiques favorisés par 
l’accessibilité accrue des bases ; dans la moitié des interfaces comprenant une phénylalanine, cette 
dernière est impliquée dans un empilement (Morozova et al. 2006). 
Du côté protéine, la plupart des études sur les interactions ARN/protéine se sont concentrées sur le 
motif de reconnaissance spécifique « RRM ». Il semble que comme pour les ADN, ce soit ces mêmes 
domaines qui sont à l’origine des interactions non spécifiques. Une étude montre même très 
clairement, sur l’exemple des protéines C5 de E. coli, que l’affinité de ces protéines pour ses cibles 
est variable, avec une très bonne affinité pour quelques séquences spécifiques et une affinité moyenne 
pour un grand nombre de séquences ARN (Lin et al. 2016).  
Stratégie des protéines dans les interactions AN/protéine 
La spécificité des complexes AN/protéines se situe donc essentiellement au niveau des bases par des 
liaisons hydrogène et des empilements aromatiques (Jeong et al. 2003; Kalodimos et al. 2004; Allers 
et Shamoo 2001; Morozova et al. 2006; Yesudhas et al. 2017). Pour obtenir des complexes 
AN/protéines moins spécifiques, il faut diminuer les contacts avec les bases et favoriser les contacts 
avec les phosphates. Pour cela, deux stratégies principales vont être adoptées. En fait, les domaines 
de liaisons spécifiques aux ADN ou aux ARN présentent souvent une affinité moyenne pour de 
nombreuses autres séquences que leur cible de haute affinité. En raison du large paysage 
conformationnel que peuvent adopter les AN, il est même difficile pour une protéine d’être 
complétement non-spécifique (Jankowsky et Harris 2015). Réguler la spécificité s’effectue soit en 
agrandissant ou en diminuant la taille du site de reconnaissance soit d’autre part en multipliant les 
sites de liaisons au sein d’une même protéine (Jankowsky et Harris 2015). 
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Le nucléosome 
Rôle du nucléosome 
Le nucléosome est l’unité de base de la compaction de l’ADN chez les eucaryotes et joue un rôle 
important dans les autres niveaux de compaction via les interactions nucléosome-nucléosome. Ce 
rôle structural est au centre de nombreux mécanismes cellulaires puisque l’état de compaction de 
l’ADN va déterminer son accessibilité et son volume.   
 
Figure 6 – Schéma des différentes étapes de la compaction de l’ADN chez les cellules eucaryotes. 
Les nucléosomes sont représentés par des sphères rouges, l’ADN en bleu (d’après Felsenfeld et 
Groudine 2003). 
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L’ADN enroulé autour des histones H3, H4, H2A et H2B forme un collier de perles, l’euchromatine 
(Figure 6), premier stade de compaction. L’ajout des histones H1 stabilise ensuite les nucléosomes 
sous la forme d’une fibre de 30 nm, avec l’aide des autres histones qui interagissent entre elles. Les 
étapes suivantes nécessitent l’intervention de protéines d’échafaudages jusqu’au chromosome 
mitotique. La structure de la chromatine chez les eucaryotes est majoritairement liée au 
positionnement des nucléosomes le long des génomes (Woodcock et Ghosh 2010). De nombreux 
phénomènes impactent le positionnement des nucléosomes qui est dynamique et modulent donc 
l’accessibilité de l’ADN.  
La compaction de l’ADN intervient dans la plupart des mécanismes cellulaires se produisant au sein 
du noyau, tels que la régulation de l’expression génique. Il existe ainsi de nombreux exemples 
montrant l’effet de l’hétérochromatine sur l’expression génique, comme la coloration de l’œil des 
Drosophila melanogaster (Zhimulev et al. 1986; Vogel et al. 2009) ou l’évolution de l’expression du 
gène de la β-globine lors du développement embryonnaire chez les eucaryotes (Kiefer et al. 2008). 
Ainsi, en s’assemblant et se désassemblant le long du génome, les nucléosomes sont directement 
associés à l’expression de certaines régions du génome.  
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Structure du nucléosome 
Dans ce manuscrit, le terme « nucléosome » (ou « NCP » pour l’anglais Nucleosome Core Particle) 
désigne le complexe formé d’un ADN de 145 à 147 paires de bases enroulé autour d’un cœur 
protéique de huit histones (deux exemplaires des histones H3, H4, H2A et H2B).  
C’est en 1984 que la première structure cristallographique du nucléosome a été résolue à 7Å (T. J. 
Richmond et al. 1984). Mettant en évidence une structure cylindrique, déjà suggérée par des études 
de microscopie électronique (Finch et al. 1977), c’était une première étape dans la compréhension de 
cette organisation. Aujourd’hui, de nombreuses structures du nucléosome à haute résolution (K. 
Luger et al. 1997; Davey et al. 2002) permettent d’obtenir une description détaillée de son agencement 
au niveau atomique. Sur la Protein Data Bank (PDB), on peut trouver 69 structures du nucléosome 
avec une résolution inférieure à 3Å sur un total de plus de 120 structures.   
Dans ces études, on trouve seulement quatre séquences d’ADN. Les séquences mixtes d’ADN 
génomique ont été utilisées dans les toutes premières études structurales et ont permis l’obtention de 
la première structure à basse résolution, à 7Å, du nucléosome (T. J. Richmond et al. 1984). 
L’utilisation de la séquence ADN codant pour l’ARN ribosomal 5S (ADN 5S) a permis quelques 
années plus tard d’obtenir une structure à 4.5Å (T. J. Richmond, Searles, et Simpson 1988). C’est 
avec l’utilisation de la séquence issue de l’α-satellite humain qu’une première structure haute 
résolution, à 2.8Å (K. Luger et al. 1997) a permis de décrire le nucléosome à l’échelle atomique. 
Enfin, la séquence 601 (Thåström et al. 1999) est une séquence artificielle identifiée par des 
expériences SELEX pour sa très forte affinité pour les histones. Cette séquence est la plus populaire 
pour les études biochimiques in vivo et in vitro en raison de ses propriétés positionnantes.  
Structure des histones 
Le cœur d’histone du nucléosome est composé de huit histones, le tétramère (H3-H4)2  et deux 
dimères H2A-H2B, formant deux moitiés symétriques autour d’un axe qualifié de dyadique (K. Luger 
et al. 1997), que je vais décrire un peu plus loin (p. 21). En plus des histones canoniques, il existe de 
nombreux variants d’histones essentiels pour répondre aux différentes fonctions de la cellule et aux 
stimuli environnementaux (Talbert et Henikoff 2014). L’ensemble des séquences des histones 
canoniques et de leur variants ont été regroupées récemment dans la base de donnée HistoneDB 2.0 
(Draizen et al. 2016) qui permet de confirmer que malgré les différences, les séquences et les 
structures des histones H3, H4, H2B, H2A et leur variants restent très conservés (Baxevanis et 
Landsman 1996; Draizen et al. 2016). 
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Au niveau de leur structure, les histones sont caractérisées par un motif récurrent, composé de trois 
hélices α (α1, α2 et α3) et de deux boucles (L1 et L2) pour former le motifs α1-L1- α2-L2- α3 (Figure 
7-D). Ce motif leur permet de s’associer en dimère selon une conformation dite « en poignée de 
main », maintenue par des interactions hélice α2 – hélice α2, L1-L2 et hélice α1- hélice α1 (Figure 7-
AB). Les deux dimères H3-H4 forment un tétramère en interagissant au niveau des hélices α2 et α3 
des histones H3 (Figure 7-C).   
 
Figure 7 – Structures secondaires et tertiaires des histones. A) Structure tridimensionnelle du 
dimère H3–H4, B) du dimère H2A-H2B et C) du tétramère (H3-H4)2 formés par les histones H3 
(bleu), H4 (rouge), H2A (vert) et H2B (jaune). D) Structures secondaires correspondantes. 
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Une autre caractéristique des histones réside dans des domaines non structurés, appelés queues. Les 
queues N-terminales des histones H3, H4 et H2B et la queue C-terminale de l’histone H2A peuvent 
subir des modifications post-transcriptionnelles importantes (Erler et al. 2014). Elles représentent 
jusqu’à 30% de la masse des histones mais en raison de leur flexibilité, ne sont pas résolues dans les 
structures cristallographiques à  part dans un système (code PDB 1KX5) où leur conformation est en 
fait stabilisée grâce à des interactions nucléosomes-nucléosomes intermoléculaires (Zheng et Hayes 
2003).  
Structure de l’ADN nucléosomal 
L’ADN nucléosomal est un ADN double brin de 145 et 147 paires de bases présentant une courbure 
importante d’environ 30 degrés pour un tour d’hélice (10 pb) (Timothy J. Richmond et Davey 2003). 
Comme le montrent les études cristallographiques (F. Xu et Olson 2010; Zhurkin, Lysov, et Ivanov 
1979) et d’autres analyses structurales (Djuranovic et Hartmann 2004; Heddi et al. 2008; Ben 
Imeddourene et al. 2015) cette courbure régulière de l’ADN est associée à une variation périodique 
d’également ~10 pb des paramètres hélicoïdaux décrivant la structure locale (Paramètres hélicoïdaux 
inter-paire de base, p.58) et à un niveau semi-local, les dimensions des sillons. Dans les régions où le 
petit sillon fait face aux histones, on observe des rolls négatifs, des slides positifs et un petit sillon 
très étroit. Au contraire, lorsque le petit sillon est dirigé vers l’extérieur, les rolls sont positifs, les 
slides négatifs et le petit sillon très large (Figure 8). L’annotation SHL (p. 21) permet de localiser une 
région de l’ADN nucléosomal et elle est liée à cette périodicité.  
 
Figure 8 – Courbure de l’ADN nucléosomal. Les brins de l’ADN sont représentés en rouge et en 
rose.  
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L’annotation « Super Helical Location » de l’ADN nucléosomal 
Le terme de « SHL » est communément utilisé comme unité de 
positionnement le long de l’ADN nucléosomal. On note SHL 0 
la position centrale de l’ADN nucléosomal. Dans le cadre de la 
séquence 601 qui comporte 146 pb (comme celle que j’ai utilisé 
dans mes travaux), SHL 0 correspond au nucléotide 73. On 
numérote ensuite les positions toutes les 10 pb SHL -1, -2, … -6 
vers la moitié 5’ de l’ADN et SHL +1, +2, …, +6 vers la moitié 
3’ (Figure 9). Les SHL peuvent également ne pas correspondre à 
un chiffre entier. Par exemple, SHL +1.5 signifie que l’on parle 
d’une pb située dans la moitié 3’ (le signe +) à 15 nucléotides du 
center (nt 73).  
 
La symétrie du nucléosome 
Le nucléosome présente une symétrie par rapport à l’axe de la dyade. Cette symétrie est d’abord liée 
à l’organisation des histones (Figure 10A). Mais elle implique que l’ADN nucléosomal peut être 
séparé en deux moitiés, que l’on dénommera moitiés 5’ et 3’. La moitié 5’ correspond aux paires de 
base 1 à 73, et aux quatre histones H3, H4, H2A et H2B qui sont en interaction avec ces bases alors 
que la moitié 3’ correspond aux bases restantes (73 à 146) en interaction avec les quatre autres copies 
d’histones (Figure 10B). 
 
 
Figure 9 – Positions SHL sur la 
moitié 3’ de l’ADN nucléosomal. 
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Figure 10 – Symétrie du nucléosome selon l’axe de la dyade. A) Structure du cœur d’histone vue de 
face et de côté, composée des histones H3 (bleu), H4 (rouge), H2A (vert) et H2B (orange). B) 
Structure du nucléosome vue de face et de côté. L’ADN est représenté en gris et le cœur d’histone en 
transparence.   
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Interface ADN/histones 
Nos connaissances du complexe et donc de l’interface ADN/histone proviennent essentiellement de 
structures cristallographiques de nucléosome. Comme nous l’avons vu, les queues ne sont pas 
résolues dans ces structures sauf dans la structure dont le code pdb est 1KX5 (Davey et al. 2002). 
Mais au dire même des auteurs de cette structure, la résolution des queues est malgré tout trop 
mauvaise pour pouvoir en tirer quelque chose de sûr. Les descriptions de l’interface dont nous 
disposons concernent donc les interactions entre ADN et domaines structurés des histones.  
L’interface a été décrite comme étant caractérisée par de nombreux contacts électrostatiques dus à la 
présence d’un grand nombre d’acides aminés basiques (ARG et LYS) et polaires qui interagissent 
avec les groupements phosphate de l’ADN (Mariño-Ramírez et al. 2005). L’analyse de la structure 
cristallographique à haute résolution  (1.9 Å) du nucléosome 1KX5 contenant un ADN dérivé de l’α-
satellite humain suggère que de nombreuses liaisons hydrogène additionnelles sont médiées par des 
molécules d’eau (Davey et al. 2002). Cette même étude propose également que le nombre de liaisons 
hydrogène serait plus faible pour les régions contactées par les dimères H2A-H2B que pour les 
régions contactées par le tétramère (H3-H4)2.  
L’interface entre l’ADN et le cœur structuré des histones se caractérise par quatorze sites d’interaction 
(K. Luger et al. 1997; Davey et al. 2002), situés aux SHL +/- 6.5, 5.5, 4.5, 3.5, 2.5, 1.5 et 0.5. Comme 
l’organisation des histones est parfaitement symétrique, les sites de fixation impliquant les moitiés 5’ 
(SHL 6.5 → 0.5) et 3’ (SHL -6.5 → -0.5) de l’ADN nucléosomal sont symétriques par rapport à l’axe 
de la dyade.  Les sites d’interactions aux SHL +/- 0.5, 1.5, et 2.5 interagissent avec le tétramère (H3-
H4)2 et les sites aux SHL +/- 3.5, 4.5 et 5.5 avec les dimères H2A-H2B (Figure 11). Le site SHL +/- 
6.5, proche des extrémités de l’ADN, interagit avec l’hélice α du côté N-terminal (αN) de l’histone 
H3. On distingue trois types d’interfaces ADN/histones, selon que la partie protéique soit une hélice 
α ou une boucle : L1-L2 aux SHL +/- 0.5, 2.5, 3.5 et 5.5, α1- α1 aux SHL +/- 1.5 et 4.5 et αN aux 
SHL +/- 6.5 (Figure 11).  
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Figure 11 – Sites de liaisons ADN/’histone. Les sites de liaison de type L1-L2 sont entourés en bleu, 
les sites de liaison α1- α1 en rouge et le site de liaison αN en noir. L’ADN est représenté en blanc, 
H3 en bleu, H4 en rouge, H2A en vert et H2B en orange. La moitié 5’ du nucléosome est représentée 
à gauche et la moitié 3’ à droite.  
 
Chacun de ces sites est caractérisé par la présence d’une arginine en interaction avec le petit sillon 
(Davey et al. 2002) (Figure 12). Les sites TTAAA aux SHL +/- 1.5 de la séquence 601 ont plus 
particulièrement attiré l’attention. Il a été observé à ces sites la formation d’un réseau appelé « sugar 
clamp » où on met en évidence le rôle important de contacts hydrophobes impliquant des résidus 
leucine et proline qui viennent compléter les contacts électrostatiques de l’arginine (Wu et al. 2010). 
Le calcul des champs électrostatiques associés à l’ADN nucléosomal a permis de mettre en évidence 
qu’un petit sillon à la fois riche en A:T et particulièrement étroit serait très électronégatif et donc 
favorable à l’insertion de la chaine latérale de l’arginine (Rohs et al. 2009; West et al. 2010). Cette 
hypothèse séduisante est malheureusement contredite par mes propres analyses, qui, comme on va le 
voir, montrent que les arginines SHL +/- 1.5 sont en position apicale, alors que les arginines vraiment 
insérées interagissent avec des séquences mixtes, A:T et G:C. 
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Enfin, une étude sur un ensemble de structures cristallographiques montre que les arginines H4-R45, 
H3-R83, H2A-R42 et H2A-R77 sont toujours insérées dans le petit sillon, respectivement aux sites 
SHL +/- 0.5, 2.5, 3.5 et 5.5 (Wang, Ulyanov, et Zhurkin 2010). La mutation de l’arginine H4 R45H, 
insérée dans le petit sillon au SHL +/- 0.5, entraine une déstabilisation de la structure du nucléosome 
(Kruger et al. 1995) qui confirme le rôle clé de cette arginine dans l’interface. La même étude montre 
que la mutation H3 R116H et H3T118I de résidus proches de l’arginine insérée entraine également 
une déstabilisation de la structure, mettant en évidence que l’arginine n’agit pas seule dans la 
structuration de l’interface. Bien que ces mutations n’existent que pour la site SHL +/- 0.5, les autres 
sites L1-L2 sont très similaires en structure et une autre étude désigne des résidus équivalents sur le 
site SHL +/- 2.5 (Karolin Luger 2003). 
  
Figure 12 – Arginines à l’interface ADN/histones du nucléosome. Les arginines sont représentées 
en sphères opaques. L’ADN est en gris, l’histone H3 en bleu, l’histone H4 en rouge, l’histone H2A 
en vert et l’histone H2B en jaune. La moitié 5’ du nucléosome est représentée à gauche et la moitié 
3’ à droite. 
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Dynamique de la chromatine in vivo 
La dynamique de la chromatine est liée au positionnement des nucléosomes le long d’un génome, 
lequel dépend d’un certain nombre de facteurs. Je vais présenter ici quelques-uns de ces facteurs.  
Modifications post-traductionnelles des histones 
Les extrémités N-terminales des histones H3, H4 et H2B et l’extrémité C-terminale de l’histone H2A 
subissent de nombreuses modifications post-traductionnelles (MPT) (Zhao et Garcia 2015), une 
queue pouvant subir plusieurs modifications. L’ensemble de ces modifications forme le « code des 
histones » (Jenuwein et Allis 2001). De récentes études mettent en évidence le grand nombre de sites 
potentiels pour ces modifications (Zhao et Garcia 2015), rendant le décryptage du « code des 
histones » complexe. 
Les MPT des histones incluent la méthylation, la phosphorylation, l’acétylation, l’ubiquitination et la 
sumoylation des acides aminés. Ils affectent le positionnement des nucléosomes et leur organisation 
de manière directe, en stabilisant ou déstabilisant les interactions nucléosome-nucléosome (Bowman 
et Poirier 2015) et de manière indirecte en favorisant ou défavorisant le recrutement d’autres facteurs.  
Protéines chaperons des histones 
Les protéines chaperons des histones (PCH) sont des molécules qui jouent un rôle dans la 
structuration de la chromatine et la prévention de l’agrégation des protéines histones lors de sa 
formation (Burgess et Zhang 2013; Valieva, Feofanov, et Studitsky 2016). Aujourd’hui, on dénombre 
plus de quinze PCH (Tyler 2002; Formosa 2012; Venkatesh et Workman 2015; Mattiroli, D’Arcy, et 
Luger 2015) impliquées dans l’assemblage et le désassemblage du nucléosome, le stockage et le 
transport des histones, la transcription, la réplication et la réparation de l’ADN (Tableau 1). 
Comme on peut le voir, les PCH sont capables d’interagir avec des variants spécifiques des histones 
(Tableau 1). Il s’agit d’un niveau supplémentaire de régulation de la chromatine (Burgess et Zhang 
2013) qui peut même se produire directement sur un nucléosome par le remplacement des histones à 
l’aide des facteurs de remodelage. Cependant, les interactions PCH/histones sont rarement exclusives 
et binaires, une PCH peut interagir avec plusieurs histones et variants d’histones, et le contraire est 
également vrai (Mattiroli, D’Arcy, et Luger 2015). En raison de cette complexité, les études 
structurales sont rares et le fonctionnement de ces protéines, notamment au niveau de l’assemblage 
du nucléosome, reste incertain. Cependant, elles mettent en évidence le rôle important des variants 
d’histones dans la dynamique de la chromatine et de nombreux autres processus cellulaires.  
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Tableau 1 – Rôles et partenaires des protéines chaperons d’histone. (source : Valieva, Feofanov, et 
Studitsky 2016) 
 
Facteurs de remodelage 
Les facteurs de remodelage sont des enzymes capables de former des complexes multiprotéiques et 
qui utilisent l’énergie de l’hydrolyse de l’ATP pour induire des changements conformationnels au 
niveau du nucléosome et des domaines de la chromatine.  
Le remodelage du nucléosome implique des changements dans les interactions ADN/histones afin de 
perturber ou de déplacer les nucléosomes (Becker et Workman 2013). Historiquement, le premier 
complexe de remodelage, Swi/Snf a été identifié chez la levure (Winston et Carlson 1992). C’est 
quelques années plus tard, lorsque le complexe a été purifié (Vignali et al. 2000), que son rôle 
perturbateur de la structure du nucléosome a pu être mis en évidence. Aujourd’hui, on catégorise les 
complexes de remodelage selon quatre familles, SNF2, ISWI, CHD et Ino80 (Becker et Workman 
2013) aux rôles divers mais partageant plusieurs propriétés : leur affinité est plus forte pour le 
nucléosome que pour l’ADN libre, elles possèdent toute un domaine de reconnaissance des MTP, un 
domaine ATPase, un domaine de régulation du domaine ATPase et un domaine d’interaction avec 
d’autres facteurs de transcription (Volokh et al. 2016).  
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Figure 13 – Rôle des facteurs de remodelage sur la conformation de la chromatine. Les cœurs 
d’histones sont représentés par des cylindres verts ou rose lorsqu’un dimère histone est remplacé par 
un variant ; l’ADN est en bleu, avec un site en rouge pour mettre en évidence l’action du facteur de 
remodelage (d’après W. Chen et al. 2017).    
 
Les facteurs de remodelage peuvent agir de différentes manières sur le nucléosome. Ils peuvent aider 
à l’assemblage, au désassemblage, à l’éviction des histones et au coulissement du nucléosome le long 
de l’ADN (Figure 13) (Becker et Workman 2013). Ils peuvent également permettre l’éviction ou le 
remplacement d’un dimère d’histone au sein d’un nucléosome formé (Figure 13) (Becker et Workman 
2013). Les mécanismes d’action de ces facteurs de remodelage ne sont pas bien connus, bien qu’il 
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soit clair qu’ils agissent en collaboration avec les PCH et sont influencés par les MTP. Deux 
hypothèses se distinguent pour le repositionnement du nucléosome sans désassemblage : la formation 
d’une boucle d’ADN d’environ 10 pb qui se déplace le long du nucléosome (Figure 14A) (Becker et 
Workman 2013; Pasi et al. 2016) et une rotation de l’ADN sur lui-même (twist) qui lui permet 
d’avancer le long de l’interface (Figure 14B) 
 
Figure 14 – Mécanismes de repositionnement du nucléosome. L’ADN est schématisé en rouge et 
en vert, le nucléosome en bleu (d’après Längst et Becker 2004).  
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Assemblage et désassemblage du nucléosome in vitro 
Comme nous l’avons vu, in vivo de nombreux mécanismes permettent la modulation de la chromatine 
et du nucléosome. Ainsi, il semble clair que l’assemblage et le désassemblage du nucléosome in vivo 
est la résultante de tous ces mécanismes de régulation faisant intervenir les facteurs de remodelage, 
les protéines chaperons des histones ainsi que les modifications post-traductionnelles des queues 
d’histones. Cependant, bien que les connaissances sur ces phénomènes aient cru au cours de ces 
dernières années, en reproduire les effets in vitro reste un défi majeur. Par contre, tenter de 
comprendre les mécanismes physiques (en l’absence d’autres molécules que les ADN et les histones) 
à l’œuvre lors de l’assemblage et le désassemblage des nucléosomes est possible. Pour éviter que les 
histones forment des agrégats, l’assemblage des nucléosomes s’effectue en partant d’une haute force 
ionique et en la diminuant progressivement. La stratégie inverse dissocie le nucléosome. Cette 
méthode a été souvent employé, par exemple par Park et al. 2005; Hoch, Stratton, et Gloss 2007; 
Gansen et al. 2009; Böhm et al. 2011; Hatakeyama et al. 2016; Gansen et al. 2018. D’autres études 
imposent des forces mécaniques à l’ADN pour en étudier le désassemblage (Hall et al. 2009; Gansen 
et al. 2018).  
Désassemblage du nucléosome 
De nombreux travaux cherchent à comprendre le mécanisme de désassemblage du nucléosome. Un 
des mécanismes proposé est le détachement de l’octamère d’histone en un seul bloc (Brower-Toland 
et al. 2002) (Figure 15 suivant les étapes I →III → VI). Cependant de nombreuses études FRET 
(Fluorescence Resonance Energy Transfert) (Park et al. 2005; Hoch, Stratton, et Gloss 2007; Gansen 
et al. 2009; Böhm et al. 2011; Gansen et al. 2018) proposent un modèle séquentiel du désassemblage, 
maintenant généralement accepté, avec d’abord le relargage des dimères H2A-H2B suivie de celui 
du tétramère (H3-H4)2 (Figure 15 suivant les étapes I→IV→V→VI). Ce second modèle est soutenu 
par des études de microscopie à force atomique à haute vitesse (AFM) (Hagerman et al. 2009; Miyagi, 
Ando, et Lyubchenko 2011) qui mettent en évidence que les interactions impliquant les extrémités 
de l’ADN qui interagissent avec les dimères H2A-H2B sont déstabilisées en premier, suivi de celles 
concernant la région de l’ADN qui interagit avec le tétramère (H3-H4)2.  
Cependant, de récentes études du nucléosome contenant la séquence 601 par FRET (Gansen et al. 
2018) et diffusion RX aux petits angles résolue en temps (TR-SAXS) (Y. Chen et al. 2017) mettent en 
évidence que la libération des deux dimères H2A-H2B est asymétrique et proposent que la libération 
d’un premier dimère diminue l’affinité du second, qui est donc à son tour libéré très rapidement. Cela 
rajoute donc une étape aux modèles proposés (Figure 15).  
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Figure 15 – Etapes du désassemblage et de l’assemblage du nucléosome. Ce schéma représente 
différentes étapes possibles du désassemblage et de l’assemblage du nucléosome pour la transition 
entre le nucléosome complètement formé (I) et les partenaires libres (VI) (source : Böhm et al. 2011) 
Assemblage du nucléosome 
Le mécanisme de l’assemblage est bien moins étudié d’après la littérature disponible. Pourtant, très 
tôt, des études montrent que l’ADN est d’abord contacté par le tétramère (H3-H4)2 suivis des dimères 
H2A-H2B (Worcel, Han, et Wong 1978; Crémisi et Yaniv 1980). Récemment, un article du groupe 
de Malcolm Buckle et Claude Nogues utilisant la méthode PhAST (Méthode PhAST, p. 61) 
(Hatakeyama et al. 2016) confirme ce schéma séquentiel. En utilisant la séquence 601 non 
palindromique et un variant de cette séquence, les auteurs montrent également que l’assemblage est 
sensible à la séquence de l’ADN, pour la fixation de (H3-H4)2 et, dans une moindre mesure, des 
dimères H2A-H2B. Ces résultats indiquent donc que le mécanisme de l’assemblage est aussi 
complexe que celui du désassemblage (Figure 15). 
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Positionnement et spécificité du nucléosome 
Le positionnement du nucléosome fait référence aux sites occupés par ce complexe le long de l’ADN 
génomique. Il est notamment caractérisé par l’espacement entre deux nucléosomes successifs, 
appelée la distance de répétition du nucléosome (DRN ou, en anglais, NRL pour Nucleosome Repeat 
Length). Cette distance varie selon les espèces, voire selon le type cellulaire au sein d’un même 
organisme (Holde 1989; Valouev et al. 2011). De plus, les DRN dépendent de nombreux facteurs, 
notamment la séquence d’ADN, la concentration des histones, des facteurs de remodelage et des 
protéines chaperons des histones. Une étude met également en évidence que les interactions à longue 
portée entre nucléosomes ont un impact sur leur positionnement (Valouev et al. 2011).  
Mapping des nucléosomes le long du génome 
La méthode privilégiée pour cartographier les nucléosomes est l’utilisation de la nucléase 
micrococcal (MNase) qui est capable de digérer les régions qui relient les nucléosomes (Lantermann 
et al. 2010; Kent et al. 2011; Valouev et al. 2011; Albert et al. 2007), bien que cette enzyme présente 
des préférences pour certaines séquences (Dingwall, Lomonossoff, et Laskey 1981) et puisse mieux 
digérer l’ADN nucléosomal dans des régions très accessibles comme celles proches des sites 
d’initiation de la transcription (Weiner et al. 2010). Cette méthode, appelée MNase-Seq permet 
d’obtenir les fragments d’ADN précédemment enroulés autour des histones (Figure 16-E). Ces 
fragments sont ensuite séquencés et cartographiés sur un génome, afin d’obtenir les positions des 
nucléosomes le long du génome. Les études MNase-Seq permettent notamment de caractériser les 
différents types de positionnement du nucléosome. Une revue très récente (Baldi 2019) décrit et 
définit les différents types de positionnement des nucléosomes dans les populations de cellules. 
Lorsque les nucléosomes sont positionnés constamment aux mêmes régions génomiques, on les 
appelle nucléosomes « bien positionnés » (Figure 16-AC). Mais ils peuvent avoir un positionnement 
régulier avec le même espacement, sans pour autant être en phase dans les différentes populations de 
cellules (Figure 16-B). On peut mesurer l’occurrence des nucléosomes pour chaque pb, et donc le 
pourcentage de molécules d’ADN qui sont en interaction avec un nucléosome dans les différentes 
populations (Figure 16-D). 
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Figure 16 – Caractéristiques du nucléosome observées par MNase-seq. (A) Régions d’ADN 
génomique garnis de nucléosomes bien positionnés. (B) Positionnement régulier mais faible. (C) 
Positionnement fort, en phase. (D) Positionnement avec variation de l’occurrence des nucléosomes. 
(E) Obtention de fragments mononucléosomaux générés par la digestion des MNase et signal 
correspondant aux dyades des nucléosomes (source : Baldi 2019) 
 
Les régions les plus étudiées du nucléosome par ces méthodes sont les sites d’initiation de la 
transcription (SIT). Juste en 3’ de ces régions, quelle que soit l’espèce, on observe un positionnement 
en phase très prononcé (Mavrich et al. 2008; Schones et al. 2008; Lantermann et al. 2010; Bai et 
Morozov 2010). En revanche, la région en 5’ des SIT est déplétée en nucléosome (nucleosome free 
region) (Figure 17). Bien que l’effet soit beaucoup plus prononcé in vivo, l’analyse des régions SIT 
in vitro (Yong Zhang et al. 2009; Kaplan et al. 2009) met en évidence que l’affinité des ADN pour 
les histones est plus faible pour cette région en 5’ des SIT (Figure 17). Cependant, le positionnement 
en phase observé en 3’ des SIT serait plutôt dû à de nombreux facteurs extérieurs (Yong Zhang et al. 
2009).  
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Figure 17 – Positionnement du nucléosome et sites d’initiation de la transcription. (a) Occurrence 
moyenne in vivo (rouge) et in vitro (bleu) du positionnement des nucléosomes des gènes de S. 
cerevisiae alignés. (b) Représentation schématique du positionnement typique des nucléosomes in 
vivo chez plusieurs espèces  (source : Bai et Morozov 2010). 
 
En dehors des SIT, le positionnement en phase est un phénomène plus rare mais toutefois déjà observé, 
notamment chez les mammifères pour les sites de fixation du répresseur transcriptionnel CTCF et 
d’autres sites de fixation des facteurs de transcription  (Wiechens et al. 2016). Ces résultats montrent 
que le positionnement en phase est privilégié dans les régions régulatrices de l’expression génique et 
de la synthèse protéique.  
 
Rôle de la séquence ADN dans la formation du nucléosome 
Comme indiqué précédemment, le positionnement du nucléosome in vivo est très clairement impacté 
par la présence de facteurs externes. Cependant, des études in vitro montrent aussi l’impact de la 
séquence de l’ADN (Kaplan et al. 2009; Bai et Morozov 2010; Baldi 2019). Notamment, la 
composition des séquences des régions déplétées en nucléosome en 5’ des SIT chez la levure sont 
très riches en A:T (W. Lee et al. 2007) ce qui défavoriserait la formation de nucléosome in vitro 
(Kaplan et al. 2009) et in vivo (Raveh-Sadka et al. 2012). Le consensus actuel est que les séquences 
d’ADN les plus aptes à former des complexes présentent une périodicité lexicographique d’environ 
dix pb, alternant des motifs riches en A:T dans les régions en interaction avec le cœur d’histone et 
riches en G:C dans les régions tournées vers l’extérieur. (Drew et Calladine 1987; Jiang et Pugh 2009; 
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Kaplan et al. 2009; Cui et Zhurkin 2010; Brogaard et al. 2012; Andrew Travers et al. 2010; Struhl et 
Segal 2013).  
 
 
Figure 18 – Scores TRX pour des séquences d’affinité haute et modérée pour le cœur d’histone. 
La variation sinusoïdale de la largeur des petits sillons (en Å) le long de l’ADN est représentée en 
rouge en haut de chaque panel. Les profils des scores TRX de trois séquences de haute affinité (haut) 
et deux séquences d’affinité modérée (bas) le long de l’ADN sont représentés en noir (d’après Xu et 
al. 2014).   
 
Au laboratoire, sur la base de données RMN « brutes » (en particulier des déplacements chimiques) 
collectées sur des ADN libres, Brigitte Hartmann et ses collaborateurs ont conçu l’échelle TRX, qui 
associe à chacun des 10 dinucléotides complémentaires (ApA•TpT, CpG•CpG…) un score qui reflète 
la dimension de l'espace conformationnel exploré (Heddi et al 2008, 2010, Ben Imeddourene et al 
2016). Cette échelle a une valeur prédictive (Xu et al. 2014). D’après cette échelle, les dinucléotides 
ApA/G•T/CpT, et ApT/C•ApT/C présentent une flexibilité restreinte par rapport aux pas GpG•CpC, 
CpG•CpG, GpC•CpC et CpA•TpG qui explorent un large espace conformationnel. Ces différences 
de flexibilité entre motifs riches en A:T et riches en G:C rend parfaitement compte de l’effet de 
séquence sur l’affinité de l’ADN pour les histones (Heddi et al 2010 ; Xu et al 2014). Pour aller plus 
loin, un ensemble de séquences nucléosomales artificielles dont les affinités in vitro pour le cœur 
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d'histone sont publiées dans la littérature a ainsi été annoté par TRX. Ces profils TRX ont ensuite été 
comparés avec les déformations structurales observées dans le nucléosome, illustrées par les 
variations périodiques sinusoïdales de la largeur du petit sillon, connues pour être conservées 
indépendamment de la séquence d’ADN. Les meilleurs parallèles entre ces deux types de profils 
(TRX et dimension du petit sillon) correspondent aux séquences dont l'affinité pour le cœur d'histone 
était la plus élevée (Figure 18). 
Il semble donc clair que les propriétés intrinsèques de l’ADN jouent un rôle important dans l’affinité 
avec les histones, du moins in vitro.  
 
Le cas de la séquence 601 
La séquence 601 (Thåström et al. 1999) est une séquence artificielle identifiée par des expériences 
SELEX pour sa très forte affinité pour les histones. Son très fort positionnement en fait une séquence 
de choix pour les études sur la chromatine.  
 
Figure 19 – Séquence 601 et ses dérivées symétriques. La symétrisation de la séquence 601 à partir 
de la duplication de la moitié 3’ (601R) diminue l’affinité pour les histones ; la même stratégie 
appliquée à la moitié 5’ (601L) a l’effet inverse (d'après McGinty et Tan 2015). 
 
Cette séquence 601 n’est pas palindromique. L’ADN résultant de la symétrisation de sa moitié 5’ 
(séquence 601L, Figure 19) est plus affine que la séquence d’origine ; par contre la symétrisation de 
sa moitié 3’ (séquence 601R, Figure 19) a un résultat inverse (Chua et al. 2012). En plein accord avec 
ces résultats, l’étude de l’assemblage du nucléosome montre des étapes intermédiaires traduisant la 
relative difficulté pour les histones de se fixer solidement à sa moitié 3’ (Hatakeyama et al. 2016). Ce 
serait la périodicité des pas TA toutes les dix paires de bases que l’on trouve dans la moitié 5’ qui 
seraient à l’origine de la préférence des histones (Chua et al. 2012).  L’échelle TRX confirme cette 
idée, en rajoutant que la périodicité de pas flexibles, également observée toutes les dix paires de bases, 
est aussi importante que celle des pas TA (Xu et al 2014).  
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Les complexes acides nucléique-NCp7 
Le virus de l’immunodéficience humaine (VIH) 
Le virus de l’immunodéficience humaine (VIH) est un rétrovirus qui agit au niveau des cellules du 
système immunitaire et nerveux central. Il est responsable du syndrome d’immunodéficience acquise 
(SIDA), un état affaibli du système immunitaire, rendant vulnérable aux infections opportunistes. La 
premier type de VIH, le VIH-1 identifié en 1983 par microscopie électronique (Barré-Sinoussi et al. 
1983) est le type le plus commun et le plus pathogène et il présente une grande variété de souches 
virales que l’on classe selon quatre groupes principaux M, N, O et P (Hemelaar 2012). Le groupe M 
(Main) représente la majorité des infections chez l’homme (plus de 90%) et est divisé en plusieurs 
sous-types. Les groupes O (Outlier), N (Non-M, Non-O) et le groupe P (Pending) sont des groupes 
plus rares, classés selon leur localisation.  
 
Figure 20 – Représentation schématique du cycle de réplication du VIH-1. 
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Rôle de la NCp7 dans le cycle du VIH-1 
La protéine 7 de la nucléocapside (NCp7) est une protéine de structure du VIH qui intervient à de 
nombreuses étapes. Elle participe à la sélection de l’ARN génomique et de l’ARN de transfert, 
l’hybridation des ARN, la dimérisation et l’encapsidation du génome viral, l’initialisation de la 
transcription inverse, le transfert de brin et son intégration dans le génome de l’hôte, la formation 
d’une particule virale et son bourgeonnement et enfin la protection de l’ARN contre les nucléases 
cellulaires (Figure 21) (J. L. Darlix et al. 1995; Levin et al. 2005; J.-L. Darlix et al. 2007; Levin et al. 
2010; J.-L. Darlix et al. 2011; Sleiman et al. 2012; J.-L. Darlix et al. 2014). Elle interagit donc dans 
de très nombreuses étapes du cycle du VIH (Figure 20) impliquant des acides nucléiques et elle est 
par conséquence une cible thérapeutique très intéressante (Iraci et al. 2018; Sancineto et al. 2018).   
 
 
Figure 21 – Illustration des rôles de la NCp7 dans le cycle de réplication du VIH. (D’après J.-L. 
Darlix et al. 2011) 
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La NCp7 est une forme mature de la polyprotéine Gag (Figure 22). Il s’agit d’une petite protéine de 
55 résidus, capable de se fixer aux acides nucléiques (ADN et ARN) avec une préférence pour les 
AN en simple brin. Elle a en particulier une activité de chaperon des AN, et est ainsi capable de 
modifier la structure secondaire et tertiaire des ARN et des ADN sur lesquels elle se fixe.  
 
 
Figure 22 – Maturation de la NCp7 à partir de la polyprotéine Gag 
 
Protection des acides nucléiques 
Dans la capside virale, les propriétés d’association et de compaction de la NCp7 permettent la 
protection de l’ARN génomique (J. L. Darlix et al. 1995; J.-L. Darlix et al. 2011) de manière passive. 
Des études in vitro ont mis en évidence qu’en condition saturante, la NCp7 se fixe de manière non-
spécifique aux ARN (Tanchou et al. 1995; Krishnamoorthy et al. 2003). Ces mêmes études montrent 
notamment qu’une forte concentration de NCp7 est capable de protéger les ARN contre la 
dégradation par les nucléases mais de manière limitée.  
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Le transcription inverse 
 
 
Figure 23 – Transcription inverse du VIH-1. L’ARN est représenté en noir, l’ARNtLys3 vert et les 
brins d’ADN négatif (ADN(-)) et positif (ADN(+)) en rouge. Les ADN ou ARN dégradés sont 
représentés par des pointillés. Le détail des étapes est précisé dans le texte (Cf. Transcription Inverse) 
(d’après Ilina et al. 2012) 
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C’est essentiellement dans la transcription inverse du VIH que la NCp7 joue son rôle de chaperon 
des acides nucléiques. La transcription inverse consiste à convertir l’ARN viral génomique simple 
brin en ADN double brin linéaire. Il s’agit d’un mécanisme complexe, commun à tous les rétrovirus 
qui se déroule en huit étapes (Ilina et al. 2012; Hu et Hughes 2012) (Figure 23) :  
- 1. la transcription inverse est initiée par l’hybridation de l’ARNt sur le site de liaison d’amorce 
(PBS pour primer binding site). 
- 2. Synthèse de l’ADN strong-stop (-) à l’extrémité 3’ de l’ARN viral et dégradation de la 
matrice ARN.  
- 3. Premier transfert de brin : l’hybridation des séquence cTAR et TAR permet le transfert de 
l’ADN strong-stop (-) à l’extrémité 3’ de l’ARN.  
- 4. Synthèse de l’ADN négatif (ADN (-)) et dégradation de la matrice ARN.  
- 5.  Elongation du brin d’ADN (-).  
- 6. Deuxième transfert de brin 
- 7. Synthèse de l’ADN positif (ADN (+)) 
- 8. Complétion de la transcription inverse, l’ARN viral double brin est formé.  
Lors de ce processus, la NCp7 intervient à différents niveaux je vais détailler.  
Initiation de la synthèse du brin ADN (-) 
L’initiation se déroule dans la capside virale avant la fusion du virus avec la membrane de la cellule 
cible. Afin de mener à bien cette étape, l’ARN de transfert ARNtLys3 qui servira d’amorce pour la 
synthèse du brin ADN(-) ( 
Figure 23) doit s’hybrider avec le PBS mais il a été montré in vivo que les deux partenaires ne 
s’hybrident pas spontanément (Sleiman et al. 2012). C’est à ce premier niveau qu’intervient la NCp7 
qui va stimuler cette réaction, en augmentant le taux d’hybridation d’un facteur 105 (Hargittai et al. 
2004) et en effectuant un réarrangement conformationnel des AN.  
Premier transfert de brin 
Lors de cette étape, l’ADN strong-stop (-) synthétisé à la suite de l’initiation va être transféré vers 
l’extrémité 3’ de l’ARN viral. Cela est rendu possible par la présence de la séquence tige boucle 
cTAR sur l’ADN strong-stop (-) qui va s’hybrider avec la séquence TAR de l’extrémité 3’ de l’ARN 
(J. L. Darlix et al. 1993). TAR et cTAR sont structurées en tiges boucles mais présentent des 
mésappariement et des bulges (Bernacchi et al. 2002; Beltz et al. 2003) (Figure 24A).  
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Figure 24 – Structures secondaires des séquences TAR et cTAR et déstabilisation de cTAR par la 
NCp7. A) Structures secondaires des séquences TAR et cTAR. B) Représentation schématique de la 
déstabilisation de cTAR par la NCp7 (d’après Bernacchi et al. 2002). 
 
L’hybridation spontanée de TAR et cTAR est peu efficace (Beltz et al. 2005). Dans cette étape, la 
présence de la NCp7 permet une augmentation du taux d’hybridation par un facteur 3000 (Godet et 
al. 2006). La NCp7 induit la déstabilisation de l’extrémité cTAR (Figure 24B) et son ouverture, 
facilitant l’hybridation avec son partenaire TAR (Bernacchi et al. 2002; Beltz et al. 2003).  
Second transfert de brin 
Le second transfert de brin implique cette fois ci la séquence PBS positive (PBS (+)), transférée à 
l’extrémité 5’ du brin d’ADN (-) ( 
Figure 23). Cette fois-ci, la NCp7 va faciliter l’hybridation entre la séquence PBS (+) et la séquence 
PBS (-) avec une augmentation d’un facteur 60 du taux d’hybridation (Egelé et al. 2004). La NCp7 
ne déstabilise pas la tige boucle de PBS qui est beaucoup plus courte mais induit l’exposition de ses 
bases nucléotidiques (Bourbigot et al. 2008).   
Transport de l’ADN viral 
Le rôle de la NCp7 dans le transport de l’ADN viral vers le noyau est encore mal connu. Des études 
de fluorescence suggèrent que la NCp7 ne se fixe que de manière non-spécifique sur l’ADN après la 
transcription inverse et que sa présence dans le complexe pré-intégration et le noyau est très faible 
(Anton et al. 2015). Elle ne jouerait donc pas un rôle majeur dans le transport de l’ADN viral.  
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Intégration de l’ADN viral 
L’intégration de l’ADN viral se fait en trois étapes (Figure 25). D’abord, le clivage d’un dinucléotide 
GT à chaque extrémité 3’ de l’ADN viral par l’intégrase, libérant un dinucléotide CA. S’ensuit un 
transfert de brin avec l’insertion de l’extrémité CA-OH 3’ dans le génome cellulaire. Suite à 
l’insertion partielle de l’ADN viral dans le génome, les enzymes de réparations de la cellules hôtes 
vont rétablir l’intégrité de l’ADN.  
Des études in vitro montrent que la présence de la NCp7 permet d’accélérer l’étape du transfert de 
brin (Carteau, Gorelick, et Bushman 1999; Poljak et al. 2003). In vivo, une étude de mutation de la 
NCp7 inhibe l’activité intégrase du virus (J. A. Thomas et al. 2006).   
 
Figure 25 – Schéma du processus d’intégration de l’ADN viral dans l’ADN de la cellule hôte. 
(d’après Maele et al. 2006) 
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Encapsidation, dimérisation et discrimination de l’ARN génomique (ARNg)  
Lors de l’assemblage, pour former de nouveaux virions, le virus doit être capable de sélectionner 
spécifiquement l’ARNg au milieu de nombreux ARN cellulaires et viraux (Abd El-Wahab et al. 2014) 
afin de procéder à l’encapsidation et la dimérisation de l’ARNg, nécessaire à la reproduction du virion. 
L’initiation de l’encapsidation et de la dimérisation et la sélection spécifique de l’ARNg se fait par 
l’intermédiaire du signal d’encapsidation Ψ, composé des tiges boucles SL1, SL2, SL3 et SL4 (SL 
pour l’anglais Stem Loop) qui se situent dans la région 5’ non-codante de l’ARNg (Figure 26). 
 
Figure 26 – Représentation schématique de la structure secondaire de la région 5’ (500 résidus) 
non codante de l’ARN génomique du VIH-1. (Source : Abd El-Wahab et al. 2014) 
 
Pendant longtemps, la région SL3 été considérée comme le site initiateur de l’encapsidation le plus 
important du VIH, mais des études expérimentales montrent un impact mineur de la délétion de SL3 
sur l’encapsidation (Harrison et al. 1998; Houzet et al. 2007) alors que la délétion de la région SL1 
entraîne une forte réduction de l’infectiosité du virus (Houzet et al. 2007). Le domaine NC de Gag 
et/ou la NCp7, en se fixant de manière très spécifique sur ces régions, permettraient l’initiation de 
l’encapsidation (Y. Zhang et Barklis 1995; De Guzman et al. 1998), notamment par la reconnaissance 
de la séquence Ψ composée d’une boucle GGAG.   
L’initiation de la dimérisation se situe également au niveau de la tige boucle SL1, aussi appelée DIS 
(pour l’anglais Dimerization Initiation Site). Le domaine NC de Gag et/ou la NCp7 interviennent à 
ce niveaux afin d’aider à la formation d’un duplex entre deux domaines DIS (Muriaux et al. 1996). 
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Propriétés structurales de la NCp7 
Structure de la NCp7   
Depuis les premières structures obtenues par RMN (Omichinski et al. 1991; Summers et al. 1992; 
Morellet et al. 1992) on sait que la NCp7 est caractérisée par deux doigts de zinc très structurés de 
motif X2-C-X4-H-X4-C où X représente des acides aminés variables. Les doigts de zinc sont appelés 
ZF1 (pour Zinc Finger 1) et ZF2 (pour Zinc Finger 2) et sont séparés par une région appelée linker 
de sept résidus non structurés. A ses extrémités, la NCp7 possède des queues non-structurés de 14 
(en N-terminal) et 6 résidus (en C-terminal) qui sont considérées comme intrinsèquement 
désordonnées (J.-L. Darlix et al. 2011).  
 
Figure 27 – Structure et séquence de la NCp7. A) Une des structures adoptée par la NCp7 libre ; 
l’image vient des structures publiées par Deshmukh et al. 2016, code PDB 5I1R. Les sphères jaunes 
représentent les ions Zn2+ qui coordonnent les doigts de zinc. (B) Représentation de la séquence et 
de la structure secondaire de la NCp7.  
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La séquence de la NCp7 est globalement très conservée, surtout sur la partie centrale composée des 
doigts de zinc et du linker (Dorfman et al. 1993; Gorelick et al. 1999). Bien que la queue N-terminale 
soit plus variable, ses résidus basiques sont strictement conservés par rapport aux autres résidus de la 
queue (Bourbigot et al. 2008).  
Jusque récemment, le comportement du linker et le positionnement des doigts de zincs n’étaient pas 
clairement établis. Certains travaux montraient le rapprochement de ZF1 et ZF2 par le biais du résidu 
P31 du linker, de liaisons hydrogène et d’un plateau hydrophobe (Mély et al. 1994; Morellet et al. 
1998). D’autres études proposaient une structure dites « ouverte » de la NCp7, sans interaction entre 
les doigts de zinc (Summers et al. 1992). C’est une étude récente (Deshmukh et al. 2016) qui combine 
l’analyse RMN avec de la diffusion des rayons X aux petits angles (SAXS pour l’anglais Small Angle 
X-rays Scattering) qui a permis de décrire le paysage conformationnel de la NCp7 libre et résoudre 
les contradictions. Les résultats indiquent que la NCp7 est dans un équilibre entre plusieurs 
conformations, dont des conformations « fermées » qui représentent environ 90% des structures 
explorées et des conformations « ouvertes » qui représentent les 10% restant (Figure 28). Ces deux 
types de conformations existent grâce à la dynamique du linker (Zargarian et al. 2014).  
 
Figure 28 – Conformations fermée et ouverte de la NCp7. ZF1 est représenté en rouge, ZF2 en cyan, 
les zincs coordinateurs en jaune, le linker en gris et les extrémités non-structurées en noir. Ces images 
ont été faites à partir des structures issues de Deshmukh et al. 2016, code PDB 5I1R. 
 
La NCp7 libre présente donc une flexibilité dans le positionnement des doigts de zinc en accord avec 
les résultats RMN observés sur la dynamique du linker (Zargarian et al. 2014), à l’origine de ces 
mouvements.  
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Structure de la NCp7 complexée avec des acides nucléiques 
Actuellement, cinq structures de la NCp7 avec des acides nucléiques sont résolues au niveau atomique 
par RMN. Parmi ces structures, deux sont complexées avec un ARN (De Guzman et al. 1998; 
Amarasinghe et al. 2000) et trois avec un ADN (Bourbigot et al. 2008; Morellet et al. 1998; Bazzi et 
al. 2011).  
Les principales interactions NCp7/AN qui ont été décrites consistent en des interactions 
électrostatiques non-spécifiques dues aux nombreux résidus basiques de la NCp7 et des empilements 
entre cycles aromatiques impliquant une base et le TRP37 du ZF2 et la PHE16 du ZF1 (Mély et al. 
1993; Morellet et al. 1994; Lam et al. 1994; Bombarda et al. 1999; Avilov et al. 2009). ZF1 et ZF2 
forment deux poches hydrophobes et, dans les complexes NCp7/ARN, une guanine s’insère dans 
chacune des deux poches (De Guzman et al. 1998; Amarasinghe et al. 2000) alors que dans les 
complexes NCp7/ADN, une seule guanine s’insère dans la poche formée par ZF2 (Bourbigot et al. 
2008; Morellet et al. 1994; Bazzi et al. 2011).   
Un autre point qui distingue les deux types d’AN est l’orientation de fixation de la NCp7. En effet, 
dans les complexes ARN, l’orientation de ZF1→ZF2 va du côté 5’ de l’ARN vers son côté 3’ alors 
que cette orientation est inversée pour les complexes ADN. Il a été suggéré que les sucres et des 
interactions hydrophobes associées étaient responsables de ces orientations contraires (Zargarian et 
al. 2009; Bazzi et al. 2011). 
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Spécificité de la NCp7 
 
La protéine NCp7 est capable de se fixer sur de très nombreuses séquences d’AN avec des affinités 
plus ou moins importantes (Fisher et al. 1998; Urbaneja et al. 1999) cependant, des études mettent en 
évidence des préférences pour certains sites de fixation (Mély et al. 1993; Bombarda et al. 1999; 
Wilkinson et al. 2008). La NCp7 est un très bon exemple de l’importance de la spécificité pour les 
protéines puisque ses différentes fonctions dans le cycle du virus nécessitent différents niveaux de 
spécificité.  
Pour son rôle protecteur des ARN et pour faciliter l’hybridation de l’ARNt dans la transcription 
inverse, la NCp7 ne requiert pas un fort niveau de spécificité et va essentiellement interagir via ses 
résidus basiques à la surface des ARN sur environ 6 résidus (Mély et al. 1995). 
Dans le cas de son rôle chaperon des AN, la NCp7 va être capable de se fixer, de déstabiliser un 
duplexe et de se retirer du partenaire AN. Pour jouer ce rôle, elle présente une nette  préférence qui 
s’apparente à une spécificité pour des séquences ARN simple brin riche en A:U suivies d’un duplex 
dont l’extrémité 5’ est une paire de base G:C (Wilkinson et al. 2008).  
C’est dans le cadre de son interaction avec les tiges boucles SL1 et SL3 pour l’encapsidation de 
l’ARNg que la NCp7 présente la plus forte spécificité pour le motif GGXG, X étant un nucléotide 
quelconque (Wilkinson et al. 2008; J.-L. Darlix et al. 2014).  
Mais si l’on s’intéresse à son affinité plus globale, l’ensemble des études structurales sur les 
complexes AN/NCp7 s’accordent à dire que les plus fortes affinités sont retrouvées pour les motifs 
d’AN simple brin TG, GXG et TXG, bien que le motif GXG soit plus représenté chez les ARN et le 
motif TG chez les ADN (J.-L. Darlix et al. 2014).  
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Matériel et méthodes 
Analyse des interfaces par VLDM 
VLDM (Voronoi Laguerre Delaunay for Macromolecule) est un outil d’analyse des structures de 
macromolécules, protéine et/ou acide nucléique, basé sur une méthode géométrique puissante. 
VLDM est un outil central dans mes travaux de thèse puisque je l’ai utilisé pour l’analyse des 
interfaces du nucléosome (p. 64) mais également l’interface NCp7/NA (p. 165). VLDM est la version 
étendue de l’outil VLDP qui était uniquement dédié aux protéines (Voronoi Laguerre Delaunay 
Protein) (Esque, Oguey, et de Brevern 2010; 2011). VLDM, comme VLDP, est basé sur le pavage 
géométrique de l’espace euclidien. Il existe déjà de nombreuses applications de plusieurs sortes de 
pavages géométriques pour l’analyse structurale de molécules biologiques, notamment pour 
l’assignation des structures secondaires (Dupuis et al. 2005; T. Taylor et al. 2005), la détection de 
motifs structuraux (Kobayashi et Go 1997; Wako et Yamato 1998; W. R. Taylor 1999; Huan et al. 
2004), la mesure volumétrique des cavités (Liang, Edelsbrunner, et Woodward 1998; Le Guilloux, 
Schmidtke, et Tuffery 2009), la quantification d’interfaces protéine-protéine (Bernauer et al. 2007) 
ou encore le calcul de l’accessibilité au solvant (Esque, Oguey, et de Brevern 2011).VLDP rassemble 
plusieurs de ces applications (mesure volumétrique, analyse et quantification des interactions 
protéine-protéine etc…) en un seul programme. VLDM rajoute la possibilité d’étudier des complexes 
formés par des protéines et des acides nucléiques. 
Dans cette section, je présente VLDM et je détaille ses nouvelles fonctionnalités et en quoi elles ont 
été centrales dans mes recherches ; je parle aussi brièvement du panel d’outils annexes que j’ai 
développé en particulier pour l’analyse de méga données (« big data ») issues de dynamiques 
moléculaires (DM) du nucléosome. 
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Fonctionnement mathématique de VLDM : construction des pavages  
Figure 29 - Représentation en deux dimensions des pavages de Delaunay et de Voronoï. A gauche 
et au milieu, les sommets du pavage de Delaunay sont les positions atomiques du systèmes (points 
gris). Au milieu, on construit les cercles circonscrits dont les centres (points rouges) sont les sommets 
des cellules de Voronoï. A droite, les arrêtes rouges du pavage de Voronoï représentent les lignes 
(surfaces en 3D) de contact entre deux atomes. 
 
L’espace structural de la macromolécule est partitionné selon trois pavages. Le pavage de Delaunay 
prend pour sommets les centres des atomes (Figure 29). Pour définir les liens et former le pavage 
tétraédrique (sur la base de 4 atomes), Delaunay définit comme critère que la sphère circonscrite aux 
quatre atomes doit être vide, c’est à dire qu’elle ne doit pas contenir d’autres atomes. On construit 
ensuite un deuxième pavage, le pavage de Voronoï, dont les sommets sont les centres des sphères 
circonscrites de chacun des tétraèdres (Figure 29). Le pavage de Voronoï est composé de polyèdres 
appelées aussi cellules ; chaque cellule contient un atome et chaque côté définit une frontière entre 
deux atomes voisins. Enfin, le pavage de Laguerre est une variante pondérée du pavage de Voronoï. 
Chaque site atomique est alors associé à un poids de telle manière que les propriétés du pavage de 
Voronoï soient préservées. Il existe ainsi une relation de dualité entre partition Delaunay et partition 
Laguerre. Dans les applications bio-structurales, une série d’études (Poupon 2004; Esque, Oguey, et 
de Brevern 2011) ont montré qu’utiliser le carré du rayon de Van der Waals des atomes en tant que 
paramètre de poids reflète au mieux les données expérimentales de volumes et d’interface.  
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Application de VLDM à l’analyse d’interfaces 
Au cours de mes travaux, j’ai utilisé VLDM afin de caractériser des interfaces de différente nature 
entre des partenaires variés tels que les ADN, les ARN, les protéines ou encore le solvant. VLDM 
quantifie une surface de contact entre deux ensembles d’atomes par la somme de toutes les surfaces 
entre les atomes du premier ensemble avec ceux du second (Figure 30). Ces ensembles peuvent être 
des sous-unités protéiques, des chaînes latérales, des nucléotides, des bases, des sucres, etc… De plus, 
les surfaces se situant au niveau atomique, il est possible de décomposer les contacts par types. Cet 
outil permet donc une grande flexibilité dans l’analyse des contacts. Ici je détaille les trois types de 
contact, hydrophobes, électrostatique et proximité, qui nous ont permis de classer les données VLDM.  
Figure 30 – Représentation schématique d’une interface ADN/Protéine. 
Contacts Hydrophobes 
Les contacts hydrophobes (Contacts Hydrophobes, p.12) sont définis de manière très simple dans 
VLDM, il s’agit des contacts entre atomes de Carbone (C) exclusivement (C-C). 
Contacts électrostatiques 
Dans VLDM, nous définissons les contacts comme électrostatiques (Contacts électrostatiques, p. 11) 
lorsqu’ils se produisent entre atomes d’azote (N) et d’oxygène (O). Un filtre permet d’éliminer les 
contacts répulsifs (positif contre positif et négatif contre négatif). Les surfaces issues de ces contacts 
sont toujours très faibles avec des surfaces inférieures à 6Å2 et ils ne représentent que 9 % de tous les 
contacts entre atomes d’azote (N) et d’oxygène (O). 
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Contacts de proximité 
Cette dernière catégorie de contact correspond à tous les contacts qui ne rentrent pas dans les classes 
décrites ci-dessus. Ces contacts reflètent les forces de van der Waals (Interactions de van der Waals, 
p. 12) des atomes qui ne sont engagés ni dans des interactions électrostatiques, ni dans des interactions 
hydrophobes.  
Intérêt de VLDM par rapport à d’autres approches 
Je vais me limiter ici à parler des programmes qui existent pour analyser les contacts entre ADN et 
protéines. A l’heure actuelle, trois programmes sont proposés pour ce type d’analyse : PDBsum 
(Laskowski 2001), présenté par défaut dans la « Protein Data Bank » (PDB) où sont déposées les 
structures de macromolécules, PDidb (Ferrada and Melo 2009) et DNAproDB (Sagendorf, Berman, 
and Rohs 2017), deux programmes uniquement spécialisés dans l’analyse d’interfaces NA/Protéine.  
PDBsum utilise le programme HBplus (McDonald and Thornton 1994) pour qui deux atomes sont en 
contact s’ils sont distants de moins de 3.9Å. DNAproDB utilise également HBplus en combinaison 
avec l’outil SNAP inclus dans 3DNA (Lu and Olson 2008) mais pas encore décrit. Un forum indique 
que dans SNAP les interactions AN/protéine sont caractérisées grâce à des critères de distances et 
d’angles qui nécessitent un paramétrage manuel. Enfin, le programme PDidb établit une définition 
complexe de l’interface, basée sur des angles entre atomes voisins contenus dans une sphère dite 
d’interaction. Mais de nouveau, cet outil dépend de deux critères subjectifs, l’angle entre atomes et 
la taille de la sphère d’interaction. 
Selon ces outils, une même interface a donc plusieurs définitions, toutes en partie subjectives. En se 
basant uniquement sur la disposition des atomes les uns par rapport aux autres, VLDM permet de 
définir un contact en s’affranchissant de tout ajustement et paramètre manuel. De plus, PDBsum, 
PDIdb et DNAproDB ne fournissent qu’une liste d’atomes en contact mais pas de quantification 
d’interfaces, alors que VLDM donne l’aire de ces interfaces. Dans le contexte actuel, VLDM s’inscrit 
comme un outil performant pour l’analyse, la compréhension et la comparaison d’interface de 
macromolécules. 
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Un aspect que VLDM n’aborde pas directement est la quantification de l’énergie des interactions. 
Actuellement, VLDM ne fait pas de différence énergétique entre une interaction de type 
électrostatique ou Van der Waals. Cependant, la disposition tridimensionnelle des atomes d’une 
structure, qu’elle soit issue de la cristallographie, de la RMN ou encore d’une simulation de 
dynamique moléculaire, est la résultante des forces et des mouvements thermiques. On peut donc 
considérer que cette disposition prend déjà en compte implicitement ces interactions (une attraction 
forte va rapprocher les atomes et aura une répercussion sur la géométrie qui sera donc prise en compte 
par VLDM).  
Il serait cependant intéressant dans l’avenir de compléter le programme VLDM avec des mesures 
d’énergie. Une approche qui semblerait à premier abord intéressante est la méthode MM/PBSA 
(Genheden et Ryde 2015) qui permet une mesure de l’énergie libre entre deux partenaires avec un 
bon compromis entre le temps de calcul et la précision de la mesure d’énergie. Cependant, la méthode 
contient une limitation importante dans le cas des complexes protéines/AN qui vient du fait qu’il faut 
mesurer l’énergie des partenaires seuls, puis des partenaires complexés. Or, dans le cas du 
nucléosome par exemple, il n’est pour l’instant pas réaliste d’obtenir la structure d’un ADN libre 
d’environ 146 pdb et l’analyse MM/PBSA est donc compromise. L’alternative serait de calculer 
l’énergie potentielle entre chaque paire d’atome en utilisant des paramètres de champ de force. Cette 
méthode est très intéressante mais comporte une autre limitation. En effet, il a été montré au 
laboratoire que pour des oligonucléotides issus de la séquence 601, l’image du paysage énergétique 
exploré par des petits ADN dans des simulations de dynamique moléculaire est très dépendante du 
champ de force utilisé et qu’il est difficile de savoir quelle paramétrisation est la plus réaliste si on ne 
dispose pas de données expérimentales (Ben Imeddourene et al. 2015). Mais on pourrait envisager de 
proposer un choix de champs de force assez large à intégrer à VLDM afin d’associer aux surfaces 
une nouvelle fonctionnalité de mesure d’énergie potentielle. 
VLDM : Problématique des macromolécules 
L’étude des macromolécules par VLDM, et dans notre cas d’un gros complexe ADN/protéine, a 
nécessité des ajustements informatiques.  
Dans un premier temps, le programme VLDP a été adapté afin de pouvoir prendre en compte les 
acides nucléiques. Dans le cas du nucléosome, nous traitons plus d’une microseconde de simulation 
d’un complexe composé de plusieurs dizaines de milliers d’atomes. Christophe Oguey a donc 
optimisé la place mémoire de VLDM qui est très sollicitée en raison de la taille du complexe. 
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J’ai ensuite travaillé avec Christophe Oguey afin de définir des entrées et sorties les mieux adaptées 
aux macromolécules et faciliter l’étape d’analyse des données. VLDM traite un échantillon de 
structures instantanées une par une et fournit une liste de tous les contacts entre paires d’atome avec 
leurs surfaces associées. A la suite d’Ahmad Elbahnsi, j’ai développé un ensemble de script awk et R 
pour :  
• Isoler les différents ensembles qui caractérisent les interfaces (AN, protéine, solvant, chaines, 
etc.) 
• Agréger les surfaces de contact calculées pour tous les atomes au niveau des sous-unités, des 
peptides ou encore des chaînes latérales pour les protéines ou des nucléotides, bases, sucres 
et phosphates pour les acides nucléiques 
• Effectuer ces analyses sur chaque structure extraite d’une DM et générer un fichier de sortie 
clair et organisé de l’interface souhaitées. 
Il est donc possible avec ces scripts de traiter tout type de données VLDM issues de trajectoires de 
DM ou de structures uniques comme celles issues de la diffraction des rayons X. J’ai d’ailleurs eu 
l’occasion d’appliquer VLDM sur deux systèmes très différents (Figure 31) : 1) le nucléosome étudié 
en DM tout atome, c’est-à-dire un très large système et un nombre très conséquent de structures ; 2) 
complexes NCp7/NA dérivés de données RMN, c’est-à-dire un petit système et un nombre limité de 
structures. 
  
Figure 31 – Représentation de la structure du nucléosome et du complexe NCp7/SL3 en cellule de 
Voronoï. A gauche, une structure du nucléosome avec l’ADN en violet et les histones en vert. A droite, 
une structure de la NCp7 en vert et son partenaire ARN en violet.  
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Dynamique moléculaire du nucléosome 
Une partie de mes travaux sur le nucléosome est basée sur l’analyse de cinq DM du nucléosome, 
réalisées par Ahmad Elbahnsi. Je vais détailler ici les spécificités de chacun des systèmes ainsi que 
les paramètres de production des DM. 
Structures de départ 
 
Figure 32 – Structures de départ des dynamiques moléculaires. L’ADN est représenté par un ruban 
gris. Les histones sont représentées par des sphères de Van der Waals transparentes pour le cœur 
structuré et opaques pour les queues. Les histones H3 sont représentées en couleur rouge, H4 en bleu, 
H2A en vert et H2B en orange. Les queues C-ter de H2A sont représentées en vert foncées et les 
queues N-ter en vert clair.  
 
Cinq structures de départ, une pour chaque DM, ont été générées à partir de deux structures 
cristallographiques. Le premier système, SYS0 est composé de la structure cristallographique 3MVD 
(Makde et al. 2010) uniquement, comprenant essentiellement le cœur structuré des histones issue de 
Xenopus laevis et la séquence 601 composée de 146 paires de bases. Les quatre autres modèles, SYS1, 
SYS1-bis, SYS2 et SYS2-bis, diffèrent par l’ajout de domaines N-terminal et C-terminal d’histones, 
de tailles et conformations variées. Ces domaines non structurés, appelés queues, sont issues de la 
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structure cristallographique 1KX5 (Davey et al. 2002). 1KX5 est la seule structure pour laquelle les 
queues d’histones ont pu être résolues, même imparfaitement. Dans notre cas, elle n’a pas pu être 
utilisée en point de départ parce qu’elle est formée avec l’ADN issu du satellite humain α, qui, en 
solution, a une affinité médiocre pour les histones. Le tableau (Article 1 – Tableau SD1) et la Figure 
32 résument les différences entre ces systèmes. 
Protocole de production des dynamiques moléculaires 
En accord avec les résultats expérimentaux de RMN sur les ADN-B libre (Ben Imeddourene et al. 
2015), c’est le champ de force CHARMM36 (Best et al. 2012) avec la correction CMAP (Mackerell, 
Feig, et Brooks 2004) qui a été retenu pour la production des DM. Les calculs ont été fait à l’aide des 
programmes CHARMM (B. R. Brooks et al. 2009) et NAMD 2.11 (Phillips et al. 2005). 
Le soluté est contenu dans une boite cubique dont la distance minimale entre les bords de la boite et 
le soluté est de 10Å. La boite est remplie de molécules d’eau TIP3P (Jorgensen et Madura 1983). Des 
ions Na+ et Cl- sont ensuite ajoutés pour assurer la neutralité électrique du système et atteindre une 
concentration de 150 mM, en accord avec les conditions habituelles des expériences in vitro sur le 
nucléosome. Le placement initial des ions se fait selon un algorithme de Monte Carlo. 
A la fin de l’ajout des molécules d’eau et des ions, les positions atomiques du soluté sont contraintes 
et deux minimisations, « steepest descent » puis « Adapted Basis Newton-Raphson », sont effectuées. 
Ensuite, une première phase d’équilibrage du système est effectuée sous NAMD. Le système est 
chauffé progressivement par pas de 10K tous les 0.1ps pour atteindre 300K. Pendant cette étape, des 
contraintes harmoniques sont appliquées sur les positions atomiques du squelette protéique et de 
l’ADN avec des constantes de force respectives de 1000 et 5000 kcal/mol/Å2. Ces contraintes sont 
ensuite progressivement relâchées au cours d’une seconde phase d’équilibrage d’une nanoseconde 
dans un ensemble NPT. 
 
Tableau 2 – Récapitulatif des durées des simulations de dynamique moléculaire pour chacun des 
systèmes.  
 
Système SYS0 SYS1 SYS1-BIS SYS2 SYS2-BIS 
Durée (ns) 200 200 300 200 300 
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La phase de production est également effectuée dans le même ensemble NPT, à une température de 
300K et sous une pression de 1bar. Le thermostat suit l’équation de Langevin (C. L. Brooks et Karplus 
1983; Feller et al. 1995) ainsi des conditions périodiques sont appliquées aux limites. Les interactions 
Coulombiennes à l’infini sont traitées par la sommation d’Ewald (Darden, York, et Pedersen 1993). 
Pour les interactions de Van der Waals, un algorithme de type « switch » est appliqué au-delà de 10 
à 12Å. Le pas d’intégration est de 2 fs ; l’algorithme SHAKE contraint les longueurs de liaisons 
impliquant les atomes d’hydrogène. 
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Analyse des acides nucléiques – Curves+ 
Lors de mon travail, j’ai été amené à étudier de manière approfondie les acides nucléiques et plus 
particulièrement l’ADN B. Nous avons notamment mis en évidence des caractéristiques propres à 
l’ADN nucléosomal concernant les conformations des phosphates, les paramètres hélicoïdaux inter-
paire de base de l’ADN et les dimensions des sillons (p. 129). Ces analyses structurales ont été 
réalisées avec le programme Curves+ (Blanchet et al. 2011).  
Conformation des phosphates 
La conformation des phosphates est définie ici par les deux angles dièdres ε et ζ dont il a été montré 
très tôt qu’ils présentent une distribution bimodale dans les structures cristallographiques d’ADN-B 
(Schneider, Neidle, et Berman 1997; Berman 1997; Djuranovic et Hartmann 2003; 2004). On nomme 
BI la conformation du phosphate ou ε et ζ sont respectivement en trans et g- et BII la conformation 
ou ε et ζ sont respectivement g- et trans (Fratini et al. 1982). La Figure 33 présente des groupements 
phosphates en conformation BI et BII. 
Paramètres hélicoïdaux inter-paire de base 
Les paramètres hélicoïdaux inter-paire de base décrivent les 3 translations et les 3 rotations entre deux 
paires de base successives.  
Figure 33 – Conformation BI et BII des phosphates de l’ADN B. Représentation de deux 
dinucléotides où les groupements phosphates sont en BI (à gauche) ou en BII (à droite). L’atome de 
phosphore du groupement phosphate est représenté en jaune et les oxygènes du groupement 
phosphate en rouge.  
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Sillons de l’ADN 
L’ADN B est caractérisé par sa conformation en double hélice et ses deux sillons inégaux, le grand 
et le petit sillon (Figure 35). Nous allons voir que la largeur des petits sillons joue un rôle important 
dans les interactions avec les histones (Chapitre 3 : Dynamique de l’ADN dans le nucléosome, p. 
129). La mesure de la largeur du petit sillon s’effectue dans Curves+ entre deux points des brins I et 
J qui ne correspondent pas à une paire de base, mais à deux bases décalées en moyenne de 2,5 
nucléotides (Figure 35). 
 
Figure 34 – Paramètres hélicoïdaux inter-paire de base de l'ADN (Lu et Olson, 2008) 
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Figure 35 – Représentation schématique du grand et du petit sillon de l’ADN. Ni est le nucléotide 
à la position i sur le brin I et Nj le nucléotide du brin J qui lui est apparié. Wmg correspond à la 
largeur du petit sillon.  
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Méthode PhAST 
La méthode PhAST (Photochemical Analysis of Structural Transitions) a été initialement mise au 
point par Malcolm Buckle et son groupe (Hatakeyama et al. 2016). C’est une approche expérimentale 
non-invasive et qui ne requiert aucune modification chimique des macromolécules que l’on veut 
étudier, contrairement à des techniques de fluorescence par exemple. Elle nous a permis de faire une 
analyse précise de l’assemblage et du désassemblage du nucléosome dans les mêmes conditions.  
 
Figure 36 – Représentation schématique de la formation d’un dimère de thymine T^T. A gauche, 
deux thymines qui se suivent (TpT) sur un brin d’ADN sont soumise à un rayonnement UV et se 
dimérisent (droite) selon un rendement quantique qui reste faible.  
 
PhAST consiste à mesurer la probabilité de formation d’un dimère de pyrimidine entre deux 
pyrimidines adjacentes (YpY) localisées sur le même brin d’ADN après irradiation UV (Figure 36). 
La probabilité de former un dimère est modulée par la nature chimique des pyrimidines (les cytosines 
ont un plus faible rendement que les thymines) et par la structure locale de l’ADN. Un dimère YpY 
étant formé grâce à deux liaisons C5-C5 et C6-C6, tout élément de structure rapprochant ces deux 
atomes favorise l’apparition d’un dimère. Un roll positif, associé à un petit twist augmente ainsi la 
probabilité d’obtenir un dimère (Hatakeyama et al. 2016).  
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Figure 37 – Exemple d’une mesure PhAST sur un pas TpT. La complexation de l’ADN avec une 
protéine entraine un changement dans la structure locale de l’ADN (panneau du haut). Dans cet 
exemple, les positions relatives des deux thymines successives sont plus favorables à la formation de 
dimère dans l’ADN libre (roll ~0) que dans l’ADN lié (roll < 0) ; la fixation de la protéine 
s’accompagne d’une diminution du pic d’intensité représentatif de la population T^T.   
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Afin d’analyser le comportement de l’ADN lors de l’assemblage et du désassemblage du nucléosome, 
deux expériences sont faites en parallèle, une sur l’ADN complexé et une sur l’ADN libre (Figure 
37). Une fois l’irradiation UV effectuée, on associe à chaque pas YpY un signal dont l’intensité reflète 
la population du dimère Y^Y. Si l’intensité des pics pour l’ADN libre et pour l’ADN complexé est 
identique, alors la structure de l’ADN complexé est comparable à celle du l’ADN libre. Des intensités 
différentes témoignent d’un changement de structure locale (par exemple, un roll plus faible) que, 
dans le cas du nucléosome nous avons relié aux interactions avec une histone.  
Dans la pratique, on calcule le log2 du ratio de l’intensité du pic de l’ADN complexé sur l’intensité 
du pic de l’ADN libre. Ainsi, lorsque la propension à former un dimère de pyrimidine diminue dans 
l’ADN complexé, on observe un 𝑙𝑜𝑔2(𝐼𝑅) négatif. Au contraire, un 𝑙𝑜𝑔2(𝐼𝑅) positif témoigne d’une 
augmentation de la propension à former un dimère de pyrimidine dans l’ADN complexé. Lorsque la 
structure de l’ADN complexé se rapproche de celle de l’ADN libre, le 𝑙𝑜𝑔2(𝐼𝑅) tend vers 0.  
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Chapitre 1 : Interface ADN/Histones dans le 
nucléosome 
Sommaire 1 
Afin de jouer son rôle de compaction de l’ADN dans les cellules eucaryotes, le complexe nucléosomal 
doit être capable de se former avec des séquences d’ADN de composition variable. Mais dans tous 
les cas, il impose une courbure importante à la double hélice. Cette courbure régulière, d’environ 30° 
pour dix paires de bases, n’est pas observée dans l’ADN libre, quelle que soit la séquence. Les 
histones doivent donc induire puis maintenir l’ADN dans un état courbé et donc stressé.  
L’organisation globale de cette interface a été résolue avec les premières structures 
cristallographiques du nucléosome. L’interface est décrite par 14 sites de fixation, un toutes les 10 
paires de base le long de l’ADN (Article 1 – Figure 1A, 1B). Chacun de ces points de contact est 
caractérisé par une arginine interagissant avec le petit sillon de l’ADN et l’interface est donc 
considérée comme ayant un fort caractère électrostatique. Mais ces interactions paraissent peu de 
chose au regard des distorsions de l’ADN qui doivent être préservées. C’est pourquoi il a aussi été 
proposé que de nombreuses liaisons hydrogène médiées par des molécules d’eau renforçaient les 
contacts directs entre ADN et histone. Cependant, ces descriptions de l’interface proviennent 
d’analyses limitées aux liaisons hydrogène, utilisant en particulier HBplus, et de par la nature 
cristallographique des complexes, ne peuvent pas donner d’informations sur la dynamique et la 
stabilité des contacts. Enfin, elles ne prennent en compte que les domaines structurés des histones, 
les queues étant très mal voire pas du tout résolues en cristallographie.  
Le but de ce premier travail était de décrire une interface ADN-histone en solution, qui pourrait servir 
de référence. Pour cela, nous avons produit 1.2µs de simulations de dynamique moléculaire du 
nucléosome en solution explicite, c’est-à-dire dans un solvant à 0.15M NaCl, avec les modèles et 
selon le protocole décrit dans la section dynamique moléculaire du nucléosome (p. 55). Ce 
nucléosome est composé d’histones issues de Xenopus laevis ainsi que de la séquence d’ADN dite 
601. Cette séquence a été choisie à cause de sa forte affinité pour les histones qui suggère une interface 
particulièrement solide. De plus, son caractère fortement positionnant la rend très pratique à utiliser 
lors d’expériences, comme celles menées par M. Buckle et C. Nogues que je décrirai plus tard.  
 
1 L’ensembles des références de cette section peuvent-être trouvées dans l’article associé au chapitre 
(p. 72) et dans l’introduction de ce manuscrit (Le nucléosome, p. 17)  
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Nous avons analysé les simulations avec le programme VLDM, qui permet de caractériser chaque 
interaction ADN/protéine en termes de surface et d’occurrence de contact. Dans la première partie de 
l’article, nous avons répertorié l’ensemble des acides aminés et des nucléotides impliqués dans 
l’interface. Nous relevons que les contacts sont très stables au cours de la dynamique à l’exception 
de ceux impliquant les parties N-terminales des queues d’histones et les extrémités de l’ADN. En 
regroupant les contacts par SHL on retrouve une interface très symétrique par rapport au centre de 
l’ADN, que ce soit pour le cœur (Article 1 – Figure 4) ou les racines des queues d’histone (Article 1 
– Figure 6). Puisque les deux moitiés de la séquence 601 ne sont pas symétriques (non 
palindromiques), l’effet de la séquence de l’ADN semble donc négligeable sur l’interface. Nous 
soulignons l’importance des contacts hydrophobes, souvent négligés dans la littérature mais dont la 
contribution en termes de surface est équivalente voire supérieure aux contacts électrostatiques.  
Nous avons montré que contrairement à ce que montraient les études cristallographiques, aucune 
molécule d’eau n’est piégée de manière systématique et durable au niveau de l’interface 
ADN/Histone. Les liaisons hydrogène entre l’eau et le nucléosome sont donc transitoires et n’ont 
donc pas un rôle clé dans le maintien du complexe. 
Nous avons ensuite analysé les densités de cations (Na+) à l’interface ADN/histones mais également 
autour du nucléosome (Article 1 – Figure 8). Bien que certaines positions de l’interface ADN/histones 
semblent favoriser la présence d’un ion, nous ne retrouvons pas d’ions piégés systématiquement dans 
toutes les dynamiques. En revanche, nous avons mis en évidence la présence d’un nuage de cations 
Na+ entre les deux doubles hélices de l’ADN qui sont superposées dans le nucléosome ; ce nuage 
permet de faire bouclier entre les groupements phosphates très proches et donc hautement répulsifs. 
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ABSTRACT: The nucleosome is the fundamental unit of
eukaryotic genome packaging in the chromatin. In this complex,
the DNA wraps around eight histone proteins to form a
superhelical double helix. The resulting bending, stronger than
anything observed in free DNA, raises the question of how such
a distortion is stabilized by the proteic and solvent environ-
ments. In this work, the DNA−histone interface in solution was
exhaustively analyzed from nucleosome structures generated by
molecular dynamics. An original Voronoi tessellation technique,
measuring the topology of interacting elements without any
empirical or subjective adjustment, was used to characterize the
interface in terms of contact area and occurrence. Our results revealed an interface more robust than previously known,
combining extensive, long-lived nonelectrostatic and electrostatic interactions between DNA and both structured and
unstructured histone regions. Cation accumulation makes the proximity of juxtaposed DNA gyres in the superhelix possible by
shielding the strong electrostatic repulsion of the charged phosphate groups. Overall, this study provides new insights on the
nucleosome cohesion, explaining how DNA distortions can be maintained in a nucleoprotein complex.
■ INTRODUCTION
The nucleosome is the fundamental building block of packaged
DNA in eukaryotic cells. It consists of an octameric histone
core, including two copies of histones H3, H4, H2A, and H2B,
around which 145−147 base-pairs (bp) of DNA are wrapped
making 1.65 turns of a left-handed superhelix.1−3 The term
“gyre” is commonly used to denote a superhelix turn around
the histone core, to distinguish it from turns of the DNA
double-helix around its own axis. As molecular length, a gyre
represents approximately 7 double helix turns. Each histone
comprises a folded domain (structured core) composed of 3 α-
helices connected by short loops and an unstructured, ﬂexible
N-terminal domain called a tail.4,5 Moreover, H2A has a C-
terminal tail. The two copies of each histone type are arranged
symmetrically with respect to the dyad axis, which passes
through the center of nucleosomal DNA.
In vivo, a plethora of interacting factors6 such as
chaperones,7,8 remodeling complexes,9,10 histone variants,11,12
epigenetic modiﬁcations,13,14 and intrinsic, sequence dependent
DNA properties6,15−27 orchestrate the nucleosome positioning.
Indeed, eukaryotic DNA transactions are intimately associated
with the spatial and temporal distribution of nucleosomes
within a speciﬁc genome, which regulates the DNA
accessibility. Thus, assembly and disassembly of nucleosomes
continuously occur in the nucleus.
In an attempt to better understand the physical and
structural events underlying the disassembly mechanism, earlier
studies examined the nucleosome behavior in response to an
increased ionic strength, which concluded that the H2A−H2B
dimers were released before the H3−H4 tetramer.28,29 This
global dissociation scheme, which may reproduce what occurs
in the nucleus,30−32 was conﬁrmed by in vitro experiments using
short nucleosome arrays reconstituted with various positioning
DNA sequences, the Widom’s 601 sequence,31−36 and
sequences from sea urchin 5S ribosomal gene (sequence
5S)32,37−40 or GUB.41 Time-lapse atomic force microscopy
imaging,36 time-resolved small-angle X-ray scattering,32,33
single-pair ﬂuorescence resonance energy transfer,31,34,41 or
optical tweezers40,42 results are compatible with a disassembly
ﬁrst stage facilitated by transient unwrapping of one or both
peripheral DNA regions; also, a DNA region in the vicinity of
the dyad is the major barrier in the course of the nucleosome
dissociation, but its length remains debated. Two studies of
unzipping 601 and arbitrary DNA sequences in single
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nucleosomes34,42 described a multistep process and postulated
that, in addition to the DNA center, two regions resisting the
dissociation are symmetrically located around 40−50 bp from
the dyad.
Elucidating the subtleties of nucleosome dissociation may be
a pointless exercise without a precise knowledge of the DNA−
histone interactions. The global organization of this interface
emerged from the ﬁrst high resolution X-ray structure of a
nucleosome containing a DNA from the human α-satellite.1−3
This analysis revealed that the DNA−histone interface was
subdivided into 14 main sites (seven sites per half particle)
spaced by ∼10 bp from center to center along the DNA (Figure
1A,B).
The interface is punctuated by arginines interacting at each
DNA contact point, which contact the minor groove. These
arginines are considered to be determinant for stabilizing the
nucleosome, especially when their side chains penetrate the
minor groove, making electrostatic and hydrophobic inter-
actions with sugar atoms.43 Owing to well ordered DNA,
histones, and solvent components, another human α-satellite
containing structure (1KX5) solved to 1.9 Å resolution, led to
the suggestion that the limited collection of direct hydrogen
bonds between DNA phosphate groups and arginines or lysines
was supplemented by water molecules making interactions
simultaneously with histone and DNA.44 In the same structure,
speciﬁc ion-binding sites in histones and DNA were also
identiﬁed, but they mainly contribute to nucleosome−
nucleosome interactions and not to the internal interface. A
network of interactions, known as “sugar clamp”, emerged from
a structure of a 601 containing nucleosome.45 This network
surrounds two TTAAA elements, symmetrically located at ±1.5
turn of the DNA center and combines electrostatic and
hydrophobic contacts between DNA phosphate groups and
sugars on one hand and H3-arginine, H3-leucine, and H4-
proline on the other hand. Described as unique in the
nucleosome,45 the sugar clamp was suspected to promote the
positioning power of these TTAAA elements.46 Apart from the
minor groove inserted arginines and the sugar clamp, it is
commonly accepted that electrostatic interactions, comprising
those mediated by water molecules, are the major elements
responsible for maintaining the DNA wrapped around the
histones.43,47−49 However, a previous exhaustive, careful
analysis of protein−DNA X-ray structures highlighted the
central importance of nonelectrostatic contacts for complex
formation and stability.50 In the analyses of the DNA−histone
interface, such interactions, only sparsely described, clearly
deserve to be better investigated and quantiﬁed.
Also, despite their essential contribution, X-ray structure
analyses cannot answer all questions. The well-known biases
due to crystal growth conditions or lattice contacts, which are
the major driving force for the formation of nucleosome
crystals,24,45,51 are in fact not the only issue. First, 1KX544 is the
only crystal to determine the structure of the H3 and H2B N-
tails that pass between the two DNA double helices juxtaposed
one above the other in the nucleosome as well as of the H4 and
H2A tails that enter or exit on the upper or lower sides of the
nucleosome (Figure 1C). But even in this case, the tails were
globally too poorly ordered to provide a precise map of their
contacts with the DNA.44 Yet, modeling studies mentioned a
substantial contribution of certain tail parts to the interface,52,53
although another study54 suggested that the interactions with
histone tails cannot explain the barriers described from
experimental disassembly results. Second, the DNA superhelical
wrapping brings phosphate groups of juxtaposed DNA gyres
very close to each other. Because of electrostatic repulsion, such
a proximity would not be possible without eﬃcient shielding.
H3 and H2B tails undoubtedly reduce this repulsion in
surrounding DNA regions. Still, what happens in regions where
the juxtaposed DNA gyres are not separated by histone tails has
not been elucidated.
Thus, our understanding of how the DNA is maintained by
the histones remains incomplete. We therefore decided to study
the nucleosome from all-atom molecular dynamics simulations
with explicit water molecules and ions, focusing more on the
DNA−histone interface in solution than on the nucleosome
dynamics. To get a reference of a strong interface, we studied a
nucleosome formed with the artiﬁcial sequence 601, known to
generate a very stable complex.17,55 In addition, our
nucleosome models contain a large part of the histone tails.
For the interface analysis, we used a tessellation method, called
VLDM (Voronoi Laguerre Delauney for Macromolecules)
initially developed for proteins56−58 and adapted here to nucleic
acids. Based on a representation of molecules by a collection of
polyhedra ﬁlling space without overlaps or gaps, VLDM has the
advantage of providing interface information by taking all the
constituents into account−comprising the solvent−without
resorting to any empirical or adjusted parameter. Here, VLDM
gave an exhaustive inventory of the interacting elements and
quantitative account of the interactions in terms of contact area
and time occurrence.
The DNA−histone contacts were characterized in this way at
each DNA binding region. The respective contributions of the
Figure 1. Overviews of the nucleosome. Panel A is an upper view of
the structure of the nucleosomal DNA 5′ half (in gray, with phosphate
groups in red) bound to the histone structured cores of H3 (in
orange), H4 (in green), H2A (in yellow), and H2B (in purple). The
isolated helix in red belongs to the second H3 copy that contacts the
DNA extremity. In panel B, the SHL numbering of DNA regions
interacting with the histone structured cores is shown on the same
DNA structure as in panel A; SHL speciﬁes the number of double-
helix turns between a given region and the DNA center (SHL0). The
structures in panels A and B were derived from the model used in the
SYS1 simulation presented here, removing the histone tails for clarity.
Panel C provides a schematic view of the nucleosome displaying the
location of one copy of each histone N-tail, either on the upper or
lower face of the nucleosome (H4 and H2A) or passing through the
interstice between the two superimposed DNA gyres (H3 and H2B).
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histone structured cores and tails to the interface were
ascertained. Special attention was paid to the balance between
electrostatic and hydrophobic contacts. Water molecules were
analyzed in the interface context to identify their role in
possibly supplementing the direct contacts between amino
acids and nucleotides. The repulsions between superimposed,
close DNA gyres were examined in relation to the presence of
cations. In sum, the exhaustive description of the elements
involved in the DNA−histone interface in solution provides
new elements to better understand how the DNA is stabilized
around the nucleosome.
■ MATERIALS AND METHODS
Nucleosome Starting Models. We built ﬁve models, all
based on the folded domains of Xenopus laevis histones and the
601 sequence of 146 base-pairs (bp) from the nucleosome X-
ray structure 3MVD.59 The ﬁrst model, SYS0, corresponds to
the 3MVD structure without any change. The four other
models, SYS1, SYS1-bis, SYS2, and SYS2-bis, diﬀer by the
length and conformations of the histone N- and C-terminal
domains (called tails), hereafter described.
In addition to a structured, folded domain, each histone
comprises a disordered N-terminal domain,4,5 the histone tail;
H2A also contains a disordered C-terminal domain. Only short
fragments of 5 to 8 amino acids corresponding to minimal N-
tail roots were resolved in 3MVD. Full-length tails were
observed in only one nucleosome X-ray structure, 1KX5,44
which is formed of a DNA sequence issued from the human α-
satellite. In our models, the tails from 1KX5 were added to
3MVD after the 3MVD and 1KX5 histone folded parts,
identical in both structures, were superimposed. Nevertheless,
the 1KX5 N-tails were partially truncated to prevent their
collapse and wrapping around the DNA as observed in
modeling studies of 1KX5 involving full-length tails.53,60,61
Indeed, such folding disagrees with experimental results5,62 and
with the idea that the tails may be easily accessible to proteins
impacting nucleosome positioning6,63 or extended when they
interact with neighboring particles.64 Thus, the N-tail amino
acids more than 3.5 Å distant from DNA in 1KX5 were
removed so that the remaining regions coincide with the
inaccessible parts as delimited by trypsin and clostripain
digestions.62,65
In addition, the tail conformations of the two copies of each
histone in 1KX5 are diﬀerent. For instance the RMSD (Root
Mean Square Deviation) between the N-tail backbone heavy
atoms of the two H3 copies is 12.2 Å. We took advantage of
this heterogeneity to generate diﬀerent models all including a
symmetrically replicated tail conformation: SYS1 and SYS1-bis
were built with truncated tails from 1KX5 chains A, B, C, and
D, while SYS2 and SYS2-bis contained truncated tails from
1KX5 chains E, F, G and H.
Finally, the H2A C-tail from 1KX5 was integrated in two
models, SYS1-bis and SYS2-bis. The composition of tails in our
models is given in Table 1; more details in particular about the
tail sequences are presented in Table S1.
In our models, the pKa values of histidines were calculated
using an empirical equation expressing pKa as a function of
electrostatic potential, hydrogen bonds, and accessible surface
area.66 The pKa values of six histidines (H3-H39, H4-H75,
H2A-H32, H2A-H82, H2B-H46, and H2B-H79) were between
7.7 and 9.6. These histidines were therefore protonated. The
role of this protonation was demonstrated through an
additional simulation carried out with unprotonated histidines,
in which irreversible breaking of DNA pairing was observed in
several places. Such loss of base pairing, not retrieved either in
nucleosome X-ray structures or during the other simulations,
points out the importance of histidine protonation for
maintaining the double helix integrity in the nucleosome.
Molecular Dynamics Simulation Set Up. Molecular
dynamics simulations were carried out with the CHARMM36
force ﬁeld67 with the CMAP correction68 using the
CHARMM69 and NAMD 2.11 programs.70 This force ﬁeld
was chosen for its ability to match with experimental NMR data
collected on free B-DNAs.71
Each structure was immersed in a cubic box (side length of
∼130 Å) ﬁlled with TIP3P water molecules72 preserving at least
10 Å of separation between the solute and the edges of the box.
Electric neutrality was achieved by the addition of Na+73 and
Cl−74 reaching a ﬁnal concentration of 150 mM as commonly
used for in vitro nucleosome experimental studies. The location
of ions was optimized using a Monte Carlo approach. The
whole systems contain from ∼220 000 to 270 000 atoms.
The water molecule and ion positions were ﬁrst minimized
by steepest descent and adapted basis Newton−Raphson75
methods, keeping the solute ﬁxed, in the CHARMM program.
Then, in NAMD, an equilibration simulation progressively
raised the temperature from 0 to 300 K, by steps of 10 K every
0.1 ps. During this heating process, harmonic restraints were
applied to the atomic position RMSD of the protein backbones
and DNA, using force constants of 1000 and 5000 kcal/mol/Å2,
respectively. These restraints were then relaxed stepwise during
a total of 1 ns equilibration using the NPT ensemble.
The production phase was also carried out in the NPT
ensemble at a temperature of 300 K and a pressure of 1 bar.
Five simulations were performed starting from the models in
Table 1 using the Langevin scheme.76,77 Periodic boundary
conditions were used to avoid artifacts at the box boundaries.
Inﬁnite range Coulomb interactions were treated with the
Particle Mesh Ewald approach.78 For the van der Waals
interactions, a switching function was applied at 10 Å and the
cutoﬀ was set to 12 Å. SHAKE was applied to constrain the
bond lengths involving hydrogen atoms. The integration time
steps were 2 fs, and coordinates were saved every 1000 steps (2
ps). The duration of the simulations are 200 ns for SYS0, SYS1,
and SYS2 and 300 ns for SYS1-bis and SYS2-bis.
Interface Analysis. The interface between DNA and
histones was analyzed by VLDM (Voronoi Laguerre Delaunay
for Macromolecules), a software originally developed for
proteins56−58 and extended here to nucleic acids.
Table 1. Histone Tail Composition of the Modelsa
SYS0 SYS1 and SYS1-bis SYS2 and SYS2-bis
H3 N tail 37 → 44 24 → 44 from chain A 24 → 44 from chain E
H4 N tail 20 → 24 17 → 24 from chain B 17 → 24 from chain F
H2A N tail 12 → 16 9 → 16 from chain C 9 → 16 from chain G
H2B N tail 28 → 34 19 → 34 from chain D 19 → 34 from chain H
SYS0 SYS1 and SYS2 SYS1-bis and SYS2-bis
H2A C tail no C-tail no C-tail 119 → 128 from chain C
aThe composition of the N-terminal tails is given for the four histone
types in the ﬁve models studied here: SYS0 is the 3MVD structure,
and SYS1, SYS1-bis, SYS2, and SYS2-bis each contain added amino
acids taken from the speciﬁed chains of 1KX5. The H2A C-tail from
1KX5 was integrated in SYS1-bis and SYS2-bis. The tail sequences are
detailed in Table S1.
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VLDM relies on a tessellation method, that is, a partition of
space into a collection of polyhedra ﬁlling space without
overlaps or gaps. The program builds the Delaunay tessellation
and its Laguerre dual from a set of atomic data, each atom
being characterized by its position in space and a weight
depending on its van der Waals radius. For consistency with the
simulations, the van der Waals radius values are those of
CHARMM36. In the present analysis, only the heavy atoms of
the solute and solvent were considered.
In this approach, a contact occurs whenever two atoms share
a common face in the tessellation. The interface between two
molecules or molecular groups is a polygonal surface, quantiﬁed
by its area. The interface can be analyzed according to the
nature of contacts. Hydrophobic contacts correspond to carbon
atoms exclusively (C−C). Electrostatic contacts involve N and
O atoms (N−N, N−O or O−O), excluding repulsive
interactions between two donors or two acceptors; hydrogen
bonds and salt bridges belong to this category. A third type
reports a proximity of N−C or O−C atoms.
VLDM analyses of simulated nucleosomes were carried out
on snapshots extracted every 250 ps from the trajectories,
discarding the ﬁrst 50 ns. To avoid open or distorted polyhedra
in the Laguerre tessellation, an 8 Å thick water layer around the
solute was taken together with the solute as input to VLDM.
Examination of the distances characterizing the hydrophobic or
electrostatic contacts showed maximal distribution peaks at 4 Å
(from 3.5 to 6 Å) for C−C contacts and 2.5 Å (from 2.5 to 5
Å) for N−O, N−N, and O−O contacts.
Additional Trajectory Analyses. Root Mean Square
Deviations (RMSDs) were computed with cpptraj79 between
the snapshots and the initial conﬁguration derived from the X-
ray structures before the heating and equilibration stages.
RMSDs were calculated on protein backbone heavy atoms or
on all DNA heavy atoms.
Protein secondary structures were analyzed with DSSP.80
The DNA base-pairing was examined with HBPLUS81 using
distance and angle cutoﬀs of 3.9 Å and 130°, respectively. The
electrostatic potential was calculated using APBS82 in
PyMOL,83 with the ion charges of CHARMM36 and ionic
strength of 150 mM. The cation occupancy was calculated with
VolMap tools in VMD, using a grid of 1 Å. VMD84 and
PyMOL83 were used for visualization.
■ RESULTS
Overview of the Simulations. Five nucleosome systems
were built based on the folded domains of Xenopus laevis
histones and the 601 sequence of 146 base-pairs (bp) from the
nucleosome X-ray structure 3MVD.59 These initial systems
diﬀer by the length and conformations of the histone N- and C-
terminal domains (tails) (Tables 1 and S1).
The ﬁrst model, SYS0, corresponds to the 3MVD structure
without any change. Histone N- and C-tail regions from the
nucleosome X-ray structure 1KX544 were added to SYS0 in the
four other models, SYS1, SYS1-bis, SYS2, and SYS2-bis
according to the procedure described in the Materials and
Methods section. The ﬁve systems were simulated with the
CHARMM36 force ﬁeld67 for a total duration of 1.2 μs.
Classical analyses were ﬁrst performed mainly to ensure that
the simulated nucleosomes were not subject to artifactual
distortions but also to gain a ﬁrst estimation of the consistency
of the various simulations.
In all simulations, the stability of the radius of gyration (Rg)
of the whole nucleosomes and DNA double helix (Figure S1)
indicated that no histone−histone or DNA−histone disassem-
bly occurred in the trajectories. The system with minimal tails,
SYS0, expectedly showed slightly lower Rg values (Rg = 36.2 ±
0.3 Å, Figure S1) than the other systems containing longer tails
(Rg = 37.2 ± 0.2 Å on average, Figure S1). The large Rg values,
around 45 Å (see examples in Figure S1), obtained for the
DNA in all simulations reﬂect its location at the periphery of
the histone structured cores.
The overall stability of the histones was then assessed
through the root-mean-square deviations (RMSD) calculated
between the initial conﬁguration and the simulated snapshots
(see Materials and Methods). The octameric histone structured
cores, ﬁrst considered, remain globally close to their X-ray
counterparts (RMSD ≈ 2 Å, Figure S2) in all the systems, with
well-preserved α-helices and loops (example of H3 in Figure
S3).
Unlike the structured cores, the tails included in SYS1, SYS1-
bis, SYS2, and SYS2-bis deviate from those in the starting
structure, which were extracted from 1KX5 tails (Figure S4).
This is expected since the tail conformations in 1KX5 are
largely shaped by the crystal contacts between neighboring
nucleosomes.44 The highest RMSD values (>10 Å) are reached
by H3 and H2B N-tails, which are longer than any other tail
(Tables 1 and S1). Although each initial model was built in
such a way that the conformations of both copies of each
histone type were strictly identical (see Materials and
Methods), this pairwise symmetry is lost during the last part
of the equilibration stage. The asymmetry is reﬂected by the
RMSDs, which are rarely identical for both copies of a given
model (Figure S4). Also, the RMSDs of tails of the same
species diﬀer across diﬀerent systems (Figure S4).
A ﬁner understanding of the tail behavior emerges from
additional analyses, discarding the ﬁrst 50 ns to limit the eﬀect
due to the earliest tail rearrangements. Focusing ﬁrst on H3,
H2A, and H2B N-tails, we found that the atomic ﬂuctuations,
large and maximal at the extremities (atomic ﬂuctuations up to
10 Å), decrease until reaching a plateau in the regions located
before the structured cores and close to the DNA (atomic
Table 2. Flexible Extremities and Stiﬀ Roots of Histone Tailsa
N-tails H3 24 25 26 27 28 29 30 31 32 33 34 35 36 37* 38 39 40 41 42 43 44
A A R K S A P A T G G V K K* P H R Y R P G
H2A 9 10 11* 12 13 14 15 16
K T R* A K A K T
H2B 19 20 21 22 23 24 25* 26 27 28 29 30 31 32 33 34
Q K K D G K K* R R K T R K E S Y
aIn SYS1, SYS2, SYS1-bis, and SYS2-bis simulations, the N-tails of H3, H2A, and H2B showed ﬂexible extremities sampling various conformations
(amino acids in italic) and stiﬀ roots covering a much more limited conformation landscape (amino acids in bold). The stars indicate the limit
between those two regions according to a NMR study.5
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ﬂuctuations below 5 Å) (Figure S5), suggesting ﬂexible
extremities and stiﬀ tail roots. However, low atomic ﬂuctuations
do not say anything about possible conformation variations
across simulations. Systematic cross-RMSDs were thus
calculated to better deﬁne which tail parts explore similar
conformational landscapes. A satisfactory compromise was
found for the amino acids 37−44 of H3, 12 or 11−16 of H2A,
or 26−34 of H2B since the mean cross-RMSDs between their
structures are 2.6 ± 1.1, 3.1 ± 1.4, and 2.9 ± 1.1 Å, respectively.
By comparison, the same analyses applied to the remaining N-
tail parts led to mean cross-RMSDs of 14.6 ± 6.0 Å for H3, 7.9
± 3.9 Å for H2A, and 12.3 ± 6.6 Å for H2B. By visual
inspection, we found that these high values correspond to a
large variety of conformations. Besides, in the latter regions, we
observed the formation of a short α-helix involving amino acids
23−28 of H2B in SYS1 and SYS1-bis, as previously detected in
an isolated H2A−H2B heterodimer by NMR.85
Globally, the behavior of simulated H3, H2A, and H2B tails
is in full agreement with a NMR study of nucleosome in
solution, which demonstrated that the tail structural disorder
disappears beyond amino acid 37 of H3, 11 of H2A, and 25 of
H2B5 (Table 2). Therefore, although the full range of tail
polymorphism can only be partially sampled in the accessible
simulation times, the molecular dynamics simulations ad-
equately reproduce the contrast between ﬂexible extremities
and stiﬀ roots in H3, H2A, and H2B N-tails. The term “tail
root” refers to the amino acids deﬁned as such in Table 2.
Unlike the N-tails of H3, H2A, and H2B, the eight amino
acids composing the simulated H4 N-tails are all stiﬀ (atomic
ﬂuctuations below 4 Å; Figure S5). The RMSD analyses
indicate that these tails adopt two main conformations, one in
SYS1 and SYS1-bis (mean cross-RMSDs of 3.0 ± 1.1 Å) and
another, more variable, in SYS2 and SYS2-bis (mean cross-
RMSDs of 6.5 ± 3.3 Å). The DNA−histone interface analysis
will provide more details on how the H4 tails are stabilized in
two distinct conformations owing to diﬀerently located
interactions with DNA. Concerning the H2A C-tail, most of
its amino acids are especially ﬂexible (Figure S5) and the whole
tail is highly dynamic (mean cross-RMSDs of 13.2 ± 7.2 Å);
both features were observed by NMR.5 Indeed, we will see that
this tail does not engage sizable contacts with DNA.
The last nucleosome component to be scrutinized is DNA.
The RMSDs involving all the DNA heavy atoms stabilize
around 2.6 ± 0.5 Å on average, considering together the ﬁve
simulations (Figure S2). This coherency across the systems
indicates that the DNA overall structure is aﬀected by neither
the large tail truncations in SYS0 nor the presence of H2A C-
terminal tails in SYS1-bis and SYS2-bis. Apart from 2 or 3
terminal base pairs, mainly unpaired, the base pair hydrogen
bonds are well-conserved in all simulations (90% of simulation
time, examples in Figure S6). By comparison, base pairing is
maintained 99% of simulation time in the internal part of free
DNA dodecamers related to the 601 sequence.71 This slight
diﬀerence between free and bound DNAs may reﬂect the stress
induced by the DNA wrapping around the histone core.
In sum, these preliminary analyses showed that all the
simulated nucleosomes preserve the DNA−histone assembly
without generating anomalous distortions. In addition, the
behavior of histone structured cores and DNA is well preserved
across the diﬀerent simulations. Concerning the tails, an
important point is that the proximity to the DNA clearly limits
the structural variability of H3, H2A, and H2B N-tail roots,
Figure 2. Contact area maps of the DNA−histone interface. Two examples of maps of DNA−histone contact areas (CAs) plotted as a function of
time for the ﬁve simulations exploited here. The green color shades code the area value according to the scale given on the right: (A) CA associated
with each nucleotide along the two complementary strands (strands I and II) of sequence 601 expressed in terms of super helix location (SHL). (B)
CA associated with amino acids of the H4 structured core interacting with the DNA, considering the histone copies separately (chains B and F).
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which is consistent, at least for H3 and H2B, with their position
sandwiched in a narrow passage between the two superimposed
DNA gyres (Figure 1). In the next sections, devoted to
interface analyses, the ﬁrst 50 ns were systematically discarded
to guarantee a correct equilibration of the solvent86 but also to
discard early tail rearrangements from consideration.
DNA−Histone Interface. In this section, we present the
direct contacts between DNA and either the histone structured
cores or tails. Contact maps from VLDM provide an
identiﬁcation of the nucleotides (Figure 2A) and amino acids
(example in Figure 2B) participating in the interface as well as
the evolution of the contacts over the trajectory time.
The interface was thus monitored in terms of both contact
area (CA) and time occurrence. The nucleotide positions are
speciﬁed in terms of Super Helix Location (SHL), that is, the
number of helical turns separating a given base pair from the
central base pair, SHL0. SHL is negative or positive for the 5′
(Figure 1B) or 3′ DNA half sequence, respectively.
DNA−Histone Structured Core Contacts. The contact area
(CA) associated with DNA−histone structured core is 2332 ±
111 Å2 on average. Calculated by histone type, CAav values
range from 391 ± 37 for H3 to 168 ± 28 Å2 for H2B, in the
following decreasing order: CAav(H3) > CAav(H2A) >
CAav(H4) > CAav(H2B) (Figure 3).
The correlation coeﬃcients of CAav calculated at the amino
acid level for equivalent copies across diﬀerent systems (for
instance, chain A in SYSn and SYSm) are equal to or higher
than 0.9, conﬁrming the consistency of the simulations, visible
in Figure 3. Moreover, the interfaces associated with pairs of
copies in the same system (for instance, chain A versus chain E
in SYSn) also compare well (correlation coeﬃcients >0.9; see
also Figure 3).
Concerning DNA, the contacts are clustered into separate
blocks pertaining to nucleotides of both DNA strands (Figure
2A). Successive blocks are separated by 8 to 12 base pairs (bp).
The shift between the blocks in strands I and II indicates that
the contacts occur across the minor grooves. The simulated
interface reproduces the pattern known from nucleosome X-ray
structures.2,44 The comparison of the ﬁve data sets of CAav
extracted from simulations and calculated at the nucleotide
level led to very high values (≥0.95) of correlation coeﬃcients,
attesting that, as for the histone structured cores, both location
and area of contacts are robust across the simulations. In
particular, as evidenced by the similar CAav values, shortening
the tails (SYS0 vs the four other systems) does not aﬀect the
DNA−histone structured core interface. As a practical
consequence of such a coherence, the ﬁve molecular dynamics
simulations were analyzed collectively, considering in addition
both DNA strands together instead of each strand separately.
The CAav of the 14 DNA contact regions are symmetric with
respect to the center, as shown in Figure 4A.
These contacts were analyzed to examine the contribution of
the diﬀerent CA components. Roughly half of CAav values can
be classiﬁed as electrostatic and hydrophobic contacts (Figure
4B); the remaining contacts correspond to simple DNA/
histone proximity. As expected, the phosphate groups, deﬁned
here by O5′, O3′, P, O1P, and O2P atoms, are involved in 95%
of the electrostatic contacts. The hydrophobic contacts
implicate sugar carbon atoms and various amino acids, but
the largest CAav values occur with the aliphatic chains of
arginines that contact the minor grooves (both copies of H4-
R45, H3-R49, H3-R63, H3-R83, H2A-R77, and H2A-R42;
Figure 3. Interface between the histone structured cores and DNA
across simulations. Contact areas (CAav) of the histone structured
cores with DNA were extracted from each simulation and averaged
over time, considering the histone copies (chains A E, B F, etc.)
separately. The data associated with the diﬀerent simulations are
colored according to the code given on the top right. The thin vertical
error bars correspond to standard deviations.
Figure 4. Interface between DNA and the histone structured cores.
Average contact areas (CAav) of DNA regions, labeled by SHL, with
the histone structured cores were calculated considering either all
types of contacts (A) or speciﬁc hydrophobic (blue) or electrostatic
(red) components (B). The yellow ﬂyers indicate the regions where
(H3−H4)2, the H2A−H2B dimers, or H3 interact. Panel C details the
hydrophobic (blue) and electrostatic (red) contributions of amino
acids involved in the interface at SHLs ± 2.5 and 1.5; the contact
occurrences (N%) are represented by shaded gray area. The data were
averaged over the ﬁve simulations, SYS0, SYS1, SYS2, SYS1-bis, and
SYS2-bis. The vertical thin error bars associated with CAav are standard
deviations.
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examples of H3-R63 and H2A-R42 in Figure 4C; see also
Figure S7). The complete information about the amino acids
that participate in electrostatic or hydrophobic contacts at each
SHL is furnished in Figure S7, which further illustrates the
pairwise similarity of the interface spots with respect to the
DNA center. Importantly, a large amount of contacts are
present for a large part of the simulation time regardless the
CAav values (examples in Figure 4C; Figure S7). More
precisely, 75% of contacts are observed in more than 90% of
the snapshots. Such high occurrence rates in time reﬂect the
remarkable stability of the interface between the DNA and
histone structured cores (see also Figure 2).
A striking point of this analysis concerns the balance
observed between electrostatic and hydrophobic CAav. Most
SHLs are associated with extensive hydrophobic CAav values,
which are even predominant at SHLs ±5.5, −2.5, ±1.5, and
±0.5 (Figure 4B; detailed examples in Figure 4C). So the mix
of hydrophobic and electrostatic interactions previously
described around SHLs ±1.545 is a feature reproduced along
the whole DNA, SHLs ±4.5 being the only locations where
electrostatic CAav prevail (Figure 4B). At a global level, the area
of hydrophobic (563 ± 39 Å2) and electrostatic (578 ± 36 Å2)
contacts are equivalent. However, the most extensive hydro-
phobic components are associated with the (H3−H4)2
structured core (Figures 4A and S8). This may enlighten the
early step of in vitro nucleosome reconstitution that occurs at
high ionic strength. At 1.5 M, (H3−H4)2 robustly binds the
DNA exactly as in the complete nucleosome17 although the
electrostatic contacts and consequently the DNA−histone
interactions are expected to be weakened. Our results suggest
that the substantial hydrophobic component of the (H3/H4)2
interface complements the weakened electrostatic action so that
this histone tetramer is at once appropriately anchored to the
DNA.
DNA−Histone Tail Interface. Here, we analyze SYS1, SYS2,
SYS1-bis, and SYS2-bis that contain elongated tails with respect
to SYS0 (Table 1). The total CAav associated with the tails
reaches 1887 ± 425 Å2, a substantial quantity compared to the
CA involving the structured cores (2332 ± 111 Å2). However, a
large part of the DNA−tail interface is due to the N-tail roots of
H3, H2A, and H2B, as explained now.
The extremities of H3, H2A, and H2B N-tails (deﬁned in
Table 2), the H4 N-tail, and the H2A C-tail are involved in the
interface with the DNA (Figures S9 and S10), but their
conformational ﬂexibility described in the Overview section
causes signiﬁcant CAav variations across the simulations and
copies (Figure S9). In addition, their interaction with DNA
generally corresponds to rather weak, unstable contacts
(Figures S9 and S10). The H2A C-tail is an extreme case
since its contribution to the interface is especially weak in terms
of both area and time occurrence (Figure S10). In the H4 N-
tail, a single arginine, located at the beginning of the simulated
sequence (R17), interacts with DNA (Figure S10), binding the
minor groove edge at either SHLs ±2.5 in SYS1 and SYS1-bis
or SHLs ±1.5 in SYS2 and SYS2-bis. Finally, the ﬁrst two or
three N-tail amino acids of H3, H2A, and H2B also contact
DNA at best 60% of the time (Figure S10). Overall, these
results are in full accordance with previous simulations
speciﬁcally dedicated to the tail behavior.52,53 They are also
strongly supported by a NMR study demonstrating the
enhanced ﬂexibility of these tail regions,5 which is incompatible
with any durable, stabilizing interaction with DNA. We thus
decided not to further describe the interactions involving these
tail extremities, also because complete sampling would require
longer simulation times.
From now on, our analysis focuses on the roots of H3, H2B,
and H2A N-tails (deﬁned in Table 2). The roots represent 65%
of the total CAav between DNA and tails, and as seen before,
they are characterized by low atomic ﬂuctuations and restricted
conformational variabilities. Except for H2B chain H N-tail root
in SYS1, whose arginine R30 escaped from the DNA minor
groove causing perturbations in this interface region, pairs of
CAav across either simulations or copies are comparable (Figure
5, correlation coeﬃcients calculated at the amino acid level
from 0.76 to 0.85). SYS1, SYS2, SYS1-bis, and SYS2-bis
simulations were consequently analyzed together.
Eight SHL spots are contacted by H3, H2B and H2A N-tail
roots (Figure 6A). Each H2B and H3 tail root contains 8 amino
acids and binds to two juxtaposed double helices (Figure 6A,B)
while the H2A tail root is shorter (4 amino acids) and interacts
with only one double helix on the upper or lower side of the
nucleosome (Figure 6A,B). Accordingly, the H2A N-tail root
contributes much less to the interface than the H3 and H2B
ones (Figure 5). Nevertheless it maintains contacts with DNA
during the whole simulation time (Figure S10), unlike the
ﬂexible H4 N-tail and the H2A C-tail (Figure S10). Each of the
eight DNA binding spots combines electrostatic and hydro-
phobic contacts (Figures 6C,D and S11), most of them being
very stable during the trajectories (Figures 6D and S11).
Overall, in the DNA−tail root interface considered here, the
hydrophobic CAav is almost twice as large as the electrostatic
CAav: 390 ± 45 Å
2 and 213 ± 39 Å2, respectively. This
particular interface shows a more marked hydrophobic
character than the DNA−structured core interface in which
electrostatic and hydrophobic CAav are equivalent.
To conclude on this section, our analyses reveal the
importance of hydrophobic contact areas that substantially
complement the electrostatic interactions in the DNA−histone
interface. Thus, the combination of very stable, direct
electrostatic and hydrophobic contacts is the norm for each
DNA point anchoring the histone structured core or H3, H2A,
and H2B N-tail roots. A noticeable contribution to the
cohesion of the DNA superhelical wrapping is provided by
the double contact made by each H3 and H2B N-tail root
connecting two juxtaposed DNA gyres.
Figure 5. Interfaces involving the H3, H2A, and H2B tail roots and
DNA across simulations. Contact areas (CAav) of the histone tail roots
of H3, H2A, and H2B (deﬁned in Table 2) with DNA were extracted
from each simulation and averaged over time, considering the histone
copies (chains A E, C G, and D H) separately. The data associated
with the diﬀerent simulations are colored according to the color code
given on the top. The vertical thin error bars correspond to standard
deviations.
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Interfacial Water Molecules. The water molecules were
then scrutinized in the context of the DNA−histone interface.
This investigation was motivated to a large extent by a previous
analysis of hydrogen bonds in the nucleosome crystallographic
structure 1KX5, that contained a 147 bp DNA derived from the
α human satellite.44 In this structure, the only one that allowed
the unambiguous identiﬁcation of a very large number of water
molecules, 121 water molecules were found to bind
simultaneously to DNA and histone structured cores. These
water molecules either sustain direct DNA−histone hydrogen
bonds or connect groups that are too distant or improperly
oriented to allow direct interactions. The authors of the
crystallographic study concluded that direct and water mediated
hydrogen bonds equally contribute to the nucleosome stability.
The molecular dynamics runs gave us a good opportunity to
probe, at least in silico, the existence of long-lived water
mediated hydrogen bonds in solution.
Equivalent analyses were carried out on the simulated
structures, using the same histone parts and criteria
(DDonor−Acceptor ≤ 3.5 Å; Donor−Hydrogen−Acceptor angle
>90°) as Davey and collaborators,44 keeping in mind that our
models diﬀer from 1KX5 by the DNA length and sequence. In
our simulations, we found a total of 51 amino acids involved in
direct hydrogen bonds with DNA compared to 37 in 1KX5
(Table S2). However, this diﬀerence is largely canceled by the
fact that the water mediated connections between 12 amino
acids and DNA in 1KX5 turn into direct hydrogen bonds in the
simulated structures (Table S2). This observation illustrates
that, compared to the solid state, DNA and histones in solution
have the potential to undergo subtle local rearrangements
promoting direct electrostatic interactions. Overall, most amino
acids involved in hydrogen bonds are retrieved in both
experiment and simulation (Table S2).
Actually, according to VLDM, very few water molecules are
trapped in the simulated interface. At SHLs ±4.5, a water
molecule links a phosphate group to S33 and I36 of H2B
(Figure 7A) in 74% of snapshots.
Another water molecule interacts with the O2 atom of
thymine or cytosine in the minor groove ﬂoor at SHL −0.5 and
R45 in H4 (Figure 7B) in 40% of snapshots. Both DNA−
water−I36 and DNA−water−R45 interactions reinforce direct
contacts (Figure S7).
Thus, an overwhelming majority of water molecules circulate
all around the DNA and histones, without being conﬁned at
precise interface locations as observed in 1KX5. This mobility
does not mean that water molecules do not intervene in the
interface. By ﬁlling gaps between DNA and histone surfaces,
reducing the repulsions between electronegative atoms, or
making transient hydrogen bonds, water molecules play an
essential role in the nucleosome as well as in any DNA−protein
complex.87 Nevertheless, the simulations provide a strong
indication that stable, long-lived water molecules bridging DNA
and histones are the exception rather than the rule in liquid
solution.
Cations at DNA−Histone and DNA−DNA Interfaces. In
a way similar to water molecules, ions could behave as interface
mediators. Visual inspection revealed that some Na+ spent a
large part of the simulation time at the DNA−histone interface,
Figure 6. Interface between DNA and the tail roots of H3, H2A, and H2B. (A) Average total contact areas (CAav) calculated at each SHL region
involved in the DNA interface with the N-tail roots of H3, H2A, and H2B; the plain and dashed connectors specify the type of tail copies that
contact the DNA. (B) Schematic representation of the nucleosome illustrating the location of one copy of each of the three N-tail species. (C)
Hydrophobic (blue) or electrostatic (red) components of the CAav, the total of which is represented in panel A. (D) Details of the hydrophobic
(blue) and electrostatic (red) contribution of the major amino acids involved in the interface at SHLs ±0.5 and ±6.5; the total contact occurrences
(N%) are represented in gray. The vertical thin bars in panels A, C, and D are standard deviations associated with CAav. The data were extracted and
averaged from the four simulations, SYS1, SYS2, SYS1-bis, and SYS2-bis.
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contrary to Cl− that are, as expected, always far from the DNA.
The existence of long-lived cation binding sites is also attested
by Na+ with low atomic ﬂuctuations. By systematically
calculating the distances between Na+ and DNA (DNa+−DNA)
or histones (DNa+−histone) for each ion in each snapshot, as well
as distance distributions, we found that seven Na+ reside close
to both DNA and histones (DNa+−DNA ≤ 4 and DNa+−histone ≤ 5.5
Å, see examples of distance distributions in Figure S12)
between 10% and 100% of the simulation time, but their
location and time occurrence often vary across the simulations
(Table S3). This disparity is not a reminiscence of the
simulation starting points, since none of the observed
interfacing ions is already in place at the beginning of the
production phase; it may rather reﬂect an insuﬃcient sampling
or local structural diﬀerences modulating the electrostatic
attractiveness for Na+. X-ray structures of nucleosome cannot
help here, because they commonly contain divalent cations
instead of Na+, which in any case cannot be easily identiﬁed
even in high resolution structures. Further speciﬁc inves-
tigations would be consequently required to determine which
parameters inﬂuence the presence of ions at the interface. At
the current stage, one can yet state that Na+ are able to stay as
much as 250 ns at a precise interface location (Table S3). Such
situations are observed in particular at SHLs ±4.5, ±2.5, and
−0.5, where one Na+ can be enclosed in the DNA minor
groove, close to an inserted arginine/threonine couple
(examples in Figure 7C,D).
Na+ cations are also implicated in the stabilization of the
DNA superhelical path, which strictly speaking does not relate
to the interface. Indeed, the wrapping of the DNA around the
histones brings phosphate groups belonging to juxtaposed
DNA gyres close to each other. The minimal distance that
separates pairs of phosphate atoms (DP−P) is especially short
when two minor grooves face each other, dropping to 7 or 8 Å
for certain pairs of superposed SHLs. Thus, the severe
electrostatic repulsion induced by the proximity of negatively
charged phosphate groups requires eﬃcient shielding. Shielding
is ensured by direct phosphate group−amino acid interactions
in the regions where H3 or H2B tail roots pass between the
DNA gyres. To better understand what happens when close
phosphate groups are not separated by histone tails, we carried
out calculations of electrostatic potential and Na+ density,
expressed in terms of occupancy (see Materials and Methods).
Figure 7. Water molecules and Na+ cations trapped in the DNA−
histone structured core interface. Top panels show examples of water
molecules mediating DNA−histone interactions: (A) phosphate group
located above the major groove at SHL −4.5 interacts with S33 and
I36 of H2B via a water molecule; (B) another water molecule joins the
minor groove ﬂoor at SHL −0.5 and R45 of H4. These structures were
extracted from SYS2. The bottom panels show Na+ cations inserted in
the DNA minor groove in the vicinity of R83 of H3 and T80 of H4 at
SHL −2.5 (C) or R45 of H4 and T118 at SHL −0.5 (D).
Figure 8. Electrostatic potentials and Na+ occupancy. These nucleosome back side views are centered on the regions where the minor grooves at
either SHLs −4 and +4 (A and C) or SHLs −2 and +6 (B and D) are juxtaposed. The histone tails passing between the DNA gyres are speciﬁed in
ﬂyers. (A, B) Electrostatic potentials are represented on the nucleosome solvent accessible surface according to the color scale given underneath,
ranging from −3.0 to +3.0 kT/e. (C, D) Na+ occupancy is represented by a yellow isosurface corresponding to occupancy = 3% of the simulation
time. DNA is in gray, and the histones are in purple.
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Globally, there is a good correspondence between electro-
negative patches (Figure 8A,B) and Na+ occupancies (Figure
8C,D). Cation (here Na+) accumulation in the electronegative
parts of minor grooves exposed to the solvent (Figure 8C,D)
was previously described for free DNAs88−90 and is thus not
surprising. More relevant for our purpose, Na+ ions are also
observed in interstices between DNA gyres devoid of histone
tails, in particular in the gap extending between the two H2B
tail contact points (Figure 8C). This region is centered on an
extremely narrow interstice between the juxtaposed minor
grooves at SHLs −4 and +4 (DP−P = 7.3 ± 1.0 Å), around the
dyad axis, which generates a marked electronegative potential
(Figure 8A). Indeed, a substantial Na+ occurrence is observed
all along the gap, spreading from the ﬁrst to the second H2B
tail copy (Figure 8C).
Na+ ions are not as prevalent in the gyre interstices delimited
by the crossing points of H3 and H2B tails (Figure 8D). In this
region, the juxtaposed minor grooves are more distant (DP−P of
11 ± 1.6 and 14.6 ± 1.1 Å at SHLs −2/+6 and +2/−6,
respectively) than for the facing SHLs −4 and +4 and,
accordingly, produce a less strong electronegative potential
(Figure 8B). However, even in this case, Na+ ions overﬂow
from the minor groove and cover the closest phosphate groups
at the top of the facing minor grooves (Figure 8D).
The ﬁrst part of the results presented above shows that Na+
can penetrate the interface at minor grooves where arginines
and threonines are inserted. The second part reveals that a
cloud of Na+ intercalates in the narrow gaps between DNA
gyres, weakening the repulsive electrostatic forces between
close phosphate groups and complementing the shielding
action of H3 and H2B tails. So, cations play an important role
in stabilizing and preserving the DNA superhelix path.
DNA−Histone Contacts and DNA Sequence. The last
point relates to a possible sequence eﬀect on the interface,
which could play a role in the diﬀerential ability of the 5′ and 3′
halves of the 601 sequence to be maintained around the histone
cores.17,42,46 The 601 sequence is not palindromic; most local
contact patterns at SHL positions symmetric with respect to the
DNA center (SHL −n in the DNA 5′ half and SHL +n in the 3′
half, n = 0.5, 1.5, 2.5, etc.) are composed of diﬀerent sequences
(given in Table S4), except for SHLs ±1.5 where the TTAAA
motif is found on both sides in a way satisfying symmetry. Now
each SHL −n/SHL +n pair faces identical regions of histone
copies and contacts the same amino acids. This particular
feature oﬀers the opportunity to ﬁnely probe to what extent the
DNA sequence modulates the interface by comparing the SHL
−n/histone and SHL +n/histone contacts.
The similarity within pairs of CAs measured from the point
of view of either the histone copies (Figures 3 and 5) or the
SHL −n/SHL +n pairs (Figures 4, 6, S7, and S11) is especially
striking in the case of the histone structured cores (Figures 3, 4,
and S7). The very symmetric contact proﬁles clearly argue
against any sequence eﬀect on the interface. The symmetry is
conﬁrmed by the excellent correlation existing between
contacts measured in the 3′ and 5′ DNA halves, in terms of
both electrostatic and hydrophobic CA with the protein core
(Figure 9A). Although slightly weaker, the correlation for the
contacts with the tail roots is also convincing, taking into
account the standard deviations (Figure 9B).
Thus, our simulations involving sequence 601 nucleosome
do not support the idea that the DNA sequence signiﬁcantly
aﬀects the contacts with the histones.
■ DISCUSSION AND CONCLUSION
A nucleosome containing the high aﬃnity 601 sequence was
simulated by molecular dynamics in explicit solvent to study the
DNA−histone interface in solution. The interface was analyzed
by VLDM, a Voronoi based method, in terms of contact area
and time occurrence.
The quantitative measurements of the interface at each
contacted SHL clarify global features of DNA−histone
interactions. That similar large and very stable contacts are
observed for eight binding sites, from SHL −3.5 to SHL 3.5,
indicates that all of these central SHLs are equally crucial for
anchoring the H3 and H4 structured cores. At each of these
SHL interfaces, one arginine, intimately interacting with the
minor groove, represents nearly 20% of the contacts, and 7 to 9
other amino acids make the complement, the ensemble
engaging long-lived contacts with the DNA. The situation is
completely diﬀerent near the DNA entry/exit, especially at
SHLs ±6.5 where the contact areas with the histone structured
domains are four times smaller than those at the central SHLs,
and the contact occurrences are relatively low.
Concerning the tails, without surprise, the extremities of H3,
H2A, and H2B N-tails, as well as the whole H2A C-tail, are
ﬂexible and mobile as previously observed;5,52 they have a
minimal contribution to the DNA−histone interface. In
contrast, the conformational variability of the roots of H3,
H2B, and H2A N-tails is considerably lower owing to intimate,
long-lived interactions with the DNA. Indeed, these proximal
histone regions contribute to 35% of the total DNA−histone
contact area.
Considering together the structured domain and root tail
contributions gives a global view of the contact distribution
along both central and peripheral DNA regions. As expected,
the central DNA region engages the more extensive and stable
contacts, cumulating interactions with H3−H4 structured cores
and H3 tail roots. However, another noticeable region emerges
around SHLs ±4.5, where large contacts with the H2A and
H2B root tails substantially reinforce the interface involving the
structured cores of the same histones. This observation
remarkably parallels optical tweezer40,42 and FRET34 experi-
ments in which a strong resistance to nucleosome disassembly
was observed at 40−50 bp from the dyad, conjecturally related
Figure 9. Comparison between the contacts involving the 5′ and 3′
halves of the 601 sequence and the histones. Hydrophobic (blue) and
electrostatic (red) components of contact areas (CAav) between the
histone amino acids and the nucleotides of the 5′ DNA half are
compared to their equivalents involving the 3′ DNA half. The contacts
represented are between DNA and either the histone structured cores
(A; correlation coeﬃcients of 0.98 for both hydrophobic and
electrostatic CAs) or the tail roots (B; correlation coeﬃcients are
0.91 for both hydrophobic and electrostatic CAs). The vertical and
horizontal error bars are the standard deviations calculated across the
simulations. The diagonal black line represents y = x.
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to a local strengthening of the DNA−histone interactions.
Finally, the defective interactions are limited to the DNA
extremities, in agreement with unwrapping or breathing
studies.15 It is also interesting to note that post-translational
modiﬁcations that aﬀect amino acids contacting the DNA at
SHLs ±6.5 (such as T45, R52, R53, or K56 of H3) enhance the
DNA unwrapping,91,92 very likely by further weakening this
particular interface region.
Returning to the analysis of interactions, most interfaces at
the SHLs contacting the histone structured cores and
eventually tail roots combine both types of interactions,
electrostatic and hydrophobic (Figures 4 and 6). In several
cases, in particular in the DNA−histone tail root interface, the
hydrophobic interactions cover larger areas than the electro-
static contacts. Overall, the CAElectrostatic/CATotal and
CAHydrophobic/CATotal ratios are 0.23 and 0.27, respectively.
These values stress the central importance of hydrophobic
contacts in the nucleosome, which are too often relegated to a
secondary role. Actually, the DNA−histone interface resembles
those of other typical DNA−protein complexes, which the
interfaces comprise two-thirds of nonelectrostatic contacts on
average.50
With very few exceptions, simulated water molecules ﬁll
space between DNA and histones in a ﬂuid manner, without
forming durable bridges between DNA and histones. The water
mediated hydrogen bonds observed in 1KX544 either disappear
or, more often, turn into direct hydrogen bonds owing to local
adjustments of DNA and amino acids. In the context of a
potential structuring role of water inferred from X-ray
structures of DNA−protein complexes,44,50,93,94 our simula-
tions show that water molecules in interstices formed at the
DNA−histone interface do not get durably trapped at any
speciﬁc position. The various types of interaction, for example,
electrostatic shielding, polarization, or hydrogen bonds, aﬀect
individual solvent molecules, including ions, mostly in a
transitory way. The net eﬀect is visible at the statistics level,
through decreased ﬂuctuation and diﬀusion near the DNA or
protein surface.
Ions in solution play a decisive role in neutralizing
electrostatic repulsions between solute charges. A typical case
is the juxtaposed gyres of DNA wrapped around the
nucleosome core: in particular in regions where two minor
grooves face each other, some phosphate groups are very close
to each other. The positively charged residues in H3 and H2B
tail roots crossing the DNA belt between the gyres are
undoubtedly essential for the superhelix formation and stability.
Outside these contact points, the narrowest interstices between
DNA gyres are the scene of Na+ accumulation. At these
locations, cations appear here as fundamental elements in the
nucleosome cohesion, explaining why the DNA superhelical
path exists notwithstanding phosphate groups in close
proximity.
As a ﬁnal point, the comparison of interfaces involving pairs
of histone copies of the same kind bound to diﬀerent DNA
fragments did not supply evidence of any DNA sequence eﬀect.
At this stage, we cannot exclude that the DNA−histone
interface could be aﬀected by DNA sequences clearly
unfavorable to nucleosome formation. However, our result
echoes the ﬁndings of a recent experimental study that enabled
detection of DNA distortions during the sequential steps of
histone binding.17 During the reconstitution process, the DNA
sequence clearly inﬂuences the early events of nucleosome
formation. So, the (H3/H4)2 tetramer binds more eﬃciently
the 5′ than the 3′ side of the central part of the 601 sequence.
Introducing mutations in the 5′ side of the 601 sequence also
decreases the nucleosome reconstitution eﬃciency. However,
no diﬀerence persists once the complexes stabilized.
As provided by our simulations in explicit solvent and
VLDM, the detailed DNA−histone interface in solution can
serve as a reference, very comparable to the other
nucleoprotein complexes.50 From a practical point of view,
our results can be used as biophysical background to interpret
experiments on nucleosome assembly or disassembly, as well as
to anticipate the structural consequences of epigenetic
modiﬁcations or histone mutations. The intricate and cohesive
interface depicted here sheds light on how the DNA
superhelical wrapping and induced distortions are maintained
around the histones in the nucleosome.
On the other hand, the nature of this interface raises the issue
of completely dissociating DNA from histones, a process that
implies breaking extensive and robust contacts and may thus be
a hard, energy consuming task. This concern is supported, in
particular, by the rarity of spontaneous partial unwrapping of
DNA peripheral regions,41 still supposed to be the initial step of
nucleosome unfolding. It was proposed that, in cell, remodeling
factors are required to favor the occurrence of such breathing
and to achieve the nucleosome disassembly.36 The strong
DNA−histone interface described here could further explain
why the action of remodeling factors is essential in the
dynamical positioning of nucleosomes along eukaryotic
genomes.
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Figure S1: Radius of gyration of simulated nucleosomes and nucleosomal DNA. 
 
 
 
The radius of gyration (Rg) is plotted as a function of time for representative systems,  SYS0 (green), SYS1-
bis (orange), SYS2-bis (purple), considering either the whole nucleosomes (left panel) or only the DNA 
(right panel). SYS1 and SYS2 behave as SYS1-bis and SYS2-bis. 
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Figure S2: RMSDs of the histone structured core and the DNA. 
 
 
The RMSDs of the structured octameric histone core (top panel) and of the DNA (bottom panel) are 
extracted from each simulation and plotted as a function of time. The data associated with the different 
simulations are colored according to the code given on the right. The RMSDs were calculated between the 
initial model derived from X-ray structures and the simulation snapshots, using the backbone heavy atoms 
for the histones or all the heavy atoms for DNA. The first and last two base-pairs of DNA, unpaired, were 
discarded from the analysis.  
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Figure S3: H3 structured core secondary structures. 
 
 
 
The evolution of the α-helices (orange) and loops (white) composing the structured core of H3 is shown 
along the simulations SYS0, SYS1-bis, SYS1 and SYS2. Identical results were obtained with SYS2-bis.  
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Figure S4: Distribution of the RMSD values of the histone tails. 
 
 
 
The occurrence distribution (or histogram) (D) of RMSDs is plotted for both copies (left and right of each 
panel) of the tails, with SYS0 in green, SYS1 in red, SYS1-bis in orange, SYS2 in black and SYS2-bis in 
purple. For each simulation and each tail of a given chain, RMSDs were calculated between the initial model 
and the snapshots after the corresponding histone structured core configurations had been superimposed.  
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Figure S5: Atomic fluctuations of histone tails. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The mean atomic fluctuations (RMSF) per residue were calculated for both copies of each histone tail in the 
five simulations, SYS0 (green), SYS1 (red), SYS1-bis (orange), SYS2 (black) and SYS2-bis (purple). Note 
that the y axis of the H2A C-tail panel covers a larger range of values than in the other panels. The vertical 
black lines correspond to the limit between flexible and stiff regions according to a previous NMR study (1).  
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Figure S6: Watson-Crick base pairing in simulated DNA. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The DNA base pairing along sequence 601 is represented as a function of time for SYS0, SYS1-bis, SYS1 
and SYS2. The presence of full base-pairing (two and three hydrogen bonds for A:T or G:C base-pairs, 
respectively) corresponds to yellow bars; the loss of at least one hydrogen bond is represented by cyan bars. 
Position along the DNA molecule is expressed in terms of Super Helix Location (SHL), that is, number of 
double-helix turns from the origin, at the DNA center (SHL0).   
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Figure S7: Interface between DNA and the histone structured cores. 
 
These plots present the amino acids of the histone structured cores involved in each SHL interface; left and 
right plots correspond to negative and positive SHLs, respectively. Each amino acid is characterized by its 
hydrophobic (blue) and electrostatic (red) average contact area (CAav, horizontal thin bars for standard 
deviations) and its occurrence (N%), represented by shaded gray area. The data were averaged on the five 
simulations, SYS0, SYS1, SYS2, SYS1-bis and SYS2-bis.   
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Figure S8: Hydrophobic and electrostatic contact areas between DNA and the structured cores of either the 
(H3-H4)2 tetramer or the H2A-H2B dimers. 
 
 
 
The average contact areas (CAav) of the DNA interface with the structured cores of (H3-H4)2 (left) or both 
H2A-H2B dimers (right) are shown separately in hydrophobic (blue) and electrostatic (red) components. The 
thin vertical bars are the standard deviations calculated over the five simulations. 
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Figure S9: Comparison of the simulated interfaces involving the flexible parts of histone tails. 
 
 
 
The contact areas (CAav) with DNA of the flexible tail extremities of H3, H2A  H2B (defined in Table 2), of 
the H4 N-tails and of the H2A C-tail  were extracted from SYS1, SYS1-bis, SYS2 and SYS2-bis simulations 
and averaged over time, considering all histone copies separately. The data from different simulations are 
colored according to the code given on top. The vertical thin bars are standard deviations. The N and C 
subscripts of H2A chains label the N- and C-tails, respectively. 
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Figure S10: Detailed interface between histone tails and DNA. 
 
 
 
These plots present the histone tail amino acids of H3, H4, H2A and H2B that are involved in the DNA-
histone interface. Each contacted amino acid of each histone is characterized by its total average area (CAav, 
in green, vertical thin bars for standard deviations) and its occurrence (N%), represented by shaded gray area. 
The tags and arrows delimit the H3, H2A and H2B tail roots. The data of the N-terminal tails were averaged 
on the four simulations, SYS1, SYS2, SYS1-bis and SYS2-bis, and the pair of equivalent copies in each 
system.  The contacts of the H2A C-terminal tail were averaged on SYS1-bis and SYS2-bis, the two 
simulations where these tails are present. 
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Figure S11: Interface between DNA and histone tail roots. 
 
 
A: Amino acids of the tail roots of H3, H2B and H2A (defined in Table 2) involved at eight SHLs located 
symmetrically with respect to the DNA center; left and right plots correspond to negative and positive SHLs, 
respectively. Each amino acid is characterized by its hydrophobic (blue) and electrostatic (red) average area 
(CAav, horizontal thin bars for standard deviations) and its occurrence (N%), represented by shaded gray 
area. The data were calculated and averaged on snapshots extracted from the four simulations, SYS1, SYS2, 
SYS1-bis and SYS2-bis. B: Schematic representation of the nucleosome indicating the SHLs contacted by 
one copy of the H3, H2A and H2B tail roots.  
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Figure S12: Density plots of Na
+
 - DNA and Na
+
 - histones distances. 
 
 
 
The distances between Na
+
 and DNA (black) or histones (red) were systematically calculated for each ion 
along the simulations. This figure presents two examples of density plots of these distances for ions 
characterized by low atomic fluctuations. A: at SHL -1.5, one Na
+
 stays close to both DNA and histone. B: at 
SHL -2.5, another Na
+
 interacts with the DNA but remains distant from the histones. The data were extracted 
from SYS1-bis and SYS2-bis for A and B, respectively.  
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Table S1:  Sequences of histone tails. 
 
H3 N tail 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 
A R T K Q T A R K S T G G K A P R K Q L A T 
23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 
K A A R K S A P A T G G V K K P H R Y R P G 
H4 N tail 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 
S G R G K G G K G L G K G G A K R H R K V L 
23 24  
R D 
H2A N tail 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16  
S G R G K Q G G K T R A K A K T 
H2B N tail 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 
A K S A P A P K K G S K K A V T K T Q K K D 
23 24 25 26 27 28 29 30 31 32 33 34  
G K K R R K T R K E S Y 
H2A C tail 
119 120 121 122 123 124 125 126 127 128  
K T E S S K S K S K 
 
 
The composition of the full length N- and C-terminal tails is spelled out for the four histone types. In SYS0 
(which corresponds to 3MVD), the N-tails are limited to the short regions indicated here by a blue 
background. N-tail amino acids on yellow background were taken from 1KX5 and added to 3MVD in SYS1, 
SYS1-bis, SYS2 and SYS2-bis. The H2A C-tail from 1KX5 was integrated in SYS1-bis and SYS2-bis (in 
green). 
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Table S2-1: Hydrogen bonds between DNA and histone structured cores in 1KX5 and MDs 
 
 
1KX5 MDs 
Direct hb  Water mediated hb  Direct hb 
SHL ± 5.5 
H2A 
 
T 76 + − + 
R 77 + − + 
K 75 − − + 
H2B 
 
Y 39 + − + 
S 52 − − + 
I 51 − + + 
S 53 + − + 
SHL ± 4.5 
H2A 
 
R 17 + − + 
R 20 − − + 
G 28 − + + 
R 29 + − + 
R 32 + − + 
H2B 
 
R 30 + − − 
K 31 + − − 
S 33 + − − 
I 36 − + + 
Y 37 − + + 
K 40 − − + 
SHL ± 3.5 
H2A 
 
R 35 + − + 
R 42 + − + 
V 43 + − + 
A 45 + − + 
H2B 
 
R 83 + − + 
S 84 + − + 
T 85 + − + 
R 89 − − + 
H4 K 77 − − + 
 
This table summarizes the amino acids that form hydrogen bonds with DNA in 1KX5 and in MDs. The data, 
sorted by SHL and histone type, come from the Supplementary Materials of Davey and coll. (2) for 1KX5 or 
from our analyses for the simulations. Direct or water mediated hydrogen bonds are reported for 1KX5. 
However, water mediated hydrogen bonds are listed only if they are retrieved in the form of direct hydrogen 
bonds in the simulations (gray background). Because there is no stable water mediated hydrogen bond in 
MDs, only direct interactions are informed here. The amino acids in bold make hydrogen bonds in both 
1KX5 and MD snapshots. The signs “+” and ”−“ indicate the presence or the absence of hydrogen bonds, 
respectively.   
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Table S2-2: Hydrogen bonds between DNA and histone structured cores in 1KX5 and MDs 
Table continued from previous page 
 
1KX5 MDs 
Direct hb  Water mediated hb  Direct hb 
SHL ± 2.5 
H3 
 
R 72 + − + 
R 83 + − + 
F 84 + − + 
Q 85 − + + 
S 86 + − + 
H4 
 
R 78 − + + 
K 79 + − + 
T 80 + − + 
SHL ± 1.5 
H3 
 
R 63 + − + 
K 64 + − + 
L 65 + − + 
R 69 + − + 
H4 
 
T 30 − + + 
K 31 − + + 
R 36 + − + 
SHL ± 0.5 
H3 
 
R 40 + − − 
Y 41 + − − 
G 44 + − − 
T 45 − + + 
V 46 − − + 
A 47 + − + 
K 115 − + + 
V 117 + − + 
T 118 + − + 
H4 
 
R 35 + − + 
R 39 − + + 
R 45 − + + 
I 46 + − + 
S 47 − + + 
G 48 + − + 
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Table S3: Time occurrence of Na
+
 cations at the DNA histone interface. 
 
 
SHL 
-6.5 6.5 -5.5 5.5 -4.5 4.5 -3.5 3.5 -2.5 2.5 -1.5 1.5 -0.5 0.5 
SYS0 0 0 6 47 12 84 55 28 3 93 12 4 99 3 
SYS1 0 0 16 27 100 87 36 20 80 96 0 0 98 0 
SYS1-bis 0 0 1 0 84 61 0 10 99 100 0 0 92 0 
SYS2 0 0 13 60 8 0 0 2 0 74 0 1 96 13 
SYS2-bis 0 0 2 46 0 100 89 6 41 3 32 34 100 0 
 
This table reports the percentage of simulation time during which one ion stays at each specified SHL, close 
to both DNA (DNa+-DNA ≤ 4Å) and histone (DNa+-histone ≤ 6Å). The data are presented for each of the five 
simulations analyzed here.  
 
Table S4: DNA sequences at contacted SHLs. 
 
SHL -0.5 -1.5 -2.5 -3.5 -4.5 -5.5 
Sequence 
CGTACG 
GCATGC 
GCTTAAA 
CGAATTT 
TCTAGCA 
AGATCGT 
TCGTAG 
AGCATC 
GCTCAA 
CGAGTT 
TGCCGAG 
ACGGCTC 
SHL 0.5 1.5 2.5 3.5 4.5 5.5 
Sequence 
TCCCCCG 
AGGGGGC 
TTTTAACC 
AAAATTGG 
CAAGGGG 
GTTCCCC 
TCCCTA 
AGGGAT 
CCAGGCA 
GGTCCGT 
TGTCAGA 
ACAGTCT 
 
This table reports the nucleotide composition of the SHL sites that are contacted by each copy of histone 
structured cores in the two complementary DNA strands (5’→3’ for the first line and 3’→5’ for the second 
line). 
 
 
References in Figure S5 and Table S2 
1.  Zhou B-R, Feng H, Ghirlando R, Kato H, Gruschus J, Bai Y. Histone H4 K16Q mutation, an acetylation 
mimic, causes structural disorder of its N-terminal basic patch in the nucleosome. J Mol Biol. 2012 Aug 
3;421(1):30–7.  
2.  Davey CA, Sargent DF, Luger K, Maeder AW, Richmond TJ. Solvent mediated interactions in the 
structure of the nucleosome core particle at 1.9 a resolution. J Mol Biol. 2002 Jun 21;319(5):1097–113.  
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Conclusion et développements en cours 
Dans ce premier article, grâce à VLDM, j’ai pu décrire sur des bases solides et objectives l’interface 
ADN/histone en termes de surface et d’occurrence de contact. J’y mets en évidence un réseau 
d’interaction très dense permettant le maintien d’un ADN courbé. La stricte symétrie de l’interface 
ainsi définie reste un résultat relativement inattendu puisque la séquence 601 n’est pas palindromique. 
Ce résultat suggère qu’une fois l’interface formée, la composition nucléotidique de l’ADN intervient 
peu dans le complexe. Or, il est clair que la séquence impacte le nucléosome, au moins lors de 
l’assemblage, puisque toutes les séquences d’ADN ne forment pas de nucléosome avec la même 
affinité. Afin de comprendre ce phénomène, j’ai travaillé sur des données expérimentales 
d’assemblage et de désassemblage du nucléosome in vitro, présenté dans la section suivante (Article 
2).  
Pour compléter la compréhension de l’interface, je travaille actuellement sur l’analyse plus fine des 
sites de fixations impliquant des arginines qui interagissent avec les petits sillons de l’ADN aux SHLs 
+/- 5.5, 4.5, 3.5, 2.5, 1.5 et 0.5 (Figure 12, p. 25).  
Figure 38 – Interfaces arginines/petits sillons de l’ADN. Les surfaces de contacts moyenne (CAAV) 
sont calculées sur les quatre simulations des systèmes SYS1, SYS1-bis, SYS2 et SYS2-bis (p. 55) pour 
tous les contacts (gris), les contacts hydrophobes (bleue) et les contacts électrostatique (rouge). 
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Avec VLDM, j’ai effectué la mesure précise des contacts entre les arginines et l’ADN et j’observe 
des interactions très stables, présentes tout le long des trajectoires. On note également une 
prédominance des contacts hydrophobes, à l’exception de l’arginine au site SHL +/- 4.5 (Figure 38). 
Les résultats des analyses montrent que les sites contactés par les boucles L1-L2 (Interface 
ADN/histones, p. 23) (SHLs +/- 5.5, 3.5, 2.5 et 0.5) favorisent l’insertion des arginines dans le petit 
sillon, cette insertion se produisant de 72% à 100% du temps le long des dynamique. Au contraire, 
les arginines des hélices α1-α1 (SHLs +/- 3.5, 2.5) semblent moins faciles à s’insérer, avec 
respectivement 36 et 2% d’insertion dans le petit sillon.  
 
 
 
 
Figure 39 – Structure des pinces d’histones. A) Séquences protéiques alignées selon les 
résidus qui se font face dans le petit sillon. B) structure correspondante en interaction avec le 
petit sillon de l’ADN dans le nucléosome. C) Représentation schématique de l’interaction pour 
les sites SHLs +/- 0.5, 2.5 et 3.5 (panneau du haut) et les sites aux SHL +/- 5.5 (panneau du 
bas).  
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 En m’intéressant plus particulièrement aux 8 arginines qui s’insèrent dans le petit sillon, j’ai observé 
qu’elles étaient caractérisées par un réseau, impliquant plusieurs autres résidus protéiques qui forment 
une pince protéique autour du petit sillon (Figure 39). Dans 6 cas, ce réseau est constitué par deux 
fragments de différentes histones, l’un contenant l’arginine et l’autre une thréonine. Il présente une 
variante pour les sites SHLs +/- 5.5 où l’arginine et la thréonine sont situées sur la même histone H2A. 
Malgré cette différence, l’arginine associé à ces sites présente un très bon taux d’insertion (88 %). 
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Chapitre 2 : Assemblage et désassemblage du 
nucléosome 
Sommaire 2 
L’assemblage et le désassemblage du nucléosome sont au centre de la régulation de l’expression 
génique. Pour permettre la réplication, la transcription ou encore la recombinaison, la chromatine doit 
être très dynamique dans le sens ou les protéines doivent pouvoir accéder à l’ADN. C’est 
l’assemblage et le désassemblage du nucléosome qui vont ainsi permettre la régulation de 
l’accessibilité de l’ADN. 
In vivo, l’assemblage et le désassemblage du nucléosome ont lieu en présence de toute une série de 
facteurs, comme par exemple les célèbres facteurs de remodelage. Cependant, pour mieux 
comprendre la biophysique de ces mécanismes, nous nous sommes intéressés à l’assemblage et au 
désassemblage du nucléosome in vitro, en l’absence de facteurs protéique.  
La méthode la plus utilisée pour étudier l’assemblage et le désassemblage du nucléosome in vitro est 
de faire varier la concentration en NaCl. Une diminution de la force ionique de ~2M à 0.15M NaCl 
accompagne l’assemblage, alors que l’augmentation de la concentration en sel va correspondre au 
désassemblage. A 2M, l’ADN est libre d’histone ; à 0.15M, le nucléosome est complétement formé, 
du moins dans le cas de séquences positionnantes, de type séquence 601. Faire varier la force ionique 
par paliers permet d’isoler d’éventuels état intermédiaires. 
Des études très précoces avaient montré que le tétramère (H3-H4)2 se fixait sur l’ADN avant les 
dimères H2A-H2B. Différentes études combinant la méthode décrite précédemment avec des 
expériences telles que le FRET ou encore la microscopie à force atomique à haute vitesse ont établi 
que le désassemblage était séquentiel avec d’abord la dissociation des dimères H2A-H2B suivi de la 
dissociation du tétramère (H3-H4)2. Akiko Hatakeyama, Claude Nogues et Malcolm Buckle ont 
utilisé une méthode qu’ils ont mis au point au laboratoire (Hatakeyama et al. 2016), la méthode 
PhAST (p. 61) pour étudier l’assemblage du nucléosome en détail pour la première fois. Dans le 
travail que je présente ici, la même équipe a voulu comparer l’assemblage et le désassemblage dans 
des conditions similaires, sur un nucléosome constitué avec la séquence 601 non palindromique qui 
a servi à mon analyse de l’interface dans mon premier travail. Comme expliqué précédemment (p. 
 
2 L’ensembles des références de cette section peuvent-être trouvées dans l’article associé au chapitre 
(p. 107) et dans l’introduction de ce manuscrit (Le nucléosome, p. 17)  
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61), PhAST donne des informations sur la structure locale d’un ADN, à la résolution du dinucléotide 
NpN, sur la base de signaux reflétant la probabilité de formation d’un dimère YpY sous irradiation 
UV. La variation entre les signaux obtenus sur l’ADN libre et ADN plus ou moins fermement 
complexé avec des histones a été suivi à différentes concentrations (1.5M, 1.0M, 0.5M et 0.1M) de 
NaCl (Article 2 – Figure S1) lors d’expériences consacrées soit à l’assemblage soit au désassemblage 
(Article 2 – Figure 3). Comme nous l’avons déjà vu, le signal PhAST n’est pas directement impacté 
par le contact ADN/histone mais par le fait que la complexation des deux partenaires induit des 
modifications structurales locales, notamment du roll. 
Mon rôle dans cette étude était d’interpréter ces variations expérimentales issues de PhAST grâce à 
mes résultats sur l’interface (Article 2 – Figure 2). Contrairement à l’interface que nous avons décrite 
symétrique dans l’article 1, les signaux liés à l’assemblage et au désassemblage présentent des 
asymétries entre les moitiés 5’ et 3’ de la séquence 601 (Article 2 – Figure 4). L’analyse révèle un 
effet de la séquence sur l’interaction avec les histones, la moitié 5’ de l’ADN nucléosomal étant plus 
favorable que la moitié 3’ à interagir avec les histones lors de l’assemblage et du désassemblage. Ces 
résultats sont en accord avec des travaux menés au laboratoire qui avaient permis de caractériser les 
propriétés de structure et de flexibilité des ADN libres qui jouent en faveur de la formation du 
nucléosome. Ces travaux avaient ainsi proposé que l’alternance de régions A:T et G:C riches qui est 
extrêmement marquée le long de la moitié 5’ de la séquence 601 rendait cette séquence 
particulièrement attractive.   
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Nucleosome assembly and disassembly play a central role in the regulation of gene expression. Here we 
used PhAST (Photochemical Analysis of Structural Transitions) to understand the pathways of both 
nucleosome formation and dissociation by monitoring at a base pair level structural changes induced 
along the DNA upon histone binding or release at various ionic strengths. In addition to confirming the 
sequential binding/release of (H3-H4)2 tetramer and H2A-H2B heterodimers, PhAST reveals multiple 
intermediate states, emerging during assembly or disassembly. These states are all characterised by a 
subtle asymmetry in histone/DNA interactions around the pseudo dyad axis; this concurs with the 
sequence dependent properties of free DNA governing its propensity to form nucleosomes. This study 
offers the first detailed view of both assembly and disassembly pathways of nucleosomes in vitro and, 
most importantly, describes how the DNA sequence influences the structural organisation of 
nucleosome intermediate states.  
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Introduction		
The fundamental repeating unit of chromatin is the nucleosome; 145-147 base pairs (bp) of DNA 
wrapped around an octamer of histone proteins (two H2A/H2B heterodimers and one (H3-H4)2 
tetramer), efficiently compacts genomes into cell nuclei and regulates many DNA functions. The spatial 
and temporal distribution of nucleosomes as a result of nucleosome assembly and disassembly is 
involved in all DNA transactions. In vivo, a plethora of interplaying factors such as chaperones, 
remodelling complexes, histone variants, epigenetic modifications and intrinsic, sequence dependent, 
DNA properties orchestrate the dynamics of nucleosome positioning. Understanding how this complex 
nuclear machinery operates requires extensive knowledge of the structural pathways adopted by 
nucleosomes during assembly and disassembly events. 
In recent years a large amount of interest has been paid to the disassembly mechanism. Studies 
were carried out in vitro by recording the response of preformed nucleosomes to a gradual increase in 
ionic strength 1-10 or, less frequently, to an external mechanical force applied to the nucleosome DNA 
11,12, 13. The examination of spontaneous disassembly focused on unwrapping of DNA in the peripheral 
regions (so-called “DNA breathing”) 14-18. Fluorescence-based techniques were used to dissect the 
stepwise disassembly of nucleosomes, each experiment providing data about specific histone-histone, 
DNA-histone or, eventually, DNA-DNA proximities. For example, the use of three or four pairs of 
fluorophores gave insights into the behaviour of the DNA’s extremities 1 or interior DNA regions 5, 6, 9 
with respect to H4 and H2B, as well as providing information about histone-histone proximities 2.  
 In theory, two global pathways for nucleosome disassembly may be envisaged, either 
dissociation of the octamer as a single entity from the DNA or sequential release of histones or groups 
of histones; the second hypothesis is now generally accepted. A series of studies of salt-induced 
dissociation based on FRET (Forster Resonance Energy Transfer) approaches 1, 2, 4, 5, 6, 9, 10 or TR-SAXS 
(Time-Resolved Small Angle X-ray Scattering)  8 provided coherent arguments in favour of a pathway 
with two major successive phases: a first step leading to the release of H2A-H2B dimers and a second, 
distinct step corresponding to (H3-H4)2-DNA dissociation. Such a global two-step scheme is likely to 
be general since it was observed in nucleosomes studied under identical conditions but containing 
different DNA sequences, i.e. 601- and 5S-nucleosomes 7, 4 or 601-, 5S- and MMTV-nucleosomes 3, 6. 
Although technically not straightforward, the existence of very early states of disassembly, 
before the removal of H2A-H2B, was also examined. With the 5S-nucleosome, the two H2A-H2B 
dimers were observed to dissociate from the (H3-H4)2-DNA complex in a single transition without 
observable stable intermediates 1, 7. FRET experiments with 601-nucleosomes proposed that disruption 
or weakening of the interface between H2A–H2B dimers and (H3–H4)2 tetramer interface (the so-called 
“butterfly” state), helped to rupture the DNA / H2A–H2B interfaces 5, 6, 10. According to models inferred 
from experiments using SAXS 7, 8, FRET 12, 8, 10 and single molecule unwrapping associated with FRET 
12, the release of the two H2A–H2B dimers in 601-nucleosomes is asymmetric, starting from one 
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unwrapped DNA end (the so-called “J”-shaped state). A recent cryo-EM study captured structures 
related to first events of spontaneous disassembly of 601-nucleosomes 18, which are hard to observe in 
solution because nucleosome open states are marginally populated 14, 15. The cryo-EM structures showed 
again an asymmetric loss of contacts between H2A-H2B and DNA arising from the spontaneous 
breathing of one extremity of the DNA fragment; this first nucleosome opening gradually propagates in 
association with subtle histone rearrangements; the intermediate states, in which one H2A–H2B dimer 
is no longer visible, resemble those hexasomes (DNA bound to the (H3–H4)2 tetramer and one H2A–
H2B dimer) obtained from SAXS 19 or X-ray 20 data. In all the studies presented above, the asymmetric 
opening was considered symptomatic of a DNA sequence effect since the strict symmetry of the histone 
structured domains with respect to the dyad axis 21, 22 cannot account for such phenomena. On the basis 
of salt titrations 21 and single molecule experiments 11, it was proposed that the 601 sequence is 
constituted by “strong” left and “weak” right halves 8; strong and weak sides may relate to differences 
in DNA intrinsic flexibility 23, 24, 12.  
 A general DNA sequence effect on disassembly was further attested by the fact that 601-
nucleosomes better resist chaotropic destabilisation than nucleosomes formed with other sequences 7, 4, 
3, 6. In contrast, nucleosome stability, characterised by the ionic strength at the midpoints of the 
successive transitions during disassembly, is not affected by the histone origin 6 likely because of the 
very high degree of conservation of histone sequence and folding 25.  
 
The large number of studies presented above provided information exclusively on nucleosome 
disassembly; states preceding H2A–H2B dimer release are better characterised than later events leading 
to the complete dissociation of the complex. By comparison, assembly remained almost completely 
ignored apart from initial studies during the 1980’s 26, 27, a situation that prevented any global approach 
to understanding both nucleosome association and dissociation. In view of this, we embarked on studies 
to capture nucleosome intermediate states during NaCl-induced assembly and disassembly (Schema 1) 
of the 601-nucleosome and to compare the two pathways. We used the PhAST (Photochemical Analysis 
of Structural Transitions) technique developed in our group 28.  
PhAST possesses the useful property of being able to follow both processes from the DNA point 
of view and to provide structural information at base pair resolution, independent of conditions. This 
non-invasive technique can thus be applied to freely diffusing macromolecules in solution, without 
introducing structural artefacts caused for instance by bulky hydrophobic fluorophores 2. It is based on 
the measurement of the probability to form, on the same DNA strand, UV photo-induced cyclobutane 
dimers between adjacent pyrimidines (YpY dimer, linked by C5-C5 and C6-C6 bonds) 28-30. In addition 
to the quantum yields specific to each type of step, the probability of forming YpY dimers depends on 
the local YpY structure, more precisely on the inter base-pair parameters of roll and twist that are 
coupled in B-DNA in solution 31. Thus, low twist and positive roll shorten the YpY C5-C5 and C6-C6 
distances and thus favour dimer formation whereas large twist and negative roll has the inverse effect 
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28. The YpY dimer probabilities along a DNA sequence therefore reflect its local average structure. 
Comparison between probabilities collected on free and bound DNA simultaneously reveals DNA 
structural changes induced by the presence of proteins. 
PhAST proved to be remarkably efficient in following structural changes in DNA as 601- and 
derived 601-nucleosomes were formed under decreasing ionic strength conditions, i.e. during 
nucleosome assembly 28. We demonstrated first, the intuitive idea that histone binding induces 
noticeable structural changes in the local parameters of roll and twist all along the 601 sequence. Then 
we observed that nucleosome formation starts with the binding of (H3/H4)2 and ends with the 
recruitment of H2A-H2B dimers, in agreement with earlier studies 26, 27. An important contribution of 
PhAST was to detect and describe for the first time additional steps occurring during nucleosome 
formation. The structural organisation of nucleosome intermediate states reflected the existence of 
marked DNA sequence effects that could be unambiguously assigned to specific DNA regions. For 
example, we highlighted the more robust interaction of (H3/H4)2 with the 5’ side of the 601 sequence 
than with its 3’ side counterpart, a result explained by the experimental asymmetries found in the 
dynamic properties of the free sequence 23, 24. That such subtle events could be captured by PhAST 
encouraged us to further describe how the 601-nucleosome disassembles and thus be able to compare 
assembly and disassembly processes.  
We first examined the effect of potential induced structural perturbations on free DNA of high 
salt concentrations 32 by considering data collected on the naked 601 sequence at various ionic strengths 
and comparing the YpY reactivities. We then catalogued differences in YpY reactivities between free 
and bound DNA thus obtaining a description of DNA structural changes during increased or decreased 
ionic strength. To interpret the structural changes in the local DNA configuration in terms of 
strengthening or weakening (ultimately, binding or release) of DNA/histone interactions, we used a very 
fine mapping of contacts between DNA and both structured and unstructured histone regions obtained 
from exhaustive simulations in explicit solvent 33. A parallel between DNA structural changes and 
DNA/histone interactions led to the identification and characterisation of a series of predominant 
nucleosome intermediate states. The pathways of the two processes of assembly and disassembly were 
thus interpreted in terms of structural organisation of nucleosome intermediate states associated with 
identical or different ionic strengths.  
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Results	
PhAST generates YpY dimers in DNA using laser photo-radiation; the dimer detection technique 
produces peaks representing the probabilities of dimer formation; the quantification consists of 
measuring the peak amplitudes which we will call intensities (I) (for calculation of these see Materials 
and Methods). The intensity (I) reflects the DNA local structure, as reported in the Introduction. By 
comparing data collected on bound and free DNA, PhAST therefore reveals the structural effects of 
protein on DNA. In the two possible end situations, intensities (I) correspond to i) free DNA at high salt 
concentrations (If) or ii) DNA fully engaged in a nucleoprotein complex (Ib), typically at 0.1 M NaCl. 
Intermediate values characterise nucleosome intermediate states.    
A first series of PhAST experiments were carried out starting from a mixture of free DNA and 
histones and then gradually decreasing the ionic strength (Schema 1). This nucleosome assembly study 
has been described in a previous publication 28 and the corresponding intensities (I) are reused here. In 
a new, second series, preformed nucleosomes were submitted to a progressive increase of the ionic 
strength (nucleosome disassembly, Schema 1). A second approach consisted of transferring the 
preformed nucleosomes directly by a single step to different NaCl concentrations: the two approaches 
gave very similar results (Figure S1), and the data presented here are from the two types of experiments 
considered together. In all cases, free DNA was in parallel photo-irradiated in the absence of histones. 
 
 
Schema 1: Outline of the PhAST experiments monitoring successive DNA structural changes induced 
during nucleosome assembly and disassembly by using stepwise decrease and increase of NaCl 
concentration. 
 
Before presenting our analysis of differences in PhAST signals associated with variations in salt 
concentration and their interpretation in terms of changes in DNA/histone interactions, we focus on the 
free DNA to ensure that ionic strength variations in the range used here do not perturb its structure.  
  PhAST	profiles	of	naked	DNA	at	various	NaCl	concentrations	
Our studies of nucleosome assembly and disassembly used salt concentrations that classically range 
from 0.1 to 1.5 M NaCl. Variations within this range modify the DNA melting temperature 34 without 
strongly perturbing the gyration radius or persistence length of the B-form of DNA 35, 36, 37, 38. However, 
to our knowledge, there is no report on a possible effect of such moderate ionic strength variations on 
the local structure of the B-DNA double helix at room temperature. More specific to the PhAST 
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approach, the impact of the salt concentration on the quantum yield of YpY dimer formation is also 
unknown. So, we compared the PhAST signals collected on the 601 sequence at 0.5, 1.0 or 1.5 M NaCl 
to those data obtained at 0.1 M NaCl (Figure 1), which is considered here as a relevant reference for a 
physiological solution.  
 Before commenting on the extremely good correlation between the intensities of dimer 
formation as a function of NaCl concentration (CC = 0.99, Figure 1) we focus on two steps that were 
extremely sensitive to laser photo-radiation regardless of the ionic strength (Figure 1, intensity (I) > 
0.03). These “hotspots” correspond to TpT dinucleotides immediately 5' to TpA in the two TTTAA 
segments present in the 601 sequence. According to an NMR study 24, the free TTTAA block is 
associated with low twists and positive rolls that both favour YpY dimer formation. In addition, the two 
adenines facing the photo-reactive TpT step show uncommon behaviour that includes the resonance 
broadenings of their H2 and H8 protons as well as an exceptional sensitivity of their 31P chemical shifts 
to temperature changes. The enhanced photo-reactivities associated with these steps could be a further 
example of the ability of PhAST to detect unusual structural features in DNA.  
 
 
Figure 1: Comparison of PhAST signals at various ionic strengths. The intensity (I) is expressed in 
terms of normalised peak height associated with each YpY step of the naked 601 sequence. The data 
collected at 0.1 M NaCl were systematically compared to those at 0.5, 1.0 and 1.5 M. Each point 
represents the value of I, averaged from 6 experiments related to assembly and disassembly studies; the 
vertical and horizontal bars are standard errors. The correlation coefficients (CC) are given in boxes 
in each panel.  
However, as stated above, the PhAST datasets at four NaCl concentrations were highly 
correlated and aligned according to x=y (Figure 1). This clear result showed that over the considered 
range, the salt concentration had a marginal effect on the quantum yield of YpY dimer formation and 
on the average local DNA structure. This conclusion that dismisses an eventual DNA perturbation is 
reassuring, given the large number of studies of nucleosome dissociation that implicitly presupposed a 
negligible salt effect on the DNA structure. In the context of the present work, differences between 
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PhAST signals collected at various ionic strengths can be confidently interpreted in terms of 
modifications of DNA/histone interactions. The next requirement is to have a precise description of the 
DNA/histone interface in solution.  
   DNA/histone	interface	
A 1 µs trajectory of molecular dynamics in explicit solvent was recently obtained on a nucleosome 
containing the 601 sequence and Xenopus laevis histones, including large parts of histone tails (see 
Materials and Methods). The snapshots, analysed with the VLDM program (see Materials and Methods), 
provided precise knowledge of DNA/histone interactions in solution 33. Monitoring of the DNA-protein 
interface identified those DNA regions in which nucleotides of one or the other strand of the double 
helix interact with the histones H3, H4, H2A or H2B (Figure 2-A). The contribution of each base pair 
to the interface was also expressed in terms of contact areas involving the DNA and both structured and 
unstructured histone domains (Figure 2-B). Overall, the contact area associated with (H3-H4)2 tetramer 
represent 54% of the total contact area, thus slightly larger than for H2A-H2B heterodimers. The 
DNA/histone interactions are remarkably symmetric with respect to the pseudodyad axis (Figure 2-B) 
in perfect resonance with the strict symmetry of the histone structured domains; this implies that the 
DNA sequence, which is not palindromic, has a marginal effect on the interface once the DNA is fully 
wrapped around the histone and a complete nucleosome is formed.   
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Figure 2: The DNA/histone interface. A: Schematic representation of DNA regions involved in the 
DNA/histone interface. The nucleotides interacting with the histone structured and unstructured 
domains are positioned along the 601 sequence, specifying the contacts with the different chains (A, B, 
C, etc…) of each histone type (H3 and H4 in red, H2A and H2B in blue). The lower banner summarises 
those regions contacted by H3-H4, H2A-H2B, both H3-H4 and H2A-H2B (black) or none of them (grey). 
The DNA sequence is labeled by SHL (Super Helical Location, defined in Material and Methods). The 
dotted lines correspond to intervals of 1 SHL. In the upper banner, the location of YY steps along the 
two strands of the 601 sequence is pictured by black bars. B: Quantification of the DNA/histone 
interactions. The average contact areas (CAav) quantified the DNA/histone interactions at the base pair 
level of DNA regions, and uses the same color code as in panel A. The vertical error bars are standard 
deviations over the simulation trajectory. The data presented in panels A and B were extracted from the 
VLDM analysis of structures from a 1µs simulation of a 601-nucleosome. 
 
 On the one hand, there are no DNA regions that escape histone contact apart from a short 
fragment of 4 bp around SHL ±6.25. On the other hand, tracts of Yn (n from 2 to 7) forming dimers 
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under photo-irradiation are regularly distributed all along the DNA sequence. This situation is clearly 
propitious to the detection of DNA/histone interface modifications using PhAST. Furthermore, the 
differentiation between the effects induced by the binding of (H3-H4)2 tetramer or H2A-H2B dimers is 
facilitated by the fact that DNA regions where interactions with H3-H4 and H2A-H2B overlap are 
extremely limited (Figure 2). 
 Assembly	and	disassembly	processes	
PhAST was applied to naked DNA and nucleosomes at four ionic strengths according to Schema 
1. The PhAST signals from assembly experiments were obtained previously 28 and reused here to be 
compared to those of the disassembly experiments. For comparative purposes they are represented in 
Figure 3. Changes between PhAST signals of bound and free DNA are quantified by attributing to each 
YpY position a quantity, log2 of Intensity Ratios, defined as log2(IR) = log2 (normalized intensity of a 
given peak in bound DNA / normalized intensity of the same peak in naked DNA), see also Materials 
and Methods 28, 30. It should therefore be borne in mind that when the log2(IR) value is negative this 
means that the photoreactive signal of the bound DNA ((I)bound DNA) was less than that for the free DNA 
((I)free DNA).  
During both assembly and disassembly experiments, the differences in the log2(IR) profiles 
(Figure 3) advocate for the presence of nucleosome intermediate states that are specific of each of the 
four salt concentrations used. The comparison between log2(IR) collected at identical ionic strengths 
during assembly and disassembly experiments is shown in Figure 4. 
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Figure 3. Changes in the probability of YpY dimer formation in DNA during nucleosome 
assembly and disassembly experiments. PhAST signals are presented in terms of log2 of the intensity 
ratios (IR) along the 601 sequence expressed in SHLs; they are given for decreasing (top panel) or 
increasing (bottom panel) ionic strengths, as indicated by the green and black arrow respectively. The 
IR quantities are the ratios calculated between the normalised peak heights of nucleosomal and naked 
DNA at each YpY position (see the text and Materials and Methods); they represent changes in the 
probability of YpY dimer formation. Red and blue bars correspond to DNA residues involved in the 
interface with H3-H4 and H2A-H2B, respectively. The black bars correspond to dinucleotides contacted 
by both H3-H4 and H2A-H2B. Minor-groove inward facing regions observed in the nucleosome 
structures are represented by grey boxes; they approximatively correspond to the SHL centres. Error 
bars are standard errors (see Material and Methods for details). 
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Figure 4: Comparison of PhAST signal changes from assembly and disassembly experiments. 
Comparison of the log2(IR) collected from the assembly (log2(IR)assem) and disassembly (log2(IR)disass) 
experiments at each used ionic strength, i.e. 0.1, 0.5, 1.0 and 1.5 M NaCl. The NaCl concentration and 
the correlation coefficients (CC) are given in boxes in each panel. The red lines represent x=y. Error 
bars are standard errors (see Material and Methods for details). 
 
At 0.1 M NaCl, the nucleosome was completely formed and stable 28. Most YpY steps 
distributed along the whole DNA length showed significant values of log2(IR) (Figure 3), almost 
identical in both assembly and disassembly experiments (Figure 3 and Figure 4, top left). The PhAST 
signal profile at 0.1 M NaCl represents a signature of the structural effect of the histone octamer on the 
DNA. As previously shown 28, a decrease in the probability of formation of a given YpY dimer ((I)bound 
DNA < (I)free DNA, log2(IR) < 0) is produced when, from free to bound, the value of roll changes i) from a 
positive value to a less positive or negative value or ii) from a negative value to a more negative value. 
The interpretation of an increase in probability of YpY dimer formation arises from the same scheme, 
substituting negative by positive and positive by negative. So, the sign of log2(IR) finally relates to the 
structural nature of histone-induced changes.  
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The similarity between assembly and disassembly experiments at 0.1 M NaCl globally persisted 
at 0.5 M but began to break down at 1.0 M and finally disappeared at 1.5 M (Figure 4). To further 
characterize the events occurring during assembly and disassembly experiments at ionic strengths other 
than 0.1 M, we calculated Rlog2(IR), defined as the ratio between |log2(IR)| at a given ionic strength and 
|log2(IR)| at 0.1 M, the PhAST signal associated with an intact nucleosome being therefore taken as a 
reference. Note that the Rlog2(IR) quantity does not take into account the positive or negative sign of 
PhAST signals that only have a structural significance as mentioned previously. Low Rlog2(IR) values 
relate to weak DNA/histone interactions with the extreme, and ideal case of Rlog2(IR) = 0 for a DNA 
totally free of histones; high Rlog2(IR) values reflect robust DNA/histone contacts, a DNA fully wrapped 
around the histone octamer ideally corresponding to Rlog2(IR) = 1. Rlog2(IR) values were calculated by 
summing the values obtained on 10-bp fragments centred on SHLs ±0.5, ±1.5, etc… according to the 
DNA/histone interaction pattern (Figure 2). The result of this analysis is summarized in Figure 5 and 
illustrated by cartoons of molecular models in Figures S2-1 and S2-2. 
 
 
 
Figure 5: Changes in PhAST signals by SHLs, in assembly and disassembly experiments. The changes 
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of PhAST signals between 0.1 M and the other salt concentration are expressed by the ratios (Rlog2(IR)) 
between the absolute values of log2(IR) at a given ionic strength and log2(IR) at 0.1 M, calculated by 
SHL. High and low Rlog2(IR) values indicate increasing and decreasing effects of DNA/histone 
interactions on DNA shape. The data were sorted and averaged by SHL. The assembly (green triangles) 
and disassembly (black inverted-triangles) data are compared at each ionic strength. The vertical 
dashed line indicates SHL=0. The boxes at the top specify those histones that interact: H3 and H4 in 
red, H2A and H2B in blue, both H3-H4 and H2A-H2B in black and where none are involved in grey. 
 
  
 In both assembly and disassembly experiments, the resemblances between PhAST signals at 
0.5 M and 0.1 M (Figure 5) were compatible with the dominant presence of stable DNA/(H3-H4)2 
interactions around the DNA pseudodyad. The tendency of Rlog2(IR) values to decrease at the DNA 
extremities at 0.5 M (Figure 5) indicated that H2A-H2B and especially H2A(C)-H2B(D) around SHL 
+5.5 were more loosely bound to the DNA than (H3-H4)2. This instability also concerns the H3 tails 
that contact the DNA at SHLs ± 6.5.  
  The comparison of PhAST signals at 1 M and 0.1 M revealed a more complex situation. The 
low Rlog2(IR) values associated with the two peripheral DNA regions (Figure 5) signalled a severe 
weakening of the interface between DNA and the two (H2A-H2B) dimers in both assembly and 
disassembly experiments. In the DNA centre, the two sides around the pseudodyad responded differently 
to photo-irradiation, generating a clear asymmetry (Figure 5). On the 3’ side, PhAST signal changes 
expanded from the 3’ end to near the centre (Figure 5), reflecting alterations in interactions with H3 and 
H4, enhanced in the disassembly experiments (illustrated by the cartoons in Figure 6-A).  On the 5’ side, 
the high Rlog2(IR) values observed from SHL 0 to SHL -3.5 (Figure 5) implied that the ~35 bp region 5’ 
of the pseudodyad remained tightly bound to H3 and H4 in both association and dissociation 
experiments (Figure S2). Within this same region, the abrupt drop of Rlog2(IR) values between SHL -3.5 
and SHL -4.5 (Figure 5) also indicated that the integrity of the H3-H4 contacts was not affected by the 
serious deterioration of DNA/H2A-H2B dimer interactions present at SHLs -3.5 and -2.5, where the 
four histones meet (Figure 2). 
 According to PhAST, assembly and disassembly intermediate states at 1.5 M only, shared the 
critical deterioration, (Figures 4 and 5) or even the absence, of interactions of DNA with the two H2A-
H2B dimers (Figure 5). 1.5 M corresponds to the first step of nucleosome assembly. In this case, there 
is again a strong asymmetry with respect to the DNA centre (Figures 4, 5 and S2) that matches with an 
octamer (H3-H4)2 still firmly attached to half of its DNA site (Figure 6-B). In contrast, at the same salt 
concentration, the last step of the disassembly process is described by log2(IR) values approaching zero 
(Figure 3) and low Rlog2(IR) values (Figure 5) all along the DNA. Clearly here, the asymmetry is totally 
lost. The close resemblance with what happens with the naked DNA is consistent with a massive histone 
release (Figures 5 and 6-B), in agreement with experiments using high precision FRET approaches 10.   
15 
 
 
  
 
Figure 6: Representation of asymmetries in the DNA/histone interactions on nucleosome models 
according to PhAST experiments. 
In the panels A and B, the DNA double helix was coloured with a gradient of grey, from light to dark 
grey for low and high Rlog2(IR) values (see Figure 6). Low and high Rlog2(IR) values were interpreted as 
weak and strong DNA/histone interactions. The double helix in yellow corresponds to the DNA region 
devoid of YpY steps. The nucleosome DNA was split into two parts containing either the 5’ or 3’ half of 
the 601 sequence, as specified in the schemas at the left and right of each molecular representation. 
Histones are represented by semi-transparent models (H3-H4 in red and H2A-H2B in blue) to reflect 
their location in the intact nucleosome. For clarity, the histone tails are not represented. Comparison 
of the PhAST derived data Rlog2(IR) along the 5’ (left) and 3’ (right) DNA halves A: at 1.0 M NaCl in the 
experiments of nucleosome dissociation and B: at 1.5 M NaCl in the experiments of nucleosome 
association.  
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Discussion 
  
 The main aim of this study was to provide a precise analysis of nucleosome formation and 
dissociation pathways under the same conditions. We used the PhAST approach that is non-invasive 
and does not require the use of chemical modifications. The unambiguous characterisation of 
nucleosome intermediate states in terms of DNA base pair and histone contributions is one of the major 
advantages of PhAST over existing techniques used to scrutinise nucleosome behaviour.  
 The PhAST results obtained during association and dissociation experiments allowed the 
identification of multiple intermediate states that formed sequentially during both processes. We infer 
that binding takes place from the DNA centre and progresses towards the extremities whereas 
dissociation develops in the direction from the extremities to the centre.  These directionally inverse 
progressions of histone interactions merit a more detailed discussion, in particular regarding the net 
DNA sequence effects detected by PhAST. 
 At 0.5 M NaCl, the PhAST signals in the two DNA extremities matched with DNA breathing, 
perhaps enhanced at the 3’ extremity as previously suggested 21, 11. When the ionic strength exceeded 
0.5 M, the DNA/H2A-H2B interfaces were increasingly weakened so that the sequence effect became 
undetectable. As previously explained 28, 33, hydrophobic interactions play a non-negligible role at high 
ionic strength, and the DNA/H2A-H2B interfaces are disadvantaged because of their very poor 
hydrophobic character. Concerning specifically disassembly, the DNA/histone interface analysis 
established that the DNA/H2A-H2B interface was less robust than the DNA/H3-H4 interface, an 
additional factor to favour the release of H2A-H2B at 1 and 1.5 M NaCl.    
 The real novelty of our work involved the 70-bp region around the pseudodyad, more precisely 
those segments covering SHLs -3.5 → 0.5 (5’ half) and SHLs 0.5 → 3.5 (3’half). PhAST revealed their 
asymmetric behaviour at 1.5 M NaCl for assembly or at 1 M for disassembly (Figure 6): in both cases 
the 5’ side was clearly more favourable to H3-H4 anchoring than the 3’ side.  
 Concerning assembly, previous results from our TRX annotation provided a quantitative 
characterisation of the intrinsic structural variability in B-DNA, at the dinucleotide level 23. In terms of 
what is predicted from the TRX analysis on free DNA, the 601 sequence would consist of asymmetric 
halves 23 24. From the 5’ extremity to SHL 2, the alternation of stiff and flexible 5-bp segments was 
found to perfectly coincide with the periodic, sinusoidal variations of the structural descriptors of the 
DNA wrapped in a nucleosome. This correspondence was strongly reduced or even disappeared in 
regions from SHL 2.5 to the 3’ extremities, as in other sequences of lower affinity for the histones. It 
was concluded from these studies that the ability of the 601 sequence to form nucleosome originates 
from the intrinsic structural and dynamic properties of the whole 5’ half extended to the segment just 3’ 
of the dyad (SHLs -7 to 2.5), which limit the cost of DNA wrapping. This idea also provided a 
convincing explanation for the asymmetry that we observed here during assembly 28.  
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 This 5’ vs 3’ side asymmetry involving the central 70 bp is also present during disassembly. A 
first hypothesis is that this asymmetry signals variations of the DNA-histone interface strength along 
the DNA in the intact, complete nucleosome, as occurs with H2A-H2B. However, this is clearly not the 
case since analysis of a stable nucleosome in solution showed that the concerned segments, 
symmetrically located with respect to the pseudodyad, interact equally with (H3-H4)2 (Figure 2) 33. We 
suggest that the disassembly pathway exploits the most stressed regions in a manner analogous to the 
relaxation of a stiff spring upon release of constraints. Indeed, our work indicates that those DNA regions 
that are particularly refractive to nucleosome formation are also the first to break their interactions with 
the histones.  
   
 In summary, the PhAST approach provides a fine picture of the propensities of DNA and 
histones to interact that, in turn, allows the decryption of the main nucleosome intermediate states during 
assembly and disassembly. These nucleosome intermediate states are more complex than the relatively 
simple ensembles of octasomes, hexasomes or tetrasomes described hitherto in the literature. Although 
under the conditions used here, assembly and disassembly pathways do not correspond to strictly 
invertible schemes both are extremely sensitive to the DNA sequence. While it is of course difficult to 
extrapolate these results to the situation in vivo, it seems reasonable to expect that such DNA sequence 
effects modulate chromatin remodelling in conjunction with numerous trans factors such as ATP-
dependent proteins that regulate binding, release and sliding of nucleosomes.  
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Methods		
 Nucleosome	reconstitution	
DNA fragments containing 601 sequence were prepared as described previously 28. Nucleosomes were 
reconstituted with a salt dilution method according to manufacturer's instructions (New England 
BioLabs) with a slight modification. Human recombinant histone H2A/H2B dimer (1.5 μg, 54 pmol) 
and histone (H3/H4)2 tetramer (1.5 μg, 27 pmol) (New England BioLabs) were mixed with the linearised 
601 DNA fragments (6 μg, 16 pmol) in 11 μl of 2M salt buffer (18 mM Tris-HCl, 2 M NaCl, 0.9 mM 
DTT, 0.9 mM EDTA). The mixture was incubated at room temperature (RT) for 30 min before the salt 
concentration was lowered to 0.1 M by adding dilution buffer (10 mM Tris-Cl, pH 7.5, 1 mM EDTA, 
0.05% NP-40, 5 mM 2-mercaptoethanol, 0.1 mM PMSF) five times every 20 min (from 1.5 M to 1.0 
M, 0.5 M, 0.25M, and 0.1M NaCl).  Dissociation	process	
Preformed nucleosome complexes were dissociated using two different regimes of increasing salt 
concentration; either nucleosomes or free DNA were transferred stepwise from 0.1 M NaCl to 0.5 M, 
1.0 M and 1.5M. After 15 minutes incubation at each of the salt concentrations, samples were photo-
irradiated with the laser as described below. Alternatively, nucleosomes or free DNA at 0.1 M NaCl 
were transferred directly by one step to either 0.5 M, 1.0 M or 1.5 M NaCl and again irradiated with the 
laser.  
One step salt increase:  
Twenty microlitre (20 μl) of preformed nucleosome complexes prepared as described above (30 ng/µl 
DNA) was mixed with 20 µl of high salt buffer (10 mM Tris-Cl, pH 7.5, 1 mM EDTA, 0.05% NP-40, 
5 mM 2-mercaptoethanol, 0.1 mM PMSF at one of the following NaCl concentrations; 1M, 2M, and 
3M). The final NaCl concentration was 0.5 M, 1 M, or 1.5 M. Final sample volume was 40 µl (DNA 
concentration was 15 ng/µl) for all conditions. The mixture was incubated for 20 min at RT before 
irradiation with the laser. 
 
Stepwise salt increase: 
One hundred microlitres (100 μl) of preformed nucleosome complexes in 0.1 M NaCl buffer prepared 
as described above (30 ng/µl DNA) was mixed with 11 µl of 4M salt buffer (10 mM Tris-Cl, pH 7.5, 
4M NaCl, 1 mM EDTA, 0.05% NP-40, 5 mM 2-mercaptoethanol, 0.1 mM PMSF) to increase the salt 
concentration to 0.5 M and the mixture was incubated for 20 min. 4M NaCl salt buffer was added in 
two more steps to increase the NaCl concentration from 0.5M to 1.5M. The mixture was incubated for 
20 min after every addition. At each salt concentration, 30 µl of the mixture was taken for Phast analysis 
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and the DNA concentration adjusted to 15 ng/µl by adding buffer with NaCl before irradiated with the 
laser. 
 Phast	analysis	
Samples of DNA alone or of reconstituted nucleosomes were irradiated with the UV Laser, followed by 
primer extension of fluorescent-end-labelled oligonucleotides and separation of the ensuing fragments 
using capillary electrophoresis (CE, for details on the experimental procedure see 28). The resulting 
electrophoretograms (see Figure 1 of our previous publication 28 for an example) were analysed to 
determine the size (in base pairs) and relative abundance of the fragments present in each sample, using 
the following procedure. First the electrophoretogram was calibrated by converting migration times to 
fragment sizes (in units of bases) through piecewise linear fits to the internal size standard (600LIZ) 
which was run together with each sample. The initial part of each electrophoretogram (up to sizes 
corresponding to 20 nucleotides) consistently displayed extremely noisy behaviour and was 
systematically discarded from further analyses. Note that since the primers used for primer extension 
were larger than 20 b (see above), the retained portion of electrophoretograms also contained the 
unelongated primers. To facilitate comparison among independent CE runs, electrophoretograms were 
then normalised using their integral. Peaks were identified based on the analysis of the numerical first 
derivative of the electrophoretograms, and their maximum height was taken as an estimation of the 
relative abundance of each fragment. Knowing that a fragment of length 𝑥 indicated the formation of a 
pyrimidine dimer between bases 𝑥 + 1  and 𝑥 + 2 , to obtain the relative propensity of forming a 
pyrimidine dimer at each position along our DNA, we needed to assign to each peak an integer fragment 
size in units of bases. The starting point for this assignment was the calibrated migration time 
corresponding to the peak maximum, which was, by the very nature of the calibration process, a 
fractional quantity in units of bases. Instead of simply taking the closest integer size by rounding, which 
often leads to artefacts such as assigning two peaks to the same fragment size, we developed an 
optimization procedure that minimised artefacts by allowing small corrections (on average of about 0.24 
bases in either direction), rigorously without changing the order of peaks. In particular, we took 
advantage of the fact that the size of a fragment implies its sequence, and made the reasonable 
assumption that the most likely cause for the polymerase to stop is the presence of a photo-induced 
pyrimidine dimer. Our procedure maximizes, within the aforementioned constraints, the likelihood of 
the fragment length assignment given its sequence. The resulting sets of peak intensity as a function of 
DNA sequence for 𝑛 independent replicates at the same salt concentration were averaged (𝑛 = 3 for the 
association data, 𝑛 = 6 for the dissociation data), and the standard error was calculated.  
To quantify changes in the likelihood of pyrimidine dimer formation between free and bound 
DNA at a given salt concentration, we calculated the ratio between the peak intensity in bound DNA 
over free DNA for each pyrimidine dinucleotide on both strands. These ratios indicate how much more 
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or less likely it is for a given pyrimidine dimer to form in the presence of histones. As described 
previously 28, the comparison is best presented using the log2 of these intensity ratios (log2IR, see e.g. 
Figure 3). The standard error 𝜎 for the log2IR values was estimated using the following formula: 
(ln 2).𝜎. = 𝜎/. 0 1𝜇/2. +	𝜎4. 0 1𝜇42. 
which propagates the standard errors calculated for each condition (𝜎/ and 𝜎4 for bound and free DNA, 
respectively) using a first order expansion around their means (𝜇/ and 𝜇4). 
At a very few positions, PhAST signals corresponded to weak reactivities that were so variable 
across the experiments that log2(IR) values were lower than the associated standard error; these 
suspicious points were discarded from the analysis illustrated in Figures 5 and 6.  	Nucleosome	models,	simulations	and	DNA/histone	interface	analysis 
The construction of the nucleosome models, the set-up of simulations and the DNA/histone interface 
analysis were detailed in an original article recently published 33. We present a brief summary to place 
the analyses presented here in their initial context.  
The four studied nucleosome models contain Xenopus laevis histones and the 601 sequence. All 
models included the histone tails that were partially truncated to only retain those regions not digested 
by trypsin and clostripain 39, 40.  These nucleosomes were simulated by molecular dynamics in explicit 
solvent (water molecules and 150 mM NaCl) using the CHARMM36 force field 41 for a total duration 
of 1μs.  
The interface between DNA and histones was analysed by VLDM (Voronoi Laguerre Delaunay 
for Macromolecules), a software used in particular to depict the DNA/protein interfaces without 
resorting to any empirical or adjusted parameters 33, 42. The interface between two structural elements 
is a polygonal surface, quantified by its area and by its occurrence. In this paper, the contacts occurring 
less than 20% of the simulation time were not considered.  
Note that the DNA sequence is expressed in terms of Super Helical Location (SHL) that is, the 
number of helical turns separating a given base pair from the central base pair, SHL0; we assume that, 
on average, one turn corresponds to 10 bp. 
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Figure S1: Comparison of PhAST signals from two types of disassembly experiments. 
 
Figures S2-1 and S2-2: Representation of the DNA-histone interactions on nucleosome models 
according to PhAST experiments of nucleosome assembly (S1-1) and disassembly (S1-2).   
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Figure S1: Comparison of PhAST signals from two types of disassembly experiments.  
Comparison of the log2(IR) collected from the disassembly experiments carried out either by gradually 
decreasing the ionic strength (stepwise salt increase) or by transferring the preformed nucleosomes 
directly by a single step to different NaCl concentrations (one step salt increase). The NaCl concentration 
and the correlation coefficients (CC) are given in boxes in each panel. The red lines represent x=y. Error 
bars are standard errors (see Material and Methods for details). 
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Figure S2-1: Representation of the DNA-histone interactions on nucleosome models according to 
PhAST experiments of nucleosome assembly.   
The DNA double helices were coloured with a gradient of grey, from light to dark grey for low and high 
Rlog2(IR) values (see Figure 5). The data were extracted from PhAST experiments of nucleosome 
assembly carried out from 1.5 to 0.1 M NaCl. Low and high Rlog2(IR) values were interpreted as weak 
and strong DNA-histone interactions. The double helix in yellow corresponds to the DNA region devoid 
of YpY steps. The nucleosomal DNA was split into two parts containing either the 5’ or 3’ half of 601 
sequence. Histones are represented by semi-transparent models (H3-H4 in red and H2A-H2B in blue) 
to recall their location in the intact nucleosome.  
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Figure S2-2: Representation of the DNA-histone interactions on nucleosome models according to 
PhAST experiments of nucleosome disassembly.   
The DNA double helices were coloured with a gradient of grey, from light to dark grey for low and high 
Rlog2(IR) values (see Figure 5). The data were extracted from PhAST experiments of nucleosome 
assembly carried out from 0.1 to 1.5 M NaCl. Low and high Rlog2(IR) values were interpreted as weak 
and strong DNA-histone interactions. The double helix in yellow corresponds to the DNA region devoid 
of YpY steps. The nucleosomal DNA was split in two parts containing either the 5’ or 3’ half of 601 
sequence. Histones are represented by semi-transparent models (H3-H4 in red and H2A-H2B in blue) 
to recall their location in the intact nucleosome.  
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Conclusion et perspectives 
Dans cette étude, nous avons pu décrypter et comparer directement les étapes clés de l’assemblage et 
du désassemblage du nucléosome. Les voies de l’assemblage et du désassemblage ne sont pas 
strictement identiques, mais dans les deux cas, elles sont sensibles à la séquence d’ADN. Il semble 
donc que la capacité de l’ADN à absorber le stress produit par l’enroulement autour des histones ait 
surtout un impact lors des étapes transitoires menant vers l’assemblage ou le désassemblage mais, 
d’après nos simulations, qu’il impacte moins le nucléosome complétement formé.  
Cette étude ouvre de nouvelles questions sur le nucléosome et la méthode PhAST offre la possibilité 
d’y répondre. D’une part, nous observons une légère différence dans les étapes d’assemblage et de 
désassemblage. Afin de mieux cerner ce phénomène, par exemple de voir si les états transitoires 
apparaissent progressivement, de manière continue ou bien s’il y a des décrochages à une force 
ionique donnée, il serait intéressant de faire varier plus finement les concentrations en NaCl (par pas 
de 0.2M au lieu de 0.5M).  
Une autre perspective permise par la méthode PhAST est de pouvoir observer l’assemblage et le 
désassemblage du nucléosome avec d’autres séquences d’ADN. Notamment, il existe des versions 
palindromiques de la séquence 601 (p. 36) dont la moitié 5’ ou la moitié 3’ est dupliquée. Mais on 
pourrait également proposer une symétrisation de la séquence 601 en termes de propriétés 
intrinsèques des dinucléotides selon l’échelle TRX (Rôle de la séquence ADN dans la formation du 
nucléosome, p. 34). Ces variants d’ADN permettraient d’affiner et de rationnaliser complètement 
l’effet de séquence sur l’assemblage et le désassemblage, question encore ouverte aujourd’hui.  
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Chapitre 3 : Dynamique de l’ADN dans le 
nucléosome 
Sommaire 3 
Il est aujourd’hui communément admis que les propriétés intrinsèques de l’ADN libre jouent un rôle 
dans sa complexation avec les protéines. La flexibilité de l’ADN au niveau des dinucléotides 
(paramètres hélicoïdaux comme le roll, ou le twist) et du tour d’hélice (dimension des sillons, 
courbure) influe directement sur l’affinité avec les protéines. Des analyses de données RMN et de 
structures provenant de dynamiques moléculaires ont permis d’établir sur des ADN libres les 
couplages entre l’équilibre BI↔BII du squelette phosphodiester, les paramètres hélicoïdaux locaux 
de l’ADN et les dimensions du sillon. Ces couplages ont permis de quantifier la flexibilité locale de 
l’ADN, qui est dictée par la séquence dinucléotidique. Dans cette étude, nous analysons par 
dynamique moléculaire l’ADN du nucléosome afin de comprendre l’impact de l’interface 
ADN/histones très dense sur ses propriétés intrinsèques.  
Nous avons donc analysé le comportement de l’ADN nucléosomal en utilisant les mêmes 1.2µs de 
simulations du nucléosome que pour le premier article (p. 66). Nous avons comparé les résultats avec 
ceux obtenus à partir de quatre dynamiques de dodécamères d’ADN libre de 1µs chacune. Les 
séquences de ces ADN libres correspondent à 39 paires de base de la séquence 601 (Article 3 – Figure 
S1).  
Dans un premier temps, nous montrons que les fluctuations atomiques au niveau de la paire de base 
sont peu variables le long de la séquence (Article 3 – Figure 1C) parce que quasiment tout l’ADN est 
contacté sur un brin ou l’autre à l’exception d’une ou deux paires de base tous les 10 nucléotides.  
Malgré ces contacts et la forte courbure induite par la complexation avec les histones, l’équilibre 
BI↔BII observé dans l’ADN libre persiste dans l’ADN nucléosomal (Article 3 – Figure 3). 
Cependant, la distribution des conformères le long de la séquence est périodique dans l’ADN 
nucléosomal avec des pics de fort pourcentage de BII (Article 3 – Figure 3B) correspondant aux zones 
où le petit sillon de l’ADN fait face aux histones.  
L’analyse des paramètres inter-paire de base de l’ADN nucléosomal permet de mettre en évidence 
les corrélations impliquant le roll, le slide, et le twist et les combinaisons de conformation de 
 
3 L’ensembles des références de cette section peuvent-être trouvées dans l’article associé au chapitre (p. 136) et dans 
l’introduction de ce manuscrit (Le nucléosome, p. 17) 
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phosphate qui se font face sur le brin I et le brin J (Article 3 – Figure 7), observées dans l’ADN libre, 
mais plus marquées dans le nucléosome.  
Concernant l’effet de séquence, nous montrons que les dinucléotides les plus réfractaires à prendre la 
conformation BII dans l’ADN libre présentent un pourcentage moins élevé de BII dans l’ADN 
nucléosomal (Article 3 – Figure 7) en comparaisons des autres dinucléotides.  
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ABSTRACT
Most of eukaryotic cellular DNA is packed in nucleosome core particles (NCPs). DNA in NCPs (DNA NCP) is
wrapped  around  histones  and  the  effect  of  this  organization  on  the  DNA  structural  properties  is  largely
unknown. Here this was addressed using MD simulations of a nucleosome containing the 601 DNA sequence
and  four  related  free  dodecamers.  Despite  a  dense  DNA-histone  interface,  DNANCP motions  occur  at  the
dinucleotide level, comprising BI↔BII backbone transitions. To a large proportion, the variability of helical
parameters  in  DNANCP parallels  that  observed  in  free  DNA,  while  being  slightly  attenuated.  BI/BII  states
contribute  to the  DNANCP super-helical  pathway  via strong couplings with slide,  roll  and twist,  as  initially
revealed in free DNA. Thus, the DNA wrapping signature consists of well-defined ~10bp periodicities of BI/BII
populations as well as slide and roll values. Importantly, BI- and BII-rich regions in DNANCP mainly mirror the
sequence dependence of BII propensities in free DNA. In sum, this study examines how DNA behaves inside a
large DNA-protein complex. It also provides a rational structural basis about the DNA sequence preferences for
a non-specific protein core, strengthening the idea that the DNA intrinsic properties regulate the formation of
nucleoprotein complexes.
Keywords:  nucleosome;  nucleosomal  DNA;  DNA  structure  and  dynamics;  BI  ↔  BII  equilibrium;
modeling; CHARMM36. 
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INTRODUCTION
The nucleosome core particle (NCP) is one of the most notorious DNA-protein complexes, as the fundamental
building block of packaged DNA in eukaryotic cells. X-ray structures showed that the DNA in NCP (DNA NCP)
wraps ~1.7 times around eight histone proteins (two copies of H2A, H2B, H3, and H4) to form a super-helical
double helix, as described in several reviews (1–7). DNANCP of different sequences and lengths from 145 to 147
bp  adapt  to  constant  histone  binding  motifs,  regularly  positioned  at  the  surface  of  the  histone  structured
domains. Along the DNA sequences, the values of several inter base-pair parameters and the groove dimensions
follow sinusoidal  profiles,  with oscillation period close to  10 base-pairs  (bp)   (8–12).  Two inter  base-pair
parameters, roll and slide, are the main actors of the DNANCP wrapping (9, 13) but their values along DNANCP
are not exactly reproducible across the NCP X-ray structures  (12). The DNANCP anchoring is also assisted by
twist  and  rise  adjustments  that  generate  either  expanded/overwound (stretched state)  or  compressed/under-
wound (unstretched state) short segments (2, 14–17).
The NCP regulates access to the DNA in the nucleus and therefore plays a central role in a large variety
of  processes  (recent  review  (4)).  Yet,  the  DNANCP is  not  totally  masked  since  interactions  with  ligands,
comprising  proteins,  remain  possible.  The  DNA  readability  is  tightly  related  to the  in  vivo nucleosome
positioning that results, in addition to intrinsic DNA properties, from the action of a series of trans-acting factors
(reviews:  (18–20),  including  chromatin remodelers or methyltransferases that  operate on DNANCP (4, 20–22).
Various enzymes or transcription factors also bind DNANCP. The DNase I enzyme is an interesting example,
since it has long been exploited in nucleosome studies (23, 24) and still is (25). Essentially, the catalytic site of
DNase I fills the DNA minor groove and cleaves the phosphodiester linkage  (26, 27). Applied on  NCP, this
enzyme targets the wide minor grooves  pointing outwards, opposite to the histone octamer, and  produces a
typical oscillatory cleavage profile ((25) and references herein). This property was cleverly exploited to detect
transcription factors that bind to DNANCP and consequently disrupt the DNAse I periodic cleavage pattern (25). 
It  is  now widely  accepted  that  the  properties  of  free  DNA (intrinsic  DNA properties)  act  on  the
assembly of nucleoprotein complexes. One of the factors influencing the affinity between a DNA target and its
partner is the DNA sequence dependent flexibility at a local (for instance roll or twist) or semi-local (groove
dimensions) level, as illustrated on various systems (28–36). As typical examples, the NF-B DNA targets need
two regions whose dynamics transiently expose the specific base atom pattern recognized by the protein  (31,
37); also, the DNase I cleavage efficiency is increased by a malleable minor groove that favors the enzyme
anchoring (33). 
In free DNA, the DNA constituents undergo coordinated motion. Thus, motions of the phosphodiester
linkages are concomitant with variations of the relative positions of two successive bases. After earlier analyses
of molecular mechanics models of free DNA  (38) or X-ray  (39,  40) approaches,  NMR studies definitively
established the strong relation between the BI ↔ BII equilibrium involving the ε and ζ backbone angles, and the
inter-base parameters of slide, roll, twist (41–43). To a lesser extent, rise, tilt and shift are also coupled to the
backbone states  (44).  Finally,  the groove dimensions are associated to the  BI or BII  density  per  4-5 bp
segments  (45, 46). In sum, there is much overlap between the notions of intrinsic dynamics and mechanical
2
couplings.
In addition to the structural couplings described just above, the sensitivity of backbone state populations
to the DNA sequence, firmly established by NMR in solution (41, 46), offered the opportunity to quantify the
malleability of dinucleotides and complementary dinucleotides. Indeed, the backbone state populations of each
dinucleotide reflect the conformational landscape that it is able to explore. According to this approach, in free
DNA  ApA/G•T/CpT,  and  ApT/C•ApT/C  have  only  access  to  a  restricted  conformational  region  while
GpG•CpC, CpG•CpG, GpC•CpC and CpA•TpG oscillate over a larger range of conformations  (41, 46).
Then, an important and unresolved question is whether the intrinsic structural and dynamical properties,
revealed in free DNA, still operate in the case of a bound, and therefore constrained, DNA. From this point of
view, DNANCP is  a paradigm: its  curvature,  more accentuated than in free DNA, is  maintained by a dense
interaction network involving both the histone structured domains and tail roots along the two DNA strands, as
recently observed on a nucleosome simulated in solution  (47). Actually, the behavior of such stressed DNANCP
remains rather poorly documented as now presented. 
Concerning potential mechanical couplings, several studies which examined various datasets of NCP X-
ray structures reported qualitative parallel DNANCP profiles for i) roll and twist  (48, 49),  ii)  roll,  twist and
phosphate group conformers (41), iii) roll, twist, and slide (8, 50) or iv) roll, twist and groove width (12). These
analyses suggest that the free DNA properties are at least in part preserved in DNANCP, as observed from large
datasets of  DNA bound to proteins  (39,  45).  To our knowledge,  only two studies  (51,  52) mentioned the
dispersion of DNANCP helical parameter values, which is a direct way to characterize the DNANCP malleability. A
comparison between X-ray structures of free DNA oligomers and NCP suggested that the dispersion of roll and
tilt  values was enhanced in DNANCP (51).  This result  was apparently retrieved in a short  (15ns) molecular
dynamics (MD) simulation of the best resolved X-ray structure (PDB code: 1KX5) in explicit solvent  (52).
Finally, the relative variability of the slide and roll values along DNANCP (12) as well as the twist and rise
adjustments in response to DNA length or the presence of ligands (15–17) could argue in favor of a residual
DNANCP malleability.  Overall,  those  rather  scarce  insights  were mostly  gleaned from static  DNANCP X-ray
structures,  potentially influenced by the biases of intermolecular contacts and crystal packing (2, 53, 54).
Thus, we decided to exploit all atoms MD simulations of a nucleosome formed with the 601 sequence
(also called Widom sequence)  to  gain a more direct view of the behavior of  DNANCP in solution. This 601
sequence, discovered from synthetic random sequences, remains of special interest because of its high affinity
for the histone octamer (55). The simulations, performed in explicit solvent using the CHARMM36 force field
(56), were previously used to better understand how DNANCP could be maintained around the histones (47). The
exhaustive characterization of the interface – contact list, contact area and contact occurrence - was carried out
with VLDM, a Voronoi tessellation-based method analyzing the topology of interacting elements without any
empirical or subjective adjustment  (47, 57, 58). That study  found  a DNA-protein interface  more robust than
previously known, with dense, long-lived non-electrostatic and electrostatic interactions engaging DNANCP and
both structured and unstructured histone domains. Another  new insight on the nucleosome cohesion was  the
notable reinforcement of interfaces by the stiff tail  roots (the histone tail  regions adjacent to the structured
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domains) and the stabilization of the close juxtaposed DNANCP gyres by cation accumulation.
Here, the same simulations of a total duration of 1 s were revisited to characterize additional features
of the DNANCP structure and dynamics. Moreover, we exploited further MDs of four free DNA dodecamers that
together cover 39 base pairs of the 5’ half of sequence 601 (59). These MDs, of 1μs each, initially designed to
test the CHARMM36 force field against NMR data collected on these dodecamers asserted the satisfactory
DNA  representation,  in  particular  regarding  the  BI  and  BII  population  balance  and  its  modulation  at  the
dinucleotide sequence level.  Since the MDs of  free and NCP-bound DNA were performed with consistent
protocols and force-fields, they allow a comparison between free and histone bound DNA.
The present study investigates aspects of DNANCP dynamics including atomic fluctuations, base pairing
stability,  motions  of  backbone,  variations  of  inter  base  pair  parameters  and  couplings  involving  helical
descriptors. Bound and free DNA are systematically compared to better emphasize the specific characteristics of
DNANCP. Thanks to the exhaustive dataset collected on the DNA-histone interface, we were able to examine the
relation between the DNANCP dynamics and the contacts with the histones. Finally, the role of the different
dinucleotide intrinsic properties on the propensity of a DNA sequence to assemble into a nucleosome was
considered in the light of the properties of DNANCP.  
MATERIALS AND METHODS 
Two previous papers presented in details the setup of our Molecular Dynamics (MD) simulations carried out on
the nucleosome (47) and the free DNA dodecamers  (59). We therefore only summarize here the main aspects of
the protocols.
Nucleosome models
The nucleosome is constituted by two copies of four histones (H3: chains A and E; H4: chains B and F; H2A:
chains C and G; H2B: chains D and H) and a double strand DNA. We built four nucleosome models containing
the same DNA sequence and the same histone folded domains but differing by the conformations of the histone
N- and C-terminal domains – called N- and C-tails (Figure S1-A). The built systems, named here SYS1, SYS1-
bis,  SYS2 and SYS2-bis,  were  all  based  on  the  folded  domains  of  Xenopus  laevis histones,  and  the  601
sequence of 146 base-pairs (bp) from the nucleosome X-ray structure 3MVD (60); the tails were grafted on the
folded  domains,  after  transfer  from the  X-ray  structure  1KX5  (61),  the  only  source  of  resolved  tails.  We
exploited the fact that the two copies of each type of histone tail in 1KX5 adopt different conformations to
generate various starting points by symmetrizing the N-tail structures (Figure S1-A and Table S1). These tails
were partially truncated (Table S1) so that the kept regions coincide with the inaccessible parts, as delimited by
trypsin and clostripain digestions (62, 63). The residues 119-128 of the H2A C-tail from 1KX5 were integrated
in SYS1-bis and SYS2-bis. According to  pKa calculations  (64), six histidines (H3-H39, H4-H75, H2A-H32,
H2A-H82, H2B-H46 and H2B-H79) have pKa values between 7.7 and 9.6 and were therefore protonated. 
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DNA sequences
The 601 sequence of 146 bp (Table S2) was initially selected for its very high-affinity for association with the
histone octamer (55). In the nucleosome structures, the DNA center corresponds to the pseudo two-fold axis of
symmetry, the dyad. According to conventions suggested for the description of the first X-ray structure of NCP
(1), the rotational orientation of the DNA is defined relative to the DNA center (Super Helix Location zero, or
SHL0). Assuming that one DNA turn corresponds to ~10 bp, the 3’ half DNA is numbered from SHL -7 to SHL
0, and the 5’ half from SHL 0 to SHL +7. 
The sequences of the four free (unbound) dodecamers studied by NMR are reported in Table S2; they
overlap by three bases to splice the four oligomers, excluding the terminal base pairs, subject to end effects. For
instance, the first (Oligo 1) and the second (Oligo 2) oligomer end and begin with the same motif, GCT. Taking
into account the overlaps and excluding the extremities, a total of 39 non-redundant base pairs are covered by
the four free dodecamers, corresponding to the segment from SHL -3.8 to SHL -0.2 of DNANCP (Figure S1-B).
In the present study, these dodecamers will be called “601-dodecamers”.
Molecular Dynamics Simulations Set-up
Molecular dynamics simulations were carried out with the CHARMM  (65) and NAMD 2.11 programs  (66),
using  the  CHARMM36 force field  (56) with the  CMAP correction  (67).  This  force field was chosen for
modeling the nucleosome because it gave reasonable agreement between the simulated free 601-dodecamers
and their counterpart experimental NMR data (59), while being also reliable for proteins.  
The macromolecule solute, nucleosome or dodecamer, was immersed in a box filled with TIP3P water
molecules (Jorgensen et al., 1983) and at least 10 Å of separation between the solute and the edges of the box.
Electric neutrality was achieved by adding either Na+ (62) and Cl- (68) ions, or only  Na+ ions (minimal salt
condition),  for  the  simulations  of  nucleosome  and  601-dodecamers,  respectively.  After  equilibration  steps
detailed in the previous articles  (47, 59), the production phases were carried out in the NPT ensemble at a
temperature of 300K and a pressure of 1bar, using periodic boundary conditions, Particle Mesh Ewald treatment
(69) and SHAKE (70). For the van der Waals interactions, a switching function was applied at 10 Å and the
cutoff was set to 12 Å. The integration time step was 2 fs and coordinates were saved every 1000 steps (2 ps).
The duration of the simulations were 200 ns for SYS1 and SYS2, 300 ns for SYS1-bis and SYS2-bis and 1 s
for each 601-dodecamer. For every simulation, the first 50ns were discarded from analyses to account for early
tail relaxation and equilibration of the solvent. 
DNA-Histone interface
The interface between DNA and histones was previously analyzed by VLDM (Voronoi Laguerre Delaunay for
Macromolecules), a software originally developed for proteins  (57, 62, 62) and recently extended to nucleic
acids (47, 58). VLDM relies on a partition of space into a collection of polyhedra filling space without overlaps
or gaps. The Delaunay tessellation and its Laguerre dual were built from a set of atomic data, each atom being
characterized by its position in space and a weight depending on its van der Waals radius. For consistency with
the simulations,  the van der Waals radii  were set to the default  values of CHARMM36.  To avoid open or
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distorted polyhedra in the Laguerre tessellation, an 8 Å thick water layer around the solute was taken together
with the solute as input to VLDM. VLDM analyses of simulated nucleosomes were performed on snapshots
extracted every 250ps from the trajectories, discarding the first 50ns;  only the heavy atoms of the solute and
solvent were considered. In this approach, the interface between two molecular groups is a polygonal surface,
quantified by its area. 
Additional trajectory analyzes
Root  Mean Square  Deviations  (RMSDs) and Root  Mean Square  Fluctuations  (RMSFs)  were computed on
solute heavy atoms with GROMACS  (71). The DNA base-pairing was examined with HBPLUS  (72) using
cutoffs of 3.9 Å and 90° for the donor-acceptor distance and the donor-hydrogen-acceptor angle, respectively.
Helicoidal parameters of DNA were analyzed using Curves+  (73) and 3DNA  (74). Because of end melting
singularities, the first and last five base pairs of DNANCP were excluded from the analyses; thus the statistics
were limited to 136 base pairs and 135 dinucleotides (NpN).
RESULTS AND DISCUSSION
Overview of the studied trajectories
Four nucleosome systems (SYS1, SYS1-bis, SYS2 and SYS2-bis) were considered, which differed initially by
the conformations of the histone unstructured domains, called tails (see Figure S1-A, Table S1 and Materials
and Methods). As explained in Introduction, the four corresponding simulations were recently used to provide a
detailed and quantitative description of the DNA-histone interface in solution (47). In this previous work, the
integrity and stability of the simulated nucleosome was checked following standard practice in the analysis of
molecular  dynamics  (MD)  simulations.  Briefly,  the  folding  of  histones  was  clearly  preserved;  the  tail
conformations  had  no  effect  on  the  behavior  of  the  other  nucleosome  components;  no  DNA NCP−histone
disassembly occurred in the trajectories. Calculations of Root Mean Square Deviations (RMSD) specifically for
DNANCP, indicated that its overall shape was not severely affected during the trajectories.  This is illustrated in
Figure S2, showing that simulated DNANCP settles around 1.5 ± 0.5 Å of the average structure, for the four
nucleosome systems. The remarkable consistency across the four MDs was in fact also found in the previous
analyses, so that the four simulations were considered as a whole (47). We are opting again for the same method
in the present work, while providing in Supplementary Data the analyses obtained separately for individual
simulations, for key points.
The present work also re-examines simulations previously carried out on four free “601-dodecamers”
(59) which, once depleted from their extremities, cover a quarter of the 601 sequence, from SHL -3.8 to SHL -
0.2 (Table S2 and Figure S1-B). This extends prior analyses of free DNA by comparisons with DNANCP. 
Atomic fluctuations of nucleotides in DNANCP
Root Mean Square Fluctuations (RMSFs) are commonly monitored to estimate the deviation of the position of
any structural element with respect to its time-averaged position. They were computed on each nucleotide along
DNANCP over all the simulations considered together (Figure 1), taking advantage of the coherency across the
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four trajectories (Figure S3). 
Figure 1: Relationship between RMSFs in DNANCP and DNA-histone contacts. 
A: Comparison of Root Mean Square Fluctuation (RMSF, grey area) and DNA-histone contact area (CA av, red
lines) profiles along the strands I (y axes oriented upwards) and J (y axes downwards) of DNANCP; the data were
calculated for each nucleotide along DNANCP; in the case of CA, the values were time averaged. B: Schematic
representations of  the DNA segments interacting either  with the  histone structured domains (beige clouds)
across the minor groove (mg) (left), or with histone tail roots (right). Contacted and non-contacted nucleotides
are colored in red and blue, respectively; the centers of the interacting regions are specified in terms of Super
Helix Locations (SHLs).  C:  RMSF of the complementary nucleotides along DNANCP; the grey and blue bars
correspond to complementary nucleotides with contact areas larger or smaller than 5 Å2, respectively. 
The  RMSF  values  of  nucleotides  follow  an  oscillating  profile  along  the  DNANCP strands  but  the
variations have limited amplitudes, reaching at most ~0.5 Å in the innermost region, from SHLs -5 to 5 (Figure
1-A). To examine the histone contact effect on the DNA motions, these RMSF values were compared (Figure 1-
A) to the direct DNA-histone interactions previously quantified by VLDM in terms of contact areas (47) (see
also Material and Methods). The  contacts involving the histone structured domains are clustered into blocks
along each DNA strand I and J (Figure 1-A); these blocks group themselves pairwise into larger blocks as the
same amino acids contact both strands I and J across the minor groove (Figure 1-B); the successive blocks are
spaced by ~10 nucleotides and disposed periodically so that their centers are symmetrically located at SHLs ±
0.5, 1.5, 2.5, 3.5, 4.5, 5.5 and 6.5. Additional interactions centered at SHLs ± 0.5, 2.5, 4.5 and 6.5 involve the
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histone  tail  roots,  in  particular  those  of  H3 and H2B that  pass  between the  two DNA super  helical  turns
juxtaposed one above the other (Figure 1-B).  Overall,  the DNANCP-histone contact areas are periodic along
strands I and J and have comparable values at each contacted SHL (Figure 1-A).
Strand by strand,  the  variations  of  RMSFs and histone contact  areas  (Figure  1-A)  are  anti-phased,
supporting the physical idea that motions are reduced at the DNA-histone interface, because of interactions.
However, this pattern becomes much less marked when one considers base pairs instead of single nucleotides
(Figure 1-C). This occurs because most base pairs are contacted only on one nucleotide, the other remaining
non-contacted as illustrated in Figure 1-B; therefore, only rare, isolated DNANCP spots escape from interaction
with histones (Figure 1-C). One can thus anticipate that the variability of the double helix descriptors (roll, twist
…) is homogeneously affected by the DNA-histone interface all along DNANCP. But before further analyzing in
detail the behavior of DNANCP structural elements, we examined the base pairing which is a fundamental aspect
of DNA integrity. 
Stability of base pairs in DNANCP
The stress associated to the severe bending of DNANCP could affect the base pairing by weakening the hydrogen
bonds between the base partners, motivating their inspection. Numerically, the hydrogen bonds were defined by
two criteria, a donor-acceptor distance lower than 3.9 Å and a donor-hydrogen-acceptor angle of more than 90°.
The DNA starting structure for the simulations contained many distorted base pairs that were regularized in the
very early stages of simulations, not considered in analyses. After this equilibrium setup stage, the Watson-
Crick scheme is maintained during 92 and 93% of the MD trajectory for A:T and G:C base pairs, respectively
(Figure 2-A). The same values were obtained from the simulations of the free 601-dodecamers.
In DNANCP,  the disrupted base pairs contain at least one intact hydrogen bond; the complete loss of
hydrogen bonds is an extremely rare event, affecting less than 0.1% of base pairs extracted from the combined
MDs. Among the six parameters (shear, stretch, stagger, buckle, propeller and opening) describing the base
pairs  (75), only the opening accounts for the percentage of incorrectly paired structures (correlation coefficient
of 0.65). Since the opening values are mainly positive and do not exceed 40° (Figure 2-B), the base pairing
disruptions in DNANCP should be perceived as semi-open states corresponding to a partial flip of the bases
towards the major groove, as illustrated for an A:T base pair in Figure 2-C. Such trend to open towards the
major groove rather than the minor groove was also observed on free oligomers (76), comprising the free 601-
dodecamers. 
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Figure 2: Watson-Crick pairing in DNANCP.
A: The percentage of MD snapshots (NWC %) in which the Watson-Crick pairing is strictly respected is plotted
for each base pair along the 601 sequence. The bars in black and grey correspond to G:C and A:T base pairs,
respectively. The standard deviations calculated for each base pair are low, from 0.3 to 4%, apart from one case
at 10%. B: The boxplots represent statistics on the opening values associated to A:T base pairs with one or two
hydrogen bonds and G:C base pairs with one, two or three hydrogen bonds. The few G:C base pairs with only
one hydrogen bond contribute to  the large opening variability.  In these plots,  the rectangle  represents  the
second and third quartiles, the red line inside indicates the median value and the lower and upper quartiles are
shown as points either side of the rectangle.  C: Molecular representations of A:T base pairs either perfectly
paired (bottom model, opening of 2°) or partially flipped towards the major groove (top model, opening of 44°).
The three regions most susceptible to transitory escape from strict base pairing are composed of four
(SHLs  -4.5/-4  and  3)  or  seven  (SHL  6.5)  successive  A:T  base  pairs  (Figure  2-A).  However,  such  A:T
accumulation on its own cannot explain the pairing weakness since the two TTAAA segments symmetrically
located at SHLs ±1.5 remain well paired during our simulations (Figure 2-A). A point common to the three
DNA regions at SHLs -4.5/-4, 3, and 6.5 – but absent at SHLs ±1.5 – is the multiplicity of contacts occurring
with both histone cores and tail roots (47). Although no specific, direct interaction stabilizes the partially open
base  pairs,  the  instability  of  the  base  paring  in  these  three  regions  may  reflect  the  stress  caused  by  an
outstanding concentration of contacts, and the effect may be facilitated by the weaker strength of A:T pairing.
So, acting as mechanical fuse, A:T pairs at these positions may actually be more favorable to the complex than
more robust G:C pairs and may thus be a factor contributing to the binding affinity of the 601 sequence. 
The existence of semi-open states, even infrequent, could be exploited in nuclear processes such as the
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methylation of the cytosine C5 atom, which is initiated via the major groove (77) and can occur when the DNA
is  organized  in  nucleosomes  (78).  Nevertheless,  apart  from  a  few  specific  segments,  the  Watson-Crick
hydrogen-bonding of base pairs is overwhelmingly stable along the DNANCP,  remaining central to the DNA
double-helical organization. 
BI ↔ BII equilibrium in DNANCP backbone
BI and BII states correspond to correlated crankshaft motions of ε and ζ backbone angles (Figure 3). They are
characterized by the pseudo angle (ε-ζ), as indicated by the X-axis of Figure 3A. Indeed, the distribution of the
(ε-ζ) values in DNANCP shows a bimodal regime in which the peaks of the BI and BII populations are separated
by a minimum located at (ε-ζ) = 30° (Figure 3-A), in excellent accordance with analyses of X-ray structures of
free DNA (39), and simulations of free 601-dodecamers (59). Hence, this minimum value was and is used to
define BI ((ε-ζ) < 30°) and BII ((ε-ζ) > 30°) states. 
Figure 3: Distributions of BI and BII conformations in DNANCP. 
A: Distribution of (ε-ζ) values in DNA) values in DNANCP and typical structural representations of each of the two phosphate
group conformations, BI (cyan)  and BII (blue) conformations.  B: BII percentages (BII %) of each phosphate
group pi  and pj,  along the strands I  (y axis  oriented upwards) and J (y  axis downwards) of  DNANCP;  the
standard deviations are on average 5.5 %. C: Percentages of the two combinations of facing phosphate groups
pi•pj containing one (BI•BII or BII•BI) or two (BII•BII) BII conformers along DNANCP. The standard deviations
are 6 and 3 % for BI•BII and BII•BII%, respectively.
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The global percentage of BII conformers in DNANCP is consistent across the simulations, between 22 and
23 % on average in each trajectory (Figure S4). Also, the comparison of the BII percentages associated to each
phosphate group (p in NpN, N standing for any nucleotide),  extracted from each trajectory, leads to cross-
correlation coefficients exceeding 0.85, another strong justification for merging of the simulations.  
The global percentage of BII conformers is slightly higher in DNANCP than in free DNA (23% vs 18%).
In addition, 51 steps out of 270 have BII populations exceeding 50% in DNANCP, while such percentages are
exceptional in free DNA according to both experimental (41, 46, 79) and computational (44, 59) data. Hence,
the distributions  of BII percentages show an increase of the number  of  very BII rich steps in bound 601-
dodecamers (within NCP) compared to their free counterparts (Figure 4-A).
The BI and BII populations show a striking periodic profile along both DNANCP strands (Figure 3-B),
where  BI-  and  BII-rich  regions  alternate.  Such  pronounced  periodicity  is  specific  to  DNANCP and,  to  our
knowledge, not observed in free DNA, in particular in oligomers related to the 601 sequence (Figure S5). From
a methodological point of view, it shows that the CHARMM36 force-field is sufficiently well-tuned for DNA to
respond  differently  to  changing  environments,  not  a  trivial  achievement.  No  backbone  conformational
periodicity is observed in the main NCP X-ray structure (3MVD) used to build the model to initiate the MDs,
which likely follows from the 3 Å resolution of 3MVD, not sufficient to capture all DNA details. On the other
hand, 1KX5, the best resolved X-ray NCP structure formed with a DNA from the human --satellite, presents a
similar alternation of BI and BII states (41, 80), implying that the profile obtained here is emerging as a likely
common feature of DNANCP.
The particular distribution of BI- and BII-rich steps along the strands I and J of DNANCP (Figure 3-B) is
corroborated  by  the  combinations  explored  by  the  facing  phosphate  groups,  pi  and  pj.  Thus,  pi•pj  tracts
predominantly  in  BI•BI  alternate  with  segments  mainly  exploring  the  three  BII-containing  combinations,
BI•BII, BII•BI and BII•BII (Figure 3-C), here called BII•Bn, n = I or II.  Note that the periodic alternation
emerges  especially  clearly  in  the  BII•BII  population  profile  where  high  values  punctuate  the  bound  601
sequence  by  repeatedly  arising  every  10th  bp,  at  SHLs  ±  5.5,  4.5,  3.5  etc…  (Figure  3-C).  As  for  BII
percentages,  the  comparison  of  free  and  bound  601-dodecamers  shows  different  distributions  of  BII•Bn
percentages, more spread in DNANCP than in free DNA (Figure 4-B).
The presence of BII hot spots in DNANCP raises the question of a potential stabilization of this state by
the histones. BII-rich regions are mainly located between two contact blocks involving the strands I and J across
the minor groove (Figures 5-A, 5-B and S6). There is no notable correlation between the BII percentages and
the  contacts  between  the  corresponding  phosphate  group  atoms  and  amino  acids  (Figure  5-C).  Thus,  BII
conformers  are  not  promoted  or  stabilized  by  direct  contacts  to  the  histones.  So,  other  factors  must  be
considered to understand why the BII populations are so marked and prevalent within the NCP. The following
provides answers which invoke structural couplings implicated in the wrapping requirements, backbone states
and helical parameters. First, we consider inter base parameters. 
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Figure 4: Distribution of BII percentages in free and bound 601 sequences.
Distribution of BII (A) and BII•Bn (B) percentages in bound (black) and free (blue) 601-dodecamers. BII•Bn
corresponds to the three BII-containing combinations adopted by facing phosphate groups, BI•BII, BII•BI and
BII•BII, in paired nucleotides. Each distribution is calculated by dividing the range of the considered parameter
(here from 0 to 100) into 20 slices. N is the count of occurrences in each slice. 
Figure 5: BII conformers in DNANCP versus DNA-histone contacts. 
A: Detailed view of BII percentages of the dinucleotide steps (grey bars) and contact areas (red area, values
averaged across the simulations, CAav) between these steps and the histone structured domains along strands I
(y axes oriented upwards) and J (y axes downwards); the plot focuses on the interval from SHL 0 to SHL 3; the
vertical bars correspond to the standard deviations.  B: Schematic representation of the location of BII-rich
regions compared to the contacts between DNANCP and the histone structured domains. Contacted and non-
contacted nucleotides are colored in red and blue, respectively; contact regions of histone structured domains
are represented by beige clouds.  C: For each DNANCP phosphodiester junction, the electrostatic contact area
(averaged across the simulations, ECAav) between the histones and the O3’, O1P, O2P and O5’ atoms was
plotted against the BII percentage (BII %). 
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Inter base pair parameters in DNANCP
At the level of complementary dinucleotide, the structure is usually described by six inter base pair parameters,
shift, slide, rise, tilt, roll and twist. Marked periodic, sinusoidal profiles characterize the roll and slide values
along DNANCP (Figures 6-A). The other parameters, shift, rise, tilt and twist, show more diffuse profiles (Figure
S7), in line with their poor reproducibility observed across NCP X-ray structures  (11, 49, 50). Overall,  the
parameter values do not indicate severe local distortions in simulated DNANCP (Figures 6-A and S7), as further
shown by the very similar  distributions of the inter  base pair parameters of bound and free 601 sequences
(Figure S8-A). Only roll  and slide in bound 601-dodecamers differ from their free counterparts by a slight
excess  of  negative  and  positive  values,  respectively  (Figure  S8-A).  As  an  additional  remark,  significant
couplings exist between pairs of DNANCP parameters, such as slide/roll (Figure 6-B), slide/twist and twist/roll
(Figure S8-B). They are reinforced in DNANCP compared to free 601-dodecamers (Figure S8-B) as previously
described from large datasets of X-ray structures of DNA free or bound to proteins (39, 81). To our knowledge,
this feature remains intriguing.  
Figure 6: Variability of inter base pair parameters in DNANCP.
A: Profiles of average values of roll and slide along DNANCP; the grey areas represent the standard deviations.
B: Relationship between roll and slide values; vertical and horizontal bars are standard deviations. C and D:
Comparisons of the standard deviations of the  slide and roll values in free (SDfree) and bound (SDbound) 601-
dodecamers: correlation plots, with the y=x diagonal indicated by a dashed line (C) and profiles of standard
deviations along the 601-dodecamer sequence, histone free (blue) or histone bound (black) (D).
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According to the standard deviations associated to the average value profiles (Figures 6-A and S7), each
DNANCP helical parameter presents some variability.  Whether this variability is restrained by the presence of
histones was estimated by comparing data from bound and free 601-dodecamers. The standard deviations of
helical parameters are often smaller for bound steps than for free steps (Figure S9), in particular with slide and
roll (Figure 6-C). Only the rise escapes this trend (Figure S9). In addition, several bound and free standard
deviations significantly compare (Figures 6-C and S9-B) as shown by the corresponding correlation coefficients
(Table 1). These correlations are also perceptible in the similarities existing between the profiles of bound and
free standard deviations (Figure S9-A) as for those of slide and roll (Figure 6-C). So, the variability of DNA NCP
helical  parameters  appears  to  reflect  the  intrinsic  properties  of  DNA  more  than  the  interactions  with  the
histones. To further test this proposal, correlation coefficients were calculated for pairs of variables, i.e. standard
deviations  of  each  type  of  inter  base  pair  parameters  vs DNA/histone  contact  areas  calculated  for
complementary nucleotides. The very modest correlation coefficients (Table 1) confirm that the plasticity of the
considered helical parameters is not primarily in response to the size of the local interfaces.  
Correlation coefficients
free vs bound SD Bound SD vs CA
Shift 0.68 -0.35
Rise 0.12 -0.22
Tilt 0.57 -0.20
Slide 0.57 -0.33
Roll 0.40 -0.20
Twist 0.33 -0.18
Table 1: Comparisons involving standard deviations of helical parameters in DNANCP.
The standard deviations of the six helical parameters in DNANCP were compared to their free counterparts and
to the DNA/histone contact areas (CA). This Table reports the associated correlation coefficients. 
The consideration of inter base pair parameters underlines that the specific signature of DNA NCP helical
parameters is expressed by well-defined periodic profiles of roll and slide average values along the sequence;
however, this typical alternation is not associated with extreme, outstanding parameter values. The variabilities
of most inter base pair parameters along DNANCP, quantified by standard deviations, parallel those of their free
homologs. The next step is to examine whether the free B-DNA couplings involving inter base pair parameters
and backbone conformations remain pertinent in NCP.
Structural couplings at the dinucleotide level in DNANCP
An interdependence of  structural  descriptors  is  suggested by the  visual  inspection  of  variations  of  BII•Bn
combinations (Figure 3-C), roll and slide (Figure 6-A) along DNANCP. A more comprehensive picture of the
couplings within DNANCP is provided by principal component analysis (PCA), which was applied to the six inter
base pair parameters and the BII•Bn populations examined in the previous section.
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Figure 7: Structural couplings in DNANCP complementary dinucleotides. 
A and  B: Results of PCA carried out on a data set containing the average values of the six inter base pair
parameters and of the frequency of the BII-containing combinations, BI•BII, BII•BI and BII•BII (BI•Bn%).  
A: Correlation circle plot in the plane of the first two principal components, Dim 1 on the horizontal x axis and
Dim 2 on the vertical y axis. Each variable is represented by a vector; the contribution of a given variable to the
total variance is related to the vector length; a cluster of parallel vectors indicates correlated (vectors with
similar directions) or anti-correlated (vectors of opposite directions) variables, respectively.  B:  Details about
the first five PC dimensions. The circles are associated to the variables indicated on the left; both circle size and
color shade code the  contribution  of the considered variable to the total variance (color scale given on the
right).  The  percentage  of  total  variance  explained  by  each  PC  is  given  above  the  boxes.  C:  Boxplots
representing the roll,  slide and twist  values associated to the observed combinations of  facing phosphates,
BI•BI, BI•BII or BII•BI, and BII•BII in DNANCP. 
The first two PC dimensions are highly meaningful, explaining 71 % of the total variance. The first
dimension arises from a strong dependence between pi•pj combinations, slide, roll, twist and, to a lesser extent,
rise (Figures 7-A and 7-B). Indeed, the three different pi•pj combinations are intimately associated with specific
values of slide, roll and twist (Figure 7-C). The second PC dimension shows the interdependence between tilt
and shift (Figures 7-A and 7-B), the shift being known to alleviate clashes from tilt (81).  
The  concerted  changes  of  phosphodiester  junctions,  slide,  roll  and  twist  can  also  be  illustrated  by
dividing the complementary dinucleotides into four categories according to the roll value, extreme negative,
15
intermediate negative,  intermediate positive, extreme positive (Table 2).  Considering in addition the DNA-
histone contact areas enables us to broaden the idea developed from the preferred locations of BI and BII-very
rich regions (Figure 5): the extreme roll regions occur predominantly outside the most extensive contacts with
the histones (Table 2). 
Roll (°) categories Roll (°) BII•Bn% Slide (Å) Twist (°) CA (Å2).
Roll < -5 -8.3 ± 3.3 90 ± 10 1.7 ± 0.4 41.1 ± 3.3 23 ± 28
-5 ≤ Roll < 0 -2.3 ± 1.5 67 ± 25 1.0 ± 0.5 37.9 ± 3.0 41 ± 30
 0 ≤ Roll < 5 2.4 ± 1.4 26 ± 24 0.3 ± 0.4 34.4 ± 3.3 42 ± 30
 5 ≤ Roll 9.5 ± 3.5 21 ± 20 0.1 ± 0.4 33.0 ± 3.2 26 ± 31
Table 2. Structural parameters as a function of roll category.  
The complementary dinucleotides in simulated DNANCP were classified in 4 roll categories (first column). The
parameter values presented in the five other columns are averages over the MD snapshots. BII•Bn correspond
to the three BII-containing combinations, BI•BII, BII•BI and BII•BII. CA designates the contact areas measured
between the complementary dinucleotides and the histones. 
In sum, the notable finding is that most aspects of DNA internal mechanics emerging from solution
studies of  free DNA  (41,  42,  59) are preserved and expressed in DNANCP.  We also understand that  pi•pj
combinations contribute to the DNANCP pathway around the histones because they are inherently coupled to
specific  adjustments  of  slide  and  roll,  two  helical  parameters  previously  considered  as  the  major  factors
accompanying DNA wrapping  (9,  13).  Thus,  some places in DNANCP facilitate wrapping if they can adopt
conducive roll/slide values and adapted phosphate group combinations.  Since the dinucleotide intrinsic ability
to populate BII conformations depends on sequence, one expects some DNA sequences to favor wrapping in the
NCP more than others. 
DNA intrinsic sequence effect and structural characteristics of DNANCP.
We recall that, in free DNA, NMR-inferred populations of phosphate group conformers (43) primarily depend
on the dinucleotide sequence, each dinucleotide type being associated to a specific BII propensity (41, 46, 59).
Keeping  in  mind  that,  globally,  the  BI  state  remains  the  major  conformation,  following  experimental
quantifications, the free complementary dinucleotides can be classified in i) BII competent steps that explore
BII more (CpA•TpG, GpG•CpC and CpG•CpG, with at least 40% of BII conformers in both facing phosphate
groups) or less (GpC•GpC, GpA•TpC and TpA•TpA, with 15 – 25% of BII conformers in both facing phosphate
groups) frequently, and ii) mostly BI (or BII refractory) steps, ApT•ApT, ApC•GpT, ApA•TpT and ApG•CpT,
with at most 9% of BII conformers on one strand. As already said, this classification is satisfactorily reproduced
by the CHARMM36 DNA force-field despite residual biases yielding too high and too low BII propensities of
TpA  and  GpC,  respectively  (59).  Because  of  the  tight  relationship  between  backbone  states  and  helical
parameters, BII competent and mostly BI phosphate groups correspond to intrinsically flexible and stiff steps,
respectively.  The  backbone  states  are  in  fact  an  effective  reporter  of  the  sequence-dependent,  local
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deformability of DNA and its intramolecular energetics. 
It  has  been  observed  that  DNA sequences  which  contain  large  regions  characterized  by  a  ~10  bp
alternation  of  intrinsically  BII  competent  and  mostly  BI  segments  show enhanced affinity  for  the  histone
octamer (9, 41, 46) and favor nucleosome assembly (82). Here, the simulations show that the DNA wrapping
implicates  successive  segments  with  low  and  high  BI  populations  (equivalent  to   high  and  low  BII•Bn
populations) along the sequence. The next investigation thus focuses on the composition of DNANCP BI and BII-
rich regions in terms of intrinsically BII refractory or competent steps. 
Examining the actual BI and BII distributions along DNANCP first highlights that DNANCP BI-rich regions
contain almost  equally intrinsically BI- and BII-prone steps (Figure 8-A).  The presence of intrinsically BII
competent steps in DNANCP BI regions is in fact not surprising since such dinucleotides spontaneously explore
both BII and BI conformations, with BII percentages very rarely exceeding 50% in free DNA (41, 46, 59). In
contrast, DNANCP BII-rich regions include a very limited number of intrinsically BI dinucleotides (Figure 8-B):
they represent only 23% of the steps displaying BII•Bn percentages higher than 37%, the overall average of
these combinations in DNANCP. Indeed, forcing BI prone steps to form BII rich regions in DNANCP would imply
internal stress and an energetic penalty. In line with the above, the distribution of DNANCP BII•Bn percentage
shows a clear maximum around 10% for intrinsically BI prone steps,  ApT•ApT, ApC•GpT, ApA•TpT and
ApG•CpT, but a more uniform profile for intrinsically BII competent steps (Figure 8-C). 
In sum, these analyses strongly support that the intrinsic properties of the dinucleotides along the 601
sequence are exploited in NCP formation, as postulated before  (41, 46, 82). They also suggest that a critical
point may be the location of BII refractory dinucleotides along the nucleosomal sequences. 
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Figure 8: Sequence dependence of BII•Bn population in DNANCP.
The plots of both top panels were based on a double selection: i) DNANCP BII•Bn percentages (BII•Bn %) either
(A) lower than, or (B) equal to or higher than the overall average of BII•Bn percentage which is 37%; ii)
complementary dinucleotides intrinsically either BI prone (ApT•ApT, ApC•GpT, ApA•TpT and ApG•CpT) (pink
bars) or BII competent steps (green bars). Panel C: Distribution of BII•Bn % in DNANCP for the complementary
dinucleotides either intrinsically BI prone (pink line) or BII  competent  (green line).  Each distribution was
calculated by dividing the X-axis range (0 to 100) into 20 equal slices. N is the count of occurrences in each
slice.  The  grey  vertical  line  represents  the  overall  average  of  BII•Bn  %  in  the  MD of  DNANCP.   BII•Bn
corresponds to BI•BII, BII•BI and BII•BII. 
CONCLUSIONS 
The widespread descriptions of NCP have popularized the picture of a packed DNA appearing quite different
from its free state, because of its super-helical path wrapped around the histone structured domains. Such tight
bending around the histones could suggest a DNANCP state with dramatically altered properties, including highly
restricted dynamics. The DNA-histone interface seems a priori to corroborate this view, considering the dense
interaction network that maintains the cohesion of the complex  (47). However, the intuition of an inhibited
DNANCP dynamics is not based on any data or objective analysis, so we decided to examine more closely the
DNA behavior within NCP using MD simulations.
Unexpected  analogies  between  free  and  bound  DNA  structural  features  were  uncovered.  The  base
pairing in DNANCP is as stable as in free DNA; the inter base pairs parameters cover similar ranges in free and
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bound  DNA,  without  recognizable  outstanding  hinge  points.  Thus,  expressions  such  as  “extreme  DNA
alterations” or “distorted double helix” appear as largely exaggerated for describing DNANCP. Free DNA and
DNANCP share  other  characteristics,  including  the  variability  of  inter  base  pair  parameters  and  the
interdependence of the backbone conformational states with slide, roll, and twist.  DNANCP therefore remains
substantially malleable along its sequence. The absence of any significant restriction caused by the histones to
the DNA local dynamics is advantageous regarding entropy. In addition, the somewhat broad conformational
space accessible to some DNANCP steps may well play a role to accommodate protein binding by the DNA while
on the nucleosome.
Of course, some features are particular to DNANCP, such as BII percentages reaching unusual extreme
values. Indeed,  the super-helical pathway and the afferent curvature require the alternation of two types of
regions along DNANCP, one with BII-rich conformers/negative rolls/positive slide and the other with BI-rich
conformers/positive or null rolls/negative slide. So, the periodic oscillation of high and low BII percentages
along the sequence participates to the DNA pathway imposed by the 3D organization of the NCP in addition to
the well-known variations of roll and slide values.
Actually, this result strengthens the idea that the sequence-dependent intrinsic structural properties  of
DNA, comprising the 601 sequence and its derivatives, contribute to modulate the affinity for the histone core.
In previous papers, we annotated DNA sequences optimized for nucleosome formation with the experimental
TRX scale.  We found that  more or less extended regions of the examined DNAs showed a ~10 base-pair
periodic alternation of intrinsically stiff, BI-rich, and flexible, BII-rich, regions (41); the extent of the regions
where such alternation was observable correlated the affinity for histones (46). Recently, we also experimentally
revealed that modifying this  alternation  by mutating some bases of the 601 sequence negatively affected the
NCP assembly  (82).  The simulation analyses presented in this work complement those previous studies by
showing that i) there is an alternation of BI and BII-rich regions in  DNANCP and ii)  DNANCP BII-rich regions
mainly contain intrinsically BII-competent steps whereas DNANCP BI-rich regions are equally composed of BII-
refractory  and  BII-competent  steps,  both  types  of  dinucleotides  exploring  BI  conformers.  Thus,  we  better
understand  the  scenario  of  the  efficiency  of  the  601  sequence  to  assemble  into  nucleosome,  even  if  the
correspondence between the behavior of free and bound regions is not perfect: the favorable conformational pre-
organization of this DNA is well enough marked to reduce the energetic penalty by preventing deformation cost
from an excess of stiff dinucleotides or entropy loss from an excess of flexible dinucleotides. This rational
foundation opens  up the exciting  methodological  opportunity  to  design  new DNA sequences  more  or  less
adapted to binding the histones upon internal mechanics criteria, consequently to get control over the DNA
compaction. 
More broadly,  it  is  of  course  difficult  to  extrapolate  our  findings to  the  situation  in  vivo.  The  601
sequence is a very particular case and its high positioning character is not really compatible with the necessity to
continuously assemble and disassemble nucleosomes in the cell. We therefore anticipate that sequences with
similar properties of pre-organization are very rare in the genomes. Nevertheless, it seems reasonable to expect
that the DNA sequence acts in conjunction with the numerous trans factors that regulate chromatin remodeler
binding.
19
Acknowledgments / Fundings
The simulations were carried out on the GENCI-CEA platform. 
Supporting Information Available 
Author Contributions
Romain Retureau carried out the analyses of simulations that were initially performed by Ahmad Elbahnsi,
Romain  Retureau,  Nicolas  Foloppe,  Christophe  Oguey and  Brigitte  Hartmann discussed  the  results  and
commented  on  the  paper.  Brigitte  Hartmann  wrote  the  manuscript  with  the  help  of  Nicolas  Foloppe  and
Christophe Oguey.
REFERENCES
1.  Luger,K.,  Mäder,A.W.,  Richmond,R.K.,  Sargent,D.F.  and Richmond,T.J.  (1997)  Crystal  structure  of  the
nucleosome core particle at 2.8 A resolution. Nature, 389, 251–260.
2. McGinty,R.K. and Tan,S. (2015) Nucleosome Structure and Function. Chem. Rev., 115, 2255–2273.
3. Kornberg,R.D. and Lorch,Y. (1999) Twenty-Five Years of the Nucleosome, Fundamental Particle of the
Eukaryote Chromosome. Cell, 98, 285–294.
4.  Zhou,K.,  Gaullier,G. and Luger,K. (2018)  Nucleosome structure and dynamics  are coming of  age.  Nat.
Struct. Mol. Biol., 10.1038/s41594-018-0166-x.
5. Cutter,A.R. and Hayes,J.J. (2015) A brief review of nucleosome structure. FEBS Lett., 589, 2914–2922.
6. Luger,K. (2001) Nucleosomes: Structure and Function. In John Wiley & Sons, Ltd (ed), Encyclopedia of Life
Sciences. John Wiley & Sons, Ltd, Chichester.
7. Luger,K. and Richmond,T.J. (1998) DNA binding within the nucleosome core. Curr. Opin. Struct. Biol.,  8,
33–40.
8. Wu,B., Mohideen,K., Vasudevan,D. and Davey,C.A. (2010) Structural insight into the sequence dependence
of nucleosome positioning. Struct. Lond. Engl. 1993, 18, 528–536.
9. Olson,W.K. and Zhurkin,V.B. (2011) Working the kinks out of nucleosomal DNA. Curr. Opin. Struct. Biol.,
21, 348–357.
10. Yang,X. and Yan,Y. (2011) Statistical investigation of position-specific deformation pattern of nucleosome
DNA based on multiple conformational properties. Bioinformation, 7, 120–124.
11. Bishop,T.C. (2008) Geometry of the nucleosomal DNA superhelix. Biophys. J., 95, 1007–1017.
12. Xu,F. and Olson,W.K. (2010) DNA Architecture, Deformability, and Nucleosome Positioning.  J. Biomol.
Struct. Dyn., 27, 725–739.
13. Tolstorukov,M.Y., Colasanti,A.V., McCandlish,D., Olson,W.K. and Zhurkin,V.B. (2007) A Novel ‘Roll-
and-Slide’ Mechanism of DNA Folding in Chromatin.  Implications for Nucleosome Positioning.  J.
Mol. Biol., 371, 725–738.
14. Tan,S. and Davey,C.A. (2011) Nucleosome structural studies. Curr. Opin. Struct. Biol., 21, 128–136.
15. Ong,M.S., Richmond,T.J. and Davey,C.A. (2007) DNA stretching and extreme kinking in the nucleosome
core. J. Mol. Biol., 368, 1067–1074.
16. Edayathumangalam,R.S., Weyermann,P., Dervan,P.B., Gottesfeld,J.M. and Luger,K. (2005) Nucleosomes
in solution exist as a mixture of twist-defect states. J. Mol. Biol., 345, 103–114.
17. Muthurajan,U.M., Park,Y.-J., Edayathumangalam,R.S., Suto,R.K., Chakravarthy,S., Dyer,P.N. and Luger,K.
(2003) Structure and dynamics of nucleosomal DNA. Biopolymers, 68, 547–556.
18. Hughes,A.L. and Rando,O.J. (2014) Mechanisms underlying nucleosome positioning in vivo.  Annu. Rev.
Biophys., 43, 41–63.
19. Lieleg,C.,  Krietenstein,N., Walker,M. and Korber,P. (2015) Nucleosome positioning in yeasts:  methods,
maps, and mechanisms. Chromosoma, 124, 131–151.
20
20. McGinty,R.K. and Tan,S. (2016) Recognition of the nucleosome by chromatin factors and enzymes. Curr.
Opin. Struct. Biol., 37, 54–61.
21. Volokh,O.I.,  Derkacheva,N.I.,  Studitsky,V.M. and Sokolova,O.S.  (2016) Structural  studies of chromatin
remodeling factors. Mol. Biol., 50, 812–822.
22. Speranzini,V., Pilotto,S., Sixma,T.K. and Mattevi,A. (2016) Touch, act and go: landing and operating on
nucleosomes. EMBO J., 35, 376–388.
23. Klug,A. and Lutter,L.C. (1981) The helical periodicity of DNA on the nucleosome. Nucleic Acids Res.,  9,
4267–4283.
24. Simpson,R.T. and Stafford,D.W. (1983) Structural features of a phased nucleosome core particle.  Proc.
Natl. Acad. Sci. U. S. A., 80, 51–55.
25.  Zhong,J.,  Luo,K.,  Winter,P.S.,  Crawford,G.E.,  Iversen,E.S.  and  Hartemink,A.J.  (2016)  Mapping
nucleosome positions using DNase-seq. Genome Res., 10.1101/gr.195602.115.
26. Lahm,A. and Suck,D. (1991) DNase I-induced DNA conformation. 2 A structure of a DNase I-octamer
complex. J. Mol. Biol., 222, 645–667.
27. Weston,S.A., Lahm,A. and Suck,D. (1992) X-ray structure of the DNase I-d(GGTATACC)2 complex at 2.3
A resolution. J. Mol. Biol., 226, 1237–1256.
28. Djuranovic,D. and Hartmann,B. (2005) Molecular dynamics studies on free and bound targets of the bovine
papillomavirus type I e2 protein: the protein binding effect on DNA and the recognition mechanism.
Biophys. J., 89, 2542–2551.
29.  Djuranovic,D.,  Oguey,C.  and  Hartmann,B.  (2004)  The  role  of  DNA  structure  and  dynamics  in  the
recognition of bovine papillomavirus E2 protein target sequences. J. Mol. Biol., 339, 785–796.
30.  Heddi,B.,  Foloppe,N.,  Oguey,C.  and  Hartmann,B.  (2008)  Importance  of  accurate  DNA  structures  in
solution: the Jun-Fos model. J. Mol. Biol., 382, 956–970.
31. Tisné,C., Delepierre,M. and Hartmann,B. (1999) How NF-kappaB can be attracted by its cognate DNA. J.
Mol. Biol., 293, 139–150.
32. Azad,R.N., Zafiropoulos,D., Ober,D., Jiang,Y., Chiu,T.-P., Sagendorf,J.M., Rohs,R. and Tullius,T.D. (2018)
Experimental maps of DNA structure at nucleotide resolution distinguish intrinsic from protein-induced
DNA deformations. Nucleic Acids Res., 46, 2636–2647.
33.  Heddi,B.,  Abi-Ghanem,J.,  Lavigne,M.  and  Hartmann,B.  (2010)  Sequence-dependent  DNA  flexibility
mediates DNase I cleavage. J. Mol. Biol., 395, 123–133.
34.  Parvin,J.D.,  McCormick,R.J.,  Sharp,P.A.  and  Fisher,D.E.  (1995)  Pre-bending  of  a  promoter  sequence
enhances affinity for the TATA-binding factor. Nature, 373, 724–727.
35. Koudelka,G.B. and Carlson,P. (1992) DNA twisting and the effects of non-contacted bases on affinity of
434 operator for 434 repressor. Nature, 355, 89–91.
36.  Abe,N.,  Dror,I.,  Yang,L.,  Slattery,M.,  Zhou,T.,  Bussemaker,H.J.,  Rohs,R.  and  Mann,R.S.  (2015)
Deconvolving the recognition of DNA shape from sequence. Cell, 161, 307–318.
37. Wecker,K., Bonnet,M.C., Meurs,E.F. and Delepierre,M. (2002) The role of the phosphorus BI-BII transition
in protein-DNA recognition: the NF-kappaB complex. Nucleic Acids Res., 30, 4452–4459.
38. Hartmann,B., Piazzola,D. and Lavery,R. (1993) BI-BII transitions in B-DNA. Nucleic Acids Res., 21, 561–
568.
39. Djuranovic,D. and Hartmann,B. (2003) Conformational characteristics and correlations in crystal structures
of nucleic acid oligonucleotides: evidence for sub-states. J. Biomol. Struct. Dyn., 20, 771–788.
40. Djuranovic,D. and Hartmann,B. (2004) DNA fine structure and dynamics in crystals and in solution: the
impact of BI/BII backbone conformations. Biopolymers, 73, 356–368.
41. Heddi,B.,  Oguey,C., Lavelle,C.,  Foloppe,N. and Hartmann,B. (2010) Intrinsic flexibility of B-DNA: the
experimental TRX scale. Nucleic Acids Res., 38, 1034–1047.
42. Imeddourene,A.B., Xu,X., Zargarian,L., Oguey,C., Foloppe,N., Mauffret,O. and Hartmann,B. (2016) The
intrinsic mechanics of B-DNA in solution characterized by NMR. Nucleic Acids Res., 44, 3432–3447.
43.  Heddi,B.,  Foloppe,N.,  Bouchemal,N.,  Hantz,E.  and  Hartmann,B.  (2006)  Quantification of  DNA BI/BII
backbone states in solution. Implications for DNA overall structure and recognition. J. Am. Chem. Soc.,
128, 9170–9177.
44.  Dršata,T.,  Pérez,A.,  Orozco,M.,  Morozov,A.V.,  Sponer,J.  and Lankaš,F.  (2013) Structure,  Stiffness and
Substates of the Dickerson-Drew Dodecamer. J. Chem. Theory Comput., 9, 707–721.
45. Oguey,C., Foloppe,N. and Hartmann,B. (2010) Understanding the Sequence-Dependence of DNA Groove
Dimensions: Implications for DNA Interactions. PLoS ONE, 5.
21
46. Xu,X., Ben Imeddourene,A., Zargarian,L., Foloppe,N., Mauffret,O. and Hartmann,B. (2014) NMR studies
of  DNA  support  the  role  of  pre-existing  minor  groove  variations  in  nucleosome  indirect  readout.
Biochemistry, 53, 5601–5612.
47.  Elbahnsi,A.,  Retureau,R.,  Baaden,M.,  Hartmann,B.  and  Oguey,C.  (2018)  Holding  the  Nucleosome
Together:  A Quantitative  Description  of  the  DNA-Histone  Interface  in  Solution.  J.  Chem.  Theory
Comput., 14, 1045–1058.
48. Richmond,T.J. and Davey,C.A. (2003) The structure of DNA in the nucleosome core.  Nature,  423, 145–
150.
49.  Chua,E.Y.D.,  Vasudevan,D.,  Davey,G.E.,  Wu,B.  and  Davey,C.A.  (2012)  The  mechanics  behind  DNA
sequence-dependent properties of the nucleosome. Nucleic Acids Res., 40, 6338–6352.
50. Marathe,A. and Bansal,M. (2011) An ensemble of B-DNA dinucleotide geometries lead to characteristic
nucleosomal DNA structure and provide plasticity required for gene expression. BMC Struct. Biol., 11,
1.
51.  Dlakić,M.,  Ussery,D.W.  and  Brunak,S.  (2005)  DNA  Bendability  and  Nucleosome  Positioning  in
Transcriptional  Regulation.  In  Ohyama,T.  (ed),  DNA  Conformation  and  Transcription,  Molecular
Biology Intelligence Unit. Springer US, Boston, MA, pp. 189–202.
52. Roccatano,D., Barthel,A. and Zacharias,M. (2007) Structural flexibility of the nucleosome core particle at
atomic resolution studied by molecular dynamics simulation. Biopolymers, 85, 407–421.
53. Harp,J.M., Hanson,B.L., Timm,D.E. and Bunick,G.J. (2000) Asymmetries in the nucleosome core particle at
2.5 A resolution. Acta Crystallogr. D Biol. Crystallogr., 56, 1513–1534.
54. Tsunaka,Y., Kajimura,N., Tate,S. and Morikawa,K. (2005) Alteration of the nucleosomal DNA path in the
crystal structure of a human nucleosome core particle. Nucleic Acids Res., 33, 3424–3434.
55.  Thåström,A.,  Bingham,L.M.  and  Widom,J.  (2004)  Nucleosomal  locations  of  dominant  DNA sequence
motifs for histone-DNA interactions and nucleosome positioning. J. Mol. Biol., 338, 695–709.
56. Hart,K., Foloppe,N., Baker,C.M., Denning,E.J., Nilsson,L. and Mackerell,A.D. (2012) Optimization of the
CHARMM additive force field for DNA: Improved treatment of the BI/BII conformational equilibrium.
J. Chem. Theory Comput., 8, 348–362.
57. Esque,J., Leonard,S., de Brevern,A.G. and Oguey,C. (2013) VLDP web server: a powerful geometric tool
for analysing protein structures in their environment. Nucleic Acids Res., 41, W373–W378.
58. Retureau,R., Oguey,C., Mauffret,O. and Hartmann,B. (2019) Structural explorations of NCp7-nucleic acid
complexes give keys to decipher the binding process. J. Mol. Biol., 10.1016/j.jmb.2019.03.002.
59. Ben Imeddourene,A., Elbahnsi,A., Guéroult,M., Oguey,C., Foloppe,N. and Hartmann,B. (2015) Simulations
Meet  Experiment  to  Reveal  New Insights  into DNA Intrinsic  Mechanics.  PLoS Comput.  Biol.,  11,
e1004631.
60. Makde,R.D., England,J.R., Yennawar,H.P. and Tan,S. (2010) Structure of RCC1 chromatin factor bound to
the nucleosome core particle. Nature, 467, 562–566.
61. Davey,C.A., Sargent,D.F., Luger,K., Maeder,A.W. and Richmond,T.J. (2002) Solvent mediated interactions
in the structure of the nucleosome core particle at 1.9 a resolution. J. Mol. Biol., 319, 1097–1113.
62. Park,Y.-J., Dyer,P.N., Tremethick,D.J. and Luger,K. (2004) A new fluorescence resonance energy transfer
approach  demonstrates  that  the  histone  variant  H2AZ  stabilizes  the  histone  octamer  within  the
nucleosome. J. Biol. Chem., 279, 24274–24282.
63. Morales,V. and Richard-Foy,H. (2000) Role of histone N-terminal tails and their acetylation in nucleosome
dynamics. Mol. Cell. Biol., 20, 7230–7237.
64. Krieger,E., Nielsen,J.E., Spronk,C.A.E.M. and Vriend,G. (2006) Fast empirical pKa prediction by Ewald
summation. J. Mol. Graph. Model., 25, 481–486.
65.  Brooks,B.R.,  Brooks,C.L.,  Mackerell,A.D.,  Nilsson,L.,  Petrella,R.J.,  Roux,B.,  Won,Y.,  Archontis,G.,
Bartels,C.,  Boresch,S.,  et  al. (2009)  CHARMM: the  biomolecular  simulation  program.  J.  Comput.
Chem., 30, 1545–1614.
66. Phillips,J.C., Braun,R., Wang,W., Gumbart,J., Tajkhorshid,E., Villa,E., Chipot,C., Skeel,R.D., Kale,L. and
Schulten,K. (2005) Scalable molecular dynamics with NAMD. J. Comput. Chem., 26, 1781–1802.
67.  Mackerell,A.D.  (2004)  Empirical  force  fields  for  biological  macromolecules:  overview  and  issues.  J.
Comput. Chem., 25, 1584–1604.
68.  Beglov,D.  and  Roux,B.  (1994)  Finite  Representation  of  an  Infinite  Bulk  System -  Solvent  Boundary
Potential for Computer-Simulations. J. Chem. Phys., 100, 9050–9063.
69. Darden,T., York,D. and Pedersen,L. (1993) Particle Mesh Ewald - an N.log(n) Method for Ewald Sums in
Large Systems. J. Chem. Phys., 98, 10089–10092.
22
70. van Gunsteren,W.F. and Berendsen,H.J.C. (1977) Algorithms for macromolecular dynamics and constraint
dynamics. Mol. Phys., 34, 1311–1327.
71. Van Der Spoel,D., Lindahl,E., Hess,B., Groenhof,G., Mark,A.E. and Berendsen,H.J.C. (2005) GROMACS:
fast, flexible, and free. J. Comput. Chem., 26, 1701–1718.
72. McDonald,I.K. and Thornton,J.M. (1994) Satisfying hydrogen bonding potential in proteins. J. Mol. Biol.,
238, 777–793.
73.  Lavery,R.,  Moakher,M.,  Maddocks,J.H.,  Petkeviciute,D.  and  Zakrzewska,K.  (2009)  Conformational
analysis of nucleic acids revisited: Curves+. Nucleic Acids Res., 37, 5917–5929.
74. Lu,X.-J. and Olson,W.K. (2008) 3DNA: a versatile, integrated software system for the analysis, rebuilding
and visualization of three-dimensional nucleic-acid structures. Nat. Protoc., 3, 1213–1227.
75.  Olson,W.K.,  Bansal,M.,  Burley,S.K.,  Dickerson,R.E.,  Gerstein,M.,  Harvey,S.C.,  Heinemann,U.,  Lu,X.J.,
Neidle,S., Shakked,Z., et al. (2001) A standard reference frame for the description of nucleic acid base-
pair geometry. J. Mol. Biol., 313, 229–237.
76. Lindahl,V., Villa,A. and Hess,B. (2017) Sequence dependency of canonical base pair opening in the DNA
double helix. PLOS Comput. Biol., 13, e1005463.
77. Huang,N., Banavali,N.K. and MacKerell,A.D. (2003) Protein-facilitated base flipping in DNA by cytosine-
5-methyltransferase. Proc. Natl. Acad. Sci., 100, 68–73.
78.  Chodavarapu,R.K.,  Feng,S.,  Bernatavichute,Y.V.,  Chen,P.-Y.,  Stroud,H.,  Yu,Y.,  Hetzel,J.A.,  Kuo,F.,
Kim,J., Cokus,S.J.,  et al. (2010) Relationship between nucleosome positioning and DNA methylation.
Nature, 466, 388–392.
79. Tian,Y., Kayatta,M., Shultis,K., Gonzalez,A., Mueller,L.J. and Hatcher,M.E. (2009) 31P NMR Investigation
of Backbone Dynamics in DNA Binding Sites. J. Phys. Chem. B, 113, 2596–2603.
80.  Svozil,D.,  Kalina,J.,  Omelka,M.  and  Schneider,B.  (2008)  DNA  conformations  and  their  sequence
preferences. Nucleic Acids Res., 36, 3690–3706.
81.  Olson,W.K.,  Gorin,A.A.,  Lu,X.J.,  Hock,L.M.  and  Zhurkin,V.B.  (1998)  DNA  sequence-dependent
deformability deduced from protein-DNA crystal complexes. Proc. Natl. Acad. Sci. U. S. A., 95, 11163–
11168.
82.  Hatakeyama,A.,  Hartmann,B.,  Travers,A.,  Nogues,C.  and Buckle,M. (2016) High-resolution biophysical
analysis of the dynamics of nucleosome formation. Sci. Rep., 6, 27337.
23
A dynamic view of DNA structure within the nucleosome: biological implications
Romain Retureau, Nicolas Foloppe, Ahmad Elbahns, Christophe Oguey and Brigitte Hartmann
Figures
Figure S1: NCP models and the four free DNA dodecamers with respect to the 5’ half of DNANCP.
Figure S2: Root Mean Square Deviation (RMSD) of DNANCP during the trajectories. 
Figure S3: RMSFs of nucleotides in DNANCP.
Figure S4: BII percentages in DNANCP during the trajectories. 
Figure S5: Distributions and combinations of BI and BII conformations in DNANCP. 
Figure S6: BII conformers and DNA-histone contacts in DNANCP.
Figure S7: Inter base pair parameters in DNANCP. 
Figure S8: Inter base pair parameters in free and bound 601-dodecamers. 
Figure S9: Variability of inter base pair parameters in free and bound 601-dodecamers.
Tables
Table S1: Histone N-tails composition of the models.
Table S2: DNA sequences. 
1
FIGURES
Figure S1:  Studied NCP models and the four free DNA dodecamers with their copies in the 5’ half of
DNANCP.
A: molecular representations of the four models used as starting point of simulations;  DNANCP is in grey; the
histone structured domains are transparent for clarity; the histones tails are represented at molecular level for the
N-ter domains of H3 (red), H4 (blue), H2A (green) and H2B (orange) as well as for C-ter H2A (dark green). 
B: The molecular model at the left is a top view of the structure of the 601 sequence 5’ half (in gray) within the
nucleosome; the histones were removed from the view for clarity; the colored regions correspond to the location
of the free dodecamers studied by NMR, also shown at the right of the figure.
2
Figure S2: Root Mean Square Deviation (RMSD) of DNANCP during the trajectories. 
The RMSDs were calculated on the heavy atoms of the DNANCP, excluding three base pairs at each extremity.
The references were the time-average structures from each simulation, excluding the first 50 ns. The horizontal
lines correspond to the average RMSD values, also reported on the right of the panels, below the simulation
names. 
3
Figure S3: RMSFs of nucleotides in DNANCP.
The atomic position Root Mean Square Fluctuations (RMSFs) were calculated for the nucleotides along the
strands I and J of DNANCP, excluding the three base pairs at each extremity. The different colors represent the
four simulations analyzed here: SYS1 in blue, SYS1BIS in red, SYS2 in green and SYS2BIS in orange. 
Figure S4: BII percentages in DNANCP during the trajectories. 
The BII percentages (BII %) were calculated on all the phosphodiester junctions of DNANCP, excluding the two
junctions (involving three base pairs) at each extremity. BI and BII were defined by (ε-ζ) < 30° and (ε-ζ) > 30°,) < 30° and (ε-ζ) < 30° and (ε-ζ) > 30°,) > 30°,
respectively. The horizontal lines correspond to the average BII% values, also reported with standard deviations
on the right of the panels, below the simulation names. 
4
Figure S5: Distributions and combinations of BI and BII conformations in DNANCP. 
BII percentages (BII %) of each phosphate group pi and pj, along the strands I (y axis oriented upwards) and J
(y axis downwards) of the part DNANCP (top panel, black bars) and their free counterparts (bottom panel, blue
bars). 
Figure S6: BII conformers and DNA-histone contacts in DNANCP.
Profiles of BII percentages (BII %, black) and contact area (CA, red) calculated between the dinucleotide steps
NpN and the histone structured cores along the strands I (y axis oriented upwards) and J (y axis  downwards) of
the 601 sequence. The BII percentages were calculated for each phosphodiester junctions of DNANCP. 
5
Figure S7: Inter base pair parameters in DNANCP. 
Profiles of average values of the six inter  base pair  parameters (shift,  slide,  rise,  tilt,  roll  and twist)  along
DNANCP; the grey areas represent the standard deviations. Roll and slide profiles are also shown in Figure 6-A in
the main text. 
6
Figure S8: Inter base pair parameters in free and bound 601-dodecamers. 
A: Distribution of the inter base pair parameters in the bound (black) and free (blue) 601-dodecamers.  Each
distribution is calculated dividing the range of the considered parameter into 200 slices; this is the reason why
the y-axis ranges are variable. N is the occurrence.  B: Couplings between the helical parameters of slide, roll
and twist in the bound (black) and free (blue) 601-dodecamers. The correlation coefficients are from 0.2 (roll vs
slide) to 0.43 (twist vs roll) for free steps and from 0.49 (slide vs twist) to 0.54 (roll vs slide) for bound steps. 
7
Figure S9: Variability of inter base pair parameters in free and bound 601-dodecamers.
A:  Profiles  of  standard deviations  of the  six  inter  base pair  parameters  in  free (SDfree,  in blue)  and bound
(SDbound, in black) 601-dodecamers. B: Comparisons between the standard deviations of the six inter base pair
parameters in free (SDfree) and bound (SDbound) 601-dodecamers; x=y diagonals are represented by dashed lines.
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TABLES
Table S1: Histone N-tails composition of the models.
The composition of the N- terminal tails is given for the four histone types in the four models studied here.
These models contain added amino acids taken from the specified chains of 1KX5. 
SYS1 and SYS1-bis SYS2 and SYS2-bis
H3 N tail 24 → 44 from chain A 24 → 44 from chain E
H4 N tail 17 → 24 from chain B 17 → 24 from chain F
H2A N tail 9 → 16 from chain C 9 → 16 from chain G
H2B N tail 19 → 34 from chain D 19 → 34 from chain H
Table S2: DNA sequences. 
The first row gives the 5′ → 3′ composition of the two 146 bp strands of the 601 sequence; the centers are
indicated by a star. The next rows contain the sequences of four “601 dodecamers” previously studied free in
solution by NMR and modeling.  Up to three-bases  overlaps  at  the  ends,  juxtaposing the four  dodecamers
reproduces the continuous 39 bp fragment of sequence 601 highlighted in yellow.
Sequence 
601
Strand 1: 5’-TCGAGAATCCCGGTGCCGAGGCCGCTCAATTGG
TCGTAGACAGCTCTAGCACCGCTTAAACGCTCGTACGCGC*T
GTCCCCCGCGTTTTAACCGCCAAGGGGATTACTCCCTAGTC
TCCAGGCACGTGTCAGATATATACATCCGAT-3’
Strand 2: 5’-ATCGGATGTATATATCTGACACGTGCCTGGA
GACTAGGGAGTAATCCCCTTGGCGGTTAAAACGCGGGGGAC
A*GCGCGTACGTGCGTTTAAGCGGTGCTAGAGCTGTCTACGA
CCAATTGAGCGGCCTCGGCACCGGGATTCTCGA-3’
Oligo 1 5'-TCGTAGCAAGCT-3'•5'-AGCTTGCTACGA-3' 
Oligo 2 5'-GCTCTAGCACCG-3'•5'-CGGTGCTAGAGC-3' 
Oligo 3 5'-CCGCTTAAACGC-3'•5'-GCGTTTAAGCGG-3'
Oligo 4 5'-CGCACGTACGCG-3'•5'-CGCGTACGTGCG-3'
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Conclusion et développements en cours 
Il semble que l’ADN nucléosomal, bien que très contraint par des contacts denses avec les histones, 
présente une dynamique qui n’est pas très différente de celle de l’ADN libre. En effet, les distributions 
des valeurs associées à l’équilibre BI↔BII ou aux paramètres hélicoïdaux locaux sont très similaires 
dans l’ADN nucléosomal et l’ADN libre. Dans les deux cas, les régions riches en BII sont associées 
avec des roll négatifs et des slide positifs, alors que les régions pauvres en BII correspondent à des 
roll positifs et des slide négatifs.  
De plus, bien que l’effet de la séquence dinucléotidique sur la propension à adopter les conformère 
BII soit moins marqué dans l’ADN nucléosomal que dans l’ADN libre, on observe tout de même une 
tendance suffisante pour renforcer l’idée que les propriétés intrinsèques de l’ADN jouent un rôle dans 
la capacité des ADN à former des nucléosomes.  
Afin d’aller plus loin dans cette analyse, je travaille actuellement sur un autre aspect de l’ADN 
nucléosomal, moins local : les dimensions des sillons. Comme je l’ai indiqué pour le premier article 
(p. 97), j’étudie actuellement l’insertion des arginines dans le petit sillon. Dans nos dynamiques, les 
arginines H3-R83 et H3-R63 s’insèrent respectivement 36 et 72% du temps dans le petit sillon. Ces 
arginines explorent donc deux états, insérée et apical (non-insérée) par rapport au petit sillon. L’étude 
de la largeur de ces petits sillons en fonction de ces états (Figure 40) semble mettre en évidence 
qu’une taille de sillon bien précise (~4.5Å) est requise pour optimiser l’interaction avec une arginine. 
Lorsque l’arginine se met en position apicale, le petit sillon reprend ses dimensions « naturelles », 
compte tenu évidemment de la contrainte de la courbure de l’ADN au sein du nucléosome.  
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Figure 40 – Largeur moyenne du petit sillon (mgWAV) pour les conformations insérées (gauche) 
ou non-insérées (droite) des arginines H3-R63 et H3-R83. Le panel de gauche présente une 
structure des arginines R83 et R63 insérées et la largeur du petit sillon (mgW) associée moyennée 
sur l’ensemble des structures où ces arginines sont insérées. Le panel de droite représente les mêmes 
arginines et les mêmes largeurs de petit sillon pour des arginines apicales. Dans les 4 encarts 
centraux, l’écart-type de la largeur du petit sillon est visualisé par une zone rouge autour de la valeur 
moyenne.  
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Chapitre 4 : Une autre interface AN/Protéine, les 
complexes NCp7 
Sommaire4 
La protéine 7 de la nucléocapside (NCp7) du VIH de type 1 (VIH-1) est une forme mature issue du 
clivage de son précurseur, la polyprotéine Gag. Il s’agit d’une petite protéine de 55 résidus, composée 
de deux doigts de zinc très structurés (ZF1 et ZF2) séparés par un séparateur (linker) flexible de 7 
résidus. Elle intervient dans de nombreuses étapes du cycle du VIH-1 impliquant les acides nucléiques 
qu’elle lie grâce aux doigts de zinc. Cette protéine est capable de se fixer de manière non-spécifique 
à des AN très diverses dans leur type (ARN ou ADN), leur séquence ou encore leur repliement (simple 
brin, tige-boucle, bulge). Elle joue notamment un rôle chaperonne de certains AN en déstabilisant 
leur structure secondaire.  
En raison de la flexibilité du linker, l’étude expérimentale du repliement de la NCp7 libre et du 
paysage conformationnel qu’elle explore a présenté un challenge important. Ce n’est que récemment 
que la combinaison des méthodes expérimentales SAXS et RMN a permis de mieux définir un 
ensemble représentatif des modes de repliements adoptés par la NCp7 libre. Concernant la NCp7 
complexée avec des AN, il existe cinq études de RMN associée à des structures disponibles dans la 
PDB, deux avec de l’ARN fixé à  une NCp7 provenant de la souche VIH-1 MB et trois avec de l’ADN 
fixé à une NCp7 extraite de la souche NL4-3. Chaque système comporte plusieurs modèles, les cinq 
systèmes représentant un ensemble de 84 modèles. Les NCp7 des deux souches ont trois résidus 
différents dans leur séquence (Article 4 – Figure 1).  
C’est en nous basant sur ces structures expérimentales que nous nous sommes proposés de 
comprendre le mécanisme de la fixation de la NCp7 sur les AN. Notamment, nous voulions mettre 
ici en évidence les points communs et les divergences qui caractérisent le repliement de la NCp7 et 
l’interface NCp7/AN dans ces complexes très différents.  
Dans un premier temps, nous avons montré que l’orientation de l’ensemble ZF1-ZF2 (les deux doigts 
de zinc ZF1 et ZF2 sans le linker et les parties N-ter et C-ter) dans les différents complexes est très 
conservée. Le mode de fixation global de la NCp7 semble donc ne pas crucialement dépendre du type 
de l’AN, de son repliement, de sa séquence ou encore de la séquence de la NCp7. 
L’étude de l’interface des différents systèmes NCp7/AN avec VLDM a permis de mettre en évidence 
des schémas d’interaction différents pour ZF1 et ZF2. Pour ZF2, l’interaction est la même dans tous 
 
4 L’ensembles des références de cette section peuvent-être trouvées dans l’article associé au chapitre (p. 177) et dans 
l’introduction de ce manuscrit (Les complexes acides nucléique-NCp7, p. 40) 
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les systèmes : une poche protéique se forme autour d’une guanine, avec en particulier un excellent 
empilement avec le résidu aromatique TRP37. Concernant ZF1, on observe deux schémas 
d’interaction : avec les ARN, les résidus PHE16 et THR24 forment une pince autour d’une guanine, 
similaire à celle observée dans ZF2 ; avec les ADN, la PHE16 contacte une pyrimidine et 
l’empilement est moins important. Cette dualité d’interaction peut être expliquée par la séquence des 
AN, le type des AN ou la séquence de la NCp7 qui selon la souche présente soit une isoleucine soit 
une thréonine en position 24.  
Enfin, l’analyse des modèles de la NCp7 libre a permis de définir deux superfamilles de conformation, 
dont l’une, la NCp7 dite ouverte, est caractérisée par la forte accessibilité du résidu TRP37, propice 
à la reconnaissance d’une guanine libre. L’autre famille, la NCp7 dite fermée, ressemble beaucoup à 
la forme de la NCp7 complexée. 
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Abstract
A comprehensive view of all the structural aspects related to NCp7 is essential to understand how this protein,
crucial in many steps of the HIV-1 cycle, binds and anneals nucleic acids (NAs), mainly thanks to two zinc
fingers, ZF1 and ZF2. Here, we inspected the structural properties of the available experimental models of
NCp7 bound to either DNA or RNA molecules, or free of ligand. Our analyses included the characterization of
the relative positioning of ZF1 and ZF2, accessibility measurements and the exhaustive, quantitative mapping
of the contacts between amino acids and nucleotides by a recent tessellation method, VLDM. This approach
unveiled the intimate connection between NA binding process and the conformations explored by the free
protein. It also provided new insights into the functional specializations of ZF1 and ZF2. The larger
accessibility of ZF2 in free NCp7 and the consistency of the ZF2/NA interface in different models and
conditions give ZF2 the lead of the binding process. ZF1 contributes to stabilize the complexes through
various organizations of the ZF1/NA interface. This work outcome is a global binding scheme of NCp7 to DNA
and RNA, and an example of how protein–NA complexes are stabilized.
© 2019 Elsevier Ltd. All rights reserved.
Introduction
Thenucleocapsid proteinsNCp15,NCp9andNCp7
from the human immunodeficiency virus type 1 (HIV-
1) are the products of the precursor Pr55Gag. They
are small basic proteins containing a common NC
domain that includes two zinc fingers, ZF1 and ZF2,
separated by a short basic linker of seven residues as
earlier shown by a structural study [1]. Owing to their
NC domain these proteins form complexes with
nucleic acids (NAs) and mediate many stages of the
HIV-1 cycle, from viral genome recognition to RNA
packaging [2–10]. They are able to bind NAs in a non-
specificmode as exemplified by the 1000–1500NCp7
copies covering the RNA genome in the mature viral
particle [11,12]. However, the highest NC affinities are
measured for particular sites of the viral genome
[4,13–15]. Such genomic studies as well as in vitro
approaches [16–24] showed that NC proteins prefer
to interact with accessible, unpaired guanines and,
more broadly, with single-strand NAs.
NCp7 is the fully matured form of NC proteins,
present in both the host cell and the mature viral
particle [2,25–27]. It shows an efficient chaperon
activity, reorganizing DNA and RNA molecules and
promoting their hybridization, two properties essential
for the strand transfers occurring during the reverse
transcription process ([28] and references herein).
This protein of 55 residues is constituted by the NC
domain flanked by unstructured N- and C-terminal
regions (Fig. 1).
The earliest structural characterizations of free
NCp7 (not bound to NAs) by classical NMR concerned
first a 39-residue peptide containing the two zinc
fingers and the linker [29], followedby the entire protein
[30,31]. However, the disorder in theN- andC-terminal
domains and the flexibility of the linker complicated the
interpretation of data [31]. This issue was recently
overcome by combining small-angle solution x-ray
scattering experiments and exhaustive NMR investi-
gations on labeled truncated and full-length NCp7 [32].
This approach resulted in a series of structural models
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that, taken together, fit at best the whole experimental
data sets. It confirmed that the conformational space
sampled by NCp7 covers the so-called “closed” and
“open” forms, which correspond to the presence or
absence of ZF1/ZF2 contacts, respectively. These
conformations likely originate from the intrinsic dy-
namics of the linker, also observed by NMRmeasure-
ments of order parameter S2 [33]. From amechanistic
point of view, the existence of contacts between ZF1
and the linker [32,33] was interpreted as a factor
limiting the accessibility of ZF1 that could thus play a
secondary role in the binding process [33]. Indeed,
several studies of mutated or designed NCp7 estab-
lished that the principal function of ZF1 relates to the
chaperone activity and RNA packaging [34–38].
Three-dimensional (3D) structures of NCp7 bound
to NA were also derived from NMR studies, unveiling
the main elements constituting the protein/NA inter-
face. These complexes represent five systems; they
contain NCp7 from two different HIV strains asso-
ciated with RNA [39,40] or DNA [41–43] molecules
that are either folded in stem–loop [39–41] or single
strand [42,43]. In particular, these studies elucidated
the reason why NCp7 has a preference for guanines
and underlined the importance of ZF1 and ZF2
aromatic amino acids in the protein–NA interface.
Indeed, a guanine optimizes the contacts with the zinc
finger interaction pockets by offering the possibility of
four hydrogen bonds; in addition, compared to any
pyrimidine, a guanine can maximize the stacking with
aromatic residues, PHE 16 in ZF1 and TRP 37 in ZF2,
whichwere consequently usuallymentionedas strong
elements of hydrophobic clamps. It was also pro-
posed from a qualitative visual inspection of some
complexes that theN-ter→C-ter NCp7orientation and
the 5′ → 3′ course of NAs were parallel in NCp7/DNA
complexes while anti-parallel in NCp7–RNA com-
plexes [41,43]. If such a specific polarity remains
ascertainable across a larger pool of DNA or RNA
sequences, it could reflect the mode of differentiation
of DNA and RNA chains by NC proteins.
Understanding the complete molecular mechanism
by which NC proteins bind to their RNA and DNA
targets ideally requires to collect extensive information
about the structural behavior of free NC proteins, free
NA and NC–NA complexes. Here, we were interested
in carrying out exhaustive analyses of the five
available NCp7/RNA [31,40] and NCp7/DNA [41–43]
systems to compare them and try to extract informa-
tion about the binding process. Each of these systems
consists of a set of structures—between 10 and 25—
representing in the best possible way NMR data
introduced as restraints in refinement protocols.
Although the structures in each set are not necessarily
representative of a full statistical distribution, the
samples are expected to reflect the plasticity of the
3D organization of the considered complexes. In
addition, as mentioned above, these different NMR
systemspresent a diversity of partner composition and
conformation. This offers the opportunity to achieve a
comprehensive overview of characteristics either
common to the organization of very different com-
plexes or, conversely, limited to specific cases.
The first part of this work was devoted to structural
explorations of NCp7–NA complexes, in particular
regarding the variability of the relative spatial orienta-
tions of ZF1 and ZF2, inside each system and across
the systems. Themost recentmodels of freeNCp7 [32]
were also analyzed and compared to bound NCp7
structures. Then, NCp7/NA interfaces were explored
using a recent, original tessellation method, called
Voronoi Laguerre Delauney for Macromolecules
(VLDM) [44,45]. Based on a representation of mole-
cules by a collection of polyhedra filling space without
overlaps or gaps, VLDM has the advantage of
analyzing interfaces without resorting to any empirical
or adjusted parameter. Thus, VLDM deciphers macro-
molecular interactions but does not evaluate forces or
energy directly. Here, VLDM provided an exhaustive
inventory of the interacting elements by precisely
mapping the NCp7/NA contacts that were further
characterized in terms of contact area (CA) and nature,
specifying the balance between electrostatic and non-
electrostatic (hydrophobic, van der Waals) compo-
nents.Overall, this work provided an in-depth structural
overview of the functional elements of NCp7 as well as
Fig. 1. Schematic representation of NCp7. This schema presents the 55 amino acids composing NCp7 from the NL4-3
strain of HIV-1; the residues 12, 24 and 26 in brackets are found in NCp7 from the M-B strain. The two zinc fingers (ZF1 in
red and ZF2 in cyan) are separated by a short linker (gray) and surrounded by N- and C-terminal domains (black). In 2JZW,
1BJ6 and 2L4L, 10 or 11 amino acids of N-terminal domain are lacking (see Table 1).
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a detailed description of NCp7/NA interfaces. Impor-
tantly, our results lead to amuch finer understanding of
the reading of NA by NCp7.
Results
Survey of the studied systems
To identify the structural features shared by both
NCp7–RNA and NCp7–DNA complexes or, con-
versely, those that are specific to one or the other
family, a total of 84 available NMR-based structures
of NCp7–NA complexes belonging to five different
systems (Table 1) were analyzed. Before reporting
the results of our analyses, we need to make a few
comments regarding both the proteins and NAs in
these systems.
Although NCp7 is non-specific in the sense that it
binds to any NA accessible region, this protein
prefers to interact with single-strand sequences
containing at least one guanine [16–19]. A maximal
affinity was obtained for NCp7—not included within
Gag—and an RNA sequence derived from SL3 that
includes two guanines separated by one base
[17,24]. Such double guanine containing motif is
present in both NCp7–RNA complexes studied here,
GAG in 1A1T [39] and GUG in 1F6U [40]. In the
NCp7–DNA systems, the 2JZW [41] and 2L4L [43]
complexes are formed with DNA including a TG
dinucleotide that is very attractive for NCp7 [16,17];
1BJ6 [42] contains only one guanine. Most of these
different complexes may therefore represent exam-
ples of optimal interactions.
Also, the complexes differ in NA length and
conformation (Table 1): the 1AIT, 1F6U and 2JZW
systems involve NAs folded in stem–loops; 1BJ6
contains a short single-strand DNA fragment; the
DNA in 2L4L is the 4-nt single-strand region of a
large stem–loop. NCp7 binds to RNA loops in SL2
(1F6U) and SL3 (1AIT) without inducing any stem
destabilization, while the NCp7–DNA complex 2JZW
was considered as a first stage of stem melting
because of interactions with both loop and stem,
which were suspected to induce a weakening of one
C:G base pair [41].
Finally, NCp7 produced from two different HIV-1
strains (Table 1) differ by three amino acids: THR 12,
ILE 24 and LYS 26 in 1A1T and 1F6U (NCp7–RNA
complexes) are ASN 12, THR 24 and ARG 26 in
2JZW, 1BJ6 and 2L4L (NCp7–DNA complexes). In
addition, the full-length NCp7, that is, the two zinc
fingers ZF1 and ZF2 separated by a short linker and
surrounded by C-and N-terminal domains (Fig. 1), is
present only in the NCp7–RNA complexes; the three
NCp7–DNA complexes contain an N-terminal domain
truncated from several residues (Table 1). In the
NCp7–RNA complexes, the intact N-terminal domain,
folded in a 310 helix, interacts with either the major
groove (1A1T, [39]) or the phosphodiester backbone
(1F6U, [40]) of the SL3 and SL2 RNA stems,
respectively. The importance of such contributions
for the complex stability and functions [9] cannot be
ignored. However, in our comparative study, we
focused on the interactions between NA and the
NCp7 part that is common to the five systems, that is,
amino acids 12–53.
The diversity of NA and protein compositions and
conformations in our pool of data is an advantage
for our purpose, which is to detect characteristics
either common or specific of NCp7/NA organiza-
tions. Since the two zinc fingers ZF1 and ZF2 are
key components for NA binding, their structures and
relative positioning were first scrutinized. TheNCp7/
NA interfaces were then analyzed and quantified
using the VLDM approach, and finally compared to
each other.
Structural variability of the zinc fingers ZF1 and
ZF2 in NCp7–NA complexes
A previous study of complexes in which NCp7 binds
the loop of NA hairpins inspected the conformation of
the individual zinc fingers and concluded that their
folding was identical regardless of the different NA
targets [41]. Here we extended the analysis to our 84
structure data set by calculating the cross-RMSDs on
Table 1. Summary of the studied NCp7–NA complexes
PDB code NCp7 NA Nmodels
1A1T 55 residues, full length; NL4-3 strain RNA of 20 nt from SL3 stem–tetraloop 25
1F6U 55 residues, full length; NL4-3 strain RNA of 19 nt from SL2 stem–tetraloop 20
2JZW 44 residues: truncation of the first 11 N-terminal residues; M-B strain DNA of 14 nt from HIV-1 primer binding site
(stem–pentaloop)
19
2L4L 45 residues: truncation of the first 10 N-terminal residues; M-B strain DNA of 4 nt, a single-strand region of the
stem–hexaloop mini cTAR
10
1BJ6 42 residues: truncation of the first 11 N-terminal and the last two
C-terminal residues; M-B strain
Single-strand DNA of 5 nt 10
This table gives the PDB codes of the NCp7–NA complexes studied here, specifying NCp7 length, eventual truncation and provenance,
as well as NA provenance and conformation. The number of models (Nmodels) in each system is given in the last column, summing up to
84. “nt” stands for nucleotide.
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the backbone heavy atoms of either ZF1 (CYS 15 →
CYS 28) or ZF2 (CYS 36 → CYS 49). The very low
cross-RMSD values, 0.7 ± 0.25 Å for ZF1 and 0.85 ±
0.6Å for ZF2onaverage, confirm that each type of zinc
finger, ZF1 or ZF2, adopts the same 3D conformation
across the models, regardless of the systems.
Thenext stepwas to compare the spatial positioning
of ZF1 and ZF2with respect to each other. For that, we
defined the so-called ZF1–ZF2 ensemble in which the
residues CYS 15 → CYS 28 and CYS 36 → CYS 49
were considered as a whole. The linker was thus
excluded from the analysis. Indeed, the extensive
conformational versatility affecting theΦ,Ψ backbone
angles all along this short domain submerges the
information about the ZF1–ZF2 ensemble by, for
instance, dominating RMSD values. RMSD calcula-
tions carried out on the ZF1–ZF2 ensemble (Supple-
mental Fig. S1-A) show a good conservation of the
ZF1 and ZF2 relative positioning within or across the
three NCp7–DNA systems. The low cross-RMSD
values (average value of 1.4 ± 0.3 Å) associated with
2JZW, 1BJ6 and 2L4L testify of the structural
homogeneity of the ZF1–ZF2 ensemble across the
NCp7–DNA systems (Supplemental Fig. S1-A). More
noticeable cross-RMSD values emerge from the
comparison between the two NCp7–RNA systems
(Supplemental Fig. S1-A, cross-RMSD values of 3.8 ±
0.2 Å on average for 1A1T versus 1F6U) or between
NCp7–RNA and NCp7–DNA systems (Supplemental
Fig. S1-A, cross-RMSD values of 3.4 ± 0.3 Å on
average for 1A1T or 1F6U versus 2JZW, 1BJ6 or
2L4L). However, such conformational variability does
not imply dramatic rearrangements, as illustrated by
the superimposition of typical structures of ZF1–ZF2
ensembles from two RNA- and one NCp7–DNA
systems (Supplemental Fig. S1-B).
This global structural conservation is further estab-
lished by measuring the distance DZnZF1–ZnZF2 be-
tween the two zinc atoms in ZF1 and ZF2 and pseudo-
dihedral angles reflecting the relative orientations of
ZF1 and ZF2. The values of DZnZF1–ZnZF2 tend to be
slightly shorter in NCp7–RNA than in NCp7–DNA
complexes but remain in the same order of magnitude
across the systems (Table 2); the standard deviations
also indicate limited variations across the models of a
given system (Table 2).
Overall, the form characterized by the proximity of
the two zinc fingers (closed form) is preserved, as
firmly ascertained by the existence of measurable
NMR distances between PHE 16 and ASN 17 on one
hand and TRP 37 on the other hand [39,41–43]. The
relative orientations of ZF1 and ZF2 were then
scrutinized through three Cα–ZnZF1–ZnZF2–Cα
pseudo-dihedral angles involving the two Zn atoms
and two Cα atoms of various residues chosen in three
different ways: (i) CYS 15 at the beginning of ZF1 and
CYS 49, the last residue of ZF2; (ii) the ZF1 and ZF2
centers, LYS 20 and GLY 43; and (iii) CYS 28 at the
end of ZF1 and CYS 49 at the beginning of ZF2. As
forDZnZF1–ZnZF2, the values and standard deviations
of these three pseudo-angles are consistent within
and across the systems (Table 2). One exception
concerns the 1F6U system in which 6 of a total of 19
models show alterations in the ZF1 and ZF2 folding
and relative positioning, at least according to the
CαCYS28–ZnZF1–ZnZF2–CαCYS36 pseudo-angle
(Table 2). However, a clear, dominant scheme charac-
terizes the ZF1–ZF2 ensemble, which can be summa-
rized in terms of couples of vectors. Thus, ZnZF1 →
CαLYS20 and ZnZF2 → CαGLY43 point toward opposite
directions conversely to ZnZF1 → CαCYS15 and ZnZF2 →
CαCYS49 that are directed toward similar directions as
well as ZnZF1 → CαCYS28 and ZnZF2 → CαCYS36 (Fig. 2).
In summary, each zinc finger, ZF1 or ZF2, behaves
as a quasi-rigid body in our data set of NCp7–NA
structures. Despite a residual variability of the relative
orientation of ZF1 and ZF2, the organization of the
ZF1–ZF2 ensemble is globally remarkably conserved
in view of the disparity of the studied systems.
Analysisof freeZF1–ZF2ensembleandcomparison
with their bound counterparts
The next question we addressed concerned an
eventual resemblance between the free and bound
forms of NCp7, in particular regarding the ZF1 and
ZF2 relative positioning. For that, we benefited from
a recent study that mixed NMR experiments, solution
Table 2. Structural parameters related to the relative positioning of ZF1 and ZF2 in bound NCp7
NCp7-RNA NCp7-DNA
1A1T 1F6U 1BJ6 2JZW 2L4L
DZnZF1-ZnZF2 (Å) 16.4 (0.1) 18.0 (0.5) 19.5 (0.6) 19.0 (0.3) 18.0 (0.2)
(CαCYS15- ZnZF1-ZnZF2-CαCYS49) (°) 17 (4) 78 (11) 49 (7) 40 (5) 63 (3)
(CαLYS20- ZnZF1-ZnZF2-CαGLY43) (°) 166 (4) 234 (10) 179 (6) 184 (6) 205 (3)
(CαCYS28- ZnZF1-ZnZF2-CαCYS49) (°) 35 (7) 26 (9) or 130 (19) 42 (7) 37 (5) 56 (6)
The spatial positioning of ZF1 and ZF2 with respect to each other was monitored in each system by calculating DZnZF1–ZnZF2, the distance
between the two zinc atoms in ZF1 and ZF2, and three pseudo-dihedral angles. These angles are all defined around the two zinc atoms in ZF1
and ZF2 but differ by the two Cα atoms that complete the dihedral tetrads: (i) CYS 15 and 49, the first and last residues of ZF1 and ZF2,
respectively; (ii) LYS 20 and GLY 43, in ZF1 and ZF2, respectively; and (iii) CYS 28 and 49, the last and first residues of ZF1 and ZF2,
respectively. The data are averaged values calculated on the model set constituting each system. Standard deviations are given in brackets.
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x-ray scattering and simulated annealing to quantita-
tively depict the conformational spacesampled by free
NCp7 from the M-B strain [32]. Three clusters of
structures were defined, which, taken together,
satisfied at best the whole collection of experimental
data. At the end of their paper, the authors mentioned
that their cluster 1 resembled to the bound NCp7
structure in 1F6U and 2JZW. Here, we focused on the
ZF1–ZF2 ensemble and used our own criteria to
analyze the 21models (PDB code 5I1R) that stand for
typical free NCp7 structures and to compare them to
the 84 models of bound NCp7.
Let us look at the 5I1Rmodels categorized using the
DZnZF1–ZnZF2 distance and Cα–ZnZF1–ZnZF2–Cα
angles. The existence of four distinct and homoge-
neous groups (Table 3 and Fig. 3a) reflects without
surprise the variability of the relative positioning of ZF1
and ZF2, which contrasts with themonotony observed
in NCp7–NA complexes. The conformational combi-
nations of Cα–ZnZF1–ZnZF2–Cα angles that are
observed correspond to either short or larger dis-
tances between the two Zn atoms, defining closed
conformations in groups 2 and 3 and open conforma-
tions in groups 1 and 4. The examination of the Φ, Ψ
angles along the linker stresses the flexibility of two
linker residues, LYS 34 and GLY 35, as previously
described [32]. Indeed, various Φ, Ψ combinations of
LYS 34 and GLY 35 are associated with each type of
ZF1 and ZF2 relative positioning, except fromΦLYS 34
in g− in all open models.
Table 3. Structural parameters related to the relative positioning of ZF1 and ZF2 in free NCp7
Group Models in 5I1R DZnZF1–ZnZF2 (Cα15–ZnZF1–ZnZF2–Cα49) (Cα20–ZnZF1–ZnZF2–Cα43) (Cα28–ZnZF1–ZnZF2–Cα36) Free versus
bound NCp7:
RMSDav
G1 1,4,7 23.0 (0.3) −56 (8) 100 (7) −158 (12) 6.4 (0.1)
G2 2,5,8,11,14,17,21 16.6 (0.3) 76 (8) −91 (5) 68 (5) 4.7 (0.4)
G3 3,6,9,12,15,18,20 15.6 (0.5) 14 (6) −173 (6) 11 (7) 3.1 (0.2)
G4 10,13,16,19 24.5 (0.7) 77 (47) −158 (43) −55 (40) 5.7 (0.3)
This table reports the four groups of free NCp7 models resulting from the classification of the ZF1 and ZF2 spatial positioning relative to
each other. The 21 models and their numbering are from the 5I1R PDB file. The relative positioning of ZF1 and ZF2 was monitored by the
same parameters as in Table 2. The distanceDZnZF1–ZnZF2 (Å) and three pseudo-dihedral angles (°) are given in terms of averaged values
and standard deviations in brackets. The last column shows the average RMSD values (Å) calculated on the heavy backbone atoms of the
ZF1–ZF2 ensemble (CYS 15 → CYS 28 and CYS 36 → CYS 49), in free and bound NCp7 (complete sets of 21 and 84 free and bound
structures, respectively).
Fig. 2. Characteristics of the relative positioning of ZF1 and ZF2 in boundNCp7. The three panels represent the backbone
trace of ZF1 (red) andZF2 (cyan) separated by the linker (gray). The structure usedhere is themodel 1 of 2L4L. Three couples
of vectors (yellowarrows)were chosen to characterize the relative orientation of the two zinc fingerswith respect to eachother:
ZnZF1 → CαLYS20/ZnZF2 → CαGLY43 (a), ZnZF1 → CαCYS15/ZnZF2 → CαCYS28 (b) and ZnZF1 → CαCYS28/ZnZF2 → CαCYS28 (c).
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The structures of group 3, characterized bymoderate
DZnF1–ZnF2 values and (Cα15–ZnZF1–ZnZF2–Cα49) in
g+, (Cα20–ZnZF1–ZnZF2–Cα43) in trans and (Cα28–
ZnZF1–ZnZF2–Cα36) in g+ (Table 3), are in quasi perfect
agreement with the bound ZF1–ZF2 ensemble
(Table 2). Accordingly, the ZF1–ZF2 ensembles of
this group remarkably well match their bound equiva-
lents (Supplemental Fig. S2; example in Fig. 3b),
clearly more than those of the other groups (Table 3).
To gain more information about a possible scenario
of the NCp7 binding process, VLDM was used to
calculate the CA between each residue in the free
NCp7models andwatermolecules (for details ofmodel
hydration, see Materials and Methods). Irrespective of
their location and the conformational group, arginines
and lysines largely expose their charged, hydrophilic
side chains to the solvent (Fig. 4a). Less expected
because of a poor hydration potential of their large side
chains [46–48], PHE 16 and TRP 37, both essential for
NCp7/NA interaction [39–43], also show a consequent
accessibility to water molecules. The TRP 37 is a
special case because it has a variable accessibility:
maximal in the open conformations of groups 1 and 4
(Fig. 4a and b), this accessibility is reduced in the
closed conformations of group 3 and, to a lesser extent,
of group 2, due to additional contacts between TRP 37
and linker or ZF1 residues—mainly ASN 17 (Fig. 4b).
More globally, the residues of ZF2 aremore accessible
than those of ZF1 in the four conformational groups that
we identified (Fig. 4a).
These analyses support the idea that both open
and closed conformations sampled by NCp7 in its
free state are exploited during the NA binding
process. Indeed, the accessibility measurements
reveal that ZF2 and more specifically TRP 37 in free
NCp7 open conformations are in the best position to
interact with NA targets. However, the fixation of
RNA or DNA to NCp7 clearly stabilizes a closed
conformation type also explored by the free ZF1–
ZF2 ensemble. The next step was to explore the
protein/NA interface to understand how the NCp7
closed conformation is maintained in the complexes.
NCp7/NA interface composition andcharacteristics
The analyses of theNCp7–NAstructureswith VLDM
provided the list of the amino acids and nucleotides that
are in contact, and the quantification of the interface in
termsofCAs.Despite the fact thatCAsdo notmeasure
energies directly, comparison of surfaces of similar
electrostatic/non-electrostatic balance does give indi-
cations of the relative strength of interactions. CAs
were averaged over the set of models of each system,
distinguishing the surfaces interactions involving the
different parts from NCp7, ZF1 (CAZF1/NA), the linker
(CAlinker/NA) and ZF2 (CAZF2/NA) (Fig. 5, Supplemental
Table S1). The largest CAs are observed with amino
acids belonging to one or the other zinc finger, with
an additional secondary contribution of residues of
N-terminal or linker regions (Fig. 5a, Supplemental
Table S1), which were of course also taken into
account in the analyses. The term “extended ZFx/NA
interfaces” will designate this extended series of
contacts involving ZFx amino acids and additional
relevant residues that, strictly speaking, belong to the
N-terminal domain or the linker.
Fig. 3. Typical structures of free ZF1–ZF2 ensembles and comparison with a bound structure. In these representations
showing NCp7 backbone traces, ZF1 is in red, ZF2 in cyan, the linker in gray and the N- and C-terminal domains in black.
(a) Typical structures of the four groups defined in Table 3 from the 21 models of free NCp7 in 5I1R; models 1, 2, 3 and 10
are representative of groups 1, 2, 3 and 4, respectively. (b) Superimposition of the backbone trace of the ZF1–ZF2
ensembles in free (model 9 of group 3 of 5I1R) and bound (model 16 of 2JZW) NCp7; the corresponding RMSD is 2.2 Å.
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A first result about interfaces relates to the balance
between the different component of CAs, electrostatic,
hydrophobic or contacts due to the simple proximity
(seeMaterials andMethods). The contribution of these
three components is consistent not only across the five
considered systems but also across the ZF1/, linker/
and ZF2/NA interfaces (Table 4). Electrostatic CAs
correspond to very modest percentages of the total
CAZF1/NA, CAZF2/NA and even CAlinker/NA in spite of the
linker enrichment in basic residues (Table 4). The
electrostatic interactions include hydrogen bonds
mostly engaging the guanines interacting with linker
and ZF2 residues (Supplemental Fig. S3), as earlier
noticed [39]. Supplementing the electrostatic compo-
nent, hydrophobic contacts represent the main contri-
bution to CAZF1/NA and a substantial part of CAZF2/NA
(Table 4). This marked hydrophobic character and the
slightly different balance between the CA types in the
ZF1 and ZF2 interfaces resonate with previous
physicochemical studies [4,16,49,50]. Hydrophobic
contacts primarily implicate aromatic amino acids and
aliphatic chains of arginine and lysine on NCp7 side,
and base carbon atoms on the NA side. The bases
emerge as the major interacting NA elements,
accounting for 64% ± 4% of the total CAs, regardless
of the type of contacts (Supplemental Fig. S4). The
remaining CAs include sugars (C1′, C2′, C3′, C4′, C5′,
O4′ and, when relevant, O2′; 23% ± 5% of the total
CAs) and phosphate groups (P, O1P, O2P, O5′ and
O3′ atoms; 13% ± 4% of the total CAs) (Supplemental
Fig. S4).
The interfaces were then examined in detail,
starting with the simplest case, namely, the ZF2
interface keeping a unique global organization
preserved in all models. From the NA point of view,
the most important CA contribution arises from a
single guanine (Fig. 5b), extruded from the NA loops
in 1A1T, 1F6U and 2JZW and intrinsically accessible
in the single-strand DNAs in 1BJ6 and 2L4L. These
particular guanines are enclosed in pockets of very
Fig. 4. Accessibility to water molecules of amino acids in free NCp7 and the particular case of TRP 37. (a) The contact
areas (CAav) between amino acids and water molecules are plotted along the free NCp7 sequence for the four structural
groups identified in Table 3. The data were averaged over the models that constitute each group; the vertical error bars
correspond to standard deviations. (b) These pie charts represent the CAs (Å2) between TRP 37 and either amino acids or
water molecules in the same four structural groups. In both panels, the data associated with ZF1, linker and ZF2 residues
are in red, gray and cyan, respectively.
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Table 4. Components of NCp7/NA CAs
Interface CA component
(%)
NCp7–RNA NCp7–DNA AV
(SD)
1A1T 1F6U 2JZW 1BJ6 2L4L
ZF1/NA Electrostatic 15 15 18 14 9 14 (3)
Hydrophobic 44 36 37 46 59 44 (9)
Proximity 41 49 45 39 32 41 (6)
Linker/NA Electrostatic 26 18 21 21 30 23 (5)
Hydrophobic 2 15 15 11 2 9 (6)
Proximity 72 67 64 68 68 68 (3)
ZF2/NA Electrostatic 19 18 20 20 14 18 (2)
Hydrophobic 26 28 29 24 25 26 (2)
Proximity 55 55 51 56 61 55 (4)
The CA contribution of electrostatic, hydrophobic and simple C–O or C–N proximity components is given in percentage of total CA for the
five systems studied here. The percentage values were calculated over the whole model set constituting each system. The overall
average values (AV) and standard deviations (SD) are given in the last columns.
Fig. 5. Amino acids and nucleotides involved in the NCp7/NA interfaces. The contact areas (CAav) between amino acids
and nucleotides are plotted along the NCp7 sequences (a) or for the contacted nucleotides (b). The NA structures of each
studied complex are also schematically represented (c). In panels a and b, the data associated with N-terminal domain, ZF1,
linker and ZF2 residues are in gray, red, gray and cyan, respectively. The data were averaged over the models that constitute
each system; the vertical error bars correspond to standard deviations. In panel a, the vertical dashed lines point out the
contacts involving PHE 16 and TRP 37, central in the ZF1 and ZF2 interfaces.
1973New Insights into the NCp7–NA Binding Process
similar structure and composition across the sys-
tems (Supplemental Fig. S5; Tables 5 and S1).
Among their interactions with amino acids, those
involving TRP 37 and GLN 45 (Fig. 6a) prevail,
accounting for half or even over half of the total CAs
(Table 5). Indeed, the exceptionally large CAs
between TRP 37 and these guanines (Table 5)
have no equivalent elsewhere in the NCp7/NA
interfaces (Supplemental Table S1); they reflect the
large overlap of the TRP and guanine aromatic rings
(Fig. 6a). According to quantum mechanical calcula-
tions, such stacking is the spatial configuration that
corresponds to the best interaction energy for a couple
composed of these two elements [51].
In addition to interactions with ZF2 amino acids, the
residues 32→ 35 of the linker (one ARG, two LYS and
one GLY) complete the interface by contacting the
sandwiched guanine and sometimes its nearest
neighbors (Tables 5 and S1). These contacts are
generally more fluctuating than those involving ZF2
Fig. 6. Typical major interactions in NCp7/NA interfaces. (a) Representation of the TRP 37/GUA/GLN 45 interactions
observed in all studiedNCp7–DNAandNCp7–RNAmodels; the superimpositionwasmadeon the guanines. (b)Representation
of theTRP37/PHE16 interactions observedeither inNCp7–DNAorNCp7–RNAmodels; the superimpositionwasmadeonTRP
37. (c) Representation of the PHE 16/PYR/THR 24 interactions observed in NCp7–DNA models; the superimposition was
made on the pyrimidines. (d) Representation of the PHE 16/GUA/ILE 24 interactions observed in NCp7–RNA models; the
superimposition was made on the guanines.
Table 5. CAs associated with key guanines in the linker-ZF2/NA interfaces
System Base CA(linker/NA) CA(ZF2/NA) Sum
ARG
32
LYS
33
LYS
34
GLY
35
CYS
36
TRP
37
HIS
44
GLN
45
MET
46
LYS
47
1AIT G210 No 2 (1) 14 (7) 11 (1) 10 (0) 40 (2) 2 (1) 32 (3) 17 (2) 22 (6) 150 (3)
1F6U G209 3 (5) No 2 (3) 9 (2) 4 (1) 37 (3) No 22 (8) 19 (3) 10 (7) 106 (5)
2JZW G107 7 (6) 11 (2) 7 (1) 11 (1) 4 (1) 48 (4) No 29 (3) 14 (2) 16 (5) 147 (3)
1BJ6 G3 18 (5) 12 (2) 7 (2) 10 (1) 8 (1) 56 (2) No 25 (3) 22 (3) 12 (6) 170 (3)
2L4L G126 13 (7) 13 (2) No 6 (2) 7 (1) 45 (2) 3 (1) 30 (3) 21 (5) 1 (1) 139 (3)
This table reports, for each system, the detailed contacts of the guanine that engagesmajor contacts with TRP 37 and other amino acids of
the linker or ZF2. Each nucleotide/amino acid couple is characterized by the CA (Å2) calculated and averaged on the model set of each
system; the last column, “Sum,” gives the total CA of each considered nucleotide. Standard deviations are given in brackets. “No” stands
for not observed.
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residues, apart from the noticeable case of a recurrent
hydrogen bond engaging the backbone of GLY 35.
However, their contribution cannot be underestimated
since their substitution by ALA residues affects NCp7
binding properties [9].
Both ZF1/ZF2 and ZF1/NA interfaces show alter-
native organizations, in contrast with what happens in
the uniform ZF2/NA interface. As discussed in the first
section, the global conservation of the relative
orientation of ZF1 and ZF2 does not totally preclude
some variability in backbone courses, which can be
amplified by the diversity of side chain conformations.
Thus, although ZF1 and ZF2 are always intercon-
nected viaPHE 16 and TRP 37, these residues do not
occupy the same relative position in NCp7–RNA and
NCp7–DNA complexes (Fig. 6b). Despite the visual
impression of large structural differences, four of the
PHE 16/TRP 37 arrangements (in 1A1T, 2JZW, 2BJ6
and 2L4L) display similar CAs, 11.7 ± 1.5 Å2 on
average. The remaining interaction in 1F6Uhas a very
weakCAof 1.3 ± 5Å2. Besides, it should be noted that
this ZF1/ZF2 interface is strengthened in the NCp7–
RNA complexes by an ASN 17/TRP 37 contact, as
observed in the conformational group 3 of free NCp7.
Two distinct spatial arrangements are also detected
in the ZF1/NA interfaces. These interfaces extend over
a variable number of nucleotides (Fig. 5b). One
spectacular case is the amino acid 26 (LYS or ARG
in NCp7–RNA, NCp7–DNA complexes, respectively)
which covers from two (2L4L) to nine (2JZW)
nucleotides (Supplemental Table S1) and, according-
ly, has a variable CALYS or ARG 26 value (Fig. 5b and
Supplemental Table S1). A potential source of
variability is the NA folding/unfolding stem–loops
offering a priori a possibility to multiply the contact
points conversely to short single-strand segments.
This in fact occurs in two out of the three
systems containing contacted stem loops: the NA
folding in 1F6U and 2JZW allows for proximity
interactions that increase the total CAs of the ZF1/
NA interfaces (CAav-ZF1/NA = 313 ± 18 Å
2 for 1F6U,
348 ± 35 Å2 for 2JZW; 242 ± 10 Å2 for 1A1T; 161 ± 23
Å2 for 1BJ6 and 147 ± 20 Å2 for 2L4L).
Independently of the above considerations, the
ZF1/NA interfaces are built around three elements:
two amino acids surrounding one nucleotide. One of
these elements, PHE 16, is common to all systems,
whereas the other two, the amino acid 24 and the
nucleotide, are either ILE and guanine in NCp7–
RNA or THR and pyrimidine in NCp7–DNA com-
plexes. As a first remark, it should be noticed that the
CAs associated with guanines are significantly lower
with ZF1 (Table 6) than with ZF2 (Table 5).
Observing that the electrostatic/non-electrostatic
CA ratios are comparable (0.25 ± 0.04 on average),
we could interpret this difference as a relative
weakness of the ZF1/guanine interactions. Focusing
on the extended ZF1/NA interfaces (Table 6) reveals
that the nature of the sandwiched nucleotide, guanine
or pyrimidine, does not systematically affect the
interface area (see, for instance, guanine 211 in
1F6U versus cytosine 2 in 1BJ6 in Fig. 5b and Table 6).
However, the presence of a pyrimidine clearly disfavors
the electrostatic component, and the electrostatic/
non-electrostatic CA ratio decreases down to 0.06
against 0.25 for a guanine.
In the three NCp7–DNA complexes (Fig. 6c), and
thus irrespective of the DNA folding, a pyrimidine is
twisted so that large CAs occur between the attached
sugar, in particular the O4′, C4′ and C5′ atoms, and
THR 24 (Supplemental Table S1); the same base also
interacts with PHE 16 via either face or stacked
configurations known to be energetically equivalent
for all PHE/nucleotide couples [51]. This pyrimidine
acts as a shield precluding PHE 16 contact with any
other nucleotide (Supplemental Table S1). The NCp7–
stem loop RNA complexes are constituted by PHE 16
and ILE 24 surrounding a guanine (Fig. 6d) in amanner
that evokes the ZF2/NA interface (Fig. 6a), while here,
the guanine and PHE 16 adopt a face conformation.
The other side of the same guanine engages large
contacts with ILE 24 (Fig. 6d and Table 6), comprising
CH/π interactions recurrently observed in protein/RNA
interfaces [52,53]. A very similar interaction scheme
was described for PHE 16–GUA–ILE 24 in a NCp7–
single-strand RNA complex for which corresponding
Table 6. CAs associated with key nucleotides in extended ZF1/NA interfaces
System Base N-ter domain ZF1 Sum
VAL
13
LYS
14
CYS
15
PHE
16
ILE
24
THR
24
ALA
25
LYS
26
NCp7-RNA 1AIT G212 8 (1) 13 (2) 1 (1) 27 (1) 29 (3) – 12 (1) 18 (3) 108 (2)1F6U G211 2 (2) 9 (2) 3 (1) 19 (2) 29 (3) – 10 (2) 28 (7) 100 (3)
NCp7-DNA
2JZW T106 5 (2) No No 27 (3) – 13 (2) 4 (2) 18 (8) 67 (3)
1BJ6 C2 9 (6) 3 (4) 1 (2) 31 (6) – 21 (2) 10 (4) 16 (9) 91 (5)
2L4L T124 13 (6) 8 (4) 1 (2) 32 (7) – 12 (5) 2 (4) No 68 (4)
This table concerns specifically each nucleotide of each system which engages major contacts with PHE 16 and other amino acids of the
N-terminal domain or ZF1. Each individual nucleotide/amino acid couple is characterized by the contact area (CAav, Å
2) calculated and
averaged on the models of each system; the last column, “Sum,” gives the total CAav of each considered nucleotide. Standard deviations
are given in brackets. “No” stands for not observed.
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model coordinates are unfortunately unavailable [54],
indicating that, as for the NCp7–DNA complexes, the
NA folding/unfolding does not change the interface
pattern. Another point shared by all the complexes
concerns the CAs associated with PHE 16/nucleotide/
amino acid 24, which show similar values, 45 ± 6 and
51 ± 6 Å2 in NCp7–DNA and NCp7–RNA complexes,
respectively, despite the change of interacting partners
and major structural differences. For comparison, the
surface of the TRP 37/GUA/GLN 45 interface reaches
73 ± 8 Å2.
A last comment relates to the orientation of NCp7
and NA, parallel or anti-parallel, previously postulat-
ed to be a hallmark of NCp7–DNA and NCp7–RNA
complexes [41,43]. Here, the CA profiles along the
5′ → 3′ course of NA sequences (Fig. 5b) already
indicate that the NCp7 N-ter → C-ter directions are
not identical in NCp7–DNA and NCp7–RNA com-
plexes. Focusing on the nucleotides contacted by
the couple typical of ZF1, PHE 16 and residue 24,
much more clearly shows that, in NCp7–DNA or
NCp7–RNA structures, they precede (N-ter → C-ter
and 5′ → 3′) or follow (N-ter → C-ter and 3′ → 5′) the
guanine stacked with TRP 37 and GLN 45 of ZF2,
respectively (Supplemental Fig. S6). However,
nothing in the interface composition—for instance,
specific contacts with the OH group of RNA sugars—
relates the relative NCp7/NA direction to any
discrimination mode between RNA and DNA.
Our VLDM approach provides in particular an
objective and quantitative description of the inter-
faces involving both zinc fingers and some residues
of the linker. In addition, it emphasizes the contrast
between the variability of the extended ZF1/NA
interfaces and the robust organization of ZF2/NA
contacts, almost perfectly reproduced across the
systems. Keeping in mind that the ZF2 sequence
and the linker contacted segment are identical in all
the complexes, the uniformity of the extended ZF2/
NA interface reveals its insensitivity to the other two
variables, the NA conformation and sequence. The
extended ZF1/NA interfaces testify of an ability to
accommodate different (i) amino acids at position
24 (ILE versus THR) and 26 (ARG versus LYS), (ii)
NA nature (RNA versus DNA) and (iii) NA
sequences.
Discussion
We analyzed here the available models of NCp7
bound to NA, a collection of five NCp7–NA systems
differing by the NA nature (RNA versus DNA), the
NA folding (stem–loop versus single strand), the
base sequence, and, ultimately, the origin of NCp7.
Our investigations also incorporated the free NCp7
models, recently published [32]. These sets of
models were exploited for their ability to provide
an experimental-based view of the NCp7 shape
variability, keeping in mind that they do not neces-
sary reflect the relative populations of different 3D
organizations when several structural families are
explored.
In a first part, we scrutinized the structure of the
ensemble constituted by the two zinc fingers ZF1 and
ZF2 that have a leading role in NA binding. Then, the
NCp7/NA interfaces were described in detail by
mapping the contacts between amino acids and
nucleotides; their quantification was achieved from a
strict topological point of view by measuring CAs. Our
rationale and quantitative approach enabled us to
collect information that led in particular to a scenario
for the NCp7–NA binding process, unifying and
complementing some aspects already proposed.
Introducing the notion of a temporal succession
between the bindings of ZF1 and ZF2 is very
tempting but premature given our current state of
knowledge. However, the larger accessibility of ZF2
compared to ZF1 in free NCp7 (Fig. 4a) argues for
an initial event involving ZF2. During this step, ZF2
specifically recognizes one accessible guanine,
ignoring available nucleotides of other type. The
open conformations sampled by free NCp7, by
enhancing the exposition of TRP 37 to the solvent
(Fig. 4b), likely facilitate the detection and the
fixation of the targeted guanine by this residue.
This guanine in fact concentrates most contacts
(Fig. 5b) that primarily involve TRP 37 and GLN 45
but also engage additional amino acids belonging to
both linker and ZF2 (Table 5 and Supplemental Fig.
S5). The organization of this interface is remarkably
consistent across the NCp7–NA models, implying
that the binding step involving ZF2 is insensitive to
the guanine neighboring sequence as well as to the
NA conformation and nature (Fig. 6a).
After or simultaneously with the ZF2 binding event,
ZF1 interacts with the region adjacent to the guanine
contacted by ZF2, according to two modes that are
further discussed below. PHE 16 and ARG 26 are
the most accessible ZF1 residues in free NCp7,
independently of its intrinsic dynamics (Fig. 4).
Considering their important implication in the ZF1
interfaces (Fig. 5a), these amino acids may be
decisive at this stage of NA binding. Finally, once
assembled to NA, NCp7 adopts a restricted collec-
tion of conformations that, globally, corresponds to a
unique relative orientation of the two zinc fingers with
respect to each other (Table 2; Fig. 2). This 3D
arrangement perfectly matches one closed type of
conformation sampled by free NCp7 (Fig. 3b), whose
assembling in complexes should therefore induce
minimal energetic cost.
In the light of the former description, NCp7
appears as a very interesting case in which not
only one but all the conformations sampled by the
protein in its free state have the potential to be
exploited during the NA binding process. Thus,
NCp7 meets the criteria of the “linkage scheme for
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binding” previously described as a mix between two
mechanisms, the conformational selection and the
induced fit [55]. According to this scheme, a
macromolecule exists as multiple conformations
capable of interacting with its targets, but after
binding, one of the free forms is trapped in the
complex, which is stabilized via interactions with the
target that obviously alter the free energetic
landscape.
Concerning the functions of the two zinc fingers, the
elements concerning ZF2 in the above considerations
(large accessibility in free NCp7, conserved interface
across the systems) clearly corroborate the strategic
role of this zinc finger in the guanine recognition
process. That ZF2 is the principal actor of this function
is supported by the dramatic decrease in affinity for
RNA observed when ZF2 was deleted in a Gag
context, an effect that does not appear with ZF1
deletion [49]. The ZF1/NA interfaces, despite their
variable organizations, show characteristics shared
by the five studied systems, which at last relate to
the ZF1 function. Themajor CAsof these interfaces do
not clearly depend on a particular type of nucleotide
(Table 6). In addition, the nucleotides, guanines as
well as pyrimidines, interacting with the key ZF1 amino
acids 16 and 24 are never so firmly anchored as the
guanines contacted by ZF2 (Table 6 versus Table 5).
Nevertheless, ZF1 and someneighboring amino acids
cover numerous nucleotides, so that the total areas of
the corresponding interfaces reach extensive values
in complexes containing stem–loops of various
sequences (Supplemental Table S1). These obser-
vations point toward the ability of ZF1 to lock NCp7–
NA complexes without really needing well-defined NA
sequence. In addition, ZF1was previously assumed to
be responsible for the NCp7 chaperone activity
[34,35]. In this context, 2JZW was presented as an
example of the early stage of unfolding a strong
secondary structure [41]. Indeed, our analysis shows
that a set of five ZF1 residues (GLY 22, HIS 23, THR
24, ARG 26 and ASN 27) engage substantial contacts
with the first C105:G111 base pair next to the loop
(Supplemental Table S1), which gives clear signs of
destabilization [41]. In sum, rather than for distinct
roles, our results advocate for two specializations of
ZF1 and ZF2: ZF2 would be in charge of the
recognition phase itself, while ZF1 would assist the
stabilization of the NCp7–NA complexes and, if
appropriate, carry out the chaperone function.
We now come back to the extended ZF1/NA
interfaces that, regardless of the NA conformation
(stem–loop versus single strand), are organized in
two global patterns (Fig. 6c) and display either parallel
or anti-parallel mutual orientation of NCp7 and NA.
At first sight, these organizations are typical of the NA
nature (NCp7/RNA versus NCp7/DNA). However, the
complexes also differ by other features comprising
the type of the amino acids at position 24 (ILE or THR)
and 26 (LYS or ARG). It would be amazing that
changing ARG for LYS or the inverse is the main
source of the interface alterations since both residues
have equivalent properties—here, they essentially
interact thanks to their similar long aliphatic side chains.
This argument can no longer be invoked for polar THR
and hydrophobic LEU or ILE. Indeed, THR → LEU
mutation affects the NCp7 affinity for specific RNA
sequences [38]. Thus, before we are able to conclude
about the reasons that preside over the stabilization of
either one or the other organization, it would be
desirable, if not essential, to determine the effect of
the presence of LEU or ILE 24 on the interface with
DNA, reminding that these amino acids are present in
95% of HIV-1 NCp7 (http://hivmut.org, [56]). Whatever
the causes, the ZF1/NA arrangements reveal a definite
structural plasticity of theNCp7. This is a very important
point, given the ability of this protein to assume many
different functions.
Finally, our analyses also stress some additional
points concerning the protein/NA interfaces. Most
ARG and LYS exhibit a large surface accessible to
the water molecules in free NCp7 (Fig. 4); in the
complexes, they are associated with important CAs
(Fig. 5), in line with their role in NA interaction
highlighted by using mutants [9]. Nevertheless, they
are generally engaged in contacts that are quite
variable in terms of number and location of
nucleotides (Supplemental Table S1), suggesting
that they have a role in finely adjusting the partners
together rather than in the binding events, strictly
speaking. Although positively charged, the major
contribution of these amino acids to the interfaces
consists in making hydrophobic interactions, thanks
to the aliphatic part of their side chains. With the
additional contribution of other amino acids such as
aromatic residues, hydrophobic interactions are
omnipresent in the NCp7–NA complexes (Table
4). This should be put in perspective with previous
studies that also underline the substantial occur-
rence of non-electrostatic contacts in protein–DNA
structures [45,57]. The case of NCp7 containing
complexes reinforces the idea that protein/NA
interfaces are stabilized by both hydrophobic and
electrostatic interactions.
Materials and Methods
NCp7/NA models
We examined available experimental models of
NCp7–DNA and NCp7–RNA complexes, all based
on NMR data and deposited in the PDB under the
codes 1A1T, 1F6U, 2JZW, 1BJ6 and 2L4L. As
usual in the case of structures from NMR, each
PDB file provided a series of models (Table 1) that
were all studied here. Information about the NAs
and protein contained in each complex is supplied
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in Table 1. Since two different VIH-1 strains were
used to produce NCp7, THR 12, ILE 24 and LYS 26
in NCp7–RNA complexes (1A1T, 1F6U) become
ASN 12, THR 24 and ARG 26 in NCp7–DNA
complexes (2JZW, 1BJ6, 2L4L). Fig. 1 illustrates
the composition(s) and numbering of NCp7.
Interface analysis
The NCp7/NA interface was analyzed by VLDM, a
software originally developed for proteins [44] and
recently extended to NAs [45]. VLDM relies on a
tessellation method, that is, a partition of space into a
collection of polyhedra filling spacewithout overlaps or
gaps. The 3D structure entered as input is initially
solvated by an 8-Å-thick water layer using the Solvate
procedure [44,45] to avoid open or distorted polyhedra
in the tessellation. The partition of space is carried
out on the solute and the solvent atoms considered
as a set of sites defined by atomic positions and
weights depending on the atom van der Waals radii.
Technically, the Delaunay tessellation is first built on
all atoms of the whole system; then the Laguerre
tessellation is deduced as the geometric dual of the
Delaunay diagram. In the Laguerre tessellation, each
polyhedron is convexandmost often encloses a single
atom. The shape of these polyhedra is variable, but it
only depends on the mutual positions of neighboring
atoms. In this sense, the Laguerre partition is a faithful
representation of the structure, free from adjustable
parameters. The contacts are represented as facets
shared by two nearest neighbor polyhedral. In the
present analysis, only the heavy atoms of the solute or
water molecules were considered.
In this approach, a contact occurs whenever two
atoms share a common face in the tessellation. The
interface between two molecules or molecular
groups is a polygonal surface, quantified by its
area (CA). The protein or NA accessibility was
represented by the CAs between water molecules
and solute residues. The NCp7/NA interfaces were
quantified by the CAs between protein residues and
nucleotides. These interfaces were also analyzed
according to the contact nature. Electrostatic con-
tacts involve N and O atoms (N–N, N–O or O–O),
excluding repulsive interactions between two donors
or two acceptors; hydrogen bonds and salt bridges
belong to this category. The other types report either
hydrophobic contacts involving carbon atoms exclu-
sively (C–C) or a simple proximity of N–C or O–C
atoms.Examination of the distances characterizing the
hydrophobic or electrostatic contacts showedmaximal
distribution peaks at 4 Å (from 3.5 to 6 Å) for C–C
contacts and 2.5 Å (from 2.5 to 5 Å) for N–O, N–N and
O–O contacts.
Hydrogen bonds between donor (D) and acceptor
(A) were calculated with HBPlus [58], using as
existence criteria D–A distance b3.9 Å and D–H–A
angle N120°.
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Figure S1: Comparison of the conformations of the ZF1-ZF2 ensemble across the NCp7-NA systems.
A: The structures of the ZF1-ZF2 ensemble was compared across the models of the five systems 
studied here by calculating cross-RMSDs on the backbone heavy atoms of the CYS 15 → CYS 28 and 
CYS 36 → CYS 49 segments considered together.  The RMSD values are colored according to the 
code given on the bottom right. B: The superimposition of the backbone trace of models 1 from 1A1T 
(red), 18 from 1F6U (orange) and 8 from 2JZW (green) illustrates the conformational similarity of the 
ZF1-ZF2 ensemble.  The associated cross-RMSDs are 2.0 ± 0.3 Å. The linkers are represented by 
transparent  backbone  traces.  To better  depict  the  zinc  finger  backbone  courses,  the  Cα atoms of 
residues 20 and 43, located at the center of the ZF1 and ZF2 sequences, respectively, were represented  
by balls.
2
Figure  S2:  Comparison  of  the  conformations  of  the  free  and  bound  structures  of  the  ZF1-ZF2 
ensemble.
The structures of the ZF1-ZF2 ensemble was compared between the models of the five NCp7-NA 
systems and the free NCp7 models by calculating cross-RMSDs on the backbone heavy atoms of the  
CYS 15 → CYS 28 and CYS 36 → CYS 49 segments considered together.  The RMSD values are 
colored according to the code given on the right.
3
Figure S3: Hydrogen bonds at the NCp7/NA interfaces.
The number (Nav) of hydrogen bonds between NCp7 and NA residues extracted from HBPlus analysis 
was plotted along the NCp7 (A) and NA (B) sequences, considering independently the five systems 
studied  here.  Nav values  were  averaged on  the  ensemble  of  models  constituting each system;  the 
vertical error bars represent standard deviations. The data associated to ZF1 is in red, ZF2 in cyan, the 
linker in grey and the N- and C-terminal domains in black. The hydrogen bonds were defined by D-H-
A > 120° and D-A distance < 3.9 Å; more permissive criteria (D-H-A > 60° and D-A distance < 4.1 Å) 
led to very similar results. 
4
Figure S4: NA elements composing the NCp7/NA interface.
The contribution of the atoms of bases, sugars (C1’, C2’, C3’, C4’, C5’, O4’ and, if relevant, O2’ 
atoms) and phosphate groups (P, O1P, O2P, O5’ and O3’ atoms) to the interfaces is given in term of 
CAs (Å2) along the NA sequences, for the five systems studied here. The CA values were calculated 
on the ensemble of models constituting each system and averaged; the vertical error bars correspond to 
standard deviations. The whole ensemble of NCp7 amino acids (residues 12 → 53) and nucleotides 
were  considered.  Note  the  different  CA ranges  in  the  vertical  axes,  more  extended  for  the  CAs 
associated to bases. The NA sequences are aligned on the guanines (orange) contacted by TRP 37 of 
ZF2, a very robust interaction point in all systems. The other contacts involving both bases and sugars  
are mainly located 3’ this specific guanine in NCp7-RNA complexes. 
5
Figure S5: ZF2-linker/NA interfaces.
Typical structures representing pockets formed by ZF2 (cyan) and linker (grey) residues surrounding a  
single guanine belonging to RNA (1A1T) or DNA (2JZW) loops. 
6
Figure S6: Contact areas of the main interactions at NCp7/NA interfaces.
The contact areas (CAav) are plotted along the NA sequences for each studied complex, focusing on the 
interactions with PHE 16 and residue 24 of ZF1 (red) on one hand and TRP 37 and GLN 45 of ZF2  
(cyan) on the other hand. The data were averaged over the models that constitute each system; the 
vertical thin error bars correspond to standard deviations.  
7
Tables  S1-1,  -2  and  -3.  Amino  acid  and  nucleotide  composition  and  contribution  to  NCp7/NA 
interfaces.
The three tables below (pages 8, 9 and 10) present the amino acids and nucleotides involved in the 
NCp7/NA interfaces. The data were obtained by VLDM analyses of the five systems considered in this  
study. Tables S2-1, -2 and -3 report the data of the interfaces involving ZF1, the linker and ZF2,  
respectively. The interaction of each individual couple of residues is characterized by the contact area 
(in Å2)  calculated and  averaged  on the models of each system. The column “Sumaa” and the rows 
“Sumnuc” correspond to the contribution sum of each amino acid or nucleotide to the interface; yellow 
backgrounds highlighted the total CAs (sum of Sumaa = sum of Sumnuc) associated to each system.  The 
standard  deviations  are  not  given  explicitly  at  each  CA value  to  preserve  the  Table  readability;  
however, to distinguish interactions recurrently encountered across the models of each system, CAs of 
Sumaa and Sumnuc associated to standard deviations < 20% of their value are marked in bold on a grey 
background; otherwise, they are in italic on a light grey background.  The amino acid and nucleotide 
numberings follow the PDB files. 
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Table S1-1. ZF1/NA interfaces.
THR
12
VAL
13
LYS
14
CYS
15
PHE
16
ASN
17
GLY
22
HSD
23
ILE
24
ALA
25
LYS
26
ASN
27
CYS
28 Sumaa
1A1T
G209 4 1 16 22
G210 2 33 4 39
A211 36 9 17 7 69
G212 8 13 1 27 29 12 18 107
G213 5 5
Sumnuc 12 15 1 111 14 29 29 30 242
1F6U
G209 2 10 12
U210 17 15 23 16 1 73
G211 2 9 3 19 29 10 28 100
A212 18 18
G213 32 4 37
U214 1 5 6
A215 4 13 33 1 51
Sumnuc 2 9 3 37 25 4 13 29 33 96 42 2 297
ASP
12
VAL
13
LYS
14
CYS
15
PHE
16
ASN
17
GLY
22
HSD
23
THR
24
ALA
25
ARG
26
ASN
27
CYS
28 Sumaa
2JZW
C104 22 1 1 25
C105 6 21 7 6 25 6 1 72
T106 5 27 13 4 18 67
G107 3 3
T108 1 6 17 24
T109 4 4 15 4 27
C110 1 22 6 1 30
G111 2 4 18 26 51
G112 10 10
G113 5 5
Sumnuc 28 27 27 5 9 8 42 15 115 33 5 314
1BJ6
A1 18 12 9 39
C2 9 3 1 31 21 10 16 91
G3 2 24 26
C4 5 5
Sumnuc 18 21 3 1 31 30 12 45 161
2L4L
C123 2 7 5 13
T124 13 8 1 32 12 2 68
G125 3 22 6 26 3 60
G126 5 6
Sumnuc 2 20 8 1 35 38 9 31 3 147
9
Table S1-2. Linker/NA interfaces.
ARG
29
ALA
30
ARG
32
LYS
33
LYS
34
GLY
35 Sumaa
1A1T
G210 2 14 11 28
A211 18 6 2 26
Sumnuc 18 9 16 11 54
1F6U
C206 1 1 2
U207 2 3 4 8
G208 3 4
G209 3 2 9 14
U210 2 2 4
A215 6 6
C216 11 11
G217 1 1
Sumnuc 18 8 4 11 9 50
2JZW
G107 7 11 7 11 36
T108 20 20
T109 6 4 18 28
C110 18 1 19
G111 7 7
Sumnuc 32 4 46 11 7 11 110
1BJ6
G3 18 12 7 10 46
C4 18 6 3 8 34
C5 5 2 10 8 25
Sumnuc 40 19 20 26 105
2L4L
G125 1 1
G126 13 13 6 33
Sumnuc 15 13 6 34
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Table S1-3. ZF2/NA interfaces.
CYS
36
TRP
37
LYS
38
GLU
42
GLY
43
HIS
44
GLN
45
MET
46
LYS
47 Sumaa
1A1T
G209 1 1
G210 10 40 2 32 17 22 124
A211 1 1
Sumnuc 10 40 2 32 17 24 126
1F6U
G208 4 5
G209 4 37 22 19 10 92
Sumnuc 4 37 26 19 10 97
2JZW
T106 14 14 23 52
G107 4 48 29 14 16 110
T108 7 1 9
Sumnuc 4 70 30 28 40 171
1BJ6
C2 11 12 1 24
G3 8 56 25 22 12 123
C4 3 17 20
C5 5 7 4 1 17
Sumnuc 8 67 5 7 7 42 34 14 184
2L4L
T124 9 4 3 16
G125 7 1 15 6 28
G126 7 45 3 30 21 1 107
Sumnuc 7 52 10 3 30 39 10 151
11
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Conclusion 
Cette analyse exhaustive des complexes NCp7/NA nous permet de proposer un mécanisme pour la 
fixation de la NCp7 sur des AN. Dans un premier temps, la TRP37 accessible de la NCp7 en forme 
ouverte reconnait une guanine accessible (comme dans un simple brin) d’un AN. La forme fermée de 
la NCp7 et la charge portée par certains résidus du linker et ZF1, facilitent ensuite l’interaction de 
ZF1/AN qui dépend du type d’AN, de la séquence de l’AN ou de la séquence de la NCp7. Ceci 
suggère que ZF1 est capable de s’adapter à plusieurs facteurs.  
Au laboratoire, l’équipe caractérise actuellement des nouveaux systèmes par RMN où les NCp7 des 
deux souches NL4-3 et MB sont complexés à une série d’ADN de séquences différentes. Cette étude 
permettra d’étudier les effets de la mutation I24T de la NCp7 et de la séquence d’ADN sur l’interface 
ZF1/ADN. Pour aller plus loin, il serait intéressant ensuite d’étudier des séquences ARN et ADN 
identiques ou très semblables pour mieux comprendre comment la NCp7 peut distinguer ARN et 
ADN.  
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Discussion et conclusion 
Le nucléosome et les complexes NCp7/AN sont donc deux exemples qui mettent en lumière la 
diversité structurale des interfaces AN/protéines non spécifiques et des mécanismes de fixation qui 
les caractérisent. Au cours de mes travaux, à l’aide de méthodes bio-informatiques j’ai pu apporter 
de nouvelles connaissances structurales et ainsi que de nouvelles pistes d’explorations. J’ai aussi eu 
la chance de pouvoir travailler avec des expérimentalistes et d’utiliser mes résultats théoriques pour 
aider à interpréter leurs résultats.  
Le nucléosome 
Grâce aux évolutions des méthodes de simulations et des performances des ordinateurs, j’ai pu 
travailler sur des dynamiques moléculaires de plus de 1µs du nucléosome, un très gros complexe, au 
niveau atomique, en solution. J’ai analysé ces simulations, et grâce à un nouveau logiciel, VLDM, 
j’ai pu apporter une description précise de l’interface ADN/histone, caractérisée par des contacts très 
denses et très stables. Pour maintenir l’ADN enroulé autour du cœur d’histones, nous avons mis en 
évidence la forte contribution des contacts hydrophobes qui viennent compléter les contacts 
électrostatiques. Nous montrons également que les queues d’histones représentent près d’un tier des 
contacts à l’interface et que la présence d’ions entre les deux doubles hélices d’ADN superposées 
permet d’écranter les groupements phosphates proches. En collaborant avec l’équipe de Malcolm 
Buckle, j’ai pu mettre directement à contribution ces travaux sur l’interface ADN/histone afin 
d’interpréter des résultats expérimentaux d’assemblage et de désassemblage du nucléosome. Nous 
avons ainsi pu éclaircir les étapes structurales successives qui mènent à la formation et à la 
dissociation du nucléosome. Nous avons également mis en évidence l’effet de la séquence ADN sur 
ces étapes. 
En parallèle, et dans la continuité des travaux menés au laboratoire sur la dynamique de l’ADN, j’ai 
analysé le comportement de l’ADN nucléosomal dans nos simulations. Cette analyse révèle que 
malgré l’interface très dense et stable, l’ADN nucléosomal garde certaines propriétés des ADN libres. 
Notamment, il conserve et même amplifie le couplage entre l’équilibre BI↔BII et les paramètres 
locaux roll, slide et twist. Cependant, la distribution périodique de ces paramètres long de la séquence 
caractérise l’ADN nucléosomal. On observe également que l’effet de séquence sur la flexibilité des 
dinucléotides mis en évidence sur des ADN libres persiste dans l’ADN nucléosomal. Bien 
qu’imparfaite, cette persistance est suffisante pour signifier que les propriétés de l’ADN libre, et dans 
notre cas celles de la séquence 601, sont bel est bien exploitées dans le cadre de la formation du 
nucléosome.   
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A la suite de ces travaux, j’ai cherché à définir plus finement ce qui caractérise chacun des sites de 
fixation ADN/histone. Toujours grâce aux dynamiques moléculaires, j’ai pu analyser l’insertion des 
arginines du cœur d’histone dans le petit sillon de l’ADN. Je constate que ces insertions ne dépendent 
pas uniquement des composantes électrostatiques offertes par le petit sillon mais sont également 
caractérisées par i) un réseau protéique autour de l’arginine en contact avec l’ADN et ii) une structure 
de petit sillon adaptable.  
Ces résultats sur le comportement des arginines, même préliminaires, sont particulièrement 
intéressants dans le cadre de l’étude des modifications post-traductionnelles du cœur d’histone déjà 
répertoriées (Bowman et Poirier 2015) et de leur possible impact sur l’interface. L’exemple le plus 
probant est celui de la phosphorylation de la thréonine 118 de l’histone H3 qui entraine une 
déstabilisation du nucléosome (North et al. 2014). Cette H3-T118 correspond bien à un résidu qui 
participe à maintenir l’arginine H4-R45 à l’intérieur du petit sillon au SHL +/- 1.5. De plus, en 
identifiant des réseaux d’interaction similaires, je peux proposer de nouveaux sites de modification 
potentiels, notamment au niveau des histones H2A et H2B pour lesquelles il n’existe aucun MPT 
connu vers l’arginine insérée. Bien que Lüger ait déjà proposé un site équivalent sur l’histone H4 au 
niveau de la thréonine 80, notre modèle nous permet d’en proposer deux supplémentaires, les 
thréonines 76 et 85 des histones H2A et H2B respectivement. De la même manière, nous avons 
montré la forte contribution des queues d’histones, et plus particulièrement de leur racine, dans les 
contacts à l’interface. Or, il existe également des sites connus de MPT dans ces régions, lesquelles 
sont impliquées dans la déstabilisation de la chromatine (Bowman et Poirier 2015). D’autres analyses 
préliminaires que j’ai entreprises montrent des fluctuations plus importantes du squelette peptidique 
et des variations dans le positionnement des chaînes latérales des résidus dans ces régions. On 
remarque notamment au niveau de la queue N-terminale de H2B qui se situe entre les deux doubles 
hélices d’ADN superposées que les positions de trois arginines fluctuent beaucoup. De plus, ces 
résidus sont plus proches de l’extérieur de la structure nucléosomal et seraient donc plus accessibles 
aux agents responsables des MPT.  
  
 196 
 
Les complexes AN/NCp7 
La NCp7 du VIH-1 est une protéine très étudiée au laboratoire et c’est dans ce cadre que j’ai entrepris 
son étude afin de mieux comprendre la fixation de la NCp7 sur les ADN et sur les ARN. Ce système, 
beaucoup plus petit que le nucléosome, m’a permis d’appliquer VLDM et les scripts que j’avais 
développé précédemment. En analysant les cinq complexes AN/NCp7 expérimentaux disponibles et 
en quantifiant les interfaces, il m’est apparu très rapidement que comme pour le nucléosome, les 
contacts hydrophobes sont une composante importante de l’interface. J’ai pu faire ressortir les résidus 
qui sont impliqués de manière systématique dans l’interface et extraire des premières informations 
sur le mécanisme de fixation de la NCp7. Dans ZF2, l’empilement de TRP37 avec une guanine dont 
l’autre face était encadrée par le GLN45 était très clairement observé dans tous les systèmes alors que 
la fixation de ZF1 était différente selon le type d’AN (ADN versus ARN) et la souche d’origine de la 
NCp7. Cette cohérence très forte du mode de fixation de ZF2 a permis de proposer que la fixation de 
la NCp7 sur l’AN passe d’abord par ce doigt de zinc. J’ai ensuite poussé l’analyse en étudiant le 
comportement de la NCp7 libre, et en caractérisant deux types de conformations explorées, l’une 
ouverte et l’autre fermée ; j’ai mis en évidence le fait que l’accessibilité de ZF2 était plus forte dans 
sa conformation ouverte que dans sa conformation fermée. La compilation de ces résultats m’a donc 
permis de proposer un mécanisme de fixation séquentielle de la NCp7 : d’abord la NCp7 dans sa 
conformation ouverte se fixe sur l’AN par le biais de ZF2 ; ensuite l’équilibre ouvert/fermé de la 
protéine permet à ZF1 de se fixer selon différents modes qui peuvent dépendre de la séquence et du 
type d’AN et de la séquence de la NCp7.  
Au laboratoire, à la suite de cette étude, deux complexes avec la même séquence ADN mais deux 
souches NCp7 différentes sont en train d’être étudiés afin de clarifier l’impact de la séquence NCp7 
sur ces complexes.  
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Conclusion générale 
Les pistes que nous avons ouvertes pour des travaux futurs montrent l’intérêt de ce genre d’étude 
pour comprendre les mécanismes qui régissent le nucléosome. Expérimentalement, c’est 
essentiellement la cristallographie aux rayons X qui a permis d’obtenir des informations structurales 
sur le nucléosome, trop gros pour être accessible au niveau atomique à une approche en solution, 
comme la RMN. Dans le cas de la NCp7 et de ses complexes, c’est l’inverse : cette petite protéine, 
même complexée aux AN, est trop flexible pour cristalliser et est donc étudiée par RMN, avec toutes 
les difficultés que cela comporte de travailler en solution sur des complexes non spécifiques, peu 
stables. La dynamique moléculaire associée à l’utilisation d’un outil d’analyse performant comme 
VLDM nous offre un regard complémentaire aux expériences et nous permet d’enrichir nos 
connaissances des mécanismes qui régissent les biomolécules.  
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Résumé : Les protéines régulent et exécutent 
l'ensemble des fonctions vitales des organismes 
en interagissant notamment avec les acides 
nucléiques (AN), dont l’ADN, support de 
l’information génétique. Appréhender la nature 
de ces types d’interactions est central en 
biologie.  
Le nucléosome, qui est l’unité élémentaire de la 
compaction de l’ADN chez les cellules 
eucaryotes, est formé d’un d’ADN enroulé 
autour d’un cœur protéique d’histone ; il contrôle 
l’accessibilité de l’ADN en se formant et en se 
dissociant le long des génomes. Ici, le 
nucléosome a été modélisé par dynamique 
moléculaire en solution. L’analyse de l’interface 
ADN-histone par une méthode géométrique 
innovante a permis de comprendre comment la 
forte cohésion de ce complexe était assurée. La 
description de l’interface a aussi servi à 
interpréter des expériences d’assemblage et de 
désassemblage du nucléosome qui ont par 
ailleurs démontré l’effet de la séquence d’ADN 
sur ces processus. Enfin, j’ai comparé les 
dynamiques de l’ADN nucléosomal et de l’ADN 
nu, et montré quelles propriétés structurales 
étaient conservées au sein du nucléosome et 
comment elles sont utilisées pour moduler 
l’efficacité de l’association ADN-histones.  
Une stratégie semblable a été appliquée à des 
structures expérimentales de complexes entre 
ADN ou ARN et NCp7, une protéine du VIH-1 
chaperon des AN. Cette dernière étude propose 
un mécanisme d’association entre les partenaires 
sur des bases rationnelles.  
Dans ces deux études, je mets en évidence des 
mécanismes de formation des complexes en 
plusieurs étapes et j’illustre les préférences de 
structure et de séquence des AN chez des 
protéines dites non-spécifiques.  
 
 
Title : Non-specific nucleic acids/protein interactions : nucleosome and NCp7 complexes  
Keywords : nucleic acids/protein interface, Nucleosome, NCp7, Molecular Dynamics 
Abstract : Proteins regulate and perform the 
vital functions of organisms, in particular by 
interacting with nucleic acids (NA), including 
DNA which carries the genetic information. 
Understanding the nature of these interactions is 
central in biology.  
The nucleosome is the basic unit of DNA 
compaction in eukaryotes. Composed of a DNA 
wrapped around a histone core, this complex 
regulates the DNA accessibility by assembling 
and disassembling along the genome. Here, we 
carried out molecular dynamic simulations of 
the nucleosome in solution. The analysis of the 
DNA-histone interface with an innovative 
geometrical method highlighted the strong 
cohesion of the complex. Such an in-depth 
description of the interface was also used to 
interpret nucleosome assembly and disassembly 
experiments. Those experiments emphasized in 
particular the DNA sequence effect in both 
assembly and disassembly processes. Finally, 
the comparison between nucleosomal and free 
DNA dynamics showed which structural 
properties were conserved in the complex and 
how they contributed to the DNA-histone 
assembly efficiency.  
A similar strategy was used on experimental 
structures of NCp7, a HIV-1 NA chaperone 
protein, complexed with either DNA or RNA.  
The latter analysis suggested a rational basis to 
describe the mechanism of partner assembly.  
In both studies, I evidenced stepwise 
mechanisms of complex assemblies and I 
illustrated NA structure and sequence 
preferences of some so-called non-specific 
proteins. 
 
 
