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Publishing a peer-reviewed academic journal is more
involved than many may think, with several phases to
transition through. The efficiency of the submittal, review,
revision, and production processes is, at times, based
on how timely all submittals move through the different
phases. It is no surprise to say that since the start of the
COVID-19 pandemic last March, many issues challenged
the coordination of the publishing process. We would like to
thank the authors, reviewers, editorial committee members,
and Clemson University Press for their diligence in seeing
this issue through. Although the Journal of South Carolina
Water Resources (JSCWR) is a smaller, niche journal, the
dedication of its supporters to its mission is evident.
Volume 7, Issue 1 of the JSCWR includes six articles
covering a variety of timely topics. However, the common
takeaways are the critical need for strategic decision-making
processes to address water quantity ¬—too much or too
little—and public education. Human conversion of land and
infrastructure can create just as much detrimental impact
as climate already does and can sometimes exacerbate an
already existing or potential problem. Additional studies
to identify both precursors and resources will advance
knowledge that can be used to protect our natural resources,
public health, and economic vitality. In this issue, research
focuses include public understanding of conservation
programs, agricultural irrigation expansion, lake evaporation
uncertainty, stormwater infrastructure, and tidal dynamics
and floodplain response from hurricane flooding.
Over the past year, a new water quality monitoring tool
quickly gained recognition. Wastewater-based epidemiology
(WBE) became a widely used approach to detect the early
emergence and spread of COVID-19 infections. It became
an influential predictor of community virus levels, as the
virus was detectable in wastewater before people showed
symptoms. The University of South Carolina and Clemson
University began testing programs to serve as early warning
systems to help administrators make informed decisions.
Clemson University’s COVID-19 Wastewater Dashboard
reports on detections levels from three wastewater treatment
plants on campus and in the surrounding communities.
There should be plenty of research articles published among
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various academic journals in the coming months and even
years offering a range of results and discussions.
The JSCWR editorial committee recognizes the
importance of offering an open call for a wide range of
articles in the regular annual issues and highlighting critical
emerging issues with a themed issue. In addition to the
regular annual issue for 2021, there will also be a special
issue with the theme of “water quality and public health.”
The special issue is sponsored by the NIEHS-supported
Center of Excellence for Oceans and Human Health and
Climate Change Interactions at the University of South
Carolina. Communities and regions across the Southeast
and our entire nation are dealing with significant waterquality public health issues. Articles in the special issue will
demonstrate how South Carolina is taking a leadership role
through research. Both issues are scheduled to be published
by the end of the year. The 2022 Call for Articles and Short
Communications will be announced this summer.
Dozens of significant networking opportunities were
lost in 2020 when in-person events were canceled. Some
event and venue coordinators are back on track again, and
two influential conferences have been scheduled for later
this year. The South Carolina Environmental Conference
(www.scwaters.org/page/SCECAbout) will be held 9–11
August 2021 in Myrtle Beach, and the South Carolina Water
Resources Conference (www.scwaterconference.org) will be
held this coming October in Columbia.
The NOAA Climate Prediction Center is once again
predicting an above-normal Atlantic hurricane season,
although not at the level of the 2020 season. In May, the
South Carolina Emergency Management Division (SCEMD)
launched hurricane.sc, an interactive website for hurricane
and tropical storm preparedness and virtual companion to
scemd.org, the SC Emergency Manager mobile app, and the
annual South Carolina Hurricane Guide. The updated Guide
includes new evacuation zones for Berkeley County. We
would like to extend our gratitude to those who provide their
expertise to help keep South Carolinians informed and safe.
We hope the water resources community across the state will
help spread the word about the SCEMD’s vital resources.
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Abstract. The traditional goal of stormwater management is to reduce the threat of flooding to life and property,
and so most landscapes are engineered to maximize the speed at which the unwanted water leaves the watershed.
This has been effective in landscapes with some topographic gradient. This often involves the installation of
drainage ditches that disperse runoff from urban areas to receiving water bodies; in coastal areas this means a tidal
creek, estuary, bay, sounds, or the coastal ocean. This practice reduces flood hazards in some cases but results in
unintended effects on the natural hydrology in the watershed and downstream tidal dynamics. For low-gradient
watersheds in humid climates, ditch systems also lower the water table of an area, increasing infiltration to recharge
and groundwater discharge to streams (baseflow), and larger volume of freshwater delivered downstream yearround. Ditches also create unintentional avenues for the incoming tide from a tidal creek or tidally-influenced
waterway to reach further inland, thus reducing the hydraulic gradient between the inland areas and the receiving
water body. The combination of these effects can exacerbate compound flooding events, increasing the flood
probability if high tide and storm events coincide. Additionally, coastal communities face the challenge of mitigating
more complicated flood hazards while land development increases to meet the needs of a growing population.
This study analyzed the tidal influence within an inland drainage ditch in the central coast of South Carolina USA
that is representative of thousands of artificially-drained coastal watersheds. The ditch-creek system investigated
here is 12 km long in a 753-hectare (1860-acre) watershed of Church Flats Creek, a first-order tidal system. We
monitored for 13 months a 0.75-km reach of the lower ditch portion of the system, just above the relatively
undisturbed tidal creek and marsh. Prior to ditching in the 1960s this system had a wetland-rich floodplain but is
now partially tidal. Field data collected were stream stage (depth), discharge, tidal range, tidal volume, incoming
(flood) and outgoing (ebb) tidal durations, and water table hydrograph at a location about 50 m of mid-reach of
the ditch. Multiple linear regressions were performed to best predict the flood and ebb tidal durations of the system
based on tidal characteristics within the ditch. The mean values were 229 ± 2.5 and 182 ± 2.1 minutes for flood and
ebb tide durations, respectively and the models explained 84% (residual standard error (RSE) of 25 minutes) and
80% (RSE of 23 minutes) for the flood and ebb conditions, respectively. The models were simulated for sea levels in
1993 and 2050, and results indicate that the flood tide within the drainage ditch is predicted to increase an average
of 66 minutes and the total tidal duration (flood and ebb) an average of 139 minutes by 2050. These results suggest
a loss in drainage functionality as sea level rises. Increases in the duration of tidal influence will induce a lower
capacity for stormwater volume than the drainage infrastructure was constructed to manage, therefore resulting in
an increased frequency of compound flooding events because of the lower storage volume and decreased hydraulic
gradient in the system. This study fills a knowledge gap of tidal dynamics within coastal ditch-creek systems and
we urge stormwater managers to consider the unintended consequences of using traditional stormwater methods
in a region that does not benefit from gravity drainage practices like in other regions.
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and Ward 1982; Poole and Berman 2001; Izagirre et al.
2009). Furthermore, larger volumes of runoff can transport
pollutants from developed or agricultural areas and deliver
those materials to surface waters while bypassing natural
degradation incubators such as floodplains and wetlands
(Koch and Gobler 2009; Buchanan et al. 2013). First-order,
intertidal creeks in particular have been heavily affected by
the increase in non-point source pollutants associated with
increased urban development (Sanger et al. 2015).

South Carolina’s eight coastal counties are home to 27%
of the state’s total population, with 1.3 million people
contributing over $21 billion to the economy in wages alone
(NOAA Office for Coastal Management, 2020). The coastal
population is expected to increase to over 2 million people
by 2025, with 20 million tourists visiting the coast every
year (South Carolina Sea Grant Consortium [SCSGC],
2020). Continued development of coastal areas will result in
a higher amount of developed land use, which is expected
to result in greater stormwater runoff volume and streams
that are “flashier” (faster time-to-peak flow condition, larger
stormwater volumes, and reduced stream flow between
storms) due to increased storm event runoff and decreased
evapotranspiration and infiltration to groundwater (Blair et
al. 2014; Semadeni-Davies et al. 2008). Stormwater impacts
may be further exacerbated by an increase in frequency of
intense rain events, a forecast indicated in global climate
models downscaled to the Southeast U.S. region (Wang et al.
2010; Fischer and Knutti, 2015; Lehmann et al. 2015).

TIDAL CREEK MORPHOLOGY AND HYDROLOGY

Tidal creeks along the South Carolina coast are semidiurnal,
meaning there are two high and low tides in a lunar day; a
typical tidal cycle (flood and ebb tide) lasts around 12 hours
and 25 minutes. Tidal creeks are recognizable by having
long, meandering networks that are longer and wider than
their terrestrial counterparts (Myrick and Leopold 1963;
Novakowski et al. 2004). The increased width in tidal creeks
is due to the relatively short duration of maximum discharge
in the system during peak ebb and flood tides, which
prevents the creeks from reaching a deeper equilibrium
(Fagherazzi and Furbish 2001). The wider, shallower beds
of tidal creeks are typically U-shaped or asymmetrical in
profile (Perillo 2009), which is a stark contrast to the straight,
trapezoidal shape of drainage ditches that are connected to
their headwaters.
As tidal creeks move inland to lower-order creeks,
they have an exponential decrease in width in the upstream
direction, which increases the friction of the system and
dissipates tidal energy (Novakowski et al. 2004). For small
first-order tidal creeks, upstream locations commonly end
in an inland floodplain or marsh. These creeks are thereby
responsible for the majority of water, nutrient, and sediment
fluxes between the ocean and marshes (Fagherazzi et al.
2008), and the introduction of drainage ditches that interrupt
these systems can therefore alter this exchange.

STORMWATER INFRASTRUCTURE

A common practice to convey stormwater runoff along
the coast is the use of expansive drainage networks that
carry runoff from developed areas to a nearby tidal creek
or the coastal ocean. Ditches tend to be straightened and
trapezoidal-shaped former ephemeral streams or wetland
areas and are designed to move stormwater as quickly as
possible to the downstream receiving water body. However,
the low topography of the coastal region is less efficient
in transporting sediment, causing channel aggradation
and reducing the effectiveness of the system on a seasonal
basis (Lecce et al. 2006; Magner et al. 2012). Also, climate
models suggesting an increase in large storm events may
lead to increased stormwater runoff, resulting in a positive
feedback effect where ditches and connected creeks continue
to straighten due to the increase in peak flow rates and total
runoff volume (Gregory et al. 1992; Leopold et al. 2005).
Proper management of drainage systems is also
important for water quality impacts, as roadside ditches that
empty into larger stormwater systems and coastal creeks
accelerate the transport of non-point source pollutants
(Buchanan et al. 2013). Like many states, South Carolina
has hundreds of water bodies listed as “impaired” on the
EPA 303(d) register, with excess sediment concentration
the number one reason for all of South Carolina’s impaired
waters (S.C. DHEC, 2020). The sediment moved in streams
can reduce light penetration in the water column and
affect photosynthesis, large concentrations of sediment
in a stream can change the water temperature regime, and
excess sediment deposition can bury or otherwise affect
macroinvertebrates and their habitats in waterways (Gray
Journal of South Carolina Water Resources

SEA LEVEL RISE AND COMPOUND FLOODING

Continued sea level rise (SLR) is also a threat for drainage
infrastructure in any barrier or sea-island community.
Charleston sea level has risen by 0.332 meters in the past
century (NOAA Tides and Currents 2019), and there has
been an increase in the acceleration of global sea level
rise since 1993 (Church and White 2006; Merrifield et al.
2009). Installed drainage infrastructure can act to intensify
the effects of SLR, as ditches attached to tidal creeks act as
conduits to the incoming tide and exhibit bidirectional
flow similar to natural tidal creeks; this can increase inland
flooding during storm events (Poulter et al. 2008).
As sea level rises there is a reduction in the level of
freeboard gap in coastal creeks, as the distance between
mean sea level and the flood threshold of creeks is lowered
(Sweet and Park, 2014; Moftakhari et al. 2015). The problem
4
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of increased flooding could be further exacerbated by the
fact that aggradation occurs in low gradient coastal drainage
ditches, which can further flatten the hydraulic gradient and
thereby increase the residence time of stormwater in the
system (Magner et al. 2012; D’Ambrosio et al. 2015). The
bidirectional tidal flow in combination with the fluvial inland
stormflow is likely to increase the flood probability of areas,
especially with the consideration of SLR (Moftakhari et al.
2017). The interactions between tidal flow and stormflow
have resulted in an increase in nuisance flood events (defined
as nondestructive flooding), which is expected to increase in
frequency by 55% by 2050 (Moftakhari et al. 2015). Tidal
creek-drainage ditch systems may be especially vulnerable
and experience increased likelihood of these events due to
the alterations of natural systems.

STUDY SITE

The location for this project was the central coast of South
Carolina USA, in southwestern Charleston County near
the town of Hollywood (Figure 1). Due to property access
limitations, only one ditched tidal creek system was
monitored for this study. Based on qualitative observations
of satellite imagery we estimated several hundred similar
tidal creeks have been affected by similar stormwater
management infrastructure as well as the influence of more
than 20,000 stormwater ponds in the coastal counties of
South Carolina (Cotti-Rausch et al. 2019). The focus of this
project was a drainage ditch that was improved sometime
between February 1989 and February 1994 (Figure 2), most
likely after Hurricane Hugo, which was a Category 4 storm
when it made landfall in South Carolina in September
1989. The date of construction of the ditch is unknown but
residents in the area estimate that to be the 1960s. The ditch
carries stormwater from Hollywood, a town of about 5,000
residents with a small town center to Church Flats Creek, a
first-order tidal stream. Church Flats Creek has a confluence
with the Stono River approximately 1.6 river km downstream
of the terminus of the drainage ditch into the headwaters of
the creek and salt marsh system (dominated by Spartina
alterniflora with Juncus roemarianus vegetation).
Church Flats Creek drains a 753-hectare (1860-acre)
watershed and has its outlet at the Stono River. The drainage
ditch length is 12.0 km before reaching its confluence with
the headwaters of the creek and drains 621 hectares (1535

STUDY PURPOSE

The purpose of this study was to fill an existing knowledge
gap on the hydrology and tidal dynamics within stormwater
drainage infrastructure connected to tidal creeks, as well
as how that tidal influence may change in the future with
increased sea level rise. This information will be useful
for land managers and stormwater engineers in designing
resilient and sustainable infrastructure to mitigate the
combined effects of tidal and stormwater flooding in the
future. This information will also be useful for government
organizations looking to identify vulnerable areas that could
benefit from restoration and/or alternative approaches to
stormwater management.

Figure 1. Study location of the Church Flats drainage ditch creek system. Church Flats watershed
is 30 km southwest of Charleston, SC (upper left inset map) and is 750 hectares in area. The
natural portion of Church Flats Creek can be seen in light blue on the large map and the artificial
drainage ditch that has been installed is seen in dotted red. The monitoring locations can be seen
in the upper right inset map. The DC 01 and DC 02 locations were in the drainage ditch; DC 01
was 100 m upstream of the natural headwaters of the creek and DC 02 was 750 m upstream of
DC 01. The DC 03 location was a shallow well about 3.5 m deep that recorded the water table
position near the ditch.

Journal of South Carolina Water Resources

5

Volume 7, Issue 1 (2020)

Brown, Callahan

Figure 2. Satellite imagery of the Church Flats Creek study site on Stono Preserve from 1989 to 2017 . The natural headwaters
of the creek were directly upstream of the yellow dot, which was the intersection of the creek with Dixie Plantation Road . The
installed drainage ditch can be seen within the red rectangle in the 1994 photo, with the most recent photography displaying
how the drainage ditch was installed through wetlands to carry runoff to the headwaters of Church Flats Creek . Image sources:
Google Historical Imagery .
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acres) of the total Church Flats watershed. The Church Flats
Creek and ditch system has two major flow restrictions which
act to partially restrict both the bidirectional tidal flow and
the stormflow from the upstream locations (Figure 2). The
Church Flats drainage system is not included in the National
Hydrography Dataset (NHD), highlighting the importance of
ground-truthing topography when constructing hydrological
models, especially in areas where drainage infrastructure is
present.

DC 01, was located about 100 m upstream of the start of the
tidal creek and salt marsh condition (“headwaters”) of Church
Flats Creek at the landscape position where the incoming
tide would have naturally dispersed into the floodplain
before the ditch was installed. This location was chosen to
observe the tidal influence within the drainage ditch from
the downstream tidal creek. The second monitoring site, DC
02, was located another 0.75 km upstream of DC 01 and was
chosen to monitor streamflow and stormflow that was not
directly influenced by the tide. The water table monitoring
station, DC 03, was located 150 m west of site DC 01 at a
point of relatively high elevation for the system, near the
watershed divide.
A stilling well (screened standpipe) was installed in
the middle of the drainage ditch at each of the DC 01 and
DC 02 locations. Locations were chosen where the channel
was straight for at least 30 m upstream and downstream of
each site. The water table position was monitored at DC 03,
with pressure transducers with a datalogger at each site set
to record at 30-minute intervals (Solinst, Inc., Georgetown,
Ontario). Barometric compensation was conducted using
barometric data collected at the site. The study period
reported here was January 17, 2019 – February 5, 2020.

WATERSHED CHARACTERISTICS

The area within the watershed is very rural compared to the
nearby urbanized Charleston, with 2.01% impervious cover
within the watershed (NOAA C-CAP, 2010; determined
using methodology from Blair et al. 2014). The majority of
land within the watershed is forested wetland (29%) and
evergreen forest (26%); overall wetlands make up 41% of the
total watershed area. The dominant soil type of the area is
Wadmalaw, which is a loamy, hydric soil that has minimal
slope. The soil is defined as being poorly drained with a water
table that is near the surface for up to six months of the year.
The majority of the soil within the entire watershed is of the
hydrologic type A/D (68%), which indicates that it would be
well-drained soil if not for the shallow water table (SSURGO
database [date unknown]). The shallow water table of the
coastal plain suggests that we expect to see baseflow to surface
water bodies including the drainage ditch year-round.
The drainage ditch that connects to Church Flats Creek
was straight and mostly trapezoidal in cross-sectional shape,
similar to the hundreds of drainage ditches in this region.
Ditches are engineered to relay stormwater as quickly as
possible to a downstream receiving water body (in this case
a tidal creek). It is also more cost-effective than creating
stormwater conveyances or storage resources that employ the
natural conditions or ecosystem services in these watersheds.
The ditch was constructed through and adjacent to wetlands,
which account for 41% of the entire watershed, and it is
possible the ditch has experienced larger peak flow rates from
storm events than if the wetlands were not connected to the
active surface drainage system of the ditch (Buchanan et al.
2013). The downstream portion of Church Flats Creek was
a natural first-order tidal creek with a sinuous, meandering
morphology and a floodplain salt marsh consisting of
Spartina alterniflora (smooth cordgrass) with some patches
of Juncus roemarianus (black needlerush) as is common in
this region.

DETERMINING DATUM FOR TIDE DURATION CALCULATIONS

The time of high-water slack (HWS); that is, when stream
water velocity is zero (not necessarily high tide condition of
deepest water) was used as a datum within each tidal cycle
to measure the duration of the flood and ebb tides. In order
to properly calculate the time of HWS for each tidal cycle
throughout the observation period at an ungauged site, a
relationship was determined between the delay in the time of
HWS at the DC 01 study site and time of high tide (HT) at the
nearby NOAA Church Flats, Stono River station (#8665763).
The delay determined through this model was then added to
each HT cycle at the NOAA gage to predict the time of HWS
at DC 01 for every tidal cycle across the observation period.
Model creation was based on direct observations of HWS at
DC 01.
DRAINAGE DITCH RESPONSE TO MULTIPLE INPUTS

The impacts of multiple hydrologic inputs within the drainage
ditch has created a system in which flood occurrence is more
difficult to predict. The bidirectional flow of the drainage
ditch from the tidal influence, along with the local water
table level and stormflow from the upstream location work
in conjunction to determine the stage response of the ditchcreek system. The importance of these separate factors,
especially the baseflow and tidal influence, can be seen in
the hydrographs for storm events from April and September
2019 (Figures 3 and 4; Table 1). Tidal influence creates a
reduction in the level of freeboard gap in the system that will

HYDROLOGIC MONITORING LOCATIONS

Three locations were chosen to monitor hydrologic conditions
within the Church Flats system: two locations within the
drainage ditch, DC 01 (0.34 m above sea level [asl]) and DC 02
(1.39 m asl), and one location to monitor the local water table,
DC 03 (2.93 m asl; Figure 1). The first monitoring location,
Journal of South Carolina Water Resources
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Figure 3. Hydrograph for the April 2, 2019 storm event. At top is the
hyetograph from the event, showing the amount of precipitation in
30-minute increments. The bottom chart shows the stage at the tidally
influenced DC 01 site and the non-tidal DC 02 site. The DC 03 water
table monitoring location is 150 m west of DC 01. Horizontal lines at
left in the chart show the ground elevation for reference (stream bed
for DC 01 and DC 02, and ground surface for DC 03).

Figure 4. Hydrograph for the September 4, 2019 (Hurricane Dorian)
storm event. At top is the hyetograph from the event, showing the
amount of precipitation in 30-minute increments and the bottom chart
shows the stage at the tidally influenced DC 01 site, and the normally
non-tidal DC 02 site. This was one of the only instances where tidal
influence was recorded at DC 02 throughout the observation period
due to the extreme tidal ranges. The DC 03 monitoring location is
150 west of DC 01 and shows the levels of the water table for the
area. Horizontal lines at left in the chart show the ground elevation
for reference (stream bed for DC 01 and DC 02, and ground surface
for DC 03).

likely result in flood stage being reached with lower inputs
from separate sources.
DISCHARGE MEASUREMENTS AT DC 01

DETERMINING THE TIME OF HIGH WATER

Discharge measurements were taken across tidal cycles at
DC 01 in order to determine the tidal volumes and the time
of HWS of each observed tidal cycle. Velocity measurements
were taken across the cross-section of DC 01 using a current
meter (Marsh-McBirney FloMate 2000; Hach Company,
Loveland, CO USA) and a wading rod at 10% width across
the stream. The total discharge of the ditch at time of
measurement was calculated using Equation 1, where Q =
discharge (m3/s), V = velocity (m/s) and A = cross-sectional
area (m2) (Brooks et al. 2013).

SLACK TIDE AND TIDAL VOLUMES

Discharge measurements were taken at 30-minute intervals
across tidal cycles. Outgoing flow (ebb tide or baseflow) was
characterized by having a positive discharge; the incoming
tide had negative discharge. The time of low water slack (LWS)
tide was defined as the point where discharge within the ditch
was equal to 0 m3/s when the tide condition changed from
outgoing (positive discharge) to incoming flow (negative
discharge). LWS was determined by interpolating the time
where discharge was equal to 0 m3/s between measurements
of outgoing and then incoming discharge observations. The
time of high water slack (HWS) tide was similarly calculated

(1)
Journal of South Carolina Water Resources
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Table 1. Storm event characteristics for the hydrographs included from April 1 and September 4, 2019. The reaction of the monitoring stations are
shown in Figures 3 and 4. The 24 hour and 120 hour prior precipitation totals and the initial water table depth represent the antecedent moisture
condition of the system.

Storm Event

Total Storm Depth (mm)

Storm Volume (m3)

24-hr Prior
Precipitation (mm)

120-hr Prior
Precipitation (mm)

Initial Water Table
Depth (m bgs)

04/01/2019

25.8

160083

25.77

26.51

0.81

09/04/2019

106.5

661762

20.62

35.84

0.57

at the point where discharge was equal to 0 m3/s from where
the tide changes from incoming to outgoing. Flood tide
volumes were calculated using the discharge values from the
time of LWS to HWS.

of the total dataset that was randomly selected) and the fit of
the models were tested using the remaining 20% of the data.
Multiple linear regressions were performed using the above
tidal variables to determine the best predictive models for
the flood and ebb tidal durations through stepwise analysis,
with the best model determined through R2 and the residual
standard error (RSE) of the model. The Akaike Information
Criterion (AIC) was used to determine the predictive model
that best fit the concept of parsimony (Hooper et al. 2008).

CALCULATING FLOOD AND EBB TIDE DURATIONS

Each 30-minute water depth (stage) observation at DC 01 was
assigned the value of either “baseflow” or “tidal” depending
on the change in stage between observations. A threshold
of 1 cm was used; if a reading had less than a 1-cm change
in stage from both the prior and following 30-minute stage
readings in between instances of HWS, then it was assumed
the tidal volume had left the system and returned to baseflow
levels seen prior to the previous flood tide, otherwise it was
classified as tidal. The 1-cm threshold was used to account
for possible inaccuracies with the datalogger readings, which
are accurate to ± 0.005 m.
Flood tide duration was defined as the time from the
first tidal signal after baseflow to the time of HWS, and ebb
tide duration was defined as the time from HWS to the last
tidal signal prior to baseflow for each tidal cycle over the
observation period.

APPLYING PREDICTIVE MODELS TO FUTURE SEA LEVEL RISE

The flood and tide duration observations were altered
according to predictions of SLR in order to simulate how
these durations may change under different climate scenarios.
For this analysis, we backcast conditions to 1993 by assuming
the area had undergone the global average of SLR since that
time (0.096 m; NASA, 2019) and forecast conditions to 2050
assuming a moderate prediction of 0.422 m of SLR by that
time (SeaLevelRise.org). To simulate these tidal durations,
the observations of the maximum stage and the tidal range
were altered by the respective amount of SLR (-0.096 m for
the 1993 scenario and +0.422 m for the 2050 scenario), with
the other tidal variables in the duration models remaining
constant (the high tide cycle factor, the seasonal factor, and
the baseflow stage). The high tide cycle and seasonal factors
were kept constant because these variables will be unaltered
by SLR, and the baseflow stage was kept constant because we
assume that the system will still return to baseflow between
tidal cycles in the future since it is a partially tidal system.
However, it is expected that these assumptions likely create a
conservative bias within the model predictions. For analysis,
the model predictions of the current conditions (2019)
were used instead of the observations for consistency in
comparison across SLR scenarios.

CREATING MODELS TO PREDICT TIDE DURATION

Relationships between tidal variables and the incoming and
outgoing tide durations were observed; a multiple linear
regression model was built within the statistical software R (R
Core Team, 2017) to predict the flood and ebb tide durations.
Tidal variables explored in relation to the tidal durations
were the season; the maximum stage, baseflow stage, and
range of the tidal cycle; and the high tide factor (high tide
[HT] versus higher high tide [HHT]). Seasons were defined
in 3-month intervals following the meteorological seasons,
for example, winter is December through February. Multiple
linear regressions were performed for both the ebb and
flood tidal durations to determine the best model fit from
the above factors. Any observations of tidal condition when
there had been precipitation within the previous tidal cycle
were not used in these calculations due to the likelihood of
stormwater runoff within the system. After excluding the
observations where precipitation occurred, there were 610
tidal cycles used in this analysis. Predictive models of flood
and ebb durations were created using a training group (80%
Journal of South Carolina Water Resources

RESULTS AND DISCUSSION
DETERMINING TIME OF HIGH WATER SLACK
TIDE USING STREAM STAGE DATA

There were 12 observations of high water slack (HWS) tide
condition at the DC 01 monitoring location determined
through tidal discharge measurements. The tidal range at DC
01 was determined to be the best predictor of the delay in
9

Volume 7, Issue 1 (2020)

Brown, Callahan
HWS at DC 01 from the NOAA Church Flats Gage, with an
R2 value of 0.42, residual standard error (RSE) of 19 minutes,
and a p-value of 0.01. This relationship was used to predict
the time of HWS for every tidal cycle in the observation
period to be used as the datum for calculating flood and ebb
tidal durations. Observations indicate that baseflow is likely
a significant factor in the time of HWS, but due to the small
number of observations a model with multiple independent
variables wasn’t evaluated to avoid overfitting.

TIDAL INFLUENCE: TIDAL CHARACTERISTICS
WITHIN THE DRAINAGE DITCH

Monitoring site DC 01, an area that was originally a
floodplain, saw an average tidal range of 0.423 ± 0.008 m,
with a maximum range of 0.898 m over the observation
period. The average flood tide duration was 229 ± 2.5
minutes and the average ebb tide duration was 182 ± 2.1
minutes. These observations fit previous findings that the ebb
tide is dominant in the Southeastern United States, defined
as having a shorter duration and larger peak discharge values
than the flood tide (Ellis et al. 2017; Boone, 1975). These
findings indicate that newly tidal ditch-creek systems with
an unnatural upstream geomorphology adhere to the same
patterns as naturally tidal systems in coastal South Carolina.
The observations of both the flood and ebb tides
were largely normal in distribution (Figure 5-A and 5-B).
Observations of tidal range and the max stage per tidal cycle
had bimodal tendencies, which is likely due to the pattern
of semidiurnal tides, where there is a higher high tide and
a lower high tide within a single lunar day (Figure 5-C and
5-D).
The observations of baseflow throughout the monitoring
period were highly skewed, with the majority of the
observations occurring on the lower end of values (Figure
5-E). This skewness is likely due to the effect of seasonality
on baseflow levels within the ditch (Figure 6). Observations
show that the highest observed baseflow levels were in the

TIDAL INFLUENCE: FLOOD TIDE VOLUMES
IN THE DRAINAGE DITCH

There were 9 complete flood tidal cycles observed at the
monitoring site DC 01, with tidal volumes ranging from 53
to 556 m3, with the average flood tide having a volume of 279
± 54.7 m3. The observed tidal range was the best predictor of
the flood tide volume (R2 value of 0.54 and p-value of 0.02),
but the baseflow stage of the ditch was also likely a significant
factor, as its p-value was ≤0.05. A simple linear model was
used in place of a multiple linear regression due to the small
number of observations and to prevent overfitting, but it is
likely that baseflow has a significant impact on the flood tide
volume within the ditch, as the incoming tide would need to
reverse the gradient of the system before moving upstream.
Further research should focus on how both the tidal range of
the cycle and the baseflow stage interact to affect the volumes
of the flood tides entering the system.

Figure 5. Observations of tidal characteristics at the DC 01 monitoring site during the observation period from January 2019–
February 2020. A total of 610 tidal cycles were included in these observations.

Journal of South Carolina Water Resources
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Figure 6. Observations of baseflow levels at DC 01 . These baseflow levels (groundwater discharge to the stream) were grouped
according to the month (left) and the meteorological season (right) . The horizontal “waist” of each box represents the median
value, and the height of the box shows the range from first to third quartiles . The vertical bars (whiskers) represent the maximum
and minimum values . Outliers were values 1 .5 times larger than the interquartile range (first–third quartiles) and are noted here as
red asterisks . Seasons were defined as follows: winter: December–February; spring: March–May; summer: June–August; and fall:
September–November . The total number of observations for each month or season are on the bottom of the graphs .

leaving the system and the incoming tide reversing the
hydraulic gradient; the higher the baseflow stage (and
therefore baseflow volume), the shorter the duration of the
incoming tide. There was no correlation between the ebb
tide duration and the baseflow stage of the cycle because the
system returned to baseflow only after the entirety of the tidal
volume exited the system.
The factorial variables that were analyzed, the high tide
cycle and the season, both had relatively low R2 values in
terms of predicting the flood and ebb tide durations (Figure
7-G through J). While the correlative values for these factors
were low, the p-values were significant for each of these
relationships and the tidal variables were therefore included
in the stepwise analysis used to find the best multiple linear
regression model.

winter months, which is when evapotranspiration (ET)
rates are at the lowest (Dolan et al. 1984), indicating that
there is increased baseflow in the ditch from groundwater
discharge. There was a sharp drop in baseflow levels as
“leaf-out” occurred in the spring and continued through the
summer months, with June and September not fitting the
expected trend. The increase in baseflow in June was likely
due to a combination of a storm event and a lack of data, as
roughly one-half of the stage recordings were lost due to the
destruction of the stilling well from debris. The increase in
baseflow in September was likely due to the intense rainfall
from Hurricane Dorian.
TIDAL CHARACTERISTICS WITHIN THE
CHURCH FLATS DRAINAGE SYSTEM

Each tidal characteristic that was used within the multiple
linear regressions was first modeled independently (Figure
7). The time of the flood tide duration was most influenced
by the tidal range of the cycle (Figure 7-A; R2 of 0.66) and
the ebb duration was most influenced by the maximum stage
of the cycle (Figure 7-D; R2 of 0.73). All of the relationships
explored had significant p-values except for the influence
of the baseflow stage on the ebb tide duration, which had a
p-value of 0.25 (Figure 7-F).
The influence of the baseflow stage in relation to the
flood and ebb tidal durations was as expected. The negative
correlation between baseflow stage and the flood tide
duration was due to the opposing forces between baseflow
Journal of South Carolina Water Resources

MODEL RESULTS TO PREDICT TIDAL DURATION

Models were created using the training set of data, and then
those models were applied to the test set data (Figure 8). The
RSE values of the model-applied test set predictions are lower
than the RSE values of the training set and the R2 values
represent a goodness of fit (Table 2), indicating that the
multiple linear regressions are good predictors of the flood
and ebb tidal durations observed. Both models do appear to
underestimate the maximum duration of the respective tidal
cycles compared to observations (Table 3).
The tidal range of the cycle and the maximum stage
observed were tested for co-linearity, which returned a value
11
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Figure 7. Individual relationships between observed tidal characteristics and the durations of the flood (left column) and ebb tide (right
column) durations (plots A–F) . These relationships were used within a multiple linear regression to predict the durations of the flood
and ebb tides at DC 01 . For the categorical variables observed (the high tide cycle and the season; plots G–J), the horizontal “waist”
of each box represents the median value, and the height of the box shows the range from first to third quartiles . The vertical bars
(whiskers) represent the maximum and minimum values . Outliers were values that were a value larger than 1 .5 times the interquartile
range (first–third quartiles) from the quartiles and are noted here as red asterisks .
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Figure 7. (continued)

> 0.9 (with a maximum of 1). Instead of excluding one of
the variables, both were included due to the dependence of
the tidal range on both the maximum stage and the baseflow
stages of the cycle. Multiple models were examined including
those without the tidal range or max stage included, but the
AIC values indicated models that included both tidal range
and the maximum stage as the best fit, with the residuals
of the models meeting the assumptions of being normally
distributed.
The RSE values returned from the flood and ebb
duration models (25 and 23 minutes, respectively) represent
good model fits in relation to the error associated with the
observation measurements. Due to the dataloggers taking
readings at 30-minute intervals, the baseflow and tidal cycles
were estimated to the nearest 30-minute mark. The time of
HWS was also estimated for each tidal cycle in this analysis,
with the RSE of the model estimation being 19 minutes.
Improving the estimation of HWS for individual tidal cycles,
either by direct discharge estimation or by an improved
Journal of South Carolina Water Resources

model with multiple independent variables, and increasing
the recording intervals of the dataloggers to 15 minutes
would likely result in better model fits in the future.
APPLYING TIDE MODELS TO SEA LEVEL RISE SCENARIOS

Application of past and predicted future sea level changes
indicate that the tidal influence has and will continue to
change within the drainage ditch (Figure 9). Both the flood
and ebb tide durations have increased since 1993, with the
flood and ebb tides both having increased on average by
19 and 23 minutes, respectively. The flood tide is expected
to increase in duration by 66 minutes and the ebb tide is
expected to increase by 73 minutes in the 2050 scenario
(Table 4). Overall, these predictions result in the current
total tidal influence (ebb and flood tide) within the drainage
ditch increasing from 412 minutes to 551 minutes. A typical
complete semidiurnal tidal cycle will take approximately 745
minutes to complete (half of a lunar day), so these predictions

13
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Figure 8. Comparison of tidal duration model predictions vs observations. The multiple linear regression model
predictions are seen in the dashed red line and the observations are the solid blue line. The training set of
data (80% of observations randomly chosen) was used to create these models, and the results above show the
predictions and observations from the test set of data (remaining 20% of observations) that the model was
applied to. As seen, the predictions do a relatively good job of predicting the observed values of tidal duration
in the test dataset based on the included tidal characteristics in Figure 7. Refer to Tables 2 and 3 for more
information.

Table 2. Summary of tidal duration multiple linear regression models. The training group used to design these models was comprised of 80% of
the original dataset, and those models were applied to the remaining 20% of the original data (the test dataset) to determine the model fit. The
number of observations was 488 for the training group and 122 for the test group. The reported residual standard errors (RSE) are in minutes. Tidal
characteristics separated by a colon (e.g., “Baseflow Stage: Season” represent a significant interaction between the two factors.

Significant Factors in Multiple
Linear Regression Model

R2 Value of Model
(Training Group)

RSE Value of Model
(Training Group)

R2 Value of
Test Group

RSE Value of
Test Group

Flood/Incoming
Tide Duration

Tidal Range
Maximum Stage
Baseflow Stage
HT Cycle Factor
Seasonal Factor
Baseflow Stage : Season
Tidal Range : Max Stage
Tidal Range : Baseflow Stage
Max Stage : Baseflow Stage

0.84

25 minutes

0.89

21 minutes

Ebb/Outgoing
Tide Duration

Tidal Range
Maximum Stage
Baseflow Stage
HT Cycle Factor
Seasonal Factor
Baseflow Stage : Season
Tidal Range : Max Stage
Tidal Range : Baseflow Stage
Max Stage : Baseflow Stage

0.80

23 minutes

0.89

18 minutes
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Table 3. Summary of model predictions compared to observed values for the flood and ebb tides. These observations and predictions apply to the
entire original dataset; n = 610.

Flood/Incoming
Tide Duration

Ebb/Outgoing
Tide Duration

Min

Med

Max

Mean

Standard Deviation

Standard Error of the Mean

Observations

74

231

373

229

63

2.5

Model
Predictions

86

228

345

229

57

2.3

Observations

40

182

346

182

51

2.1

Model
Predictions

62

185

299

183

46

1.9

show that the ditch is moving towards a tidally dominant
system in an area that was originally an inland floodplain.

This is a dramatic change from a system that was
originally the headwaters of a small tidal creek, most likely
a brackish floodplain where the tide dispersed over a wide
area to a very shallow depth. The connection of this ditch
has concentrated the tidal flow and has essentially created an
artificial tidal-freshwater transitional zone. These transition
zones are defined as the geomorphic area where the flow
within a system changes from unidirectional (fluvial) to
bidirectional (tidal) and is now present in an area that
naturally had none (Yankovsky et al. 2012; Torres, 2017).
The geomorphology of transitional zones is difficult
to replicate, as they are often defined by bedrock outcrops
and a decrease in upstream width that aid in reducing the
upstream tidal energy (Novakowski et al. 2004; Torres
2017). Bedrock is not exposed in the region studied here,
however the specific morphology of the drainage ditch that
is both wider and deeper than the natural headwaters of the
connected tidal creek likely had an impact on the reach of the
flood tide inland. It is expected that this impact would lessen
if the morphology of the ditch system more closely resembled
that of a natural transitional zone, which would exhibit
higher levels of roughness. We posit that the construction
of the ditch not only has allowed the tide to intrude further
inland but also changed the hydrology of the surrounding
landscape. A common practice in stormwater management
is to dig ditches deeper in order to accommodate higher
volumes of stormflow, but due to the shallow water tables
in the area (typically < 2 m below ground), the depth of the
ditch becomes irrelevant. Artificially lowering the elevation
through ditching to intersect the water tables has lowered
the water table of the surrounding area. In this watershed,
more than 40% of the landscape is wetlands. This has resulted
in the drainage ditch becoming a perennial stream that has
baseflow (groundwater seepage) draining to the downstream
tidal creek, especially during the winter months when the
evaporation rate is small and the water balance is in surplus.
As the tidal flow reaches further inland and reverses
the hydraulic gradient of the system, the baseflow (and
stormflow, if runoff has occurred) is not able to leave the

IMPLICATIONS AND BROADER IMPACTS
TIDAL ASYMMETRY IN DRAINAGE DITCHES

Observations from this study show that the tidal dynamics
within the drainage ditch system are typical to the South
Carolina coast, in that the tidal cycles are ebb dominant.
These areas are defined as having longer flood/incoming
tides and shorter ebb/outgoing tides. Ebb-dominant tidal
systems also experience higher peak flow rates on the ebb
tide than the flood tide. Data continue to be collected at the
DC 01 monitoring site; preliminary results indicate that these
characteristics hold true for the tidal drainage ditch as well.
This is a significant finding because there is a gap in
research on understanding the dynamics of tidal flow within
drainage ditches. It is known that changing the morphology
of a system can affect water movement in the system and
potentially change the asymmetry in the tides (Wang et al.
1999), but that this is at a case-by-case basis dependent on
the specific water flow alterations (Tonjes 2013). Our results
show that the drainage ditch within the Church Flats system
fits the expected asymmetry of the South Carolina coast,
which is important in determining potential nutrient and
pollutant loading (Ellis et al. 2017) and sediment transport of
the system (Hoitink et al. 2003). Further research should be
done on similar systems to better understand if the impacts
of ditching on tidal asymmetry can be applied across multiple
systems in a region or if it is truly a case-by-case basis.
IMPACT OF DITCHING ON TIDAL DYNAMICS AND HYDROLOGY

Results of the SLR simulations indicate that the tidal
influence has increased in the ditch since its creation, from
an average flood tide of 210 ± 2.4 minutes in 1993 to 229 ±2.3
minutes in 2019. This is expected to increase to 295 ± 2.0
minutes by 2050, meaning that the system will be dominated
by tidal flow and there will be a longer delay in the release of
stormwater and baseflow (Table 4).
Journal of South Carolina Water Resources
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Figure 9. Flood and ebb tidal durations at the DC 01 monitoring location under difference scenarios of sea level rise. The
1993 scenario (dashed red line) is based on the average amount of sea level rise observed since then, 0.096 m (NASA
2019), and the 2050 scenario (dotted blue line) is based off of 0.422 m of SLR (SeaLevelRise.org). The current conditions
(2019; solid black line) are displaying the model predictions instead of the actual observations (refer to Figure 8) for
consistency across scenarios. To simulate these scenarios of SLR, the max stage and tidal range of the observations were
altered according to the SLR scenario above, with the remaining predictive variables remaining constant. These scenarios
were applied to 610 observations from January 2019–February 2020. Refer to Table 4 for more information.

system. This increase in water residence time can increase
the risk of compound flooding events. Future sea level rise
will exacerbate this effect.

of a tidal creek in an effort to quickly divert stormwater to
a receiving water body, but the connection of these systems
has had unintended consequences. Such stormwater
infrastructure now acts as a conduit for the incoming flood
tide. This study shows that the tidal influence within the tidal
creek-ditch system has increased with sea level rise (SLR)
which is expected to continue in this region. The rising tidal
influence within the ditch will reduce the efficacy of the
ditch to properly relay stormwater runoff out of the system
as designed.
The flood tide volumes observed in this analysis ranged
an order of magnitude (53 – 556 m3), yet this volume was
small compared to the theoretical volume of stormwater
runoff in this 750-hectare watershed following rain events
(more than 160,000 m3) as estimated from a curve number
based model, SWARM (Blair et al. 2014). Furthermore,
stormwater drainage would be affected by a smaller hydraulic
gradient of the system, an expected result of sea level rise.
The direct impact of multiple inputs on system response is
currently being evaluated further, and it is recommended
that continued research consider the impacts of ditching and
flow restrictions on the sediment deposition within tidalditch systems.
One solution to prevent the further reduction of the
hydraulic gradient in the system is to utilize the natural
floodplains and wetlands of the area surrounding the
headwaters of Church Flats Creek. Disconnecting the drainage
ditch and the tidal creek would result in both stormwater
runoff and tidal flow discharging into the currently bypassed

IMPLICATIONS FOR LAND USE

The tidally-influenced stormwater ditch is at further risk
for increased tidal intrusion due to development in the
region. The Church Flats watershed is currently rural (2.01%
impervious surface cover), and if it begins to develop due
to the growth of the greater Charleston area, increased
impervious surfaces could lead to additional stormwater
problems. A larger percentage of impervious cover would
reduce groundwater infiltration (Harbor 1994; Erickson and
Stefan 2009), which would thereby result in less baseflow to
the ditch system. As these results show, baseflow stage is a
strong determinant in the duration of the flood tide influence
within the ditch and a reduction in baseflow to the ditched
system could thereby lead to an increased tidal influence. As
this site is predominantly wetland and forest, the amount
of total runoff volume per storm event would be expected
to increase (Amatya and Trettin 2007; Blair et al. 2014).
Increased frequency of flood events should be taken into
consideration when planning future development.

CONCLUSIONS AND RECOMMENDATIONS
Like in many locations across the southeastern U.S. coastal
plain, decades ago a drainage ditch was constructed in a
lowland watershed such that it discharges to the headwaters
Journal of South Carolina Water Resources
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Table 4. Model results for different scenarios of sea level rise. Note that the 2019 values represent the model predictions of the observed variables
rather than the actual observations of the flood and ebb tides for consistency when comparing to the 1993 and 2050 scenarios. The total mean
tidal duration is the sum of the average flood and ebb tides. For reference, in this region a complete tidal cycle (flood + ebb tides) in a semidiurnal
system should be approximately 745 minutes. The values from this model simulation indicate that the ditch-creek system has become more tidally
influenced from SLR and is moving towards a completely tidal system. All values reported are in minutes.

Year Modeled

Tide Duration

Min

Med

Max

Mean

Standard
Deviation

Standard Error
of the Mean

Flood

78

209

329

210

59

2.5

1993

Total Mean Tidal
Influence

370
Ebb

44

162

281

160

49

2.0

Flood

86

228

345

229

57

2.3

2019

412
Ebb

62

185

299

183

46

1.9

Flood

177

298

395

295

48

2.0

Ebb

166

257

349

256

33

1.4

2050

551

floodplains. This strategy would prevent the incoming tide
from moving further inland within the drainage network and
would therefore not have a direct influence on the drainage
system. This would also facilitate stormwater management
within the watershed. For sites where large areas of floodplain
are available for intra-watershed storage, we recommend
landowners to assess different low impact development (LID)
practices in order to mitigate the volume of stormwater and/
or extend the runoff duration period to reduce the peak flow
rate on the water body receiving the runoff.
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Abstract. Aerial images taken during the growing seasons of 2009, 2011, 2013, 2015, and 2017 were visually
inspected for evidence of irrigation. Center pivot irrigation was identified by the characteristic shape of the spans
and the curved tracks left by the wheels. The author manually delineated a polygon over each agricultural area
where signs of irrigation infrastructure were observed. The result is a map of 2,689 polygons covering 146,662 acres
in South Carolina. Compared with the United States Department of Agriculture 2017 Census of Agriculture, the
sampling results account for over 69% of total irrigated area and over 98% of area irrigated solely by center pivots.
Most center pivots covered from 25 to 75 acres, while the largest center pivot extended over 300 acres. These results
are an important contribution to the quantification of water use in South Carolina.

INTRODUCTION

this sampling effort prompted further investigation. The
delineated polygons were overlaid on aerial images (1 m
spatial resolution) from the National Agricultural Imagery
Program (NAIP) for the growing seasons of 2009, 2011, 2013,
2015, and 2017. Each edition of NAIP imagery was visually
inspected to determine the presence or absence of evidence
of irrigation at each polygon, resulting in a multiyear sample
of irrigated areas.
The completeness of the resulting sample of irrigated
areas is evaluated by comparison with survey-based
reference data. Generally, a more complete sample can reduce
uncertainty in summary statistics, but the sampling method
can still cause bias. In this case, sampling irrigated areas
through visual inspection has resulted in a bias toward center
pivot distribution systems. Spatial attributes of center pivot
distribution systems in SC (e.g., shape, area) are summarized
and presented.
This information can be used to develop machinelearning algorithms to improve and expand irrigation
mapping in the South-Atlantic Coastal Plain. Thorough and
meticulous collection of training data is a necessary first step
in the application of modern statistical tools for the purpose
of monitoring and evaluating water use.
The objectives of this work are:

Agricultural irrigation is an important use of South
Carolina’s water resources, and center pivot irrigation is the
predominant irrigation technique in the state. The detailed
map of center pivot irrigation presented in this study is the
first of its kind in South Carolina. It can be used to develop
inputs for the water-demand projections and the soil-water
balance model used to inform River Basin Plans across the
state (SCDNR 2019).
The purpose of this article is to document this new data
set and begin to evaluate its implications. The methods were
designed to minimize commission error in the identification
of irrigated areas, and a corresponding trade-off of relatively
higher omission error is expected. In other words, irrigated
areas were mapped only when clear evidence of irrigation
was found, so some irrigation was certainly not mapped.
This study began using the Google Earth Engine (GEE)
platform, which provides a user interface with the highresolution imagery base map of Google Earth and a variety of
computational analysis functions in JavaScript programming
language (Gorelick 2017). The author’s original intent was to
delineate a sample of irrigated areas by visual interpretation
for the purpose of subsequent computational analysis
(i.e., using the sample to train an automated classification
algorithm).
The ease of the GEE interface facilitated delineation of
a very substantial sample of center pivot irrigation—2,689
polygons covering 146,662 acres—and the success of
Journal of South Carolina Water Resources

1. to map irrigated areas in SC,
2. to evaluate the map for completeness, and
3. to characterize spatial attributes of center pivots.
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RELATED WORK

The Irrigation and Water Management Survey (IWMS),
formerly called the Farm and Ranch Irrigation Survey (FRIS),
is sent to irrigators identified by the COA. The 2018 IWMS
results include totals for SC of 1,489 irrigated farms, 252,720
irrigated acres, and 203,411 acre-feet of irrigation water.
The IWMS results indicate that 88% of outdoor agricultural
irrigated acreage was under sprinkler systems in 2018, up
from 73% in 2013. Most of the remainder was irrigated by
drip, trickle, or low-flow micro sprinklers, and less than
5% was irrigated by gravity systems. The total acreage of
center pivot sprinklers in 2018 was 205,016 acres. The
next-largest reported categories of sprinklers were big-gun/
traveler sprinklers on 9,046 acres, and solid-set/permanent
sprinklers on 4,258 acres. These acreage numbers may be
inflated by double counting of acres covered by multiple
irrigation systems. Relevant results from the IWMS and FRIS
are presented in Table 1 (USDA NASS 2015, 2019).
Preliminary results from a survey of 167 farmers
irrigating 75,000 acres in SC also show that a majority
of respondents used center pivots—more than twice the
number of respondents using any other type of irrigation
system (Sawyer et al. 2018).
Irrigators in South Carolina who withdraw more
than 3 million gallons of water in any month are required

Irrigated area has been quantified using surveys of irrigators
and analyses of aerial and satellite imagery. Imagery analysis
methods include visual identification and automated
classification algorithms. Studies often combine multiple
methods to assess accuracy by comparing the results.
The United States Department of Agriculture describes
its Census of Agriculture (COA) as a complete count of farms
and ranches in the United States (USDA NASS 2019). The
COA provides estimates of irrigated acreage in each county
and in 5-year intervals. The COA estimates are based on
information collected through questionnaire surveys and
further cross-validated using information from other federal
government records. Since 2012, estimated coefficients of
variation are reported for state-level data, and generalized
coefficients of variation are reported for the counties in each
state. The COA reports irrigation in South Carolina (SC)
expanding from 88,898 acres in 1997 to 210,437 acres in 2017,
while the number of irrigators rose from 1,435 to 2,167 over
that time period. Coefficients of variation for this statewide
data in 2017 were reported as > 20%. For county-level data
in SC, the generalized coefficient of variation was 47.3% for
irrigated acreage and 73.7% for the number of irrigators.

Table 1. Irrigation in Open Fields in South Carolina

Farms
2013
Sprinkler systems

All Acres*

2018

2013

Average
Acre-Ft/Acre

Specific Acres**

2018

2013

2018

2013

2018

690

1

871

2

108,599

1

258,963

2

96,409

5

198,296

6

0.5

5

0.8

6

312

3

395

4

90,029

3

205,016

4

62,175

7

137,156

8

0.5

7

0.9

8

4

3

35

4

1,044

3

(>52)

4

1,044

7

−

8

0.5

7

−

8

119

3

114

4

3,851

3

4,258

4

771

7

2,032

8

0.9

7

1.0

8

Side roll, wheel move, other mechanical move

30

3

7

4

5,799

3

−

4

−

7

−

8

−

7

−

8

Big gun or traveler

53

3

151

4

5,371

3

9,046

4

1,439

7

3,505

8

0.5

7

0.4

8

179

3

225

4

968

3

−

4

627

7

822

8

0.9

7

0.4

8

85

3

31

4

1,537

3

930

4

528

7

14

8

0.4

7

1.0

8

396

1

652

2

34,442

1

31,169

2

21,235

5

19,856

6

0.7

5

0.8

6

88

1

120

2

5,577

1

2,856

2

790

5

70

6

0.1

5

0.2

6

1,140

2

133,816

1

252,409

2

133,816

5

252,409

6

0.6

5

0.8

6

Center pivot systems
Linear move tower sprinklers
Solid set and permanent sprinklers

Hand move
Other sprinkler system

Drop, trickle, low-flow micro sprinklers
Gravity systems
All irrigation in open fields

*Multiple systems covering the same acreage are counted each time they cover the acres. This includes multiple systems of the same type.
**Specific acres are only irrigated by a single kind of distrubition system. Acres represent the acres of land with coverage by at least one of the
systems. Acres are not double-counted if multiple systems exist on the same acreage.
Sources: [1] 2013 Farm and Ranch Irrigation Survey (FRIS), Table 28. [2] 2018 Irrigation and Water Management Survey (IWMS), Table 28.
[3] FRIS, Table 29. [4] IWMS, Table 30. [5] FRIS, Table 32. [6] IWMS, Table 32. [7] FRIS, Table 34. [8] IWMS, Table 34.
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Compared to the validation data set, county scale percent
coincident ranged from 40 to 80%. Over time, irrigation in
Georgia has expanded northeastward along the coastal plain.
Automated classification algorithms have also been
applied to map irrigation using satellite imagery. The MIrADUS data set maps irrigation in MODIS satellite images.
The classification algorithm used to develop MIrAD-US is
calibrated using COA estimates of irrigated area by county.
MIrAD-US has been produced for the entire US for years
2002, 2007, 2012, and 2017. However, the spatial resolution
of MIrAD-US is 250 m, and it has particularly low accuracy
in the humid Southeast (Pervez and Brown 2010).
LANID, a Landsat-based irrigation classifier, is a more
recent development (Xie et al. 2019). The first edition of
LANID represents the year 2012, and it appears to be well
correlated with the results of this study. An expanded edition
of LANID, covering from 1997 to 2017, is expected to be
published in 2020.
Survey data illustrate the prevalence of center pivot
sprinklers and the ongoing expansion of irrigation in
SC. Efforts to map irrigation nationally indicate that the
humid southeast is a region of particular uncertainty for
mapping methods based on automated algorithms. Other
investigations in the eastern US demonstrate the viability
of visual interpretation as a method of delineating irrigated
areas. This study expands upon the body of related literature
by developing a multiyear map of irrigated areas in SC using
visual inspection of high-resolution imagery from NAIP

by law to register their withdrawal intakes and report the
monthly withdrawal volume for each intake. The registration
information includes latitude and longitude and the source
of water. Not all irrigators are required to register (e.g., those
who withdraw less than 3 million gallons per month), and it
is possible that not all irrigators who are required to register
have registered. Among registered and permitted water
users, reporting compliance is greater than 99%. In 2017,
444 registered agricultural irrigators reported withdrawing
157,617 acre-feet of water from streams, reservoirs, and wells
in SC (Monroe 2018).
Among 158 registered irrigators in SC who responded to
a 2017 survey, 30% planned to increase their irrigation water
withdrawal volume in the following 5-year period while only
3% planned to decrease their irrigation water withdrawal
volume (Pellett and Walker 2018).
Irrigated areas in other eastern states have been
mapped using visual interpretation of aerial and satellite
imagery. Center pivot irrigation has been mapped in the
mid-Atlantic region through visual interpretation of NAIP
imagery (Finkelstein and Nardi 2015). Irrigation was
delineated on 272,000 acres out of an estimated 410,000
totaled in the Census of Agriculture across the region (66%).
The delineation rate was found to be especially low where
subsurface or drip irrigation was prevalent.
Landsat satellite imagery (30 m spatial resolution) was
used to map irrigation in the coastal plain of Georgia in 4-year
increments from 1976 to 2013 (Williams et al. 2017). The
results were compared with a validation data set developed
using NAIP, Google Earth™, and field-survey GPS data.

Figure 1. A screenshot from Google Earth Engine™ (GEE), showing several neighboring agricultural fields .
Only one of these fields includes evidence of irrigation infrastructure, outlined by the red polygon .
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GOOGLE EARTH ENGINE

GEE was used to map irrigated areas as polygons on the
base map Google Earth imagery. The GEE platform provides
many computational tools for sophisticated data analysis, but
in this study the point-and-click interface was used simply to
delineate irrigated areas as polygons. Registered irrigationwater withdrawal intakes were overlaid on the base map
imagery. The polygons were identified by panning around
the base map and zooming in when any of the following cues
were apparent:
• Proximity to irrigation-water withdrawal intakes.
• Fields with curved circular edges.
• Fields with apparent pivot points.
• Fields appearing greener or darker than surrounding
fields.
• Discolored linear traces extending from known
irrigation intakes or pivot points (possibly
indicating soil disturbance from the installation of
underground water pipes).
• Proximity to other irrigated areas.
The above cues guided the search, but they were not
sufficient to justify delineation. Irrigated areas were only
delineated after identification of irrigation infrastructure
(typically a visible truss system represented by a thin, lightgray line, often with towers, pivot point, and tracks clearly
visible), or evidence of irrigation infrastructure (evenly
spaced concentric circular tracks adjacent to tree canopy,
which could mask a truss system). Figure 1 provides an
example of several neighboring fields, only one of which had
evidence of irrigation, shown in Figure 2. The delineated
polygons correspond to the cultivated areas within the range
of irrigation infrastructure, including ditches traversable by
the irrigation infrastructure. Forested areas, paved roads, and
wetlands were generally excluded, even where center pivots
apparently passed. Areas irrigated by traveling gun or by end
guns were not included in the sample.

Figure 2. An up-close view of the center pivot irrigation system
in Figure 1 . The central pivot point (A) and the first tower (B)
are indicated by yellow arrows . The span is visible as a thin
gray line from A to B and beyond the extent of this image . Each
tower leaves an arc-shaped track in the field as it travels around
the pivot point, and the tower at point B has left a track that is
faintly visible in the image .

and Google Earth. These free Internet services enabled a
streamlined workflow for visual interpretation, resulting in
a geographic data set encompassing a majority of irrigated
areas in SC.

METHODS

THE NATIONAL AGRICULTURAL IMAGERY PROJECT

Next, the irrigated area polygons were overlaid on NAIP
imagery (USDA). The NAIP images of 2011, 2013, 2015,
and 2017 were interpreted for evidence of irrigation in
each polygon. Each polygon was labeled with the year of
the earliest image, which included evidence of irrigation
within that polygon. Irrigation polygons were also classified
as center pivot systems or other types of systems, and
center pivot systems were represented with additional point
features at the central hub (the pivot point). Some other
types of irrigation zones (e.g., linear move) may have been
misclassified as center pivot type. Some small sprinklers,
orchards, and raised beds were classified as irrigation based

Registered irrigation-water withdrawal intake locations
were uploaded to GEE to start the search for irrigated
areas. The Google Earth™ imagery (© Maxar Technologies)
was inspected for evidence of irrigation infrastructure, and
polygons were delineated around evidently irrigated areas.
Irrigation polygons from GEE were transferred to ArcMap
software and overlaid onto NAIP imagery for years 2011,
2013, 2015, and 2017. The resulting multiyear data set of
irrigated area over time is summarized by state and county
for comparison with COA estimates. Spatial attributes of
irrigation polygons were assessed using R statistical software,
specifically the sf package (Pebesma 2018).
Journal of South Carolina Water Resources

23

Volume 7, Issue 1 (2020)

Pellett
on visual cues and proximity to irrigation-water withdrawal
intakes.
The delineation process implemented in GEE resulted
in some overlapping center pivot areas, which were merged
following the initial transfer of the polygon data to shapefile
format. In these cases, the resulting polygons were divided,
and land was allocated to the closest center pivot point. This
is in contrast to the delineation by Finkelstein and Nardi
(2017), which includes overlapping polygons.
In some areas it seemed the image quality (due to
resolution, contrast, or timing) improved incrementally
over the years. Smaller pivots were harder to identify in the
imagery. In some cases, the observation of an apparent pivot
point was taken as sufficient evidence of irrigation at this
stage; in other cases, the presence of indistinct marks or specs
was deemed insufficient evidence.
As the original sampling in GEE was done using more
recent imagery, irrigation was assumed not to have been
discontinued after installation in any of the sampled zones
over the 2011 to 2017 period. For a small minority of the
sampled zones (presumably with irrigation infrastructure
installed after 2017), no evidence of irrigation infrastructure
was found in the NAIP imagery.
There were some cases where the pivot points and
arrangement of irrigation infrastructure changed over time.
If there was evidence of irrigation across most of the GEE-

based delineation, then it was coded as existing irrigation for
that year (despite changes in the setup of one or more center
pivots or other kinds of irrigation within the delineated area).

RESULTS
Heads-up digitizing resulted in 2,689 polygons covering
146,662 acres in South Carolina. The results include 2,540
polygons classified as center pivots, covering 135,639 acres.
This represents 98% of the acreage irrigated solely by center
pivots, according the 2019 Irrigation and Water Management
Survey (Table 1). Figure 3 shows the extent of the irrigation
mapped in this study.
SPATIAL ATTRIBUTES OF IRRIGATION POLYGONS

Several spatial attributes of the center pivot irrigation
polygons were calculated for the purpose of characterizing
the spatial properties of center pivots. Figure 4 provides
histograms of polygon area, length of span, and coverage
efficiency.
The irrigation polygons varied greatly in size. The 3
largest, from 540 to over 1,900 acres, are not center pivots.
They were delineated as aggregate irrigated areas, not as
individual irrigation distribution systems. The 3 largest
center pivots ranged from 330 to 440 acres, but the majority
were less than 100 acres.

Figure 3. Irrigation polygons mapped over South Carolina using heads-up digitization on Google Earth
and NAIP aerial imagery. Counties are outlined in gray.

Journal of South Carolina Water Resources

24

Volume 7, Issue 1 (2020)

Mapping Center Pivot Irrigation Fields in South Carolina with Google Earth Engine

Figure 4. Several spatial characteristics of the center pivot polygons were calculated and the results are presented here as histograms.
Left: Distribution of the areas of mapped center pivot polygons. Center: Distribution of the lengths of mapped center pivot spans. Right:
Distribution of the coverage efficiency of mapped center pivots.

The length of the span of each center pivot was estimated
as the distance from the pivot point to the nearest point on
the minimum bounding circle of the center pivot polygon.
Most center pivots spanned between 500 and 1,000 feet, with
very few less than 250 feet and some as long as 2,000 feet or
more.
The shapes of the center pivot polygons varied from circle
to semicircle or wedge. For each center pivot polygon, the
coverage efficiency is calculated here as the ratio of irrigated
area divided by the maximum area irrigated by the estimated
span. In a large, uniform field, the most cost-effective center
pivot installation would complete a 360-degree rotation
around the central pivot point, yielding 100% coverage
efficiency. Optimal configuration in more complex terrain
may include semicircle- or wedge-shaped irrigation
polygons, yielding lower coverage efficiency. The histogram
of center pivot coverage efficiency indicates an asymmetric,
bimodal distribution. Many center pivot polygons were
nearly complete circles, with coverage efficiencies greater
than 75%. A smaller but significant number of polygons had
coverage efficiencies around 50%.

with the most irrigation, the mapped sample seems to match
the Census results well. However, in some counties the
results differ widely. Among the counties shown in Figure
5, the mapped irrigation clearly underrepresents Edgefield
County. Edgefield County has a lot of peach orchards, and
the irrigation infrastructure in orchards was not readily
apparent in the NAIP imagery.

DISCUSSION
Most center pivots were readily identifiable in the NAIP
imagery, but other irrigation distribution systems were less
easily mapped.
The size attributes of the sampled center pivots are
relevant when evaluating the usefulness of remote sensing
data sets with lower spatial resolution. While many center
pivots irrigate approximately circular areas, many irrigate
incomplete circles. Image classification algorithms can
be programmed to identify circular features, but for this
application they would need to be robust enough that
noncircular irrigation is also classified correctly.
It is unlikely that every single center pivot was identified.
Furthermore, end guns are often attached to the mobile end
of each center pivot, expanding the range of irrigation beyond
the extent of the span. Therefore, it is likely that there is more
area irrigated by center pivots than this study represents.
It is therefore unexpected that more irrigation was
mapped in some counties than is included in the Census
of Agriculture. False positives in the mapped sample could
result from irrigation infrastructure that was not actually
utilized in a given year. Alternatively, underreporting may

COMPARISON WITH THE CENSUS OF AGRICULTURE

Figure 5 shows the mapping results with the Census of
Agriculture estimates of irrigated area over time for South
Carolina and the eight counties with the most reported
irrigated area in 2017. In 2017, the Census of Agriculture
reports 210,437 total irrigated acres in SC, while the mapping
results total 146,662 acres, which is 69% of the Census total.
When compared to the Census of Agriculture on a county
basis, the results are more variable. In many of the counties
Journal of South Carolina Water Resources
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Figure 5. A comparison of irrigated area from the Census of Agriculture and the mapped sample, for the entire state and on a county
basis for selected counties. The shaded area represents the confidence interval calculated from the coefficients of variation reported in
the Census of Agriculture.

cause the Census of Agriculture results to underestimate
irrigated area.

area that is cultivated, classification of irrigated crops, and
so forth. The method employed in this project could also be
employed to map greenhouses, which are readily identifiable
in the NAIP imagery and are generally irrigated.

RECOMMENDATIONS FOR FUTURE WORK
The sample of irrigated areas developed in this study can
be used for a variety of analyses. Spatial overlays with other
relevant data sets can be used to further characterize irrigation
in SC. Information from water withdrawal registrations can
be combined with mapped irrigation to evaluate irrigation
water demand on a per-acre basis.
Automated classification algorithms can provide
improved results with additional reliable training data. The
results of this project have been shared with the developers
of two ongoing national irrigation projects, MIrAD-US
and LANID, with the hope of improving the accuracy of
irrigation mapping in SC.
The data set could be enhanced by more precise mapping
of features within and around the irrigation polygons: the
extent of land irrigated by end guns, the subset of irrigated
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Abstract. Quantifying evaporative loss from reservoirs plays a critical role in sound water-availability management
plans and in reservoir management. Various methods are used to quantify reservoir evaporation; however, each
method carries a degree of uncertainty that propagates to model predictions of available water within a reservoir
or a reservoir network. Herein, we explore the impact of uncertainty in reservoir evaporation on model outputs of
historical and future water availability throughout the five major reservoirs in the Savannah River Basin in South
Carolina, USA, using four different evaporation methods. Variability in the total available water is evaluated using
the United States Army Corps of Engineers (USACE) 2006 Drought Contingency Plan hydrologic model of the
Savannah River Basin, which incorporates recent water-management plans and reservoir controls. Results indicate
that, during droughts, reservoir evaporation plays a large role in water-availability predictions, and uncertainty in
evaporative losses produces significant uncertainty in modeled water availability for extreme events. For example,
the return period for an event in which the availability of water in Lake Hartwell was reduced to 50% of full pool
capacity varied from 38.2 years to 53.4 years, depending on the choice of evaporation parameterization. This is a
variation of 40% in the return period, depending on the choice of evaporation method.

INTRODUCTION

agriculture, industrial applications, and hydropower
generation. Furthermore, during periods of drought,
water withdrawals tend to rise due to increased irrigation
for agricultural and turf applications. Therefore, strategic
management and drought plans are paramount for the
economic well-being and survival of the inhabitants of the
SRB. A strong understanding of the hydrologic cycle and its
components is key to developing such plans.
Current models used to simulate the SRB hydrologic
cycle rely on historically observed monthly pan evaporation
estimates derived from registered National Weather Service
(NWS) Class A evaporation pans and reservoir-specific pan
coefficients derived from National Oceanic and Atmospheric
Administration (NOAA) free-water surface evaporation grid
data. Using these data, reservoir evaporative loss is predicted
for the SRB and the total water availability is evaluated.
However, estimates of reservoir evaporation derived from
evaporation pans will introduce error in these models due
to the low temporal resolution of pan observations, as well
as the thermal and climatic differences between the pan and
reservoir environments.

Drought conditions and fluctuating reservoir levels have
been persistent within the Savannah River Basin (SRB). For
example, the 2006 to 2009 southeastern drought marked the
most devastating historical drought period for this basin.
Reservoir- and drought-management plans were revised
and placed into immediate effect by the United States Army
Corps of Engineers (USACE) to conserve the basin’s water
supply throughout this period. Even with such strategic
management, the basin fell to less than 25% of its conservation
storage by December of 2008, and Lake Hartwell and Lake
Russell experienced their lowest observed pool elevations in
history (USACE 2012).
The SRB reservoir network is placed under severe
hydrologic stress during drought periods. Decreases in
precipitation lower observed streamflow and increase
restrictions on daily discharges from many of the reservoirs.
Despite these restrictions, drought periods ultimately lower
reservoir elevations. As water levels fall below normal
pool conditions, less water is available for drinking water,
Journal of South Carolina Water Resources
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During periods of high flow and precipitation,
evaporation represents a fairly small fraction of the water
available in the SRB. However, during drought and lowflow periods, reservoir evaporation represents a much larger
fraction of available water. As a result, inaccuracies associated
with reservoir evaporation estimates are magnified during
times when models of water availability are needed most.
Furthermore, if population and industry growth continues,
along with more frequent and severe droughts, South
Carolina and Georgia water use will continue to increase and
cause evaporation to represent ever-larger portions of water
available in the SRB. Therefore, a thorough understanding
of the effect of uncertainty in reservoir evaporation on
water-availability models is essential to the safe and proper
management, operation, and allocation of the SRB’s water
supply. There have been prior studies looking at differences
between evaporation predictions for different models (e.g.,
Sartori 2001; Rosenberry et al. 2007). However, to the authors’
knowledge, no longitudinal study has been conducted that
examines the propagation of uncertainty in evaporation into
water-availability predictions for a network of reservoirs.
The primary objective of this research was to explore the
impact of uncertainty in reservoir evaporation on predictions
of reservoir water availability. Three mass transfer methods
of estimating reservoir evaporation were used in conjunction
with satellite remotely sensed reservoir surface temperatures
to obtain daily evaporation estimates within the SRB. These
evaporation data, along with measured pan evaporation data,
were then used as inputs into the USACE SRB hydrologic
model to assess differences in predicted water availability
caused by differences in the evaporation estimation methods.
Evaluating uncertainty in water-availability predictions
requires the definition of total available water. In the case
of municipal, industrial, and thermal power applications,
available water is that which lies above the critical intake
elevation for each reservoir, and this is used as the definition
of available water hereinafter:

one method of estimating reservoir evaporation was more
accurate than the other, but to assess the uncertainty in wateravailability predictions with respect to varying evaporation
parameterizations, using the pan method as a baseline. Water
availability was computed using HEC-ResSim, a reservoir
network software developed and used by the USACE
Hydrologic Engineering Center. The two key inputs to the
model in this study were daily evaporation and unimpaired
flow. The model was run for four different evaporation
estimation methods. The four methods for estimating
evaporation, their use in calculating unimpaired flows, and
the resulting hydrologic model are described below.
SITE DESCRIPTION

The Savannah River Basin (SRB) originates in the Blue
Ridge Mountains of Georgia, North Carolina, and South
Carolina. The Savannah River forms most of the Georgia–
South Carolina border and stretches more than 300 miles
to the Atlantic Ocean (GA EPD 2000). The upper Savannah
River is governed by the United States Army Corps of
Engineers (USACE), which operates three multipurpose
reservoirs: (1) Lake Hartwell, which was completed in 1962;
(2) Lake Russell (Richard B. Russell), which was completed in
1985; and (3) Lake Thurmond (J. Strom Thurmond), which
was completed in 1954. Additionally, Duke Power’s KeoweeToxaway Project, located above Lake Hartwell, is composed of
three separate reservoirs: (1) Bad Creek Reservoir, which was
completed in 1991; (2) Lake Jocassee, which was completed
in 1973; and (3) Lake Keowee, which was completed in 1971.
A map of the basin and its main reservoirs is presented
in Figure 2, while the major SRB reservoir geometric data is
provided in Table 1. The river basin has a total drainage area
of approximately 27,400 km2, of which approximately 11,900
km2 are in South Carolina, 15,100 km2 are in Georgia, and
453 km2 are in North Carolina (US-EPA 1999). The basin
serves a total 2010 population of approximately 778,000 in
South Carolina, 1.35 million in Georgia, and 3,950 in North
Carolina. Along the SRB, there are 9 hydroelectric powergenerating facilities that deliver more than 3,300 megawatts
for industrial and residential purposes.

(1)
where ∀min is the simulated annual-minimum reservoir
storage volume in cubic meters that occurs at the annual
minimum water surface elevatiown (Zmin in meters) and
∀critical the reservoir storage volume in cubic meters at the
critical intake elevation ( in meters). A physical representation
of Equation 1 is presented in Figure 1. Throughout this paper,
δC is used as a proxy for the amount of available water within
each reservoir, while differences in observed δC are used as
a proxy for the uncertainty in water-availability predictions.
The goal of this study was to evaluate the impact of
uncertainty in evaporation estimates on the uncertainty
in predicted water availability. However, the objective of
the availability analysis was not to evaluate whether any
Journal of South Carolina Water Resources

METHODS
EVAPORATION METHODS

Four estimates of evaporation were used in this study, namely
pan evaporation and three mass transfer methods. The pan
evaporation data was taken from the Clemson University
Class A pan located in Clemson, South Carolina, USA. The
mass transfer methods take on a single general form:

(2)
where ṁ″ is the mass transfer rate in kgm−2s−1, hm is the
general evaporative mass transfer coefficient with the same
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Table 1. SRB major reservoir geometry information.

Surface
Area1,2 (km2)

Mean
Depth2 (m)

Max
Depth2 (m)

Shoreline
Length3 (km)

Volume (Mm3)

Jocassee

30.6

48.1

99.4

121

1,490

Keowee

75.0

16.0

90.5

483

1,070

Hartwell

227

14.0

53.6

1,550

3,130

Russell

108

12.1

44.8

869

1,260

Thurmond

283

11.3

43.3

1,930

3,070

Reservoir

1Calculated at full pool elevation.
2Data supplied by SC Department of Health and Environmental Control.
3Data supplied by USACE.

Figure 1. Physical representation of an individual reservoir’s water availability,

δC, which is the volume of water above the intake invert.

Figure 2. Major reservoirs of the SRB. North Carolina, South Carolina, and Georgia
counties are represented as dark grey, white, and light grey, respectively. Data
courtesy of the South Carolina Department of Natural Resources (SCDNR) and
the United States Census Bureau.
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units as ṁ″, is the saturated specific humidity of water vapor
at the temperature of the water surface, and qa,r is the specific
humidity of water vapor at the ambient air temperature at
some reference height (both in kg/kg). Each of the three
methods differ in the mass transfer coefficient, hm, which
are derived from various theoretical and experimental
approaches. The evaporation mass transfer rate presented in
Equation 2 can be converted to an hourly evaporation rate as:
where EV is the evaporation rate in mmh-1 and ρw is the
density of water.

Series (HANTS) algorithm (Julien et al. 2006; Xu et al.
2013). Ambient air temperature, relative humidity, and mean
wind speed were taken from archived Automated Surface
Observing System (ASOS) data (Nadolski 1998). Hourly data
sets were downloaded for the ASOS stations closest to each
reservoir’s centroid, namely ICAO:KCEU, ICAO:KAND, and
ICAO:KAGS.
The hourly data sets were then used to calculate the
ambient conditions (Ta, φ, ū) for each satellite overpass time.
See Phillips et al. (2016) for more details on the data collection
and quality-assurance steps used in this study. The satellitebased Ts measurements and the ASOS ambient conditions
data (Ta, φ, ū) were then used in Equation 2, along with the
three parameterizations for hm, to calculate four evaporation
rates per day (i.e., one evaporation rate per satellite overpass)
for each evaporation method over the period of record (July
2002 to December 2012). The individual sub-daily data
sets were then averaged to produce three distinct daily and
monthly time series of evaporation for each reservoir.

(3)
While there are a multitude of mass transfer models
available for hm, three distinct examples were used in this
research: the turbulent boundary layer (TBL), general
aerodynamic (AERO), and heat transfer (HT) models
(Brutsaert 1982; Ham 1999; Sartori 2000; Gupta 2001). The
expressions for hm for each model are:

UNIMPAIRED FLOWS

Unimpaired flow is an estimate of the flow that would have
occurred in a river basin in the absence of any human-made
structures (e.g., dams) and anthropogenic water fluxes. The
use of unimpaired flows by water-resource managers is a
common practice in developing drought-contingency and
water-management plans (Gleick 1987; Lettenmaier and Gan
1990; Tarboton 1995). The original unimpaired flow data set
for the SRB implemented herein was developed by ARCADIS,
U.S., Inc., as part of the Surface Water Availability Modeling
and Technical Analysis for Statewide Water Management
Plan that was prepared for the Georgia Department of
Natural Resources (ARCADIS 2010). The unimpaired flow
is defined as:

(4)

Here, ambient air density is denoted by 𝜌𝑎 (kgm-3), ūr is the
mean wind speed (ms-1) at a given reference height, Cdr is a
surface drag coefficient, Sc is the Schmidt number (kinematic
viscosity divided by the molecular diffusivity of water vapor),
Ce is the water-vapor transfer coefficient, C1 and C2 are wind
speed coefficients, h𝑤 is the latent heat of vaporization of
water (Jkg-1), and P𝑎 is the atmospheric pressure (Pascals).
It is important to note that the TBL method is nonlinear in
wind speed due to Cdr, the AERO method is linear in wind
speed, and the HT method is linear in wind speed with an
additive term.
Applying these models to the SRB requires
measurements of reservoir surface temperature (Ts), ambient
air temperature (Ta), relative humidity (φ), and average
wind speed (ūr). See Phillips et al. (2016) for more details on
obtaining hm. Accurate methods must be used to estimate
and measure each of these parameters when developing
reliable evaporation estimates for the reservoirs in the SRB.
Reservoir surface temperatures were obtained from the
moderate-resolution imaging spectroradiometer (MODIS)
sensor onboard the National Aeronautics and Space
Administration (NASA) TERRA and AQUA satellites. This
temperature data has a spatial resolution of approximately
1 km2, a temporal resolution of 4 overflights per day, and a
temperature resolution of approximately 1 K. All available
data from July 2002 to December 2012 was used. Gaps in
the data were filled using the Harmonic Analysis of Time
Journal of South Carolina Water Resources

(5)
where UIF is the local unimpaired incremental flow (m3s-1);
LIF is the local incremental flow (m3s-1); NETWU is the net
water consumption resulting from municipal, industrial, and
agricultural uses, and from groundwater pumping (m3s-1);
and NETEVAPF is the flow due to reservoir net evaporation
effects (m3s-1) given by:

(6)
where EV is the rate of surface evaporation (mmh-1), P is
the rate of precipitation (mmh-1), A is the reservoir surface
area (m2), and ROC is the sub-basin runoff coefficient
(ARCADIS 2010). A complete and detailed description
of the UIF computation process is beyond the scope of
this work and can be obtained from ARCADIS (2010). All
UIF, LIF, NETEVAPF, and NETWU data sets, as well as the
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precipitation time series, P, area time series, A, and runoff
coefficient values, ROC, were obtained from the Georgia
Environmental Protection Division (GA EPD).

used by USACE were developed by ARCADIS (2010)
using NOAA monthly evaporation observations, along
with Hamon potential evapotranspiration (PET) estimates
(Hamon 1960). Monthly evaporation observations were
obtained from geospatial evaporation grids developed by
the National Weather Service (NWS), which represents freewater surface evaporation for any location in the contiguous
United States (Farnsworth and Thompson 1982). More
details on development of the NETEVAPF time series used by
USACE is provided by ARCADIS (2010). Consequently, the
current UIF is not representative of the TBL, AERO, HT, and
pan evaporation estimates described above and in Phillips et
al. (2016).
It is important to note that the pan evaporation
estimates described in Phillips et al. (2016) and implemented
herein were developed independent of those used by
USACE. Evaporation based on the pan method used in this
research was developed using monthly reservoir-specific pan
evaporation coefficients and a long-term pan station located
in Clemson, South Carolina. Monthly pan coefficients, Kp,
were estimated (see Figure 3) for each reservoir using NWS
free-water surface evaporation geospatial grids, FWSgrid,
based on observed pan evaporation measurements in
Clemson, South Carolina, Epan, as:

HEC-RESSIM MODEL

The modeling environment used to simulate the SRB
herein is HEC-ResSim, developed and used by the USACE
Hydrologic Engineering Center. The HEC-ResSim model
used by USACE incorporates physical reservoir data, such
as net evaporation, net evaporation plus runoff, and stagestorage relationships, as well as stream routing steps, dam
flow properties, diverted outlets, and power-plant operations
for each of the five major SRB reservoirs, including Bad
Creek Reservoir. Although each of these components play an
intricate part of the model, the key lies within the operational
rules embedded in the reservoir model.
The model used for this research contains the operational
rules and data sets for the 2006 Drought-Contingency Plan
(2006-DCP), as well as the water-management plan during
this period, collectively referred to as the 2006-DCP model
hereinafter. Within the 2006-DCP model, Lake Jocassee, Lake
Keowee, and Bad Creek operate under the storage-balance
rule set imposed by Duke Energy, requiring safe operating
levels for the Oconee County Nuclear Plant. Lake Hartwell,
Lake Russell, and Lake Thurmond operate under the 2006DCP developed by USACE. Ultimately there are three
fundamental inputs that govern the result of the model: (1)
UIF data sets, developed by ARCADIS (2010); (2) reservoir
pool evaporation; and (3) human water consumption. It
is important to note that the 2006-DCP model is not the
current model used by USACE to manage water availability
in the SRB. However, the 2006-DCP was the only reservoir
model made available at the time of this research. The
2006-DCP model was obtained from the USACE Savannah
District, located in Savannah, Georgia. See USACE (2006)
for in-depth descriptions of the hydrologic and hydraulic
components included in the 2006-DCP.

(7)
Although the UIF data in the current 2006-DCP
model is not representative of TBL, AERO, HT, and pan
evaporation estimates, a UIF set independent of any one
evaporation parameterization should be developed and used
in the 2006-DCP model, mainly since the UIF is dependent
upon the evaporation estimates used to develop NETEVAPF.
Furthermore, the goal of this research was to understand the
effect of uncertainty in evaporation estimates on the total
water availability in the SRB. As a result, a single UIF data set
1.00
0.95

BASIN HYDROLOGIC MODELING

0.90

Differences in the parameterization of the four evaporation
methods (i.e., pan evaporation and the three mass transfer
methods) yield differences in estimates of reservoir
evaporation along the SRB. These evaporation estimates play
a significant role in modeling the hydrologic cycle, assessing
water availability, and developing water-management
and drought-contingency plans. As a result, a proper
understanding of the effect of uncertainty in evaporation
estimates on basin water-availability predictions is needed.
Therefore, a method was applied to understand the response
of the SRB reservoir network to the evaporation estimates
described above and in Phillips et al. (2016).
A component of the UIF is the NETEVAPF occurring
from each reservoir. The NETEVAPF time series currently
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Figure 3. Monthly derived pan coefficients, Kp, for: Jocassee (∆),
Keowee (◇), Hartwell (×), Russell (□), and Thurmond (○) (used with
permission from Phillips et al. 2016).
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for the basin was used as a baseline, while pool evaporation
varied within the 2006-DCP model. Developing a UIF data
set independent of any one of the four evaporation methods
was achieved by first generating NETEVAPF estimates for
each of the evaporation methods. However, TBL, AERO, and
HT evaporation estimates were not available until July 2002,
and NETEVAPF data sets for each of the reservoirs required
evaporation estimates at reservoir completion. Although
the TBL, AERO, and HT estimates were not available at
reservoir completion, pan evaporation estimates were
available starting in 1949, spanning the life of each reservoir.
Therefore, an approach was applied to project the MODISderived evaporation estimates back to reservoir completion
using pan-based evaporation estimates.
A series of adjustment factors was developed for each
of the three mass transfer evaporation time series to project
MODIS-derived reservoir evaporation estimates back to
reservoir completion. First, monthly evaporation rates were
computed for each of the four evaporation methods using
the daily evaporation rates calculated using the pan data and
mass transfer models. A time series of monthly adjustment
factors was then developed for each of the SRB reservoirs
from July 2002 to December 2012, given by:

individual reservoirs are multiplied by the calculated surface
area to obtain the pool evaporation flow, NETEVAPF. These
values are then subtracted from the UIF data sets to simulate
the addition of the reservoirs within the basin. As a result
of the development process of the UIF, the pool evaporation
data used in the 2006-DCP model is represented as the net
evaporation runoff rate, given by:

(10)
where NETEVAPR is the net evaporation runoff rate.
The pool evaporation for each reservoir can be
implemented as a constant monthly time series or a daily
time series. Incorporating a daily time series within the
model would generate more accurate results. However, since
the SRB is modeled over the entire POR, “virtual” reservoirs
are implemented prior to reservoir completion. Specifying
a look-back elevation (i.e., the reservoir elevation the day
prior to the simulation start date) constitutes the addition
of each reservoir in the 2006-DCP model prior to the
actual completion date. Since the reservoirs are “virtually”
simulated prior to construction, the runoff flows that
resulted from the land surface inundated by each reservoir
must be subtracted out of the historically observed flows. The
runoff flow concept is satisfied by ROC, as seen in Equation
10. However, a small problem still resides with the concept of
the “virtual” reservoir.
Each reservoir is simulated and “added” into the SRB
many years before the actual completion date. As a result,
no surface temperature measurements exist for the reservoirs
prior to completion. Moreover, pan evaporation estimates
do not span the entire POR (1939–2008). Therefore,
there is no way to predict reservoir evaporation using the
aforementioned mass transfer method adjustments, as shown
in Equation 9, and a daily time series of pool evaporation
cannot be implemented. Consequently, a constant monthly
pool evaporation time series was incorporated into the 2006DCP model for the entire simulated period, which is also
currently done by USACE.
The first step in developing pool evaporation estimates
for the 2006-DCP model was to identify POR years in which
MODIS- and pan-derived evaporation estimates coexist.
This time period was from July 2002 to December 2008.
Next, daily reservoir NETEVAPR time series were developed
using the pan and mass transfer evaporation estimates. The
daily NETEVAPR time series were then summed to generate
monthly NETEVAPR values. Lastly, the monthly rates were
averaged to produce the final monthly NETEVAPR time series
for each evaporation method and reservoir. It is important to
note that monthly NETEVAPR values were required for Bad
Creek in the 2006-DCP model. The focus of this paper was
on the major SRB reservoirs, and Bad Creek is negligibly
small when compared to the other reservoirs. As a result, the

(8)
where KMT is the monthly mass transfer evaporation
adjustment factor, EmMT is the monthly evaporation total
estimated by the mass transfer method (i.e., MODIS derived
Ts measurements), Emp is the monthly evaporation total
estimated from the pan method, and n is the total number
of monthly ratios. Adjusted daily mass transfer estimates
of reservoir evaporation were projected back to reservoir
completion for each mass transfer method, given by:

(9)
where EdMT is the adjusted daily mass transfer evaporation
estimate and Edp is the original daily pan evaporation
estimate. NETEVAPF and UIF time series were then
generated for each reservoir, as described in Equations 5 and
6, using the adjusted mass transfer evaporation estimates,
pan evaporation estimates, ROC data, reservoir precipitation
data, P, and LIF data. This resulted in four UIF data sets for
each of the five SRB reservoirs (i.e., TBL, AERO, HT, and
pan). Finally, a single UIF data set for each reservoir was
generated by taking the average of the individual UIF data
sets.
POOL EVAPORATION

The surface area of each reservoir is calculated using the
simulated reservoir level and area-stage relationships during
a reservoir model run. Next, pool evaporation rates for the
Journal of South Carolina Water Resources
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monthly NETEVAPR values for Bad Creek were assumed to
be equal to that of Lake Jocassee, due to the proximity of Bad
Creek to Lake Jocassee.

the future water-use data, and water-use projections were
only provided for 57 years, a set of corresponding historical
dates was selected for running future simulations. The date
range selected for the analysis was 1952 to 2008, which
corresponds to projected years for 2010 to 2066.
The future simulations incorporated the same
operational and computational rules as the historical
alternative. However, the UIF data implemented within
the new alternative corresponded to the UIF time series
from 1952 to 2008, not 1939 to 2008, with the inclusion of
the projected daily water-use time series. Four simulations
were developed and computed using the four monthly
NETEVAPR time series described in previous sections after
development of the future alternative. The start and end date
of each simulation was set to January 2, 1952, and December
31, 2008, respectively, while the look-back date was set to
January 1, 1952. The future simulation represented the SRB
behavior from January 2010 to December 2066. A summary
table of data used and its source is given in Appendix A.

HISTORICAL RESERVOIR SIMULATIONS

Historical simulations were run over the entire POR
(January 1939 to December 2008) for each of the evaporation
methods (i.e., pool evaporation estimates). This was done to
encompass as many historical drought periods as possible.
Each simulation was developed using the current 2006-DCP
model and the computed NETEVAPR monthly time series for
each reservoir. However, daily net water-use data obtained
from USACE, where available, were incorporated in the
simulation, whereas USACE currently only incorporates
constant monthly net water-use data at each diversion or
constant daily discharge values. The start and end date
selected for each simulation was January 2, 1939, and
December 31, 2008, respectively, while the look-back date
was set to January 1, 1939.
FUTURE RESERVOIR SIMULATIONS

RESULTS AND DISCUSSION

The effect of future water use coupled with varying
evaporation parameterizations was evaluated by
implementing future daily projected water-use time series
into the 2006-DCP model. Future water-use projections
were obtained from an HDR Engineering, Inc., report (HDR
2013) that was developed as part of Duke Energy’s KeoweeToxaway Hydroelectric Relicensing Project. Average-annual
rates were computed in ten-year increments from 2016 to
2066 (HDR 2013) in which historical water-use data, where
available, population growth predictions, developed by each
state, power consumption per person data, and future plans
of industry growth/decline were considered.
The average-annual net withdrawal rates developed
by HDR (2013) provided some indication of future water
use along the SRB. However, daily net water withdrawals
needed to be generated for use in the 2006-DCP model. As
a result, inter-year average-annual net withdrawal rates were
interpolated using projections from HDR (2013) and an
elliptical interpolation function. This provided continuous
yearly average net withdrawal rates from 2010 to 2066. The
projected withdrawal rates determined by HDR (2013) were
average-annual rates and were assumed to be representative
of each day within the calendar year. Consequently, daily
projected water-use rates were developed based on the
average-annual rates.
It was assumed that the future hydrologic setting would
remain similar to that of the historical alternative. As a result,
a greater focus is placed upon the effect of future water use
only without changing the hydrology settings along the
basin. Consequently, the same UIF data set was used for the
future water-use projections as was used for the historical
simulations. Since the historical UIF data set was used with
Journal of South Carolina Water Resources

The 2006-DCP model used in this paper allowed for the
development of a continuous daily water-surface elevation
time series for each of the major SRB reservoirs. Sample
simulated Lake Hartwell daily water-surface elevations for
the historical water-use alternative are presented in Figure 4.
Lake Hartwell’s daily simulated reservoir level showed a very
clear pattern in the daily simulated water-surface elevation,
under normal hydrologic conditions (i.e., non-drought
periods). The daily reservoir elevation results were directly
related to the operational data sets that make up the 2006DCP model. For example, during the fall, and under normal
flow conditions, the virtual water manager, HEC-ResSim in
this case, lowers Hartwell’s reservoir elevation from 201 m to
200 m from October to January, while raising the reservoir
elevation from 200 m to 201 m from January to April. These
levels are maintained throughout normal flow conditions to
account for heavy rainfall during the fall/winter and lighter
rainfall during the summer. As a result, the pattern seen
in Figure 4 was controlled by the operational and watermanagement plan built in the 2006-DCP model.
As discussed in the introduction, δC was used as a proxy
for the amount of available water within each reservoir, while
differences in the observed δC values were used as a proxy
for the uncertainty in water-availability predictions. Hence,
the critical intake reservoir elevations for the major SRB
reservoirs are provided in Table 2.
HISTORICAL WATER AVAILABILITY

The annual-minimum storage volume above the critical
intake elevation was computed for each of the SRB reservoirs
and evaporation methods using the data provided in Table
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Table 2. Major SRB reservoir critical intake elevation summary (HDR 2013).

Critical Intake
Elevation (M AMSL)

Reservoir

Comments

Jocassee

329

Hydropower operations limitation.

Keowee

240

Oconee Nuclear Station limitation.

Hartwell

194

Clemson University Central Energy Facility intake. (Note: Although
Clemson University’s Musser Fruit Farm irrigation intake is higher
@ 197 m, in the event this intake is exposed, the facility can purchase
water from the City of Seneca. Due to the alternate water source, the
Musser Fruit Farm intake @ EL 197 m is not considered as the critical
intake.)

Russell

143
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Figure 4. Lake Hartwell daily simulated reservoir elevation from 1939 to 2008: (a) TBL; (b) AERO; (c) HT; and (d) pan.
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2, the daily simulated reservoir elevation/storage data sets,
and the reservoir stage-storage curves. The maximum,
minimum, and average δC among the four evaporation
methods presented herein were computed to illustrate this
uncertainty in water-availability estimates due to evaporation
parameterization. These results are plotted versus year in
Figure 5 for each of the five major reservoirs in the SRB
based on historical water consumption. In general, each of
the reservoirs showed some degree of uncertainty in the
predicted δC.
The magnitude and degree of uncertainty in the
predicted δC showed the effect of varying evaporation
parameterizations on water-availability predictions. Notable
drought occurrences during the SRB POR (1939–2008)
were 1938–1944, 1950–1957, 1965–1970, 1976–1978, 1980–
1982, 1985–1990, 1993, 1995, 1998–2003, and 2006–2009
(Barber and Stamey 2000; Douglass 2002; USACE 2012).
Figure 5 shows that many of the periods when uncertainty
was observed in the predicted δC correspond to these
drought years. Under normal flow conditions, uncertainty is
minimized due to the large amount of available water within
the basin and reservoir levels being controlled by seasonal
operational rules. However, under low flow conditions
(i.e., drought periods), uncertainty in water-availability
predictions, due to uncertainties in evaporation estimates,
are magnified for many of the SRB reservoirs, as evaporation
plays a relatively larger role in these periods.
Uncertainty during several of the drought periods
represented a significant fraction of available water within
the basin and warrants further investigation by waterresource managers to achieve efficient and effective reservoir
management during such drought periods. For example,
during 1988, Lake Jocassee, Lake Keowee, Lake Hartwell,
Lake Russell, and Lake Thrumond experienced uncertainty
in the simulated δC of 52.98 × 106 m3, 1.88 × 106 m3, 90.99 ×
106 m3, 4.95 × 106 m3, and 101.88 × 106 m3, respectively.
To put these numbers in context, according to water reports
prepared by Greenville Water Systems, the city of Greenville,
South Carolina (population of 60,379; US Census Bureau
2011), pulled an approximate daily average of 102,000 m3
from Lake Keowee during the 2012 fiscal year (Greenville
Water Systems 2012). Hence, an uncertainty in δC of 1.88 ×
106 m3 represents the city of Greenville’s daily water
withdrawal from Lake Keowee for approximately 18 days.
As noted above, uncertainty in the predicted δC of each
reservoir was more prevalent during drought periods. During
drought periods, the net total inflow to each reservoir is
limited. This net reduction in inflow triggers water managers
(i.e., Duke Energy and USACE) to decrease the outflow of
several reservoirs within the SRB to maintain an adequate
water supply. Subsequently, many of the SRB reservoirs begin
to experience lower reservoir elevations (i.e., smaller δC).
Under the above conditions, the net evaporative loss from
Journal of South Carolina Water Resources

each reservoir now begins to represent a larger fraction of
the total available water within the basin, when compared
to normal flow conditions. Consequently, the reservoir
level and δC are more heavily influenced by the evaporation
occurring over the reservoir surface. This observation was
characterized by plotting the annual range of δC against the
average annual δC and is presented in Figure 6. Here the
range is given by:

(11)
and the average is given by:

(12)
where ∆δC, δCmax, δCmin, and are the annual range,
maximum, minimum, and average δC, respectively, among
the four evaporation methods.
Plots of ∆δC versus are presented in Figure 6 to illustrate
the increase in variability during periods of low flow. The
figure shows a degree of scattering in the results. However,
in general, as the reservoir pool elevation decreased from the
full pool elevation, the observed uncertainty, ∆δC, increased.
Lake Keowee was the only reservoir that did not exhibit this
behavior. In contrast, Lakes Hartwell and Thurmond showed
the largest range of results. This result is directly related to
the average surface area of each of these reservoirs. Lakes
Hartwell and Thurmond have the largest surface area of the
reservoirs within the basin; therefore, the small uncertainty
in the predicted water level due to evaporation translates to a
much larger uncertainty in terms of the storage volume. Each
of the reservoirs, except for Lake Russell, are lowered each
year to a target minimum elevation, due to the absence or
presence of rainfall. Lake Russell is kept at a nearly constant
full-pool elevation of 145 m, due to the critical intake at 143 m.
As a consequence of water-management and operational
rules, δC values for Lakes Jocassee, Keowee, Hartwell, and
Thurmond were never equal to the full pool volume.
FUTURE WATER AVAILABILITY

The above results correspond to the historical water-use
alternative. The effect of industry and population growth
on this uncertainty is now presented for each evaporation
method. The distribution of δC for each reservoir and
evaporation method was computed to demonstrate the change
in availability due to increased water demand. This was done
for both the historical and the future water-use scenarios.
While the distribution of δC were being generated, only the
last 57 years of data for each reservoir simulation scenario
were used, corresponding to the years 1952–2008 and 2010–
2066 for the historical and future scenarios, respectively.
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Figure 5. Historical simulated yearly maximum (◯—blue), minimum (△—red), and average (◻—black) volume of water above the critical intake
(δC) from 1939 to 2008: (a) Jocassee; (b) Keowee; (c) Hartwell; (d) Russell; and (e) Thurmond.
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Figure 7. Lake Hartwell δC histogram: (a) historical water use; and (b) future water use. Full pool and Zmin levels are represented by a solid and
dashed vertical line, respectively.

hydrologic system. Here we use T as a proxy for the
sensitivity of water-availability predictions with respect to
evaporation parameterizations coupled with increased water
consumption. In Figure 8, the return periods are presented
for each of the five major SRB reservoirs and evaporation
methods. The return periods presented in Figure 8 were
generated by first computing an empirical cumulative density
function (CDF) from each δC data set, as opposed to fitting
probability distributions to each data set. This was done
because each reservoir is heavily managed and may not be
well represented by fitted probability distributions. Here, a
critical event was considered to occur when δC falls halfway
between the annual target minimum volume (∀min) and
the volume remaining at the critical intake (∀critical). This
critical event represents the case when 50% of the annual
minimum available water is depleted. Return periods, in
years, were then computed using the extreme event volumes,
the empirically computed CDFs, and Equation 13.
As shown in Figure 8, the AERO method generally
produced the highest return periods for all reservoirs for
both the historical and the future water-use scenarios. A
clear pattern among the remaining methods was not present.
In all cases, predicted return periods decreased when moving
from the historical to the future water-use scenarios. In some
instances, the overall observed difference between historical
and future return periods was greater than individual return
periods. For example, the distance between Lake Thurmond’s
historical and future return periods for the AERO method
was much larger than either of the return periods computed
using the pan method.
For Lake Hartwell, Figure 8 illustrates that as water
consumption increased, the return period for each
evaporation method decreased. Furthermore, there was a
considerable amount of uncertainty in the predicted return

The above interval was selected because future industry
and population growth data were available only for 57 years,
while the historical data were available for 70 years (i.e.,
the historical POR was from 1939 to 2008). Moreover, the
future water-use scenario incorporated the historical UIF
data set from 1952 to 2008. Sample histograms for Lake
Hartwell’s δC distribution are presented in Figure 7, and
the summary statistics of δC are presented in Tables 3 and
4 for each reservoir. The general patterns and shifts in the
δC distributions between historical and future water-use
scenarios were very similar for all five reservoirs. Overall, the
mean δC decreased for the future water-use scenario, while the
standard deviation (StD) and coefficient of variation (CoV)
increased significantly. For example, the mean δC for Lake
Hartwell for the TBL model decreased from 8.58 × 108 m3
to 8.19 × 108 m3 from the historical to future water-use
scenarios. The standard deviation (StD) and coefficient of
variation (CoV) increased from 1.35 × 108 m3 and 0.16 to
1.78 × 108 m3 and 0.22, respectively, from the historical to
future water-use scenario. Therefore, under the future wateruse scenario, uncertainty in the predicted available water
increased.
RESERVOIR-SPECIFIC WATER AVAILABILITY RISK

During the development of water-resource plans and
management schemes, the risk of failure is often quantified
by an exceedance probability, Pe, to hydrologic events (Chin
2006) and is related to the return period, T, by:

(13)
where T is the average number of years between events.
Evaluating the return period of extreme events allows
water-resource managers to assess the reliability of any
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Table 3. Summary statistics of δC for historical water use.

Model

Mean (× 108 m3)

StD (× 108 m3)

Table 4. Summary statistics of δC for future water use.

CoV

Model

Mean (× 108 m3)

Jocassee

StD (× 108 m3)

CoV

Jocassee

TBL

2.04

0.55

0.27

TBL

1.90

0.67

0.35

AERO

2.12

0.47

0.22

AERO

2.03

0.58

0.29

HT

2.07

0.51

0.25

HT

1.93

0.64

0.33

Pan

2.04

0.55

0.27

Pan

1.90

0.66

0.34

Keowee

Keowee

TBL

1.25

0.18

0.14

TBL

1.20

0.25

0.21

AERO

1.29

0.15

0.12

AERO

1.24

0.22

0.18

HT

1.26

0.16

0.13

HT

1.21

0.24

0.20

Pan

1.25

0.18

0.15

Pan

1.21

0.24

0.20

Hartwell

Hartwell

TBL

8.58

1.35

0.16

TBL

8.19

1.78

0.22

AERO

8.83

1.18

0.13

AERO

8.55

1.43

0.17

HT

8.67

1.26

0.15

HT

8.29

1.67

0.20

Pan

8.64

1.36

0.16

Pan

8.25

1.75

0.21

Russell

Russell

TBL

1.25

0.19

0.15

TBL

1.23

0.23

0.19

AERO

1.25

0.20

0.16

AERO

1.20

0.28

0.23

HT

1.26

0.19

0.15

HT

1.22

0.23

0.19

Pan

1.24

0.20

0.16

Pan

1.23

0.25

0.20

Thurmond

Thurmond

TBL

8.21

1.73

0.21

TBL

7.94

2.05

0.26

AERO

8.47

1.39

0.16

AERO

8.16

1.75

0.21

HT

8.29

1.60

0.19

HT

7.99

1.98

0.25

Pan

8.30

1.72

0.21

Pan

8.02

2.06

0.26

periods between the mass transfer methods and the pan
method. For example, the TBL, AERO, and HT methods had
approximate historical return periods of 38, 53, and 46 years,
respectively. The pan method produced a historical return
period of 38 years. As a result, the return periods generated
from the historical water-use scenario had a total uncertainty
of 15 years. However, uncertainty among the predicted return
periods was only 7 years for the future water-use scenario.

as a function of uncertainty in evaporation estimates and
increased water consumption. However, the SRB reservoirs
are coupled, and the effect of one reservoir output will
closely affect the operation and function of downstream
and upstream reservoirs, suggesting the utility of a complete
basin evaluation. Due to differences in the stage-storage
relationship among each of the major SRB reservoirs, a basin
δC distribution would not provide a meaningful measure
of total basin water availability. Therefore, the total water
volume above all the reservoir critical intakes is used for
this system-level analysis. The daily simulated available
storage volume was computed for each evaporation model

BASIN-WIDE WATER-AVAILABILITY RISK

Figure 8 provides some indication of the uncertainty in the
individual SRB reservoir’s water-availability predictions
Journal of South Carolina Water Resources
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and water-use scenario. These values were then used to
determine the SRB annual-minimum storage volume for
each evaporation model and water-use scenario. Next, the
ratio of the minimum available storage volume to the annual
target minimum storage volume was computed for each
evaporation model and water-use scenario. This ratio was
given by:

a return period of approximately 30 years. Uncertainty in
the predicted historical return periods among the three
mass transfer methods and the pan method was relatively
small. However, increased water consumption within the
SRB greatly affected this result. During the future water-use
scenario, the TBL and pan methods both predicted return
periods of approximately 9 years. However, the AERO and
the HT methods predicted future return periods of 31 and
20 years, respectively. The range of predicted return periods
for the future water-use scenario created a total uncertainty
of 22 years, as opposed to 7 years for the historical water-use
scenario, a 214% increase.

(14)
where ∀𝛼 was the annual-minimum storage volume and
∀t was the annual target minimum storage volume. The
ratios provided SRB water-availability distributions for the
historical and future water-use scenarios. Figure 9 presents
SRB histograms of ∀𝛼, while summary statistics of ∀𝛼 are
presented in Tables 5 and 6.
As shown in Table 6, the AERO, HT, and pan method all
experienced a decrease of 0.03 in the mean ∀𝛼, while TBL’s
mean fell by 0.04. Increased water consumption caused the
standard deviation (StD) to increase anywhere from 0.03 to
0.05. However, the coefficient of variation (CoV) increased
by a range of 0.04 to 0.06. This result encapsulates the SRB
uncertainty and variation in water availability with respect to
not only evaporation, but also increased water usage.
Basin return periods were generated using ∀𝛼 for a
50% minimum basin storage volume. The return periods
are presented in Figure 10. Similar to individual reservoir
return periods, the figure shows that the AERO method
produced the highest return period for both the historical
and the future water-use scenarios, approximately 40 and 30
years, respectively. Under the historical water-use scenario,
the HT method fell within approximately 4 years of the
AERO method, while the TBL and the pan method predicted
Table 5. Summary statistics of ∀𝛼 for
historical water use.

Model

Mean

StD

CoV

TBL

0.89

0.16

0.18

AERO

0.91

0.13

0.14

HT

0.90

0.14

0.16

Pan

0.90

0.16

0.17

CONCLUSIONS
Uncertainty in predicted water availability for reservoirs in
the Savannah River Basin was generally only observed during
drought conditions. Results presented herein show that as
reservoir levels fall from full-pool elevation, uncertainty in
predicted available water increases due to uncertainty in
reservoir evaporation estimates. During drought periods,
uncertainty in evaporation estimates begin to impact
predicted water availability much more due to lower
reservoir levels. Uncertainty in water-availability predictions
were magnified when water consumption increased due to
projected industry and population growth.
Basin return periods for exceedance probabilities under
severe hydrologic stress were used as an additional measure
of uncertainty in water-availability predictions on a basin
scale. The observed uncertainty in the predicted return
periods was approximately 7 years for the historical wateruse scenario and 22 years for the future water-use scenario.
The observed uncertainty in water-availability
predictions is a direct result of the uncertainty in evaporation
estimates. Under normal flow conditions, the uncertainty is
small due to an abundance of water. As a result, any one of
the four evaporation methods used in this paper performs
well in evaluating water availability. However, under drought
conditions, the uncertainty in evaporation estimates caused
significant uncertainty in the total available water. Increased
water consumption from industry and population growth
intensifies this effect. The uncertainty in water availability was
estimated to increase substantially with future increases in
water consumption. Herein, constant daily projected wateruse data were incorporated to evaluate such uncertainties
that may be typical for engineering studies. Such assumptions
should be further evaluated and tested with consideration
given to seasonal variability in future water consumption,
changes in rainfall patterns, and other climate change–
induced stresses.

Table 6. Summary statistics of ∀𝛼 for future
water use.

Model

Mean

StD

CoV

TBL

0.85

0.19

0.23

AERO

0.88

0.16

0.18

HT

0.86

0.19

0.22

Pan

0.86

0.19

0.23
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Figure 8. Reservoir return periods for falling within 50% of available δC under historical (black) and future (grey) water use scenarios: (a) Jocassee;
(b) Keowee; (c) Hartwell; (d) Russell; and (e) Thurmond.
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APPENDIX A
Table A.1. Summary of data, use, and source for the major inputs required for evaporation and water-availability modeling.

Data

Use

Ta, φ, and ūr

Mass Transfer Evaporation

Automated Surface Observation System (ASOS)

Ts

Mass Transfer Evaporation

Moderate-Resolution Imaging Spectroradiometer
(MODIS—TERRA/AQUA)

FWSgrid and EPan

Pan Evaporation

National Weather Service (NWS)

UIF, LIF, NETEVAPF, NETWU,
P, A, and ROC

Unimpaired Flow

Georgia Environmental Protection Division (GA EPD)

Future NETWU

Unimpaired Flow

HDR 2013

Basin Water-Availability Modeling

United States Army Corps of Engineers (USACE)
Savannah District

2006-DCP
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Abstract. The increasing population and economic growth of South Carolina make it attractive for landowners to
convert their land to commercial and urbanized zones. However, since ecosystems are directly affected by land use,
changes in these land uses directly impact the ecosystem services (ES). Therefore, efforts to conserve ecosystems
are paramount and are often supported through conservation-incentive programs. One approach for conservation
programs is to provide economic incentives for landowners to retain their land as forest or agricultural land.
The success of these programs eventually affects the ES recipients or “end-users,” particularly the residents.
Therefore, it is important to understand the stakeholders’ perceptions toward these programs. Understanding
the landowners’ perception can provide information on how to engage them to join the conservation programs.
Furthermore, knowing the residents’ perception could improve the “buy-in” or support from the public for
promoting conservation within the community. The stakeholders’ perception can serve as a feedback mechanism
and could provide key information for improving implementation strategies for conservation programs.
This study elicited the knowledge, awareness, and perception of South Carolina residents and landowners to
conservation programs. Results show that while a majority are not aware of the conservation programs being
implemented in the state, there is no doubt that residents and landowners know the importance of conservation and
how it affects their well-being. However, since many conservation concepts use technical terminology, stakeholders
have increased difficulty grasping these concepts. This poses a challenge for academics and conservation agencies to
improve communication methods and better impart conservation messaging. The results also show that residents
are willing to support the conservation programs; landowners are willing to participate in conservation activities,
especially if they are compensated. Therefore, this emphasizes a good opportunity to establish stakeholder-driven
strategies such as sustainable financing mechanisms for conservation programs.

INTRODUCTION

resource–based industries, while 2.4% comes from utilities,
which includes water distribution (SC Department of
Employment and Workforce 2018). On the other hand, a
larger amount of the state’s GDP comes from real estate (13%;
SC Department of Employment and Workforce 2018). The
increasing popularity of South Carolina as a place to relocate,
own a second home, or invest increases housing prices
within the state (South Carolina Realtors 2019). In addition,
cities and developed areas are expanding to meet the growing
demand of the economy and residential property needs. This
makes it financially attractive for landowners to convert
their land into commercial and urbanized zones. From 2001
to 2016, a gradual increase in urban areas can be observed
in land-cover maps. Consequently, vegetated areas such as
forest land, grassland, agricultural land, and pasture land are

South Carolina (SC) has historically been heavily dependent
on natural resources and the agribusiness industry as a
primary driver of economic growth and development (Willis
and Straka 2016). The agribusiness industry of SC yields
a total annual economic impact of $46.2 billion, which
corresponds to 247,000 jobs and $9.6 billion in labor income
(Von Nessen 2020). The state is a major production hub for
timber, corn, cotton, soybean, rice, and peanuts (USDANASS 2019). However, with the rising economic potential
of other industries, the direct economic contribution from
natural resource–based industries is declining dramatically.
As of 2017, only 0.5% of South Carolina’s gross domestic
product (GDP) comes from agribusiness and natural
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noticeably declining (USGS “National Land Cover”). This
trend of vegetated areas being converted to commercial and
urban areas is expected to continue, along with population
growth and increasing primary value of the land (Sohl and
Sayler 2008).
While socioeconomic factors typically drive these landcover changes, most often other benefits and attributed costs
are not totally accounted for, including the impacts and
benefits from ecosystems in the form of ecosystem services.
Ecosystem services (ES) are processes and products provided
by an environment that affects human well-being (Millenium
Ecosystem Assessment 2005). While ES are mainly classified
into four types—provisioning, regulating, supporting,
and sociocultural ES—most often only the provisioning
ecosystem services are accounted for in economic
development (Wunder 2005). This leads to undervaluation
of ecosystem resources across different land uses, eventually
leading to a degradation of ES and ultimately producing
irreversible damage to the environment (Wunder 2005).
Declines in natural resource land cover and associated loss of
environmental services poses a significant concern to society.
In the attempt to balance economic progress and
ecological sustainability, conservation programs were
developed. One approach is to provide incentives or
financial support to attract landowners to conserve all or
some portion of their land. These programs are actively
promoted by the United States Department of Agriculture
and Natural Resources Conservation Service (USDA—
NRCS) in the form of conservation-incentive programs
such as the Environmental Quality Incentives Program
(EQIP), the Conservation Reserve Program (CRP), and
the Agricultural Conservation Easement Program (ACEP)
(Mercer et al. 2011). Other institutions such as The Nature
Conservancy (TNC), South Carolina Conservation Bank,
Ducks Unlimited, and numerous local and nonprofit land
trust groups (Land Trust Alliance) also promote and support
these programs.
Conservation programs are not new in South Carolina.
For example, some landowners allocate parcels of their land as
conservation easements while others participate by developing
their land in accordance with the state’s conservation plans.
These measures protect the ecosystems from degradation
and contribute to continuous provision of ES in the process.
While these conservation programs prevent the conversion
of vegetated land to urban and developed areas, they could
also be used for improving the ES. This could be done
when landowners create more green and natural areas that
contribute to habitat improvement (Chiavacci and Pindilli
2020; Barral 2020)however, by the quantification tools used
to assess habitat quality and functionality. Of specific concern
are the lack of transparency and standardization in tool
development and gaps in tool availability. To address these
issues, we collected information via internet and literature
Journal of South Carolina Water Resources

searchers and through conversations with tool developers
and users on tools used in U.S. conservation mechanisms,
such as payments for ecosystem services (PES. In fact, news
of habitat improvement in some areas has been reported
(Moultrie News 2019), where farm and forestland protection
are continuously promoted through conservation programs
(SCDNR 2019).
Although vast areas of land have some form of protection,
these protections only cover roughly 14% of the total area of
the state (SCDNR 2019). Hence, additional landowners and
farmers have yet to be engaged in conservation programs.
Given the need for enhanced conservation of ES, there is an
outstanding question of why landowners and farmers are not
taking advantage of these programs. Tumpach et al. (2018)
interviewed loggers and landowners to understand the
barriers for implementing forestry best management practices
in Georgia, USA. They found that landowners prioritize
training as the main factor for deciding to implement forestry
best management practices; education and information
campaigns about the importance of sustainable forestry
should be developed (Tumpach et al. 2018). Similarly, this
could also apply to South Carolina landowners to encourage
them to engage in conservation programs.
On the other hand, since conservation programs are
expected to improve the overall quality of the environment,
this improves the ES enjoyed by the residents. While residents
do not have the direct capability to implement conservation
strategies, they are typically the final recipients of the ES.
Support from the general public can generate significant
influence for implementing conservation strategies and
managing protected areas (Weaver and Lawton 2008;
Calderon et al. 2012; Ureta et al. 2016; Thompson 2018).
Therefore, it is important to understand the residents’
perception toward these programs. Weaver and Lawton
(2008) investigated the perception of residents in Columbia,
South Carolina, toward the protection of Congaree National
Park. Their results showed that a majority of the residents
perceived that the national park is an asset and that they
have a responsibility to ensure that the park is protected.
Furthermore, residents also expressed that they should have
an opportunity to participate in the protection of the park
and provide planning inputs (Weaver and Lawton 2008).
Although there could be a difference in the perception
toward conserving a national park as compared to other
conserved land, the results still indicate that residents would
be willing to participate in protecting land that was deemed
to be an asset and contributes to their well-being. Therefore,
in terms of conservation programs, feedback from residents
could provide critical insights for successful implementation.
To understand the feasibility, potential gaps, and
possible strategies of implementing conservation programs
in South Carolina, we elicited the knowledge, awareness,
and perception of forest landowners and residents toward
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conservation and conservation programs. We focused on
the landowners’ and residents’ perception as they primarily
represent the ES provider and the ES final recipient,
respectively. The data collected by this study could function
as a baseline of the perception of both groups toward
conservation program implementation. Furthermore, this
study could be used as a feedback mechanism of stakeholders
to provide their insights toward conservation programs.

benefits from ES. Indirect benefits typically have no market
values and are deemed free by the recipients (Wunder 2005).
This leads to undervaluation and underappreciation of the
impacts of the conservation programs to the ES (Liu et al.
2010; Calderon et al. 2012; Doherty et al. 2014; Ureta et al.
2016; Khan and Zhao 2019). However, since ES transcend
private and political boundaries, conservation across the
landscape is a prerequisite for sustainability and continuous
provision of ES. Therefore, for effective implementation of
an ES-based approach, stakeholder buy-in is an important
factor (Goldman et al. 2007; Pascual et al. 2014; Thompson
2018). Implementation of conservation programs concerns
both landowners and residents as major stakeholders. It is for
these reasons that diverse stakeholder engagement may play
an important role in planning and evaluating ES strategic
interventions.
On the one hand, landowners are concerned with how
they will directly benefit from the program or how they can
access resources for the conservation program(s); it may
even be that farmers and landowners are not even aware of
these programs (Lackstrom et al. 2018; Ricart et al. 2018;
Tumpach et al. 2018). On the other hand, residents are also
concerned with whether these programs will be effective and
eventually affect their well-being, how these programs affect
the overall state of ES and the environment they live in, if they
have enough information about these programs, or if these
programs will be acceptable to the general public (Weaver
and Lawton 2008; Elwell et al. 2018; Thompson 2018).
These perspectives from stakeholders could help define the
most appropriate and strategic conservation programs for
implementation as well as provide information on necessary
adjustments for policymaking.
However, literature and information related to
understanding the knowledge, perceptions, and acceptability
of conservation programs are scarce. Moreover, there are
very few, if any, feedback mechanisms specifically coming
from South Carolina stakeholders, whether landowners
or residents, to express acceptance or contention of
these programs. It becomes difficult to understand the
stakeholders’ position on these important issues. To the
best of our knowledge, aside from Weaver and Lawton
(2008) and Tumpach et al. (2018), there are very few studies
regarding residents’ and landowners’ perceptions toward
the environment, conservation, and conservation programs.
Therefore, the objective of this study is to elicit and analyze
the residents’ and landowners’ knowledge, awareness, and
perceptions about conservation programs. While Tumpach
et al. (2018) made a comprehensive Strengths, Weakness,
Opportunities, Threats (SWOT) analysis for landowner’s
perception in Georgia, it was focused on best management
practices rather than on ecosystems and ecosystem services.
Hence, this study could complement their findings in
terms of landowners’ perception toward ES conservation

BACKGROUND
Intentional efforts to incorporate stakeholders’ buy-in is
one approach that is becoming prevalent to conservation
program planning as it adds a “human well-being” dimension
to the planning process. Stakeholders are any group or
individual that can affect or be affected by the ecosystem
and ecosystem services (Hein et al., 2006). Analysis of
perceptions and preferences is common in business, social,
and psychological studies (Printezis and Grebitus 2018;
Soley et al. 2019; Richard and Pivarnik 2020). Likewise, this
analysis is slowly becoming more common in communitydevelopment research and social aspects of environmental
studies (Tesso et al. 2012; Schattman et al. 2017; Elwell
et al. 2018; Quintas-Soriano et al. 2018; Ricart et al. 2018;
Khan et al. 2019). Furthermore, community perspectives
and individual preferences are becoming a critical part in
environmental decision-making and management planning
(Elwell et al. 2018; Ouko et al. 2018; Raum 2018). Studies
have made use of stakeholder involvement for strategically
crafting and implementing conservation practices (Asah et
al. 2012; Raum, 2018). Since conservation programs directly
enhance ecosystems and ES (The Economics of Ecosystems
and Biodiversity [TEEB] 2010; United Nations 2014; Díaz et
al. 2015), stakeholder involvement plays a critical role in ES
approaches to landscape sustainability management.
Ecosystem service–based approaches to conservation
management emphasize the direct link between ecosystem
enhancement and societal improvement. Apart from
improvement to chemical and biophysical characteristics
of an ecosystem, ES approaches consider the effectiveness
of interventions and programs based on how it will benefit
the stakeholders (Noe et al. 2017). Although there is a
growing interest in adopting an ES-based management
approach (Daily et al. 2009), it is not without its challenges.
Since landowners may have full control in managing their
properties, following a proposed conservation program that
enhances ES provision on the land is only a prerogative for the
landowner. Therefore, approaches to attract the landowners
through incentives have become the main market-based
driver (Goldman et al. 2007; Zanella et al. 2014; Vedel et al.
2015; Thompson 2018). On the other hand, since conservation
program interventions are directed toward improving
ecosystems, the effects on society are usually through indirect
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programs. This type of stakeholder-driven natural-resource
management allows for conservation programs and policies
to be strategically tailored toward addressing priority ES
accounting for a wider community benefit.

used since the majority (79%) of residents in South Carolina
have online access (US Department of Commerce Census
Bureau 2019). However, since there are still substantial
numbers of residents who do not have access to the Internet,
the results of this study are only representative of the 79% of
the population that has access to the Internet.
A simple random sampling technique was used in the
South Carolina residents’ email database of Qualtrics to
collect responses of 1,500 residents. However, we obtained
from the focus group workshop an email list of 2,000
landowners in South Carolina. A link of the Qualtrics survey
was sent to those who were in the list as the landowner
respondents.
The survey (Appendix 1) had five sections: (1)
introduction; (2) knowledge and awareness toward
ecosystems, ecosystem services, and conservation programs;
(3) conservation infographic; (4) perception toward
ecosystems, ecosystem services, and conservation programs;
and (5) respondents’ demographic profile.
Section 1 of the survey conveyed the background, main
objectives, and intention of the study. Section 2 focused
on respondents’ current knowledge of environmental
terminologies and issues. This is critical information, as it
establishes the knowledge and awareness of the respondents’
conservation concepts. Section 3 provided a comprehensive
but concise explanation of environmental terminologies and
different conservation programs to ensure that respondents
have the minimum information required to answer the
succeeding questions, as this will elicit their choices and
decision-making criteria. Section 4 elicited the respondents’
perceptions toward the conservation programs. Finally,
Section 5 asked residents about demographics including age,
income bracket, household size, and length of residency in
South Carolina.

METHODOLOGY
The research team used a focus group discussion workshop
to elicit qualitative insights from key participants, and a
survey was conducted to ensure a broader representation
of the state’s residents’ and landowners’ perceptions and
preferences. The survey was tabulated and summarized for
a detailed, quantitative description of stakeholders’ views on
these important issues.
FOCUS GROUP DISCUSSION

As an initial step for developing the survey instrument, we
conducted a focus group discussion (FGD) workshop in June
2018 entitled “Conversation on Ecosystem Services Valuation
and Payment for Ecosystem Services” featuring different state
and local agencies as key participants. Agencies who attended
the workshop include State Government (South Carolina
Department of Health and Environmental Control [SC
DHEC], SC NRCS, SC Forestry Commission, and SC Forestry
Association), Federal Government (USDA), Academia
(Clemson University), and Nongovernment Organizations
(TNC, Conservation Voters of SC, and land trust groups). We
presented key conservation concepts, possible conservation
programs, and sustainable practices that have been adopted
both nationally and globally. Furthermore, we inquired
if these programs and best practices exist within South
Carolina and if stakeholders would be interested in engaging
in these programs. Moreover, we facilitated discussions
between key participants on the possibility of improving the
implementation of conservation programs across the state.
The outcome of the FGD workshop provided key
inputs to design the survey questionnaire for the primary
data-gathering activity, eliciting the respondents’ priority
ecosystem services and perceptions toward conservation
programs. Furthermore, qualitative insights from key
participants were documented as perspectives of institutions
and agencies regarding conservation concepts and programs.

RESULTS
The study used the insights of the FGD as inputs to the
survey questionnaire, while qualitative accounts from the
workshop were used to cross-reference against survey results.
The survey results were summarized descriptively to provide
information on the types and distribution of responses.

STAKEHOLDERS’ SURVEY

FOCUS GROUP DISCUSSION RESULTS

Since there is very limited information on South Carolina
stakeholders’ perception toward conservation programs,
ecosystems, and ES concepts, it is imperative for us to use
primary data in this study. We used a survey questionnaire,
distributed to household residents and landowners by email,
using the Qualtrics electronic platform. To identify between
landowners and residents, landowners are respondents who
indicated that they own a secondary property apart from the
land where they currently reside. The electronic platform was

The workshop introduced the concepts of conservation
programs, ecosystem, and ecosystem services to participants.
This was done through a series of presentations of concepts
as well as through a story map accessible here: https://arcg.
is/1i4abf.
The participants agreed that conservation programs
are very important. Although there have been ongoing
conservation programs in the state, such as the Environmental
Quality Incentives Program (EQIP), the Wetlands Reserve

Journal of South Carolina Water Resources

48

Volume 7, Issue 1 (2020)

Understanding Stakeholders’ Knowledge, Awareness, and Perception of Conservation Programs

Figure 1. Story map of the focus group discussion.

Program (WRP), the Conservation Reserve Program (CRP),
and conservation easements through the South Carolina
Conservation Bank, these programs are not fully utilized
across the state. Furthermore, there have not been any
studies or evaluation(s) related to why this might be the
case. The focus group participants provided expert opinion
on why conservation programs are not fully utilized by
stakeholders. Workshop participants indicated that the low
implementation rate of these programs could be associated
with the fact that applications for these conservation programs
are often extensive and difficult to understand. In addition,
the logistical difficulty of accessing and implementing
conservation programs is also a significant challenge, as
stated by landowners who are already part of these programs.
Some farmers and landowners are hesitant to participate due
to the impression that their land management will be strictly
regulated. The result of the workshop provided a baseline
impression on the status of conservation programs within
the state.

the focus group workshop, only 228 (11%) responses were
received and used in the analysis.
Demographic Profile of Respondents
Table 1 shows that some of the demographic characteristics of
our respondents are comparable with the state and national
data.
The mean age of the respondents is 47 for the residents
and 52 for the landowners, with the average number of years
living in South Carolina at 21 years and 31 years, respectively.
The average household size in both groups is three persons,
which is similar to the state and national mean household
size (United States Census Bureau 2019). While 75% percent
of the resident respondents are female and 25% are male, the
landowner respondents are split evenly at 50% each. The high
number of female resident respondents is not uncommon for
survey-based studies (Smith 2008; Mulder and de Bruijne
2019). Also, while the opportunities for females have
increased in recent years, there is still a traditional notion
that female household decision-makers tend to be focused in
household management and stay in the house (Calderon et
al. 2012; Ureta et al. 2016).
In regard to highest educational attainment, the majority
of resident respondents (54%) had some college, an associate
degree, or lower, which follows the distribution in the state
and national data. On the other hand, the majority of the
landowner respondents (66%) have a bachelor’s degree or
higher. In terms of the employment status, both resident
and landowner respondents have similar distribution
with the state and national census data where a majority
of the population is employed. Finally, in terms of income

SURVEY RESULTS

In collecting the survey responses, while the total number
of surveys distributed was not disclosed by Qualtrics, the
1,500 responses were met by sending out multiple batches
of randomly selected residents from their database using
the simple random sampling method. Out of the 1,500
accomplished responses, 72 were dropped due to missing
data and presence of outliers. Therefore, 1,428 responses were
used in the analysis of residents’ knowledge, awareness, and
perceptions toward conservation. Additionally, out of the list
of 2,000 landowners obtained from the landowner groups in
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Table 1. Demographic characteristics of survey respondents.

Residents

Landowners

SC

US

Median age

47

52

40

38

Mean length of residency

21

31

Mean household size

3

3

3

3

Male

26%

50%

Female

74%

50%

Some college or associate degree

54%

34%

73%

69%

Bachelor’s degree or higher

46%

66%

27%

31%

Employed

50%

58%

56%

60%

Unemployed

24%

10%

3%

3%

Retired

24%

30%

40%

37%

Students

2%

2%

Less than $10,000

9%

6%

8%

6%

$10,000–50,000

44%

27%

40%

35%

$50,000–100,000

32%

32%

31%

30%

$100,000–150,000

11%

18%

12%

15%

more than $150,000

4%

17%

9%

14%

Demographic Characteristic

Respondent gender

Educational attainment

Employment status

Income distribution

Source: SC and US data from United States Census Bureau, 2019.

distribution, resident respondents have a similar distribution
with state and national data, while landowner respondents
showed an opposite trend. Overall, 47% of the resident
respondents have an income equal to or higher than the state’s
median household income of $51,015, while at least 9% of
the respondents fall under the poverty threshold of $20,212
for a family of 3 people (United States Census Bureau 2019).
On the other hand, 67% of landowner respondents have an
income equal to or higher than the state’s median household
income, while at least 6% fall under the poverty threshold.
Overall, results show that the demographic characteristics of
the residents in this survey are comparable to the state and
national statistics. This indicates that the respondent profiles
are representative of the overall resident population in SC.

how it improves their well-being. This is evident from the
high “yes” response rate on the awareness and perception
questions, particularly from descriptive statements.
However, when asked about similar concepts using relatively
technical terminology, such as familiarity with the meaning
of a watershed, ecosystem services, or natural resource
conservation, only around half of the respondents answered
“yes” to these questions. It is interesting to note that although
only 47% of the respondents are familiar with the term
“ecosystem services,” almost everyone perceives that a
healthy environment is necessary for the provision of water
and maintaining good quality of life. This emphasizes the
disconnect between the use of technical terminology and the
level of understanding of the residents about the importance
of these concepts. Moreover, when asked to differentiate
between the concepts of preservation and conservation, the
majority of respondents (63%) indicated that these concepts
are similar. Only 9% said the two concepts are different, and
the remaining 28% were not able to determine if they are
similar or different. Finally, when asked if they are aware of
conservation programs, only 39% said “yes,” indicating that
a majority of the residents are not aware of these programs.

UNDERSTANDING RESIDENTS’ PERCEPTIONS

Residents’ Knowledge and Awareness of Conservation Concepts
We asked a series of questions pertaining to conservation
concepts and conservation programs to assess residents’
awareness and baseline knowledge of the topic. The results
are shown in Table 2.
Results show that respondents understand how the
environment is providing environmental services and
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Table 2. Residents’ knowledge and awareness to environmental concepts.

N = 1428

Yes %

No %

Familiarity with natural resource conservation

59%

41%

Familiarity with meaning of a watershed

54%

46%

Familiarity with ecosystem services

47%

53%

Awareness that air, water, and food come from nature

93%

7%

Awareness that different land uses affect the value of the residence

84%

16%

Awareness that ecosystems affect human well-being

87%

13%

Perception if healthy environment is important

97%

3%

Perception if healthy environment includes good quality of water

96%

4%

Perception if healthy environment contributes to abundance of usable water

88%

12%

Perception if healthy environment provides good quality of life in general

97%

3%

Is the term “conservation” the same as the term “preservation”?

63%

9%

Awareness about conservation programs

40%

60%

We also showed them a list of different conservation
programs that are currently funded by the US Department
of Agriculture (USDA). The distribution of residents who are
aware of these conservation programs within the 39% who
said “yes” are shown in Figure 2 (see Appendix 2).
The low awareness of conservation programs is likely
attributed to not having a direct connection between the
programs and the residents. Hence, the information about
conservation programs is not disseminated to the public.
This is also reflected in anecdotal evidence from survey
respondents stating that they did not have any idea that
conservation programs exist and, moreover, that they do
not know how to access this information. This implies that
many of the respondents are either simply not aware of
conservation program initiatives implemented throughout

the state, or they do not completely understand conservation
programs and where to access information about them.
When inquired about if they are aware of the existence of
institutions that host conservation programs such as the
South Carolina Conservation Bank, results show that only
33% responded “yes.” This indicates that many SC residents
are not aware of local and state conservation program
initiatives. While this is expected since conservation program
interventions do not have direct interaction with residents
but rather are more involved with landowners, exposing the
residents to conservation concepts will attract their attention
and improve their awareness to conservation. Increased
information for the residents could eventually translate into
more public support for these programs.

Figure 2. Residents’ awareness of conservation programs.
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When asked if they think it will be beneficial for the
state’s overall environment and human’ well-being to have
conservation programs, the majority of the respondents
answered “yes” with 86% and 83% distribution, respectively.
Furthermore, the majority of the respondents, 90% and 92%,
agree that the state should lead conservation efforts and that
the public has a significant role in conservation, respectively.
Additionally, when asked which level of government should
be responsible for managing conservation areas, 38% said
this should be a shared responsibility between federal, state,
and local government, as well as the public, while 28% believe
this should be the sole responsibility of the state government.
A small group (13%) said conservation should be the
responsibility of private institutions, 7% said it should be the
sole responsibility of the local government, 5% indicated the
federal government should be responsible, and the remaining
respondents said nongovernmental organizations should
have this role.

funds for supporting the implementation of conservation
programs.
UNDERSTANDING LANDOWNERS’ PERSPECTIVE

Landowners’ Knowledge and Awareness of Conservation Concepts
Similar to the residents, landowners were also asked a series
of questions pertaining to their knowledge of conservation
concepts and conservation programs (Table 3).
Likewise, landowners have high “yes” response rates
when asked if they are aware of the effect of the environment
on their well-being and the importance of conserving the
environment. Furthermore, compared to the residents,
landowners have a higher familiarity with technical
definitions of conservation concepts. While landowners
mostly answered that they are familiar and aware of the
environmental characteristics, it is interesting to note
that using the term Ecosystem Services” is still relatively
uncommon, since only 62% of landowner respondents
answered that they are familiar with ES. This indicates
that although landowners are more familiar with the
technical jargon used in conservation concepts, effectively
communicating conservation concepts is still a high priority,
particularly concepts that are emerging and relatively new.
Furthermore, when asked if they are aware of conservation
programs, the majority (69%) said they are.

RESIDENTS’ PERCEPTION AND WILLINGNESS
TO SUPPORT CONSERVATION PROGRAMS

The respondents were also asked about their willingness to
support the conservation programs. Results show that 76%
affirmed that they are willing to support these programs,
while only 24% said they are not willing. Figure 3 shows
the distribution of how people would likely support the
conservation programs (see Appendix 2). Among the
76% willing to support, most (77%) will do so through
volunteering activities such as tree-planting activities or
hosting and participating in workshops for conservation
programs. Some (25%) would be willing to support through
financial contributions or “in-kind” (12%) such as providing
for materials and lending of equipment. This shows potential
resources that can be tapped to support conservation
programs.
For the 24% unwilling to support conservation efforts,
Figure 4 shows the reasons identified for this (see Appendix
2). The majority of the respondents (52%) said they do
not have an idea on how to support, which confirms the
knowledge gap between the public and the information
about conservation programs, specifically on how the public
can participate.
Finally, we also asked respondents if they would agree for
the state to fund conservation programs using state funding.
A large majority of the respondents (76%) agreed, while very
few (7%) disagreed and the remaining (17%) chose not to
respond. This indicates that, if given enough information,
residents could be willing to support conservation programs
in the state. While the residents do not necessarily have
control over how the state funds are spent, their willingness to
support the programs could be used as leverage to encourage
representatives and policymakers in increasing the available
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LANDOWNERS’ PERCEPTION ON CONSERVATION
PROGRAMS AND ITS MANAGEMENT

We also showed the landowners a list of federal government
conservation programs to know how many of them are
familiar with these. Results in Figure 5 show that even with
the landowner respondent groups who are aware that there
are conservation programs available, the majority are still not
aware of these specific listed federal programs (see Appendix
2).
Similar to the residents, landowners have limited
information on accessing these conservation programs.
Furthermore, anecdotal evidence from the respondents’
comments particularly said that they do not know the
specifics on how to access these conservation programs.
However, when asked if they are aware of the SC Conservation
Bank, the majority (59%) responded “yes.” This indicates that
landowners may be more familiar with local conservation
programs such as conservation easements rather than federal
programs.
Landowners were also asked if they think conservation
programs are beneficial for the state’s overall environment
and human well-being. Overall, 89% of the respondents
indicated that they are beneficial for the state, while 81%
acknowledged that they are beneficial to human well-being.
When asked about the appropriate conservation
program managers, 85% indicated that the state should
take leadership in conserving its natural resources. Yet,
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Table 3. Landowners’ knowledge and awareness to environmental concepts.

N = 228

Yes %

No %

Familiarity with natural resource conservation

83%

17%

Familiarity with meaning of a watershed

79%

21%

Familiarity with ecosystem services

62%

38%

Awareness that air, water, and food come from nature

94%

6%

Awareness that different land uses affect the value of the residence

92%

8%

Awareness that ecosystems affect human well-being

92%

8%

Perception if healthy environment is important

96%

4%

Perception if healthy environment includes good quality of water

94%

6%

Perception if healthy environment contributes to abundance of usable water

84%

16%

Perception if healthy environment provides good quality of life in general

95%

5%

Awareness about conservation programs

69%

31%

Figure 3. Distribution of kind of support respondents are willing to make.

Figure 4. Distribution of the respondents’ reasons why they are not willing to provide support.
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Figure 5. Distribution of landowners’ awareness to conservation programs.

Figure 6. Perception on the effectiveness of incentives.

when asked which institution should primarily support
the conservation programs, 29% said it should be a shared
responsibility between federal, state, and local government.
Furthermore, 26% said it should be a private responsibility,
18% said it should be the state government alone, 11% prefer
the federal government alone, and the rest prefer nonprofit
organizations and local governments. However, when asked
if they think the public has a role in conservation, 91% of the
respondents answered “yes.” This suggests that respondents
know they have a sense of responsibility in taking care of the
environment.

programs. The majority (85%) of the landowners are willing
to support the implementation of conservation programs
within the state. However, while a substantial amount (46%)
are willing to participate in conservation programs even
without compensation, this improves significantly (75%)
when there is an option to support the programs and get
compensated at the same time.
Finally, we elicited their perception on the effectiveness
of different types of incentives to encourage landowners to
enter into conservation easement (Figure 6).
Results show that tangible incentives, particularly
financial incentives or tax credits, are perceived to be the most
effective mechanisms to encourage landowners to engage
in conservation programs. This highlights the potential for
developing sustainable financing mechanisms to improve
the implementation of conservation programs across the

LANDOWNERS’ WILLINGNESS TO PARTICIPATE
IN CONSERVATION PROGRAMS

Specifically, for the landowners, they were asked if they
would be willing to support and participate in conservation
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landscape. On the other hand, although perceived to have
lower effectiveness than financial incentives, harnessing
the altruistic values and principles could still be utilized for
encouraging landowners to utilize conservation programs.
However, values and principles must be rooted in proper
information related to conservation and sustainability
concepts.
Finally, the landowners were asked an open-ended
question about their thoughts on how to encourage more
landowners to get involved in conservation programs. The
top suggestion was to improve education about the programs
and provide more information to the landowners. Some also
suggested partnering with community organizations such
as local churches and clubs as venues for disseminating the
information. Additionally, some also suggested having proper
and transparent planning for implementing the conservation
programs. A common contention among landowners’
responses was the impression that getting involved in the
conservation programs allows the government to dictate and
control what can be done in the land. Therefore, working
closely with landowners, especially by including them in the
decision-making process and in crafting the conservation
plans, could improve their engagement in the programs.

that are present. One way to address this is to focus on
conservation program information outreach. Using different
mediums such as infographics and video advertisements to
promote conservation concepts will attract stakeholders and
increase their familiarity with these programs. Furthermore,
it is also possible that with targeted communication and
information, stakeholders can gain the knowledge they
need to make informed decisions. Since many conservation
concepts use technical jargons, there is a need to improve this
aspect of the challenge.
Furthermore, the study also showed that although
stakeholders have a high appreciation for conservation and
improvement of the environment, awareness of conservation
programs is limited for both the residents and the
landowners. Specifically, federally instituted conservation
programs seem to have difficulty in reaching the landowners.
Therefore, the accessibility to information on conservation
programs and sustainable practices should be improved for
both the landowners and the residents. While residents do
not have a direct implementation or operational capacity
for the conservation programs, it will still be beneficial
in order to garner support from the public. This could be
an opportunity for conservation agencies in promoting
conservation programs and strategies that can gather support
from stakeholders, since there is already a high awareness on
the importance of a healthy environment.
Contrary to the impression of conservation managers
that stakeholders are hesitant to adopt conservation programs,
the survey results show that the disconnect is likely due to
insufficient information communicated to stakeholders. In
fact, the majority of landowners and residents agreed and
responded that they are willing to support conservation
programs, since these programs are perceived to have a
positive impact on their well-being. However, the percentage
of stakeholders who are aware of the specific conservation
programs is low. Hence, this could be an opportunity for
improvement for promoting and implementing conservation
programs.
Finally, specifically on the perception of the landowners,
a majority of the landowners are willing to support and
participate the conservation programs. The results show
that in order to encourage more landowners to be involved,
tangible incentives such as financial compensation and tax
credits could be used as financing mechanisms. However,
while incentives are the best way to encourage landowners
to join the program, their values and outlook toward the
importance of the conservation concepts and ecological
integrity could still be used to promote the movement. A
substantial factor for developing values and principles is to
have proper and correct information about the subject, hence
the need to improve the communication of conservation
concepts to stakeholders.

DISCUSSION
This study assessed the knowledge, awareness, and
perception of South Carolina stakeholders toward
conservation concepts, conservation programs, and concepts
of ecosystems and ecosystem services. A summary of survey
results highlights that residents have a high awareness and
knowledge of ecosystems and ecosystem services concepts,
particularly if discussed using widely common terminologies
such as nature, food, air, water, and environment. Residents
mostly agree that proper management of ecosystems
and ecosystem services through conservation programs
are important. However, this affirmation declines when
jargon and technical terminology such as “watershed” and
“ecosystem services” are used when communicating with
residents. Furthermore, while landowners seem to have
more familiarity with conservation concepts, the use of
technical terminology, particularly “ecosystem services,”
revealed difficulty in understanding conservation concepts.
However, since these are key terminologies in conservation
concepts and sustainable development, there appears to
be a need to improve stakeholder communication and
information dissemination to ensure that messages about
conservation are properly relayed to stakeholders. A lack of
understanding and knowledge of key concepts reinforces the
potential for information disconnect within stakeholders’
current understanding of conservation concepts. This poses
a potential issue where there is a communication deficiency
between the scientific community and the stakeholders
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RECOMMENDATIONS FOR FUTURE WORK

The IPBES conceptual framework—connecting nature
and people. Curr Opin Environ Sustain. 14:1–16. https://
doi.org/10.1016/j.cosust.2014.11.002.
Doherty E, Murphy G, Hynes S, Buckley C. 2014. Valuing
ecosystem services across water bodies: Results from a
discrete choice experiment. Ecosyst Serv. 7:89–97. https://
doi.org/10.1016/j.ecoser.2013.09.003.
Elwell TL, Gelcich S, Gaines SD, López-Carr D. 2018.
Using people’s perceptions of ecosystem services to guide
modeling and management efforts. Sci Total Environ.
637–638:1014–1025. [accessed 2019 Jul 18]. https://doi.
org/10.1016/J.SCITOTENV.2018.04.052.
Forest Trends, The Katoomba Group, UN Environment
Programme (UNEP). 2008. Payments for ecosystem
services: getting started. https://wedocs.unep.org/
handle/20.500.11822/9150.
Goldman RL, Thompson BH, Daily GC. 2007. Institutional
incentives for managing the landscape: Inducing
cooperation for the production of ecosystem services.
Ecol Econ. 64(2):333–343. https://doi.org/10.1016/j.
ecolecon.2007.01.012.
Hein L, van Koppen K, de Groot RS, van Ierland EC.
2006. Spatial scales, stakeholders and the valuation of
ecosystem services. Ecol Econ. 57(2):209–228. https://doi.
org/10.1016/j.ecolecon.2005.04.005.
Ingram JC, Wilkie D, Clements T, McNab RB, Nelson
F, Baur EH, Sachedina HT, Peterson DD, Foley CAH.
2014. Evidence of payments for ecosystem services as
a mechanism for supporting biodiversity conservation
and rural livelihoods. Ecosyst Serv. 7. https://doi.
org/10.1016/j.ecoser.2013.12.003.
Khan I, Lei H, Ali G, Ali S, Zhao M. 2019. Public attitudes,
preferences and willingness to pay for river ecosystem
services. Int J Environ Res Public Health. 16(19). https://
doi.org/10.3390/ijerph16193707. [accessed 2020 Aug 11].
Khan I, Zhao M. 2019. Water resource management and
public preferences for water ecosystem services: A choice
experiment approach for inland river basin management.
Sci Total Environ. 646:821–831. https://doi.org/10.1016/j.
scitotenv.2018.07.339.
Lackstrom K, Glick P, Dow K, Stein BA, Peterson MN, Chin
E, Clark K. 2018. Climate change and conservation in the
Southeast: a review of state wildlife action plans. [accessed
2020 Sep 21]. http://go.ncsu.edu/se_swap_review_report.
Land Trust Alliance. [unknown date]. Find A Land Trust |
Land Trust Alliance. [accessed 2020 Dec 4]. https://www.
findalandtrust.org/states/south carolina45/land_trusts.
Liu S, Costanza R, Farber S, Troy A. 2010. Valuing
ecosystem services theory, practice, and the need for a
transdisciplinary synthesis. Ann NY Acad Sci. 1185:54–
78. [accessed 2019 Apr 27]. https://doi.org/10.1111/
j.1749-6632.2009.05167.x.
McNeely JA. 1990. The future of national parks.
Environment. 32(1):16–41. [accessed 2020 Sep 17].
https://doi.org/10.1080/00139157.1990.9928997.
Mercer DE, Cooley D, Hamilton K. 2011. Taking stock:
payments for forest ecosystem services in the United

The use of perception surveys to evaluate stakeholders’
knowledge, perceptions, and preferences toward
conservation concepts and programs could serve as a critical
feedback mechanism for strategizing effective creation
and implementation of conservation programs. Moreover,
future work could improve this study by eliciting the
perception of stakeholders that do not have Internet access.
Utilizing the stakeholders’ perception to develop applied
research efforts related to improving effective information
and communication appears to be most critical first step.
Furthermore, the initial insights from these surveys could be
a step toward developing more advanced economic studies
such as valuation to support policymaking and development
of sustainable financing mechanisms for conservation.
Working closely with scientists, environmental managers,
and policymakers to develop strategic planning initiatives
that improve the implementation and success of conservation
programs is important for the state’s environmental health
and overall quality of life.
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ONLY THE QUESTIONS THAT WERE UTILIZED FOR THIS PAPER)
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APPENDIX 2: SUMMARY STATISTICS OF RESIDENTS’ KNOWLEDGE,
AWARENESS, AND PERCEPTIONS FOR CONSERVATION
Residents

Question

Landowners

N

Yes

% Yes

N

Yes

% Yes

1,428

561

39%

228

157

69%

Environmental Quality Incentives Program (EQIP)

214

15%

19

12%

Wetlands Reserve Program (WRP)

398

28%

38

24%

262

18%

28

18%

225

16%

24

15%

Agricultural Conservation Easement Program (ACEP)

225

16%

23

15%

Healthy Forests Reserve Program (HFRP)

238

17%

21

13%

Grassland Reserve Program (GRP)

175

12%

12

8%

476

33%

134

59%

1,232

86%

202

89%

1,179

83%

185

81%

Perception that state should lead conservation

1,283

90%

194

85%

Perception that public has a role in conservation

1,313

92%

208

91%

Would you support conservation programs implemented within the state?

1,159

81%

196

86%

292

25%

142

12%

890

77%

Yes: Others

67

6%

No: Conservation is not my responsibility

30

11%

No: The state should support conservation programs

49

18%

No: Don’t think there’s a need to maintain a good environment

41

15%

30

11%

No: I have no idea how to support

139

52%

No: Others

13

5%

184

13%

59

26%

Are you aware about conservation programs (e.g., EQIP, WRP, CRP, FRPP,
ACEP, HFRP, GRP)?

Conservation Reserve Program (CRP)
Farm and Ranch Lands Protection Program (FRPP)

561

Are you aware of any institution that promote or support conservation
programs such as SC Conservation Bank?
Do you think that conservation programs will be beneficial to SC’s
environment?
Do you think that conservation programs will be beneficial to your wellbeing?

1,428

Yes: Financial contribution
Yes: In-kind/material

1,159

Yes: Volunteer activities

269

No: No need to improve hence no need for support

157

228

Who do you think should be primarily responsible for conserving SC’s
natural resources?
Private owners/citizens
Federal government

76

5%

24

11%

State government

405

28%

41

18%

106

7%

9

4%

Nongovernmental organizations

62

4%

17

7%

Shared federal, state, and/or local governments

548

38%

67

29%

Others

51

4%

11

5%

1,081

76%

193

85%

105

46%

171

75%

Local government

1,428

Would you support state funding in conserving natural resources?

1,428

228

228

Landowners only
Suppose you have a property eligible to be in a conservation program but without compensation, would you
be willing to participate?
Suppose you have a property eligible to be in a conservation program but with compensation, would you be
willing to participate?
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Abstract. Over past years, extreme tropical storm events along the North and South Carolina coasts—and
subsequent river flooding—have warranted the need for a better understanding of the hydrologic response to these
events to protect life, property, businesses, and natural and cultural resources. Our focus in this study is the Pee
Dee and Waccamaw River systems, which ultimately flow into Winyah Bay near Georgetown, South Carolina. River
flows, coupled with the tidal nature of these freshwater systems, are complex and difficult to predict. The objective
of the work is to analyze publicly available data from gauging stations along those river system as measured
during Hurricanes Matthew and Florence and Tropical Storm Bertha—three uniquely different storm systems that
produced varying rainfall depth, duration, and intensity across the Pee Dee Basin. The most important factor in
tidal river analysis is the location of the stagnation point , where downstream river flow exactly balances upstream
tidal flow. River flow only controls water level upstream of a tidal stagnation point, while ocean tide controls the
water level downstream of a tidal stagnation point. An analysis of major flooding following Hurricanes Matthew,
Florence, and Tropical Storm Bertha was used to determine the river flows associated with tidal stagnation at
each stream gauge active during these storms. A major limitation of the analysis was a lack of flow data for the
tidal channels in Georgetown County, which resulted in uncertainty in the flow associated with stagnation and
uncertainty in the role played by each of the creeks that connect the Pee Dee and Waccamaw Rivers. Ignorance of
the roles of these creeks most limited understanding of the relative importance of Pee Dee and Waccamaw flow to
cause stagnation near Pawleys Island and Hagley gauges on the Waccamaw River and the Socastee gauge on the
Atlantic Intracoastal Waterway.

INTRODUCTION

higher stage at Hagley Landing? In this paper, we will more
closely examine the response of the tidal rivers to determine
how tidal influences interact with differing hurricane
impacts. In a companion paper, we will examine the role
of forested wetlands and the unique geomorphology of the
lower Pee Dee Basin in floodplain storage and flood wave
attenuation.
Like many coastal counties, Georgetown County, South
Carolina, is subject to flooding from three separate processes:
flash flooding, riverine flooding, and tidal flooding. Flash
flooding occurs when the rate of precipitation exceeds the
rate water can infiltrate into the soil to an extent runoff water
causes damage to life or property. The scientific principles of
flash flooding have been known since Horton (1940) defined
infiltration rate and capacity. Riverine flooding is related to
flash flooding as runoff water accumulated in larger rivers.
The scientific basis for understanding river flooding also dates
to the middle of the twentieth century (Chow 1959; Langbein

In a previous issue of this journal, we discussed the impact
of flooding associated with Hurricane Florence on eastern
Georgetown County (Williams, Hitchcock, et al. 2019).
A combination of floodplain storage and tidal channel
hydraulics were responsible for mitigating flooding of
that storm. Observations of several homeowners along
the Waccamaw River near Hagley Landing (USGS Gauge
02110815 “Waccamaw River Near Hagley Landing, Near
Pawleys Island, SC”) indicated that flooding following
Hurricane Matthew was higher than it was following
Hurricane Florence. We confirmed the homeowners’
observations with gauge records from the Hagley Landing
Gauge. The highest water level associated with Hurricane
Florence was 5.23 ft (NAVD88), while the highest water level
following Hurricane Matthew was slightly higher at 5.68
ft. Why did smaller flows associated with Matthew cause a
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and Leopold 1964; Henderson 1966), while the explanation
of ocean tidal fluctuation dates to the late nineteenth and
early twentieth centuries (Darwin 1901; Doodson 1921).
Tidal modeling on the continental shelves and estuaries
became possible with satellite altimetry data and highspeed computing (Oey et al. 2007; Geleynse et al. 2011; Kim
2013). However, the large rivers in Georgetown County are
tidal freshwater rivers that require an understanding of both
riverine flow and tidal dynamics, which have only recently
been studied (Ensign et al. 2012).
Land-falling tropical cyclones (hurricane, typhoon, or
tropical storm) differ widely in size, wind speed, and rainfall
but often produce all three types of coastal flooding. The
amount and intensity of rainfall from tropical systems may
produce surface runoff from even forested land (Bonell 1993)
and can result in extreme flash flooding, as experienced in
South Carolina in 2015 (Mizzel et al. 2016). In addition to
the extreme rainfall in 2015, hurricanes Matthew (2016) and
Florence (2018) also generated rainfall exceeding 24” in areas
of North and South Carolina (Griffin et al. 2019). In addition
to flash flooding, these storms resulted in extreme river
flooding. Tidal surges may also be associated with tropical
cyclones. In this paper, we will focus on the role of tropical
cyclones on river and tidal flooding of the Pee Dee Basin,
which empties to the Atlantic Ocean through Winyah Bay in
Georgetown County.

to the mouth of Winyah Bay in northeastern South Carolina
(33° 1’ N, 79°6’ W) (Figure 1). Long-term data on flow into
the Winyah Bay estuary and tidal river system is measured
at six USGS streamflow gauging locations (USGS “Current
Water Data”) that measure a combined 15,032 sq. mi. The
Great Pee Dee is the largest sub-watershed, and flow is
measured at the USGS Station 02131010 “Pee Dee below Pee
Dee,” draining 8,850 sq. mi. The Lynches River is measured at
the USGS Station 02132000 “Lynches River at Effingham SC”
and drains 1,030 sq. mi. The Little Pee Dee River, including
the Lumber River basin in North Carolina, is measured at
the USGS Station 02135000 “Little Pee Dee River at Galivants
Ferry, SC” and drains 2,790 sq. mi. The Waccamaw River is
measured at Station 02110500 “Waccamaw River Near Longs,
SC” and drains 1,110 sq. mi. The Black River is measured at
Station 02136000 “Black River at Kingstree, SC” and drains
1,252 sq. mi. Since 2007, flow has also been measured on the
Waccamaw at Station 02110704 “Waccamaw River at Conway
Marina at Conway, SC” and Station 02135200 “Pee Dee River
at Hwy 701 Near Bucksport, SC.” These last two gauges are
in the tidal sections of each river and add an additional 508
sq. mi. of measured watershed, with 02110704 measuring
1,440 sq. mi. and 02135200 measuring 14,100 sq. mi. Finally,
in 2017, Station 02136030 “Black River near Andrews, SC”
was added with a drainage area of 1,560 sq. mi. This station
measures stage; flow is also measured, but only when the
station does not have tidal fluctuation. In addition to these,
several other gauges, some short-term and stage only, were
used for this and the companion paper. They are listed in
Table 1 and are shown in Figure 2.

BASIN DESCRIPTION

The Pee Dee Basin extends from the eastern continental
divide in north-central North Carolina (36°4’N, 81° 36’W)

Figure 1. Location of the Pee Dee Basin in counties of North and South Carolina, showing locations
of hurricane tracks and position of long-term stream gauges (blue dots): (left to right) Black, Lynches,
Great Pee Dee, Little Pee Dee, Waccamaw Rivers.
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Table 1. Summary of gauge locations used in this paper. Gauge numbers 3–10 are part of the Pee Dee system, numbers 11–16 are on the
Waccamaw River system, and numbers 19–22 are on the Black River system with numbers increasing downstream. The Atlantic Intracoastal
Waterway (AIWW) connects the Waccamaw River near Bucksport at Socastee, South Carolina (17) to the ocean through Little River (18).

Gauge number
shown in Figure 2

Data types
Long term > 50 years
Medium < 20 years
Short < 10 years
Temporary < 1 year

USGS number

Shortened USGS
location name

Datum
adjustment
(ft)

02131000

At Pee Dee

23.54

3

Stage, Flow, long-term

02131010

Below Pee Dee

14.29

4

Stage, Flow, long-term

335413079261000

Pee Dee at Hwy 378

0

5

Stage, temporary

02132000

Lynches Effingham

58.49

6

Stage, Flow, long-term

02135000

Little Pee Dee

23.95

7

Stage, Flow, long-term

335025079265600

Lynches Johnsonville

0

8

Stage, Temporary

02135200

Bucksport Pee Dee

–8.92

9

Stage, Flow, Tidal flow, medium term

02136350

Georgetown

0

10

Stage, short-term

02110500

Longs Waccamaw

5.28

11

Stage, Flow, long-term

02110550

Above Conway

0

12

Stage, Flow, Tidal flow, medium term

0211070

Conway

–5.06

13

Stage, Flow, Tidal flow, medium term

02110802

Bucksport Waccamaw

–14.36

14

Stage, medium term

021108125

Pawleys

0**

15

Stage, medium term

02110815

Hagley

–15.15*

16

Stage, Medium term

02110715

AIWW Socastee

0

17

Stage, Medium term

02110777

AIWW Little River

–11.72

18

Stage, Medium term

02136000

Black, Kingstree

24.66

19

Stage, Flow, long-term

02136030

Black, Andrews

–17.23

20

Stage, Flow, short-term

333250079240400

Black, Browns Ferry

0

21

Stage, Temporary

SCGE025843

Black, Plantersville

0

22

Stage, Temporary

*Adjustment is questionable; tide levels suggest number may be –15.43.
**Data for Matthew and Florence corrected by –4.5 ft.
Table 2. Distribution of peak flow (cubic feet per second, cfs) values with date of storm and dates of peaks, among sub-watersheds
of the Pee Dee Basin following Hurricane Matthew (10/8/2016), Hurricane Florence (9/18/2018), and Tropical Storm Bertha
(5/27/2020).

Storm
Gauge Location

Matthew
Date 10/8

Florence
Date 9/18

T.S Bertha
Date 5/27

Annual average
flow

Peak

Date

Peak

Date

Peak

Date

Black River at Kingstree
02136000 (19)

20,600

10/10

9,100

9/19

16,300

5/31

935

Lynches River at Effingham
02132000 (6)

9,670

10/10

8,630

9/22

10,200

6/2

996

Great Pee Dee River Below
Pee Dee 02131010 (4)

32,000

10/13

139,000

9/21

75,200

5/27

7,927

Little Pee Dee River at
Galivants Ferry 02135000 (7)

59,100

10/12

64,500

9/21

15,700

6/2

2,962

Waccamaw River at Conway
02110500 (13)

22,400

10/18

49,000

9/26

11,700

6/8

2,180

Pee Dee River at Bucksport
02135200 (9)

129,000

10/16

137,000

9/26

102,000

6/5

9,934
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Figure 2. USGS map of gauge locations (gray circles with black centered triangle) used in this paper.
Gauge numbers refer to descriptions listed in Table 1. Ocean tide gauges are blue circles; Oyster Creek
is on the inset due to scale limitation.

Hitchcock, et al. 2019). Hurricane Florence produced heavy
rainfall throughout the entire Pee Dee Basin and resulted in
large or record flows in all tributaries except the Black River
(Table 1).
Tropical Storm Bertha (May 27–28, 2020) was a minimal
storm that formed off Charleston, South Carolina, moved
onshore near McClellanville, was downgraded to a tropical
depression east of Columbia, and became extratropical in
North Carolina as it moved northerward to the Great Lakes
(Figure 1). Despite being a minimal tropical cyclone, it
resulted in a large flood on the Great Pee Dee, and on the
Lynches it produced the greatest peak flow of all three storms
(Table 2). Flooding with Bertha was exaggerated by heavy
rainfall earlier in May in the Great Pee Dee Basin (NOAA
“Advanced hydrologic prediction service”).
Each of these tropical cyclones provides a unique example
of the types of impacts that might be expected in the Pee Dee
Basin. Hurricane Matthew followed a very common track
by moving generally parallel to the coast; for comparison,
Hurricanes Irma (2017) and Dorian (2019) followed similar
paths. This track resulted in the heaviest rainfall and greatest
flow in the Waccamaw and Little Pee Dee Rivers. Tropical
Storm Bertha landfall was near Bulls Bay, South Carolina
(Figure 1), and it then traveled north, passing west of the
Pee Dee Basin, with the greatest rain and flow in the Great
Pee Dee, Lynches, and Black River Basins. The unusual track

TROPICAL CYCLONE DESCRIPTIONS

In this paper we will focus on three tropical cyclones that
produced large flooding events (Figure 1). These three storms
(Hurricanes Matthew and Florence and Tropical Storm
Bertha) were chosen for analysis because they each produced
large peak flows (> 100,000 cfs) within the Winyah Bay
estuary/tidal river system (Table 2). These three storms also
resulted in differing flows in the five tributary river systems.
The track of Hurricane Matthew (October 6–8, 2016)
paralleled the coast of South Carolina, briefly coming
onshore near McClellanville, moved back over the ocean
near Winyah Bay, and then traveled northeastward before
dissipating over the Atlantic (Stewart 2016). Rainfall from
Matthew resulted in up to 24″ of rain in a band along the
lower coastal plains of North and South Carolina (Griffin
et al. 2019). Hurricane Matthew followed the remnants of
Hurricane Hermine (August 27–September 8) and Tropical
Storm Julia (September 13–18), which both produced rainfall
in the Pee Dee Basin. Total rainfall for September 2016 in the
Pee Dee Basin peaked over 27″ in North Myrtle Beach, South
Carolina, and Plymouth, North Carolina.
Although Hurricane Florence (Stewart and Berg 2018)
had weakened to a Category 2 storm before it reached
Wrightsville Beach of North Carolina, its slow progress and
meandering track (Figure 1) resulted in historic rainfall and
flooding in the Pee Dee Basin (Griffin et al. 2019, Williams,
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of Hurricane Florence and the slow movement of the storm
resulted in major or record flooding in all tributaries except
the Black and Lynches Rivers (Table 2).

which must be parameterized uniquely for each specific bay
or estuary.
In order to make more general predictions, Savenije
(1992, 2001) utilized Langbein’s (1963) empirical
findings; estuary width, and cross-sectional-area declined
exponentially with distance from the ocean. He made
the assumption that estuaries were “funnel-shaped” and
developed equations of tidal flow within the estuary, which
could be solved analytically. Savenije (2015) applied his
equations to several real estuaries to argue that his analytic
solutions could be used in real world situations.
Unidirectional flow in open channels can be generally
described by assuming no change in water mass or momentum
and a uniform loss of energy associated with bottom friction;
for example, with Manning’s equation (Henderson 1966).
Momentum is generally assumed constant except in a
detailed analysis where rapid acceleration of flow occurs,
such as scour around bridge piers, erosion and deposition
around meanders, or where tributaries join a river at a large
angle. These assumptions cannot be made where the river
is influenced by a downstream tide; as tidal momentum
decelerates flow during rising tides (Ensign et al. 2015).
Previous work can be summarized in Figure 3. As the
ocean rises, a wave propagates into the estuary and the
volume of water in the estuary increases as the face of the
wave moves upstream. The increase of volume, often called
the tidal prism because it decreases in both width and depth
upstream, must be filled by water entering the estuary. The
momentum carried by the rising tide causes three reactions.
At the estuary mouth, it accelerates ocean water into the

TIDAL RIVER CHARACTERISTICS

In the mid-eighteenth century, Bernoulli and Euler first
described how movement of water can be described by a
series of differential equations of conservation of mass,
energy, and momentum, often called the Euler equation
(Anderson 2016). Deep water waves transfer momentum
with no change in mass and minimal loss of energy and are
often called Kelvin waves; Lord Kelvin combined planetary
motion, Newton’s theories of gravitation, and the Euler
equation to describe tides on a spherical planet covered in
deep water. Those equations were soon modified to explain the
distribution of tides on the oceans of the earth (Darwin 1901)
and the oceans used by the British Navy (Doodson 1921). As
the tide moves across the shallower water of the continental
shelves, the wave loses energy through bottom friction and
requires solutions of both the transfer of momentum and the
loss of energy. The assumptions needed for analytic solutions
of deep water were not met and numerical approximations,
using high-speed computers, were needed to explain tidal
motion onto the continental shelves (Blumberg and Mellor
1987). As the tide moves into a narrow bay or estuary, one
must also account for the change in the mass of water,
requiring solutions of equations for changes in momentum,
energy, and mass simultaneously. Solutions to such problems
can only be approximated by more complicated numerical
models (Oey et al. 2007; Geleynse et al. 2011; Kim 2013),

Figure 3. Schematic of a tide in an estuary. The upper left represents the stage and velocity of the tide for an entire cycle at the
ocean end of the estuary. Water levels are represented at three times of rising tide in the top, upper right; the side, lower right; and
the end, lower left views. The term ωt indicates a repeating time series equal to the tidal wavelength.

Journal of South Carolina Water Resources

71

Volume 7, Issue 1 (2020)

Williams, Song, Hitchcock, O'Halloran
estuary (Qo in Figure 3). It also decelerates and halts the
downstream flow of the previous falling tide. Finally, some
momentum is dissipated into the estuary bottom and
sides. Savenije’s (2015) equations describe these processes
sufficiently closely so they can be used to understand tides
in many alluvial estuaries. While the tide is rising, the river
is also flowing into the upstream end of the estuary (Qr
Figure 3). Horrevoets et al. (2004) examined how Qo and Qr
interact during a tidal cycle.
Conceptually, the interaction of Qo and Qr is quite
simple, although the mathematical description and
numerical modeling are complex. Qo is controlled by the
momentum of the tide, which is determined by the tidal
range in the ocean and the geometry of the estuary. During
the rising tide, ocean momentum creates an upstream
velocity and results in upstream flow Qo. Estuary geometry
and friction determine the energy loss as the tide flows into
the estuary. Above the estuary, flow of large rivers, Qr, will
change little during a single tidal cycle, and river momentum
can be considered constant. For each tide, upstream and
downstream momentum become equal at some point in
the estuary or the tidal river. At that point there will be no
flow, and the water-surface elevation will be minimum and
level. This is called the point of stagnation since flow halts
there. The point of stagnation is vital to understanding and
predicting flooding of a tidal river. The maximum water level
downstream of the stagnation point is controlled entirely by
the ocean tide, so traditional river-flood modeling will be
erroneous there. Likewise, the maximum water level above
the stagnation point is determined by river flow.
Knowing the position of the stagnation point is vital
to understanding and predicting water levels in tidal rivers.
Although stagnation occurs at a specific location for a single
tide and river flow, it is spatially variable, being controlled by
a variation of both the tidal range and the quantity of river
flow. A large tidal range will result in a stagnation point farther
upstream, while greater river flow will result in a stagnation
point farther downstream. Alternatively, at a particular point
in the river, stagnation can be associated with a particular
river flow and tidal range. This alternative view of stagnation
can be used to understand the factors important to flooding
at points along the river/estuary.
The goal of this paper is to describe the flooding
within the tidal sections of the Waccamaw, Pee Dee, and
Black Rivers in relation to the ocean tide level and varying
freshwater inputs. We used publicly available data to estimate
the position of the point of stagnation within the tidal river
system in relation to river flow rates and tidal stage. From
estimates of the position of the stagnation point, we can
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estimate regions where flooding is more likely caused by tidal
height or when river flooding will be more important.

METHODS
Collection of data for all three tropical cyclones was as
described in (Williams, Hitchcock, et al. 2019). Data were
collected from all available USGS Gauges (USGS “Current
Water Data”) and NOAA tide gauges (NOAA “Water levelsStation selection”) at Oyster Creek (8662245) and Springmaid
Pier (8661070). All gauge locations are depicted in Figure 2
and summarized in Table 1. Data were collected for a 30day period that included each storm: Bertha (May 20–June
20, 2020), Florence (September 10–October 10, 2018), and
Matthew (September 25–November 5, 2016). Data collection
for Hurricane Matthew was extended to include the end of
the hydrograph of the Little Pee Dee River. Stage elevations
were converted to the NAVD88 datum for all gauge data not
already in that datum. Adjustments are listed in Table 1 and
were calculated as described in Williams, Hitchcock, et al.
(2019). Likewise, flow records were downloaded for each
station where flow data were collected.
Data analysis consisted of assembling all stage data into
a single sheet, assembling flow data, resampling at 30-minute
intervals for Hurricanes Matthew and Florence, and
resampling all USGS data to 1-hour intervals. Since NOAA
tide data was recorded in either 6-minute or hourly intervals,
depending on the station, data comparisons required using
hourly flow data for comparisons to tide height. Stage data for
an entire 30-day period from all stations were graphed and
tidal signatures were inspected to estimate river flows that
were associated with the stagnation at that point. Gauges that
record tidally corrected flow and bidirectional velocity (Table
1: 9, 12, 13) allow direct measurement of flow associated with
the cessation of bidirectional flow, indicating stagnation at
the gauge site. At each of these gauges, the average daily flow
that corresponded to stagnation could be determined.
The gauges at Conway (12) and Above Conway (13)
provided the opportunity to test the theoretical concept of
a minimum water level at the point of stagnation. For each
rising tide, the water-surface slope will decrease in the
upstream direction (we defined downstream as toward the
ocean), downstream of the point of stagnation. Likewise,
upstream of the point of stagnation, flow will always
be downstream and the water-surface slope, although
fluctuating with the tide, will always be directed downstream.
Along the Waccamaw River, we used gauges at Longs (11),
Above Conway (12), Conway (13), and Bucksport (14) to
examine the water-surface slope during the tidal cycle when
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the stagnation point was near the Above Conway (12) and
Conway (13) gauge locations. We found that flow stagnation
did occur on the same cycle as when the water-level slope
to the next downstream gauge remained positive (positive
defined as toward the ocean) throughout the tidal cycle.
Tidal stage elevation graphs were then examined for the
other tidal, stage-only stations to estimate flows associated
with stagnation at those locations within the Waccamaw
and Black Rivers and the Atlantic Intracoastal Waterway
(AIWW). The Pee Dee River near Bucksport (9) was the only
gauge on the tidal Pee Dee system. The gauges at Pawleys
(15), Hagley (16), and Georgetown (10) receive flow from
both Pee Dee and Waccamaw Rivers. The Black River was
not included in the evaluation of the Bay. The Andrews gauge
(19) has only been active since 2017 and the two temporary
gauges (20, 21) were only active during Florence. Flow of the
Black River during both Hurricane Florence and Tropical
Storm Bertha was less than 5% of the flow into the bay.
Since water-surface slope was used to estimate the
presence of tidal stagnation, it was critical that the datum
estimate was consistent between gauges. The converted
stage at Hagley (16) showed consistently higher elevations
than Georgetown (10) and Pawley (15), which both had
NAVD88 data published by USGS. Since elevations at Hagley
were higher for both high and low tides, we suspected that
the –15.15-ft correction (Williams, Hitchcock, et al. 2019)
applied to the Hagley gauge was incorrect. We altered the
datum for the Hagley gauge by linear interpolation of the
NAVD88 elevations of the Georgetown (10) and Pawleys
(16), based on the length of the river between the three
gauges. Stage data for all three gauges were examined over 38
tidal cycles, from 7 days of low flow prior to Tropical Storm
Bertha and 12 days prior to Hurricane Florence. A predicted
average height at Hagley was interpolated based on Hagley
(16) being 5.1 miles from Pawleys (15) and 7.1 miles from
Georgetown (10). That predicted average elevation at Hagley
(16) was compared to the measured average elevation for the
same period. The difference between predicted and actual
means was 0.38 ft and a correction of –15.53 ft was used to
correct to the NAVD88 datum.

generally averages 116–118 cfs. On September 13, average
flow increased to 132 cfs, and for the next three tides, it
showed near-stagnation at this gauge, while on September
14, flow became unidirectional, with a daily average flow of
332 cfs. Thus, we can determine that the point of stagnation
is at the Above Conway gauge with a flow in the Waccamaw
River of about 140 cfs. By inspecting the flow records of the
Conway (13) gauge and the Bucksport gauge on the Pee Dee
(9), we determined stagnation for those points (Table 4).
STAGNATION AT STAGE-ONLY GAUGES

Only the three tidal gauges listed above have flow records
where the stagnation point can be directly estimated. However,
water-surface slope can be calculated from stage values along
the river channel. Figure 5 shows the water-surface elevation
for Conway and Above Conway for September 12–15, 2018,
to correspond with the period when the stagnation point was
located near the Above Conway gauge, shown in Figure 4. In
Figure 5, there is a clear upstream gradient from Conway on
September 12 and 13, while it disappears completely on the
second tide of September 14. These data confirmed the idea
that one can estimate the flow corresponding to stagnation at
gauges with only stage data. Two conditions are necessary: a
downstream gauge must have stage data for the same period
as the gauge considered, and there must be an upstream gauge
where flow has been measured during the period considered.
Those conditions were present to estimate flow associated
with stagnation for many gauges that measured only stage
(Table 4). The exceptions were as follows. On the Black River
there is little data. The gauge at Andrews does not measure
flow below a stage of 20 ft (about 2.77 ft NAVD88), which
is a flow of about 100 cfs. The two gauges below Andrews
were only active after Hurricane Florence and the Black River
could only be estimated for those two during Hurricane
Florence. Likewise, the gauge at Georgetown (10) was not
active during Hurricane Matthew. The gauges at Pawleys
(15), Bucksport Waccamaw (14), and AIWW at Socastee (17)
are near the point where Bull Creek first connects the Pee
Dee and Waccamaw Rivers. Bucksport Waccamaw (14) and
AIWW Socastee (17) are upstream of the junction with Bull
Creek (Figure 2). This arrangement of channels complicates
the estimate of upstream contribution from the Waccamaw
and Pee Dee Rivers. The stagnation point moved below
Bucksport Waccamaw (14) with flows of 6,300–9,700 cfs in
the Waccamaw River. At low flow, the AIWW shows a high
tide associated with Little River (18) about an hour before
and slightly above the high tide associated with Winyah Bay.
It seems that the stagnation points at AIWW Socastee (17)
and Pawleys (15) do not occur until there are large flows in
the Pee Dee River. The flows of both rivers are presented in
Table 4, as we cannot know how much water flows in Bull
Creek. It does seem that the Pee Dee flow may be dominant
since stagnation occurs with Pee Dee flows of roughly 40,000

RESULTS
STAGNATION AT MEASURED GAUGE LOCATIONS

On the Waccamaw River, five gauges recorded stage from
Longs (11) to Bucksport (14). The gauges at Conway (13) and
Above Conway (12) recorded stage, discharge, velocity, and
tidally corrected discharge. Low initial flow before Hurricane
Florence provided the opportunity to estimate stagnation
at both stations, while Tropical Storm Bertha allowed an
estimation at Conway (Table 3). From September 10 to
12, 2018, the point of stagnation is upstream of the Above
Conway gauge (Figure 4). During these days, river flow
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Table 3. Distribution of initial flow (cubic feet per second, cfs) values among sub-watersheds of the Pee Dee Basin prior to Hurricane
Matthew (9/25/2016), Hurricane Florence (9/10/2018), and Tropical Storm Bertha (5/20/2020).

Storm

Black River
at Kingstree
02136000

Lynches River
at Effingham
02132000

Great Pee
Dee River
Below Pee Dee
02131010

Little Pee
Dee River at
Galivants Ferry
02135000

Waccamaw
River at
Conway
02110500

Pee Dee at
Bucksport
02135200

Matthew

999

775

4160

2090

3840

10100

Florence

57

72

4190

277

50

4440

TS Berth

140

822

6920

2070

368

11000

Figure 4. Flow in the Waccamaw River at Above Conway (gauge 12 in Figure 2) for September 9–14,
2018, prior to Hurricane Florence. Negative values represent upstream flow.

Figure 5. River stage elevations for September 12–15, 2018, associated with the tidal flows presented
in Figure 4. Green shading indicates periods when the gradient was upstream, from Conway to Above
Conway. These correspond to the periods of upstream flow at the Above Conway Gauge.
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Table 4. Estimated flow (cfs) when the stagnation points corresponded to each gauge location. Mean daily flows were measured at
the gauge location or at the nearest upstream gauge. For the Pawleys (15) and AIWW Socastee (17) gauges, upstream flow of both
Pee Dee (PD) and Waccamaw (W) are listed separately, as an unknown portion of Pee Dee flow contributes to the Waccamaw River
near these gauges. Sites are listed by river from upstream to downstream (Figure 2).

Gauge

Florence

Matthew

Bertha

Above Conway (12)*

140

< 3000

< 340

Conway (13)*

610

<3500

600

Bucksport Waccamaw (14)

6640

9340

6280

AIWW Socastee (17)

PD 39441

W 21203

PD
47900

W
5970

PD
46600

W
2870

Pawleys (15)

PD 102,900

W 40,600

PD 87,200

W 18,500

PD 88,300

W 6,950

Hagley (16)

170800

143,500

106800

Georgetown (10)

>185800

ND

109400

Black River Andrews (20)#

100

ND

100

Black River Browns Ferry (21)

2900

ND

ND

Black River Plantersville (22)

3100

ND

ND

Bucksport Pee Dee (9)*

4088

<10100

<11000

Sites are listed by river system from upstream to downstream.
*Flow measured at these gauges.
# USGS does not measure tidally influenced flows below gauge reading of 20 ft (2.7 ft NAVD88) that corresponds to a flow of
about 100 cfs.
ND = no data.

Figure 6. Water levels in the Winyah Bay estuary/tidal river system during the storm surge caused by
Hurricane Matthew on October 10, 2016.

cfs at AIWW Socastee (17) and 90,000–100,000 cfs at Pawleys
(15), regardless of the flow in the Waccamaw (Table 4).

Bay, resulting in a lowering of tide level, and Tropical Storm
Bertha winds were too weak to have more than a minimal
impact on tide level. However, Hurricane Matthew produced
a peak tide level at Oyster Creek of 7.11 ft versus a predicted
level of 1.6 ft (NOAA Tides and Currents “Water levels—
station selection”). The tidal surge is depicted in Figure
6, showing hourly water levels at each of the active gauges
in the Waccamaw and Pee Dee Rivers. The peak elevation

STORM SURGE

Since the point of stagnation marks the limit of upstream flow
at high tide, it should also mark the extent of a tidal surge.
Only one of the analyzed storms produced a substantial tidal
surge. Hurricane Florence was north and east of Winyah
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decreases from 7.11 to 4.9 ft at Bucksport Waccamaw (14).
There is no observable surge peak at Conway (13) and very
minor, < 0.1 ft, at Bucksport Pee Dee (9). Average daily flow
of Waccamaw and Pee Dee was 5,300 cfs . Note that the
Waccamaw flow was less than the estimated stagnation flow
of the gauge at Bucksport Waccamaw (14), while the Pee Dee
flow was slightly more than the stagnation flow estimated at
Bucksport Pee Dee (9).

Downstream water-level slope determines the rate of
unidirectional flow, yet in the bidirectional flow of the tidal
channel, momentum must also be considered (Ensign et
al. 2015). The role of momentum can be clearly seen in the
relationship of downstream slope to water flow from the
May 20 Conway Gauge (13) records prior to Tropical Storm
Bertha (Figure 7).
The water level of the Waccamaw River at Conway (the
green line) had a mean height of 2 feet, a semidiurnal tide
with a range of roughly 6 inches and a period of 12 hours
and 30 minutes. If we look at the slope or the difference in
water-level elevation (orange line) between Conway (13) and
Bucksport (14), across 17.7 river miles, it varies from –0.4 to
1.4 ft, or slopes of –0.42 ft and +1.5 ft / 10,000 ft. Upstream
flow peaked at 230 cfs at 0000 hours and 175 cfs at 1330 hours.
Downstream flow peaked at 1,030 cfs at 0945 hours and
1,130 cfs at 2015 hours. The role of momentum is very clear
in that peak flow occurs roughly 2.5 hours after the greatest
slope, and the slope is negative for nearly 3 hours before the
upstream flow begins. It is likely that much of the variation
in Table 4 is due to the error associated with estimating
flow in a tidal river considering only water-surface slopes.
However, for most of the tidal rivers in Georgetown County,
stage elevations are all that has been recorded. Although
the quantities are approximate, a relatively clear estimation
can be made on river flows associated with flow stagnation
at those points within the tidal channels of the Winyah Bay
system (Figure 8).
The Winyah Bay estuary/tidal river system is highly
complex (Figure 9), but a central tidal flow can be traced
up the Waccamaw River to just upstream of the Above
Conway gauge (12). The height of the tide only controls water
elevation of this gauge if the river flow is less than about 140
cfs. Downstream at Conway (13), the tidal channel is larger
and will control the water level up to a river flow of about
600 cfs. Flow was not measured below Conway (13) ,and
flow at stagnation can only be estimated from the flow at the
Conway (13) gauge. For Bucksport Waccamaw (14), there are
two values in the 6,500–7,000 cfs range and one near 10,000
cfs.
The tidal system becomes complex downstream from
the Bucksport Waccamaw (14) gauge (Figure 9). Between
Bucksport Pee Dee (9) and Georgetown (10), the Pee Dee
River connects to the Waccamaw in four significant channels
(Figure 9). There is a direct channel to the upper end of
Winyah Bay at Georgetown (42.8 miles), a channel through
Schooner Creek to the Waccamaw River (38.2 miles), a
channel in Thoroughfare Creek to the Waccamaw River
(38.8 miles), and a final channel through Bull Creek (49.2
miles). Bull Creek joins the Waccamaw River between the
Bucksport Waccamaw (14) and Pawleys (15) gauges, while
the other creeks join the Waccamaw River between Hagley
(17) and Pawleys (15). Examination of Hurricane Florence

DISCUSSION
The stagnation point could be estimated precisely and
repeatably at gauges where bidirectional flow was measured.
In an earlier paper (Williams, Amatya, et al. 2019), the Pee
Dee River at Bucksport (9) was analyzed to determine flows
at stagnation and when tidal fluctuation ceased. During that
analysis, the stagnation point occurred there with a tidally
corrected average flow of 4,290 cfs (measured in July 2016).
The stagnation for Hurricane Florence at this gauge occurred
with an average daily flow of 4,088 cfs (Table 4), remarkably
close to the previous estimate. The gauge at Conway (13)
showed stagnation during Hurricane Florence and Tropical
Storm Bertha. The values of stagnation also agreed very
well at that gauge, both rounding to 600 cfs. Although those
storms varied, with very different maximum flow rates in the
Waccamaw River, stagnation occurred at Conway when flow
reached about 600 cfs following both storms.
Locating stagnation point by examining water-surface
slope downstream of a gauge is not as reliable, but it did show
similar trends of the stagnation point moving downstream
with increased river flows. There was considerable variation
at the Hagley (16) and Georgetown (10) gauges. Hoitink
and Jay (2016) state water levels near the “head of the tide”
will be higher during periods of lower tidal range. Since the
Springmaid Pier tide gauge was damaged during Hurricane
Matthew, comparisons have been made using the Oyster
Creek gauge. At that gauge, tidal ranges were 5.96 ft, 3.29 ft,
and 5.29 ft for Matthew, Florence, and Bertha, respectively.
While it may seem that the low tidal range during Florence
may be responsible for the stagnation being associated with
higher river flows, a comparison of the range at Springmaid
Pier for Florence (5.49 ft) and Bertha (5.30 ft) does not show
the lower range during Florence. The Oyster Creek gauge is
at the rear of the North Inlet Marsh system, 2.8 miles from
the ocean, and may not always reflect the ocean tides. During
the four tides when the Florence stagnation points were
estimated, average high tides were identical between Oyster
Creek and Springmaid Pier at 3.07 ft. The average low tides
were about 2 ft different, –0.22 ft at Oyster Creek and –2.23
ft at Springmaid Pier. It appears that we cannot evaluate any
influence in the effect of the ocean tide due to the large errors
associated with estimating the stagnation point based solely
on the downstream slope.
Journal of South Carolina Water Resources
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Figure 7. Relationships of water surface, flow, and downstream water-surface elevation change (head
difference). Water-surface slope to the Bucksport gauge = 1.07 × 10-5 for ` ft of head difference. Note the
scale for head difference and Conway water level (orange) is offset from the scale for flow (blue). Positive
numbers indicate downstream flow and water-surface slope, as opposed to the velocity sign in Figure 3.

Figure 8. Section of map shown in Figure 2 with gauge numbers and approximate flow at stagnation
for the tidal rivers of the Winyah Bay estuary/tidal river system. Values near each gauge represent
measured flow (9, 12, 13) or our approximation of the river flow that causes tidal stagnation
at that point. Values at Socastee (17) and Pawleys (15) are less reliable due to a difficulty in
partitioning the flow of the Pee Dee River through Bull Creek.
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Figure 9. Distribution of channels connecting Pee Dee River to Waccamaw River. Blue lines were
added, as streams in the images used in the Google Earth view varied from black to grey-brown. The
blue coloration was carefully applied to cover only the water surface in the high-resolution image to
represent the true width of each channel.
Table 5. Water-surface gradients when tidal stagnation occurred at AIWW Socastee and Pawleys following Hurricane Florence,
Hurricane Matthew, and Tropical Storm Bertha. All elevations are NAVD88.

Flow at Bucksport Pee Dee (9)

Station

Florence Stage (ft) Matthew Stage (ft)

Bertha Stage (ft)

40,000 cfs

Bucksport PD (9)

7.80

7.95

7.80

Bucksport W (14)

4.24

4.25

3.08

AIWW Socastee (17)

3.44

4.09

2.71

Pawleys (15)

3.44*

3.69*

3.52*

Bucksport PD (9)

12.5

11.98

11.86

Bucksport W (14)

7.22

6.14

5.86

AIWW Socastee (17)

6.72

5.67

5.42

Pawleys (15)

3.88

4.42

3.48

95,000 cfs

(Williams, Hitchcock, et al. 2019) showed that, at low flow,
Bucksport Pee Dee (9) and Bucksport Waccamaw (14) have
nearly identical tidal signatures and are almost the same
distance from the ocean. Bucksport Waccamaw (14) is 39.4
river miles from the ocean, similar to the distance via either
Schooner or Thoroughfare Creeks. Apparently, these two
creeks are the primary tidal channels connecting the Pee Dee
River to Winyah Bay.
The flow associated with stagnation at both Pawleys
(15) and the AIWW Socastee (17) suggest that Bull Creek
influences the height of the Waccamaw when the Pee Dee
flow exceeds 40,000–50,000 cfs to create a stagnation point at
Socastee on the AIWW, and a Pee Dee flow of 85,000–100,000
cfs produces a stagnation point at Pawleys (15). Flow in the
Waccamaw was highly variable when these gauges showed
Journal of South Carolina Water Resources

stagnation, suggesting some compensation of Waccamaw
and Bull Creek flows when stagnation occurred at Socastee
(17) or Pawleys (15).
It seems, if the Waccamaw stagnation point is located
downstream of the junction with Bull Creek, then the water
level is determined by the flow of the Waccamaw and Bull
Creek. With a flow of about 40,000 cfs at Bucksport Pee Dee
(9), flow in Bull Creek raised the water level to produce a
stagnation point in the AIWW near Socastee with Waccamaw
flows of 3,000–20,000 cfs. A similar situation may also occur
at Pawleys (15) when the flow at Bucksport Pee Dee (9)
reaches 90,000 cfs. Inspection of the flow and stage records
of those stations tends to confirm that hypothesis (Table 5).
At 40,000 cfs there is a clear gradient to AIWW Socastee
(17), and at 95,000 cfs there is clear gradient to both AIWW
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Socastee (17) and Pawleys (15). It seems that flow in the
Waccamaw tends to divert more flow toward Pawleys (15),
but it has less impact on water level.

We also wish to thank the anonymous reviewers whose
comments greatly improved this manuscript.
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Abstract. Undeveloped forested wetlands in the valleys of coastal plain rivers can play a large role in storing
floodwater and attenuating river flooding. In the lower Pee Dee, Little Pee Dee, and Lynches Rivers, these wetlands
played a large role in mitigating downstream flooding following Hurricane Florence. Wetland forest flood mitigation
was most effective for large flows in the Great Pee Dee River, where flooding on former river terraces determined
the course of overbank flow and the potential storage of floodwaters. Floodwater storage and attenuation of water
level were less effective if larger flows were limited to the Little Pee Dee River. Large rains prior to Hurricane
Matthew, and to a lesser extent Tropical Storm Bertha, caused the forested wetland to be a source of additional flow,
although with little increase in peak stage.

INTRODUCTION

Bullock and Acreman (2003) noted that forest vegetation
tends be especially effective in slowing overbank flow.
However, it was also noted that specific results may depend
on topography, upland soil types, and antecedent moisture
conditions (Acreman and Holden 2013).
In this paper we will examine the role of floodplain
forested wetlands in storage and attenuation of peak flooding
following Hurricanes Florence and Matthew and Tropical
Storm Bertha. Hurricane Matthew had a common coast
parallel storm track and resulted in high flow in the Little
Pee Dee but modest flow in the Great Pee Dee. Tropical
Storm Bertha had a less common coast perpendicular storm
track, resulting in large flow in the Lynches and Great Pee
Dee but modest flow in the Little Pee Dee. Finally, Hurricane
Florence had a unique lingering, meandering storm track that
produced very large or record flow in all the tributaries. The
primary focus of this paper will be on the geomorphology of
the lower Pee Dee Basin and its interaction with flow in each
river system. In particular, how does the topographic setting
of the forested wetlands of each river impact their function
on flood wave storage and attenuation?

In a previous paper, we concluded that flooding in the
Pee Dee River Basin due to Hurricane Florence was
mitigated by processes in tidal creeks and storage within
the floodplains of the Great Pee Dee, Little Pee Dee, and
Lynches Rivers (Williams et al. 2019). To better understand
the tidal channels, we compared flooding associated with
Hurricane Matthew and Tropical Storm Bertha, in addition
to Hurricane Florence. We found that tidal stagnation varied
with river flow but was consistent between hurricanes, and
Tropical Storm Bertha revealed a critical role of the channels
connecting the Pee Dee and the Waccamaw Rivers (Williams
et al. this volume). In this paper we will examine floodplain
storage during these same three tropical systems. The peak
flow entering the tidal system from the Pee Dee River was
quite similar for each of these tropical systems despite vastly
different peaks in the river’s tributary to that point (Table
1). These values suggest that storage within the tributary
floodplains differed greatly.
A major finding of our previous paper (Williams et al.
2019) was that significant storage in forested wetlands along
the lower Lynches, Pee Dee, and Little Pee Dee floodplains
reduced the peak flow of the combined Pee Dee River into the
Winyah Bay estuary/tidal river system. Flood peak reduction
and floodwater storage are generally regarded as a value of
riparian forested wetlands (Mitsch and Gosselink 2000).
Journal of South Carolina Water Resources
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The role of the floodplain in flood peak storage and
attenuation can be examined by the simplest form of control
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Table 1. Peak flows (cfs) of the Pee Dee River at Bucksport and the three rivers, tributary to that gauge, during the floods resultant from Hurricanes
Florence and Matthew and Tropical Storm Bertha. (Numbers in parentheses after each gauge refers to locations in Figure 1.)

Storm

Lynches River Effingham (6)
02132000

Great Pee Dee River Below
Pee Dee (4) 02131010

Little Pee Dee River
Galivants Ferry (7)
02135000

Pee Dee River Bucksport (9)
02135200

Matthew

9,670

32,000

59,100

129,000

Florence

8,630

139,000

64,500

137,000

TS Bertha

10,200

75,200

15,700

102,000

volume analysis: conservation of mass (White 2016). The
control volume is the floodplains between the upstream
and downstream stations. Flow at the upstream station
is assumed to enter storage, while flow at the downstream
station is assumed to be flow from storage. As the flood
moves through the control volume, flow at the upstream
station initially exceeds downstream, increasing storage. As
storage increases, flow at the downstream station increases
until storage reaches its maximum. Flow at the downstream
station begins to exceed flow at the upstream station and
continues to exceed until storage has been depleted. Then,
flow at both the upstream and downstream stations returns
to equal. The total volume of water passing both stations
should be equal at that time. Any differences in total volume
represents either gain (inflow not measured) or loss (outflow
not measured).

In this paper we used data collected in the same manner
as our previous papers (Williams et al. 2019, this volume).
Websites of stream gauges in the lower Pee Dee Basin (Figure
1, Table 2) were visited at USGS current conditions for South
Carolina (USGS “Current conditions for South Carolina”).
Stage and flow data were downloaded from each individual
gauge website. Data were retrieved for each hurricane
(Matthew, September 25–November 25, 2016; Florence,
September 10–October 10, 2018; and Bertha, May 20–June
20, 2020) to cover a period from just prior to the storm until
the rivers had returned to nearly pre-storm levels. Stage data
were converted to water level in the NAVD88 datum to be
comparable to each other and the LiDAR land elevations
retrieved from the SCDNR Data Clearing House website
(SCDNR “LiDAR status by county”). At each gauge site the
“Summary of Available Data” page was opened, and the

Figure 1. Topography of northeastern South Carolina based on light detection and ranging (LiDAR) data
collection (SCDNR “LiDAR status by county”) with representation of rivers of lower Pee Dee Basin. USGS
stations listed in Table 1 are numbered on the map. Elevation is shown using a repeated grayscale where < 0
ft (below sea level) is white, 1–255 ft above sea level is black (low) to white (high), and 256–512 ft above sea
level is the repeated black to white shading.
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Table 2. Distribution of USGS gages in the Lower Pee Dee Basin active during at least one of the studied hurricanes. All water levels are in the
NAVD88 datum. ND = no data.

USGS number

Short location name

Number in Fig. 1

Peak WL
Matthew (ft)

Peak WL
Florence (ft)

Peak WL
Bertha (ft)

02130561

Bennettsville

1

82.62

98.27

88.06

02130810

Florence

2

ND

61.01

56.15

02131000

At Pee Dee

3

46.68

55.37

51.43

02131010

Below Pee Dee

4

43.92

51.25

47.99

335413079261000

Pee Dee at Hwy 378

5

ND

37.33

ND

02132000

Lynches Effingham

6

75.27

74.32

75.22

02135000

Little Pee Dee

7

40.05

40.17

33.74

335025079265600

Lynches Johnsonville

8

ND

25.98

ND

02135200

Bucksport Pee Dee

9

13.68

16.08

12.34

02136350

Georgetown

10

ND

4.14

3.9

02110500

Longs

11

16.94

24.45

17.47

02110550

Above Conway

12

15.77

19.82

11.98

02110704

Conway

13

11.80

15.07

7.99

02110802

Bucksport Waccamaw

14

7.04

11.41

6.95

021108125

Pawleys

15

5.82

6.85

4.82

02110815

Hagley

16

5.68

5.23

4.65

02110725

AIWW Socastee

17

8.33

10.98

6.44

02110815

AIWW Little River

18

7.24

5.88

5.39

0213600

Black, Kingstree

19

40.48

34.47

39.17

02136030

Black, Andrews

20

ND

5.34

9.44

333250079240400

Black, Browns Ferry

21

ND

3.98

ND

SCGE025843

Black, Plantersville

22

ND

3.77

ND

gauge datum was recorded. For some gauges this value is
already in NAVD88, while in the older gauges the vertical
datum was NGVD29 and the horizontal datum was NAD27.
For the older gauges, the horizontal position was transposed
to the NAD83 horizontal datum with an online tool (NOAA
NADCON), and then the vertical datum was transposed to
NAVD88 with an online tool (NOAA VERTCON). These
corrections are listed in the previous papers (Williams et al.
2019, this volume). The location of each gauge is presented
in Figure 1, while the USGS gauge number, a brief name, and
peak water levels of each storm are listed in Table 2.
For each storm, flow rates were converted to volume
as acre-feet (ac-ft) by calculating total cubic foot volume
from streamflow data over either 15- or 30-minute periods
between observations, converting that to ac-ft, and summing
them for each day to create an average discharge of acre-feet
per day (ac-ft/d). For Hurricanes Florence and Matthew, flow
for the gauges At Pee Dee (3) and Below Pee Dee (4) were
recorded at 30-minute intervals. Acre-foot conversions were
done for Below Pee Dee (4), Lynches Effingham (6), Little
Pee Dee (7), and Bucksport Pee Dee (9) after all three storms.
The data from these four gauges were then analyzed by the
Journal of South Carolina Water Resources

control volume technique for flows after each of the three
hurricanes.
County LiDAR DEMs of the fourteen counties of
northeastern South Carolina were downloaded from the
SCDNR GIS Clearinghouse (SCDNR “LiDAR status by
county”). A mosaic database was created from the individual
county LiDAR scenes with Arc-GIS 10.6 (Figure 1). Maps of
the Pee Dee Basin’s geomorphic history (Baldwin et al. 2006)
were referenced to this mosaic. Using those maps as a guide,
historic terraces were interpreted for the lower Pee Dee River
Basin.
Elevation of the ancient Pee Dee terraces could be related
to stage values of the river. Relevant terraces were most
apparent near the Below Pee Dee gauge (4). To quantify the
relationship to flood volumes, a raring curve (mathematical
relationship of stage to discharge) was constructed for that
gauge. Since discharge generally increases with the logarithm
of stage (Henderson 1966), a rating curve generally uses a
logarithmic transformation of flow rate and linear values of
stage height. USGS rating curves are not published online,
but all observations of stage and flow are available from the
“Surface Water: Field measurements” page at each gauge’s
83
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website. These observations for the Below Pee Dee gauge (14)
were downloaded and used to determine a best/least square
fit of logarithmic transformed flow versus stage relationship
for that site. The relevant terrace elevation was used with that
relationship to estimate a flow rate that resulted in flooding
of that terrace.

The best explanation of the widely variable behavior
of floodplain storage after these storms may come from
the complex geologic history of the Lower Pee Dee Basin.
Northeastern South Carolina and southeastern North
Carolina lie on the Cape Fear Arch, which has been rising
over the last 60 to 100 million years (Cronin 1981). This
rise has caused the Cape Fear and Pee Dee Rivers to each
migrate southward, resulting in old river terraces on only the
north side of each river (Soller 1988). Baldwin et al. (2006)
compiled and summarized a history of the geomorphology
of the Pee Dee valley and offshore South Carolina from over
50 years of geologic and geomorphic research in the area.
Their summary included map illustrations of northeastern
South Carolina that summarized important aspects of the
geomorphology of the Pee Dee River. Those illustrated maps
were rectified to the LiDAR mosaic created for this study
and elements of 7 terraces were transferred, as well as the
offshore channels, and probable river mouth location for
each of those terraces (Figure 3, Table 3). In addition to the
underlying topography, a map of coastal soils that have been
colored to reflect soil drainage and sub-surface texture was
also used (Williams and Amatya 2016). Terrace positions
generally follow the information of Baldwin et al. (2006), but
boundaries have been adjusted where prominent soil type or
elevation data suggested a need for revision.
The oldest remnant floodplain of the Pee Dee is near
the North Carolina border. It is marked by a pair of low
bluffs with well-drained clay subsoils between them. This
floodplain is associated with a high stand of sea level in the
mid to later Pliocene, 2.4 to 1.8 million years ago, marked

RESULTS AND DISCUSSION
In the previous paper (Williams et al. 2019), we used the
control volume technique to estimate the role of the forested
wetlands in the lower Great Pee Dee, Lynches, and Little Pee
Dee Rivers following Hurricane Florence. We found that
storage on the floodplain retarded the peak by five days and
reduced peak flow by nearly 50% (Williams et al. 2019). A
similar analysis of the flooding following Hurricane Matthew
and Tropical Storm Bertha showed dissimilar results (Figure
2). The large amount of storage and attenuation of the peak
flow found after Florence was not repeated in the other
storms. The flood following Hurricane Matthew showed that
little water was stored on the floodplain, with a great deal of
ungauged gain at Bucksport Pee Dee (9). Storage after Tropical
Storm Bertha was intermediate between the responses after
the two hurricanes. The maximum storage shown in Figure 2
was highly related to the peak flow in the Great Pee Dee River
(Table 1). Maximum storage after Hurricane Florence was
1.2 million ac-ft and Great Pee Dee peak flow was 139,000
cfs. For Tropical Storm Bertha, comparable numbers were
580,000 ac-ft and 75,200 cfs, and for Hurricane Matthew they
were 250,000 ac-ft and 32,000 cfs.

Figure 2. Cumulative storage in the lower reaches of the Lynches, Great Pee Dee, and Little
Pee Dee Rivers during flooding after Hurricane Matthew, Hurricane Florence, and Tropical Storm
Bertha.
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by point A (Figure 3). Channels in the underlying surfaces
connect point A to offshore channels cut into the ocean floor
(A1, 2, and 3). These channels are assumed to have been
eroded after the late Pliocene high stand.
Terraces B through E span the early to late Pleistocene,
from about 1.5 million to 100,000 years ago. They are
successive sequences of high and low sea-level periods during
that length of time. Building of the Horry Barrier sequence,
high ridges to the east of gauge 7, during the early and middle
portions of the Pleistocene, diverted the river to the south.
Terrace C is connected to a sea level that also created a
significant marine terrace, the Penholoway of Cooke (1936).
Terrace C is also evident in the Little Pee Dee, with sandy
sediments. Terrace D is the most extensive of the Great Pee
Dee terraces, suggesting extensive erosion during the period
between the high stands at points C and D. Terraces E and
F date from the late Pleistocene and are associated with the
last major high stand of sea level, the Talbot ocean terrace
of Cooke (1936). These terraces also represent the first set
where a terrace associated with the high stand (E) and the
terrace associated with subsequent low stand (F) are both
present. No terrace could be found associated with channel
G. The only upland evidence of this outlet is a series of dunes
that extend from Below Pee Dee (4) to the edge of Winyah
Bay at point G. Gardner and Porter (2001) and Springer et al.
(2010) suggested that a floodplain associated with channel G
may have existed as little as 6,000 years ago.
There are two aspects of the geologic history of the Pee
Dee River that are important to understand why storage

varied with the flow of the Great Pee Dee River. First, there
are no terraces on the Little Pee Dee River below point C, and
the channel from the upland C to the offshore CDE channel
was occupied from the early to late Pleistocene, up to 800,000
years ago. During that period. sea level fluctuated from high
during interglacial periods, to low during glacial periods, at
least three times. During those high stands of sea level, the
Little Pee Dee River may have been connected to the Great
Pee Dee in the same way the present river is connected to
the Waccamaw River. That is, the estuary and main tidal
channel were in the Little Pee Dee valley while the Great Pee
Dee entered one or multiple channels from the west. The
distance from point E to point C is about 11 miles, within a
few thousand feet of the length of the current Winyah Bay.
That region of the Little Pee Dee valley was probably subject
to strong tidal flow and tidal erosion, with the current valley
fill near 5–10 ft in elevation.
The second factor is the relationship of the E and F
terraces and the sand dunes deposited at the eastern edge and
on the F terrace. Although the two terraces are quite similar
in elevation, they differ in subsoil and surface appearance.
Terrace E shows numerous meander scars and has a common
clay loam or clay subsoil, Terrace F has a silt loam subsoil,
and the surface shows braided rather than meandering
paleochannels. A braided terrace near the present floodplain
has been found on several southeastern river systems (Leigh et
al. 2004), which have been dated from 17,000 to 60,000 years
old. Leigh (2006) later found braiding changed to meandering
between 15,000 and 16,000 years ago, with meandering

Figure 3. LiDAR DEM as in Figure 1, with information derived from geomorphic history contained
in Baldwin et al. (2006). Each white letter is the approximate ocean position associated with the
colored terrace of the same letter. The black letters reflect the offshore channel connected to the
points that were eroded during low sea level.
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Table 3. Elevations of the upstream and downstream ends of Pee Dee terraces mapped in Figure 4. All elevations are in feet NAVD88. No
terrace can be identified with G; it is indistinguishable from the present floodplain.

Terrace

A

B

C

D

E

F

G and FP

Upstream Elevation

130

115

87

62

40

37

37

Downstream Elevation

100

90

51

37

19

15

3

Terrace Slope (ft/mile)

0.85

0.81

1.18

0.54

0.52

0.46

0.77

common since that time. The dunes along terrace F are also
a feature common to southeastern rivers (Markewich and
Markewich 1994) and are approximately contemporaneous
with the braided channels. They also noted that two sets of
dunes are also quite common on southeastern rivers, with
an older (approximately 30,000 years) set removed from
the present floodplain and a younger group (approximately
15,000 years) on the braided terrace. These younger dunes
can be easily seen on LiDAR, and they border the eastern
side of the present floodplain to near point G.
The interaction of flow with the terraces of the Great Pee
Dee River are demonstrated in Figures 4, 5, and 6, with the
water elevations measured in Table 2 applied to cross-sections
of the Great and Little Pee Dee valleys at the location of each
gauge. All these gauges operated during Hurricane Florence.
To estimate elevations for Hurricane Matthew and Tropical
Storm Bertha, the water-level slope between Below Pee Dee
(4) and Bucksport Pee Dee (9) was determined for all storms.
The water-surface slope for Tropical storm Bertha was 1.3%
higher than for Hurricane Florence, while the water surface
slope for Hurricane Matthew was 16.3% smaller. Given the
similarity in water surface slope, the following calculation
could be used to estimate stage at those gauges.

it is not possible to know if or how much floodwater made
its way on the E terrace from upstream, but that would
have been possible during both Florence and Bertha. As we
postulated previously (Williams et al. 2019), the shape of the
hydrograph and the flow rate of the Lynches River indicate
that gauge 8 (Lynches Johnsonville) rose by backwater from
the Great Pee Dee. If that was the case, the elevation of peak
flow for Bertha and Matthew here may be overestimated,
since there would likely be less backwater with smaller flows
of those storms.
A reasonable explanation of the connection of flow in
the Great Pee Dee and the degree of storage by the forested
wetlands is a variation in the quantity of water that flows over
terrace E at the junction of the Great Pee Dee and Lynches
rivers. Following Hurricane Matthew, peak flow in the Great
Pee Dee was 32,000 cfs, which did not cause flooding on
terrace E and thereby not into the Little Pee Dee floodplain.
In contrast, the peak flow of the Great Pee Dee was 139,000
cfs following Hurricane Florence. The larger flow resulted in
flooding of the E terrace near the junction of the Lynches
River, leading to rapid overland flow into the Little Pee Dee
floodplain. There, the Little Pee Dee floodplain is roughly
10 ft lower than the E terrace, providing ample opportunity
for storage and attenuation of flooding downstream. Given
that Great Pee Dee flow after Tropical Storm Bertha was
intermediate between the other two storms, the behavior of
the flooding was also intermediate.
Geomorphology appears to have had a large influence
on storage and attenuation of flooding after each tropical
cyclone, but it does not explain the large difference in
unaccounted flow found in the control volume analysis—
nearly 900,000 ac-ft—following Hurricane Matthew. Those
results may be due to the threshold behavior of forested
watersheds (Williams 2016). Forested watersheds produce
little to no runoff until a critical threshold is reached. That
threshold is controlled by the rather large amounts of rainfall
that can be stored in forested watersheds. However, once
that storage is exceeded, a large portion of incoming rainfall
becomes runoff. Threshold behavior seems to be the likely
reason why the forested wetland added a great deal of flow
following Hurricane Matthew. Prior to Hurricane Florence,
the lower Pee Dee Basin received very little rainfall during
August 2018, which also experienced high transpiration loads
(Figure 7). Rain in the lower Pee Dee Basin in September 2016

were solved for bg5 and mg5, and

were solved for bg8 and mg8. where fg4, fg5, fg8, fg9 were the
elevation of gauges 4, 5, 8, and 9 at peak flow of Hurricane
Florence, and m and b prefixes were elevations at peak flow of
Hurricane Matthew and Tropical Storm Bertha, respectively.
These estimations were used to examine water depth at crosssections of the river valley at gauge 5 and 8 in Figures 4, 5,
and 6, respectively.
At gauge 4 (Below Pee Dee), both Florence and Bertha
flooded onto the E terrace, while Matthew was only high
enough to flood the F terrace. At gauge 5 (Pee Dee at Hwy
378), high dunes form a continuous bank along the edge of
the floodplain for a 9-mile stretch and constrain the present
floodplain. These dunes either cover the F terrace, or it has
been eroded by the modern river. On this cross-section, the
elevation of both Florence and Bertha would imply flooding
on both the E and D terraces. Without thorough modeling,
Journal of South Carolina Water Resources
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Figure 4. LiDAR Dem and cross-section of the Great Pee Dee terraces with elevation of water measured at
gauge 4 (Figures 1 and 3) during Hurricane Florence (red), Tropical Storm Bertha (green), and Hurricane
Matthew (blue). FP is the current floodplain and F, E, D, and C are locations of terraces described in the
narrative.

Figure 5. LiDAR Dem and cross-section of the Great Pee Dee terraces with elevation of water measured at
gauge 5 (Figures 1 and 3) during Hurricane Florence (red), Tropical Storm Bertha (green), and Hurricane
Matthew (blue). GFP and LPD FP are floodplains of Great and Little Pee Dee Rivers, while E and LPD
C are terraces on those rivers described in the narrative. Dotted lines indicate uncertainty in the extent
of overbank flow behind the dunes.
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Figure 6. LiDAR Dem and cross-section of the junction of Lynches and Great Pee Dee Rivers showing
terrace heights with elevation of water measured at gauge 8 (Figures 1 and 3) during Hurricane
Florence (red), Tropical Storm Bertha (green), and Hurricane Matthew (blue). GPD River and LPD FP
are floodplains of Great and Little Pee Dee rivers, while E and F are terraces described in the narrative.

prior to Hurricane Matthew was nearly equal to the month
of the hurricane. Tropical Storm Bertha occurred in late May
2020, after a relatively dry April, and had intermediate runoff.
It would seem reasonable to believe that forested wetlands
could have been a source of runoff following the Hurricane
Matthew flood but not following Florence.
The role of forested wetlands in floodplain storage in the
Winyah Bay estuary/tidal river system proved to be variable.
Following Hurricane Florence, the floodplain stored over
1.2 million ac-ft of water, lowered the peak flow by nearly
40%, and delayed peak flow by 5 days. However, following
Matthew, there was only 250,000 ac-ft of storage, no reduction
in peak flow, and a 3- to 4-day delay in peak. Tropical Storm
Bertha was intermediate in both storage and peak reduction.
The key difference between storms appears to be the peak
flow of the Great Pee Dee River. Flows that have an elevation
over 22 ft in the area where the Great Pee Dee floodplain
is no longer constrained by a dune line on the west side of
the E terrace, near the junction with the Lynches River, can
produce overbank flooding that can reach the floodplain
of the Little Pee Dee River. The Little Pee Dee floodplain is
over 5 ft lower than E terrace at this point, providing ample
room for considerable storage. At the active Below Pee Dee
(4) gauge, the E terrace is about 45 ft NAVD88. A rating
curve (stage versus log flow) made from observations at the
Below Pee Dee gauge (USGS “Current water Data for South
Carolina”) indicates that elevation is reached with a flow of
about 45,000 cfs (Figure 8).
Journal of South Carolina Water Resources

SUMMARY AND RECOMMENDATIONS
The complex geomorphic history of the Pee Dee Basin has
created a situation where the behavior of the floodplains
depends on two unique thresholds. Flow of the Great Pee
Dee River at rates over 45,000 cfs resulted in flooding across
an old terrace and utilizing a large area of available storage
in the Little Pee Dee valley. For Hurricane Florence, this
retarded peak discharge for 5 days and reduced the peak
by nearly 50%. This occurred after little antecedent rainfall
in the month before Hurricane Florence. Alternatively,
with Great Pee Dee flow under 45,000 cfs, floodwaters did
not cross the older terrace and the peak was retarded for
only 3 days. In contrast, Hurricane Matthew, with over 12″
of antecedent rainfall, did not show a delayed peak due to
floodplain storage, and the floodplains contributed a large
volume of additional runoff.
This work supports the conclusions of Acreman and
Holden (2013) that the role of forested wetlands in flood
mitigation depends on topography and antecedent moisture,
although the important topography in this case was the
geomorphology of the floodplain itself. Forested wetlands
should not be regarded as a cure-all for flood mitigation but
should be evaluated in the context of actual flood behavior.
In the context of better understanding of flood behavior,
this study was limited as a retrospective analysis of previously
collected data. It suffered most from a lack of data on the
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Figure 7. Distribution of rain across the Pee Dee Basin during the month of each hurricane and the month before
that storm. Data available and distributions developed on the Advanced Hydrologic Prediction Services website
(NOAA “Advanced Hydrologic Prediction Services”).

Figure 8. Rating curve for Below Pee Dee gauge (4) showing flow at the critical depth for flooding onto terrace E.
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role of the tributary floodplain storage. Even the simplest
(conservation of mass only) control volume analysis could
not be done for the individual tributaries The temporary
stage data from gauges 5 and 8 tributaries could be used
with the flow and stage data of gauges 4 and 9 to examine
water-surface slopes and estimate stage values for the other
two storms. However, the addition of stage and discharge
recorders at key locations on each of the tributaries just
above the junctions of the Great Pee Dee and Lynches Rivers,
and those with the Little Pee Dee, could be used to evaluate a
controlled volume for each tributary. This would allow better
predictions of flood dynamics in the future.

Leigh DS. 2006. Terminal Pleistocene braided to
meandering transition in rivers of the Southeastern USA.
Catena 66:155–160.
Markewich HW, Markewich W. 1994. An overview of
Pleistocene and Holocene inland dunes in Georgia
and the Carolinas- Morphology, distribution, age and
paleoclimate. US Geological Survey Bulletin 2069.
Washington (DC): USGS.
Mitsch WJ, Gosslink JG. 2000. The value of wetlands:
importance of scale and landscape setting. Ecological
Economics. 35:25–33.
NOAA. Advanced hydrologic prediction services. QPE
quantitative precipitation estimates. https://water.weather.
gov/precip.
NOAA-NGS. NADCON North American Datum
Conversion to convert latitude and longitude. NOAA
National Geodetic Survey. [accessed 2018 November 31].
https://beta.ngs.noaa.gov/cgi-bin/nadcon.prl.
NOAA-NGS. VERTCON Orthtometric Height Conversion.
NOAA—National Geodetic Survey. [accessed 2018
November 30]. https://www.ngs.noaa.gov/cgi-bin/
VERTCON/vert_con.prl.
SCDNR. LiDAR status by County. http://www.dnr.sc.gov/
GIS/lidarstatus.html.
Soller DR. 1988. Geology and tectonic history of the lower
Cape Fear River valley, southeastern North Carolina.
US Geological Survey Professional Paper 1466-A.
Washington (DC): USGS.
Springer, AL, Knapp, CC, Gayes, PT, Gardner, LR. 2010.
The Holocene depositional history of thousand-acre
marsh (Georgetown County, SC, USA) from correlation
of ground penetrating radar with subsurface stratigraphy.
Southeastern Geology Journal. 47(2):95–104.
USGS. USGS current water data for South Carolina. https://
waterdata.usgs.gov/sc/nwis/rt.
White FM 2016. Fluid mechanics. 8th ed. New York:
McGraw Hill Education.
Williams TM. 2016. Runoff processes. In: Amatya, DM
Williams, T.M, Bren L, and de Jong C, editors. Forest
hydrology: processes, management, and applications,
17–31. London (UK): CABI Publishers.
Williams TM, Amatya DM. 2016. Coastal Plain Soils
and geomorphology: A key to Understanding Forest
Hydrology. In: Stinger CE, Krauss KW, Latimer JS,
editors. Headwaters to estuaries: advances in watershed
science and management. Proc. of the 5th Interagency
Conference on Research in the Watersheds. Tech. Rep.
SRS-211. Asheville (NC): US Department of Agriculture
Forest Service, Southern Research Station. p. 14–21.
Williams TM, Hitchcock D, Song B, O’Halloran T, 2019.
Hurricane Florence Flooding in Georgetown County: a
qualitative explanation of the interaction of estuary and
tidal river. Journal of South Carolina Water Resources.
6(1):35–45.

ACKNOWLEDGMENTS
Funds for this study were provided by the South Carolina
Agricultural Station through the South Carolina Water
Resources Institute. This paper is contribution number 6956
of the South Carolina Agricultural Experiment Station.
The authors wish to thank Jim Hendricks for work on river
centerlines used in this paper. We also wish to thank the
anonymous reviewers whose comments greatly improved
this manuscript.

REFERENCES
Acreman M, Holden J. 2013. How wetlands affect floods.
Wetlands 33:773–786. https.//doi.10.1007/s13157-0130473-2.
Baldwin WE, Putney TR, Katuna MP, Harris MS, Gayes PT,
Driscoll NW, Denny JE, Schwab WC. 2006. Migration
of the Pee dee River system inferred from ancestral
paleochannels underlying the South Carolina Grand
Strand and Long Bay inner shelf. Geological Society of
America Bulletin. 118(56):533–549.
Bullock A, Acreman M. 2003. The role of wetlands in the
hydrologic cycle. Hydrology and Earth System Sciences.
7(3):358–389.
Cooke CW. 1936. Geology of the coastal plain of South
Carolina. US Geological Survey Bulletin 876. Washington
(DC): USGS.
Cronin TM. 1981. Rates and possible causes of neotectonic
vertical crustal movements of the emerged southeastern
United States Atlantic Coastal Plain: Geological Society of
America Bulletin. 92(11):812–833.
Gardner LR, Porter DE. 2001. Stratigraphy and
geologic history of a southeastern salt marsh
basin, North Inlet, South Carolina, USA: Wetlands
Ecology and Management. 9:371–385. https://doi.
org/10.1023/A:1012060408387.
Henderson, FM. 1966. Open channel flow. New York:
Macmillan.
Leigh DS, Srivastava P, Brook GA. 2004. Late Pleistocene
braided rivers of the Atlantic Coastal Plain, USA.
Quaternary Science Reviews. 23:65–84.
Journal of South Carolina Water Resources

90

Volume 7, Issue 1 (2020)

