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• An extension of the single particle model which is shown to be more accurate than similar
models in the literature through both mathematical argument and direct numerical
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• Systematic asymptotic derivation of single particle model and electrolyte extension.
• Quantification of error of reduced model in terms of model parameters
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Abstract
The standard continuum model of a lithium-ion battery, the Doyle-Fuller-Newman (DFN)
model, is computationally expensive to solve. Typically simpler models, such as the single
particle model (SPM), are used to provide insight for control purposes. Recently, there has
been a move to extend the SPM to include electrolyte effects, which increase the accuracy and
range of applicability. However, these extended models are derived in an ad-hoc manner, which
leaves open the possibility that important terms may have been neglected, resulting in the
model not being as accurate as possible. In this paper, we provide a systematic asymptotic
derivation of both the SPM and a correction term that accounts for the behaviour in the
electrolyte. Firstly, this allows us to quantify the error in the reduced model in terms of ratios
of key parameters in the model, from which the range of applicable operating conditions can
be determined. Secondly, in comparing our model with the ad-hoc models from the literature,
we show that previous models have neglected a key set of terms. In particular, we make the
crucial distinction between writing the terminal voltage in pointwise and electrode-averaged
form, which allows us to gain additional accuracy whilst maintaining the same computational
complexity as the existing models.
Keywords: Lithium-ion batteries, Asymptotic methods, Reduced order models, Single
particle model
1. Introduction
1.1. Background
Lithium-ion batteries are used extensively in consumer electronics and industry. Mathe-
matical models are an essential tool for the design and management of battery systems. The
standard mathematical model of a lithium-ion battery is the Doyle-Fuller Newman (DFN)
model, which was developed by John Newman and collaborators [1, 2, 3]. This model is
sometimes referred to as the pseudo two-dimensional (P2D) model or simply the Newman
model. The model consists of a set of highly coupled nonlinear parabolic and elliptic partial
differential equations (PDEs). This system of equations has been solved using a variety of dif-
ferent numerical methods: finite difference methods, control volumes, finite elements, orthog-
onal collocation, and others [1, 4, 5, 6, 7, 8, 9]. However, even when employing sophisticated
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numerical techniques, the DFN remains a computationally expensive model. For many appli-
cations, particularly within control, this level of computational complexity is not practical and
so simpler models, such as the single particle model (SPM) are used [10, 11, 12, 13]. There have
been several previous papers that provide justification for the SPM and suggest correction
terms that may increase the accuracy of the voltage prediction it gives [14, 15, 16, 17, 18, 19].
However, these approaches generally rely on a number of ad-hoc assumptions. In this work,
we provide a systematic mathematical derivation of the SPM and an additional correction for
the electrolyte by applying asymptotic methods to the DFN. Asymptotic methods are widely
applied within many subdisciplines of mathematics but are still relatively underutilised in
battery modelling [20, 21]. They have however been successfully applied in the derivation of
the DFN model (asymptotic homogenisation) and in the derivation of reduced-order lead acid
battery models [22, 23]. They have also been applied to the reduction of lithium-ion battery
models which neglect the effects of the particles [24] but not yet to the full DFN model. In our
approach we consider approximations that can be found by exploiting two physically relevant
limiting cases: first that the electrical conductivity is large in the electrodes and electrolyte,
and second that the lithium ion migration timescale in the electrolyte is small relative to the
typical timescale for a discharge. The validity of applying both of these limits is determined
directly from the input parameter values which allows for the errors in the reduced models to
be estimated a priori. By comparison, in [10] for example, six assumptions that can only be
validated by comparison with the full DFN model are required (e.g. that the current profile
assumes a specific form). A key result of this work is the derivation of a single additional
partial differential equation and algebraic correction to the terminal voltage which accounts
for nonuniform effects in the electrolyte and greatly improves the accuracy of the predictions
when compared to the SPM. Additionally, we identify a key step overlooked in the ad-hoc
derivations, and show through direct numerical comparison that performing this step allows
our reduced model to outperform the other ad-hoc models in the literature whist retaining
the same level of computational complexity.
We begin by providing a brief overview of the DFN model, after which we nondimension-
alise it. At this stage, we re-write the terminal voltage in electrode-averaged form, which is
essential in the derivation of our reduced models. We then identify two important physical
limits: large electrical conductivity in the electrodes and electrolyte, and a small lithium
ion migration timescale relative to the typical discharge timescale. We perform a systematic
asymptotic reduction in the distinguished limit in which the electrical conductivities are of
a comparable size to the inverse of the ratio of the lithium ion migration timescale to the
typical discharge timescale. We make a uniform asymptotic expansion and, at leading order,
recover the SPM. By extending the asymptotic expansion to the first order, we develop an
additional PDE for the concentration of lithium-ions in the electrolyte alongside an additional
algebraic correction to the terminal voltage. We summarise our reduced model and compare
results with the DFN, and also with the ad-hoc models from the literature, showing that our
reduced model best recovers the predictions of the DFN.
2
2. Doyle-Fuller-Newman (DFN) model
Lithium-ion batteries consist of two electrodes, a porous separator, an electrolyte, and
two current collectors, as displayed in Figure 1. Each electrode consists of active material
particles within which lithium can be stored, and a binder which holds the electrode together
and maintains electrical conductivity between the active material particles. In Figure 1, we
do not display the binder material.
Load
L∗n L∗s L∗p
R∗n R
∗
p Electrolyte
Separator
–
Negative Electrode Positive Electrode
+
Figure 1: Schematic of a lithium-ion battery. Active material particles are shaded cross-stitch and diagonally
for the negative and positive active materials, respectively.
Upon discharge, lithium intercalated in the negative electrode particles diffuses to the
surface of the particles where an electrochemical reaction occurs. This electrochemical reaction
produces a lithium ion free to move through the electrolyte and an electron free to move
through the electrode. The electron travels through the electrode, into the current collector,
through an external wire, and towards the positive electrode. Meanwhile, the lithium ion
migrates through the electrolyte towards the positive electrode. At the surface of the positive
electrode particles, the lithium ion and the electron combine through another electrochemical
reaction to form a lithium atom intercalated in the positive electrode particle. To charge the
battery, a voltage is applied across the cell and the whole process occurs in reverse.
We summarise here the DFN model which is the standard model of a lithium-ion battery
[1, 2, 3]. The model is derived either by volume averaging [3] or the method of multiple scales
[22]. Throughout, we use a superscript ∗ to indicate dimensional quantities. As indicated in
Figure 1, the thickness’s of the negative electrode, separator, and positive electrode are L∗n,
L∗s , and L∗p, respectively. We denote the distance between the negative and positive current
collectors by L∗ = L∗n + L∗s + L∗p. The active material particles in the negative and positive
electrodes are assumed to be spheres with radii R∗n and R∗p, respectively. Additionally, we
assume that the behaviour within the particles is spherically symmetric. We use the spatial
coordinate x∗ ∈ [0, L∗] to indicate the location through the thickness of the battery and the
spatial coordinate r∗ ∈ [0, R∗k], k ∈ {n, p} to indicate the location within the particles of
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active material. We define the following regions of the battery,
Ω∗n = [0, L
∗
n], Ω
∗
s = [L
∗
n, L
∗ − L∗p], Ω∗p = [L∗ − L∗p, L∗],
which correspond to the negative electrode, separator, and positive electrode regions, respec-
tively. We denote electric potentials by φ∗, current densities by i∗, lithium concentrations by
c∗ (in the electrolyte c∗ refers to lithium ion concentrations), and molar fluxes by N∗. To
indicate the region within which each variable is defined, we include a subscript k ∈ {n, s, p}
which corresponds to Ω∗n, Ω∗s , and Ω∗p, respectively. To distinguish variables in the elec-
trolyte from those in the solid phase of the electrode, we employ an additional subscript e for
electrolyte variables and an additional subscript s for solid phase variables. For clarity, the
variables in the model and their corresponding regions are
φ∗s,n, φ
∗
e,n, c
∗
e,n, i
∗
e,n, N
∗
e,n : x
∗ ∈ Ω∗n,
φ∗e,s, c
∗
e,s, i
∗
e,s, N
∗
e,s : x
∗ ∈ Ω∗s ,
φ∗s,p, φ
∗
e,p, c
∗
e,p, i
∗
e,p, N
∗
e,p : x
∗ ∈ Ω∗p,
c∗s,n : r
∗ ∈ [0, R∗n], x∗ ∈ Ω∗n,
c∗s,p : r
∗ ∈ [0, R∗p], x∗ ∈ Ω∗p.
We note that c∗s,n and c∗s,p are dependent on the macroscopic spatial variable, x∗, the micro-
scopic spatial variable, r∗, and time, t∗ whereas, all other variables depend on x∗ and t∗ only.
When stating the governing equations, we take the region in which an equation holds to be
automatically defined by the subscript, k ∈ {n, s, p}, of the variables. With this in mind, the
1+1D DFN model is summarised as:
Governing Equations
Charge Conservation:
∂i∗e,k
∂x∗
=
{
a∗kj
∗
k, k = n, p,
0, k = s,
(1a)
i∗e,k = 
b
kκ
∗
e(c
∗
e,k)
(
−∂φ
∗
e,k
∂x∗
+ 2(1− t+)R
∗T ∗
F ∗
∂
∂x∗
(
log
(
c∗e,k
)))
, k ∈ {n, s, p}, (1b)
I∗ − i∗e,k = −σ∗k
∂φ∗s,k
∂x∗
, k ∈ {n, p} (1c)
Molar Conservation:
k
∂c∗e,k
∂t∗
=
∂N∗e,k
∂x∗
+
1
F ∗
∂i∗e,k
∂x∗
, k ∈ {n, s, p}, (1d)
N∗e,k = 
b
kD
∗
e(c
∗
e,k)
∂c∗e,k
∂x∗
+
t+
F ∗
i∗e,k, k ∈ {n, s, p}, (1e)
∂c∗s,k
∂t∗
=
1
(r∗)2
∂
∂r∗
(
(r∗)2D∗s,k
∂c∗s,k
∂r∗
)
, k ∈ {n, p}, (1f)
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Electrochemical Reactions:
j∗k = j
∗
0,k sinh
(
F ∗η∗k
2R∗T ∗
)
, k ∈ {n, p}, (1g)
j∗0,k = m
∗
k(c
∗
s,k)
1/2(c∗s,k,max − c∗s,k)1/2(c∗e,k)1/2 k ∈ {n, p}, (1h)
η∗k = φs,k − φ∗e,k − U∗k (c∗s,k
∣∣
r∗=R∗k
), k ∈ {n, p}, (1i)
Boundary Conditions
Current in Electrolyte:
i∗e,n
∣∣
x∗=0 = i
∗
e,p
∣∣
x∗=L∗ = 0, (1j)
φ∗e,n
∣∣
x∗=L∗n
= φ∗e,s
∣∣
x∗=L∗n
, i∗e,n
∣∣
x∗=L∗n
= i∗e,s
∣∣
x∗=L∗n
= I∗, (1k)
φ∗e,s
∣∣
x∗=L∗−L∗p = φ
∗
e,p
∣∣
x∗=L∗−L∗p , i
∗
e,s
∣∣
x=L∗−L∗p = i
∗
e,p
∣∣
x∗=L∗−L∗p = I
∗, (1l)
Concentration in Electrolyte:
N∗e,n
∣∣
x∗=0 = 0, N
∗
e,p
∣∣
x∗=L∗ = 0, (1m)
c∗e,n|x∗=L∗n = c∗e,s|x∗=L∗n , N∗e,n
∣∣
x∗=L∗n
= N∗e,s
∣∣
x∗=L∗n
, (1n)
c∗e,s|x∗=L∗−L∗p = c∗e,p|x∗=L∗−L∗p , N∗e,s
∣∣
x∗=L∗−L∗p = N
∗
e,p
∣∣
x∗=L∗−L∗p , (1o)
Concentration in Electrode Active Material:
∂c∗s,k
∂r∗
∣∣∣∣
r∗=0
= 0, −D∗s,k
∂c∗s,k
∂r∗
∣∣∣∣
r∗=R∗k
=
j∗k
F ∗
, k ∈ {n, p}, (1p)
Reference Potential
φ∗s,n
∣∣
x∗=0 = 0, (1q)
Initial Conditions
c∗s,k(x
∗, r∗, 0) = c∗s,k,0 k ∈ {n, p}, (1r)
c∗e,k(x
∗, 0) = c∗e,typ, k ∈ {n, s, p}. (1s)
The functional forms for U∗n(c∗s,n), U∗p(c∗s,p), and D∗e(c∗e), which are the open circuit po-
tentials (OCP) at the negative and positive electrodes and the lithium ion diffusivity in the
electrolyte respectively, are taken from Newman’s Dualfoil code [25]. A full list of parameters
and their values is provided in Table 1. The values in this table are taken from Scott Moura’s
fastDFN code [26], which are in turn adapted from the parameter values used in Newman’s
Dualfoil code [25]. These functions and parameters correspond to a cell with a graphite nega-
tive electrode, a LiPF6 in EC:DMC electrolyte, and a lithium cobalt oxide positive electrode.
In (1c), (1j), and (1k) the actual current density I∗ is distinct from the typical current density
I∗typ in Table 1. We make this distinction to easily accommodate non-constant currents within
the dimensionless form of our reduced models.
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Parameter Units Description Ω∗n Ω∗s Ω∗p
k - Electrolyte volume fraction 0.3 1 0.3
c∗k,max mol/m
3 Maximum lithium concentration 2.4983× 104 - 5.1218× 104
σ∗k S/m Solid conductivity 100 - 10
D∗s,k m
2/s Electrode diffusivity 3.9× 10−14 - 1× 10−13
R∗k µm Particle radius 10 - 10
a∗k µm
−1 Electrode surface area density 0.18 - 0.15
m∗k (A/m
2)(m3/mol)1.5 Reaction rate 2× 10−5 - 6× 10−7
L∗k µm Thickness 100 25 100
U∗k,ref V Reference open circuit potential 0.18 - 3.94
c∗e,typ mol/m3 Typical lithium ion concentration in electrolyte 1× 103
D∗e,typ m2/s Typical electrolyte diffusivity 5.34× 10−10
κ∗e,typ S/m Typical electrolyte conductivity 1.1
F ∗ C/mol Faraday’s constant 96485
R∗g J/(mol K) Universal gas constant 8.314472
T ∗ K Temperature 298.15
b - Bruggeman coefficient 1.5
t+ - Transference number 0.4
I∗typ A/m2 Typical current density 24 (1 C)
Table 1: Dimensional model parameters with values taken from [26].
3. Asymptotic reduction of DFN model
3.1. Dimensionless form of DFN model
We use asymptotic methods to systematically reduce the DFN model to simpler forms.
To do this, we first nondimensionalise the DFN model by making the following scalings:
Global: x∗ = L∗x, t∗ = τ∗d t, D
∗
e = D
∗
e,typDe,
κ∗e = κ
∗
e,typκe I
∗ = I∗typI
φ∗s,n =
R∗T ∗
F ∗
φs,n, φ
∗
s,p =
(
U∗p,ref − U∗n,ref
)
+
R∗T ∗
F ∗
φp,k,
For k ∈ {n, p} : r∗k = R∗krk, c∗s,k = c∗s,k,maxcs,k,
j∗k =
I∗typ
a∗kL∗
jk, j
∗
0,k =
I∗typ
a∗kL∗
j0,k, m
∗
k = m
∗
k,typmk,
η∗k = Φ
∗ηk, U∗k = U
∗
k,ref +
R∗T ∗
F ∗
Uk,
For k ∈ {n, p} : i∗s,k = I∗typis,k,
For k ∈ {n, s, p} : c∗e,k = c∗e,typce,k, N∗e,k =
D∗e,typc∗e,typ
L∗
Ne,k,
φ∗e,k = −U∗n,ref +
R∗T ∗
F ∗
φe,k, i
∗
e,k = I
∗
typie,k.
(2)
We then identify the key timescales in the model, which are presented in Table 2. We also
identify a set of dimensionless parameters, which are provided in terms of the dimensional
variables alongside their physical meaning and calculated values in Table 3.
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Symbol Expression Interpretation Value [s]
τ∗d F
∗c∗n,maxL∗/I∗typ Discharge timescale 2.2598× 104/C
τ∗n (R∗n)2/D∗s,p Diffusion timescale in the negative electrode particle 2.5641× 103
τ∗p (R∗p)2/D∗s,p Diffusion timescale in the positive electrode particle 1× 103
τ∗e (L∗)2/D∗e,typ Diffusion timescale in the electrolyte 94.803
τ∗r,n F ∗/(m∗na∗n(c∗e,typ)1/2) Reaction timescale in the negative electrode 847.534
τ∗r,p F ∗/(m∗pa∗p(c∗e,typ)1/2) Reaction timescale in the positive electrode 3.3901× 104
Table 2: Timescales associated with the physical processes occurring within the battery model; C is the C-rate.
Parameter Expression Interpretation n s p
Lk L
∗
k/L
∗ Ratio of region thickness to cell thickness 0.4444 0.1111 0.4444
Ck τ∗k/τ∗d Ratio of solid diffusion and discharge
timescales
0.1134 C - 0.0442 C
Cr,k τ∗r,k/τ∗d Ratio of reaction and discharge timescales 0.0375 C - 1.5 C
σk (R
∗T ∗/F ∗)/((I∗typL∗/σ∗k)) Ratio of thermal voltage and typical
ohmic drop in the solid
475.791/C - 47.5791/C
ak a
∗
kR
∗
k Product of particle radius and surface area
density
1.8 - 1.5
γk c
∗
k,max/c
∗
n,max Ratio of maximum lithium concentrations
in solid
1 - 2.0501
Ce τ∗e /τ∗d Ratio of electrolyte transport and dis-
charge timescales
4.19× 10−3 C
γe c
∗
e,typ/c
∗
n,max Ratio of maximum lithium concentration
in the negative electrode solid and typical
electrolyte concentration
0.04
κˆe (R
∗T ∗/F ∗) /
(
(I∗typL∗/κ∗e,typ)
)
Ratio of thermal voltage to the typical
ohmic drop in the electrolyte
5.2337/C
ck,0 c
∗
k,0/c
∗
k,max Ratio of initial lithium concentration to
maximum lithium concentration in solid
0.8 - 0.6
Table 3: Typical dimensionless parameter values. Here C = I∗/(24 Am−2) is the C-Rate where we have taken
a 1C rate to correspond to a typical x-direction current density of 24 Am−2. This is for a cell with an initial
stoichiometry of 0.8 in the negative electrode and 0.6 in the positive electrode with a voltage cutoff of 3.2 V.
Inserting the scalings (2) in the dimensional model (1), we obtain the dimensionless version
of the model which is summarised as:
Governing equations
Charge conservation:
∂ie,k
∂x
=
{
jk, k = n, p
0, k = s
, (3a)
ie,k = 
b
kκˆeκe(ce,k)
(
−∂φe,k
∂x
+ 2(1− t+) ∂
∂x
(log(ce,k))
)
, k ∈ {n, s, p}, (3b)
I − ie,k = −σk∂φk
∂x
, k ∈ {n, p}, (3c)
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Molar conservation:
Cekγe∂ce,k
∂t
= −γe∂Ne,k
∂x
+ Ce∂ie,k
∂x
, k ∈ {n, s, p}, (3d)
Ne,k = −bkDe(ce,k)
∂ce,k
∂x
+
Cet+
γe
ie,k, k ∈ {n, s, p}, (3e)
Ck∂cs,k
∂t
=
1
r2k
∂
∂rk
(
r2k
∂cs,k
∂rk
)
, k ∈ {n, p}, (3f)
Electrochemical reactions:
jk = j0,k sinh
(ηk
2
)
, k ∈ {n, p}, (3g)
j0,k =
γk
Cr,k c
1/2
s,k (1− ck)1/2c1/2e,k
∣∣
rk=1
, k ∈ {n, p}, (3h)
ηk = φs,k − φe,k − Uk(cs,k
∣∣
rk=1
), k ∈ {n, p}, (3i)
Boundary conditions
Current :
ie,n
∣∣
x=0
= 0, ie,p
∣∣
x=1
= 0, (4a)
φe,n
∣∣
x=Ln
= φe,s
∣∣
x=Ln
, ie,n
∣∣
x=Ln
= ie,s
∣∣
x=Ln
= I, (4b)
φe,s
∣∣
x=1−Lp = φe,p
∣∣
x=1−Lp , ie,s
∣∣
x=1−Lp = ie,p
∣∣
x=1−Lp = I, (4c)
Concentration in electrolyte:
Ne,n
∣∣
x=0
= 0, Ne,p
∣∣
x=1
= 0, (4d)
ce,n
∣∣
x=Ln
= ce,s|x=Ln , Ne,n
∣∣
x=Ln
= Ne,s
∣∣
x=Ln
, (4e)
ce,s|x=1−Lp = ce,p|x=1−Lp , Ne,s
∣∣
x=1−Lp = Ne,p
∣∣
x=1−Lp , (4f)
Concentration in the electrode active material :
∂cs,k
∂rk
∣∣∣∣
rk=0
= 0, −akγkCk
∂cs,k
∂rs,k
∣∣∣∣
rk=1
= jk, k ∈ {n, p}, (4g)
Reference potenital :
φs,n|x=0 = 0, (4h)
Initial conditions
cs,k(x, r, 0) = cs,k,0, k ∈ {n, p}, (4i)
ce,k(x, 0) = 1, k ∈ {n, s, p}. (4j)
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Before proceeding with model reduction, we note some of helpful relations. The terminal
voltage is given by
V = φs,p
∣∣
x=1
− φs,n
∣∣
x=0
. (5)
We can re-write this in a more useful form by considering a general path current follows
through the cell. We consider the current entering through the negative current collector at
x = 0 and then travelling through the negative electrode to a point xn ∈ [0, Ln], at this point
an electrochemical reaction occurs so that the current is transferred into the electrolyte. The
current then travels through the electrolyte until it reaches the point xp ∈ [1 − Lp, 1] where
another electrochemical reaction occurs transferring the current into the positive electrode.
Finally, the current travels through the positive electrode until it reaches the positive current
collector. The terminal voltage can be written in terms of the potential drops associated with
each section of this path as
V = φs,n
∣∣
x=xn
− φs,n
∣∣
x=0
(Negative electrode)
+ φe,n
∣∣
x=xn
− φs,n
∣∣
x=xn
(Negative electrochemical reaction)
+ φe,p
∣∣
x=xp
− φe,n
∣∣
x=xn
(Electrolyte)
+ φs,p
∣∣
x=xp
− φe,p
∣∣
x=xp
(Positive electrochemical reaction)
+ φs,p
∣∣
x=1
− φs,p
∣∣
x=xp
(Positive electrode).
(6)
We define the pointwise open circuit voltage to be
Ueq
∣∣
xn,xp
= Up(cs,p
∣∣
r=1
)
∣∣
x=xp
− Un(cs,n
∣∣
r=1
)
∣∣
x=xn
(7)
and the pointwise solid phase ohmic losses to be
∆ΦSolid
∣∣
xn,xp
=
(
φs,p
∣∣
x=1
− φs,p
∣∣
x=xp
)
+
(
φs,n
∣∣
x=xn
− φs,n
∣∣
x=0
)
. (8)
Then, using the definition of the reaction overpotential given in (3i), (6) becomes
V = Ueq
∣∣
xn,xp
+ ηp
∣∣
x=xp
− ηn
∣∣
x=xn
+ φe,p
∣∣
x=xp
− φe,n
∣∣
x=xn
+ ∆ΦSolid
∣∣
xn,xp
. (9)
Equation (9) provides the voltages in terms the internal pointwise OCV, ohmic losses, and
overpotentials of a particular current path through the cell. However, we can also express the
voltage in terms of the average OCV, ohmic losses, and overpotentials by electrode-averaging
(9). This is done by integrating (9) with respect to xn ∈ [0, Ln] and dividing by the negative
electrode thickness, Ln, and then integrating with respect to xp ∈ [1−Lp, 1] and dividing by
the positive electrode thickness, Lp. The result is
V = U eq + ηp − ηn + φe,p − φe,n + ∆ΦSolid. (10)
where we use an overbar to represent the operation
· := 1
Lp
∫ 1−Lp
1
(
1
Ln
∫ Ln
0
·dxn
)
dxp. (11)
It is this electrode-averaged form of the voltage expression which will play a central role in
our extension of the single particle model. Without this electrode-averaged form, the extended
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model would need to be more complex than the model we present in order to obtain the same
degree of accuracy.
Another useful property can be found by integrating (3d) with respect to x over Ωk for
each k ∈ {n, s, p}, applying the boundary conditions (4a), (4b), (4c), (4d), (4e), (4f), and
applying the initial condition (4j), to obtain∫ Ln
0
ce,n dx+
∫ 1−Lp
Ln
ce,s dx+
∫ 1
1−Lp
ce,p dx = 1, (12)
that is, the total number of lithium ions in the electrolyte is fixed for all time.
3.2. The limit Ce → 0
We consider the limit of high electrical conductivity in the electrodes and electrolyte and
fast migration of lithium ions in the electrolyte relative to the discharge time. To do this,
we consider the limit Ce → 0, where Ce is the ratio of the typical timescale for lithium ion
diffusion to the typical discharge timescale, σk →∞, where σk is ratio of the thermal voltage
to the typical ohmic drop in the solid, and κˆe → ∞, where κˆe is the ratio of the thermal
voltage to the typical ohmic drop in the electrolyte. We take the distinguished limit in which
σkCe and κˆeCe both tend to a constant as Ce → 0, σk →∞, and κˆe →∞ by setting
σk =
σ′k
Ce , σ
′
k = O(1), k ∈ {n, p},
κˆe =
κˆ′e
Ce , κˆ
′
e = O(1),
we then expand all variables in powers of Ce as
cs,k ∼ c0s,k + Cec1s,k + C2e c2s,k + . . . ,
etc.
3.2.1. Leading-order model
At leading order in Ce, (3d) and (3e) are
∂N0e,k
∂x
= 0, N0e,k = −De(c0e,k)
∂c0e,k
∂x
, k ∈ {n, s, p}, (13)
which, upon application of the leading-order boundary conditions (4d), (4e), (4f), the leading-
order initial condition (4j), and the leading-order component of the condition (12), yield
N0e,k = 0, c
0
e,k = 1, k ∈ {n, s, p}. (14)
Thus there is no depletion of the electrolyte at leading order. Equations (3b) and (3c), at
leading order in Ce, are then
∂φ0e,k
∂x
= 0,
∂φ0s,k
∂x
= 0. (15)
Since c0e,k, φ
0
e,k, and φ
0
s,k are all independent of x and c
0
s,k is initially independent of x, it
follows from the leading order components of (3g), (3h), and (3i), that j0k, j
0
0,k and η
0
k do not
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depend on x. Therefore, we integrate (3a) with respect to x over Ωk for k = n, p and apply
(4a), (4b), (4c), to obtain
i0e,n =
xI
Ln
, i0e,s = I, i
0
e,p =
(1− x)I
Lp
, (16)
j0n =
I
Ln
, j0p = −
I
Lp
. (17)
From the leading order component of (3g), we then have
η0n = 2 sinh
−1
(
I
j00,nLn
)
, η0p = −2 sinh−1
(
I
j00,pLp
)
. (18)
Employing (15) in conjunction with the leading order interior boundary conditions (4b) and
(4c), we obtain
φ0e,p − φ0e,n = 0, (19)
so, to leading order, there is no potential drop in the electrolyte (for both the pointwise and
electrode averaged cases). From (15), we also have that there are no solid phase ohmic losses
(for both the pointwise and electrode-averaged cases) at leading order.
We are now in position to summarise the leading-order model. The leading-order descrip-
tion of lithium in the electrode particles is given by taking the leading-order component of
(3f) and inserting (17) into the leading-order component of (4g) to obtain
Ck
∂c0s,k
∂t
=
1
r2k
∂
∂rk
(
r2k
∂c0s,k
∂rk
)
, k ∈ {n, p} (20a)
∂c0s,k
∂rk
∣∣∣∣
rk=0
= 0, −akγkCk
∂c0s,k
∂rk
∣∣∣∣
rk=1
=
{
I
Ln
, k = n,
− ILp , k = p,
k ∈ {n, p} (20b)
c0s,k(rk, 0) = cs,k,0, k ∈ {n, p}, (20c)
Since c0s,k is independent of x, the leading-order electrode-averaged OCV is simply
U
0
eq = Up(c
0
s,p
∣∣
rp=1
)− Un(c0s,n
∣∣
rn=1
) (20d)
Additionally, the leading-order electrode-averaged reaction overpotentials are just η0k = η
0
k.
Therefore, the leading-order voltage is given by
V 0 = Up(c
0
s,p)
∣∣
rp=1
− Un(c0s,n)
∣∣
rn=1︸ ︷︷ ︸
Open Circuit Voltage
− 2 sinh−1
(
I
j00,pLp
)
− 2 sinh−1
(
I
j00,nLn
)
︸ ︷︷ ︸
Reaction Overpotentials
(20e)
where the leading order component of the exchange current density, as given by (3h), is
j00,k =
γk
Cr,k (c
0
s,k)
1/2(1− c0s,k)1/2. (20f)
We identify (20) as the dimensionless form of the single particle model (SPM) [15, 27].
The name refers to the requirement to only solve a diffusion equation for one particle in each
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electrode, rather than for many particles as in the DFN model. This model should not be
interpreted as replacing the many particles in an electrode by a single particle. Instead, in
this limit all the particles in an electrode behave in exactly the same way and it is therefore
sufficient to solve for just one representative particle.
3.2.2. First-order correction
We now proceed to calculate the O(Ce) corrections terms, which will extend the range of
applicability of the SPM to higher C-rates. At O(Ce), (3d) and (3e) become
∂N1e,k
∂x
=
1
γe
∂i0e,k
∂x
, k ∈ {n, p}, (21)
N1e,k = −bkDe(c0e,k)
∂c1e,k
∂x
+
t+
γe
i0e,k, k ∈ {n, p}. (22)
Integrating (21) with respect to x over Ωk for each k ∈ {n, s, p} and applying the O(Ce)
components of the boundary conditions (4d), (4e), and (4f), we obtain
Ne,n =
Ix
γeLn
, Ne,s =
I
γe
, Ne,p =
I(1− x)
γeLp
. (23)
We substitute (23) into (22) and then integrate with respect to x over Ωk for each k ∈ {n, s, p}
using the O(Ce) components of the interior boundary conditions (4e) (4f) and fixed lithium
ion condition (12) to determine the constants of integration. From this, we get
c1e,n =
(1− t+)I
γe6De(1)
(
2
(
L2p
bp
− L
2
n
bn
)
+
3Ls
bs
(1 + Lp − Ln) + 3
bnLn
(L2n − x2)
)
, (24a)
c1e,p =
(1− t+)I
6γeDe(1)
(
2
(
L2p
bp
− L
2
n
bn
)
+
3
bs
(L2n − L2p + 1− 2x)
)
, (24b)
c1e,p =
(1− t+)I
6γeDe(1)
(
2
(
L2p
bp
− L
2
n
bn
)
+
3Ls
bs
(Lp − Ln − 1) + 3
Lpbp
((x− 1)2 − L2p)
)
. (24c)
At O(Ce), (3b) becomes
i0e,k = 
b
kκˆ
′
eκe(1)
(
−∂φ
1
e,k
∂x
+ 2(1− t+)∂c
1
e,k
∂x
)
. (25)
We substitute (16) into (25), integrate with respect to x over Ωk for each k ∈ {n, s, p} and
determine two of the three constants of integration by applying the O(Ce) components of the
interior boundary conditions (4b) and (4f) to obtain
φ1e,n = φ˜e + 2(1− t+)c1e,n −
I
κˆ′eκe(1)
(
x2 − L2n
2bnLn
+
Ln
bs
)
, (26a)
φ1e,s = φ˜e + 2(1− t+)c1e,s −
Ix
κˆ′eκe(1)bs
, (26b)
φ1e,n = φ˜e + 2(1− t+)c1e,p −
I
κˆ′eκe(1)
(
x(2− x) + L2p − 1
2bpLp
+
1− Lp
bs
)
, (26c)
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where φ˜e is constant, the form of which is provided in Appendix A.
At O(Ce), (3c) is
I − i0e,k = −σ′k
∂φ1k
∂x
, k ∈ {n, p}, (27)
which upon using (16) and integrating with respect to x, gives
φ1s,n = φs,n
∣∣
x=0
+
Ix
2σ′nLn
(2Ln − x) , (28a)
φ1s,p = φs,p
∣∣
x=1
+
I(x− 1)(1− 2Lp − x)
2σ′pLp
. (28b)
At O(Ce), (3a), (4a), (4b), and (4c) give
∂i1e,k
∂x
= j1k, k ∈ {n, p} (29a)
i1e,n
∣∣
x=0,Ln
= i1e,p
∣∣
1−Lp,1 = 0. (29b)
Here we approach a key step in our derivation. Integrating (29a) with respect to x over Ωk
for k ∈ {n, p} and applying (29b) gives the conditions∫ Ln
0
j1n dx = 0,
∫ 1
1−lp
j1p dx = 0. (30)
Thus the electrode-averaged corrections to the reaction currents jn and jp are zero. This
means that after averaging the O(Ce) components of (3f) and (4g) in x over Ωk for each
k ∈ {n, p} and using (30), we get
Ck
∂c1s,k
∂t
=
1
r2k
∂
∂rk
(
r2k
∂c1s,k
∂rk
)
, k ∈ {n, p}, (31a)
∂c1s,k
∂rk
∣∣∣∣
rk=0
=
∂c1s,k
∂rk
∣∣∣∣
rk=1
= 0, k ∈ {n, p}, (31b)
c1s,k(rk, 0) = 0, k ∈ {n, p}. (31c)
where crucially, there is no average flux on the surface rk = 1. The solution to (31) is therefore
simply
c1s,n = 0, c
1
s,p = 0. (32)
Therefore, the O(Ce) component of the electrode-averaged OCV is
U
1
eq = U
′
p(c
0
s,p)c
1
s,p − U ′n(c0s,n)c1s,n = 0. (33)
The O(Ce) components of (3g), (3i), and (3h) are
j1k = j
1
0,k sinh
(
η0k
2
)
+
j00,kη
1
k
2
cosh
(
η0k
2
)
, (34a)
η1k = φ
1
s,k − φ1e,k − U ′k(c0s,k)c1s,k
∣∣
rk=1
, (34b)
j10,k =
j00,k
2
(
c1s,k
c0s,k
− c
1
s,k
1− c0s,k
+ c1e,k
)∣∣∣∣
rk=1
(34c)
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where η0k and j
0
0,k are given by (18) and (20f), respectively. Averaging (34a) over electrode
Ωk, gives
η1k = −c1e,k tanh
(
η0k
2
)
=
c1e,kI√
(j00,kLk)
2 + I2
. (35)
We can also easily obtain φ
1
e,k and φ
1
s,k by electrode-averaging (26) and (28). The expressions
for these can be found in Appendix A.
We now have all the components necessary to obtain the first-order correction to the
voltage. Inserting (33), (35), and the electrode-averaged potential expressions in Appendix
A into (10), we obtain
V 1 =
 ce,pI√
(j00,pLp)
2 + I2
+
ce,nI√
(j00,nLn)
2 + I2
+ 2(1− t+) (c1e,p − c1e,n)
− I
κˆ′eκe(1)
(
Ln
3bn
+
Ls
bs
+
Lp
3bp
)
− I
3
(
Lp
σ˜p
+
Ln
σ˜n
)
.
(36)
This is a purely algebraic expression, so that we have improved the accuracy of the leading
order expression for V (i.e. the SPM) at negligible additional computational expense. The
first term of (36) corresponds to corrections to the reaction overpotentials due to concentra-
tion variations in the electrolyte, the second to the concentration overpotential, the third to
electrolyte Ohmic losses, and the fourth to solid phase Ohmic losses.
3.3. Combined voltage expression
To write an expression for the combined leading-order and first-order voltage, V = V 0 +
CeV 1, we define the electrode-averaged exchange current densities to be
j0,n =
1
Ln
∫ Ln
0
γn
Cr,n (c
0
s,n)
1/2(1− c0s,n)1/2(1 + Cec1e,n)1/2 dx, (37a)
j0,p =
1
Lp
∫ 1
1−Lp
γp
Cr,p (c
0
s,p)
1/2(1− c0s,p)1/2(1 + Cec1e,p)1/2 dx, (37b)
and use the fact that
− 2 sinh−1
(
I
j0,kLk
)
= −2 sinh−1
(
I
j00,kLk
)
+ Ce
c1e,kI
λ
√
(j00,kLk)
2 + I2
+O (C2e ) .
The combined leading-order and first-order electrode-averaged components of the voltage
expression are then given as
U eq = Up(c
0
s,p
∣∣
rp=1
)− Un(c0s,n
∣∣
rn=1
) (38a)
ηr = −2 sinh−1
(
I
jpLn
)
− 2 sinh−1
(
I
jnLn
)
. (38b)
ηc = 2Ce(1− t+)
(
c1e,p − c1e,n
)
(38c)
∆ΦElec = − I
κˆeκe(1)
(
Ln
3bn
+
Ls
bs
+
Lp
3bp
)
, (38d)
∆ΦSolid = −Ce(ϕ1s,p − φ1s,n), (38e)
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respectively. The combined voltage accurate to O (C2e ) is then
V = U eq + ηr + ηc + ∆ΦElec + ∆ΦSolid. (39)
We refer to this model with the first-order corrected voltage as the SPMe(S), that is, the single
particle model with electrolyte. The (S) refers to the fact that this formulation considers the
electrolyte to be in steady state.
Before proceeding, we would like to draw further attention to what we view as the key step
in the derivation of the SPMe(S), namely the electrode averaging step. Electrode averaging is
essential as it provides us with a well-defined problem: given the electrode-averaged current,
find the electrode-averaged potential differences. If instead we try to evaluate the pointwise
voltage expression, we must determine both the current (since we only know the electrode-
averaged current) and potential difference at a particular point. To get around this issue, it
is typical for ad-hoc models in the literature, which use a pointwise voltage expression, to
implicitly assume that the current at a particular point is equal to the electrode-averaged
current. This is not in general true, since it implies that the concentrations in every particle
of the DFN model would be the same across all operating conditions. Of course, this is not
a bad first assumption to make in the limit we have been considering, and it is indeed valid
for very low currents; this is the reason the SPM is a reasonable approximation. However,
we have shown systemically that this assumption is only true at leading order and not at
first order in our asymptotic expansion. Electrode averaging removes the requirement for this
assumption, and ensures our expressions are also valid at first order, so we gain additional
accuracy over the ad-hoc models for negligible additional computational cost.
4. Canonical SPMe
The SPMe(S) holds for cases where the electrolyte can be taken to be in quasi steady state
(e.g. when the current varies over a longer timescale than the electrolyte diffusion timescale).
However, for many applications transient effects in the electrolyte are important, particularly
after a step change in current. These transient effects occur on the timescale of migration of
lithium-ions in the electrolyte. To include these effects it is therefore natural to scale time
with the timescale for migration of lithium ions, t∗ = τet˜. In this diffusion-timescale problem,
at leading and first order the concentrations in the electrode particles remain constant and
the source/sink terms in the electrolyte equation do not appear. We do not present the
corresponding systematic asymptotic analysis for this diffusion-timescale problem here but
instead simply state the composite model which produces the correct result on both the
diffusion and discharge timescales. The main difference with the SPMe(S) is that we must
now solve a PDE to obtain the first-order correction for the electrolyte concentration, c1e,k.
We shall take this model to be the canonical SPMe and therefore simply refer to it as the
SPMe. The SPMe is summarised as
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Governing Equations
Ck
∂c0s,k
∂t
= − 1
r2k
∂
∂rk
(
r2k
∂c0s,k
∂rk
)
, k ∈ {n, p}, (40a)
Cekγe
∂c1e,k
∂t
= −γe
∂N1e,k
∂x
+

I
Ln
, k = n
0, k = s
− ILp , k = p
k ∈ {n, s, p}, (40b)
N1e,k = −bkDe(1)
∂c1e,k
∂x
+

xt+I
γeLn
, k = n
t+I
γe
, k = s
(1−x)t+I
γeLp
, k = p
k ∈ {n, s, p}, (40c)
Boundary Conditions
∂c0s,k
∂rk
∣∣∣∣
rk=0
= 0, −akγkCk
∂c0s,k
∂rk
∣∣∣∣
rk=1
=
{
I
Ln
k = n
− ILp k = p
k ∈ {n, p}, (40d)
N1e,n
∣∣
x=0
= 0, N1e,p
∣∣
x=1
= 0, (40e)
c1e,n|x=Ln = c1e,s|x=Ln , N1e,n
∣∣
x=Ln
= N1e,s
∣∣
x=Ln
, (40f)
c1e,s|x=1−Lp = c1e,p|x=1−Lp , N1e,s
∣∣
x=1−Lp = N
1
e,p
∣∣
x=1−Lp . (40g)
Initial Conditions
c0s,k(rk, 0) = ck,0 k ∈ {n, p}, (40h)
c1e,k(x, 0) = 0 k ∈ {n, s, p}, (40i)
Terminal Voltage
V = U eq + ηr + ηc + ∆ΦElec + ∆ΦSolid, (40j)
where
U eq = Up(c
0
s,p)
∣∣
rp=1
− Un(c0s,n)
∣∣
rn=1
, (40k)
ηr = −2 sinh−1
(
I
j0,pLp
)
− 2 sinh−1
(
I
j0,nLn
)
, (40l)
ηc = 2Ce(1− t+)
(
c1e,p − c1e,n
)
, (40m)
j0,n =
1
Ln
∫ Ln
0
γn
Cr,n (c
0
s,n)
1/2(1− c0s,n)1/2(1 + Cec1e,n)1/2 dx, (40n)
j0,p =
1
Lp
∫ 1
1−Lp
γp
Cr,p (c
0
s,p)
1/2(1− c0s,p)1/2(1 + Cec1e,p)1/2 dx, (40o)
∆ΦElec = − I
κˆeκe(1)
(
Ln
3bn
+
Ls
bs
+
Lp
3bp
)
, (40p)
∆ΦSolid = −I
3
(
Lp
σp
+
Ln
σn
)
, (40q)
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and the overbar terms are electrode averaged quantities. The SPMe (40) consist of two inde-
pendent linear PDE problems which describe the concentration of lithium in the negative and
positive particles and an independent linear PDE problem which describes the concentration
of lithium ions in the three regions of the electrolyte. The terminal voltage is obtained post-
solution through a simple and easily interpreted algebraic expression. Since all three PDE
problems are independent, the problem has a naturally parallel structure. The linearity of the
PDEs is also advantageous for the application of numerical methods and the determination
of simpler solutions in special cases (e.g. the SPM(S)).
5. Model comparisons
We now compare the DFN (1), SPM (20), and the SPMe (40). We take the DFN to be the
‘true’ voltage reading as it is the most detailed model; the validity of the DFN model itself
is not a concern here. We implement the DFN model by discretising the spatial dimension
using the finite volume method to convert the system of PDEs into a system of differential
algebraic equations (DAEs) of index one. Before solving this system, a set of consistent
initial conditions for the potentials are found numerically using Newton’s method. The time
evolution of the system is then performed using MATLAB’s inbuilt stiff ODE and DAE solver,
ODE15s. Similarly, we use the finite volume method to discretise the spatial dimensions of
the SPM and SPMe and again use MATLAB’s ODE15s for the time evolution. We use the
same mesh to discretise the SPM, SPMe, DFN. In the x-direction, we use 30 points in the
negative electrode, 20 points in the separator, and 30 points in the positive electrode. In the
r-direction, we use 15 points. Numerical errors associated with the spatial discretisation, are
therefore of order 10−2 however we hope to have limited their influence on the comparison by
applying the same numerical methods to each model. As a rough comparison of computation
time, the DFN model takes on the order of 5 seconds to compute one discharge whereas the
SPM and SPMe take on the order of milliseconds. This significant increase in speed is vital
for the study of degradation which occurs over many cycles and where parameters values are
generally unknown requiring many runs of these cycles to perform parameter estimation. It
should be noted that because the SPM and SPMe only produce a set of relatively unstiff
ODEs upon discretisation instead of DAEs, alternative numerical solvers could be employed
to further speed up the computation. However, for the purposes of comparison we choose to
use the same solver as for the DFN.
We compare the three models by considering the case of a single constant-current discharge
over a range of C-rates. The initial stoichiometries of the negative and positive electrode are
0.8 and 0.6, respectively, and we terminate the discharge when the terminal voltage reaches
3.2 V. For this cell a 1 C rate corresponds to a discharge current of 24 A. As provided in Table
3, we have Ce = 5.1 × 10−3C where C is the C-rate. The predicted terminal voltage of each
model is presented in Figure 2.
For low C-rates, all three models match well, as expected. At higher C-rates, we observe
that the SPM prediction deviates from the DFN. The SPMe shows a good improvement over
the SPM, with the predictions almost indistinguishable from those of the DFN model for 0.5 C
and 1 C. Unfortunately, at even higher C-rates, although the SPMe is much more accurate
than the SPM, there is a discrepancy in the voltage curves near then end of the discharge.
To investigate the source of this discrepancy, we have plotted the error in each components
of the voltage during a 3 C discharge in Figure 3. We observe that for the majority of the
17
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Figure 2: Constant-current discharge comparison of DFN (1), SPM (20), and SPMe (40) over a range of typical
C-rates.
discharge all components of the SPMe voltage agree well with the voltage predicted by the
DFN. However, near the end of the discharge, there is a large increase in the error of our
solution as was observed in Figure 2. Around 60-70% of this error is due to a poor estimation
of the electrode-averaged OCV. This error occurs when the OCV becomes very nonlinear. If
we extend our asymptotic expansion of the open circuit voltage, Uk(ck) to to second order,
we obtain the term C2eU ′′k (c0s,k)(c1s,k)2/2. When the OCV is very nonlinear, U ′′k (c0s,k) becomes
large. To account for this we can consider the distinguished limit in which
U ′′k (c
0
s,k) ∼ O(C−1e ). (41)
In this limit, we cannot avoid solving for the concentrations in all the particles in each electrode
and therefore lose a large portion of the computational simplicity of the SPM and SPMe. We
have developed and implemented a numerical scheme for this limit and found that it does
indeed correct the voltage discrepancy. However, because of the increased computational
complexity but we do not discuss it in detail within this paper.
To further confirm the accuracy of the SPMe, we compare the internal states predicted
by the SPMe and DFN. These are presented for a 1 C constant current discharge in Figure
4. We observe good agreement between the two sets of model predictions. However, two
key discrepancies may be observed: the first in the negative electrode stoichiometry and the
second in the electrolyte concentration at late times. We note that the apparent discrepancy
in the negative electrode potential is only due to the scale employed in Figure 4 and is O(C2e ).
The discrepancy in the negative electrode stoichiometry is a result of the SPMe using
only the leading-order equations in Ce within the electrode particles, which is the electrode
averaged concentration in the particles. This is the same approximation as employed by the
SPM and is therefore only accurate to O(Ce). It is possible to additionally solve for the first-
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Figure 3: Overpotential errors between the SPMe and DFN.
order correction in the particles, however, this requires solving a diffusion equation on each
particle instead of just one for the electrode-average particle. This increases the computational
complexity of the model so we have omitted it here.
The discrepancy in the electrolyte concentration at late time is fundamentally connected
to the discrepancy in the voltage curves we observed in Figure 2. As we already discussed, this
is caused by the OCV being nonlinear and the term U ′′k (c
0
s,k) becoming large. We must then
consider the distiguished limit in which (41) holds. In this limit, there is a more heterogeneous
interfacial current density and so the electrode-averaged current density source/sink terms in
(40b) and (40c) are replaced by heterogeneous versions. We have implemented a numerical
scheme for this limit and can confirm that this discrepancy is accounted for in this way.
However, as already stated, this limit requires one to solve for the concentration in all the
particles and is therefore much more computationally expensive than the models of concern
in this paper.
6. Critical assessment of variations on the SPMe in the literature
6.1. Overview of models
There are a number of alternative models in the literature that extend the SPM in an
ad-hoc manner to account for electrolyte effects [14, 15, 16, 17, 18, 19]. In this section,
we highlight the key differences between these other models and the canonical SPMe (40)
presented here. We have chosen to compare a subset of the models which cover the variety
of ad-hoc models available. To do this, we have converted the models to dimensionless form
using the scalings in (2). In some papers the model is discretised during development. We
view the choice of discretisation to be a numerical method instead of a feature of the model
itself. Therefore, we have converted each model into continuum form to highlight differences
in the underlying models. We do not aim here to study the benefits and drawbacks of different
numerical methods.
A common theme in the models from the literature is to replace the electrode-averaged
concentration overpotential and electrode-averaged electrolyte ohmic losses with pointwise
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Figure 4: Comparison of DFN and SPMe internal states during a 1 C constant current discharge. The DFN
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the black dashed lines lie upon others so it appears that there are fewer black dashed lines than solid lines.
versions. It is also common to neglect the solid phase ohmic losses (this is a reasonable
assumption since we have already observed these to be small). The general form of the
terminal voltage expression used in the literature is then:
V = U eq + ηr + ηc
∣∣
xn=0,xp=1
+ ∆ΦElec
∣∣
xn=0,xp=1
. (42)
The involves mixing the electrode-averaged and pointwise terms and therefore accuracy of
O(C2e ) cannot be ensured.
We begin by considering the model proposed by Perez et. al. in [15]. Firstly, the electrolyte
flux (40c) is replaced by the expression (after converting to our notation)
N1e,k = −bkDe(1 + Cec1e,k)
∂c1e,k
∂x
+

xt+I
γeLn
, k = n,
t+I
γe
, k = s
(1−x)t+I
γeLp
, k = p,
, for k ∈ {n, s, p}. (43)
Due to the the presence of the nonlinear diffusion coefficient the electrolyte problem is non-
linear, while that for the SPMe, (40), is linear. Since the other terms are unchanged, this
nonlinear form is also accurate up to O(C2e ). This nonlinear form introduces some (but not
all) higher order terms, which in practice may increase accuracy but this cannot be ensured
(there is also a chance it could reduce accuracy). Secondly, the electrode-averaged concen-
tration overpotential (40m) and the electrode-averaged electrolyte Ohmic losses (40p) are
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replaced by their pointwise versions:
ηc
∣∣
xn=0,xp=1
= 2(1− t+) log
(
1 + Cec1e,p
∣∣
x=1
1 + Cec1e,p
∣∣
x=0
)
, (44)
∆ΦElec
∣∣
xn=0,xp=1
= − I
2κˆeκeffe
(Ln + 2Ls + Lp) , (45)
respectively (note that to get (45) we have corrected the sign of the expression in [15]). Here
κeffe is the dimensionless effective conductivity averaged across the entire cell, with the effective
conductivity defined by κeffe (ce,k) = 
b
kκe(ce,k). The terminal voltage is then given by (42).
Additionally, (45) requires that κeffe (ce,k) ≈ κeffe throughout the cell. With this assumption,
O(C2e ) accuracy cannot be ensured for all values of n, s, and p. Finally, solid phase Ohmic
losses are neglected and Ohmic losses due to the presence of SEI are included; we shall neglect
the SEI terms in our comparisons noting that (40) can be easily extended to include them.
The model presented by Prada et. al. [16] also employs (44) for the concentration over-
potential. However, the electrolyte Ohmic losses are taken to be
∆ΦElec
∣∣
xn=0,xp=1
= − I
2κˆe
(
Ln
bnκe,n
+ 2
Ls
bsκe,s
+
Lp
bpκe,p
)
, (46)
where
κe,n =
∫ Ln
0
κe
(
1 + Cec1e,n
)
dx,
κe,s =
∫ 1−Lp
Ln
κe
(
1 + Cec1e,s
)
dx,
κe,p =
∫ 1
1−Lp
κe
(
1 + Cec1e,p
)
dx.
(47)
Whilst (46) does not rely upon the assumption that κeffe (ce,k) ≈ κeffe , its form is still a result
of considering the pointwise electrolyte potential difference instead of the electrode averaged
difference. In addition to these differences, Prada et. al. [16] take the exchange current
densities: j0,n and j0,p to be constant. In terms of accurately reproducing DFN results, this
simplification has a clear disadvantage as the reaction overpotentials are strong functions of
the lithium and lithium ion concentrations.
The model developed by Han et. al [17] is the same as that presented by Prada et. al. [16]
without the additional assumption of constant exchange current densities. That is, Han et. al.
[17] employ (44) and (46), which are the current collector to current collector concentration
overpotential, and electrolyte ohmic losses, respectively. Han et. al. [17] note the tendency
for their model to over-correct the voltage when accounting for electrolyte effects. We suspect
the use of pointwise terms is the cause.
The model presented by Kemper et. al. [14] is quite different to the others we have
discussed. Firstly, the model is presented as a set of ODEs instead of PDEs. These ODEs are
derived by spatially discretising the underlying PDEs. Whilst this particular discretisation
may be useful, we consider this to be a numerical method and not a feature of the model itself.
Since we aim to compare the underlying simplified models directly, we have converted these
ODEs back into PDEs. It turns out that these PDEs, which describe the concentrations in
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the electrode particles and the electrolyte, are the same as those used in our model. However,
the expression for the terminal voltage is very different and it is not easy to prescribe meaning
to each of the individual components; we have however attempted this. We have converted
the voltage from [14] into dimensionless form and provided details in Appendix C to be clear
about the exact model we are comparing. It was unclear if the components of the voltage
correspond to electrode-averaged or pointwise quantities so we have left this unstated.
6.2. Model comparison
We compare the variations of the SPMe in the literature and our canonical SPMe. To do
this, we consider a range of constant current discharge rates and then compare the error of each
model in predicting the DFN terminal voltage. Our results are presented in Figure 5, where
we compare the models in [15, 17, 14]. Each of these models is of comparable complexity so we
do not compare solution times, which are very similar. We observe that across all discharge
rates, our canonical SPMe outperforms the other models from the literature. In particular,
our canonical SPMe is consistently an order of magnitude more accurate than the models in
Perez et. al. [15] and Kemper et. al [14]. Furthermore, at higher C-rates, the errors in the
models from the literature approach being of the order of 1 V whereas our SPMe produces
errors which never exceed the order of 0.1 V. Additionally, as we would expect, our model
converges to the DFN solution at a faster rate than the other models, with the model in Han
et. al. diverging as the C-rate tends to zero. We attribute the main gains of our model to the
consistent electrode-averaged OCPs, overpotentials, and Ohmic losses in our terminal voltage
expression.
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Figure 5: Comparison of versions of the SPMe: Canonical (40), Perez et. al. [15], Han et. al. [17], and Kemper
et. al. [14]. The models are compared by considering the `2-error of the simplified model voltage prediction
vs the DFN (1) voltage prediction.
7. Dimensional model summary and conditions for application
We now present a summary of the dimensional SPMe alongside the conditions which should
be met before applying the model. The purpose of this section is to serve as a reference, which
is easily accessible to those not interested in the full details of the model derivation. For the
purpose of this section, we will drop the superscript notation, which was used to indicated the
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asymptotic order of a variable. Also, to be consistent with the rest of the paper, we employ
a superscript ∗ to denote dimensional quanitites. By reapplying our scalings in (2) to (40)
and combining the leading-order and first-order equations for the electrolyte concentration,
we obtain
Governing Equations
∂c∗s,k
∂t∗
=
1
(r∗)2
∂
∂r∗
(
(r∗)2D∗s,k(c
∗
s,k)
∂c∗s,k
∂r∗
)
, k ∈ {n, p}, (48a)
k
∂c∗e,k
∂t∗
= −∂N
∗
e,k
∂x∗
+

I∗
F ∗L∗n
, k = n
0, k = s
− I∗F ∗L∗p , k = p
k ∈ {n, s, p}, (48b)
N∗e,k = −bkD∗e(c∗e,typ)
∂c∗e,k
∂x
+

x∗t+I∗
F ∗L∗n
, k = n
t+I∗
F ∗ , k = s
(L∗−x∗)t+I∗
F ∗Lp , k = p
k ∈ {n, s, p}, (48c)
Boundary Conditions
∂c∗s,k
∂r∗
∣∣∣∣
r∗=0
= 0, −D∗s,k(c∗s,k)
∂c∗s,k
∂r∗
∣∣∣∣
r∗=R∗k
=
{
I∗
F ∗a∗nL∗n
k = n
− I∗F ∗a∗pL∗p k = p
k ∈ {n, p}, (48d)
N∗e,n
∣∣
x∗=0 = 0, N
∗
e,p
∣∣
x∗=L∗ = 0, (48e)
c∗e,n|x∗=L∗n = c∗e,s|x∗=L∗n , N∗e,n
∣∣
x∗=L∗n
= N∗e,s
∣∣
x∗=L∗n
, (48f)
c∗e,s|x∗=L∗−L∗p = c∗e,p|x∗=L∗−L∗p , N∗e,s
∣∣
x∗=L∗−L∗p = N
∗
e,p
∣∣
x∗=L∗−L∗p . (48g)
Initial Conditions
c∗s,k(r
∗, 0) = c∗k,0, k ∈ {n, p}, (48h)
c∗e,k(x
∗, 0) = c∗e,typ, k ∈ {n, s, p}, (48i)
Terminal Voltage
V ∗ = U∗eq + η
∗
r + η
∗
c + ∆Φ
∗
Elec + ∆Φ
∗
Solid, (48j)
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where
U
∗
eq = U
∗
p
(
c∗s,p
∣∣
r∗=R∗p
)
− U∗n
(
c∗s,n
∣∣
r∗=R∗n
)
, (48k)
η∗r = −
2R∗T ∗
F ∗
sinh−1
(
I∗
a∗pj
∗
0,pL
∗
p
)
− 2R
∗T ∗
F ∗
sinh−1
(
I∗
a∗nj
∗
0,nL
∗
n
)
, (48l)
η∗c =
2R∗T ∗
F ∗c∗e,typ
(1− t+) (c∗e,p − c∗e,n) , (48m)
j
∗
0,n =
1
L∗n
∫ L∗n
0
m∗n(c
∗
s,n)
1/2(c∗s,n,max − c∗s,n)1/2(c∗e,n)1/2 dx∗, (48n)
j
∗
0,p =
1
L∗p
∫ L∗
L∗−L∗p
m∗p(c
∗
s,p)
1/2(c∗s,p,max − c∗s,p)1/2(c∗e,p)1/2 dx∗, (48o)
∆Φ
∗
Elec = −
I∗
κ∗e(c∗e,typ)
(
L∗n
3bn
+
L∗s
bs
+
L∗p
3bp
)
, (48p)
∆Φ
∗
Solid = −
I∗
3
(
L∗p
σ∗p
+
L∗n
σ∗n
)
. (48q)
We have provided the conditions that ensure the validity of (48) in Table 4.
Parameter combination Required size Interpretation
Ce = I∗typL∗/(D∗e,typF ∗c∗n,max)  1 Fast lithium ion diffusion in
electrolyte
R∗T ∗σ∗k/(F
∗I∗typL∗)  1 Large solid conductivity
R∗T ∗κ∗e,typ/(F ∗I∗typL∗)  1 Large electrolyte conductivity
(R∗k)
2I∗typ/(D∗s,kF
∗c∗n,maxL∗)  1/Ce Solid diffusion occurs on a
shorter or similar timescale to
a discharge
I∗typ/(m∗ka
∗
k(c
∗
e,typ)
1/2c∗n,maxL∗)  1/Ce Reactions occur on a shorter
or similar timescale to a dis-
charge
Table 4: The key conditions to be satisfied for the application of (48). In addition, it is required that
Ce  L∗k/L∗  1/Ce, Ce  cp,max/cn,max  1/Ce, and Ce  ce,typ/cn,max  1/Ce, which are true in practical
situations.
If the conditions in Table 4 are met then the model error at a particular time is of size
max
( I∗typL∗
D∗e,typF ∗c∗n,max
)2
,
(
I∗typL∗
D∗e,typ
)2(
1
F ∗R∗T ∗
)
(U∗k )
′′
 (49)
where the term (U∗k )
′′ is the second derivative of the open circuit potential in electrode k,
which accounts for the decrease in accuracy when the open circuit potential is significantly
nonlinear. In situations where transient effects are not important (e.g. when the current varies
on timescales longer than the electrolyte diffusion timescale), the same degree of accuracy can
be achieved by employing the dimensional equivalent to the the SPMe(S); this is done by
neglecting the time derivative term in the electrolyte equation (48b).
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8. Summary and further work
We have systematically derived simplified mathematical models from the standard DFN
model through the use of asymptotic methods. The leading-order model we derive, (20), is
commonly used in the control community. By considering higher-order effects, we have ex-
tended this model to develop a canonical SPMe which is applicable over a larger range of
operating conditions. The canonical SPMe has been shown to give good agreement with the
DFN and to perform better than all other reduced models available in the literature. A key
result of this paper is to identify the requirement of writing the output voltage expression in
terms of the electrode-averaged OCV, overpotentials, and Ohmic losses a step which was over-
looked in previous literature. Finally, our systematic approach has allowed us to identify the
reasons for discrepancies in the predictions of the SPMe and identify the minimal extensions
required for them to be corrected.
There are a number of possible additional physical mechanisms that are of interest to
incorporate into a battery model. These include mechanical effects, thermal effects, and
degradation mechanisms. One approach would be to simply introduce these effects in an
ad-hoc manner to existing simple models without consideration of their interactions within
the context of a more complicated model such as the DFN. The systemic approach employed
in this paper may also be used to derive reduced models with additional physics whilst still
retaining the most important effects.
Appendix A. Electrode-averaged quantities
c1e,n =
(1− t+)I
6γeDe(1)
(
2
(
L2p
bp
− L
2
n
bn
)
+
2Ln
bn
+
3Ls
bs
(Lp − Ln + 1)
)
(A.1)
c1e,p =
(1− t+)I
6γeDe(1)
(
2
(
L2p
bp
− L
2
n
bn
)
− 2Lp
bp
+
3Ls
bs
(Lp − Ln − 1)
)
(A.2)
φ
1
e,n = φ˜e + 2(1− t+)c1e,n +
ILn
κˆ′eκe(1)
(
1
3bn
− 1
bs
)
(A.3)
φ
1
e,p = φ˜e + 2(1− t+)c1e,p +
ILp
κˆ′eκe(1)
(
1
bs
− 1
3bp
)
− I
κˆ′eκe(1)bs
(A.4)
φ
1
s,n = −
ILn
3σ′n
(A.5)
ϕ1s,p =
ILp
3σ′p
(A.6)
φ
1
s,p = ϕs,p + V
1 (A.7)
Appendix B. Electrolyte constants of integration
φ0e = −Un(c0s,n
∣∣
rn=1
)− η0n (B.1)
φ˜e = −2(1 + t+)c1e,n +
ILn
γeκe(1)
(
1
3bn
− 1
bs
)
+ φ
1
s,n − η1n (B.2)
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Appendix C. Dimenionless voltage from [14]
Although the form of the voltage in [14] is not given explicitly, we assume that it is given
by φs(0
+, t)−φs(0−, t) (in their notation), which is the potential difference between the solid
phase potential evaluated at the positive and negative current collectors. We also note that
in [14] current has been defined in the direction of flow of positive charge (opposite of the
convention used here) so we account for the sign change here. The model in [14] is then taken
to be:
V =Ueq + ηr + ηc + ∆ΦElec, (C.1)
Ueq =Up(c
0
s,p
∣∣
r=1
)− Un(c0s,n
∣∣
r=1
), (C.2)
ηr =− 2 sinh−1
(
I
Lpj0,p(1)
)
− 2 sinh−1
(
I
Lnj0,n(0)
)
+
2Ce
γe
σp
κe,p +
Ce
γe
σp
(
sinh−1
(
I
Lpj0,p(1)
)
− sinh−1
(
I
Lpj0,p(1− Lp)
))
+
2Ce
γe
σn
κe,n +
Ce
γe
σn
(
sinh−1
(
I
Lnj0,n(0)
)
− sinh−1
(
I
Lnj0,n(Ln)
))
,
(C.3)
ηc =2(1− t+)
(
κe,p
κe,p +
Ce
γe
σp
log
(
1 + Cec1e,p
∣∣
x=1
1 + Cec1e,p
∣∣
x=1−Lp
)
+ log
(
1 + Cec1e,s
∣∣
x=Ln
1 + Cec1e,s
∣∣
x=1−Lp
)
+
κe,n
κe,n +
Ce
γe
σn
log
(
1 + Cec1e,n
∣∣
x=Ln
1 + Cec1e,n
∣∣
x=0
))
,
(C.4)
∆ΦElec =− I
κˆe
(
Ln
κe,n + Ceγeσn −
Ls
κe,s
+
Lp
κe,p + Ceγeσp
)
(C.5)
where κe,k is given by (47) and
j0,k =
γk
Cr,k (c
0
s,k)
1/2(1− c0s,k)1/2(1 + Cec1e,k)1/2.
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