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ABSTRACT

This research attempted to place a dollar value on reservoir sport fishing in
Tennessee. The travel cost method of valuing non-market goods was utilized to

estimate the Marshallian consumer surplus associated with a change in site quality.
The sites used in this thesis include those reservoirs located in the state of

Tennessee which surveyed license holders reported making visits to in 1992. Data
on water quality and angler behavior was used to estimate a visitation demand

function. A measure of economic welfare could be determined from a imposed site
quality change by measuring the consumer surplus associated with the quality change.
Of particular interest, was the effects of water quality changes in different

regions of the state. To observe this, the state was divided in to regions based on
two strategies. The first strategy divided the state into four regions based on

established regions designated by The Tennessee Wildlife Resources Agency. The
second strategy was developed based on where the users of each reservoir were

traveling from. This strategy revealed three distinct regions based on use and were
termed user regions accordingly.

A second goal of this research was to evaluate the transferability of benefits
estimated at one site to another. This procedure is referred to as "benefits transfer."

Because data existed on the whole state, individual region's functions could be tested
for transferability statistically. Results indicated that for a 25% increase in the

crappie catch rate, per trip benefits ranged from $6.91 to $47.13. Transferability tests

indicated that anglers response to the demand variables was unique to each region.
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Chapter 1

Introduction

Sport fishing is an important recreation in Tennessee. The National Survey

of Fishing, Hunting and Wildlife-Associated Recreation reported that almost 1
million anglers fished in Tennessee in 1991, of whom over 700,000 were Tennessee

respondents. The average angler fished 12 times during the year and traveled almost

30 miles per trip. These results indicate that 18% of the adult population in the state
of Tennessee utilize fishing resources in Tennessee on a frequent basis
(FHWAR,1991).

Fishing resources available to Tennessee anglers are managed by the
Tennessee Valley Authority, United States Army Corps of Engineers, and the

Tennessee Wildlife Resource Agency. Fishing resources are managed, for the most
part, without regard to benefits and costs of a particular management policy.

Efficient management can be achieved only if benefits and costs of a policy are
known.

However, placing a value on Tennessee's fishing resources, or calculating the

value of a change in quality, is not easily determined. The difficulty lies in the

nature of the "good", i.e., the experience of recreational fishing. Difficulties arise
because not all inputs used in recreational fishing are allocated in a market according
to the forces of supply and demand. Such a good is referred to as a non-market

good. By combining marketed goods (transportation and equipment) with water-

based fishing resources, which are not traded in a market, the angler produces the
fishing experience. In fact, water-based resources are generally provided to the
public at little or no cost. Because there are essentially no costs associated with the

use of water resources, price does not exist beyond arbitrarily determined user fees.

Thus, conventionally estimated demand curves can not be determined for fishing
resources. An implicit price for access to water resources can, however, be observed

through the distances anglers are willing to travel for fishing. Using the cost of travel
as a proxy for price and the number of trips as a measure of quantity, a demand
curve can be estimated and used for valuation purposes. The many methods
employing the price proxy are known collectively as travel cost models.

1.1 Benefits Transfer

The travel cost valuation method is, however, very cost and labor intensive.

A travel cost study involves primary data collection, usually via surveys, and intensive
model estimation. In an era of tight budgetary constraints and increased need for

valuation, a strong interest has developed in determining value without performing
primary studies. One possible solution is to make use of existing studies which value

similar non-market resources. This idea has developed into what is termed "benefits
transfer". The term "benefits" refers to the value that an individual holds for a

change in the quality of the non-market resource. The term "transfer" refers to the

use of an existing study of non-market resources, usually referred to as the "study

site", to estimate benefits of a similar non-market resource at another site or region
for which a primary study has not been conducted. This second site is termed the

"policy site", where an estimate of value is needed for a proposed policy or program
affecting the quality of a site.

Benefits transfer can be performed in essentially two ways. Average benefits

per individual can be transferred without adjustment from study site to the policy
site, which is often referred to as a direct benefits transfer. A second method

involves transferring the demand function estimated for the study site, and applying
it to the relevant population at the policy site. This technique is called a "valuation

function transfer". The key assumption is that individuals at the policy site respond
to factors influencing demand in a way similar to individuals at the study site. (The

direct transfer method does not assume similar demand behavior, rather, it simply
assumes that the average benefits are similar).

The valuation function transfer technique offers advantages over the direct

benefits transfer in that it accounts for differences in the values of the explanatory
variables in the transferred demand function i.e., demographic and site quality
variables. By accounting for these differences, the estimated benefits may be more
accurate than simply transferring average benefits as in the direct transfer technique
(Loomis, 1992).

In many cases, however, there is no way to verify that transferred benefits are

accurate. A test of transferability can be performed only if data exist for the policy

site, allowing estimation of an original demand function or "own-function ". By

estimating an own-function for the policy site, transferability can be subjected to a
statistical test of the implied null hypothesis that the two functions have the same
coefficients.

With these results, it can be determined if the functions are

transferable.

1.2 Objectives of Research

The goals of this thesis are twofold. First, the demand for reservoir fishing
in Tennessee will be estimated for the state and for different regions within the state.
Values for changes in fishing quality - as measured by the catch rate for fish - will
be determined. Second, using the regional demand functions, valuation function
transfers across regions will be evaluated statistically.
The thesis focuses exclusively on reservoir fishing, to the exclusion of trout

fishing, warm water stream fishing and privately owned pond fishing. This was done

because reservoir fishing is the most popular form of fishing. In addition, quality
measures are available for reservoirs, but not for the other types of fishing.
Chapter Two presents travel cost demand theory and reviews the relevant

literature. Benefit transfer studies are reviewed in Chapter Three. Chapter Four
discusses the data used in model estimation. Chapter Five presents the empirical
results, while Chapter Six draws conclusions and recommendations for future
research.

Chapter 2

Travel Cost Theory and Welfare Measures

This chapter outlines the theory and methods of valuing non-market goods.
The theory discussed in this chapter is in the context of recreational reservoir fishing.

The chapter begins with a discussion of non-market goods. Methods of valuing

these goods are reviewed, with emphasis on the travel cost method. In particular, the
chapter focuses on measuring access value and the value from a quality change.

2.1 Non-Market Goods

The value of recreational activities associated with reservoirs is inherently

difficult to measure because of the nature of the good. Market goods or goods
traded in markets reflect their marginal value through the current market price.

When no established market is present for a good such as a reservoir, it is termed
a non-market good. Non-market goods exhibit a close connection to public goods
in that the characteristics of each are similar. Pure public goods are defined as
nonexclusive and non-rival in consumption. They are nonexclusive because access to

the good is available at zero cost and no one individual can prevent others from

simultaneously using the good (Nicholson, 1992). A public good is non-rival if
consumption by one person does not diminish the availability of the good for
another. The reservoir fishing experience exhibits non-exclusivity, but may not be

non-rival if enough anglers cause congestion on the water or shores. Market goods

are both exclusive and rival in consumption, with property rights easily exchanged
and enforced. Public goods exhibiting non-exclusivity and/or non-rivalness are not

exchanged in a market because the costs of market formation - for exchange and
enforcement of property rights - are very high. Although public goods are not traded
in a market, they do have value. In this case economists must use various methods
to determine their value in the absence of established markets.

2.2 Methods to Value Non-market Goods

There are two general approaches to non-market valuation: indirect methods
and direct methods. Indirect methods rely on behavior observed in related markets
to reveal the value of the non-market good. One indirect method is called the travel

cost method. Costs incurred for travel to the site are used as proxies for price to

estimate the demand for a non-market commodity, usually a recreational input such
as a lake or forest. Another indirect method used is called the hedonic method.

Hedonic methods rely upon the realization that goods differ in their characteristics.
These characteristics have an effect on the price for the commodity in question, so
that an underlying characteristics' demand can,in principle, be recovered (Palmquist,
1991).

Direct valuation techniques are generally grouped under the term contingent
value methods. Values are obtained through construction of hypothetical markets

via surveys. Respondents are asked direct questions about their willingness to pay

for the non-market commodity.

The valuation method chosen will generally be determined by the nature of
the commodity and the desired value construct. Direct methods are best suited to
recover non-use values,

where no observable behavior can be linked to the

commodity. Indirect methods may be used to recover use values, where the

observable actions of an individual can be linked to the non-market good. Because
this thesis focuses on the values associated with the use of Tennessee reservoirs, the
travel cost method is chosen.

2.3 The Travel Cost Method

The travel cost method is rooted in the theory of household production.
Smith (1989) presents a household production model to illustrate "the connection
between the demands for recreational activities and the demands for the recreation

sites that support them." The basic notion is that an individual receives utility as a
function of two service flows. This can be represented as,
u = (S,, S„)

(2.1)

where the service flows are associated with recreation activities (S^) and nonrecreation activities (S^). Each service flow is produced by combining marketed

goods, (Jl), with the individual's (household) time, (t), so that (S^) and (S„) can be
thought of as production functions. Each recreation service flow is produced by

using marketed inputs (X,) related to recreation, time spent at the recreation site (t),
visits to the site (V), and site quality, (Q). The recreation service flow takes the

form,

S, = f,(X^t,V,Q)

(2.2)

The demand for visits to the site is derived from this production process, thus

the travel cost model is simply a derived demand. The utility function in (2.1) is
subject to both budget and time constraints so that the proxy price for the nonmarket recreation good consists of out-of-pocket expenses for travel and the
opportunity cost of travel time. Because one cannot directly measure the demand

for the site's services, the derived demand for trips is used as an approximation. The

basic insight is that a consumer must visit a site to consume the services provided by
the site. Because variation in prices (travel costs) cause variation in consumption,the
demand for trips can be measured as a function of travel costs and other demand
variables characterizing the individual or site. The individual travel cost demand
function takes the basic form,

(Vy) =V(Py, P'j, Yj, Q,)

(2.3)

where visits to site (i) by person (j), (V^), is a function of travel cost to site (i), (P^),
the price of the substitute site, (Fj), the individual's income, (Yj), and
environmental quality characteristics associated with the site, (g,)- Equation (2.3) is
estimated by regressing the number of trips observed on the independent variables.

2.3.1 Zonal versus Individual Travel Cost Models

Travel cost models can be developed in two ways. Zonal travel cost models

derive their name from the type of data available. Early visitation records noted only
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the county from which the recreationist came. The distance traveled is measured

from the centroid of the origin county. The number of visits by origin in zonal
models is determined by the number of recorded visits from that origin, and divided

by the population of the origin to simulate the use rate for a representative
individual. A disadvantage of the zonal travel cost model is that it fails to capture
the specific information about recreationists' characteristics and behavioral choices

that are available with individual data (Smith, 1989).
Individual data, on the other hand, offer more detailed information on the

recreationists' characteristics and choices. While individual data introduce greater
variation in the data, measurement error associated with the explanatory variables
is decreased. Travel cost demand equations estimated from individual data are less

likely to have biased parameter estimates (Smith, 1989).

2.4 Measures of Welfare Change

Changes in the availability or quality of non-market goods can affect consumer
welfare.

The travel cost demand curve can be used to estimate Marshallian

consumer surplus values for changes in access or quality.

Consumer surplus

measures are however, uncompensated welfare measures which do not hold utility
constant. Hicksian welfare measures are income compensated, so that the consumer
can be made as well off as before the change in access or quality. Hicksian measures

are the desired constructs, but these require knowledge of the Hicksian compensated

demand function, not the uncompensated Marshallian demand function yielded by

the travel cost method. Marshallian consumer surplus measures are reviewed next,
followed by a discussion of Hicksian measures. Differences between these two
measures are highlighted. Conditions under which Marshallian measures may
provide adequate approximation are noted.

2.4.1 Marshallian Consumer Surplus

2.4.1.1 Access Value

Access value is the net value an individual has for the site, and measures the

difference between what the individual would have paid to use the site, less what was
actually paid. The procedure to estimate access value is to integrate the demand
function from the current price to the "choke" price. The choke price is defined as
the price high enough to drive the demand for trips to zero. This can be illustrated

by equation (2.4) as,

pj"V (P«, P'j, Yi,Qi) dp = W (Py, P'j, Y;,Qi)

(2.4)

where (P*y) = the choke price and (P^) the current price. IT(.)is the access value
associated with the demand function. Figure 2.1 illustrates the process where (V*)

is the number of trips taken at price (P,j), Area^ represents the area under the
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Area A

V (Pij, Pj*, Y], Qi)

V ^visits)

Figure 2.1 Access Value
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travel cost demand curve, but above the price paid. This represents the Marshallian
consumer surplus associated with access to the site.

2.4.1.2 Valuing Changes in Site Quality

Another value which can be estimated from trip demand functions is the value
that an individual holds for a change in site quality. This is more frequently of
interest since access to the site rarely changes. A management policy will usually

affect some aspect of the environmental quality of the site. The value of a change
in quality can be estimated by modifying the procedures used to estimate access
value. Because site quality appears on the right hand side of the travel cost demand
function, a quality change will cause a shift in the function.

For a quality

improvement, the trip demand curve will shift outward (i.e., to the right). The
welfare associated with this shift can be measured as the difference between the areas
under the old demand curve and the new demand curve where these demand curves
are

where (jg®)and

V = V(Pu, P'j, Yj, Q\)

(2.5)

= V(Py, P'j, Yj, Q\)

(2.6)

represent initial and improved site quality, respectively. The

value of the quality change is determined by integrating under both the old and new

demand functions, then determining the difference in areas, as in (2.7).

'°"V (P|,,P,,Y,, QV dp - C"°V (P„,P,,Y,, QV dp(2.7)
12

Figure 2.2 illustrates the procedure. Area^d represents the (access value) associated
with the site use at the initial quality level, while areas^ plus B represent the access
value at the improved quality level. The difference between the two, given by area
B, is the consumer surplus associated with the change in site quality.

The consumer surplus measure given by (2.7) represents the value of the
quality change due solely to use of the resource.

The assumption of weak

complementarity between fishing trips and reservoir quality indicates an individual
is indifferent to the quality of the site unless a trip is made to the site. When weak
complementarity is present, only use values are measured.

2.4.2 Hicksian Measures

Marshallian consumer surplus is measured by integrating the ordinary demand

curve over price. As price changes, however, a change in real purchasing power
occurs so that the individual ends up at a different level of utility. Marshallian
consumer surplus measures include both a substitution effect and income effect. To
determine maximum willingness-to-pay, it is necessary to assure that the consumer

is left as well off as before the change, i.e., it is necessary to hold utility constant.
To address this issue, Hicksian compensated demand curves remove the income
effect, including only a substitution effect. The Hicksian demand curve traces out a
relationship of prices and quantities demanded where utility is held constant as
income and price alone vary.

13
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Figure 2.2 Quality Change Value
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Visits

There are four Hicksian compensated measures of consumer surplus. Two of
these permit consumer freedom of choice in consumption, while the other two
restrict the consumer to the same quantity as price changes. Compensating variation

is defined as the amount of income that must be taken away (possibly negative) from
a consumer after a price change required to bring the consumer back to the original
welfare level (utility). Equivalent variation is defined as the amount of income that
must be given to a consumer (possibly negative) in lieu of a price change to leave the
consumer as well off as she would have been with the change. These measures

maintain the consumer at a particular level of utility and adjust the income according
to the price change. These measures differ only in their reference utility level.
Compensating variation is associated with the utility level achieved by the consumer
prior to the price change. Equivalent variation is associated with the utility level
which could have been achieved had the price change occurred.
The other two Hicksian welfare measures are compensating and equivalent

surplus. The difference between Hicksian surplus and Hicksian variation measures
is the quantity constraint.

Variation measures deal with price changes where

consumers are free to adjust quantities while holding utility constant along an
indifference curve. Surplus measures restrict quantity changes and measure the

compensation required to keep utility at its initial or subsequent level depending on

the appropriate measure. These measures will give different willingness-to-pay and
willingness-to-accept values when quantity can not be adjusted. Compensating
surplus is defined as the amount of income that must be taken away from a consumer
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(possibly negative) after a change in quantity to keep the consumer at the initial

welfare level, where quantity can not be adjusted. This differs from compensating
variation where quantity can be adjusted after compensation. Equivalent surplus is

defined as the amount of income that must be given to a consumer (possibly
negative) in lieu of the change in quantity to leave the consumer as well off as he

would have been with the change, where quantity can not be adjusted. In this case

the initial quantity is restricted. In situations where the consumption quantities are
limited, as many environmental policies imply, surplus measures will be the
appropriate measures. Variation measures are more appropriate in cases where
consumers have the option of adjustment.

2.4.3 Marshallian versus Hicksian Welfare Measures

In section 2.4.1 the methods of measuring consumer welfare or benefits using
the travel cost model were presented. These methods illustrate the theory behind
estimating Marshallian consumer surplus for access and quality changes associated
with a site. Hicksian measures of welfare however are the preferred measures of

welfare and are discussed in section 2.4.2. These measures are preferred because
they provide income compensated measures of welfare, unlike Marshallian measures

which include both an income effect and substitution effect (i.e., uncompensated).
Travel cost models yield, however, Marshallian demand curves. Thus the welfare

measures obtained using travel cost methods and Marshallian consumer surplus is
an approximation of the welfare effects of a quality change at a site. Of the four
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compensated Hicksian measures discussed, compensating variation is the closest to

consumer surplus. This measure was defined in the previous section. The dilemma

for the analyst is gauging the magnitude of the difference between the preferred
compensating measure and consumer surplus.
The compensated value of a quahty change is determined as the difference in

areas under Hicksian demand curves as, illustrated in Figure 2.2. Hicksian demand
curves are in general steeper than Marshallian demands,so that the welfare measure

estimated with income compensated demand curves will give benefit estimates which

are different fi-om those estimated with Marshallian demands. This error (i.e.,
difference) between welfare measures can be seen in Figure 2.3. The difference is

simply the difference between the areas under the compensated and ordinary demand
curves. The error can be calculated as,

JpT

E =

(P„,Pj,Yj, Q\) .
^

(Py,Pj,Yj, Q",) ]dp

(2.8)

,Pj, Uj, Q\) - V« (P.,, Pj, Uj, QO.) ]dp

where(E)is the error resulting from the difference in Hicksian compensated demand

curves,

(.), and Marshallian demand curves,

(.), for a change in initial quality,

(Q"i), to improved quality, (Q\).
Further, we can rearrange (2.8) to evaluate the difference between the
compensating variation and the consumer surplus of a price change (Bockstael, et al.,
1991).
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Figure 2.3 Marshallian and Hicksian Quality Induced Shifts in Demand
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Equation (2.8) then becomes,

C'""t V (P,,P,,Y,, Q',) - V"(P„,P,, U,, Q',) ]dp
E =

_^^P.,QU,[

(2.9)

(P.. ^ ps. ^ Y., Q«,) - v« (P„ ,P'j , Uj, Q»i) ]dp

From (2.9) it is seen that if income effects are small (i.e., the Hicksian and
Marshallian demands coincide)the difference or error(E)in compensating variation
and consumer surplus from a quality change is small. This is strictly true for only the

second integral because the consumer is starting at a point where ordinary and

compensating demands are equal. At (0",) it is true that

(.) =

(.), but at the

new (0^,) and existing price {P), they are not equal and \^ {.) > V" (.). For a
quality change the two new demand functions will not usually cross at {F)so that the

first term in (2.9) does not capture the usual difference for a price change. This
error can be depicted in Figure 2.3 as area A + C - B. The two new demand

functions can cross only if income effects are zero, where dV^ I dY = 0. When
income effects are zero, the ordinary and compensated demand curves for initial and
improved quality will be identical. A test can be performed to evaluate the error by
looking at the coefficient on income in the estimated travel cost demand function for
statistical significance. This thesis will utilize Marshallian consumer surplus to
estimate benefits associated with a site quality change and will be evaluated based on

the significance of the income parameter estimate. If the coefficient on income is

insignificant then compensated welfare measures are closely approximated by
Marshallian consumer surplus.
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Chapter 3

Benefits Transfer: Issues and a Review of The Literature

3.1 Introduction

Non-market resource valuation as described in chapter two is time consuming
and expensive. The time and effort involved in performing primary data collection
and model estimation can be monetarily prohibitive for agencies seeking resource
value estimates. The increasing need for quick and low cost non-market benefit
estimates has lead to the new area of "benefits transfer". A benefit transfer involves

the transfer of estimated benefits from a previously performed study to a new site or
region to estimate benefits associated with a policy change at that site. Because
benefit transfers offer a possible method of recreation benefit valuation which is less

time consuming and costly than original studies, its importance is increasing as
demand for new policy evaluation increases. Benefits transfer can be performed in
essentially two ways. The average benefits per person associated with a study-site or
region can be transferred to the policy-site and simply multiplied by the relevant
population at the policy-site. This method, while very simple, assumes that the

population at both sites will receive the same benefits for quality changes induced

by a new policy. Given this, another method of benefits transfer seeks to capture the
potential differences in the populations. This is called a "valuation function" transfer.
This method uses a transferred demand function to estimate benefits for the
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population at the new site. By transferring the function used to estimate benefits
rather than transferring average benefits, a more accurate estimate is achieved by

accounting for the differences in the population between original and new sites. This
method does, however, require some data collection from the new site. One problem

with benefits transfer is that without a primary study at the policy-site, the benefit
estimates generated by a transfer can never be verified. If however, information is

available on the policy-site so that original demand function estimation is possible,
a statistical test can be performed to evaluate the feasibility of the transfer. In this
thesis a valuation function method of benefits transfer will be performed for
Tennessee reservoir regions. The statistical test mentioned above will also be used
since we have angler and site data for the entire state. The mechanics and results

of this test are described in detail in chapter five. This chapter will discuss benefits
transfer in detail, the relevant literature and methods of testing the benefits transfer
procedure.
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Benefits Transfer: Definitions

Desvousges et al (1992) describe the benefit transfer process as the use of
benefits estimated at a study site at a policy site. The study site is defined as the site

where an existing study was conducted and the policy site as the site at which a policy
will be implemented. Boyle and Bergstrom (1992) describe the benefit transfer as:
"the transfer of existing estimates of non-market values to a new study which is

different from the study for which the values were originally estimated....this is simply
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the application of secondary data to a new policy issue." Smith (1992) suggests that
the transfer involves

"focus(ing) on measuring (in dollars) how much the people affected by some policy will gain
from it. They are not forecasts, and they usually do not attempt to predict other exogenous
influences on people's behavior. The benefit estimates are derived by focusing on the effects
of the conditions assumed to be changed by the policy."

Finally, Loomis et al (1993) offer that benefit transfer involve the use of data on

recreation visitation at sites in one region termed the "surveyed region." These data

is used to predict recreation behavior at sites in a separate region, termed the "target
region" for where no visitation data is available. This definition applies to regional
demand estimation, where each region is comprised of several individual sites.

3.3 The Need for Benefits Transfer

Benefits transfer is an important issue for several reasons (Downing, 1993).

First, original studies are expensive and take considerable time to complete. If a
study has been completed for a similar non-market good,it may be reasonable to rely
on that study to some degree. Second, Executive Order 12291 enacted in 1981

requires that all new major regulations be subject to benefit-cost analysis(Desvousges
et al, 1992). In light of this, EPA has suggested that "off-the-shelf methods and
studies can be used where possible to infer estimates of benefits and costs from

results of existing studies. Third, increased litigation concerning natural resource

damages in Comprehensive Environmental Responses Compensation and Liability
Act (CERCLA) cases require timely and cost effective estimates of non-market

resource values. Especially relevant are cases which are too small, in monetary
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terms, to warrant full scale studies. McConnell (1992) says that if recent history is

an indication of future resource damage assessments, the demand for benefit
estimation and benefit transfer will increase.

The key factor in the application of benefit transfer concerns precision of the
transfer. Benefits transfer as an alternative to primary data collection has an
inherent cost: the possibility of poor quality benefit estimates which may lead to
incorrect policy decisions. The goal of benefits transfer, then, is to provide valid and
reliable benefit estimates in a timely and cost effective manner.

3.4 Benefits Transfer Procedures

The two most common methods of benefits transfer are" direct transfers" and

"valuation function transfers". Examples of direct transfers may be found in Ozuna
and Downing ,(1994) and Luken et al,(1992). Valuation function transfer methods
are used by Loomis et al. (1993), Ozuna and Downing (1994), Downing and Ozuna

(1993), Parsons and Kealy (1994), Desvousges et al. (1992), and Loomis (1992).
Direct transfer of benefits involve finding existing studies which meet five
criteria suggested by Desvousges, et al.(1992). First, it is imperative that high quality
studies exist. The studies would be based on a similar commodity, a similar welfare

measure, adequate data, sound economic theory and correct empirical technique, all
of which are subject to analyst judgement. The second criterion is that the change

in quality at the study site be the same as the expected change at the policy site.
This is important because WTP may be non-linear with respect to quality. Third, the
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original study should contain results that describe WTP as a function of

socioeconomic characteristics because WTP has been shown to be affected by these
characteristics [Smith and Desvousges (1986); and Mitchell and Carson (1989)].
Fourth, the study and policy sites should be similar in terms of site characteristics.
The study should include results of WTP as a function of site characteristics because

WTP is also influenced by these characteristics. Finally, the markets for the study
and policy site should be similar. This involves gauging the extent of the market
(number of potential users) and the number of available substitutes.

If these criteria can be satisfied, then benefits estimated at the study site can
be used as an estimate of the true benefits gained at the policy site. No formal test
of the feasibility of this transfer can be conducted, so it falls to analyst judgement to
assess if the transfer is valid and reliable.

Valuation function transfer, the most widely used procedure for transferring
benefits, provides a more formal process. A set of high quality original studies is still

required, but the criteria of similar quality changes, user characteristics, and site
characteristics are relaxed, relative to direct benefits transfer. Valuation function

transfers use the parameters of the study site demand equation to estimate benefits
for the policy-site, where the independent variables take on the values found at the

policy-site. In this way policy-site benefits can differ from study-site benefits in a
systematic and reasonable marmer. The key assumption, of course, is that the
demand parameters at the policy-site are identical to those at the study-site. If
complete data are available for both sites, then the feasibility of the transfer may be
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evaluated by testing the equality of the demand parameters estimated for each site.

There are several reasons why this transfer process may prove troublesome, among
them,misspecification of the study-site and/or policy site demand equation,improper
definition of a quality change, and improper definition of the services provided by a
site.

3.5 Factors Affecting the Reliability and Validity of Benefit Estimates

The primary problem in performing a benefits transfer is minimizing the error

associated with a transfer. Conceptually, this can be thought of as minimizing the
mean square error(MSB)in the benefit estimates subject to constraints on available

time and funds, where MSB is equal to the sum of the variance (reliability) plus bias
(validity) in the estimation (Desvousges et al, 1992). When an agency seeks to
minimize the constrained optimization problem,two critical issues must be addressed.
First, the size of the error that results from the transfer process, and second, the level
of error that is tolerable for policy evaluation purposes. The extent to which benefits

transfer procedures can be utilized lies in these issues. It is important to consider
the role of commodity definition and analyst judgement in benefit estimation.

3.5.1 Commodity Definition

Bergstrom and Boyle,(1993) address the possible dilemmas associated with

defining the valuation issue at the policy site and interpreting the value estimates
from available studies. They point out that"A fundamental issue [in benefit transfer]
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is the definition of the change in the condition of the commodity or services being
evaluated at the policy site, i.e., commodity definition." Simply, the good being

valued at the "policy" site must be similar to the good at the "study" site for successful
benefit transfer. They state that the commodity definition must first define the
baseline and terminal conditions of the resource. The difference between baseline

and terminal conditions define the change in the quality or quantity of the resource.
The mechanism by which this change will be accomplished and the certainty of its
provision are also important. Only with a proper definition can the value estimates

be "mapped" to the change in the resource condition at the policy site. This implies
that changes in the resource may affect other services not included in original studies
and must be accounted for in the transfer of benefits. This might be, for example,
surface water related benefits not originally accounted for when valuing groundwater
quality changes. For instance, fishing quality or scenic beauty may be directly
impacted when changes in groundwater quality are imposed because a certain
percentage of the ground water recharges surface water streams and wetlands.

3.5,2 Analyst Judgement

Like original studies, a transfer will involve researcherjudgement. McCoimell,
(1992) says that the transfer of benefits can never be mechanical, but must be done

judiciously because no single study results will naturally fit another site. The
assumptions employed in the original study must not be overlooked because

judgements concerning functional form, substitute prices, participation rates, cost
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of time, extent of the market, quality variables and consumer surplus measures
influence the benefit estimate which may be transferred.

Smith,(1992) points out that the role of judgement is very important in the
results of transfers. He suggests that the difference in conclusions for similar studies

by Desvousges et al, (1992) and Luken et al, (1992) can be traced to analyst
judgements. Both studies deal with improved quality of water based recreation due
to limits on effluent discharge from pulp and paper mills into the Hudson river. The

differences that affect benefit estimates include interpretation of the proposed policy,
the way in which the quality change is characterized, the conceptual benefit measure
used, and both the geographic extent of the market and commodity extent of the
market. Smith notes that differences in judgement are not wrong or right per se, but

highlight the need for consistency in the assumptions underlying the benefit estimate.

3.6 A Selective Review of the Literature

Benefits transfer may be conducted in either a spatial or temporal context.

Spatial transfers attempt to transfer benefits across or within geographic regions in
the same time period. Temporal transfers attempt to transfer benefits across time
periods. Temporal transfers may also be conducted across geographic areas.
Because this thesis will present a geographic transfer, this literature review focuses
on recent studies which have attempted geographic benefits transfer. The focus is
also restricted to those studies which conducted a valuation function transfer.

Desvousges et al,(1992) highlight the difficulty in identifying suitable existing
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studies. At issue was whether or not to increase water pollution controls from "best

practical" to "best conventional" technology for various pulp and paper processes.
This proposal by the EPA potentially would affect 21 rivers. Because nine rivers
were expected to have no improvement in water quality, it was assumed that there

would be zero benefits at these sites, leaving 12 policy-site rivers. Eight study-site
rivers were initially identified, but 5 studies failed to meet the criteria outlined in

section 3.4. Twelve policy sites were eastern rivers with public access while three
remaining study sites were western rivers with fee fishing sites. The rivers differed
greatly in their access characteristics. Household and recreational characteristics

were complicating factors at study-sites, forcing "ad hoc" modeling decisions if the
original studies were to be usable.

Problematic value estimation places many limitations on the interpretation of

the effectiveness of benefit transfer procedures. First, there are no clear guidelines
for judging the adequacy of existing studies. Second, finding studies that correspond
to the policy site in terms of site characteristics and substitute prices is no easy
matter.

Market size is not defined in original studies and other problems,

particularly concerning the linearity of variables, remain.
Failure to perform an ideal benefit transfer prompted four recommendations

for the design of future valuation studies. First, estimate multi-site models to gauge
differences in behavior due to site characteristics under policy control. Second,
compare multi-site models of the same structure estimated in different areas to

provide insight on how the reliability of estimates is affected when transferring
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benefits from one site to another. Third, estimate models using quality variables that
are relevant to policy makers. Finally, experiment with explanatory variables in
multi-site models that are readily available in most areas of the country.

Loomis

et al, (1993) make a distinction between within and across geographic regions of

benefit transfer. They term transfers within a geographic area "interpolations" and

for transfers across geographic areas "extrapolations."Interpolations apply to transfers
made to the same geographic area for which the original demand function was

estimated. For extrapolations, the coefficients of the demand equation are used to

estimate recreation behavior for a site or region from outside the geographic area.
The distinction for determining whether the transfer constitutes a geographic
extrapolation or interpolation falls on the market area. For extrapolations the policy

site is located outside the original market area which is determined as having no
common origins or destinations which might act as substitutes. For interpolations
there is overlap of substitutes which complicates the transfer process.
Loomis et al, (1993) explore the feasibility of benefit transfer for three U.S.
Corps of Engineers(COB)reservoir regions, in Arkansas, California and Tennessee.

The purpose of the study was to test whether recreation behavior was similar enough
across regions for an accurate benefit transfer. Each region contained several

reservoirs and zonal travel cost demand models were estimated for each region. To

do this, a Chow test was used to test the equality of coefficients in each regional
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modeP.

A number of criteria were used in selecting the model specification and the

estimation method. First, the model must be theoretically consistent with the travel
cost theory and second, that the expected signs and statistical significance of the

demand variables are observed. Third, the model chosen should be a good predictor
of recreational use in each district. Because data of actual visitation was available,
a performance ratio was constructed to gauge a particular model's success. This was

performed by dividing predicted visits to the region by actual visits for each region.
Thus, a perfect model would have a ratio equal to one. Finally, the fourth criterion
was how well the model estimated existing use of individual sites within the COE
regions.

Regional demand models were estimated using non-linear least squares(NLS)

and a Heckman selection model. The Chow test of coefficient equality for the NLS
model indicated that transferability between the regions was not warranted.

However, when just the Termessee and Arkansas demand models were compared,
the null was not rejected. The Heckman selection models produce the same test
results. These results were likely due to the similarity of reservoirs between
Tennessee and Arkansas.

Parsons and Kealy (1994) perform a benefits transfer using a Random Utility

'A Chow test has an F-distribution. It compares the error sum of squares (residuals) for the individual
models versus a pooled model which imposes the restriction of coefficient equality. If the restriction is
incorrect, the pooled error sum of squares will be much larger than the sum of the error sum of squares

from the individual estimated models. In essence the pooled model is the restricted model, and the sum
of the individual models are unrestricted.
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Model(RUM) of recreation site choice for Wisconsin lakes. Data were collected

from lake users, and were divided into two groups: those living in Milwaukee County
and those not living in Milwaukee County. The goal was to transfer benefits from

the non-Milwaukee (State) sample to the Milwaukee sample (for an improvement
in water quality). Again, because data exist for both samples the effectiveness of the
transfer procedure can be tested.

This transfer experiment was unique in that it simulated a more plausible

situation for attempting a transfer of benefits. The key assumption was that
behavioral information did and did not exist for the Milwaukee sample residents i.e.,
where Milwaukee residents actually went. The authors note that the samples are

different in respects such as the state being primarily rural, the Milwaukee sample

having both lower average income and age, and the residents of Milwaukee being
very close to Lake Michigan. Also, it is noted that Lake Michigan is an important
unobserved" substitute site affecting the two populations but is not included in their
estimation. The lakes near Milwaukee are also dirtier than others in the state.

These differences are believed at the outset to challenge the "viability" of the transfer
from State to the Milwaukee sample.
RUM models with identical specification were estimated for each of the two

samples. A likelihood ratio test, in which the coefficient vector of one model is

compared to the other, is used to evaluate transferability. The results indicated that

the set of coefficients are significantly different. A comparison of individual

coefficients from the two models (using t-statistics for the hypothesis of equality)
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found that some, but not all coefficients were the same. The authors conclude that

although a benefit transfer should be conducted with caution, the models are not that
different and may provide reasonable approximations of benefits.

A second test of transferability assumes no "behavioral information"is present,

i.e., knowledge of where individuals made trips during the year. Because nothing
is known about the Milwaukee sample, this is just a direct benefits transfer. The

state model mean benefit per trip per person of a water quality improvement($0.44)
is assigned to the Milwaukee sample.

The second case assumes there is information on the Milwaukee sample so

that a valuation function transfer may be conducted. While it is implicitly assumed
that the preferences of Milwaukee residents are the same as state residents, a
valuation function transfer accounts for differences in opportunities and household
characteristics. This method estimated benefits of $0.65. The difference in mean
benefits between the direct transfer and the valuation function transfer is due to

different recreational opportunities. By comparing the two cases against "true" model
estimates they postulate that the effect of differences in preferences offsets the effect

of differences in opportunities. The authors state, "Understanding the degree of
these types of offsetting effects, is critical in assessing a transfer (p.447)."
A third test of transferability assumes that information is available for only a
fraction of the Milwaukee sample (randomly selected sets of 13, 28, and 55
observations from the Milwaukee sample). For each of the three Milwaukee

samples, three RUM models are estimated:(1) Milwaukee data only,(2) combined
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Milwaukee and State,(3) updating the State model with a new Milwaukee model.

In the third model Bayesian statistics are utilized in which estimated parameters are
defined by the variance-covariance matrix. The weighted parameter estimates seek
to define the best estimate of the true parameter. Parsons and Kealy find that the

State valuation function transfer to the Milwaukee sample gives benefit estimates

within 18% of the "true" model and the simple transfer within 20%. The Bayesian
models, in which the State model is updated with behavioral information from small

Milwaukee samples can improve the performance of the benefits transfer with the
pooled models having a slight edge. They conclude that researchers should consider

small data gathering efforts at policy sites for updating models.
Ozuna and Downing (1993) also examined direct benefits transfer and

valuation transfer, with data from a contingent valuation survey. Anglers in an eightbay region of Texas were asked, "If the total cost of all your salt water fishing last
year was $A more, would you have quit fishing altogether ?" Dollar values were

randomly varied between $50 and $20,000. Responses were analyzed using probit
methods on the function,

Yj = ^0 + /Si In (Aj)

(3.1)

where (i) represents the individual and (Y^) is the yes/no response to the dollar

amount, (Aj). Models are estimated for each bay for each of the three years that
data were available.

Direct benefits transfer is tested by estimating benefits for all regions and
forming a 95% confidence interval for each bay for each year. If the median WTP
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for a "study-site" falls within the estimated confidence interval at the "policy-site"(for
any year), then the transfer is feasible. Transfer was feasible in nearly all cases.
Valuation function transfer is tested by determining the equality of the estimated

coefficients. As an alternative to the Chow Test, Ozuna and Downing propose a
dummy variable approach which is simpler to implement. The dummy variable
approach pools the data from two regions, and employs zero-one variables as an

intercept shift variable and one which affects the slope. If the coefficients on the
dummy variables are not statistically significantly different from zero, then the

transfer is feasible. If only one is significant, the valuation functions are partially
transferrable. Empirical results suggest that over half of the valuation functions are

totally transferrable to other regions for all three years. Nearly all were partially
transferrable,

Ozuna and Downing examine their results with respect to (1) access to the
resource,(2) the intensity of resource use and (3) the size of the resource. Access

refers to the access availability for use of the resource, i,e,, the number of boat slips,
boat land storage space, the number of boat ramps and the number of parking spaces
for the trailer and vehicle at each bay. Intensity of resource use refers to the man
hours fished and number of trips to the bay. The size of the resource refers to the

surface area of each bay. Using these descriptive characteristics it can be inferred

whether a benefit transfer can be performed based on the commodity definition and
site similarity.

In their study, direct transfer does not seem to be affected much by the
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amount of access to the resource, the intensity of resource use, and the size of the
resource. Also, for the valuation function transfer, size of the resource did not affect

transfer but intensity of use did. Access was found to give ambiguous results. This
may indicate that a direct transfer of benefits does not capture all the factors that
may cause differences in benefit estimates.

3.7 Summary of Benefits Transfer

Benefits transfer offers an alternative to conducting original non-market
valuation estimation. This is important in light of the time and expense involved in
performing original studies. Increasing demand for benefit estimates associated with

an environmental quality change has heightened interests in performing reliable

benefits transfers. The method of transferring benefits is still being refined by
resource economists. To date the most widely used methods are direct transfers and
valuation function transfers.

The direct transfer procedure simply transfers an average benefits per user to
the policy site. TTiis method while simple, fails to capture differences in the relevant
population of users at the policy site. To better capture the differences in site and
population at the policy site a valuation function transfer can be used. This method

transfers the demand function to the policy site and estimates benefits using the
policy site user and site characteristics. By transferring the demand function rather

than average benefits, as in the direct transfer, the differences in policy site
characteristics are accounted for. This provides for more reliable estimates of
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benefits. The valuation function transfer method will be used in this thesis for these
reasons.
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Chapter 4

Recreational Data

4.1 Introduction

This chapter presents a discussion of the collection of the primary recreational

data to be used for this thesis. Sources of error for our survey data will also be
discussed. The last section of this chapter will present supplemental data collected
describing quality characteristics for each reservoir used in this thesis.

4.2 Primary Data Collection

Data on reservoir anglers were collected via a statewide telephone survey
conducted in November 1992. While the goal of the original research was to

determine the number of striped bass anglers, data were also collected on angler
activities. A sample of 2,000 names and addresses was drawn from a list of
Tennessee s 542,000 annual fishing license holders. Tennessee offers two kinds of

annual licenses: combination fishing/hunting licenses and sportsman fishing/hunting
licenses. While both permit fishing and hunting, a sportsman's license is popular with
active hunters because they become eligible for restricted hunts.

The sample was drawn to represent the proper proportion of combination and
sportsman's licenses sold, and contained 1838 combination license holders and 162

sportsman's licenses. This represented a division of 92% and 8% respectively. A
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regional telephone company searched its listing of telephone numbers and matched
949 names and addresses from the total sample. This represented 47.5% of the

original sample. Of the 949 listed phone numbers, 78 were not usable because they
were disconnected, wrong numbers, deceased or moved. This resulted in 871 usable

phone numbers, representing 43.6% of the original sample drawn. Of the 871 usable
phone numbers, 79 license holders could not be contacted after a minimum of five
attempts.

Of the 792 people contacted, only 67 refused to be interviewed. This yielded
a response rate of 91.5%. However, because 80 of those contacted only hunted and

did not fish, this left 645 completed interviews with anglers from the original sample.
The completed interviews represented an 81.4% completion rate. Because the

license lists were outdated at the time the contact was made, 139 respondents no
longer held licenses at the time of the survey. Of the remaining 506, 450 had fished

in 1992. The most frequently cited reasons for not currently holding a license was
not having enough time to fish, no longer interested in fishing and fish more often
on private land or all fishing is done in another state. The 450 active licensed

anglers represented 56.8% of the 792 contacts. Because we are only interested in
reservoir anglers for this study, subsequent models are based on 363 active licensed
reservoir anglers.

4.3 Sources of Error

The method used to acquire data will vary with the objectives of the research
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and available funds to perform the research. TTie survey method used will take one

or a combination of three forms: in-person surveys, mail surveys, and telephone
surveys. Each method has advantages and disadvantages. Because the data were

collected via telephone, this section will focus on the pros and cons of telephone
surveys, with particular attention paid to implications for the data used in travel cost
analysis.

Essentially, the key problem of data collection is to minimize two types of

error. The first is termed sampling error, which applies to the ability of the survey
to collect information from the appropriate population desired. The second is
termed non-sampling error. This refers to data which has been collected from the

appropriate population, but contains bias due to item non-response, recall problems,

and mistakes in recording information. Casley (1987) postulate that non-sampling

error is at least as important as sampling error. These two types of error, as they
relate to our data, will be discussed in the following sections.

4.3.1 Sampling Error

Sampling error occurs when there is error in reaching the population desired.
Respondents of a survey which are not of the population of interest or systematically

missing people of the population create sampling error. Sampling error can occur
in the best designed surveys and is important to recognize when collecting data to
represent a population of interest.

In general, the sampling error decreases as the size of the sample increases.
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Sampling error is a function of the square root of the sample size so that doubling
the sample will reduce the sampling error by a factor related to the square root of
the sample size. The sampling error is also dependent on the variability of the
characteristic of interest in the population, so that if a population can be assumed

to be relatively homogeneous, then the sample size can be relatively small while still
capturing the characteristics of the population with minimal sampling error.
Our data is subject to some sampling error in that our survey did not reach
all of the desired population. The population of interest for this thesis is all

Tennessee reservoir anglers. The population that our survey reached included annual

license holders who held a license in 1992, whose names and phone numbers were
listed in the phone book, and who did not refuse the survey. Because we were
interested in ah reservoir anglers, sampling error occurs when some of the reservoir

angler population was not reached. The parts of the population that were not

reached included: daily license holders, senior citizens(who are not required to hold
a license), those having licenses but having unlisted phone numbers, and those who

refused the survey or hung up. Omitting this portion of the population creates
sampling error to the degree that these persons differ from those the surveyed
reached.

Response rates for the survey are also important to consider. The concern

with response rate is having enough responses from the appropriate population to
capture the characteristics of the population of interests. There exists debate on

acceptable response rates, where as low as 30% is acceptable, to nothing under 70%
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being considered as acceptable (Dolsen and Machlis, 1991). In general, recreation
surveys have achieved higher response rates than general surveys of the public. This

higher response rate is most likely due to recreationists' interest in the subject being
studied (Dillman, 1978). Our 91.5% response rate is consistent with this contention.

However despite the relative success of recreational surveying with regard to
response rates, non-response poses a lower threat of sampling error in recreational

surveys even if it were higher than currently stated. This is due to the assumed

homogeneity of recreational groups. Many researchers contend that groups who
engage in similar activities, such as reservoir fishing in our case, are fairly
homogeneous in characteristics such as economic status and educational levels (see
Dolsen and Machlis for list, 1991). Therefore, it is argued that if the group in
question is indeed homogeneous to some degree, then the impact of response bias

is less because the difference between respondents and non-respondents is small.
However, a study by Choi, Ditton and Matlock, (1992) found that three statewide

surveys of licensed anglers in Texas exhibited non-homogeneity of the groups with
respect to education levels and socio-economic characteristics.

One study on the acceptable level of response rates in recreational surveys
utilized an in-person initial contact and a mail back questionnaire (Tarrant et al.,

1993). The results suggest that a high response level (i.e., above 80%) may not be
necessary for some types of recreational surveys. Homogeneous recreational groups
that are defined in advance may yield useful data when at least 65% response rate

is secured and response bias can possibly be ruled out. They suggest that the high
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cost of achieving high response rates from extensive follow-ups and cash awards may
not always be necessary. In regard to the number of fishing trips taken, non-response
bias is important to consider.

Sampling frame bias must also be addressed. This occurs when a divergence

between the sampling frame and the population occur (Mitchell and Carson ,1988).

Presence of this bias makes generalization of results from the sample to the
population difficult. The problem for using a telephone survey is the loss of people
who have unlisted numbers, moved or could not be contacted. This is indeed a bias

that can seriously affect results. Here we combat this problem by assuming that the
part of the sample lost from unlisted numbers is quite similar to those with listed

numbers. Many researchers agree that homogeneity of recreational groups is
realistic. Therefore the data used for this research is assumed to be a representative
sample.

4.32 Non-sampling Errors

All survey methods are subject not only to sampling error, but non-sampling
error. Non-sampling error is referred to as bias and may take many forms. The
forms of non-sampling error that are of particular concern for our data are: item
non-response and recall error.

4.3.2.1 Item Non-response

Item non-response refers to respondents not answering questions regarding
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particular variables. Item non-response bias might occur if for example, lower

income respondents refused to answer questions on income, resulting in
overestimates of income. Connely and Brown (1992)found item response bias to be

higher for factors such as trip expenditure than for trips taken. The most important
way to reduce item non-response rates is by pretesting. Once item non-response has

been established however, either median values or imputation using regression
procedures can be used.

For our survey, error from item non-response was not a serious problem.

Respondents either refused the interview or answered all questions except income.
The item non-response rate for income was a low 15%. This result is neither

surprising nor uncommon in recreational surveys. Respondents are usually happy to
answer questions about their recreational activity but questions regarding income are
often not answered. For our purposes, income is needed to construct the travel cost

variable. By eliminating the people who refused to report income, non- sampling

error is introduced. Because this percentage is low, item non-response is not likely
to be a serious problem for our data. To combat income item non-response, surveys
that ask individual or household income usually request an income category rather
than an absolute figure. The income variable for our sample was collected by
individuals indicating an income range.

4.3,2,2 Recall Errors

Recall error reflects a subject's inaccurate recollection of particular events
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(Tarrant et al., 1993). It occurs when respondents either fail to recall certain events

or inaccurately match their activity to the recall period specified (Sudman and

Bradburn, 1974). Recreation studies show that recall bias has typically produced
overestimates of participation (see Tarrant et al., 1993). This recall bias is exhibited

especially in sport fishing surveys. Most angling surveys ask respondents to recall

participation during a 6 or 12 month period. For this recall period, evidence suggests
that inflated estimates of participation are produced. It has been found that the

ability of anglers to recall accurately the number of fishing trips made decreases as

the recall period length increases. Some researchers have suggested that recall
periods be limited to two months in length to minimize recall bias.

A study by Tarrant, et al.,(1993) explores the effects of recall error coupled
with errors due to non-response. The traditional assumption has been that the two

are independent. The assumption made is that subjects tend to round upward when
recalling participation, which may reflect a preference by anglers to have fished more

days. This rounding can also be from factual reporting, but subject to "telescoping".
Telescoping occurs when respondents recollect trips made beyond the time period
in question so that trips are overestimated (Sudman and Bradburn, 1974). This then
would make respondents more susceptible to recall bias than non-respondents,

because it has been shown that respondents fish more. Tarrant, et al., (1993)
conclude that the two factors were indeed correlated. Further, the errors had

offsetting effects, where respondents' participation reports increased with recall

period and non-respondents' decreased. The authors suggest that both errors are
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best controlled using a single wave telephone interview because of its accuracy,
higher response rates and comparable cost over mail surveys. However, in-person
interviews, telephone and mail survey methods generally produce the same results

when asking "discrete" yes/no questions. Telephone surveys offer greater accuracy
than mail surveys for questions that are continuous such as how many trips were
made to a reservoir.

Recall bias is always a genuine concern for recreational surveying. As
mentioned previously, the amount of bias introduced by recall can lead to

overestimation of trips made. This bias is found to increase as length of recall period

increases. It has been shown that, in general, the angling participation rate increases
as the recall period increases in length. Because this study uses a twelve month

recall period, recall bias of some degree most probably exists. Also the possibility
of an correlation between non-response and recall biases may exist in angling studies.
If this is true, this bias may be present here. The telephone survey that was chosen

for this data collection however offers good minimal recall results compared to mail
surveys for discrete type questions.

4.4 Supplemental Data

Supplemental data were gathered for use in the estimated trip demand
function. These data are the quality characteristics of Tennessee reservoirs.

Included are water quality data believed to influence the participation of a reservoir
angler. Angler catch rates per hour for bass, crappie, catfish and striped bass
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(rockfish) were also obtained and assumed to affect angler behavior. The data on
the reservoirs collected are shown in Table 4.1

Table 4.1 Supplemental Quality Data
Characteristics

Catch Rates

Water quality

area (acres)
ramps(# public)
elevation (ft)
length (river miles)
depth (ft)
volume (acre-ft)

bass (catch/hr)
striped bass

temperature (°C)

catfish

crappie

dissolved oxygen (mg/L)
pH (std. units)
Nitrogen (mg/L)
Phosphorus (mg/L)
Suspended Solids (mg/L)
fecal coliform (colonies/lOOmL)

These data were collected from various sources. Data on water quality and
reservoir characteristics for Tennessee Valley Authority (TVA) reservoirs were
obtained through TVA publications. Information on catch rates were obtained from

creel survey results from the Tennessee Wildlife Resources Agency (TWRA).
Elevations for some reservoirs were obtained from topographic maps. Information
on water quality and characteristics for U.S. Army Corps of Engineers (COE)
reservoirs were obtained from a combination of personal interviews with reservoir

rangers and project reports from the Nashville and Memphis Districts. Reelfoot
Lake is a COE lake in the Memphis district.

Information on this lake's

characteristics were obtained from personal interview with Chief of Environmental

Resources, Memphis District. Finally, information on water quality variables in
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regard to acceptable ranges and the consequences of deviation was obtained from
The Tennessee Department of Health and Environment, Division of Water Pollution
Control. Discussion on the expected role of these variables in the demand function
will be presented in the next chapter.
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Chapter 5

Empirical Methods and Results

5.1 Introduction

This chapter presents the empirical results of the research. This chapter will

initially present a description of the site quality measures and the expected role in the trip
demand functions. A description of the formation of regional classifications and the

travel cost variable are also discussed. The development of the ordinary least squares
and seemingly unrelated regression estimation is discussed, followed by evaluation of the
valuation function transfers and consumer surplus estimates. Concluding comments and
recommendations are presented in the final chapter.

5.2 Site Quality Measures

The travel cost methodology incorporates site quality into the trip demand

function because site quality affects the demand behavior of the recreationist. Changes
in a site's quality will be reflected in the trip making behavior of a reservoir angler for
particular quality changes relevant to an angler. These quality measures could include
chemical, physical and species catch rate characteristics of the reservoir.
Equation 2.3 presents the general continuous travel cost demand function. An

important part of this function is the set of variables describing site quality. These
reservoir quality characteristics can be divided into three categories: (1) those which
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define the physical characteristics of the reservoir observable to an angler, (2) those

which affect reservoir habitat and the natural ecosystem,(3)and catch rates for the major
species of fish. The hypothesized direction of angler response (positive or negative) is
described below.

5.2.1 Reservoir Physical Characteristics

The observable physical characteristics of the reservoir refer to the area, volume,
depth, length, elevation and the number of boat ramps. The unit of measurement for
each variable and the expected sign of the parameter estimate are illustrated in Table 5.1.

These measures are important to anglers because physical characteristics have a great
effect on a reservoir's intrinsic physical/chemical processes and water quality
characteristics (Meinert and Fehring, 1993). They also measure reservoir accessibility
to anglers. These characteristics will therefore be expected to influence angler demand
behavior in the trip demand function.

Area refers to the surface area of the reservoir which is measured in acres at full

pool level, i.e., the normal maximum pool of the reservoir for flood storage. The
expected sign on this parameter is positive because the greater the surface area, the less

competitive an angler must be with other anglers, and thus increase the number of trips
taken.

Depth is measured as depth at the dam in feet, which in most lakes, will be close

to the maximum depth of the reservoir. This measure is produced by the distance in feet
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Table 5.1 Unit Measures for Reservoir Physical Characteristics

Variable

Area

Measure

acres

Expected coefficient sign

-1-

Depth

feet

-1-

Elevation

feet above sea

7

Length
Boat ramps

miles

-1-

public

+

Volume

acre-feet

+

from the top of the flood gates of the dam to the reservoir floor at full pool. This
measure offers a good indication of the average depth of the reservoir, which usually

is directly proportional to the size of the largest fish in the reservoir. The expected sign
is positive because as depth increases, fish size will generally increase.

It is

hypothesized that the average angler will respond positively to fish size.
Elevation is measured in feet above sea level at the full pool level. The elevation

is taken at the surface of the reservoir. Because Tennessee has a geographical layout that
changes significantly from east to west this may contribute to angler behavior. There
were no a priori expectations on this parameter.

Length is measured in nautical miles. Length is measured from the dam forebay

to the inflow region where the tributary that feeds the reservoir enters the reservoir pool.
This measure approximates shoreline length which was not available for all reservoirs.

Reservoir length is important to anglers because it presents more opportunity to fish in
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coves, marshes, and manmade and natural fish attractors, which are usually located near

the shoreline. This parameter is expected to have a positive sign indicating an increase
in trips, the greater the length.

The number of boat ramps on a reservoir was measured as the number of public
and privately run ramps which could be used with or without a fee. The number of

ramps is expected to have a positive parameter sign because the greater the ramps the
better overall ease of access to the reservoir, increasing the number of trips an angler
would make.

Reservoir volume is measured in acre-feet at full pool level. This measure
represents the amount of water stored in a reservoir. The greater habitat area will

generally result in less competition in the habitat increasing the number of fish species
in a reservoir and possibly fish abundance. This parameter sign is expected to be
positive because greater reservoir volume allows for greater fish habitat area.

5.2.2

Reservoir Chemical Characteristics

The chemical or ecological characteristics are temperature, dissolved oxygen,
pH, nitrogen, phosphorus, suspended solids and fecal coliform. The unit of measurement
and expected parameter signs are presented in Table 5.2. These reservoir characteristics

are important to anglers because they are directly related to the reservoir water quality
affecting the fish habitat.

Dissolved oxygen is a vital parameter in the overall health of an aquatic
ecosystem, measuring the amount of oxygen present in the water. The amount of
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Table 5.2 Unit Measures for Reservoir Chemical Characteristics

Variable

Measure

Dissolved Oxygen

mg/L

Fecal Coliform

colonies/lOOmL

Total Nitrogen
Total Phosphorus
pH
Suspended Solids
Temperature

mg/L
mg/L

Expected coefficient sign

+
-

+

+
1

std. units

mg/L

-

°C

oxygen in an aquatic habitat directly affects the health of the ecosystem and thus the fish
habitat. Fish obtain their oxygen for respiration from the water, so fluctuations in the

amount of oxygen dissolved in their aquatic environment will ultimately affect the quality
of fishing in a particular reservoir. Oxygen also provides assimilation of biological waste
products in the aquatic system and therefore impacts the water quality in any particular
reservoir. The sign of this parameter is expected to be positive reflecting an increase in
angler trips as dissolved oxygen levels increase. This reflects increased overall health
of the fish habitat.

Fecal coliform indicate the presence of animal and human waste in water (TN.

Dept. of Environment and Conservation , 1990). The amount of waste is measured by
the number of colonies of fecal coliform present. Because of its strong negative impact

^pH must be measured for our purposes as a deviation from 7.0, the neutral pH of water.
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on the reservoir ecosystem this parameter is expected to have an negative effect on the
number of angler trips.

Total nitrogen and total phosphorus are the primary nutrients in aquatic
ecosystems which control biological productivity (Meinhart and Fehring, 1993). These

nutrients, along with available light and temperature, will affect the ability of the
ecosystem to sustain itself and its inhabitants (i.e., fish). Lakes in Tennessee usually
contain low levels of these nutrients because phytoplankton and other aquatic plants

utilize them quickly. Therefore angler trip making behavior is expected to be positively
related to greater amounts of these nutrients.

This increase will reflect increased

biological productivity thus increasing food sources for fish.

pH is a measure of the water's acidity. The established range for pH to protect
aquatic life is 6.5 - 8.5 as measured in standard units for pH. High values indicate a
basic solution while low values indicate more acidic solutions. For water the neutral pH

is 7.0 at 24° C. pH levels that far exceed or fall below this level affect an aquatic
ecosystem adversely. To include a measure for pH as a quality parameter in our demand

function it must be measured as a deviation from 7.0.

This is accomplished by

measuring the absolute value of the deviation so that the pH quality parameter will be
expected to have a negative relationship to angler trips. This negative relationship implies

that as the deviation grows in absolute value, the reservoir water quality and habitat are
adversely affected and the angler will respond negatively in his trip making behavior.
Suspended solids measure the amount of residue suspended in the water. High
amounts of suspended solids adversely impact the aquatic system by reducing the amount
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of light transmission, and decreasing habitat quality through siltation. High suspended
solid levels may also have physiological impacts on fish and other aquatic life (Tn. Dept
of Environment and Conservation, 1990). This parameter is expected to have a negative

sign, indicating fewer trips taken by an angler; as a result of the adverse impact on the
fish habitat.

Water temperature is important because it affects the amount of dissolved oxygen

present. Generally, warm water is able to carry much less dissolved oxygen than colder
water. Also, as water temperature increases, biological productivity increases, increasing
the demand for oxygen. For these reasons the fish habitat in any given reservoir will be
adversely affected as water temperature rises. Further, as surface water temperature

rises, fish are generally found at deeper depths. This in general reduces the frequency
of catch for anglers. Therefore, as water temperature rises, angler's demand for trips will
decrease in general, and a negative parameter sign is expected.

5.2.3

Reservoir Fish Catch Rates

There are numerous species and sub-species of fish in the reservoirs of Tennessee.

However, most anglers are interested in four primary species when taking a fishing
trip. These species are (1) bass, primarily comprised of small mouth and large mouth
bass, (2) catfish, (3) crappie and (4) striper, which is a hybrid type of striped bass.

Catch rates as a quality measure for a site will be limited to these four categories in the
trip demand function.
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The catch rates used in this thesis were derived from creel surveys conducted by

the Tennessee Wildlife Resources Agency. The creel interviews take place at or on the

reservoir. Each angler is asked how many and what species they had caught and for how

long they had been fishing. From the creel data an estimate of the catch per hour for

each species can be determined for each reservoir. It is expected that catch rates as site
quality parameters will positively influence angler trip making behavior. This makes the
assumption that catch rates are important to an angler, when making a site choice and
that for greater catch rates the number of visits will increase.

5.3 Reservoir Angler Data

The data set consist of 363 reservoir anglers who fished in 1992.

The

respondents indicated which two reservoirs they had fished most often in the survey year,

how many visits they had made, and the distances to the reservoirs. This information
provided two vital pieces of information for the anglers in our data set. First, because
distances to the first and second reservoirs were known, both own-price and substitute

price travel cost variables can be calculated. Second, knowing the furst and second
choice reservoirs allowed the sample to be divided into regions where they fished so that
benefits transfer hypotheses could be tested.

5.3.1 Formation of The Travel Cost Parameter

The travel cost variable or own-price was calculated as.
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TC\ = [{(mile''y*2) *.4577}] + [{(mile^. *2) /40> *(incomei/2)]

(5.1)

where (rC*^) is the travel cost for an individual (/) to visit the reservoir (j). (K)
indexes whether reservoir (j) was the first or second choice reservoir. (Mile'^y) is the
one way distance in miles from individual (i's) home to reservoir (j) times the cost of

travel per mile and income is the income of the individual (in $1,000 units)^. Miles
are multiplied by two to account for round trip travel.
were taken from the angler's reported mileage.

Miles from origin to reservoir

The second part of equation 5.1

divides the round trip mileage by 40, the average speed in mph, to estimate travel
time. This is then multiplied by the individuals wage rate (to estimate the opportunity
cost of time spent traveling to the site). The opportunity cost of time is assumed to
be valued at the individuals wage rate, which is calculated by dividing the annual
reported income by the number of working hours (2(X)0) in a year. Because income
is measured in thousands the appropriate division is 2 rather than 2000, the number of

working hours in a year. No account is taken to allow for the opportunity cost of
time on site.

(K=l) indexes the first choice reservoir, while {K=2) indexes the second choice

reservoir.

For those anglers who failed to remember or indicate a second choice

reservoir, a substitute price variable was still calculated. For these anglers the second

'Mileage cost includes the cost per mile for operating a truck including gasoline, maintenance,
insurance, registration and wheel taxes (Motor Vehicle Manufactures Association of the United
States, Inc., 1993)
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choice reservoir was determined by assuming the closest (in mileage from origin)
reservoir would be the relevant substitute for these anglers.

5.3.2 Regional Classincations

Two regional classifications were devised. The first regional division was based

on the four administrative divisions of the Tennessee Wildlife and Resources Agency
(TWRA). These regions are shown in Figure 5.1 and a coded list is presented in Table
5.3. For purposes of clarity the regions under the TWRA strategy will be referred to
as TWRA I, TWRA II, TWRA III and TWRA IV denoting the respective region.
The TWRA regions however do not necessarily correspond to the pattern of use

or accessibility to anglers. Therefore, angler data were examined to see if a pattern
could be discerned. Such "user defined" regions were developed using the maximum
distance traveled to visit any particular reservoir. The maximum distance indicated the

origin from which the users of the particular reservoir were being drawn, i.e., the extent
of the market for the reservoir. Three distinct concentrations were observed. The User

regions are shown in Figure 5.2 and a coded list presented in Table 5.4. Reservoirs

were assigned a second region code based on the results of this strategy. Because this
regional division strategy was based on user's behavior it was labeled "User" regions.
User regions are designated as USER I, USER II, and USER III.

5.4 Initial Model Selection and Procedures

This section presents the initial variable selection methods for the trip demand
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Table 5.3 Coded List of Reservoirs by TWRA Regions

Region 1

Region 2

Region 3

Region 4

(1) Barkley
(2) Kentucky

(6) Cheatham

(5) Center Hill

(9) Normandy
(10) Old Hickory
(11) Percy Priest

(15)Chickamauga

(14) Boone
(16) Cherokee
(17) Chilhowee

(13) Tims Ford
(12) Woods

(21) Nickajack

(3) Pickwick
(4) Reelfoot

(7) CordelHull
(8) Dale Hollow
(26) Watts Bar

(18) Douglas
(19) Fort Loudon
(20) Melton Hill
(22) Norris
(23) South Holston
(24) Tellico

(25) Watauga

Table 5.4 Coded List of Reservoirs by User Regions

Region 1

Region 2

Region 3

(1) Barkley
(2) Kentucky

(5)
(6)
(7)
(8)

(14) Boone

(3) Pickwick
(4) Reelfoot

Center Hill
Cheatham
CordelHull
Dale Hollow

(9) Normandy
(10) Old Hickory
(11) Percy Priest
(12) Woods

(13) Tims Ford

(15) Chickamauga
(16) Cherokee
(17) Chilhowee

(18) Douglas
(19) Fort Loudon
(20) Melton Hill
(21) Nickajack
(22) Norris
(23) South Holston
(24) Tellico

(25) Watauga
(26) Watts Bar
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functions. The general form of the trip demand function is given in equation 2.3. Travel
cost methodology dictates that the trip demand function must contain certain variables.
The first variable is the travel cost to the site from an individuals origin, which can be
thought of as the price of reservoir fishing at that site. The second variable is the price
for any substitute or alternative site to which an individual may go. The third is the
income of the individual. Site quality variables may be included if they influence angler
behavior. The final model will contain these four variables, where the quality vector
may be a single variable or more depending the results.
The variables to be used in forming the final trip demand function will include
the first three mentioned above and those quality variables which satisfy economic and
statistical criteria. Given the large number of potential quality measures, the stepwise
procedure was used to isolate the variables which conform to these properties.

5.4.1 Stepwise Procedure
Because economic theory does not provide a guide when selecting particular

quality measures the stepwise procedure was used to isolate the variables of significance
for regression models. This procedure is especially helpful when a model contains
several independent variables and those of significance need to be determined.

The procedure calculates the significance of all the independent variables separately in
the model, then chooses the one of greatest significance to enter into the model. The

remaining variables are chosen in the same maimer where the significance level of entry
can be specified. The stepwise procedure also removes any variables that do not meet
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the significance criteria. The result is a good indication of which independent variables
contribute significantly to the model specified.

5.4.2

Stepwise Specifications

The initial models subjected to the stepwise procedure included all quality
variables mentioned in section 5.2. In every regression, the number of trips the angler
reported taking during the survey year to the first choice reservoir is the dependent
variable. All models included the three primary variables dictated by travel cost theory
(own-price, substitute price, income). In addition to price, income and site quality
variables, additional factors believed to influence reservoir fishing were included. These

included the angler's boat ownership, tournament participation, fishing club membership,
species targeting, and the numbers of different types of fishing done by the angler.
These variables were included to capture aspects describing an angler in an attempt to
better model the demand for visits to a site.

The last measure was calculated as the

number of fishing modes in which the angler engaged during the survey period, where
the modes were pond, warm water, reservoir and trout fishing. Also, an interaction
variable was created by multiplying the species catch rate for the reservoir times the 0-1
dummy variable for species targeted. The interaction variable was proposed to shed
insight on how the level of catch rate and species targeting will affect an angler's
behavior.

Regressions were estimated for the entire sample (statewide model) and for the

regional sub-samples under the stepwise procedure. The restricted regional data sets.
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included only those anglers who visited reservoirs in the region. Semi-log models were
run for the state and regional models for the same model specification as linear models
to allow for comparisons between linear and logged dependent variables.

5.4.3 Stepwise Results

The criteria used to judge parameter estimates were consistency with economic
theory and statistical significance. These criteria will be used throughout this thesis to
judge the best overall models. The stepwise regressions indicated that catch rates and

the catch rate targeting interaction variables were statistically significant site quality
measures. No other site quality variables were found to be significant predictors. The
signs of most catch related variables were consistent with economic theory. The travel
cost parameter was found to be negative and statistically significant, while income was

insignificant but positive in most cases. The substitute price variable was not significant
in any models but will be used in subsequent models because travel cost theory predicts
that consumer surplus estimates will be biased upward if omitted. The additional dummy
variables for boat ownership and club membership exhibited significant and positive
parameter signs. Based on the initial regressions, subsequent models tested will contain
the variables that showed significance in the stepwise regressions. These variables were
catch rates for all species, the targeting variables, and the travel cost variable. It should

be noted that semi-log models did not work as well as linear models thus, subsequent
results are from linear models only.
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5.5

Trip Demand Models

This section presents the initial regression models for the first choice reservoir

and second choice reservoir trip demand functions. The rationale for estimating both a
first and second choice trip demand function is to gain some insight on how anglers
respond to the same demand variables for a first and second choice reservoir. By
estimating both trip demand functions, it can be observed whether there are differences

in the demand for trips to a first or second choice reservoir.

5.5.1 First Choice Reservoir OLS Models

The initial trip demand models were developed using the information provided in
the stepwise procedure. Linear models were estimated for the state, as well by region.
Each model regresses the number of trips made to the first choice reservoir on travel

cost (TC), substitute price (TC^), income and site quality measures. Different
combinations of the four catch rates were included in each regression.

Targeting

variables and interaction variables were also included in those regression models that
contain the same catch rate. For example, a model of the specification

Trips = a + /SjTC^ +

+ jSj Income
(5.2)

+ 184 Bassratl + jSj Actvbass + /Sg Bassl
has Bassratl (the bass catch rate per hour for the anglers first choice reservoir) and
Actvbass1 (the variable indicating whether or not that particular angler targeted bass) and
Bassl (Bassratl*Actvbass, the interaction term). Because boat ownership and club
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membership were found statistically significant in the stepwise analysis these two
variables were included in most cases.

5.5.1.1 Statewide Models

The number of observations for the state models is less than the original 363

reservoir anglers in our sample. There are two reasons for this decrease. First, those
anglers visiting a reservoir outside Tennessee were dropped. Second, only those anglers
having own-price (travel cost) and substitute price variables in the same region were
included. The two best statewide models are presented Table 5.5.

All models were

linear in both parameters and the dependent variable, the number of annual angler trips.
In both statewide models we observe a negative and significant sign on the travel

cost variable, or the own price of reservoir fishing in the state. This sign makes
economic sense in that as the price increases we observe a decrease in the number of

trips an angler will make. We observe a positive sign on the substitute price which is
also in accordance with economic theory. That is, as the price of visiting the second
choice reservoir increases, the number of trips to the first choice reservoir will increase

as the angler substitutes away from the higher priced alternative. The variables Boat and
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Table 5.5 Initial OLS Models for First Choice Reservoir. Statewide Analysis.
Statewide Models

Dependent variable (# of Angler Trips)
Parameters

Model I

Model 2

Intercept

12.4419

6.7875

(1.184)

(0.576)

Travel Cost 1

Substitute price

Boat

Club

Income

-0.1858

-0.1673

(-2.609)*

(-2.284)*

0.0605

0.0543

(1.203)

(1.072)

12.1467

12.6476

(1.729)*

(1.797)*

I6.35II

16.7244

(2.432)*

(2.486)*

-O.I 157

-O.I 141

(-0.677)

(-0.668)

Catfish Rate

4.4037

-0.6629

(catch/hr)

(0.374)

(-0.052)

Crappie Rate
(catch/hr)

10.3461

16.0433

(0.934)

(1.304)

Striper Rate
(catch/hr)

30.6498

(1.063)

n

150

150

R2

0.II64

0.0740

F - value

2.691

2.498

t-values in parentheses

* indicates parameter significance with a = 0.10
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Club have both significant and positive signs as would be expected. Income exhibits a
negative sign which is not what would be expected, but is statistically insignificant.
Positive signs on crappie and catfish catch rates indicate angler demand preference for
higher success rates in catching fish on their reservoir trips, but these are statistically
insignificant.

5.5.1.2 Regional Models

For TWRAI no models are presented because quality data were available for only
two of the four reservoirs. USER I, which corresponds to TWRA I is also omitted for
the same reasons. Only those anglers who made a first and second choice in the same
region were included.
The OLS regressions for TWRA regions indicate negative signs on travel cost
in each region, with TWRA IV being the only region with a significant coefficient (see

Tables 5.6 and 5.7). Substitute price was positive and significant only in TWRA IV.
Catch rates parameters were positive for most regions in both models. Only TWRA III
exhibited a significant F-value.
User region models for first choice reservoirs illustrated better overall models
relative to TWRA regions based on economic theory (Table 5.8). Negative signs were

observed on the own-price variable in both USER II and USER III, with positive signs

on substitutes site prices. Boat and Club and all catch rates except catfish had positive
signs. The models still did a poor job explaining angler behavior, with few variables
statically significant and all models with insignificant F-statistics.
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Table 5.6 Initial OLS Models for First Choice Reservoir. Regional Analysis.

TWRA Model 1.

Tennessee Wildlife Resources Agency Regional Models
Dependent variable (# of Angler Trips)
Model 1

Parameters

Region 2

Region 3

Region 4

Intercept

-18.8626

-11.9517

-4.2054

(-0.909)

(-0.448)

(-0.284)

Travel Cost 1

Substitute price

Boat

Club

Income

-0.2694

-0.2163

-0.2183

(-1.328)

(-1.191)

(-2.034)*

-0.0574

-0.0045

0.2997

(-0.662)

(-0.042)

(2.963)*

18.5508

7.3679

13.5646

(2.220)*

(0.655)

(1.701)*

6.8570

29.7098

-1.8177

(0.585)

(3.835)*

(-0.167)

0.2663

-0.1790

-0.0348

(0.953)

(-0.890)

(-0.137)

Catfish Rate

-16.4028

27.6464

6.9258

(catch/hr)

(-0.581)

(1.015)

(0.301)

Crappie Rate
(catch/hr)

33.8042

30.5905

23.5993

(1.555)

(1.032)

(1.575)

n

33

33

52

R^

0.2928

0.4465

.2844

F - value

1.597

2.996

2.555

t-values in parentheses
* indicates parameter significance with a = 0.10
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Table 5.7 Initial OLS Models for First Choice Reservoir. Regional Analysis.

TWRA Model 2.

Tennessee Wildlife Resources Agency Regional Models
Dependent variable (# of Angler Trips)
Model 2

Parameters

Intercept

Travel Cost 1

Substitute price

Boat

Club

Income

Region 3

Region 2

Region 4

124.0677

-37.3409

-8.2603

(1.418)

(-1.332)

(-0.542)

-0.1402

-0.1937

-0.1849

(-0.666)

(-1.128)

(-1.664)

-0.0835

-0.0255

0.2387

(-0.979)

(-0.249)

(2.080)*

22.9115

5.3542

14.2817

(2.700)*

(0.502)

(1.790)*

6.2221

30.5012

-0.5625

(0.549)

(4.166)*

(-0.051)

0.3167

-0.3706

-0.0291

(1.165)

(-1.751)*

(-0.115)

Catfish Rate

167.9449

80.6504

-8.8582

(catch/hr)

(1.484)

(2.212)*

(-0.329)

Crappie Rate

-138.6912

57.5761

34.9806

(catch/hr)

(-1.322)

(1.863)*

(1.932)*

Striper Rate
(catch/hr)

-655.5940

-191.3888

33.0576

(-1.678)

(-2.050)*

(1.113)

n

33

33

52

R2

0.3680

0.5261

0.3040

F - value

1.819

3.469

2.402

t-values in parentheses

* indicates parameter significance with a = 0.10
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Table 5.8 Initial OLS Models for First Choice Reservoir. Regional Analysis.
User Regions.
User Defined Regional Models

Dependent variable (# of Angler Trips)
Model 1 and Model 2

Region 2

Parameters

(Model 1)

Intercept

Travel Cost 1

Substitute price

Boat

Club

(Model 2)

(Model 1)

(Model 2)

-13.8630

-15.7100

14.3205

8.1374

(-0.425)

(-0.477)

(1.433)

(0.667)

-0.1857

-0.1358

-0.2300

-0.2008

(-1.159)

(-0.767)

(-2.837)*

(-1.969)*

0.0528

0.0591

0.1370

0.1056

(0.417)

(0.462)

(1.594)

(1.134)

26.2256

22.3190

7.7692

8.1437

(1.518)

(1.220)

(1.121)

(1.172)

10.3072

(0.571)
Income

Region 3

11.0333

18.3331

18.8886

(0.606)

(2.794)*

(2.861)*

-0.1302

-0.2209

-0.1359

-0.1129

(-0.276)

(-0.448)

(-0.788)

(-0.647)

Catfish Rate

29.0857

32.0272

-2.3665

-11.9317

(catch/hr)

(0.803)

(0.873)

(-0.178)

(-0.695)

Crappie Rate

21.2289

19.0794

16.5558

27.5474

(catch/hr)

(0.795)

(0.705)

(1.151)

(1.449)

Striper Rate
(catch/hr)

100.5101

26.8799

(0.684)

(0.885)

52

52

81

81

R^

0.1040

0.1134

0.2171

0.2254

F - value

0.746

0.704

2.931

2.655

t-values in parentheses
* indicates parameter significance with a = 0.10
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5.5.2 Second Choice Reservoir OLS Models

The second choice reservoir models were estimated with the same specifications
as the first-choice state regional models (Tables 5.9-5.12). In the second choice

reservoir models the travel cost 1 variable indicates the price for visiting the reservoir
chosen as a second best choice. Here the substitute price variable is simply the travel
cost to the angler's first choice reservoir. Boat, Club and Income variables are the same

for each individual in both first and second choice models but catch rates correspond to
the second reservoir choice.

5.5.2.1 Statewide Models

State models indicate a significant and negative sign for travel cost but negative
signs for substitute prices (see Table 5.9). Boat and Club both have positive signs, as
do catch rate variables in both models (except for Striper). As opposed to a negative
effect in the first choice models, the income parameter is positive, but insignificant.
F-Values for both model 1 and model 2 are significant. In general the models perform
well based on economic theory, but poorly on statistical significance.

5.5.2.2 Regional Models

TWRA models 1 and 2 indicate mixed results on parameter signs (see Tables 5.10

and 5.11). For TWRA regions II and III, own travel cost was negative, but travel cost

was positive for TWRA IV. None were significant in model 1. Substitute prices were
positive in TWRA regions II and III, but negative in TWRA IV. All other variables
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Table 5.9 Initial OLS Models for Second Choice Reservoir. Statewide Analysis.
Statewide Models

Dependent variable (# of Angler Trips)
Parameters

Model 1

Model 2

Intercept

-0.5095

-0.4828

(-0.181)

(-0.166)

Travel Cost 1

Substitute price

Boat

Club

Income

-0.0300

-0.0300

(-2.451)*

(-2.440)*

-0.0003

-0.0002

(-0.018)

(-0.014)

4.8872

4.8933

(2.850)*

(2.832)*

1.4757

1.4790

(0.907)

(0.904)

0.0310

0.0309

(0.755)

(0.748)

1.9527

1.9996

(catch/hr)

(0.651)

(0.615)

Crappie Rate
(catch/hr)

3.8522

3.8192

(1.475)

(1.383)

Catfish Rate

Striper Rate
(catch/hr)

n

F - value

-0.2679

(-0.038)

150

150

0.1084

0.1084

2.484

2.159

t-values in parentheses
* indicates parameter significance with a = 0.10
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Table 5.10 Initial OLS Models for Second Choice Reservoir. Regional Analysis.

TWRA Model 1.

Tennessee Wildlife Resources Agency Regional Models
Dependent variable (# of Angler Trips)
Model 1

Parameters

Intercept

Travel Cost 1

Substitute price

Boat

Club

Income

Region 3

Region 2

Region 4

-15.0152

1.2067

1.7047

(-0.997)

(0.100)

(0.576)

-0.0820

-0.0408

0.0017

(-1.404)

(-1.182)

(0.077)

0.0457

0.0072

-0.01109

(0.323)

(0.131)

(-0.468)

13.6244

2.9136

2.4634

(2.431)*

(0.904)

(1.374)

1.9085

3.3932

1.8514

(0.240)

(1.546)

(0.766)

0.1562

0.0170

-0.0552

(0.868)

(0.303)

(-0.973)

Catfish Rate

42.4957

3.4243

5.9690

(catch/hr)

(2.425)*

(0.598)

(1.181)

Crappie Rate

-4.2038

2.2264

2.0633

(catch/hr)

(-0.344)

(0.174)

(0.679)

n

33

33

52

R2

0.2967

0.1833

0.1508

F - value

1.567

0.834

1.142

t-values in parentheses

* indicates parameter significance with a = 0.10
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Table 5.11 Initial OLS Models for Second Choice Reservoir. Regional Analysis.

TWRA Model 2.

Tennessee Wildlife Resources Agency Regional Models
Dependent variable {# of Angler Trips)
Model 2

Parameters

Intercept
Travel Cost 1

Substitute price
Boat

Club

Income

Region 2

Region 3

Region 4

36.9947

-5.1043

1.9294

(0.658)

(-0.400)

(0.636)

-0.0928

-0.0305

-0.0012

(-1.558)

(0.879)

(-0.051)

0.0494

0.0004

-0.0106

(0.348)

(0.008)

(-0.443)

14.8232

1.9001

2.5491

(2.578)*

(0.584)

(1.400)

4.1814

3.8811

1.9832

(0.503)

(1.774)*

(0.806)

0.1137

0.0041

-0.0518

(0.613)

(0.074)

(-0.896)

Catfish Rate

108.4593

10.5756

6.6989

(catch/hr)

(1.529)

(1.377)

(1.244)

Crappie Rate
(catch/hr)

-63.0729

8.6213

1.5070

(-1.008)

(0.642

(0.451)

Striper Rate

-225.6539

-30.0085

-2.4429

(catch/hr)

(-0.960)

(-1.371)

(-0.423)

33

33

52

R^

0.3217

0.2404

0.1543

F-value

1.482

0.989

1.003

t-values in parentheses
* indicates parameter significance with a = 0.10
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Table 5.12 Initial OLS Models for Second Choice Reservoir. Regional Analysis.
User Regions.
User Defined Regional Models
Dependent variable (# of Angler Trips)
Model 1 and Model 2

(Model 1)
Intercept

Travel Cost 1

Substitute price

Boat

Income

Catfish Rate

(Model 2)

(Model 1)

(Model 2)

-9.8690

-12.1101

0.8164

1.5967

(-1.082)

(-1.314)

(0.296)

(0.548)

-0.0541

-0.0480

-0.0345

-0.0378

(-1.857)*

(-1.639)

(-1.493)

(-1.611)

-0.0086

-0.0225

0.0215

0.0243

(-0.233)

(-0.590)

(0.845)

(0.946)

10.3378

9.8860

2.4984

2.6284

(2.436)*

(1.367)

(1.431)

(2.537)*
Club

Region 3

Region 2

Parameters

1.8904

3.2795

3.5051

(0.225)

(0.453)

(1.865)*

(1.968)*

0.1071

0.1244

0.0129

0.0140

(0.315)

0.9337

(0.985)

(1.145)

(0.291)

14.7516

10.4307

1.2144

2.4052

(0.581)

(catch/hr)

(1.538)

(1.035)

(0.312)

Crappie Rate

5.2769

5.7978

4.6467

3.2164

(catch/hr)

(0.776)

(1.294)

(0.812)

Striper Rate
(catch/hr)

(0.858)
40.2697

-5.8804

(1.305)

(-0.860)

n

52

52

81

81

R^

0.1869

0.2173

0.1385

0.1471

F - value

1.478

1.527

1.699

1.574

t-values in parentheses

* indicates parameter significance with a = 0.10
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have the expected sign, except for crappie catch rate in TWRAII. In general the second
choice models perform poorly under the criteria of economic and statistical theory, but
TWRA II and III do exhibit correct signs for price variables and positive parameter
estimates for catfish catch rate variables.

Model 2 for TWRA regions give much the same results as in model 1 with striper

catch rate showing up negative in all three regions which tend to favor model 1 over
model 2 as the better model specification.

User region models show mixed results as well (see Table 5.12). For USER II
model 1 the travel cost variable is negative and significant but negative and insignificant

in model 2. Substitute prices are negative in both specifications, contrary to theoretical

expectations. All other parameters meet expectations of positive parameter sign, with
only boat ownership and club membership significant. The USER III models have

correct signs for all variables in both model 1 and model 2, with striper rate again being
negative and insignificant in model 2.

5.5.3 General Discussion of Ordinary Least Squares Models

The OLS results for statewide and regional models give generally poor results,

primarily in terms of statistical significance, but also in accordance with economic

theory. In general, the user defined regional strategy produced better results than the
TWRA regional strategy.

User region models resulted in better conformance to

economic theory and statistical significance. This is possibly a result of less arbitrarily

assigned regions. User regions are less arbitrary in that the regions are based on the
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choices that anglers actually consider, rather than the jurisdictional divisions of the
TWRA. Thus, the user region models may correspond more closely to an angler's trip
making behavior relative to the TWRA models.

In the OLS approach, visitation to first and second choice reservoirs by an angler
were treated as separate trip demand functions. The trip making behavior for each of
these choices was not connected except by prices playing opposite roles in the regression

equations. However, it may be that visitation to each reservoir are related by those
factors currently incorporated in the error terms of each equation. That is, factors not
included in the OLS models which influence angler trip making behavior may cause
correlation between the two OLS models. Given that a relationship exists between these

two trip demand functions, the appropriate estimation procedures would be to estimate
the two equations in a system rather than separately. The decision to use a system was

guided by the fact that the quality measures were consistently insignificant. The gain in
moving to a system of equations lies in the gains in efficiency of the parameter estimates.

Gains in efficiency can be realized by estimating a system of equations using a

generalized least squares estimator which accounts for correlation of the error terms in
the equations of the system. Efficiency is gained by estimating parameters which have
a smaller variance (standard error) associated with them relative to those estimated using
OLS. OLS estimators are consistent but not efficient when correlation exists among the

disturbances of the equations in this system (Kmenta, 1986). The Seemingly Unrelated

Regression was chosen as an attempt to improve the efficiency of the parameter
estimates.
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5.6 Systems of Seemingly Unrelated Equations

5.6.1 Gains in Efficiency

The seemingly unrelated regression, or SUR procedure, estimates the equations
as a system rather than separate equations. The basis of estimating functions as a system
relies on the notion that the functions may appear as independent but are actually related

by their disturbance terms. Hence the title seemingly unrelated implies that the equations
seem to be unrelated on the surface, but the dependent variables may be influenced by
the related error terms in each equation of the system. If the dismrbances for each

equation are uncorrelated, then there is no relationship between the equations (Pindyck
and Rubinfeld, 1981) and OLS is the proper method of estimation. If correlation exists
then efficient estimates will be obtained by estimating the equations as a system of

equations. The system of equations is written as one combined equation, then estimated
using generalized least squares. The results yield parameter estimates for each equation

in the system and account for the correlation between the errors across equations. This
method offers a gain in efficiency for the estimated parameters over OLS, provided
correlation of disturbances is high and correlation of explanatory variables is low. To

evaluate the improvement in using the SUR over the OLS procedure we can evaluate the

relative gains in efficiency. This can be illustrated as the ratio of the estimated variances
of the parameter coefficients from the OLS and SUR procedures,

Var r i3)

Var( b)

=

1-o^

1-p^r^
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^

1

(5.3)

where (jS) represents the SUR parameter estimate and (b) represents the OLS parameter

estimate, (p) represents the correlation between the error terms of each equation, while
{r) represents the correlation of the explanatory variables. The ratio is a decreasing

function of (p

and an increasing function of(r ^). Thus, the gain in efficiency of the

SUR estimator over the OLS estimator is greatest when the disturbances in the system

are highly correlated and the explanatory variables are uncorrelated (Kmenta, 1986).

5.6.2 The Seemingly Unrelated Regression Model Specification
The system consists of two visitation equations: one for the first choice reservoir
and one for the second choice reservoir. The system developed took the regression form,

Eq 1:Trips^=ai +^nT0

+/Si3Boat +/Si4Club +/3islnc +jSigCatl +i8i7Crpl

Eq2:Trips^=a2 +p2iT^C^ +P22'^C^ +023^0^1 +/324Club +/325lnc +^26^^12 +/327Crp2

Equation 1 represents the trips made to the angler's first choice reservoir while equation

2 represents the trips made to the angler's second choice reservoir. (TC') represents the
travel cost to the reservoir of choice in each equation and (TC^) represents the substitute

price to the other chosen reservoir. Catch rates correspond to the reservoir chosen as
either a first or second choice with Cat denoting the catfish catch rate and Crp denoting
the crappie catch rate.
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5.6.3 Statewide Models

The SUR method for statewide model 1 resulted in parameters of correct sign and

significance for Travel Cost, Boat, and Club in equation 1 but, a negative sign on the
substitute price in equation two (Table 5.13). Model 2 for the state presented much the
same results, however with a negative sign on the catfish catch rate parameter in the first
choice demand equation (Table 5.14).

The cross model correlation represents the degree to which the equations in the

system are related. This statistic serves as a basis to judge the validity of the system.
The closer the value of this statistic approaches one the more the equations are related.

This statistic is presented in the tables as well as the system weighted R^. For the state
models the cross model correlation was fairly low relative to the other systems for the

regions. In particular the cross model correlation represents the coefficient of correlation
between the error terms of the equations in the system. These low values represent very

small increases in efficiency even assuming totally uneorrelated explanatory variables.
Thus for the state models the move to SUR estimation provides virtually no improvement
over OLS.

5.6.4 Regional Models

5.6.4.1 TWRA Regions

The SUR results for the TWRA regional models presented in Tables 5.15 and
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Table 5.13 Seemingly Unrelated Regression Models. Statewide Analysis. Model 1.

Statewide Models

Dependent variable {ff of Angler Trips)
Model 1
Parameters

Intercept

Travel Cost 1

Substitute Price

Boat

(Choice 1)

(Choice 2)

12.9236

-0.3291

(1.236)

(-0.118)

-0.1858

-0.0299

(-2.610)*

(-2.442)*

0.0605

-0.0008

(1.201)

(-0.046)
4.8582

12.1240

(2.834)*

(1.726)*
Club

Income

16.3308

1.4790

(2.430)*

(0.909)

-0.1145

0.0313

(-0.671)

(0.763)

Catfish Rate

4.5374

1.3574

(catch/hr)

(0.393)

(0.461)

Crappie Rate
(catch/hr)

9.5078

3.9867

(0.870)

(1.549)

150

150

System Weighted R^

0.1088

Cross Model Correlation 0.1953

t-values given in parentheses
* indicates parameter significance a = 0.10
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Table 5.14 Seemingly Unrelated Regression Models. Statewide Analysis. Model 2.
Statewide Models

Dependent variable (Jf of Angler Trips)
Model 2
Parameters

Intercept

Travel Cost 1

Substitute Price

Boat

Club

Income

(Choice 2)

(Choice 1)
7.6088

-0.4903

(0.651)

(-0.170)

-0.1683

-0.0297

(-2.299)*

(-2.414)*

0.0546

-0.0014

(1.077)

(-0.080)

12.5954

4.8116

(1.790)*

(2.785)*

16.6907

1.4574

(2.481)*

(0.891)

-0.1128

0.0322

(0.763)

(0.779)

-0.3500

0.9933

(catch/hr)

(-0.028)

(0.311)

Crappie Rate
(catch/hr)

14.8923

4.1908

(1.229)

(0.283)

Striper Rate
(catch/hr)

29.0044

1.9710

(1.023)

(0.283)

Catfish Rate

n

150

System Weighted R^

0.1125

150

Cross Model Correlation 0.1941

t-values given in parentheses
* indicates parameter significance with a = 0.10
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5.16 are mixed. The travel cost variable was of correct sign for all regions and for
first and second choice functions except for region four second choice equation.
However, the only statistically significant travel cost measure appeared in TWRAIV for
the first choice equation. The substitute price measure produced mixed results, with only
TWRA IV for first choice reservoir equation being positive and significant. Boat and
Club measures were of the correct sign, with TWRA II and TWRA IV giving statistically
significant results. Income followed the same pattern as in the OLS results, with

negative signs for the first choice equations and positive signs for the second choice
equations, with none significant. Catch rates were positive for TWRA III and TWRA

IV in model I. The system weighted R^ showed an improvement over the OLS results
in general and cross model correlation was very high for TWRA II followed by TWRA
III and TWRA IV respectively. Given the high value of cross model correlation in
TWRA II some gain in efficiency may have been achieved, but most parameter estimates
remained statistically insignificant.

Model 2 for TWRA regions generally gave poorer results than model I with

negative catch rates in TWRA II and TWRA III. Striper catch rate appears negative in
all regions except TWRA IV in equation I. This may be an indication that anglers
perceive striper as a nuisance fish in TWRA II and TWRA III. Income remained

insignificant throughout, but the correct sign was observed on the travel cost variable in
all cases, with none significant. Cross model correlation was again highest in TWRA

II followed by TWRA III and TWRA IV, respectively. The high cross model
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Table 5.15 Seemingly Unrelated Regression Models. Regional Analysis.

TWRA Model 1.

Tennessee Wildlife Resources Agency Regional Models

Dependent variable (# of Angler Trips)
Model 1

Parameters

(ch2)

(ch 1)
Int

TCI

Sub

Boat

Club

(ch2)

(ch 1)

(ch 2)

(ch 1)

-1.2864

-6.1068

-7.2392

0.5433

-4.7480

2.0341

(-0.078)

(-0.522)

(-0.279)

(0.047)

(-0.321)

(0.689)

-0.2585

-0.0716

-0.2215

-0.0399

-0.2196

0.0012

(-1.276)

(-1.241)

(-1.220)

(-1.168)

(-2.047)*

(0.053)

-0.0643

0.0169

-0.0044

0.0057

0.3026

-0.0118

(-0.746)

(0.122)

(-0.041)

(0.105)

(2.992)*

(-0.499)

15.5180

12.1302

7.3591

2.8614

13.3846

2.5261

(1.920)*

(2.232)*

(0.655)

(0.889)

(1.679)*

(1.410)

5.7181

1.1223

29.5810

3.3506

-1.6597

1.8129

(0.490)

(0.142)

(3.823)*

(1.530)

(-0.152)

(0.750)

Income 0.2531

(0.921)
Catfish -10.9659

(-0.451)

Crappie

Region 4

Region 3

Region 2

15.4274

0.1330

-0.1704

0.0175

-0.0373

-0.0544

(0.744)

(-0.848)

(0.313)

(-0.147)

(-0.959)

31.2481

23.9220

3.4285

5.8949

5.4250

(2.086)*

(0.916)

(0.622)

(0.258)

(1.080)

-7.1013

27.5026

3.1108

25.779

1.6513

(0.951)

(0.252)

(1.726)

(0.545)

(-0.752)

(0.953)
66

66

104

0.2658

0.3187

0.2189

0.7108

0.3333

0.1204

System

Weighted R^

Cross Model

Correlation

t-values in parentheses

* indicates parameter significance with a = 0.10
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Table 5.16 Seemingly Unrelated Regression Models. Regional Analysis.
TWRA Model 2.

Tennessee Wildlife Resources Agency Regional Models
Dependent variable (# of Angler Trips)
Model 2

Region 2

Parameters

(eh 1)
Int
TCI
Sub
Boat
Club

(ch2)

(ch 1)

(ch2)

Region 4
(ch 1)

(ch 2)

71.5271

28.5815

-32.4954

-5.3615

-9.1059

2.2765

(0.929)

(0.571)

(-1.171)

(-0.426)

(-0.600)

(0.752)

-0.1895

-0.0855

-0.1985

-0.0301

-0.1847

-0.0022

(-0.916)

(-1.460)

(-1.156)

(-0.869)

(-1.663)

(-0.092)

-0.0736

0.0399

-0.0212

0.00006

0.2394

-0.0112

(-0.865)

(0.285)

(-0.207)

(0.001)

(2.089)*

(-0.468)

19.2436

14.0022

5.6941

1.9185

14.1285

2.6229

(2.359)*

(2.513)*

(0.535)

(0.590)

(1.771)*

(1.441)

5.6819

2.8572

30.2970

3.8639

-0.3472

1.9667

(0.504)

(0.352)

(4.141)*

(1.770)*

(-0.032)

(0.800)

Income 0.2741

(1.021)
Catfish 93.2027

(0.970)

Crappie -74.4422
(-0.816)

Striper

Region 3

0.1003

-0.3356

0.0038

-0.0317

-0.0506

(0.542)

(-1.593)

(0.069)

(-0.126)

(-0.876)

86.0502

71.6844

10.7831

-10.3635

6.2665

(1.482)

(2.008)*

(1.423)

(-0.387)

(1.172)

-48.5430

51.7322

8.7044

37.8228

1.0546

(-0.906)

(1.692)

(0.658)

(2.097)*

(0.317)

-366.1355

-180.0660

-156.8190

-29.3356

34.4064

-2.8140

(-1.078)

(-0.887)

(-1.724)*

(-1.370)

(1.166)

(-0.490)

66

66

104

0.3036

0.3906

0.2327

0.7140

0.2306

0.1307

System

Weighted R^
Cross Model
Correlation

t-values in parentheses
* indicates parameter significance with a = 0.10
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correlation for TWRAII indicates that gains in efficiency may have been achieved, but
were relatively small.

5.6.4.2 User Regions

SUR results for user regions are presented in Tables 5.17 and 5.18. For model

1 the travel cost parameter is negative in both regions for both first and second choice
reservoirs. The travel cost parameters were significant for USER II second choice
function and USER III first choice function. Substitute price is positive as theory would

dictate, with only equation 2 in USER II resulting in a negative sign. Boat and Club

have positive signs in all equations. Income appears insignificant throughout, with
negative signs in the first choice equations and positive in second choice equations. All
catch rates except catfish in USER III have positive signs, indicating a positive
relationship between angler trips and increases in catch rates, as expected. Cross model
correlation is lower relative to the TWRA system results, but indicating low correlation

across equations in each region. Low cross model correlation for both user regions
indicates very small gains in efficiency for system estimation.
Model 2 for user regions gives similar results (Table 5.18). The travel cost

variable is negative, with a significant coefficient in USER III for the first choice
function. The substitute price variable yields results similar to model 1, as do Boat,
Club and Income. Catch rates exhibit positive signs as expected, except for catfish and

striper in USER III equation 1 and 2, respectively. System R^ is slightly higher in model
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Table 5.17 Seemingly Unrelated Regression Models. Regional Analysis.
User Model 1.

User Defined Regional Models
Dependent variable (# of Angler Trips)
Model 1

(Ch 1)

Intercept

Travel Cost 1

Substitute price

Boat

Club

Income

Region 3

Region 2

Parameters

(Ch 1)

(Ch 2)

(Ch 2)

-11.9235

-9.779

14.3243

1.1128

(-0.368)

(-1.080)

(1.438)

(0.404)

-0.1879

-0.0530

-0.2312

-0.0350

(-1.173)

(-1.821)*

(-2.400)*

(-1.515)

0.0518

-0.0081

0.1384

0.0213

(0.409)

(-0.220)

(1.610)

(0.836)

25.8741

10.1050

7.5025

2.4876

(1.499)

(2.482)*

(1.083)

(1.362)

9.9564

0.6328

18.4863

3.3047

(0.552)

(0.153)

(2.818)*

(1.880)*

-0.1278

0.1038

-0.1320

0.0148

(-0.271)

(0.955)

(-0.766)

(0.334)

Catfish Rate

29.4813

11.9534

-6.2239

1.2489

(catch/hr)

(0.821)

(1.257)

(-0.476)

(0.326)

Crappie Rate
(catch/hr)

18.9987

6.6015

19.7070

4.0151

(0.719)

(0.982)

(1.388)

(1.134)

52

52

81

81

n

System

Weighted R^

0.1383

0.1738

0.1514

0.1986

Cross Model
Correlation

t-values in parentheses

* indicates parameter significance with a = 0.10
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Table 5.18 Seemingly Unrelated Regression Models. Regional Analysis.
User Model 2.

User Defined Regional Models
Dependent variable (# of Angler Trips)
Model 2

Region 2

Parameters

(Ch 1)

Intercept

Travel Cost I

Substitute price

Boat

Club

Income

Region 3

(Ch2)

(Ch 1)

(Ch 2)

-12.2103

-12.0703

7.1988

1.8530

(-0.376)

(-1.329)

(0.594)

(0.640)

-0.1144

-0.0458

-0.1980

-0.0383

(-0.650)

(-1.566)

(-1.945)*

(-1.633)

0.0588

-0.0238

0.1030

0.0240

(0.460)

(-0.625)

(1.110)

(0.933)

19.8337

9.4962

7.9577

2.6084

(1.087)

(2.344)*

(1.145)

(1.421)

11.0708

1.6106

19.0867

3.5307

(0.609)

(0.386)

(2.892)*

(1.984)*

-0.2549

0.1221

-0.1077

0.0158

(-0.518)

(1.124)

(-0.618)

(0.356)

Catfish Rate

30.4139

6.0618

-6.6247

2.2645

(catch/hr)

(0.840)

(0.613)

(-0.986)

(0.557)

Crappie Rate
(catch/hr)

14.0604

7.4487

32.1034

2.7897

(0.530)

(1.125)

(1.710)*

(0.715)

Striper Rate
(catch/hr)

151.7610

45.4226

30.3675

-5.7060

(1.055)

(1.500)

(1.016)

(-0.848)

52

52

81

81

n

System

Weighted R^

0.1690

0.1827

0.2094

0.2022

Cross Model
Correlation

t-values in parentheses

* indicates parameter significance with a = 0.10
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2 for both regions.

Cross model correlation is higher, but still indicates very small

gains in efficiency.

5.6.5 Summary of SUR Models

The move to a system method of estimation was made to gain efficiency in

parameter estimates for first and second choice trip demand functions. This method was
chosen because it explicitly takes account for correlation of error terms in the first and
second choice demand functions. Although this method is appropriate for our situation,

the observed gains in efficiency were very small. As mentioned previously gains in
efficiency are observed when the error terms are highly correlated and explanatory
variables have low correlation. Nearly all the estimated models yielded low cross model

correlation, suggesting that substitute site choice is independent of the primary site choice
for both user and TWRA regions. Further, the estimated models still produced

parameter signs that did not conform to economic theory. These issues will be addressed
further in the final chapter. We turn first, however, to the benefits transfer exercise.

5.7 Testing Valuation Function Transfer Between Regions
In the next section, the valuation function transfer described in chapter three is

conducted. This method simply applies a function estimated for one region to another

region's anglers. Because we have data on all regions, we are able to evaluate the
reliability of the transfer based on the comparison of own and transferred model
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parameters. When trip demand functions are estimated independently, an appropriate test
is the Chow test, which simply compares the restricted (transferred smdy site) model to
an unrestricted (own-region policy site) model. A similar F-test for a SUR system has
the matrix form below:

F (J, T-K) = (R^-qr(R(X'V-^X)-^R^V^ (R8-q)/J
£'V-^e/(MT-K)

(5.4)

where (R/3 - q) represents the relationship between the estimated parameters (/3) and the

restriction (q), (X' V"' X)"' is the generalized least squares variance-covariance matrix

accounting for cross-equation correlation, (J) is the number of restrictions, (e' V"' e) is
the mean squared error of the system and (MX - K) is the degrees of freedom.
This procedure tests the restrictions imposed on a function when transferred to
another region by restricting the own-region policy site (|8) coefficients to equal the
estimated coefficients from the transferred study site (q) region. Significant F-values

indicate rejection of the null hypothesis Ho: R/S=q, implying that the functions are not
transferable. Insignificant values indicate transferability caimot be rejected, that is, there
is no statistically significant difference between the functions. Transferrable functions

imply that angler demand behavior in one region is affected by the same factors and the
same parameters in another region. This does not imply that the benefits in the
transferrable regions will be the same, however. If the F-test indicates that the functions
are transferrable then, a valuation function transfer will produce valid benefit estimates.
If the function is transferrable then values for the independent variables for the policy site

are used in benefit estimation. Thus transferability of functions alleviates the need for
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a primary travel cost model study, but requires the independent variable values to be
collected from the policy site.
Transferability test results are presented in Tables 5.19 and 5.20. The tables are
constructed so that the function being transferred (study site) appears along the top of the

table and the region being transferred to (policy site) along the left column. The
restriction is that study site parameters equal policy site parameters. Probabilities of

observing an F-value greater than those estimates are presented in parentheses below the
calculated F-value.

Tests of transferability for TWRA regions against one another are presented in
table 5.19. Based on the results, none of the TWRA regional functions is transferable

to any other region in the state. Tests of transferability for user regions against one

another are presented in Table 5.20. These test results indicate the USER II function is
not transferable to USER III, but USER III is transferable to USER II. This result can

be explained mathematically and intuitively. Referring to equation 5.4, it is observed
that the test statistic depends on the values of the variance-covariance matrix and the

mean squared error of the system. The ambiguous test results are due to the different
values used in the statistic depending on the chosen study-site. Ambiguous test results

would suggest caution in using the models for a valuation function transfer.
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Table 5.19 Results of Transferability Tests Between Regions.
TWRA Regions.
Tennessee Wildlife Resources Agency Regions

Regional Function Transferred (Study Sites)
(Policy Sites)
Tested Region

Region 2

Region 3

Region 4

TWRA Region 2
F Value

1.6500*

6.4230*

(0.0884)

(0.0001)

TWRA Region 3
F Value

10.4916*

2.0097*

(0.0001)'

(0.0301)

TWRA Region 4
F Value

14.2370*

2.9978*

(0.0001)

(0.0005)

'Prob > F in parentheses
* indicates significance with a = 0.10

Table 5.20 Results of Transferability Tests Between Regions.
User DeHned Regions.
User Defined Regions

Tested Region
(Policy Sites)

Regional Function Transferred
Study Sites)
Region 2
Region 3

User Region 2
F Value

0.6094

(0.8687)

User Region 3
F Value

3.7992*

(0.0001)

'Prob > F in parentheses
* indicates significance with a = 0.10
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5.8 Consumer Surplus Estimates

5.8.1 Definition and Methods

Consumer surplus is defined as the difference between what an individual is
currently paying for a good and what he would be willing to pay at the maximum. For
this thesis the measure of consumer surplus is the amount an individual is willing to pay

for an increase in site quality. In chapter two, this is estimated as the area between two

quality-differentiated demand curves (equation 2.6). The SUR system contains two
equations: the first predicting the number of trips to an angler's first choice reservoir and
the second predicting trips to a second choice reservoir. To estimate the consumer

surplus associated with an increase in the quality at both the first and second choice
reservoirs, the consumer surplus from both reservoirs for an individual must be added

together. Because the equations are related, the consumer surplus estimates must reflect
this.

The first step in estimating consumer surplus is to estimate the area under the
demand curve for the first choice reservoir before a quality change. This was achieved

by first calculating the choke price for an individual angler, a price so high that demand
for visits is driven to zero. The demand function is then integrated from the current

price up to the choke price to fmd the access value at the original quality level.

A site quality improvement is imposed to simulate a policy directed toward
improving environmental quality. A 25% increase in the crappie rate was chosen to
simulate such a policy. This is achieved by simply multiplying the crappie catch rate by
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1.25 and integrating the first choice function to calculate the second choke price. In

theory this price will be higher as the demand curve is shifted outward or to the right,
which will be true if the quality parameter is positive at the first reservoir. To calculate
the change in consumer surplus from a quality change we measure the difference between
the demand curves by subtracting the difference in access values. The result is the

change in consumer surplus from a quality change for the angler's first choice reservoir.

For the second choice reservoir the process is exactly the same as before, holding
the substimte price constant at the value calculated from the first choice function after

the quality change. This is done so that an estimate of the maximum consumer surplus
is obtained for the anglers's second choice reservoir. The total change in consumer
surplus from the system of first and second choice demand functions is simply the sum
of the individual consumer surplus estimates. A per trip measure is also presented which
is simply the total consumer surplus divided by the number of predicted trips an angler
will make in a year.
While it would be useful to construct confidence intervals around benefit

estimates, this was not done because of the generally high standard errors associated with
the demand function parameters. This (high standard error) would result in very broad
ranges on constructed confidence intervals and reliability of testing transferability would

be in general inconclusive. In addition, the confidence interval is complicated because
the choke price is a nonlinear function of random variables. For these reasons it was felt
that the benefits of developing confidence intervals would be far less than the costs.
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5.8.2 Consumer Surplus Estimates for TWRA Regions

Consumer surplus estimates were generated in two ways. The first used the SUR
model estimated for each region, and applied it to the region in which it was estimated.
The other method was to transfer a regional SUR model estimated for one region to

anglers who fished in another region and estimate consumer surplus. The numbers
reported represent average angler willingness to pay for the quality change for both first
and second choice reservoirs. TWRA estimates are presented in Table 5.21. The

specification chosen to calculate consumer surplus was SUR model 1. This model was
chosen based on its performance under the criteria of economic and statistical

significance. Annual consumer surplus for a 25% increase in the crappie catch rate

ranged from $ -234.56 to $920.52 and per trip estimates from $ -12.99 to $23.81. These
estimates were estimated using TWRA II anglers with TWRA II function and the TWRA
III function where the TWRA III function produced the upper end estimates. Negative

consumer surplus was observed using TWRA IV's function and TWRA II's when
transferred to other regions. Negative estimates may indicate a negative average benefit

for a crappie increase. This may be an indication that other species are preferred or that
increases in crappie will adversely affect the catch of other species.
Transferability can be assessed by examining how closely the study-site function
estimates the change in consumer surplus compared to the estimate generated by the

policy-site function. For example, if TWRA II and TWRA III are transferrable
functions, then the consumer surplus estimate using TWRA II's function and TWRA II

anglers will be similar to the estimate using TWRA Ill's function over the same anglers
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Table 5.21 TWRA Region Consumer Surplus Estimates for a 25% increase in
Crappie Catch Rate.'
Tennessee Wildlife Resources Agency Regions

Region

Region 2

Region 3

Region 4

Function

Policy Site Data

Used for Estimation

(Study Site Model)

Region 2 Function
Annual

Per Trip

$ 82.93
$ 6.91

$ -175.25
$ -7.06

$ -39.34
$ -1.95

$ 920.52
$ 23.81

$ 804.76
$ 19.44

$ 202.22
$ 8.10

$ -112.04
$ -5.71

$ -234.56
$ -12.99

$ -147.18

Region 3 Function
Aimual

Per Trip

Region 4 Function
Annual

Per Trip

$ -7.04

' Mean change in consumer surplus over all observations in respective region
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(TWRAII). This "eyeballing" for similarity is not a test, rather it is simple observation
which can be compared with the results of the statistical F-test. It should be made clear
that we do not necessarily expect to see similar consumer surplus estimates between the
own estimate (the estimate using the function estimated in that same region) and the

estimate generated by transferring this same function to other regions. The consumer

surplus estimates generated by transferrable functions will n^ necessarily be the same
because the angler and site characteristics will be different. Transferable functions are
similar in that they model the demand behavior of anglers similarly, therefore

parameter estimates are forced to be similar. The way that anglers respond to the
variables in the demand function is similar but a transferrable function does not imply

similar dollar values for consumer surplus estimates. These points can be made clear by

looking at Table 5.21. For TWRA II the own estimate is $6.91 (per trip). A function
transferrable to TWRA II should produce a value similar to this because the transferred

function is applied to the same set of anglers used for the own estimate. We can see by
looking in the TWRA II column that this does not occur. Hence no function appears
transferrable based on simple observation. Suppose however that TWRA III function

had produced an estimate of say $7.00 when applied to TWRA II's anglers, then the
estimates are similar implving transferability of TWRA III function to TWRA II. The
TWRA results would seem to indicate that demand behavior is unique to each region for
the variables included in the equations.
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5.8.2 User Defined Regional Estimates

Consumer surplus estimates for user regions were calculated using the same

specification as TWRA regions. The mean change in annual consumer surplus for the

user regions were from $487.48 to $819.20 and per trip from $13.36 to $47.13 (Table
5.22). The lowest per trip value was estimated with the USER III function using USER
III anglers and the highest for USER II using the own function. Highest annual and per

trip values were estimated using USER Ill's function on USER II anglers. Based on the
similarity of value estimates, overall transferability of region's functions was better than
for TWRA regions. The most transferable was USER II function to USER III with only
$2.18 difference in per trip consumer surplus.

5.9 Summary of Results
The move from ordinary least squares to a system of seemingly unrelated

equations provided virtually no gain in efficiency of parameter estimates. A possible
exception could be for TWRA II which showed a cross model correlation of 0.71. This
resulted in a very small gain in efficiency but did not produce enough gain so that quality

parameters showed statistical significance. Broadly speaking, the SUR method offered
no gain in efficiency. Catch rates under both OLS and SUR were positive in general as

98

Table 5.22 User Region Consumer Surplus Estimates for a 25% increase in
Crappie Catch Rate. ^
User Defined Regions

Region

Region 2

Region 3

Function

Used for Estimation

Policy Site Data

(Study Site Model)

Region 2 Function
Total

Per Trip

$ 763.18
$ 47.13

$ 578.68
$ 15.54

$ 819.20
$ 23.38

$ 487.48
$ 13.36

Region 3 Function
Total

Per Trip

Mean change in consumer surplus over all observations in respective region
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would be expected, but almost none showed statistical significance.
The results of the F-test of transferability indicated little transferability across
regions in Tennessee. The only transferable region was the USER III function to

USER II. Thus, a tentative conclusion is that angler demand behavior is unique for each
region. In observing the results of own and transferred consumer surplus estimates we
observe no close estimates except for USER III estimated using USER II function. This
produces contrasting results to the F-test of transferability. Further discussion is
presented in chapter six.
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Chapter 6

Conclusions and Recommendations

This chapter presents further discussion of results and recommendations for

future research. The discussion will focus on the overall performance of estimated
trip demand functions, benefit estimates, valuation function transfer and use of

results for policy analysis.

6.1 Reliability of Demand Functions
The reservoir demand

models were selected on the basis of their

correspondence with economic theory and the statistical significance of the
parameters. The estimated models, however, did little to satisfy these criteria. The
generally poor results suggest concerns about the nature of the data set used, the

appropriate measures of site quality, and the assumptions associated with the
estimation methods chosen.

While the OLS demand equations always yielded a negative sign for travel
cost, it was not always statistically significant. Further, the signs on substitute site

travel cost and site quality measures were not always in accordance with economic
theory, and were often insignificant. While the user region strategy yielded generally

better results than the TWRA region strategy, both modeling approaches failed to

satisfy the criteria outlined above. Noting the potential correlation in the errors
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associated with first and second choice reservoir visitation, a seemingly unrelated

regression method was adopted. Unfortunately, the SUR approach failed to improve
the efficiency of the parameter estimates.
A number of factors may be related to the poor empirical results. First, the

nature of the data set should be examined. The sample data set is composed of the
most active anglers in Tennessee. That is, this data set was developed by using
information obtained from those anglers who held an annual license.

The

implications of this are illustrated by observing that our sample data averaged 22

trips to reservoirs per year compared to an average of 15 as estimated by the
National Fishing, Hunting and Wildlife Association survey in 1991 for Tennessee.
The sample used in this thesis excludes those individuals who were less active, such

as day license holders and anglers who fished on a free fishing day. While it is likely
that the majority of reservoir fishing benefits accrue to annual license holders, the
way in which our models were developed may dampen the effect of variables in
modeling demand for these anglers.
The unique nature of the data set raises questions about the validity of the
site quality measures. Catch rate variables were obtained from creel surveys taken
by the Tennessee Wildlife Resources Agency. The catch rates used represent an

annual average of catch per hour for all anglers for each of four species. This
presents two implications for our measurement of catch rates. First, the annual
average may not capture the effects of seasonality, and a seasonally adjusted measure
may have performed better. Second, the TWRA catch rates, even if seasonally
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adjusted (when anglers made most of their trips) may not be appropriate for the set
of anglers in the data set. Annual license holders are more active, and possibly more
knowledgeable, than the population intercepted in the TWRA creel survey.

Therefore it is possible the creel catch rates do not closely correspond to the catch
rates actually experienced by the anglers in the sample. If anglers had reported their
catch rates, perhaps better quality results would have been obtained. Thus the poor

significance of parameter estimates for these variables may be a result of different
data sources and not that angler demand behavior is not influenced by catch rates.

Finally, both the OLS and SUR methods operate under the assumption that
the error terms were normally distributed. Future research may abandon the
normality assumption, assuming instead that the error distribution has a Poisson

distribution. This recommendation is based on the nature of the dependent variable,
which is a discrete variable, taking only integer values. The Poisson distribution is
an integer valued discrete distribution. By assuming the discrete distribution we may

provide for more efficient parameter estimates by reducing the variance-covariance
matrk of the error terms.

6.2 Valuation Function Transfer

The transferability of the functions between regions was performed using the
F-test outlined in section 5.7. The test results indicate that for both TWRA and User

modeling strategies, regional functions are not transferable between regions, with one
exception. The exception is the USER III function being transferable to
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USER 11. In general, then, a tentative conclusion is that anglers fishing in different

regions of the state respond differently to the variables influencing the demand for
reservoir fishing.

Problems associated with the error distribution assumed by the SUR method

force us to temper this conclusion. Because the dependent variable (trips) is an

integer valued variable, the normality assumption results in inefficient parameter
estimates, i.e., the variance-covariance matrix is too large. Because the variancecovariance matrix is too large, any test statistic based on it may lead to a false
conclusion. Poisson regression methods via maximum likelihood estimation may
yield a more valid test statistic.

We can use consumer surplus estimates to further evaluate the results of the

transferability (refer to Tables 5.21 and 5.22). By observing the consumer surplus
estimates along the diagonal in Table 5.21 the "best" estimates are observed, i.e.,
those calculated using the own function. The "transferred" estimates are located on

the off diagonal, where functions which are potentially transferable will produce an
estimate similar to the "own estimate." For the TWRA regions, no functions appear
readily transferable under this method of evaluation. This method is simply "eye

balling" the results and is observed for the simple purpose of comparison"^. This
result is further confirmed as F-tests indicate no transferability.

Surplus estimates are non-linear functions of random variables, so no confidence intervals were
estimated. See Chapter 5, pg.82.
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For the User regions comparing the "transferred" consumer surplus estimates

to "own" estimates produces estimates with little similarity. The closest dollar
estimates from simple observation are that of USER III function transferred to
USER II. This corresponds to the results of the F-tests that USER III function is
transferable to USER II. The USER II function transferred to USER III gives close
per trip estimates as well. This however contradicts the F-test results and shows that

simple observation is not a reliable method ofjudging transferability. In general, it
is hard to judge the transferability of functions because of the large difference in own
and transferred estimates for functions deemed transferable using the F-test.
The results of the F-test and further evaluation of transferability by comparing

benefit estimates indicate that regions for the most part are not transferable. This

implies that angler's are affected differently by the variables in the demand function.
Thus the estimated function for a region is unique and benefits generated as a result
of transferring the function are not reliable.

6.3 Consumer Surplus Estimates

The consumer surplus estimates represent the mean willingness to pay by a
Tennessee reservoir angler for a 25% increase in the crappie catch rate. The TWRA

"own region" benefit estimates (generated by using the demand function for the same

region) of annual willingness to pay ranged from $-234.56 to $804.76. Per trip
estimates ranged from $-12.99 to $19.44. For the User regions, annual WTP

estimates ranged from $487.48 to $763.18, while per trip benefits ranges from $13.36
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to $47.13. The validity of these estimates can never really be known because the
"true" values are not known. The reliability is also likely to be poor since these are
point estimates generated using random variables with high standard errors.

Although no studies exist that attempt to measure the identical quality change, it is
useful to compare these values with similar water quality improvement studies to
gauge the validity of these estimates.

Smith et al. (1986) note that Charbonneau and Hay,(1978) found WTP to
upgrade water quality from catfish habitat to trout habitat (as measured by a
dissolved oxygen increase) to be $5.76 - $8.64 per person per trip in 1981 dollars.

For the same quality change Vaughan and Russell (1982) found $4.55 - $9.10 per
person per trip. By comparison assuming that the quality change imposed is vaguely

similar to the quality changes in the studies above, the per trip estimates for this
research are not too far off.

This research has estimated benefits slightly greater than those in these

previous studies. Two reasons (beyond the overall poor results of the estimated
demand functions) may contribute to the higher values. First, the travel cost variable
includes vehicle costs and the opportunity cost of time for travel valued at the full
wage rate (rather than the usual one third). The assumption is that the recreation
time of an individual is at least as valued as time at work. This is however a matter

of judgement because some resource economists believe it should be valued at less

than the wage rate, while others propose that recreational time is in fact valued at
more than the wage rate. Thus valuing the opportunity cost of time at the full wage
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rate represents a compromise between two extremes. The second possible reason

is a result of summing the consumer surplus from the quality change for both the first
and second choice reservoirs.

Finally, in judging the reliability of the estimates it is useful to compare the
estimates to the current average travel cost the anglers are paying per trip. These
are presented in Table 6.1. As a relative comparison, it appears that these estimates
are reasonable expected willingness to pay values noting that these estimates are for
two reservoirs.

Table 6.1 Mean Travel Cost By Region

TWRA Regions

User Regions

Variable

Travel Cost 1

23.96 ^

31.57

33.01

35.29

34.36

Travel Cost 2

37.14

61.04

44.99

55.21

47.86

Per trip benefits

6.91

19.44

(-7.04)

47.13

13.36

'Values reported are in ($) dollars.
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6.5 Applications for Resource Management

The intended purpose of this research was twofold.

The first was to

determine the value of changes in the quality of recreational reservoir fishing in
Tennessee. Resource managers can utilize the values in policy formulation and

implementation. This research has provided some idea of previously unknown value
for recreational reservoir fishing to guide more efficient management of policies
potentially effecting reservoirs and thus recreational fishing in Tennessee. The
reliability of these estimates is questionable, but potentially provides information
useful for policy analysis.

The second purpose of this research has been to provide resource managers

knowledge of regional angler behavior and the value of fishing in the respective
regions. In general, regional functions are not transferable so that policies geared
toward the state as a whole may indeed have different behavioral effects across
regions. Thus, a policy which seems feasible in one region may work better or worse

in another. Policy design should account for behavior which differs across regions.
In future attempts to value reservoir fishing in Tennessee it appears, that benefits
differ across regions of the state. States surrounding Tennessee, where reservoirs are
similar, may also recognize that demand behavior is different across regions, and
management policy should account for this. Finally, the results of this research may

provide further insight into the procedure of benefits transfer and shed light on the
transferability between reservoir regions of similar type.
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