Introduction {#S1}
============

Genome-wide association studies (GWAS) have successfully uncovered many associated loci. Such approaches typically analyze thousands of nominally unrelated individuals and search for correlations between genetic variants and a single trait of interest. However, a complete characterization of the etiology of most traits remains elusive. This may be because the GWAS approach is quite crude, in that much of the biology between sequence and phenotype remains unmeasured. Large scale phenotyping is starting to generate invaluable data that can be harnessed by geneticists ^[@R1]^.

This observation motivates the analysis of multiple phenotypes, traits and sub-phenotypes, a direction that is increasingly prominent in the literature of human, plant and animal genetics ^[@R2]-[@R5]^ . The advantages of analyzing multiple phenotypes related to, or underlying, a phenotype of interest include boosting power to detect novel associations^[@R6]^, measuring heritable covariance between traits ^[@R7]^ and the potential to make causal inference between traits ^[@R8]^.

At the same time, harnessing genetic relatedness, even amongst nominally unrelated samples, to boost power in association studies is becoming increasingly prevalent. Mixed models, re-emerging from the linkage and animal genetics literature^[@R9]-[@R11]^ , are now routinely used to search for associations in the presence of relatedness or population structure and to estimate the additive genetic component of heritability. However, until recently these analyses have mostly proceeded one trait at a time.

In this paper, we consider the analysis of multiple correlated phenotypes observed on correlated samples, which arises with related individuals, cryptic relatedness, population structure or polygenicity. Crucially, the vast majority of methods for multiple phenotypes rely on all samples having fully observed phenotypes^[@R3],[@R6]^. However, as the number of phenotypes increases the chance that at least one observation is missing increases exponentially. Removal of all samples with a missing phenotype will reduce sample size, thus attenuating the power of any statistical inference. For example, a range of real studies removed between 3%-31%^[@R12]-[@R17]^ of samples. Other studies completely removed phenotypes with high levels of missing data, and imputed remaining missing data with off-the-shelf methods from mainstream statistics ^[@R18]-[@R20]^. While re-phenotyping of samples is ideal, it is typically expensive or infeasible ^[@R21]^.

We propose a method to impute missing phenotypes in related samples, which will likely be a crucial first step for many downstream analyses. In this setting correlations will exist between phenotypes and between samples, and *both* are useful in predicting missing observations. We propose a Bayesian multiple phenotype mixed model and use a Variational Bayesian (VB) method to fit the model. We assume that the kinship between individuals in a study is known *a priori* from genetic data^[@R22]^ or a pedigree. This information enables the model to decompose the correlation between traits into a genetic and a residual component. A notable feature of our method is that it can handle hundreds of traits. We call our method PHENIX.

We validate our approach with an extensive simulation study, representative of a variety of genetic studies of humans and other organisms. We compare our method to approaches that ignore either the correlations between samples or the correlations between traits, and to state-of-the-art missing data imputation techniques from mainstream statistics and machine learning. We also apply our method to five real datasets on a variety of traits from humans^[@R2],[@R23]^, yeast^[@R24]^, rats^[@R25]^, chickens ^[@R26]^ and wheat ^[@R27]^. In all simulated and real datasets we show evidence that our method outperforms the competing methods in accuracy and is computationally efficient. We also apply the method to a rat GWAS of 140 phenotypes to illustrate how the method can be used to boost signals of association. Finally, we discuss the usefulness of this approach, the range of relevant datasets that the method could be applied to, and how the method might be developed further in the future.

Results {#S2}
=======

Simulations {#S3}
-----------

We simulated datasets with N=300 individuals and P=15 traits varying the level of relatedness between individuals and the heritability of the traits. A standard multiple phenotype mixed model (MPMM) was used to simulate phenotypes with an underlying genetic covariance, as well as added environmental, or residual, correlation. For the genetic covariance between traits we used a model with a range of positive and negative correlations between the traits. For the residual covariance we added randomly correlated noise to the phenotypes. We varied the heritability of the traits by adjusting the relative contributions of the genetic and residual covariance terms. We used two models for relatedness between samples: Model 1 used an empirical kinship matrix derived from the Northern Sweden Population Health Study (NSPHS) ^[@R23]^; Model 2 simulated 75 independent families of 4 full siblings. Missing data was added completely at random at the 5% level. The true values of missing data were kept to measure performance. We averaged results over 100 datasets simulated under each scenario. More details are given in the **Online Methods**.

We fit our method (PHENIX) to each of the simulated datasets to infer point estimates of the missing phenotypes. We assessed performance by measuring the correlation between these imputed phenotypes and their true hidden values. The results are shown in [Figure 1](#F1){ref-type="fig"} for both levels of relatedness. We compared our method to a range of other imputation methods from the statistical genetics, mainstream statistics and machine learning literatures ([Table 1](#T1){ref-type="table"}, **Online methods**). These methods model different aspects of the correlation structure in the data, in most cases ignoring genetic or phenotypic correlations; PHENIX models both aspects. Results of the methods using a mean squared error (MSE) metric and timing information are shown in [Supplementary Figure 1](#SD1){ref-type="supplementary-material"} and [Supplementary Note](#SD2){ref-type="supplementary-material"}.

The overall pattern from [Figure 1](#F1){ref-type="fig"} is that PHENIX outperforms all other methods over the full range of heritability. As heritability increases the difference between PHENIX and the next best method increases. A number of other interesting patterns also emerge. Ignoring correlations between phenotypes (LMM -- green line) is mostly a much worse assumption than ignoring correlations between samples (MVN -- blue line), except at very high heritabilities and high levels of relatedness between samples (Model 2). In fact, ignoring correlations between samples does remarkably well, especially considering MVN is the fastest method in our comparisons. However, the performance of MVN suffered in some real datasets with high relatedness ([Figure 2](#F2){ref-type="fig"}) so we do not recommend it for general use. TRCMA (pink line) and SOFTIMPUTE (cyan line) seem to perform roughly equally well, and better than MICE and kNN (brown and grey lines respectively). This is likely because the former two methods partially model sample relatedness, whereas the latter two methods only model phenotypic correlations. Most methods were fast enough to be practical, although we found TRCMA to be prohibitively slow in most settings ([Supplementary Note](#SD2){ref-type="supplementary-material"}).

Increasing levels of relatedness between samples increases the accuracy of PHENIX and LMM. Both of these methods explicitly take account of the relatedness between samples via the kinship matrix. For example, when the heritability of the traits is h^2^=0.3, the imputation correlation of PHENIX is 0.63 and 0.67 on Model 1 (NSPHS) and Model 2 (sibs) respectively.

As heritability increases the performance of all the best performing methods decreases, but then increases slightly again as heritability approaches 1. This occurs because the overall correlations between traits are a mixture of genetic and environmental correlations. At intermediate heritability the genetic and environmental correlations tend to cancel each other out, attenuating the performance of methods that harness phenotypic correlations. To highlight this effect we carried out simulations in which genetic and environmental covariances are the inverses of each other. At intermediate values of heritability the performance of all methods suffers ([Supplementary Figure 2](#SD1){ref-type="supplementary-material"}).

When the number of samples is increased to N=1000 and phenotypes to P=50 the performance of PHENIX improves compared to the other methods, especially for Model 1 which uses an empirical kinship matrix derived from the NSPHS study ([Supplementary Figure 3](#SD1){ref-type="supplementary-material"}). As the genetic correlation between traits increases, the residual contribution becomes less important and thus the utility from partitioning the covariance is attenuated; this means the gap between PHENIX and other methods shrinks. Conversely, when the genetic correlation shrinks, PHENIX increasingly outperforms the others ([Supplementary Figure 4](#SD1){ref-type="supplementary-material"}). Increasing the missing data rate to 10% degrades performance for all methods, especially when there are few close relationships between samples ([Supplementary Figure 5](#SD1){ref-type="supplementary-material"}). We investigated the effects of non-random missingness ([Supplementary Figure 6](#SD1){ref-type="supplementary-material"}), unmodelled, shared environmental effects ([Supplementary Figure 7](#SD1){ref-type="supplementary-material"}) and non-normally distributed phenotypes ([Supplementary Figure 8](#SD1){ref-type="supplementary-material"}), which all act to reduce performance in general. However, PHENIX remains the best performing method in all scenarios.

A likely main use of PHENIX is to impute missing phenotypes ahead of association testing of phenotypes with genome-wide SNP data. This might proceed by testing phenotypes one at a time, or by using a multi phenotype association test. As such it is important to show that our approach leads to valid statistical tests. Using simulated phenotype data and real genotype data from the NSPHS cohort (described below) we find that association testing after imputation results in well calibrated p-values under the null ([Supplementary Figure 9](#SD1){ref-type="supplementary-material"}).

There is a large literature on multi-phenotype tests ^[@R3],[@R6],[@R28]-[@R30]^ and there seems wide consensus that these tests can lead to an increase in power over single phenotype tests in many realistic scenarios. We assessed whether imputing missing phenotypes can increase in power when testing a SNP for association. We find that imputation can lead to an increase in power when testing either one phenotype at a time, or when using a multi-phenotype test ([Supplementary Figures 10](#SD1){ref-type="supplementary-material"} and [11](#SD1){ref-type="supplementary-material"}). Intuitively, one of the main reasons this occurs is that imputation increases the sample size used in the test.

Real data {#S4}
---------

To further illustrate the usefulness of PHENIX we imputed missing phenotypes in several real datasets. We applied the method to a range of different organisms to illustrate that our method will be useful in a wide variety of settings and across a diverse set of phenotypes used in real genetic studies. Animal and plant studies almost always use related samples, due to study design constraints, but in some cases, like Arabidopsis, unrelated samples with considerable population structure are used.

The datasets are hematological measurements in the UK Blood Services Common Control (UKBS) collection that was studied by the HaemGen consortium ^[@R2]^, glycans phenotypes in the NSPHS study^[@R4],[@R23]^, phenotypes related to six disease models and measures of risk factors for common diseases in outbred rats^[@R25]^, phenotypes measuring growth of yeast under different conditions ^[@R24]^, phenotypes relevant to a genomic selection program in a multigenerational chicken pedigree^[@R26]^ and traits related to growth and yield in an inter-cross population for winter-sown wheat^[@R27]^. [Table 2](#T2){ref-type="table"} details the properties of these datasets.

Each of these datasets has a different level of missing data. We created new datasets by increasing levels of missing data, keeping the true values to assess imputation performance. We applied the various imputation methods to these datasets and measured performance using the correlation between the imputed and true values. The results for each of the six datasets are presented in [Figure 2](#F2){ref-type="fig"}, where imputation correlation (y-axis) is plotted against missing data percentage (x-axis). The true level of missing data is highlighted as a vertical, dashed black line.

As in the simulated datasets, PHENIX is the most accurate method across all six of the datasets, except at extreme levels of missingness. For realistic levels of missing data, near the actual levels in the datasets, PHENIX clearly outperforms the other methods in the yeast and chicken datasets, but the difference is smaller on the human, rat and wheat datasets. On all six datasets TRCMA, SOFTIMPUTE and MVN perform almost the same. As with the simulated data, these 3 methods tend to outperform MICE, which in turn tends to outperform kNN.

The single trait LMM method is overall the worst performing method, however it does reasonably well on the yeast and chicken datasets, where the trait heritabilities and levels of sample relatedness are high and traits are relatively uncorrelated compared to the other datasets. Appropriately, these are the datasets where PHENIX substantially outperforms TRCMA, SOFTIMPUTE and MVN.

For the human NSPHS and wheat datasets we fit a standard Multiple Phenotype Mixed Model (MPMM), with an EM algorithm^[@R31]^, only to those individuals with fully observed phenotypes, and used the estimated parameters to impute missing phenotypes in other individuals, following others^[@R3]^. MPMM will not run on the human UKNBS, yeast, chicken or rat datasets where the number of phenotypes and levels of missingness produce no samples with complete observations. When it is possible to apply this method we observed ([Figure 2](#F2){ref-type="fig"} **-- purple lines**) that its performance drops off considerably. As the amount of missing data increases the number of samples with completely observed phenotypes will exponentially decrease, which will harm parameter estimation and subsequent imputation performance.

Application to Rat GWAS {#S5}
-----------------------

To assess the utility of our method in the GWAS setting we re-analyzed the data from the Rat Genome Sequencing and Mapping Consortium. Specifically, we imputed all the missing phenotypes and covariates available in the deposited dataset. We then carried out GWAS for the 140 most biologically relevant phenotypes (those mapped in the original study^[@R25]^) at the 24,196 genomic locations at which HAPPY^[@R32]^ descent probabilities had been calculated (see **Online Methods**). The amount of missing data in these 140 phenotypes varies from 1.5% to 87% (median=16.6%). We then compared these results to GWAS performed on the phenotypes without imputation.

In much the same way that information scores are used when carrying out downstream analyses such as GWAS on imputed genotypes^[@R33]^, it is desirable to assess the accuracy of phenotype imputation. To achieve this, we added extra missing data, re-imputed the missing phenotypes and then calculated an imputation squared correlation (*r*^2^) for each phenotype using the held out data (see **Online Methods**). This metric can be automatically calculated by the imputation functions in our `R` package, and experiments suggest that the measure is very accurately calibrated ([Supplementary Figure 12](#SD1){ref-type="supplementary-material"}). To choose a useful threshold for *r*^2^, we used experience of filtering genotype imputation information scores, which typically filter at some value between 0.3-0.4. Ultimately, we used 82 phenotypes with *r*^2^ \> 0.36. The amount of missing data being imputed may also be a useful phenotype summary to consider when interpreting imputation results.

[Figure 3](#F3){ref-type="fig"} compares the results of the imputed and un-imputed rat GWAS for all 140 phenotypes. To report results we applied a conservative p-value threshold of −log~10~(p) \>10. We only plot p-values for genomic locations that are maximal in a 6 Mb window (+/− 3 Mb). These are plotted against the maximum −log~10~(p) in the same 6 Mb window in the complementary (imputed or un-imputed) GWAS. Grey points are those for which *r*^2^ \< 0.36. The cluster of grey points with imputed −log~10~(p) \<10 and un-imputed −log~10~(p) \>10 all correspond to phenotypes with very low *r*^2^ and high levels of missing data demonstrating that filters on *r*^2^ and missingness can identify when imputation results should be viewed with caution.

The figure highlights that there are circumstances where phenotype imputation has a good imputation *r*^2^ and acts to increase the signal of association (red and blue points). A cluster of associations (red points) all correspond to three related platelet phenotypes (mean platelet volume (MPV), mean platelet count (MPC) and platelet distribution width (PDW)) over an extended region of chromosome 9 between 50-80Mb. [Figure 4](#F4){ref-type="fig"} shows the imputed and un-imputed GWAS for these three phenotypes in this region, together with histograms of the phenotype data, *r*^2^ and missingness metrics. The plot highlights several peaks of association that harbor a number of genes related to platelet aggregation, adhesion and function (*Igfbp2* and *Igfbp5*^[@R34]^, *Fn1*^[@R35]^, *Epha4*^[@R36]^, *Cps1*^[@R37],[@R38]^, *Ctla4*^[@R39]^, *Hspd1*^[@R40]^).

An additional association (blue point) in [Figure 3](#F3){ref-type="fig"} corresponds to a region associated with the CD25highCD4 phenotype (Proportion of CD4+ cells with high expression of CD25). [Figure 5](#F5){ref-type="fig"} shows the imputed and un-imputed GWAS for CD25highCD24 as well as two other related T cell phenotypes that also show increased levels of association (Abs_CD25CD8 (Absolute CD25+CD8+ cell count) and pctDP (Proportion of CD4−CD8− T cells)). The plots show a clear elevation of association in the region around the *Tbx21* (T-bet) gene which plays a key role in T helper cell differentiation ^[@R41]^.

Discussion {#S6}
==========

Missing data is a pervasive feature of the statistical analysis of genetic data. Whether it be unobserved genotypes or latent population structure in GWAS studies, partially observed genotypes in low-coverage sequencing studies, or unobserved confounding effects in GWAS and eQTL studies, accurate and efficient methods are needed to infer missing data and can often substantially enhance analysis and interpretation. In this paper, we have proposed a general method to impute missing phenotypes in samples with arbitrary levels of relatedness, population structure and missingness patterns.

While there exists a range of different methods for imputing missing data in the general statistics literature, our method focuses specifically on continuous phenotypes in genetic studies, where there is often known, or measureable, relatedness between samples. Our method leverages this relatedness to partition the phenotypic correlation structure into a genetic and a non-genetic component and to boost imputation accuracy. Using simulated and real data we have shown that our method of imputing missing phenotypes outperforms state-of-the-art methods from the statistics and machine learning literature. In the burgeoning literature of papers on mixed models applied to genetics this is the first approach we are aware of that allows for missing phenotypes.

Key features of our method are (a) boosting signals of association in GWAS when imputation quality is high, (b) not having to discard samples with partially observed phenotypes, (c) a way of assessing imputation performance via our *r*^2^ metric, and (d) being able to handle large numbers of phenotypes in a mixed model framework. Our results of applying the method to 140 phenotypes from a rat GWAS study illustrate these key features. However, our results also suggest that imputation will not *always* boost signal, in much the same way the genotype imputation does not always increase levels of association. When imputation quality is demonstrably poor, and missingness is high, then imputation may attenuate the association signal. We recommend filtering phenotype imputation results with the same care and attention as is routine in the analysis of genotype imputation.

The method could be further developed to relax the assumption of normality to directly allow for heavy tailed distributions, or to explicitly allow for binary and categorical traits. However, our simulations have shown that PHENIX remains the currently best performing method in some of these scenarios. In other work (unpublished data; V.I and J.M) we are extending the model to test a SNP for association with multiple phenotypes, using a spike-and-slab mixture prior on effect sizes to allow for only a subset of phenotypes to be associated. Incorporating significant SNPs into our model would likely increase imputation accuracy, especially in model organisms where loci with large effects are common; multi-trait extensions of whole-genome regression models that, intuitively, integrate SNP selection into an LMM-type model^[@R42]^ could possibly improve accuracy yet further. Higher dimensional datasets, such as '3D' gene expression experiments across multiple samples, genes and tissues^[@R43]^ also have missing 'phenotypes' which may be reliably imputed to boost signal in downstream analyses.

This paper addresses single imputation (SI) of phenotypes, and ignored uncertainty in these imputed values can, in theory, invalidate subsequent analyses. Multiple imputation (MI), the standard solution, propagates imputation uncertainty by performing downstream analyses on many imputed datasets, each drawn independently from their posterior. By aggregating results over these multiple datasets, MI delivers valid conclusions for any downstream analysis, regardless the imputation quality^[@R44]^. Though drawing from our approximate posterior is not a solution, as VB provably underestimates posterior covariance, it is possible to recover calibrated covariance estimates for the imputed values^[@R45]^; doing this computationally efficiently is non-trivial and left to future work. We note that our *r^2^* and missingness metrics dramatically attenuate this shortcoming of SI, as we only analyze phenotypes where imputation uncertainty is smallest; morever, simulations ([Supplementary Figure 9](#SD1){ref-type="supplementary-material"}) and biologically plausible results ([Figures 4](#F4){ref-type="fig"} and [5](#F5){ref-type="fig"}) suggest that SI can uncover novel true positive results in our context.

There is increasing evidence that established loci can affect multiple traits at the same time (pleiotropy)^[@R46]^ and that this may explain the comorbidity of diseases^[@R47]^. It thus seems likely that studies that measure multiple phenotypes, endo-phenotypes and covariates on the same subjects will have to become more common if we are to further elucidate the causal pathways underlying human traits and diseases. Statistical methods that jointly analyze high-dimensional traits and integrate multiple 'omics' datasets will be central to this work.

Online methods {#S7}
==============

Matrix Normal Models {#S8}
--------------------

We develop our model using Matrix Normal (MN) distributions ^[@R55]^. If an *N*×*P* random matrix *X* has a Matrix Normal distribution, this is denoted as $$X \sim \mathit{MN}\left( {M,R,C} \right)$$ which implies $$\mathit{vec}\left( X \right) \sim N\left( {\mathit{vec}\left( M \right),C \otimes R} \right)$$ where *vec(X)* is the column-wise vectorization of *X, M* is the *N*×*P* mean matrix, *R* is an *N*×*N* row covariance matrix, *C* is a *P*×*P* column covariance matrix, and ⊗ denotes the Kronecker product operator.

A Bayesian Multiple Phenotype Mixed Model {#S9}
-----------------------------------------

We let *Y* be an *N*×*P* matrix of *P* phenotypes (columns) measured on *N* individuals (rows). We assume that *Y* is partially observed and that each phenotype has been de-meaned and variance standardized. A standard Multiple Phenotype Mixed Model (MPMM) has the form $$Y = U + \varepsilon$$ where *U* is an *N*×*P* matrix of random effects and ε is a *N*×*P* matrix of residuals and are modeled using Matrix normal distributions as follows $$\begin{aligned}
U & {\sim \mathit{MN}\left( {0,K,B} \right)} \\
\varepsilon & {\sim \mathit{MN}\left( {0,I_{N},E} \right)} \\
\end{aligned}$$ In this model *K* is the *N*×*N* kinship matrix between individuals, *B* is the *P*×*P* matrix of genetic covariances between phenotypes and *E* is the *P*×*P* matrix of residual covariances between phenotypes.

In our Bayesian MPMM (PHENIX), we fit a low-rank model for *U*, such that *U* = *S*β , where $$\begin{aligned}
S & {\sim \mathit{MN}\left( {0,K,I_{P}} \right)} \\
\beta & {\sim \mathit{MN}\left( {0,I_{P},\tau^{- 1}I_{P}} \right)} \\
\end{aligned}$$ where τ is a regularization parameter. We use a Wishart prior for the residual precision matrix *E*^−1^ $$E^{- 1} \sim \mathit{Wi}\left( {P + 5,\frac{1}{4}I_{P}} \right)$$ We fit this model using Variational Bayes (VB) ^[@R56]^, which is an iterative approach of approximating the posterior distribution of the model parameters. We treat missing phenotypes, which we denote as *Y*^(miss)^, as parameters in the model and infer them jointly with *S,* β and *E*. We impose that the approximate posterior factorizes over the partition {*Y*^(*miss*)^*, S*, β, *E*}. The full details of the VB update equations are given in the [Supplementary Methods](#SD2){ref-type="supplementary-material"}. We let τ = 0 which leads to the least low rank estimate of *U* = *S*β under our model.

Having fit the model, for each sample with missingness the resulting approximate posterior distribution has the form of a multivariate normal distribution $$Y_{i}^{(\mathit{miss})} \sim N\left( {\mu_{i},\sigma_{i}^{2} \mid Y\backslash Y^{(\mathit{miss})}} \right)$$ We use the posterior mean μ~*i*~ to impute *Y~i~*^(miss),^.

Other methods {#S10}
-------------

We applied several other methods for imputing missing phenotypes from the statistical genetics, mainstream statistics and machine learning literatures. These methods are summarized briefly in [Table 1](#T1){ref-type="table"}. We provide brief details of each method here and more extensive details in the [Supplementary Methods](#SD2){ref-type="supplementary-material"}.

### MVN {#S11}

We assessed the effect of ignoring relatedness between individuals by fitting a simple multivariate normal model of covariance between traits ^[@R44]^. The model is $$Y_{i -} \sim N\left( {\mu,\sigma^{2}} \right)$$ where *Y~i-~* denotes the *i*th row of the phenotype matrix *Y*. We use an expectation-maximization (EM) algorithm that allows for missing phenotypes to fit the model. This method was implemented in `R`.

### LMM {#S12}

To examine the effect of ignoring correlations between traits we applied a single trait linear mixed model (LMM) to each trait separately of the form $$Y_{- p} \sim N\left( {o,\sigma_{\mathit{pg}}^{2}K + \sigma_{\mathit{pe}}^{2}I_{N}} \right)$$ where *Y~−p~* denotes the *p*th phenotype. Missing phenotypes for each trait were predicted using the BLUP estimate of the random effect. This method was implemented in `R`.

### MPMM {#S13}

We directly fit an MPMM ([eqns. 1](#FD3){ref-type="disp-formula"}-[2](#FD4){ref-type="disp-formula"}) to only those individuals with completely observed observations, using an EM algorithm (see [Supplementary Methods](#SD2){ref-type="supplementary-material"}) and used the resulting parameter estimates in the model to impute the missing observations. This method was implemented in `R`.

### TRCMA {#S14}

The transposable regularized covariance model (TRCM) approach^[@R54]^ fits a mean restricted matrix normal model of the form $$Y \sim \mathit{MN}\left( {0,\mu^{T}1_{P} + 1_{N}\upsilon^{T},\Omega^{- 1},\Theta^{- 1}} \right)$$ where Ω and Θ are row and column precision matrices respectively. An EM algorithm fits maximum penalized likelihood estimates, using *L*~2~ penalties on both Ω and Θ, and computes expected values for missing entries. TRCMA is a one-step approximation to this EM algorithm and was proposed as a computationally tractable alternative^[@R54]^. TRCMA is much slower than all other methods we tried in this paper, especially for large *N*. To speed it up, we performed preliminary simulations to determine a small but useful set of regularization parameters to optimize over (5 levels for both the row and column penalties). This method was also run on fewer simulated datasets than the other methods when constructing [Figure 2](#F2){ref-type="fig"} due to computational reasons. We used the `R` code from the TRCMA website (see [URLs](#APP1){ref-type="app"}) to apply this method.

### SOFTIMPUTE {#S15}

there is a large machine learning literature on matrix completion methods ^[@R57],[@R58]^. We picked a competitive approach ^[@R51]^ which estimates a low-rank approximation to the full matrix of phenotypes via a penalty on the sum of the singular values (or nuclear norm) of the approximation. If *H* is the set of indices of non-missing values in *Y* then the method seeks an estimate, *X,* to the full matrix, *Y,* that minimizes $$\sum\limits_{i,j \in H}\left( {X_{\mathit{ij}} - Y_{\mathit{ij}}} \right)^{2} + \lambda\left\| X \right\|_{\ast}$$ where ∥*X*∥~\*~ is the nuclear norm of *X*. We used the `R` package `softImpute` to implement this method.

### MICE {#S16}

this approach fits regression equations to each phenotype in an iterative algorithm (MICE) and has recently been applied to a metabolite study ^[@R18]^. We used the `R` package `mice` to implement this method.

### kNN {#S17}

We applied a nearest neighbour imputation (kNN) approach which identifies nearest neighbour observations as a basis for prediction ^[@R52]^. Specifically, if *Y~ij~* is a missing phenotype then the *k* nearest phenotypes to phenotype *j* are found, based on all the non-missing values. Then *Y~ij~* is predicted by a weighted average of those phenotypes in the *i*th individual. We used the `R` package `impute` to implement this method using the default k =10.

Simulations {#S18}
-----------

We simulated data from the following model $$Y \sim \mathit{MN}\left( {0,K,h^{2}B\left( \rho \right)} \right) + \mathit{MN}\left( {0,I,\left( {1 - h^{2}} \right)E} \right)$$ where *K* is the *N*×*N* genetic kinship matrix and *h^2^* is the heritability parameter which we vary between 0 and 1. For the *P*×*P* residual covariance matrix *E* we simulated from a Wishart distribution $\mathit{Wi}\left( {P,\frac{1}{P}I_{P}} \right)$, which we then scale to a correlation matrix. For the *P*×*P* genetic covariance matrix *B* we used an AR(1) model with *B*(ρ)~*ij*~ = ρ^∣*i*--*j*∣^. This model produces a range of correlations between traits and is controlled by a single parameter ρ. For [Figure 1](#F1){ref-type="fig"} we used ρ = 0.45. For [Supplementary Figure 3](#SD1){ref-type="supplementary-material"} we used ρ = 0.275 and ρ = 0.675. For the *N*×*N* genetic kinship matrix *K* we used two different models : Model 1 used a subset of the empirical kinship matrix derived from the Northern Sweden Population Health Study (NSPHS) ^[@R23]^; Model 2 used a kinship structure with independent sets of 4 sibs. We set *N*=300 and *P*=15 for [Figure 1](#F1){ref-type="fig"} and *N*=1000 and *P*=50 for [Supplementary Figure 2](#SD1){ref-type="supplementary-material"}. Missing data was added completely at random at the 5% level ([Figure 1](#F1){ref-type="fig"}) and 10% ([Supplementary Figure 4](#SD1){ref-type="supplementary-material"}).

Genotype and phenotype data {#S19}
---------------------------

We analyzed 6 real datasets from 5 different organisms : humans^[@R2],[@R23]^, rats^[@R25]^, yeast^[@R24]^, chickens^[@R26]^ and wheat^[@R27]^.

The human data from the UK Blood Services Common Control, collected by the Wellcome Trust Case Control Consortium, include 1,500 individuals with 6 hematological phenotypes (hemoglobin concentration, platelet, white and red blood cell counts, and platelet and red blood cell volume)^2^. DNA samples were genotyped using the Affymetrix 500K GeneChip array. Unassayed genotypes were imputed using IMPUTE2^[@R59]^ and a 1000 Genomes Project Phase 1 reference panel. We calculated a genetic relatedness matrix (GRM) using code written in `R`. Following others^[@R1]^, phenotypes were regressed on the covariates region, age and sex. Extreme outlying measurements were removed to eliminate individuals not representative of normal variation within the population.

The human data from NSPHS^[@R23]^ include 1,021 individuals with 15 glycans phenotypes (desialylated glycans (DG1-DG13), antennary fucosylated glycans (FUC-A) and core fucosylated glycans (FUC-C)). DNA samples from the NSPHS individuals were genotyped using the Illumina exome chip and either Illumina Infinium HumanHap300v2 (KA06 cohort) or Illumina Omni Express (KA09 cohort) SNP bead microarrays. Unassayed genotypes were imputed using the 1000 Genomes Phase I integrated variant set as the reference panel. Genotype data were imputed with a pre-phasing approach using IMPUTE (version 2.2.2) in the two sub cohorts (KA06 and KA09) separately. We calculated a genetic relatedness matrix (GRM) using GEMMA^[@R3]^. We used only those SNPs on either of the two Illumina chips with a minor allele frequency \> 1%. Following others^[@R4]^, phenotypes were regressed on the covariates age and sex and residuals were then quantile normalized. Extreme outlying measurements (those more than three times the interquartile distances away from either the 75th or the 25th percentile values) were removed.

The yeast data^[@R24]^ was downloaded directly from the web (see [URLs](#APP1){ref-type="app"}) and consisted of 1,008 prototrophic haploid segregants from a cross between a laboratory strain and a wine strain of yeast. This dataset was collected via high-coverage sequencing and consists of genotypes at 30,594 SNPs across the genome. There are 46 phenotypes in this dataset and consist of measured growth in multiple conditions, including different temperatures, pHs and carbon sources, as well as addition of metal ions and small molecules^[@R24]^. Traits were mean and variance standardized and quantile normalized before analysis. We removed SNPs with MAF \< 1% or missingness in \> 5% of samples and calculated a GRM using code written in `R`.

The wheat data^[@R27]^ was downloaded directly from the web (see [URLs](#APP1){ref-type="app"}) and consists of a winter wheat population produced by the UK National Institute of Agricultural Botany (NIAB) comprising 15,877 SNPs for 720 genotypes. Seven traits were measured: yield (YLD), flowering time (FT), height (HT), yellow rust in the glasshouse (YR.GLASS) and in the field (YR.FIELD), Fusarium (FUS), and mildew (MIL). The population was created using a multiparent advanced generation inter-cross (MAGIC) scheme. Traits were mean and variance standardized and quantile normalized before analysis. We removed SNPs with MAF \< 1% or missingness in \> 5% of samples and calculated a GRM using code written in `R`.

The chicken dataset^[@R26]^ consists of 11,575 samples across 4 full generations of an animal breeding program^[@R26]^ as part of a collaboration with Aviagen. We used genotypes at 52,679 SNPs. We removed samples that were missing at \> 1% of SNPs and SNPs with MAF \< 1% or missingness \> 5% and calculated a GRM using code written in `R`. There are 14 traits in this dataset ((BWT) body weight, (LFI) feed intake in females, (AFI) feed intake in males, (WTG) weight gain, (AUS) ultrasound depth, (FL) condition score, (FLMORT) floor mortality , (SLMORT) slat mortality 2, (FPD) foot-pad dermatitis, (HHP) egg production, (EFERT) early fertility , (LFERT) late fertility 2, (EHOF) early hatchability, (LHOF) late hatchability). Each trait was regressed on an appropriate set of covariates, based on experience of the ongoing breeding program. Traits were mean and variance standardized and quantile normalized before analysis.

The GWAS analysis of the rat dataset involves reconstructing the outbred rat genomes as mosaics of 8 founder haplotypes, using the program HAPPY^[@R32]^. We obtained the descent probabilities at 24,196 genomic locations based on the Rnor3.4 Rat genome assembly. For the GWAS analysis we obtained the set of pre-processed phenotypes used in the Rat Genome Sequencing and Mapping Consortium paper^[@R25]^. In total, we used 317 phenotypes to carry out phenotype imputation. The original study only carried out GWAS for 160 of these traits, deemed to be the most biological relevant traits. We re-analyzed the 140 of these 160 traits that were analyzed using mixed models in the original study. Each trait was analyzed one at a time. For this analysis we used the exact same kinship matrix used in ^[@R25]^. We also assessed phenotype imputation accuracy on this dataset in [Figure 2](#F2){ref-type="fig"}. We used exactly the 140 phenotypes and the kinship matrix from the GWAS.

When adding additional missing data to the five real datasets, we repeated this process 100 times for each level of missingness, except for the chicken dataset, which is much larger, where we used 20 simulations. The results are shown in [Figure 2](#F2){ref-type="fig"}.

To summarize the overall levels of relatedness in each of the five datasets we calculated the following measure(Ψ), using the kinship matrix for each dataset $$\Psi = \sqrt{\sum\limits_{i,j}\left. \mid K_{\mathit{ij}}\mid \right.^{2}}/\mathit{tr}\left( K \right)$$

GWAS analysis of outbred rats {#S20}
-----------------------------

To carry out GWAS analysis of the 140 rat phenotypes we used a single-trait mixed model implemented in `R`. The model consisted of fixed effects that are the estimated founder descent probabilities and covariates, a single random effect with covariance as a scaled kinship and an uncorrelated residual term. This model was fitted at each of the 24,196 genomic locations with descent probabilities. Significance was assessed using an F-test for presence or absence of the descent probabilities in the model. We carried out this analysis twice : before and after phenotype imputation.

Phenotype imputation quality metric (*r^2^*) {#S21}
--------------------------------------------

We use real patterns of missing data to simulate extra missing data. We selected a rat at random and then copied its pattern of missing phenotypes to another randomly selected rat. This process continued until an extra 5% of phenotypes had been removed from the dataset. All missing phenotypes were then imputed and the squared correlation (*r^2^*)\_between the imputed values and held out values is calculated. We repeated this process 1,000 times and calculate the mean *r^2^*.
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PHENIX : <https://mathgen.stats.ox.ac.uk/genetics_software/phenix/phenix.html>

TRCMA : <http://www.stat.rice.edu/~gallen/software.html>

Yeast data : <http://genomics-pubs.princeton.edu/YeastCross_BYxRM/data/cross.Rdata>

Wheat data : <http://www.niab.com/pages/id/402/NIAB_MAGIC_population_resources>

![Simulation results\
**Model 1** -- scenario simulated using an empirical kinship matrix derived from the human NSPHS study^[@R23]^. **Model 2** -- scenario simulated using 75 families of 4 sibs. Datasets were simulated at various levels of heritability (x-axis) for the traits. 300 individuals at 15 traits were simulated. 5% of phenotype values were set as missing before imputation. 7 different methods (legend) were applied to impute the missing values. The correlation of the imputed values with the true values is plotted on the y-axis for each method. The lines for TRCMA, MVN and SOFTIMPUTE lie almost exactly on top of each other.](emss-66922-f0001){#F1}

![Imputation performance in real datasets\
There is one plot for each of the six real datasets. The vertical dotted black line shows the true level of missingness in the dataset. Extra missingness was added to each dataset , and the x-axis shows the amount of missing data in these reduced datasets. The y-axis shows imputation correlation between the imputed missing data and the held out data. The legend denotes the different methods that were applied to the datasets. Not all methods were run on all datasets. TRCMA and MPMM were only run on the human NSPHS and wheat datasets for computational reasons.](emss-66922-f0002){#F2}

![Missing phenotype imputation in 140 rat GWAS\
The x-axis and y-axis show the −log10(p) for the GWAS on the un-imputed and imputed phenotypes respectively. Each point corresponds to a region in both scans. The dashed black lines denote a conservative threshold of −log10(p)\>10 that was applied to highlight associated regions (large points). Points in grey have imputation *r*^2^\<0.36. Associations with platelet phenotypes on chr 9 and T cell phenotypes on chr 10 are highlighted with red and blue points respectively.](emss-66922-f0003){#F3}

![Platelet phenotype associations\
GWAS results for un-imputed (blue points) and imputed phenotypes (red points) for three platelet phenotypes (MPC, MPV, PDW) measured in rats, on rat chromosome 9 (50-80Mb). Genes are shown below the plots, with some (named) genes with relevant annotation to platelet function, adhesion and aggregation highlighted in a separate track. Histograms on the right show the distribution of observed (cyan) and imputed (purple) phenotypes, together with missingness and *r*^2^ metrics.](emss-66922-f0004){#F4}

![T cell phenotype associations\
GWAS results for un-imputed (blue points) and imputed phenotypes (red points) for three T cell phenotypes (CD25highCD4, Abs_CD25CD8, pctDP) measured in rats, on rat chromosome 10 (83-89Mb). Genes are shown below the plots, with some (named) genes with relevant annotation to T cell phenotypes highlighted in a separate track. Histograms on the right show the distribution of observed (cyan) and imputed (purple) phenotypes, together with missingness and *r^2^* metrics.](emss-66922-f0005){#F5}

###### Brief summary of methods applied to simulated and real datasets

  Method        Description and Properties                                                                                                       References
  ------------- -------------------------------------------------------------------------------------------------------------------------------- -----------------
  PHENIX        Bayesian multivariate mixed model fitted via Variational Bayes                                                                   This paper
  MVN           Multivariate normal model of covariance between traits, fit using an EM algorithm. Ignores genetic covariance between samples.   ^[@R44]^
  LMM           Single trait linear mixed model, with estimated BLUP used to impute missing values. Ignores covariance between phenotypes.       ^[@R48],[@R49]^
  MPMM          Multiple Phenotype Mixed Model, fit using EM algorithm to only samples without missing data.                                     ^[@R3],[@R50]^
  SOFT-IMPUTE   Low-rank approximation to phenotype matrix via nuclear norm penalty function                                                     ^[@R51]^
  kNN           Nearest neighbour imputation                                                                                                     ^[@R52]^
  MICE          Multivariate Imputation by Chained Equations                                                                                     ^[@R53]^
  TRCMA         Fits a single matrix normal model to the data by estimating penalized row and column covariances                                 ^[@R54]^

###### Summary of real datasets analyzed

The relatedness measure (Ψ) is defined in the Online Methods.

  Dataset    Number of samples   Number of phenotypes   Missing data (%)   Relatedness Measure   Reference
  ---------- ------------------- ---------------------- ------------------ --------------------- -----------
  Rats       1,407               205                    15.8               0.12                  ^[@R25]^
  Yeast      1,008               46                     5.2                0.10                  ^[@R24]^
  Wheat      720                 7                      2.4                0.09                  ^[@R27]^
  Chickens   11,575              12                     57.1               0.06                  ^[@R26]^
  NSPHS      1,021               15                     0.1                0.05                  ^[@R23]^
  UKBS       1,500               6                      14.5               0.03                  ^[@R2]^
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