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Abstract
In the framework of the theory of normal coderivative for multifunctions, new implicit function theorems are obtained. The main
tools of the proofs are the Ekeland variational principle, a nonsmooth version of Fermat’s rule, a sum rule, and the differential esti-
mate for marginal functions established by B.S. Mordukhovich and Y. Shao [B.S. Mordukhovich, Y. Shao, Nonsmooth sequential
analysis in Asplund spaces, Trans. Amer. Math. Soc. 348 (1996) 1235–1280].
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1. Introduction
Derivative and integral are the most fundamental concepts in analysis. Nowadays, the role of multifunctions and
set-valued derivatives in variational analysis and its various applications has been recognized (see [3,5,26,36]).
In order to define derivative of a multifunction, one can construct a tangent cone to the graph of the map at a given
point. Derivative is just the homogeneous multifunction whose graph coincides with the tangent cone. This approach,
sometimes called the the primal space approach, has proved to be quite successful. Depending on the choice of tangent
cone, one may have the contingent derivative, the Clarke derivative (the circatangent derivative), or the intermediate
(adjacent) derivative. Many properties and applications of these derivatives were described in [3].
Using a notion of (nonconvex) normal cone, one can adopt the dual space approach. Instead of derivative, one
obtain a normal coderivative mapping between dual spaces. This idea was used with a success by Mordukhovich [18].
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Implicit and inverse function theorems are effective tools for solving many problems in applied analysis in general,
and in optimization theory in particular. In the classical setting, implicit function theorems state sufficient conditions
for deriving a continuous or differentiable function x = x(p) from the equation F(x,p) = 0 in some neighborhood
of a point (x0,p0) satisfying F(x0,p0) = 0. Since optimization problems involving multifunctions have become a
subject that attracts much attention, it is natural to try to extend classical implicit function theorems to the case
of set-valued maps. Let there be given topological spaces X, P , a topological vector space Y , and a multifunction
F :X × P ⇒ Y . Let (x0,p0) ∈ X × P be such that
0 ∈ F(x0,p0). (1)
The set-valued map G :P ⇒X given by
G(p) := {x ∈ X ∣∣ 0 ∈ F(x,p)} (2)
is called the implicit multifunction defined by the inclusion
0 ∈ F(x,p). (3)
The problem is to find some verifiable conditions on F such that G has a desirable property. In the literature, different
topological, metric, and differential properties of implicit multifunctions (e.g., lower semicontinuity, metric regularity,
pseudo-Lipschitz continuity, upper Lipschitz continuity, B-differentiability) are considered. Of course, the nonemp-
tyness of the sets G(p) for all p in a neighborhood of p0, is also an important property. The structure of F and its
behavior around (x0,p0) decide local properties of G in a neighborhood of the point (p0, x0) in its graph.
The pioneering works of Robinson [31–34] gave good samples for implicit function theorems for set-valued maps
and their applications. The reader is referred to [8,15–17,20,23–25,27,30,35,39,40] for several other papers on implicit
and inverse function theorems for set-valued maps. Commentary to Chapter 4 and the large list of references of [26]
provide a fresh and comprehensive information on the topic.
In this paper we obtain new implicit function theorems for set-valued maps by using the above-mentioned notion
of normal coderivative due to Mordukhovich. It is an usual way (see [20,23–26]) to derive information about G by
differentiating F on both variables x and p, i.e., one computes the coderivative of F :X × P ⇒ Y at (x0,p0,0) or at
the points (x,p, y) from a neighborhood of (x0,p0,0), which belong to the graph of F . In some applications related
to parametric optimization and parametric generalized equations, one can differentiate only the maps F(·,p) (p ∈ P ).
In order to obtain implicit function theorems in such situations, we will use the schemes given in [39], which have
been applied successfully in [8,40] and [15] under regularity conditions of other types.
Our results are close in the spirit to the implicit function theorems established by Ledyaev and Zhu [16], Ngai and
Théra [30], but our assumptions and method of proof are very different from those used in [16,30]; see Section 3 for
a comparison.
The rest of the paper is organized as follows. Section 2 recalls some basic concepts and results (a sum rule,
an estimate for the basic subdifferential of marginal functions, . . . ) from [29] which are needed for the subsequent
investigation. Section 3 presents new implicit function theorems.
2. Preliminaries
We denote the closed unit ball in a Banach space X by BX and the closed ball with center x and radius ρ by Bρ(x).
For a subset Ω ⊂ X, clΩ , intΩ , clΩ , and coneΩ denote, respectively, the closure, the interior, the convex hull, and
the conic hull of Ω . The weak-star topology in the dual space X∗ is denoted by w∗. The canonical pairing between X∗
and X is denoted by 〈 , 〉. Symbol BX∗ stands for the closed unit ball in X∗. The adjoint operator to a linear continuous
operator A is denoted by A∗. Given a subset Ω ⊂ X and a point u ∈ X, we denote the set of the metric projections
of u on the closure of Ω by Π(u,Ω), that is
Π(u,Ω) = {x ∈ clΩ ∣∣ ‖x − u‖ = dist(u,Ω)}
where dist(u,Ω) := infz∈Ω ‖z − u‖ is the distance from u to Ω .
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X × Y | y ∈ Φ(x)}. The inverse multifunction Φ−1 :Y ⇒X is defined by
Φ−1(y) = {x ∈ X ∣∣ y ∈ Φ(x)}.
If Φ maps X into X∗, then the expression lim supx→x¯ Φ(x) means the sequential Kuratowski–Painlevé upper limit
of Φ with respect to the norm topology in X and the weak-star topology in X∗. That is,
lim sup
x→x¯
Φ(x) = {x∗ ∈ x∗ ∣∣ ∃ sequences xk → x¯, x∗k w∗−−→ x∗, with x∗k ∈ Φ(xk) for all k = 1,2, . . .}.
For an extended-real-valued function ϕ :X → R¯ := [−∞,∞], one sets
domϕ = {x ∈ X ∣∣ ∣∣ϕ(x)∣∣< ∞}, epiϕ(x) = {(x,μ) ∈ X × R ∣∣ μ ϕ(x)},
and says that ϕ is lower semicontinuous (l.s.c.) at x¯ ∈ X if lim infx→x¯ ϕ(x) ϕ(x¯). Here lim infx→x¯ denotes the lower
limit of scalar functions in the classical sense.
Let Ω be a nonempty subset of the Banach space X and let ε  0. Given x ∈ clΩ , one calls the nonempty set
N̂ε(x;Ω) =
{
x∗ ∈ X∗
∣∣∣ lim sup
u
Ω−→x
〈x∗, u− x〉
‖u− x‖  ε
}
(4)
the set of the Fréchet ε-normals to Ω at x. When ε = 0, the set in (4) is a cone which is called the Fréchet normal
cone to Ω at x and is denoted by N̂(x;Ω). If x /∈ clΩ , then one puts N̂ε(x;Ω) = ∅ for all ε  0. The nonempty cone
N(x¯;Ω) := lim sup
x→x¯,ε↓0
N̂ε(x;Ω) (5)
is said to be the normal cone to Ω at x¯. If x /∈ clΩ , then one puts N(x;Ω) = ∅. In the case X = Rn, it holds
N(x¯;Ω) = lim sup
x→x¯
[
cone
(
x −Π(x,Ω))]. (6)
Note that in [21,22], formula (6) was used to define the normal cone in the sense of Mordukhovich. The subsequent
development of the theory of coderivative for multifunctions in infinite-dimensional spaces shows that formula (5) is
more suitable for defining the normal cone. It follows from (4) and (5) that N̂(x¯;Ω) ⊂ N(x¯;Ω).
Let (x¯, y¯) ∈ cl(gph Φ), where Φ is a multifunction between Banach spaces X and Y . The multifunction
D∗Φ(x¯, y¯) :Y ∗⇒X∗ defined by
D∗Φ(x¯, y¯)(y∗) := {x∗ ∈ X∗ ∣∣ (x∗,−y∗) ∈ N((x¯, y¯);gphΦ)} (7)
is said to be the normal coderivative (or the coderivative in the sense of Mordukhovich) of Φ at (x¯, y¯). One lets
D∗Φ(x¯, y¯)(y∗) = ∅ if (x¯, y¯) /∈ cl(gphΦ). The Fréchet coderivative D̂∗(x¯, y¯) :Y ∗ ⇒ X∗ of Φ at (x¯, y¯) can be de-
fined similarly, provided that in (7) one replaces the normal cone N((x¯, y¯);gphΦ) by the Fréchet normal cone
N̂((x¯, y¯);gphΦ).
If Φ is single-valued and y¯ = Φ(x¯), then one writes D∗Φ(x¯) instead of D∗Φ(x¯, y¯) and D̂∗Φ(x¯) instead of
D̂∗Φ(x¯, y¯). If a single-valued map Φ :X → Y is strictly differentiable at x¯ with the derivative Φ ′(x¯) :X → Y be-
ing a continuous linear operator, i.e.,
lim
x→x¯,u→x¯
Φ(x) −Φ(u) −Φ ′(x¯)(x − u)
‖x − u‖ = 0,
then
D∗Φ(x¯)(y∗) = D̂∗Φ(x¯)(y∗) = (Φ ′(x¯))∗y∗ ∀y∗ ∈ Y ∗. (8)
Formula (8) shows that coderivative of multifunctions is an extension of the adjoint operator to the classical strict
derivative of single-valued maps.
Each extended-real-valued function ϕ :X → R¯ corresponds to a multifunction Φ :X⇒R defined by
Φ(x) = Eϕ(x) :=
{
μ ∈ R ∣∣ μ ϕ(x)} ∀x ∈ X,
which is called the associated epigraphical multifunction. The subdifferential ∂ϕ(x¯) and the singular subdifferential
∂∞ϕ(x¯) of ϕ at x¯ ∈ domϕ are defined via the coderivative D∗Φ(x¯, y¯) as follows
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(
x¯, ϕ(x¯)
)
(1) = {x∗ ∈ X ∣∣ (x∗,−1) ∈ N((x¯, ϕ(x¯)); epiϕ)},
∂∞ϕ(x¯) := D∗Eϕ
(
x¯, ϕ(x¯)
)
(0) = {x∗ ∈ X ∣∣ (x∗,0) ∈ N((x¯, ϕ(x¯)); epiϕ)}.
If x¯ /∈ domϕ then one puts ∂ϕ(x¯) = ∂∞ϕ(x¯) = ∅. If x¯ is a local minimum of ϕ, then
(0,−1) ∈ N̂((x¯, ϕ(x¯)); epiϕ)⊂ N((x¯, ϕ(x¯)); epiϕ).
It follows that
0 ∈ ∂ˆϕ(x¯) ⊂ ∂ϕ(x¯). (9)
This nonsmooth version of Fermat’s rule (see for instance [26, Proposition 1.114]) is a crucial fact for many applica-
tions.
Proposition 2.1. (See [29].) If X is a Banach space and ϕ :X → R¯ is Lipschitz continuous around x¯, then
∂∞ϕ(x¯) = {0}.
The normal cone in (5) can be expressed in the subdifferential form
N(x¯;Ω) = ∂δ(x¯,Ω) = ∂∞δ(x¯,Ω),
where δ(·,Ω) is the indicator function of Ω , i.e., δ(x,Ω) = 0 if x ∈ Ω and δ(x,Ω) = +∞ if x /∈ Ω . It can be
expressed also via the subdifferential of the distance function.
Proposition 2.2. (See [29].) If Ω is a nonempty subset of a Banach space X and x¯ ∈ clΩ , then
N(x¯;Ω) =
⋃
λ>0
λ∂ dist(x¯,Ω).
A Banach space X is called Asplund if every convex continuous function ϕ :U → R defined on an open convex
subset U of X is Fréchet differentiable on a dense subset of U ; see [26, Definition 2.17]. The class of Asplund spaces is
large. For instance, any reflexive Banach space is an Asplund space. The calculus of normal cones and subdifferentials
in Asplund spaces is simpler than that in general Banach spaces (see [26, Chapter 3]).
The following theorem reduces the calculation of normal cone, normal coderivative and basic subdifferential to the
calculation of the corresponding Fréchet constructions.
Theorem 2.1. (See [29].) Let X and Y be Asplund spaces. Then the following hold:
(i) For any set Ω ⊂ X and any x¯ ∈ clΩ ,
N(x¯;Ω) = lim sup
x→x¯
N̂ (x;Ω).
(ii) For any multifunction Φ :X⇒ Y , for any (x¯, y¯) ∈ cl(gph)Φ and y¯∗ ∈ Y ∗,
D∗Φ(x¯, y¯)(y¯∗) = lim sup
(x,y,y∗)→(x¯,y¯,y¯∗)
D̂∗Φ(x,y)(y∗).
(iii) For any function ϕ :X → R¯ l.s.c. around x¯ ∈ domϕ,
∂ϕ(x¯) = lim sup
x
ϕ−→x¯
∂ˆϕ(x),
where the notation x ϕ−→ x¯ means x → x¯ and ϕ(x) → ϕ(x¯).
A closed set Ω ⊂ X is said to be normally compact around x¯ ∈ Ω if there exist γ > 0, δ > 0 and a compact subset
S ⊂ X such that
N̂(x;Ω) ⊂ Kγ (S) :=
{
x∗ ∈ X∗ ∣∣ γ ‖x∗‖max∣∣〈x∗, s〉∣∣} ∀x ∈ Bδ(x¯) ∩Ω.s∈S
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it. One says that a l.s.c. function ϕ :X → R¯ is normally compact around x¯ ∈ domϕ if the set Ω := epiϕ is normally
compact around (x¯, ϕ(x¯)). When ϕ is Lipschitz continuous around x¯, then it is normally compact around x¯. The
following sum rule will be useful for our investigation in Section 3.
Theorem 2.2. (See [29].) Let X be an Asplund space, let ϕi :X → R¯, i = 1,2, . . . , n, be l.s.c. around x¯, and let all
but one of these functions be normally compact around x¯. If the constraint qualification[
x∗i ∈ ∂∞ϕi(x¯), i = 1, . . . , n; x∗1 + · · · + x∗n = 0
] ⇒ x∗1 = · · · = x∗n = 0 (10)
holds, then one has the inclusions
∂(ϕ1 + · · · + ϕn)(x¯) ⊂ ∂ϕ1(x¯) + · · · + ∂ϕn(x¯),
∂∞(ϕ1 + · · · + ϕn)(x¯) ⊂ ∂∞ϕ1(x¯) + · · · + ∂∞ϕn(x¯).
A multifunction F :X⇒ Y is said to be lower semicontinuous at x ∈ domF if for any open set V ⊂ Y satisfying
V ∩ F(x) = ∅ there exists a neighborhood U of x such that V ∩ F(u) = ∅ for all u ∈ U . One says that F is lower
semicompact around x¯ ∈ X if there exists a neighborhood U of x¯ such that for any x ∈ U and any sequence xk → x,
there is a sequence yk ∈ F(xk), k = 1,2, . . . , which contains a subsequence convergent in the norm topology of Y . It
is clear that if F is lower semicontinuous around x¯, i.e., F is lower semicontinuous at every point in a neighborhood
of x¯, then F is lower semicompact around x¯. It is also obvious that if dimY < ∞ and if the values of F around x¯ are
nonempty and uniformly bounded, then F is lower semicompact around x¯.
Consider the parametric minimization problem
min
{
ϕ(x, y)
∣∣ y ∈ Φ(x)} (11)
depending on the parameter x, and the corresponding marginal function
m(x) := inf{ϕ(x, y) ∣∣ y ∈ Φ(x)}, (12)
where ϕ :X × Y → R¯ is an extended-real-valued function and Φ :X⇒ Y is a multifunction between Banach spaces.
Let
M(x) := {y ∈ Φ(x) ∣∣ ϕ(x, y) = m(x)} (13)
denote the parametric solution set of (11). We conclude this section by formulating the following result which is one
of our key tools in obtaining implicit function theorems.
Theorem 2.3. (See [29, Theorem 6.1].) Let Φ :X⇒ Y be a closed-graph multifunction between Asplund spaces X
and Y , let ϕ :X × Y → R¯ be l.s.c. at every point in gphΦ , and let the multifunction M in (13) be lower semicompact
around x¯ ∈ domm. Assume that for any y¯ ∈ M(x¯) either ϕ or gphΦ is normally compact around (x¯, y¯) and the
constraint qualification
(x∗, y∗) ∈ ∂∞ϕ(x¯, y¯) \ {(0,0)} with (y∗,−x∗) ∈ gphD∗Φ(x¯, y¯) (14)
holds. Then one has
∂m(x¯) ⊂
⋃[
x∗ + D∗Φ(x¯, y¯)(y∗) ∣∣ (x∗, y∗) ∈ ∂ϕ(x¯, y¯), y¯ ∈ M(x¯)], (15)
∂∞m(x¯) ⊂
⋃[
x∗ +D∗Φ(x¯, y¯)(y∗) ∣∣ (x∗, y∗) ∈ ∂∞ϕ(x¯, y¯), y¯ ∈ M(x¯)]. (16)
Formulas (15) and (16) provide some upper estimates for the subdifferential and the singular subdifferential of the
marginal function (12).
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Consider the multifunction G defined by (2) in a neighborhood of a point (x0,p0) satisfying (1).
One says that G is metrically regular near (x0,p0) if there exist neighborhoods U of p0, V of x0, and a constant
γ > 0 such that
dist
(
x,G(p)
)
 γ dist
(
0,F (x,p)
) ∀p ∈ U, ∀x ∈ V. (17)
G is said to be pseudo-Lipschitz (i.e., Lipschitz-like [26], or to have the Aubin continuity property) near (p0, x0) if
there exist neighborhoods U of p0, V of x0, and a constant  > 0 such that
G(p′) ∩ V ⊂ G(p) + ‖p′ − p‖BX ∀p,p′ ∈ U. (18)
The examples given in [15] show that metric regularity and pseudo-Lipschitz property of implicit multifunctions
are independent concepts.
We first prove a theorem which gives sufficient conditions for the implicit multifunction G to be lower semicontin-
uous around p0. Two subsequent theorems provide sufficient conditions for G to be metrically regular near (x0,p0)
or pseudo-Lipschitz near (p0, x0).
Theorem 3.1. Let X,Y be Asplund spaces, P a topological space, F :X ×P ⇒ Y a multifunction, (x0,p0) ∈ X ×P
a pair such that 0 ∈ F(x0,p0). Let Fp(·) := F(·,p). Suppose that F is nonempty-valued around (x0,p0), and for
each p ∈ P the multifunction Fp(·) is closed-graph. Besides, suppose that there exist open neighborhoods U of p0,
V of x0, W of 0 ∈ Y such that:
(A1) There is a constant c > 0 satisfying
‖y∗‖ c‖x∗‖ ∀(x, y,p) ∈ V ×W × U, y ∈ Fp(x), ∀y∗ ∈ Y ∗, ∀x∗ ∈ D∗Fp(x, y)(y∗). (19)
(A2) For any p ∈ U and for any x ∈ V , the multifunction Π(0,Fp(·)) is lower semicompact around x.
(A3) For every (x,p) ∈ V ×U , the map F(x, ·) is lower semicontinuous at p.
Then there exist a neighborhood U0 of p0, a constant ρ > 0 such that U0 ⊂ U , Bρ(x0) ⊂ V , and
(i) G˜(p) := G(p) ∩ intBρ(x0) is nonempty for every p ∈ U0;
(ii) the multifunction G˜ is lower semicontinuous on U0.
Proof. (i) Let U,V,W be neighborhoods of p0, x0 and 0 ∈ Y , respectively, such that (A1)–(A3) are satisfied. Let
c > 0 be a constant satisfying (19). Let q = 1/c. Choose ρ > 0 such that
Bρ(x0) ⊂ V, Bρq(0) ⊂ W. (20)
Pick any t ∈ (0, q). Since 0 ∈ F(x0,p0) and F(x0, ·) is lower semicontinuous at p0, there is a neighborhood U ′ of p0
such that for any p ∈ U ′ there exists yp ∈ F(x0,p) satisfying ‖yp‖ < tρ.
Set U0 = U ∩ U ′. For each p ∈ U0, consider the function vp(x) := dist(0,Fp(x)) on the ball Bρ(x0). Clearly,
vp(x0) = dist
(
0,Fp(x0)
)
 ‖yp‖ < tρ.
Let vp(x0) = tρ′ with ρ′ ∈ (0, ρ). Then
vp(x0) = tρ′  inf
x∈Bρ(x0)
vp(x) + tρ′.
Since Fp(·) has closed graph, using (A2) one can show that the real-valued function vp(·) is l.s.c. at each point x ∈ V .
Indeed, if there is a sequence xk → x and ε > 0 such that vp(xk)  vp(x) − ε for all k, then by (A2) there exist
a subsequence {kj } ⊂ {k} and a sequence ykj ∈ Π(0,Fp(xkj )) such that ykj converges in norm to some y ∈ Y . As
ykj ∈ Fp(xkj ) for all j , the closedness of gphFp implies y ∈ Fp(x). Hence, from the relation
vp(xkj ) = ‖ykj ‖ vp(x) − ε ∀j
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on Bρ(x0). By the Ekeland variational principle [9] (see also [5,26]), there exists x¯ ∈ Bρ(x0) such that
vp(x¯) vp(x0), ‖x¯ − x0‖ ρ′ (21)
and
vp(x¯) vp(x) + t‖x − x¯‖ ∀x ∈ Bρ(x0). (22)
From (21) it follows that x¯ ∈ Bρ(x0). We now show that
0 ∈ Fp(x¯).
Assume, to the contrary, that 0 /∈ Fp(x¯). From (22) it follows that x¯ is a local minimum of the function
ψ(x) := vp(x) +ψ1(x),
where ψ1(x) := t‖x − x¯‖ is a Lipschitz function. According to Fermat’s rule (9),
0 ∈ ∂ψ(x¯).
Since ∂∞ψ1(x¯) = {0} by Proposition 2.1, the sum rule in Theorem 2.2 implies that
0 ∈ ∂vp(x¯) + tBX∗ . (23)
In order to compute ∂vp(x¯), we put
Φ(x) = Fp(x), ϕ(x, y) = ‖y‖,
and apply Theorem 2.3 to the marginal function m(x) defined by (12). The constraint qualification (14) is satisfied
for any y¯ ∈ M(x¯) = Π(0,Fp(x¯)) because ∂∞ϕ(x¯, y¯) = {(0,0)}. Setting θ(y) = ‖y‖, we observe that ∂ϕ(x¯, y¯) =
{0} × ∂θ(y¯). Hence, from the relation vp(x) = m(x) for all x ∈ X and from (15) it follows that
∂vp(x¯) ⊂
⋃[
D∗Fp(x¯, y¯)(y∗)
∣∣ y∗ ∈ ∂θ(y¯), y¯ ∈ Π(0,Fp(x¯))]. (24)
The condition 0 /∈ Fp(x¯) implies y¯ = 0 for every y¯ ∈ Π(0,Fp(x¯)). Then, according to [10, pp. 46–47],
∂θ(y¯) = {y∗ ∈ Y ∗ ∣∣ ‖y∗‖ = 1, 〈y∗, y¯〉 = ‖y¯‖}. (25)
Combining (23)–(25) we can assert that there exist y¯ ∈ Π(0,Fp(x¯)), y∗ ∈ Y ∗ with ‖y∗‖ = 1, and x∗ ∈
D∗Fp(x¯, y¯)(y∗) such that ‖x∗‖ t . Since
‖y¯‖ = vp(x¯) vp(x0) ‖yp‖ < tρ < qρ,
we have y¯ ∈ W . Besides, p ∈ U0 = U ∩ U ′ ⊂ U . Thus, by (A1) we can assert that ‖y∗‖  c‖x∗‖. Therefore, 1 
c‖x∗‖. Hence q = 1/c  ‖x∗‖. Since t ∈ (0, q), this contradicts the inequality ‖x∗‖  t . We have thus shown that
0 ∈ Fp(x¯), i.e., x¯ ∈ G(p). Moreover, since
G˜(p) := G(p) ∩ intBρ(x0)  x¯,
we see that G˜(p) = ∅ for every p ∈ U0.
(ii) Suppose that p ∈ U0, x ∈ G˜(p). We have to show that for any ε > 0 there exists a neighborhood U1 of p such
that
G˜(p′) ∩ intBε(x) = ∅ ∀p′ ∈ U1. (26)
We have 0 ∈ F(x,p) and x ∈ Bρ(x0). Choose η ∈ (0, ε) such that Bη(x) ⊂ Bρ(x0). Arguing as above for the pair
(x,p) in the place of (x0,p0), the neighborhood U0 instead of U , and the ball Bη(x) instead of Bρ(x0), we find a
neighborhood U1 of p such that
G(p′) ∩ intBη(x) = ∅ ∀p′ ∈ U1. (27)
Since intBη(x) ⊂ intBρ(x0) ∩ intBε(x), from (27) we get
G(p′) ∩ intBρ(x0) ∩ intBε(x) = ∅ ∀p′ ∈ U1,
hence (26) is valid. 
18 G.M. Lee et al. / J. Math. Anal. Appl. 338 (2008) 11–22Remark 3.1. The above proof scheme was proposed by Yen [39]. The implicit function theorems in [39] were obtained
in the framework of theory of prederivative for set-valued maps developed by Sach [37,38]. Instead of the regularity
condition (A1) in Theorem 3.1, a condition on the uniform openness of a family of prederivatives or the openness of
a strict prederivative was used. Condition (A3) is the same as the one in [39], but condition (A2) was not needed for
the implicit function theorems in [39]. Instead of Theorems 2.2 and 2.3, the sum rule for the Clarke subdifferential [5,
p. 38] and a lemma from [37] were used in [39]. Dien and Yen [8] applied this proof scheme and a lemma of Dien
[6,7] for computing the Clarke subdifferential of the support function
CFp(y
∗, x) := sup{〈y∗, y〉 ∣∣ y ∈ Fp(x)} (∀x ∈ X, ∀y∗ ∈ Y ∗)
of the multifunction Fp(·) := F(·,p). Based on the concept of Clarke generalized Jacobian [5, p. 70] and some ad-
ditional technical lemmas, Yen [40] showed that the scheme can be employed for studying stability properties of the
solution map of a finite-dimensional parametric inequality system described by locally Lipschitz (single-valued) vec-
tor functions. Recently, Jeyakumar and Yen [15] have used the scheme in the framework of the theory of approximate
Jacobians due to Jeyakumar and Luc [11–14]. Instead of Theorems 2.2 and 2.3, a sum rule and a chain rule for ap-
proximate Jacobians, the lopsided minimax theorem [2, p. 319], together with a lemma on the openness with respect
to a closed convex cone of a family of linear operators were applied in [15]. These results and the above Theorem 3.1
show that the proof scheme proposed in [39] can be used for obtaining implicit function theorems for set-valued maps
under various sets of regularity and continuity assumptions. The interested reader is referred to [8,15,39,40] for more
details.
Remark 3.2. Unlike the preceding studies [8,15,39,40], in Theorem 3.1 and also in Theorems 3.2, 3.3 below there is
no need to assume that F(·) is a convex-valued multifunction.
The proofs of the following two theorems rely on the arguments used for obtaining Theorem 3.1 and some schemes
proposed in [39] (see also [8], [40], and [15]).
Theorem 3.2. Suppose that all the assumptions of Theorem 3.1 are fulfilled. Moreover, assume that
(A4) F is lower semicontinuous at (x0,p0).
Then G is metrically regular near (x0,p0) with the constant γ := c.
Proof. By Theorem 3.1, there exist a neighborhood U0 of p0 and a constant ρ > 0 such that (20) is valid, G˜(p) :=
G(p) ∩ intBρ(x0) = ∅ for all p ∈ U0, and G˜(·) is lower semicontinuous on U0. Put q = 1/c, where c > 0 is a
constant satisfying (19). Since 0 ∈ F(x0,p0), by (A4) there exist neighborhoods V˜ of x0 and U˜ of p0 such that
V˜ ⊂ intBρ/2(x0), U ⊂ U0, and
dist
(
0,F (x,p)
)
< (ρq)/2 ∀(x,p) ∈ V˜ × U˜ . (28)
Given any x′ ∈ V˜ and p ∈ U˜ , let us set α = dist(0,F (x′,p)). To prove that (17) is valid for γ = c and (U˜ , V˜ ) in the
place of (U,V ), it suffices to show that
dist
(
x′, G˜(p)
)
 α
q
. (29)
By (28), 0 α < (ρq)/2. So, the interval ( 2α
ρ
, q) is nonempty. Fix any
q ′ ∈
(
2α
ρ
,q
)
. (30)
Let vp(x) := dist(0,F (x,p)). We have
vp(x
′) = α < α q
q ′
= α
q ′
q.
Note that 2α
ρ
< q ′ implies α
q ′ <
ρ
2 . Also, x
′ ∈ V˜ ⊂ intBρ/2(x0). Hence, by (30),
Bα/q ′(x
′) ⊂ intBρ/2(x0) + intBα/q ′(0) ⊂ intBρ/2(x0) + intBρ/2(0) ⊂ intBρ(x0) ⊂ V
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B(α/q ′)q(0) ⊂ B(ρq)/2(0) ⊂ Bρq(0) ⊂ W.
Repeating the first part of the proof of Theorem 3.1 with x0 and ρ being replaced by x′ and α/q ′, respectively, we can
find x¯ ∈ Bα/q ′(x′) satisfying 0 ∈ F(x¯,p). Since
x¯ ∈ Bα/q ′(x′) ⊂ intBρ(x0),
we have
x¯ ∈ G˜(p) = {x ∈ X ∣∣ x ∈ intBρ(x0), 0 ∈ F(x,p)}.
Therefore
dist
(
x′, G˜(p)
)
 ‖x′ − x¯‖ α
q ′
.
Letting q ′ → q , from this we obtain (29). 
Remark 3.3. Condition (A4) was used for the second implicit function theorem in [39]. The technique of proving (29)
by taking the limit as q ′ → q is originated to [39]. Later on, the condition and the technique have been applied in [8,
15,40] under different settings.
Remark 3.4. Theorem 3.2 corresponds to [16, Theorem 3.6]. In our notation, Ledyaev and Zhu assumed that X and
Y are Banach spaces with Fréchet-smooth Lipschitz bump functions (see [16,30] for the related definitions), Fp(·),
p ∈ P , are upper semicontinuous multifunctions, and they used Fréchet coderivatives instead of normal coderivatives.
The regularity condition there is similar to, but different from our condition (A1). The proof in [16] is based on
a multidimensional mean value theorem. It is interesting that when P is a Banach space with a Fréchet smooth
Lipschitz bump function, under suitable conditions, one can have a formula for the Fréchet coderivative of the implicit
multifunction G(·); see [16, p. 221]. Theorem 3.2 also corresponds to [30, Theorem 3.4] which is an extension of the
just mentioned result of [16]. Ngai and Théra used an axiomatic concept of coderivative and obtained the implicit
function theorem by using an error bound for nonlinear systems established by themselves.
Theorem 3.3. Let all the assumptions of Theorem 3.1 be satisfied. Moreover, assume that P is a subset in a normed
space and
(A5) F(x, ·) is locally Lipschitz at p0 uniformly with respect to x in a neighborhood of x0, i.e., there exist neighbor-
hoods U1 of p0, V1 of x0, and a constant 1 > 0 such that
F(x,p′) ⊂ F(x,p) + 1‖p′ − p‖BY ∀x ∈ V1, ∀p,p′ ∈ U1.
Then G is pseudo-Lipschitz near (p0, x0) with the constant  := 21c.
Proof. Let U,V,W and c > 0 be as stated in the assumptions of Theorem 3.1. Let U1,V1 and 1 be as in (A5). Set
q = 1/c and choose ρ > 0 such that
Bρ1(x0) ⊂ V ∩ V1, B(ρq)/8(p0) ⊂ U ∩ U1.
Setting U2 = intB(ρq)/8(p0) and V2 = intB(ρ1)/2(x0), we now prove that (18) holds for
 := 21c = (21)/q
and (U2,V2) in the place of (U,V ), i.e.,
G(p′) ∩ V2 ⊂ G(p) + ‖p′ − p‖BX ∀p,p′ ∈ U2. (31)
Given p,p′ ∈ U2 and x ∈ G(p′) ∩ V2, we have to show that
dist
(
x,G(p)
)
 ‖p′ − p‖.
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‖p − p′‖ ‖p − p0‖ + ‖p′ − p0‖ < ρq8 +
ρq
8
= ρq
4
.
Hence
2‖p − p′‖
ρ
<
q
2
.
Let ε > 0 be such that
2‖p − p′‖
ρ
< ε <
q
2
. (32)
Let wp(z) := vp(z) + ε‖z − x‖, where vp(z) = dist(0,F (z,p)). By (A5) we have
F(x,p′) ⊂ F(x,p) + 1‖p′ − p‖BY . (33)
This implies that
vp(x) vp′(x) + 1‖p′ − p‖. (34)
Indeed, from (33) it follows that
vp′(x) = dist
(
0,F (x,p′)
)
 dist
(
0,F (x,p) + 1‖p′ − p‖BY
)
= inf{‖y + u‖ ∣∣ y ∈ F(x,p), u ∈ 1‖p′ − p‖BY }
 inf
{‖y‖ − ‖u‖ ∣∣ y ∈ F(x,p), u ∈ 1‖p′ − p‖BY }= vp(x) − 1‖p′ − p‖.
Hence (34) is valid. Since x ∈ G(p′), vp′(x) = 0. By (32) and (34) we have
wp(x) = vp(x) = vp(x) − vp′(x) 1‖p′ − p‖ < 1 ερ2  infz∈Bρ1 (x0)
wp(z) + ρ12 ε.
As wp is l.s.c. on Bρ1(x0) (see the proof of Theorem 3.1 for the fact that vp(·) is l.s.c. on V ), applying the Ekeland
variational principle [9] to wp(·) on Bρ1(x0) we find some x¯ ∈ Bρ1(x0) such that
wp(x¯)wp(x), (35)
‖x¯ − x‖ ρ1
2
, (36)
wp(x¯)wp(z) + ε‖z − x¯‖ ∀z ∈ Bρ1(x0). (37)
Taking account of the formula of wp(z) we deduce from (37) that
vp(x¯) + ε‖x¯ − x‖ vp(z) + ε‖z − x‖ + ε‖z − x¯‖
for every z ∈ Bρ1(x0). Hence
vp(x¯) vp(z) + ε
(‖z − x‖ − ‖x¯ − x‖)+ ε‖z − x¯‖ vp(z) + ε‖z − x¯‖ + ε‖z − x¯‖.
So we have
vp(x¯) vp(z) + 2ε‖z − x¯‖ ∀z ∈ Bρ1(x0). (38)
Since x ∈ G(p′) ∩ V2 ⊂ B(ρ1)/2(x0), it follows from (36) that
‖x¯ − x0‖ ‖x¯ − x‖ + ‖x − x0‖ ρ12 +
ρ1
2
= ρ1.
Thus x¯ ∈ Bρ1(x0). Since ε < q/2, we have 2ε ∈ (0, q). Arguing as in the proof of Theorem 3.1 we deduce from (38)
that 0 ∈ F(x¯,p), i.e., x¯ ∈ G(p). By (35),
vp(x¯) + ε‖x¯ − x‖ vp(x).
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‖x¯ − x‖ 1
ε
vp(x)
1
ε
‖p′ − p‖.
Since this is valid for any ε satisfying (32), letting ε → q2 we obtain
‖x¯ − x‖ 2
q
1‖p′ − p‖ = ‖p′ − p‖.
Therefore, dist(x,G(p)) ‖p′ − p‖. The proof is complete. 
Remark 3.5. Condition (A5) was used, independently from Borwein [4], for the third implicit function theorem
in [39]. The technique of proving (31) by taking the limit as ε → q2 was used in [39]. The idea of performing the limit
is due to Aubin [1]. Condition (A5) and the technique were used also in [8,15,40].
Remark 3.6. Theorem 3.3 corresponds to the assertion (c) in [16, Theorem 4.1] where the case P = Y and F(x,p) =
F(x) − p for all (x,p) ∈ X × P was considered (an inverse mapping theorem for set-valued maps). Since Ledyaev
and Zhu used another set of assumptions, their result is different from ours.
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