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Resum 
 
Actualment, els dispositius mòbils permeten accedir a Internet tal i com abans 
només es podia fer amb un PC. De manera que poc a poc s’estan integrant els 
diferents serveis telemàtics en aquests dispositius que els ofereixen 
independentment d’on es trobi l’usuari. La demanda d’accés a Internet o de 
manera més general a xarxes IP ens mostren una altra tendència: el total 
predomini d’aquest protocol. Tenint en compte aquesta tendència, se’ns 
planteja el gran problema d’Internet: morir d’èxit. Les direccions IP s’esgoten. 
Per aquest motiu sorgeix IPv6, afegint noves funcionalitats a la capa de xarxa 
de la pila TCP/IP. El protocol Mobile IPv6 (MIPv6), permet als nodes IPv6 que 
es desplacin sense perdre la comunicació a nivell de xarxa. D’aquesta forma 
es fa transparent la mobilitat de l’usuari per als serveis que aquest consumeix, 
com ara VoIP, navegació Web, P2P, etc.  
 
Els dispositius mòbils tenen una font d’energia limitada, i per tant interessa 
estalviar al màxim aquest recurs augmentant l’autonomia d’aquests dispositius. 
De manera que s’intenta, sempre i quan el node no necessiti una connexió 
activa, que aquest pugui reduir la seva activitat al mínim. És per aquest motiu 
que apareix el concepte de nodes en mode o estat dormant, nodes que en 
absència de comunicació passen a reduir les seves funcions, com per exemple 
comunicar a la xarxa la seva localització menys sovint, per a reduir el consum 
de bateria. Per tant, es fa necessària la funció de cerca de terminals dormants, 
coneguda com a paging, per tal d’avisar a aquests nodes dormants quan un 
usuari extern vulgui establir una comunicació amb ell. 
 
L’objectiu d’aquest TFC és precisament aquest: integrar les funcionalitats de 
paging dins de la solució formada per IPv6 i MIPv6 per donar mobilitat a nivell 
IP i suport de nodes dormants. Aquest objectiu es tradueix en la realització 
d’un demostrador que permeti veure el funcionament  d’aquesta solució. El 
punt de partida és un codi existent de MIPv6 que serà modificat per a 
incorporar les mencionades funcions de suport de nodes dormants i paging 
amb IPv6. 
 
Com a resultats del TFC, s’ha obtingut una extensió del protocol MIPv6 que 
permet el suport de nodes dormants amb paging i la seva implementació en un 
dimoni de linux. Per altra banda, el demostrador dissenyat pot servir en un 
futur per continuar investigant i desenvolupant en torn al tema de la mobilitat 
suportada amb IP. 
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Overview 
 
Nowadays, the mobile devices allow the access to the Internet just like it was 
only previously possible to achieve with a PC. Each day, there is an increasing 
convergence between the different telematic services and mobile devices that 
offer the services independently of the user’s location. Internet access demand, 
or in a broader sense, access to IP nets, are showing another tendency: 
absolute predominance of IP protocol. Bearing this trend in mind, the biggest 
problem of Internet appears clearly: dying of its own success. IP addresses 
become exhausted. This is the reason for arrival of IPv6 protocol, which adds 
new functionalities to the net layer of TCP/IP battery. Mobile IPv6 (MIPv6) 
protocol allows IPv6 nodes to move geographically without losing 
communication to the net, at least at the net layer. Furthermore, user’s mobility 
becomes transparent for services consumed, for example VoIP, Web 
navigation, P2P, etc.  
 
Mobile devices have a limited energy source, so, it is of maximum interest to 
save as much as possible of this resource in order to increase the autonomy 
on mobile devices. When node does not need an active connection, it could 
reduce its activity to the minimum. As a result, it has appeared the concept of 
nodes in dormant state; in other words, nodes that in absence of 
communications reduce their functions to the essential ones, as for example, 
communicating less frequently their location to the net, in order to reduce 
battery consumption. As a consequence, it became essential the dormants 
terminals search function, also known as paging, in order to be able to wake up 
dormants nodes when an external user wants to establish a communication 
with them. 
 
The aim of this TFC is to integrate paging functionalities inside the solution 
developed for IPv6 and MIPv6 protocols, and be able to achieve mobility to IP 
level and also dormants nodes support. This objective has been translated into 
the design of a pilot to check the functionalities of the solution. Starting point is 
an existing code of MIPv6 that will be modified to incorporate the mentioned 
functions of support for dormants nodes and paging within IPv6 protocol.  
 
As results of the developing of TFC, an extension of the MIPv6 protocol has 
been achieved, that allows support for dormants nodes with paging 
functionality, and also its implementation in a linux daemon. Furthermore, the 
design testbed will be able to be used in future research on IP mobility support. 
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INTRODUCCIÓ 
 
Els diferents tipus de tecnologies relacionades amb les telecomunicacions es 
desenvolupen cada cop més per donar més serveis i de més qualitat als 
usuaris. I sense dubte, en l’última dècada s’ha creat la necessitat de que 
aquests serveis acompanyin a l’usuari a qualsevol lloc, la anomenada ubiqüitat. 
Per tant, sembla inevitable que tots els elements involucrats en la comunicació 
acabin donant suport a la mobilitat dels clients. 
 
Actualment, els dispositius mòbils ja permeten accedir a Internet tal i com 
abans només es podia fer amb un equip de sobretaula. De manera que poc a 
poc els diferents serveis que utilitzen els usuaris estan disponibles  en aquests 
dispositius que, gràcies a l’expansió de les xarxes ràdio (IEEE802.11, GPRS, 
UMTS,...), els ofereixen independentment d’on es trobi l’usuari. La demanda 
d’accés a Internet o de manera més general a xarxes IP ens mostren una altra 
tendència: el total predomini d’aquest protocol com a base de totes les 
comunacions  
 
Tenint en compte aquesta tendència, xarxes IP amb un gran nombre de nous 
usuaris mòbils, se’ns planteja el gran problema d’Internet: morir d’èxit. Les 
direccions IP s’esgoten. Per aquest motiu sorgeix IPv6, una nova versió del 
protocol IP amb adreces més llargues que permeten identificar un major 
nombre de dispostius. A més, IPv6 afegeix  noves funcionalitats a la capa de 
xarxa de la pila TCP/IP que faciliten aquest procés d’integració de serveis i  
mobilitat.  
 
En aquesta línia, apareix el protocol Mobile IPv6 (MIPv6), que permet als nodes 
IPv6 que es desplacin per diferents xarxes sense necessitat de reconfiguració i 
per tant de pèrdua de la comunicació. MIPv6  fa transparent la mobilitat de 
l’usuari per als serveis que aquest consumeix, com ara VoIP, navegació Web, 
P2P, etc. El benefici de que aquest suport de la mobilitat es produeixi a nivell IP 
és que ens dóna una total independència respecte la tecnologia d’enllaç que 
utilitzem en les xarxes que visitem (IEEE802.11, GPRS, UMTS,...). 
 
Així, podem disposar de terminals i protocols, IPv6 i MIPv6, que donen 
resposta als diferents problemes que plantejava la integració de comunicació i 
mobilitat. Però n’apareix un de nou derivat d’aquest nou escenari: el consum 
d’energia.  
 
Els dispositius mòbils tenen una font d’energia limitada, i per tant interessa 
estalviar al màxim aquest recurs augmentant l’autonomia d’aquests dispositius. 
De manera que s’intenta que sempre i quan el node no necessiti una connexió 
activa, que aquest pugui reduir la seva activitat al mínim. És per aquest motiu 
que apareix el concepte de nodes en mode o estat dormant1. És a dir nodes 
que en absència de comunicació passen a reduir les seves funcions, com per 
exemple comunicant a la xarxa la seva localització menys sovint, per a reduir el 
                                            
1 Durant tot el projecte s’utilitzarà l’anglicisme dormant per descriure aquest estat, ja que és 
l’utilitzat en tots els documents que parlen de l’estalvi d’energia en dispositius mòbils. 
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consum de bateria. Aquesta funció cal que sigui compatible amb el fet que  
aquests nodes han de poder despertar-se a petició de l’usuari propietari o de 
qualsevol altre usuari que es vulgui comunicar amb aquest. Això fa necessària 
una funció de cerca de terminals dormants, coneguda com a paging, per tal 
d’avisar a aquests nodes dormants quan un usuari extern vulgui establir una 
comunicació amb ell. 
 
L’objectiu d’aquest TFC és precisament aquest: integrar les funcionalitats de 
paging dins de la solució formada per IPv6 i MIPv6 per donar mobilitat a nivell 
IP i suport de nodes dormants. Aquest objectiu es tradueix en la realització d’un 
demostrador que permeti veure el funcionament  d’aquesta solució. El punt de 
partida és un codi existent de MIPv6 que serà modificat per a incorporar el 
suport de nodes dormants i paging amb IPv6. 
  
En el primer capítol d’aquesta memòria es resumeix el protocol MIPv6 definit al 
RFC 3775. Aquest protocol serà la base sobre la qual implementarem les 
noves funcionalitats que volem incorporar. 
 
En el segon capítol s’expliquen detalladament els canvis que s’han efectuat al 
protocol i en concret a la seva implementació per a linux. Aquests canvis 
proporcionen als nodes mòbils els mecanismes per poder, en un futur 
desenvolupament, canviar a l’estat dormant estalviant energia sense 
comprometre la comunicació. 
 
En el capítol tercer es recull els canvis a nivell de codi que s’han realitzat al 
dimoni mip6d, que implementa el suport de MIPv6 en linux. En tot moment s’ha 
intentat integrar al màxim els nostres objectius amb les solucions que es 
disposen actualment. Per tant, les modificacions que volíem fer han implicat la 
manipulació del codi font en C d’aquest dimoni. 
 
En el quart capítol s’expliquen les proves a les quals s’ha sotmès el nou 
producte i els seus resultats, els quals ens han permet validar-ho. Totes 
aquestes proves s’han realitzat sobre el demostrador dissenyat. 
 
En el cinquè capítol es comenten les conclusions obtingudes en el projecte, així 
com l’impacte medioambiental d’aquest i les futures línies de desenvolupament. 
 
La memòria també inclou annexes amb informació complementaria que a 
continuació es detalla. En el primer annex trobem la informació de l’estat actual 
de desenvolupament del protocol MIPv6 per als sistemes operatius més 
utilitzats. Els detalls del muntatge del demostrador es troben en els annexos II i 
III. En el primer es comenta el disseny i la configuració de la xarxa IPv6 que 
forma la maqueta mentre que en el segon es recull el procés d’instal·lació i 
testing del protocol MIPv6 sobre aquesta. 
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CAPÍTOL 1. Mobile IP versió 6  
1.1 Modificacions de mip6d 
 
Durant tot el treball apareixen una sèrie de conceptes relacionats amb el 
protocol MIPv6 [1]. Aquests termes són: 
 
• Mobile Node (MN): node que canvia la seva localització dins de la 
topologia d’Internet. 
• Correspondent Node (CN): node que es comunica amb el MN. 
• Home address (HoA): direcció estable del MN. 
• Home link: enllaç al que pertany la home address. 
• Home agent (HA): router del home link que redirecciona el tràfic 
utilitzant tunneling quan el MN surt del home link. 
• Foreign link: enllaç visitat pel MN (qualsevol diferent al home link). 
• Care-of address (CoA): direcció assignada al MN quan es troba en un 
foreign link. 
• Binding: associació durant un període de temps de la home address 
amb la care-of address de un MN. 
• Binding cache: cache amb els bindings dels MN que es guarda en el 
CN i/o el HA. 
• Binding Update List (BUL): cache guardada en el MN que indica quan 
s’ha de tornar a actualitzar el binding del HA o el CN, i quina care-of 
address utilitzar amb cada CN. 
 
 
1.2 Funcionament de MIPv6 
 
El funcionament de MIPv6 està basat en la utilització d’una o més adreces fixes 
(home address) assignades a les interfícies d’un MN. Aquesta adreça fixa es 
independent de l’enllaç on es trobi el MN i és la utilitzada per les capes 
superiors per crear els diferents sockets que permeten comunicar-se amb altres 
nodes. D’aquesta manera, MIPv6 fa que la localització del MN i els seus 
moviments siguin transparents per les capes superiors. Per tant, el protocol 
està situat entre la capa IPv6 i la capa de transport. 
 
Tot el temps que el MN es trobi en el seu home link, el funcionament és el que 
defineix  IPv6 [2]. MIPv6 s’utilitza en el moment que el MN canvia d’enllaç 
(foreign link). La capa IPv6 sap en quin moment hi ha hagut un “moviment” ja 
que rebrà missatges dels routers, Routers Advertisements (RtAdv) que 
anunciaran un prefix d’enllaç diferent. Llavors, IPv6 invocarà a MIPv6 per a què 
gestioni la mobilitat. 
 
En aquesta situació, el MN haurà d’obtenir una nova adreça i un nou router per 
defecte, utilitzant DHCPv6 o autoconfigurant l’adreça amb l’algoritme que 
proposa IPv6 [3] a partir dels mecanismes Neighbor Discovery, Neighbor 
Unreachability Discovery (NUD) i Duplicate Address Discovery (DAD) [4] que 
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utilitzen ICMPv6. La nova adreça obtinguda serà la care-of address. El MN 
informarà de la seva nova care-of address al HA mitjançant un missatge 
binding update (més endavant s’explicaran aquests missatges). Tots els 
sockets oberts pel MN continuaran utilitzant la home address. 
 
A partir d’aquest moment, el HA redireccionarà el tràfic dirigit a la home 
address del MN a través d’un túnel IP. Aquest tràfic arribarà al HA ja que és un 
dels router del home link, al qual pertany la home address. Quan el HA rebi un 
paquet amb la direcció destí igual a la home address del MN, agafarà el paquet 
i l’introduirà en un altre paquet IP que portarà com a direcció de destí la care-of 
address del MN, i com a direcció d’origen la del HA.  
 
Quan el paquet format pel HA arribi al MN, desencapsularà el datagrama i 
obtindrà el paquet original, amb la direcció origen del CN i la direcció destí igual 
a la home address. D’aquesta manera, la mobilitat és transparent a les capes 
superiors. El mateix procés es durà a terme en el sentit contrari: el MN 
encapsularà els paquets per al CN dins d’un altre datagrama amb la direcció de 
destí del HA. La següents figures expliquen aquest mecanisme: 
 
 
INTERNET
Correspondent Node
Home Agent
Mobile Node
Túnel
 IP
Capçalera IPv6:
Src address: CN address
Dst address: Home address
Capçalera IPv6 externa:
Src address: HA address
Dst address: care-of address
Capçalera IPv6 interna:
Src address: CN address
Dst address: Home address
Capçalera IPv6:
Src address: Home address
Dst address: CN address
Capçalera IPv6 externa:
Src address: care-of address
Dst address: HA address
Capçalera IPv6 interna:
Src address: Home address
Dst address: CN address
 
 
Fig. 1.1 Funcionament del protocol MIPv6 
 
Mentre el MN es trobi fora del home link, el HA actuarà com si es tractés del 
MN en els mecanismes de IPv6 en l’enllaç: respondrà als missatges Neighbor 
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Discovery, NUD i DAD. Això permet que la home address del MN no sigui 
utilitzada per cap altre node en el procés d’autoconfiguració d’adreces IPv6. 
Quan el MN torni al home link, informarà al HA amb un binding update i aquest 
deixarà d’actuar en nom del MN dins de l’enllaç. 
 
 
1.2.1 Missatges del protocol 
 
Els missatges que defineix MIPv6 són el binding update, el binding 
acknowledge i el binding refresh request. Ambdós missatges s’utilitzen en el 
mecanisme d’associació de la home address d’un MN amb la seva care-of 
address, i s’introdueixen en una extensió de la capçalera de IPv6: la capçalera 
de mobilitat (tipus de capçalera 59). Dins d’aquesta capçalera defineix un camp 
Mobility Header type, que ens permet distingir entre els diferents missatges 
MIPv6: 
 
• Binding Update (BU): és enviat pel MN al HA (o al CN en el cas de 
l’optimització d’encaminament, explicada més endavant). Un dels 
paràmetres més importants entre els que defineix és el Binding lifetime, 
que indica el temps en segons durant el qual el binding és vàlid. Aquest 
paràmetre es guarda a la Binding cache del HA (o el CN) i a la BUL del 
MN. Passat aquest temps, el MN haurà de tornar a enviar un Binding 
Update si no vol que el HA (o el CN) elimini el binding i per tant el MN 
deixi de rebre el tràfic dirigit a la seva home address si es troba a un 
foreign link. Adicionalment, cada cop que es detecti un moviment i el MN 
obtingui una nova care-of address, haurà d’enviar un binding update al 
HA (o CN) per informar de la seva nova direcció. Quan el MN torni al 
home link, enviarà un binding update amb binding lifetime igual a 0, per 
indicar que es troba de nou a l’enllaç del HA. 
 
• Binding Acknowledge (BAck): missatge de resposta al binding update 
i enviat pel HA (o el CN). Indica la correcta recepció del binding update 
(després de comprovar l’autenticitat d’aquest missatge mitjançant el 
return routability, mecanisme d’autenticació explicat més endavant). 
Aquest missatge també conté el paràmetre binding lifetime que pot ser 
igual al del binding update o diferent (si per qualsevol motiu així ho vol 
el HA). En cualsevol cás, aquest serà el valor últim vàlid pel paràmetre 
lifetime. 
 
• Binding refresh request (BRR): missatge enviat pel HA (o el CN) en 
cas de necessitar refrescar el binding. Obliga al MN a enviar un binding 
update. 
 
 
1.2.2 Dinamic Home Agent Address Discovery (DHAAD) 
 
DHAAD és el mecanisme que permet als MN escollir un HA. Es divideix en 
dues etapes: descobriment dels HAs i descobriment del prefix del home link. 
6                                                                      Xarxa cel·lular de 4G basada en IPv6: desenvolupament d’un demostrador 
 
En la fase de descobriment dels HAs, el MN envia un missatge ICMP DHAAD 
request amb direcció de destí anycast dels HAs. Això provoca que un dels HAs 
respongui amb un DHHAD reply, que és una còpia del request afegint el llistat 
d’adreces dels HAs. Cal dir que tots els HAs coneixen als altres HAs de l’enllaç 
per què s’anuncien com a tals utilitzant els missatges router advertisement que 
defineix IPv6 
 
En la fase de descobriment del prefix del home link (o els possibles canvis que 
hagin pogut haver-hi en aquest), el MN envia un missatge ICMP Mobile Prefix 
Solicitation (MPS) al HA. Aquest contestarà amb un ICMP Mobile Prefix 
Advertisement (MPA) amb la informació del prefix del home link, per a que el 
MN pugui generar la seva adreça si és el cas.  
 
 
1.2.3 Optimització d’encaminament 
 
MIPv6 permet optimitzar l’encaminament dels paquets dirigits al MN dirigint el 
tràfic directament del CN al MN sense passar pel HA. Aquest mecanisme 
consisteix en enviar directament els missatges binding update al CN. Aquest 
node crearà una binding cache, i començarà a enviar els paquets a la direcció 
care-of address del MN. 
 
Per a què aquest canvi sigui transparent a les capes superiors dels dos 
extrems, s’utilitza la extensió de capçalera de IPv6 destination option header 
pels paquets enviats del MN al CN. Aquesta capçalera portarà la home address 
i serà commutada per la direcció origen del paquet al CN. El procés de 
formació d’aquests paquets s’explica en la figura 1.2 
Capçalera IPv6
Adr. Origen: home address
Adr. Destí: CN address 
Dades de la capa superior
Dades de la capa superior
Destination option header
Care-of address
Capçalera IPv6
Adr. Origen: home address
Adr. Destí: CN address 
Dades de la capa superior
Destination option header
Home address
Capçalera IPv6
Adr.Origen:care-of address
Adr. Destí: CN address
Transmissió pel MN
Recepció pel CN
 
Fig. 1.2 Transformació del paquet IP en la optimització d’encaminament 
 
En el cas dels missatges enviats del CN al MN, s’utilitza una nova extensió de 
capçalera IPv6: capçalera de routing tipus 2. Aquesta capçalera conté la home 
address i el número de segments igual a 1. Això provoca que quan el paquet 
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arribi al MN, aquest commuti la direcció de destí del paquet per la home 
address, i es reenviï el paquet a sí mateix: primer rep el paquet amb direcció de 
destí care-of address i després amb direcció de destí home address. D’aquesta 
manera la optimització d’encaminament i la mobilitat s’oculten a les capes 
superiors. 
 
 
1.2.4 Autenticació dels missatges 
 
El protocol defineix el mecanisme d’autenticació dels missatges comentats 
utilitzant IPsec pel cas dels bindings, els Mobile Prefix Solicitations i els Mobile 
Prefix Advertisements entre MN i HA. 
 
En el cas de bindings entre MN i CN (utilitzats a la optimització 
d’encaminament, explicada després), per protegir-se contra possibles atacs de 
DoS, el protocol defineix un mecanisme d’autenticació dels binding updates: el 
return routability. 
 
El mecanisme es basa en la utilització d’una clau d’autenticació que només la 
pot generar el MN que poseeix la home address i la care-of address. El MN 
inicia el procés enviant un missatge HOme Test Init al CN a través del HA, i un 
missatge Care-Of Test Init al CN directament. Quan el CN rep aquests 
missatges, respon amb un missatge HOme Test enviat al MN a través del HA i 
un missatge Care-Of Test enviat directament al MN. Aquest dos missatges 
junts formen un token (clau que només pot generar el CN) a partir del qual el 
MN crea una clau (Kbm) que li permet autenticar els missatges.  
 
 
 
 
Fig. 1.3 Procés d’autenticació dels missatges Binding 
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CAPÍTOL 2. Modificacions per suportar paging 
2.1 Modificacions de mip6d 
 
Per tal de donar suport als nodes dormants i a les funcions de paging que 
implica aquest suport, s’ha de modificar el comportament de dues de les 
entitats que defineix el protocol MIPv6. Aquestes entitats són el MN i el HA. 
 
 
2.1.1 Modificacions del MN 
 
El MN haurà de implementar les següents funcionalitats per tal d’integrar el 
mecanisme de paging en MIPv6: 
 
• En primer lloc, el MN haurà de ser capaç de canviar de l’estat actiu a 
l’estat dormant en el moment que no rebi o enviï tràfic. Per a fer-ho, 
comptarà amb un temporitzador (T) que controlarà cada quan es 
canviarà d’estat. Un cop en l’estat dormant, es podran utilitzar 
mecanismes d’estalvi d’energia si aquests estan definits. Per exemple, si 
el node utilitzés l’estàndard 802.11, el power save mode (PSM) que 
aquest incorpora. Per altra banda, ha de poder informar al seu HA 
d’aquest canvi d’estat. 
 
• En sentit invers, el MN haurà de canviar d’estat dormant a actiu si en un 
moment donat té algun paquet per enviar, o si el seu HA l’informa que té 
tràfic per rebre. 
 
 
 
Fig. 2.1 Diagrama d’estats del MN 
 
• En l’estat dormant, l’interval de temps entre transmissions dels BU 
periòdics, s’allargarà al temps màxim que permeti el camp Lifetime del 
missatge. El HA fixarà finalment aquest temps, tal i com defineix el 
protocol i mitjançant la configuració d’aquest. El MN utilitzarà el temps 
màxim que rebi en el BAck. 
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• Mentre el MN estigui en mode dormant, deixarà d’avisar al seu HA cada 
cop que canviï de xarxa i només ho farà quan canviï d’àrea de paging 
(veure 2.3 i 2.4). Per tant, el MN serà capaç de decidir en quin moment 
ha canviat d’àrea de paging segons la informació que rep del seu AR (a 
través del RtrAdv). 
 
 
2.1.2 Modificacions del HA 
 
Per la seva banda, el HA haurà d’implementar les següents funcionalitats per 
tal de donar suport total al mecanisme de paging: 
 
• El HA ha d’interpretar els missatges que enviïn els MN que entren en 
l’estat dormant. En cas de disposar o no del suport a nodes dormants, 
haurà d’informar al MN. 
 
• Per altra banda ha de guardar un llistat dels MN en estat dormant alhora 
que escoltarà el tràfic dirigit a aquests nodes. D’aquesta manera, quan hi 
hagi dades per enviar al MN, avisarà a aquest per a que canviï d’estat. 
 
• Quan el HA hagi de avisar a un MN, tindrà en compte que aquest es pot 
haver mogut de cel·la i per tant enviarà la sol·licitud de canvi d’estat a 
totes les cel·les que formen l’àrea de paging en la qual es troba el MN. 
 
• El HA tindrà la funcionalitat de evitar pèrdues de paquets importants 
(com el SYN d’una connexió TCP) durant el procés d’activació del MN. 
El HA mantindrà un buffer per a cada MN dormant de la seva llista on 
guardarà el primer paquet enviat al MN per poder retransmetre’l un cop 
aquest es desperti i anunciï la seva nova CoA. Es decideix només 
guardar el primer paquet perquè en la majoria de casos que provoquen 
el despertar del node (com el SYN o el SIP Invite) si aquest no arriba i es 
respon ja no n’arribaran d’altres.  
 
2.2 Missatge de paging i modificació del BU  
 
Per tal de que el MN pugui avisar al seu HA del canvi d’estat, es fa necessari 
modificar algun dels missatges involucrats en el protocol. 
 
Per definició, tota la informació que el HA rep dels MNs és a través del 
missatge BU. Per tant, aquest missatge és, a priori, el més idoni per dur a 
terme aquest objectiu. 
 
El protocol defineix el format del BU tal i com mostra la figura 2.2, amb el camp 
Mobility Header Type igual a 5. Hi ha dos camps reservats per a futures 
funcionalitats. Així per tant utilitzarem un dels bits reservats a continuació dels 
diferents flags per indicar quan un MN canvia a l’estat dormant: el Dormant 
Flag indicarà quan sigui 1 que el MN passa a l’estat dormant, i quan sigui 0 que 
el MN es troba en estat actiu. 
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Fig. 2.2 Missatge Binding Update amb Dormant Flag 
 
D’altra banda, el HA haurà de generar un missatge de paging per localitzar el 
MN i forçar el canvi a l’estat actiu en el moment que detecti tràfic dirigit cap a 
aquest MN. Per dur a terme aquesta comunicació utilitzarem el missatge BRR 
que defineix el protocol MIPv6 (veure capítol 1).  
 
Per definició, aquest missatge permet al HA (o a un CN) forçar l’enviament per 
part del MN d’un BU. Com en el BU es transmet tota la informació de 
localització que el HA necessita (la nova CoA, d’on es pot extreure la xarxa on 
és troba el MN), aquest seria localitzat immediatament. Per tant, el missatge 
BRR és l’idoni per dur a terme la funcionalitat de paging. 
 
El format del missatge BRR és el que mostra la figura 2.3 amb el  Mobility 
Header Type fixat a 0. 
 
 
 
Fig. 2.3 Missatge Binding Refresh Request 
 
Modificacions per suportar paging   11 
 
2.3 Suport de l’algoritme de paging basat en distància 
 
El comportament del MN i el HA ve determinat per l’algoritme de paging basat 
en distància explicat en [5][6]. Aquest defineix la estructura de les àrees de 
paging a partir de la situació del MN i en funció del paràmetre distància de 
threshold (DT).  
 
El MN haurà de poder calcular dinàmicament l’àrea de paging a partir de la 
cel·la on es trobava en el moment de canviar a l’estat dormant. . En aquest 
projecte assumirem que cada cel.la està servida per un AR i per tant una xarxa 
es correspon amb una cel·la. Així, en cada canvi de cel·la, i per tant, de xarxa, 
haurà de decidir si la distancia entre la primera cel·la visitada i la darrera és 
superior a una DT. En el cas de que sigui superior, s’avisarà al HA del canvi de 
l’àrea de paging. En el cas contrari, només s’actualitzarà la CoA internament 
sense comunicar-ho mitjançant un BU al HA. 
 
El HA, d’altra banda, podrà calcular les xarxes de les cel·les que pertanyen a 
l’àrea de paging dinàmica formada a partir de l’última xarxa que va visitar el MN 
quan va canviar a l’estat dormant. Aquesta funcionalitat permetrà enviar la 
petició de paging a tota l’àrea per tal de despertar al MN en cas de que es rebi 
tràfic dirigit cap a ell. 
 
Tal i com mostra la figura 2.4, la cel·la on es troba el MN al canviar a l’estat 
dormant serà el centre de l’àrea de paging amb una DT = 1. Tant el HA com el 
MN podran diferenciar les xarxes que pertanyen a aquesta àrea, marcades en 
vermell a la figura, de la resta. 
 
 
Fig. 2.4 Àrea de paging dinàmica 
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Per a poder calcular la distancia, les cel·les s’agrupen en grups de set, 
anomenats clústers.  Cada cel·la en el clúster rep un  identificadors segons la 
seva posició en aquest. Aquest mecanisme es repeteix permetent definir 
diversos nivells de clústers, utilitzant sempre identificadors del 0 al 6 per  
clúster o cel·la (depenent del nivell en el qual ens trobem), i utilitzant el número 
7 per indicar que el clúster o la cel·la no té subdivisions inferiors (veure Fig. 
2.5).  
 
Aquests identificadors s’utilitzen per a formar  les adreces IPv6 dels diferents 
ARs que controlen les cel·les . Les adreces IPv6 dels ARs  estan formades per 
l’identificador de xarxa i l’identificador de cel·la. S’utilitzen 3 bits de 
l’identificador d’interfície del router per a diferenciar cada cel·la. Per exemple, 
l’adreça del AR de la xarxa 3ffe:100:0:0 que controli la cel·la 2.3 (010 011) serà 
3ffe:100:0:0::13. 
 
Cluster 2
Cel·la 2
Id Cel·la: 2.2
Identificador 
interfície AR: 
0::12
Cluster 0
Cel·la 1
Id Cel·la 0.1
Identificador 
interfície AR:
0::1
Cluster 4
Cel·la 0
Id Cel·la: 0.4
Identificador 
interfície AR: 
0::4
Cluster 6
Cel·la 0
Id Cel·la: 0.6
Identificador 
interfície AR: 
0::6
Cluster 0
Cel·la 3
Id Cel·la: 0.3
Identificador 
interfície AR: 
0::3
Cluster 0
Cel·la 5
Id Cel·la: 0.5
Identificador 
interfície AR: 
0::5
Cluster 0
Cel·la 0
Id Cel·la: 0.0
Identificador 
interfície AR: 
0::0
Cluster 0
Cel·la 2
Id Cel·la: 0.2
Identificador 
interfície AR: 
0::2
Cluster 1
Cel·la 1
Id Cel·la: 1.1
Identificador 
interfície AR: 
0::9
Cluster 1
Cel·la 4
Id Cel·la: 1.4
Identificador 
interfície AR: 
0::c
Cluster 1
Cel·la 6
Id Cel·la: 1.6
Identificador 
interfície AR: 
0::e
Cluster 1
Cel·la 3
Id Cel·la: 1.3
Identificador 
interfície AR: 
0::b
Cluster 1
Cel·la 5
Id Cel·la: 1.5
Identificador 
interfície AR: 
0::d
Cluster 1
Cel·la 0
Id Cel·la: 1.0
Identificador 
interfície AR: 
0::8
Cluster 1
Cel·la 2
Id Cel·la: 1.2
Identificador 
interfície AR: 
0::a
Cluster 3
Cel·la 1
Id Cel·la: 3.1
Identificador 
interfície AR: 
0::19
Cluster 3
Cel·la 4
Id Cel·la: 3.4
Identificador 
interfície AR: 
0::1c
Cluster 3
Cel·la 6
Id Cel·la: 3.6
Identificador 
interfície AR: 
0::1e
Cluster 3
Cel·la 3
Id Cel·la: 3.3
Identificador 
interfície AR: 
0::1b
Cluster 3
Cel·la 5
Id Cel·la: 3.5
Identificador 
interfície AR: 
0::1d
Cluster 3
Cel·la 0
Id Cel·la: 3.0
Identificador 
interfície AR: 
0::18
Cluster 3
Cel·la 2
Id Cel·la: 3.2
Identificador 
interfície AR: 
0::1a
Cluster 4
Cel·la 4
Id Cel·la: 4.4
Identificador 
interfície AR: 
0::24
Cluster 4
Cel·la 6
Id Cel·la: 4.6
Identificador 
interfície AR: 
0::26
Cluster 4
Cel·la 3
Id Cel·la: 4.3
Identificador 
interfície AR: 
0::23
Cluster 4
Cel·la 5
Id Cel·la: 4.5
Identificador 
interfície AR: 
0::25
Cluster 4
Cel·la 0
Id Cel·la: 4.0
Identificador 
interfície AR: 
0::20
Cluster 4
Cel·la 2
Id Cel·la: 4.2
Identificador 
interfície AR: 
0::22
Cluster 2
Cel·la 1
Id Cel·la: 2.1
Identificador 
interfície AR: 
0::11
Cluster 2
Cel·la 4
Id Cel·la: 2.4
Identificador 
interfície AR: 
0::14
Cluster 2
Cel·la 6
Id Cel·la: 2.6
Identificador 
interfície AR: 
0::16
Cluster 2
Cel·la 3
Id Cel·la: 2.3
Identificador 
interfície AR: 
0::13
Cluster 2
Cel·la 5
Id Cel·la: 2.5
Identificador 
interfície AR: 
0::15
Cluster 2
Cel·la 0
Id Cel·la: 2.0
Identificador 
interfície AR: 
0::10
Cluster 5
Id Cel·la: 5.7
Identificador interfície AR: 0::1f
Cluster 6
Id Cel·la: 6.7
Identificador interfície AR: 
0::27
Cluster 4
Cel·la 1
Id Cel·la: 4.1
Identificador 
interfície AR: 
0::21
 
 
Fig. 2.5 Adreçament IPv6 de paging basat en distància 
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El MN serà capaç de diferenciar en quina subxarxa està a partir de l’adreça de 
l’AR, difosa mitjançant els missatges de RtAdv. A partir d’aquí recuperarà 
l’identificador de cel.la, calcularà la distància, tal com s’explica a l’apartat 2.3.1, 
i podrà saber si ha canviat d’àrea de paging o no. 
 
Per la seva banda, el HA, sabent l’última CoA anunciada per un MN dormant, 
podrà calcular també totes les xarxes a una distància menor a la DT. Aquesta 
distància serà una constant que definirà tant per al MN com per al HA el 
tamany de l’àrea de paging. 
 
Com s’ha dit, els identificadors de cel·la i clúster s’assignen a partir de la seva 
posició . Si utilitzem eixos i-j com a coordenades del pla, l’identificador de cada 
cel·la és igual a 2i + j, tal i com mostra la figura 2.6:  
 
 
 
Fig. 2.6 Assignació dels identificadors de cel·les  
 
2.3.1 Càlcul del vector distància 
 
Les dues entitats del protocol MIPv6 que es modificaran, han de tenir la 
funcionalitat de poder calcular la distància entre diverses xarxes i, per tant, 
ARs. Per aquest motiu implementaran l’algoritme de càlcul de distància entre 
cel·les que defineix aquest mecanisme de paging dinàmic. 
 
El principal problema del càlcul de distàncies entre cel·les és el gir progressiu 
dels eixos i-j a mesura que pugem nivells de clúster.  
 
Fig. 2.7 Gir progressiu dels eixos depenent de la jerarquia  
 
0,
0,1 
1,1 
1,0 
2,2 
1,2 
2,1 0
1
3
2
4
6 
5 
j 
i 
Label = 2*i+j 
1 23
1 231 23
1 23
1 231 23
1 23
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Aquest fenomen geomètric es pot solucionar aplicant un canvi de base per 
cada clúster de nivell superior. Aquest canvi de base és: 
 
 
3 -1 
Mcb1 =      (2.1) 
1  2 
 
 
Amb aquest canvi de base podem calcular independentment el vector distància 
per a cada jerarquia de clústers i després sumar els vectors directament per 
trobar la distància total: 
 
 
 
i21  j21  i11 j11  ∆i1 ∆j2 
 
∆M = M2 – M1 =   :   : -  :  : =   :   :    (2.2) 
 
i2k j2k  i1k j1k  ∆iK ∆jK 
 
 
 
On i i j són les coordenades de la cel·la per a cada nivell. Després de restar les 
coordenades de cada jerarquia, multipliquem cada parella pel canvi de base 
que li correspon: 
 
 
T
1n
M[n]  M[0]  Dv ∆∗+∆= ∑
=
k
nMcb       (2.3) 
 
 
El canvi de base corresponent a cada nivell no es més que la multiplicació 
reiterada de la matriu original del canvi de base: 
 
 
    11nMcb McbMcbn ∗= −        (2.4) 
 
 
L’equació 2.3 ens dóna com a resultat d’un vector de dues coordenades. La 
distància total serà el valor absolut més gran d’aquests dos valors si tenen el 
mateix signe, o la suma dels valors absoluts si tenen signe diferent. 
 
La distància obtinguda com a resultat serà comparada amb la DT. Si és menor 
a aquesta, les dues cel·les es trobaran en la mateixa àrea de paging. Si és 
major, ambdues cel·les formaran part d’àrees de paging diferents i caldrà avisar 
al HA d’aquest moviment. 
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2.4 Suport d’àrees de paging estàtiques 
 
El MN ha de ser capaç també de suportar àrees de paging estàtiques. A 
diferència de les àrees dinàmiques, les estàtiques no depenen de la situació del 
MN en canviar a l’estat dormant, sinó que es defineixen sempre per un conjunt 
prefixat de cel·les. 
 
Aquestes àrees contindran cel·les amb el mateix identificador. En el moment 
que aquest identificador canviï, indicarà que la cel·la pertany a una altra àrea 
de paging. Per tant, els ARs que controlen aquestes cel·les de l’àrea estàtica, 
portaran el mateix identificador d’interfície a la seva adreça IPv6, mentre que 
l’identificador de xarxa anirà variant. 
 
El HA per la seva banda continuarà calculant les cel·les que es trobin properes 
a la última on es trobava el MN abans de canviar a l’estat dormant, de manera 
que enviarà el missatge de paging a totes les cel·les que formen part de l’àrea 
de paging. 
 
 
2.5 Comunicació entre HA i MN 
 
La següent figura mostra tota la comunicació entre el HA i el MN incorporant el 
paging en el protocol MIPv6. La seqüència comença en el moment que el MN 
passa a l’estat dormant i es poden veure dues situacions: el MN s’activa per 
enviar un paquet, i el MN s’activa per petició del seu HA per rebre un paquet. 
 
 
REENVIAMENT DEL MISSATGE CAP 
AL MN
BINDING ACKNOWLEDGEMENT
BRR enviat a l’àrea de paging
MISSATGE CAP AL MN
BINDING ACKNOWLEDGEMENT
BINDING ACKNOWLEDGEMENT
MISSATGE BU SENSE FLAG 
DORMANT
MISSATGE BU AMB FLAG DORMANT
MISSATGE BU AMB FLAG DORMANT
MISSATGE BU SENSE FLAG 
DORMANT
BINDING ACKNOWLEDGEMENT
HA CNMN
MN canvi a l’estat dormant
MN vol enviar tràfic. Canvi a l’estat actiu
MN canvi a l’estat dormant
CN vol enviar tràfic cap al MN
MN canvi a l’estat actiu per petició
 
Fig. 2.8 Seqüència de missatges entre HA i MN 
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CAPÍTOL 3. Implementació de les modificacions 
3.1 Modificacions generals 
 
Les modificacions comentades al capítol 2 es duran a terme sobre el codi del 
dimoni mip6d per al kernel 2.6.15. La versió del dimoni utilitzada és la 2.0.1 de 
MIPL. Les característiques d’aquesta versió es troben a la comparativa de 
l’annex I. La instal·lació duta a terme sobre la maqueta es recull a l’annex III. 
 
Aquestes modificacions impliquen alguns canvis generals en el protocol. 
Aquests canvis són, per una banda, la redefinició del missatge BU afegint un 
flag anomenat Dormant Flag; i per l’altra, afegir la funcionalitat de càlcul d’àrees 
de paging dinàmiques. Ambdós canvis afectaran tant al HA com al MN. 
 
 
3.1.1 Redefinició del BU 
 
La definició de tots el missatges involucrats en el protocol es troba a la carpeta 
include del codi font del dimoni mip6d. En aquest directori trobem els següents 
arxius: 
 
• netinet-in.h : defineix la constant IPPROTO_MH, que definirà el tipus 
Mobility Header que s’inclou en el camp next header del paquet IPv6. 
 
• netinet-ip6.h : defineix el format de les capçaleres i opcions IPv6 que 
defineix el protocol MIPv6. Aquí trobem la definició de la Routing Header 
Type 2 i el format de la opció Home Address Destination Option. 
 
• netinet-icmp6.h : defineix els missatges involucrats en els mecanismes 
DHAAD i Mobile Prefix Discovery, així com la opció Home Agent 
Information de Neighbor Discovery. 
 
• netinet-ip6mh.h : defineix el format de totes les Mobility Headers que 
formen MIPv6. Aquí trobem els missatges BU i BAck, a més de les 
constants relatives a aquests missatges. 
 
En aquest últim arxiu es declaren els valors establerts per a les variables 
importants del protocol, com l’estat del BU o el flags d’aquest. Per tant, definim 
una nova constant, anomenada Dormant Flag, a l’arxiu netinet-ip6mh.h al 
costat de la declaració dels flags del BU, tant per a màquines BIG_ENDIAN 
com per a màquines LITTLE_ENDIAN. 
 
Aquesta constant, anomenada IP6_MH_BU_DORM serà inclosa en el missatge 
BU en el moment que el MN canviï a l’estat dormant, és a dir, el flag es fixarà a 
1. En cas contrari, no es sumarà, i per tant el flag serà 0. 
 
/* ip6mhbu_flags */ 
#if BYTE_ORDER == BIG_ENDIAN 
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#define IP6_MH_BU_ACK  0x8000 /* Request a binding ack */ 
#define IP6_MH_BU_HOME  0x4000 /* Home Registration */ 
#define IP6_MH_BU_LLOCAL 0x2000 /* Link-local compatibility*/ 
#define IP6_MH_BU_KEYM  0x1000 /* Key management mobility */ 
#define IP6_MH_BU_DORM  0x0100 /* MN enter in dormant mode*/ 
#else    /* BYTE_ORDER == LITTLE_ENDIAN */ 
#define IP6_MH_BU_ACK  0x0080 /* Request a binding ack */ 
#define IP6_MH_BU_HOME  0x0040 /* Home Registration */ 
#define IP6_MH_BU_LLOCAL 0x0020 /* Link-local compatibility*/ 
#define IP6_MH_BU_KEYM  0x0010 /* Key management mobility */ 
#define IP6_MH_BU_DORM  0x0001 /* MN enter in dormant mode*/ 
#endif 
 
Fig. 3.1 Definició dels flags del BU a l’arxiu netinet-ip6mh.h 
 
 
3.1.2 Càlcul d’àrees de paging 
 
Els arxius on es defineixen les funcions que permeten al MN detectar els canvis 
de xarxa són el moviment.h i moviment.c. 
 
En aquests arxius es troben les implementacions per a detectar l’activació i 
desactivació d’un link, així com la detecció del default gateway i la formació 
d’una nova CoA a partir de la informació dels RtAdv. 
 
En primer lloc definirem el paràmetre de configuració DT. Aquest es trobarà a 
l’arxiu /usr/local/etc/paging.conf. Si no es defineix, es prendrà el valor 1 per 
defecte. 
 
DistancePagingArea number //Defineix el tamany de l’àrea de paging 
 
Aquest paràmetre defineix també si les àrees de paging són dinàmiques o 
estàtiques. Si el paràmetre pren el valor de 1, les àrees seran estàtiques, i per 
tant tots els ARs de les cel·les d’una àrea de paging portaran el mateix 
identificador. Quan el MN canviï de xarxa i detecti un identificador de cel·la 
diferent, assumirà que ha canviat d’àrea de paging. 
 
En segon lloc, implementarem les funcions que ens permetin calcular la 
distància utilitzant l’algoritme explicat a l’apartat 2.3.1 del capítol 2. Aquestes 
funcions es definiran a l’arxiu movement.c: 
 
void id_cell (struct in6_addr *router,int ids[21]); 
 
La funció id_cell ens retorna un vector de 21 enters que formaran l’identificador 
de cel·la després de processar l’adreça IPv6 del router per defecte de la cel·la. 
Aquesta adreça es recuperada pel MN a partir dels RtAdv, o generada pel HA a 
partir de la CoA del MN dormant. Per exemple, per al AR amb adreça 
3ffe:100:0:4::10, ens retornaria l’identificador de 2.0 precedit de 19 ceros més. 
 
El valor de 21 enters és el màxim que podem trobar en els 64 bits que formen 
la part identificador d’interfície a l’adreça IPv6 si utilitzem 3 bits per a cada 
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identificador de cel·la (64bits / 3 bits per jerarquia = 21 jerarquies de cel·la + 
1bit). 
 
int get_coord (int number,int coord[2]); 
 
La funció get_coord genera el parell de coordenades de la cel·la a partir del seu 
identificador. La utilització reiterada de get_coord per a l’identificador de cada 
jerarquia de cel·la calcularà la matriu de coordenades que defineix la cel·la. 
Aquesta matriu de coordenades serà el paràmetre Mi de la fórmula 2.2 (Veure 
apartat 2.3.1). 
 
La funció retorna un enter amb els següents valors possibles: 
 
0 : coordenades de cel·la trobades amb èxit. 
1 : identificador de cel·la igual a 7. No hi ha cel·les de nivell inferior. 
-1 : error al recuperar les coordenades de la cel·la. 
 
int calculate_distance (struct in6_addr *old_router, struct in6_addr 
*new_router); 
 
La funció calculate_distance retorna el valor de la distància total entre dues 
cel·les. Es reben les adreces IPv6 de dos AR i utilitzant les funcions 
comentades prèviament s’obté el valor absolut de la distància entre les cel·les 
que controlen aquests routers. 
 
 
3.1.3 Resum de les modificacions generals 
 
A la taula 3.1 podem veure el resum dels arxius modificats i el detall d’aquestes 
modificacions per als canvis generals: 
 
Taula 3.1. Arxius font i modificacions generals 
 
Arxiu modificat Modificació 
netinet-ip6mh.h Definició del flag Dormant 
proc_sys.c Definició de la funció get_distance que recull el paràmetre 
DT configurat 
movement.c Definició de les funcions id_cell, get_coord i 
calculate_distance que calculen la distància entre cel·les. 
 
 
3.2 Modificacions del MN 
 
Els canvis en el comportament del MN es poden organitzar en 4 blocs: el canvi 
a l’estat dormant, el canvi a l’estat actiu, la comunicació al HA de l’estat, i la 
detecció de canvi d’àrea de paging. 
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Els arxius que defineixen l’entitat MN i les seves funcionalitats són els mn.h i 
mn.c.  
 
 
3.2.1 Canvi a l’estat dormant 
 
El MN ha de ser capaç de canviar a l’estat dormant depenent del tràfic. En el 
moment d’enviar el BU periòdic al seu HA, avaluarà la situació en la que es 
troba. Tindrà en compte si ha rebut tràfic des de l’últim BU enviat, i si no ho ha 
fet, canviarà d’estat. Per tant, s’utilitzarà com ha temporitzador per dur a terme 
el control periòdic de si ha de canviar d’estat o no, el mateix temporitzador de 
reenviament de BUs. 
 
Per tal de recollir les dades de bytes rebuts en l’últim període de temps, el MN 
consultarà les estadístiques del sistema i les compararà amb les dades 
recollides prèviament. Per a aquest motiu es modifiquen els arxius proc_sys.h 
i proc_sys.c on es defineixen les funcions que tenen a veure amb la consulta 
de dades del kernel del sistema operatiu. 
 
En primer lloc definim el fitxer que consultarem per obtenir les dades del tràfic. 
Aquesta definició es troba a l’arxiu proc_sys.h com la constant 
PROC_NET_IP6_DEV_STAT: 
 
#define PROC_SYS_IP6_AUTOCONF "/proc/sys/net/ipv6/conf/%s/autoconf" 
#define PROC_SYS_IP6_ACCEPT_RA "/proc/sys/net/ipv6/conf/%s/accept_ra" 
#define PROC_SYS_IP6_RTR_SOLICITS 
"/proc/sys/net/ipv6/conf/%s/router_solicitations" 
#define PROC_SYS_IP6_RTR_SOLICIT_INTERVAL 
"/proc/sys/net/ipv6/conf/%s/router_solicitation_interval" 
#define PROC_SYS_IP6_LINKMTU "/proc/sys/net/ipv6/conf/%s/mtu" 
#define PROC_SYS_IP6_CURHLIM "/proc/sys/net/ipv6/conf/%s/hop_limit" 
#define PROC_SYS_IP6_APP_SOLICIT 
"/proc/sys/net/ipv6/neigh/%s/app_solicit" 
#define PROC_SYS_IP6_BASEREACHTIME_MS 
"/proc/sys/net/ipv6/neigh/%s/base_reachable_time_ms" 
#define PROC_SYS_IP6_RETRANSTIMER_MS 
"/proc/sys/net/ipv6/neigh/%s/retrans_time_ms" 
#define PROC_NET_IP6_DEV_STAT "/proc/net/dev" 
 
Fig. 3.2 Definició dels fitxers d’estadístiques a proc_sys.h 
 
En el fitxer /proc/net/dev trobem la informació de les interfícies de xarxa 
configurades. D’aquesta forma podem consultar els bytes rebuts i transmesos 
per cada interfície, incloses les virtuals com el túnel que es crea entre el HA i el 
MN. 
 
Per altra banda cal comparar varies mostres dels bytes rebuts o enviats per 
decidir si el MN hauria de canviar a l’estat dormant o no. Aquesta tasca es dur 
a terme per la següent funció: 
 
int go_to_dormant (int *last_val) 
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Aquest mètode definit a proc_sys.c accedeix a l’arxiu definit a 
PROC_NET_IP6_DEV_STAT i recupera la quantitat de bytes rebuts i 
transmesos per la interfície ip6tnl1, que és virtual i representa el túnel entre HA 
i MN. Un cop recuperat aquest valor, el compara amb el valor last_val. Si el MN 
no ha rebut tràfic des de l’última consulta, la funció retornarà 1 per tal d’indicar 
que el MN ha de canviar d’estat. En cas contrari, la funció retorna 0 i per tant el 
MN no canvia. En qualsevol de les dues situacions, el valor de last_val passa a 
ser l’últim valor consultat. 
 
Una variable global definida a mn.c guarda l’estat en el que es troba el MN: 
 
static int i_dormant = 0; 
pthread_mutex_t dormant_mutex; 
 
Si l’enter estàtic i_dormant és igual a 1, el MN es trobarà en l’estat dormant. 
En cas contrari, el MN estarà actiu.  
 
Aquesta variable s’utilitza en varies parts del programa per decidir quin 
comportament ha de tenir el MN, ja que aquest serà diferent depenent de l’estat 
en que es trobi. Per tant, serà una variable que modificaran i llegiran varis 
threads alhora. Això fa necessari definir un “semàfor” que controli l’accés 
simultani d’aquests fils d’execució. Aquest semàfor es declara com a 
dormant_mutex, i es inicialitzat en la funció que inicialitza tota la entitat MN 
(mn_init). Les funcions associades a aquest mutex i utilitzades per gestionar 
l’accés a l’estat del MN és defineixen a la llibreria pthread.h de POSIX: 
 
- int pthread_mutex_init ( pthread_mutex_t *mutex, const 
pthread_mutexattr_t *attr ) : Inicialitza el semàfor o controlador de zona 
d’exclusió mútua *mutex amb els atributs definits a *attr. En el nostre cas 
la variable *mutex serà l’adreça de dormant_mutex, i la variable *attr 
serà NULL ja que no volem cap comportament especial del mutex. 
Retorna -1 en cas d’error. 
 
- int pthread_mutex_lock ( pthread_mutex_t *mutex ) : bloqueja el 
mutex que es passat com a referència. Aquesta funció es cridarà cada 
cop que volguem accedir (ja sigui en forma de lectura com de escriptura) 
a la zona d’exclusió mútua (l’enter i_dormant). D’aquesta forma el thread 
que accedeixi primer a la variable podrà modificar-la mentre que els 
threads que ho intentin mentre el mutex estigui bloquejat es quedaran 
esperant a que aquest s’alliberi. 
 
- int pthread_mutex_unlock ( pthread_mutex_t *mutex ) : allibera el 
mutex que es passat com a referència. Aquesta funció es cridarà un cop 
s’hagi accedit a la variable i_dormant. D’aquesta forma s’indica que ja no 
es modificarà el valor d’aquesta i per tant podran accedir-hi altres 
threads. 
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3.2.2 Avís al HA del canvi d’estat 
 
Com s’ha definit al capítol 2, el MN avisarà al HA del canvi d’estat mitjançant un 
BU. Per fer-ho, es modificará la funció que gestiona l’enviament de BUs: 
 
static int mn_send_bu_msg(struct bulentry *bule,int wakeup) 
 
Aquest procediment, que es troba a mn.c, cridarà a la funció go_to_dormant 
per decidir si el MN canvia d’estat o no. En cas negatiu, enviarà un BU amb el 
flag dormant a 0 tal i com mostra la figura 3.3: 
 
 
 
Fig. 3.3 BU amb flag Dormant a 0 
 
Però si el MN no ha rebut o transmès tràfic des de l’últim enviament de BU, es 
canviarà l’estat dormant i enviarà el seu HA un BU informant del seu nou estat 
alhora que modificarà el valor del Lifetime per augmentar l’interval entre BUs.  
 
 
 
 
 
Fig. 3.4 BU amb flag Dormant a 1 i Lifetime màxim 
 
En aquest cas, el Lifetime indicat al BU no serà el definitiu ja que el HA indicarà 
en el BAck el Lifetime màxim que permet al MN. Aquest valor es troba a la 
configuració del HA. 
 
 
Flag Dormant = 0 
Flag Dormant = 1 
Lifetime màxim 
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3.2.3 Detecció del canvi d’àrea de paging 
 
Si el MN es troba en estat actiu, informarà al seu HA de cada canvi de xarxa i 
de la seva nova CoA. Però si el node es troba en estat dormant, quan canvi de 
xarxa comprovarà si aquesta pertany a la mateixa àrea de paging que l’última 
xarxa de la qual va informar al seu HA. Si la condició es compleix, no avisarà al 
seu HA, però si en efecte, s’ha mogut fora de l’àrea de paging, generarà un BU 
per informar al HA. En qualsevol dels casos, el MN formarà un nova CoA. 
 
Aquesta funcionalitat s’implementa a la funció do_handoff de mn.c: 
 
static int do_handoff(struct home_addr_info *hai) 
 
Aquest procediment gestiona l’event de canvi de xarxa. Aquí es calcularà la 
distància entre la nova xarxa i l’antiga mitjançant les adreces dels AR 
obtingudes dels RtAdv. Mentre el MN es trobi en estat actiu, guardarà l’adreça 
del seu AR en la variable global rtr_addr_old definida a mn.c: 
 
struct in6_addr rtr_addr_old;  
 
En el moment que el MN passi a l’estat dormant, aquesta variable deixarà de 
modificar-se, de manera que guardarà el AR on es trobava en el moment del 
canvi d’estat.  
 
Per cada nova xarxa visitada, es guardarà l’adreça del nou AR a la variable 
global definida a l’arxiu movement.h: 
 
struct in6_addr rtr_addr_new;  
 
D’aquesta manera, la funció do_handoff calcularà la distància entre la cel·la 
que controla el nou AR amb la cel·la de l’antic AR, utilitzant les funcions 
definides a movement.c i comentades a l’apartat 3.1.2 d’aquest capítol.  
 
Si la distància es major a la DT, avisarà al seu HA amb un BU tot indicant la 
seva nova CoA alhora que el flag Dormant indicarà que continua en l’estat 
dormant. En aquesta situació, la funció do_handoff cridarà a mn_send_bu_msg 
amb el paràmetre wakeup igual a 2. Això provocarà l’enviament d’un BU amb 
flag dormant. 
 
En cas contrari, es cridarà a aquesta mateixa funció amb el paràmetre wakeup 
a 0. D’aquesta manera, es guardarà la nova configuració d’adreces del MN 
sense avisar al HA de la nova situació. 
 
 
3.2.4 Canvi a l’estat actiu 
 
El canvi a l’estat actiu del MN pot ser provocat per dues situacions: que el MN 
tingui tràfic per a enviar, o bé perquè el HA enviï un missatge de paging 
indicant que hi ha tràfic per rebre pel MN. 
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3.2.4.1 MN desperta per a enviar paquets 
 
En el moment que el MN canvia a l’estat dormant, la funció mn_send_bu_msg 
crea un thread. Aquest thread tindrà l’objectiu de capturar el tràfic sortint del 
MN per canviar a l’estat actiu en el moment que el MN vulgui transmetre tràfic. 
 
void *wake_up (void *varg) 
 
La funció wake_up, definida a mn.c, serà executada per aquet thread. Aquest 
mètode rep com a argument un punter genèric que conté la HoA del node. Amb 
aquesta adreça configura els filtres de captura per tal de detectar el tràfic sortint 
del node. 
 
D’aquesta forma, en el moment que el MN tingui algun missatge per enviar, 
cridarà a la funció mn_send_bu_msg amb el paràmetre wakeup a 1, per forçar 
l’enviament d’un BU sense el flag dormant. Per altra banda es canviarà la 
variable i_dormant que guarda l’estat del MN a 0 per indicar l’estat actiu. En el 
moment que es rebi el BAck i es restableixi el túnel entre el HA i el MN, 
reenviarà aquest primer paquet sortint capturat. 
 
 
3.2.4.2 MN desperta a petició del HA 
 
El HA pot forçar al MN a canviar a l’estat actiu si rep tràfic dirigit cap a ell. Ho fa 
mitjançant el missatge BRR que obliga al MN ha actualitzar la informació de la 
seva CoA retransmeten un BU. 
 
Per tant, el MN es modifica per interpretar els missatges BRR del seu HA com 
un missatge de paging que el canvia a l’estat actiu. La funció que processa els 
BRR es troba a mn.c: 
 
static void mn_recv_brr(const struct ip6_mh *mh, const ssize_t len, 
const struct in6_addr_bundle *in, const int 
iif) 
 
Quan el MN detecta un BRR originat pel seu HA, canvia l’estat a actiu, envia un 
BU informant de la seva CoA actual, i restableix el túnel amb el seu HA.  
 
Per enviar el missatge BU, crida a la funció mn_send_bu_msg amb el 
paràmetre wakeup a 1. Aquesta funció, a més d’enviar el BU, controlarà si el 
thread encarregat de capturar missatges de sortida està actiu. En aquest cas, 
cancel·larà aquest thread ja que el MN ha passat a l’estat actiu degut a una 
condició distinta a la que controlava aquest fil d’execució, i per tant ja no té 
sentit capturar el tràfic de sortida. D’aquesta manera s’alliberen recursos 
ocupats innecessàriament al MN. 
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3.2.5 Resum de les modificacions del MN 
 
A la taula 3.2 podem veure el conjunt de modificacions aplicades sobre el codi 
font relatiu al MN: 
 
Taula 3.2. Arxius i modificacions del codi del MN 
 
Arxiu modificat Modificació 
proc_sys.h Definició de la ruta de l’arxiu d’estadístiques 
proc_sys.c Definició de la funció go_to_dormant que indica quan un 
node ha de canviar a l’estat dormant. 
movement.h Definició de la variable que guarda l’adreça del AR de la 
nova cel·la visitada. 
Definició de les variables d’estat del MN 
Definició de la variable que guarda l’adreça del AR de 
l’última cel·la visitada abans del canvi a l’estat dormant 
Modificació de la funció mn_send_bu_msg per enviar BU 
amb el flag dormant 
Modificació de la funció do_handoff per detectar canvis 
d’àrea de paging 
Definició de la funció wake_up per forçar el canvi a l’estat 
actiu quan es detecti tràfic sortint del MN 
mn.c 
Modificació de la funció mn_recv_brr per forçar el canvi a 
l’estat actiu a petició del HA. 
 
 
3.3 Modificacions del HA 
 
Les modificacions aplicades a l’entitat HA es poden dividir en 4 blocs: 
interpretació dels BU amb flag dormant, llistat dels MN dormants, localització 
d’un MN dormant i retransmissió dels paquets guardats als MN dormants. 
Aquestes funcionalitats s’implementen en els fitxers que defineixen el HA: ha.c 
i ha.h. 
 
3.3.1 Llistat de MNs dormants 
 
El HA guardarà en tot moment un llistat dels MNs registrats amb ell que es 
troben en estat dormant. Per aquest motiu es defineix dues noves estructures 
de dades a l’arxiu ha.c: mn_dormant, tipus de variable que contindrà tota la 
informació necessària del mn en estat dormant, i list_mns_dormant, llista 
enllaçada que guardarà aquest conjunt de MNs: 
 
struct mn_dormant { 
 struct ha_recv_bu_args bu_mn_dormant; 
 int recv_bu; 
 pthread_t tid; 
 struct mn_dormant *next; 
 u_char *msg; 
 int len_msg; 
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}; 
 
struct list_mns_dormant { 
 struct mn_dormant *first; 
}; 
 
Fig. 3.5 Estructures per guardar informació dels MNs dormant 
 
Per a cada MN dormant es guardarà la informació de l’últim BU rebut a 
l’element bu_mn_dormant, així com un enter que en indicarà si hem rebut un 
BU informant que el MN s’ha despertat si és 1 o no si és 0. Els altres elements 
que formen l’estructura es comentaran en els següents blocs. 
 
La estructura list_mns_dormant es defineix com un punter al primer element del 
llistat de MNs dormant. En cada element trobem un punter al següent (*next), 
de forma que ens permet recórrer el llistat. Com aquest llista serà consultada i 
modificada des de varis threads en diferents moment, hem de declarar un 
mutex com en el cas de la variable d’estat del MN comentada a l’apartat 3.2.1 
d’aquest capítol: 
 
static pthread_mutex_t bu_worker_mutex, list_mutex; 
static struct list_mns_dormant mns_dormant; 
 
El mutex list_mutex serà el semàfor que controli l’accés per part dels threads a 
la variable global que guarda el llistat de MNs dormant, definida com 
mns_dormant. 
 
Alhora es defineixen dues funcions per gestionar aquesta variable al fitxer ha.c: 
 
int insert_mn (struct ha_recv_bu_args *varg,pthread_t tid) 
int delete_mn (struct in6_addr varg) 
 
La funció insert_mn crea un nou element al llistat a partir de la informació del 
BU de node dormant i un identificador de thread que es comentarà més 
endavant. Aquesta funció inicialitza al valor per defecte els altres elements que 
formen l’estructura mn_dormant.  
 
Per altra banda, la funció delete_mn fa una cerca pel llistat de MNs dormant 
fins a trobar el node amb la mateixa HoA que rep per argument. Un cop trobat 
l’element que guarda la informació d’aquest MN, l’extreu de la llista per després 
alliberar l’espai de memòria que ocupa. D’aquesta manera, s’esborra el node 
que ha informat d’un canvi a l’estat actiu. 
 
 
3.3.2 Interpretació dels BU amb flag Dormant 
 
El HA ha de poder interpretar el flag Dormant dels missatges BU per diferenciar 
entre els nodes que es troben en estat actiu dels que es troben en estat 
dormant. Per a aquest motiu, es modifiquen dues funcions de ha.c involucrades 
en l’extracció dels camps dels BU i el tractament de la informació que 
contenen: 
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static void *ha_recv_bu_worker(void *varg) 
static void ha_recv_bu(const struct ip6_mh *mh, const ssize_t len, 
const struct in6_addr_bundle *in, const int iif) 
 
La funció ha_recv_bu es crida en el moment que el router HA rep un paquet 
IPv6 que conté un BU. En aquesta funció es parseen els diferents camps que 
formen aquest missatge. En el nostre cas, ens interessa el camp 
ip6mhbu_flags de l’estructura ip6_mh_binding_update. En aquest camp es 
guarda la informació dels flags recuperats del BU, i per tant, també la 
informació d’estat del MN que hem definit. 
 
D’aquesta manera, la funció detectarà si s’ha rebut un BU amb flag Dormant, 
crearà un thread per tal de dur a terme la funció de retransmissió de paquets 
comentada després i seguidament inserirà el MN en el llistat dels nodes 
dormants. En aquest cas, respondrà al MN amb un BAck amb flag Dormant. 
 
 
 
Fig. 3.6 Traça de debug del HA al rebre un BU amb flag Dormant 
 
D’altra banda la funció ha_recv_bu_worker l’executa un thread que es crea des 
de ha_recv_bu. Aquesta funció gestiona la creació i modificació dels túnels 
amb els MN i l’actualització de la Binding Cache. Aquest serà la funció que 
gestioni els canvis a l’estat actiu dels nodes dormants. Un cop es rebi un BU 
sense flag Dormant per part d’un MN que es trobava en el llistat mns_dormant, 
es reenviarà el missatge d’algun CN dirigit cap a ell en cas de que existeixi i 
posteriorment s’eliminarà del llistat. 
 
En la figura 3.7 podem veure la traça de debug del HA que mostra aquest 
procés en el moment que es rep un BU sense flag Dormant d’un MN del llistat: 
 
 
 
 
Fig. 3.7 Traça de debug del HA al rebre un BU sense flag Dormant  
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3.3.3 Localització d’un MN dormant 
 
Tal i com s’explica en el capítol 2, quan el MN passa a l’estat dormant, deixa 
d’avisar al seu HA cada cop que canvia de xarxa per fer-ho només cada cop 
que canvia d’àrea de paging.  
 
Per altra banda, el HA ha d’escoltar el tràfic dirigit cap al MN per saber si algun 
CN vol comunicar-se amb aquest. En l’instant en que es doni aquesta situació, 
el HA forçarà el canvi d’estat del MN amb un missatge BRR. Ara bé, aquest 
missatge no només es pot enviar a la CoA coneguda pel HA, ja que pot ser que 
el MN hagi canviat de xarxa però al no canviar d’àrea de paging no hagi avisat 
d’una nova CoA. 
 
Per tant, el HA haurà d’enviar el BRR a un llistat de possibles CoA que pot tenir 
el MN. Aquesta funcionalitat s’ha implementat en una nova funció definida a 
ha.c: 
 
void send_to_areapaging (struct in6_addr_bundle addrs,struct in6_addr 
*bind_coa) 
 
La funció send_to_areapaging genera un llistat de possibles adreces que pot 
tenir el MN a partir de l’algoritme que defineix GeoPaging però aplicat a 
l’identificador de xarxa en lloc de l’identificador d’interfície del AR. Un cop 
generat aquest llistat, es descarten les adreces que es trobin a una distància 
major a la DT, amb la utilització de les funcions pel càlcul de distàncies que hem 
definit a movement.c. Per exemple, en el cas de que la DT sigui 2, el resultat 
serà 7 possibles adreces: la CoA que va anunciar per últim cop el MN dormant, 
i les 6 que formen la primera corona. 
 
Així, el HA enviarà el missatge BRR a cadascuna d’aquestes CoA per 
assegurar-se que el MN el rep. A la figura 3.8 podem veure aquest procés de 
localització per a l’exemple proposat en el paràgraf anterior. 
 
send_to_areapaging: ip6 bind_coa 3ffe:100:0:1d:2c0:9fff:fe78:6c8d 
send_to_areapaging: Sending to possible new CoA 
3ffe:100:0:1e:2c0:9fff:fe78:6c8d 
send_to_areapaging: Sending to possible new CoA 
3ffe:100:0:1b:2c0:9fff:fe78:6c8d 
send_to_areapaging: Sending to possible new CoA 
3ffe:100:0:1a:2c0:9fff:fe78:6c8d 
send_to_areapaging: Sending to possible new CoA 
3ffe:100:0:14:2c0:9fff:fe78:6c8d 
send_to_areapaging: Sending to possible new CoA 
3ffe:100:0:28:2c0:9fff:fe78:6c8d 
send_to_areapaging: Sending to possible new CoA 
3ffe:100:0:29:2c0:9fff:fe78:6c8d 
mh_bu_parse: Binding Update Received 
ha_recv_bu: Home address    3ffe:100:0:0:2c0:9fff:fe78:6c8d 
ha_recv_bu: Estoy en ha_recv_bu dentro del if 
ha_recv_bu: aux    3ffe:100:0:0:2c0:9fff:fe78:6c8d 
ha_recv_bu: He recibido el bu!! 
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tunnel_mod: modifying tunnel 17 end points with from 
3ffe:100:0:0:f100:0:0:1 to 3ffe:100:0:1d:2c0:9fff:fe78:6c8d 
__tunnel_mod: modified tunnel iface ip6tnl1 (17)from 
3ffe:100:0:0:f100:0:0:1 to 3ffe:100:0:1d:2c0:9fff:fe78:6c8d 
 
Fig. 3.8 Traça de debug del HA al enviar el BRR a l’àrea de paging  
 
 
3.3.4 Retransmissió del tràfic dirigit al MN dormant 
 
Durant el procés de localització del MN es podrien perdre paquets dirigits cap a 
aquest. Per reduir l’impacte d’aquesta funcionalitat, es guardarà el primer 
missatge destinat al MN dormant per, un cop localitzat aquest, retransmetre’l.  
 
L’elecció de guardar només un paquet es justifica en el fet de que si el nombre 
de MNs dormants suportats pel HA creix, no seria escalable guardar tot el tràfic 
dirigit cap a aquest MN. D’altra banda, està comprovat que la retransmissió de 
només el primer paquet implica una reducció important del temps d’establiment 
de connexió de TCP (el primer paquet és el SYN), de manera que podem fer 
transparent aquest procés de localització per a la comunicació TCP. 
 
Per tant, definim unes noves funcions al fitxer ha.c: 
 
void *first_msg_to_mn_dormant(void *varg) 
void copy_buffer(struct mn_dormant *user,struct pcap_pkthdr *phdr, 
u_char *pdata) 
 
La funció first_msg_to_mn_dormant és executada per un thread que es crea en 
el moment de rebre un BU amb flag Dormant. L’identificador d’aquest thread es 
guarda junt amb tota la informació del MN en una variable mn_dormant 
insertada al llistat de MNs dormants. La funció rep les dades del BU del MN 
com a argument en forma de punter genèric. 
 
Aquesta funció escolta l’enllaç per capturar el tràfic dirigit a aquest MN. En el 
moment que rep un paquet destinat a aquest, el captura i crida a la funció 
copy_buffer. 
 
La funció copy_buffer processa la trama Ethernet capturada que conté un 
paquet IPv6 destinat al MN dormant. Aquesta trama es passa com a referència 
*pdata, junt amb la informació de l’instant de captura i la longitud d’aquesta que 
es troba a *phdr.  
 
D’aquesta forma s’extreu el payload (el propi paquet IPv6) i es guarda en el 
camp msg de la variable del tipus mn_dormant que identifica al node. Aquest 
variable es passa com a referència en *user. Finalment, també es guarda la 
longitud del payload en el camp len_msg de mn_dormant. 
 
Seguidament, es du a terme el mecanisme de localització del node dormant, tal 
i com hem explicat a l’apartat anterior. Un cop el MN respon al missatge de 
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paging amb un BU, el HA ja disposa de la informació necessària per 
retransmetre el paquet. 
 
Des de el thread que executa ha_recv_bu_worker, es crida a la següent funció: 
 
int send_msg(struct mn_dormant *mn,struct in6_addr bind_coa,int iface) 
 
La funció send_msg rep com a arguments la informació del mn dormant (*mn), 
la nova CoA (bind_coa) i la interfície virtual que representa el túnel amb aquest 
MN (iface). A partir de la informació recollida de la variable del tipus 
mn_dormant, obtenim el paquet a retransmetre (msg) i la seva longitud 
(len_msg).  
 
Aquest paquet es passa a un packet_socket enllaçat amb aquesta interfície 
virtual, de manera que és el propi kernel el que entunela el paquet amb la 
adreça de destí adequada per a aquest MN (la seva CoA). 
 
 
 
Fig. 3.9 Procés de retransmissió del primer paquet 
 
A la figura 3.9 podem veure aquest procés: en primer lloc, el HA rep un ICMPv6 
Echo request dirigit cap al MN. En aquest moment envia els BRR a l’àrea de 
paging fins que rep el BU del MN.  
 
Després d’acceptar el seu BU amb un BAck, retransmet el primer paquet rebut 
(el seleccionat en la figura). Al contestar abans de rebre el següent paquet, el 
mecanisme de localització es fa totalment transparent per al MN i el CN. 
 
 
3.2.6 Resum de les modificacions del HA 
 
A la taula 3.3 podem veure el conjunt de modificacions aplicades sobre el codi 
font relatiu al HA: 
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Taula 3.3. Arxius i modificacions del codi del HA. 
 
Arxiu modificat Modificació 
Definició del llistat de nodes dormants. 
Definició de les funcions insert_mn i delete_mn per 
gestionar el llistat de nodes dormants. 
Modificació de les funcions ha_recv_bu i 
ha_recv_bu_worker per tractar la recepció d’un BU amb 
flag Dormant 
Definició de la funció send_to_areapaging que envia el 
missatge de paging BRR a tota l’àrea de paging. 
ha.c 
Definició de les funcions first_msg_to_mn_dormant, 
copy_buffer i send_msg per detectar i retransmetre el 
primer paquet cap al MN. 
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CAPÍTOL 4. Testing de la implementació 
4.1 Pla de proves 
 
En els capítols anteriors hem vist les modificacions que havíem de fer sobre el 
protocol MIPv6 per suportar nodes dormants i paging, i la implementació 
d’aquests canvis sobre el dimoni mip6d. Per tal de validar les modificacions que 
s’ha realitzat, s’ha dut a terme un seguit de proves especificades en un pla de 
proves que s’explica en aquest capítol. En primer lloc es comenten les proves a 
realitzar i després el resultat de cadascuna d’elles. 
 
Totes les proves es realitzen sobre el demostrador dissenyat que apareix a la 
figura 4.1. 
 
 
Fig. 4.1 Escenari que ofereix el demostrador 
 
 
4.1.1 CPSTAT00 – MN canvia a l’estat dormant 
 
En aquest cas d’ús es comprovarà la correcta actuació del MN a l’hora de 
decidir en quin moment ha de canviar a l’estat dormant. En tot moment, 
s’observarà també el comportament del HA davant de la decisió que prengui el 
MN. 
 
Els actors que intervenen en l’escenari són el MN, el HA i el CN. Aquest últim 
generarà o rebrà tràfic del MN. 
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Com a condicions inicials, el MN ha d’estar registrat amb el HA i s’ha de trobar 
en l’estat actiu. 
 
Els casos concrets que es contemplen són: 
 
• CPSTAT00.00 : El MN està rebent i enviant tràfic. 
• CPSTAT00.01 : El MN està rebent tràfic. 
• CPSTAT00.02 : El MN està enviant tràfic. 
• CPSTAT00.03 : El MN no està enviant ni rebent tràfic. 
 
 
4.1.1.1 Resultats esperats 
 
Per a cadascun dels casos comentats, els resultats que s’esperen són els 
següents: 
 
• CPSTAT00.00 : El MN continuarà a l’estat actiu i enviarà un BU sense el 
flag Dormant. El HA no inclourà al MN en el llistat de nodes dormants. 
• CPSTAT00.01 : El MN continuarà a l’estat actiu i enviarà un BU sense el 
flag Dormant. El HA no inclourà al MN en el llistat de nodes dormants. 
• CPSTAT00.02 : El MN continuarà a l’estat actiu i enviarà un BU sense el 
flag Dormant. El HA no inclourà al MN en el llistat de nodes dormants. 
• CPSTAT00.03 : El MN canviarà a l’estat dormant i enviarà un BU amb el 
flag Dormant i Lifetime màxim. S’iniciarà el thread per controlar el tràfic 
sortint del node. El HA agregarà el MN al llistat de nodes dormants i 
iniciarà el thread per controlar el tràfic dirigit al node. Es trencarà el túnel 
entre el HA i el MN. 
 
 
4.1.2 CPSTAT01 – MN canvia a l’estat actiu 
 
En aquest cas d’ús es comprovarà el comportament del MN a l’hora de decidir 
en quin moment canvia a l’estat actiu. De la mateixa manera que en el cas 
anterior, es tindrà en compte l’actuació del HA durant aquest procés. Els casos 
relacionats amb la localització queden exclosos d’aquest grup, ja que 
s’analitzaran en el següent cas. 
 
Els actors que intervenen en aquest prova són el MN, el HA i el CN. Aquest 
últim generarà o rebrà tràfic del MN. 
 
Les condicions inicials són que el MN estigui registrat amb el seu HA, i que es 
trobi en l’estat dormant. Aquesta informació ha de ser coneguda pel HA. 
 
Els casos concrets que es contemplen són: 
 
• CPSTAT01.00 : El MN no té tràfic per enviar ni rebre. 
• CPSTAT01.01 : El MN té tràfic per enviar. 
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• CPSTAT01.02 : El MN té tràfic per rebre. 
 
4.1.2.1 Resultats esperats 
 
Per a cadascun dels casos comentats, els resultats esperats són: 
 
• CPSTAT01.00 : El MN continuarà a l’estat dormant. Si s’ha complert el 
temps de Lifetime fixat pel HA, retransmetrà el BU. En el cas contrari, 
continuarà sense comunicar-se amb el HA. 
• CPSTAT01.01 : El MN canviarà a l’estat actiu. Enviarà un BU informant 
al seu HA del canvi d’estat. Finalitzarà el thread que controla el tràfic 
sortint del node. El HA esborrarà la informació que tenia del MN del 
llistat dels nodes dormants i cancel·larà el thread que controla el tràfic 
dirigit cap al node, ja que és innecessari. Es restablirà el túnel entre HA i 
MN.  
• CPSTAT01.02 : El MN rebrà un BRR del seu HA i canviarà a l’estat 
actiu. Cancel·larà el thread que controla el tràfic sortint del node perquè 
ja que és innecessari. Enviarà un BU al seu HA de forma que el HA rebi 
la nova CoA que té el MN. Es restablirà el túnel entre HA i MN i aquest 
últim començarà a rebre el tràfic del CN. No hauria de perdre’s cap 
paquet de la comunicació ja que el HA s’encarregarà de retransmetre el 
primer datagrama. 
 
 
4.1.3 CPPAG00 – MN canvia de cel·la 
 
En aquesta prova es comprovarà el comportament del MN en quant a decidir 
en quina situació ha d’avisar al HA d’un canvi de xarxa i en quina no. En 
qualsevol cas es distingeix dues possibles situacions depenent de l’estat en el 
que es trobi el MN. Alhora, si aquest es troba en estat dormant, avisarà o no al 
seu HA depenent en aquest cas de la DT. En aquesta prova el HA actuarà 
sempre i quan el MN decideixi enviar-li un BU. 
 
Els actors que intervenen en aquesta prova són el MN, el HA i els ARs. 
Aquests últims tenen un paper important ja que simularan dos escenaris 
diferents: controlaran dues cel·les contigües o dues cel·les allunyades una 
distància superior a la de threshold. 
 
Per a simular aquests escenaris, s’utilitza la configuració del dimoni radvd. Com 
s’explica a l’apartat 2.2.2 dels annexes, per a cada interfície es poden definir 
els prefixes de xarxa o interfícies del router que s’anunciaran en els RtAdv. Per 
tant el MN pot conèixer en tot moment l’adreça IPv6 del AR al que estigui 
connectat, i per tant obtenir l’identificador de cel·la i les seves coordenades. Si 
les compara amb les coordenades del AR anterior, sabrà si ha sortit de l’àrea 
de paging o no. 
 
Per tant, es modificaran els arxius /etc/radvd.conf dels dos AR del 
demostrador per simular els escenaris que mostren les figures 4.2 i 4.3. 
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Fig. 4.2 Escenari de canvi de xarxa en la mateixa àrea de paging 
 
Per simular l’escenari de la figura 4.2, configurem els dimonis radvd dels AR 
per a que anunciïn les adreces 3ffe:100:0:1e:f100::1d i 3ffe:100:0:1d:f100::1e 
respectivament. La distància entre ambdues cel·les és igual a 1. Per tant, amb 
una DT igual a 2, un canvi de xarxa no suposa un canvi de l’àrea de paging. 
 
 
 
Fig. 4.3 Escenari de canvi de xarxa en la distinta àrea de paging 
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Per simular l’escenari de la figura 4.3 es configuraran els ARs per a que 
anunciïn les adreces 3ffe:100:0:1e:f100::1e i 3ffe:100:0:1e:f100::18 
respectivament. La distància entre les dues cel·les que controla és de 2, i per 
tant, amb una DT de 2, el MN assumirà que acaba de canviar d’àrea de paging. 
 
Les condicions prèvies són que el MN estigui registrat amb el seu HA. Si el MN 
es troba en estat dormant, a més el seu HA ha de tenir aquesta informació al 
llistat de nodes dormants. 
 
Els casos concrets que es contemplen són: 
 
• CPPAG00.00 : El MN es troba en estat actiu i canvia de xarxa. 
• CPPAG00.01 : El MN es troba en estat dormant i canvia de xarxa dintre 
de la mateixa àrea de paging.  
• CPPAG00.02 : El MN es troba en estat dormant i canvia de xarxa i 
d’àrea de paging. 
 
El cas CPMOV00.01 es provarà sobre l’escenari de la figura 4.2 i el cas 
CPMOV00.02 es provarà sobre el de la figura 4.3. 
 
 
4.1.3.1 Resultats esperats 
 
Per cadascun dels casos comentats, els resultats esperats són: 
 
• CPPAG00.00 : El MN enviarà un BU per informar al seu HA del canvi de 
CoA. Aquest actualitzarà la entrada d’aquest MN a la seva Binding 
Cache. Com el MN no haurà canviat a l’estat dormant, el HA no trobarà 
aquest flag al BU i per tant no l’inserirà al llistat de nodes passius. 
• CPPAG00.01 : El MN actualitzarà la seva CoA formant-la a partir del 
prefix de xarxa que anunciï el AR amb els RtAdvs. Al calcular la 
distància entre la nova cel·la i la anterior on es trobava i comprovar que 
no ha superat la DT, assumirà que no ha canviat d’àrea de paging i no 
enviarà un BU al seu HA. El HA no rebrà cap informació d’aquest 
moviment, i continuarà tenint el MN en el llistat de nodes dormants. 
• CPPAG00.02 : El MN actualitzarà també la seva CoA a partir del prefix 
de xarxa que anunciï el nou AR. Quan calculi la distància entre la nova 
cel·la i l’antiga comprovarà que la distància és major que la DT. Per tant, 
enviarà en BU al seu HA per informar-li de la seva nova posició. Aquest 
BU també portarà el flag Dormant ja que el MN continuarà en estat 
dormant. El HA actualitzarà la CoA del MN en la seva BINDING CACHE 
i alhora en el llistat de nodes dormants.  
 
 
4.1.4 CPPAG01 – Localització del MN dormant 
 
En aquesta prova es comprovarà el comportament del HA a l’hora de localitzar 
a un MN dormant. S’analitzarà el càlcul de l’àrea de paging on es troba el MN i 
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l’enviament dels missatges de paging a cadascuna de les xarxes que la formen. 
El MN haurà de despertar-se i enviar un BU per a que el HA actualitzi la posició 
d’aquest. 
 
Els actors que intervenen en aquesta prova són el MN, el HA i el CN. Aquest 
últim generarà un tràfic dirigit al MN de manera que el HA, al rebre’l i comprovar 
que aquest node es troba en estat dormant, activarà l’algoritme de paging. 
 
Les condicions inicials de la prova són que el MN estigui registrat amb el seu 
HA, que es trobi en estat dormant i que aquesta informació sigui coneguda pel 
HA. 
 
Els casos concrets que es contemplen en aquesta prova són: 
 
• CPPAG01.00 : El CN genera tràfic ICMPv6 dirigit al MN (amb l’eina 
ping6). El MN no ha canviat de xarxa i el HA li envia un missatge de 
paging (BRR) al detectar aquest tràfic dirigit cap al node dormant. 
• CPPAG01.01 : El CN genera tràfic ICMPv6 dirigit al MN (amb l’eina 
ping6). El MN ha canviat de xarxa i el HA li envia un missatge de paging 
(BRR) al detectar aquest tràfic dirigit al node dormant. 
• CPPAG01.02 : El CN genera tràfic TCP dirigit al MN. Per a aquest cas 
s’intentarà iniciar una sessió Secure Shell (ssh) des de el CN 
connectant-se al MN. El MN no haurà canviat de xarxa i el HA li enviarà 
un missatge de paging (BRR) al detectar aquest tràfic. 
• CPPAG01.03 : El CN genera tràfic TCP dirigit al MN iniciant una sessió 
ssh com s’ha comentant en el cas anterior. El MN haurà canviat de xarxa 
i el HA li enviarà un missatge BRR al detectar el tràfic. 
 
BR
R BRR
 
Fig. 4.4 Escenari de localització del MN dormant 
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4.1.4.1 Resultats esperats 
 
Pels casos comentats anteriorment, els resultats esperats són: 
 
• CPPAG01.00 : En el moment que el HA detecti el tràfic dirigit cap al MN 
guardarà el primer paquet que rebi i finalitzarà el thread controlador del 
tràfic en direcció al MN. A continuació generarà totes les possibles noves 
CoAs que pugui tenir el MN tenint en compte la cel·la on es trobava en el 
moment de canviar a l’estat dormant i el tamany definit per a cada àrea 
de paging (indicat pel paràmetre DT). Enviarà un missatge BRR a 
cadascuna d’aquestes CoAs. El MN rebrà un d’aquests BRR i contestarà 
amb un BU amb la seva CoA, que serà la mateixa que tenia en el 
moment de canviar d’estat. El HA, en el moment que rebi el BU, pararà 
el procés de localització del MN i l’esborrarà del llistat de nodes 
dormants i li reenviarà el paquet guardat. 
• CPPAG01.01 : El comportament serà idèntic al del cas CPPAG01.00, 
només que en aquest cas la CoA del MN si que haurà canviat, i per tant 
el HA actualitzarà la informació del MN en la seva BINDING CACHE 
alhora que l’esborra del llistat de MNs dormants. 
• CPPAG01.02 : El comportament serà idèntic al del cas CPPAG01.00. La 
connexió TCP s’hauria de dur a terme de forma transparent al CN, de 
manera que no hauria de retransmetre el SYN. 
• CPPAG01.03 : El comportament serà idèntic al del cas CPPAG01.02. El 
canvi de xarxa del MN hauria de ser transparent al procés d’establiment 
de la connexió TCP. 
 
 
4.1.5 CPKILL00 – El MN deixa d’estar registrat amb el HA 
 
En aquest cas de prova es comprovarà el comportament del MN en el moment 
que deixa de estar actiu. Cal dir que aquesta situació no equival a passar a 
l’estat dormant, sinó que el MN deixarà d’estar registrat amb el HA ja que no 
necessitarà tenir connexió amb la xarxa. Aquesta situació es simularà parant el 
dimoni mip6d mentre el MN es troba en estat dormant. 
 
Els actors d’aquesta prova són el HA i el MN. 
 
Les condicions inicials són que el MN estigui registrat amb el HA i per tant 
consti a la seva Binding Cache, i que es trobi en estat dormant. 
 
Els casos concrets que es contemplen són: 
 
• CPKILL00.00 : El MN es troba en estat dormant, no s’ha mogut de cel·la 
i vol deixar d’estar registrat. 
• CPKILL00.01 : El MN es troba en estat dormant, s’ha mogut de cel·la 
dins de l’àrea de paging i vol deixar d’estar registrat. 
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4.1.5.1 Resultats esperats 
 
Pels casos comentats en aquesta prova, els resultats esperats són: 
 
• CPKILL00.00 : El MN enviarà un BU amb Lifetime igual a 0. El HA 
eliminarà la informació del node de la Binding Cache i del llistat de nodes 
dormants.  
• CPKILL00.01 : El MN enviarà un BU amb Lifetime igual a 0. El HA 
eliminarà la informació d’aquest de la Binding Cache i del llistat de nodes 
dormants, independentment de la seva nova CoA. Cal recordar que 
l’únic paràmetre estàtic per als MN i que els diferencia els uns dels altres 
és la HoA. Per tant, que el MN hagi canviat de CoA no hauria d’influir en 
el procés. 
 
 
4.1.6 CPEFI00 – Prova d’eficiència 
 
En aquest cas d’ús s’analitzarà l’impacte provocat per la retransmissió del 
primer paquet dirigit cap al MN. Ens centrarem en el canvi del valor del RTT 
provocat pel mecanisme de paging en relació al valor que obteníem utilitzant la 
versió original del protocol MIPv6 per a linux. Per a mesurar aquest RTT 
utilitzarem l’eina ping6, que de la mateixa forma que la seva anàloga de IPv4, 
genera una seqüència de paquets ICMPv6 Echo request, als quals el destí 
respondrà amb paquets ICMPv6 Echo reply. 
 
Els actors d’aquesta prova són el MN, el HA i el CN. Aquest últim generarà el 
tràfic que serà detectat pel HA i retransmès al MN un cop sigui localitzat 
mitjançant el mecanisme de paging. 
 
Les condicions inicials de la prova són que el MN estigui registrat amb el seu 
HA, que es trobi en estat dormant i que consti al llistat de nodes dormants del 
HA.  
 
Els casos concrets que es contemplen són: 
 
• CPEFI00.00 : El CN envia tràfic cap al MN utilitzant en el demostrador la 
versió original de mip6d. 
• CPEFI00.01 : El CN envia tràfic cap al MN utilitzant en el demostrador la 
versió modificada de mip6d per suportar nodes dormants i paging. 
• CPEFI00.02 : El MN envia tràfic cap al CN utilitzant en el demostrador la 
versió original de mip6d. 
• CPEFI00.03 : El MN envia tràfic cap al CN utilitzant en el demostrador la 
versió modificada de mip6d per suportar nodes dormants i paging. 
 
 
 
Testing de la implementació   39 
4.1.6.1 Resultats esperats 
 
Evidentment hi haurà un impacte en el RTT ja que la funció de paging i el 
procés de canvi d’estat del MN provocarà un augment del temps de procés en 
el HA, així com un increment del temps de propagació degut als missatges de 
paging i el BU del MN. En qualsevol cas s’avaluarà els valors obtinguts per tal 
de decidir si es poden considerar acceptables o no. 
 
 
4.1.7 CPCAR00 – Prova de carga 
 
En aquesta prova s’emularà un escenari en el qual el HA haurà de suportar una 
gran quantitat de MNs. S’avaluarà l’efecte d’haver de localitzar tots aquest 
nodes en un temps limitat i l’impacte que aquest procés suposa per l’ús de la 
CPU. 
 
Tal i com es descriu a l’annex III, el demostrador consta només d’un MN. Per 
tant haurem de jugar amb la configuració d’aquest per tal de “fer creure” al HA 
que en realitat hi ha una població definida de nodes mòbils.  
 
Per dur a terme aquesta tasca, es modificarà l’arxiu de configuració de mip6d 
(que es troba a /usr/local/etc/mip6d.conf) per tal de modificar la HoA que 
sol·licita el MN. 
 
El procés comença iniciant el dimoni al MN i esperant que aquest passi a l’estat 
dormant. Un cop ho ha fet, i el HA l’ha agregat al llistat de nodes dormint, es 
desconnectarà el MN del demostrador i es matarà el dimoni.  
 
D’aquesta manera aconseguim que el HA no rebi el BU amb Lifetime 0, que 
indicaria que el node deixa d’estar registrat. Per tant, el HA assumirà que el 
node continua dormint i no l’eliminarà del llistat de nodes dormants. 
 
Si repetim el procés, però ara amb una configuració de la HoA del MN diferent, 
el HA, al rebre els BU del MN el tractarà com un node diferent, de manera que 
l’inserirà al llistat de MNs dormants com si fos un nou node. 
 
Aquest mecanisme es repetirà fins a 100 cops, per simular una població de 100 
MNs registrats amb el HA. Tots aquests nodes estaran en estat dormant. 
 
D’altra banda, el CN provocarà l’activació de l’algoritme de paging del HA 
enviant un ping6 quasi simultani a tota aquesta població. Per fer-ho crearem un 
petit script anomenat ping6carga.sh. 
 
Per tant, els actors d’aquesta prova seran el MN simulant una població de 100 
terminals, el HA i el CN. 
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4.1.7.1 Resultats esperats 
 
En el moment que el CN comenci a generar el tràfic, el HA haurà de localitzar a 
tots el MNs dormants involucrats. Per tant, haurà de generar tots els missatges 
de paging necessaris per despertar als 100 nodes dormants. 
 
El HA hauria d’aguantar l’instant crític en el qual envia tots els missatges BRR. 
En qualsevol cas, només un dels nodes (el que tingui la HoA que estigui 
configurada al MN en aquest moment) respondrà amb el BU, ja que els altres 
99 seran nodes virtuals.  
 
 
4.2 Resultat de les proves 
 
A continuació es detallen els resultats obtinguts en la fase de testing del dimoni. 
Per a cada resultat es comentaran les possibles diferències amb els resultats 
esperats. 
 
 
4.2.1 CPSTAT00 – MN canvia a l’estat dormant 
 
El MN es comporta tal i com es definia en els resultats esperats. Mentre el MN 
es troba rebent i/o enviant tràfic, aquest continua en estat actiu. 
 
 
 
Fig. 4.5 Traça de debug del MN mentre està actiu 
   
A la figura 4.5 es pot veure el comportament del MN mentre està rebent i/o 
enviant tràfic. Els paràmetres last_val i new_val guarden la quantitat de bytes 
emesos o rebuts. El primer d’ells ens indica el valor de l’últim cop que es va 
enviar un BU i el segon és el valor actual. Sempre i quan aquests dos valors 
siguin diferents, en concret el new_val sigui major al last_val, el MN continuarà 
en l’estat actiu. 
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En el moment que aquest dos valors siguin iguals, voldrà dir que no s’ha rebut 
i/o enviat tràfic des de l’enviament de l’últim BU periòdic. Per tant el MN 
canviarà a l’estat dormant i enviarà un BU amb flag Dormant. 
 
 
 
Fig. 4.6 Binding Update enviat pel MN amb flag Dormant 
 
En el moment que el HA rep el BU amb flag Dormant, inserta la informació del 
MN al llistat de nodes dormants. Seguidament inicia el thread que controlarà el 
tràfic destinat a aquest MN. El MN per la seva banda, després de rebre el BAck 
del seu HA, inicia per la seva banda el thread que controlarà el tràfic sortint del 
node. 
 
 
 
Fig. 4.7 Traça de debug del HA al rebre el BU amb flag Dormant 
 
Podem observar que el Lifetime rebut és el valor màxim. En canvi el valor es 
fixat pel HA. En el BAck de resposta, podem veure com aquest paràmetre té un 
valor diferent. Aquest Lifetime màxim és configurat a l’arxiu mip6d.conf del HA 
tal i com s’explica en l’annex III. 
 
 
 
Fig. 4.8 Missatge Binding Acknowledgement amb Lifetime màxim 
 
4.2.2 CPSTAT01 – MN canvia a l’estat actiu 
 
El resultat d’aquesta prova també és coherent amb els resultats esperats. En el 
moment que el MN dormant ha generat el primer paquet, el thread controlador 
del tràfic sortint del node ho ha detectat i ha provocat el canvi d’estat del MN. 
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Fig. 4.9 Missatge Binding Update que indica el canvi a l’estat actiu 
 
A la figura 4.10 podem veure com el MN envia un BU indicant el canvi a l’estat 
actiu. Un cop aquest rep el BAck, inicia l’enviament del tràfic (en aquest cas el 
generat per l’eina ping6). Si observem la traça de debug del MN (figura 4.10) 
podem veure com després de rebre el BAck es restableix el túnel entre el HA i 
el MN. 
 
 
 
Fig. 4.10 Traça de debug del MN al canviar a l’estat actiu 
 
D’altra banda, en el cas CPSTAT01.02 en que el MN no té tràfic per enviar sinó 
que el tràfic comença a generar-ho el CN dirigit cap al node dormant, aquest 
també es comporta correctament responent al missatge BRR de paging del seu 
HA. 
 
 
 
Fig. 4.11 Missatges BRR, BU i BAck per despertar al MN 
 
Tal i com mostra la figura 4.11, el HA envia un BRR al detectar el tràfic dirigit al 
MN dormant. Aquest, en el moment de rebre el missatge de paging, canvia 
d’estat i envia un BU al seu HA. Després de rebre el BAck, es restableix el túnel 
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i per tant la comunicació entre CN i MN. A la traça de debug del MN podem 
veure com al rebre el BRR, es du a terme tot aquest procés. 
 
 
 
Fig. 4.12 Traça de debug del MN al rebre el BRR 
 
En qualsevol de les dues situacions, el HA al rebre el BU, elimina aquest MN 
del llistat de nodes dormants. A més, si la causa del canvi d’estat ha estat la 
detecció de tràfic dirigit al MN, retransmet el primer paquet per tal de reduir 
l’impacte d’aquest procés en la comunicació entre MN i CN. 
 
 
 
Fig. 4.13 Traça de debug del HA al rebre el BU del canvi a l’estat actiu 
 
 
4.2.3 CPPAG00 – MN canvia de cel·la 
 
En aquesta prova també s’han complert els resultats esperats. En el cas 
CPPAG00.00, en el qual el MN està en estat actiu, aquest avisa al seu HA cada 
cop que canvia de xarxa i, per tant, de cel·la. Aquest comportament és 
independent de la distància entre les cel·les visitades. 
 
En canvi, en el cas CPPAG00.01 en el qual el node es troba en estat dormant, 
al canviar de xarxa dins de la mateixa àrea de paging, aquest no genera cap 
BU i per tant no informa al seu HA del canvi. 
 
A la traça de la figura 4.14 podem veure com el MN canvia la seva CoA de 
3ffe:100:0:1e:2c0:9fff:fe78:6c8d a 3ffe:100:0:1d:2c0:9fff:fe78:6c8d. Aquest 
calcula la distància entre les cel·les, i al ser menor que la DT, decideix no avisar 
al seu HA. 
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Fig. 4.14 Traça de debug del MN dormant al canviar de cel·la dins l’àrea de 
paging 
 
D’altra banda, en el cas CPPAG00.02, el MN detecta un canvi d’àrea de paging 
i envia un BU amb el flag Dormant, ja que no vol canviar d’estat, sinó només 
informar al seu HA de la seva nova localització. El HA per la seva banda 
actualitzarà la CoA guardada per al MN a la Binding Cache i al llistat de nodes 
dormants. 
 
A la figura 4.15 es pot observar com al detectar una distància de 3 (superior a 
la DT configurada, que és 2), el MN du a terme aquest procés. 
 
 
 
Fig. 4.15 Traça de debug del MN dormant al canviar de cel·la i d’àrea de 
paging 
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4.2.4 CPPAG01 – Localització del MN dormant 
 
En aquesta prova s’han obtingut els resultats esperats. Per als quatre casos 
que es contemplaven, el HA, en rebre el tràfic dirigit cap al MN, ha activat 
l’algoritme de paging enviant els BRR a tota l’àrea de paging. Un cop rebut el 
BU, el HA reenvia el missatge capturat amb destí el MN mitjançant el túnel 
restablert prèviament. Aquest comportament el podem veure a la figura 4.16: 
 
first_msg_to_mn_dormant: aux 3ffe:100:0:0:2c0:9fff:fe78:6c8d 
first_msg_to_mn_dormant: He encontrado el mn! 
copy_buffer: Detectado paquete IPv6 dirigido a mn 
copy_buffer: Inserto el mensaje a enviar al mn 
copy_buffer: Mensaje insertado 
first_msg_to_mn_dormant: len_msg 104 
send_to_areapaging: ip6 bind_coa 3ffe:100:0:1d:2c0:9fff:fe78:6c8d 
send_to_areapaging: Reference: 0:0:0:0:3ffe:100:0:1d 
send_to_areapaging: Sending BRR to possible new CoA 
3ffe:100:0:1e:2c0:9fff:fe78:6c8d 
send_to_areapaging: Sending BRR to possible new CoA 
3ffe:100:0:1b:2c0:9fff:fe78:6c8d 
send_to_areapaging: Sending BRR to possible new CoA 
3ffe:100:0:1a:2c0:9fff:fe78:6c8d 
send_to_areapaging: Sending BRR to possible new CoA 
3ffe:100:0:14:2c0:9fff:fe78:6c8d 
send_to_areapaging: Sending BRR to possible new CoA 
3ffe:100:0:28:2c0:9fff:fe78:6c8d 
send_to_areapaging: Sending BRR to possible new CoA 
3ffe:100:0:29:2c0:9fff:fe78:6c8d 
mh_bu_parse: Binding Update Received 
ha_recv_bu: Home address    3ffe:100:0:0:2c0:9fff:fe78:6c8d 
ha_recv_bu: Estoy en ha_recv_bu dentro del if 
ha_recv_bu: aux    3ffe:100:0:0:2c0:9fff:fe78:6c8d 
ha_recv_bu: He recibido el bu!! 
tunnel_mod: modifying tunnel 17 end points with from 
3ffe:100:0:0:f100:0:0:1 to 3ffe:100:0:1d:2c0:9fff:fe78:6c8d 
__tunnel_mod: modified tunnel iface ip6tnl1 (17)from 
3ffe:100:0:0:f100:0:0:1 to 3ffe:100:0:1d:2c0:9fff:fe78:6c8d 
mh_send_ba: status 0 
mh_send: sending MH type 6 
from 3ffe:100:0:0:f100:0:0:1 
to 3ffe:100:0:0:2c0:9fff:fe78:6c8d 
mh_send: remote CoA 3ffe:100:0:1d:2c0:9fff:fe78:6c8d 
send_msg: iface 17 
send_msg: Datos enviados = 104 
delete_mn: He encontrado el mn!! 
delete_mn: MN borrado! 
 
Fig. 4.16 Traça de debug del HA al executar el procés de localització 
 
Aquest comportament és igual tant si el MN ha canviat de cel·la durant el temps 
en que es trobava en estat dormant, com si no. 
 
Per als casos CPPAG01.00 i CPPAG01.01, s’ha observat que el paquet 
ICMPv6 es retransmet correctament. A la figura 4.17 podem veure com aquest 
datagrama origina el mecanisme de paging i com després es reenvia al MN. 
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Fig. 4.17 Missatges BRR, BU i BAck del procés de localització 
 
A la banda del CN, aquest procés es fa totalment transparent per a ell, de 
manera que només s’observa un retard més elevat en el primer paquet: 
 
 
 
Fig. 4.18 Ping6 del CN 
 
De la mateixa manera, en els casos CPPAG01.02 i CPPAG01.03, on el tràfic 
generat pel CN és TCP, el HA es comporta igual, retransmeten el SYN al MN. 
En aquest cas, el CN tampoc és conscient d’aquest procés ja que el paquet 
SYN no es perd. 
 
 
 
Fig. 4.18 Retransmissió del SYN després del procés de paging 
 
 
4.2.5 CPKILL00 – El MN deixa d’estar registrat amb el HA 
 
En aquest cas s’han complert els resultats esperats. Tant si el MN ha canviat 
de cel·la mentre estava en estat dormant com si no, al enviar un BU amb 
Lifetime 0, el HA esborra el node de la Binding Cache i del llistat de nodes 
dormants. 
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Fig. 4.19 BU amb Lifetime 0 
 
Quan el HA rep aquest BU, independentment de la CoA i, per tant, de la cel·la 
on es troba el MN, borra tota la informació d’aquest i elimina el túnel. 
 
 
 
Fig. 4.20 Traça de debug del HA al rebre el BU amb Lifetime 0 
 
 
4.2.6 CPEFI00 – Prova d’eficiència 
 
La prova d’eficiència ha donat un resultat acceptable. 
 
En el cas CPEFI00.00 s’ha comprovat que el retard del primer paquet en el codi 
original es molt elevat. Això es degut a que en el moment que el HA rep per 
primer cop tràfic dirigit al MN, ha de modificar les regles d’encaminament del 
kernel per entunelar tots aquests paquets seguint la definició de MIPv6. 
 
 
 
Fig. 4.21 Ping6 del CN amb el dimoni original 
 
En el cas CPEFI00.01, el retard es veu duplicat degut a la comunicació afegida 
entre HA i MN per localitzar a aquest últim. En qualsevol cas, es troba en el 
mateix ordre de magnitud i com a valor relatiu al del codi original és totalment 
vàlid. 
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Fig. 4.22 Ping6 del CN amb el dimoni modificat 
 
En el cas CPEFI00.02 es comprova que també en el MN el retard del primer 
paquet és més elevat. De totes maneres, és menor que a la prova anàloga 
CPEFI00.00 amb el codi original. Aquest retard superior en el primer datagrama 
probablement sigui degut a la mateixa causa que en el cas anàleg: la 
modificació de les regles d’encaminament del kernel. 
 
 
 
Fig. 4.23 Ping6 del MN amb el dimoni original 
 
En el cas CPEFI00.03 es veu un increment en aquest temps del primer paquet 
respecte al cas anterior, però menor que la diferència obtinguda a la prova 
anàloga CPEFI00.01. 
 
 
 
Fig. 4.24 Ping6 del MN amb el dimoni modificat 
 
 
4.2.7 CPCAR00 – Prova de carga 
 
La prova de carga ha resultat satisfactòria. En el moment en que s’ha forçat al 
HA a localitzar a tota la població de MNs dormants (un total de 100), el HA ha 
generat tots els missatges BRR que s’esperaven. En aquest punt crític, l’ús de 
la CPU ha pujat considerablement, però no ha arribat al 100% en cap moment. 
 
En qualsevol cas, el MN real ha rebut el missatge de paging, ha contestat amb 
un BU, i el HA l’ha esborrat del llistat de nodes dormants. 
Testing de la implementació   49 
 
Els altres nodes, com eren virtuals, no han contestat i per tant el HA no ha fet 
cap acció relativa a ells: no els ha esborrat del llistat de nodes dormants ni els 
ha reenviat el paquet. 
 
Aquests nodes no esborrats, són eliminats un cop ha passat el Lifetime màxim i 
el HA no rep el BU periòdic. 
 
  
 
Fig. 4.25 Captura dels BRR durant el moment crític 
 
 
4.3 Taula de resultats 
 
Aquí es resumeixen els resultats de totes les proves:  
 
Taula 4.1. Resultats de les proves de mip6d modificat 
 
Id. Prova Descripció Resultat 
CPSTAT00 MN canvia a l’estat dormant OK 
CPSTAT00.00 El MN està rebent i enviant tràfic OK 
CPSTAT00.01 El MN està rebent tràfic OK 
CPSTAT00.02 El MN està enviant tràfic OK 
CPSTAT00.03 El MN no està enviant ni rebent tràfic OK 
CPSTAT01 MN canvia a l’estat actiu OK 
CPSTAT01.00 El MN no té tràfic per enviar ni rebre OK 
CPSTAT01.01 El MN té tràfic per enviar OK 
CPSTAT01.02 El MN té tràfic per rebre OK 
CPPAG00 MN canvia de cel·la OK 
CPPAG00.00 MN actiu canvia de cel·la OK 
CPPAG00.01 MN dormant canvia de cel·la OK 
CPPAG00.02 MN dormant canvia de cel·la i àrea de paging OK 
CPPAG01 Localització del MN dormant OK 
CPPAG01.00 Tràfic ICMPv6 dirigit al MN dormant que no s’ha mogut OK 
CPPAG01.01 Tràfic ICMPv6 dirigit al MN dormant que s’ha mogut OK 
CPPAG01.02 Tràfic TCP dirigit al MN dormant que no s’ha mogut OK 
CPPAG01.03 Tràfic TCP dirigit al MN dormant que s’ha mogut OK 
50                                                                    Xarxa cel·lular de 4G basada en IPv6: desenvolupament d’un demostrador 
CPKILL00 El MN deixa de registrar-se amb el HA OK 
CPKILL00.00 MN dormant no s’ha mogut i envia BU amb Lifetime 0 OK 
CPKILL00.01 MN dormant s’ha mogut i envia BU amb Lifetime 0 OK 
CPEFI00 Prova d’eficiència OK 
CPEFI00.00 Ping6 del CN amb el codi original OK 
CPEFI00.01 Ping6 del CN amb el codi modificat OK 
CPEFI00.02 Ping6 del MN amb el codi original OK 
CPEFI00.03 Ping6 del MN amb el codi modificat OK 
CPCAR00 Prova de carga OK 
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CAPÍTOL 5. Conclusions 
5.1 Fases del projecte i resultats obtinguts 
 
Aquest projecte ha passat per diferents fases que coincideixen amb les 
divisions dels capítols i annexes. 
 
En la primera fase es va estudiar els protocols IPv6 i MIPv6. Es va recopilar 
tota la informació necessària per entendre el funcionament d’aquests protocols 
per després analitzar de quina forma es podria modificar per complir els 
objectius del TFC. La informació recopilada es troba al capítol 1 i l’annex I. 
 
En una segona fase, es va muntar la xarxa IPv6, instal·lant el sistema operatiu 
en les diferents màquines que componen el demostrador per després dur a 
terme la configuració necessària. Tot aquest procés es recull a l’annex II. 
 
En la tercera fase, es va modificar el kernel i instal·lar el dimoni a les diferents 
màquines. Es van provar diferents configuracions per després dur a terme un 
seguit de proves per tal de comprovar el correcte funcionament del dimoni 
original. Aquest procés es troba a l’annex III. 
 
En una quarta fase, es van definir les modificacions que caldria implementar 
per a donar suport a nodes dormants i paging. Entre aquestes modificacions, 
es va contemplar la definició del flag Dormant als BU, així com manipulació del 
Lifetime quan els nodes canviessin al mode dormant. En aquest estat, el node 
deixaria d’avisar cada cop que canviés de xarxa per fer-ho només quan canviés 
d’àrea de paging. D’altra banda, es va definir que un node dormant canviaria a 
actiu en el moment que tingués tràfic per enviar o a petició del seu HA, en el 
cas que tingués tràfic per rebre. Per tant, el HA haurà de controlar aquest tràfic, 
avisar al node dormant amb missatges de paging dirigits a totes les xarxes de 
l’àrea de paging on es troba el node quan ho detecti, i reenviar el primer paquet 
per reduir l’impacte d’aquest procés. 
 
En una cinquena fase es va consultar el codi del dimoni i es van fer les 
modificacions necessàries. Aquesta va ser la fase més important del projecte i 
la més costosa. El dimoni té una gran quantitat de codi font, i la utilització de 
diversos threads feia impossible depurar l’execució per a entendre exactament 
les diferents parts del codi. D’altra banda, l’absència de comentaris en el codi 
feia més complicat encara aquest anàlisis. Després d’un estudi exhaustiu, es 
van localitzar els punts importants del codi gràcies a la nomenclatura utilitzada 
pels seus programadors i es va modificar els punts que ens interessaven. 
Aquest procés es recull al capítol 3. 
 
En la sisena fase es va sotmetre el dimoni modificat a un pla de proves que ens 
permetés trobar possibles bugs i validar-ho. Aquest procés es troba al capítol 4. 
 
Finalment, dir que s’han aconseguit complir l’objectiu d’aquest TFC. Per una 
banda, s’ha proposat una extensió del protocol MIPv6 que suporta nodes 
dormants amb paging i s’ha implementat en un dimoni per a linux. Per l’altra, 
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s’ha pogut construir un demostrador que ens ha permès validar aquesta 
implementació i que pot ser utilitzat en un futur per continuar desenvolupant en 
torn al protocol MIPv6. Destacar de tot això dos fets: la compatibilitat de la 
solució proposada i implementada amb el protocol MIPv6 actual, i el fet que la 
implementació realitzada és totalment operativa.   
 
 
5.2 Futurs desenvolupaments 
 
El codi desenvolupat és bastant estable i es considera una bona base per 
afegir-li algunes millores. 
 
En primer lloc, es podria modificar el temporitzador de canvi d’estat (T) per a 
que fos independent del de retransmissió del BU. D’aquesta forma 
aconseguiríem més eficiència al canviar a l’estat dormant just en el moment 
que es deixés de rebre o  enviar tràfic. 
 
Actualment la configuració del paràmetre de distància de threshold es fa 
mitjançant un arxiu de configuració a part (paging.conf). En un futur interessaria 
que aquest paràmetre es trobés a l’arxiu de configuració del dimoni, i que fos 
fixat pel HA. Per tant, mitjançant els missatges del protocol, el HA informaria al 
MN de la DT que ha d’utilitzar i que fins i tot pogués actualitzar el valor. Això 
podria fer-se definint una nova capçalera de mobilitat que s’inclouria en els 
missatges BU, BAck i/o BRR. 
 
Per altra banda, ara només es contempla la retransmissió del primer paquet per 
part del HA. Més endavant interessaria augmentar el buffer utilitzat per a cada 
node de forma que no es perdés cap datagrama de la comunicació entre CN i 
MN mentre aquest últim està en estat dormant. També interessaria reduir 
l’impacte que suposa el mecanisme de paging i retransmissió d’aquest paquet 
per al RTT de la comunicació. 
 
Com a possible millora també es podria utilitzar multicast per enviar els 
missatges de paging (BRR) a tota l’àrea de paging. No s’ha pogut implementar 
durant aquest TFC degut a problemes de compilació del codi existent de 
projectes anteriors. Probablement aquests problemes són deguts a 
compatibilitats entre distribucions de linux. 
 
També es podria afegir un sistema de retransmissions del missatge BRR per si 
aquest es perd. S’hauria de definir un temporitzador que controlés el temps 
màxim que esperaria el HA per rebre el BU del MN abans de tornar a enviar el 
BRR i el nombre màxim de vegades que es duria a terme la retransmissió. 
 
Per últim, s’ha implementat que si el HA suporta nodes dormants, que enviï el 
BAck amb el flag Dormant. Quedaria contemplar el cas en que el MN vulgui 
canviar a l’estat dormant però el seu HA no ho accepti. En aquesta situació, 
s’hauria de modificar el MN per a què no canvies a l’estat dormant al menys 
fins que es registrés amb un HA que si que ho suporti. 
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5.3 Impacte mediambiental del projecte 
 
L’impacte mediambiental d’aquest projecte ha estat mínim. Per a dissenyar el 
demostrador s’han utilitzat 5 PCs, dels quals s’han reutilitzat 3 PCs de projectes 
anteriors i s’han comprat dos de nous. Els dos PCs nous impliquen un consum 
de materials. Aquest és el punt més contaminant del projecte, seguit del 
consum d’energia durant el procés de desenvolupament. 
Per altra banda, el projecte està orientat a reduir el consum d’energia dels 
dispositius mòbils. Per tant, una implementació real del sistema desenvolupat 
afavoriria la sostenibilitat de les comunicacions mòbils. 
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ANNEX I. Implementacions de MIPv6 
I.1 Versions i requisits dels sistemes operatius 
 
I.1.1. Windows 
 
La universitat de Lancaster, encarregada de desenvolupar la versió de MIPv6 
per a la plataforma Windows, ofereix la següent informació: 
 
• Versió del projecte MIPv6: Release Candidate 4.1b 
• Versió de Windows suportada: Windows 2000 
 
Aquesta versió contempla el RFC 3775 (MIPv6) i va estar oberta al públic 
durant un temps a la pàgina http://research.microsoft.com/programs 
/europe/projects/MIPv6.asp però actualment ja no es troba. La web de la 
universitat de Lancaster és http://www.landmarc.net/start.htm. 
 
 
I.1.2. Linux 
 
La organització Mobile-IPv6 for Linux està desenvolupant la versió de MIPv6 
per a la plataforma Linux (MIPL). Actualment, el projecte es divideix en dues 
parts: l’espai d’usuari, des de on es pot configurar el protocol i els seus 
diferents paràmetres, i el patch del kernel, que modifica la base del sistema 
operatiu per a poder donar suport a MIPv6. A continuació s’enumera les 
versions més recents: 
 
• Versió de l’espai d’usuari del mòdul MIPv6: Mipv6-2.0.1 
• Versió del patch MIPv6 del kernel: Mipv6-2.0.1-linux-2.6.15 
• Versió del kernel suportada: Kernel 2.6.15 
 
La pàgina web de Mobile-IPv6 for Linux és http://www.mobile-ipv6.org/, i es pot 
obtenir el mòdul espai d’usuari des de http://www.mobile-
ipv6.org/software/download/mipv6-2.0.1.tar.gz mentre que el patch del kernel 
es troba a http://www.mobile-ipv6.org/software/download/mipv6-2.0.1-linux-
2.6.15.patch.gz. Aquest mòdul suporta els RFCs 3775 i 3776 (IPSec en MIPv6). 
 
 
I.1.3. BSD 
 
El grup de treball SHISA està desenvolupant la versió de MIPv6 per a la 
plataforma KAME, que ofereix suport a IPv6 en FreeBSD, NetBSD i OpenBSD. 
La versió de FreeBSD està més avançada que les de les altres, i ve integrada 
amb les últimes distribucions del sistema operatiu. Les versions són: 
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• Versió de l’última release de KAME:  
 
o kame-20060227-freebsd54-snap 
o kame-20060227-netbsd20-snap 
o kame-20060227-openbsd36-snap 
 
• Versió dels sistemes operatius: 
 
o FreeBSD 5.4 
o NetBSD 2.0 
o OpenBSD 3.6 
 
La pàgina web de Shisa és http://www.mobileip.jp/. Les diferents versions de la 
plataforma KAME s’obtenen via ftp des de ftp://ftp.kame.net/pub/kame/snap/ 
kame-20060227-freebsd54-snap.tgz, ftp://ftp.kame.net/pub/kame/snap/kame-
20060227-netbsd20-snap.tgz, i ftp://ftp.kame.net/pub/kame/snap/kame-
20060227-openbsd36-snap.tgz. Aquesta versió suporta els RFCs 3775, 3776, 
3963 (Network Mobility) i el draft draft-wakikawa-mobileip-multiplecoa-04.txt 
 
 
I.2 Estat de les implementacions de MIPv6 
 
Durant aquest treball s’han estudiat les diferents implementacions de MIPv6 
que ofereixen actualment els tres sistemes operatius més importants: Windows, 
Linux i BSD.  
 
Tots tres tenen una sèrie de mòduls desenvolupats que ofereixen les funcions 
de MIPv6. Tot i així, cadascuna de les propostes ens ofereix unes 
característiques diferents, tal i com mostra la següent taula comparativa, on 
podem veure les principals diferències entre les diverses versions. Cal dir que 
aquestes funcionalitats es troben en les últimes versions que més endavant es 
comenten. 
 
Taula 1.1. Comparativa de les implementacions de MIPv6 
Característica Windows Linux BSD 
Funcions de MN    
Funcions de HA    
Funcions de CN    
Disseny modular del CN, HA i MN   Diferents 
dimonis 
Tunneling IPv6    
IPSec    
IPSec entre HA i MN    
Return Routability    
Transmissió Binding Update    
Transmissió Binding ACK    
Transmissió Binding NACK    
Transmissió Binding Request    
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Característica Windows Linux BSD 
Implementa Binding cache    
Implementa Binding Update List    
Configuració del paràmetre Binding 
Lifetime (en HA i MN) 
   
Route Optimitation    
Route Optimitation entre MNs    
Duplicate Address Detection (DAD)    
DAD per a adreces global i link    
Neighbor Unreachibility Detection (NUD)    
Mobile Prefix Advertisement solicitats o no    
Mobil Prefix Solicitations    
DHAAD    
Detecció de moviment    
Implementació de múltiples home-address    
Implementació de múltiples care-of addr.    
Reconfiguració d’interfícies    
Interfície gràfica de configuració    
Registre de informació persistent de home-
address 
   
Implementa Network Mobility (NEMO – 
RFC 3963) 
   
Implementa Hierarchical MIPv6 (HMIPv6 –  
RFC 4140) 
   
Implementa Fast Handovers per a MIPv6 
(FMIPv6 – RFC 4260) 
 En 
procés 
En 
procés 
 
 
Cal dir que la versió de linux (mipl2.0) no implementa directament el RFC 3963 
(NEMO) ni el 4140 (HMIPv6) si no que es necessiten uns nous patchs de 
kernel i instal·lar uns mòduls específics per a donar suport a aquestes 
funcionalitats. Aquests mòduls es poden trobar a la pàgina de MIPL2.0 (veure 
apartat I.1.2 d’aquest annex). 
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ANNEX II. Xarxa IPv6: configuració 
II.1. Topologia de la xarxa IPv6 
 
Per dur a terme el demostrador, hem muntat una xarxa IPv6 amb la topologia 
adequada. S’han utilitzat cinc terminals per configurar l’escenari desitjat, 
adreçant les seves interfícies tal i com mostra la figura: 
 
 
Node B
Node C
Node D Node E
ETH0 Node B: 
3ffe:100:0:1:f100::3
ETH0 Node A: 
3ffe:100:0:0:f100::1
ETH3 Node C: 
3ffe:100:0:0:f100::2
ETH0 Node C: 
3ffe:100:0:3:f100::8
ETH2 Node E: 
3ffe:100:0:3:f100::7
ETH2 Node C: 
3ffe:100:0:1:f100::4
ETH1 Node C: 
3ffe:100:0:2:f100::6
ETH2 Node D: 
3ffe:100:0:2:f100::5
ETH0 Node D: 
3ffe:100:0:4:f100::9
ETH0 Node E: 
3ffe:100:0:4:f100::10
Node A
 
 
  Fig. 2.1 Adreçament i topologia de la xarxa IPv6 
 
Les adreces utilitzades són d’àmbit Global-local i tenen un prefix de xarxa de 64 
bits. Tot i que, per definició, les adreces Site-local són les adequades per al 
projecte, que necessita configurar una “zona” IPv6, s’han hagut d’utilitzar 
adreces globals perquè el dimoni de MIPv6 només accepta aquestes. 
 
 
II.1.1. Característiques hardware i software  
 
La nostra xarxa està formada per 5 PCs diferents com ja hem comentat. 
Cadascun d’ells té unes característiques pròpies, com la CPU, la memòria RAM 
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i el tipus i nombre de targetes de xarxa. Totes aquestes dades és important 
tenir-les presents ja que en algun moment poden influir en el comportament de 
la maqueta i condicionar els resultats obtinguts. D’altra banda, la part software, 
com la versió del SO utilitzat i els controladors de les targetes de xarxa, juga 
també un paper molt important en el rendiment i el procés de configuració del 
demostrador. La següent taula recull tota aquesta informació: 
 
Taula 2.1. Característiques tècniques dels PCs utilitzats 
 
Node A  
CPU Intel(R) Pentium(R) 4 CPU 3.00GHz 
Targeta ETH0 Realtek Semiconductor Co., Ltd. RT8139 
Versió del SO Fedora Core 4 kernel 2.6.15 
Controlador ETH0 Realtek Semiconductor Co., Ltd. RTL-8139/8139C/8139C+ (rev 10) 
Node B 
CPU Intel(R) Pentium(R) 4 CPU 1.60GHz 
Targeta ETH0 Broadcom Corporation: device 8401 
Versió del SO Fedora Core 4 kernel 2.6.15 
Controlador ETH0 Broadcom Corporation BCM4401 100Base-T (rev 01) 
Node C 
CPU Intel(R) Pentium(R) 4 CPU 1.80GHz 
Targeta ETH0 3Com Corporation 3C905C-TX Fast Etherlink for PC Management NIC 
Targeta ETH1 3Com Corporation 3C905C-TX Fast Etherlink for PC Management NIC 
Targeta ETH2 3Com Corporation 3C905B Fast Etherlink XL 10/100 
Targeta ETH3 3Com Corporation 3C905C-TX Fast Etherlink for PC Management NIC 
Versió del SO Fedora Core 4 kernel 2.6.15 
Controlador ETH0 3Com Corporation 3c905C-TX/TX-M [Tornado] (rev 78) 
Controlador ETH1 3Com Corporation 3c905C-TX/TX-M [Tornado] (rev 78) 
Controlador ETH2 3Com Corporation 3c905B 100BaseTX [Cyclone] (rev 64) 
Controlador ETH3 3Com Corporation 3c905C-TX/TX-M [Tornado] (rev 78) 
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Node D 
CPU Intel(R) Pentium(R) 4 CPU 3.00GHz 
Targeta ETH0 D-Link System Inc DFE-538TX 10/100 Ethernet Adapter
Targeta ETH2 ASUSTeK Computer Inc.: device 811d 
Versió del SO Fedora Core 4 kernel 2.6.15 
Controlador ETH0 D-Link System Inc RTL8139 Ethernet (rev 10) 
Controlador ETH2 Intel Corporation 82541GI/PI Gigabit Ethernet Controller (rev 05) 
Node E 
CPU Intel(R) Pentium(R) 4 CPU 3.00GHz 
Targeta ETH0 D-Link System Inc DFE-538TX 10/100 Ethernet Adapter
Targeta ETH2 ASUSTeK Computer Inc.: device 811d 
Versió del SO Fedora Core 4 kernel 2.6.15 
Controlador ETH0 D-Link System Inc RTL8139 Ethernet (rev 10) 
Controlador ETH2 Intel Corporation 82541GI/PI Gigabit Ethernet Controller (rev 05) 
 
La nostra xarxa està dissenyada per a que sigui simètrica en quant a software i 
hardware implicat en la part Node C – Node D – Node E. Per aquest motiu s’ha 
escollit com a ETH0 i ETH1 de Node C dues targetes idèntiques. El mateix 
motiu mou a escollir les targes dels nodes D i E. D’aquesta forma minimitzem el 
impacte de les diferències entre targetes i controladors de xarxa que es donen 
en aquest context. 
 
 
 
  Fig. 2.2 Fotografia del demostrador 
 
Xarxa IPv6 : configuració     63 
 
II.2. Configuració de la xarxa IPv6 
 
II.2.1. Configuració de l’adreçament  
 
Tot el demostrador està configurat amb adreces estàtiques. Per a dur a terme 
aquesta configuració, s’ha de modificar els arxius del sistema operatiu que 
estableixen les característiques del protocol IPv6.  
 
 
II.2.1.1. Network 
 
El primer arxiu a editar és el fitxer de les opcions generals del protocol IPv6 
(/etc/sysconfig/network). Les línies que s’han d’agregar són: 
 
NETWORKING_IPV6=yes // Activa el protocol de xarxa IPv6 
 
IPV6INIT=yes //Activa la inicialització de les interfícies i 
//l’autocofiguració de les seves adreces IPv6 
//locals 
 
En els nodes que actuen com a enrutadors (Node B, Node C, Node D, Node E), 
també consten les següents opcions: 
 
IPV6FORWARDING=yes //Activa el reenviament de paquets IPv6 a 
//través de les seves interfícies 
 
IPV6_ROUTER=yes //Activa el comportament del node com a 
//router (amb totes les implicacions que té al 
//protocol IPv6) i és necessari per activar 
//dimonis com el radvd. 
 
 
II.2.1.2. Ifcfg-ethx 
 
El següent arxiu a configurar es troba en /etc/sysconfig/network-scripts/ifcfg-
ethx (on x és el nombre d’interfície). Permet definir les opcions particulars de 
cada interfície. Els paràmetres configurats són: 
 
ONBOOT=yes   //Activa la interfície amb l’inici del sistema. 
 
IPV6INIT=yes //Inicialitza el protocol IPv6 en aquesta 
//interfície. 
 
IPV6ADDR="a:b:c:d::e/x" //Defineix la adreça IPv6 estàtica que 
//identificarà la interfície. 
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II.2.2. Configuració del dimoni radvd 
 
Els conjunt de nodes que actuen com a routers abans comentats, han 
d’anunciar-se a la xarxa com a tals. Tal i com defineix el protocol IPv6, els 
enrutadors han d’anunciar el prefix de la xarxa així com la adreça IP de la seva 
interfície periòdicament mitjançant routers advertisements. Mitjançant aquests 
missatges (que poden ser resposta d’un router solicitation o no haver-se 
sol·licitat), els equips que es connecten a aquesta xarxa poden autoconfigurar 
la seva adreça IPv6 única. Ho fan mitjançant el prefix de xarxa anunciat i un 
identificador d’interfície que es genera a partir de la adreça MAC. 
 
El dimoni radvd s’encarrega de difondre els missatges router advertisements 
periòdicament o quan són sol·licitats. Aquest dimoni es configura a partir del 
fitxer /etc/radvd.conf. Els paràmetres configurats en aquest demostrador són: 
 
interface ethx //Nom de la interfície per la qual es difondrà 
els routers advertisements. 
{ 
 AdvSendAdvert on; //Activa l’enviament del missatges. 
MinRtrAdvInterval 3; //Interval mínim entre missatges. 
 MaxRtrAdvInterval 10; //Interval màxim entre missatges. 
prefix a:b:c:d::/x //Prefix de xarxa o adreça del router que 
//s’anunciarà 
 { 
AdvOnLink on; //Indica que el prefix pot ser utilitzat per 
//determinar l’enllaç 
AdvAutonomous on; //Indica que el prefix pot ser utilitzat per 
//autoconfigurar adreces 
AdvRouterAddr on; //Activa la difusió de l’adreça IPv6 de la 
//interfície 
 }; 
}; 
 
Amb la comanda radvd o service radvd start s’activa el dimoni. Si volem que el 
daemon mostri missatges de debug per la sortida estàndar d’errors podem 
activar el dimoni amb la comanda: 
 
# radvd –m stderr 
 
 
II.2.3. Configuració de les rutes estàtiques 
 
Per tal de simplificar el demostrador, s’han utilitzat rutes estàtiques per crear 
les taules d’encaminament dels routers i donar connectivitat a tota la xarxa.  
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Per fer-ho s’ha utilitzat la comanda route que ens permet editar les taules 
d’encaminament. En concret hem utilitzat la següent instrucció: 
 
# route –A inet6 add a:b:c:d::/x gw e:f:g:h::i dev ethx 
 
On –A inet6 determina que la ruta pertany al protocol IPv6, add agrega la 
següent xarxa a la taula d’encaminament (a:b:c:d::/x), gw agrega la porta 
d’enllaç a utilitzar per arribar a aquesta xarxa (la interfície amb adreça IPv6 
e:f:g:h::i del router que actuarà com a next hop), i dev indica la interfície local 
per la qual s’ha de redirigir el tràfic destinat a aquesta xarxa (ethx). 
 
Per cada node de la xarxa s’han agregat les rutes cap a la xarxes que no estan 
directament connectades a les seves interfícies. 
 
 
II.3. Proves de configuració IPv6 
 
Per comprovar la correcta configuració de la xarxa IPv6 s’han dut a terme una 
sèrie de proves de connectivitat i autoconfiguració d’adreces. D’aquesta 
manera s’ha validat la configuració d’adreces i rutes (connectivitat) i la 
configuració del dimoni radvd (autoconfiguració). Per les proves de 
connectivitat s’ha utilitzat l’eina ping6 (anàloga a la comanda ping però sobre 
IPv6 i ICMPv6), i per la prova d’autoconfiguració s’ha utilitzat un nou node 
(portàtil) que es connecta a les diferents xarxes del demostrador i es forma una 
adreça IPv6. 
 
Els casos de prova i els resultats obtinguts queden reflectits en la taula 2.2: 
 
Taula 2.2. Resultats de les proves de configuració d’IPv6 
 
Id. Prova Descripció Resultat Comentaris 
CPPING00 Connectivitat del Node A amb els altres nodes OK 
S’han comprovat la 
connectivitat des de totes 
les interfícies (interf.) de 
A amb totes les 
interfícies dels altres 
nodes 
CPPING00.00 Connectivitat amb Node B OK  
CPPING00.01 Connectivitat amb Node C OK  
CPPING00.02 Connectivitat amb Node D OK  
CPPING00.03 Connectivitat amb Node E OK  
CPPING01 Connectivitat del Node B amb els altres nodes OK 
S’han comprovat la 
connectivitat des de totes 
les interf. de B amb totes 
les interfícies dels altres 
nodes 
CPPING01.00 Connectivitat amb Node A OK  
CPPING01.01 Connectivitat amb Node C OK  
CPPING01.02 Connectivitat amb Node D OK  
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CPPING01.03 Connectivitat amb Node E OK  
CPPING02 Connectivitat del Node C amb els altres nodes OK 
S’han comprovat la 
connectivitat des de totes 
les interf. de C amb totes 
les interfícies dels altres 
nodes 
CPPING02.00 Connectivitat amb Node A OK  
CPPING02.01 Connectivitat amb Node B OK  
CPPING02.02 Connectivitat amb Node D OK  
CPPING02.03 Connectivitat amb Node E OK  
CPPING03 Connectivitat del Node D amb els altres nodes OK 
S’han comprovat la 
connectivitat des de totes 
les interf. de D amb totes 
les interfícies dels altres 
nodes 
CPPING03.00 Connectivitat amb Node A OK  
CPPING03.01 Connectivitat amb Node B OK  
CPPING03.02 Connectivitat amb Node C OK  
CPPING03.03 Connectivitat amb Node E OK  
CPPING04 Connectivitat del Node E amb els altres nodes OK 
S’han comprovat la 
connectivitat des de totes 
les interf. de E amb totes 
les interfícies dels altres 
nodes 
CPPING04.00 Connectivitat amb Node B OK  
CPPING04.01 Connectivitat amb Node C OK  
CPPING04.02 Connectivitat amb Node D OK  
CPPING04.03 Connectivitat amb Node E OK  
CPAUTO00 Autoconfiguració d’un nou terminal OK 
S’han comprovat la 
correcta auto-
configuració d’un nou 
node a la xarxa 
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ANNEX III. MIPv6: configuració i proves 
III.1. Topologia de la xarxa MIPv6 
 
El següent dibuix mostra la topologia de la xarxa IPv6 comentat a l’annex 2 
però ara modificada per configurar l’escenari que utilitzarem per provar MIPv6: 
 
Correspondent Node
Paging
Agent
Access 
Router 1
Access 
Router 2
ETH0 CN: 
3ffe:100:0:1:f100::3
ETH0 HA: 
3ffe:100:0:0:f100::1
ETH3 PA: 
3ffe:100:0:0:f100::2
ETH0 PA: 
3ffe:100:0:3:f100::8
ETH2 AR2: 
3ffe:100:0:3:f100::7
ETH2 PA: 
3ffe:100:0:1:f100::4
ETH1 PA: 
3ffe:100:0:2:f100::6
ETH2 AR1: 
3ffe:100:0:2:f100::5
ETH0 AR2: 
3ffe:100:0:4:f100::9
ETH0 AR2: 
3ffe:100:0:4:f100::10
Home Agent
Mobile Node
ETH1 AR1: 
3ffe:100:0:5:f100::11
ETH1 AR2: 
3ffe:100:0:6:f100::12
 
 
  Fig. 3.1 Adreçament i topologia de la xarxa IPv6 amb MIPv6 
  
La figura mostra el rol que tindrà cada node dins del demostrador. Apareix un 
nou terminal, el Mobile Node, que es connectarà a la xarxa a través dels 
access routers (ARs). Aquests estan connectats al Paging Agent (PA), així com 
el Home Agent (HA) i el Correspondent Node (CN). Per tant, el Paging Agent 
veurà tot el tràfic entre el MN i el HA i entre el CN i el MN. Això ens permetrà 
implementar en aquest node les modificacions necessàries per donar suport al 
paging IP.  
 
També apareixen dues noves xarxes: la xarxa a la que està connectada la eth1 
del AR1 i la que està connectada a la eth1 del AR2.  Aquestes interfícies són 
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idèntiques a les interfícies eth0 d’ambdós nodes en quant a característiques 
hardware i software (veure annex II apartat II.1.1).  
 
 
III.2. Instal·lació de mip6d  
 
La implementació utilitzada durant el projecte ha estat la desenvolupada per la 
organització Mobile-IPv6 for Linux. La versió utilitzada ha estat la 2.0.1, 
compatible amb el kernel 2.6.15.  
 
Aquesta versió està dividida en dues parts: un patch de kernel que modifica la 
implementació IPv6 inclosa en aquest (mipv6-2.0.1-linux-2.6.15.patch.gz), i un 
dimoni que actua i es configura en el user space (mipv6-2.0.1.tar.gz).  
 
 
III.2.1. Modificació del kernel 
 
El primer pas del procés d’instal·lació es aplicar el patch i recompilar el kernel. 
Per dur a terme això s’ha d’extreure el patch del fitxer comprimit .gz: 
 
# gunzip mipv6-2.0.1-linux-2.6.15.patch.gz 
 
Aquesta comanda descomprimeix el fitxer i genera el patch mipv6-2.0.1-linux-
2.6.15.patch. Aquest fitxer s’haurà de copiar al directori on es troba el codi font 
del kernel (normalment /usr/src/linux/) En aquest moment ja podem aplicar el 
patch: 
 
# patch –p1 < mipv6-2.0.1-linux-2.6.15.patch 
 
Un cop aplicat el patch, s’ha de comprovar la configuració del kernel abans de 
compilar-lo. En el fitxer comprimit mipv6-2.0.1.tar.gz hi ha un script 
(chkconf_kernel.sh) que comprova la configuració actual i ens informa dels 
paràmetres que s’han de modificar o crear nous. A l’script hem de passar-li la 
ruta al codi font que utilitzarem: 
 
# ./chkconf_kernel.sh /usr/src/linux/ 
 
Els paràmetres més importants que necessita configurar respecte al model de 
configuració predeterminada del kernel 2.6.15 són: 
 
CONFIG_IPV6=y //Activa la implementació del protocol IPv6. Té 
//el valor m (mòdul) predeterminat. 
CONFIG_IPV6_MIP6=y //Activa la implementació del protocol IPv6. Es 
//un paràmetre nou.  
CONFIG_IPV6_TUNNEL=y //Activa la opció d’encapsular paquets IPv6 en 
//paquets IPv6. Es nou. 
CONFIG_IPV6_ADVANCED_ROUTER=y //Activa el suport de router IPv6 
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CONFIG_IPV6_MULTIPLE_TABLES=y //Activa el suport a diferents 
//taules d’informació sobre IPv6 
//(BUL, rutes...). Es nou. 
CONFIG_IPV6_SUBTREES=y  //Activa les sub-branques de IPv6. Es 
//nou. 
CONFIG_INET6_ESP=y  //Activa el suport a IPsec en IPv6. Té el 
//valor m predeterminat. 
CONFIG_XFRM_ENHANCEMENT=y //Activa la opció de modificar 
//l’arquitectura de xarxa de linux. Es 
//nou. 
CONFIG_NET_KEY=y  //Activa el xifrat en xarxa. M per 
//defecte. 
CONFIG_NET_KEY_MIGRATE=y //Activa la opció de canvi de claus de 
//xifrat en xarxa. 
 
Un cop fetes aquestes modificacions, ja podem compilar el kernel. Les 
comandes que s’utilitzen són: 
 
# make clean  //Borra els arxius de compilacions anteriors. 
# make bzImage  //Compila el kernel. 
# make modules  //Compila els mòduls del kernel. 
# make modules_install //Instal·la els mòduls del kernel. 
# make install //Instal·la el nou kernel compilat i modifica el gestor 
//d’arrancada creant l’opció d’iniciar aquest nou 
//kernel. 
 
En aquest moment ja podem iniciar el nou kernel i continuar la instal·lació del 
dimoni mip6d. 
 
 
III.2.2. Instal·lació del dimoni mip6d 
 
Després de modificar i recompilar el kernel per adaptar-lo al protocol MIPv6, 
hem d’instal·lar el dimoni mip6d que s’encarregarà de gestionar i dur a terme 
les funcions definides en el protocol. 
 
En primer lloc hem de descomprimir el paquet que conté els arxius d’instal·lació 
i el codi font. Aquest paquet està comprimit en forma .tar i .gz, per tant 
utilitzarem: 
 
# gunzip mipv6-2.0.1.tar.gz 
# tar –zxvf mipv6-2.0.1.tar 
 
Aquestes dues comandes creen el directori mipv6-2.0.1. Seguidament s’ha 
d’executar l’script ./configure que conté aquest directori passant-li com a 
paràmetre la ubicació del codi font del kernel compilat. Aquest script configura 
el Makefile a partir d’aquesta informació: 
 
# CPPFLAGS=’-isystem /usr/src/linux/include’ ./configure  
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Un cop configurat el Makefile ja podem compilar e instal·lar el dimoni: 
 
# make 
# make install 
 
En aquest moment ja podrem iniciar el dimoni cridant-lo des de la shell amb la 
comanda mip6d. 
 
 
III.3. Configuració de mip6d  
 
L’avantatge d’utilitzar la versió de MIPv6 que ofereix linux es que la majoria 
dels paràmetres importants del protocol es poden configurar des del user 
space. 
 
L’arxiu de configuració per defecte es troba a /usr/local/etc/mip6d.conf. Els 
paràmetres que permet configurar es poden subdividir en paràmetres comuns, 
paràmetres comuns al HA i al MN, paràmetres del HA i paràmetres del MN: 
 
Taula 3.1. Paràmetres configurables del dimoni mip6d 
 
Paràmetres Opcions Descripció 
Paràmetres comuns 
NodeConfig CN | HA | MN Fixa el rol del node dins del 
protocol MIPv6. 
DebugLevel 0-10 (10 màxim) Activa la informació en temps 
real del dimoni per pantalla. 
DoRouteOptimizationCN Enabled | Disabled Activa el mecanisme de Route 
Optimization amb els MN 
Paràmetres comuns al HA i al MN 
Interface  “Name” (“ethx”) 
MnIfPreference 
IfType 
Indica la interfície que 
s’utilitzarà pel protocol 
UseMnHaIPsec Enabled | Disabled Activa la opció d’utilitzar IPsec 
per protegir la senyalització 
entre HA i MN 
KeyMngMobCapability Enabled | Disabled Activa la utilització de claus 
dinàmiques per protegir la 
senyalització 
IPsecPolicySet HomeAgentAddress
HomeAddress 
IPsecPolicy 
Defineix la política de seguretat 
de la comunicació per a cada 
HA i HoA 
Paràmetres del HA 
HaMaxBindingLife Number (segons) Limita el temps màxim durant el 
qual és vàlid un BU d’un MN 
SendMobPfxAdvs Enabled | Disabled Activa l’enviament de missatges 
Mobile Prefix Advertisement als 
MN 
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SendUnsolMobPfxAdvs Enabled | Disabled Activa l’enviament de MP 
Advertisements periódicament. 
MinMobPfxAdvInterval Number (segons) Indica l’interval mínim entre 
transmissions de MP 
Advertisements. 
MaxMobPfxAdvInterval Number (segons) Indica l’interval mínim entre 
transmissions de MP 
Advertisements. 
BindingAclPolicy 
address 
Allow | Deny Defineix el comportament del 
HA amb un MN determinat per 
address.  
DefaultBindingAclPolicy Allow | Deny Defineix el comportament per 
defecte del HA en quant a 
acceptació de BU. 
Paràmetres del MN 
MnMaxHaBindingLife Number (segons) Indica el temps màxim durant el 
qual són vàlids els BU amb el 
HA 
MnMaxCnBindingLife Number (segons) Indica el temps màxim durant el 
qual són vàlids els BU amb els 
CNs 
MnDiscardHaParamProb Enabled | Disabled Activa la opció d’ignorar els 
paquets ICMPv6 de problemes 
amb els paràmetres del BU del 
HA. Evita atacs de DoS  
SendMobPfxSols Enabled | Disabled Activa la transmissió de 
missatges Mobile Prefix 
Solicitations al HA 
DoRouteOptimizationMN Enabled | Disabled Activa el mecanisme Route 
Optimization amb els CNs 
MnUseAllInterfaces Enabled | Disabled Indica que totes les interfícies 
s’utilitzaran per a la mobilitat. 
UseCnBuAck Enabled | Disable Indica si s’utilitzarà el bit d’ACK 
dels BU amb els CNs. 
MnRouterProbes Number Fixa el nombre de cops que 
s’enviaran probes de NUD 
abans d’assumir que no hi ha 
connectivitat amb un router. 
MnRouterProbeTimeout Number (segons) Fixa el temps durant el qual es 
realitzarà el NUD 
MnHomeLink “name” HomeAddress 
HomeAgentAddress
MnRoPolicy 
Informació del HA, la HoA i la 
política d’utilització de Router 
Optimization en un home link 
definit estàticament. 
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III.3.1. Modificació de la configuració del radvd del HA 
 
Tal i com defineix el protocol MIPv6, els HA han d’anunciar-se com a tals 
mitjançant els RtAdvs. D’aquesta manera ofereix als MNs la possibilitat 
d’utilitzar DHAAD. 
 
El dimoni radvd permet la configuració d’aquests missatges tenint en compte 
aquestes especificacions. Els paràmetres involucrats es defineixen en l’arxiu 
/etc/radvd.conf dins del mòdul de la interfície per la qual anunciarem el HA 
(veure apartat II.2.2 de l’annex II). Aquestes opcions són: 
 
AdvHomeAgentFlag on; //Activa l’enviament del flag del RtAdv que 
//identifica el router com a HA. 
AdvHomeAgentInfo on; //Activa l’enviament de la opció ICMPv6 que 
//informa de la preferència del HA i el temps 
//que aquest router actuarà com a tal. 
AdvIntervalOpt on; //Activa l’enviament de la opció ICMPv6 que 
//informa de l’interval entre RtAdv consecutius. 
HomeAgentPreference 10; //Fixa la preferència del router com a HA. 
//Aquesta preferència influirà en l’elecció del 
//HA per part del MN en cas d’haver-hi més 
//d’un HA. 
 
En la següent figura podem observar com queda el missatge RtAdv després 
d’haver dut a terme la nova configuració: 
 
 
 
Fig. 3.2 Missatge Router Advertisement del HA 
 
III.4. Anàlisi del funcionament de mip6d  
 
A continuació comentarem els trets més importants del comportament del 
dimoni creant una sèrie de situacions que es contemplen al protocol MIPv6. En 
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qualsevol cas, l’actuació del dimoni depèn del rol que assumeix cada node: CN, 
HA o MN. 
 
 
III.4.1. Arrencar el dimoni 
 
Tal i com hem comentat a l’apartat III.2 d’aquest annex, el dimoni s’activa amb 
la comanda: 
 
# mip6d 
 
Si fixem el paràmetre DebugLevel de forma que sigui diferent a 0, el dimoni 
s’executarà bloquejant la shell i mostrant missatges d’estat per pantalla. 
 
 
 
 
Fig. 3.3 Inici del dimoni mip6d al HA 
 
 
La figura 3.3 mostra l’inici del dimoni en el node configurat com a HA. Els 
primers missatges de Debug mostren la configuració que el dimoni recull de 
l’arxiu mip6d.conf. Seguidament es carreguen els estats i les polítiques de 
seguretat. Finalment s’uneix al grup anicast que porta el prefix de xarxa del HA 
i l’identificador fdff:ffff:ffff:fffe. 
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Fig. 3.4 Inici del dimoni mip6d en el MN 
 
La figura 3.4 mostra l’inici del dimoni mip6d en el node MN. Els primers 
missatges mostren la configuració i la inicialització de les polítiques de 
seguretat. A continuació, el MN registra la informació de la HoA i del HA (en el 
cas de que es configuri estàticament. Si no, aquesta informació la obtindrà 
mitjançant DHAAD). Seguidament es crearà el túnel amb el HA. Aquest túnel 
es pot consultar amb la comanda ifconfig, i normalment porta l’identificador 
ip6tnl. L’adreça d’aquesta interfície virtual serà la HoA. 
 
Un cop obtinguda tota la informació necessària per al MN, es passa a notificar-
se a la xarxa. En primer lloc es descobreix un enllaç en una de les interfícies i 
seguidament s’autoconfigura una adreça IPv6 única i una porta d’enllaç (a partir 
dels missatges router advertisements que envia radvd en els nodes routers). Si 
la adreça configurada no correspon al home link, s’anuncia al HA de la nova 
CoA amb un missatge Binding Update. 
 
En el node CN el dimoni no actua de forma especial a l’inicialitzar-se ja que és 
un node passiu que no entra en joc fins que no rep missatges d’un MN 
configurat per dur a terme Route Optimization amb els CNs. 
 
 
III.4.2. MN canvia de xarxa: traspàs 
 
MIPv6 : configuració i proves     75 
En el moment que el MN canvia de xarxa (connectant amb un altre AR), el 
dimoni assumeix el canvi després de comprovar que no hi ha connectivitat amb 
la porta d’enllaç antiga, i que s’estan rebent router advertisements amb un 
prefix de xarxa diferent.  
 
Un cop rebut aquest router advertisement, el MN ja pot autoconfigurar-se una 
nova adreça i escollir la porta d’enllaç adequada. Després d’aquest procés, el 
MN ha d’informar al seu HA del canvi de la seva CoA a través d’un missatge 
Binding Update. 
 
 
 
Fig. 3.5 Missatge Binding Update 
 
En aquest missatge, el MN informa al seu HA de la nova CoA (mitjançant una 
opció de mobilitat), i del temps durant el qual és vàlida aquesta informació 
(Binding Lifetime). El HA rep aquest missatge i guarda la informació a la seva 
Binding Update List (BUL): 
 
 
 
Fig. 3.6 Recepció del BU al HA 
 
Un cop el HA rep el BU, respon amb un ACK fixant el Lifetime definitiu (que pot 
ser igual que l’anunciat pel MN o diferent, si així s’ha configurat el HA). Quan el 
MN rebi aquest ACK, actualitzarà la seva taula BUL amb la informació del 
moment en el qual ha de tornar a informar al seu HA del seu estat amb un BU. 
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Fig. 3.7 Actualització de la BUL al MN 
 
Tot aquest procés afecta a les possibles connexions que tingui establertes el 
MN: durant aquest handover hi haurà un temps durant el qual no rebrà 
informació. Això es degut al temps que passa des de que el MN assumeix que 
ha perdut la connectivitat amb la xarxa original fins al moment en que rep el BU 
ACK del seu HA. La següent figura mostra la seqüència de missatges que 
genera un ping6 al MN. Es pot observar com hi ha un salt en el nombre de 
seqüència i un percentatge de paquets perduts provocats en el moment que el 
MN canvia de xarxa: 
 
 
 
Fig. 3.8 Efecte del handover en la connectivitat 
 
Per veure l’impacte de aquests handovers en les comunicacions del MN s’ha 
dut a terme una prova utilitzant una eina que ha desenvolupat la organització 
Bull Open Source per testejar aquests efectes en el protocol MIPv6. La pàgina 
d’aquesta organització és http://www.bull.com/ i l’eina de testing que s’ha 
utilitzat es troba a http://www.bullopensource.org/mipv6/tester.php.  
Handover 
del MN 
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L’eina s’executa alhora en els dos extrems de la comunicació (en el nostre cas 
hem escollit el CN i el MN), en un com a servidor i en l’altre com a client. 
L’aplicació utilitza tres fluxes de tràfic (un TCP bidireccional, i dos UDP 
unidireccionals) i genera estadístiques del temps durant el qual es produeix el 
handover. 
 
Aquestes estadístiques ens han mostrat uns handovers entre 6 i 18 segons, en 
mitjana uns 10 segons, temps que es coherent amb el que es pot veure a la 
seqüència de paquets ICMPv6 del ping6, on cada handover provoca la pèrdua 
d’uns 10 paquets (amb ping6 configurat per enviar 1 paquet per segon. En 
qualsevol cas, aquest temps dependrà en gran manera del temps entre RtAdv, 
amb els quals el MN s’adona que ha canviat de xarxa. També s’ha pogut 
observar que les connexions TCP triguen una mica més de temps en restaurar-
se en les mateixes condicions, però la diferència amb UDP és mínima. 
 
Per últim, s’ha comprovat que quan el MN es connecta a la home link, anuncia 
la seva tornada al HA enviant un BU amb Lifetime igual a 0. 
 
 
III.4.3. Route Optimization (RO) 
 
El dimoni mip6d ofereix la possibilitat de dur a terme el mecanisme Route 
Optimization amb tots els CNs o de manera selectiva amb uns quants definits 
per la seva adreça IPv6. 
 
El procés de comunicació entre el CN i el MN sense route optimization es basa 
en la recepció per part del HA dels paquets destinats al MN i l’encapsulament i 
reenviament d’aquests paquets cap a l’adreça CoA del MN. La següent figura 
mostra un paquet icmp destinat al MN que es rebut pel HA ja que els routers 
del demostrador han dirigit el paquet amb adreça destí la HoA del MN cap al 
home link: 
  
 
 
Fig. 3.9 Paquet enviat pel CN cap al MN sense RO 
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Un cop el HA rep aquest paquet, el retransmeteix encapsulat amb adreça destí 
la CoA del MN i adreça origen la del HA. Aquest procés es mostra en la figura 
3.9. 
 
Per activar el procés de route optimization s’han de configurar a enabled els 
paràmetres DoRouteOptimizationCN al CN i DoRouteOptimizationMN al MN. 
 
Un cop configurat el dimoni, el mecanisme s’activarà en el moment de que rebi 
un missatge d’un CN. El MN enviarà un BU al CN solicitant la confirmació de 
recepció. Si el CN respon amb un ACK, el MN asumirà que el CN admet RO. 
 
 
 
Fig. 3.10 Paquet encapsulta pel HA cap al MN 
 
La figura 3.11 mostra el procés que s’inicia quan el MN comença a rebre cert 
tràfic des del CN. En primer lloc es dur a terme el mecanisme de Return 
Routability per aconseguir la clau amb la qual s’autenticaran els BUs enviats a 
aquest CN. Podem observar els 4 missatges que formen el procés i després el 
BU dirigit al CN autenticat pel MN amb una de les opcions que defineix MIPv6: 
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Fig. 3.11 Return Routability 
  
A partir d’aquest moment el tràfic s’envia directament des del CN al MN sense 
passar pel HA. Depenent del sentit del tràfic, s’utilitza un mecanisme o un altre 
per a aconseguir el paquet original al destí. 
 
Els paquets en sentit CN cap al MN tenen la opció de routing a la capçalera 
IPv6 amb l’adreça HoA. Aquests paquets, quan arriben al MN són modificats de 
manera que l’adreça de destí es substitueix amb l’adreça que conté aquesta 
extensió de la capçalera, de forma que s’obté el paquet original. 
 
 
 
Fig. 3.12 Capçalera de routing en els paquets del CN al MN 
 
D’altra banda, els paquets en sentit MN al CN porten la extensió de destí a la 
capçalera IPv6 amb l’adreça HoA. Quan aquests paquets arriben al CN, 
l’adreça d’origen es substitueix amb la que conté aquesta opció de la capçalera 
de forma que s’obté el paquet original. 
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Fig. 3.13 Capçalera de destí en els paquets del MN al CN 
 
El procés de route optimization permet millorar el RTT de les comunicacions del 
MN alhora que consumeix menys recursos de xarxa i es veuen implicats menys 
nodes (hem de tenir en compte que ara el HA no actua en la comunicació). 
 
 
 
Fig. 3.14 Ping des de el CN fins al MN sense RO 
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Fig. 3.15 Ping des de el CN fins al MN amb RO 
 
En les figures 3.14 i 3.15 es pot observar que hi ha una variació important en la 
mitja del RTT (uns 2ms que suposen una disminució del 33% respecte al RTT 
del ping6 sense RO). En aquesta diferència juga un paper important el temps 
de procés del HA, el qual ha d’encapsular i retransmetre els paquets en el cas 
de no utilitzar RO.  
 
 
III.5. Proves de mip6d  
 
De la mateixa forma que amb la xarxa IPv6, s’ha dut a terme un pla de proves 
per comprovar la correcta configuració de l’escenari MIPv6 del demostrador. 
Els resultats es mostren a la taula 3.2 
 
Taula 3.2. Resultat de les proves de configuració de mip6d 
 
Id. Prova Descripció Resultat Comentaris 
CPMPING00 Connectivitat del MN OK  
CPMPING00.00 Connectivitat amb HA OK  
CPMPING00.01 Connectivitat amb CN OK  
CPTRASP00 Traspàs  OK  
CPTRASP00.00 Autoconfiguració d’adreça OK  
CPTRASP00.01 Actualització BU amb el HA OK  
CPTRASP01 Traspàs amb RO OK  
CPTRASP01.00 Autoconfiguració d’adreça OK  
CPTRASP01.01 Actualització BU amb el HA OK  
CPTRASP01.02 Actualització BU amb el CN OK  
CPTRASP02 Recuperació després del traspàs OK  
CPTRASP02.00 Recuperació de tràfic UDP OK  
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CPTRASP02.01 Recuperació de tràfic TCP OK  
CPCONF00 
Modificació dels 
paràmetres de 
configuració del CN 
OK  
CPCONF01 
Modificació dels 
paràmetres de 
configuració del HA 
OK  
CPCONF02 
Modificació dels 
paràmetres de 
configuració del MN 
OK  
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ANNEX IV. Codi de mip6d modificat 
IV.1. Fitxer netinet-ip6mh.h 
 
#ifndef _NETINET__IP6MH_H 
#define _NETINET__IP6MH_H 1 
 
#include <inttypes.h> 
#include <netinet/in.h> 
 
struct ip6_mh { 
 uint8_t  ip6mh_proto; /* NO_NXTHDR by default */ 
 uint8_t  ip6mh_hdrlen; /* Header Len in unit of 8 
Octets 
       excluding the first 8 Octets */ 
 uint8_t  ip6mh_type; /* Type of Mobility Header */ 
 uint8_t  ip6mh_reserved; /* Reserved */ 
 uint16_t ip6mh_cksum; /* Mobility Header Checksum */ 
 /* Followed by type specific messages */ 
} __attribute__ ((packed)); 
 
struct ip6_mh_binding_request { 
 struct ip6_mh ip6mhbr_hdr; 
 uint16_t ip6mhbr_reserved; 
 /* Followed by optional Mobility Options */ 
} __attribute__ ((packed)); 
 
struct ip6_mh_home_test_init { 
 struct ip6_mh ip6mhhti_hdr; 
 uint16_t ip6mhhti_reserved; 
 uint32_t ip6mhhti_cookie[2]; /* 64 bit Cookie by MN */ 
 /* Followed by optional Mobility Options */ 
} __attribute__ ((packed)); 
 
struct ip6_mh_careof_test_init { 
 struct ip6_mh ip6mhcti_hdr; 
 uint16_t ip6mhcti_reserved; 
 uint32_t ip6mhcti_cookie[2]; /* 64 bit Cookie by MN */ 
 /* Followed by optional Mobility Options */ 
} __attribute__ ((packed)); 
 
struct ip6_mh_home_test { 
 struct ip6_mh ip6mhht_hdr; 
 uint16_t ip6mhht_nonce_index; 
 uint32_t ip6mhht_cookie[2]; /* Cookie from HOTI msg */ 
 uint32_t ip6mhht_keygen[2]; /* 64 Bit Key by CN */ 
 /* Followed by optional Mobility Options */ 
} __attribute__ ((packed)); 
 
struct ip6_mh_careof_test { 
 struct ip6_mh ip6mhct_hdr; 
 uint16_t ip6mhct_nonce_index; 
 uint32_t ip6mhct_cookie[2]; /* Cookie from COTI message 
*/ 
 uint32_t ip6mhct_keygen[2]; /* 64bit key by CN */ 
 /* Followed by optional Mobility Options */ 
} __attribute__ ((packed)); 
 
struct ip6_mh_binding_update { 
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 struct ip6_mh ip6mhbu_hdr; 
 uint16_t  ip6mhbu_seqno;  /* Sequence Number */ 
 uint16_t  ip6mhbu_flags; 
 uint16_t  ip6mhbu_lifetime; /* Time in unit of 4 sec */ 
 /* Followed by optional Mobility Options */ 
} __attribute__ ((packed)); 
 
/* ip6mhbu_flags */ 
#if BYTE_ORDER == BIG_ENDIAN 
#define IP6_MH_BU_ACK  0x8000 /* Request a binding ack */ 
#define IP6_MH_BU_HOME  0x4000 /* Home Registration */ 
#define IP6_MH_BU_LLOCAL 0x2000 /* Link-local compatibility 
*/ 
#define IP6_MH_BU_KEYM  0x1000 /* Key management mobility */ 
#define IP6_MH_BU_DORM  0x0100 /* MN enter in dormant mode 
*/ 
#define IP6_ADDR_PRE_UNIT 0x00000001 /* Increment of IP6 addr */ 
#define IP6_ADDR_PRE_TEN  0x00000010 /*Increment of 10IP6 addr*/ 
#else    /* BYTE_ORDER == LITTLE_ENDIAN */ 
#define IP6_MH_BU_ACK  0x0080 /* Request a binding ack */ 
#define IP6_MH_BU_HOME  0x0040 /* Home Registration */ 
#define IP6_MH_BU_LLOCAL 0x0020 /* Link-local compatibility 
*/ 
#define IP6_MH_BU_KEYM  0x0010 /* Key management mobility */ 
#define IP6_MH_BU_DORM  0x0001 /* MN enter in dormant mode 
*/ 
#define IP6_ADDR_PRE_UNIT 0x01000000 /* Increment of IP6 addr */ 
#define IP6_ADDR_PRE_TEN 0x10000000 /*Increment of 10IP6 addr*/ 
#endif 
 
struct ip6_mh_binding_ack { 
 struct ip6_mh ip6mhba_hdr; 
 uint8_t  ip6mhba_status; /* Status code */ 
 uint8_t  ip6mhba_flags; 
 uint16_t ip6mhba_seqno; 
 uint16_t ip6mhba_lifetime; 
 /* Followed by optional Mobility Options */ 
} __attribute__ ((packed)); 
 
/* ip6mhba_flags */ 
#define IP6_MH_BA_KEYM  0x80 /* Key management mobility */ 
#define IP6_MH_BA_DORM  0x01  /* MN enter in dormant mode */ 
 
struct ip6_mh_binding_error { 
 struct ip6_mh ip6mhbe_hdr; 
 uint8_t  ip6mhbe_status; /* Error Status */ 
 uint8_t  ip6mhbe_reserved; 
 struct in6_addr ip6mhbe_homeaddr; 
 /* Followed by optional Mobility Options */ 
} __attribute__ ((packed)); 
 
/* 
 * Mobility Option TLV data structure 
 */ 
struct ip6_mh_opt { 
 uint8_t  ip6mhopt_type; /* Option Type */ 
 uint8_t  ip6mhopt_len; /* Option Length */ 
 /* Followed by variable length Option Data in bytes */ 
} __attribute__ ((packed)); 
 
/* 
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 * Mobility Option Data Structures  
 */ 
struct ip6_mh_opt_refresh_advice { 
 uint8_t  ip6mora_type; 
 uint8_t  ip6mora_len; 
 uint16_t ip6mora_interval; /* Refresh interval in 4 sec */ 
} __attribute__ ((packed)); 
 
struct ip6_mh_opt_altcoa { 
 uint8_t  ip6moa_type; 
 uint8_t  ip6moa_len; 
 struct in6_addr ip6moa_addr;  /* Alternate Care-of 
Address */ 
} __attribute__ ((packed)); 
 
struct ip6_mh_opt_nonce_index { 
 uint8_t  ip6moni_type; 
 uint8_t  ip6moni_len; 
 uint16_t ip6moni_home_nonce; 
 uint16_t ip6moni_coa_nonce; 
} __attribute__ ((packed)); 
 
struct ip6_mh_opt_auth_data { 
 uint8_t  ip6moad_type; 
 uint8_t  ip6moad_len; 
 uint8_t  ip6moad_data[12]; /* 96 bit Authenticator */ 
} __attribute__ ((packed)); 
 
/* 
 *     Mobility Header Message Types 
 */ 
#define IP6_MH_TYPE_BRR  0 /* Binding Refresh Request */ 
#define IP6_MH_TYPE_HOTI 1 /* HOTI Message */ 
#define IP6_MH_TYPE_COTI 2 /* COTI Message */ 
#define IP6_MH_TYPE_HOT  3 /* HOT Message */ 
#define IP6_MH_TYPE_COT  4 /* COT Message */ 
#define IP6_MH_TYPE_BU  5 /* Binding Update */ 
#define IP6_MH_TYPE_BACK 6 /* Binding ACK */ 
#define IP6_MH_TYPE_BERROR 7 /* Binding Error */ 
 
/* 
 *     Mobility Header Message Option Types 
 */ 
#define IP6_MHOPT_PAD1  0x00 /* PAD1 */ 
#define IP6_MHOPT_PADN  0x01 /* PADN */ 
#define IP6_MHOPT_BREFRESH 0x02 /* Binding Refresh */ 
#define IP6_MHOPT_ALTCOA 0x03 /* Alternate COA */ 
#define IP6_MHOPT_NONCEID 0x04 /* Nonce Index */ 
#define IP6_MHOPT_BAUTH  0x05 /* Binding Auth Data */ 
#define IP6_MHOPT_MOB_NET_PRFX 0x06 /* Mobile Network Prefix */ 
 
/* 
 *    Status values accompanied with Mobility Binding Acknowledgement 
 */ 
#define IP6_MH_BAS_ACCEPTED  0 /* BU accepted */ 
#define IP6_MH_BAS_PRFX_DISCOV  1 /* Accepted, but prefix 
discovery 
         required */ 
#define IP6_MH_BAS_UNSPECIFIED  128 /* Reason unspecified 
*/ 
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#define IP6_MH_BAS_PROHIBIT  129 /* Administratively 
prohibited */ 
#define IP6_MH_BAS_INSUFFICIENT  130 /* Insufficient 
resources */ 
#define IP6_MH_BAS_HA_NOT_SUPPORTED 131 /* HA registration not 
supported */ 
#define IP6_MH_BAS_NOT_HOME_SUBNET 132 /* Not Home subnet */ 
#define IP6_MH_BAS_NOT_HA  133 /* Not HA for this mobile 
node */ 
#define IP6_MH_BAS_DAD_FAILED  134 /* DAD failed */ 
#define IP6_MH_BAS_SEQNO_BAD  135 /* Sequence number out of 
range */ 
#define IP6_MH_BAS_HOME_NI_EXPIRED 136 /* Expired Home nonce index 
*/ 
#define IP6_MH_BAS_COA_NI_EXPIRED 137 /* Expired Care-of nonce 
index */ 
#define IP6_MH_BAS_NI_EXPIRED  138 /* Expired Nonce Indices */ 
#define IP6_MH_BAS_REG_NOT_ALLOWED 139 /* Registration type change  
         disallowed */ 
/* 
 *    Status values for the Binding Error mobility messages 
 */ 
#define IP6_MH_BES_UNKNOWN_HAO 1 /* Unknown binding for HOA */ 
#define IP6_MH_BES_UNKNOWN_MH 2 /* Unknown MH Type */ 
 
#endif /* netinet/ip6mh.h */ 
 
 
IV.2. Fitxer ha.c 
 
 
#ifdef HAVE_CONFIG_H 
#include <config.h> 
#endif 
#ifdef HAVE_LIBPTHREAD 
#include <pthread.h> 
#else 
#error "POSIX Thread Library required!" 
#endif 
#include <errno.h> 
#include <net/if.h> 
#include <netinet/ip.h> 
#include <netinet/ip6.h> 
#include <netinet/icmp6.h> 
#ifndef HAVE_MIP6_ICMP6_H 
#include <netinet-icmp6.h> 
#endif 
#ifdef HAVE_NETINET_IP6MH_H 
#include <netinet/ip6mh.h> 
#else 
#include <netinet-ip6mh.h> 
#endif 
#include <sys/ioctl.h> 
#include <linux/types.h> 
#include <linux/if_tunnel.h> 
#include <stdio.h> 
#include <unistd.h> 
#include <string.h> 
#include <stdlib.h> 
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#include <sys/socket.h> 
#include <pcap.h> 
#include <netinet/in.h> 
#include <arpa/inet.h> 
#include <netinet/ether.h> 
#include <netinet/if_ether.h> 
#include <net/ethernet.h> 
#include <netpacket/packet.h> 
 
 
#include "debug.h" 
#include "icmp6.h" 
#include "mpdisc_ha.h" 
#include "mh.h" 
#include "tqueue.h" 
#include "bcache.h" 
#include "util.h" 
#include "cn.h" 
#include "retrout.h" 
#include "tunnelctl.h" 
#include "rtnl.h" 
#include "ha.h" 
#include "dhaad_ha.h" 
#include "conf.h" 
#ifdef ENABLE_VT 
#include "vt.h" 
#endif 
#include "ipsec.h" 
#include "xfrm.h" 
#include "ndisc.h" 
#include "prefix.h" 
#include "movement.h" 
 
#ifndef IPV6_JOIN_ANYCAST 
#define IPV6_JOIN_ANYCAST 27 
#endif 
/*#define MAX_MNS_DORMANT    100*/ 
 
static pthread_mutex_t bu_worker_mutex, list_mutex; 
static volatile unsigned long bu_worker_count = 0; 
static pthread_cond_t cond; 
static struct in6_addr my_ip; 
static int DISTANCE_PAG_AREA; 
LIST_HEAD(bu_worker_list); 
LIST_HEAD(ha_interfaces); 
 
struct ha_recv_bu_args { 
 struct list_head list; 
 struct in6_addr src; 
 struct in6_addr dst; 
 struct in6_addr remote_coa; 
 struct in6_addr bind_coa; 
 struct ip6_mh_binding_update *bu; 
 ssize_t len; 
 struct mh_options mh_opts; 
 struct timespec lft; 
 int iif; 
}; 
 
/*Defino las estructuras que definen el listado de nodos dormant*/ 
struct mn_dormant { 
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 struct ha_recv_bu_args bu_mn_dormant; 
 int recv_bu; 
 pthread_t tid; 
 struct mn_dormant *next; 
 u_char *msg; 
 int len_msg; 
}; 
 
struct list_mns_dormant { 
 struct mn_dormant *first; 
}; 
/*Struct auxiliar para pasar al thread ha_recv_bu_worker con toda la 
informaciÃ³n necesaria para retransmitir el paquete*/ 
struct ha_recv_bu_args_dormant { 
 struct ha_recv_bu_args *args; 
 struct mn_dormant *mn; 
}; 
 
/*Listado de nodos dormant*/ 
static struct list_mns_dormant mns_dormant; 
 
/*FunciÃ³n que envia un BRR a toda una area de paging*/ 
void send_to_areapaging (struct in6_addr_bundle addrs,struct in6_addr 
*bind_coa) 
{  
 int i, distance; 
 struct iovec mh_vec; 
 struct in6_addr aux_min, aux_max, aux, reference; 
  
 addrs.dst = bind_coa; 
    
 if (!mh_create(&mh_vec, IP6_MH_TYPE_BRR)) 
  pthread_exit(-1); 
 
 mh_send(&addrs, &mh_vec, 1, NULL, 0); 
 free_iov_data(&mh_vec, 1); 
    dbg ("ip6 bind_coa 
%x:%x:%x:%x:%x:%x:%x:%x\n",NIP6ADDR(bind_coa)); 
 
 aux.s6_addr32[0] = 0x0; 
    aux.s6_addr32[1] = 0x0; 
 reference.s6_addr32[0] = 0x0; 
 reference.s6_addr32[1] = 0x0;  
 reference.s6_addr32[2] = bind_coa->s6_addr32[0]; 
 reference.s6_addr32[3] = bind_coa->s6_addr32[1]; 
 dbg("Reference: 
%x:%x:%x:%x:%x:%x:%x:%x\n",NIP6ADDR(&reference)); 
 aux_min = *bind_coa; 
 aux_max = *bind_coa; 
 for (i=0;i<15;i++) 
 { 
  aux_min.s6_addr32[1]-=(__uint32_t)IP6_ADDR_PRE_UNIT; 
  
  aux.s6_addr32[2] = aux_min.s6_addr32[0]; 
  aux.s6_addr32[3] = aux_min.s6_addr32[1]; 
  //dbg("aux : %x:%x:%x:%x:%x:%x:%x:%x\n",NIP6ADDR(&aux)); 
  distance = calculate_distance(&reference, &aux); 
  dbg("Distance : %d\n",distance); 
  if (distance < DISTANCE_PAG_AREA) 
  { 
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   dbg ("Send BRR to possible new CoA 
%x:%x:%x:%x:%x:%x:%x:%x\n",NIP6ADDR(&aux_min)); 
   addrs.dst = &aux_min; 
   if (!mh_create(&mh_vec, IP6_MH_TYPE_BRR)) 
    pthread_exit(-1); 
 
   mh_send(&addrs, &mh_vec, 1, NULL, 0); 
  
   free_iov_data(&mh_vec, 1); 
  } 
 
        aux_max.s6_addr32[1]+=(__uint32_t)IP6_ADDR_PRE_UNIT; 
   aux.s6_addr32[2] = aux_max.s6_addr32[0]; 
  aux.s6_addr32[3] = aux_max.s6_addr32[1]; 
  distance = calculate_distance(&reference, &aux); 
  //dbg("aux : %x:%x:%x:%x:%x:%x:%x:%x\n",NIP6ADDR(&aux)); 
  dbg("Distance : %d\n",distance); 
  if (distance < DISTANCE_PAG_AREA) 
  { 
   dbg ("Send BRR to possible new CoA 
%x:%x:%x:%x:%x:%x:%x:%x\n",NIP6ADDR(&aux_min)); 
   addrs.dst = &aux_max; 
   if (!mh_create(&mh_vec, IP6_MH_TYPE_BRR)) 
    pthread_exit(-1); 
 
   mh_send(&addrs, &mh_vec, 1, NULL, 0); 
  
   free_iov_data(&mh_vec, 1); 
  }  
 } 
}   
 
/*FunciÃ³n que inserta la informaciÃ³n de un MN que ha cambiado al 
estado dormant en el listado de nodos*/ 
int insert_mn (struct ha_recv_bu_args *varg,pthread_t tid) 
{ 
 struct ha_recv_bu_args arg; 
 struct mn_dormant *mn; 
 struct in6_addr aux,aux2; 
 memcpy (&arg,varg,sizeof(struct ha_recv_bu_args)); 
 pthread_mutex_lock(&list_mutex); 
 mn = mns_dormant.first; 
 if (mn == NULL) 
 { 
  mns_dormant.first = malloc (sizeof(struct mn_dormant)); 
  if (mns_dormant.first == NULL) 
  { 
   dbg("Error en el malloc!\n"); 
   pthread_mutex_unlock(&list_mutex); 
   return (0); 
  } 
  mns_dormant.first->bu_mn_dormant = arg; 
  mns_dormant.first->tid = tid; 
  aux = mns_dormant.first->bu_mn_dormant.dst; 
  dbg ("ip6 mn %x:%x:%x:%x:%x:%x:%x:%x\n",NIP6ADDR(&aux)); 
  mns_dormant.first->recv_bu = 0; 
  mns_dormant.first->next = NULL; 
  mns_dormant.first->msg = NULL; 
  mns_dormant.first->len_msg = 0; 
 }else{ 
  aux2 = arg.dst; 
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  aux = mn->bu_mn_dormant.dst; 
        if (IN6_ARE_ADDR_EQUAL(&aux,&aux2)) 
        { 
            dbg("MN ya estÃ¡ en el listado...actualizando la 
informaciÃ³n\n"); 
   if (mn->tid!=NULL) 
   { 
                pthread_cancel(mn->tid); 
   } 
   mn->bu_mn_dormant = arg; 
         mn->recv_bu = 0; 
         mn->tid = tid; 
         mn->msg=NULL; 
         mn->len_msg=0; 
   pthread_mutex_unlock(&list_mutex); 
   return(1); 
  } 
  while (mn->next!=NULL)  
  { 
   aux = mn->next->bu_mn_dormant.dst; 
   if (IN6_ARE_ADDR_EQUAL(&aux,&aux2)) 
      { 
    dbg("MN ya estÃ¡ en el listado...actualizando 
la informaciÃ³n\n"); 
    if (mn->tid!=NULL) 
    { 
     pthread_cancel(mn->next->tid); 
    } 
    mn->next->bu_mn_dormant = arg; 
          mn->next->recv_bu = 0; 
             mn->next->tid = tid; 
             mn->next->msg=NULL; 
          mn->next->len_msg=0; 
    pthread_mutex_unlock(&list_mutex); 
    return(1); 
   } 
   mn = mn->next; 
  } 
  mn->next = malloc (sizeof(struct mn_dormant)); 
  if (mn->next == NULL) 
  { 
   dbg("Error en el malloc!\n"); 
   pthread_mutex_unlock(&list_mutex); 
   return (0); 
  } 
  mn->next->bu_mn_dormant = arg; 
  mn->next->recv_bu = 0; 
  mn->next->tid = tid; 
  mn->next->next = NULL; 
  mn->next->msg=NULL; 
  mn->next->len_msg=0; 
 } 
 pthread_mutex_unlock(&list_mutex); 
 dbg ("MN dormant insertado\n"); 
 return (1); 
} 
 
/*FunciÃ³n que borra un MN del listado de nodos dormant cuando cambia 
al estado activo*/ 
int delete_mn (struct in6_addr varg) 
{ 
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 struct mn_dormant *mn, *aux; 
 struct in6_addr aux2, arg = varg; 
 
 mn = malloc(sizeof(struct mn_dormant)); 
 pthread_mutex_lock(&list_mutex); 
 mn->next = mns_dormant.first; 
 while (mn->next!=NULL) 
    { 
        aux2 = mn->next->bu_mn_dormant.dst; 
        dbg("Estoy dentro del if\n"); 
        if (IN6_ARE_ADDR_EQUAL(&aux2,&arg)) 
        { 
            dbg("He encontrado el mn!!\n"); 
   aux = mn->next; 
   if (aux == mns_dormant.first) 
   { 
    mns_dormant.first = NULL; 
   }else if (aux->next == NULL) 
   { 
    mn->next = NULL; 
   }else 
   {  
                mn->next = aux->next; 
   } 
   free (aux); 
      pthread_mutex_unlock(&list_mutex); 
            dbg("MN borrado!\n"); 
            return (1);                               
        } 
        else 
            mn = mn->next; 
 } 
 pthread_mutex_unlock(&list_mutex); 
 return(0); 
} 
 
static void ha_recv_ra(const struct icmp6_hdr *ih,  
         const ssize_t len, 
         const struct in6_addr *src, 
         const struct in6_addr *dst, 
         const int iif, 
         const int hoplimit) 
{ 
 struct nd_router_advert *ra = (struct nd_router_advert *)ih; 
 int optlen = len - sizeof(struct nd_router_advert); 
 uint8_t *opt; 
 struct nd_opt_prefix_info *pinfo[MAX_HOME_AGENTS]; 
 int i, num_pinfo = 0; 
 struct ha_interface *iface; 
 uint16_t pref = 0; 
 uint16_t life = 0; 
 
 /* validity checks */ 
 if (hoplimit < 255 || !IN6_IS_ADDR_LINKLOCAL(src) || 
     ih->icmp6_code != 0 || len < sizeof(struct nd_router_advert) 
|| 
     !conf.pmgr.accept_ra(iif, src, dst, ra)) 
  return; 
 
 if ((iface = ha_get_if(iif)) == NULL) 
     return; 
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 opt = (uint8_t *)(ra + 1); 
 
 mpd_handle_mpa_flags(iface, ra->nd_ra_flags_reserved); 
 
 if (ra->nd_ra_flags_reserved & ND_RA_FLAG_HOME_AGENT) { 
  life = ntohs(ra->nd_ra_router_lifetime); 
 } 
 while (optlen > 1 && num_pinfo < MAX_HOME_AGENTS) { 
  int olen = opt[1] << 3; 
 
  if (olen > optlen || olen == 0) 
   return; 
 
  if (opt[0] == ND_OPT_PREFIX_INFORMATION) { 
   struct nd_opt_prefix_info *p; 
   p = (struct nd_opt_prefix_info *)opt; 
   if (p->nd_opt_pi_prefix_len > 128) 
    return; 
   p->nd_opt_pi_valid_time =  
    ntohl(p->nd_opt_pi_valid_time); 
   p->nd_opt_pi_preferred_time = 
    ntohl(p->nd_opt_pi_preferred_time); 
   if (ra->nd_ra_flags_reserved & ND_RA_FLAG_HOME_AGENT) 
    mpd_handle_pinfo(iface, p); 
   pinfo[num_pinfo++] = p; 
  } else if (opt[0] == ND_OPT_HOME_AGENT_INFO && 
      ra->nd_ra_flags_reserved & ND_RA_FLAG_HOME_AGENT) 
{ 
   struct nd_opt_homeagent_info *hainfo; 
   hainfo = (struct nd_opt_homeagent_info *)opt; 
   pref = ntohs(hainfo->nd_opt_hai_preference); 
   life = ntohs(hainfo->nd_opt_hai_lifetime); 
  } 
  optlen -= olen; 
  opt += olen; 
 } 
 for (i = 0; i < num_pinfo; i++) { 
  /* if the router is running as HA, add it, else delete it 
*/ 
  if (pinfo[i]->nd_opt_pi_flags_reserved &  
      ND_OPT_PI_FLAG_RADDR) { 
   dhaad_insert_halist(iface, pref, life, 
         pinfo[i], src); 
  } 
 } 
 mpd_del_expired_pinfos(iface); 
} 
 
struct icmp6_handler ha_ra_handler = { 
 .recv = ha_recv_ra, 
}; 
 
struct ha_interface *ha_get_if(const int ifindex) 
{ 
 struct list_head *lp; 
 
 list_for_each(lp, &ha_interfaces) { 
  struct ha_interface *iface; 
 
  iface = list_entry(lp, struct ha_interface, iflist); 
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  if (iface->ifindex == ifindex) 
   return iface; 
 } 
 return NULL; 
} 
 
struct ha_interface *ha_get_if_by_addr(const struct in6_addr *addr) 
{ 
 struct list_head *li; 
 
 list_for_each(li, &ha_interfaces) { 
  struct ha_interface *iface; 
  struct list_head *la; 
 
  iface = list_entry(li, struct ha_interface, iflist); 
 
  list_for_each(la, &iface->addr_list) { 
   struct ha_addr_holder *addrs; 
   addrs = list_entry(la, struct ha_addr_holder, list); 
   if (IN6_ARE_ADDR_EQUAL(&addrs->ha_addr, addr)) 
    return iface; 
  } 
 } 
 return NULL; 
} 
 
struct ha_interface *ha_get_if_by_anycast(const struct in6_addr 
*anycast, 
       struct in6_addr **addrp) 
{ 
 struct list_head *li; 
 
 list_for_each(li, &ha_interfaces) { 
  struct ha_interface *iface; 
  struct list_head *la; 
 
  iface = list_entry(li, struct ha_interface, iflist); 
 
  list_for_each(la, &iface->addr_list) { 
   struct ha_addr_holder *addrs; 
   addrs = list_entry(la, struct ha_addr_holder, list); 
   if (IN6_ARE_ADDR_EQUAL(&addrs->anycast_addr, 
            anycast)) { 
    if (addrp) 
     *addrp = &addrs->ha_addr; 
    return iface; 
   } 
  } 
 } 
 return NULL; 
} 
 
static int ha_if_addr_setup(struct sockaddr_nl *who, 
       struct nlmsghdr *n, 
       void *arg) 
{ 
 struct ifaddrmsg *ifa = NLMSG_DATA(n); 
 struct ha_interface *i = (struct ha_interface *)arg; 
 struct ha_addr_holder *addr;  
 struct rtattr * rta_tb[IFA_MAX+1]; 
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 if (n->nlmsg_len < NLMSG_LENGTH(sizeof(*ifa))) 
  return -1; 
 
 if (n->nlmsg_type != RTM_NEWADDR) 
  return 0; 
 if (ifa->ifa_index != i->ifindex) 
  return 0; 
 if (ifa->ifa_scope != RT_SCOPE_UNIVERSE) 
  return 0; 
 
 memset(rta_tb, 0, sizeof(rta_tb)); 
 parse_rtattr(rta_tb, IFA_MAX, IFA_RTA(ifa),  
       n->nlmsg_len - NLMSG_LENGTH(sizeof(*ifa))); 
 
 if (!rta_tb[IFA_ADDRESS]) 
  return 0; 
 
 addr = malloc(sizeof(*addr)); 
 if (addr != NULL) { 
  struct in6_addr *ha_addr = RTA_DATA(rta_tb[IFA_ADDRESS]); 
 
  /*Guardo mi direcciÃ³n IP para despuÃ©s restablecer el 
tÃºnel con los nodos dormant*/ 
  memcpy(&my_ip,ha_addr,sizeof(struct in6_addr)); 
  dbg("My ip: %x:%x:%x:%x:%x:%x:%x:%x\n", NIP6ADDR(&my_ip)); 
  addr->ha_addr = *ha_addr; 
 
  dhaad_gen_ha_anycast(&addr->anycast_addr, 
         ha_addr, ifa->ifa_prefixlen); 
          
  if (if_mc_group(ICMP6_MAIN_SOCK, i->ifindex, 
    &addr->anycast_addr, IPV6_JOIN_ANYCAST) < 0) 
   return -1; 
  dbg("Joined anycast group " 
      "%x:%x:%x:%x:%x:%x:%x:%x on iface %d\n", 
      NIP6ADDR(&addr->anycast_addr), i->ifindex); 
  list_add_tail(&addr->list, &i->addr_list); 
 } 
 return 0; 
} 
 
int ha_addr_setup(void) 
{ 
 struct list_head *lp; 
 list_for_each(lp, &ha_interfaces) { 
  struct ha_interface *i; 
  i = list_entry(lp, struct ha_interface, iflist); 
  if (addrs_iterate(ha_if_addr_setup, i) < 0) 
   return -1; 
  if (if_mc_group(ICMP6_MAIN_SOCK, i->ifindex, 
    &in6addr_all_nodes_mc, IPV6_JOIN_GROUP) < 0) 
   return -1; 
 } 
 return 0; 
} 
 
static int ha_insert_if(int newifindex) 
{ 
 struct ha_interface *newif; 
 
 newif = malloc(sizeof(*newif)); 
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 if (newif == NULL) 
  return -ENOMEM; 
 
 memset(newif, 0, sizeof(*newif)); 
 newif->ifindex = newifindex; 
 INIT_LIST_HEAD(&newif->ha_list); 
 INIT_LIST_HEAD(&newif->addr_list); 
 INIT_LIST_HEAD(&newif->prefix_list); 
 list_add_tail(&newif->iflist, &ha_interfaces); 
 return 0; 
} 
 
int homeagent_if_init(int ifindex) 
{ 
 if (ifindex == 0) 
  return -1; 
 ha_insert_if(ifindex); 
 return 0; 
} 
 
int homeagents_ifall_init(void) 
{ 
 struct if_nameindex *ifs, *i; 
 
 if (!list_empty(&ha_interfaces)) return 0; 
 
 ifs = if_nameindex(); 
 for (i = ifs; i->if_index != 0; i++) { 
  if (i->if_index != 1) { 
   ha_insert_if(i->if_index); 
  } 
 } 
 if_freenameindex(ifs); 
 
 return 0; 
} 
 
#ifdef ENABLE_VT 
struct ha_vt_arg { 
 const struct vt_handle *vh; 
}; 
 
static int ha_halist_vt_dump(int ifindex, void *data, void *arg) 
{ 
 struct home_agent *h = (struct home_agent *)data; 
 struct ha_vt_arg *hva = (struct ha_vt_arg *)arg; 
 const struct vt_handle *vh = hva->vh; 
 char buf[IF_NAMESIZE + 1]; 
 char *dev; 
 
 if (!h) 
  return 0; 
 
 dev = if_indextoname(ifindex, buf); 
 if (!dev || strlen(dev) == 0) 
  vt_printf(vh, "(%d)", h->iface->ifindex); 
 else 
  vt_printf(vh, "%s", dev); 
 
 vt_printf(vh, " "); 
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 vt_printf_bl(vh, "%x:%x:%x:%x:%x:%x:%x:%x", NIP6ADDR(&h->addr)); 
 
 vt_printf(vh, "\n"); 
 
 vt_printf(vh, " preference %d", h->preference); 
 
 vt_printf(vh, " lifetime %lu", h->lifetime); 
 
 vt_printf(vh, "\n"); 
 
 return 0; 
} 
 
/** 
 * ha_halist_iterate - apply function to every home agent list entry 
 * @func: function to apply 
 * @arg: extra data for @func 
 **/ 
static void ha_halist_iterate(int (* func)(int, void *, void *), void 
*arg) 
{ 
 struct list_head *lp; 
 
 list_for_each(lp, &ha_interfaces) { 
  struct ha_interface *iface; 
 
  iface = list_entry(lp, struct ha_interface, iflist); 
 
  dhaad_halist_iterate(iface, func, arg); 
 } 
} 
 
static int ha_plist_vt_dump(int ifindex, void *data, void *arg) 
{ 
 struct prefix_list_entry *ple = (struct prefix_list_entry 
*)data; 
 struct ha_vt_arg *hva = (struct ha_vt_arg *)arg; 
 const struct vt_handle *vh = hva->vh; 
 char buf[IF_NAMESIZE + 1]; 
 char *dev; 
 struct timespec ts_now; 
 
 if (!ple) 
  return 0; 
 
 dev = if_indextoname(ifindex, buf); 
 if (!dev || strlen(dev) == 0) 
  vt_printf(vh, "(%d)", ifindex); 
 else 
  vt_printf(vh, "%s", dev); 
 
 vt_printf(vh, " "); 
 
 vt_printf_bl(vh, "%x:%x:%x:%x:%x:%x:%x:%x/%u", 
       NIP6ADDR(&ple->ple_prefix), ple->ple_plen); 
 
 vt_printf(vh, "\n"); 
 
 vt_printf(vh, " valid "); 
 if (clock_gettime(CLOCK_REALTIME, &ts_now) != 0) 
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 else { 
  if (tsafter(ts_now, ple->timestamp)) 
   vt_printf(vh, "(broken)"); 
  else { 
   struct timespec ts_valid = { 
    ple->ple_valid_time, 
    0 
   }; 
   struct timespec ts; 
   tssub(ts_now, ple->timestamp, ts); 
   /* "ts" is now time how log it alives */ 
   if (tsafter(ts_valid, ts)) { 
    tssub(ts, ts_valid, ts); 
    vt_printf(vh, "-%lu", ts.tv_sec); 
   } else { 
    tssub(ts_valid, ts, ts); 
    vt_printf(vh, "%lu", ts.tv_sec); 
   } 
  } 
 } 
 vt_printf(vh, " / %lu", ple->ple_valid_time); 
 
 vt_printf(vh, " preferred %lu", ple->ple_prefd_time); 
 
 vt_printf(vh, " flags %c%c%c", 
    ((ple->ple_flags & ND_OPT_PI_FLAG_ONLINK) ? 'O' : '-'), 
    ((ple->ple_flags & ND_OPT_PI_FLAG_AUTO) ? 'A' : '-'), 
    ((ple->ple_flags & ND_OPT_PI_FLAG_RADDR) ? 'R' : '-')); 
 
 vt_printf(vh, "\n"); 
 
 return 0; 
} 
 
/** 
 * ha_plist_iterate - apply function to every prefix list entry 
 * @func: function to apply 
 * @arg: extra data for @func 
 **/ 
static void ha_plist_iterate(int (* func)(int, void *, void *), void 
*arg) 
{ 
 struct list_head *lp; 
 
 list_for_each(lp, &ha_interfaces) { 
  struct ha_interface *iface; 
 
  iface = list_entry(lp, struct ha_interface, iflist); 
 
  mpd_plist_iterate(iface, func, arg); 
 } 
} 
 
static int ha_thread_vt_cmd(const struct vt_handle *vh, const char 
*str) 
{ 
 if (strlen(str) > 0) { 
  vt_printf(vh, "unknown args\n"); 
  return 0; 
 } 
 pthread_mutex_lock(&bu_worker_mutex); 
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 vt_printf(vh, "bu: %lu\n", bu_worker_count); 
 pthread_mutex_unlock(&bu_worker_mutex); 
 return 0; 
} 
 
static int ha_halist_vt_cmd(const struct vt_handle *vh, const char 
*str) 
{ 
 struct ha_vt_arg hva; 
 hva.vh = vh; 
 if (strlen(str) > 0) { 
  vt_printf(vh, "unknown args\n"); 
  return 0; 
 } 
 ha_halist_iterate(ha_halist_vt_dump, &hva); 
 return 0; 
} 
 
static int ha_plist_vt_cmd(const struct vt_handle *vh, const char 
*str) 
{ 
 struct ha_vt_arg hva; 
 hva.vh = vh; 
 if (strlen(str) > 0) { 
  vt_printf(vh, "unknown args\n"); 
  return 0; 
 } 
 ha_plist_iterate(ha_plist_vt_dump, &hva); 
 return 0; 
} 
 
static struct vt_cmd_entry vt_cmd_thread = { 
 .cmd = "thread", 
 .parser = ha_thread_vt_cmd, 
}; 
 
static struct vt_cmd_entry vt_cmd_hal = { 
 .cmd = "hal", 
 .parser = ha_halist_vt_cmd, 
}; 
 
static struct vt_cmd_entry vt_cmd_pl = { 
 .cmd = "pl", 
 .parser = ha_plist_vt_cmd, 
}; 
 
static int ha_vt_init(void) 
{ 
 int ret; 
 vt_cmd_init(&vt_cmd_thread); 
 ret = vt_cmd_add_root(&vt_cmd_thread); 
 if (ret < 0) 
  return ret; 
 vt_cmd_init(&vt_cmd_hal); 
 ret = vt_cmd_add_root(&vt_cmd_hal); 
 if (ret < 0) 
  return ret; 
 vt_cmd_init(&vt_cmd_pl); 
 ret = vt_cmd_add_root(&vt_cmd_pl); 
 return ret; 
} 
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#endif 
 
struct home_tnl_ops_parm { 
 struct bcentry *bce; 
 int ba_status; 
}; 
 
static int home_tnl_del(int old_if, int new_if, struct 
home_tnl_ops_parm *p) 
{ 
 const struct in6_addr *our_addr, *peer_addr, *coa, *old_coa; 
 
 assert(old_if); 
 
 our_addr = &p->bce->our_addr; 
 peer_addr = &p->bce->peer_addr; 
 coa = &p->bce->peer_addr; 
 old_coa = &p->bce->coa; 
 
 if (conf.UseMnHaIPsec) { 
  /* migrate */  
  ha_ipsec_tnl_update(our_addr, peer_addr, 
        coa, old_coa, p->bce->tunnel); 
  /* delete SP entry */  
  ha_ipsec_tnl_pol_del(our_addr, peer_addr, p->bce->tunnel); 
 } 
 /* delete HoA route */ 
 route_del(old_if, RT6_TABLE_MIP6, 
    IP6_RT_PRIO_MIP6_FWD, NULL, 0, peer_addr, 128, NULL); 
 /* update tunnel interface */ 
 p->bce->tunnel = new_if; 
 
 return 0; 
} 
 
static int home_tnl_add(int old_if, int new_if, struct 
home_tnl_ops_parm *p) 
{ 
 const struct in6_addr *our_addr, *peer_addr, *coa, *old_coa; 
 
 assert(new_if); 
 
 our_addr = &p->bce->our_addr; 
 peer_addr = &p->bce->peer_addr; 
 coa = &p->bce->coa; 
 old_coa = &p->bce->peer_addr; 
 
 /* update tunnel interface */ 
 p->bce->tunnel = new_if; 
 
 /* add HoA route */ 
 if (route_add(new_if, RT6_TABLE_MIP6, 
        RTPROT_MIP, 0, IP6_RT_PRIO_MIP6_FWD, 
        NULL, 0, peer_addr, 128, NULL) < 0) { 
  p->ba_status = IP6_MH_BAS_INSUFFICIENT; 
  goto err; 
 } 
 /* add SP entry */  
 if (conf.UseMnHaIPsec) { 
  if (ha_ipsec_tnl_pol_add(our_addr, peer_addr, 
      p->bce->tunnel) < 0) { 
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   p->ba_status = IP6_MH_BAS_INSUFFICIENT; 
   goto err; 
  } 
  /* migrate */  
  if (ha_ipsec_tnl_update(our_addr, peer_addr, coa, old_coa, 
     p->bce->tunnel) < 0) { 
   p->ba_status = IP6_MH_BAS_INSUFFICIENT; 
   goto err; 
  } 
 } 
 return 0; 
err: 
 home_tnl_del(new_if, old_if, p); 
 return -1; 
} 
 
static int home_tnl_chg(int old_if, int new_if, struct 
home_tnl_ops_parm *p) 
{ 
 assert(old_if && new_if); 
 
 if (old_if == new_if) { 
  const struct in6_addr *our_addr, *peer_addr, *coa, 
*old_coa; 
 
  our_addr = &p->bce->our_addr; 
  peer_addr = &p->bce->peer_addr; 
  coa = &p->bce->coa; 
  old_coa = &p->bce->old_coa; 
 
  /* migrate */  
  if (conf.UseMnHaIPsec && 
      !IN6_ARE_ADDR_EQUAL(old_coa, coa) && 
      ha_ipsec_tnl_update(our_addr, peer_addr, coa, old_coa, 
     p->bce->tunnel) < 0) { 
   return -1; 
  } 
 } else {  
  home_tnl_del(old_if, new_if, p); 
  if (home_tnl_add(old_if, new_if, p) < 0) 
   return -1; 
 } 
 return 0; 
} 
 
static int home_tnl_ops(int request, int old_if, int new_if, void 
*data) 
{ 
 struct home_tnl_ops_parm *p = data; 
 int res = -1; 
 
 if (request == SIOCADDTUNNEL) 
  res = home_tnl_add(old_if, new_if, p); 
 else if (request == SIOCCHGTUNNEL) 
  res = home_tnl_chg(old_if, new_if, p); 
 else if (request == SIOCDELTUNNEL) 
  res = home_tnl_del(old_if, new_if, p); 
 return res; 
} 
 
static void home_cleanup(struct bcentry *bce) 
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 mpd_cancel_mpa(&bce->our_addr, &bce->peer_addr); 
 
 if (bce->link > 0) { 
  route_del(bce->link, RT6_TABLE_MIP6, IP6_RT_PRIO_MIP6_OUT, 
     &bce->our_addr, 128, &bce->peer_addr, 128, NULL); 
  proxy_nd_stop(bce->link, &bce->peer_addr, bce->flags); 
 } 
 if (bce->tunnel > 0) { 
  struct home_tnl_ops_parm p = { 
   .bce = bce, 
   .ba_status = IP6_MH_BAS_ACCEPTED 
  }; 
  tunnel_del(bce->tunnel, home_tnl_ops, &p); 
 } 
 if (conf.UseMnHaIPsec) { 
  ha_mn_ipsec_pol_mod(&bce->our_addr, &bce->peer_addr, 0); 
 } 
} 
 
/*FunciÃ³n que retransmite el mensaje capturado dirigido al MN 
dormant*/ 
int send_msg(struct mn_dormant *mn,struct in6_addr bind_coa,int iface) 
{ 
 int packet_socket, ret; 
 struct sockaddr_ll addr; 
 //struct ip6_hdr ext_hdr; 
   
 if (mn->len_msg!=0) 
 { 
  /*El codigo comentado sirve para entunelar "manualmente" un 
paquete IPv6oIPv6. Utilizando la interfaz virtual generada con el 
tÃºnel, se puede llevar a cabo este proceso automÃ¡ticamente*/ 
  /*packet = (u_char*)malloc(40+mn->len_msg); 
        ext_hdr.ip6_flow = ntohl(0x60000000); 
        dbg("ip6_flow %x\n",ext_hdr.ip6_flow); 
        ext_hdr.ip6_plen = ntohs(mn->len_msg); 
        dbg("ip6_plen %x\n",ext_hdr.ip6_plen); 
        ext_hdr.ip6_nxt = IPPROTO_IPV6; 
        dbg("ip6_nxt %x\n",ext_hdr.ip6_nxt); 
        ext_hdr.ip6_hlim = 64; 
        dbg("ip6_hlim %x\n",ext_hdr.ip6_hlim); 
        memcpy(&ext_hdr.ip6_src,&my_ip,sizeof(struct in6_addr)); 
        dbg("ip6_src 
%x:%x:%x:%x:%x:%x:%x:%x\n",NIP6ADDR(&ext_hdr.ip6_src)); 
        memcpy(&ext_hdr.ip6_dst,&bind_coa,sizeof(struct in6_addr)); 
        dbg("ip6_dst 
%x:%x:%x:%x:%x:%x:%x:%x\n",NIP6ADDR(&ext_hdr.ip6_dst)); 
  memcpy(packet,&ext_hdr,40); 
  memcpy(packet+40,mn->msg,mn->len_msg);*/ 
   
  dbg("iface %d\n",iface); 
  packet_socket = socket(PF_PACKET,SOCK_DGRAM,ETH_P_ALL); 
  if (packet_socket == -1) 
  { 
   dbg("Error abriendo el socket\n"); 
   return (-1); 
  } 
  bzero(&addr,sizeof(struct sockaddr_ll)); 
  addr.sll_family = AF_PACKET; 
  addr.sll_protocol = htons(ETH_P_IPV6); 
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  addr.sll_ifindex = iface; 
  addr.sll_hatype = ARPHRD_ETHER; 
  addr.sll_pkttype = PACKET_BROADCAST; 
  memset(&addr.sll_addr,0xff,6); 
   
  ret = sendto (packet_socket, mn->msg, (mn->len_msg), 0, 
(struct sockaddr*)&addr, sizeof (addr)); 
  if (ret < 0) 
   dbg ("Error enviando paquete\n"); 
  else 
   dbg("Datos enviados = %d\n",ret); 
  close(packet_socket); 
 } 
 else 
  dbg("No hay datos para enviar\n"); 
 return(0); 
} 
 
void copy_buffer(struct mn_dormant *user,struct pcap_pkthdr *phdr, 
u_char *pdata) 
{ 
 int i; 
  
 struct ether_header *eptr; 
  
 /* Apuntamos el puntero a la cabecera Ethernet al comienzo del 
paquete*/ 
 eptr = (struct ether_header *) (pdata + 2); 
   
 //Comprobamos que el paquete es de tipo IPv6*/ 
 if (ntohs (eptr->ether_type) == ETH_P_IPV6) 
 { 
  dbg("Detectado paquete IPv6 dirigido a mn\n"); 
 /*Ahora extraemos la cabecera IP, por lo que tenemos que 
desplazar el tamano de la cabecera Ethernet ya procesada*/ 
   
   
  pdata+=sizeof (struct ether_header)+2; 
   
  /*for (i=0;i<user->len_msg;i++) 
   printf("%x",(u_char*)(ipc)[i]); 
  printf("\n");*/ 
  dbg("Inserto el mensaje a enviar al mn\n"); 
  user->len_msg = phdr->len - sizeof(struct ether_header) - 
2; 
  user->msg = (u_char*)malloc(sizeof(u_char)*user->len_msg); 
  dbg("Mensaje insertado\n"); 
  for (i=0;i<user->len_msg;i++) 
  { 
   user->msg[i] = pdata[i]; 
  } 
 } 
 else{ 
  dbg ("No es un paquete ipv6!\n"); 
 } 
 return; 
} 
 
/*Thread que controla el trÃ¡fico dirigido a un MN dormant*/ 
void *first_msg_to_mn_dormant(void *varg) 
{ 
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 struct ha_recv_bu_args *arg=(struct 
ha_recv_bu_args*)malloc(sizeof(struct ha_recv_bu_args)); 
     
 struct in6_addr_bundle addrs; 
    u_char *msg; 
    char errbuf[PCAP_ERRBUF_SIZE]; 
    pcap_t* descr; 
    struct pcap_pkthdr hdr; 
    struct bpf_program fp; 
    bpf_u_int32 maskp; 
    bpf_u_int32 netp; 
 struct in6_addr aux, bind_coa; 
 struct mn_dormant *mn; 
    char s[50], *dev; 
 int bu_received=0; 
  
 memcpy(arg,varg,sizeof(struct ha_recv_bu_args)); 
 pthread_setcancelstate(PTHREAD_CANCEL_ENABLE,NULL); 
 bind_coa = arg->bind_coa; 
 addrs.src = (struct in6_addr*)malloc(sizeof(struct in6_addr)); 
 addrs.dst = (struct in6_addr*)malloc(sizeof(struct in6_addr)); 
 memcpy(addrs.src,&arg->src,sizeof(struct in6_addr)); 
 memcpy(addrs.dst,&arg->bind_coa,sizeof(struct in6_addr)); 
    addrs.remote_coa = NULL; 
    addrs.local_coa = NULL; 
 
 dev = pcap_lookupdev(errbuf); 
    if (dev == NULL) 
    { 
        dbg("%s\n",errbuf); 
        pthread_exit(-1); 
    } 
    pcap_lookupnet(dev,&netp,&maskp,errbuf); 
    if ((descr = pcap_open_live(NULL,65535,1,-1,errbuf)) == NULL) 
    { 
        dbg("%s\n",errbuf); 
        pthread_exit(-1); 
    } 
    sprintf (s,"ip6 dst || src 
%x:%x:%x:%x:%x:%x:%x:%x\0",NIP6ADDR(&arg->dst)); 
    if (pcap_compile(descr,&fp,s,0,netp) == -1) 
    { 
        dbg("Error compilando el filtro\n"); 
        pthread_exit(-1); 
    } 
    if (pcap_setfilter(descr,&fp) == -1) 
    { 
        dbg("Error aplicando el filtro\n"); 
        pthread_exit(-1); 
    } 
    if ((msg = pcap_next(descr,&hdr)) == NULL) 
    { 
        dbg("Error al capturar el paquete\n"); 
        pthread_exit(-1); 
    } 
     
 pthread_mutex_lock (&list_mutex); 
 mn = mns_dormant.first; 
 while (mn!=NULL) 
 { 
  dbg("Estoy en el for buscando el mn!\n"); 
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  aux = mn->bu_mn_dormant.dst; 
  dbg ("aux %x:%x:%x:%x:%x:%x:%x:%x\n",NIP6ADDR(&aux)); 
 
  if (IN6_ARE_ADDR_EQUAL(&aux,&arg->dst)) 
  { 
   dbg("He encontrado el mn!\n"); 
   break; 
  }else 
   mn = mn->next; 
 } 
 if (mn!=NULL) 
 { 
  bu_received = mn->recv_bu; 
  copy_buffer(mn,&hdr,msg); 
  dbg("len_msg %d\n",mn->len_msg); 
 } 
 pthread_mutex_unlock (&list_mutex); 
  
 if (!bu_received && mn!=NULL) 
 { 
  send_to_areapaging(addrs,&bind_coa); 
 } 
 pthread_mutex_lock(&list_mutex); 
 mn->tid=NULL; 
 pthread_mutex_unlock(&list_mutex); 
 pthread_exit(0); 
} 
 
static void *ha_recv_bu_worker(void *varg) 
{ 
 struct ha_recv_bu_args_dormant *args = varg; 
 struct mn_dormant *mn = args->mn; 
 struct ha_recv_bu_args *arg = args->args; 
 struct in6_addr_bundle out; 
 struct bcentry *bce; 
 struct timespec lft, tmp; 
 int iif, status, new, home_ifindex; 
 uint16_t bu_flags, seqno; 
 uint8_t ba_flags; 
 struct home_tnl_ops_parm p; 
 
 pthread_dbg("thread started"); 
restart:  
 new = 0; 
 ba_flags = 0; 
 lft = arg->lft; 
 iif = arg->iif; 
 bu_flags = arg->bu->ip6mhbu_flags; 
 seqno = ntohs(arg->bu->ip6mhbu_seqno); 
 out.src = &arg->src; 
 out.dst = &arg->dst; 
 if (!IN6_IS_ADDR_UNSPECIFIED(&arg->remote_coa)) 
  out.remote_coa = &arg->remote_coa; 
 else 
  out.remote_coa = NULL; 
 if (!IN6_IS_ADDR_UNSPECIFIED(&arg->bind_coa)) 
  out.bind_coa = &arg->bind_coa; 
 else 
  out.bind_coa = NULL; 
 out.local_coa = NULL; 
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 bce = bcache_get(&arg->src, &arg->dst); 
 if (bce) { 
  if (bce->type != BCE_NONCE_BLOCK) { 
   if (!(bce->flags & IP6_MH_BU_HOME)) { 
    /* H-bit mismatch, flags changed */ 
    bcache_release_entry(bce); 
    bce = NULL; 
    status = IP6_MH_BAS_REG_NOT_ALLOWED; 
    goto send_nack; 
   } 
   if (bce->type == BCE_DAD) { 
    bcache_release_entry(bce); 
    pthread_mutex_lock(&bu_worker_mutex); 
    list_add_tail(&arg->list, &bu_worker_list); 
    bu_worker_count--; 
    /* with BCE_DAD we should have at least one 
       active worker */ 
    assert(bu_worker_count > 0); 
    pthread_mutex_unlock(&bu_worker_mutex); 
    pthread_exit(NULL); 
   } 
   if (!MIP6_SEQ_GT(seqno, bce->seqno)) { 
    /* sequence number expired */ 
    status = IP6_MH_BAS_SEQNO_BAD; 
    seqno = bce->seqno; 
    bcache_release_entry(bce); 
    bce = NULL; 
    goto send_nack; 
   } 
  } else { 
   bcache_release_entry(bce); 
   bce = NULL; 
   /* don't let MN deregister BCE_NONCE_BLOCK entry */ 
   if (!tsisset(lft)) { 
    status = IP6_MH_BAS_UNSPECIFIED; 
    goto send_nack; 
   } 
   /* else get rid of it */ 
   bcache_delete(&arg->src, &arg->dst); 
  } 
 } else if (!tsisset(lft)) { 
  status = IP6_MH_BAS_NOT_HA; 
  goto send_nack; 
 } 
 status = conf.pmgr.discard_binding(out.dst, out.bind_coa, 
        out.src, arg->bu, arg->len); 
 if (status >= IP6_MH_BAS_UNSPECIFIED) 
  goto send_nack; 
 
 home_ifindex = mpd_prefix_check(&arg->src, &arg->dst, &tmp, 
new); 
 if (home_ifindex <= 0) { 
  /* not home agent for this subnet */ 
  status = IP6_MH_BAS_NOT_HOME_SUBNET; 
  goto send_nack; 
 } 
 /* if prefix is or will be deprecated during the 
  * requested lifetime, ba status 1, else 0 */ 
 if (tsbefore(lft, tmp)) { 
  if (conf.SendMobPfxAdvs) 
   status = IP6_MH_BAS_PRFX_DISCOV; 
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  lft = tmp; 
 } 
 /* lifetime may be further decreased by local policy */ 
 if (conf.pmgr.max_binding_life(out.dst, out.bind_coa, out.src, 
           arg->bu, arg->len, &lft, &tmp)) { 
  if (tsbefore(lft, tmp)) 
   lft = tmp; 
 } 
 mpd_sanitize_lft(&lft); 
 if (!bce) { 
  bce = bcache_alloc(BCE_HOMEREG); 
  if (!bce) { 
   status = IP6_MH_BAS_INSUFFICIENT; 
   goto send_nack; 
  } 
  bce->our_addr = arg->src; 
  bce->peer_addr = arg->dst; 
  bce->coa = arg->bind_coa; 
  bce->seqno = seqno; 
  bce->flags = bu_flags; 
  bce->type = BCE_DAD; 
  bce->cleanup = NULL; 
  bce->link = home_ifindex; 
 
  if (bcache_add_homereg(bce) < 0) { 
   free(bce); 
   bce = NULL; 
   status = IP6_MH_BAS_INSUFFICIENT; 
   goto send_nack; 
  } 
  /* Do DAD for home address */ 
  if (ndisc_do_dad(home_ifindex, &arg->dst,  
     bu_flags & IP6_MH_BU_LLOCAL) < 0) { 
   bcache_delete(&arg->src, &arg->dst); 
   bce = NULL; 
   status =  IP6_MH_BAS_DAD_FAILED; 
   goto send_nack; 
  } 
  bce = bcache_get(&arg->src, &arg->dst); 
  if (!bce) { 
   BUG("BCE deleted before DAD completed!"); 
   status =  IP6_MH_BAS_UNSPECIFIED; 
   goto send_nack; 
  } 
  new = 1; 
 } 
 p.bce = bce; 
 p.ba_status = status; 
 bce->seqno = seqno; 
 bce->flags = bu_flags; 
 bce->lifetime = lft; 
 if (new) { 
  if (tunnel_add(&arg->src, &arg->bind_coa, 0,  
          home_tnl_ops, &p) < 0) { 
   if (p.ba_status >= IP6_MH_BAS_UNSPECIFIED) 
    status = p.ba_status; 
   else 
    status = IP6_MH_BAS_INSUFFICIENT; 
   goto send_nack; 
  } 
  bce->cleanup = home_cleanup; 
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  if (route_add(bce->link, RT6_TABLE_MIP6, 
         RTPROT_MIP, 0, IP6_RT_PRIO_MIP6_OUT, 
         &bce->our_addr, 128, &bce->peer_addr, 128,  
         NULL) < 0) { 
   status = IP6_MH_BAS_INSUFFICIENT; 
   goto send_nack; 
  } 
 
  if (proxy_nd_start(bce->link, &arg->dst, &arg->src, 
       bu_flags) < 0) { 
   status = IP6_MH_BAS_INSUFFICIENT; 
   goto send_nack; 
  } 
  bce->type = BCE_HOMEREG; 
  bcache_complete_homereg(bce); 
 }  
 /*Modifico el tunel si el MN ha cambiado al modo dormant*/ 
 else if (bu_flags & IP6_MH_BU_DORM) 
 { 
  bce->old_coa = bce->coa; 
  bce->coa = arg->bind_coa; 
  if (tunnel_mod(bce->tunnel, &arg->src, &arg->src, 0, 
          home_tnl_ops, &p) < 0) {  
   if (p.ba_status >= IP6_MH_BAS_UNSPECIFIED) 
    status = p.ba_status; 
   else 
    status = IP6_MH_BAS_INSUFFICIENT; 
   goto send_nack; 
  } 
  bcache_update_expire(bce); 
  
 } else { 
  bce->old_coa = bce->coa; 
  bce->coa = arg->bind_coa; 
  if (tunnel_mod(bce->tunnel, &arg->src, &arg->bind_coa, 0, 
          home_tnl_ops, &p) < 0) {  
   if (p.ba_status >= IP6_MH_BAS_UNSPECIFIED) 
    status = p.ba_status; 
   else 
    status = IP6_MH_BAS_INSUFFICIENT; 
   goto send_nack; 
  } 
  bcache_update_expire(bce); 
 } 
 /* bce is always valid here */ 
  
 bcache_release_entry(bce); 
 if (!tsisset(lft)) 
  bcache_delete(&arg->src, &arg->dst); 
 
 if ((bu_flags & IP6_MH_BU_KEYM) &&  
     conf.pmgr.use_keymgm(out.dst, out.src)) 
  ba_flags |= IP6_MH_BA_KEYM; 
 
 /*Si recibo un BU con flag dormant, envio un BAck con flag 
dormant*/ 
 if (bu_flags & IP6_MH_BU_DORM) 
  ba_flags |= IP6_MH_BU_DORM; 
  
 if (ba_flags & IP6_MH_BA_KEYM) { 
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  /* FUTURE */ 
  /* Move the peer endpoint of the key management 
   * protocol connection, if any, to the new care-of 
   * address. For an IKE phase 1 connection, this means 
   * that any IKE packets sent to the peer are sent to 
   * this address, and packets from this address with 
   * the original ISAKMP cookies are accepted. */ 
 } else { 
  /* FUTURE */ 
  /* Discard key management connections, if any, to the 
   * old care-of address. If the mobile node did not 
   * have a binding before sending this Binding Update, 
   * discard the connections to the home address. */ 
 } 
 mh_send_ba(&out, status, ba_flags, seqno, &lft, NULL, iif); 
  
 if (new && tsisset(lft)) 
  mpd_start_mpa(&bce->our_addr, &bce->peer_addr); 
  
 /*Si el nodo ha cambiado a estado activo, le reenvio el primer 
paquete dirigido hacia Ã©l*/ 
 if (mn!=NULL) 
 { 
  struct in6_addr aux; 
   
  aux = mn->bu_mn_dormant.dst; 
  pthread_mutex_lock(&list_mutex); 
  send_msg(mn,arg->remote_coa,bce->tunnel); 
  pthread_mutex_unlock(&list_mutex); 
  delete_mn(aux); 
 } 
  
out: 
 free(arg); 
 pthread_mutex_lock(&bu_worker_mutex); 
 if (!list_empty(&bu_worker_list)) { 
  struct list_head *l = bu_worker_list.next; 
  list_del(l); 
  arg = list_entry(l, struct ha_recv_bu_args, list); 
  pthread_mutex_unlock(&bu_worker_mutex); 
  goto restart; 
 } 
 if (--bu_worker_count == 0) 
  pthread_cond_signal(&cond); 
 pthread_mutex_unlock(&bu_worker_mutex); 
 pthread_exit(NULL); 
send_nack: 
 if (bce) { 
  bcache_release_entry(bce); 
  bcache_delete(&arg->src, &arg->dst); 
 } 
 mh_send_ba_err(&out, status, 0, seqno, NULL, iif); 
 goto out; 
} 
 
 
static void ha_recv_bu(const struct ip6_mh *mh,  
         const ssize_t len, 
         const struct in6_addr_bundle *in, 
         const int iif) 
{ 
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 struct ha_recv_bu_args_dormant *varg; 
 struct ip6_mh_binding_update *bu; 
 struct mh_options mh_opts; 
 struct in6_addr_bundle out; 
 struct ha_recv_bu_args *arg; 
 struct timespec lft; 
 pthread_t worker; 
 
 varg = (struct ha_recv_bu_args_dormant *)malloc(sizeof (struct 
ha_recv_bu_args_dormant)); 
 varg->mn=NULL; 
 bu = (struct ip6_mh_binding_update *)mh; 
 
 if (!(bu->ip6mhbu_flags & IP6_MH_BU_HOME)) { 
  cn_recv_bu(mh, len, in, iif); 
  return; 
 } 
 if (mh_bu_parse(bu, len, in, &out, &mh_opts, &lft, NULL) < 0) 
  return; 
 
 arg = malloc(sizeof(struct ha_recv_bu_args) + len); 
 if (!arg) { 
  if (bce_exists(out.src, out.dst)) 
   bcache_delete(out.src, out.dst); 
  mh_send_ba_err(&out, IP6_MH_BAS_INSUFFICIENT, 0, 
          ntohs(bu->ip6mhbu_seqno), NULL, iif); 
  return; 
 } 
 arg->src = *out.src; 
 arg->dst = *out.dst; 
  
 if (out.remote_coa) 
  arg->remote_coa = *out.remote_coa; 
 else  
  arg->remote_coa = in6addr_any; 
 if (out.bind_coa) 
  arg->bind_coa = *out.bind_coa; 
 else 
  arg->bind_coa = in6addr_any; 
 arg->bu = (struct ip6_mh_binding_update *)(arg + 1); 
 arg->len = len; 
 arg->mh_opts = mh_opts; 
 arg->lft = lft; 
 arg->iif = iif; 
 memcpy(arg->bu, bu, len); 
  
 /*Si el MN ha enviado un BU con flag dormant, lo agrego al 
listado de nodos dormant y modifico el Lifetime en la Binding Cache*/ 
 pthread_t tid; 
  
 if (bu->ip6mhbu_flags & IP6_MH_BU_DORM) 
 { 
  struct timespec lifetime; 
     
  pthread_create(&tid, NULL, first_msg_to_mn_dormant,arg); 
  if (!insert_mn(arg,tid)) 
        { 
            dbg ("Error insertando mn_dormant\n"); 
   pthread_cancel(tid); 
        } 
  dbg ("I received a BU with the dormant flag set\n"); 
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  dbg ("Home address    
%x:%x:%x:%x:%x:%x:%x:%x\n",NIP6ADDR(&arg->dst)); 
  dbg ("Care-of address 
%x:%x:%x:%x:%x:%x:%x:%x\n",NIP6ADDR(&arg->remote_coa)); 
  tssetsec (lifetime,ntohs(arg->bu->ip6mhbu_lifetime <<2)); 
  dbg ("Lifetime %ld s\n",lifetime.tv_sec); 
 } 
 /*Si no ha enviado el flag dormant, compruebo si es un MN 
dormant que ha cambiado al estado activo*/ 
 else  
 { 
        struct in6_addr aux; 
  struct mn_dormant *mn; 
   
  dbg("Home address    
%x:%x:%x:%x:%x:%x:%x:%x\n",NIP6ADDR(&arg->dst)); 
  mn = (struct mn_dormant*)malloc(sizeof(struct mn_dormant)); 
  if (mn == NULL) 
  { 
   dbg ("Malloc failed!\n"); 
  } 
  else 
  { 
   pthread_mutex_lock (&list_mutex); 
   if (mns_dormant.first !=NULL) 
   { 
    mn->next = mns_dormant.first; 
    while (mn->next != NULL) 
    { 
     aux = mn->next->bu_mn_dormant.dst; 
     dbg("Estoy en ha_recv_bu dentro del 
if\n"); 
     dbg ("aux    
%x:%x:%x:%x:%x:%x:%x:%x\n",NIP6ADDR(&aux)); 
 
     if (IN6_ARE_ADDR_EQUAL(&aux,&arg->dst)) 
     { 
       
      dbg("He recibido el bu!!\n"); 
      mn->next->recv_bu=1; 
      tid = mn->next->tid; 
      if (tid!=NULL) 
      { 
       pthread_cancel(tid); 
      } 
      varg->mn = mn->next; 
      break; 
     } 
     else 
      mn = mn->next; 
    } 
   } 
   pthread_mutex_unlock(&list_mutex); 
  } 
 } 
 varg->args=arg; 
  
 pthread_mutex_lock(&bu_worker_mutex); 
 bu_worker_count++; 
 if (pthread_create(&worker, NULL, ha_recv_bu_worker, varg)) { 
  free(arg); 
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  if (--bu_worker_count == 0) 
   pthread_cond_signal(&cond); 
 } else 
  pthread_detach(worker); 
 pthread_mutex_unlock(&bu_worker_mutex); 
} 
 
static struct mh_handler ha_bu_handler = { 
 .recv = ha_recv_bu, 
}; 
 
int ha_init(void) 
{ 
 int distance; 
  
 pthread_mutexattr_t mattrs; 
 pthread_mutexattr_init(&mattrs); 
 pthread_mutexattr_settype(&mattrs, PTHREAD_MUTEX_FAST_NP); 
 if (pthread_mutex_init(&bu_worker_mutex, &mattrs) || 
     pthread_cond_init(&cond, NULL)) 
  return -1; 
  
 /*Inicio las variables*/ 
 mns_dormant.first=NULL; 
  
 if (pthread_mutex_init(&list_mutex,NULL)) 
  return -1; 
 distance_threshold (&distance); 
 if (distance !=NULL) 
  DISTANCE_PAG_AREA = distance; 
 else 
  DISTANCE_PAG_AREA = 1; 
  
#ifdef ENABLE_VT 
 if (ha_vt_init() < 0) 
  return -1; 
#endif 
 if (homeagents_ifall_init() < 0) 
  return -1; 
 if (ha_addr_setup() < 0) 
  return -1; 
 if (dhaad_ha_init() < 0) 
  return -1; 
 if (mpd_ha_init() < 0) 
  return -1; 
 if (rule_add(NULL, RT6_TABLE_MIP6, 
       IP6_RULE_PRIO_MIP6_FWD, RTN_UNICAST, 
       &in6addr_any, 0, &in6addr_any, 0) < 0) 
  return -1; 
 icmp6_handler_reg(ND_ROUTER_ADVERT, &ha_ra_handler); 
 mh_handler_reg(IP6_MH_TYPE_BU, &ha_bu_handler); 
 return 0; 
} 
 
void ha_cleanup(void) 
{ 
 mh_handler_dereg(IP6_MH_TYPE_BU, &ha_bu_handler); 
 icmp6_handler_dereg(ND_ROUTER_ADVERT, &ha_ra_handler); 
 pthread_mutex_lock(&bu_worker_mutex); 
 if (bu_worker_count) 
  pthread_cond_wait(&cond, &bu_worker_mutex); 
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 pthread_mutex_unlock(&bu_worker_mutex); 
 bcache_flush(); 
 rule_del(NULL, RT6_TABLE_MIP6, 
   IP6_RULE_PRIO_MIP6_FWD, RTN_UNICAST, 
   &in6addr_any, 0, &in6addr_any, 0); 
 mpd_ha_cleanup(); 
 dhaad_ha_cleanup(); 
} 
 
 
IV.3. Fitxer mn.c 
 
#ifdef HAVE_CONFIG_H 
#include <config.h> 
#endif 
#ifdef HAVE_LIBPTHREAD 
#include <pthread.h> 
#else 
#error "POSIX Thread Library required!" 
#endif 
#include <syslog.h> 
#include <errno.h> 
#include <time.h> 
#include <unistd.h> 
#include <pcap.h> 
#include <signal.h> 
#include <sys/ioctl.h> 
#include <linux/types.h> 
#include <stdio.h> 
#include <string.h> 
#include <stdlib.h> 
#include <sys/socket.h> 
#include <pcap.h> 
#include <netinet/in.h> 
#include <arpa/inet.h> 
#include <netinet/ether.h> 
#include <netinet/if_ether.h> 
#include <net/ethernet.h> 
#include <netpacket/packet.h> 
 
 
#include <netinet/icmp6.h> 
#ifndef HAVE_MIP6_ICMP6_H 
#include <netinet-icmp6.h> 
#endif 
#ifdef HAVE_NETINET_IP6MH_H 
#include <netinet/ip6mh.h> 
#else 
#include <netinet-ip6mh.h> 
#endif 
#ifndef HAVE_MIP6_IN_H 
#include <netinet-in.h> 
#endif 
#include <netinet/ip6.h> 
#ifndef HAVE_MIP6_IP6_H 
#include <netinet-ip6.h> 
#endif 
 
#include "debug.h" 
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#include "mipv6.h" 
#include "icmp6.h" 
#include "ndisc.h" 
#include "mpdisc_mn.h" 
#include "mh.h" 
#include "mn.h" 
#include "cn.h" 
#include "movement.h" 
#include "util.h" 
#include "list.h" 
#include "bul.h" 
#include "xfrm.h" 
#include "tunnelctl.h" 
#include "rtnl.h" 
#include "conf.h" 
#include "prefix.h" 
#include "retrout.h" 
#include "keygen.h" 
#include "rfc3542.h" 
#include "dhaad_mn.h" 
#include "ipsec.h" 
 
#define MN_DEBUG_LEVEL 1 
 
#if MN_DEBUG_LEVEL >= 1 
#define MDBG dbg 
#else 
#define MDBG(...) 
#endif 
 
#if MN_DEBUG_LEVEL >= 2 
#define MDBG2 dbg 
#else 
#define MDBG2(...) 
#endif 
 
LIST_HEAD(home_addr_list);  
/*Defino las variables importantes*/ 
struct bulentry *last_bule; 
struct in6_addr rtr_addr_old;  
static int i_dormant = 0; 
static pthread_t tid = NULL; 
pthread_mutex_t dormant_mutex; 
pthread_rwlock_t mn_lock; 
static int DISTANCE_PAG_AREA; 
char *first_msg; 
int iface, msg_len; 
 
const struct timespec dereg_bu_lifetime_ts = 
{ DEREG_BU_LIFETIME, 0 }; 
const struct timespec non_mip_cn_ltime_ts = 
{ NON_MIP_CN_LTIME, 0 }; 
const struct timespec min_valid_bu_lifetime_ts = 
{ MIN_VALID_BU_LIFETIME, 0 }; 
 
static int pending_bas = 0; 
 
static void mn_send_home_bu(struct home_addr_info *hai, int 
pagging_move); 
static int mn_ext_tunnel_ops(int request, int old_if, int new_if, void 
*data); 
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/*FunciÃ³n que reenvÃa el primer paquete saliente del nodo cuando se 
reestablece el tÃºnel entre el HA y el MN*/ 
 
int send_first_msg() 
{ 
 int packet_socket, ret; 
 struct sockaddr_ll addr; 
 
 if (msg_len!=0) 
 { 
  dbg("iface %d\n",iface); 
  packet_socket = socket(PF_PACKET,SOCK_DGRAM,ETH_P_ALL); 
  if (packet_socket == -1) 
  { 
   dbg("Error abriendo el socket\n"); 
   return (-1); 
  } 
  bzero(&addr,sizeof(struct sockaddr_ll)); 
  addr.sll_family = AF_PACKET; 
  addr.sll_protocol = htons(ETH_P_IPV6); 
  addr.sll_ifindex = iface; 
  addr.sll_hatype = ARPHRD_ETHER; 
  addr.sll_pkttype = PACKET_BROADCAST; 
  memset(&addr.sll_addr,0xff,6); 
   
  ret = sendto (packet_socket, first_msg, msg_len, 0, (struct 
sockaddr*)&addr, sizeof (addr)); 
  if (ret < 0) 
   dbg ("Error enviando paquete\n"); 
  else 
   dbg("Datos enviados = %d\n",ret); 
  close(packet_socket); 
  msg_len = 0; 
  free(first_msg); 
 } 
 else 
  dbg("No hay datos para enviar\n"); 
 return(0); 
} 
 
static void bul_expire(struct tq_elem *tqe) 
{ 
 pthread_rwlock_wrlock(&mn_lock); 
 if (!task_interrupted()) { 
  struct bulentry *bule = tq_data(tqe, struct bulentry, tqe); 
  /* Set lifetime to 0 to help bul_delete */ 
  tsclear(bule->lifetime); 
  MDBG("Bul expire type %d", bule->type); 
  bul_delete(bule); 
 } 
 pthread_rwlock_unlock(&mn_lock); 
} 
 
static void bule_invalidate(struct bulentry *e, struct timespec 
*timestamp) 
{ 
 struct home_addr_info *hai = e->home; 
 struct in6_addr hoa, peer_addr; 
 int type = e->type; 
 uint16_t flags = e->flags; 
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 if (type == NON_MIP_CN_ENTRY)  
  return; 
 
 MDBG("%s unable to handle binding, changing BUL entry " 
      "to NON_MIP_CN_ENTRY\n", 
      (e->flags & IP6_MH_BU_HOME ? "HA" : "CN")); 
 
 hoa = e->hoa; 
 peer_addr = e->peer_addr; 
 
 bul_delete(e); 
 
 if (hai->at_home) 
  return; 
 
 e = create_bule(&hoa, &peer_addr); 
 
 if (e == NULL) 
  return; 
 
 e->type = NON_MIP_CN_ENTRY; 
 e->flags = flags; 
 e->home = hai; 
 e->lastsent = *timestamp; 
 e->lifetime = NON_MIP_CN_LTIME_TS; 
 e->delay = NON_MIP_CN_LTIME_TS; 
 e->callback = bul_expire; 
 if (bul_add(e) < 0) 
  bul_delete(e); 
} 
 
static void mn_reset_ro_bule(struct bulentry *e) 
{ 
 e->callback = bul_expire; 
 e->lifetime = MAX_TOKEN_LIFETIME_TS; 
 e->delay = MAX_TOKEN_LIFETIME_TS; 
 e->do_send_bu = 1; 
} 
 
static void mn_rr_check_entry(struct tq_elem *tqe) 
{ 
 struct bulentry *bule; 
 struct timespec now; 
 long last_used; 
 
 pthread_rwlock_wrlock(&mn_lock); 
 
 if (task_interrupted()) { 
  pthread_rwlock_unlock(&mn_lock); 
  return; 
 } 
 bule = tq_data(tqe, struct bulentry, tqe); 
 
 clock_gettime(CLOCK_REALTIME, &now); 
 
 last_used = mn_bule_xfrm_last_used(&bule->peer_addr, &bule->hoa, 
&now); 
 
 if (last_used >= 0 && last_used < MN_RO_RESTART_THRESHOLD) { 
  bule->lastsent = now; 
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  mn_reset_ro_bule(bule); 
  pre_bu_bul_update(bule); 
  mn_rr_refresh(bule); 
  if (bule->rr.state == RR_READY) 
   mn_send_cn_bu(bule); 
  else { 
   bul_update_expire(bule); 
   bul_update_timer(bule); 
  } 
  pthread_rwlock_unlock(&mn_lock); 
  return; 
 } 
 bul_delete(bule); 
 pthread_rwlock_unlock(&mn_lock); 
} 
 
static void mn_recv_param_prob(const struct icmp6_hdr *ih, ssize_t 
len, 
          const struct in6_addr *src, 
          const struct in6_addr *dst, 
          int iif, int hoplimit) 
{ 
 struct ip6_hdr *ip6h = (struct ip6_hdr *)(ih + 1); 
 int optlen = len - sizeof(struct icmp6_hdr); 
 uint32_t errptr; 
 uint8_t *off_octet; 
 struct bulentry *e = NULL; 
 struct in6_addr *laddr = &ip6h->ip6_src; 
 struct in6_addr *raddr = &ip6h->ip6_dst; 
 struct in6_addr addr; 
 
 /* We only handle code 1 & 2 messages. */ 
 if (ih->icmp6_code != ICMP6_PARAMPROB_NEXTHEADER && 
     ih->icmp6_code != ICMP6_PARAMPROB_OPTION) 
  return; 
 
 /* Find offending octet in the original packet. */ 
 errptr = ntohl(ih->icmp6_pptr); 
 
 /* Validity checks */ 
 if (len <= errptr || !IN6_ARE_ADDR_EQUAL(laddr, dst) || 
     icmp6_parse_data(ip6h, optlen, &laddr, &raddr) < 0) 
  return; 
 
 off_octet = ((uint8_t *) ip6h + errptr); 
 MDBG("Parameter problem: offending octet %d [0x%2x]\n", 
       errptr, *off_octet); 
 
 /* If CN did not understand Mobility Header, set BUL entry to 
  * ACK_ERROR so no further BUs are sumbitted to this CN. */ 
 if (ih->icmp6_code == ICMP6_PARAMPROB_NEXTHEADER &&  
     *off_octet == IPPROTO_MH) { 
  MDBG("CN doesn't implement MH handling.\n"); 
 } else if (ih->icmp6_code == ICMP6_PARAMPROB_OPTION && 
    *off_octet == IP6OPT_HOME_ADDRESS) { 
  MDBG("CN doesn't implement Home Address Option 
processing\n"); 
 } else { 
  MDBG("Got ICMPv6 paramprob not resulting from HAO or 
MH\n"); 
  return; 
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 } 
 pthread_rwlock_wrlock(&mn_lock); 
 if (mn_rr_error_check(laddr, raddr, &addr)) 
  laddr = &addr; 
 e = bul_get(NULL, laddr, raddr); 
 if (e != NULL) {  
  if (e->flags & IP6_MH_BU_HOME) { 
   if (!conf.UseMnHaIPsec && 
       !conf.MnDiscardHaParamProb) { 
    clock_gettime(CLOCK_REALTIME, &e->lastsent); 
    bule_invalidate(e, &e->lastsent); 
   } 
  } else if (ih->icmp6_code == ICMP6_PARAMPROB_OPTION) { 
   syslog(LOG_ERR, 
          "CN participated in RO but can't handle 
HAO\n"); 
  } else { 
   clock_gettime(CLOCK_REALTIME, &e->lastsent); 
   bule_invalidate(e, &e->lastsent); 
  } 
 } 
 pthread_rwlock_unlock(&mn_lock); 
} 
 
static struct icmp6_handler mn_param_prob_handler = { 
 .recv = mn_recv_param_prob, 
}; 
 
static int mn_send_bu_msg(struct bulentry *bule,int wakeup) 
{ 
 struct ip6_mh_binding_update *bu;  
 static int last_val = -1; 
  
 struct iovec iov[IP6_MHOPT_MAX+1]; 
 int iov_ind = 0; 
 int ret = -ENOMEM; 
 uint8_t *bind_key = NULL; 
 struct in6_addr_bundle addrs; 
 
 memset(iov, 0, IP6_MHOPT_MAX+1); 
 bu = mh_create(&iov[iov_ind++], IP6_MH_TYPE_BU); 
 if (!bu) 
  return -ENOMEM; 
 
 bu->ip6mhbu_seqno = htons(bule->seq); 
 bu->ip6mhbu_flags = bule->flags; 
  
 /*Decido si cambiar el estado dormant o al activo*/ 
 if (go_to_dormant(&last_val)&&wakeup==0) 
 { 
  bu->ip6mhbu_flags = bu->ip6mhbu_flags | IP6_MH_BU_DORM; 
  bule->lifetime.tv_sec = 0xffff << 2; 
  pthread_mutex_lock (&dormant_mutex); 
  i_dormant = 1; 
  pthread_mutex_unlock(&dormant_mutex); 
 }else if (wakeup == 2) 
 { 
  bu->ip6mhbu_flags = bu->ip6mhbu_flags | IP6_MH_BU_DORM; 
  bule->lifetime.tv_sec = 0xffff << 2; 
 }else 
 { 
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  pthread_mutex_lock (&dormant_mutex); 
  i_dormant = 0; 
  pthread_mutex_unlock(&dormant_mutex); 
 } 
  
 bu->ip6mhbu_lifetime = htons(bule->lifetime.tv_sec >> 2); 
 
 if (bule->use_alt_coa &&  
     mh_create_opt_altcoa(&iov[iov_ind++], &bule->coa)) { 
  free_iov_data(iov, iov_ind); 
  return -ENOMEM; 
 } 
 if (!(bule->flags & IP6_MH_BU_HOME)) { 
  if (mh_create_opt_nonce_index(&iov[iov_ind++], bule-
>rr.ho_ni, 
           bule->rr.co_ni) || 
      mh_create_opt_auth_data(&iov[iov_ind++])) { 
   free_iov_data(iov, iov_ind); 
   return -ENOMEM; 
  }  
  bind_key = bule->Kbm; 
 } 
 if (bule->flags & IP6_MH_BU_ACK) 
  bule->wait_ack = 1; 
 addrs.src = &bule->hoa; 
 addrs.dst = &bule->peer_addr; 
 addrs.local_coa = &bule->coa; 
 addrs.remote_coa = NULL; 
 addrs.bind_coa = &bule->coa; 
 
 ret = mh_send(&addrs, iov, iov_ind, bind_key, bule->if_coa); 
 
 if (ret <= 0) 
  MDBG("mh_send failed  ret: %d\n", ret); 
 
 free_iov_data(iov, iov_ind); 
  
 pthread_mutex_lock(&dormant_mutex); 
 /*Si he cambiado al estado dormant, creo el thread que 
controlarÃ¡ el trÃ¡fico saliente*/ 
 if (i_dormant&&tid==NULL) 
 { 
  pthread_create(&tid,NULL,wake_up,&bule->hoa); 
  pthread_detach(tid); 
 } 
 /*Si he cambiado al estado activo, cancelo ese thread*/ 
 else if (tid!=NULL) 
 { 
  pthread_cancel(tid); 
  tid = NULL; 
 } 
 pthread_mutex_unlock(&dormant_mutex); 
 return ret; 
} 
 
/*Thread que controla el trÃ fico saliente del nodo*/ 
void *wake_up (void *varg) 
{ 
    const u_char *msg; 
    char errbuf[PCAP_ERRBUF_SIZE]; 
    pcap_t* descr; 
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    struct pcap_pkthdr hdr; 
    struct bpf_program fp; 
    bpf_u_int32 maskp; 
    bpf_u_int32 netp; 
 struct in6_addr *aux = varg; 
    char s[50], *dev; 
  
 dev = pcap_lookupdev(errbuf); 
    if (dev == NULL) 
    { 
        dbg("%s\n",errbuf); 
        pthread_exit(-1); 
    } 
    pcap_lookupnet(dev,&netp,&maskp,errbuf); 
    if ((descr = pcap_open_live(NULL,65535,1,-1,errbuf)) == NULL) 
    { 
        dbg("%s\n",errbuf); 
        pthread_exit(-1); 
    } 
    sprintf (s,"ip6 src %x:%x:%x:%x:%x:%x:%x:%x\0",NIP6ADDR(aux)); 
 dbg ("%s\n",s); 
    if (pcap_compile(descr,&fp,s,0,netp) == -1) 
    { 
        dbg("Error compilando el filtro\n"); 
        pthread_exit(-1); 
    } 
    if (pcap_setfilter(descr,&fp) == -1) 
    { 
        dbg("Error aplicando el filtro\n"); 
        pthread_exit(-1); 
    } 
    if ((msg = pcap_next(descr,&hdr)) == NULL) 
    { 
        dbg("Error al capturar el paquete\n"); 
        pthread_exit(-1); 
    } 
 first_msg = (char *)malloc(hdr.len); 
 if (first_msg == NULL) 
  dbg("Error en el malloc\n"); 
 else  
 { 
  msg_len = hdr.len - sizeof(struct ether_header); 
  memcpy (first_msg,msg+sizeof(struct 
ether_header)+2,hdr.len); 
 } 
 if (i_dormant) 
 { 
  pthread_mutex_lock(&dormant_mutex); 
  i_dormant = 0; 
  pthread_mutex_unlock(&dormant_mutex); 
  last_bule->seq++; 
  last_bule->lifetime.tv_sec = 0xf << 2; 
  mn_send_bu_msg(last_bule,1); 
 } 
 dbg("Estoy saliendo del thread\n"); 
 pthread_mutex_lock(&dormant_mutex); 
 tid = NULL; 
 pthread_mutex_unlock(&dormant_mutex); 
 pthread_exit(0); 
} 
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static int mn_get_home_lifetime(struct home_addr_info *hai, 
    struct timespec *lifetime, int dereg) 
{ 
 if (!hai->at_home && !dereg) { 
  struct mn_addr *coa = &hai->primary_coa; 
  struct timespec now; 
  unsigned long coa_lft; 
  unsigned long hoa_lft; 
 
  clock_gettime(CLOCK_REALTIME, &now);   
 
  coa_lft = mpd_curr_lft(&now, &coa->timestamp, 
           coa->valid_time.tv_sec); 
  hoa_lft = mpd_curr_lft(&now, &hai->hoa.timestamp, 
           hai->hoa.valid_time.tv_sec); 
 
  tssetsec(*lifetime, umin(umin(coa_lft, hoa_lft), 
      conf.MnMaxHaBindingLife)); 
 
  mpd_sanitize_lft(lifetime); 
 
  MDBG("CoA lifetime %u s, HoA lifetime %u s, BU lifetime %u 
s\n", 
       coa_lft, hoa_lft, lifetime->tv_sec); 
 
  return 0; 
 } else { 
  tsclear(*lifetime); 
  MDBG("BU lifetime %u s\n", lifetime->tv_sec); 
  return 1; 
 } 
} 
 
static int mn_get_ro_lifetime(struct home_addr_info *hai, 
         struct timespec *lifetime, int dereg) 
{ 
 tsclear(*lifetime); 
 
 if (!hai->at_home && !dereg) { 
  struct bulentry *e; 
 
  e = bul_get(hai, NULL, &hai->ha_addr); 
 
  if (e == NULL || !(e->flags & IP6_MH_BU_HOME)) { 
   MDBG("No valid home registration"); 
  } else { 
   struct timespec now; 
   struct mn_addr *coa = &hai->primary_coa; 
   unsigned long coa_lft; 
   unsigned long home_lft; 
 
   clock_gettime(CLOCK_REALTIME, &now);   
 
   coa_lft = mpd_curr_lft(&now, &coa->timestamp, 
            coa->valid_time.tv_sec); 
 
   home_lft = mpd_curr_lft(&now, &e->lastsent, 
      e->lifetime.tv_sec); 
 
   tssetsec(*lifetime, umin(umin(coa_lft, home_lft), 
       conf.MnMaxCnBindingLife)); 
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   mpd_sanitize_lft(lifetime); 
  } 
  return 0; 
 } 
 MDBG("BU lifetime %u s\n", lifetime->tv_sec); 
 return 1; 
} 
 
static int mn_dereg(void *bule_v, void *arg) 
{ 
 struct bulentry *bule = bule_v; 
 
 if (bule->type != NON_MIP_CN_ENTRY) { 
  if (!(bule->flags & IP6_MH_BU_HOME)) { 
   int dereg_home = *(int *)arg; 
 
   if (dereg_home) 
    return 0; 
   bule->dereg = 1; 
   mn_rr_refresh(bule); 
   if (bule->rr.state != RR_READY) 
    return 0; 
  } 
  bule->seq++; 
  tsclear(bule->lifetime); 
  mn_send_bu_msg(bule,1); 
 } 
 
 bul_delete(bule); 
 
 return 0; 
} 
 
static void mn_change_ha(struct home_addr_info *hai, struct in6_addr 
*nack_ha) 
{ 
 int one = 1; 
 int dhaad_in_progress = dhaad_home_reg_failed(hai, nack_ha); 
 
 if (hai->home_reg_status != HOME_REG_NONE) { 
  /* deregister old home binding */ 
  bul_iterate(&hai->bul, mn_dereg, &one); 
 } 
 syslog(LOG_ERR, 
        "Home registration failed with HA, trying next one\n"); 
 if (!dhaad_in_progress && !hai->at_home) 
  mn_send_home_bu(hai,1); 
} 
 
static int bu_lft_check(struct bulentry *bule) 
{ 
 if (!tsisset(bule->lifetime)) 
  return 0; 
 
 int dereg; 
 
 if (bule->flags & IP6_MH_BU_HOME) 
  dereg = mn_get_home_lifetime(bule->home, &bule->lifetime, 
0); 
 else 
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  dereg = mn_get_ro_lifetime(bule->home, &bule->lifetime, 
        bule->dereg); 
 
 return !dereg && !tsisset(bule->lifetime); 
} 
 
/* 
 * bu_resend - resend a binding update 
 */ 
static void bu_resend(struct tq_elem *tqe) 
{       
 pthread_rwlock_wrlock(&mn_lock); 
 if (!task_interrupted()) { 
  struct bulentry *bule = tq_data(tqe, struct bulentry, tqe); 
  struct home_addr_info *hai = bule->home; 
  int expired; 
 
  MDBG("Bul resend [%p] type %d\n",  bule, bule->type); 
 
  clock_gettime(CLOCK_REALTIME, &bule->lastsent); 
  tsadd(bule->delay, bule->delay, bule->delay); 
  bule->delay = tsmin(bule->delay, MAX_BINDACK_TIMEOUT_TS); 
  bule->consecutive_resends++; 
 
  expired = bu_lft_check(bule); 
 
  bule->seq++; 
 
  if (bule->flags & IP6_MH_BU_HOME && 
      hai->use_dhaad &&  
      bule->consecutive_resends > MAX_CONSECUTIVE_RESENDS) { 
   mn_change_ha(hai, NULL); 
   pthread_rwlock_unlock(&mn_lock); 
   return; 
  } 
  mn_send_bu_msg(bule,1); 
 
  if (expired) 
   bul_delete(bule); 
  else { 
   bul_update_expire(bule); 
   bul_update_timer(bule); 
  } 
 } 
 pthread_rwlock_unlock(&mn_lock); 
} 
 
static void bu_refresh(struct tq_elem *tqe) 
{ 
 pthread_rwlock_wrlock(&mn_lock); 
 if (!task_interrupted()) { 
  struct bulentry *bule = tq_data(tqe, struct bulentry, tqe); 
  int expired; 
  MDBG("Bul refresh type: %d\n", bule->type); 
 
  clock_gettime(CLOCK_REALTIME, &bule->lastsent); 
 
  bule->delay = conf.InitialBindackTimeoutReReg_ts; 
  
  expired = bu_lft_check(bule); 
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  bule->seq++; 
  bule->callback = bu_resend; 
  pre_bu_bul_update(bule); 
  mn_send_bu_msg(bule,0); 
 
  if (expired) 
   bul_delete(bule); 
  else { 
   bul_update_expire(bule); 
   bul_update_timer(bule); 
  } 
 } 
 pthread_rwlock_unlock(&mn_lock); 
} 
 
static void mn_update_hoa_lifetime(struct mn_addr *mn_hoa, 
       struct timespec *timestamp, 
       uint32_t valid_time, 
       uint32_t preferred_time) 
{ 
 mn_hoa->timestamp = *timestamp; 
 tssetsec(mn_hoa->valid_time, valid_time); 
 tssetsec(mn_hoa->preferred_time, preferred_time); 
 MDBG2("updated HoA lifetimes: preferred %u s and valid %u s\n",  
       mn_hoa->preferred_time.tv_sec, mn_hoa->valid_time.tv_sec); 
} 
 
struct mv_hoa_args { 
 struct home_addr_info *target; 
 int if_next; 
}; 
 
/* 
 * Move home address between  
 */ 
static int mv_hoa(struct ifaddrmsg *ifa, struct rtattr *rta_tb[], void 
*arg) 
{ 
 struct mv_hoa_args *mha = arg; 
 struct home_addr_info *hai = mha->target; 
 struct mn_addr *hoa = &hai->hoa; 
 int err; 
 struct timespec now; 
 uint32_t preferred = PREFIX_LIFETIME_INFINITE; 
 uint32_t valid = PREFIX_LIFETIME_INFINITE; 
 int plen = (mha->if_next == hai->if_tunnel ? 128 : hai->plen); 
 
 clock_gettime(CLOCK_REALTIME, &now); 
 
 if (hai->lladdr_comp && rta_tb[IFA_CACHEINFO] != NULL) { 
  struct ifa_cacheinfo *ci = RTA_DATA(rta_tb[IFA_CACHEINFO]); 
  mn_update_hoa_lifetime(hoa, &now,  
           ci->ifa_valid, ci->ifa_prefered); 
  valid = ci->ifa_valid; 
  preferred = ci->ifa_prefered; 
 } 
 if (mha->if_next == ifa->ifa_index) 
  return 0; 
 
 MDBG("move HoA %x:%x:%x:%x:%x:%x:%x:%x/%d from iface %d to 
%d\n", 
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      NIP6ADDR(&hoa->addr), plen, ifa->ifa_index, mha->if_next); 
 
 err = addr_add(&hoa->addr, plen, 
         ifa->ifa_flags|IFA_F_HOMEADDRESS, 
         ifa->ifa_scope, mha->if_next, preferred, valid); 
 if (err < 0) 
  return err; 
 
 hoa->iif = mha->if_next; 
 addr_del(&hoa->addr, ifa->ifa_prefixlen, ifa->ifa_index); 
 return 0; 
} 
 
static int mn_tnl_state_add(struct home_addr_info *hai, int ifindex, 
int all) 
{ 
 int err = 0; 
 if (hai->home_reg_status != HOME_REG_NONE) { 
  if ((err = mn_ro_pol_add(hai, ifindex, all)) < 0) 
   return err; 
  if ((err = route_add(ifindex, RT6_TABLE_MIP6, RTPROT_MIP, 
0, 
         IP6_RT_PRIO_MIP6_OUT, &hai->hoa.addr, 128, 
         &in6addr_any, 0, NULL)) < 0) { 
   mn_ro_pol_del(hai, ifindex, all); 
  } 
 } 
 return err; 
} 
 
static void mn_tnl_state_del(struct home_addr_info *hai, int ifindex, 
int all) 
{ 
 if (hai->home_reg_status != HOME_REG_NONE) { 
  route_del(ifindex, RT6_TABLE_MIP6, IP6_RT_PRIO_MIP6_OUT,  
     &hai->hoa.addr, 128, &in6addr_any, 0, NULL); 
  mn_ro_pol_del(hai, ifindex, all); 
 } 
} 
 
 
static void mn_home_ext_cleanup(struct bulentry *bule) 
{ 
 struct home_addr_info *hai = bule->home;  
 
 hai->home_reg_status = HOME_REG_NONE; 
 
 if (hai->pend_ba) { 
  hai->pend_ba = 0; 
  pending_bas--; 
 } 
 bule->ext_cleanup = NULL; 
} 
 
/* Clean up policy route for HoA when bulentry is deleted. */ 
static void mn_pol_ext_cleanup(struct bulentry *bule) 
{ 
 MDBG("\n"); 
 mpd_cancel_mps(&bule->hoa, &bule->peer_addr); 
 mn_tnl_state_del(bule->home, bule->home->if_tunnel, 0); 
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 if (conf.UseMnHaIPsec) { 
  mn_ipsec_tnl_update(&bule->peer_addr, &bule->hoa, bule); 
  mn_ipsec_tnl_pol_del(&bule->peer_addr, &bule->hoa, bule); 
 } 
 bule->ext_cleanup = mn_home_ext_cleanup; 
} 
 
static int process_first_home_bu(struct bulentry *bule, 
     struct home_addr_info *hai, 
     struct timespec *lifetime) 
{ 
 int err = 0; 
 bule->type = BUL_ENTRY; 
 bule->flags = IP6_MH_BU_HOME | IP6_MH_BU_ACK | hai->lladdr_comp; 
 bule->coa_changed = -1; 
 bule->coa = hai->primary_coa.addr; 
 bule->if_coa = hai->primary_coa.iif; 
 bule->lifetime = *lifetime; 
 bule->delay = conf.InitialBindackTimeoutFirstReg_ts; 
 bule->callback = bu_resend; 
 /* Use alt. coa with IPsec */ 
 bule->use_alt_coa = 1; 
 bule->ext_cleanup = mn_pol_ext_cleanup; 
 bule->home = hai; 
 bule->consecutive_resends = 0; 
 
 hai->home_reg_status = HOME_REG_UNCERTAIN; 
 
 if ((err = mn_tnl_state_add(hai, hai->if_tunnel, 0)) < 0) 
  MDBG("Failed to initialize new bule for HA\n"); 
 else 
  MDBG("New bule for HA\n"); 
 
 return err; 
} 
 
static int mn_do_dad(struct home_addr_info *hai, int dereg); 
static void mn_send_home_na(struct home_addr_info *hai); 
 
static int mn_bu_ratelimit(struct bulentry *e) 
{ 
 if (IN6_ARE_ADDR_EQUAL(&e->coa, &e->last_coa)) { 
  if (e->wait_ack) { 
   MDBG("Rate limit BU\n"); 
   return 1; 
  } 
 } else { 
  e->wait_ack = 0; 
  e->consecutive_resends = 0; 
  e->coa_changed = 1; 
 } 
 return 0; 
} 
 
static void mn_send_home_bu(struct home_addr_info *hai,int 
pagging_move) 
{ 
 struct bulentry *bule = NULL; 
 struct timespec lifetime; 
 int homereg_expired = 0; 
 movement_t type_movement = MIP6_TYPE_MOVEMENT_UNKNOWN; 
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 TRACE; 
 
 if (IN6_IS_ADDR_UNSPECIFIED(&hai->ha_addr)) { 
  MDBG("HA not set for home link\n"); 
  return; 
 } 
 mn_get_home_lifetime(hai, &lifetime, 0); 
 
 if ((bule = bul_get(hai, NULL, &hai->ha_addr)) == NULL) { 
  assert(!hai->at_home); 
  /* Create new bul entry for HA */ 
  if (!tsisset(lifetime)) { 
   dbg("HoA or CoA expired, unable to create 
binding.\n"); 
   return; 
  } 
  if (conf.UseMnHaIPsec && 
      !ipsec_policy_entry_check(&hai->ha_addr, &hai-
>hoa.addr, 
           IPSEC_F_MH_BUBA)) { 
   syslog(LOG_ERR, 
          "MN lacks the necessary IPsec policies for " 
          "protecting the home registration to HA " 
          "%x:%x:%x:%x:%x:%x:%x:%x\n", 
          NIP6ADDR(&hai->ha_addr)); 
   if (hai->use_dhaad) 
    mn_change_ha(hai, &hai->ha_addr); 
  } 
  if ((bule = create_bule(&hai->hoa.addr, 
     &hai->ha_addr)) == NULL || 
      process_first_home_bu(bule, hai, &lifetime) < 0) { 
   bul_delete(bule); 
   return; 
  } 
  if (bul_add(bule) < 0) { 
   bul_delete(bule); 
   return; 
  } 
  type_movement = MIP6_TYPE_MOVEMENT_HL2FL; 
  MDBG("New bule for HA\n"); 
 } else if (bule->type == BUL_ENTRY) { 
  /* Update bule */ 
  clock_gettime(CLOCK_REALTIME, &bule->lastsent); 
 
  if (IN6_ARE_ADDR_EQUAL(&bule->hoa, &bule->coa)) { 
   if (process_first_home_bu(bule,  
        hai, &lifetime) < 0) { 
    bul_delete(bule); 
    return; 
   } 
   type_movement = MIP6_TYPE_MOVEMENT_HL2FL; 
  } else { 
   bule->coa = hai->primary_coa.addr; 
   bule->if_coa = hai->primary_coa.iif; 
 
   /* Rate limiting home registration binding updates 
      is necessary for multihomed MNs */ 
   if (mn_bu_ratelimit(bule)) 
    return; 
   if (!hai->at_home) { 
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    MDBG("Moved to foreign network\n"); 
    bule->lifetime = lifetime; 
    type_movement = MIP6_TYPE_MOVEMENT_FL2FL; 
   } else { 
    MDBG("Moved to home network\n"); 
    type_movement = MIP6_TYPE_MOVEMENT_FL2HL; 
    tsclear(bule->lifetime); 
    mn_pol_ext_cleanup(bule); 
   } 
   bule->delay = conf.InitialBindackTimeoutReReg_ts; 
   bule->callback = bu_resend; 
  } 
  bule->seq++; 
  pre_bu_bul_update(bule); 
  MDBG("Bule for HA exists. Updating it.\n"); 
 } else { 
  MDBG("HA doesn't accept BU\n"); 
  return; 
 } 
 if (type_movement == MIP6_TYPE_MOVEMENT_FL2HL) { 
  if (tsisset(bule->hard_expire) && 
      tsafter(bule->hard_expire, bule->lastsent)) { 
   /* If MN returns to home link after the expiration of 
    * home registration, MN does not send de-reg BU to 
HA  
    */ 
   homereg_expired = 1; 
  } 
 } 
 /*Dependiendo de si estoy activo o dormido, y en el Ãºltimo cado 
de si me he movido de la Ã¡rea de paging o no, envÃo el BU o no*/ 
 if (!homereg_expired) { 
  if (pagging_move) 
  { 
   bule->do_send_bu = 1; 
   mn_send_bu_msg(bule,pagging_move); 
   bul_update_timer(bule); 
  } 
  else{ 
   bule->do_send_bu = 0; 
  } 
     
 } 
  
 if (conf.UseMnHaIPsec) { 
         /* create SP entry for protecting RR signals */ 
  if (type_movement == MIP6_TYPE_MOVEMENT_HL2FL) { 
   mn_ipsec_tnl_pol_add(&bule->home->ha_addr, 
          &bule->hoa, bule); 
         } 
  /* migrate tunnel endpoint */ 
  if (bule->coa_changed && 
      type_movement != MIP6_TYPE_MOVEMENT_FL2HL) { 
   mn_ipsec_tnl_update(&bule->home->ha_addr, 
         &bule->hoa, bule); 
  } 
        } 
 /* Before bul_iterate, tunnel modification should be done. */ 
  
 /*Si estoy en modo dormant, modifico el tÃºnel*/ 
 pthread_mutex_lock(&dormant_mutex); 
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 if (i_dormant) 
 { 
  tunnel_mod(hai->if_tunnel, &hai->primary_coa.addr, &hai-
>primary_coa.addr, 
     hai->primary_coa.iif, mn_ext_tunnel_ops, hai); 
  post_ba_bul_update(bule); 
 }else 
 { 
  tunnel_mod(hai->if_tunnel, &hai->primary_coa.addr, &hai-
>ha_addr, 
     hai->primary_coa.iif, mn_ext_tunnel_ops, hai); 
 } 
 iface = hai->if_tunnel; 
 pthread_mutex_unlock(&dormant_mutex); 
 bule->last_coa = bule->coa; 
 bule->coa_changed = 0; 
 
 if (homereg_expired) { 
  bul_delete(bule); 
  mn_do_dad(hai, 1); 
 } 
 last_bule = bule; 
} 
 
void mn_send_cn_bu(struct bulentry *bule) 
{ 
 /* Rate limiting CN registration binding updates 
    is necessary for multihomed MNs */ 
 if (mn_bu_ratelimit(bule)) 
  return; 
 
 mn_get_ro_lifetime(bule->home, &bule->lifetime, bule->dereg); 
 
 bule->seq++; 
 
 clock_gettime(CLOCK_REALTIME, &bule->lastsent); 
 pre_bu_bul_update(bule); 
 mn_send_bu_msg(bule,0); 
 bule->last_coa = bule->coa; 
 bule->coa_changed = 0; 
 if (bule->flags & IP6_MH_BU_ACK) { 
  bule->callback = bu_resend; 
  bule->delay = conf.InitialBindackTimeoutReReg_ts; 
 } else { 
  if (bule->dereg) { 
   bul_delete(bule); 
   return; 
  } 
  bule->callback = mn_rr_check_entry; 
  bule->delay = bule->lifetime; 
  tsadd(bule->lastsent, bule->lifetime, bule->hard_expire); 
  bule->do_send_bu = 0; 
  post_ba_bul_update(bule); 
 } 
 bul_update_expire(bule); 
 bul_update_timer(bule); 
} 
 
/* Sets lifetime and expire of bulentry based on lifetime of received 
BA  
 * @bule: corresponding bul entry 
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 * @ba_lifetime: lifetime from BA 
 * @bu_resend: refresh in seconds 
 */ 
static inline int set_bule_lifetime(struct bulentry *bule, 
        struct timespec *ba_lifetime, 
        struct timespec *br_advice) 
{ 
 assert(bule->type == BUL_ENTRY); 
 
 bule->lifetime = tsmin(bule->lifetime, *ba_lifetime); 
 if (bule->flags & IP6_MH_BU_HOME) { 
  tssetsec(bule->delay, bule->lifetime.tv_sec * 
BU_REFRESH_DELAY); 
  if (tsbefore(bule->delay, *br_advice)) 
   bule->delay = *br_advice; 
 } else { 
  tssetsec(bule->delay, max(ba_lifetime->tv_sec, 0)); 
 } 
 dbg("Set bule lifetime to %ld (s) and resend to bule->delay %d 
(s)\n",  
     bule->lifetime.tv_sec, bule->delay.tv_sec); 
 
 return 0; 
} 
 
static void mn_send_home_na(struct home_addr_info *hai) 
{ 
 uint32_t na_flags = ND_NA_FLAG_OVERRIDE; 
  
 ndisc_send_na(hai->hoa.iif, &hai->hoa.addr, 
        &in6addr_all_nodes_mc, &hai->hoa.addr, na_flags); 
 if (hai->lladdr_comp && hai->home_reg_status != HOME_REG_NONE) { 
  struct in6_addr lladdr; 
 
  ipv6_addr_llocal(&hai->hoa.addr, &lladdr); 
  ndisc_send_na(hai->hoa.iif, &lladdr,  
         &in6addr_all_nodes_mc,  
         &lladdr, na_flags); 
 } 
} 
 
/* Returns number of pending BAs, when it is 0, MN can start 
registering the  
   addresses on the link as CoAs 
*/ 
static int mn_dereg_home(struct home_addr_info *hai) 
{ 
 if (hai->pend_ba) {  
  hai->pend_ba = 0; 
  pending_bas--; 
  if (hai->at_home) 
   mn_send_home_na(hai); 
 } 
 return 0; 
} 
 
static int mn_chk_bauth(struct ip6_mh_binding_ack *ba, 
   const ssize_t len, 
   const struct mh_options *mh_opts, 
   struct bulentry *e) 
{ 
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 struct ip6_mh_opt_auth_data *bauth; 
 uint8_t status = ba->ip6mhba_status; 
 
 if ((bauth = mh_opt(&ba->ip6mhba_hdr, mh_opts, 
IP6_MHOPT_BAUTH))) { 
  /* Authenticator is calculated with MH checksum set to 0 */ 
  ba->ip6mhba_hdr.ip6mh_cksum = 0; 
  return mh_verify_auth_data(ba, len, bauth,  
        &e->coa, &e->peer_addr, e->Kbm); 
 } 
 if (e->seq == ntohs(ba->ip6mhba_seqno)) { 
  if (status == IP6_MH_BAS_HOME_NI_EXPIRED) { 
   /* resend Hoti */ 
   e->rr.state = RR_H_EXPIRED; 
  } else if (status == IP6_MH_BAS_COA_NI_EXPIRED) { 
   /* resend CoTi */ 
   e->rr.state = RR_C_EXPIRED; 
  } else if (status == IP6_MH_BAS_NI_EXPIRED){  
   e->rr.state = RR_EXPIRED; 
  } 
  mn_rr_force_refresh(e); 
  mn_reset_ro_bule(e); 
  pre_bu_bul_update(e); 
 } 
 return -1; 
} 
 
static void mn_recv_ba(const struct ip6_mh *mh, 
         const ssize_t len, 
         const struct in6_addr_bundle *in, 
         const int iif) 
{ 
 struct ip6_mh_binding_ack *ba; 
 struct mh_options mh_opts; 
 struct bulentry *bule; 
 struct timespec now, ba_lifetime, br_adv; 
 uint16_t seqno; 
 
 TRACE; 
 
 if (len < sizeof(struct ip6_mh_binding_ack) || 
     mh_opt_parse(mh, len, 
    sizeof(struct ip6_mh_binding_ack), &mh_opts) < 0) 
     return; 
 
 ba = (struct ip6_mh_binding_ack *)mh; 
 
 pthread_rwlock_wrlock(&mn_lock); 
 bule = bul_get(NULL, in->dst, in->src); 
 if (!bule || bule->type == NON_MIP_CN_ENTRY) { 
  MDBG("Got BA without corresponding BUL entry " 
       "from %x:%x:%x:%x:%x:%x:%x:%x " 
       "to home address %x:%x:%x:%x:%x:%x:%x:%x " 
       "with coa %x:%x:%x:%x:%x:%x:%x:%x\n", 
       NIP6ADDR(in->src),   
       NIP6ADDR(in->dst), 
       NIP6ADDR(in->local_coa != NULL ?  
         in->local_coa : &in6addr_any)); 
  pthread_rwlock_unlock(&mn_lock); 
  return; 
 } 
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 dbg("Got BA from %x:%x:%x:%x:%x:%x:%x:%x " 
     "to home address %x:%x:%x:%x:%x:%x:%x:%x " 
     "with coa %x:%x:%x:%x:%x:%x:%x:%x and status %d\n", 
     NIP6ADDR(in->src), NIP6ADDR(in->dst), 
     NIP6ADDR(in->local_coa != NULL ? in->local_coa : 
&in6addr_any), 
     ba->ip6mhba_status); 
 dbg("Dumping corresponding BULE\n"); 
 dump_bule(bule, sdbg); 
 /* First check authenticator */ 
 if (!(bule->flags & IP6_MH_BU_HOME) && 
     mn_chk_bauth(ba, len, &mh_opts, bule)) { 
  pthread_rwlock_unlock(&mn_lock); 
  return; 
 } 
 /* Then sequence number */ 
 seqno = ntohs(ba->ip6mhba_seqno); 
 if (bule->seq != seqno) { 
  if (ba->ip6mhba_status != IP6_MH_BAS_SEQNO_BAD) { 
   /* 
    * In this case, ignore BA and resends BU. 
    */ 
   MDBG("Got BA with incorrect sequence number %d, "  
        "the one sent in BU was %d\n", seqno, bule-
>seq); 
   pthread_rwlock_unlock(&mn_lock); 
   return; 
  } 
 } 
 bule->do_send_bu = 0; 
 bule->consecutive_resends = 0; 
 clock_gettime(CLOCK_REALTIME, &now); 
 if (ba->ip6mhba_status >= IP6_MH_BAS_UNSPECIFIED) { 
  if (ba->ip6mhba_status == IP6_MH_BAS_SEQNO_BAD) { 
   MDBG("out of sync seq nr\n"); 
   clock_gettime(CLOCK_REALTIME, &bule->lastsent); 
   bule->seq = seqno + 1; 
   if (bule->flags & IP6_MH_BU_HOME) 
    mn_get_home_lifetime(bule->home, 
           &bule->lifetime, 0); 
   else 
    mn_get_ro_lifetime(bule->home, 
         &bule->lifetime, 0); 
   bule->callback = bu_resend; 
   pre_bu_bul_update(bule); 
   mn_send_bu_msg(bule,0); 
   bule->delay = conf.InitialBindackTimeoutReReg_ts; 
   bul_update_timer(bule); 
   pthread_rwlock_unlock(&mn_lock); 
   return; 
  } 
  if (bule->flags & IP6_MH_BU_HOME) {  
   struct home_addr_info *hai = bule->home; 
   if (hai->at_home) { 
    bul_delete(bule); 
    mn_do_dad(hai, 1); 
    pthread_rwlock_unlock(&mn_lock); 
    return; 
   } 
   syslog(LOG_ERR,  
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          "Unable to register with HA, deleting 
entry\n"); 
   if (hai->use_dhaad) { 
    bul_delete(bule); 
    mn_change_ha(hai, in->src); 
   } else { 
    bule_invalidate(bule, &now); 
   } 
   pthread_rwlock_unlock(&mn_lock); 
   return; 
  } else { 
   /* Don't resend BUs to this CN */ 
   bule_invalidate(bule, &now); 
   pthread_rwlock_unlock(&mn_lock); 
   return; 
  } 
 } 
 if (bule->wait_ack)  
  bule->wait_ack = 0; 
 else { 
  MDBG("unexpected BA, ignoring\n"); 
  pthread_rwlock_unlock(&mn_lock); 
  return; 
 } 
 tssetsec(ba_lifetime, ntohs(ba->ip6mhba_lifetime) << 2); 
 br_adv = ba_lifetime; 
 tsadd(bule->lastsent, ba_lifetime, bule->hard_expire); 
 post_ba_bul_update(bule); 
 if (bule->flags & IP6_MH_BU_HOME) { 
  struct home_addr_info *hai = bule->home; 
  struct ip6_mh_opt_refresh_advice *bra; 
  if (!tsisset(ba_lifetime)) { 
   mn_dereg_home(hai); 
   bul_delete(bule); 
   /* If BA was for home registration & succesful  
    *  Send RO BUs to CNs for this home address. 
    */ 
   bul_iterate(&hai->bul, mn_rr_start_handoff, NULL); 
   pthread_rwlock_unlock(&mn_lock); 
   mn_movement_event(NULL); 
   return; 
  } 
  /* If status of BA is 0 or 1, Binding Update is accepted. 
*/ 
  if (ba->ip6mhba_status == IP6_MH_BAS_PRFX_DISCOV || 
      hai->home_reg_status == HOME_REG_UNCERTAIN) 
   mpd_trigger_mps(&bule->hoa, &bule->peer_addr); 
 
  /* If BA was for home registration & succesful  
   *  Send RO BUs to CNs for this home address. 
   */ 
  hai->home_reg_status = HOME_REG_VALID; 
  bul_iterate(&hai->bul, mn_rr_start_handoff, NULL); 
 
  /* IP6_MH_BA_KEYM  */ 
  if (bule->flags & IP6_MH_BU_KEYM) { 
   if (ba->ip6mhba_flags & IP6_MH_BA_KEYM) { 
    /* Inform IKE  to send readdress msg */ 
   } else { 
    /* Inform IKE to renegotiate SAs */ 
   } 
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  } 
  bra = mh_opt(&ba->ip6mhba_hdr, &mh_opts, 
IP6_MHOPT_BREFRESH); 
  if (bra) 
   tssetsec(br_adv, ntohs(bra->ip6mora_interval) << 2); 
 } 
 if (!tsisset(ba_lifetime)) { 
  dbg("Deleting bul entry\n"); 
  bul_delete(bule); 
 }  else { 
  set_bule_lifetime(bule, &ba_lifetime, &br_adv); 
  if (bule->flags & IP6_MH_BU_HOME) { 
   dbg("Callback to bu_refresh after %d seconds\n", 
       bule->delay.tv_sec); 
   bule->callback = bu_refresh; 
  } else { 
   dbg("Callback to mn_rr_check_entry after %d 
seconds\n", 
       bule->delay.tv_sec); 
   bule->callback = mn_rr_check_entry;  
  } 
  bul_update_expire(bule); 
  bul_update_timer(bule); 
 } 
 /*Si estaba en estado dormant, reestablezco el tÃºnel con el HA 
y reenvio mi primer paquete*/ 
 struct home_addr_info *hai; 
 hai = bule->home; 
  
 pthread_mutex_lock(&dormant_mutex); 
 if (i_dormant) 
 { 
  struct home_addr_info *hai; 
  tunnel_mod(hai->if_tunnel, &hai->primary_coa.addr, &hai-
>primary_coa.addr, 
     hai->primary_coa.iif, mn_ext_tunnel_ops, hai); 
 }else 
 { 
  tunnel_mod(hai->if_tunnel, &hai->primary_coa.addr, &hai-
>ha_addr, 
     hai->primary_coa.iif, mn_ext_tunnel_ops, hai); 
 } 
 if (send_first_msg()!=0) 
  dbg("Error enviando primer paquete\n"); 
 pthread_mutex_unlock(&dormant_mutex); 
  
 pthread_rwlock_unlock(&mn_lock); 
} 
 
static struct mh_handler mn_ba_handler = { 
 .recv = mn_recv_ba, 
}; 
 
static int do_handoff(struct home_addr_info *hai) 
{ 
 /*Dependiendo de si estoy activo o dormant, y si cambio de area 
de paging o no, avisarÃ© al HA con un BU o no*/ 
 int pagging_move=1; 
 int distance; 
  
 pthread_mutex_lock(&dormant_mutex); 
134                                                                  Xarxa cel·lular de 4G basada en IPv6: desenvolupament d’un demostrador 
 
 if (i_dormant) 
 { 
  distance = calculate_distance(&rtr_addr_old,&rtr_addr_new); 
  if (distance<DISTANCE_PAG_AREA) 
   pagging_move = 0; 
  else 
  { 
   pagging_move = 2; 
   memcpy (&rtr_addr_old,&rtr_addr_new,sizeof(struct 
in6_addr)); 
   dbg("New rtr_addr_old : 
%x:%x:%x:%x:%x:%x:%x:%x\n",NIP6ADDR(&rtr_addr_old)); 
  } 
   
  dbg ("Distance = %d\n",distance); 
 } 
  
 pthread_mutex_unlock(&dormant_mutex); 
  
  
 if (!IN6_IS_ADDR_UNSPECIFIED(&hai->ha_addr)) { 
  if (hai->pend_ba) 
   mn_send_home_bu(hai,pagging_move); 
  else if (!pending_bas) { 
   if (!hai->at_home || 
       hai->home_reg_status != HOME_REG_NONE) 
    mn_send_home_bu(hai,pagging_move); 
   bul_iterate(&hai->bul, mn_rr_start_handoff, NULL); 
   hai->verdict = MN_HO_NONE; 
  } 
 } else if (!pending_bas) { 
  if (hai->at_home) 
   dhaad_stop(hai); 
  else 
   dhaad_start(hai); 
   
 } 
 return 0; 
} 
 
struct home_addr_info *mn_get_home_addr(const struct in6_addr *hoa) 
{ 
 struct list_head *l; 
        list_for_each(l, &home_addr_list) { 
  struct home_addr_info *hai; 
  hai = list_entry(l, struct home_addr_info, list); 
  if (IN6_ARE_ADDR_EQUAL(hoa, &hai->hoa.addr)) 
   return hai; 
 } 
 return NULL; 
} 
 
struct home_addr_info *mn_get_home_addr_by_dhaadid(uint16_t dhaad_id) 
{ 
 struct list_head *lh; 
 
 list_for_each(lh, &home_addr_list) { 
  struct home_addr_info *hai; 
  hai = list_entry(lh, struct home_addr_info, list); 
  pthread_mutex_lock(&hai->ha_list.c_lock); 
  if (hai->ha_list.dhaad_id == dhaad_id) { 
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   pthread_mutex_unlock(&hai->ha_list.c_lock); 
   return hai; 
  } 
  pthread_mutex_unlock(&hai->ha_list.c_lock); 
 } 
 return NULL; 
} 
 
struct flag_hoa_args { 
 struct home_addr_info *target; 
 int flag; 
}; 
 
static int flag_hoa(struct ifaddrmsg *ifa, struct rtattr *rta_tb[], 
void *arg) 
{ 
 /* 
  * To do: also call this function for addresses learned through 
MPD  
  */ 
 
 struct flag_hoa_args *fhoa = arg; 
 struct home_addr_info *hai = fhoa->target; 
 struct mn_addr *hoa = &hai->hoa; 
 struct in6_addr *addr = RTA_DATA(rta_tb[IFA_ADDRESS]); 
 struct timespec now; 
 uint32_t preferred; 
 uint32_t valid; 
 int err; 
 int plen = (ifa->ifa_index == hai->if_tunnel ? 128 : hai->plen); 
 
 clock_gettime(CLOCK_REALTIME, &now); 
 
 if (rta_tb[IFA_CACHEINFO] != NULL) { 
  struct ifa_cacheinfo *ci = RTA_DATA(rta_tb[IFA_CACHEINFO]); 
  mn_update_hoa_lifetime(hoa, &now,  
           ci->ifa_valid, ci->ifa_prefered); 
  valid = ci->ifa_valid; 
  preferred = ci->ifa_prefered; 
 } else { 
  preferred = mpd_curr_lft(&now, 
      &hoa->timestamp, 
      hoa->preferred_time.tv_sec); 
  valid = mpd_curr_lft(&now, 
         &hoa->timestamp, 
         hoa->valid_time.tv_sec); 
 } 
 if (fhoa->flag) 
  ifa->ifa_flags |= IFA_F_HOMEADDRESS; 
 else 
  ifa->ifa_flags &= ~IFA_F_HOMEADDRESS; 
 
 MDBG("set HoA %x:%x:%x:%x:%x:%x:%x:%x/%d iif %d flags %x 
preferred_time %u valid_time %u\n", 
      NIP6ADDR(addr), plen, ifa->ifa_index, ifa->ifa_flags, 
preferred, valid); 
 
 if ((err = addr_add(addr, plen, 
       ifa->ifa_flags, ifa->ifa_scope, ifa->ifa_index, 
       preferred, valid)) < 0) { 
  MDBG("failed with %d\n", err); 
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  return err; 
 } 
 hoa->iif = ifa->ifa_index; 
 return 0; 
} 
 
static void clean_home_addr_info(struct home_addr_info *hai) 
{ 
 struct flag_hoa_args arg; 
 int plen = (hai->hoa.iif == hai->if_tunnel ? 128 : hai->plen); 
 int zero = 0; 
 
 list_del(&hai->list); 
 arg.target = hai; 
 arg.flag = 0; 
 addr_do(&hai->hoa.addr, plen, 
  hai->hoa.iif, &arg, flag_hoa); 
 bul_iterate(&hai->bul, mn_dereg, &zero); 
 bul_home_cleanup(&hai->bul); 
 rule_del(NULL, 0, 
   IP6_RULE_PRIO_MIP6_BLOCK, RTN_BLACKHOLE, 
   &hai->hoa.addr, 128, &in6addr_any, 0); 
 rule_del(NULL, RT6_TABLE_MIP6, 
   IP6_RULE_PRIO_MIP6_HOA_OUT, RTN_UNICAST, 
   &hai->hoa.addr, 128, &in6addr_any, 0); 
 tunnel_del(hai->if_tunnel, NULL, NULL); 
 dhaad_stop(hai); 
 free(hai); 
}  
 
static int rpl_copy(const struct list_head *rpl1, struct list_head 
*rpl2) 
{ 
 struct list_head *l, *n; 
 struct xfrm_ro_pol *rp1, *rp2; 
 
 list_for_each(l, rpl1) { 
  rp1 = list_entry(l, struct xfrm_ro_pol, list); 
  rp2 = malloc(sizeof(struct xfrm_ro_pol)); 
  if (rp2 == NULL) 
   goto undo; 
  memcpy(rp2, rp1, sizeof(struct xfrm_ro_pol)); 
  list_add_tail(&rp2->list, rpl2); 
 } 
 return 0; 
undo: 
 list_for_each_safe(l, n, rpl2) { 
  list_del(l); 
  rp2 = list_entry(l, struct xfrm_ro_pol, list); 
  free(rp2); 
 } 
 return -1; 
} 
 
static struct home_addr_info *hai_copy(struct home_addr_info 
*conf_hai) 
{ 
 struct home_addr_info *hai = malloc(sizeof(struct 
home_addr_info)); 
 
 if (hai != NULL) { 
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  pthread_mutexattr_t mattrs; 
  pthread_mutexattr_init(&mattrs); 
  pthread_mutexattr_settype(&mattrs, PTHREAD_MUTEX_FAST_NP); 
 
  memcpy(hai, conf_hai, sizeof(struct home_addr_info)); 
 
  if (pthread_mutex_init(&hai->ha_list.c_lock, NULL)) 
   goto undo; 
  INIT_LIST_HEAD(&hai->ro_policies); 
  if (rpl_copy(&conf_hai->ro_policies, &hai->ro_policies) < 
0) 
   goto mutex_undo; 
  INIT_LIST_HEAD(&hai->ha_list.tqe.list); 
  INIT_LIST_HEAD(&hai->ha_list.home_agents); 
 } 
 return hai; 
mutex_undo: 
 pthread_mutex_destroy(&hai->ha_list.c_lock); 
undo: 
 free(hai); 
 return NULL; 
} 
 
static int conf_home_addr_info(struct home_addr_info *conf_hai) 
{ 
 struct list_head *list, *n; 
 struct timespec now; 
 struct flag_hoa_args arg; 
 struct home_addr_info *hai; 
 
 MDBG("HoA address %x:%x:%x:%x:%x:%x:%x:%x\n",  
      NIP6ADDR(&conf_hai->hoa.addr));  
 
 if  ((hai = hai_copy(conf_hai)) == NULL) 
  goto err; 
 
 if (IN6_IS_ADDR_UNSPECIFIED(&hai->ha_addr)) { 
  hai->use_dhaad = 1; 
 } else { 
  MDBG("HA address %x:%x:%x:%x:%x:%x:%x:%x\n",  
       NIP6ADDR(&hai->ha_addr));  
 } 
 hai->if_tunnel = tunnel_add(&hai->hoa.addr, &hai->ha_addr, 
        hai->if_home, NULL, NULL); 
 
 if (hai->if_tunnel <= 0) { 
  MDBG("failed to create MN-HA tunnel\n");  
  goto clean_err; 
 } 
 if (rule_add(NULL, RT6_TABLE_MIP6, 
       IP6_RULE_PRIO_MIP6_HOA_OUT, RTN_UNICAST, 
       &hai->hoa.addr, 128, &in6addr_any, 0) < 0) { 
  goto clean_err; 
 } 
 if (rule_add(NULL, 0, 
       IP6_RULE_PRIO_MIP6_BLOCK, RTN_BLACKHOLE, 
       &hai->hoa.addr, 128, &in6addr_any, 0) < 0) { 
  goto clean_err; 
 } 
 if(bul_home_init(hai)) { 
  goto clean_err; 
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 } 
 clock_gettime(CLOCK_REALTIME, &now); 
 
 MDBG("Home address %x:%x:%x:%x:%x:%x:%x:%x\n",  
      NIP6ADDR(&hai->hoa.addr));  
  
 hai->home_reg_status = HOME_REG_NONE; 
 hai->verdict = MN_HO_NONE; 
 
 mn_update_hoa_lifetime(&hai->hoa, &now, 
          PREFIX_LIFETIME_INFINITE, 
          PREFIX_LIFETIME_INFINITE); 
 
 arg.target = hai; 
 arg.flag = 1; 
 
 if (addr_do(&hai->hoa.addr, 128, 
      hai->if_tunnel, &arg, flag_hoa) < 0) { 
  goto clean_err; 
 } 
 hai->at_home = hai->hoa.iif == hai->if_home; 
 pthread_rwlock_wrlock(&mn_lock); 
 list_add(&hai->list, &home_addr_list); 
 pthread_rwlock_unlock(&mn_lock); 
 
 MDBG("Added new home_addr_info successfully\n"); 
 
 return 0; 
clean_err: 
 clean_home_addr_info(hai); 
err: 
 list_for_each_safe(list, n, &home_addr_list) { 
  hai = list_entry(list, struct home_addr_info, list); 
  clean_home_addr_info(hai); 
 } 
 return -1; 
} 
 
static int mn_home_reg_addr_expires(struct bulentry *e, struct mn_addr 
*addr) 
{ 
 struct timespec next_bu, addr_expires; 
 
 if (prefix_lft_infinite(addr->valid_time.tv_sec)) 
  return 0; 
 
 tsadd(e->lastsent, e->delay, next_bu); 
 tsadd(addr->timestamp, addr->valid_time, addr_expires); 
  
 if (!tsbefore(next_bu, addr_expires)) 
  return 0; 
 e->consecutive_resends = 0; 
 return 1; 
} 
 
static int update_hoa(struct ifaddrmsg *ifa, struct rtattr *rta_tb[], 
void *arg) 
{ 
 struct home_addr_info *hai = arg; 
 
        return addr_add(&hai->hoa.addr, 128, ifa->ifa_flags, 
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   ifa->ifa_scope, hai->hoa.iif, 
   hai->hoa.preferred_time.tv_sec,  
   hai->hoa.valid_time.tv_sec); 
} 
 
int mn_update_home_prefix(struct home_addr_info *hai, 
     const struct timespec *timestamp, 
     const struct nd_opt_prefix_info *pinfo) 
{ 
 struct timespec now; 
 struct nd_opt_prefix_info p; 
 uint32_t valid_time; 
 
 if (hai->plen != pinfo->nd_opt_pi_prefix_len || 
     ipv6_pfx_cmp(&pinfo->nd_opt_pi_prefix, &hai->hoa.addr, hai-
>plen)) 
  return 0; 
 
 clock_gettime(CLOCK_REALTIME, &now); 
 
 memcpy(&p, pinfo, sizeof(struct nd_opt_prefix_info)); 
 
 p.nd_opt_pi_valid_time = mpd_curr_lft(&now, 
           timestamp, 
           p.nd_opt_pi_valid_time); 
 
 p.nd_opt_pi_preferred_time = mpd_curr_lft(&now, 
        timestamp, 
        p.nd_opt_pi_preferred_time); 
 /* todo: also add new HoAs */ 
 
 MDBG2("preferred_life %u valid_life %u\n", 
       p.nd_opt_pi_preferred_time, p.nd_opt_pi_valid_time); 
 
 
 valid_time = mpd_curr_lft(&now, &hai->hoa.timestamp, 
      hai->hoa.valid_time.tv_sec); 
  
 mn_update_hoa_lifetime(&hai->hoa, &now, p.nd_opt_pi_valid_time, 
          p.nd_opt_pi_preferred_time); 
  
 if (hai->home_reg_status == HOME_REG_NONE) { 
  int plen = (hai->hoa.iif == hai->if_tunnel ? 128 : hai-
>plen); 
 
  /* check if HoA has expired and reinsert it */ 
  if (valid_time == 0 && hai->hoa.valid_time.tv_sec) { 
   struct flag_hoa_args arg; 
   arg.target = hai; 
   arg.flag = 1; 
   addr_do(&hai->hoa.addr, plen, 
    hai->hoa.iif, &arg, flag_hoa); 
  } 
 } else if (hai->home_reg_status != HOME_REG_NONE) { 
  if (hai->hoa.valid_time.tv_sec) 
   addr_do(&hai->hoa.addr, 128, hai->hoa.iif,  
    hai, update_hoa); 
  else 
   addr_del(&hai->hoa.addr, 128, hai->hoa.iif); 
 } 
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 if (!hai->at_home) { 
  struct bulentry *e; 
   
  e = bul_get(hai,  NULL, &hai->ha_addr); 
  if (e == NULL || !(e->flags & IP6_MH_BU_HOME)) 
   return -ENOENT; 
   
  /* check if new HoA lifetime is smaller than current 
     home registration lifetime */ 
  MDBG2("preferred_time %u valid_life %u\n", 
        p.nd_opt_pi_preferred_time, p.nd_opt_pi_valid_time); 
   
  if (mn_home_reg_addr_expires(e, &hai->hoa)) { 
   MDBG("HoA expires before next BU, do_handoff()\n"); 
   do_handoff(hai); 
  } else 
   hai->verdict = MN_HO_NONE; 
 
  if (p.nd_opt_pi_valid_time &&  
      !prefix_lft_infinite(p.nd_opt_pi_valid_time)) 
   mpd_schedule_first_mps(&e->hoa, &e->peer_addr, 
            &hai->hoa.valid_time); 
 } 
 return 0; 
} 
 
static int mn_get_ro_coa(const struct in6_addr *cn, 
    const struct in6_addr *hoa, 
    struct in6_addr *coa) 
{ 
 struct home_addr_info *hai; 
 int ret; 
 if ((ret = conf.pmgr.best_ro_coa(hoa, cn, coa)) > 0) 
  return ret; 
 hai = mn_get_home_addr(hoa); 
 if (hai) { 
  *coa = hai->primary_coa.addr; 
  ret = hai->primary_coa.iif; 
 } else { 
  MDBG("Failed to find a home address info\n"); 
  ret = -1; 
 } 
 return ret; 
}  
 
 
static struct in6_addr linklocal_prefix = { { { 
0xfe,0x80,0,0,0,0,0,0,0,0,0,0,0,0,0,0 } } }; 
 
static inline void linklocal_rt_rules_del(void) 
{ 
 rule_del(NULL, RT6_TABLE_MAIN, 
   IP6_RULE_PRIO_MIP6_COA_OUT, RTN_UNICAST, 
   &linklocal_prefix, 64, &in6addr_any, 0); 
} 
 
static inline int linklocal_rt_rules_add(void) 
{ 
 return rule_add(NULL, RT6_TABLE_MAIN, 
   IP6_RULE_PRIO_MIP6_COA_OUT, RTN_UNICAST, 
   &linklocal_prefix, 64, &in6addr_any, 0); 
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static int mn_ext_tunnel_ops(int request, int old_if, int new_if, void 
*data) 
{ 
 struct home_addr_info *hai = data; 
 struct mv_hoa_args mha; 
 
 if (old_if == new_if) 
  return 0; 
  
 mha.if_next = new_if; 
 mha.target = hai; 
 
 if (hai->hoa.iif == old_if && 
     (mn_tnl_state_add(hai, new_if, 1) || 
      addr_do(&hai->hoa.addr, 128, old_if, &mha, mv_hoa) < 0)) 
  goto undo; 
 
 mn_tnl_state_del(hai, old_if, 1); 
 hai->if_tunnel = new_if; 
 return 0; 
undo: 
 mha.if_next = old_if; 
 
 if (hai->hoa.iif == new_if) 
  addr_do(&hai->hoa.addr, 128, new_if, &mha, mv_hoa);  
 mn_tnl_state_del(hai, new_if, 1); 
 return -1; 
} 
 
static int mn_move(struct home_addr_info *hai) 
{ 
 struct mv_hoa_args mha; 
 
 mha.target = hai; 
  
 TRACE; 
 
 if (hai->at_home) { 
  int plen = (hai->hoa.iif == hai->if_tunnel ? 128 : hai-
>plen); 
  struct bulentry *e; 
  MDBG("in home net\n"); 
  if (hai->home_reg_status == HOME_REG_NONE && 
      (e = bul_get(hai,  NULL, &hai->ha_addr)) != NULL && 
      e->flags & IP6_MH_BU_HOME && e->type == 
NON_MIP_CN_ENTRY) 
   bul_delete(e); 
  if (hai->hoa.iif != hai->primary_coa.iif) { 
   mha.if_next = hai->primary_coa.iif; 
   addr_do(&hai->hoa.addr, plen, 
    hai->hoa.iif, &mha, mv_hoa); 
   if (hai->home_reg_status == HOME_REG_NONE) { 
    mn_send_home_na(hai); 
    do_handoff(hai); 
    return 0; 
   } 
  } 
  if (hai->home_reg_status != HOME_REG_NONE && !hai->pend_ba) 
{ 
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   pending_bas++; 
   hai->pend_ba = 1;  
   do_handoff(hai); 
  } 
 } else { 
  MDBG("in foreign net\n"); 
  if (hai->pend_ba) { 
   hai->pend_ba = 0; 
   pending_bas--; 
  } 
  if (hai->hoa.iif != hai->if_tunnel) { 
   mha.if_next = hai->if_tunnel; 
   addr_do(&hai->hoa.addr, hai->plen, 
    hai->hoa.iif, &mha, mv_hoa); 
  } 
  do_handoff(hai); 
 } 
 return 0; 
} 
 
static int mn_recv_na(int fd, struct home_addr_info *hai,  
        struct in6_addr *addr, int plen, 
        int ifindex, int has_home_reg) 
{ 
 unsigned char msg[MAX_PKT_LEN]; 
 struct sockaddr_in6 saddr; 
 struct in6_addr *daddr; 
 struct in6_pktinfo pkt_info; 
 int len, iif, hoplimit; 
 struct nd_neighbor_advert *na; 
 uint8_t *hwa = NULL; 
 int ret; 
  
 len = icmp6_recv(fd, msg, sizeof(msg), &saddr, &pkt_info, 
&hoplimit); 
 
 if (len < 0) 
  return 0; 
 
 daddr = &pkt_info.ipi6_addr; 
 iif = pkt_info.ipi6_ifindex; 
 na = (struct nd_neighbor_advert *)msg; 
 
 if (iif != ifindex ||  
     hoplimit < 255 || na->nd_na_code != 0 || 
     len < sizeof(struct nd_neighbor_advert) || 
     IN6_IS_ADDR_MULTICAST(&na->nd_na_target) || 
     (na->nd_na_flags_reserved & ND_NA_FLAG_SOLICITED && 
      IN6_IS_ADDR_MULTICAST(daddr))) 
  return 0; 
 
 if (hai != NULL) { 
  int optlen = len - sizeof(struct nd_neighbor_advert); 
  uint8_t *opt = (uint8_t *)(na + 1); 
   
  while (optlen > 1) { 
   int olen = opt[1] << 3; 
    
   if (olen > optlen || olen == 0)  
    return 0; 
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   switch (opt[0]) { 
   case ND_OPT_TARGET_LINKADDR: 
    hwa = &opt[2]; 
    hai->hwalen = opt[1] * 8 - 2; 
    break; 
   } 
   optlen -= olen; 
   opt += olen; 
  } 
 } 
 if (IN6_ARE_ADDR_EQUAL(addr, &na->nd_na_target)) { 
  if (has_home_reg && hwa != NULL) { 
   ret = neigh_add(iif, NUD_STALE, NTF_ROUTER, 
      &hai->ha_addr, hwa, hai->hwalen, 1); 
   dbg("ret %d\n", ret); 
 
  } 
  return 1; 
 } 
 return 0; 
} 
 
int mn_lladdr_dad(struct ifaddrmsg *ifa, struct rtattr *rta_tb[], void 
*arg) 
{ 
 struct in6_addr *lladdr = RTA_DATA(rta_tb[IFA_ADDRESS]); 
 addr_del(lladdr, ifa->ifa_prefixlen, ifa->ifa_index); 
 return addr_add(lladdr, ifa->ifa_prefixlen, ifa->ifa_flags, 
   ifa->ifa_scope, ifa->ifa_index, 0, 0); 
} 
 
static int mn_dad_probe(struct in6_addr *addr, int plen, int ifindex) 
{ 
 struct in6_addr solicit; 
 int deleted; 
 
 if (IN6_IS_ADDR_LINKLOCAL(addr)) 
  return addr_do(addr, plen, ifindex, NULL, mn_lladdr_dad); 
 
 /* make sure address isn't configured on interface before 
    DAD probe or MN will receive reply from itself */ 
 ipv6_addr_solict_mult(addr, &solicit); 
 deleted = !addr_del(addr, plen, ifindex); 
 ndisc_send_ns(ifindex, &in6addr_any, &solicit, addr); 
 return deleted; 
} 
 
static int mn_hoa_add(struct home_addr_info *hai,  
        struct in6_addr *addr, int plen, int ifindex) 
{ 
 int scope; 
 int flag; 
 uint32_t preferred; 
 uint32_t valid; 
 
 if (hai == NULL) { 
  scope = RT_SCOPE_LINK; 
  preferred = 0; 
  valid = 0; 
  flag = 0; 
 } else { 
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  struct mn_addr *hoa = &hai->hoa; 
  struct timespec now; 
   
  scope = RT_SCOPE_UNIVERSE; 
 
  clock_gettime(CLOCK_REALTIME, &now); 
 
  preferred = mpd_curr_lft(&now, &hoa->timestamp, 
      hoa->preferred_time.tv_sec); 
   
  valid = mpd_curr_lft(&now, &hoa->timestamp, 
         hoa->valid_time.tv_sec); 
 
  flag = IFA_F_HOMEADDRESS; 
 } 
 return addr_add(addr, plen, flag, scope, ifindex, preferred, 
valid); 
} 
 
static int mn_bul_flush(void *bule, void *arg) 
{ 
 bul_delete(bule); 
 return 0; 
} 
 
static int mn_addr_do_dad(int fd, struct home_addr_info *hai,  
     struct in6_addr *addr, int plen, 
     int ifindex, int has_home_reg) 
{ 
 fd_set rset; 
 struct timeval tv; 
 int add = (mn_dad_probe(addr, plen, ifindex) || hai == NULL); 
 
 FD_ZERO(&rset); 
 FD_SET(fd, &rset); 
 tv.tv_sec = DAD_TIMEOUT; 
 tv.tv_usec = 0; 
 
 
 for (;;) { 
  int ret; 
  /* Note on portability: we assume that tv is modified to 
show 
     the time left which is AFAIK true only in Linux  
     timeout  
  */ 
  ret = select(fd+1, &rset, NULL, NULL, &tv); 
  if (ret < 0) 
   return -1; 
   
  if (ret == 0) { 
   if (add) 
    mn_hoa_add(hai, addr, plen, ifindex); 
   if (has_home_reg) { 
    MDBG("HA didn't answer DAD probe!\n"); 
    return -1; 
   } else { 
    MDBG("DAD succeeded!\n"); 
    return 0; 
   } 
  } else { 
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   if (!mn_recv_na(fd, hai, addr, plen, 
     ifindex, has_home_reg)) 
    continue; 
 
   if (has_home_reg) { 
    MDBG("HA answered DAD probe!\n"); 
    if (add) 
     mn_hoa_add(hai, addr, plen, ifindex); 
    return 0; 
   } else { 
    MDBG("DAD failed!\n"); 
    return -1; 
   } 
  } 
 } 
} 
 
static int mn_do_dad(struct home_addr_info *hai, int dereg) 
{ 
 int sock, ret = -1, val = 1; 
 struct icmp6_filter filter; 
 struct in6_addr solicit; 
 
 if ((sock = socket(AF_INET6, SOCK_RAW, IPPROTO_ICMPV6)) < 0) 
  return ret; 
 
 ICMP6_FILTER_SETBLOCKALL(&filter); 
 ICMP6_FILTER_SETPASS(ND_NEIGHBOR_ADVERT, &filter); 
 
 setsockopt(sock, IPPROTO_IPV6, IPV6_RECVPKTINFO, &val, 
sizeof(val)); 
 setsockopt(sock, IPPROTO_IPV6, IPV6_RECVHOPLIMIT, &val, 
sizeof(val)); 
 setsockopt(sock, IPPROTO_ICMPV6, ICMP6_FILTER, &filter, 
     sizeof(struct icmp6_filter)); 
 
 ipv6_addr_solict_mult(&hai->hoa.addr, &solicit); 
 if_mc_group(sock, hai->primary_coa.iif, &in6addr_all_nodes_mc,  
      IPV6_JOIN_GROUP); 
 if_mc_group(sock, hai->primary_coa.iif, &solicit, 
IPV6_JOIN_GROUP); 
 
 if (hai->home_reg_status == HOME_REG_NONE) { 
  if (hai->lladdr_comp) { 
   struct in6_addr lladdr; 
   ipv6_addr_llocal(&hai->hoa.addr, &lladdr); 
   if (mn_addr_do_dad(sock, NULL, &lladdr, 64,  
        hai->primary_coa.iif, 0) < 0) { 
    MDBG("Link-local DAD failed!\n"); 
    goto err; 
   } 
  } 
  if (mn_addr_do_dad(sock, hai, &hai->hoa.addr, hai->plen,  
       hai->primary_coa.iif, 0) < 0) { 
   MDBG("HoA DAD failed!\n"); 
   goto err; 
  } 
  if (dereg) 
   mn_send_home_na(hai); 
  ret = mn_move(hai); 
 } else if (!mn_addr_do_dad(sock, hai, &hai->hoa.addr,  
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       hai->plen, hai->primary_coa.iif, 1)) { 
  ret = mn_move(hai); 
 } 
out: 
 close(sock); 
 return ret; 
err: 
 bul_iterate(&hai->bul, mn_bul_flush, NULL); 
 goto out; 
} 
 
static inline void mn_update_coa_lifetime(struct mn_addr *mn_coa, 
       struct md_coa *md_coa) 
{ 
 mn_coa->timestamp = md_coa->timestamp; 
 mn_coa->valid_time = md_coa->valid_time; 
 mn_coa->preferred_time = md_coa->preferred_time; 
 MDBG2("updated CoA lifetimes: preferred %u s and valid %u s\n",  
       mn_coa->preferred_time.tv_sec, mn_coa->valid_time.tv_sec); 
} 
 
static void mn_coa_updated(struct home_addr_info *hai) 
{ 
 if (!hai->at_home) { 
  struct bulentry *e; 
  struct mn_addr *coa; 
   
  e = bul_get(hai, NULL, &hai->ha_addr); 
  if (e == NULL || !(e->flags & IP6_MH_BU_HOME)) 
   return; 
   
  coa = &hai->primary_coa; 
   
  MDBG2("preferred_time %u valid_life %u\n", 
        coa->preferred_time.tv_sec, 
        coa->valid_time.tv_sec); 
   
  /* check if new CoA lifetime is smaller than current 
     home registration lifetime */ 
  if (mn_home_reg_addr_expires(e, coa)) { 
   MDBG("CoA expires before next BU, do_handoff()\n"); 
   do_handoff(hai); 
  } else 
   hai->verdict = MN_HO_NONE; 
 } 
} 
 
static int mn_home_rtr_chk(struct home_addr_info *hai, struct 
md_router *rtr) 
{ 
 int at_home; 
 struct list_head *lrp; 
  
 if (hai->verdict != MN_HO_RETURN_HOME) { 
  hai->at_home = 0; 
  return 0; 
 } 
 at_home = hai->at_home; 
 hai->at_home = 1; 
 list_for_each(lrp, &rtr->prefixes) { 
  struct prefix_list_entry *p; 
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  p = list_entry(lrp, struct prefix_list_entry, list); 
  mn_update_home_prefix(hai, &p->timestamp, &p->pinfo); 
 } 
 return !at_home; 
} 
 
 
static inline int mn_verify_iface(const struct md_inet6_iface *iface) 
{ 
  return !list_empty(&iface->coas) && !list_empty(&iface-
>default_rtr); 
} 
 
static struct md_inet6_iface *mn_get_iface(const struct home_addr_info 
*hai, 
        const int pref_iif, 
         struct list_head *iface_list) 
{ 
 int iif; 
 struct md_inet6_iface *best_iface; 
 struct list_head *l; 
 
 if ((iif = conf.pmgr.best_iface(&hai->hoa.addr, 
     &hai->ha_addr, pref_iif)) > 0 && 
     (best_iface = md_get_inet6_iface(iface_list, iif)) != NULL 
&& 
     mn_verify_iface(best_iface)) 
  return best_iface; 
 best_iface = NULL; 
 list_for_each(l, iface_list) { 
  struct md_inet6_iface *iface; 
  iface = list_entry(l, struct md_inet6_iface, list); 
  if (mn_verify_iface(iface) && 
      (best_iface == NULL || 
       (best_iface)->preference > iface->preference || 
       (best_iface->preference == iface->preference && 
        iface->ifindex == pref_iif))) { 
   best_iface = iface; 
  } 
 } 
 return best_iface; 
} 
 
static struct md_coa *mn_get_coa(const struct home_addr_info *hai, 
     const int iif, 
     const struct in6_addr *pref_coa, 
     struct list_head *coa_list) 
{ 
 struct in6_addr coa = in6addr_any; 
 int coa_iif; 
 struct md_coa *best_coa; 
 struct list_head *l; 
 
 coa_iif = conf.pmgr.best_coa(&hai->hoa.addr, &hai->ha_addr, 
         iif, pref_coa, &coa); 
 if (coa_iif == iif && 
     (best_coa = md_get_coa(coa_list, &coa)) != NULL && 
     tsisset(best_coa->valid_time)) 
  return best_coa; 
 if ((best_coa = md_get_coa(coa_list, pref_coa)) != NULL) { 
  if (!tsisset(best_coa->valid_time)) 
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   best_coa = NULL; 
  else if (tsisset(best_coa->preferred_time)) 
   return best_coa; 
 } 
 list_for_each(l, coa_list) { 
  struct md_coa *test_coa = list_entry(l, struct md_coa, 
list); 
  if (tsisset(test_coa->valid_time)) { 
   if (tsisset(test_coa->preferred_time)) 
    return test_coa; 
   if (best_coa == NULL) 
    best_coa = test_coa; 
  } 
 } 
 return best_coa; 
} 
 
static int mn_make_ho_verdict(const struct movement_event *me, 
         const struct home_addr_info *hai,  
         struct md_router **next_rtr, 
         struct md_coa **next_coa) 
{ 
 struct md_inet6_iface *old_iface = NULL, *new_iface = NULL; 
 struct md_router *rtr; 
 struct md_coa *coa = NULL; 
 int pref_iif = hai->primary_coa.iif; /* prefer current CoA 
interface */ 
 int force = 0; 
 
 if (me->iface != NULL &&  
     (rtr = md_get_first_router(&me->iface->default_rtr)) != NULL 
&& 
     mn_is_at_home(&rtr->prefixes, &hai->home_prefix, hai-
>home_plen)) { 
  *next_rtr = rtr; 
  *next_coa = NULL; 
   
  return MN_HO_RETURN_HOME; 
 } 
 if (pref_iif > 0) { 
  old_iface = md_get_inet6_iface(me->iface_list, pref_iif); 
  if (old_iface == NULL) 
   pref_iif = 0; 
 } 
 switch (me->event_type) { 
 case ME_DHAAD: 
  force = 1; 
  break; 
 case ME_IFACE_DOWN: 
 case ME_LINK_DOWN: 
 case ME_RTR_EXPIRED: 
  assert(me->iface != NULL); 
  if (old_iface != NULL && old_iface != me->iface) 
   return MN_HO_IGNORE; 
  break; 
 case ME_RTR_NEW: 
  assert(!list_empty(&me->iface->default_rtr)); 
 case ME_LINK_UP: 
  assert(me->iface != NULL); 
  break; 
 case ME_RTR_BACK: 
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 case ME_RTR_UPDATED: 
  assert(me->iface != NULL); 
  assert(!list_empty(&me->iface->default_rtr)); 
 
  if (old_iface == NULL) 
   break; 
 
  if (old_iface != me->iface) 
   return MN_HO_IGNORE; 
 
  *next_coa = md_get_coa(&old_iface->coas, 
           &hai->primary_coa.addr); 
  if (*next_coa == NULL) 
   break; 
  *next_rtr = md_get_first_router(&old_iface->default_rtr); 
  return MN_HO_REESTABLISH; 
 case ME_COA_NEW: 
  assert(me->iface != NULL); 
  assert(me->coa != NULL); 
  assert(me->iface->ifindex == me->coa->ifindex); 
  break; 
 case ME_COA_EXPIRED: 
  assert(me->iface != NULL); 
  assert(me->coa != NULL); 
  assert(me->iface->ifindex == me->coa->ifindex); 
 
  if (old_iface == NULL || 
      (old_iface == me->iface && 
       IN6_ARE_ADDR_EQUAL(&hai->primary_coa.addr,  
     &me->coa->addr))) 
   break; 
  return MN_HO_IGNORE;   
 case ME_COA_LFT_DEC: 
 case ME_COA_LFT_INC: 
  assert(me->iface != NULL); 
  assert(me->coa != NULL); 
  assert(me->iface->ifindex == me->coa->ifindex); 
 
  if (old_iface == NULL) 
   break; 
 
  if (old_iface != me->iface || 
      !IN6_ARE_ADDR_EQUAL(&hai->primary_coa.addr, 
     &me->coa->addr)) 
   return MN_HO_IGNORE; 
 
  *next_coa = me->coa; 
  return MN_HO_CHECK_LIFETIME; 
 default: 
  return MN_HO_IGNORE; 
 } 
 new_iface = mn_get_iface(hai, pref_iif, me->iface_list); 
 
 if (new_iface == NULL) 
  return MN_HO_INVALIDATE; 
 
 coa = mn_get_coa(hai, new_iface->ifindex, 
    &hai->primary_coa.addr, &new_iface->coas); 
 
 if (coa == NULL) 
  return MN_HO_INVALIDATE; 
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 if (!force && new_iface == old_iface &&  
     IN6_ARE_ADDR_EQUAL(&coa->addr, &hai->primary_coa.addr)) 
  return MN_HO_IGNORE; 
 
 if (list_empty(&new_iface->default_rtr)) 
  return MN_HO_IGNORE; 
 
 *next_rtr = md_get_first_router(&new_iface->default_rtr); 
 *next_coa = coa; 
 return MN_HO_PROCEED; 
} 
 
static int bul_flush_failed(void *vbule, void *arg) 
{ 
 struct bulentry *e = vbule; 
 if (e->type == NON_MIP_CN_ENTRY) 
  bul_delete(e); 
 return 0; 
} 
 
static void mn_chk_ho_verdict(struct home_addr_info *hai, 
         const struct movement_event *event) 
{ 
 struct md_router *rtr = NULL; 
 struct md_coa *coa = NULL; 
 int move_home = 0; 
  
 if (event->event_type == ME_COA_EXPIRED && 
     IN6_ARE_ADDR_EQUAL(&event->coa->addr, &hai->hoa.addr)) 
  return; 
 
 hai->verdict = mn_make_ho_verdict(event, hai, &rtr, &coa); 
  
 if (hai->verdict == MN_HO_IGNORE) 
  return; 
 
 if (hai->verdict == MN_HO_INVALIDATE) { 
  hai->primary_coa.iif = 0; 
  return; 
 }  
 if (rtr != NULL) 
 { 
  move_home = mn_home_rtr_chk(hai, rtr); 
  /*Si no estoy dormido, almaceno la direcciÃ³n del AR para 
identificar la celda en la que me ecuentro*/ 
  if (!i_dormant) 
  { 
   rtr_addr_old = rtr_addr_new; 
   dbg ("rtr_addr_old 
%x:%x:%x:%x:%x:%x:%x:%x\n",NIP6ADDR(&rtr_addr_old));  
  } 
   
 } 
 if  (hai->verdict == MN_HO_CHECK_LIFETIME) { 
  mn_update_coa_lifetime(&hai->primary_coa, coa); 
  mn_coa_updated(hai); 
 } else if (hai->verdict == MN_HO_REESTABLISH) { 
  hai->primary_coa.iif = coa->ifindex; 
  mn_update_coa_lifetime(&hai->primary_coa, coa); 
  mn_coa_updated(hai); 
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 } else {  
  switch (hai->verdict) { 
  case MN_HO_PROCEED: 
   hai->primary_coa.iif = coa->ifindex; 
   hai->primary_coa.addr = coa->addr; 
   mn_update_coa_lifetime(&hai->primary_coa, coa); 
   break; 
  case MN_HO_RETURN_HOME: 
   hai->primary_coa.iif = rtr->ifindex; 
   hai->primary_coa.addr = hai->hoa.addr; 
   break; 
  default: 
   return; 
  } 
  if (hai->at_home && !hai->pend_ba) { 
   /* check if router is HA */ 
   if (hai->home_reg_status != HOME_REG_NONE && 
       rtr_addr_chk(rtr, &hai->ha_addr)) { 
    mn_move(hai); 
   } else if (hai->home_reg_status != HOME_REG_NONE || 
       move_home) { 
    mn_do_dad(hai, 0); 
    if (hai->home_reg_status == HOME_REG_NONE) 
     bul_iterate(&hai->bul, 
          bul_flush_failed, NULL); 
   } 
  } 
 } 
} 
 
int mn_movement_event(struct movement_event *event) 
{ 
 struct list_head *lh; 
 struct home_addr_info *hai; 
 
        /* First de-registration */ 
 
 pthread_rwlock_wrlock(&mn_lock); 
 
 if (event != NULL) { 
  
  if (event->event_type == ME_DHAAD && 
      (hai = mn_get_home_addr_by_dhaadid(event->data)) != 
NULL) { 
   dhaad_stop(hai); 
   mn_chk_ho_verdict(hai, event); 
  } else { 
   if (event->event_type == ME_COA_EXPIRED) 
    mn_rr_delete_co(&event->coa->addr); 
   list_for_each(lh, &home_addr_list) { 
    hai = list_entry(lh,  
       struct home_addr_info, list); 
    mn_chk_ho_verdict(hai, event); 
   } 
  } 
 } 
 /* Then registration if we are not at home, 
    otherwise we need to wait for BA to avoid forwarding loops */ 
 if (!pending_bas) { 
  list_for_each(lh, &home_addr_list) { 
   hai = list_entry(lh, struct home_addr_info, list); 
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   if (!hai->at_home &&  
       positive_ho_verdict(hai->verdict)) { 
    mn_move(hai); 
   } 
  } 
 } 
 pthread_rwlock_unlock(&mn_lock); 
 return 0; 
} 
 
static int mn_set_ro_bule_coa(struct bulentry *e) 
{ 
 e->if_coa = mn_get_ro_coa(&e->peer_addr, &e->hoa, &e->coa); 
 return e->if_coa; 
} 
 
/** 
 * mn_rr_start_handoff - start RR procedure after changing CoA 
 * vbule: bulentry 
 *  
 * Triggers RR with CN if necessary, else sends BU to CN. Also clears 
 * any NON_MIP_CN_ENTRYs upon returning home. 
 **/ 
 
int mn_rr_start_handoff(void *vbule, void *dummy) 
{ 
 struct bulentry *bule = (struct bulentry *) vbule; 
 
 if (bule->flags & IP6_MH_BU_HOME) 
  return 0; 
 
 if (mn_set_ro_bule_coa(bule) < 0) 
  goto delete_entry; 
 
 if (bule->home->at_home) { 
  /* flush Non-MIP6 entries when returning home */ 
  if (bule->type == NON_MIP_CN_ENTRY) { 
   MDBG("Non-MIP6 entry\n"); 
   goto delete_entry; 
  } 
  MDBG("Returning home, no need for Care-of keygen token\n"); 
  bule->dereg = 1; 
  tsclear(bule->lifetime); 
 } else if (bule->type == NON_MIP_CN_ENTRY) 
  return 0; 
 bule->do_send_bu = 1; 
 mn_rr_refresh(bule); 
 if (bule->rr.state == RR_READY) 
  mn_send_cn_bu(bule); 
 return 0; 
delete_entry: 
 bul_delete(bule); 
 return 0; 
} 
 
/* mn_start_ro - start RO, triggered by tunneled packet */ 
void mn_start_ro(struct in6_addr *cn, struct in6_addr *hoa, int iif) 
{ 
 struct bulentry *bule; 
 struct home_addr_info *hai; 
 struct in6_addr coa; 
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 int if_coa; 
 
 pthread_rwlock_wrlock(&mn_lock); 
 
 hai = mn_get_home_addr(hoa); 
 if (!hai || hai->at_home || iif != hai->if_tunnel) { 
  pthread_rwlock_unlock(&mn_lock); 
  return; 
 } 
 if_coa = mn_get_ro_coa(cn, hoa, &coa); 
 
 if (if_coa > 0) { 
  MDBG("MN: Start RO to %x:%x:%x:%x:%x:%x:%x:%x, " 
       "from %x:%x:%x:%x:%x:%x:%x:%x\n",  
       NIP6ADDR(cn), NIP6ADDR(hoa)); 
 
  bule = bul_get(NULL, hoa, cn); 
 
  if (bule) { 
   /* If BUL entry exists, RR is done or in progress */ 
   pthread_rwlock_unlock(&mn_lock); 
   return; 
  } 
 
  bule = create_bule(hoa, cn); 
  if (!bule) { 
   MDBG("Malloc failed at starting of RO\n"); 
   pthread_rwlock_unlock(&mn_lock); 
   return; 
  } 
 
  bule->type = BUL_ENTRY; 
  bule->flags = conf.CnBuAck; 
  bule->coa = coa; 
  bule->if_coa = if_coa; 
  bule->coa_changed = -1; 
  bule->home = hai; 
  bule->rr.state = RR_NOT_STARTED; 
 
  mn_reset_ro_bule(bule); 
 
  if (bul_add(bule) < 0) { 
   bul_delete(bule); 
   return; 
  } 
  mn_rr_refresh(bule); 
 
  if (bule->rr.state == RR_NOT_STARTED) 
   bul_delete(bule); 
 } 
 pthread_rwlock_unlock(&mn_lock); 
} 
 
static void mn_recv_brr(const struct ip6_mh *mh, 
   const ssize_t len, 
   const struct in6_addr_bundle *in, 
   const int iif) 
 
{ 
 struct bulentry *e; 
 struct in6_addr *cn, *hoa; 
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 struct timespec now; 
 long last_used; 
 
 if (len < sizeof(struct ip6_mh_binding_request)) 
  return; 
 
 cn = in->src; 
 hoa = in->dst; 
 pthread_rwlock_wrlock(&mn_lock); 
  
  
 /*Si el BRR lo envÃa el HA, se supone que es un mensaje de 
paging. Se canvia al estado activo y se envÃa BU para informar de la 
nuevo CoA*/ 
 if (IN6_ARE_ADDR_EQUAL(cn,&last_bule->peer_addr)) 
 { 
  struct home_addr_info *hai; 
  hai = last_bule->home; 
  last_bule->seq++; 
  last_bule->lifetime.tv_sec = 0xf << 2; 
  mn_send_bu_msg(last_bule,1); 
   
  tunnel_mod(hai->if_tunnel, &hai->primary_coa.addr, &hai-
>ha_addr,hai->primary_coa.iif, mn_ext_tunnel_ops, hai); 
  return; 
 } 
  
 /* Do we have BUL entry for cn?  If not, drop. */ 
 if ((e = bul_get(NULL, hoa, cn)) == NULL) { 
  pthread_rwlock_unlock(&mn_lock); 
  return; 
 } 
 dbg("Received BRR\n"); 
 dump_bule(e, sdbg); 
 clock_gettime(CLOCK_REALTIME, &now); 
 
 /* Do we need a binding?  */ 
 last_used = xfrm_last_used(cn, hoa, IPPROTO_DSTOPTS, &now); 
  
 if (last_used >= 0 && last_used < MN_RO_RESTART_THRESHOLD) 
  mn_rr_start_handoff(e, NULL); 
 
 pthread_rwlock_unlock(&mn_lock); 
} 
 
static struct mh_handler mn_brr_handler = { 
 .recv = mn_recv_brr, 
}; 
 
static void mn_recv_be(const struct ip6_mh *mh, 
         const ssize_t len, 
         const struct in6_addr_bundle *in, 
         const int iif) 
{ 
 
 struct ip6_mh_binding_error *berr; 
 struct bulentry *e; 
 struct in6_addr *cn, *hoa; 
 struct timespec now; 
 struct in6_addr addr; 
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 if (len < sizeof(struct ip6_mh_binding_error)) 
  return; 
 
 berr = (struct ip6_mh_binding_error *)mh; 
 
 cn = in->src; 
 
 pthread_rwlock_wrlock(&mn_lock); 
 
 if (!IN6_IS_ADDR_UNSPECIFIED(&berr->ip6mhbe_homeaddr)) 
  hoa = &berr->ip6mhbe_homeaddr; 
 else if (mn_rr_error_check(in->dst, in->src, &addr)) 
  hoa = &addr; 
 else 
  hoa = in->dst; 
 
 /* Do we have BUL entry for cn?  If not, drop. */ 
 if ((e = bul_get(NULL, hoa, cn)) == NULL || e->type != 
BUL_ENTRY) 
  goto out; 
 
 clock_gettime(CLOCK_REALTIME, &now); 
 
 /* Invalidate old entry, if it is not home entry */ 
 if (e->flags & IP6_MH_BU_HOME) { 
  MDBG("Got BE from HA, it does not understand us ?\n"); 
  bule_invalidate(e, &now); 
  goto out; 
 } 
 if (berr->ip6mhbe_status == IP6_MH_BES_UNKNOWN_HAO) { 
  bul_delete(e); 
 } else if (berr->ip6mhbe_status == IP6_MH_BES_UNKNOWN_MH) { 
  /* if no ack expected, ignore */ 
  /* if extension in use, stop using it */ 
  /* if no extensions, stop route optimization */ 
 
  if (!e->do_send_bu) 
   goto out; 
  if (hoa == &berr->ip6mhbe_homeaddr && e->rr.state != 
RR_READY) 
   goto out; 
  if (e->rr.state != RR_READY || e->wait_ack) 
   bule_invalidate(e, &now); 
 } 
out: 
 pthread_rwlock_unlock(&mn_lock); 
} 
 
 
 
static struct mh_handler mn_be_handler = { 
 .recv = mn_recv_be, 
}; 
 
int mn_init(void) 
{ 
 struct list_head *l, *n; 
  
 /*Inicializo las variables importantes*/ 
 int distance = NULL; 
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 msg_len = 0; 
 if (pthread_rwlock_init(&mn_lock, NULL)) 
  return -1; 
 if (pthread_mutex_init(&dormant_mutex,NULL)) 
  return -1; 
 distance_threshold (&distance); 
 if (distance !=NULL) 
  DISTANCE_PAG_AREA = distance; 
 else 
  DISTANCE_PAG_AREA = 1; 
  
 if (md_init() < 0) 
  return -1; 
 if (bul_init() < 0) 
  goto err_bul; 
 dhaad_mn_init(); 
 if (mpd_mn_init() < 0) 
  goto err_mpd; 
 if (rr_init() < 0) 
  goto err_rr; 
 list_for_each(l, &conf.home_addrs) { 
  struct home_addr_info *hai; 
  hai = list_entry(l, struct home_addr_info, list);  
  if (conf_home_addr_info(hai) < 0) 
   goto err_hoa; 
 } 
 if_mc_group(ICMP6_MAIN_SOCK, 0, &in6addr_all_nodes_mc,  
      IPV6_JOIN_GROUP); 
 if (linklocal_rt_rules_add() < 0) 
  goto err_rule; 
 icmp6_handler_reg(ICMP6_PARAM_PROB, &mn_param_prob_handler); 
 mh_handler_reg(IP6_MH_TYPE_BERROR, &mn_be_handler); 
 mh_handler_reg(IP6_MH_TYPE_BACK, &mn_ba_handler); 
 mh_handler_reg(IP6_MH_TYPE_BRR, &mn_brr_handler); 
 if (md_start() < 0) 
  goto err_md; 
 return 0; 
err_md: 
 mh_handler_dereg(IP6_MH_TYPE_BRR, &mn_brr_handler); 
 mh_handler_dereg(IP6_MH_TYPE_BACK, &mn_ba_handler); 
 mh_handler_dereg(IP6_MH_TYPE_BERROR, &mn_be_handler); 
 icmp6_handler_dereg(ICMP6_PARAM_PROB, &mn_param_prob_handler); 
 linklocal_rt_rules_del(); 
err_rule: 
 pthread_rwlock_wrlock(&mn_lock); 
 list_for_each_safe(l, n, &home_addr_list) { 
  struct home_addr_info *hai; 
  hai = list_entry(l, struct home_addr_info, list); 
  clean_home_addr_info(hai); 
 } 
 pthread_rwlock_unlock(&mn_lock); 
err_hoa: 
 pthread_rwlock_wrlock(&mn_lock); 
 bul_flush(); 
 pthread_rwlock_unlock(&mn_lock); 
 rr_cleanup(); 
err_rr: 
 mpd_mn_cleanup(); 
err_mpd: 
 dhaad_mn_cleanup(); 
 bul_cleanup(); 
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err_bul: 
 md_cleanup(); 
 return -1; 
} 
 
void mn_cleanup() 
{ 
 struct list_head *l, *n; 
 md_stop(); 
 mh_handler_dereg(IP6_MH_TYPE_BRR, &mn_brr_handler); 
 mh_handler_dereg(IP6_MH_TYPE_BACK, &mn_ba_handler); 
 mh_handler_dereg(IP6_MH_TYPE_BERROR, &mn_be_handler); 
 icmp6_handler_dereg(ICMP6_PARAM_PROB, &mn_param_prob_handler); 
 linklocal_rt_rules_del(); 
 pthread_rwlock_wrlock(&mn_lock); 
 list_for_each_safe(l, n, &home_addr_list) { 
  struct home_addr_info *hai; 
  hai = list_entry(l, struct home_addr_info, list); 
  clean_home_addr_info(hai); 
 } 
 bul_flush(); 
 pthread_rwlock_unlock(&mn_lock); 
 rr_cleanup(); 
 mpd_mn_cleanup(); 
 dhaad_mn_cleanup(); 
 bul_cleanup(); 
 md_cleanup(); 
} 
 
 
IV.4. Fitxer movement.h 
 
#ifndef __MOVEMENT_H__ 
#define __MOVEMENT_H__ 1 
 
#include <time.h> 
#include <net/if.h> 
 
#include "list.h" 
#include "tqueue.h" 
 
#define IP6_MIN_MTU 1280 
 
#define DEFAULT_HOP_LIMIT 64 
 
#define DEFAULT_RETRANSMIT_TIMER 1 * TIME_SEC_MSEC 
#define DEFAULT_REACHABLE_TIME 30 * TIME_SEC_MSEC 
  
struct in6_addr rtr_addr_new;  
 
void matrix_product2 (int a[2][2],int b[2][2],int res[2][2]); 
void matrix_product (int a[2][2],int b[2],int res[2]); 
void matrix_sub (int a[][2], int b[][2], int res[][2], int level); 
void matrix_sum (int a[2], int res[2]); 
void id_cell (struct in6_addr *router,int ids[21]); 
int get_coord (int number,int coord[2]); 
int calculate_distance (struct in6_addr *old_router, struct in6_addr 
*new_router); 
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struct md_router { 
 struct list_head list; 
 struct in6_addr lladdr; 
 struct timespec rtr_lifetime; 
 struct timespec reachable; 
 struct timespec retransmit; 
 struct timespec adv_ival; 
 struct timespec lifetime; 
 struct md_inet6_iface *iface; 
 int used; 
 uint8_t hoplimit; 
 uint8_t ra_flags; 
 short hwalen; 
 uint8_t hwa[16]; 
 uint32_t mtu; 
 int ifindex; 
 int prefix_cnt; 
 int raddr_cnt; 
 int neighbor_solicits; 
 int max_neighbor_solicits; 
 struct in6_addr solicited_addr; 
 struct timespec timestamp; 
 struct tq_elem tqe; 
 struct list_head prefixes; 
}; 
 
struct md_coa { 
 struct list_head list; 
 uint8_t flags; 
 uint8_t plen; 
 uint8_t scope; 
 int ifindex; 
 struct in6_addr addr; 
 struct timespec timestamp; 
 struct timespec valid_time; 
 struct timespec preferred_time; 
}; 
 
/* index values for the variables in ipv6_devconf */ 
 
/*  
   This is stupid! 
   To do: have these enums moved somewhere else than 
<include/linux/ipv6.h> 
*/ 
 
enum { 
 DEVCONF_FORWARDING = 0, 
 DEVCONF_HOPLIMIT, 
 DEVCONF_MTU6, 
 DEVCONF_ACCEPT_RA, 
 DEVCONF_ACCEPT_REDIRECTS, 
 DEVCONF_AUTOCONF, 
 DEVCONF_DAD_TRANSMITS, 
 DEVCONF_RTR_SOLICITS, 
 DEVCONF_RTR_SOLICIT_INTERVAL, 
 DEVCONF_RTR_SOLICIT_DELAY, 
 DEVCONF_USE_TEMPADDR, 
 DEVCONF_TEMP_VALID_LFT, 
 DEVCONF_TEMP_PREFERED_LFT, 
 DEVCONF_REGEN_MAX_RETRY, 
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 DEVCONF_MAX_DESYNC_FACTOR, 
 DEVCONF_MAX_ADDRESSES, 
 DEVCONF_FORCE_MLD_VERSION, 
 DEVCONF_MAX 
}; 
 
#define MD_LINK_LOCAL_DAD 0x1 
#define MD_BLOCK_TRAFFIC 0x2 
 
struct md_inet6_iface { 
 struct list_head list; 
 int ifindex; 
 char name[IF_NAMESIZE]; 
 unsigned int preference; 
 unsigned int link_flags; 
 int home_link; 
 int ll_dad_unsafe; 
 unsigned short type; 
 short hwalen; 
 uint8_t hwa[16]; 
 int32_t devconf[DEVCONF_MAX]; 
 int32_t app_solicit; 
 struct timespec reachable; 
 struct timespec retransmit; 
 int router_solicits; 
 struct in6_addr lladdr; 
 unsigned int iface_flags; 
 struct list_head default_rtr; 
 struct list_head backup_rtrs; 
 struct list_head expired_rtrs; 
 struct list_head coas; 
 struct list_head expired_coas; 
 struct tq_elem tqe; 
}; 
 
enum { 
 MD_STRATEGY_EAGER, 
 MD_STRATEGY_LAZY 
}; 
 
enum { 
 ME_DHAAD, 
 ME_IFACE_UP, 
 ME_IFACE_DOWN, 
 ME_LINK_UP, 
 ME_LINK_DOWN, 
 ME_RTR_NEW, 
 ME_RTR_EXPIRED, 
 ME_RTR_BACK, 
 ME_RTR_UPDATED, 
 ME_COA_NEW, 
 ME_COA_EXPIRED, 
 ME_COA_LFT_DEC, 
 ME_COA_LFT_INC, 
}; 
 
 
struct movement_event { 
 int md_strategy; 
 int event_type; 
 int data; 
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 struct list_head *iface_list; 
 struct md_inet6_iface *iface; 
 struct md_coa *coa; 
}; 
 
 
static inline struct md_inet6_iface * 
md_get_inet6_iface(struct list_head *iface_list, int ifindex) 
{ 
 struct list_head *list; 
 list_for_each(list, iface_list) { 
  struct md_inet6_iface *iface; 
  iface = list_entry(list, struct md_inet6_iface, list); 
  if (iface->ifindex == ifindex) 
   return iface; 
 } 
 return NULL; 
} 
 
static inline struct md_router *md_get_first_router(struct list_head 
*rtr_list) 
{ 
 if (!list_empty(rtr_list)) 
  return list_entry(rtr_list->next, struct md_router, list); 
 return NULL; 
} 
 
static inline struct md_coa *md_get_coa(struct list_head *coa_list,  
     const struct in6_addr *coaddr) 
{ 
 struct list_head *list; 
 struct md_coa *coa = NULL; 
 
 list_for_each(list, coa_list) { 
  coa = list_entry(list, struct md_coa, list); 
  if (coaddr == NULL || IN6_ARE_ADDR_EQUAL(&coa->addr, 
coaddr)) 
   return coa; 
 } 
 return NULL; 
} 
 
int md_init(void); 
void md_cleanup(void); 
 
int md_start(void); 
void md_stop(void); 
 
void md_trigger_movement_event(int event_type, int data, int ifindex); 
 
struct icmp6_hdr; 
 
static inline int md_is_link_up(struct md_inet6_iface *iface) 
{ 
 return (iface->link_flags & IFF_UP && 
  iface->link_flags & IFF_RUNNING); 
}  
 
int rtr_addr_chk(struct md_router *rtr, struct in6_addr *rtr_addr); 
 
#endif 
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IV.5. Fitxer movement.c 
 
#ifdef HAVE_CONFIG_H 
#include <config.h> 
#endif 
#ifdef HAVE_LIBPTHREAD 
#include <pthread.h> 
#else 
#error "POSIX Thread Library required!" 
#endif 
#include <syslog.h> 
#include <errno.h> 
#include <netinet/icmp6.h> 
#ifndef HAVE_MIP6_ICMP6_H 
#include <netinet-icmp6.h> 
#endif 
#include <net/if.h> 
 
#include "debug.h" 
#include "icmp6.h" 
#include "util.h" 
#include "tqueue.h" 
#include "list.h" 
#include "movement.h" 
#include "mn.h" 
#include "rtnl.h" 
#include "ndisc.h" 
#include "proc_sys.h" 
#include "prefix.h" 
#include "conf.h" 
 
#define MD_DEBUG_LEVEL 1 
 
#if MD_DEBUG_LEVEL >= 1 
#define MDBG dbg 
#else  
#define MDBG(...)  
#endif /* MDBG */ 
 
#if MD_DEBUG_LEVEL >= 2 
#define MDBG2 dbg 
#else 
#define MDBG2(...)  
#endif /* MDBG2 */ 
 
#if MD_DEBUG_LEVEL >= 3 
#define MDBG3 dbg 
#else 
#define MDBG3(...) 
#endif /* MDBG3 */ 
 
static LIST_HEAD(ifaces); 
static pthread_mutex_t iface_lock; 
 
static pthread_t md_listener; 
 
static int conf_default_autoconf = 1; 
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static int conf_default_ra = 1; 
static int conf_default_rs = 3; 
static int conf_default_rs_ival = 4; 
static int neigh_default_app_ns = 0; 
 
static int conf_autoconf = 1; 
static int conf_ra = 0; 
static int conf_rs = 0; 
static int neigh_app_ns = 1; 
 
static unsigned int adv_ivals_md_trigger = 1; 
static unsigned int adv_ivals_dad_limit = 3; 
 
static int nud_expire_rtr = 1; 
 
struct in6_addr mn_coa; 
 
/*Constantes del canvio de base para compensar el giro de los ejes*/ 
 
int canvi_base[2][2]={{3,-1},{1,2}}; 
int unitat[2][2]={{1,0},{0,1}}; 
 
/*Funciones para el cÃ¡lculo con matrices*/ 
 
void matrix_product2 (int a[2][2],int b[2][2],int res[2][2]) 
{  
 res[0][0] = a[0][0] * b[0][0] + a[0][1] * b[1][0]; 
 res[0][1] = a[0][0] * b[0][1] + a[0][1] * b[1][1]; 
 res[1][0] = a[1][0] * b[0][0] + a[1][1] * b[1][0]; 
 res[1][1] = a[1][0] * b[0][1] + a[1][1] * b[1][1]; 
} 
 
void matrix_product (int a[2][2],int b[2],int res[2]) 
{  
 res[0] = a[0][0] * b[0] + a[0][1] * b[1]; 
 res[1] = a[1][0] * b[0] + a[1][1] * b[1]; 
} 
 
void matrix_sub (int a[][2], int b[][2], int res[][2], int level) 
{ 
 int i; 
  
 for (i=0 ; i<level; i++) 
 { 
  res[i][0] = a[i][0] - b[i][0]; 
  res[i][1] = a[i][1] - b[i][1]; 
 } 
} 
 
void matrix_sum (int a[2], int res[2]) 
{ 
 res[0] += a[0]; 
 res[1] += a[1]; 
} 
 
/*FunciÃ³n que devuelve el identificador de celda a partir de la 
direcciÃ³n del AR*/ 
void id_cell (struct in6_addr *router,int ids[21]) 
{ 
 int i=0, j; 
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 for (j=0;j<3;j++) 
 { 
  ids[i++]=(int)((((__const uint8_t*)(router))[15-
(j*3)])&0x7); 
  ids[i++]=(int)((((__const uint8_t*)(router))[15-
(j*3)]>>3)&0x7); 
  ids[i++]=(int)(((((__const uint8_t*)(router))[15-
(j*3)]>>6)&0x3)|((((__const uint8_t*)(router))[14-(j*3)]&0x1)<<2)); 
  ids[i++]=(int)((((__const uint8_t*)(router))[14-
(j*3)]>>1)&0x7); 
  ids[i++]=(int)((((__const uint8_t*)(router))[14-
(j*3)]>>4)&0x7); 
  if (i==21) 
   break; 
  ids[i++]=(int)(((((__const uint8_t*)(router))[14-
(j*3)]>>7)&0x1)|((((__const uint8_t*)(router))[13-(j*3)]&0x3)<<1)); 
  ids[i++]=(int)((((__const uint8_t*)(router))[13-
(j*3)]>>2)&0x7); 
  ids[i++]=(int)((((__const uint8_t*)(router))[13-
(j*3)]>>5)&0x7); 
 } 
  
} 
 
/*FunciÃ³n que obtiene las coordenadas de la celda a partir del 
identificador*/ 
int get_coord (int number,int coord[2]) 
{ 
 switch (number) 
 { 
  case 0: 
   coord[0] = 0; 
   coord[1] = 0; 
   return (0); 
  case 1: 
   coord[0] = 0; 
   coord[1] = 1; 
   return (0); 
  case 2: 
   coord[0] = 1; 
   coord[1] = 0; 
   return (0); 
  case 3: 
   coord[0] = 1; 
   coord[1] = 1; 
   return (0); 
  case 4: 
   coord[0] = 1; 
   coord[1] = 2; 
   return (0); 
  case 5: 
   coord[0] = 2; 
   coord[1] = 1; 
   return (0); 
  case 6: 
   coord[0] = 2; 
   coord[1] = 2; 
   return (0); 
  case 7: 
   coord[0] = 7; 
   coord[1] = 7; 
164                                                                  Xarxa cel·lular de 4G basada en IPv6: desenvolupament d’un demostrador 
 
   return (1); 
 } 
 return (-1); 
} 
 
/*Devuelve el valor de la distancia a partir de el vector calculado*/ 
int get_distance (int distance[2]) 
{ 
 int res = 0; 
  
 if (distance[0]<0&&distance[1]>0) 
 { 
  distance[0] = distance[0]*-1; 
  res = distance[0]+distance[1]; 
 } 
 else if (distance[0]>0&&distance[1]<0) 
 { 
  distance[1] = distance[1]*-1; 
  res = distance[0]+distance[1]; 
 } 
 else 
 { 
  if (abs(distance[0])<abs(distance[1])) 
   res = abs(distance[1]); 
  else 
   res = abs(distance[0]); 
 } 
 return (res); 
} 
 
/*FunciÃ³n que calcula la distancia entre celdas usando las 
direcciones de los ARs*/ 
int calculate_distance (struct in6_addr *old_router, struct in6_addr 
*new_router) 
{ 
 struct in6_addr aux; 
 int i,j, res, level = 21, num_cell[21]; 
 int coord_old[21][2], 
coord_new[21][2],coord_sub[21][2],coord_mult[21][2],canvi_base2[2][2]; 
 int coord_res[2]={0 , 0}; 
  
 aux = *old_router; 
 id_cell(&aux,num_cell); 
 for (i=0;i<21;i++) 
 { 
  res = get_coord(num_cell[i],coord_old[i]); 
  if (res==-1) 
  { 
   dbg ("Problema recuperando coordenadas\n"); 
   return(-1); 
  }   
 } 
 aux = *new_router; 
 id_cell(&aux,num_cell); 
 for (i=0;i<21;i++) 
 { 
  res = get_coord(num_cell[i],coord_new[i]); 
  if (res==-1) 
  { 
   dbg ("Problema recuperando coordenadas\n"); 
   return (-1); 
Codi mip6d modificat     165 
  }   
 } 
 matrix_sub(coord_new,coord_old,coord_sub,level); 
 for (i=0;i<21;i++) 
 { 
  if (i==0) 
  { 
   matrix_product(unitat,coord_sub[i],coord_mult[i]); 
  } 
  else if (i==1) 
  { 
  
 matrix_product(canvi_base,coord_sub[i],coord_mult[i]); 
  } 
  else 
  { 
   for (j=0;j<i;j++) 
   { 
   
 matrix_product2(canvi_base,canvi_base,canvi_base2); 
   } 
  
 matrix_product(canvi_base2,coord_sub[i],coord_mult[i]); 
  } 
  matrix_sum(coord_mult[i],coord_res); 
 } 
 dbg ("coord_res = %d,%d\n",coord_res[0],coord_res[1]); 
  
 return (get_distance(coord_res)); 
} 
  
static void __md_trigger_movement_event(int event_type, int data, 
     struct md_inet6_iface *iface, 
     struct md_coa *coa) 
{ 
 struct movement_event e; 
 
 memset(&e, 0, sizeof(struct movement_event)); 
 e.md_strategy = (conf.MnRouterProbes > 0 ?  
    MD_STRATEGY_LAZY : MD_STRATEGY_EAGER); 
 e.event_type = event_type; 
 e.data = data; 
 e.iface_list = &ifaces; 
 e.iface = iface; 
 e.coa = coa; 
  
 MDBG2("strategy %d type %d iface %s (%d) "   
       "CoA %x:%x:%x:%x:%x:%x:%x:%x\n", 
       e.md_strategy, e.event_type, 
       e.iface->name, e.iface->ifindex,  
       NIP6ADDR(e.coa ? &e.coa->addr : &in6addr_any)); 
 
 mn_movement_event(&e); 
} 
 
void md_trigger_movement_event(int event_type, int data, int ifindex) 
{ 
 pthread_mutex_lock(&iface_lock); 
 if (!list_empty(&ifaces)) { 
  struct md_inet6_iface *iface; 
  iface = md_get_inet6_iface(&ifaces, ifindex); 
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  __md_trigger_movement_event(event_type, data, iface, NULL); 
 } 
 pthread_mutex_unlock(&iface_lock); 
} 
 
static inline void md_free_coa(struct md_coa *coa) 
{ 
 MDBG3("freeing CoA %x:%x:%x:%x:%x:%x:%x:%x on iface %d\n",  
       NIP6ADDR(&coa->addr), coa->ifindex); 
 list_del(&coa->list); 
 free(coa); 
} 
 
static void md_flush_coa(struct md_coa *coa) 
{ 
 if (!(coa->flags&IFA_F_HOMEADDRESS)) { 
  MDBG2("deleting CoA " 
        "%x:%x:%x:%x:%x:%x:%x:%x on iface %d\n",  
        NIP6ADDR(&coa->addr), coa->ifindex); 
  addr_del(&coa->addr, coa->plen, coa->ifindex); 
 } 
 md_free_coa(coa); 
} 
 
static void md_flush_coa_list(struct list_head *coas) 
{ 
 struct list_head *list, *n; 
 list_for_each_safe(list, n, coas) { 
  struct md_coa *coa; 
  coa = list_entry(list, struct md_coa, list); 
  md_flush_coa(coa); 
 } 
} 
 
static inline void md_free_router_prefix(struct prefix_list_entry *p) 
{ 
 MDBG3("freeing prefix %x:%x:%x:%x:%x:%x:%x:%x/%d\n",  
       NIP6ADDR(&p->ple_prefix), p->ple_plen); 
 list_del(&p->list); 
 free(p); 
} 
 
static void md_prefix_rule_del(struct prefix_list_entry *p) 
{ 
 struct in6_addr prefix; 
 ipv6_addr_prefix(&prefix, &p->ple_prefix, p->ple_plen); 
 rule_del(NULL, RT6_TABLE_MAIN, IP6_RULE_PRIO_MIP6_COA_OUT,  
   RTN_UNICAST, &prefix, p->ple_plen, 
   &in6addr_any, 0); 
} 
 
static void __md_free_router(struct md_router *rtr) 
{ 
 struct list_head *l, *n; 
 if (rtr->used) { 
  MDBG2("deleting default route via 
%x:%x:%x:%x:%x:%x:%x:%x\n",  
        NIP6ADDR(&rtr->lladdr)); 
 
  route_del(rtr->ifindex, RT_TABLE_MAIN, 0, 
     &in6addr_any, 0, &in6addr_any, 0, &rtr->lladdr); 
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 } 
 list_for_each_safe(l, n, &rtr->prefixes) { 
  struct prefix_list_entry *p; 
  p = list_entry(l, struct prefix_list_entry, list); 
  if (rtr->used) { 
   md_prefix_rule_del(p); 
   MDBG2("deleting prefix route " 
         "%x:%x:%x:%x:%x:%x:%x:%x/%d\n",  
         NIP6ADDR(&p->ple_prefix), p->ple_plen); 
   route_del(rtr->ifindex, RT_TABLE_MAIN, 0, 
&in6addr_any, 
      0, &p->ple_prefix, p->ple_plen, NULL); 
  } 
  md_free_router_prefix(p); 
 } 
 list_del(&rtr->list); 
 MDBG3("freeing router %x:%x:%x:%x:%x:%x:%x:%x\n",  
       NIP6ADDR(&rtr->lladdr)); 
 free(rtr); 
} 
 
static inline void md_free_router(struct md_router *rtr) 
{ 
 assert(!tsisset(rtr->lifetime)); 
 __md_free_router(rtr); 
} 
 
static void md_flush_router_list(struct list_head *routers) 
{ 
 struct list_head *list, *n; 
 list_for_each_safe(list, n, routers) { 
  struct md_router *rtr; 
  rtr = list_entry(list, struct md_router, list); 
  md_free_router(rtr); 
 } 
} 
 
static void md_free_inet6_iface(struct md_inet6_iface *iface) 
{ 
 MDBG3("freeing iface %s (%d)\n", iface->name, iface->ifindex); 
 assert(list_empty(&iface->default_rtr)); 
 md_flush_router_list(&iface->expired_rtrs); 
 assert(list_empty(&iface->coas)); 
 md_flush_coa_list(&iface->expired_coas); 
 free(iface); 
} 
 
static void md_expire_coa(struct md_inet6_iface *iface, struct md_coa 
*coa) 
{ 
 list_del(&coa->list); 
 MDBG2("expiring CoA %x:%x:%x:%x:%x:%x:%x:%x on iface %s (%d)\n",  
       NIP6ADDR(&coa->addr), iface->name, iface->ifindex); 
 list_add_tail(&coa->list, &iface->expired_coas); 
} 
 
static void md_reset_home_link(struct md_inet6_iface *i) 
{ 
 i->home_link = 0; 
 i->ll_dad_unsafe = 0; 
} 
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static void md_expire_router(struct md_inet6_iface *iface, 
        struct md_router *old, struct md_router *new) 
{ 
 struct list_head *plist, *pn; 
 
 assert(old != NULL); 
 
 del_task(&old->tqe); 
 
 tsclear(old->lifetime); 
 list_del(&old->list); 
 
 MDBG("expiring router %x:%x:%x:%x:%x:%x:%x:%x on iface %s 
(%d)\n",  
      NIP6ADDR(&old->lladdr), iface->name, iface->ifindex); 
 
 if (old->used) { 
  list_for_each_safe(plist, pn, &old->prefixes) { 
   struct prefix_list_entry *p; 
   struct list_head *clist, *cn; 
   p = list_entry(plist, struct prefix_list_entry, 
list); 
    
   /* don't expire prefixes also advertised by the 
      new router */ 
   if (new && prefix_list_find(&new->prefixes,  
          &p->ple_prefix, 
          p->ple_plen)) { 
    md_free_router_prefix(p); 
    continue; 
   } 
   list_for_each_safe(clist, cn, &iface->coas) { 
    struct md_coa *coa; 
    coa = list_entry(clist, struct md_coa, list); 
    if (!ipv6_pfx_cmp(&p->ple_prefix, 
        &coa->addr, coa->plen)) 
    { 
     md_expire_coa(iface, coa); 
    } 
   } 
  } 
  if (new == NULL) 
   md_reset_home_link(iface); 
 } 
 list_add_tail(&old->list, &iface->expired_rtrs); 
} 
 
static void md_block_rule_del(struct md_inet6_iface *iface) 
{ 
 rule_del(NULL, 0, IP6_RULE_PRIO_MIP6_BLOCK, RTN_BLACKHOLE, 
   &in6addr_any, 0, &in6addr_any, 0); 
 rule_del(NULL, RT6_TABLE_MAIN, IP6_RULE_PRIO_MIP6_COA_OUT, 
RTN_UNICAST, 
   &in6addr_any, 128, &in6addr_any, 0); 
 iface->iface_flags &= ~MD_BLOCK_TRAFFIC; 
} 
 
static void md_flush_inet6_iface(struct md_inet6_iface *iface) 
{ 
 struct md_router *rtr; 
Codi mip6d modificat     169 
 struct list_head *l, *n; 
 del_task(&iface->tqe); 
 iface->router_solicits = 0; 
 list_for_each_safe(l, n, &iface->backup_rtrs) { 
  rtr = list_entry(l, struct md_router, list); 
  md_expire_router(iface, rtr, NULL); 
 }   
 if ((rtr = md_get_first_router(&iface->default_rtr)) != NULL) { 
  md_expire_router(iface, rtr, NULL); 
 } 
 md_flush_router_list(&iface->expired_rtrs); 
 list_for_each_safe(l, n, &iface->coas) { 
  struct md_coa *coa = list_entry(l, struct md_coa, list); 
  md_expire_coa(iface, coa); 
 } 
 md_flush_coa_list(&iface->expired_coas); 
} 
 
static void md_expire_inet6_iface(struct md_inet6_iface *iface) 
{ 
 MDBG2("expiring iface %s (%d)\n", iface->name, iface->ifindex); 
 md_flush_inet6_iface(iface); 
 if (iface->iface_flags & MD_BLOCK_TRAFFIC) 
  md_block_rule_del(iface); 
 list_del(&iface->list); 
 __md_trigger_movement_event(ME_IFACE_DOWN, 0, iface, NULL); 
} 
 
static void md_link_down(struct md_inet6_iface *iface) 
{ 
 MDBG2("link down on iface %s (%d)\n", iface->name, iface-
>ifindex); 
 md_flush_inet6_iface(iface); 
 __md_trigger_movement_event(ME_LINK_DOWN, 0, iface, NULL); 
} 
 
static void 
md_init_coa(struct md_coa *coa, struct ifaddrmsg *ifa, struct rtattr 
**rta_tb) 
{ 
 memset(coa, 0, sizeof(struct md_coa)); 
 INIT_LIST_HEAD(&coa->list); 
 coa->flags = ifa->ifa_flags; 
 coa->plen = ifa->ifa_prefixlen; 
 coa->scope = ifa->ifa_scope; 
 coa->ifindex = ifa->ifa_index; 
 coa->addr = *(struct in6_addr *) RTA_DATA(rta_tb[IFA_ADDRESS]); 
} 
 
static struct md_coa *md_create_coa(struct md_inet6_iface *iface, 
        struct ifaddrmsg *ifa, 
        struct rtattr **rta_tb) 
{ 
 struct md_coa *coa = malloc(sizeof(struct md_coa)); 
 if (coa != NULL) { 
  struct ifa_cacheinfo *ci; 
  md_init_coa(coa, ifa, rta_tb); 
  ci = RTA_DATA(rta_tb[IFA_CACHEINFO]); 
  clock_gettime(CLOCK_REALTIME, &coa->timestamp); 
  tssetsec(coa->valid_time, ci->ifa_valid); 
  tssetsec(coa->preferred_time, ci->ifa_prefered); 
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  MDBG3("creating CoA %x:%x:%x:%x:%x:%x:%x:%x on " 
        "iface %s (%d)\n",  
        NIP6ADDR(&coa->addr), iface->name, iface->ifindex); 
 } 
 return coa; 
} 
 
static int update_coa(struct md_inet6_iface *iface,  
        struct ifaddrmsg *ifa, struct rtattr **rta_tb) 
{ 
 struct md_coa *new, *old; 
 struct in6_addr *addr; 
  
 addr = RTA_DATA(rta_tb[IFA_ADDRESS]); 
 
 if (!in6_is_addr_routable_unicast(addr)) 
  return 0; 
 
 if ((new = md_create_coa(iface, ifa, rta_tb)) == NULL) 
  return -ENOMEM; 
 
 if ((old = md_get_coa(&iface->coas, addr)) == NULL) { 
  list_add(&new->list, &iface->coas);  
  MDBG2("adding CoA %x:%x:%x:%x:%x:%x:%x:%x on iface %s 
(%d)\n",  
        NIP6ADDR(&new->addr), iface->name, iface->ifindex); 
   
  mn_coa = new->addr; 
   
  if (!(iface->iface_flags & MD_LINK_LOCAL_DAD)) { 
   __md_trigger_movement_event(ME_COA_NEW, 0, iface, 
new); 
   if (iface->iface_flags & MD_BLOCK_TRAFFIC) 
    md_block_rule_del(iface); 
  } 
 } else { 
  struct timespec oexp, nexp; 
 
  tsadd(old->valid_time, old->timestamp, oexp); 
  tsadd(new->valid_time, new->timestamp, nexp); 
 
  MDBG3("updating CoA " 
        "%x:%x:%x:%x:%x:%x:%x:%x on iface %s (%d)\n",  
        NIP6ADDR(&old->addr), iface->name, iface->ifindex); 
 
  old->flags = new->flags; 
  old->plen = new->plen; 
  old->timestamp = new->timestamp; 
  old->valid_time = new->valid_time; 
  old->preferred_time = new->preferred_time; 
 
  free(new); 
 
  /* check if lifetime of CoA changed */ 
  if (tsbefore(oexp, nexp)) 
   __md_trigger_movement_event(ME_COA_LFT_DEC, 0, 
          iface, old); 
  else if (tsafter(oexp, nexp)) 
   __md_trigger_movement_event(ME_COA_LFT_INC, 0, 
          iface, old); 
 } 
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 return 0; 
} 
 
static int process_new_addr(struct ifaddrmsg *ifa, struct rtattr 
**rta_tb) 
{ 
 struct md_inet6_iface *iface; 
 int res = 0; 
  
 MDBG3("new address %x:%x:%x:%x:%x:%x:%x:%x on iface %d\n",  
       NIP6ADDR((struct in6_addr 
*)RTA_DATA(rta_tb[IFA_ADDRESS])),  
       ifa->ifa_index); 
 
 pthread_mutex_lock(&iface_lock); 
 if ((iface = md_get_inet6_iface(&ifaces, ifa->ifa_index)) != 
NULL) { 
  if (ifa->ifa_scope == RT_SCOPE_LINK) { 
   iface->iface_flags &= ~MD_LINK_LOCAL_DAD; 
   __md_trigger_movement_event(ME_LINK_UP, 0,  
          iface, NULL); 
   if (iface->iface_flags & MD_BLOCK_TRAFFIC) 
    md_block_rule_del(iface); 
  } else if (ifa->ifa_scope == RT_SCOPE_UNIVERSE) { 
   res = update_coa(iface, ifa, rta_tb); 
  } 
 } 
 pthread_mutex_unlock(&iface_lock); 
 return res; 
} 
 
static void md_inet6_iface_init(struct md_inet6_iface *i, int ifindex) 
{ 
 memset(i, 0, sizeof(struct md_inet6_iface)); 
 i->ifindex = ifindex; 
 INIT_LIST_HEAD(&i->list); 
 INIT_LIST_HEAD(&i->default_rtr); 
 INIT_LIST_HEAD(&i->backup_rtrs); 
 INIT_LIST_HEAD(&i->expired_rtrs); 
 INIT_LIST_HEAD(&i->coas); 
 INIT_LIST_HEAD(&i->expired_coas); 
 INIT_LIST_HEAD(&i->tqe.list); 
} 
 
static int process_del_addr(struct ifaddrmsg *ifa, struct rtattr 
**rta_tb) 
{ 
 struct in6_addr *addr = RTA_DATA(rta_tb[IFA_ADDRESS]); 
 struct md_inet6_iface *iface; 
 struct md_coa *coa; 
 struct md_inet6_iface iface_h; 
 struct md_coa coa_h; 
  
 int res = 0; 
 
 MDBG3("deleted address %x:%x:%x:%x:%x:%x:%x:%x on iface %d\n",  
       NIP6ADDR(addr), ifa->ifa_index); 
 
 if (ifa->ifa_scope != RT_SCOPE_UNIVERSE || 
     !in6_is_addr_routable_unicast(addr)) 
  return 0; 
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 pthread_mutex_lock(&iface_lock); 
 if ((iface = md_get_inet6_iface(&ifaces, ifa->ifa_index)) != 
NULL) { 
  coa = md_get_coa(&iface->coas, addr); 
  if (coa != NULL) 
   md_expire_coa(iface, coa); 
  else 
   coa = md_get_coa(&iface->expired_coas, addr); 
 } else { 
  md_inet6_iface_init(&iface_h, ifa->ifa_index); 
  iface = &iface_h; 
  coa = NULL; 
 } 
 if (coa == NULL) { 
  md_init_coa(&coa_h, ifa, rta_tb); 
  coa = &coa_h; 
 } 
 __md_trigger_movement_event(ME_COA_EXPIRED, 0, iface, coa); 
 if (coa != &coa_h) 
  md_free_coa(coa); 
 pthread_mutex_unlock(&iface_lock); 
 return res; 
} 
 
static int process_addr(struct nlmsghdr *n, void *arg) 
{ 
 struct ifaddrmsg *ifa; 
 struct rtattr *rta_tb[IFA_MAX+1]; 
 
 if (n->nlmsg_len < NLMSG_LENGTH(sizeof(*ifa))) 
  return -1; 
 
 ifa = NLMSG_DATA(n); 
 
 memset(rta_tb, 0, sizeof(rta_tb)); 
 parse_rtattr(rta_tb, IFA_MAX, IFA_RTA(ifa), 
       n->nlmsg_len - NLMSG_LENGTH(sizeof(*ifa))); 
 
 if (!rta_tb[IFA_ADDRESS] || !rta_tb[IFA_CACHEINFO])  
  return -1; 
  
 if (n->nlmsg_type == RTM_NEWADDR) 
  process_new_addr(ifa, rta_tb); 
 else if (n->nlmsg_type == RTM_DELADDR) 
  process_del_addr(ifa, rta_tb); 
 
 return 0; 
} 
 
static void md_discover_router(struct tq_elem *tqe); 
 
static void __md_discover_router(struct md_inet6_iface *iface) 
{ 
 MDBG("discover link on iface %s (%d)\n", iface->name, iface-
>ifindex); 
 
 if (md_is_link_up(iface) &&  
     iface->router_solicits++ <= iface-
>devconf[DEVCONF_RTR_SOLICITS]) { 
  struct timespec exp_in; 
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  ndisc_send_rs(iface->ifindex, &in6addr_any, 
         &in6addr_all_routers_mc); 
  tssetsec(exp_in, iface-
>devconf[DEVCONF_RTR_SOLICIT_INTERVAL]); 
  add_task_rel(&exp_in, &iface->tqe, md_discover_router); 
 } 
} 
 
static void md_discover_router(struct tq_elem *tqe) 
{ 
 pthread_mutex_lock(&iface_lock); 
 if (!task_interrupted()) { 
  struct md_inet6_iface *iface; 
  iface = tq_data(tqe, struct md_inet6_iface, tqe); 
  __md_discover_router(iface); 
 } 
 pthread_mutex_unlock(&iface_lock); 
} 
 
static void md_check_expired_coas(struct md_inet6_iface *iface,  
      struct md_router *rtr); 
 
static int md_probe_router(struct md_router *rtr, int max_probes); 
 
static void md_link_up(struct md_inet6_iface *iface) 
{ 
 MDBG2("link up on iface %s (%d)\n", iface->name, iface-
>ifindex); 
 __md_discover_router(iface); 
} 
 
static void __md_new_link(struct md_inet6_iface *iface, int 
link_changed) 
{ 
 assert(!list_empty(&iface->default_rtr)); 
 
 del_task(&iface->tqe); 
 iface->router_solicits = 0; 
 
 MDBG2("new link on iface %s (%d)\n", iface->name, iface-
>ifindex); 
 
 if (link_changed) { 
  struct list_head *l, *n; 
  if (!iface->ll_dad_unsafe) { 
   iface->iface_flags |= MD_LINK_LOCAL_DAD; 
   addr_do(&iface->lladdr, 64, iface->ifindex, NULL, 
    mn_lladdr_dad); 
  } 
  list_for_each_safe(l, n, &iface->backup_rtrs) { 
   struct md_router *rtr; 
   rtr = list_entry(l, struct md_router, list); 
   md_expire_router(iface, rtr, NULL); 
  }   
 } 
 md_flush_router_list(&iface->expired_rtrs); 
 md_flush_coa_list(&iface->expired_coas); 
} 
 
static inline int md_set_linklocal(struct in6_addr *lladdr,  
       uint8_t *hwa, unsigned short iface_type) 
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{ 
 memset(lladdr, 0, sizeof(struct in6_addr)); 
 uint8_t *eui = lladdr->s6_addr + 8; 
 switch (iface_type) { 
 case ARPHRD_ETHER: 
 case ARPHRD_IEEE802: 
 case ARPHRD_IEEE802_TR: 
 case ARPHRD_IEEE80211: 
 case ARPHRD_FDDI: 
  memcpy(eui, hwa, 3); 
  memcpy(eui + 5, hwa + 3, 3); 
  eui[0] ^= 2; 
  eui[3] = 0xff; 
  eui[4] = 0xfe; 
  break; 
 case ARPHRD_ARCNET: 
  eui[7] = hwa[0]; 
  break; 
 default: 
  return -EINVAL; 
 } 
 lladdr->s6_addr[0] = 0xfe; 
 lladdr->s6_addr[1] = 0x80; 
 return 0; 
} 
 
static struct md_inet6_iface * 
md_create_inet6_iface(struct ifinfomsg *ifi, struct rtattr **rta_tb) 
{ 
 struct md_inet6_iface *iface; 
  
 if ((iface = malloc(sizeof(struct md_inet6_iface))) != NULL) { 
  md_inet6_iface_init(iface, ifi->ifi_index); 
  if (rta_tb[IFLA_IFNAME]) 
   strncpy(iface->name, RTA_DATA(rta_tb[IFLA_IFNAME]),  
    IF_NAMESIZE - 1); 
  iface->link_flags = ifi->ifi_flags; 
  iface->type = ifi->ifi_type; 
  if (rta_tb[IFLA_ADDRESS]) { 
   iface->hwalen = nd_get_l2addr_len(ifi->ifi_type); 
   memcpy(iface->hwa, RTA_DATA(rta_tb[IFLA_ADDRESS]), 
          iface->hwalen); 
   md_set_linklocal(&iface->lladdr,  
      iface->hwa, iface->type); 
  } 
  if (rta_tb[IFLA_PROTINFO]) { 
   struct rtattr *inet6_tb[IFLA_INET6_MAX+1]; 
 
   memset(inet6_tb, 0, sizeof(inet6_tb)); 
   
   parse_rtattr(inet6_tb, IFLA_INET6_MAX,  
         RTA_DATA(rta_tb[IFLA_PROTINFO]), 
         rta_tb[IFLA_PROTINFO]->rta_len); 
   
   if (inet6_tb[IFLA_INET6_CONF]) { 
    memcpy(iface->devconf,  
           RTA_DATA(inet6_tb[IFLA_INET6_CONF]), 
           sizeof(iface->devconf)); 
   } 
  } 
  if (iface->devconf[DEVCONF_RTR_SOLICITS] == 0) 
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   iface->devconf[DEVCONF_RTR_SOLICITS] = 
conf_default_rs; 
  if (iface->devconf[DEVCONF_RTR_SOLICIT_INTERVAL] == 0) 
   iface->devconf[DEVCONF_RTR_SOLICIT_INTERVAL] = 
conf_default_rs_ival; 
  MDBG3("creating iface %s (%d)\n", iface->name, iface-
>ifindex); 
 } 
 return iface; 
} 
 
static void iface_proc_entries_init(struct md_inet6_iface *iface) 
{ 
 set_iface_proc_entry(PROC_SYS_IP6_AUTOCONF, iface->name, 
        conf_autoconf); 
 set_iface_proc_entry(PROC_SYS_IP6_ACCEPT_RA, iface->name, 
conf_ra); 
 set_iface_proc_entry(PROC_SYS_IP6_RTR_SOLICITS, iface->name, 
conf_rs); 
 get_iface_proc_entry(PROC_SYS_IP6_APP_SOLICIT, iface->name, 
        &iface->app_solicit); 
 set_iface_proc_entry(PROC_SYS_IP6_APP_SOLICIT, iface->name,  
        neigh_app_ns); 
 tssetmsec(iface->reachable, DEFAULT_REACHABLE_TIME); 
 tssetmsec(iface->retransmit, DEFAULT_RETRANSMIT_TIMER); 
} 
 
static inline int link_flags_changed(unsigned int nf, unsigned int of) 
{ 
 return (nf & (IFF_UP|IFF_RUNNING)) != (of & 
(IFF_UP|IFF_RUNNING)); 
} 
 
static int process_new_inet6_iface(struct ifinfomsg *ifi, 
       struct rtattr **rta_tb) 
{ 
 struct md_inet6_iface *iface; 
 if ((iface = md_get_inet6_iface(&ifaces, ifi->ifi_index)) == 
NULL) { 
  unsigned int pref; 
  if ((pref = conf.pmgr.accept_inet6_iface(ifi->ifi_index)) 
&& 
      (iface = md_create_inet6_iface(ifi, rta_tb)) != NULL) { 
   MDBG2("adding iface %s (%d)\n", 
         iface->name, iface->ifindex); 
   iface->preference = pref; 
   list_add_tail(&iface->list, &ifaces); 
   iface_proc_entries_init(iface); 
   if (md_is_link_up(iface)) 
    md_link_up(iface); 
  } 
 } else if (link_flags_changed(ifi->ifi_flags, iface-
>link_flags)) { 
  iface->link_flags = ifi->ifi_flags; 
  if (md_is_link_up(iface)) 
   md_link_up(iface); 
  else  
   md_link_down(iface); 
 } 
 return 0; 
} 
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static int  
process_del_inet6_iface(struct ifinfomsg *ifi, struct rtattr **rta_tb) 
{ 
        struct md_inet6_iface *iface; 
 if ((iface = md_get_inet6_iface(&ifaces, ifi->ifi_index)) != 
NULL) { 
  MDBG2("deleting iface %s (%d)\n", iface->name, iface-
>ifindex); 
  md_expire_inet6_iface(iface); 
  md_free_inet6_iface(iface); 
 } 
 return 0; 
} 
 
static int process_inet6_iface(struct nlmsghdr *n,  
          struct ifinfomsg *ifi, 
          struct rtattr **rta_tb) 
{ 
 if (rta_tb[IFLA_ADDRESS] != NULL) { 
  int hwalen = nd_get_l2addr_len(ifi->ifi_type); 
  if (rta_tb[IFLA_ADDRESS]->rta_len != RTA_LENGTH(hwalen)) { 
   syslog(LOG_WARNING,  
          "Interface %d (%s):type %d unsupported", 
          ifi->ifi_index,  
          (char *) RTA_DATA(rta_tb[IFLA_IFNAME]), 
          ifi->ifi_type); 
   return -EINVAL; 
  } 
 } 
 if (n->nlmsg_type == RTM_NEWLINK) { 
  process_new_inet6_iface(ifi, rta_tb); 
 } else if (n->nlmsg_type == RTM_DELLINK) { 
  process_del_inet6_iface(ifi, rta_tb); 
 } 
 return 0; 
} 
 
static int process_new_link(struct ifinfomsg *ifi, struct rtattr 
**rta_tb) 
{ 
 struct md_inet6_iface *iface; 
 if ((iface = md_get_inet6_iface(&ifaces, ifi->ifi_index)) != 
NULL && 
     link_flags_changed(ifi->ifi_flags, iface->link_flags)) { 
  iface->link_flags = ifi->ifi_flags; 
  if (md_is_link_up(iface)) 
   md_link_up(iface); 
  else  
   md_link_down(iface); 
 } 
 return 0; 
} 
 
 
static int process_link(struct nlmsghdr *n, void *arg) 
{ 
 struct ifinfomsg *ifi; 
 struct rtattr *rta_tb[IFLA_MAX+1]; 
 
 if (n->nlmsg_len < NLMSG_LENGTH(sizeof(*ifi))) 
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  return -1; 
 
 ifi = NLMSG_DATA(n); 
 
 if (ifi->ifi_family != AF_UNSPEC && ifi->ifi_family != AF_INET6) 
  return 0; 
 
 /* using IPv6-IPv6 tunnels for movement detection leads to 
disaster */ 
 if (ifi->ifi_type == ARPHRD_LOOPBACK || 
     ifi->ifi_type == ARPHRD_TUNNEL6) 
  return 0; 
 
 memset(rta_tb, 0, sizeof(rta_tb)); 
 parse_rtattr(rta_tb, IFLA_MAX, IFLA_RTA(ifi), 
       n->nlmsg_len - NLMSG_LENGTH(sizeof(*ifi))); 
 pthread_mutex_lock(&iface_lock); 
 if (ifi->ifi_family == AF_UNSPEC) { 
  if (n->nlmsg_type == RTM_NEWLINK) 
   process_new_link(ifi, rta_tb); 
  else if (n->nlmsg_type == RTM_DELLINK) 
   process_del_inet6_iface(ifi, rta_tb); 
 } else 
  process_inet6_iface(n, ifi, rta_tb); 
 pthread_mutex_unlock(&iface_lock); 
 
 return 0; 
} 
 
static void md_router_timeout(struct md_router *rtr); 
 
static int process_fail_neigh(struct ndmsg *ndm, struct rtattr 
**rta_tb) 
{ 
 struct md_inet6_iface *iface; 
 struct md_router *rtr; 
 
 if (nud_expire_rtr &&  
     (iface = md_get_inet6_iface(&ifaces, ndm->ndm_ifindex)) != 
NULL && 
     (rtr = md_get_first_router(&iface->default_rtr)) != NULL) { 
  struct in6_addr *addr = RTA_DATA(rta_tb[NDA_DST]); 
  if (rtr->neighbor_solicits == 0 &&  
      (rtr_addr_chk(rtr, addr) ||  
       IN6_ARE_ADDR_EQUAL(&rtr->lladdr, addr))) { 
   md_router_timeout(rtr); 
  } 
 } 
 return 0; 
} 
 
static int process_neigh(struct nlmsghdr *n, void *arg) 
{ 
 struct ndmsg *ndm; 
 struct rtattr *rta_tb[NDA_MAX+1]; 
 
 if (n->nlmsg_len < NLMSG_LENGTH(sizeof(*ndm))) 
  return -1; 
 
 ndm = NLMSG_DATA(n); 
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 if (ndm->ndm_family != AF_INET6 || !(ndm->ndm_state & 
NUD_FAILED)) 
  return 0; 
 
 memset(rta_tb, 0, sizeof(rta_tb)); 
 parse_rtattr(rta_tb, NDA_MAX, NDA_RTA(ndm), 
       n->nlmsg_len - NLMSG_LENGTH(sizeof(*ndm))); 
 
 pthread_mutex_lock(&iface_lock); 
 process_fail_neigh(ndm, rta_tb); 
 pthread_mutex_unlock(&iface_lock); 
 
 return 0; 
} 
 
static int process_nlmsg(struct sockaddr_nl *who, 
    struct nlmsghdr *n, void *arg) 
{ 
 pthread_setcancelstate(PTHREAD_CANCEL_DISABLE, NULL); 
 switch (n->nlmsg_type) { 
 case RTM_NEWLINK: 
 case RTM_DELLINK: 
  /* interface or link, up or down */  
  process_link(n, arg); 
  break; 
 case RTM_NEWNEIGH: 
  /* changes in reachability state of default router */ 
  process_neigh(n, arg); 
  break; 
 case RTM_NEWADDR: 
 case RTM_DELADDR: 
  /* new or deleted CoAs */ 
  process_addr(n, arg); 
  break; 
 default: 
  /* To do: listen to changes in default and prefix routes(?) 
*/ 
  break; 
 } 
 pthread_setcancelstate(PTHREAD_CANCEL_ENABLE, NULL); 
 return 0; 
} 
 
static struct prefix_list_entry * 
md_create_router_prefix(struct md_router *rtr,  
   struct nd_opt_prefix_info *pinfo) 
{ 
 struct prefix_list_entry *p; 
 
 if (!(p = malloc(sizeof(struct prefix_list_entry)))) 
  return NULL; 
 
 p->timestamp = rtr->timestamp; 
 memcpy(&p->pinfo, pinfo, sizeof(struct nd_opt_prefix_info)); 
 
 if (p->ple_flags & ND_OPT_PI_FLAG_RADDR) 
  rtr->raddr_cnt++; 
 rtr->prefix_cnt++; 
 
 MDBG3("creating new prefix %x:%x:%x:%x:%x:%x:%x:%x/%d\n",  
      NIP6ADDR(&p->ple_prefix), p->ple_plen); 
Codi mip6d modificat     179 
 
 return p; 
} 
 
static void md_check_home_link(struct md_inet6_iface *i, struct 
md_router *rtr) 
{ 
 struct list_head *l; 
 int home_link = 0; 
 int ll_dad_unsafe = 0; 
 list_for_each(l, &conf.home_addrs) { 
  struct home_addr_info *hai; 
  hai = list_entry(l, struct home_addr_info, list); 
  if (mn_is_at_home(&rtr->prefixes, 
      &hai->home_prefix, 
      hai->home_plen)) { 
   home_link = 1; 
   ll_dad_unsafe |= hai->lladdr_comp; 
  } 
 } 
 i->home_link = home_link; 
 i->ll_dad_unsafe = ll_dad_unsafe; 
} 
 
static struct md_router *md_create_router(struct md_inet6_iface 
*iface,  
       const struct in6_addr *saddr,  
       struct nd_router_advert *ra, int len) 
{ 
 struct md_router *new; 
 int optlen = len - sizeof(struct nd_router_advert); 
 uint8_t *opt = (uint8_t *)(ra + 1); 
 
 if (!(new = malloc(sizeof(struct md_router)))) 
  return NULL; 
 
 memset(new, 0, sizeof(struct md_router)); 
 clock_gettime(CLOCK_REALTIME, &new->timestamp); 
 INIT_LIST_HEAD(&new->prefixes); 
 
 while (optlen > 1) { 
  int olen = opt[1] << 3; 
 
  if (olen > optlen || olen == 0)  
   goto free_rtr; 
  switch (opt[0]) { 
   struct nd_opt_prefix_info *pinfo; 
   struct prefix_list_entry *p; 
   struct nd_opt_mtu *mtu; 
   struct nd_opt_adv_interval *r; 
 
  case ND_OPT_SOURCE_LINKADDR: 
   if (iface->hwalen <= 0) 
    break; 
   if (olen < sizeof(struct nd_opt_hdr) + iface->hwalen) 
    goto free_rtr; 
   new->hwalen = iface->hwalen; 
   memcpy(&new->hwa, &opt[2], new->hwalen); 
   break; 
 
  case ND_OPT_PREFIX_INFORMATION: 
180                                                                  Xarxa cel·lular de 4G basada en IPv6: desenvolupament d’un demostrador 
 
   if (olen < sizeof(struct nd_opt_prefix_info)) 
    goto free_rtr; 
 
   pinfo = (struct nd_opt_prefix_info *)opt; 
   /* internal representation host byte order */ 
   pinfo->nd_opt_pi_valid_time =  
    ntohl(pinfo->nd_opt_pi_valid_time); 
   pinfo->nd_opt_pi_preferred_time = 
    ntohl(pinfo->nd_opt_pi_preferred_time); 
 
   if (pinfo->nd_opt_pi_prefix_len > 128 || 
       !(p = md_create_router_prefix(new, pinfo))) 
    goto free_rtr; 
 
   list_add_tail(&p->list, &new->prefixes); 
   break; 
 
  case ND_OPT_MTU: 
   if (olen < sizeof(struct nd_opt_mtu)) 
    goto free_rtr; 
 
   mtu = (struct nd_opt_mtu *)opt; 
   new->mtu = ntohl(mtu->nd_opt_mtu_mtu); 
   break; 
 
  case ND_OPT_RTR_ADV_INTERVAL: 
   if (olen < sizeof(struct nd_opt_adv_interval)) 
    goto free_rtr; 
 
   r = (struct nd_opt_adv_interval *) opt; 
   tssetmsec(new->adv_ival, 
      ntohl(r->nd_opt_adv_interval_ival)); 
   break; 
  } 
  optlen -= olen; 
  opt += olen; 
 } 
 if (new->prefix_cnt == 0) 
  goto free_rtr; 
  
 INIT_LIST_HEAD(&new->list); 
 INIT_LIST_HEAD(&new->tqe.list); 
 new->iface = iface; 
 new->hoplimit = ra->nd_ra_curhoplimit; 
 new->ra_flags = ra->nd_ra_flags_reserved; 
 tssetsec(new->rtr_lifetime, ntohs(ra->nd_ra_router_lifetime)); 
 tssetmsec(new->reachable, ntohl(ra->nd_ra_reachable)); 
 tssetmsec(new->retransmit, ntohl(ra->nd_ra_retransmit)); 
 
 if (tsisset(new->adv_ival)) { 
  struct timespec tmp; 
  tssetmsec(tmp, tstomsec(new->adv_ival) * 
adv_ivals_md_trigger); 
  new->lifetime = tsmin(tmp, new->rtr_lifetime); 
 } else 
  new->lifetime = new->rtr_lifetime; 
 
 new->lladdr = *saddr; 
 new->ifindex = iface->ifindex; 
 
 MDBG3("creating new router " 
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       "%x:%x:%x:%x:%x:%x:%x:%x on interface %s (%d)\n",  
      NIP6ADDR(saddr), iface->name, iface->ifindex); 
 
 return new; 
free_rtr: 
 __md_free_router(new); 
 return NULL; 
} 
 
int rtr_addr_chk(struct md_router *rtr, struct in6_addr *rtr_addr) 
{ 
 if (rtr->raddr_cnt > 0) { 
  struct list_head *lp; 
  list_for_each(lp, &rtr->prefixes) { 
   struct prefix_list_entry *p; 
   p = list_entry(lp, struct prefix_list_entry, list); 
   if (p->ple_flags & ND_OPT_PI_FLAG_RADDR && 
       IN6_ARE_ADDR_EQUAL(&p->ple_prefix, rtr_addr)) 
    return 1; 
  } 
 } 
 return 0; 
} 
 
static int rtr_addr_match(struct md_router *r1, struct md_router *r2) 
{ 
 struct list_head *l1; 
 
 list_for_each(l1, &r1->prefixes) { 
  struct prefix_list_entry *p1; 
  struct list_head *l2; 
 
  p1 = list_entry(l1, struct prefix_list_entry, list); 
 
  if (!(p1->ple_flags & ND_OPT_PI_FLAG_RADDR)) 
   continue; 
 
  list_for_each(l2, &r2->prefixes) { 
   struct prefix_list_entry *p2; 
 
   p2 = list_entry(l2, struct prefix_list_entry, list); 
   if (p2->ple_flags & ND_OPT_PI_FLAG_RADDR && 
       p1->ple_plen == p2->ple_plen && 
       !IN6_ARE_ADDR_EQUAL(&p1->ple_prefix,  
      &p2->ple_prefix)) 
    return 0; 
    
  } 
 } 
 return 1; 
} 
 
static int md_router_cmp(struct md_router *new, struct md_router *old) 
{ 
 /* always compare router prefixes */ 
 prefix_list_cmp(&new->prefixes, &old->prefixes); 
 
 /* Neither router nor link-local addresses match; different 
nodes */ 
 
 if (IN6_ARE_ADDR_EQUAL(&new->lladdr, &old->lladdr)) { 
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  if (new->raddr_cnt > 0 || old->raddr_cnt > 0)   
   return !rtr_addr_match(new, old); 
  return 0; 
 } 
        return -1; 
} 
 
static struct in6_addr *md_get_rtr_addr(struct md_router *rtr) 
{ 
 if (rtr->raddr_cnt > 0) { 
  struct list_head *list; 
  list_for_each(list, &rtr->prefixes) { 
   struct prefix_list_entry *p; 
   p = list_entry(list, struct prefix_list_entry, list); 
   if (p->ple_flags & ND_OPT_PI_FLAG_RADDR) 
    return &p->ple_prefix; 
  } 
 
 } 
 return &rtr->lladdr; 
} 
 
static void md_router_timeout_probe(struct tq_elem *tqe); 
 
static int md_probe_router(struct md_router *rtr, int max_probes) 
{ 
 int probed = 0; 
 
 if (md_is_link_up(rtr->iface) && 
     rtr->neighbor_solicits++ < max_probes) { 
  struct in6_addr *rtr_addr = md_get_rtr_addr(rtr); 
  struct timespec expires; 
 
  MDBG2("preform NUD for router " 
        "%x:%x:%x:%x:%x:%x:%x:%x on interface %s (%d)\n",  
        NIP6ADDR(&rtr->lladdr), rtr->iface->name, 
        rtr->iface->ifindex); 
 
  rtr->max_neighbor_solicits = max_probes; 
  rtr->solicited_addr = *rtr_addr; 
 
  neigh_add(rtr->ifindex, NUD_REACHABLE, NTF_ROUTER, 
     rtr_addr, rtr->hwalen > 0 ? rtr->hwa : NULL, 
     rtr->hwalen, 1); 
 
  ndisc_send_ns(rtr->ifindex, &rtr->iface->lladdr, 
         rtr_addr, rtr_addr); 
 
  neigh_del(rtr->ifindex, rtr_addr); 
 
  clock_gettime(CLOCK_REALTIME, &rtr->timestamp); 
  if (tsisset(conf.MnRouterProbeTimeout_ts) && 
      tsbefore(rtr->iface->retransmit, 
        conf.MnRouterProbeTimeout_ts)) { 
   rtr->lifetime = conf.MnRouterProbeTimeout_ts; 
  } else { 
   rtr->lifetime = rtr->iface->retransmit; 
  } 
  tsadd(rtr->lifetime, rtr->timestamp, expires); 
 
  add_task_abs(&expires, &rtr->tqe, md_router_timeout_probe); 
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  probed = 1; 
 } 
 return probed; 
} 
 
static void md_update_backup_router_stats(struct md_router *rtr, 
       struct timespec *now, 
       struct timespec *tstamp) 
{ 
 struct list_head *l; 
 list_for_each(l, &rtr->prefixes) { 
  struct prefix_list_entry *p; 
  p = list_entry(l, struct prefix_list_entry, list); 
  p->ple_valid_time = mpd_curr_lft(now, tstamp,  
       p->ple_valid_time); 
  p->ple_prefd_time = mpd_curr_lft(now, tstamp,  
       p->ple_prefd_time);; 
 } 
} 
 
static void md_change_default_router(struct md_inet6_iface *iface, 
         struct md_router *new, 
          struct md_router *old); 
 
static int md_change_to_backup_router(struct md_inet6_iface *iface, 
          struct md_router *old) 
{ 
 struct list_head *l, *n; 
 
 list_for_each_safe(l, n, &iface->backup_rtrs) { 
  struct md_router *new = list_entry(l, struct md_router, 
list); 
  struct timespec expires; 
 
  tsadd(new->timestamp, new->lifetime, expires); 
 
  if (tsafter(old->timestamp, expires)) { 
   del_task(&new->tqe); 
   list_del(&new->list); 
   md_update_backup_router_stats(new, 
            &old->timestamp,  
            &new->timestamp); 
   md_change_default_router(iface, new, old); 
   return 0; 
  } 
 } 
 return -1; 
} 
 
static void md_router_timeout(struct md_router *rtr) 
{ 
 struct md_inet6_iface *iface = rtr->iface; 
 
 MDBG2("expire router %x:%x:%x:%x:%x:%x:%x:%x " 
       "without NUD on interface %s (%d)\n",  
       NIP6ADDR(&rtr->lladdr), iface->name, 
       iface->ifindex); 
 
 clock_gettime(CLOCK_REALTIME, &rtr->timestamp); 
 
 if (rtr->used) { 
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  if (list_empty(&iface->backup_rtrs) || 
      md_change_to_backup_router(iface, rtr)) { 
   md_expire_router(iface, rtr, NULL); 
   __md_discover_router(rtr->iface); 
   __md_trigger_movement_event(ME_RTR_EXPIRED, 0,  
          rtr->iface, NULL); 
  } 
 } else 
  md_expire_router(iface, rtr, NULL); 
} 
 
static void md_router_timeout_probe(struct tq_elem *tqe) 
{ 
 pthread_mutex_lock(&iface_lock); 
 if (!task_interrupted()) { 
  struct md_router *rtr = tq_data(tqe, struct md_router, 
tqe); 
  if (!md_probe_router(rtr, rtr->max_neighbor_solicits))  
   md_router_timeout(rtr); 
 } 
 pthread_mutex_unlock(&iface_lock); 
} 
 
static void md_update_router_stats(struct md_router *rtr) 
{ 
 struct list_head *list; 
 
 MDBG2("adding default route via %x:%x:%x:%x:%x:%x:%x:%x\n",  
       NIP6ADDR(&rtr->lladdr)); 
 
 neigh_add(rtr->ifindex, NUD_STALE, NTF_ROUTER, 
    &rtr->lladdr, rtr->hwa, rtr->hwalen, 1); 
 
 route_add(rtr->ifindex, RT_TABLE_MAIN, RTPROT_RA, 
    RTM_F_DEFAULT|RTM_F_ADDRCONF, 1024, 
    &in6addr_any, 0, &in6addr_any, 0, &rtr->lladdr); 
  
 list_for_each(list, &rtr->prefixes) { 
  struct prefix_list_entry *p; 
  p = list_entry(list, struct prefix_list_entry, list); 
  /* pass prefix to kernel if it was included in the latest 
RA */ 
  if (!tsbefore(rtr->timestamp, p->timestamp) && 
      p->ple_prefd_time <= p->ple_valid_time) { 
   MDBG2("adding prefix %x:%x:%x:%x:%x:%x:%x:%x/%d\n",  
         NIP6ADDR(&p->ple_prefix), p->ple_plen); 
   prefix_add(rtr->ifindex, &p->pinfo); 
 
   if (p->ple_flags & ND_OPT_PI_FLAG_RADDR) 
    neigh_add(rtr->ifindex, NUD_STALE, 
       NTF_ROUTER, &p->ple_prefix, 
       rtr->hwa, rtr->hwalen, 1); 
  } 
 } 
 if (rtr->hoplimit != 0) { 
  set_iface_proc_entry(PROC_SYS_IP6_CURHLIM, 
         rtr->iface->name, rtr->hoplimit); 
 } else { 
  set_iface_proc_entry(PROC_SYS_IP6_CURHLIM, 
         rtr->iface->name, DEFAULT_HOP_LIMIT); 
 } 
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 if (rtr->mtu >= IP6_MIN_MTU) 
  set_iface_proc_entry(PROC_SYS_IP6_LINKMTU, 
         rtr->iface->name, rtr->mtu); 
 if (tsisset(rtr->reachable)) { 
  set_iface_proc_entry(PROC_SYS_IP6_BASEREACHTIME_MS, 
         rtr->iface->name,  
         tstomsec(rtr->reachable)); 
  rtr->iface->reachable = rtr->reachable; 
 } else { 
  set_iface_proc_entry(PROC_SYS_IP6_BASEREACHTIME_MS, 
         rtr->iface->name,  
         DEFAULT_REACHABLE_TIME); 
  tssetmsec(rtr->iface->reachable, DEFAULT_REACHABLE_TIME); 
 } 
 if (tsisset(rtr->retransmit)) { 
  set_iface_proc_entry(PROC_SYS_IP6_RETRANSTIMER_MS, 
         rtr->iface->name,  
         tstomsec(rtr->retransmit)); 
  rtr->iface->retransmit = rtr->retransmit; 
 } else { 
  set_iface_proc_entry(PROC_SYS_IP6_RETRANSTIMER_MS, 
         rtr->iface->name,  
         DEFAULT_RETRANSMIT_TIMER); 
  tssetmsec(rtr->iface->retransmit, 
DEFAULT_RETRANSMIT_TIMER); 
 } 
} 
 
static void md_prefix_rule_add(struct prefix_list_entry *p) 
{ 
 struct in6_addr prefix; 
 ipv6_addr_prefix(&prefix, &p->ple_prefix, p->ple_plen); 
 rule_add(NULL, RT6_TABLE_MAIN, IP6_RULE_PRIO_MIP6_COA_OUT,  
   RTN_UNICAST, &prefix, p->ple_plen, 
   &in6addr_any, 0); 
} 
 
static void md_update_router(struct md_router *new, struct md_router 
*old) 
{ 
 struct list_head *lnew, *lold, *n; 
 
 MDBG2("updating router %x:%x:%x:%x:%x:%x:%x:%x on iface %s 
(%d)\n",  
       NIP6ADDR(&old->lladdr), old->iface->name, old->iface-
>ifindex); 
 
 if (tsisset(old->lifetime)) 
  del_task(&old->tqe); 
 
 old->timestamp = new->timestamp; 
 old->adv_ival = new->adv_ival; 
 old->rtr_lifetime = new->rtr_lifetime; 
 old->hoplimit = new->hoplimit; 
 old->ra_flags = new->ra_flags; 
 old->reachable = new->reachable; 
 old->retransmit = new->retransmit; 
 old->mtu = new->mtu; 
 old->neighbor_solicits = new->neighbor_solicits; 
 old->solicited_addr = new->solicited_addr; 
 old->lifetime = new->lifetime; 
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 list_for_each_safe(lnew, n, &new->prefixes) { 
  struct prefix_list_entry *pnew; 
 
  pnew = list_entry(lnew, struct prefix_list_entry, list); 
  if (!prefix_list_find(&old->prefixes, 
          &pnew->ple_prefix, pnew->ple_plen)) { 
   if (old->used) 
    md_prefix_rule_add(pnew); 
   list_del(lnew); 
   list_add_tail(lnew, &old->prefixes); 
   old->prefix_cnt++; 
   if (pnew->ple_flags & ND_OPT_PI_FLAG_RADDR) 
    old->raddr_cnt++; 
  } else { 
   list_for_each(lold, &old->prefixes) { 
    struct prefix_list_entry *pold; 
    pold = list_entry(lold,  
        struct prefix_list_entry, 
        list); 
    if (pnew->ple_plen != pold->ple_plen || 
        ipv6_pfx_cmp(&pnew->ple_prefix,  
       &pold->ple_prefix, 
       pnew->ple_plen)) 
     continue; 
    pold->timestamp = pnew->timestamp; 
    pold->ple_flags = pnew->ple_flags; 
    pold->ple_valid_time = pnew->ple_valid_time; 
    pold->ple_prefd_time = pnew->ple_prefd_time; 
    break; 
   } 
  } 
 } 
 __md_free_router(new); 
 if (old->used) 
  md_update_router_stats(old); 
 if (tsisset(old->lifetime)) { 
  struct timespec expires; 
  tsadd(old->lifetime, old->timestamp, expires); 
  add_task_abs(&expires, &old->tqe, md_router_timeout_probe); 
 } 
} 
 
static int md_block_rule_add(struct md_inet6_iface *iface) 
{ 
 iface->iface_flags |= MD_BLOCK_TRAFFIC; 
 /* Allow DAD probes and RS messages */ 
 rule_add(NULL, RT6_TABLE_MAIN, 
   IP6_RULE_PRIO_MIP6_COA_OUT, RTN_UNICAST, 
   &in6addr_any, 128, &in6addr_any, 0);  
 /* drop outgoing global traffic until DAD has been performed 
    on CoA to make routing and tunnel end-point updates atomic 
    during handoff */ 
 return rule_add(NULL, 0, 
   IP6_RULE_PRIO_MIP6_BLOCK, RTN_BLACKHOLE, 
   &in6addr_any, 0, &in6addr_any, 0); 
} 
 
static void md_add_default_router(struct md_inet6_iface *iface, 
      struct md_router *rtr) 
{ 
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 assert(list_empty(&iface->default_rtr)); 
 assert(rtr->used); 
 list_add(&rtr->list, &iface->default_rtr); 
 md_check_home_link(iface, rtr); 
} 
 
static void md_change_default_router(struct md_inet6_iface *iface, 
         struct md_router *new, 
          struct md_router *old) 
{ 
 struct timespec expires; 
 struct list_head *l; 
 int link_changed = 1; 
 if (!tsisset(new->lifetime)) { 
  __md_free_router(new); 
  return; 
 } 
  
 MDBG("add new router %x:%x:%x:%x:%x:%x:%x:%x on interface %s 
(%d)\n",  
      NIP6ADDR(&new->lladdr), new->iface->name, new->iface-
>ifindex); 
 
 list_for_each(l, &new->prefixes) { 
  int new_prefix = 1; 
  struct prefix_list_entry *p; 
 
  p = list_entry(l, struct prefix_list_entry, list); 
 
  if (old && prefix_list_find(&old->prefixes,  
         &p->ple_prefix, p->ple_plen)) { 
   link_changed = 0; 
   new_prefix = 0; 
  } 
  if (new_prefix) 
   md_prefix_rule_add(p); 
 } 
 if (old) 
  md_expire_router(iface, old, new); 
 
 if (list_empty(&iface->coas) && 
     !(iface->iface_flags & MD_BLOCK_TRAFFIC)) { 
  md_block_rule_add(iface); 
 } 
 new->used = 1; 
 md_add_default_router(iface, new); 
 __md_new_link(iface, link_changed); 
 
 md_update_router_stats(new); 
 tsadd(new->lifetime, new->timestamp, expires); 
 add_task_abs(&expires, &new->tqe, md_router_timeout_probe); 
 
 if (!list_empty(&iface->coas) && 
     !(iface->iface_flags & MD_LINK_LOCAL_DAD)) 
  __md_trigger_movement_event(ME_RTR_NEW, 0, iface, NULL); 
} 
 
static void 
md_check_expired_coas(struct md_inet6_iface *iface, struct md_router 
*rtr) 
{ 
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 struct list_head *clist, *n; 
 struct list_head *plist; 
  
 list_for_each(plist, &rtr->prefixes) { 
  struct prefix_list_entry *p; 
  p = list_entry(plist, struct prefix_list_entry, list); 
  list_for_each_safe(clist, n, &iface->expired_coas) {  
   struct md_coa *coa; 
   coa = list_entry(clist, struct md_coa, list); 
 
   if (ipv6_pfx_cmp(&p->ple_prefix,   
      &coa->addr, coa->plen)) 
    continue; 
 
   MDBG2("CoA %x:%x:%x:%x:%x:%x:%x:%x still usable\n",  
         NIP6ADDR(&coa->addr)); 
 
   list_del(&coa->list); 
   list_add_tail(&coa->list, &iface->coas); 
  } 
 } 
} 
 
 
static int  
md_check_expired_routers(struct md_inet6_iface *iface, struct 
md_router *new) 
{ 
 struct list_head *list, *n; 
  
 list_for_each_safe(list, n, &iface->expired_rtrs) { 
  struct md_router *old; 
  old = list_entry(list, struct md_router, list); 
  if (!md_router_cmp(new, old)) { 
   struct timespec diff; 
   long passed_ms, valid_ms; 
 
   /* don't used previously unused expired md_routers 
      since they might contain outdated information */ 
   if (!old->used) 
    return 0; 
 
   tssub(new->timestamp, old->timestamp, diff); 
   passed_ms = tstomsec(diff); 
   valid_ms = adv_ivals_dad_limit *  
    tstomsec(old->adv_ival); 
    
   if (passed_ms >= valid_ms) 
    break; 
 
   MDBG2("router %x:%x:%x:%x:%x:%x:%x:%x still 
usable\n",  
         NIP6ADDR(&old->lladdr)); 
 
   md_update_router(new, old); 
   list_del(&old->list); 
   md_add_default_router(iface, old); 
   md_check_expired_coas(iface, old); 
   __md_new_link(iface, 0); 
   if (!list_empty(&iface->coas) && 
       !(iface->iface_flags & MD_LINK_LOCAL_DAD)) 
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    __md_trigger_movement_event(ME_RTR_BACK, 0, 
           iface, NULL); 
   return 1; 
  } 
   
 } 
 return 0; 
} 
 
static int 
md_check_backup_routers(struct md_inet6_iface *iface, struct md_router 
*new) 
{ 
 struct list_head *list, *n; 
  
 list_for_each_safe(list, n, &iface->backup_rtrs) { 
  struct md_router *old; 
  old = list_entry(list, struct md_router, list); 
  if (!md_router_cmp(new, old)) { 
   md_update_router(new, old); 
   if (!tsisset(old->lifetime)) { 
    md_expire_router(iface, old, NULL); 
   } 
   return 1; 
  } 
 } 
 return 0; 
} 
 
static void md_add_backup_router(struct md_inet6_iface *iface, 
     struct md_router *new) 
{ 
 struct timespec expires; 
 
 if (!tsisset(new->lifetime)) { 
  __md_free_router(new); 
  return; 
 } 
 
 MDBG("add new backup router %x:%x:%x:%x:%x:%x:%x:%x on interface 
%s (%d)\n",  
      NIP6ADDR(&new->lladdr), new->iface->name, new->iface-
>ifindex); 
 
 list_add(&new->list, &iface->backup_rtrs); 
 
 tsadd(new->lifetime, new->timestamp, expires); 
 add_task_abs(&expires, &new->tqe, md_router_timeout_probe); 
} 
 
static void  
md_check_default_router(struct md_inet6_iface *iface, struct md_router 
*new) 
{ 
 struct md_router *old; 
 
 MDBG2("looking for existing routers on iface %s (%d)\n",  
       iface->name, iface->ifindex); 
 
 if ((old = md_get_first_router(&iface->default_rtr)) != NULL) { 
  if (!md_router_cmp(new, old)) { 
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   md_update_router(new, old); 
   if (!tsisset(old->lifetime)) { 
    md_expire_router(iface, old, NULL); 
    __md_discover_router(iface); 
    __md_trigger_movement_event(ME_RTR_EXPIRED, 0, 
           iface, NULL); 
   } else { 
    __md_new_link(iface, 0); 
    __md_trigger_movement_event(ME_RTR_UPDATED, 0, 
           iface, NULL); 
   } 
   return; 
  }  
  if (md_probe_router(old, conf.MnRouterProbes)) { 
   md_add_backup_router(iface, new); 
   return; 
  } 
 } 
 md_change_default_router(iface, new, old); 
} 
 
static void md_recv_na(const struct icmp6_hdr *ih, 
         const ssize_t len, 
         const struct in6_addr *saddr, 
         const struct in6_addr *daddr, 
         const int iif, 
         const int hoplimit) 
{ 
 struct nd_neighbor_advert *na = (struct nd_neighbor_advert *)ih; 
 int optlen; 
 struct md_inet6_iface *iface; 
 struct md_router *rtr; 
 uint8_t *opt; 
 uint8_t *hwa; 
 
 if (hoplimit < 255 || ih->icmp6_code != 0 || 
     len < sizeof(struct nd_neighbor_advert) || 
     IN6_IS_ADDR_MULTICAST(&na->nd_na_target) || 
     (na->nd_na_flags_reserved & ND_NA_FLAG_SOLICITED && 
      IN6_IS_ADDR_MULTICAST(daddr))) 
  return; 
 
 pthread_mutex_lock(&iface_lock); 
 
 if ((iface = md_get_inet6_iface(&ifaces, iif)) == NULL || 
     (rtr = md_get_first_router(&iface->default_rtr)) == NULL || 
     rtr->neighbor_solicits == 0 || rtr->hwalen < 0 || 
     !IN6_ARE_ADDR_EQUAL(&rtr->solicited_addr, &na-
>nd_na_target)) { 
  goto out; 
 } 
 optlen = len - sizeof(struct nd_neighbor_advert); 
 opt = (uint8_t *)(na + 1); 
 hwa = NULL; 
 
 MDBG2("received NA from %x:%x:%x:%x:%x:%x:%x:%x on iface %s 
(%d)\n",  
       NIP6ADDR(&rtr->lladdr), iface->name, iface->ifindex); 
   
   
 while (optlen > 1) { 
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  int olen = opt[1] << 3; 
   
  if (olen > optlen || olen == 0)  
   goto out; 
   
  switch (opt[0]) { 
  case ND_OPT_TARGET_LINKADDR: 
   hwa = &opt[2]; 
   if (olen < rtr->hwalen + 2) 
    goto out; 
   break; 
  } 
  optlen -= olen; 
  opt += olen; 
 } 
 if (na->nd_na_flags_reserved & ND_NA_FLAG_ROUTER && 
     (!hwa || !memcmp(hwa, &rtr->hwa, rtr->hwalen))) { 
  struct timespec expires; 
  clock_gettime(CLOCK_REALTIME, &rtr->timestamp); 
  if (tsisset(rtr->lifetime)) 
   del_task(&rtr->tqe); 
  rtr->lifetime = rtr->iface->reachable; 
  neigh_add(rtr->ifindex,  
     (na->nd_na_flags_reserved & ND_NA_FLAG_SOLICITED ? 
      NUD_REACHABLE : NUD_STALE), NTF_ROUTER, 
     &rtr->solicited_addr, hwa, rtr->hwalen, 1); 
  rtr->neighbor_solicits = 0; 
  memset(&rtr->solicited_addr, 0, sizeof(struct in6_addr)); 
 
  tsadd(rtr->lifetime, rtr->timestamp, expires); 
  add_task_abs(&expires, &rtr->tqe, md_router_timeout_probe); 
  if (!list_empty(&iface->coas) && 
      !(iface->iface_flags & MD_LINK_LOCAL_DAD)) 
   __md_trigger_movement_event(ME_RTR_BACK, 0, 
          iface, NULL); 
 } else { 
  if (tsisset(rtr->lifetime)) 
   del_task(&rtr->tqe); 
  rtr->neighbor_solicits = conf.MnRouterProbes; 
  md_router_timeout(rtr); 
 } 
out: 
 pthread_mutex_unlock(&iface_lock); 
} 
 
static struct icmp6_handler md_na_handler = { 
 .recv = md_recv_na, 
}; 
 
static void md_recv_ra(const struct icmp6_hdr *ih, 
         const ssize_t len, 
         const struct in6_addr *saddr, 
         const struct in6_addr *daddr, 
         const int iif, 
         const int hoplimit) 
{ 
 struct nd_router_advert *ra = (struct nd_router_advert *)ih; 
 struct md_inet6_iface *iface; 
 struct md_router *new; 
 
 /* validity checks */ 
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 if (hoplimit < 255 || !IN6_IS_ADDR_LINKLOCAL(saddr) || 
     ih->icmp6_code != 0 || len < sizeof(struct nd_router_advert) 
|| 
     !conf.pmgr.accept_ra(iif, saddr, daddr, ra)) 
  return; 
 
 MDBG2("received RA from %x:%x:%x:%x:%x:%x:%x:%x on iface %d\n",  
       NIP6ADDR(saddr), iif); 
 
 pthread_mutex_lock(&iface_lock); 
 if ((iface = md_get_inet6_iface(&ifaces, iif)) != NULL && 
     (new = md_create_router(iface, saddr, ra, len)) != NULL) { 
  /*Obtengo la direcciÃ³n IPv6 del AR que controla la celda 
visitada*/ 
  struct prefix_list_entry *prefixes = NULL; 
  prefixes = prefix_list_get(&new->prefixes,&mn_coa,64); 
  if (prefixes!=NULL) 
  { 
   rtr_addr_new = prefixes->pinfo.nd_opt_pi_prefix; 
   dbg("rtr_addr_new: %x:%x:%x:%x:%x:%x:%x:%x\n",  
       NIP6ADDR(&rtr_addr_new) ); 
  } 
   
  if (!md_check_expired_routers(iface, new) && 
      !md_check_backup_routers(iface, new)) 
   md_check_default_router(iface, new); 
 } 
 pthread_mutex_unlock(&iface_lock); 
} 
 
static struct icmp6_handler md_ra_handler = { 
 .recv = md_recv_ra, 
}; 
 
struct rtnl_handle md_rth; 
 
void *md_nl_listen(void *arg) 
{ 
 pthread_dbg("thread started"); 
 rtnl_ext_listen(&md_rth, process_nlmsg, NULL); 
 pthread_exit(NULL); 
} 
 
static void iface_default_proc_entries_init(void) 
{ 
 get_iface_proc_entry(PROC_SYS_IP6_AUTOCONF, 
        "default", &conf_default_autoconf); 
 get_iface_proc_entry(PROC_SYS_IP6_ACCEPT_RA, 
        "default", &conf_default_ra); 
 get_iface_proc_entry(PROC_SYS_IP6_RTR_SOLICITS, 
        "default", &conf_default_rs); 
 get_iface_proc_entry(PROC_SYS_IP6_RTR_SOLICIT_INTERVAL, 
        "default", &conf_default_rs_ival); 
 get_iface_proc_entry(PROC_SYS_IP6_APP_SOLICIT, 
        "default", &neigh_default_app_ns); 
 
 set_iface_proc_entry(PROC_SYS_IP6_AUTOCONF, "default", 
conf_autoconf); 
 set_iface_proc_entry(PROC_SYS_IP6_ACCEPT_RA, "default", 
conf_ra); 
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 set_iface_proc_entry(PROC_SYS_IP6_RTR_SOLICITS, "default", 
conf_rs); 
 set_iface_proc_entry(PROC_SYS_IP6_APP_SOLICIT, 
        "default", neigh_app_ns); 
} 
 
int md_init(void) 
{ 
 int err; 
 pthread_mutexattr_t mattrs; 
 int val; 
 
 pthread_mutexattr_init(&mattrs); 
 pthread_mutexattr_settype(&mattrs, PTHREAD_MUTEX_FAST_NP); 
 if (pthread_mutex_init(&iface_lock, &mattrs)) 
  return -1; 
 
 if ((err = rtnl_route_open(&md_rth, 0)) < 0) 
  return err; 
 
 val = RTNLGRP_LINK; 
 if (setsockopt(md_rth.fd, SOL_NETLINK, 
         NETLINK_ADD_MEMBERSHIP, &val, sizeof(val)) < 0) { 
  dbg("%d %s\n", __LINE__, strerror(errno));   
  return -1; 
 } 
 val = RTNLGRP_NEIGH; 
 if (setsockopt(md_rth.fd, SOL_NETLINK, 
         NETLINK_ADD_MEMBERSHIP, &val, sizeof(val)) < 0) { 
  dbg("%d %s\n", __LINE__, strerror(errno));   
  return -1; 
 } 
 val = RTNLGRP_IPV6_IFADDR; 
 if (setsockopt(md_rth.fd, SOL_NETLINK, 
         NETLINK_ADD_MEMBERSHIP, &val, sizeof(val)) < 0) { 
  dbg("%d %s\n", __LINE__, strerror(errno));   
  return -1; 
 } 
 val = RTNLGRP_IPV6_IFINFO; 
 if (setsockopt(md_rth.fd, SOL_NETLINK, 
         NETLINK_ADD_MEMBERSHIP, &val, sizeof(val)) < 0) { 
  dbg("%d %s\n", __LINE__, strerror(errno));   
  return -1; 
 } 
 iface_default_proc_entries_init(); 
 return 0; 
} 
 
int md_start(void) 
{ 
 icmp6_handler_reg(ND_NEIGHBOR_ADVERT, &md_na_handler); 
 icmp6_handler_reg(ND_ROUTER_ADVERT, &md_ra_handler); 
 if (pthread_create(&md_listener, NULL, md_nl_listen, NULL)) 
  return -1; 
 inet6_ifaces_iterate(process_nlmsg, NULL); 
 return 0; 
} 
 
void md_stop(void) 
{ 
 rtnl_close(&md_rth); 
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 icmp6_handler_dereg(ND_ROUTER_ADVERT, &md_ra_handler); 
 icmp6_handler_dereg(ND_NEIGHBOR_ADVERT, &md_na_handler); 
 pthread_cancel(md_listener); 
 pthread_join(md_listener, NULL); 
} 
 
static void iface_default_proc_entries_cleanup(void) 
{ 
 set_iface_proc_entry(PROC_SYS_IP6_AUTOCONF, 
        "default", conf_default_autoconf); 
 set_iface_proc_entry(PROC_SYS_IP6_ACCEPT_RA, 
        "default", conf_default_ra); 
 set_iface_proc_entry(PROC_SYS_IP6_RTR_SOLICITS, 
        "default", conf_default_rs); 
 set_iface_proc_entry(PROC_SYS_IP6_APP_SOLICIT, 
        "default", neigh_default_app_ns); 
} 
 
static void iface_proc_entries_cleanup(struct md_inet6_iface *iface) 
{ 
 set_iface_proc_entry(PROC_SYS_IP6_AUTOCONF, iface->name, 
        iface->devconf[DEVCONF_AUTOCONF]); 
 set_iface_proc_entry(PROC_SYS_IP6_ACCEPT_RA, iface->name, 
        iface->devconf[DEVCONF_ACCEPT_RA]); 
 set_iface_proc_entry(PROC_SYS_IP6_RTR_SOLICITS, iface->name,  
        iface->devconf[DEVCONF_RTR_SOLICITS]); 
 set_iface_proc_entry(PROC_SYS_IP6_APP_SOLICIT, iface->name, 
        iface->app_solicit); 
} 
 
void md_cleanup(void) 
{ 
 struct list_head *l, *n; 
 
 pthread_mutex_lock(&iface_lock); 
 iface_default_proc_entries_cleanup(); 
 list_for_each_safe(l, n, &ifaces) { 
  struct md_inet6_iface *iface; 
  iface = list_entry(l, struct md_inet6_iface, list); 
  md_expire_inet6_iface(iface); 
  iface_proc_entries_cleanup(iface); 
  ndisc_send_rs(iface->ifindex, &in6addr_any, 
         &in6addr_all_routers_mc); 
  md_free_inet6_iface(iface); 
 } 
 pthread_mutex_unlock(&iface_lock); 
 return; 
} 
 
 
IV.6. Fitxer proc_sys.h 
 
#ifndef __PROC_SYS_H__ 
#define __PROC_SYS_H__ 1 
 
#define PROC_SYS_IP6_AUTOCONF "/proc/sys/net/ipv6/conf/%s/autoconf" 
#define PROC_SYS_IP6_ACCEPT_RA "/proc/sys/net/ipv6/conf/%s/accept_ra" 
#define PROC_SYS_IP6_RTR_SOLICITS 
"/proc/sys/net/ipv6/conf/%s/router_solicitations" 
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#define PROC_SYS_IP6_RTR_SOLICIT_INTERVAL 
"/proc/sys/net/ipv6/conf/%s/router_solicitation_interval" 
#define PROC_SYS_IP6_LINKMTU "/proc/sys/net/ipv6/conf/%s/mtu" 
#define PROC_SYS_IP6_CURHLIM "/proc/sys/net/ipv6/conf/%s/hop_limit" 
#define PROC_SYS_IP6_APP_SOLICIT 
"/proc/sys/net/ipv6/neigh/%s/app_solicit" 
#define PROC_SYS_IP6_BASEREACHTIME_MS 
"/proc/sys/net/ipv6/neigh/%s/base_reachable_time_ms" 
#define PROC_SYS_IP6_RETRANSTIMER_MS 
"/proc/sys/net/ipv6/neigh/%s/retrans_time_ms" 
#define PROC_NET_IP6_DEV_STAT "/proc/net/dev" 
 
int set_iface_proc_entry(const char *tmpl, const char *if_name, int 
val); 
 
int get_iface_proc_entry(const char *tmpl, const char *if_name, int 
*val); 
 
int go_to_dormant (int *last_val); 
 
void distance_threshold (int *distance); 
 
#endif 
 
 
IV.7. Fitxer proc_sys.c 
 
#include <string.h> 
#include <stdio.h> 
#include "proc_sys.h" 
#include <net/if.h> 
 
int set_iface_proc_entry(const char *tmpl, const char *if_name, int 
val) 
{ 
 FILE *fp; 
 char path[64+IF_NAMESIZE]; 
 int ret = -1; 
 
 sprintf(path, tmpl, if_name); 
 fp = fopen(path, "w"); 
 if (!fp) 
  return ret; 
 ret = fprintf(fp, "%d", val); 
 fclose(fp); 
 return ret; 
} 
 
int get_iface_proc_entry(const char *tmpl, const char *if_name, int 
*val) 
{ 
 FILE *fp; 
 char path[64+IF_NAMESIZE]; 
 int ret = -1; 
 
 sprintf(path, tmpl, if_name); 
 fp = fopen(path, "r"); 
 if (!fp) 
  return ret; 
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 ret = fscanf(fp, "%d", val); 
 fclose(fp); 
 return ret; 
} 
 
/*FunciÃ³n que decide a partir de las estadÃsticas del kernel si el MN 
debe cambiar al estado dormant o no*/ 
int go_to_dormant (int *last_val) 
{ 
 FILE *fp; 
 char s[20]; 
 int ret, go = 0, new_val; 
  
 fp = fopen (PROC_NET_IP6_DEV_STAT,"r"); 
 if (!fp) 
 { 
  printf("Error abriendo archivo 
%s\n",PROC_NET_IP6_DEV_STAT); 
  return (go); 
 } 
 do 
 { 
  ret = fscanf(fp,"%s ",s); 
  if (strcmp(s,"ip6tnl1:")==0) 
  { 
   fscanf(fp,"%d ",&new_val); 
   printf ("new_val = %d\n",new_val); 
   printf ("last_val = %d\n",*last_val); 
   if (new_val == *last_val) 
   { 
    go = 1; 
   } 
   *last_val = new_val; 
   fclose (fp); 
   return (go); 
  } 
 }while (ret>0); 
 fclose (fp); 
 return (go); 
} 
 
/*FunciÃ³n que recupera el parÃ¡metro de configuraciÃ³n Dt*/ 
void distance_threshold (int *distance) 
{ 
 FILE *fp; 
 char s[30]; 
 int ret, threshold; 
  
 fp = fopen ("/usr/local/etc/paging.conf","r"); 
 if (!fp) 
 { 
  printf("Error abriendo archivo 
%s\n",PROC_NET_IP6_DEV_STAT); 
  return; 
 } 
 do 
 { 
  ret = fscanf(fp,"%s ",s); 
  if (strcmp(s,"DistancePagingArea")==0) 
  { 
   fscanf(fp,"%d;",&threshold); 
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   printf ("distance_threshold = %d\n",threshold); 
   memcpy(distance,&threshold,sizeof(int)); 
   fclose (fp); 
   return; 
  } 
 }while (ret>0); 
 fclose (fp); 
 return; 
} 
 
 
