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Abstract
The antibracket formalism for gauge theories, at both the classical and
quantum level, is reviewed. Gauge transformations and the associated
gauge structure are analyzed in detail. The basic concepts involved in
the antibracket formalism are elucidated. Gauge-fixing, quantum effects,
and anomalies within the field-antifield formalism are developed. The
concepts, issues and constructions are illustrated using eight gauge-theory
models.
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1 Introduction
The known fundamental interactions of nature are all governed by gauge theo-
ries. The presence of a gauge symmetry indicates that a theory is formulated in a
redundant way, in which certain local degrees of freedom do not enter the dynamics.
Conversely, when there are degrees of freedom, which do not enter the lagrangian, a
theory possesses local invariances. Although one can in principle eliminate the gauge
degrees of freedom, there are reasons for not doing so. These reasons include manifest
covariance, locality of interactions, and calculational convenience.
The first example of a gauge theory was electrodynamics. Electric and magnetic
forces are generated via the exchange of photons. Being particles of spin 1, photons
involve a vector field, Aµ. However, not all four components of the electromagnetic
potential Aµ enter dynamically. Two degrees of freedom correspond to the two pos-
sible physical polarizations of the photon. The longitudinal degree of freedom plays
a role in interactions via virtual exchanges of photons. The remaining gauge degree
of freedom does not enter the theory. Consequently, electromagnetism is described
by a gauge theory. When it was realized that the weak interactions could be unified
with electromagnetism in an SU(2) × U(1) gauge theory [129, 266, 213] and that
this theory is renormalizable [243, 244], the importance of non-abelian gauge theo-
ries [276] grew enormously. The strong interactions are also governed by an SU(3)
non-abelian gauge theory. The fourth fundamental force is gravity. It is based on
Einstein’s general theory of relativity and uses general coordinate invariance. When
formulated in terms of a metric or any other convenient fields, gravity also possesses
gauge symmetries.
The quantization of gauge theories is not always straightforward. In the abelian
case, relevant for electromagnetism, the procedure is well understood. In contrast,
quantization of a non-abelian theory and its renormalization is more complicated.
Quantization generally involves the introduction of ghost fields. Typically, a gauge-
fixing procedure is used to render dynamical all degrees of freedom. Ghost fields
are used to compensate for the effects of the gauge degrees of freedom [101], so that
unitarity is preserved. In electrodynamics in the linear gauges, ghosts decouple and
can be ignored. In non-abelian gauge theories, convenient gauges generically involve
interacting ghosts. A major step in understanding these issues was the Faddeev-
Popov quantization procedure [98, 83], which relied heavily on the functional-integral
approach to quantization [102, 1, 165]. From this viewpoint, the presence of ghost
fields is understood as a “measure effect”. In dividing out the volume of gauge
transformations in function space, a Jacobian measure factor arises. This factor is
produced naturally by introducing quadratic terms in the lagrangian for ghosts and
then integrating them out. It was realized at a later stage that the gauge-fixed action
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retains a nilpotent, odd, global symmetry involving transformations of both fields and
ghosts. This Becchi-Rouet-Stora-Tyutin (BRST) symmetry [36, 254] is what remains
of the original gauge invariance. In fact, for closed theories, the transformation law
for the original fields is like a gauge transformation with gauge parameters replaced
by ghost fields. In general, this produces nonlinear transformation laws. The relations
among correlation functions derived from BRST symmetry involve the insertions of
the BRST variation of fields. These facts require the use of composite operators and
it is convenient to introduce sources for these transformations. The Ward identities
[265] associated with the BRST invariance treated in this way are the Slavnov-Taylor
identities [233, 241]. The Slavnov-Taylor identities and BRST symmetry have played
an important role in quantization, renormalization, unitarity, and other aspects of
gauge theories.
Ghosts fields have been useful throughout the development of covariant gauge-
field-theory quantization [181, 182, 184, 205, 3]. It is desirable to have a formulation
of gauge theories that introduces them from the outset and that automatically in-
corporates BRST symmetry [32]. The field-antifield formulation has these features
[36, 277, 24, 25, 26, 27]. It relies on BRST symmetry as fundamental principle and
uses sources to deal with it [36, 254, 277]. It encompasses previous ideas and develop-
ments for quantizing gauge systems and extends them to more complicated situations
(open algebras, reducible systems, etc.) [113, 114, 172, 238, 81]. In 1975, J. Zinn-
Justin, in his study of the renormalization of Yang-Mills theories [277], introduced
the above-mentioned sources for BRST transformations and a symplectic structure
( , ) (actually denoted ∗ by him) in the space of fields and sources, He expressed the
Slavnov-Taylor identities in the compact form (Γ,Γ) = 0, where Γ, the generating
functional of the one-particle-irreducible diagrams, is known as the effective action
(see also [187]). These ideas were developed further by B. L. Voronov and I. V. Tyutin
in [263, 264] and by I. A. Batalin and G. A. Vilkovisky in refs.[24, 25, 26, 27, 28]. These
authors generalized the role of ( , ) and of the sources for BRST transformations and
called them the antibracket and antifields respectively. Due to their contributions,
this quantization procedure is often referred to as the Batalin-Vilkovisky formalism.
The antibracket formalism gained popularity among string theorists, when it was
applied to the open bosonic string field theory [56, 246]. It has also proven quite
useful for the closed string field theory and for topological field theories. Only within
the last few years has it been applied to more general aspects of quantum field theory.
In some sense, the BRST approach, which was driven, in part, by renormalization
considerations, and the field-antifield formalism, which was motivated by classical
considerations such as gauge structure, are not so different. When sources are in-
troduced for BRST transformations, the BRST approach resembles the field-antifield
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one. Antifields, then, have a simple intepretation: They are the sources for BRST
transformations. In this sense, the field-antifield formalism is a general method for
dealing with gauge theories within the context of standard field theory.
The general structure of the antibracket formalism is as follows. One introduces
an antifield for each field and ghost, thereby doubling the total number of original
fields. The antibracket ( , ) is an odd non-degenerate symplectic form on the space
of fields and antifields. The original classical action S0 is extended to a new action
S, in an essentially unique way, to arrive at a theory with manifest BRST symmetry.
One equation, the master equation (S, S) = 0, reproduces in a compact way the
gauge structure of the original theory governed by S0. Although the master equation
resembles the Zinn-Justin equation, the content of the two is different since S is a
functional of quantum fields and antifields and Γ is a functional of classical fields.
The antibracket formalism currently appears to be the most powerful method for
quantizing a gauge theory. Beyond tree level, order h¯ terms usually need to be added
to the action, thereby leading to a quantum action W . These counterterms are ex-
pected to render finite loop contributions, after a suitable regularization procedure
has been introduced. The master equation must be appropriately generalized to the
so-called quantum master equation. It involves a potentially singular operator ∆.
The regularization procedure and counterterms should also render ∆ and its action
on W well-defined. Violations of the quantum master equation are equivalent to
gauge anomalies [251]. To calculate correlation functions and scattering amplitudes
in perturbation theory, a gauge-fixing procedure is selected. This procedure elimi-
nates antifields in terms of functionals of fields. When appropriately implemented,
propagators exist, and the usual Feynman graph methods can be used. In addition,
for the study of symmetry properties, renormalization and anomalies, a modified ver-
sion of the gauge-fixing procedure is available which keeps antifields. In short, the
antibracket formalism has manifest gauge invariance or BRST symmetry, provides
the extra fields needed for covariant quantization, permits a perturbative expansion
of the quantum theory, and allows the study of quantum corrections to the symmetry
structure of the theory.
The field-antifield formalism can treat systems that cannot be handled by Faddeev-
Popov functional integration approach. This is particularly clear for theories in which
quartic ghost interactions arise [172, 81]. Faddeev-Popov quantization leads to an
action bilinear in ghost fields, and fails for the case of open algebras. An open
algebra occurs when the commutator of two gauge transformations produces a term
proportional to the equations of motion and not just another gauge transformation
[81, 27]. In other words, the gauge algebra closes only on-shell. Such algebras occur
in gravity [110] and supergravity [114, 172, 81, 258] theories. The ordinary Faddeev-
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Popov procedure also does not work for reducible theories. In reducible theories, the
gauge generators are all not independent [67, 171, 6, 37, 228, 250, 260, 80, 242]. Some
modifications of the procedure have been developed by introducing ghosts for ghosts
[228, 178]. However, these modifications [228, 148, 178, 116] do not work for the
general reducible theory. Even for Yang-Mills theories, the Faddeev-Popov procedure
can fail, if one considers exotic gauge-fixing procedures for which “extraghosts” appear
[172, 199, 200]. The field-antifield formalism is sufficiently general to encompass
previously known lagrangian approaches to the quantization of gauge theories.
Perhaps the most attractive feature of the field-antifield formalism is its imita-
tion of a hamiltonian Poisson structure in a covariant way. In some instances, the
hamiltonian approach to quantization has the advantage of being manifestly unitary.
However, it is necessarily non-covariant since the time variable is treated in a manner
different from the space variables. In addition, the gauge invariances usually must be
fixed at the outset. In compensation for this, one needs to impose constraints on the
Hilbert space of states. In the field-antifield approach, the antibracket plays the role
of the Poisson bracket. As a consequence, hamiltonian concepts, such as canonical
transformations, can be formulated and used [262, 263, 264, 27, 105, 251]. At the
same time, manifest covariance and BRST invariance are maintained. Since the an-
tibracket formalism proceeds via the functional integral, the powerful techniques of
functional integration are available.
A non-trivial aspect of the field-antifield approach is the construction of the quan-
tum action W . When loop effects are ignored, W → S provides the solution to the
master equation. A straightforward but not necessarily simple procedure is available
for obtaining S given the classical action S0 and its gauge invariances for a finite-
reducible system. When quantum effects are incorporated, W must satisfy the more
singular quantum master equation. However, there is currently no known method that
guarantees the construction of W . The problem is that the field-antifield formalism
does not automatically provide the functional integration measure. These issues are
linked with those associated with unitarity, renormalization, quantum gauge invari-
ance, and anomalies. Because these aspects of gauge theories are inherently difficult,
it is not surprising that the field-antifield formalism does not provide a simple solu-
tion.
Another, less serious weakness, is that the antibracket formalism involves quite
a bit of mathematical machinery. Sometimes, a gauge theory is expressed in a form
which is more complicated than necessary. This can make computations somewhat
more difficult.
The organization of this article is as follows. Sect. 2 discusses gauge structure.
Some notation is presented during the process of introducing gauge transformations.
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The distinction between irreducible and reducible gauge theories is made. The latter
involve a redundant set of gauge invariances so that there are relations among the
gauge generators. As a result, there exists gauge invariances for gauge invariances,
and ghosts for ghosts. A theory is Lth-stage reducible if there are gauge invariances
for the gauge invariances for the gauge invariances, etc., L-fold times. The general
form of the gauge structure for a first-stage reducible case is determined. In Sect.
3, specific gauge theories are presented to illustrate the concepts of Sect. 2. The
spinless relativistic particle, non-abelian Yang-Mills theories, topological Yang-Mills
theory, the antisymmetric tensor field, free abelian p-form theories, open bosonic
string field theory, the massless relativistic spinning particle, and the first-quantized
bosonic string are treated. The spinless relativistic particle of Sect. 3.1 is also used to
exemplify notation. The massless relativistic spinning particle provides an example of
a simple supergravity theory, namely a theory with supersymmetric gauge invariances.
This system is used to illustrate the construction of supersymmetric and supergravity
theories. A review of the construction of general-coordinate-invariant theories is given
in the subsection on the first-quantized open bosonic string. These mini-reviews
should be useful to the reader who is new to these subjects.
The key concepts of the field-antifield formalism are elucidated in Sect. 4. An-
tifields are introduced and the antibracket is defined. The latter is used to define
canonical transformations. They can be quite helpful in simplifying computations.
Next, the classical master equation (S, S) = 0 is presented. When appropriate bound-
ary conditions are imposed, it reproduces, in a compact way, the gauge structure of
Sect. 2. A suitable action S satisfying the master equation is called a proper solution.
Given the gauge-structure tensors of a first-stage reducible theory, Sect. 4.4 presents
the generic proper solution. The last part of Sect. 4 defines and discusses the classical
BRST symmetry. Examples of proper solutions are provided in Sect. 5 for the gauge
field theories presented in Sect. 3.
Sect. 6 begins the passage from the classical to the quantum aspects of the
field-antifield formalism. The gauge-fixing procedure is discussed. The gauge-fixing
fermion Ψ is a key concept. It is used as a means of eliminating antifields in terms
of functions of fields. The result is an action that is suitable for use in the path
integral. Only in this context and in performing standard perturbative computations
are antifields eliminated. It is shown that results are independent of the choice of
Ψ, if the quantum action W satisfies the quantum master equation. To implement
gauge-fixing, more fields and their antifields must be introduced. How this works
for irreducible and first-stage reducible theories is treated first. Then, for reference
purposes, the general Lth-stage reducible case is considered. Delta-function type
gauge-fixing is treated in Sect. 6.3. Again, irreducible and first-stage reducible cases
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are presented first. Again, for reference purposes, the general Lth-stage reducible
case is treated. Gauge-fixing by a gaussian averaging process is discussed in Sect.
6.4. After gauge-fixing, a classical gauge-fixed BRST symmetry can be defined. See
Sect. 6.5. The freedom to perform canonical transformations permits one to work in
any appropriate field basis. This freedom can be quite useful. Concepts tend to have
different interpretations in different bases. One basis, associated with Ψ and called
the gauge-fixed basis, is the last topic of Sect. 6. Examples of gauge-fixing procedures
are provided in Sect. 7. With the exception of the free p-form theory, the theories are
the ones considered in Sects. 3 and 5.
Quantum effects and possible gauge anomalies are analyzed in Sect. 8. The
key concepts are quantum-BRST transformations and the quantum master equa-
tion. Techniques for assisting in finding solutions to the quantum master equation
are provided in Sects. 8.2, 8.5 and 8.6. The generating functional Γ for one-particle-
irreducible diagrams is generalized to the field-antifield case in Sect. 8.4. This allows
one to treat the quantum system in a manner similar to the classical system. The
Zinn-Justin equation is shown to be equivalent to the quantum master equation.
When unavoidable violations of the latter occur, the gauge theory is anomalous. See
Sect. 8.5. Explicit formulas at the one-loop level are given. In Sect. 9, sample anomaly
calculations are presented. It is shown that the spinless relativistic particle does not
have an anomaly. In Sect. 9.2, the field-antifield treatment of the two-dimensional
chiral Schwinger model is presented. Violations of the quantum master equation are
obtained. This is expected since the theory is anomalous. A similar computation
is performed for the open bosonic string. For D 6= 26, the theory is anomalous, as
expected. Some of the details of the calculations are relegated to Appendix C.
Section 10 briefly presents several additional topics. The application of the field-
antifield formalism to global symmetries is presented. A review is given of the geo-
metric interpretation of E. Witten [273]. The next topic is the role of locality. This
somewhat technical issue is important for renormalizability and for cohomological
aspects. A summary of cohomological methods is given. Next, the relation between
the hamiltonian and antibracket approaches is discussed. The question of unitarity
is the subject of Sect. 10.6. One place where the field-antifield formalism has played
an essential role is in the D = 26 closed bosonic string field theory. This example is
rather complicated and not suitable for pedagogical purposes. Nevertheless, general
aspects of the antibracket formalism for the closed string field theory are discussed.
Finally, an overview is given of how to handle anomalous systems using an extended
set of fields and antifields.
Appendix A reviews the mathematical aspects of left and right derivatives, inte-
gration by parts, and chain rules for differentiation. Appendix B discusses in more
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detail the regularity condition, which is a technical requirement of the antibracket
formalism.
At every stage of development of the formalism, there exists some type of BRST
operator. In the space of fields and antifields before quantization, a classical nilpo-
tent BRST transformation δB is defined by using the action S and the antibracket:
δBF = (F, S). From δB, a gauge-fixed version δBΨ is obtained by imposing the condi-
tions on antifields provided by the gauge-fixing fermion Ψ. At the quantum level, a
quantum version δBˆ of δB emerges. In the context of the effective action formulation,
a transformation δBcq , acting on classical fields, can be defined by using Γ in lieu of S.
Several subsections are devoted to the BRST operator, its properties and its utility.
The existence of a BRST symmetry is crucial to the development. Observables are
those functionals which are BRST invariant and cannot be expressed as the BRST
variation of something else. In other words, observables correspond to the elements
of the BRST cohomology. The nilpotency of δB and δBˆ are respectively equivalent
to the classical and quantum master equations. The traditional treatment of gauge
theories using BRST invariance is reviewed in [32]. For this reason, we do not discuss
BRST quantization in detail.
The antibracket formalism is rather versatile in that one can use any set of fields
(and antifields) related to the original fields (and antifields) by a canonical transfor-
mation. However, under such a change, the meaning of certain concepts change. For
example, the gauge structure, as determined by the master equation, has a different
interpretation in the gauge-fixed basis than in the original basis. Most of this review
uses the second viewpoint. The treatment in the gauge-fixed basis is handled in Sects.
6.6 and 8.4.
The material in each section strives to fulfill one of three purposes. A key purpose
is to present computations that lead to understanding and insight. Sections 2, 4, 6.1,
6.5, 6.6, 8 and 10 are mainly of this character. The second purpose is pedagogical.
This Introduction falls into this category in that it gives a quick overview of the
formalism and the important concepts. Sections 3, 5, 7, and 9 analyze specially chosen
gauge theories which allow the reader to understand the field-antifield formalism in
a concrete manner. Finally, some material is included for technical completeness.
Sections 6.2–6.4 present methods for gauge-fixing the generic gauge theory. Parts of
sections 2.2, 2.4 and 8.7 are also for reference purposes. Probably the reader should
not initially try to read these sections in detail. Many sections serve a dual role.
A few new results on the antibracket formalism are presented in this review.
They are included because they provide insight for the reader. We have tried to
have a minimum overlap with other reviews. In particular, cohomological aspects are
covered in [36, 89, 57, 32, 93, 8, 152, 157, 253] and more-detailed aspects of anomalies
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are treated in [253]. Pedagogical treatments are given in references [157, 253]. In
certain places, material from reference [206] has been used.
This review focuses on the key points and concepts of antibracket formalism.
There is some emphasis on applications to string theory. Our format is to first
present the material abstractly and then to supply examples. The reader who is
new to this subject and mainly interested in learning may wish to reverse this order.
Exercises can be generated by verifying the abstract results in each of the sample
gauge theories of Sects. 3, 5, 7, and 9. Other systems, which have been treated
by field-antifield quantization and may be of use to the reader, are the free spin 5
2
field [26], the spinning string [136], the 10-dimensional Brink-Schwarz superparticle
and superstring [123, 139, 173, 190, 211, 43, 232, 44, 227]1, chiral gravity [77], W3
gravity [161, 45, 74, 162, 72, 257], general topological field theories [66, 185, 50, 49,
127, 164, 191, 158, 79], the supersymmetric Wess-Zumino model [33, 159] and chiral
gauge theories in four-dimensions [251]. The antibracket formalism has found various
interpretations in mathematics [125, 126, 127, 209, 189, 198, 218, 219, 237]. Some
other recent relevant work can be found in [261, 21, 22, 47, 147]. The referencing in
this review is thorough but not complete. A restriction has been made to only cite
works directly relevant to the issues addressed in each section. Multiple references
are done first chronologically and then alphabetically. The titles of references are
provided to give the reader a better indication of the content of each work.
We work in Minkowski space throughout this article. Functional integrals are
defined by analytic continuation using Wick rotation. This is illustrated in the com-
putations of Appendix C. We use ηµν to denote the flat-space metric with the signa-
ture convention (−1, 1, 1, . . . , 1). Flat-space indices are raised and lowered with this
metric. The epsilon tensor εµ0µ1µ2...µd−1 is determined by the requirement that it be
antisymmetric in all indices and that ε012...d−1 = 1, where d−1 and d are respectively
the dimension of space and space-time. We often use square brackets to indicate a
functional of fields and antifields to avoid confusion with the antibracket, i.e., S[Φ,Φ∗]
in lieu of S(Φ,Φ∗).
1 See [227] for additional references.
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2 Structure of the Set of Gauge Transformations
The most familiar example of a gauge structure is the one associated with a
non-abelian Yang-Mills theory [276], namely a Lie group. The commutator of two
Lie-algebra generators produces a Lie-algebra generator. When a basis is used, this
commutator algebra is determined by the structure constants of the Lie group. For
example, for the Lie algebra su(2) there are three generators and the structure con-
stant is the anti-symmetric tensor on three indices εαβγ . A commutator algebra, as
determined by a set of abstract structure constants, does not necessarily lead to a Lie
algebra. The Jacobi identity, which expresses the associativity of the algebra, must
be satisfied [258].
Sometimes, in more complicated field theories, the transformation rules involve
field-dependent structure constants. Such cases are sometimes referred to as “soft
algebras” [17, 236]. In such a situation, the determination of the gauge algebra is more
complicated than in the Yang-Mills case. The Jacobi identity must be appropriately
generalized [17, 24, 84]. Furthermore, new structure tensors beyond commutator
structure constants may appear and new identities need to be satisfied.
In other types of theories, the generators of gauge transformations are not inde-
pendent. This occurs when there is “a gauge invariance” for gauge transformations.
One says the system is reducible. A simple example is a theory constructed using
a three-form F which is expressed in terms of a two-form B by applying the exte-
rior derivative F = dB. The gauge invariances are given by the transformation rule
δB = dA for any one-form A. The theory is invariant under such transformations
because the lagrangian is a functional of F and F is invariant: δF = dδB = ddA = 0.
However, the gauge invariances are not all independent since modifying A by δA = dλ
for some zero-form λ leads to no change in the transformation for B. When A = dλ,
δB = dA = ddλ = 0. The structure of a gauge theory is more complicated than the
Yang-Mills case when there are gauge invariances for gauge transformations.
Another complication occurs when the commutator of two gauge transformations
produces a term that vanishes on-shell, i.e., when the equations of motion are used.
When equations of motion appear in the gauge algebra, how should one proceed?
In this section we discuss the above-mentioned complications for a generic gauge
theory. The questions are (i) what are the relevant gauge-structure tensors and (ii)
what equations do they need to satisfy. The answers to these questions lead us to the
gauge structure of a theory.
This section constitutes a somewhat technical but necessary prelude. A reader
might want to consult the examples in Sect. 3. The more interesting development of
the field-antifield formalism begins in Sect. 4.
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2.1 Gauge Transformations
This subsection introduces the notions of a gauge theory and a gauge transfor-
mation. It also defines notation. The antibracket approach employs an elaborate
mathematical formalism. Hence, one should try to become quickly familiar with
notation and conventions.
Consider a system whose dynamics is governed by a classical action S0[φ], which
depends on n different fields φi(x), i = 1, · · · , n. The index i can label space-time
indices µ, ν of tensor fields, the spinor indices of fermion fields, and/or an index
distinguishing different types of generic fields. At the classical level, the fields are
functions of space-time. In the quantum system, they are promoted to operators. In
this section, we treat the classical case only.
Let ǫ(φi) = ǫi denote the statistical parity of φ
i. Each φi is either a commuting field
(ǫi = 0) or an anticommuting field (ǫi = 1). One has φ
i(x)φj(y) = (−1)ǫiǫjφj(y)φi(x).
Let us assume that the action is invariant under a set of m0 (m0 ≤ n) non-trivial
gauge transformations, which, when written in infinitesimal form, read
δφi(x) =
(
Riα(φ)ε
α
)
(x) , where α = 1 or 2 . . . or m0 . (2.1)
Here, εα(x) are infinitesimal gauge parameters, that is, arbitrary functions of the
space-time variable x, and Riα are the generators of gauge transformations. These gen-
erators are operators that act on the gauge parameters. In kernel form, (Riα(φ)ε
α) (x)
can be represented as
∫
dyRiα (x, y) ε
α (y).
It is convenient to adopt the following compact notation [82, 83]. Unless otherwise
stated, the appearance of a discrete index also indicates the presence of a space-
time variable. We then use a generalized summation convention in which a repeated
discrete index implies not only a sum over that index but also an integration over the
corresponding space-time variable. As a simple example, consider the multiplication
of two matrices g and h, written with explicit matrix indices. In compact notation,
fAB = g
A
Ch
C
B (2.2)
becomes not only a matrix product in index space but also in function space. Eq.(2.2)
represents
fAB (x, y) =
∑
C
∫
dz gAC (x, z) h
C
B (z, y) (2.3)
in conventional notation. In other words, the index A in Eq.(2.2) stands for A and
x in Eq.(2.3). Likewise, B and C in Eq.(2.2) represent {B, y} and {C, z}. The
generalized summation convention for C in compact notation yields a sum over the
discrete index C and an integration over z in conventional notation in Eq.(2.3). The
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indices A, B and C in compact notation implicitly represent space-time variables x,
y, z, etc., and explicitly can be field indices i, j, k, etc., gauge index α, β, γ, etc., or
any other discrete index in the formalism.
With this convention, the transformation laws
δφi(x) =
∑
α
∫
dyRiα (x, y) ε
α (y) (2.4)
can be written succinctly as
δφi = Riαε
α . (2.5)
The index α in Eq.(2.5) corresponds to the indices y and α in Eq.(2.4). The index i
in Eq.(2.5) corresponds to the indices x and i in Eq.(2.4). The compact notation is
illustrated in the example of Sect. 3.1. Although this notation might seem confusing at
first, it is used extensively in the antibracket formalism. In the next few paragraphs,
we present equations in both notations.
Each gauge parameter εα is either commuting, ǫ(εα) ≡ ǫα = 0, or is anti-
commuting, ǫα = 1. The former case corresponds to an ordinary symmetry while
the latter is a supersymmetry. The statistical parity of Riα, ǫ(R
i
α), is determined from
Eq.(2.1): ǫ(Riα) = (ǫi + ǫα) (mod 2).
Let S0,i (φ, x) denote the variation of the action with respect to φ
i(x):
S0,i (φ, x) ≡ ∂rS0[φ]
∂φi(x)
, (2.6)
where the subscript r indicates that the derivative is to be taken from the right (see
Appendix A). Henceforth, when a subscript index i, j, etc., appears after a comma
it denotes the right derivative with respect to the corresponding field φi, φj, etc.. In
compact notation, we write Eq.(2.6) as S0,i =
∂rS0
∂φi
where the index i here stands for
both x and i in Eq.(2.6).
The statement that the action is invariant under the gauge transformation in
Eq.(2.1) means that the Noether identities∫
dx
n∑
i=1
S0,i (x)R
i
α (x, y) = 0 (2.7)
hold, or equivalently, in compact notation
S0,iR
i
α = 0 . (2.8)
Eq.(2.8) is derived by varying S0 with respect to right variations of the φ
i given
by Eq.(2.1). When using right derivatives, the variation δS0 of S0, or of any other
object, is given by δS0 = S0,iδφ
i. If one were to use left derivatives, the variation
J.Gomis, J. Par´ıs and S. Samuel — Antibracket, Antifields and . . . 13
of S0 would read δS0 = δφ
i ∂lS0
∂φi
. Eq.(2.7) is sometimes zero because the integrand is
a total derivative. We assume that surface terms can be dropped in such integrals
– this is indeed the case when Eq.(2.7) is applied to gauge parameters that fall off
sufficiently fast at spatial and temporal infinity. The Noether identities in Eq.(2.8)
are the key equations of this subsection and can even be thought of as the definition
of when a theory is invariant under a gauge transformation of the form in Eq.(2.1).
To commence perturbation theory, one searches for solutions to the classical equa-
tions of motion, S0,i (φ, x) = 0, and then expands about these solutions. We assume
there exists at least one such stationary point φ0 = {φj0} so that
S0,i|φ0 = 0 . (2.9)
Equation (2.9) defines a surface Σ in function space, which is infinite dimensional
when gauge symmetries are present.
As a consequence of the Noether identities, the equations of motion are not in-
dependent. Furthermore, new saddle point solutions can be obtained by performing
gauge transformations on any particular solution. These new solutions should not be
regarded as representing new physics however – fields related by local gauge trans-
formations are considered equivalent.
The Noether identities also imply that propagators do not exist. By differentiating
the identities from the left with respect φj, one obtains
∂l
∂φi
(
S0,jR
j
α
)
=
(
∂l∂rS0
∂φi∂φj
)
Rjα + S0,j
∂lR
j
α
∂φi
(−1)ǫiǫj = 0 ,
⇒
(
∂l∂rS0
∂φi∂φj
)
Rjα
∣∣∣∣∣
φ0
= 0 , (2.10)
i.e., the hessian
(
∂l∂rS0
∂φi∂φj
)
of S0 is degenerate at any point on the stationary surface
Σ. The Riα are on-shell null vectors of this hessian. Since propagators involve the
inverse of this hessian, propagators do not exist for certain combinations of fields.
This means that the standard loop expansion cannot be straightforwardly applied. A
method is required to overcome this problem.
Technically speaking, to study the structure of the set of gauge transformations
it is necessary to assume certain regularity conditions on the space for which the
equations of motion S0,i = 0 hold. The interested reader can find these conditions
in Appendix B. A key consequence of the regularity conditions is that if a function
F (φ) of the fields φ vanishes on-shell, that is, when the equations of motion are
implemented, then F must be a linear combination of the equations of motion, i.e.,
F (φ)|Σ = 0⇒ F (φ) = S0,iλi(φ) , (2.11)
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where |Σ indicates the restriction to the surface where the equations of motion hold
[81, 28, 106, 103, 105]. Eq.(2.11) can be thought of as a completeness relation for the
equations of motion. We shall make use of Eq.(2.11) frequently.
Throughout Sect. 2, we assume that the gauge generators are fixed once and for
all. One could take linear combinations of the generators to form a new set. This
would change the gauge-structure tensors presented below. This non-uniqueness is
not essential and is discussed in Sect. 4.5.
To see explicit examples of the abstract formalism that follows, one may want to
glance from time to time at the examples of Sect. 3.
2.2 Irreducible and Reducible Gauge Theories
It is important to know any dependences among the gauge generators. Only with
this knowledge is possible to determine the independent degrees of freedom. The
purpose of this subsection is to analyze this issue in more detail for the generic case.
The simplest gauge theories, for which all gauge transformations are independent,
are called irreducible. When dependences exist, the theory is reducible. In reducible
gauge theories, there is a “kind of gauge invariance for gauge transformations” or what
one might call “level-one” gauge invariances. If the level-one gauge transformations
are independent, then the theory is called first-stage reducible. This may not happen.
Then, there are “level-two” gauge invariances, i.e., gauge invariances for the level-one
gauge invariances and so on. This leads to the concept of an L-th stage reducible
theory. In what follows we let ms denote the number of gauge generators at the s-th
stage regardless of whether they are independent.
Let us define more precisely the above concepts. Assume that all gauge invariances
of a theory are known and that the regularity condition described in Appendix B is
satisfied. Then, the most general solution to the Noether identities (2.8) is a gauge
transformation, up to terms proportional to the equations of motion:
S0,iλ
i = 0⇔ λi = Ri0α0λ′α0 + S0,jT ji , (2.12)
where T ij must satisfy the graded symmetry property
T ij = −(−1)ǫiǫjT ji . (2.13)
The Ri0α0 are the gauge generators in Eq.(2.1). For notational convenience, we have
appended a subscript 0 on the gauge generator and the gauge index α. This subscript
indicates the level of the gauge transformation. The second term S0,jT
ji in Eq.(2.12)
is known as a trivial gauge transformation. Such transformations are discussed in
the next subsection. It is easily checked that the action is invariant under such
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transformations due to the trivial commuting or anticommuting properties of the S0,j.
The first term Ri0α0λ
′α0 in Eq.(2.12) is similar to a non-trivial gauge transformation
of the form of Eq.(2.1) with εα0 = λ′α0 . The key assumption in Eq.(2.12) is that the
set of functionals Ri0α0 exhausts on-shell the relations among the equations of motion,
namely the Noether identities. In other words, the gauge generators are on-shell a
complete set. This is essentially equivalent to the regularity condition.
If the functionals Ri0α0 are independent on-shell then the theory is irreducible. In
such a case,
rank Ri0α0
∣∣∣
Σ
= m0 , (2.14)
where m0 is the number of gauge transformations. The rank of the hessian
rank
(
∂l∂rS0
∂φi∂φj
)∣∣∣∣∣
Σ
= n− rankRiα
∣∣∣
Σ
(2.15)
is n−m0. Define the net number of degrees of freedom ndof to be the number of fields
that enter dynamically in S0, regardless of whether they propagate.
2 Then for an
irreducible theory ndof is n −m0 since there are m0 gauge degrees of freedom. Note
that ndof matches the rank of the hessian in Eq.(2.15).
If, however, there are dependences among the gauge generators, and the rank
of the generators is less than their number, rank Ri0α0
∣∣∣
Σ
< m0, then the theory is
reducible. If m0 −m1 of the generators are independent on-shell, then there are m1
relations among them and there exist m1 functionals R
α0
1α1 such that
Ri0α0R
α0
1α1
= S0,jV
ji
1α1 , α1 = 1, . . . , m1 ,
ǫ(Rα01α1) = ǫα0 + ǫα1 (mod 2) , (2.16)
for some V ji1α1 , satisfying V
ij
1α1 = −(−1)ǫiǫjV ji1α1 . Here, ǫα1 is the statistical parity
of the level-one gauge parameter. The Rα01α1 are the on-shell null vectors for R
i
0α0
since Ri0α0R
α0
1α1
∣∣∣
Σ
= 0. The presence of V ji1α1 in Eq.(2.16) is a way of extending
this statement off-shell. Here and elsewhere, when a combination of field equations
appears on the right-hand side of an equation, it indicates the off-shell extension of an
on-shell statement; such an extension can be performed using the regularity postulate
of Appendix B. Note that, if εα = Rα1α1ε
α
1 for any ε
α
1 , then δφ
i in Eq.(2.5) is zero on-
shell, so that no gauge transformation is produced. In Eq.(2.16) it is assumed that
the reducibility of the Ri0α0 is completely contained in R
α0
1α1 , i.e., R
α0
1α1 also constitute
a complete set
Ri0α0λ
α0 = S0,jM
ji
0 ⇒ λα0 = Rα01α1λ′α1 + S0,jT jα00 , (2.17)
2 In electromagnetism, ndof = 3, but there are only two propagating degrees of freedom corre-
sponding to the two physical polarizations.
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for some λ′α1 and some T jα00 .
If the functionals Rα01α1 are independent on-shell
rank Rα01α1
∣∣∣
Σ
= m1 ,
then the theory is called first-stage reducible. One also has rank Ri0α0
∣∣∣
Σ
= m0 −m1
and the net number of degrees of freedom in the theory is n −m0 +m1. Since true
and gauge degrees of freedom have been determined,
rank
∂l∂rS0
∂φi∂φj
∣∣∣∣∣
Σ
= n−m0 +m1 .
If the functionals Rα01α1 are not all independent on-shell, relations exist among them
and the theory is second-or-higher-stage reducible. Then, the on-shell null vectors of
Rα01α1 and higher R-type tensors must be found.
One continues the above construction until it terminates. A theory is L-th stage
reducible [26] if there exist functionals
Rαs−1sαs , αs = 1, . . . , ms , s = 0, . . . , L , (2.18)
such that Ri0α0 satisfies Eq.(2.8), i.e., S0,iR
i
0α0 = 0, and such that, at each stage, the
Rαs−1sαs constitute a complete set, i.e.,
Rαs−1sαs λ
αs = S0,jM
jαs−1
s ⇒ λαs = Rαss+1,αs+1λ′αs+1 + S0,jT jαss ,
R
αs−2
s−1,αs−1R
αs−1
sαs = S0,iV
iαs−2
sαs , s = 1, . . . , L ,
rank Rαs−1sαs
∣∣∣
Σ
=
L∑
t=s
(−1)t−smt , s = 0, . . . , L , (2.19)
where we have defined R
α−1
0α0 ≡ Ri0α0 and α−1 ≡ i. The Rαs−1sαs are the on-shell null
vectors for R
αs−2
s−1αs−1 . The statistical parity of R
αs−1
sαs is
(
ǫαs−1 + ǫαs
)
(mod 2), where
ǫαs is the statistical parity of the s-level gauge transformation associated with the
index αs. Finally,
ndof = rank
∂l∂rS0
∂φi∂φj
∣∣∣∣∣
Σ
= n−
L∑
s=0
(−1)sms (2.20)
is the net number of degrees of freedom.
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2.3 Trivial Gauge Transformations
As mentioned in the last subsection, trivial gauge transformations exist. Since
they are proportional to the equations of motion they do not lead to conservation
laws. This subsection discusses their role in the gauge algebra.
Given that the finite invertible gauge transformations satisfy the group axioms,
their infinitesimal counterparts necessarily form an algebra. Besides the usual gauge
transformations (2.1), there are the trivial transformations, defined as
δµφ
i = S0,jµ
ji , µji = −(−1)ǫiǫjµij , (2.21)
where µji are arbitrary functions. It is easily demonstrated that, as a consequence
of the symmetry properties of µji, the transformations in Eq.(2.21) leave the action
invariant. In studying the structure of the gauge transformations, it is necessary to
take into consideration the presence of such transformations.
To determine their effect on the gauge algebra, consider the commutator of a
trivial transformation with any other transformation. Calling the latter δrφ
i = ri,
one has
[δµ, δr]φ
i = ri,kS0,jµ
jk − S0,jµji,krk − S0,jkrkµji .
Given that δr is a symmetry transformation of S0, it follows by differentiation by φ
j
that
S0,kr
k = 0⇒ S0,jkrk + S0,krk,j = 0 ,
so that the commutator becomes
[δµ, δr]φ
i = S0,j
(
rj,kµ
ki − (−1)ǫiǫjri,kµkj − µji,krk
)
= S0,jµ˜
ji ,
from which one concludes that the commutator of a trivial transformation with any
other transformation is a trivial transformation. Hence, the trivial transformations
are a normal subgroup H of the full group of gauge transformations, G¯.
The trivial gauge transformations are of no physical significance: They neither
lead to conserved currents nor do they prevent the development of a perturbative
expansion about a stationary point. They are simply a consequence of having more
than one degree of freedom. On these grounds, it would seem sensible to dispense with
them and restrict oneself to the quotient G = G¯/H . However, this is only possible in
certain cases. In general, the commutator of two non-trivial gauge transformations
produces trivial gauge transformations. Furthermore, for reasons of convenience,
particularly when it is desirable to have manifest covariance or preserve locality, one
sometimes wants to include trivial transformations. Hence, the full group G¯ is used
for studying the gauge structure of the theory.
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2.4 The Gauge Structure
In this section we restrict ourselves to the simpler cases of irreducible and first-
stage-reducible gauge theories. To avoid cumbersome notation, we use Riα for R
i
0α0 ,
Zαa for R
α0
1α1 , and in Eq.(2.16) we use V
ji
a for V
ji
1α1 , so that the indices α0 and α1
respectively correspond to α and a.
The general strategy in obtaining the gauge structure is as follows [81]. The first
gauge-structure tensors are the gauge generators themselves, and the first gauge-
structure equations are the Noether identities (2.8). One computes commutators,
commutators of commutators, etc., of gauge transformations. Graded symmetrization
produces identity equations for the structure tensors that must be satisfied. Generic
solutions are obtained by exploiting the consequences of the regularity conditions,
namely, completeness. In using completeness, additional gauge-structure tensors ap-
pear. They enter in higher-order symmetrized commutator identity equations. The
process is continued until it terminates.
Although this section provides some insight, it is somewhat technical so that the
reader may wish to skip it at first. If one is only interested in the irreducible case,
one should read to Eq.(2.36). For reasons of space, many details of the algebra are
omitted. As an exercise, the reader can provide the missing steps.
Consider the commutator of two gauge transformations of the type in Eq.(2.1).
On one hand, a direct computation leads to
[δ1, δ2]φ
i =
(
Riα,jR
j
β − (−1)ǫαǫβRiβ,jRjα
)
εβ1ε
α
2 .
On the other hand, since this commutator is also a gauge symmetry of the action it
satisfies the Noether identity so that, factoring out the gauge parameters εβ1 and ε
α
2 ,
one may write
S0,i
(
Riα,jR
j
β − (−1)ǫαǫβRiβ,jRjα
)
= 0 .
Taking into account Eq.(2.12) the above equation implies the following important
relation among the generators
Riα,jR
j
β − (−1)ǫαǫβRiβ,jRjα = RiγT γαβ − S0,jEjiαβ , (2.22)
for some gauge-structure tensors T γαβ and E
ji
αβ. This equation defines T
γ
αβ and E
ji
αβ .
Restoring the dependence on the gauge parameters εβ1 and ε
α
2 , the last two equations
imply
[δ1, δ2]φ
i ≡ RiγT γαβεβ1εα2 − S0,jEjiαβεβ1εα2 , (2.23)
where T γαβ are known as the “structure constants” of the gauge algebra. The words
structure constants are in quotes because in general the T γαβ depend on the fields of
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the theory and are not “constant”. The possible presence of the Ejiαβ term is due to
the fact that the commutator of two gauge transformations may give rise to trivial
gauge transformations [81, 24, 27].
The gauge algebra generated by the Riα is said to be open if E
ij
αβ 6= 0, whereas the
algebra is said to be closed if Eijαβ = 0. Moreover, Eq.(2.22) defines a Lie algebra if
the algebra is closed, Eijαβ = 0, and the T
γ
αβ do not depend on the fields φ
i.
The gauge-structure tensors have the following symmetry properties under the
interchange of indices
Eijαβ = −(−1)ǫiǫjEjiαβ = −(−1)ǫαǫβEijβα ,
T γαβ = −(−1)ǫαǫβT γβα . (2.24)
In other words, Eijαβ is graded-antisymmetric both in lower indices and in upper indices
and T γαβ is graded-antisymmetric in lower indices. The statistical parity of structure
tensors is determined by the sum of the parities of the tensor indices, so that ǫ (Riα) =
(ǫα + ǫi) (mod 2), ǫ
(
T γαβ
)
= (ǫα + ǫβ + ǫγ) (mod 2), and ǫ
(
Eijαβ
)
= (ǫi + ǫj + ǫα + ǫβ)
(mod 2).
The next step determines the restrictions imposed by the Jacobi identity. In
general, it leads to new gauge-structure tensors and equations [172, 258, 84, 28]. The
identity ∑
cyclic over 1, 2, 3
[δ1, [δ2, δ3]] = 0 ,
produces the following relations among the tensors R, T and E∑
cyclic over 1, 2, 3
(
RiδA
δ
αβγ − S0,jBjiαβγ
)
εγ1ε
β
2ε
α
3 = 0 , (2.25)
where we have defined
3Aδαβγ ≡
(
T δαβ,kR
k
γ − T δαηT ηβγ
)
+
(−1)ǫα(ǫβ+ǫγ)
(
T δβγ,kR
k
α − T δβηT ηγα
)
+ (−1)ǫγ(ǫα+ǫβ)
(
T δγα,kR
k
β − T δγηT ηαβ
)
, (2.26)
and
3Bjiαβγ ≡
(
Ejiαβ,kR
k
γ −EjiαδT δβγ − (−1)ǫiǫαRjα,kEkiβγ + (−1)ǫj(ǫi+ǫα)Riα,kEkjβγ
)
+ (−1)ǫα(ǫβ+ǫγ)
RHS of above line with α→ββ→γ
γ→α
 (2.27)
+(−1)ǫγ(ǫα+ǫβ)
RHS of first line with α→γβ→α
γ→β
 .
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A useful but lengthy exercise is to derive Eq.(2.25).
If the theory is irreducible, the on-shell independence of the generators (2.14) and
their completeness (2.12) leads to the following solution of Eq.(2.25)
Aδαβγ = S0,jD
jδ
αβγ , (2.28)
where Djδαβγ are new structure functions.
On the other hand, using this solution in the original equation (2.25), one obtains
the following condition on the Djδαβγ∑
cyclic over ǫ1, ǫ2, ǫ3
S0,j
(
Bjiαβγ − (−1)ǫj(ǫi+ǫδ)RiδDjδαβγ
)
ǫγ1ǫ
β
2ǫ
α
3 = 0 . (2.29)
Again, the completeness of the generators implies that the general solution of the
preceding equation is of the form
Bjiαβγ + (−1)ǫiǫδRjδDiδαβγ − (−1)ǫj(ǫi+ǫδ)RiδDjδαβγ = −S0,kMkjiαβγ , (2.30)
where Mkjiαβγ is graded antisymmetric in i, j, and k. In this way, the Jacobi identity
leads to the existence of two new gauge-structure tensors Djδαβγ and M
kji
αβγ which, for
a generic theory, are different from zero and must satisfy Eqs.(2.28) and (2.30).
Continuing in the same way, that is to say, commuting more and more gauge
transformations, new structure tensors with increasing numbers of indices are ob-
tained. These tensors are the so-called structure functions of the gauge algebra and
they determine the nature of the set of gauge transformations of the theory. The
reader may not be aware of the higher-order tensors because in the simplest gauge
theories, such as Yang-Mills, they vanish.
The tensors Aδαβγ , B
ji
αβγ, D
jδ
αβγ and M
kji
αβγ are all graded-antisymmetric in α, β
and γ. In addition Bjiαβγ is graded-antisymmetric in i and j while M
kji
αβγ is graded
antisymmetric in i, j and k. Here we summarize these properties
Aδαβγ = −(−1)ǫαǫβAδβαγ = −(−1)ǫβǫγAδαγβ ,
Bjiαβγ = −(−1)ǫαǫβBjiβαγ = −(−1)ǫβǫγBjiαγβ = −(−1)ǫiǫjBijαβγ ,
Djδαβγ = −(−1)ǫαǫβDjδβαγ = −(−1)ǫβǫγDjδαγβ , (2.31)
Mkjiαβγ = −(−1)ǫαǫβMkjiβαγ = −(−1)ǫβǫγMkjiαγβ = −(−1)ǫjǫkM jkiαβγ = −(−1)ǫiǫjMkijαβγ .
The statistical parity of any of the above tensors is given by the sum of the statistical
parities of the indices of that tensor.
A useful device in the study of gauge-structure relations is to introduce ghost
fields Cα with opposite statistics to those of the gauge parameters εα,
ǫ(Cα) = ǫα + 1 , (2.32)
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and to replace gauge parameters by ghosts, as is done in the BRST formalism [32].
The ghost fields obey the same boundary conditions as gauge parameters. The ghosts
can be used as a compact way of writing the gauge-structure equations. However, in
order to do this, the symmetry properties of T γαβ , E
ij
αβ , D
jδ
αβγ , M
kji
αβγ , etc., need to be
correctly incorporated. Note that these tensors are graded anti-symmetric in lower-
index gauge indices α, β, etc., whereas the ghosts satisfy CαCβ = (−1)(ǫα+1)(ǫβ+1)CβCα.
If one is given a graded anti-symmetric tensor Tα1α2α3α4... , then a way to make it into
a graded symmetric tensor with symmetry factors ǫα1 + 1, ǫα2 + 1, etc., associated
with indices α1, α2, etc., is to multiply by a factor of (−1)ǫαi for every other index αi
in Tα1α2α3α4... . In other words, one replaces Tα1α2α3α4... by (−1)ǫα2+ǫα4+...Tα1α2α3α4... .
Using this device, one arrives at a compact way of writing the Noether identity (2.8),
the gauge commutator relation (2.22), as well as Eqs.(2.28) and (2.30) which arise
from the Jacobi identity:
S0,iR
i
αCα = 0 , (2.33)(
2Riα,jR
j
β −RiγT γαβ + S0,jEjiαβ
)
(−1)ǫαCβCα = 0 , (2.34)(
Aδαβγ − S0,jDjδαβγ
)
(−1)ǫβCγCβCα = 0 , (2.35)(
Bjiαβγ + (−1)ǫiǫδRjδDiδαβγ − (−1)ǫj(ǫi+ǫδ)RiδDjδαβγ + S0,kMkjiαβγ
)
(−1)ǫβCγCβCα = 0 ,
(2.36)
where Aδαβγ and B
ji
αβγ are defined in Eqs.(2.26) and (2.27). The graded-anticommuting
nature of the ghosts automatically produces the appropriate graded-cyclic sums.
Equations (2.33) through (2.36) are key equations for an irreducible algebra.
Now let us consider a first-stage reducible gauge theory. In this case, the existence
of non-trivial relations among the generators in Eq.(2.16) leads to the appearance of
new tensor quantities.
For first-stage reducible theories there are on-shell null vectors for the generators
Riα. Let Z
α
a denote these null vectors. In Eq.(2.16), the Z
α
a are called R
α
1a when α = α0
and a = α1. The null vectors are independent on-shell. Their presence modifies the
solutions of the Jacobi identities in Eqs.(2.35) and (2.36) as well as higher-commutator
structure equations. In addition there are new structure equations. One of these is
Eq.(2.16) itself:
RiαZ
α
b = S0,jV
ji
b . (2.37)
Another is derived as follows. Take relation (2.22) and multiply it by Zβa to obtain(
Riα,jR
j
β − (−1)ǫαǫβ Riβ,jRjα −RiγT γαβ + S0,jEjiαβ
)
Zβa = 0 .
Use Eq.(2.37) to express RjβZ
β
a as a term proportional to equations of motion. Also
do the same with Riβ,jR
j
αZ
β
a and make use of the Noether identity in Eq.(2.8). After
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a little algebra, one finds that the previous equation can be written in the form
Riγ
(
(−1)ǫaǫβ Zγa,jRjβ − T γβδZδa
)
= S0,jM
ji
βa ,
for some quantity M jiβa. Terms proportional to the equations of motion have been
collected intoM jiβa. Using the completeness of the null vectors Z
α
a , the general solution
to this equation is
(−1)ǫaǫβ Zγa,jRjβ − T γβδZδa = −ZγdAdaβ − S0,jGjγaβ . (2.38)
Eq.(2.38) is a new gauge-structure equation for the first-stage reducible case. Two
new structure tensors Adaβ and G
jγ
aβ arise.
The null vectors also lead to modifications of the solution of the Jacobi identity.
Eq.(2.25) still holds but its solution is different. Instead of Eq.(2.35), one obtains(
Aδαβγ + Z
δ
cF
c
αβγ − S0,jDjδαβγ
)
(−1)ǫβ CγCβCα = 0 , (2.39)
where we have made use of the completeness of the null vectors Zαa . In this equation
Aδαβγ stands for the combination of terms in Eq.(2.26).
Multiplying Eq.(2.39) by Riδ and using the Jacobi identity result of Eq.(2.25) lead
to a modification of Eq.(2.29) involving Bijαβγ. The new result reads
S0,j
(
Bjiαβγ − (−1)ǫj(ǫi+ǫδ)RiδDjδαβγ + V jic F cαβγ
)
(−1)ǫβ CγCβCα = 0 ,
when written using ghosts. The general solution is(
Bjiαβγ + (−1)ǫiǫδRjδDiδαβγ − (−1)ǫj(ǫi+ǫδ)RiδDjδαβγ+
V jic F
c
αβγ + S0,kM
kji
αβγ
)
(−1)ǫβCγCβCα = 0 , (2.40)
where Bjiαβγ is given in Eq.(2.27).
By taking more and more commutators of gauge transformations, more structure
functions and equations appear, some of which involve graded symmetrizations in the
first-stage gauge indices a, b, etc.. As in the irreducible case, it is useful to introduce
ghosts ηa to automatically incorporate graded symmetrization. Equations (2.37) and
(2.38) can then be written as(
RiβZ
β
a − S0,jV jia
)
ηa = 0 , (2.41)
and (
(−1)ǫaǫβ Zγa,jRjβ − T γβδZδa + ZγdAdaβ + S0,jGjγaβ
)
ηaCβ = 0 . (2.42)
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To summarize, key equations for first-stage reducible theories are Eqs.(2.33), (2.34)
and (2.39) – (2.42). Besides the null vectors Zβa , the new structure tensors are V
ji
a ,
Adaβ , G
jγ
aβ , F
a
αβγ as well as higher-level tensors.
Needless to say, for a higher-order reducible theory the number of quantities and
equations increases considerably. The complexity of the formalism makes the study
of the gauge structure at higher levels quite complicated. A more sensible approach is
to have a generating functional whose expansion in terms of auxiliary fields produces
the generic gauge-structure tensors. In addition, it is desirable to have a simple single
equation which, when expanded in terms of auxiliary fields, generates the entire set
of gauge-structure equations. The field-antifield method [24, 25, 26] provides such
a formalism. The generating functional for structure tensors is a generalized action
subject to certain boundary conditions and the classical master equation contains
all the gauge-structure equations. Before presenting the abstract machinery, it is of
pedagogical value to consider some examples of the formalism of this section.
J.Gomis, J. Par´ıs and S. Samuel — Antibracket, Antifields and . . . 24
3 Examples of Gauge Theories
This section presents eight gauge theories, which will be used in Sect. 5 to illustrate
the antibracket formalism. The theories are (1) the spinless relativistic particle, (2)
Yang-Mills theories, (3) four-dimensional topological Yang-Mills theories, (4) the four-
dimensional antisymmetric tensor field, (5) abelian p-form theories, (6) the open
bosonic string field theory, (7) the massless relativistic spinning particle, and (8) the
first-quantized bosonic string. Models (1), (2), (7) and (8) are closed and irreducible.
Models (3) and (4) are first-stage reducible. Model (5) is p-stage reducible and model
(6) is an infinitely reducible open system. For each theory, the classical action S0 and
its gauge symmetries are first presented. Then, the non-zero gauge-structure tensors
are obtained. The determination of the structure tensors is the first computational
step in the antibracket formalism. The results in this section are used in Sect. 5 to
obtain proper solutions S.
In the first subsection on the spinless relativistic particle, we illustrate the compact
notation of Sect. 2.1. Models (1) and (8) are respectively one and two-dimensional
gravity theories. Model (8), the first-quantized bosonic string, is used to explain the
construction of general-coordinate-invariant theories, i.e., gravities. In the subsection
3.7 on the massless relativistic spinning particle, we provide a mini-review of super-
symmetry and supergravity. A brief introduction to string field theory is given in
Sect. 3.6.
As exercises for the reader, we suggest the following three computations. (i)
Verify that the gauge transformations leave S0 invariant. (ii) Given S0 and its gauge
symmetries, obtain the results presented for the gauge-structure tensors. (iii) Verify
Eqs.(2.33)–(2.36) for the irreducible theories, and verify Eqs.(2.33), (2.34) and (2.39)
– (2.42) for the first-stage reducible theories.
3.1 The Spinless Relativistic Particle
One of the simplest examples of a model with a gauge invariance is the free
relativistic particle. It actually corresponds to a 0+1 dimensional gravity theory with
scalar fields. The supersymmetric generalization of the spinless relativistic particle is
presented in Sect. 3.7.
Let us use this system to illustrate the formalism in Sect. 2. The degrees of
freedom are a particle coordinate xµ and an einbein e both of which are functions of
a single proper time variable τ . The action is given by
S0[x
µ, e] =
∫
dτ
1
2
(
x˙µx˙
µ
e
−m2e
)
, φi = (xµ, e) , (3.1)
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where a dot over a variable indicates a derivative with respect to proper time. The
variations of the action with respect to the fields, Eq.(2.6), are
S0,µ = − d
dτ
(
x˙µ
e
)
, S0,e =
1
2
(
− x˙
2
e2
−m2
)
, (3.2)
where S0,e is the variation of the action with respect to field e; in other words, we also
use e as a field index for the einbein e. If the equation of motion S0,e = 0 is used to
solve for e, and this solution is substituted into the action in Eq.(3.1), one finds that
the action becomes the familiar one: S0 = − ∫ dτ m√−x˙2. Classically, this action
and the one in Eq.(3.1) are equivalent.
The infinitesimal gauge transformations for this system can be written as
δxµ =
x˙µ
e
ε , δe = ε˙ . (3.3)
It is straightforward to verify that Eq.(3.3) is a symmetry of Eq.(3.1). The Noether
identity in Eq.(2.8) reads
∫
dτ
{
−
(
x˙µ
e
)
d
dτ
(
x˙µ
e
)
− 1
2
(
x˙2
e2
+m2
)
d
dτ
}
δ (τ − τ ′) = 0 , (3.4)
which is verified using integration by parts.
The transformations laws in Eq.(3.3) in the form of Eq.(2.5) are
Rµε =
x˙µ
e
ε , Reε =
d
dτ
ε . (3.5)
Eq.(3.5) says that Rµ is the operator that is multiplication by x˙
µ
e
and Re is d
dτ
. In
kernel form using compact index notation, they are
Rµτσ =
x˙µ(τ)
e
δ (τ − σ) , Reτσ =
d
dτ
δ (τ − σ) .
Recall that in using compact notation the index α of Riα in Eq.(2.5) represents not
only a discrete index labelling the different gauge transformations but also a space-
time index. Since there is only one type of gauge transformation the discrete index
takes on only one value, which we drop for convenience. Hence the index α of Riα is
replaced by the space-time variable σ. In this subsection, we use the Greek letters ρ,
σ, τ and υ to denote proper time variables. Likewise the index i on Riα in Eq.(2.5)
represents not only a field index µ or e but also a proper time variable τ .
The algebra of the gauge transformations is simply
[δ1, δ2] = [δ(ε1) , δ(ε2)] = 0 ,
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where δ(ε1) indicates a gauge transformation with parameter ε1. These abelian gauge
transformations (3.3) are related to the standard reparametrization transformations
δRx
µ = x˙µε , δRe =
d
dτ
(eε) (3.6)
through the following redefinition of the gauge parameter
ε −→ εe .
The algebra of reparametrization transformations reads
[δR(ε1), δR(ε2)] = δR(ε12) , (3.7)
with the parameter ε12 given by
ε12 = ε˙1ε2 − ε1ε˙2 . (3.8)
Eqs.(3.7) and (3.8) correspond to the usual diffeomorphism algebra. Since the com-
mutator of two gauge transformations is a gauge transformation, the algebra is closed
and Ejiαβ in Eq.(2.23) is zero. This example illustrates the effect of field-dependent
redefinitions of the gauge parameters or, equivalently, of the gauge generators: An
abelian algebra can be transformed into a non-abelian one. The converse of this also
holds. One can transform any given non-abelian algebra into an abelian algebra using
field-dependent redefinitions, a result known as the abelianization theorem [27]. The
fact that this process can spoil the locality of the transformations is one of the reasons
for using the non-abelian version.
It may appear unusual that a single family of gauge transformations produces
non-abelian commutation relations. This is due to the local non-commutativity of
reparametrization transformations that arises from the time derivatives in Eq.(3.6).
Indeed, when ε1 and ε2 have non-overlapping support, i.e., ε1(τ) = 0 where ε2(τ) 6= 0
and vice-versa, ε12 = 0.
It is instructive to see how a non-zero structure constant T γαβ for the diffeomor-
phism algebra arises using compact notation. In what follows, gauge indices, α, β,
etc. are replaced by proper time variable ρ, σ, τ , υ. From Eq.(3.6) one sees that the
transformation operators R for reparametrizations are
Rµτσ = x˙
µ (τ) δ (τ − σ) ,
Reτσ = e (τ)
d
dτ
δ (τ − σ) + e˙ (τ) δ (τ − σ) = d
dτ
[e (τ) δ (τ − σ)] .
For the xµ degrees of freedom, a straightforward computation yields
Rµτσ,νυ = δ
µ
ν δ (τ − σ)
d
dτ
δ (τ − υ) ,
J.Gomis, J. Par´ıs and S. Samuel — Antibracket, Antifields and . . . 27
Rµτσ,νυR
νυ
ρ =
∑
ν
∫
dυδµν δ (τ − σ)
d
dτ
δ (τ − υ) x˙ν (υ) δ (υ − ρ)
= x¨µ (τ) δ (τ − σ) δ (τ − ρ) + x˙µ (τ) δ (τ − σ) d
dτ
δ (τ − ρ) .
Antisymmetrizing in ρ and σ and comparing with Eq.(2.22) one finds
T τσρ = δ (τ − σ)
d
dτ
δ (τ − ρ)− δ (τ − ρ) d
dτ
δ (τ − σ) , (3.9)
which is in agreement with Eqs.(3.7) and (3.8). For e, straightforward computation
produces
Reτσ,eυ = δ (τ − υ)
d
dτ
δ (τ − σ) + δ (τ − σ) d
dτ
δ (τ − υ) = d
dτ
[δ (τ − υ) δ (τ − σ)] ,
Reτσ,eυR
eυ
ρ = e (τ)
[
d
dτ
δ (τ − σ)
] [
d
dτ
δ (τ − ρ)
]
+ e˙ (τ) δ (τ − ρ) d
dτ
δ (τ − σ)+
2e˙ (τ) δ (τ − σ) d
dτ
δ (τ − ρ) + e (τ) δ (τ − σ) d
2
dτ 2
δ (τ − ρ) + e¨ (τ) δ (τ − σ) δ (τ − ρ) .
Antisymmetrizing in ρ and σ and using Eq.(2.23), one finds T is again given by
Eq.(3.9).
Although compact notation is useful to represent the formalism of gauge theories
in full generality, it is cumbersome for specific theories, especially for those in which
more natural notation has already been established. In the examples that follow,
we do not explicitly display equations in compact form but use more conventional
notation.
3.2 Yang-Mills Theories
Yang-Mills theories [276] are perhaps the most familiar gauge theories. For each
Lie algebra G there is different theory. The fundamental fields are gauge potentials Aaµ
where there is an index a for each generator Ta of G. In a matrix representation, the
generators are antihermitian matrices which are conventionally normalized so that
Tr (TaTb) = −12δab. The generators satisfy
[Ta, Tb] = fab
cTc , (3.10)
where fab
c are the structure constants of G. They are real and antisymmetric in lower
indices fab
c = −fbac and they must satisfy the Jacobi identity
fab
efec
d + fca
efeb
d + fbc
efea
d = 0 . (3.11)
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The Yang-Mills action is
S0[A
a
µ] = −
1
4
∫
ddx F aµν(x)F
µν
a (x) =
1
2
∫
ddx Tr [Fµν(x)F
µν(x)] , (3.12)
where d is the dimension of space-time, Fµν(x) ≡ F aµν(x)Ta, and where the field
strengths F aµν are
F aµν(x) ≡ ∂µAaν(x)− ∂νAaµ(x)− fbcaAbµ(x)Acν(x) . (3.13)
The equations of motion, gauge transformations and gauge algebra are
(DµFµν)a ≡ DµabFbµν = 0 , (3.14)
δAaµ = (DµΛ)
a ≡ DaµbΛb , (3.15)
[δ(Λ1), δ(Λ2)]A
c
µ = δ(Λ12)A
c
µ = D
c
µd
(
fab
dΛb1Λ
a
2
)
, (3.16)
so that Λc12 = fab
cΛb1Λ
a
2. The covariant derivatives D
a
µb and Dµa
b in the adjoint
representation are
Daµb = δ
a
b∂µ − fcbaAcµ ,
Dµa
b = δa
b∂µ + fca
bAcµ , (3.17)
where Daµb is applied to fields φ
b with an upper index b and Dµa
b is applied to fields
φb with a lower index b. One has∫
ddxφaD
a
µbφ
b = −
∫
ddx (Dµb
aφa)φ
b . (3.18)
The operator Riα in Eq.(2.5) corresponds to D
µa
b. The covariant derivative satisfies
[Dµ, Dν ]
a
b = −fcbaF cµν ,
[Dµ, Dν ]a
b = fca
bF cµν . (3.19)
In using compact notation, the spatial dependence as well as index dependence of
tensors needs to be specified. For local theories, the spatial dependence is proportional
to delta functions or a finite number of derivatives acting on delta functions. When
the spatial-temporal part of a tensor structure is a delta function, it is proportional
to the identity operator in x-space when regarded as an operator. In such cases, it is
convenient to drop explicitly such identity operators.
Eq.(3.16) is in the form of Eq.(2.23) with Ejiαβ = 0 and T
c
ab = fab
c where two
identity operators or delta functions are implicit. One concludes that this example
constitutes a closed, irreducible gauge algebra.
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It is useful to verify the key equations for an irreducible closed algebra given in
Eqs.(2.33)-(2.36). The generator of gauge transformations is the covariant derivative
in Eq.(3.17). Using Eqs.(3.14) and (3.15), the Noether identity in Eq.(2.33) reads∫
ddx (DµFµν)b (D
νC)b = 0 .
To verify this equation, integrate by parts, use the antisymmetry of Fµν in µ and ν,
use Eq.(3.19), and then make use of the antisymmetry of fcd
a in c and d:∫
ddx (DµFµν)b (D
νC)b = −
∫
ddx (DνDµFµν)b Cb =
−1
2
∫
ddx ([Dν , Dµ]Fµν)b Cb = −
1
2
∫
ddx fbd
aF νµa F
d
µνCb = 0 .
A straightforward computation of the 2Riα,jR
j
βCβCα term in the commutator alge-
bra equation of Eq.(2.34) produces −2fbac
(
∂µCb − AdµfdebCe
)
Ca which, after a lit-
tle algebra that makes use of Eq.(3.11), leads to Dµcd
(
fab
dCbCa
)
. Using this for
2Riα,jR
j
βCβCα in Eq.(2.34), one concludes, as expected, that T cab = fabc and Ejiαβ = 0.
When T cab = fab
c is used, the gauge-structure Jacobi equation in Eq.(2.35) leads to
3Adabc = −( LHS of Eq.(3.11)) so that Adabc = 0. Finally, the other consequence of
the Jacobi identity, namely Eq.(2.36), produces the tautology 0 = 0. All terms are
zero because the tensors Bjiαβγ , D
iδ
αβγ and M
kji
αβγ are all zero. Higher-level equations
(which were not displayed in Sect. 2.4) are automatically satisfied because higher-level
tensors are identically zero.
3.3 Topological Yang-Mills Theory
In four-dimensions, the action for topological Yang-Mills theory [272, 35] is pro-
portional to the Pontrjagin index
S0 =
1
4
∫
d4x F aµν
∗F µνa , (3.20)
where the dual field strength ∗F aµν is given by
∗F aµν =
1
2
ǫµνρσF
aρσ, and where ǫ0123 = 1.
The interest in this system is its connection [272] to Donaldson theory [90].
This action is invariant under the gauge transformations in Eq.(3.15) because the
lagrangian is constructed as a group invariant of the field strength. In addition, since
the theory is topological, the transformation
δAaµ = ε
a
µ , (3.21)
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leaves the action invariant, as a short calculation verifies. The two gauge transforma-
tions form a closed algebra since
[δ(Λ1, ε1), δ(Λ2, ε2)]Aµ = δ(Λ12, ε12)Aµ ,
Λc12 ≡ fabcΛb1Λa2 , εcµ12 ≡ fabc
(
εbµ1Λ
a
2 + Λ
b
1ε
a
µ2
)
. (3.22)
However, the gauge generators are obviously off-shell linearly dependent since the
εµ transformations include ordinary gauge transformations when εµ = DµΛ. Since
the gauge transformations are not all independent, one has a reducible gauge theory
and the coefficients Zαa in Eq.(2.37) and A
b
aα introduced in Eq.(2.38) are non-zero. Of
course, the theory can be made irreducible by eliminating ordinary gauge transforma-
tions from the set of all transformations. However, for other theories it is not so easy
to reduce the full set to an irreducible subset without spoiling locality or relativistic
covariance and often it is convenient to formulate the theory as a reducible system.
Let us use topological Yang-Mills theory to illustrate the gauge-structure formal-
ism of Sect. 2.4. The field index i corresponds to both a gauge index and a vector
Lorentz index since the field is Aaµ: i↔ aµ. There are two types of gauge transfor-
mations so that the gauge index α of Sect. 2.4 corresponds to the group index b in the
case of an ordinary gauge transformation or to the pair cµ in the case of a topological
gauge transformation: α↔ (b, cµ). The generator of ordinary gauge transformations
is the covariant derivative in Eq.(3.17) and the generator of topological transforma-
tions is a delta function:
Raµb = D
µa
b , R
aµ
bν = δ
a
b δ
µ
ν . (3.23)
The null vectors, denoted as Zαb in Sect. 2.4, are
Zab = δ
a
b , Z
aµ
b = −Dµab . (3.24)
The number of null vectors is equal to the number of gauge generators. It is easily
verified that Eq.(2.41) holds since Rbµc Z
c
aη
a+RbµcνZ
cν
a η
a = Dµbcδ
c
aη
a+δbcδ
µ
ν (−Dνcaηa) =
0. This computation implies that V jia = 0 in Eq.(2.41).
The non-zero structure constants are
T cab = fab
c , T cνaµ b = T
cν
a bµ = δ
ν
µfab
c , (3.25)
whereas T caµ b = T
c
a bµ = T
cν
ab = T
cλ
aµ bν = T
c
aµ bν = 0. As in the example of Sect.
3.2, Aδαβγ is zero since 3A
d
abc = −
(
fae
dfbc
e + fbe
dfca
e + fce
dfab
e
)
= 0. One also finds
Adνaµ b c = A
dν
a bµ c = A
dν
a b cµ = δ
ν
µA
d
abc = 0.
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Eq.(2.39) holds because Aδαβγ = F
c
αβγ = D
jδ
αβγ = 0. Eq.(2.40) holds because B
ji
αβγ
and Mkjiαβγ are also zero. Finally, Eq.(2.42) is valid as long as G
jγ
aβ = 0 and
Acab = −fabc , Aca bµ = 0 . (3.26)
In verifying Eq.(2.42) it is useful to note that Zcνa,bµ = −δνµfabc, and Zca,j = 0 both
when j = b and when j = bµ. For Eq.(2.42), there are four cases to verify: (i) γ = c
and β = b, (ii) γ = c and β = bµ, (iii) γ = cν and β = b and (iv) γ = cν and β = bµ.
Case (i) gives −fbdcδda − δcdAdabµ = 0. Case (ii) is automatically zero because each
term in Eq.(2.42) is zero. Case (iii), after a little algebra, results in the expression
fba
c∂ν
(
ηaCb
)
+ fab
c∂ν
(
ηaCb
)
+
(
fad
cfbe
d + fbd
cfea
d + fed
cfab
d
)
ηaCbAeν which is zero
because of the antisymmetry of fab
c in ab and the Jacobi identity for the Lie algebra
structure constants in Eq.(3.11). For case (iv), one finds δνµfab
c − δνµfbac = 0. In
short, the important non-zero gauge structure tensors are given in Eqs.(3.23) – (3.26).
Eqs.(2.33), (2.34) and (2.39) – (2.42) are all satisfied.
In a topological theory, the number of local degrees of freedom is zero. One finds
that ndof is 4N (for A
aµ) minus 4N (for εaµ) minus N (for Λ
a) plus N (for the null
vectors in Eq.(3.24)). Hence, the net number of local degrees of freedom is zero.
3.4 The Antisymmetric Tensor Field Theory
Another example of first-stage reducible theory is the antisymmetric tensor gauge
theory. Consider a tensor field Baµν in four dimensions satisfying B
a
νµ = −Baµν whose
dynamics is described by the action [112, 242]
S0
[
Aaµ, B
a
µν
]
=
∫
d4x
(
1
2
AaµA
µ
a −
1
2
BaµνF
µν
a
)
, (3.27)
where Aaµ is an auxiliary vector field. The field strength F
a
µν is given in terms of
Aaµ as in the Yang-Mills case via Eq.(3.13). The action is invariant under the gauge
transformations
δBaκλ = ǫκλµνD
µa
bΛ
bν , δAaµ = 0 . (3.28)
The covariant derivative Dµab is given in Eq.(3.17). The equations of motion derived
from Eq.(3.27) are
∂rS0
∂Baµν
= −F µνa = 0 ,
∂rS0
∂Aµa
= Aaµ +D
νa
bB
b
νµ = 0 . (3.29)
In spite of the presence of Lie-algebra structure constants fab
c, the model has an
abelian gauge algebra, i.e., T γαβ = 0, due to the fact that the vector field, which
appears in the covariant derivative, does not transform.
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The gauge transformations (3.28) have an on-shell null vector. Indeed, taking
Λbν = Dνbcξ
c , (3.30)
one finds using Eq.(3.19) that
δBaκλ = ǫκλµν(D
µDν)abξ
b = −1
2
ǫκλµνfcb
aF cµνξb ,
which vanishes on-shell, since F cµν = 0 when the equations of motion (3.29) are used.
Since the null vectors are independent, this theory is on-shell first-stage reducible.
It is instructive to determine the gauge-structure tensors and verify Eqs.(2.33),
(2.34) and (2.39) – (2.42). The field index i in Sect. 2 corresponds to aµν in the case
of the antisymmetric field Baµν and corresponds to aµ in the case of Aaµ. The gauge
index α of Sect. 2 corresponds to bν which are the indices of Λbν . The null index a of
Sect. 2 is a Lie algebra generator index. The generator of gauge transformations Riβ
is
Raµνbλ = ǫ
µνρσησλD
a
ρb , R
aµ
bλ = 0 , (3.31)
where the second equation holds because Aaµ does not transform and ησλ is the flat
space-time metric. The null vectors Zαa are the covariant derivative operators
Zbλa = D
λb
a . (3.32)
Using Eq.(2.41), one finds Rcµνbλ Z
bλ
a =
1
2
ǫµνρσfab
cF bρσ so that
V bρσ cµνa = −ǫµνρσδbdfadc ,
V jia = 0 , if j = bν or i = bν , (3.33)
that is, V jia = 0 if i or j corresponds to the field index of A
bν . The derived quantities
Aδαβγ and B
ij
αβγ are zero. Other gauge-structure tensors also vanish:
T γαβ = E
ji
αβ = D
jδ
αβγ = F
c
αβγ =M
kji
αβγ = A
d
aβ = 0 . (3.34)
The gauge-structure equations are all satisfied. Eq.(2.33) holds because the action
is invariant under gauge transformations, as is easily checked. Eq.(2.41) is satisfied. In
fact, it was used above in Eq.(3.33) to obtain V jia . Eqs.(2.39) and (2.40) are satisfied
because all the tensors entering these equations are zero. Each term in Eq.(2.34) is
zero: The first term Riα,jR
j
β is zero because R
i
α,j = 0 when j = aµν, i.e., when j is
a field index of Baµν , and Rjβ = 0 when j = aµ, i.e., when j is a field index of A
aµ.
The other terms vanish because the structure tensors vanish. Likewise each term in
Eq.(2.42) is zero: The first term Zγα,jR
j
β is zero because Z
γ
α,j like R
i
α,j is zero when
j = aµν.
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Let N be the number of generators of G, i.e., the dimension of the Lie algebra
G. The number of degrees of freedom ndof is 4N for Aaµ plus 6N for Baµν minus
the number of gauge transformations 4N plus the number of null vectors N , so that
Eq.(2.20) reads ndof = 7N .
3.5 Abelian p-Form Theories
It is not hard to find an example of an L-th stage reducible theory. Let A be a
p-form and define F to be its field strength: F = dA where d is the exterior derivative.
For p+ 1 less than the dimension d of spacetime, an action for this theory is
S0 = −1
2
∫
F ∧ ∗F , (3.35)
where ∗ is the dual star operation that takes a q-form into a d− q form and ∧ is the
wedge product. On basis q-forms, it is defined by
∗ (dxµ1 ∧ dxµ2 ∧ . . . ∧ dxµq) =
1
(n− p)!ε
µ1µ2...µdηµq+1νq+1ηµq+2νq+2 . . . ηµdνddx
νq+1 ∧ dxνq+2 ∧ . . . ∧ dxνd ,
where ηµν is the flat space-time metric and ε
µ1µ2...µd is the antisymmetric tensor
symbol. The case p = 1 corresponds to abelian Yang-Mills theory. Using dd = 0, one
sees that the action is invariant under the gauge transformation
δA = dλp−1 , (3.36)
where λp−1 is a p− 1 form. This gauge transformation has its own gauge invariance.
In fact, there is a tower of gauge invariances for gauge invariances given by
δλp−1 = dλp−2 ,
...
δλ1 = dλ0 ,
where λq is a q-form. Hence, the theory is p − 1 stage reducible. The number of
degrees of freedom is
ndof =
(
d
p
)
−
(
d
p− 1
)
+
(
d
p− 2
)
− . . .− (−1)p
(
d
1
)
+(−1)p
(
d
0
)
=
(
d− 1
p
)
. (3.37)
Note that
(
d
q
)
is the dimension of the space of q-forms in d dimensional space-time.
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The gauge generators at the s-th stage, Rαs−1sαs , correspond to the exterior deriva-
tive d acting on the space of (p− 1− s) forms, d(p−1−s):
R0 ↔ d(p−1) ,
R1 ↔ d(p−2) ,
...
Rp−1 ↔ d(0) .
Because dd = 0, Eq.(2.19) holds off-shell and all V iαs−2sαs are zero. With the excep-
tion of the gauge generators, all gauge-structure tensors are zero.
If n(p+1) = d = dimension of space time, a topological term can be added to the
action
∆S0 =
∫
F ∧ F ∧ . . . ∧ F︸ ︷︷ ︸
n terms
. (3.38)
For n = 2 one can consider the quantization of ∆S0 alone if d = 2 (p+ 1). This would
be another example of a topological theory.
Abelian p-form theories provide a good background for covariant open string field
theory, a non-abelian generalization of p-form theory which is infinite-stage reducible.
3.6 Open Bosonic String Field Theory
The covariant d = 26 open string field theory was obtained by E. Witten [270].
It resembles a Chern-Simons theory. The fundamental object is a string field A.
Although one can proceed without a detailed understanding of A, A can be expanded
as a series in first-quantized string states whose coefficients are ordinary particle fields.
Each member of this infinite tower of states corresponds to a particular vibrational
mode of the string. In this manner, string theory is able to incorporate collectively
many particles. For example, the open bosonic string possesses a tachyonic scalar, a
massless vector field, and numerous massive states of all possible spins. For reviews on
open bosonic string field theory, see refs.[215, 168, 247]. Also useful is the discussion
in Sect. 7.7, where the first quantization of the bosonic string is treated.
Covariant open string field theory can be formulated axiomatically [270, 271].
Fields are classified according to their string ghost number. If the string ghost number
of B is g(B) = p then we say that B is a string p-form in a generalized sense. The
ingredients of abstract string theory are a derivation Q, a star operation ∗ which
combines pairs of fields to produce a new field, and an integration operation
∫
which
yields a complex number
∫
B for each integration over a string field B. These objects
satisfy five axioms:
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(1) The nilpotency of Q: QQ = 0.
(2) Absence of surface terms in integration:
∫
QA = 0. This axiom is
equivalent to an integration-by-parts rule.
(3) Graded distributive property of Q across ∗:
Q (A ∗B) = QA ∗B + (−1)g(A)A ∗QB.
(4) Associativity of the star product: (A ∗B) ∗ C = A ∗ (B ∗ C).
(5) Graded commutativity of the star product under the integral:∫
A ∗B = (−1)g(A)g(B) ∫ B ∗ A.
The ghost number of a star product of fields is the sum of their ghost numbers:
g(A∗B) = g(A)+g(B). The derivation Q increases the ghost number by 1: g(QA) =
g(A) + 1. In some circles, including refs.[270, 271], the ghost number is shifted by
−3/2 so that A has ghost number −1/2 instead of 1.
The axioms are satisfied for non-abelian Chern-Simons theory in three dimensions.
The field is a non-abelian vector potential which is converted into a Lie-algebra-
valued 1-form by multiplying by dxµ: Aab ≡ Aaµbdxµ ≡ Asµ(Ts)abdxµ, where the Ts
are a set of matrix generators for the Lie group. The derivation Q is the exterior
derivative d. The star product is the wedge product and a matrix multiplication:
(A ∗B)ab = Aac ∧ Bcb. Integration is an integral over a three-dimensional manifold
M without boundary and a trace over the Lie-algebra indices:
∫
A ≡ ∫M Aaa. Axiom
(1) is satisfied because dd = 0. Axiom (2) holds because M has no boundary. Axiom
(3) is satisfied because the exterior derivative d is graded distributive across the wedge
product. Axiom (4) holds because both the wedge product and matrix multiplication
are associative. Finally, axiom (5) is satisfied because of the graded antisymmetry of
the wedge product and the cyclic property of a trace: Tr(MN) = Tr(NM) for any
two matrices M and N . In this example and in open string field theory,
∫
B = 0
unless B is a string 3-form.
The action for the string 1-form A is given by
S0 [A] =
1
2
∫
A ∗QA+ 1
3
∫
A ∗ A ∗A . (3.39)
Using the above five axioms it is straightforward to show that the action is invariant
under the gauge transformation
δA = QΛ0 + A ∗ Λ0 − Λ0 ∗A , (3.40)
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where Λ0 is any string 0-form. The equation of motion for A reads
F ≡ QA + A ∗ A = 0 . (3.41)
For the open bosonic string, Q is the BRST charge QBRST of the first-quantized
theory promoted to an operator by second quantization (see Eq.(7.51) with ρ =
1). The ∗ product is intuitively described as follows. Let σ be the parameter that
determines a point on the string, so that σ = 0 corresponds to one endpoint and
σ = π corresponds to the other endpoint. Divide the string in two at σ = π/2 and
call the two halves the left and right halves. Let C = A ∗ B. Then ∗ “glues” the
left half of A to the right half of B by delta functions and what remains is C so that
the left half of C is the right half of A and the right half of C is the left half of B.
See Fig. 1. The star operator can be thought of as matrix multiplication if the range
0 ≤ σ ≤ π/2 of points of the string is associated with one matrix index and the range
π/2 ≤ σ ≤ π is associated with the other matrix index. The integral operator is a
delta function equating the left and right halves. See Fig. 2. In the matrix analogy,
it is the trace. Precise definitions of Q, ∗ and ∫ in terms of the vibrational modes of
the string, i.e., particle excitations, can be found in refs.[68, 214, 142, 143].
σA = π σB = 0
A B
 
 
 
@
@
@CσA = 0
σC = π
σB = π
σC = 0
Figure 1. The String Star Product
σ = π
2 
σ = 0 σ = π
∫ ←→
Figure 2. The String Integral
Unlike the three-dimensional Chern-Simons theory, the open bosonic string theory
possesses q-forms for q < 0. As a consequence there are on-shell gauge invariances
for gauge invariances at all levels:
δΛ0 = QΛ−1 + A ∗ Λ−1 + Λ−1 ∗ A ,
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δΛ−1 = QΛ−2 + A ∗ Λ−2 − Λ−2 ∗ A ,
...
δΛ−n = QΛ−n−1 + A ∗ Λ−n−1 − (−1)n+1 Λ−n−1 ∗ A , (3.42)
...
where Λq is a string q-form. To verify these gauge invariances, note that if Λ−n+1 =
QΛ−n + A ∗ Λ−n − (−1)n Λ−n ∗ A and if one changes Λ−n by δΛ−n = QΛ−n−1 + A ∗
Λ−n−1− (−1)n+1Λ−n−1 ∗A then Λ−n+1 changes by δΛ−n+1 = (QA + A ∗ A)∗Λ−n−1−
Λ−n−1 ∗ (QA+ A ∗ A), as a little algebra reveals. As a consequence, this change
δΛ−n+1 in Λ−n+1 is zero when the equations of motion in Eq.(3.41) are invoked. One
of the confusing aspects of quantizing the open bosonic string is the following. In the
free theory, the second term in Eq.(3.39) is dropped. Then the theory is invariant
under the tower of gauge transformations δΛ−n = QΛ−n−1 for n ≥ −1 where Λ1 ≡ A.
The gauge invariances of gauge invariances hold off-shell because of the nilpotency
of Q. So the quantization of the free-theory proceeds without any non-zero on-shell
structure tensors. In contrast, for the interacting theory there exist non-zero on-shell
tensors in the gauge structure.
Indeed, let us determine the gauge structure of the theory. The algebra is closed
because the commutator of two gauge transformations Λ
(1)
0 and Λ
(2)
0 is equivalent to a
single gauge transformation given by Λ
(12)
0 = Λ
(1)
0 ∗Λ(2)0 −Λ(2)0 ∗Λ(1)0 . Hence, Ejiαβ = 0
in Eq.(2.23) and T γαβ is the matrix element of the ∗ operator among three string
states. This is also known as the three-point vertex function and has been computed
in refs.[68, 214, 142, 143]. The gauge generators Rs in Eq.(2.19) correspond to the
covariant derivative operator D(−s) restricted to the space of −s forms,
Rs ↔ D(−s) , (3.43)
where D(q) is defined by
D(q)Bq = QBq + A ∗Bq − (−1)qBq ∗ A , (3.44)
when acting on any q-form Bq and A is the string gauge field. Eq.(2.19), when applied
to a −s form ghost η(s), reads
D(−s+1)D(−s)η(s) = F ∗ η(s) − η(s) ∗ F , (3.45)
where F is given in Eq.(3.41). Hence, the V iαs−2sαs in Eq.(2.19) are not zero and are
given by the commutator of the star operator restricted to the space of −s forms:
S0,iV
i
s η
(s) ↔ F ∗ η(s) − η(s) ∗ F . (3.46)
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3.7 The Massless Relativistic Spinning Particle
In this subsection, we consider an example with an anti-commuting gauge param-
eter, i.e, a system with local supersymmetry. Local supersymmetric theories are also
known as supergravity theories. In such theories, the lagrangians and transformation
laws are usually complicated. Since our purpose is not to review supersymmetry,
we treat one of the simplest examples: the massless relativistic spinning particle
[10, 41, 65]. It is a (0 + 1)-dimensional supergravity theory.
We begin with the massless flat-space version of the spinless relativistic particle,
namely, the theory discussed in Sect. 3.1 and governed by the action in Eq.(3.1) with
e = 1 and m = 0. To obtain local supersymmetry, one can proceed in two ways. One
can first implement general coordinate invariance and then supersymmetry, or one
can first implement supersymmetry and then general coordinate invariance:
Flat Space Theory
 
 
 	
@
@
@R
General Coordinate Invariance Supersymmetry
Gravity Supersymmetric Theory
@
@
@R
 
 
 	
General Coordinate InvarianceSupersymmetry
Supergravity
The result of such a program is a supergravity.
Consider the first step of the left path of the above diagram. To implement
general coordinate invariance, the Poincare´ group must be realized locally. In 0 + 1-
dimensions, the Poincare´ group consists of translations: τ → τ + ε. The local version
of this transformation is τ → τ + ε(τ), that is, ε becomes a function of τ . The fields
for the spinless relativistic particle are the xµ(τ) of Sect. 3.1. Under local translations
they change as xµ (τ + ε (τ))− xµ (τ) = ε (τ) x˙µ (τ) + . . .. Hence, the transformation
law for xµ (τ) is the one given in Eq.(3.6).
As in any gauge theory, it is necessary to introduce a gauge field and promote
ordinary derivatives to covariant derivatives [256, 276, 177]: ∂τ → Dτ so that covariant
derivatives transform in the same way as fields, namely
δ (Dτxµ (τ)) = ε (τ) ∂τ (Dτxµ (τ)) . (3.47)
The gauge field is contained in the einbein e of Sect. 3.1. It transforms as in Eq.(3.6).
The covariant time derivative Dτ is
Dτxµ (τ) ≡ 1
e
∂τx
µ (τ) . (3.48)
Using Eq.(3.6) it is a simple exercise to verify thatDτxµ (τ) transforms as in Eq.(3.47).
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Any function F of xµ and Dτxµ transforms in the same way as xµ, i.e.,
δF = ε (τ) ∂τF , (3.49)
as is easily checked. Given any such F , the action∫
dτeF (xµ,Dτxµ) (3.50)
is invariant since∫
dτδ (eF ) =
∫
dτ (∂τ (εe)F + εe∂τF ) =
∫
dτ∂τ (εeF ) −→ 0 ,
if ε(τ) goes to zero at τ = ±∞. The action in Eq.(3.1) corresponds to
F =
1
2
(
Dτxµ (τ)Dτxµ (τ)−m2
)
. (3.51)
One could also add to Eq.(3.51) an arbitrary potential term V (xµ (τ)) and the theory
would still be locally coordinate invariant; however, the global symmetries xµ →
xµ+ aµ, where aµ are constants, would be broken. Requiring such a symmetry forces
V (xµ (τ)) to be constant.
The above describes the general idea in constructing theories with general coordi-
nate invariance. In higher-dimensions, e has more components and a spin connection
must be introduced for fields with spin. In short, the procedure labelled “general
coordinate invariance” in the above diagram corresponds to introducing gravitational
gauge fields and promoting ordinary derivatives to covariant derivatives. For more
details, see the example in Sect. 3.8.
Let us consider the process of supersymmetrizing the massless version of the spin-
less relativistic particle, the example presented in Sect. 3.1. The action is given in
Eq.(3.1) with m = 0 and e = 1. It is necessary to have m = 0 because there does
not exist a supersymmetric generalization of the m2 term. The fields of the spinless
relativistic particle are xµ which are functions of the proper time variable τ . To su-
persymmetrize the theory, one goes from ordinary space to superspace by enlarging
the coordinate system from τ to τ and θ: τ → (τ, θ), where the anticommuting coor-
dinate θ is the supersymmetric partner of τ . Fields are then promoted to superfields
by making them functions of θ:
xµ (τ)→ Xµ (τ, θ) ≡ xµ (τ) + θψµ (τ) , (3.52)
where the right-hand side of Eq.(3.52) is a Taylor series expansion in θ. It terminates
at θ because θθ = 0. The θ-component of the superfield Xµ is ψµ. It is the fermionic
partner of xµ.
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Although our purpose is not to review supersymmetry, we present enough back-
ground to make this section self-contained. For extensive reviews on supersymmetry
see refs.[124, 267]. Superfields form an algebra. This means that they can be added
and multiplied. Given two superfields A1 = a1 + θb1 and A2 = a2 + θb2 their sum is
A1+A2 = (a1 + a2) + θ (b1 + b2) and their product is A1A2 = a1a2+ a1θb2+ θb1a2 =
a1a2 + θ
(
b1a2 + (−1)ǫ(a1) a1b2
)
. Superfields can be manipulated in a manner similar
to complex numbers. One only has to be careful about minus signs arising from quan-
tities that anticommute. Supersymmetry calculus is also straightforward. In addition
to taking derivatives with respect to τ one can take derivatives with respect to θ. In
a natural way, one defines ∂θ ≡ ∂∂θ so that ∂θA = b when A = a+ θb. Note that ∂θ is
a left derivative. Integration is defined as the operation that selects the θ component
of a superfield and serves the same function as ∂θ:
∫
dθA = ∂θA = b. For more on
Grassmann integration and supermanifolds, see refs.[38, 40, 188, 85, 39].
The generator of supersymmetry transformations is denoted by Q (not to be
confused with the BRST operator of the previous subsection). It is also convenient
to use instead of ∂θ a generalized θ-derivative Dθ. More explicitly Dθ and Q are
Dθ ≡ ∂θ − iθ∂τ ,
Q ≡ ∂θ + iθ∂τ . (3.53)
The 1-dimensional super-algebra is
{Q, Q} = 2QQ = 2i∂τ ≡ 2H ,
[H,Q] = 0 . (3.54)
These equations are easily verified using Eq.(3.53). In theories for which a super-
symmetry charge Q exists, the hamiltonian necessarily has a non-negative spectrum
as a consequence of H = QQ ≥ 0. In addition, [H,Q] = 0 implies that there is
a fermionic state for every bosonic state and vice-versa, except possibly for a zero
energy state. The (anti)commutators involving Dθ are {Q,Dθ} = 0, [H,Dθ] = 0, and
{Dθ, Dθ} = −2H .
The supersymmetry transformations are defined by δA = iξQA where ξ is an
anticommuting parameter. For Xµ, a simple calculation gives δXµ = iξQXµ =
iξψµ + θξ∂τx
µ. Given that δXµ is defined by δXµ ≡ δxµ + θδψµ, one obtains for the
transformation rules for the components of Xµ
δxµ = iξψµ ,
δψµ = ξ∂τx
µ . (3.55)
J.Gomis, J. Par´ıs and S. Samuel — Antibracket, Antifields and . . . 41
The reason for using Dθ in lieu of ∂θ is that DθA transforms as a superfield if A
transforms as such, since Dθ commutes with Q: δ (DθA) = Dθ (iξQA) = iξQ (DθA).
The same statement holds for ∂τA since [∂τ , Q] = −i [H,Q] = 0 so that one does not
need to generalize ∂τ .
Supersymmetric-invariant actions are constructed from the θ component of a su-
perfield: Note that δ
(
A|θ component
)
= ξ∂τ (A|θ=0) so that if one integrates this com-
ponent over τ to obtain an action S0, this action is invariant if fields fall off sufficiently
fast at τ → ±∞. Given that ∂τXµ, DθXµ and Xµ are all superfields and that su-
perfields form an algebra, the θ component of any function of these fields transforms
as a total τ derivative: δ
(
F (∂τX
µ, DθX
µ, Xµ)|θ component
)
= ξ∂τ (F |θ=0). Since
∫
dθ
picks out the θ component of a superfield, an invariant action is
S0 =
∫
dτ
∫
dθF (∂τX
µ, DθX
µ, Xµ) . (3.56)
The supersymmetric generalization of the action for the massless relativistic particle
consists in taking F in (3.56) as F = i
2
DθX
µ∂τXµ since, when written in component
fields, it contains the correct kinetic energy term for xµ:
S0 =
i
2
∫
dτ
∫
dθDθX
µ∂τXµ =
1
2
∫
dτ (∂τx
µ∂τxµ − iψµ∂τψµ) . (3.57)
It is easily checked that Eq.(3.57) is invariant under the transformations in Eq.(3.55).
One could add interactions by using a more general F (∂τX
µ, DθX
µ, Xµ).
The final goal of this subsection is to implement both local translational and local
supersymmetry and construct a supergravity theory. Following the procedures above,
we promote the einbein e(τ) to a superfield E: e (τ)→ E (τ, θ) where
E (τ, θ) ≡ e (τ) + θχ (τ) . (3.58)
Here, χ is the superpartner of e. The infinitesimal gauge parameters associated with
general coordinate invariance and supersymmetry are grouped into one superfield ηt
via
ηt (τ, θ) ≡ ε (τ) + θξ (τ) . (3.59)
Using ηt and the θ-partner to ηt, given by
ηθ (τ, θ) ≡ iE∂θηt = ieξ (τ) + iθχξ (τ) , (3.60)
one writes the transformation rule for a superfield such as A (τ, θ) as
δA = ηt (τ, θ) ∂τA+ η
θ (τ, θ) ∂θA . (3.61)
Notice that Eq.(3.61) reduces to the correct transformation law δA = ε (τ) ∂τA when
ξ = 0. Furthermore, when χ→ 0, ε (τ)→ 0, e→ 1, and ξ is not longer a function of
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τ , the right-hand side of Eq.(3.61) becomes (iξ∂θ + θξ∂τ )A = iξQA, which is the flat
space supersymmetry transformation. Hence Eq.(3.61) reduces to expected results in
these two limits. The transformation law for E must be generalized from δe = ∂τ (εe).
As will become clear below when we construct invariant actions, one needs
δE = ∂τ
(
ηtE
)
− ∂θ
(
ηθE
)
. (3.62)
With this transformation law for E, it is straightforward to find covariant deriva-
tive operators Dτ and Dθ that maintain the supersymmetry transformation law
in Eq.(3.61). One requires δ (DτA) = ηt∂τ (DτA) + ηθ∂θ (DτA) and δ (DθA) =
ηt∂τ (DθA) + ηθ∂θ (DθA). A solution is
DτA ≡ 1
E
(∂τA− i∂θE∂θA) ,
DθA ≡ ∂θA− iθDτA . (3.63)
When acting on the superfield Xµ, one finds
DτXµ = 1
e
(∂τx
µ − iχψµ) + θ
e
(
∂τψ
µ − χ
e
∂τx
µ
)
,
DθXµ = ψµ − iθ
e
(∂τx
µ − iχψµ) . (3.64)
Again, superfields form an algebra so that any function F of DτXµ, DθXµ and Xµ
transforms as a superfield in curved space:
δF (DτXµ,DθXµ, Xµ) = ηt∂τF + ηθ∂θF .
It is now straightforward to show that
S0 =
∫
dτ
∫
dθEF , (3.65)
is an invariant action since
δ
∫
dτ
∫
dθEF =∫
dτ
∫
dθ
((
∂τ
(
ηtE
)
− ∂θ
(
ηθE
))
F + E
(
ηt∂τF + η
θ∂θF
))
=
∫
dτ
∫
dθ
(
∂τ
(
ηtEF
)
− ∂θ
(
ηθEF
))
is a total derivative. The transformation rule for E in Eq.(3.62), including the mi-
nus sign on the right-hand side, was deliberately chosen so that EF would lead to
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an invariant super-lagrangian. Taking F = i
2
DθXµDτXµ produces the extension of
Eq.(3.57) with general coordinate invariance:
S0 =
i
2
∫
dτ
∫
dθEDθXµDτXµ =
1
2
∫
dτ
(
1
e
∂τx
µ∂τxµ − iψµ∂τψµ − 2iχ
e
ψµ∂τxµ
)
. (3.66)
By construction, one is guaranteed that Eq.(3.66) is invariant under the transfor-
mations in Eqs.(3.61) (when A = Xµ) and (3.62). In components, these equations
read
δxµ = ε∂τx
µ + ieξψµ ,
δψµ = ε∂τψ
µ + ξ (∂τx
µ − iχψµ) ,
δe = ∂τ (εe) + 2ieξχ , (3.67)
δχ = ∂τ (εχ+ ξe) .
A good exercise is to check explicitly that Eq.(3.66) is invariant under Eq.(3.67).
Since the transformations rules in Eqs.(3.61) and (3.62) are defined independent
of an action, the algebra should close off-shell. The only thing to check is that the
commutator of two transformations produces an effect on E similar to the one on Xµ.
A little algebra reveals that
[δ1, δ2]φ
i = δ12φ
i , (3.68)
where φi = xµ, ψµ, e or χ, and δ12 corresponds to a transformation with
ε12 = ε2ε˙1 − ε1ε˙2 + 2ieξ2ξ1 ,
ξ12 = ε2ξ˙1 − ε1ξ˙2 + ε˙1ξ2 − ε˙2ξ1 + 2iχξ2ξ1 . (3.69)
The algebra closes off-shell but has field-dependent structure constants due to the
presence of e and ξ in Eq.(3.69). In the non-supersymmetric limit for which ξ1 =
ξ2 = χ = 0, the spinless-relativistic-particle algebra in Eq.(3.7) is reproduced. In the
flat-space limit for which χ = 0, e = 1, and gauge parameters do not depend on τ ,
Eq.(3.69) reduces to the flat space supersymmetry algebra in Eq.(3.54).
In four dimensions, the construction of supergravity theories is considerably more
complicated. Several gravitational superfields enter. The interested reader can find
introductions to four-dimensional supergravity in refs.[258, 124, 267]. The formalism
presented here is the one-dimensional analog of the covariant-Θ formalism of Chapters
XX and XXI of ref.[267].
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3.8 The First-Quantized Bosonic String
The open bosonic string is the two-dimensional generalization of the relativistic
particle considered in Sect. 3.1. It is a general-coordinate-invariant theory. As such,
it can be regarded as a certain type of two-dimensional gravity theory.
Let us review the construction of general-coordinate-invariant theories involving
some scalar fields Ai. In what follows, all the Ai behave similarly and we drop the
superscript index i. We use the vielbein formulation. The gauge fields which im-
plement local coordinate invariances are vielbeins ea
m, where a = 0, . . . , d − 1 and
m = 0, . . . , d − 1. These indices take on d values corresponding to time and space
coordinates. The indexm is the Einstein index associated with local coordinate trans-
formations. The index a is the tangent-space Lorentz index used for implementing
local Lorentz transformations. The inverse metric gmn is the inverse of the metric
gmn: g
mpgpn ≡ δmn . It is related to the vielbein via gmn ≡ ηabeamebn, where ηab is
the flat-space metric. For d = 2, ηab = ηab =
(−1 0
0 1
)
. Lorentz indices a, b, c,
etc. are raised and lowered using ηab and ηab. Einstein indices are raised and lowered
using gmn and gmn. Hence, the inverse vielbein e
a
m is e
a
m ≡ gmnηabebn and satisfies
eanea
m = δmn and e
a
meb
m = δab , as one can easily check. The metric can be expressed
in terms of eam via gmn = ηabe
a
me
b
n.
Under an infinitesimal local translation in the m-th direction by εm, a scalar field
A changes by δA = A (xm + εm)−A (xm) or
δA = εm∂mA . (3.70)
One would like to find covariant derivatives DaA that transform in the same way:
δ(DaA) = εm∂m (DaA). The vielbein eam allows one to do this. Letting
DaA = eam∂mA , (3.71)
and requiring the correct transformation law for DaA, one finds that eam must trans-
form as
δea
m = εn∂nea
m − ean∂nεm . (3.72)
Any function F of A and DaA will transform like A: δF (A,DaA) = εm∂mF . Suppose
one can find a density e whose transformation law is
δe = ∂m (ε
me) . (3.73)
Then eF transforms as a total derivative δeF = ∂m (ε
meF ) and is a candidate for an
action density. When the action density is integrated over space-time, it is invariant
under local coordinate transformations as long as gauge parameters vanish at infinity.
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The density e can be constructed from the determinant of the vielbein det (e.
.).
Note that det (e.
.) transforms as
δ det (e.
.) = δea
m × cofactor matrix of eam = δeameam det (e..) .
The derivative of det (e.
.) is
∂n det (e.
.) = ∂nea
m × cofactor matrix of eam = ∂neameam det (e..) .
Using these results, a short calculation reveals that
e ≡ 1
det (e..)
= det (e..) (3.74)
transforms as in Eq.(3.73). The relativistic particle, presented as the example in Sect.
3.1, is a (0 + 1)-dimensional theory where the field e in that section is the same as
the density e defined here: e = det (e..) = e
0
0 = 1/e0
0.
In contrast to the metric gmn, which has d(d+1)/2 degrees of freedom, the vielbein
ea
m has d2 degrees of freedom. To compensate for this difference, one requires that the
theory be invariant under local Lorentz transformations that act on Lorentz indices
a, b, etc.. The transformation laws are
δea
m = (εM)a
beb
m , δA = 0 , (3.75)
where (εM)a
b stands for 1
2
(εcdMcd)a
b
. Here, the d(d−1)/2 parameters εcd satisfy εcd =
−εdc and characterize the size of the infinitesimal-local-Lorentz transformations. The
d(d−1)/2 matrix generators Mab satisfy the Lorentz algebra [Mab,Mcd] = −ηacMbd+
ηadMbc + ηbcMad − ηbdMac and are antisymmetric in the lower indices c and d: Mcd =
−Mdc. When we write (Mcd)ab, a and b are matrix indices whereas c and d label
the different Lorentz transformations: Mcd produces an infinitesimal transformation
in the c–d plane. One explicit realization of Mcd is (Mcd)a
b = ηacδ
b
d − ηadδbc. The
extra d(d − 1)/2 gauge invariances guarantees that the physical numbers of degrees
of freedom in ea
m and gmn are the same.
Given a number of fields V ia , with Lorentz indices, local invariants are constructed
by using the flat space metric ηab via ηabV iaV
j
b or the flat space antisymmetric ε
a0a1...ad−1
symbol via εa0a1...ad−1V i0a0V
i1
a1 . . . V
id−1
ad−1
. A locally general coordinate and Lorentz in-
variant action for a scalar field A is
S0 = −1
2
∫
dt dd−1x eηabDaADbA . (3.76)
For the rest of this subsection, we set d = 2. When the dimension of space-
time is 1 + 1, the action Eq.(3.76) is also classically invariant under local conformal
transformations that scale the vielbein by a spacetime dependent function ε:
δea
m = εea
m , δA = 0 . (3.77)
J.Gomis, J. Par´ıs and S. Samuel — Antibracket, Antifields and . . . 46
We thus have three types of local transformations: translations, Lorentz rotations and
scaling. Let us respectively associate ε., ε.. and ε with each of these. In other words,
we use the number of indices on the infinitesimal parameter to distinguish the trans-
formations. The algebra of gauge transformations is as follows. The commutator of
two local translations is a local translation so that they form a subalgebra. Likewise
the commutator of two local Lorentz transformations is a local Lorentz transforma-
tion. The commutator of a translation and a Lorentz rotation is a Lorentz rota-
tion. Local translations and Lorentz rotations also form a subalgebra. Local scaling
transformations commute. They also commute with local Lorentz transformations.
Finally, the commutator of a scaling transformation and a translation produces a
scaling transformation. These last few statements correspond to
[δ (ε.1) , δ (ε
.
2)] = δ (ε
.
12) , where ε
m
12 = ε
n
2∂nε
m
1 − εn1∂nεm2 ,
[δ (ε..1) , δ (ε
..
2)] = δ (ε
..
12) , where ε
ab
12 =
(
εac1 ε
bd
2 − εac2 εbd1
)
ηcd ,
[δ (ε..1) , δ (ε
.
2)] = δ (ε
..
12) , where ε
ab
12 = ε
n
2∂nε
ab
1 ,
[δ (ε1) , δ (ε2)] = 0 , (3.78)
[δ (ε1) , δ (ε
..
2)] = 0 ,
[δ (ε1) , δ (ε
.
2)] = δ (ε12) , where ε12 = ε
n
2∂nε1 .
Equation (3.78) is the gauge algebra for the bosonic string. It is a closed irreducible
algebra with field-independent commutator structure constants and hence a Lie alge-
bra.
The scalar fields for the D = 26 bosonic string are target space coordinate Xµ
where µ ranges from 0 to 25. The action is Eq.(3.76) for each of these fields
S0 = −1
2
∫
dτ
∫ π
0
dσeηabηµνDaXµDbXν , (3.79)
where ηµν is the flat-space 25 + 1 metric with signature (−1, 1, 1, . . . , 1), Da is
given in Eq.(3.71), and e = 1/(eτ
τeσ
σ − eτ σeστ ). The world-sheet coordinates are
denoted by τ and σ instead of t and x. Hence the first-quantized bosonic string
is a scale-invariant two-dimensional gravity theory on a finite spatial region since σ
ranges from 0 to π. For the closed bosonic string, the fields Xµ are periodic in σ,
whereas for the open bosonic string, one requires ∂σX
µ to vanish at σ = 0 and σ = π.
Eq.(3.79) is invariant under the general coordinate transformations in Eqs.(3.70) and
(3.72), under the Lorentz gauge transformations in Eq.(3.75), and under the local scale
transformations in Eq.(3.77) where A stands for Xµ; however, the local translation
parameters εm must obey the same boundary conditions as Xµ. It is a useful exercise
to check explicitly the gauge invariances of Eq.(3.79).
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There are four gauge invariances, two translations, one Lorentz boost and one
scaling transformation. It is necessary for the target space to be 26 dimensions in
order to avoid an anomaly in one of these invariances. This is discussed in Sect. 9.3.
Hence in D = 26, the components of ea
m can be fixed to constant values. Often
ea
m =
(
1 0
0 1
)
is used. Then Eq.(3.79) becomes a free field theory. However, in
gauge fixing, one should introduce ghosts. These ghosts play a somewhat minor role
in the first-quantized theory. However, in the second-quantized formulation, namely
the string field theory of Sect. 3.6, the ghosts as well as Xµ(σ) become coordinates
of the string field A in Eq.(3.39).
Eq.(3.79) is classically equivalent to the usual Nambu-Goto action [197, 138].
Using the equations of motion of ea
m to eliminate the vielbein, one finds, after some
algebra, that
1
2
eηabηµνDaXµDbXν →
√
(∂τXµ∂σXµ)
2 − (∂τXµ∂τXµ)(∂σXν∂σXν) ,
which is the familiar Nambu-Goto action density.
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4 The Field-Antifield Formalism
Consider the classical system defined in Sect. 2, described by the action S0[φ
i] and
having gauge invariances. The ultimate goal is to quantize this theory in a covariant
way. The field-antifield formalism was developed to achieve this aim. In this section,
we present the field-antifield formalism at the classical level. In brief, it involves five
steps:
(i) The original configuration space, consisting of the φi, is enlarged to
include additional fields such as ghost fields, ghosts for ghosts, etc.. One
also introduces the antifields of these fields.
(ii) On the space of fields and antifields, one defines an odd symplectic
structure ( , ) called the antibracket.
(iii) The classical action S0 is extended to include terms involving ghosts
and antifields and is denoted by S.
(iv) The classical master equation is defined to be (S, S) = 0.
(v) Finally, one finds solutions to the classical master equation subject to
certain boundary conditions.
The key result of this section is that the solution in steps (iv) and (v) leads to a
set of equations containing all relations defining the gauge algebra and its solution.
The action S is the generating functional for the structure functions. Hence, the field-
antifield formalism is a compact and efficient way of obtaining the gauge structure
derived in Sect. 2.
4.1 Fields and Antifields
Suppose a theory is irreducible with m0 gauge invariances. Then, at the quantum
level, m0 ghost fields are needed. As in Sect. 2.4, it is useful to introduce these
ghost fields at the classical level. Hence, the field set ΦA is ΦA = {φi, Cα00 } where
α0 = 1, . . . , m0. If the theory is first-stage reducible, there are gauge invariances for
gauge invariances and hence there are ghosts for ghosts. If there are m1 first-level
gauge invariances then, to the above set, one adds the ghost-for-ghost fields Cα11 where
α1 = 1, . . . , m1. In general for an L-th stage reducible theory, the set of fields Φ
A,
A = 1, . . . , N , is
ΦA =
{
φi, Cαss ; s = 0, . . . , L; αs = 1, . . . , ms
}
. (4.1)
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An additive conserved charge, called ghost number, is assigned to each of these fields.
The classical fields φi are assigned ghost number zero, whereas ordinary ghosts have
ghost number one. Ghosts for ghosts, i.e., level-one ghosts, have ghost number two,
etc.. Similarly, ghosts have opposite statistics of the corresponding gauge parameter,
but ghosts for ghosts have the same statistics as the gauge parameter, and so on,
with the statistics alternating for higher-level ghosts. More precisely,
gh [Cαss ] = s+ 1 , ǫ(Cαss ) = ǫαs + s+ 1 (mod 2) . (4.2)
Next, one introduces an antifield Φ∗A, A = 1, . . . , N , for each field Φ
A. The ghost
number and statistics of Φ∗A are
gh [Φ∗A] = −gh
[
ΦA
]
− 1 , ǫ (Φ∗A) = ǫ
(
ΦA
)
+ 1 (mod 2) , (4.3)
so that the statistics of Φ∗A is opposite to that of Φ
A.
At this stage, the antifields do not have any direct physical meaning. They are
only used as a mathematical tool to develop the formalism. However, they can be in-
terpreted as source coefficients for BRST transformations. This is made clear from the
discussion of the effective action. See Sect. 8.4. For computing correlation functions,
S-matrix elements and certain quantities, antifields are eliminated by a gauge-fixing
procedure.
The set of fields and antifields just introduced is called the classical basis.3 When
gauge-fixing is considered in Sect. 6, another basis, known as the gauge-fixed basis,
can be introduced. Then, the implications of the classical master equation change.
This is discussed in Sect. 6.6.
4.2 The Antibracket
In the space of fields and antifields, the antibracket ref.[277, 24] is defined by
(X, Y ) ≡ ∂rX
∂ΦA
∂lY
∂Φ∗A
− ∂rX
∂Φ∗A
∂lY
∂ΦA
. (4.4)
Many properties of (X, Y ) are similar to a graded version of the Poisson bracket, with
the grading of X and Y being ǫX+1 and ǫY +1 instead of ǫX and ǫY . The antibracket
satisfies
(Y,X) = −(−1)(ǫX+1)(ǫY +1)(X, Y ) ,
((X, Y ) , Z) + (−1)(ǫX+1)(ǫY +ǫZ) ((Y, Z) , X) + (−1)(ǫZ+1)(ǫX+ǫY ) ((Z,X) , Y ) = 0 ,
gh[(X, Y )] = gh[X] + gh[Y ] + 1 ,
3 This definition differs somewhat from the one of refs.[252, 257].
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ǫ[(X, Y )] = ǫX + ǫY + 1 (mod 2) . (4.5)
The first equation says that ( , ) is graded antisymmetric. The second equation shows
that ( , ) satisfies a graded Jacobi identity. The antibracket “carries” ghost number
one and has odd statistics. From these properties and the definition of right and left
derivatives, one concludes that
(B,B) = 2
∂rB
∂ΦA
∂lB
∂Φ∗A
, for B bosonic ,
(F, F ) = 0 , for F fermionic ,
((X,X), X) = 0 , for any X . (4.6)
The above expression for (B,B) is derived in Appendix A. The antibracket (X, Y ) is
also a graded derivation with ordinary statistics for X and Y :
(X, Y Z) = (X, Y )Z + (−1)ǫY ǫZ(X,Z)Y ,
(XY,Z) = X(Y, Z) + (−1)ǫXǫY Y (X,Z) . (4.7)
The antibracket defines an odd symplectic structure because it can be written as
(X, Y ) =
∂rX
∂za
ζab
∂lY
∂zb
, where ζab ≡
(
0 δAB
−δAB 0
)
, (4.8)
when one groups the fields and antifields collectively into za: za = {ΦA,Φ∗A}, a =
1, . . . , 2N . The expression for the antibracket in Eq.(4.8) is sometimes useful in ab-
stract proofs. The antibracket formalism can be developed in an arbitrary coordinate
system, in which case ζab is replaced by an odd closed field-dependent two-form. For
more details, see Sect. 10.7. However, locally there always exists a basis for which ζab
is of the form of Eq.(4.8) [218].
The antibracket in the space of fields and antifields plays a role analogous to
the Poisson bracket. Whereas the Poisson bracket is used at the classical level in a
hamiltonian formulation, the antibracket is used at the classical or quantum level in a
lagrangian formalism. One can use the antibracket in a manner similar to the Poisson
bracket. The antifield Φ∗A can be thought of as the conjugate variable to Φ
A since(
ΦA,Φ∗B
)
= δAB . (4.9)
Infinitesimal canonical transformations [24] in which ΦA → Φ¯A and Φ∗A → Φ¯∗A, where
Φ¯A and Φ¯∗A are functions of the Φ and Φ
∗, are defined by
Φ¯A = ΦA + ε
(
ΦA, F
)
+O(ε2) , Φ¯∗A = Φ
∗
A + ε (Φ
∗
A, F ) + O(ε
2) , (4.10)
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where F is an arbitrary function of the fields and antifields with gh[F ] = −1 and
ǫ(F ) = 1. A short calculation reveals that the canonical structure in Eq.(4.9) is
maintained:(
Φ¯A, Φ¯∗B
)
= δAB +O(ε
2) ,
(
Φ¯A, Φ¯B
)
= 0 +O(ε2) ,
(
Φ¯∗A, Φ¯
∗
B
)
= 0 +O(ε2) .
(4.11)
Canonical transformations preserve the antibracket, i.e.,
∂rX
∂Φ¯A
∂lY
∂Φ¯∗A
− ∂rX
∂Φ¯∗A
∂lY
∂Φ¯A
=
∂rX
∂ΦA
∂lY
∂Φ∗A
− ∂rX
∂Φ∗A
∂lY
∂ΦA
+O(ε2) .
Under Eq.(4.10), an arbitrary scalar function G of fields and antifields transforms as
G→ G+ δG where
δG = ε(G,F ) +O(ε2) . (4.12)
An alternative approach [263, 27] uses a function which is a combination of original
and transformed fields, F2[Φ, Φ˜
∗], to produce a canonical transformation via
Φ˜A =
∂lF2
[
Φ, Φ˜∗
]
∂Φ˜∗A
, Φ∗A =
∂rF2
[
Φ, Φ˜∗
]
∂ΦA
, (4.13)
where ǫ (F2) = 1 and gh [F2] = −1. Of course, one must require this change of vari-
ables to be non-singular. The advantage of using F2 is that the antibracket structure
is exactly preserved(
Φ˜A, Φ˜∗B
)
= δAB ,
(
Φ˜A, Φ˜B
)
=
(
Φ˜∗A, Φ˜
∗
B
)
= 0 . (4.14)
so that F2 generates a finite transformation. A proof of Eq.(4.14) is given in ref.[251].
In using Eq.(4.13), one must solve for ΦA and Φ∗A in terms of Φ˜
A and Φ˜∗A, i. e.,
ΦA = Φ¯A[Φ˜, Φ˜∗] and Φ∗A = Φ¯
∗
A[Φ˜, Φ˜
∗]. Then the canonical transformation corresponds
to the shifts ΦA → Φ¯A[Φ,Φ∗] and Φ∗A → Φ¯∗A[Φ,Φ∗]. Infinitesimal transformations are
recovered using
F2 = Φ˜
∗
AΦ
A + εf2
[
Φ, Φ˜∗
]
. (4.15)
When f2 = −F , Eq.(4.10) is reproduced to order ε.
The role of the antibracket at quantum level is discussed in Sect. 8.
4.3 Classical Master Equation and Boundary Conditions
Let S[Φ,Φ∗] be an arbitrary functional of fields and antifields with the dimensions
of action and with ghost number zero and even statistics: ǫ(S) = 0 and gh[S] = 0.
The equation
(S, S) = 2
∂rS
∂ΦA
∂lS
∂Φ∗A
= 0 (4.16)
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is called the classical master equation. This simple looking equation is the main topic
of this subsection.
Not every solution to Eq.(4.16) is of interest. It is necessary to satisfy certain
boundary conditions. A relevant solution plays a double role. On one hand, a solu-
tion S is the generating functional for the structure functions of the gauge algebra. All
relations among structure functions are contained in Eq.(4.16), thereby reproducing
the equations in Sect. 2.4 and generalizing them to the generic L-th stage reducible
theory. On the other hand, S is the starting action to quantize covariantly the the-
ory. After a gauge-fixing procedure is implemented, one can commence perturbation
theory. The latter aspects are treated in Sect. 6.
Regard S as the action for fields and antifields. The variations of S with respect
ΦA and Φ∗A are the equations of motion:
∂rS
∂za
= 0 , (4.17)
where the collective variables za in Eq.(4.8) are used. We assume there exists a least
one stationary point for which Eq.(4.17) holds. We let Σ denote this subspace of
stationary points in the full space of fields and antifields:
Σ←→
{
∂rS
∂za
= 0
}
. (4.18)
It turns out that, given a classical solution φ0 of S0 as in Eq.(2.9), one possible
stationary point is
φj = φj0 , Cαss = 0; s = 0, . . . , L; αs = 1, . . . , ms , Φ∗A = 0 . (4.19)
An action S, satisfying the master equation (4.16), possesses its own set of gauge
invariances. Indeed, by differentiating Eq.(4.16) with respect to zb, one finds after a
little algebra that
∂rS
∂za
Rab = 0 , a = 1, . . . , 2N , (4.20)
where
Rab ≡ ζac
∂l∂rS
∂zc∂zb
. (4.21)
Although there appears to be 2N gauge invariances, not all of them are independent
on-shell as we now demonstrate. Differentiating Eq.(4.20) with respect to zd, mul-
tiplying by ζcd, using the definition of Rab in Eq.(4.21) and imposing the stationary
condition in Eq.(4.17), one finds that
RcaRab |Σ = 0 ,
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where Σ denotes the space satisfying the on-shell condition in Eq.(4.18). One con-
cludes that Rab is on-shell nilpotent. It is an elementary result of matrix theory that a
nilpotent 2N ×2N matrix has rank less than or equal to N . Hence, at the stationary
point there exist at least N relations among the gauge generators Rab and therefore
the number 2N − r of independent gauge transformations on-shell is greater than or
equal to N , where r is the rank of the hessian of S at the stationary point:
r ≡ rank ∂l∂rS
∂za∂zb
∣∣∣∣∣
Σ
. (4.22)
Necessarily,
r ≤ N .
A solution to the master equation is called proper if
r = N , (4.23)
where r is given in Eq.(4.22). When r < N , there are solutions to ∂rS
∂za
δza = 0 other
than the ones given by Eqs.(4.20) and (4.21).
Usually, only proper solutions are of interest. The reason is simple. The action S
contains the physical fields φi and the ghost fields necessary for quantization. How-
ever, the antifields Φ∗A, A = 1, . . . , N , are unphysical. If r = N , then the number of
independent gauge invariances of the type in Eq.(4.20) is the number of antifields. As
a consequence, one can remove the N non-physical variables Φ∗A, while maintaining
the N fields ΦA. At a later stage, the antifields can be eliminated through a gauge-
fixing procedure. Throughout the rest of this article, we restrict the discussion to the
proper case.
We have not yet specified the relation between S0 and S. To make contact with
the original theory, one requires the proper solution to contain the original action
S0[φ]. This requirement ensures the correct classical limit. It corresponds to the
following boundary condition on S
S [Φ,Φ∗]|Φ∗=0 = S0 [φ] . (4.24)
An additional boundary requirement is
∂l∂rS
∂C∗s−1,αs−1∂Cαss
∣∣∣∣∣
Φ∗=0
= Rαs−1sαs (φ) , s = 0, . . . , L , (4.25)
where C∗s−1,αs−1 is the antifield of Cαs−1s−1 :
C∗s,αs ≡ (Cαss )∗ . (4.26)
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In Eq.(4.25), for notational convenience we define
Cα−1−1 ≡ φi , C∗−1,α−1 ≡ φ∗i , with α−1 = i . (4.27)
Actually, Eq.(4.25) does not need to be imposed as a separate boundary condition.
Although it is not obvious, the requirement of being proper (4.23) and the classical
boundary condition in Eq.(4.24) necessarily imply that a solution S must satisfy
Eq.(4.25) [28].
The proper solution S can be expanded in a power series in antifields. Given the
ghost number restriction on S and the boundary conditions in Eqs.(4.24) and (4.25),
the expansion necessarily begins as
S [Φ,Φ∗] = S0 [φ] +
L∑
s=0
C∗s−1,αs−1Rαs−1sαs Cαss +O(C∗2) . (4.28)
In the next subsection we obtain the leading terms in the solution for a first-stage
reducible theory. We also demonstrate how the gauge algebra is encoded in the
classical master equation, when the classical basis is used.
4.4 The Proper Solution and the Gauge Algebra
This subsection establishes the connection between a proper solution to the clas-
sical master equation and the equations that the gauge-structure tensors must satisfy.
For a first-stage reducible theory the minimum set of fields is φi, Cα00 (which we call
Cα) and Cα11 (which we call ηa). One expands the action S[Φ,Φ∗] as a Taylor series in
ghosts and antifields, while requiring the total ghost number to be zero. The result is
S [Φ,Φ∗] = S0 [φ] + φ
∗
iR
i
αCα + C∗α
(
Zαa η
a +
1
2
T αβγ (−1)ǫβ CγCβ
)
+η∗a
(
Aabαη
bCα + 1
2
F aαβγ (−1)ǫβ CγCβCα
)
+φ∗iφ
∗
j (−1)ǫi
(
1
2
V jia η
a +
1
4
Ejiαβ (−1)ǫα CβCα
)
+ C∗δφ∗i (−1)ǫδ
(
Giδaβη
aCβ − 1
2
Diδαβγ (−1)ǫβ CγCβCα
)
(4.29)
+
1
12
φ∗iφ
∗
jφ
∗
k (−1)ǫj Mkjiαβγ (−1)ǫβ CγCβCα + . . . ,
where, with the exception of Riα and Z
α
a , which are fixed by the boundary condition
in Eq.(4.28), one should, at this stage, think of the tensors, T γαβ, E
ji
αβ , etc. in Eq.(4.29)
as having no relation to the tensors found in the gauge algebra structure of Sect. 2.4.
The minus signs and fractions, 1
2
, 1
4
, and 1
12
, in Eq.(4.29) are put in for convenience.
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The goal is to find a solution to Eq.(4.16). It is necessary to compute derivatives
of S with respect to fields and antifields. One finds
∂rS
∂φi
= S0,i + φ
∗
j
(
RjαCα
)
,i
+ C∗α
(
Zαa η
a +
1
2
T αβγ (−1)ǫβ CγCβ
)
,i
+
1
4
φ∗jφ
∗
k (−1)ǫj
(
Ekjαβ (−1)ǫα CβCα
)
,i
+ . . . ,
∂lS
∂φ∗i
= RiαCα + φ∗j (−1)ǫi
(
V jia η
a +
1
2
Ejiαβ (−1)ǫα CβCα
)
+ (−1)ǫδǫi C∗δ
(
Giδaβη
aCβ − 1
2
Diδαβγ (−1)ǫβ CγCβCα
)
+
+
1
4
(−1)ǫj φ∗jφ∗kMkjiαβγ (−1)ǫβ CγCβCα + . . . ,
∂rS
∂Cα = φ
∗
iR
i
α + C∗γT γαβ (−1)ǫα Cβ + (−1)ǫi
1
2
φ∗iφ
∗
jE
ji
αβ (−1)ǫα Cβ + . . . ,
∂lS
∂C∗α
= Zαa η
a +
1
2
T αβγ (−1)ǫβ CγCβ −
1
2
(−1)ǫα φ∗iDiαβγδ (−1)ǫγ CδCγCβ + . . . ,
∂rS
∂ηa
= C∗αZαa + φ∗iφ∗j (−1)ǫi
1
2
V jia + . . . ,
∂lS
∂η∗a
= Aabαη
bCα + 1
2
F aαβγ (−1)ǫβ CγCβCα + . . . .
Although ghosts do not depend on φi, we write ( ),i in the first equation to avoid
some minus signs.
Given the above equations, it is straightforward to form the sum over products of
derivatives in Eq.(4.16). We leave this step to the reader and simple quote the result
[24, 26]: The classical master equation (4.16) is satisfied if the tensors, T γαβ , E
ji
αβ , etc.
in Eq.(4.29) are the ones in Sect. 2.4. In other words, Eq.(4.29) with the tensors
identified as the ones in Sect. 2.4 is a proper solution to the master equation. One
finds that (S, S) = 0 implies the gauge structure in equations Eqs.(2.33), (2.34) and
(2.39) – (2.42). The reason why one equation (S, S) = 0 is able to reproduce many
equations is that the coefficients of each ghost and antifield term must separately be
zero. Up to overall factors, Eq.(2.33) is the term independent of antifields, Eq.(2.34)
is the coefficient of φ∗i which is bilinear in the Cα, Eq.(2.39) is the coefficient linear in
C∗δ and trilinear in the Cα, Eq.(2.40) is the coefficient of φ∗iφ∗j which is trilinear in the
Cα, Eq.(2.41) is the coefficient linear in φ∗i and in ηa, and Eq.(2.42) is the coefficient of
C∗γ which is linear in both ηa and Cβ. The coefficients of higher-order terms produce
the higher-order gauge structure equations. For an irreducible system, the proper
solution is the above with ηa and η∗a set to zero.
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Summarizing, the antibracket formalism using fields and antifields allows a simple
determination of the relevant gauge structure tensors. The proper solution to the
classical master equation is a compact way of expressing the relations among the
structure tensors.
4.5 Existence and Uniqueness
At this point, there are two obvious and interesting questions. Does there al-
ways exist a proper solution to the classical master equation and is the proper so-
lution unique? Given reasonable conditions, which include the regularity postulates
of Appendix B, there always exists a proper solution. This result was obtained in
refs.[263, 28] for the case of an irreducible theory. For a general L-th stage reducible
theory, the theorem was proven in ref.[105].
To gain insight into the question of uniqueness, assume that a proper solution S
has been found so that (S, S) = 0. Suppose that one performs a canonical trans-
formation via Eq.(4.13). Then the transformed S also obeys the classical master
equation because such canonical transformations preserve the antibracket. For an in-
finitesimal canonical transformation, the transformed proper solution S ′ is, according
to Eq.(4.12), given by S ′ = S + ε(S, F ) + O(ε2). This is the only ambiguity in the
proper solution. Given the minimal set of fields in Eq.(4.1), the proper solution to
the classical master equation is unique up to canonical transformations. This result
was obtained in refs.[263, 28, 105]. Since our aim is pedagogical, we do not present
the proof here. The interested reader can consult the above references. Below we
illustrate the non-uniqueness question using the example of the spinless relativistic
particle. Canonical transformations which lead to field redefinitions of ghosts corre-
spond to the freedom of redefining the gauge generators. This leads to changes in the
structure tensors of Sect. 2 and corresponds to the non-uniqueness mentioned at the
end of Sect. 2.1.
When gauge-fixing and path integral quantization is considered, it is necessary
to enlarge the minimal set of fields in Eq.(4.1) to a non-minimal set. It turns out
that trivial variable pairs can be added to the theory while maintaining the classical
master equation and its properness. Let Λ and Π be two new fields and let Λ∗ and
Π∗ be the corresponding antifields. Choose the ghost numbers and statistics so that
gh [Π] = gh [Λ] + 1 ,
ǫ (Π) = ǫ (Λ) + 1 (mod 2) . (4.30)
Then gh [Λ∗] = −gh [Λ]− 1 = −gh [Π] and ǫ (Λ∗) = ǫ (Λ)+1 (mod 2) = ǫ (Π), so that
Strivial =
∫
dxΛ∗Π (4.31)
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can be added to S. Adding such a bilinear to S does not ruin the classical master
equation (S, S) = 0. When a non-minimal set of fields is employed, the proper
solution to the master equation is unique up to canonical transformations and the
addition of trivial pairs.
4.6 The Classical BRST Symmetry
An important concept in gauge theories is BRST symmetry. The BRST symme-
try is what remains of gauge invariance after gauge-fixing has been implemented. In
this sense, it can be regarded as a substitute for gauge invariance. There are three im-
portant features governing the BRST transformation: nilpotency, graded derivation,
and invariance of the action S.
Even before gauge-fixing, the field-antifield formalism has BRST symmetry. Via
the antibracket, the generator δB of this symmetry is the proper solution S itself.
Define the classical BRST transformation of a functional X of fields and antifields by
δBX ≡ (X,S) . (4.32)
The transformation rule for fields and antifields is therefore
δBΦ
A =
∂lS
∂Φ∗A
, δBΦ
∗
A = −
∂lS
∂ΦA
= (−1)ǫA+1 ∂rS
∂ΦA
. (4.33)
Note that the field-antifield action S is classically BRST symmetric
δBS = 0 , (4.34)
as a consequence of (S, S) = 0.
The BRST operator δB is a nilpotent graded derivation
4: Given two functionals
X and Y ,
δB (XY ) = XδBY + (−1)ǫY (δBX) Y , (4.35)
and
δ2BX = 0 . (4.36)
4 An alternative definition for δB given by
δBX ≡ (−1)ǫX (X,S) ,
is used by some authors. In this case, the δB continues to be a nilpotent graded derivation, but acts
from the left to right, i.e., (4.35) is replaced by
δB (XY ) = (δBX)Y + (−1)ǫXXδBY .
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The nilpotency follows from two properties of the antibracket: the graded Jacobi iden-
tity and graded antisymmetry (see Eq.(4.5)). These properties imply ((X,S) , S) =
− ((S, S) , X) + (−1)ǫX+1 ((S,X) , S) = − ((S, S) , X) − ((X,S) , S) which leads to
((X,S) , S) = −1
2
((S, S) , X) = 0. Therefore, δ2BX = ((X,S) , S) = 0.
A functional O is a classical observable if δBO = 0 and O 6= δBY for some Y . Two
observables are considered equivalent if they differ by a BRST variation [103, 105]. A
linear combination of observables is an observable. Because of the graded derivation
property of δB in Eq.(4.35), the product of two classical observables is BRST invariant.
Thus, observables form an algebra.
For a closed irreducible theory, the BRST transformation rules for ΦA and Φ∗A,
which depend on the original action S0 and the structure tensors R and T , can be
obtained using Eqs.(4.29) and (4.33):
δBφ
i = RiαCα + . . . ,
δBCα = 1
2
T αβγ (−1)ǫβ CγCβ + . . . ,
δBφ
∗
i = − (−1)ǫi S0,i − (−1)ǫαǫi φ∗jRjα,iCα −
1
2
(−1)(ǫα+ǫβ+1)ǫi+ǫα C∗γT γαβ,iCβCα + . . . ,
δBC∗α = (−1)ǫα φ∗iRiα + C∗γT γαβCβ + . . . , (4.37)
where we have displayed the terms involving S0, R and T . When the gauge-structure
equations hold off-shell at all levels, then the tensors Diδαβγ ,M
kji
αβγ , etc. in Eq.(4.29) are
zero, and the proper action is linear in antifields. In this case, there are no additional
terms in Eq.(4.37) for irreducible systems. We illustrate BRST symmetry in a few of
the examples in the next section.
Because Sect. 4 has introduced many ideas, it is worth enumerating the most
important ones. After reading this section, one should know the following tools and
concepts: antifields and the antibracket, canonical transformations, the classical mas-
ter equation, properness and proper solution, classical BRST symmetry, and classical
observables.
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5 Examples of Proper Solutions
In this section, we present proper solutions to the master equation for the exam-
ples considered in Sect. 3. Given the gauge-structure tensors, Eq.(4.29) immediately
provides the proper solution S for an irreducible or first-stage-reducible theory. Since
all but two of the example field theories fall into one of these two cases, the construc-
tion of S is straightforward. For the abelian p-form theory, Eq.(4.28) is needed. The
infinitely reducible open bosonic string requires some guesswork to obtain S. Given
S, the BRST transformations δB can be determined from Eq.(4.32). For reasons
of space, we display these transformations only for the spinless relativistic particle,
Yang-Mills theory and the open bosonic string field theory. In Sect. 5.1, it is shown
how two proper solutions to the spinless relativistic particle are related by a canonical
transformation.
For exercises, we suggest the following (i) verify (S, S) = 0, (ii) determine the
action of δB on the fields and antifields in each example, (iii) use the results of (ii) to
verify that S is invariant under BRST transformations. Since (iii) and (i) are related,
the calculations are similar and the reader may want to do only one or the other.
5.1 The Spinless Relativistic Particle
The spinless relativistic particle, considered in Sect. 3.1, is an example of a closed
irreducible theory. The minimal set of fields and antifields are
ΦA = {xµ, e, C} , Φ∗A =
{
x∗µ, e
∗, C∗
}
, (5.1)
with statistical parities
ǫ(xµ) = ǫ(e) = ǫ(C∗) = 0 , ǫ(x∗µ) = ǫ(e∗) = ǫ(C) = 1 , (5.2)
and ghost numbers
gh[xµ] = gh[e] = 0 , gh[C] = 1 , gh[x∗µ] = gh[e∗] = −1 , gh[C∗] = −2 . (5.3)
Two versions of the gauge transformations were presented. In the first, given in
Eq.(3.3), the only non-zero structure tensors are the gauge generators Riα given in
Eq.(3.5). Using this and the general solution in Eq.(4.29), one finds
S [Φ,Φ∗] = S0 [x
µ, e] +
∫
dτ
(
x∗µx˙
µC
e
+ e∗C˙
)
, (5.4)
where S0 [x
µ, e] is given in Eq.(3.1). In the second version, given in Eq.(3.6), the
gauge generators Riα and the commutator structure constant T
α
βγ are non-zero. Using
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Eq.(4.29), one obtains
S [Φ,Φ∗] = S0 [x
µ, e] +
∫
dτ
(
x∗µx˙
µC + e∗eC˙ + e∗e˙C + C∗C˙C
)
. (5.5)
By the uniqueness theorem of the previous section, the solutions in Eqs.(5.4) and
(5.5) must be related by a canonical transformation. In fact, Eq.(5.4) is mapped to
Eq.(5.5) if xµ, x∗µ and e are unchanged but
C → eC , C∗ → 1
e
C∗ , e∗ → e∗ − 1
e
C∗C .
One can check that this is a canonical transformation by verifying that the antibracket
structure in Eq.(4.11) is preserved. The infinitesimal version of the transformation is
generated by the fermion
F = ln (e) C∗C ,
when F is used in Eq.(4.10). Infinitesimally,
δC = ε ln (e) C , δC∗ = −ε ln (e) C∗ , δe∗ = −ε1
e
C∗C .
The finite transformation is obtained by iterating the infinitesimal transformation N
times, requiring Nε = 1 and then letting N →∞. Alternatively, the full transforma-
tion can be generated using
F2 =
∫
dτ
(
x˜∗µx
µ + e˜∗e+
C˜∗C
e
)
(5.6)
and Eq.(4.13).
It is straightforward to obtain the BRST transformation rules using Eq.(4.33).
From Eq.(5.4), one finds
δBe = C˙ , δBxµ = x˙
µC
e
, δBC = 0 ,
δBe
∗ =
1
2
(
x˙2
e2
+m2
)
+
x∗µx˙
µC
e2
,
δBx
∗
µ =
d
dτ
(
x˙µ + x
∗
µC
e
)
, (5.7)
δBC∗ =
x∗µx˙
µ
e
− e˙∗ .
It is a useful exercise to verify the nilpotency of δB when acting on any field or
antifield. One must be careful of signs. In this regard Eq.(4.35) is useful.
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5.2 Yang-Mills Theories
Yang-Mills theories have a closed irreducible algebra. The number of gauge
parameters is the rank of the group. There is a ghost field Ca for each gauge parameter
Λa in Eq.(3.15). Hence the fields and antifields are
ΦA = {Aaµ, Ca} , Φ∗A =
{
A∗aµ, C∗a
}
. (5.8)
From Eq.(4.29), the proper solution is
S =
∫
ddx
{
−1
4
F aµνF
µν
a + A
∗
aµD
µa
bCb + 1
2
C∗c fabcCbCa
}
. (5.9)
The first term is the classical action (3.12) and the second and third terms correspond
respectively to the Riα and T
γ
αβ terms in Eq.(4.29).
As a check, let us verify the classical master equation (S, S) = 0. Using Eq.(4.16),
one finds
(S, S) =
∫
ddx (DνFνµ)aD
µa
bCb
−
∫
ddxA∗dµfac
dCcDµabCb + 1
2
∫
ddxA∗dµD
µd
cfab
cCbCa
+
1
4
∫
ddx C∗efdceCcfabdCbCa .
The first term vanishes when one integrates by parts, uses the antisymmetry of Fµν
in µ and ν, employs Eq.(3.19) and makes use of the antisymmetry of fab
c in a and b.
The second and third terms cancel when one makes use of the anticommuting nature
of Ca and Cb, of the antisymmetry of fabc in a and b, and of the Jacobi identity for
the Lie group structure constants in Eq.(3.11). The last term vanishes for similar
reasons. Hence, (S, S) = 0.
The BRST transformation rules are obtained from Eqs.(4.33) and (5.9):
δBA
aµ = DµabCb ,
δBCa = 1
2
fbc
aCcCb ,
δBA
∗
aµ = − (DνFνµ)a + fabcA∗cµCb , (5.10)
δBC∗a = −
(
DµA∗µ
)
a
+ C∗c fabcCb .
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5.3 Topological Yang-Mills Theory
This theory is first-stage reducible. The action given in Eq.(3.20) is invariant
under two types of gauge transformations. The gauge parameters associated with
these transformations are Λa of Eq.(3.15) and εaµ of Eq.(3.21). Correspondingly, one
needs to introduce ghosts Ca ↔ Λa and Caµ ↔ εaµ. For the gauge invariances of the
gauge invariances, the ghost-for-ghost field ηa must be introduced. Hence the fields
and antifield are
ΦA = {Aaµ, Ca, Caµ, ηa} , Φ∗A =
{
A∗aµ, C∗a , C∗aµ, η∗a
}
. (5.11)
The non-zero gauge tensors are the gauge generators Riα given in Eq.(3.23), the com-
mutator structure constants T γαβ given in Eq.(3.25), the null vectors Z
α
a given in
Eq.(3.24), and Aabα given in Eq.(3.26). Other tensors are zero. Inserting the non-zero
tensors in Eq.(4.29), one finds [137]
S =
∫
d4x
{
1
4
F aµν
∗F µνa + A
∗
aµ
(
DµabCb + Caµ
)
+
1
2
C∗c fabcCbCa
+C∗cµfabcCbµCa + C∗b ηb − C∗aµDµabηb + η∗cfbacηaCb
}
. (5.12)
5.4 The Antisymmetric Tensor Field Theory
This system has been treated by the antifield formalism in refs.[73, 29, 34, 30,
86, 103, 12]. The theory is on-shell first-stage reducible. The fields and antifields are
ΦA = {Aaµ, Baµν , Caµ, ηa} , Φ∗A =
{
A∗aµ, B
∗
aµν , C∗aµ, η∗a
}
. (5.13)
The non-zero structure tensors Riα, Z
α
a and V
ij
a are given in Eqs.(3.31) – (3.33). The
proper solution is
S = S0 +
∫
d4x
(
1
2
B∗κλa εκλµνD
µa
bCbν + C∗bµDµbaηa −
1
8
B∗cρσB
∗b
µνε
µνρσfab
cηa
)
, (5.14)
where S0 is given in Eq.(3.27). An effect of the on-shell reducibility is the appearance
of terms quadratic in the antifields.
5.5 Abelian p-Form Theories
Recall that these are examples of p− 1 stage off-shell reducible theories. Conse-
quently there are p different types of ghosts, C0, C1, . . . , Cp−1, where Cs is a p− 1− s
form:
ΦA = {A, C0, C1, . . . , Cp−1} , Φ∗A =
{
A∗, C∗0 , C∗1 , . . . , C∗p−1
}
. (5.15)
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The proper solution is
S =
∫ −12F ∧ ∗F + ∗(A∗) ∧ dC0 +
p−1∑
i=1
∗
(
C∗i−1
)
∧ dCi
 , (5.16)
where ∧ is the wedge product and a “ ∗ ” in front of a field or antifield indicates the
dual star operation. In Eq.(5.16), some antifields have been redefined by a minus
sign factor compared to the definitions in Sect. 2. As a consequence of integration
by parts and dd = 0, as well as the definitions of the Hodge star operation and the
wedge product, one can check that (S, S) = 0. Indeed,
∂rS
∂Aµ1µ2...µp
∂lS
∂A∗µ1µ2...µp
∝
∫
(∗d∗F ) ∧ ∗dC0 ∝
∫
d (∗F ∧ dC0) = 0 ,
∂rS
∂ (Ci)µ1µ2...µp−i−1
∂lS
∂ (Ci)∗µ1µ2...µp−i−1 ∝∫
(∗d∗ (C∗i )) ∧ ∗dCi+1 ∝
∫
d (∗ (C∗i ) ∧ dCi+1) = 0 , i = 0, 1, . . . , p− 1 ,
where C∗−1 ≡ A∗.
5.6 Open String Field Theory
This is an infinite-stage reducible theory. Hence, there are ghosts, ghosts for
ghosts, ghosts for ghosts for ghosts, etc.. The fields are the string field A and the
infinite tower Cs, s = 0, . . . ,∞:
ΦA = {A, C0, C1, C2, . . .} , Φ∗A = {A∗, C∗0 , C∗1 , C∗2 , . . .} , (5.17)
where A is a string 1-form, C0 is a string 0-form, C1 is a string −1-form, etc.. Likewise
A∗ is a string 1-form, C∗0 is a string 0-form, C∗1 is a string −1-form, etc.. In Chern-
Simons string field theory, odd forms have odd grading and even forms have even
grading. In addition, according to Eq.(4.2) of the field-antifield formalism, ε (Cs) is
zero for s odd and one for s even. With respect to the calculus of string differential
forms, the total statistics is important. Consequently, for any fields and/or antifields
ϕi and ϕj, axioms (3) and (5) of Sect. 3.6, namely the graded distributive property
of Q across the star product and the graded commutativity of the star product under
the integral, become
Q
(
ϕi ∗ ϕj
)
= Qϕi ∗ ϕj + (−1)si ϕi ∗Qϕj ,∫
ϕi ∗ ϕj = (−1)sisj
∫
ϕj ∗ ϕi , (5.18)
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where si is the total statistics of ϕ
i:
si ≡ s
(
ϕi
)
= g
(
ϕi
)
+ ǫ
(
ϕi
)
(mod 2) . (5.19)
Here, g (ϕi) is the ghost number of ϕi which is the same as the order of the string
form, and ǫ (ϕi) is given by Eq.(4.2).
The quantization of the bosonic string was carried out by C. Thorn [246] and by
M. Bochicchio [56]. Since this subject has been reviewed in ref.[247], we keep the
discussion brief. To gain some insight in finding the proper solution, let us compute
the non-zero terms in Eq.(4.29). The classical action S0 is given in Eq.(3.39). The
Riα, Z
α
a , V
ij
a and T
γ
αβ terms in Eq.(4.29) are respectively∫
∗A∗ ∗ (QC0 + A ∗ C0 + C0 ∗ A) ,
∫
∗C∗0 ∗ (QC1 + A ∗ C1 + C1 ∗ A) ,∫
∗A∗ ∗ ∗A∗ ∗ C1 , (5.20)∫
∗C∗0 ∗ C0 ∗ C0 ,
where ∗ before a field is the string analog of the dual star operation determined by
the bilinear form
∫
A ∗B. It takes p-forms into 3− p forms. Note that the structure
of the above terms is similar to the classical action S0 evaluated using various fields
and antifields. The sign of the term C0 ∗A in the first equation is opposite to that of
Eq.(3.42) because C0 has odd statistics. The field-antifield statistics, ghost number
and total statistics for the fields are
ǫ (Ci) = i+ 1 (mod 2) , g (Ci) = −i , gh [Ci] = i+ 1 , s (Ci) = 1 ,
ǫ (∗C∗i ) = i (mod 2) , g (∗C∗i ) = i+ 3 , gh [∗C∗i ] = −i− 2 , s (∗C∗i ) = 1 , (5.21)
for i ≥ −1, where we have defined
C−1 ≡ A , C∗−1 ≡ A∗ . (5.22)
Note that the total statistics of Ci and the ∗C∗i is odd, so that it makes sense to define
a field which is the formal sum
Ψ ≡ . . .+
s+ 3
∗C∗s + . . .+
3
∗C∗0 +
2
∗A∗ +
1
A +
0C0 + . . .+
−sCs + . . . ,
Ψ =
∞∑
p=−∞
ψp , where ψ−p ≡ Cp , for p ≥ −1 , ψp ≡ ∗C∗p−3 , for p ≥ 2 . (5.23)
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In the first equation, the order of the string form is denoted above the field. The
total statistics of the field-antifield Ψ is odd: s (Ψ) = 1. The terms in Eq.(5.20) and
the classical action are both contained in the following ansatz for the proper solution
S =
1
2
∫
Ψ ∗QΨ+ 1
3
∫
Ψ ∗Ψ ∗Ψ =
1
2
∞∑
p=−∞
∫
ψ2−p ∗Qψp + 1
3
∞∑
p=−∞
q=−∞
∫
ψp ∗ ψq ∗ ψ3−p−q . (5.24)
By obtaining the L-th stage reducible proper solution, computing the non-zero
structure tensors, one could derive Eq.(5.24). Instead let us check the ansatz. One
simply needs to verify the classical master equation
0
?
= (S, S) ∝
∫
(QΨ +Ψ ∗Ψ) ∗ (QΨ +Ψ ∗Ψ) . (5.25)
Several terms are produced. The first is∫
QΨ ∗QΨ =
∫
Q (Ψ ∗QΨ) = 0 ,
where axioms (1), (2) and (3) of Sect. 3.6 have been used. Note that
0 =
∫
Q (Ψ ∗Ψ ∗Ψ) =
∫
(QΨ ∗Ψ ∗Ψ)−
∫
(Ψ ∗QΨ ∗Ψ) +
∫
(Ψ ∗Ψ ∗QΨ) =
3
∫
(QΨ ∗Ψ ∗Ψ) = 3
∫
(Ψ ∗Ψ ∗QΨ) ,
where axioms (2)–(5) are used. This implies that
∫
(QΨ ∗Ψ ∗Ψ) = ∫ (Ψ ∗Ψ ∗QΨ) =
0, leading to the vanishing of two of the terms in Eq.(5.25). The last term in Eq.(5.25)
is zero when axioms (4) and (5) are combined to give∫
(Ψ ∗Ψ) ∗ (Ψ ∗Ψ) =
∫
(Ψ ∗Ψ ∗Ψ ∗Ψ) = −
∫
(Ψ ∗Ψ ∗Ψ ∗Ψ) ,
where Eq.(5.18) is used in the last step. Since the master equation is satisfied and
the suitable boundary conditions are correctly implemented, Eq.(5.24) is a proper
solution. The classical action in Eq.(3.39) and the proper solution in Eq.(5.24),
although structurally identical, differ in that the field entering the action is different.
In S0 it is the string one-form A, while in S it is the tower Ψ, given in Eq.(5.23),
which includes ghosts and antighosts as well as A.
The BRST transformation rules for the fields and antifields are
δBΨ = QΨ+Ψ ∗Ψ . (5.26)
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The transformation rule for a particular component ψp of Ψ in Eq.(5.23) is obtained
by selecting the p-form term of Eq.(5.26).
Let us verify the nilpotency of δB:
δ2BΨ = QδBΨ+Ψ ∗ δBΨ− δBΨ ∗Ψ =
Q2Ψ+Q (Ψ ∗Ψ) + Ψ ∗QΨ +Ψ ∗ (Ψ ∗Ψ)−QΨ ∗Ψ− (Ψ ∗Ψ) ∗Ψ = 0 .
The last equality holds due to the axioms of open string field theory: The first term
is zero because of axiom (1), the nilpotency of Q; the second, third and fifth terms
cancel because of axiom (3), the graded distributive property of Q; and the fourth
and sixth terms cancel by axiom (4), the associativity of the star product.
5.7 The Massless Relativistic Spinning Particle
This system has a closed irreducible algebra but possesses local supersymmetry. It
has been treated by the antifield formalism in ref.[135]. To the original fields, xµ, ψµ, e,
and χ, one adds the ghosts C and Γ respectively for general coordinate transformations
and for local supersymmetry transformations. The fields and antifields are
ΦA = {xµ, ψµ, e, χ, C,Γ} , Φ∗A =
{
x∗µ, ψ
∗
µ, e
∗, χ∗, C∗,Γ∗
}
, (5.27)
where xµ, e, Γ, ψ∗µ, χ
∗ and C∗ are commuting while ψµ, χ, C, Γ∗, x∗µ and e∗ are
anticommuting.
The only non-zero terms in Eq.(4.29) are S0, φ
∗
iR
i
αCα and 12C∗γT γαβ (−1)ǫα CβCα.
These quantities are determined in Eqs.(3.66)–(3.69). The result is
S = S0 +
∫
dτ
{
x∗µ (−ieψµΓ + x˙µC) + ψ∗µ
(
(x˙µ − iχψµ) Γ + ψ˙µC
)
+
e∗
(
−2ieχΓ + e˙C + eC˙
)
+ χ∗
(
eΓ˙ + e˙Γ + χC˙ + χ˙C
)
+
C∗
(
C˙C + ieΓΓ
)
+ Γ∗
(
CΓ˙− C˙Γ + iχΓΓ
)}
. (5.28)
where S0 is given in Eq.(3.66)
5.8 The First-Quantized Bosonic String
This system has a closed irreducible algebra. There are three types of gauge
invariances: local translations, local Lorentz boosts and scaling transformations to
which we respectively assign the ghosts Cm, Cab and C where a, b and m take on the
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values σ and τ and Cba = −Cab. Combining these ghosts with the original fields Xµ
and ea
m, one arrives at the following set of fields and antifields:
ΦA =
{
Xµ, ea
m, Cm, Cab, C
}
, Φ∗A =
{
X∗µ, e
∗a
m, C∗m, C∗ab, C∗
}
, (5.29)
where µ ranges from 0 to D − 1 = 25. The only non-zero terms in Eq.(4.29) are S0,
φ∗iR
i
αCα and 12C∗γT γαβ (−1)ǫα CβCα. These tensors are computed in Sect. 3.8. One thus
obtains
S = S0 +
∫
dτ
∫ π
0
dσ
{
X∗µCm∂mXµ+
e∗am
(
Cn∂neam − ean∂nCm + eamC + ebmηacCcb
)
−C∗mCn∂nCm + C∗ab
(
CacCbdηcd − Cn∂nCab
)
− C∗Cn∂nC
}
, (5.30)
where S0 is given in Eq.(3.79).
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6 The Gauge-Fixing Fermion
This section discusses the process of gauge-fixing in the field-antifield formal-
ism [24, 26], thereby paving the way to the quantization of gauge theories via the
path integral approach. The important concept is a gauge-fixing fermion Ψ. It is
a Grassmann-odd functional with ghost number −1. In Sect. 6.1, it is shown how
antifields can be eliminated to obtain an action suitable for the computation of cor-
relation functions in standard perturbation theory. Results are independent of Ψ if
the action satisfies the quantum master equation in Eq.(6.12) [23, 24]. To construct
an appropriate Ψ, additional fields and their antifields are needed. See Sect. 6.2.
Details of the gauge-fixing procedure for a general theory are presented in Sects. 6.3
and 6.4. Since Sects. 6.2–6.4 are somewhat technical, the reader may wish to read
only the irreducible case, which is discussed at the beginning of each subsection. In
particular instances, gauge-fixing can be done without Ψ by performing a cleverly
chosen canonical transformation [104, 230, 259, 44, 252, 257].
After gauge-fixing is completed, the theory is still invariant under gauge-fixed
BRST transformations δBΨ [24]. The nilpotency of δBΨ is not guaranteed off-shell
[255, 29, 30, 251]. However, when the equations of motion for the gauge-fixed action
are used, δ2BΨ = 0. An attractive way of viewing the effects of gauge-fixing associated
with Ψ and the content of δBΨ , is to perform a canonical transformation to the so-
called gauge-fixed basis. In this basis, one retains antifields as sources of gauge-fixed
BRST transformations, and the classical master equation reproduces the algebraic
structure associated with δBΨ .
6.1 Generalities
Although ghost fields have been incorporated into the theory, the field-antifield
action S still possesses gauge invariances (See Eq.(4.20)). Hence it is not yet suitable
for quantization via the path integral approach. A gauge-fixing procedure is needed.
The theory also contains many antifields that usually one wants to eliminate before
computing amplitudes and S-matrix elements. One cannot simply set the antifields to
zero because the action would reduce to the original classical action S0, which is not
appropriate for commencing perturbation theory due to gauge invariances. Following
ref.[24], antifields are eliminated by using a gauge-fixing fermion Ψ (Φ) via
Φ∗A =
∂Ψ
∂ΦA
. (6.1)
Note that Ψ is a functional of fields only. It does not matter whether right or left
derivatives are used in Eq.(6.1) because ∂lΨ
∂ΦA
= ∂rΨ
∂ΦA
since ǫ (Ψ) = 1 (see Eq.(A.4) of
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Appendix A). We denote the “surface” in functional space determined by Eq.(6.1) by
ΣΨ,
5
ΣΨ ←→
{
Φ∗A =
∂rΨ
∂ΦA
}
, (6.2)
so that
X|ΣΨ ≡ X
[
Φ,
∂Ψ
∂Φ
]
. (6.3)
The corresponding gauge-fixed action is S|ΣΨ ≡ SΨ. Matching the statistics and
ghost numbers of Φ∗A and
∂Ψ
∂ΦA
leads to
ǫ (Ψ) = 1 , gh [Ψ] = −1 . (6.4)
To quantize the theory, let us use the path integral approach with the constraint
in Eq.(6.1) implemented by a delta function:
IΨ (X) =
∫
[dΦ] [dΦ∗] δ
(
Φ∗A −
∂Ψ
∂ΦA
)
exp
(
i
h¯
W [Φ,Φ∗]
)
X [Φ,Φ∗] , (6.5)
where X is a correlation function of interest. HereW is the quantum generalization of
the field-antifield action S. By the correspondence principle, the two should be equal
in the h¯→ 0 limit. One must choose Ψ so that the theory is non-degenerate, that is,
when the action is expanded about a solution of the equations of motion, propagators
exist. Such a Ψ is called admissible. Conditions on Ψ assuring admissibility are given
in Sect. 6.3 for certain gauge-fixing schemes. When S0 is local, it is desirable that Ψ be
a local functional of the fields so as to preserve the locality of the gauge-fixed action.
Selecting a “good” Ψ is a matter of skill. A judicious choice can greatly simplify a
particular computation, and the choice can depend on the type of computation, e.g.
a correlation function, a proof of unitarity, a proof of renormalizability, etc..
The freedom in choosing Ψ corresponds to the choice of the gauge-fixing procedure.
One would like results to be independent of gauge fixing. Let us determine when this
is the case. Define the integrand in Eq.(6.5) to be I, i.e.,
I [Φ,Φ∗] ≡ exp
(
i
h¯
W [Φ,Φ∗]
)
X [Φ,Φ∗] . (6.6)
Under an infinitesimal change δΨ of Ψ, IΨ (X) changes by
IΨ+δΨ (X)− IΨ (X) =
∫
[dΦ]
(
I
[
Φ,
∂Ψ
∂Φ
+
∂δΨ
∂Φ
]
− I
[
Φ,
∂Ψ
∂Φ
])
5 Do not confuse ΣΨ with Σ of Eq.(4.18). The latter (Σ without a subscript Ψ) corresponds to
the on-shell condition.
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=
∫
[dΦ]
∂rI
∂Φ∗A
∂lδΨ
∂ΦA
+O
(
(δΨ)2
)
=
∫
[dΦ]∆IδΨ +O
(
(δΨ)2
)
,
where integration by parts (see Eq.(A.5) in Appendix A) has been used, and where
the operator ∆ is defined to be [24, 26]
∆ ≡ (−1)ǫA+1 ∂r
∂ΦA
∂r
∂Φ∗A
. (6.7)
It is a kind of “nilpotent divergence operator” in the space of fields and antifields. It
formally satisfies
∆∆ = 0 ,
∆(XY ) = X∆Y + (−1)ǫY (∆X)Y + (−1)ǫY (X, Y ) ,
∆( (X, Y ) ) = (X,∆Y )− (−1)ǫY (∆X, Y ) . (6.8)
Note that
gh [∆] = ǫ (∆) = 1 . (6.9)
According to the above calculation, the integral IΨ (X) is infinitesimally independent
of Ψ if
∆I = 0 . (6.10)
Eq.(6.10) is a requirement of a “good” integrand.
The path integral itself should be gauge independent. This corresponds to setting
X = 1 in IΨ (X), from which one finds
∆ exp
(
i
h¯
W
)
= exp
(
i
h¯
W
)(
i
h¯
∆W − 1
2h¯2
(W,W )
)
= 0 , (6.11)
so that one needs
1
2
(W,W ) = ih¯∆W . (6.12)
Eq.(6.12) is known as the quantum master equation [24, 26]. When W satisfies
Eq.(6.12), X in Eq.(6.6) must satisfy
(X,W ) = ih¯∆X (6.13)
to produce gauge-invariant correlation functions. Eqs.(6.12) and (6.13) summarize
the conditions so that a computation does not depend on the choice of Ψ [103, 152].
If W is expanded in powers of h¯ (the loop expansion) via
W = S +
∞∑
p=1
h¯pMp , (6.14)
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the quantum master equation (Eq.(6.12)) implies that the first term S and quantum
correction terms Mp must satisfy
(S, S) = 0 , (M1, S) = i∆S ,
(Mn, S) = i∆Mn−1 − 1
2
n−1∑
p=1
(Mp,Mn−p) , for n ≥ 2 . (6.15)
By the correspondence principle, S in Eq.(6.14) is identified as the classical field-
antifield action and is consistent with Eqs.(6.12) and (6.15) because it satisfies the
classical master equation (S, S) = 0.
Likewise, when X in Eq.(6.13) is expanded in an h¯ series
X =
∞∑
p=0
h¯pXp , (6.16)
one finds that Eq.(6.13) implies
(X0, S) = 0 ,
(Xn, S) = i∆Xn−1 −
n∑
p=1
(Xn−p,Mp) , for n ≥ 1 . (6.17)
The first equation says that the “classical” part of the quantum operator X is clas-
sically BRST invariant.
6.2 Gauge-Fixing Auxiliary Fields
To eliminate antighost fields by Eq.(6.1), Ψ must be a functional of fields and have
ghost number −1. However, the fields of the minimal sector introduced in Sect. 4 all
have non-negative ghost numbers. Hence, it is impossible to construct an acceptable
Ψ unless one introduces additional fields. At this point, one takes advantage of adding
trivial pairs (c.f. Sect. 4.5) to the theory. This subsection enumerates the auxiliary
trivial pairs needed to obtain an admissible Ψ [26, 119].
For an irreducible theory, one introduces one trivial pair
C¯0α0 , π¯0α0 , (6.18)
with statistics and ghost numbers equal to
ǫ
(
C¯0α0
)
= ǫα0 + 1 , gh
[
C¯0α0
]
= −1 ,
ǫ (π¯0α0) = ǫα0 , gh [π¯0α0 ] = 0 . (6.19)
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The fields C¯0α0 are the Faddeev-Popov antighosts of Cα00 .
For a first-stage reducible theory, one needs, in addition to the above pair, two
more trivial pairs
C¯1α1 , π¯1α1 ,
C1α11 , π1α11 . (6.20)
Their statistics and ghost numbers are
ǫ
(
C¯1α1
)
= ǫ
(
C1α11
)
= ǫα1 ,
gh
[
C¯1α1
]
= −2 , gh
[
C1α11
]
= 0 ,
ǫ (π¯1α1) = ǫ
(
π1α11
)
= ǫα1 + 1 , (6.21)
gh [π¯1α1 ] = −1 , gh
[
π1α11
]
= 1 .
In general, for an Lth-stage reducible theory, for each integer s ranging from 0 to
L one introduces s+ 1 trivial pairs [26]:
C¯ksαs , π¯ksαs , k = 0, 2, 4, . . . , 2
[
s
2
]
,
Ckαss , πkαss , k = 1, 3, 5, . . . , 2
[
s− 1
2
]
+ 1 , (6.22)
where αs = 1, . . . , ms. The total number of auxiliary trivial pairs is
L∑
s=0
(s + 1) =
(L+ 1) (L+ 2) /2. The ghosts C¯ksαs , Ckαss , in Eq.(6.22) for k ≥ 1 are known as ex-
traghosts, while the fields π¯ksαs, π
kαs
s , are usually called Lagrange multipliers for reasons
which become clear below. The original set of fields {φi, Cαss } of Sect. 4 is called the
minimal set. The minimal sector fields together with the auxiliary fields in Eq.(6.22)
are called the non-minimal set. In Eq.(6.22), [ ] stands for the greatest integer so
that [
m
2
]
=
{
m
2
, if m is even ,
m−1
2
, if m is odd .
In general, the subscript s on Ckαss and C¯ksαs indicate the level of the field, whereas
the superscript k distinguishes different fields at the same level. It is convenient to
associate α−1 with the index i on φ
i and define
C−1αss ≡ Cαss , C−1α−1−1 ≡ φi , α−1 ≡ i ,
C¯0sαs ≡ C¯sαs , π¯0sαs ≡ π¯sαs . (6.23)
The following equations also apply to the minimal sector fields when k = −1 and 0.
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The statistics of C¯ksαs and Ckαss are the same as those of Cαss , namely,
ǫ
(
C¯ksαs
)
= ǫ
(
Ckαss
)
= ǫαs + s+ 1 (mod 2) , (6.24)
and their ghost numbers are
gh
[
C¯ksαs
]
= k − s− 1 , L ≥ s ≥ 0 , s ≥ k ≥ 0 , for k even ,
gh
[
Ckαss
]
= s− k , L ≥ s ≥ −1 , s ≥ k ≥ −1 , for k odd . (6.25)
The statistics and ghost numbers of π¯ksαs and π
kαs
s are determined by the requirement
that they form a trivial pair respectively with C¯ksαs and Ckαss . Using Eq.(4.30),
ǫ
(
π¯ksαs
)
= ǫ
(
πkαss
)
= ǫαs + s (mod 2) ,
gh
[
π¯ksαs
]
= k − s , L ≥ s ≥ 0 , s ≥ k ≥ 0 , for k even ,
gh
[
πkαss
]
= s− k + 1 , L ≥ s ≥ 1 , s ≥ k ≥ 1 , for k odd . (6.26)
The statistics and ghost numbers of the antifields are determined from Eq.(4.3).
The minimal sector fields along with the auxiliary C¯ksαs and Ckαss can be arranged
into the following useful triangular tableau [26]:
φi

7

S
S
S
C¯0α0 Cα00

7
/ 
7

S
S
S
C1α11 C¯1α1 Cα11

7
/ 
7
/ 
7

S
S
S
C¯22α2 C1α22 C¯2α2 Cα22

7
/ 
7
/ 
7
/ 
7

S
S
S
C3α33 C¯23α3 C1α33 C¯3α3 Cα33
...
Diagram 2. The Triangular Field Tableau
The index s of Ckαss or C¯ksαs labels different horizontal rows, whereas the index k
labels different rows slanting to the right and downward.
The new proper solution Snm of the classical master equation, involving the non-
minimal set of fields, is given by
Snm = S + Saux , (6.27)
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where S is the proper solution for the minimal set of fields presented in Sect. 4 and
Saux is the trivial-pair proper solution for the auxiliary fields given by
Saux = π¯0α0 C¯∗α00 +
C1∗1α1π1α11 + π¯1α1 C¯∗α11 +
π¯22α2 C¯2∗α22 + C1∗2α2π1α22 + π¯2α2 C¯∗α22 +
C3∗3α3π3α33 + π¯23α3 C¯2∗α33 + C1∗3α3π1α33 + π¯3α3 C¯∗α33 +
. . .
or
Saux =
L∑
k=0
k even
L∑
s=k
π¯ksαs C¯k∗αss +
L∑
k =1
k odd
L∑
s=k
Ck∗sαsπkαss . (6.28)
The auxiliary antighost fields at level s are eliminated from the theory using
Eq.(6.1) which leads to
C¯k∗αss =
∂Ψ
∂C¯ksαs
, k = 0, 2, 4, . . . , 2
[
s
2
]
,
Ck∗sαs =
∂Ψ
∂Ckαss
, k = −1, 1, 3, 5, . . . , 2
[
s− 1
2
]
+ 1 , (6.29)
at each level s.
6.3 Delta-Function Gauge-Fixing Procedure
Let us consider a gauge-fixing scheme for which Ψ is not a function of π¯ksαs or
πkαss (for k ≥ 0). This is called a δ-function gauge-fixing procedure because when
Eq.(6.29) is substituted in Saux in Eq.(6.28), the conditions
C¯k∗αss =
∂Ψ
∂C¯ksαs
= 0 , Ck∗sαs =
∂Ψ
∂Ckαss
= 0 , (6.30)
are implemented because the πkαss and π¯
k
sαs in Eq.(6.28) act as Lagrange multipliers
for these equations. Indeed, in a functional integral approach, integration over π¯ksαs
and πkαss leads to the insertion of δ
(
∂Ψ
∂C¯ksαs
)
and δ
(
∂Ψ
∂Ckαss
)
in the integrand. Since Ψ
does not depend on π¯ksαs or π
kαs
s , π¯
k∗αs
s =
∂Ψ
∂π¯ksαs
= 0 and πk∗sαs =
∂Ψ
∂πkαss
= 0.
Not every Ψ is acceptable. For example, if Ψ is identically zero, all antifields are
set to zero and the gauge-fixed proper solution reduces to the original action S0. This
S0 could not be used as the starting point for perturbation theory because propagators
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would not exist. In the rest of this section, we determine the conditions on Ψ so that
an admissible gauge-fixing procedure arises. The discussion is somewhat technical so
that a reader may wish to skip to Sect. 6.5. For the irreducible case, one should read
to Eq.(6.40).
It is useful to define ns as the net number of non-gauge degrees of freedom for the
ghost Cαss at level s:
ns ≡
L∑
t=s
(−1)t−smt . (6.31)
The number of gauge degrees of freedom of Cαss is ms − ns = ns+1. If we define
m−1 = n and use the notation in Eq.(6.23), these statements also apply to φ
i when
s = −1: n−1 = m−1 − n0 = n − n0 = ndof is the number of non-gauge degrees of
freedom in φi.
In this paragraph, the general strategy is discussed. The basic idea is that the
conditions in Eq.(6.30) fix the gauge degrees of freedom of level s− 1 fields and non-
propagating independent degrees of freedom of level s + 1 fields. In the Triangular
Field Tableau of Diagram 2, arrows indicate how setting the antifield of one field to
zero via Eq.(6.30) eliminates degrees of freedom in another field. An upward-slanting
arrow going from ΦB to ΦA such as
ΦA

7

ΦB
Diagram 3. Elimination of Gauge Degrees of Freedom
indicates that the gauge degrees of freedom in ΦA are eliminated by the equation
∂Ψ
∂Φ∗
B
= 0. To ensure their elimination, two points on the gauge slice determined
by Ψ should not be related by an infinitesimal gauge transformation. This leads to
conditions on Ψ that are presented below. A downward-slanting arrow going from
ΦA to ΦB such as
ΦA


/
ΦB
Diagram 4. Elimination of Non-Gauge Degrees of Freedom
indicates that non-propagating independent degrees of freedom in ΦB are eliminated
by the equation ∂Ψ
∂Φ∗
A
= 0. When two arrows appear on a line, there is the fixing of
both independent and gauge degrees of freedom. In this delta-function gauge-fixing
procedure, only φi, Cαss and C¯sαs contain propagating fields. In the Triangular Field
Tableau of Diagram 2, there are no downward-sloping lines terminating on these fields
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to indicate that non-gauge degrees of freedom are eliminated. In contrast, there are
upward-sloping lines meaning that the gauge degrees of freedom in φi, Cαss and C¯sαs
are fixed. The fields Ckαss , for k ≥ 1 and odd k, and C¯ksαs , for k ≥ 2 and even k, are
non-propagating, i.e., there is no quadratic form in the action for these fields. When
gauge-fixing is fully implemented, they are completely fixed. Like Cαss and C¯sαs, it will
be useful to think of Ckαss and C¯ksαs as having ns independent (or non-gauge) degrees
of freedom and ns+1 gauge degrees of freedom. Since there are both upward-sloping
and downward-sloping lines terminating on these fields, both gauge and independent
degrees of freedom are fixed. Hence, all ms = ns+1 + ns fields are removed from the
theory. The difference between Cαss and C¯sαs and the other ghosts and antighosts is
that the independent degrees of freedom in these fields are propagating. The fields
C¯sαs play a dual role: They fix the gauge degrees of freedom in Cαs−1s−1 and serve as
the antighosts of Cαss , meaning that they enter quadratically in the action with these
fields.
Let Φ0 be a solution to the equations of motion for the action SΨ fixed by the
gauge conditions in Eq.(6.1). Since one is interested in performing a perturbative
expansion about this solution, write
ΦA = ΦA0 + δΦ
A , (6.32)
where δΦA is the quantum fluctuation of ΦA. According to the Triangular Field
Tableau of Diagram 2, the gauge degrees of freedom of φi should be fixed by the
equation 0 = C¯∗α00 . Expanding about the perturbative solution, one obtains
0 = C¯∗α00 =
∂Ψ
∂C¯0α0
=
(
∂Ψ
∂C¯0α0
)
0
+
(
∂l∂rΨ
∂C¯0α0∂φi
)
0
δφi + . . . , (6.33)
where we use the abbreviation
()0 ≡ ()|{ΦA=ΦA0 } . (6.34)
The matrix
(
∂l∂rΨ
∂C¯0α0∂φ
i
)
0
that multiplies δφi must eliminate n0 gauge degrees of free-
dom. This requires that Ψ be such that
rank
(
∂l∂rΨ
∂C¯0α0∂φi
)
0
= n0 . (6.35)
The gauge modes of φi are proportional to Riα0 . Hence one also needs
rank
(
∂l∂rΨ
∂C¯0α0∂φi
Riβ0
)
0
= n0 , (6.36)
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to ensure that the correct degrees of freedom in φi are fixed. Using Eq.(4.28) and
φ∗i =
∂Ψ
∂φi
, one sees that the operator in Eq.(6.36) is the quadratic form for C¯0α0 and
Cβ00 in the action SΨ:
SΨ = . . .+ C¯0α0
(
∂l∂rΨ
∂C¯0α0∂φi
Riβ0
)
0
Cβ00 + . . . . (6.37)
Hence Eq.(6.36) is consistent with the fact that C¯0α0 and Cβ00 should have n0 propa-
gating degrees of freedom.
If the system is irreducible, n0 = m0 and no further constraints on the gauge-
fixing fermion Ψ are necessary. Eqs.(6.35) and (6.36) are the only requirements on
Ψ. There are n −m0 propagating modes for φi and m0 propagating modes for C¯0α0
and Cα00 . Of the original n degrees of freedom of φi, m0 have been gauge fixed. The
simplest gauge-fixing fermion Ψδ is [26]
Ψδ = C¯0α0χα0 (φ) , (6.38)
where χα0 is an arbitrary functional of φ. The subscript δ on Ψ indicates that this is
a delta-function gauge-fixing scheme. The condition 0 = C¯∗α00 in Eq.(6.33) leads to
χα0 (φ) = 0 , (6.39)
so that χα0 is the gauge-fixing condition on φ. Eqs.(6.35) and (6.36) respectively
become
rank
(
χα0,i (φ0)
)
= n0 ,
rank
(
χα0,i R
i
β0 (φ0)
)
= n0 , (6.40)
where n0 = m0 for the irreducible case.
Suppose the theory is at least first-stage reducible. Then C¯0α0 and Cα00 have m0
degrees of freedom but n1 of these are gauge modes and thus m0 − n1 = n0 are
independent. According to the Triangular Field Tableau of Diagram 2, the equation
C¯∗α11 = 0 is used to fix the n1 gauge degrees of freedom in Cα00 , and C1∗1α1 = 0 is used to
fix the n1 gauge degrees of freedom in C¯0α0 . Expanding the former condition about
the perturbative solution, one obtains
0 = C¯∗α11 =
∂Ψ
∂C¯1α1
=
(
∂Ψ
∂C¯1α1
)
0
+
(
∂l∂rΨ
∂C¯1α1∂Cα00
)
0
δCα00 + . . . . (6.41)
Actually, the first term on the right-hand side of Eq.(6.41) vanishes, but we display it
to emphasize the idea that we are expanding about the perturbative solution. Since
one wants to fix n1 gauge modes of Cα00 , a necessary condition on Ψ is that
rank
(
∂l∂rΨ
∂C¯1α1∂Cα00
)
0
= n1 . (6.42)
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The modes to gauge-fix are those that are non-propagating in Eq.(6.37). These modes
are proportional to
Z−1α01β1 ≡ Rα01β1
∣∣∣
0
, (6.43)
of Eq.(2.16). Since there are n1 such modes,
rank
(
Z−1α01β1
)
= n1 . (6.44)
Because these modes need to be eliminated by the 0 = C¯∗α11 condition in Eq.(6.41),
they should not be annihilated by the quadratic form
(
∂l∂rΨ
∂C¯1α1∂C
α0
0
)
0
in Eq.(6.42). This
leads to the condition on Ψ that
rank
(
∂l∂rΨ
∂C¯1α1∂Cα00
Z−1α01β1
)
0
= n1 . (6.45)
Using C∗0α0 = ∂rΨ∂Cα0
0
in Eq.(4.28) and Eq.(6.43), one notices that the operator in
Eq.(6.45) is the quadratic form for C¯1α1 and Cβ11 . Since these fields have n1 prop-
agating degrees of freedom, the rank of the quadratic form should be n1, which is
consistent with Eq.(6.45).
To fix the n1 gauge modes of C¯0α0 , use
0 = C1∗1α1 =
∂Ψ
∂C1α11
=
(
∂Ψ
∂C1α11
)
0
+ δC¯0α0
(
∂l∂rΨ
∂C¯0α0∂C1α11
)
0
+ . . . . (6.46)
A necessary condition that these gauge degrees of freedom can be fixed is
rank
(
∂l∂rΨ
∂C¯0α0∂C1α11
)
0
= n1 . (6.47)
Next, note that, since rank
(
∂l∂rΨ
∂C¯0α0∂φ
i
)
0
= n0 (see Eq.(6.35)) and the index α0 takes
on m0 values, there must be m0 − n0 = n1 left zero modes Z¯0α11α0 for the operator(
∂l∂rΨ
∂C¯0α0∂φ
i
)
0
:
Z¯0α11α0
(
∂l∂rΨ
∂C¯0α0∂φi
)
0
= 0 , (6.48)
where we use a redundant superscript α1 on Z¯
0α1
1α0 but compensate for this by requiring
rank
(
Z¯0α11α0
)
= n1 . (6.49)
The Z¯0α11α0 are the non-propagating modes of C¯0α0 in the quadratic form in Eq.(6.37).
They must be fixed from the 0 = C1∗1α1 condition in Eq.(6.46), so that
rank
(
Z¯0α11β0
∂l∂rΨ
∂C¯0α0∂C1α11
)
0
= n1 . (6.50)
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Finally one needs to fix the n1 independent or “non-gauge” modes of C1α11 . From
Diagram 2, one sees that this is done using
0 = C¯∗α00 =
∂Ψ
∂C¯0α0
=
(
∂Ψ
∂C¯0α0
)
0
+
(
∂l∂rΨ
∂C¯0α0∂C1α11
)
0
δC1α11 + . . . , (6.51)
for which one needs
rank
(
∂l∂rΨ
∂C¯0α0∂C1α11
)
0
= n1 ,
which is the same condition as Eq.(6.47).
If the system is first-stage reducible then n1 = m1 and there are no gauge degrees
of freedom in C1α11 so that the above condition eliminates all the modes of C1α11 . For
φi, one has n−m0+m1 propagating modes and m0−m1 gauge modes fixed by gauge
conditions. For C¯0α0 and Cα00 , there are m0−m1 propagating modes and the m1 gauge
degrees of freedom are fixed. Lastly, all m1 degrees of freedom of C¯1α1 and of Cα11 are
propagating. Summarizing, for a first-stage reducible theory the conditions on Ψ are
given in Eqs.(6.35), (6.36), (6.42), (6.45), (6.47), and (6.50).
An example of an acceptable Ψδ is [26]
Ψδ = C¯0α0χα0 (φ) + C¯1α1ω0α11α0 (φ) Cα00 + C¯0α0 ω¯1α00α1 (φ) C1α11 , (6.52)
where χα0 , ω0α11α0 and ω¯
1α0
0α1 are arbitrary functionals of φ subject to Eq.(6.40) and
rank
(
ω0α11α0 (φ0)
)
= n1 ,
rank
(
ω0α11α0 (φ0)Z
−1α0
1β1
)
= n1 ,
rank
(
ω¯1α00α1 (φ0)
)
= n1 ,
rank
(
Z¯0α11α0 ω¯
1α0
0α1
(φ0)
)
= n1 , (6.53)
where n1 = m1 for first-stage reducible theories. The Z
−1α0
1β1
are given in Eq.(6.43)
and Z¯0α11α0 is determined by Z¯
0α1
1α0χ
α0
,i (φ0) = 0.
For completeness, we present the conditions on Ψ for the general Lth-stage re-
ducible theory. There are fields from levels s = −1 to s = L. See Triangular Field
Tableau of Diagram 2.
For odd k and −1 ≤ k ≤ s, there are conditions fixing the ns+1 gauge degrees of
Ckαss coming from the diagram
Ckαss

7

C¯k+1s+1αs+1
Diagram 5. Elimination of Gauge Degrees of Freedom in Ckαss
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and arising from
0 = C¯k+1∗αs+1s+1 =
∂Ψ
∂C¯k+1s+1αs+1
= . . .+
(
∂l∂rΨ
∂C¯k+1s+1αs+1∂Ckαss
)
0
δCkαss + . . . . (6.54)
A necessary condition that the ns+1 gauge modes of Ckαss can be fixed is
rank
(
∂l∂rΨ
∂C¯k+1s+1αs+1∂Ckαss
)
0
= ns+1 , (6.55)
where k is odd and ranges between s ≥ k ≥ −1, and s is restricted to L−1 ≥ s ≥ −1.
When there is a diagram such as
C¯k−1s−1αs−1


/
Ckαss
Diagram 6. Elimination of Independent Degrees of Freedom in Ckαss
the remaining ns independent degrees of freedom in Ckαss are fixed using
0 = C¯k−1∗αs−1s−1 =
∂Ψ
∂C¯k−1s−1αs−1
= . . .+
(
∂l∂rΨ
∂C¯k−1s−1αs−1∂Ckαss
)
0
δCkαss + . . . . (6.56)
A necessary condition that these ns non-gauge modes can be fixed is
rank
(
∂l∂rΨ
∂C¯k−1s−1αs−1∂Ckαss
)
0
= ns , (6.57)
where k is odd, s ≥ k ≥ 1, and L ≥ s ≥ 1.
The gauge modes of Ckαss are those not fixed by the condition in Eq.(6.56). They
are annihilated by the quadratic form
(
∂l∂rΨ
∂C¯k−1s−1αs−1
∂Ckαss
)
0
in Eq.(6.56). Since this opera-
tor acts onms-component vectors and has rank ns, it must have exactlyms−ns = ns+1
right null vectors. We denote these by Zkαss+1βs+1 using the redundant subscript index
βs+1 but requiring
rank
(
Zkαss+1βs+1
)
= ns+1 . (6.58)
More precisely, (
∂l∂rΨ
∂C¯k−1s−1αs−1∂Ckαss
)
0
Zkαss+1βs+1 = 0 . (6.59)
A sufficient condition that these gauge modes Zkαss+1βs+1 can be removed from Ckαss via
Eq.(6.54) is that
rank
(
∂l∂rΨ
∂C¯k+1s+1αs+1∂Ckαss
Zkαss+1βs+1
)
0
= ns+1 . (6.60)
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The conditions on Ψ in Eq.(6.60) hold for odd k, s ≥ k ≥ −1 and L− 1 ≥ s ≥ −1 if
one defines
Z−1αss+1βs+1 ≡ Rαss+1βs+1
∣∣∣
0
. (6.61)
When k = −1 the operator in Eq.(6.60) is the quadratic form of SΨ for C¯s+1αs+1 and
Cβs+1s+1 , as can be seen from Eqs.(4.28) and (6.29). The condition that these fields have
ns+1 propagating modes is consistent with Eq.(6.60) for the case k = −1.
The discussion for C¯ksαs where k is even works similarly. The ns independent
degrees of freedom of C¯sαs , via the diagram
Ck−1αs−1s−1


/
C¯ksαs
Diagram 7. Elimination of Independent Degrees of Freedom in C¯ksαs
are fixed by
0 = Ck−1∗s−1αs−1 =
∂Ψ
∂Ck−1αs−1s−1
= . . .+ δC¯ksαs
 ∂l∂rΨ
∂C¯ksαs∂Ck−1αs−1s−1

0
+ . . . , (6.62)
which requires
rank
 ∂l∂rΨ
∂C¯ksαs∂Ck−1αs−1s−1

0
= ns .
This is the same condition as in Eq.(6.55) when s→ s+ 1 and k → k + 1.
The gauge modes of C¯ksαs are the left zero modes of the operator
(
∂l∂rΨ
∂C¯ksαs∂C
k−1αs−1
s−1
)
0
in Eq.(6.62). Since this operator acts to the left on ms-component vectors and has
rank ns, there are exactly ms − ns = ns+1 such zero modes. We denote these by
Z¯
kαs+1
s+1αs, using the redundant superscript index αs+1 but requiring
rank
(
Z¯
kαs+1
s+1αs
)
= ns+1 . (6.63)
More precisely, the Z¯
kαs+1
s+1αs are defined by
Z¯
kαs+1
s+1αs
 ∂l∂rΨ
∂C¯ksαs∂Ck−1αs−1s−1

0
= 0 , (6.64)
where k is even, s − 1 ≥ k ≥ 0, and L − 1 ≥ s ≥ 0. These ns+1 gauge degrees of
freedom of C¯ksαs , via the diagram
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C¯ksαs

7

Ck+1αs+1s+1
Diagram 8. Elimination of Gauge Degrees of Freedom in C¯ksαs
are fixed by
0 = Ck+1∗s+1αs+1 =
∂Ψ
∂Ck+1αs+1s+1
= . . .+ δC¯ksαs
 ∂l∂rΨ
∂C¯ksαs∂Ck+1αs+1s+1

0
+ . . . , (6.65)
which requires
rank
 ∂l∂rΨ
∂C¯ksαs∂Ck+1αs+1s+1

0
= ns+1 .
This is the same condition as in Eq.(6.57) when s→ s−1 and k → k−1. Since these
gauge modes are proportional to Z¯
kβs+1
s+1αs, a sufficient condition for the elimination of
these modes is
rank
Z¯kβs+1s+1αs ∂l∂rΨ
∂C¯ksαs∂Ck+1αs+1s+1

0
= ns+1 , (6.66)
where k is even, s− 1 ≥ k ≥ 0, and L− 1 ≥ s ≥ 0.
As a final remark, note that all the gauge-fixing conditions have been used: The
equations 0 = Ck∗sαs (and 0 = C¯k∗αss ) impose ns constraints on level s−1 gauge fields and
ns+1 constraints on level s + 1 independent fields. The total number of constraints
imposed is the number of values of the index αs. This number is ms and equals
ns + ns+1.
For an Lth-stage reducible theory, it is necessary for Ψ to satisfy Eqs.(6.55), (6.57),
(6.60) and (6.66). All degrees of freedom in Ckαss for k odd and k ≥ 1 and in C¯ksαs for k
even and k ≥ 2 are fixed. Of the original φi, n0 of the degrees of freedom are fixed and
the remaining n−n0 modes are propagating. For C¯sαs and Cαss with 0 ≤ s ≤ L−1, ns
fields are propagating and ns+1 fields have been gauge-fixed. For s = L, all nL = mL
modes of C¯LαL and CαLL are propagating.
One useful example of a gauge-fixing fermion is [26]
Ψδ = C¯0α0χα0 (φ)+
L∑
s=1
s∑
k=0
k even
C¯ksαsωkαssαs−1 (φ) Ck−1αs−1s−1 +
L∑
s=1
s∑
k=1
k odd
C¯k−1s−1αs−1 ω¯kαs−1sαs (φ) Ckαss , (6.67)
where, for each upward-sloping line (like in Diagram 5 with k → k−1 and s→ s−1),
one associates the matrix ωkαssαs−1 and where, for each downward-sloping line (like in
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Diagram 6), one associates the matrix ω¯kαs−1sαs . In addition to Eq.(6.40), one requires
Eqs.(6.55), (6.60), Eq.(6.57), and (6.66), that is,
rank
(
ωkαssαs−1 (φ0)
)
= ns ,
rank
(
ωkαssαs−1 (φ0)Z
k−1αs−1
sβs
)
= ns , (6.68)
for k even, s ≥ k ≥ 0 and L ≥ s ≥ 1, as well as
rank
(
ω¯kαs−1sαs (φ0)
)
= ns ,
rank
(
Z¯k−1βssαs−1 ω¯
kαs−1
sαs (φ0)
)
= ns , (6.69)
for k odd, s ≥ k ≥ 1 and L ≥ s ≥ 1.
6.4 Other Gauge-Fixing Procedures
The previous subsection considered the most general gauge-fixing fermion Ψ which
is independent of π¯ksαs and π
kαs
s . By allowing Ψ to be linear in π¯
k
sαs and π
kαs
s , one is
able to have gaussian averaging over a gauge condition [26]. Such possibilities arise
when
Ψ = Ψδ +Ψπ , (6.70)
where Ψδ is a δ-function-type gauge-fixing fermion which is independent of π¯
k
sαs and
πkαss , and where Ψπ is linear in π¯
k
sαs and π
kαs
s .
For example, in an irreducible theory, one may take
Ψπ =
1
2
C¯0α0σ0α0β00 (φ) π¯0β0 , (6.71)
where σ0α0β00 is an arbitrary matrix. The total gauge-fixing fermion Ψ is
Ψ = C¯0α0χα0 (φ) +
1
2
C¯0α0σ0α0β00 (φ) π¯0β0 . (6.72)
The antifields C¯∗α00 are eliminated via Eq.(6.1) to give
C¯∗α00 = χα0 +
1
2
σ0α0β00 π¯0β0 , (6.73)
which, when substituted into Eq.(6.28), results in
Saux|ΣΨ = π¯0α0χα0 (φ) +
1
2
π¯0α0σ
0α0β0
0 π¯0β0 . (6.74)
Without the quadratic functional of π¯0α0 , Eq.(6.74) would give the gauge-fixing condi-
tions χα0 (φ) = 0 on φ. With the quadratic functional of π¯0α0 , one is able to perform
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a gaussian averaging over these gauging-fixing conditions. If the matrix σ0α0β00 is
completely invertible then the averaging is done over all gauge invariances. By choos-
ing σ0α0β00 not to have an inverse, one may obtain delta-function conditions for some
gauge invariances and a gaussian-averaging of others. In some quantization schemes,
π¯0α0 may become propagating, in which case π¯0α0 is called a Nielsen-Kallosh ghost
[172, 199, 200].
For a first-stage reducible theory, one can add
Ψπ =
1
2
C¯0α0σ0α0β00 π¯0β0 +
1
2
C¯1α1ρ0α11β1π1β11 +
1
2
π¯1α1ρ
0α1
1β1
C1β11 (6.75)
to the δ-function gauge-fixing fermion Ψδ in Eq.(6.52), where σ
0α0β0
0 and ρ
0α1
1β1
are
arbitrary matrix functionals of φ. Eliminating antifields by Eq.(6.1) and inserting
into Eq.(6.28) leads to
Saux|ΣΨ = . . .+
1
2
π¯0α0σ
0α0β0
0 π¯0β0 + π¯1α0ρ
0α1
1β1
π1β11 + . . . . (6.76)
For appropriate σ0α0β00 and ρ
0α1
1β1
, integration over π¯0α0 , π
1β1
1 and π¯1α0 leads to a gaus-
sian averaging gauge-fixing procedure.
For an Lth-stage system, the most general Ψπ, satisfying Eq.(6.4) and being linear
in πkαss and π¯
k
sαs and linear in the auxiliary ghosts and antighosts, is
Ψπ =
1
2
L−1∑
k=0
k even
L∑
s=k+1
(
C¯ksαsρkαssβs (φ)πk+1βss + π¯ksαsρkαssβs (φ) Ck+1βss
)
+
1
2
L∑
k=0
k even
C¯kkαkσkαkβkk (φ) π¯kkβk , (6.77)
where ρkαssβs and σ
kαkβk
k are arbitrary matrices. If one eliminates antifields by Eq.(6.1)
and inserts the result into Eq.(6.28), one obtains the following quadratic terms for π
fields
Saux|ΣΨ = . . .+
L−1∑
k=0
k even
L∑
s=k+1
π¯ksαsρ
kαs
sβs
πk+1βss
+
1
2
L∑
k=0
k even
π¯kkαkσ
kαkβk
k π¯
k
kβk
+ . . . , (6.78)
thereby allowing a gaussian average procedure for gauge invariances at all levels.
In some instances, in lieu of Eq.(6.1), one might want to eliminate certain fields
rather than antifields. The simplest way to accomplish this is to first perform a
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canonical transformation that interchanges some fields for antifields [104, 230, 259,
44, 252, 257]. Then, when Eq.(6.1) is used, elimination of certain antifields will
correspond to the elimination of some original fields. Given the freedom to first
perform canonical transformations, Eq.(6.1) is quite general.
6.5 Gauge-Fixed Classical BRST Symmetry
The gauge-fixed theory inherits a remnant of the original BRST symmetry δB in
Eq.(4.32). Given Ψ, one defines the gauge-fixed BRST operator δBΨ by [24]
δBΨX ≡ (X,S)|ΣΨ , (6.79)
where X is any functional of the ΦA. For X = ΦA, one obtains
δBΨΦ
A =
∂lS
∂Φ∗A
∣∣∣∣∣
ΣΨ
. (6.80)
This is the same result as first performing the non-gauge-fixed BRST transformation
in Eq.(4.32) and then imposing the gauge-fixing fermion condition in Eq.(6.1). The
BRST transformation is a global symmetry of the classical gauge-fixed action since
δBΨSΨ = (SΨ, S)|ΣΨ =
∂rSΨ
∂ΦA
∂lS
∂Φ∗A
∣∣∣∣∣
ΣΨ
=
(
∂rS
∂ΦA
∂lS
∂Φ∗A
)∣∣∣∣∣
ΣΨ
+
∂rS
∂Φ∗B
∂r∂rΨ
∂ΦA∂ΦB
∂lS
∂Φ∗A
∣∣∣∣∣
ΣΨ
= 0 , (6.81)
where the first term vanishes as a consequence of the classical master equation and
the second term vanishes due to statistical symmetry properties of the factors.
Due to the elimination of antifields, δBΨ is not necessarily off-shell nilpotent. For
example, consider
δ2BΨΦ
A =
∂r∂lS
∂ΦC∂Φ∗A
∂lS
∂Φ∗C
∣∣∣∣∣
ΣΨ
+
∂r∂lS
∂Φ∗C∂Φ
∗
A
∂r∂lΨ
∂ΦD∂ΦC
∂lS
∂Φ∗D
∣∣∣∣∣
ΣΨ
,
where the second term arises from the chain rule (see Eq.(A.7) of Appendix A) via
the implicit dependence on ΦD through Φ∗C , which is now a functional of the Φ via
Eq.(6.1). By using the identity 0 = ∂l(S,S)
∂Φ∗
A
, the first term can be rearranged and then
the two terms combine if one notes that
∂r (SΨ)
∂ΦC
=
∂rS
∂ΦC
∣∣∣∣∣
ΣΨ
+
∂rS
∂Φ∗D
∂r∂lΨ
∂ΦC∂ΦD
∣∣∣∣∣
ΣΨ
. (6.82)
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The final result is [29, 30, 251]
δ2BΨΦ
A = (−1)ǫA ∂r (SΨ)
∂ΦC
∂l∂lS
∂Φ∗C∂Φ
∗
A
∣∣∣∣∣
ΣΨ
. (6.83)
The equations of motion for the gauge-fixed action are ∂r(SΨ)
∂ΦC
= 0. Hence, the gauge-
fixed BRST symmetry is on-shell nilpotent. From Eq.(4.29), one sees that a necessary
condition for off-shell nilpotency is that the algebra is closed, Ejiαβ = 0, and that there
is off-shell reducibility, V jia = 0.
Another way of obtaining the on-shell nilpotency is to note that the gauge-fixed
BRST transformation agrees with the ordinary BRST transformation evaluated at
ΣΨ, up to equations of motion. For functionals which do not depend on antifields
this follows from Eq.(6.79). For functionals, which depended on antifields before
gauge-fixing but are now evaluated at ΣΨ, the result follows because
δBΨΦ
∗
A (Φ) = (δBΦ
∗
A)|ΣΨ +
∂l (SΨ)
∂ΦA
. (6.84)
The last term is a gauge-fixed equation of motion. In other words, the processes
of performing the off-shell BRST transformation in Eq.(4.32) and gauge-fixing via
Eq.(6.1) commute up to equations of motion.
6.6 The Gauge-Fixed Basis
Another way to gauge-fix the theory is to first perform a canonical transformation
to the “gauge-fixed” basis and then set antifields to zero [230, 231, 259, 44, 252]. The
canonical transformation in Eq.(4.13) is done with F2 = Φ
AΦ˜∗A +Ψ (Φ) to give
ΦA = Φ˜A , Φ∗A = Φ˜
∗
A +
∂Ψ
∂ΦA
, (6.85)
so that ΦA → ΦA and Φ∗A → Φ∗A + ∂Ψ∂ΦA . The gauge-fixed basis consists of the new
tilde fields and antifields.
In this new basis, the original gauge invariances are replaced by the classical
gauge-fixed BRST symmetry δBΨ . It emerges as the symmetry of the gauge-fixed
action SΨ. To understand how this comes about, expand the original proper solution
S in a power series in antifields via
S [Φ,Φ∗] = S0
[
φi
]
+ Φ∗AR
A +
1
2
Φ∗AΦ
∗
BR
BA + . . . , (6.86)
and perform the change of variables in Eq.(6.85) to obtain
S [Φ,Φ∗] = S0
[
φi
]
+
∂Ψ
∂ΦA
RA +
1
2
∂Ψ
∂ΦA
∂Ψ
∂ΦB
RBA + . . .
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+Φ˜∗A
(
RA +
∂Ψ
∂ΦB
RBA + . . .
)
+
1
2
Φ˜∗AΦ˜
∗
B
(
RBA + . . .
)
+ . . .
≡ S˜0 [Φ] + Φ˜∗AR˜A +
1
2
Φ˜∗AΦ˜
∗
BR˜
BA + . . . ≡ S˜
[
Φ, Φ˜∗
]
. (6.87)
The terms in the Φ˜∗ expansion have an interpretation. The Φ˜∗-independent term
S˜0 [Φ] = S|ΣΨ ≡ SΨ (6.88)
is the gauge-fixed action. The term linear in Φ˜∗
R˜A =
∂lS˜
∂Φ˜∗A
∣∣∣∣∣{Φ˜∗B=0} =
∂lS
∂Φ∗A
∣∣∣∣∣
ΣΨ
≡ δBΨΦA
is the generator of gauge-fixed BRST transformations since δBΨX =
∂rX
∂ΦA
R˜A. Hence,
S˜ is a theory in which gauge transformations have been replaced by the gauge-fixed
BRST transformation δBΨ . As in Sect. 2, one can define tensors associated with the
gauge structure. It is necessary to absorb ghost fields C into their definition, i.e.,
R˜A ≡ R˜ABC˜B, E˜BA ≡ 12E˜BADC C˜C C˜D, etc.. Since δ2BΨ is zero only on-shell, the algebra is
open and there exists a non-zero tensor field E˜BA. Comparing Eqs.(2.23) and (6.83),
one concludes
E˜BA = (−1)ǫA ∂l∂lS
∂Φ∗B∂Φ
∗
A
∣∣∣∣∣
ΣΨ
. (6.89)
For an open algebra, according to Eq.(4.29), E˜BA (−1)ǫA is the coefficient of the
proper solution quadratic in antifields. Hence, R˜BA ≡ ∂l∂lS˜
∂Φ˜∗
B
∂Φ˜∗
A
∣∣∣∣{Φ˜∗B=0} = ∂l∂lS∂Φ∗B∂Φ∗A
∣∣∣∣
ΣΨ
should be equal to E˜BA (−1)ǫA. This is indeed true since it is equivalent to Eq.(6.89).
Hence, the coefficient of S˜ which is quadratic in tilde antifields is the tensor E˜BA
associated with the fact that the gauge-fixed BRST transformations form an open
algebra.
The classical master equation for S˜ encodes the algebraic structure of the gauge-
fixed BRST transformation [133]. A straightforward computation gives
0 =
1
2
(
S˜, S˜
)
=
∂rSΨ
∂ΦA
R˜A + Φ˜∗B
(
∂rR˜
B
∂ΦA
R˜A + R˜BA
∂rSΨ
∂ΦA
)
+ . . . . (6.90)
Since each coefficient of the antifield expansion must be zero,
0 =
∂rSΨ
∂ΦA
R˜A = δBΨSΨ , (6.91)
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which is the invariance of the gauge-fixed action under δBΨ . The vanishing of the
second coefficient in Eq.(6.90) leads to the equation
∂rR˜
B
∂ΦA
R˜A = −R˜BA∂rSΨ
∂ΦA
. (6.92)
Eq.(6.92) is related to the on-shell nilpotency of δBΨ :
0 = δBΨ (δBΨSΨ) =
∂r
∂ΦB
(
∂rSΨ
∂ΦA
R˜A
)
R˜B =
∂rSΨ
∂ΦA
∂rR˜
A
∂ΦB
R˜B + (−1)(ǫA+1)ǫB ∂r∂rSΨ
∂ΦB∂ΦA
R˜AR˜B .
The second term vanishes by the statistical properties of the factors. The first term
vanishes when Eq.(6.92) is used in conjunction with statistical symmetry arguments.
Higher order terms in 0 =
(
S˜, S˜
)
represent other consistency requirements of the
gauge-fixed classical BRST transformation.
In addition to the gauge structure, other concepts generalize to the gauge-fixed
basis. In the effective action or any other approach for which antifields remain present,
antifields are interpreted as the sources for gauge-fixed BRST transformations. See
Sect. 8.4 for more discussion. In the gauge-fixed basis, the classical limit in Eq.(4.24)
is replaced by the gauge-fixed condition
S˜
[
Φ, Φ˜∗
]∣∣∣
Φ˜∗=0
= SΨ[Φ] (6.93)
of Eq.(6.88). The proper condition in Eqs.(4.22) and (4.23) becomes [259, 44, 252, 133]
rank
∂l∂rSΨ [Φ]
∂ΦA∂ΦB
∣∣∣∣∣
{
∂rSΨ
∂ΦD
=0}
= N . (6.94)
Eq.(6.94) ensures that propagators for the ΦA are defined so that the usual pertur-
bation theory can be developed.
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7 Gauge-Fixing Examples
In this subsection, we present some gauge-fixing procedures for the examples
considered in Sects. 3 and 5. The first step is to introduce the auxiliary fields and
antifields necessary for gauge-fixing, as specified in Sect. 6.2. The second step is to
choose an appropriate Ψ. Here, there is quite a bit of freedom and we make specific
choices. The third step is to eliminate antifields using Ψ and substitute the results
into S to obtain the gauge-fixed action SΨ.
The reader interested in doing exercises can try the following. (i) Derive the
equations of motion of the gauge-fixed action. (ii) Determine the effect of the gauge-
fixed BRST transformation δBΨ on the fields. (iii) Check the gauge-fixed BRST
invariance of the gauge-fixed action. (iv) Compute δ2BΨ and verify that the non-
zero terms, when present, vanish if the equations of motion are used. (v) Perform a
gauge-fixing procedure with a different gauge-fixing fermion Ψ.
7.1 The Spinless Relativistic Particle
Since this system is irreducible, one only needs to append one non-trivial pair
{C¯, π¯}. The non-minimal proper solution is
S =
∫
dτ
{
1
2
(
x˙2
e
− em2
)
+ x∗µx˙
µC
e
+ e∗C˙ + π¯C¯∗
}
. (7.1)
An example of a gauge-fixing fermion is
Ψ =
∫
dτ C¯ (e− 1) , (7.2)
which, via Eq.(6.1), leads to
C¯∗ = e− 1 , e∗ = C¯ , x∗µ = 0 , π¯∗ = 0 . (7.3)
The gauge-fixed action is
SΨ =
∫
dτ
{
1
2
(
x˙2
e
− em2
)
+ C¯C˙ + π¯ (e− 1)
}
. (7.4)
Because the original algebra is closed, the gauge-fixed BRST transformation δBΨ ,
given by
δBΨe = C˙ , δBΨxµ =
x˙µC
e
, δBΨC = 0 ,
δBΨ π¯ = 0 , δBΨ C¯ = π¯ , (7.5)
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satisfies δBΨδBΨ = 0 off-shell. After integrating over π¯, the gauge e = 1 is implemented
and Eq.(7.4) becomes
SΨ →
∫
dτ
{
1
2
(
x˙2 −m2
)
+ C¯C˙
}
. (7.6)
Since the equations of motion for π¯ and e have been used, Eq.(7.6) is no longer
invariant under Eq.(7.5). To derive the modified BRST transformations, start with
Eq.(7.1), and perform the shift, C¯∗ → C¯∗ + e − 1, e∗ → e∗ + C¯, to the gauge-fixed
basis. Then, determine the equation of motion for π¯ using ∂rSΨ
∂e
= 0 and perform
another canonical transformation to shift π¯ by this solution: π¯ → π¯+ 1
2
(x˙2/e2 +m2).
The gauge-fixed BRST transformations of the transformed action at the saddle point,
e = 1, π¯ = 0, given by
δB˜Ψx
µ = x˙µC , δB˜ΨC = 0 , δB˜Ψ C¯ =
1
2
(
x˙2 +m2
)
, (7.7)
constitute a symmetry of the action in Eq.(7.6), as can easily be checked. Because
equations of motion have been used, δB˜Ψ is not longer nilpotent off-shell. Indeed, a
computation of δ2
B˜Ψ
reveals that it is, in general, nonzero; it is zero if the equations
of motion, x¨µ = 0 and C˙ = 0 are used.
7.2 Yang-Mills Theories
Since this is an irreducible system, it is necessary to introduce one trivial pair
{C¯a, π¯a} for each generator index a. Frequently, π¯a is denoted by Ba and we adopt
this notation. The non-minimal proper solution is
S =
∫
ddx
{
−1
4
F aµνF
µν
a + A
∗
aµD
µa
bCb + 1
2
C∗c fabcCbCa +BaC¯∗a
}
. (7.8)
To illustrate a gaussian-averaging gauge-fixing procedure, we choose
Ψ =
∫
ddxC¯a
(
−B
a
2ξ
+ ∂µAaµ
)
, (7.9)
where ξ is a parameter. Elimination of antifields via Eq.(6.1) gives
C¯∗a = −B
a
2ξ
+ ∂µAaµ , B
∗
a = −
C¯a
2ξ
,
A∗aµ = −∂µC¯a , C∗a = 0 . (7.10)
The gauge-fixed action SΨ is
SΨ =
∫
ddx
{
−1
4
F aµνF
µν
a − ∂µC¯aDµabCb −
(
Ba
2ξ
− ∂µAaµ
)
Ba
}
. (7.11)
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The gauge-fixed BRST transformations are
δBΨA
aµ = DµabCb ,
δBΨCa =
1
2
fbc
aCcCb ,
δBΨ C¯a = Ba , (7.12)
δBΨBa = 0 .
The nilpotency of δBΨ holds off-shell because the original gauge algebra is closed. The
gaussian integration over Ba can be performed for Eq.(7.11) to give
SΨ →
∫
ddx
{
−1
4
F aµνF
µν
a − ∂µC¯aDµabCb +
ξ
2
∂µAaµ∂
νAaν
}
, (7.13)
which is known as the Yang-Mills action fixed in the Rξ gauge [1]. The case ξ = 1
is the Feynman gauge. When ξ → ∞, the π¯a = Ba dependence in Ψ of Eq.(7.9)
disappears and the Landau gauge ∂µAaµ = 0 is imposed as a delta-function condition.
Because the quadratic forms in Eq.(7.13) are non-degenerate, Ψ is an admissible
gauge-fixing fermion. Propagators exist and Eq.(7.13) can be used as an action for
the Yang-Mills perturbation series [1, 165].
The BRST symmetry of Eq.(7.13) is determined by the procedure described at
the end of Sect. 7.1. One performs canonical transformations to the gauge-fixed basis
and then to the classical solution for Ba. The latter is determined by varying the
action with respect to Ba itself, and leads to the shift Ba → Ba + ξ∂µAaµ. One finds
that the BRST symmetry of Eq.(7.13) is given by
δB˜ΨA
aµ = DµabCb , δB˜ΨCa =
1
2
fbc
aCcCb , δB˜Ψ C¯a = ξ∂µAaµ . (7.14)
The gauge-fixed BRST generator δB˜Ψ is only nilpotent on-shell.
7.3 Topological Yang-Mills Theory
By using a redundant set of gauge transformations, we have rendered this theory
first-stage reducible. The minimal-field proper solution is given in Eq.(5.12). The
gauge parameters are Λa and εaµ. The number of level 1 gauge invariances is the
rank of the group. Correspondingly, we need to introduce the trivial pairs {C¯a, π¯a}
and {C¯aµ, π¯aµ} at level 0, and {C1a1 , π1a1 } and {C¯1a, π¯1a} at level 1. In keeping with the
notation of Sects. 3.3 and 5.3, we use η instead of C for level 1 ghosts: C¯1a → η¯a and
C1a1 → η1a. We also use B instead of π¯ at level 0: π¯a → Ba and π¯aµ → Baµ, and Λ
instead of π at level 1: π¯1a → Λ¯a and π1a1 → Λ1a.
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To the minimal proper solution in Eq.(5.12), we add
Saux =
∫
d4x
(
BaC¯∗a +BaµC¯∗aµ + η1∗a Λ1a + Λ¯aη¯∗a
)
. (7.15)
For the gauge-fixing fermion, we select
Ψ =
∫
d4x
(
C¯a∂µAaµ + C¯aµAaµ + η¯aCa + η1aC¯a
)
. (7.16)
The elimination of antifields using Ψ gives
C¯∗a = ∂µAaµ + η1a , C¯∗aµ = Aaµ ,
η∗a = 0 , η
1∗
a = C¯a , η¯∗a = Ca ,
A∗aµ = −∂µC¯a + C¯aµ , C∗a = η¯a , C¯a∗ = η1a . (7.17)
The gauge-fixed action becomes
SΨ =
∫
d4x
{
1
4
F aµν
∗F aµν +
(
−∂µC¯a + C¯aµ
) (
DµabCb + Caµ
)
+
1
2
η¯cfab
cCbCa + AcµfabcCbµCa + (η¯b − AaµDµab) ηb+
Ba
(
∂µAaµ + η
1a
)
+BaµA
aµ + C¯aΛ1a + Λ¯aCa
}
. (7.18)
The integration over Baµ produces δ (A
aµ) in the integrand of the functional integral.
This delta function can be used to perform the Aaµ integral. Then the integration
over Ba, Λ
1a and Λ¯a produces δ (η
1a) δ
(
C¯a
)
δ (Ca) which can be used to do the η1a, C¯a
and Ca integrations. The gauge-fixed action is reduced to
SΨ →
∫
d4x
(
C¯aµCaµ + η¯aηa
)
. (7.19)
The integration over C¯aµ and η¯a leads to δ (Caµ) δ (ηa) which can be used to do the Caµ
and ηa integrals. All the functional integrals over fields have been performed, leaving
no local degrees of freedom in the action. Not too surprisingly, the integration over
the topological action leads to a trivial lagrangian. The functional integral produces
a finite number. It is important that all the terms in Ψ in Eq.(7.16) be present. If the
last term η1aC¯a were dropped from Ψ, then the integrations over Λ1a and C¯a would
produce singular contributions.
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7.4 The Antisymmetric Tensor Field Theory
Like the previous example, this is a first-stage reducible theory, for which one
needs to add one trivial pair {C¯aµ, π¯aµ} at level 0 and two trivial pairs {C1a1 , π1a1 } and
{C¯1a, π¯1a} at level 1. As in the previous subsections, we use B for π¯ at level 0, and use
η and Λ respectively for C1 and π1 at level 1. To the minimal-field proper solution,
one adds the auxiliary action
Saux =
∫
d4x
(
BaµC¯∗aµ + Λ¯aη¯∗a + η1∗a Λ1a
)
. (7.20)
An appropriate gauge-fixing fermion is
Ψ =
∫
d4x
(
1
2
C¯aµεµνρσ∂νBaρσ + η¯a∂µCaµ + ∂µC¯aµη1a
)
. (7.21)
The elimination of antifields using Ψ gives
C¯∗aµ = 1
2
εµνρσ∂νB
a
ρσ − ∂µη1a , η∗a = 0 , η¯∗a = ∂µCaµ , η1∗a = ∂µC¯aµ ,
B∗ρσa = ε
ρσµν∂µC¯aν , C∗µa = −∂µη¯a , A∗aµ = 0 . (7.22)
The gauge-fixed action is
SΨ = S0 +
∫
d4x
(
−1
2
∂ν C¯aµ
(
DνabCµb −DµabCνb
)
−∂µη¯aDµabηb + 1
4
∂µC¯cν∂ρC¯bσεµνρσfabcηa+
Baµ
(
1
2
εµνρσ∂νB
a
ρσ − ∂µη1a
)
+ Λ¯a∂
µCaµ + ∂µC¯aµΛ1a
)
, (7.23)
where S0 is given in Eq.(3.27). One interesting feature of this example is the appear-
ance of a trilinear ghost term. It originates from the gauge-fixing of the bilinear term
in antifields in Eq.(5.14). The fields Baµ, Λ¯a and Λ
1a are Lagrange multipliers for the
gauge conditions 1
2
εµνρσ∂νB
a
ρσ − ∂µη1a = 0, ∂µCaµ = 0 and ∂µC¯aµ = 0. If one wants to
perform a gaussian averaging over these conditions, one adds
Ψπ = −1
2
∫
d4x
( C¯aµBaµ
ξ
+
η¯aΛ¯
a
ξ¯
+
Λ1aη
1a
ξ1
)
to Ψ in Eq.(7.21). Here, ξ, ξ¯ and ξ1 are constants. One could also replace ordinary
derivatives ∂µ by covariant ones Dµ in Eq.(7.21). Then Dµ replaces ∂µ in Eqs.(7.22)
and (7.23). In this case, A∗aµ 6= 0, but since A∗aµ does not enter the proper solution in
Eq.(5.14), the gauge-fixed action is as in Eq.(7.23) with ∂µ → Dµ.
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7.5 Open String Field Theory
Since the open bosonic string is an infinite-reducible theory, one introduces the
extraghosts Cks for k = 1, 3, 5, . . . and s ≥ k, and C¯ks for k = 0, 2, 4, . . . and s ≥ k in
the Triangular Field Tableau of Diagram 2 for all levels s:
A

7

S
S
S
C¯0 C0

7
/ 
7

S
S
S
C11 C¯1 C1

7
/ 
7
/ 
7

S
S
S
C¯22 C12 C¯2 C2

7
/ 
7
/ 
7
/ 
7

S
S
S
C33 C¯23 C13 C¯3 C3
...
Diagram 9. The Triangular String Field Tableau
In addition, there are the trivial-pair partners πks for k = 1, 3, 5, . . . and s ≥ k, and
π¯ks for k = 0, 2, 4, . . . and s ≥ k. Although there are no αi type indices on Cks , C¯ks ,
πks and π¯
k
s , they are string fields and represent an infinite tower of ordinary particle
fields. The ghost numbers of the fields are
gh
[
Cks
]
= gh
[
C¯k∗s
]
= s− k , g
(
Cks
)
= g
(
C¯k∗s
)
= 1 + k − s ,
gh
[
C¯ks
]
= gh
[
Ck∗s
]
= k − s− 1 , g
(
C¯ks
)
= g
(
Ck∗s
)
= 1 + k − s ,
gh
[
π¯ks
]
= k − s , g
(
π¯ks
)
= 1 + k − s ,
gh
[
πks
]
= s− k + 1 , g
(
πks
)
= 1 + k − s , (7.24)
where gh[ ] is the field-antifield ghost number and g( ) is the string ghost number.
In Eq.(7.24), we use the abbreviations in Eq.(6.23) for the cases when k = −1 and
k = 0. All Cks , C¯k∗s and π¯ks have odd total statistics, while C¯ks , Ck∗s and πks have even
total statistics.
The auxiliary action Saux in Eq.(6.28) is
Saux =
∞∑
k=0
k even
∞∑
s=k
∫
∗π¯ks ∗ C¯k∗s +
∞∑
k=1
k odd
∞∑
s=k
∫
∗Ck∗s ∗ πks , (7.25)
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where ∗ before a field is the string Hodge star operation. For an arbitrary field or
antifield ϕ, gh [ ∗ϕ] = gh [ϕ] but g ( ∗ϕ) = 3− g (ϕ). The action in Eq.(7.25) is to be
added to the minimal-field proper solution S in Eq.(5.24).
The most convenient gauge for the open bosonic string field theory is the Siegel-
Feynman gauge [229] which imposes the condition c¯0A = 0 on the string field A. When
implemented, the quadratic action of the massless vectorAµ becomes
1
2
∫
d26x Aµ∂ν∂
νAµ.
Above, c¯0 is the zero mode of the antighost of first-quantized open string theory in
Sect. 3.8 and Sect. 5.8. It is the conjugate momentum of the zero mode c0 of the
first-quantized ghost. These modes satisfy
{c0, c¯0} = c0c¯0 + c¯0c0 = 1 , c0c0 = 0 , c¯0c¯0 = 0 , (7.26)
and have string ghost numbers of g (c0) = 1 and g (c¯0) = −1. See Sect. 7.7 for more
discussion. The gauge fermion Ψsf , which implements the Siegel-Feynman gauge, has
an expansion that, for the first few levels, reads
Ψsf =
∫
∗C¯0 ∗ c0c¯0A∫
∗C¯1 ∗ c0c¯0C0 +
∫
∗C11 ∗ c0c¯0C¯0+∫
∗C¯2 ∗ c0c¯0C1 +
∫
∗C12 ∗ c0c¯0C¯1 +
∫
∗C¯22 ∗ c0c¯0C11 + . . . .
For all levels,
Ψsf =
∞∑
k=0
k even
∞∑
s=k
∫
∗C¯ks ∗ c0c¯0Ck−1s−1 +
∞∑
k=1
k odd
∞∑
s=k
∫
∗Cks ∗ c0c¯0C¯k−1s−1 . (7.27)
Since Ψsf is not a functional of π
k
s or π¯
k
s , a delta-function type gauge-fixing pro-
cedure is implemented. Elimination of the antifields via Eq.(6.1) leads to
C¯k∗s = c0c¯0Ck−1s−1 + c¯0c0Ck+1s+1 , k = 0, 2, 4, . . . ,
Ck∗s = c¯0c0C¯k−1s−1 + c0c¯0C¯k+1s+1 , k = 1, 3, 5, . . . . (7.28)
When the antifields in Eq.(7.28) are substituted into Saux of Eq.(7.25) and the inte-
gration over πks or π¯
k
s is performed, the following conditions are implemented
C¯k∗s = 0 ⇒ c¯0Ck−1s−1 = 0 and c0Ck+1s+1 = 0 , k = 0, 2, 4, . . . ,
Ck∗s = 0 ⇒ c0C¯k−1s−1 = 0 and c¯0C¯k+1s+1 = 0 , k = 1, 3, 5, . . . , (7.29)
which follow from Eqs.(7.26) and (7.28). For k ≥ 1, Cks and C¯ks are set equal to zero
because any field Φ, for which c¯0Φ = 0 and c0Φ = 0, must be identically zero, as
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Eq.(7.26) implies. On the other hand, for Cs−1 and C¯s, only half these conditions are
imposed:
c¯0Cs−1 = 0 , s ≥ 0 ,
c0C¯s = 0 , s ≥ 0 . (7.30)
When these results are used in C∗s ≡ C−1∗s = c0c¯0C¯0s+1 ≡ c0c¯0C¯s+1, for s ≥ −1, one
finds C−1∗s = C¯s+1, so that the gauge-fixed string field ΨΣsf in Eq.(5.23) is
ΨΣsf = . . .+
∗C¯s+1 + . . .+ ∗C¯1 + ∗C¯0 + A + C0 + . . .+ Cs + . . . . (7.31)
The condition c0C¯s = 0 implies c¯0∗C¯s = 0. Hence, the constraints in Eq.(7.30) can be
written succinctly as
c¯0ΨΣsf = 0 . (7.32)
Eq.(7.32) implies that ΨΣsf has no term proportional to c0. Since the string integral
is zero unless there is a c0 factor present, Q must supply it. Since Q = c0L0 + . . .,
Q→ c0L0 , (7.33)
where L0 is the string “Klein-Gordon” operator
L0 =
1
2
(
∂µ∂
µ −M2
)
, (7.34)
and M2 is the mass-squared operator. The gauge-fixed action SΨsf is
S =
1
2
∫
ΨΣsf ∗ c0L0ΨΣsf +
1
3
∫
ΨΣsf ∗ΨΣsf ∗ΨΣsf , (7.35)
where ΨΣsf in Eq.(7.31) satisfies equation (7.32). This is the result obtained in refs.[56,
246]. Off-shell scattering amplitudes in the Siegel-Feynman gauge have been obtained
in refs.[128, 111, 216, 54, 55, 217].
7.6 The Massless Relativistic Spinning Particle
This irreducible system has super-reparametrization invariance. It illustrates the
gauge-fixing procedure for a simple supergravity theory. The system possesses one
ordinary gauge symmetry and one gauge supersymmetry, for which auxiliary trivial
pairs {C¯, π¯} and {Γ¯, Λ¯} are needed. The fields π¯, Γ¯, C¯∗ and Λ¯∗ are commuting, while
C¯, Λ¯, π¯∗ and Γ¯∗ are anticommuting. The auxiliary action for the pairs is
Saux =
∫
dτ
(
π¯C¯∗ + Λ¯Γ¯∗
)
. (7.36)
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The fermion
Ψ =
∫
dτ
(
C¯ (e− 1) + Γ¯χ
)
(7.37)
imposes the delta-function conditions
e = 1 , χ = 0 . (7.38)
A straightforward calculation shows that the gauge-fixed action becomes
SΨ → 1
2
∫
dτ (∂τx
µ∂τxµ − iψµ∂τψµ) +
∫
dτ
(
C¯∂τC + Γ¯∂τΓ
)
. (7.39)
For xµ and ψµ, this is the flat-space action in Eq.(3.57). Using the superfield formu-
lation in Eq.(3.52) and defining the ghost superfields
G ≡ C + θΓ , G¯ = Γ¯ + θC¯ ,
the action in Eq.(7.39) can be written in supersymmetric form as
i
∫
dτ
∫
dθ
(
1
2
DθX
µ∂τXµ −DθG¯DθG
)
, (7.40)
where Dθ is given in Eq.(3.53).
7.7 The First-Quantized Bosonic String
The BRST quantization of the first-quantized bosonic string was carried out in
refs.[121, 163, 174]. The field-antifield treatment is similar. In the formulation of
Sect. 5.8, there are three types of gauge transformations for this irreducible system.
Correspondingly, one needs to introduce three level 0 auxiliary trivial pairs {C¯, π¯},
{C¯n, π¯n}, and {C¯ab, π¯ab}, where a, b and n take on the values σ and τ , and C¯ab and
π¯ab are antisymmetric in a and b. The auxiliary action Saux is
Saux =
∫
dτ
π∫
0
dσ
{
π¯C¯∗ + π¯nC¯∗n + 1
2
π¯abC¯∗ab
}
. (7.41)
This action is to be added to S in Eq.(5.30) to give a total action Stotal = S + Saux.
For the gauge-fixing fermion, we use
Ψ =
∫
dτ
∫ π
0
dσ
{
C¯τ (eτ σ − eστ ) + C¯σ (eτ τ − eσσ)+
C¯τσ (eτ σ + eστ ) + C¯
(
eτ
τ + eσ
σ − 2ρ−1/2
)}
. (7.42)
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Such a Ψ leads to the delta-function-type gauge conditions
eτ
τ = eσ
σ = ρ−1/2 , eτ
σ = eσ
τ = 0 . (7.43)
This is known as the conformal gauge. The antifields are
e∗τ τ = C¯ + C¯σ , e∗σσ = C¯ − C¯σ ,
e∗τ σ = C¯τσ + C¯τ , e∗στ = C¯τσ − C¯τ ,
C¯∗τ = eτ σ − eστ , C¯∗σ = eτ τ − eσσ ,
C¯∗τσ = eτ σ + eστ , C¯∗ = eτ τ + eσσ − 2ρ−1/2 ,
X∗µ = 0 , C∗ = C∗n = C∗ab = 0 . (7.44)
The gauge-fixed action becomes
SΨ →
∫
dτ
∫ π
0
dσ
{
1
2
ηµν (∂τX
µ∂τX
ν − ∂σXµ∂σXν)
+ C¯τρ−1/2 (∂σCτ − ∂τCσ) + C¯σρ−1/2 (∂σCσ − ∂τCτ )
+ 2C¯
(
Cn∂nρ−1/2
)
− C¯τσρ−1/2 (∂τCσ + ∂σCτ + 2Cτσ)
+ C¯ρ−1/2 (2C − ∂τCτ − ∂σCσ)
}
, (7.45)
where the sum over n is over τ and σ: Cn∂nρ−1/2 = Cτ∂τρ−1/2+Cσ∂σρ−1/2. Integrating
over C and Cτσ leads to delta functions for C¯ and C¯τσ, so that the gauge-fixed action
becomes the first two lines in Eq.(7.45):
SΨ →
∫
dτ
∫ π
0
dσ
{
1
2
ηµν (∂τX
µ∂τX
ν − ∂σXµ∂σXν)
+ C¯τρ−1/2 (∂σCτ − ∂τCσ) + C¯σρ−1/2 (∂σCσ − ∂τCτ )
}
. (7.46)
At this stage, one can either define a new C¯n field which absorbs the factor of ρ−1/2
or one can set ρ (τ, σ) = 1, as long as D = 26.6 In either case, since the resulting
action is a free theory, it is straightforward to quantize the system. In what follows,
we consider the open string case. The equations of motion are
∂τ∂τX
µ − ∂σ∂σXµ = 0 ,
∂τCτ − ∂σCσ = 0 , ∂τCσ − ∂σCτ = 0 ,
∂τ C¯τ − ∂σC¯σ = 0 , ∂τ C¯σ − ∂σC¯τ = 0 , (7.47)
6 When D 6= 26, one cannot do this due to Weyl anomaly. See Sect. 9.3.
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and
∂σX
µ = Cσ = C¯σ = 0 , at σ = 0, π , (7.48)
which follow from a careful treatment of boundary conditions. The solutions are
Xµ (τ, σ) = xµ + pµτ + i
∞∑
n=−∞
n 6=0
αµn
n
e−inτ cos (nσ) ,
Cτ (τ, σ) =
∞∑
n=−∞
cne
−inτ cos (nσ) ,
Cσ (τ, σ) = −i
∞∑
n=−∞
cne
−inτ sin (nσ) ,
C¯σ (τ, σ) = −i
∞∑
n=−∞
c¯ne
−inτ cos (nσ) ,
C¯τ (τ, σ) =
∞∑
n=−∞
c¯ne
−inτ sin (nσ) , (7.49)
where the modes αµn, cn and c¯n (n = −∞ to +∞, n 6= 0) are harmonic-oscillator-like
raising and lowering operators satisfying
[pµ, xν ] = −iηµν ,
[
αµn, α
ν
−m
]
= nηµνδnm ,
{cn, c¯−m} = δnm , {cn, cm} = 0 , {c¯n, c¯m} = 0 , (7.50)
where ηµν is the D = 25 + 1 flat space metric with signature (−,+,+, . . .). The
operators xµ and pµ correspond to the center-of-mass position and momentum of the
string. The zero-mode c0 and c¯0 play an important role in the Siegel-Feynman gauge
of the open bosonic string as discussed in Sect. 7.5. States in the theory are obtained
by applying creation operators, corresponding to modes n with n < 0, to the vacuum
states, which are eigenfunctions of pµ and the zero-mode ghost system.
In second quantization, fields become functionals of the first-quantized variables
Xµ (0, σ), Cτ (0, σ) and C¯σ (0, σ). The string fields for the open bosonic string field
theory of Sects. 3.6, 5.6 and 7.5 are such functionals. Alternatively, one may expand
the string fields as a linear combination of first-quantized states whose coefficients are
ordinary particle fields. For more details, see the reviews in refs.[215, 247].
The gauge-fixed BRST symmetry of the action in Eq.(7.46) is
δBΨX
µ = Cn∂nXµ ,
δBΨCm = −Cn∂nCm ,
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δBΨ C¯τ = −ρ1/2∂τXµ∂σXµ + ρ1/2∂n
(
ρ−1/2C¯τCn
)
+ C¯σ (∂σCτ + ∂τCσ) , (7.51)
δBΨ C¯σ = −ρ1/2
1
2
(∂τXµ∂τX
µ + ∂σX
µ∂σXµ)+ρ
1/2∂n
(
ρ−1/2C¯σCn
)
+ C¯τ (∂σCτ + ∂τCσ) ,
where m takes on the values τ and σ and the sum over n is over τ and σ. A
straightforward computation confirms that
δBΨSΨ ≡
∂rSΨ
∂ΦA
δBΨΦ
A = 0 , (7.52)
where SΨ is given in Eq.(7.46). A useful exercise is to perform this computation.
Because some fields have been eliminated using equations of motion, δBΨδBΨ = 0 only
on-shell.
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8 Quantum Effects and Anomalies
In this section we discuss some of the quantum aspects of the field-antifield for-
malism. Basically, the classical quantities and concepts have quantum counterparts:
The proper solution S is replaced by a quantum action W . The quantum master
equation is used in lieu of the classical master equation. The BRST transformation
δB is generalized to a quantum version δBˆ. It is nilpotent only if the quantum master
equation is satisfied. Quantum observables are elements of the cohomology of δBˆ. A
violation of the quantum master equation corresponds to a gauge anomaly [251] and
is the subject of Sects. 8.5–8.7. In Sects. 8.1–8.4, however, we assume thatW satisfies
the quantum master equation. Many equations in those subsections are of a formal
nature due to the singular operator ∆ in the context of local theories. To obtain a
well-defined action of ∆, a regularization scheme must be used. See Sect. 8.7. In
Sect. 8.4, the effective action Γ is discussed. Antifields become classical and acquire
a conceptual interpretation: They are sources for BRST transformations generated
by Γ.
8.1 Quantum-BRST Transformation and Its Cohomology
Recall that the condition in Eq.(6.13) that a functional X produces a gauge-
invariant correlation is
(X,W ) = ih¯∆X .
Introducing the operator δBˆ [186],
δBˆX ≡ (X,W )− ih¯∆X , (8.1)
this can be written as δBˆX = 0. The operator δBˆ is the quantum BRST transforma-
tion. It is the quantum generalization of the classical BRST transformation δB: As h¯
goes to zero, δBˆ becomes δB in Eq.(4.32). A functional is said to be quantum-BRST
invariant if
δBˆX = 0 . (8.2)
Although δBˆ is nilpotent as a consequence of the quantum master equation
δBˆδBˆX = −(
1
2
(W,W )− ih¯∆W,X) = 0 , (8.3)
it no longer is a graded derivation since
δBˆ (XY ) = X (δBˆY ) + (−1)ǫY (δBˆX) Y − ih¯ (−1)ǫY (X, Y ) . (8.4)
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Suppose X is the BRST transform of another functional Y , i.e.,
X = δBˆY = (Y,W )− ih¯∆Y .
Then, one refers to X as quantum-BRST trivial. By the nilpotency of δBˆ, X is
quantum-BRST invariant, but not in an interesting way. In fact, a quantum-BRST
trivial operator X produces a zero correlation function, as can be seen as follows.
The integrand I in Eq.(6.6) becomes
exp
(
i
h¯
W
)
X = −ih¯∆
(
exp
(
i
h¯
W
)
Y
)
.
Let I˜ = −ih¯ exp
(
i
h¯
W
)
Y . Then
∫
[dΦ] ∆I˜
∣∣∣
ΣΨ
=
∫
[dΦ] (−1)ǫA+1
(
∂r
∂ΦA
∂r
∂Φ∗A
I˜
)∣∣∣∣∣
ΣΨ
=
∫
[dΦ] (−1)ǫA+1 ∂r
∂ΦA
( ∂r
∂Φ∗A
I˜
)∣∣∣∣∣
ΣΨ
+
∫
[dΦ] (−1) ǫA
(
∂r∂rI˜
∂Φ∗B∂Φ
∗
A
∂r∂rΨ
∂ΦA∂ΦB
)∣∣∣∣∣
ΣΨ
.
The first term produces zero since it is a surface term and the second term is zero
for symmetry reasons. Hence, an interesting functional O is one that is non-trivial in
the quantum-BRST cohomology, i.e., O is quantum-BRST invariant but cannot be
written as the quantum-BRST transform of some functional:
δBˆO = 0 but O 6= δBˆY , (8.5)
for any Y . An O satisfying Eq.(8.5) is called a quantum observable. Observables are
considered equivalent if they differ by a quantum-BRST trivial functional.
Unlike the situation at the classical level, quantum observables do not form an
algebra. This is due to the fact that δBˆ is no longer a graded derivation, c.f. Eq.(8.4).
This is not surprising since, in the quantum theory, the product of two observables
is singular and must be regularized. The regularization process may ruin quantum-
BRST invariance. However, if the space-time supports of O1 and O2 do not intersect,
then (O1,O2) = 0. In such a case, O1O2 is quantum-BRST invariant, if O1 and O2
are.
The result obtained above, namely,∫
[dΦ] exp
(
i
h¯
W
)
δBˆY = 0 , (8.6)
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for various functionals Y produces identities among correlation functions. They
embody the Ward identities associated with the BRST invariance of the theory
[265, 239, 233, 241].
An example of a correlation function that produces a zero expectation value is
∫
[dΦ] exp
(
i
h¯
WΨ
)∂l
(
X|ΣΨ
)
∂ΦA
+
i
h¯
∂l (WΨ)
∂ΦA
X|ΣΨ
 = 0 , (8.7)
obtained by integration by parts using Eq.(A.5). Up to a normalization factor,
Eq.(8.7) is the Schwinger-Dyson equation [94, 221]
〈
∂l
(
X|ΣΨ
)
∂ΦA
+
i
h¯
∂l (WΨ)
∂ΦA
X|ΣΨ
〉
= 0 . (8.8)
In the above, WΨ denotes the gauge-fixed quantum action
WΨ ≡ W |ΣΨ , (8.9)
and X is any quantum-BRST invariant functional, δBˆX = 0. The derivatives in
Eqs.(8.7) and (8.8) involve implicit differentiation of the gauge-fixing fermion, e.g.,
∂l
(
X|ΣΨ
)
∂ΦA
=
∂lX
∂ΦA
∣∣∣∣∣
ΣΨ
+
∂l∂Ψ
∂ΦA∂ΦB
∂lX
∂Φ∗B
∣∣∣∣∣
ΣΨ
,
and a similar identity holds for X → W . The fact that the functional in Eq.(8.7)
produces a zero expectation suggests that it is quantum-BRST trivial. Indeed, this
is the case since
∂l
(
X|ΣΨ
)
∂ΦA
+
i
h¯
∂l (WΨ)
∂ΦA
X|ΣΨ =
δBˆ
(−1)ǫ(X)
ih¯
(
Φ∗A −
∂Ψ
∂ΦA
)
X
∣∣∣∣∣∣
ΣΨ
, (8.10)
as a short calculation reveals. One obtains the interesting result that the Schwinger-
Dyson equations are a consequence of the quantum-BRST symmetry of the field-
antifield formalism [152]. Reference [2] argued that antifields originate as the antighosts
of collective fields that ensure the Schwinger-Dyson equations. This differs from one
viewpoint that antifields are the sources of BRST transformations. Equations (8.6)
and (8.10) show that the Schwinger-Dyson equations are certain quantum-BRST
Ward identities.
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8.2 Satisfying the Quantum Master Equation
The quantum master equation
1
2
(W,W )− ih¯∆W = 0 (8.11)
is the most important requirement of the field-antifield formalism for several reasons:
As demonstrated in Sect. 6.1, it guarantees that computations are independent of the
gauge-fixing procedure. When the quantum action W is expanded in powers of h¯ via
W = S +O (h¯), the O
(
h¯0
)
term in Eq.(8.11) is the classical master equation
1
2
(S, S) = 0 , (8.12)
which yields the structure equations. The nilpotency of the quantum BRST operator
depends on Eq.(8.11) being satisfied, as can be seen from Eq.(8.3). The quantum
cohomology requires the existence of a nilpotent quantum BRST operator. It is used
to define the quantum observables of a gauge theory and to determine when two
functionals are considered equivalent. In Sect. 8.5, it is argued that the existence of
gauge anomalies is related to the violation of the quantum master equation. In short,
the field-antifield formalism at the quantum level depends crucially on Eq.(8.11) being
satisfied.
The potential difficulty is due to the operator ∆ in Eq.(6.7) which is singular
when acting on S or W because usually they are local functionals. Often terms
proportional to delta functions and derivatives of delta functions are produced. One
therefore needs to regularize ∆. If one can find a regularization such that (∆S)reg = 0,
while maintaining the classical master equation, then one can simply let W = S.7
Then the quantum master equation is satisfied. An example of this situation is a
theory without gauge invariances: Antifields are absent in S since the proper solution
is given by S = S0. Consequently, ∆S = 0.
The quantum master equation has a symmetry given by quantum BRST trans-
formations, in which W →W − εδBˆF , where ǫ(F ) = 1 and gh[F ] = −1 [27, 103, 152,
75, 253]. If Eq.(8.11) is true, and
W = W
′
+ ε
(
W
′
, F
)
+ ih¯ε∆F , (8.13)
thenW
′
also satisfies Eq.(8.11) to order ε2. Eq.(8.13) has a simple interpretation. The
term ε
(
W
′
, F
)
is the change in W due to a canonical transformation (see Eq.(4.12)).
The extra term ih¯ε∆F is due to the non-invariance of the functional integral measure
7 Strictly speaking, this statement holds for a finite or a regularized theory. Renormalization
may require one to add additional terms to S.
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under a canonical transformation. The measure effect can be exponentiated and leads
to the extra term.
A solution to the quantum master equation ensures that the gauge symmetries
survive the process of quantization. Although finding a solution is an important
objective, a solution does not necessarily guarantee good behavior of the theory. The
theory may still have difficulties in regard to other issues such as locality, unitarity and
the presence of Feynman-diagram infinities. These difficulties may be insurmountable
or it may be necessary to add new counterterms to achieve the desired properties.
There are systems for which the quantum master equation is satisfied but the theory
is non-renormalizable (see the next subsection). In short, the quantum theory is not
determined solely by the quantum master equation.
8.3 Remarks on Renormalization
At the one-loop level and beyond, perturbation theory produces infinities if
Feynman-diagram contributions are not regularized. If the regularization involves
a cutoff, then standard renormalizability of a field theory means that the cutoff de-
pendence can be absorbed into the coefficients of the terms in the original action
[165, 278].8 In this manner, infinities are eliminated. If a regularization procedure
can be found that respects the structure of the field-antifield formalism then renor-
malization is expected to proceed as in the usual field theory case. Infinities should
be “absorbable” into the coefficients of the terms in S. Regularization methods that
seem most convenient for gauge theories, such as the Pauli-Villars scheme, are the
best candidates for respecting the field-antifield formalism.
To be concrete, suppose a gauge theory is renormalizable, and suppose the regu-
larization of ∆ happens to give (∆S)reg = 0.
9 Then theMn in Eq.(6.14) can be chosen
to be the counterterms removing the cutoff dependence of the theory. TheMn involve
terms similar to the original action S. The quantum master equation in Eq.(6.15)
is then satisfied because (∆Mn)reg = 0 and because (Mn, S) = (Mn,Mm) = 0.
These equations hold because of the classical master equation (S, S) = 0, because
(∆S)reg = 0, because the Mn resemble terms in S, and because of analyticity of S
in coupling constants. If (∆S)reg 6= 0 and an infinite number of local counterterms
have to be added to the action to satisfy the quantum master equation, then the issue
of renormalizability is unclear [4]. This situation arises for the closed bosonic string
field theory (see Sect. 10.8), as currently formulated.
8 In dealing with renormalizable theories, we also assume that a reasonable gauge-fixing procedure
is used, i.e., we exclude procedures leading to interactions that are non-renormalizable by power
counting.
9 A renormalizable theory without gauge invariances is a useful case to keep in mind.
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The question of whether the quantum master equation is satisfied and the ques-
tion of renormalizability are separate issues (although somewhat related). As argued
above, a renormalizable theory without gauge invariances is guaranteed to satisfy the
quantum master equation. Regularization and renormalization must be performed,
even if the quantum master equation is satisfied at all stages of the renormalization
process. When gauge invariances are present, the interesting issue is whether the
quantum master equation can be maintained after renormalization. A theory can be
non-renormalizable but satisfy the quantum master equation: A non-renormalizable
theory without gauge invariances is an example. An infinite number of countert-
erms must be added to the action, but the quantum master equation is satisfied
trivially because no antifields enter. In the other extreme, the two-dimensional chiral
Schwinger model is anomalous, yet the theory still makes sense and is renormaliz-
able. It is an example of a renormalizable system that does not satisfy the quantum
master equation. For more discussion on regularization and renormalization in the
field-antifield formalism, which are the natural generalizations of ideas contained in
earlier approaches [277, 187, 167], see refs.[262, 264, 249, 4, 75, 156, 191].
The Zinn-Justin equation [277] has played an important role in analyzing the
renormalizability of Yang-Mills theories. The generalization of this equation within
the antibracket formalism is the subject of the next section.
8.4 The Effective Action and the Zinn-Justin Equation
A useful concept in functional approaches to field theories [1, 165, 278] is the effec-
tive action Γ. When used in the classical approximation, it reproduces computations
at the quantum level. This is accomplished by incorporating all loop contributions
into effective interactions. These interactions sum the one-particle-irreducible dia-
grams. Hence, to compute a correlation function in perturbation theory with Γ, one
uses tree diagrams only.
The functional Γ is obtained by a Legendre transformation. One performs the
functional integral over the quantum fields in the presence of sources. Classical fields
are obtained by evaluating the expectation values of the quantum fields in the presence
of these source terms. The effective action Γ is a functional of the classical fields.
The concept of an effective action also exists in the antibracket formalism [24].
We also denote it by Γ. It makes the quantum system resemble a classical system
by summing loop effects. Since one wants the analog of the “effective antibracket
formalism”, it is necessary to have classical antifields as well as classical fields. After
this is accomplished, one can define an antibracket ( , )c in the space of classical fields
and antifields. Since computations are performed as though the system is classical,
the classical master equation for Γ incorporates the quantum master equation of the
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original system.
Consider the functional integral in the presence of sources JA, i.e.,
Z [J,Φ∗c ] ≡
∫
[dΦ] exp
[
i
h¯
(
W [Φ,Φ∗c ] + JAΦ
A
)]
, (8.14)
where JA are independent variables that do not depend on Φ and Φ
∗
c , and have
statistics ǫ (JA) = ǫ
(
ΦA
)
= ǫA. For reasons that become clear below, we have
replaced the Φ∗ by classical antifields Φ∗c . Actually, to compute perturbatively, one
needs to shift the antifields Φ∗cA by
∂Ψ
∂ΦA
, where Ψ is an appropriate gauge-fixing
fermion. More precisely, one performs a canonical transformation to the gauge-fixed
basis before setting Φ∗A equal to Φ
∗
cA. The net result is that Z
[
J,Φ∗c +
∂Ψ
∂Φ
]
is the
functional integral of interest. Although a gauge-fixing fermion is present, we omit
the dependence on Ψ for notational convenience, in what follows. Since antifields
appear in S in the form S = SΨ +Φ
∗
AδBΨΦ
A + . . ., they act as sources for the gauge-
fixed BRST transformations.
Define a classical field ΦAc by
ΦAc [J,Φ
∗
c ] ≡
h¯
i
∂l lnZ [J,Φ
∗
c ]
∂JA
=
〈
ΦA
〉J
, (8.15)
where 〈 〉J denotes an expectation value in the presence of sources:
〈X〉J ≡ 1
Z [J,Φ∗c ]
∫
[dΦ] X [Φ,Φ∗c ] exp
[
i
h¯
(
W + JAΦ
A
)]
. (8.16)
Note that ΦAc is a functional of JB and Φ
∗
cB. In principle, it is possible to invert this
relation to determine JA in terms of Φ
B
c and Φ
∗
cB. We indicate the solution to this
inversion by JcA: JcA = JA [Φc,Φ
∗
c ]. The effective action is obtained by a Legendre
transformation [165]:
Γ [Φc,Φ
∗
c ] ≡ −ih¯ lnZc − JcAΦAc , (8.17)
where Zc is Z [J,Φ
∗
c ] evaluated at JA = JcA:
Zc ≡ Z [Jc,Φ∗c ] . (8.18)
As a result, Zc is a functional of classical fields and antifields. A straightforward
calculation of ∂rΓ
∂ΦAc
gives
∂rΓ
∂ΦAc
= −JcA − (−1)ǫAǫB ∂rJcB
∂ΦAc
ΦBc − ih¯
∂r lnZ [J,Φ
∗
c ]
∂JB
∂rJcB
∂ΦAc
∣∣∣∣∣
J=Jc
.
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Using Eq.(8.15), one finds that the last two terms cancel so that
∂rΓ
∂ΦAc
= −JcA . (8.19)
At this stage, we have made a transition from fields to classical fields. Essentially
all quantities are now functionals of ΦAc and Φ
∗
cA. Given two functionals X and Y of
ΦAc and Φ
∗
cA, define the classical antibracket ( , )c by
(X, Y )c ≡
∂rX
∂ΦAc
∂lY
∂Φ∗cA
− ∂rX
∂Φ∗cA
∂lY
∂ΦAc
. (8.20)
Since the classical antibracket is defined in the same manner as the antibracket, it
satisfies the same identities (4.5) – (4.7). Using Eq.(8.19), one obtains
1
2
(Γ,Γ)c = −JcA
∂lΓ
∂Φ∗cA
=
〈
−ih¯∆W + 1
2
(W,W )
〉
c
, (8.21)
where the final equality is obtained after some algebra, which makes use of integration
by parts. In Eq.(8.21), 〈 〉c denotes the expectation value in the presence of J but
expressed in terms of Φc and Φ
∗
c . More precisely, if X is a functional of Φ and Φ
∗
then
〈X〉c ≡ 〈X〉J
∣∣∣
J=Jc
, (8.22)
where 〈 〉J is defined in Eq.(8.16). Because of the quantum master equation (8.11),
Eq.(8.21) becomes
(Γ,Γ)c = 0 , (8.23)
a result known as the Zinn-Justin equation [277].
Equation (8.22) allows one to pass from a functional X of the original fields Φ and
Φ∗ to a classical functional 〈X〉c of classical fields Φc and Φ∗c by taking the “classical
expectation” of X: X [Φ,Φ∗]→ 〈X〉c. We refer to 〈X〉c as the classical version of the
quantum functional X. The definition is consistent with the notation for ΦAc since〈
ΦA
〉
c
= ΦAc . (8.24)
The process X → 〈X〉c conforms to the idea that a classical variable is the expectation
value of the corresponding quantum functional.
Since Γ satisfies the Zinn-Justin equation and plays the role of S in the classical
antibracket formalism, one can construct by analogy a “classical-quantum” BRST
transformation δBcq having the same properties as δB. Define
δBcqX ≡ (X,Γ)c , (8.25)
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where X is any functional of Φc and Φ
∗
c . The nilpotency δ
2
Bcq = 0 of δBcq follows from
the Zinn-Justin equation. Define X to be cq-BRST invariant if δBcqX = 0. According
to Eq.(8.23), the effective action Γ is cq-BRST invariant since
δBcqΓ = (Γ,Γ)c = 0 . (8.26)
Several of the above-mentioned classical functionals are also cq-BRST invariant. A
analysis of δBcqJcA reveals that
δBcqJcA ≡ (JcA,Γ)c =
1
2
(−1)ǫA+1 ∂r (Γ,Γ)c
∂ΦAc
= 0 . (8.27)
Consider
−ih¯δBcq ln (Zc) =
(
Γ + JcAΦ
A
c ,Γ
)
c
= JcA
(
ΦAc ,Γ
)
c
= JcA
∂lΓ
∂Φ∗cA
= 0 ,
where the first equality holds because of Eqs.(8.26) and (8.27), and the last equality
follows from Eqs.(8.11) and (8.21). Hence,
δBcqZc = (Zc,Γ)c = 0 . (8.28)
The cq-BRST operator δBcq is the effective classical version of the quantum-BRST
operator δBˆX. To understand this statement, consider
δBcq (Zc 〈X〉c) = (Zc 〈X〉c ,Γ)c =
∂r (Zc 〈X〉c)
∂ΦAc
∂lΓ
∂Φ∗cA
− ∂r (Zc 〈X〉c)
∂Φ∗cA
∂lΓ
∂ΦAc
=
∂r
(
Z 〈X〉J
)
∂JcB
(JcB,Γ)c + (−1)ǫA Zc
〈(
∂rX
∂Φ∗A
+
i
h¯
X
∂rW
∂Φ∗A
)
JA
〉
c
.
The last step follows because 〈 〉c has dependence on Φc and Φ∗c through Jc. After
some algebra which makes use of integration by parts, one finds that
δBcq (Zc 〈X〉c) = Zc
〈
δBˆX +X
(
∆W +
i
2h¯
(W,W )
)〉
c
+(−1)ǫBZc〈XΦBc 〉 (JcB,Γ)c .
(8.29)
If δBcq (〈X〉c) is computed instead, one obtains the connected part of Eq.(8.29) without
a Zc factor. Since Eq.(8.27) and the quantum master equation (8.11) are satisfied,
δBcq (〈X〉c) = 〈δBˆX〉c . (8.30)
In other words, the cq-BRST variation of the classical version of X is the classical
version of the quantum-BRST variation of X [4].
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The effective action Γ in the classical antibracket formalism plays a role analogous
to the proper solution S in the ordinary antibracket formalism. Properties obeyed by
Γ are the same as those obeyed by S. Therefore, one can define a BRST structure
associated with Γ [133]. The BRST structure tensors are encoded in Γ and the
relations among them are given by (Γ,Γ) = 0. Expanding in a Taylor series in Φ∗c ,
one has
Γ [Φc,Φ
∗
c ] = Γ0(Φc) + Φ
∗
cAΓ
A(Φc) +
1
2
Φ∗cAΦ
∗
cBΓ
BA(Φc) + . . . . (8.31)
Recalling that there is an undisplayed dependence on the gauge-fixing fermion Ψ, the
above terms have the following interpretation: Γ0(Φc) is the one-particle-irreducible
generating functional for the basic fields including all loop corrections for the action
gauge-fixed using Ψ, i.e., SΨ in Eq. (6.88), and Γ
A(Φc) is the generator of gauge-fixed
cq-BRST transformations. The gauge-fixed cq-BRST operator δBcqΨ , the analogy of
δBΨ , is defined by
δBcqΨX ≡ (X,Γ)|ΣΨ , (8.32)
where X is a functional of the ΦAc only. In the gauge-fixed basis, ΣΨ in Eq.(8.32)
means that classical antifields are set to zero. Thus, one has δBcqΨΦ
A
c = Γ
A(Φc).
The tensor ΓBA(Φc) is related to the on-shell nilpotency of δBcqΨ . In summary, the
quantum aspects of the classical theory described by S are reproduced by an effective
classical theory governed by Γ.
8.5 Quantum Master Equation Violations: Generalities
Suppose Eq.(8.11) is not zero. Let
A ≡ ∆W + i
2h¯
(W,W ) (8.33)
be the violation of the quantum master equation. A straightforward computation
using Eqs.(4.5), (6.8) and (8.1), but not assuming the validity of the quantum master
equation, reveals that
δBˆA = 0 . (8.34)
This equation is consistent with Eqs.(8.21), (8.22) and (8.30) and the Jacobi iden-
tity for the antibracket: One has 1
2
(Γ,Γ)c = −ih¯〈A〉c so that 0 = i2h¯((Γ,Γ)c,Γ)c
= (〈A〉c,Γ)c = δBcq〈A〉c = 〈δBˆA〉c.
Suppose that
iA = δBˆΩ +
h¯
2
(Ω,Ω) = (Ω,W )− ih¯∆Ω+ h¯
2
(Ω,Ω) , (8.35)
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where Ω is a local functional of the fields and antifields. The last term may seem
surprising but it is necessary if A is to satisfy Eq.(8.34): When the quantum master
equation is violated as in Eq.(8.33), the nilpotency of the quantum BRST operator
no longer holds, as can be seen from Eq.(8.3). The last term in Eq.(8.35) is required
to compensate for this effect and ensures Eq.(8.34). Let
W
′
= W + h¯Ω . (8.36)
Then, using Eqs.(4.5) and (6.8), one finds that W
′
satisfies the quantum master
equation:
1
2
(
W
′
,W
′
)
− ih¯∆W ′ = 0 .
SinceW
′
has the same classical limit asW , namely, its order h¯0 term is S, one can use
W
′
in lieu of W for the quantum action. Then, since the quantum master equation
is satisfied, a quantum gauge theory can be defined.
When A cannot be expressed as in Eq.(8.35) for a local functional Ω, there is an
anomaly in the quantum master equation and an obstruction to maintaining gauge
symmetries at the quantum level. Since anomalies involve subtleties and singular
expressions, they are usually not too easy to compute. The usual approach to this
subject uses a loop expansion:
A =
∞∑
l=1
Alh¯l−1 = A1 + h¯A2 + . . . . (8.37)
Using Eqs.(6.14) and (8.37), one finds the following expression for the anomaly at the
one-loop level
A1 ≡ ∆S + i (M1, S) . (8.38)
To this order, the condition for the absence of an anomaly in Eq.(8.35) is that A1 is
a classical BRST variation, i. e.,
A1 = −i (Ω1, S) = −iδBΩ1 . (8.39)
If A1 can be expressed as in Eq.(8.39) for some local functional Ω1, then, by setting
W
′
= S + h¯Ω1 , (8.40)
the quantum master equation in Eq.(8.11) is satisfied to order h¯. In words, Eq.(8.39)
says that if A1 is expressible as a local BRST variation then effectively there is
no one-loop anomaly. Since the second term in Eq.(8.38) is already of this form,
the requirement becomes that ∆S should be a classical-BRST variation of a local
functional.
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To order h¯, the equation δBˆA = 0 in Eq.(8.34) is
δBA1 = (A1, S) = 0 . (8.41)
In view of Eqs.(8.39) and (8.41), the investigation of anomalies is related to the
local BRST cohomology at ghost number one [36, 32, 159, 251, 248]. Although not
obvious, it turns out that Eq.(8.41) embodies the Wess-Zumino anomaly consistency
equations [268]. In field-antifield formalism, the one-loop master equation anomaly
must be classically BRST invariant. If anomalies arise beyond the one-loop level,
Eq.(8.34) provides the full quantum consistency conditions: The master equation
anomaly must be quantum-BRST invariant.
Note that gh [A] = 1. Of the fields in Eq.(4.1), only Cα00 ≡ Cα has ghost number
one. Hence, one may write
iA = aα (φ) Cα + . . . , (8.42)
where the omitted terms involve antifields. Sometimes these terms are absent so that
Eq.(8.42) gives the structure of the quantum-master-equation anomaly. Although not
obvious, the coefficients aα (φ) are the usual gauge anomalies [251]. In other words,
a quantum-master-equation anomaly and a gauge anomaly are equivalent.
8.6 Canonical Transformations and the Quantum
Master Equation
Canonical transformations preserve the quantum master equation as long asW is
appropriately transformed [157]. Consider an infinitesimal canonical transformation
as in Eq.(4.10) governed by F . Normally a functional G transforms as G → G +
ε(G,F ). For W , however, one must add an extra term ih¯ε∆F to compensate for
“measure effects”. Hence, the transformation rule for W is taken to be
W → W + ε(W,F ) + ih¯ε∆F +O
(
ε2
)
= W − εδBˆF +O
(
ε2
)
. (8.43)
According to Eq.(8.13), Eq.(8.43) is a symmetry of the quantum master equation
[27, 152, 103, 75, 253]. If W is a solution to the quantum master equation, changing
W as in Eq.(8.43) will not upset the solution.
The same conclusion holds for finite transformations governed by F2 in Eq.(4.13).
In this case, one transforms from {Φ,Φ∗} variables to {Φ˜, Φ˜∗} variables via Eq.(4.13).
The transformation rule for W is [27]
W˜ [Φ˜, Φ˜∗] =W [Φ,Φ∗]− ih¯
2
ln J , (8.44)
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where the jacobian factor J is the berezinian governing the change from {Φ,Φ∗}
variables to tilde variables. Then, W˜ satisfies the quantum master equation exactly
in the tilde variables if W satisfies it in the {Φ,Φ∗} variables. A detailed proof of
this result and a formula for J can be found in ref.[251]. Here, we provide a few key
steps. Define ∆˜ as the analog of ∆ in the transformed variables, i.e.,
∆˜ ≡ (−1)ǫA+1 ∂r
∂Φ˜A
∂r
∂Φ˜∗A
.
If G is an arbitrary functions of Φ˜ and Φ˜∗, then
∆˜G
[
Φ˜, Φ˜∗
]
= ∆G
[
Φ˜ [Φ,Φ∗] , Φ˜∗ [Φ,Φ∗]
]
− 1
2
(G, ln J) . (8.45)
When ∆ acts on G on the right-hand side of Eq.(8.45), the tilde fields should be
regarded as functionals of Φ and Φ∗, as indicated. The chain rule for derivatives is
then used. This produces ∆˜G plus an extra term, which is equal to 1
2
(G, lnJ) and
needs to be subtracted to obtain the identity in Eq.(8.45). Using Eqs.(8.44) and
(8.45), one finds,
ih¯∆˜W˜ − 1
2
(
W˜ , W˜
)
= ih¯
{
∆W˜ − 1
2
(
W˜ , ln J
)}
− 1
2
(
W˜ , W˜
)
= ih¯
{
∆W − ih¯
2
∆ ln J − 1
2
(
W − ih¯
2
ln J, ln J
)}
− 1
2
(
W − ih¯
2
ln J,W − ih¯
2
ln J
)
= ih¯∆W − 1
2
(W,W ) +
h¯2
2
{
∆ ln J − 1
4
(ln J, ln J)
}
.
It can be shown [27, 251] that ∆ ln J = 1
4
(ln J, ln J), so that the last term is zero.
Hence, if W satisfies the quantum master equation, then W˜ satisfies the tilde version
of the quantum master equation. For infinitesimal transformations,
Φ˜A = ΦA − ε
(
ΦA, F
)
+O
(
ε2
)
,
Φ˜∗A = Φ
∗
A − ε (Φ∗A, F ) +O
(
ε2
)
,
J = 1− 2ε∆F +O
(
ε2
)
. (8.46)
Then,
W˜ [Φ,Φ∗] = W [Φ,Φ∗] + ε (W,F ) + ih¯∆F +O
(
ε2
)
,
so that
W [Φ,Φ∗]→ W˜ [Φ,Φ∗] =W − εδBˆF +O
(
ε2
)
,
and one recovers Eq.(8.43). The identity ∆ ln J − 1
4
(ln J, ln J) ∼ O (ε2) follows from
Eq.(8.46) and ∆2 = 0.
One can take advantage of canonical transformations in analyzing potential anoma-
lies by going to a basis for which the computation is simpler.
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8.7 The Anomaly at the One-Loop Level
The quantities that appear in the violation of the quantum master equation in
Sect. 8.2 involve both fields and antifields. As a consequence, one must use the action
before any elimination of antifields. On the other hand, since propagators are needed
to perform perturbative computations, a gauge-fixing procedure is required. Both
these requirements can be satisfied by working in the gauge-fixed basis described in
Sect. 6.6. It is achieved by performing a canonical transformation with the gauge-
fixing fermion Ψ so that Φ∗A → Φ∗A + ∂Ψ∂ΦA . Throughout the rest of this section, we
assume that an admissible Ψ has been selected and that the shift to the gauge-fixed
basis has been performed. According to the result in Sect. 8.6, if the quantum master
equation is satisfied and a canonical transformation is performed to a new basis then,
by appropriately adjusting the action, the quantum master equation is satisfied in
the new basis. Hence, the existence or non-existence of an anomaly is independent of
the choice of basis, although the form of the anomaly may depend on this choice.
There are different ways of obtaining the anomaly. We mostly follow the approach
of ref.[251] and briefly mention other methods at the end of this subsection. Reference
[251] obtained general formulas for the antifield-independent part of the one-loop
anomaly using a Pauli-Villars regularization scheme. Since the derivation is somewhat
technical, we present only the final results. For more details, see refs.[87, 251, 259,
78, 75, 252, 257, 253]. In particular, refs.[75, 253] have an extensive discussion of
Pauli-Villars regularization in the antibracket formalism to which we refer the reader.
The goal of the next few paragraphs is to obtain a regularized expression for ∆S,
denoted by (∆S)reg. The anomaly A1 is essentially (∆S)reg since the M1 term in
Eq.(8.38) is eliminated as a possible violation of the quantum master equation via
Eq.(8.40) with Ω1 = −M1, i.e., the counterterm −h¯M1 is added to the action. Define
KAB ≡ ∂l
∂Φ∗A
∂r
∂ΦB
S [Φ,Φ∗] , (8.47)
QAB ≡ ∂l
∂ΦA
∂r
∂ΦB
S [Φ,Φ∗] . (8.48)
Note that Q involves derivatives with respect to fields and not antifields. If expanded
about a stationary point, Q becomes the quadratic form for the fields. In such an
expansion, the inverse of Q is the propagator. The properness condition in the gauge-
fixed basis guarantees that propagators exist. An operator O used to regulate ∆S is
related to Q by
OAB ≡
(
T−1
)AC
QCB , (8.49)
where TAC is an arbitrary invertible matrix satisfying TBA = (−1)ǫA+ǫB+ǫAǫBTAB.
The inverse of T obeys (T−1)BA = (−1)ǫAǫB(T−1)AB. The Grassmann statistics of
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TAB and (T
−1)AB are ǫA + ǫB (mod 2). Eq.(8.49) implies QAB = TACOCB. In the
regularization scheme of ref.[251], the matrix T appears in the mass term for the
regulating Pauli-Villars fields. In that approach, the violation of the quantum master
equation is shifted from the ∆ term to the (S, S) term.
The regulated expression for (∆S)reg is [251]
(∆S)reg =
FAB
(
1
1− O
M
)B
A

0
, (8.50)
where
FAC ≡ KAC + 1
2
(T−1)AD (δBT )DC (−1)ǫC , (8.51)
and where δBT denotes the classical BRST transform of T : δBT = (T, S). In
Eq.(8.50), the sum over A and B, leading to the trace, involves the quadratic form
of fields only and not that of antifields. The subscript 0 on the square brackets in
Eq.(8.50) indicates that the term independent of M is to be extracted. Here, M de-
notes a regulator mass. The one-loop nature of Eq.(8.50) is evident by the presence
of the propagator factor −i/ (M −O) → (iM)−1/ (1−O/M) and the sum over the
index A indicating a trace.
When O is quadratic in space-time derivatives, one lets
R = O , M2 =M , (8.52)
where R denotes the quadratic regulator operator and M denotes the regulating
mass or cutoff. When O is linear in space-time derivatives, it is convenient to mul-
tiply on the right in the trace in Eq.(8.50) by 1/ (1 +O/M) (1 +O/M) and carry
out the multiplication of 1/ (1−O/M) with 1/ (1 +O/M). Eq.(8.50) can then be
manipulated into the form [251]
(∆S)reg =
F ′AB
(
1
1− RM2
)B
A

0
, (8.53)
where
R = O2 , M =M , (8.54)
and
F ′AC ≡ FAC − 1
2M
(δBO)AC(−1)ǫC (8.55)
with δBO = (O, S).
Summarizing, in the quadratic momenta case, (∆S)reg is given by Eqs.(8.50) and
(8.51). This is the same as using Eq.(8.53) with R and M given in Eq.(8.52) and
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with F in Eq.(8.51) replacing F ′. In the linear momenta case, Eqs.(8.53)–(8.55) are
used.
For the situation in which O is quadratic in momenta or in the case where δBO
does contribute in Eq.(8.53), one can replace 1/ (1−R/M2) by exp (R/M2). This
follows by writing 1/ (1−R/M2) = ∫∞0 exp [−λ (1−R/M2)] dλ, and inserting in
Eq.(8.50) or Eq.(8.53):
∫ ∞
0
dλ exp (−λ)
FAB
(
exp
(
λR
M2
))B
A

0
=
∫ ∞
0
dλ exp (−λ)
∞∑
n=−p
fn
[(
λ
M2
)n]
0
= f0 =
∞∑
n=−p
fn
[(
1
M2
)n]
0
=
[
FAB
(
exp
( R
M2
))B
A
]
0
,
where a Laurent expansion in 1M2 has been performed. The resulting expression,
(∆S)reg =
[
FAB
(
exp
( R
M2
))B
A
]
0
, (8.56)
corresponds to the Fujikawa form [120] of the regularization [251] . In the limit
M→∞, terms of order 1/Mn for n > 0 vanish, whereas terms with n < 0 blow up.
The regularization scheme consists of dropping the terms that blow up. In the Pauli-
Villars regularization, this is achieved by adding fields with appropriate statistics,
couplings and masses to cancel all n < 0 terms. As a consequence, only the n = 0
term remains.
In the quadratic momentum case, Eq.(8.50) can be manipulated into the following
supertrace form [133]
(∆S)reg =
−1
2
(R−1δR)AB
(
1
1− R
M2
)B
A
(−1)ǫA

0
, (8.57)
which only involves the quadratic regulator R. Eq.(8.57) shows that if δR = [R, G]
for some G then the anomaly vanishes, as a consequence of the cyclicity of the trace
[133]. Formally, Eq.(8.57) is
(∆S)reg = δB
[
−1
2
(
ln
( −R
M2 −R
))A
A
(−1)ǫA
]
0
, (8.58)
which is tantamount to demonstrating that (∆S)reg satisfies the one-loop anomaly
consistency condition δB(∆S)reg = 0 in Eq.(8.41) since (∆S)reg is a classical BRST
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variation and δB is nilpotent. If the non-BRST-invariant part of the quantity corre-
sponding to [. . .]0 in Eq.(8.58) is local
10, then there is no one-loop anomaly according
to Eqs.(8.39) and (8.40). The expression in square brackets in Eq.(8.58) turns out to
be the one-loop contribution to the effective action. Eq.(8.58) says that the one-loop
anomaly is the BRST variation of this one-loop contribution.
In the approach of ref.[251], Eq.(8.50), (8.53), or (8.56) is evaluated using standard
perturbation theory about a stationary point. Antifields are finally set to zero and R
is evaluated at Σ, i.e, on-shell.
Another approach to anomalies, which retains antifields, is developed in refs.[259,
133, 252, 257]. At one loop, results agree with the above. It has the advantage of
making it easier to compute antifield-dependent terms in the anomaly, if present.
Such terms might arise if there is an anomalous non-closure of BRST transformations
or some other difficulty with a BRST-structure equation. Antifields may be retained
or eliminated at any stage of a computation. A third approach is to use the effective
action Γ in Eq.(8.21) [32, 159, 248]. In this method, antifields must be retained.
Information about anomalies can be obtained using cohomolgical arguments based
on the Wess-Zumino consistency conditions [268]. One must compute the coefficients
of candidate terms using perturbative methods [89, 57, 93, 8].
Eq.(8.57) demonstrates that fields for which δR is zero, do not contribute to
the anomaly. Non-propagating degrees of freedom, such as gauge-fixed fields and
delta-function-generating Lagrange multipliers π, are not expected to contribute [253]
because anomalies arise from loop effects. In practice, the evaluation of anomalies is
performed perturbatively. Consequently, one expands around a stationary point. In
the gauge-fixed basis, this involves expanding about Σ, that is, around Φ∗A = 0, if
the method retains antifields,11 and about ΦA = ΦA0 , where the Φ
A
0 satisfy the gauge-
fixed equations of motion. One must be careful to compute F ′AC in Eq.(8.55) before
expanding about the perturbative saddle point. In a delta-function implementation
of gauge-fixing, it is advantageous, at the beginning of a computation, to perform
a canonical transformation that shifts the Lagrange multipliers π by solutions to
equations of motion. These equations are generated by the fields which are being
gauge-fixed. Such a canonical transformation ensures that gauge-fixed fields and the
π do not mix on-shell with the other fields of the system. This is illustrated in the
first and third sample computations of Sect. 9.
The choice of T in Eq.(8.49), which determines the regulator O, is at one’s dis-
posal. The requirements on T are that it be invertible and that it lead to a quadratic
10 The BRST-invariant part, which may be non-local, gives zero contribution to the anomaly since
δB is applied to it.
11 In methods for which antifields are eliminated, one does not expand about Φ∗A = 0 but simply
sets Φ∗A = 0.
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regulator R that is negative definite after a Wick rotation to Euclidean space. Mod-
ifying T changes the form of the anomaly. In particular, when more than one gauge
symmetry is present, varying T changes the coefficients aα in Eq.(8.42). If some non-
zero aα are made zero and vice-versa, the anomaly is shifted from being associated
with one type of gauge symmetry to another. This is analogous to the well known
situation for anomalous chiral gauge theories in four dimensions: The anomaly can be
moved from the axial vector sector to the vector sector, if so desired. See, for example,
Sect. 4.1 of ref.[251]. Although we do not present any examples of this effect, it is
well illustrated in ref.[251]. In performing anomaly calculations, it is useful to choose
T to render a computation as simple as possible. For a similar reason, it is also useful
to perform certain canonical transformations before commencing a calculation.
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9 Sample Anomaly Calculations
In this section, we present computations of (∆S)reg to see whether the quantum
master equation is violated at the one-loop level. In general, the analysis is compli-
cated and lengthy. For this reason, we treat only three cases: the spinless relativistic
particle, the chiral Schwinger model, and the first-quantized bosonic string. We use
the method of ref.[251], which we have outlined in Sect. 8.7. The first step in the pro-
cedure is to transform to the gauge-fixed basis. One then has the option of performing
additional canonical transformations. They can be used to partially diagonalize the
system, so that potential contributions to the anomaly can be calculated separately
from various sectors. The second step is to compute the matrices KAB and QAB in
Eqs.(8.47) and (8.48). The third step is to select a TAB matrix so that the operator
OAB in Eq.(8.49) can be obtained. A judicious choice of TAB can simplify a computa-
tion. One then obtains FAB from Eq.(8.51) and R from Eq.(8.52) or Eq.(8.54). The
final step is to use the anomaly formula in Eq.(8.56). Standard perturbation theory
is performed, in which one expands about a stationary point and sets antifields to
zero. For sample computations using a method that retain antifields throughout the
computation, see ref.[133, 257]. Other useful results for anomaly calculations can be
found in [251, 78, 75, 133, 162, 193, 14, 64, 195, 257] and references therein.
9.1 Computation for the Spinless Relativistic Particle
In this subsection, we show that the spinless relativistic particle of Sect. 7.1
possesses no anomaly. This example is useful for illustrating the formalism of Sect.
8.7 because the computation is relatively simple.
We use
Ψ =
∫
dτ C¯ (e− ρ) (9.1)
for the gauge-fixing fermion, where ρ is an arbitrary function of τ . This allows us
to judge potential dependence on the gauge-fixing procedure by varying ρ. Next, a
canonical transformation is performed to the gauge-fixed basis of Sect. 6.6 using Ψ in
Eq.(9.1). One obtains
S →
∫
dτ
{
1
2
(
x˙2
e
−m2e
)
+ x∗µx˙
µC
e
+
(
e∗ + C¯
)
C˙ + π¯
(
C¯∗ + e− ρ
)}
. (9.2)
It is advantageous to perform a canonical transformation that shifts π¯ by the
solution of the equation of motion generated by e. According to the result in Sect.
8.6, canonical transformations do not affect the existence or non-existence of violations
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of the quantum master equation. The variation of SΨ with respect to e yields
π¯ − 1
2
x˙2
e2
− 1
2
m2 = 0 . (9.3)
The relevant canonical transformation is
π¯ → π¯ + 1
2
x˙2
e2
+
1
2
m2 ,
e∗ → e∗ + π¯∗ x˙
2
e3
, x∗µ → x∗µ +
d
dτ
(
π¯∗x˙µ
e2
)
, (9.4)
with the other fields and antifields left unchanged. The action becomes
S →
∫
dτ
{(
1
e
− ρ
2e2
)
x˙2 − 1
2
ρm2 + C¯C˙ + π¯ (e− ρ)+
x∗µx˙
µC
e
+ e∗C˙ + C¯∗ 1
2
(
x˙2
e2
+m2
)
− π¯
∗Cx˙µ
e2
d
dτ
(
x˙µ
e
)}
. (9.5)
Let us first determine the overall structure of the computation. From Eq.(9.5),
one finds that the non-zero entries of the matrix KAB are
K =

xµ e π¯ C¯ C
x∗µ ∗ ∗ 0 0 ∗
e∗ 0 0 0 0 ∗
π¯∗ ∗ ∗ 0 0 ∗
C¯∗ ∗ ∗ 0 0 0
C∗ 0 0 0 0 0
 , (9.6)
where the columns and rows are labelled by the corresponding fields and antifields.
We select TAB to be proportional to the identity matrix, except in the ghost sector
for which
TC¯C =
( C¯ CC¯ 0 −1
C 1 0
)
, (9.7)
and in the x sector for which
(Tx)µν = ηµν . (9.8)
In perturbation theory, the regulator R is evaluated at the stationary point of the
gauge-fixed action. For e, this corresponds to
e|Σ = ρ , (9.9)
J.Gomis, J. Par´ıs and S. Samuel — Antibracket, Antifields and . . . 121
where Σ indicates the stationary-point surface in field space. Using Eq.(9.5), a
straightforward calculation reveals that the non-zero entries of R|Σ are
R|Σ =

xµ e π¯ C¯ C
xµ ∗ 0 0 0 0
e 0 ∗ ∗ 0 0
π¯ 0 ∗ 0 0 0
C¯ 0 0 0 ∗ 0
C 0 0 0 0 ∗
 . (9.10)
Eq.(9.10) shows that propagation is diagonal within three sectors: the xµ sector, the
e-π¯ sector and the ghost sector. As expected, the canonical transformation in Eq.(9.4)
decouples e from xµ: For the shifted action in Eq.(9.5), one has
∂l∂rS
∂e∂xµ
∣∣∣∣∣
Σ
=
(
−2 d
dτ
1
e2
x˙µ + 2
d
dτ
ρ
e3
x˙µ
)∣∣∣∣∣
Σ
= 0 . (9.11)
Because a constant TAB matrix has been selected, the non-zero entries of F
A
B in
Eq.(8.51) are the same as in Eq.(9.6). From the structure of Eqs.(9.6) and (9.10), one
sees that the anomaly computation separates into contributions from the xµ sector,
the e-π¯ sector and the ghost sector. The propagating fields are xµ, C¯ and C. The
field π¯ serves as a Lagrange multiplier for setting e equal to ρ. Hence, e and π¯ are
non-propagating and should not contribute to the anomaly according to the analysis
in Sect. 8.7 [253]. For this particular system, the contribution is zero because FAB
in the e-π¯ sector is off-diagonal. It is also clear that C and C¯ do not contribute to the
anomaly since FAB is zero for all ghost entries. One only needs to consider the x
µ
sector.
In what follows we use a subscript x for quantities associated with xµ. Applying
Eqs.(8.47) and (8.48) to Eq.(9.5), one arrives at
(Kx)
µ
ν = δ
µ
νe
−1C d
dτ
, (9.12)
and
(Qx)µν = ηµνQx , (9.13)
where Qx without µν subscripts is defined by
Qx ≡ −2 d
dτ
e−1
d
dτ
+
d
dτ
ρe−2
d
dτ
. (9.14)
Here and below, the derivative d
dτ
acts on everything to the right including e, ρ and
the function to which Qx is applied. Some contributions to Eq.(9.14) come from the
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shifts in Eq.(9.4). We have also dropped terms proportional to π¯∗ and C¯∗ because
they will not contribute, when expanding about the stationary point.
Since the Tx matrix is (Tx)µν = ηµν , the regulator matrix in Eq.(8.52) is
(Rx)µν = δµνQx . (9.15)
Because δBTx = 0,
(Fx)
µ
ν = (Kx)
µ
ν , (9.16)
where (Kx)
µ
ν is given in Eq.(9.12).
All the relevant matrices of Sect. 8.7 for the computation of the anomaly have
been obtained. At this stage, one expands about the stationary point of the gauge-
fixed action. The field e is set equal to the function ρ according to Eq.(9.9). The
regulator matrix becomes
(Rx)µν |Σ = −δµν
d
dτ
ρ−1
d
dτ
, (9.17)
so that on-shell
(∆S)reg =
D
∫
dτ
 ∞∫
−∞
dk
2π
exp (−ikτ ) ρ−1C d
dτ
exp
(− d
dτ
ρ−1 d
dτ
M2
)
exp (ikτ )

0
, (9.18)
where we have used the form of (∆S)reg in Eq.(8.56). The trace over field indices
A produces a factor of
∫
dτ and a factor of D (because the number of xµ fields is
D and each contributes equally). The operator trace is evaluated using a complete
set of momentum-space functions, thereby generating the factors exp (±ikτ ). The
calculation in Eq.(9.18) is performed in Appendix C, where it is shown that the
integrand is an odd function of k. Consequently,
(∆S)reg = 0 . (9.19)
The calculation of the xµ contribution is even simpler using Eq.(8.57). To compute
δBR, note that
δBe = (e, S) = C˙ . (9.20)
Using this equation, Eq.(9.14) and Eq.(9.15), one finds
(δBRx)µν = δµν
(
2
d
dτ
e−2C˙ d
dτ
− 2 d
dτ
ρe−3C˙ d
dτ
)
, (9.21)
so that
(δBRx)µν |Σ = 0 . (9.22)
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When δBRx is substituted into Eq.(8.57), one gets
(∆S)reg = 0 ,
in agreement with Eq.(9.19). The absence of a violation of the quantum master
equation means that the spinless relativistic particle theory is gauge-invariant even
at the quantum level.
9.2 The Abelian Chiral Schwinger Model
In this subsection, we analyze the abelian chiral Schwinger model in two-dimensions.
It is an anomalous gauge theory and a particularly simple example that illustrates the
formalism of Sect. 8.7. The model contains an abelian gauge field, i. e., “a photon”
Aµ, and a charged left-handed fermion. It is governed by the following classical action
S0
[
Aµ, ψ, ψ¯
]
=
∫
d2x
[
− 1
4e2
F µνFµν + ψ¯i/Dψ
]
, (9.23)
where e is the electromagnetic coupling constant. Although we take ψ to be a Dirac
fermion, we use a covariant derivative that couples the photon only to the the right-
moving component:
i/D = i/∂ + /AP− . (9.24)
In other words, P−ψ is charged but P+ψ is neutral. Here P± are the chiral projectors
P− =
1
2
(1− γ5) , P+ = 1
2
(1 + γ5) . (9.25)
In two-dimensions, they project onto right- and left-moving states. Hence, the left-
moving fermion P+ψ is a free particle and decouples.
A slash through a vector Vµ represents γ
µVµ: /V = γ
µVµ. In two-dimensions the
γµ are 2× 2 matrices satisfying γµγν + γνγµ = −2ηµν , and γ5 is defined as γ5 ≡ γ0γ1.
The action in Eq.(9.23) is invariant under the finite gauge transformations
A′µ = Aµ + ∂µε , ψ
′ = exp{iP−ε}ψ , ψ¯′ = ψ¯ exp{−iP+ε} . (9.26)
Although this model has not been discussed in previous sections, it is straightfor-
ward to apply the field-antifield formalism [61, 63]. The proper solution for the gauge
sector corresponds to the solution for the Yang-Mills example given in Sect. 5.2 for
d = 2 and for a U(1) group. In addition to the antifield A∗µ of the photon, one has
commuting antifields ψ∗ and ψ¯∗ for the fermions. The proper solution of the master
equation is
S = S0 +
∫
d2x
[
A∗µ∂
µC + i(ψ∗)tP−ψ C − iψ¯∗P t+ψ¯tC
]
, (9.27)
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where C is the ghost field associated with the gauge parameter ε. The superscript
t stands for transpose: ψ =
(
ψ1
ψ2
)
and ψ¯ =
(
ψ¯1, ψ¯2
)
, so that ψ¯t =
(
ψ¯1
ψ¯2
)
and
(ψ∗)t = ((ψ1)∗, (ψ2)∗).
A formal computation using the expression for ∆ in Eq.(6.7) reveals that only the
fermion sector contributes to ∆S. A more detailed analysis using a regularization
procedure confirms this.12 Therefore, we focus on the contribution to ∆S from ψ and
ψ¯. Gauge-fixing is not needed because propagators for the fermions already exist.
For these reasons, it is not necessary to consider gauge-fixing auxiliary fields, nor a
non-minimal proper solution.
Using Eqs.(8.47) and (9.27), one finds that the K matrix is given by
K = −iC
(
P− 02
02 −P t+
)
, (9.28)
where all entries are 2×2 matrices, e. g., 02 =
(
0 0
0 0
)
, so that K is a 4×4 matrix. In
Eq.(9.28) and throughout this subsection, we label the rows and columns of matrices
in the order ψ1, ψ2, ψ¯1, ψ¯2. From Eqs.(8.48) and (9.23), the matrix Q for the fermion
sector is
Q =
(
02 −i/˜D
i/D 02
)
, (9.29)
where /˜D is defined by
∫
d2xψ¯i/Dψ = − ∫ d2xψti/˜Dψ¯t. More precisely,
i/˜D = i/∂t − /AtP t+ , (9.30)
where, here, the superscript t indicates the transpose of a matrix in Dirac-index space.
For the matrix T , we choose
T =
(
02 12
−12 02
)
, (9.31)
where 12 =
(
1 0
0 1
)
. Because δBT = 0, the matrix F in Eq.(8.51) is equal to the
matrix K in Eq.(9.28). Using Eq.(8.49), one finds
O =
(
i/D 02
02 i/˜D
)
. (9.32)
12 The computation made in ref.[78] for a pure Yang-Mills theories in four dimensions supports
the idea that gauge fields and ghosts produce a BRST trivial contribution to (∆S)reg.
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Then from Eq.(8.54), one obtains
R =
(−/D/D 02
02 −/˜D/˜D
)
, (9.33)
for the regulator matrix.
Let us use the following representation of the gamma matrices:
γ0 = σ1 =
(
0 1
1 0
)
, γ1 = iσ2 =
(
0 1
−1 0
)
, (9.34)
so that
γ5 = γ0γ1 = −σ3 =
(−1 0
0 1
)
, (9.35)
and
P− =
(
1 0
0 0
)
, P+ =
(
0 0
0 1
)
. (9.36)
With this representation,
i/D =
(
0 i∂+
i∂− + A− 0
)
, i/˜D =
(
0 i∂− − A−
i∂+ 0
)
, (9.37)
where
∂± = ∂0 ± ∂1 , A− = A0 − A1 . (9.38)
The entries in R of Eq.(9.33) are
−/D/D =
(
i∂+ (i∂− + A−) 0
0 (i∂− + A−) i∂+
)
,
− /˜D/˜D =
(
(i∂− − A−) i∂+ 0
0 i∂+ (i∂− − A−)
)
. (9.39)
The derivative ∂+ acts to the right, so that it differentiates A− as well as any function
to which R is applied. Note that R is diagonal.
In general, the matrix F ′ in Eq.(8.55) has two contributions. However, the term
proportial to δBO does not contribute, upon taking the trace, because O is off-
diagonal and R is diagonal when the above gamma matrices are used. Hence, one
may take
F ′ = F = K , (9.40)
where K is given in Eq.(9.28). Summarizing, for the computation of ∆S in Eq.(8.56),
one uses F = K in Eq.(9.28) and R given by Eqs.(9.33) and (9.39). Incorporating
the projectors P± in K, one obtains
∆S = −i
[
Tr C
(
exp
(
R+
M2
)
− exp
(
R−
M2
))]
0
, (9.41)
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where there is no trace in Dirac-index space, only in function space. In Eq.(9.41),
R± = ∂
µ∂µ ± i(∂+A−)± iA−∂+ . (9.42)
where we use a parenthesis around (∂+A−) to indicate that ∂+ acts only on A−.
In Appendix C, the computation of Eq.(9.42) is performed. One finds
A1 = ∆S = i
4π
∫
d2x C (ǫµν∂µAν − ∂µAµ) , (9.43)
where ǫ10 = 1 = −ǫ01. Note that the anomaly is consistent since
δBA1 = i
4π
∫
d2x C (ǫµν∂µ∂νC − ∂µ∂µC) = 0 . (9.44)
The first term vanishes by the antisymmetry property of ǫµν , while the second term
vanishes by integration by parts and the anticommuting nature of C. A local coun-
terterm Ω1 cannot be added to the action to eliminate A1 via Eq.(8.40). If one takes
Ω1 = − 18π
∫
d2xAµAµ, then the second term in Eq.(9.43) is eliminated, but the term
i
8π
∫
d2x CǫµνFµν in A1 remains.
9.3 Anomaly in the Open Bosonic String
In this subsection, we investigate the violation of the quantum master equation
for the first-quantized open bosonic string when the dimension of space-time is not
26. The bosonic contribution was explicitly computed in refs.[251, 133]. We gauge-fix
the action using the fermion Ψ in Eq.(7.42). It depends on the conformal factor ρ.
It turns out that when D 6= 26, there is an anomaly. As a consequence, the theory
depends on ρ. Although the theory is classically gauge-invariant, one of the four
gauge symmetries is violated by quantum effects. This anomalous gauge symmetry
cannot be fixed for D 6= 26.
Let us apply the one-loop anomaly analysis given in Sect. 8.7 to the bosonic string.
First, we perform a canonical transformation with Ψ so that Φ∗A → Φ∗A + ∂Ψ∂ΦA . This
leads to the following shifts in antifield fields
e∗τ τ → e∗τ τ + C¯ + C¯σ , e∗σσ → e∗σσ + C¯ − C¯σ ,
e∗τ σ → e∗τ σ + C¯τσ + C¯τ , e∗στ → e∗στ + C¯τσ − C¯τ ,
C¯∗τ → C¯∗τ + eτ σ − eστ , C¯∗σ → C¯∗σ + eτ τ − eσσ ,
C¯∗ → C¯∗ + eτ τ + eσσ − 2ρ−1/2 , C¯∗τσ → C¯∗τσ + eτ σ + eστ . (9.45)
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Additional terms are produced in the total action Stotal = S + Saux of Eqs.(5.30) and
(7.41) given by
S → S +
∫
dτ
π∫
0
dσ
{(
C¯ + C¯σ
)
(Cn∂neτ τ − eτ n∂nCτ ) +
(
C¯ − C¯σ
)
(Cn∂neσσ − eσn∂nCσ)
+
(
C¯τσ + C¯τ
)
(Cn∂neτ σ − eτ n∂nCσ) +
(
C¯τσ − C¯τ
)
(Cn∂neστ − eσn∂nCτ )
+
((
C¯ + C¯σ
)
eτ
τ +
(
C¯ − C¯σ
)
eσ
σ +
(
C¯τσ + C¯τ
)
eτ
σ +
(
C¯τσ − C¯τ
)
eσ
τ
)
C
−
((
C¯ + C¯σ
)
eσ
τ +
(
C¯ − C¯σ
)
eτ
σ +
(
C¯τσ + C¯τ
)
eσ
σ +
(
C¯τσ − C¯τ
)
eτ
τ
)
Cτσ
}
, (9.46)
and
Saux →
∫
dτ
π∫
0
dσ
{
π¯
(
C¯∗ + eτ τ + eσσ − 2ρ−1/2
)
+
π¯τ
(
C¯∗τ + eτ σ − eστ
)
+ π¯σ
(
C¯∗σ + eτ τ − eσσ
)
+ π¯τσ
(
C¯∗τσ + eτ σ + eστ
)}
. (9.47)
At this stage, it is desirable to shift fields by the solutions to the equations of
motion of the ea
m, by using a canonical transformation. Such a shift guarantees that
the quadratic form QAB is on-shell diagonal in the ea
m sector. This avoids mixing of
the Xµ and ghost sectors with the π¯-ea
m sector. Variations of Stotal in the gauge-fixed
basis with respect to the ea
m produce the equations for the four π¯. Using a subscript
0 to denote the solutions, and ignoring terms proportional to antifields, one finds that
2 (π¯)0 ≡ −
(
∂S
∂eτ τ
+
∂S
∂eσσ
− 2π¯
)
=
(eτ
τ + eσ
σ)eLX − e (∂τXµDτXµ − ∂σXµDσXµ)+
2∂n
(
C¯Cn
)
+ C¯ (∂nCn − 2C) + C¯τσ (∂τCσ + ∂σCτ + 2Cτσ)+
C¯τ (∂τCσ − ∂σCτ ) + C¯σ (∂τCτ − ∂σCσ) ,
2 (π¯τσ)0 ≡ −
(
∂S
∂eτ σ
+
∂S
∂eστ
− 2π¯τσ
)
=
−(eτ σ + eστ )eLX − e (∂σXµDτXµ − ∂τXµDσXµ)+
2∂n
(
C¯τσCn
)
+ C¯ (∂τCσ + ∂σCτ + 2Cτσ) + C¯τσ (∂nCn − 2C)
−C¯τ (∂τCτ − ∂σCσ)− C¯σ (∂τCσ − ∂σCτ ) ,
2 (π¯τ )0 ≡ −
(
∂S
∂eτ σ
− ∂S
∂eστ
− 2π¯τ
)
=
(eτ
σ − eστ )eLX − e (∂σXµDτXµ + ∂τXµDσXµ)+
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2∂n
(
C¯τCn
)
− C¯ (∂τCσ − ∂σCτ )− C¯τσ (∂τCτ − ∂σCσ)
+C¯τ (∂nCn − 2C) + C¯σ (∂τCσ + ∂σCτ − 2Cτσ) ,
2 (π¯σ)0 ≡ −
(
∂S
∂eτ τ
− ∂S
∂eσσ
− 2π¯σ
)
=
(eσ
σ − eτ τ )eLX − e (∂τXµDτXµ + ∂σXµDσXµ)+
2∂n
(
C¯σCn
)
+ C¯ (∂τCτ − ∂σCσ) + C¯τσ (∂τCσ − ∂σCτ )
+ C¯τ (∂τCσ + ∂σCτ − 2Cτσ) + C¯σ (∂nCn − 2C) , (9.48)
where the Xµ-lagrangian density LX is defined to be
LX ≡ e
2
(DτX
µDτXµ −DσXµDσXµ) . (9.49)
The canonical transformation of interest is given by
π¯ → π¯ + (π¯)0 , π¯n → π¯n + (π¯n)0 , π¯τσ → π¯τσ + (π¯τσ)0 ,
Φ∗A → Φ∗A − π¯∗
∂r (π¯)0
∂ΦA
− π¯∗τ ∂r (π¯τ )0
∂ΦA
− π¯∗σ ∂r (π¯σ)0
∂ΦA
− π¯∗τσ ∂r (π¯τσ)0
∂ΦA
, (9.50)
where in the first equation, n stands for τ or σ.
The goal of the next few paragraphs is to obtain FAB and RAB so that the
anomaly in Eq.(8.53) can be computed. One must first calculate KAB and QAB and
specify TAB. Simplifications occur for the following reasons. In the final gauge-fixed
form of the action in Eq.(7.45), the propagating fields are Xµ, C¯n and Cn where n
represents τ and σ.13 By the argument in Sect. 8.7, only these fields contribute; the
FAB and RAB associated with non-propagating fields do not enter the calculation
[253]. Furthermore, by a judicial choice of TAB, RAB can be made diagonal. Hence,
only the diagonal components of KAB, δBOAB and FAB for Xµ, C¯n and Cn need to
be computed. In what follows, we use a subscript X, C¯ and C to denote respectively
a matrix restricted to the subspace corresponding to Xµ, C¯n and Cn. The subscript
“ghost” is used to denote the combined C¯n and Cn subspace.
After the above two canonical transformations have been performed, the compu-
tation is straightforward. From Eq.(8.47), one finds that the KAB in the three sectors
are
(KX)
µ
ν = δ
µ
νCn∂n ,
13 This is made clear by setting C = Cˆ + 1
2
(∂τCτ + ∂σCσ) − 2ρ1/2Cn∂nρ−1/2 and Cτσ = Cˆτσ −
1
2
(∂τCσ + ∂σCτ ). Throughout this subsection, one should think of C and Cτσ as standing for these
combinations of fields. In terms of Cˆ and Cˆτσ, the gauge-fixed action in Eq.(7.45) is block diagonal
and C¯, C¯τσ, Cˆ and Cˆτσ are non-propagating fields. The calculations in this subsection should be
performed in terms of Cˆ and Cˆτσ. At the end of the computation, one sets Cˆ = C− 1
2
(∂τCσ − ∂σCτ )+
2ρ1/2Cn∂nρ−1/2 and Cˆτσ = Cτσ + 12 (∂τCσ − ∂σCτ ), thereby returning to the original fields.
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(KC¯)
τ
τ = (KC¯)
σ
σ = −Cn∂n −
3
2
(∂nCn) + C ,
(KC)
τ
τ = −Cn∂n +
1
2
(∂nCn) + 1
2
(∂τC
τ − ∂σCσ) ,
(KC)
σ
σ = −Cn∂n +
1
2
(∂nCn)− 1
2
(∂τC
τ − ∂σCσ) , (9.51)
where the presence of a parenthesis around a derivative indicates that it acts only on
fields within the parenthesis. Throughout this subsection, the absence of a parenthesis
means that the derivative acts on everything to the right. The terms for KX and KC
arise from differentiating Eq.(5.30), whereas those for KC¯ come from Saux in Eq.(9.47)
after the π¯n shifts in Eq.(9.50) have been performed.
The quadratic forms QAB are
(QX)µν = ηµνQX , (9.52)
where
QX = D
†
τe
(
1− eρ−1/2(eτ τ + eσσ)
)
Dτ −D†σe
(
1− eρ−1/2(eτ τ + eσσ)
)
Dσ
+D†τeρ
−1/2∂τ − ∂τeρ−1/2Dτ −D†σeρ−1/2e∂σ + ∂σeρ−1/2Dσ (9.53)
for the Xµ sector, where the covariant derivatives Dτ and Dσ are given in Eq.(3.71),
and whereD†τ = −∂τeτ τ−∂σeτ σ andD†σ = −∂τeστ−∂σeσσ. Since derivatives act to the
right, ∂τ and ∂σ in D
†
τ in first the term in Eq.(9.53) act on e
(
1− eρ−1/2(eτ τ + eσσ)
)
,
on the vielbeins in D†τ and Dτ , and on any function to which the operator QX is
applied. Likewise, for the other derivatives. The terms in Eq.(9.53) come from the
original action S0 in Eq.(3.79), as well as from the π¯ shifts of Eq.(9.50) in Saux of
Eq.(9.47). For the ghost sector, let
V =

C¯τ
C¯σ
Cτ
Cσ
 . (9.54)
Then the ghost part of the action is
Sghost =
1
2
∫
dτ
π∫
0
dσ V tQghostV , (9.55)
where the superscript t on V t stands for transpose. The ghost quadratic form is
Qghost =

0 0 ρ−1/2∂σ −ρ−1/2∂τ
0 0 −ρ−1/2∂τ ρ−1/2∂σ
∂σρ
−1/2 −∂τρ−1/2 0 0
−∂τρ−1/2 ∂σρ−1/2 0 0
 . (9.56)
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The terms in Qghost originate from Eq.(9.46) and from the π¯ shifts of Eq.(9.50) in Saux
of Eq.(9.47). The dependence on ea
m cancels between the two contributions leaving
only a dependence on ρ.
For the matrix TAB of Sect. 8.7, we choose
(TX)µν = eηµν , (9.57)
and
Tghost = −i

0 e−2 0 0
−e−2 0 0 0
0 0 0 e2
0 0 −e2 0
 , (9.58)
where Tghost acts in the space of antighosts and ghosts given in Eq.(9.54). In the
Xµ sector the operator O, defined in Eq.(8.49), is e−1δµνQX and is equal to (RX)µν ,
where QX is given in Eq.(9.53). In the ghost sector, O is
Oghost = i
(
02 e
2ρ−1/2/∂
e−2/∂ρ−1/2 02
)
, (9.59)
where each entry is a two by two matrix. It is somewhat accidental that the Dirac
operator in two-dimensional Minkowski space
/∂ ≡ γn∂n = γτ∂τ + γσ∂σ , (9.60)
enters in Eq.(9.59), if the gamma matrices
γτ = σ3 =
(
1 0
0 −1
)
, γσ = −iσ2 =
(
0 −1
1 0
)
(9.61)
are used. They satisfy
γnγm + γmγn = −2ηnm . (9.62)
The ghost-sector regulator matrix Rghost is
Rghost = O2 =
(RC¯ 02
02 RC
)
, (9.63)
where
RC¯ = −e2ρ−1/2/∂e−2/∂ρ−1/2 , RC = −e−2/∂e2ρ−1/∂ . (9.64)
To compute FAC in Eq.(8.51), one needs the BRST variation of TAB. Using
δBe = Cn∂ne+ e∂nCn − 2eC (9.65)
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and Eqs.(9.57) and (9.58), it is straightforward to calculate (T−1)
AD
(δBT )DC . The
result is combined with KAC in Eq.(9.51) to arrive at
(FX)
µ
ν = δ
µ
νFX ,
where
FX = Cn∂n + 1
2
(∂nCn) + 1
2
e−1Cn (∂ne)− C , (9.66)
for the Xµ sector. For the ghost sector
(FC¯)
τ
τ = (FC¯)
σ
σ = −Cn∂n −
1
2
(∂nCn) + e−1Cn (∂ne)− C ,
(FC)
τ
τ = −Cn∂n −
1
2
(∂nCn)− e−1Cn (∂ne) + 2C + 1
2
(∂τCτ − ∂σCσ) ,
(FC)
σ
σ = −Cn∂n −
1
2
(∂nCn)− e−1Cn (∂ne) + 2C − 1
2
(∂τCτ − ∂σCσ) . (9.67)
Although δBOghost is non-zero, it does not contribute because the regulator matrix
R is block diagonal in the C¯n and Cn sectors. It turns out that, even in each sector,
only diagonal terms contribute because of the nature of R. Hence, in Eq.(9.67) we
display only the diagonal part of FAC . Finally, since the contribution from Cτ turns
out to be equal to the contribution from Cσ, the two ∂τCτ − ∂σCσ terms in Eq.(9.67)
for FC cancel. For the rest of this section, we drop these terms.
The final step is the computation of (∆S)reg. Since δBO does not contribute, we
may use Eq.(8.56). At this stage, we expand about the classical saddle point, denoted
by Σ, corresponding to the solution to the equations of motion. We set the π¯ equal
to zero and evaluate the ea
m as in Eq.(7.43).
To determine the regulators and FAB at Σ, note that
e|Σ = ρ . (9.68)
It is useful to express the regulators in terms of symmetric operators R˜. For Xµ,
(RX)|Σ = ρ−1 (−∂τ∂τ + ∂σ∂σ) = ρ−1/2R˜Xρ1/2 , (9.69)
where
R˜X = ρ−1/2∂n∂nρ−1/2 . (9.70)
For ghosts,
RC¯ |Σ = ρR˜C¯ρ−1 , RC |Σ = ρ−1R˜Cρ , (9.71)
where
R˜C¯ = −ρ1/2/∂ρ−2/∂ρ1/2 , R˜C = −ρ−1/∂ρ/∂ρ−1 . (9.72)
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The conjugating factors in Eqs.(9.69) and (9.71) can be commuted past the oper-
ators FAB to arrive at the following equivalent form for (∆S)reg
(∆S)reg =
(F˜X)µ
ν
(
exp
( R˜X
M2
))ν
µ
+
(
F˜C¯
)n
n
(
exp
( R˜C¯
M2
))n
n
+
(
F˜C
)n
n
(
exp
( R˜C
M2
))n
n
]
0
, (9.73)
where (
F˜X
)µ
ν
= δµν
(
Cn∂n + 1
2
(∂nCn)− C
)
,
(
F˜C¯
)τ
τ
=
(
F˜C¯
)σ
σ
= −Cn∂n − 1
2
(∂nCn)− C ,(
F˜C
)τ
τ
=
(
F˜C
)σ
σ
= −Cn∂n − 1
2
(∂nCn) + 2C . (9.74)
The TAB matrix has been judiciously chosen so that the violation in the quantum
master equation is proportional to C. The coefficient of Cn in Eq.(9.73) vanishes.
To see this, let ψr and −E2r be the eigenfunctions and eigenvalues of any of the R˜
operators:
R˜ψr = −E2rψr . (9.75)
The ψr can be chosen to be real. The terms in (9.74) involving Cn enter in the
combination Cn∂n + 12 (∂nCn). Such a combination gives a zero contribution to (∆S)reg
since (
Cn∂n + 1
2
(∂nCn)
)(
exp
( R˜
M2
))
=
∫
dτ
π∫
0
dσ
∑
r
ψr (τ, σ)
(
Cn∂n + 1
2
(∂nCn)
)
ψr (τ, σ) exp
(
− E
2
r
M2
)
=
1
2
∫
dτ
π∫
0
dσ
∑
r
∂n
(
ψ2r (τ, σ) Cn exp
(
− E
2
r
M2
))
→ 0 ,
where, in the last step, we assume that quantities fall off sufficiently fast at large τ
and obey appropriate boundary conditions at σ = 0 and σ = π. The reader can also
verify the absence of a Cn anomaly directly by using the methods in Appendix C.
To evaluate the terms in (∆S)reg proportional to C, let
Hr ≡ −ρ−(r+1)/2/∂ρr/∂ρ−(r+1)/2 . (9.76)
The tilde regulators in Eqs.(9.70) and (9.72) are
R˜X = H0 , R˜C¯ = H−2 , R˜C = H1 , (9.77)
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except that, for Xµ, R˜X acts in a D-dimensional space, whereas H0 acts in a two-
dimensional space, since −/∂/∂ = I2∂n∂n = I2 (−∂τ∂τ + ∂σ∂σ), where I2 denotes the
two-dimensional unit matrix. The non-zero terms in (∆S)reg in Eq.(9.73) all involve
Tr
2
[
exp
(
Hr
M2
)]
0
≡
∫
dτ
π∫
0
dσ κr . (9.78)
The trace Tr is over both 2 by 2 gamma space and function space. The coefficients
κr, which are computed in Appendix C, are
κr =
1
24πi
(3r + 1) ∂n∂n ln (ρ) . (9.79)
The contributions to the violation of the quantum master equation from the Xµ,
C¯n, and Cn sectors are respectively (−1)Dκ0, (−1)2κ−2, and (+2)2κ1, where the
factors in parentheses are the coefficients of C in the F˜ in Eq.(9.74). The total
anomaly A on-shell is [210, 121]
(∆S)reg = i
(D − 26)
24π
∫
dτ
π∫
0
dσ C∂n∂n ln (ρ)
= i
(D − 26)
24π
∫
dτ
π∫
0
dσ C ∂n∂n ln (e)|Σ . (9.80)
It is absent when D = 26. For D 6= 26 no local counter term Ω1 can be added to
cancel the violation of the quantum master equation via Eq.(8.39) and the theory is
anomalous.
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10 Brief Discussion of Other Topics
The following are discussed in this section: applications to global symmetries,
a geometric interpretation of the field-antifield formalism, locality, cohomology, the
equivalence of lagrangian and hamiltonian approaches, unitarity, the antibracket for-
malism in a general coordinate system, the D = 26 closed bosonic string field theory,
and the extended formalism for anomalous gauge theories. One topic not addressed
is the anti-BRST symmetry [69, 202, 3, 32, 20, 135, 137, 160, 12, 155, 164].
10.1 Applications to Global Symmetries
Certain models with continuous rigid symmetries share some of the characteris-
tics of gauge theories, such as the closure only on-shell of the commutator algebra and
the presence of field-dependent structure constants. Global supersymmetric theories
without auxiliary fields and models employing non-linear realizations of rigid sym-
metries are often examples of algebras that do not close off-shell. The antibracket
formalism can be used to assist in the analysis of such theories [33, 159]. Even though,
in the rigid-symmetry case, the parameters εα in the transformation law in Eq.(2.1)
are not functions of the space-time variable x, there is still the notion of a symmetry
structure. In other words, the analogs of the structure equations in Sect. 2, such as
the Noether identity, the Jacobi identity, etc., still exist. There are two differences for
the globally symmetric case: (a) everywhere εα appears, it is a constant and (b) the
compact notation for Greek indices, associated with gauge transformations, involves
a discrete sum but not an integral over space-time. For Latin indices, associated with
the φi, repeated indices still indicate a space-time integral. Taking into account the
above two differences, the equations in Sect. 2 hold for the globally symmetric case.
The development of an antibracket-like formalism proceeds as in Sect. 4. Since the
gauge parameters εα are not functions of the space-time variable x, one introduces
constant ghosts Cα. The antifields φ∗i for the original fields φi are space-time functions,
but the antifields for ghosts are constants. Grassmann statistics and ghost numbers
are assigned as in the gauge-theory case. In the antibracket and elsewhere, functional
derivatives with respect to ghosts and antifields of ghosts are replaced by ordinary
partial derivatives. The proper solution S in Eq.(4.29) is a generating functional for
the structure tensors. The structure equations are encoded in the classical master
equation (S, S) = 0. Of course, since global symmetries do not affect the rank of the
hessian of S at a stationary point, the concept of properness has little meaning: If
one wants to treat all global symmetries via an antibracket-like formalism, one should
proceed by mimicking the gauge case.
Since global symmetries do not upset the development of perturbation theory, no
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gauge-fixing procedure via a fermion Ψ is implemented. In the quantum theory, the
ghosts are only technical tools. They should not be considered as quantum fields.
Antifields are still interpreted as sources for rigid symmetries. To perform standard
perturbation theory, antifields can be set to zero. Alternatively, one can differentiate
with respect to antifields before setting them to zero to obtain global Ward identities.
A third approach is to introduce sources J for fields via Eq.(8.14), retain antifields,
and construct the effective action Γ as described in Sect. 8.4. Anomalous violations
of global symmetries can be analyzed by searching for violations of the Zinn-Justin
equation (Γ,Γ)c = 0 (see Eq.(8.21)). Examples of anomalous global symmetries are
the axial vector currents of massless four-dimensional QCD. An application to the
D = 4 supersymmetric Wess-Zumino model is given in ref.[159].
10.2 A Geometric Interpretation
This subsection discusses a geometric interpretation of the field-antifield formal-
ism, as presented by E. Witten [273]. See also refs.[175, 155, 21, 218, 176].
The geometric intepretation is made clearer if we first assume that no fermionic
fields are present. LetM denote the manifold of infinite-dimensional function space.
The classical fields ΦA of the theory are local coordinates for M. Then, ∂
∂ΦA
is
a local basis for the tangent space TM of vector fields. Likewise, dΦA is a basis
for the cotangent space T ∗M consisting of differential forms. There exists a nat-
ural quadratic form on TM ⊕ T ∗M given by 〈dΦA, ∂
∂ΦB
〉 = δAB, 〈dΦA, dΦB〉 = 0,
〈 ∂
∂ΦA
, ∂
∂ΦB
〉 = 0. Introduce, in an ad hoc manner, two quantities zA and wA and
associate zA with dΦA and wA with
∂
∂ΦA
, i.e.,
zA ↔ dΦA , wA ↔ ∂
∂ΦA
. (10.1)
Consider the Clifford algebra for zA and wA determined by the quadratic form 〈 , 〉,
namely
{zA, wB} = δAB , {zA, zB} = 0 , {wA, wB} = 0 , (10.2)
where { , } denotes the anticommutator: {x, y} = xy+yx. A possible representation
of the Clifford algebra regards the zA as creation operators and the wA as destruction
operators. Then, the most general state at a point Φ on the manifold is created by
Ω (Φ, z) = Ω0 (Φ) + ΩA (Φ) z
A + 1
2
ΩAB (Φ) z
BzA + . . . acting on a Fock-space vacuum
|0〉, defined by wA|0〉 = 0 for all A, i. e., it is annihilated by all the wA. Representing
the wA as
∂
∂zA
, |0〉 can be taken to be 1 when considered as a function of the zA.
With the association zA ↔ dΦA, one sees that Ω is equivalent to an element of the
exterior algebra of differential forms onM, in which differential forms are multiplied
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by using the wedge product ∧. When supplemented with the exterior derivative d,
this structure becomes the de Rham complex [107, 96]. In summary, one has an
irreducible representation of the Clifford algebra in Eq.(10.2) at each point of the
manifold.
The Clifford algebra in (10.2) is symmetrical in its treatment of the elements z
and w. Hence, one can reverse the above viewpoint and regard the wA as creation
operators and the zA as annihilation operators. In this picture, let us identify the
antifields Φ∗A of the antibracket formalism with the vector-field-like objects wA. The
most general state at a point Φ is created by
F [Φ,Φ∗] = F0(Φ) + F
A(Φ)Φ∗A +
1
2
FAB(Φ)Φ∗BΦ
∗
A + . . . (10.3)
acting on a state |0〉′ that is annihilated by all zA. In this picture, denoted by R′ by
E. Witten, zA = ∂r
∂Φ∗
A
, wA = Φ
∗
A, and |0〉′ can be taken to be 1 when regarded as a
function of the Φ∗A. Two elements F and G in the form of Eq.(10.3) are multiplied
using {Φ∗A,Φ∗B} = 0. Exploiting the association dΦA → zA = ∂r∂Φ∗
A
in the R′ picture,
the exterior derivative d ≡ ∂r
∂ΦA
dΦA becomes ∂r
∂ΦA
∂r
∂Φ∗
A
F = −∆F when acting on a
general functional F of the type in Eq.(10.3). Here, we have used the definition of ∆
given in Eq.(6.7). In computing ∆F , one treats ΦA and Φ∗B as independent variables.
Because the exterior derivative is nilpotent, ∆ satisfies ∆2 = 0. In short, one arrives
at a dual picture of the de Rham complex. It is isomorphic to the standard de Rham
complex but not in a natural way because there is no preferred manner of associating
the above two Fock-space vacuums |0〉 and |0〉′. The state |0〉′ of the R′ picture is
represented as (f12...)
∏
A z
A in the first picture, where f12... is arbitrary. A natural
choice does exist ifM is endowed with a measure dµ = (µ12...) dΦ1 ∧ dΦ2 ∧ . . .. Then,
one can take f = µ.
If fermionic fields are present, M is a supermanifold. Then, { , } appears as a
graded commutator: {x, y} = xy − (−1)ǫxǫyyx. Note that ǫ
(
zA
)
= ǫA + 1 = ǫ (wA),
so that zA and wA have the opposite statistics of Φ
A. For the bosonic case, ǫA = 0
for all A, and { , } becomes the usual anticommutator.
In the R′ picture, the Clifford algebra in Eq.(10.2) is satisfied when
wA = Φ
∗
A , z
A = (−1)ǫA ∂r
∂Φ∗A
. (10.4)
Then, −d becomes, when acting on F of Eq.(10.3),
(−1)ǫA+1 ∂r
∂ΦA
∂r
∂Φ∗A
F = ∆F . (10.5)
The nilpotent operator ∆ of the field-antifield formalism is identified with minus the
exterior derivative.
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For elements F andG in Eq.(10.3), the antibracket ( , ) is defined by (F [Φ,Φ∗] , G [Φ,Φ∗])
≡ ∂rF
∂ΦA
∂lG
∂Φ∗
A
− ∂rF
∂Φ∗
A
∂lG
∂ΦA
. Using ∆, the antibracket can be expressed as
∆(FG)− F∆(G)− (−1)ǫG∆(F )G = (−1)ǫG (F [Φ,Φ∗], G[Φ,Φ∗]) . (10.6)
Eq.(10.6) shows that the antibracket is the obstruction of ∆ to be a derivation from
the right. Once ∆ has been defined, one can take the left-hand side of Eq.(10.6) to
be the definition of the antibracket after multiplying by (−1)ǫG.
Summarizing, one has the following analogy. If one thinks of function space as a
supermanifold, then antifields are the basis vectors in the R′ picture of the de Rham
complex. The operator ∆ is the analog of the exterior derivative. The antibracket
is the obstruction to ∆ for it to be a derivation. Interestingly, the quantum master
equation
1
2
(W,W )− ih¯∆W = 0 (10.7)
has the same form as the equation of motion for a Chern-Simons theory [273]. The
analog of a gauge transformation in Chern-Simons theory is a quantum BRST trans-
formation [186] in the antibracket formalism. It is not always too easy to obtain
solutions W to the quantum master equation. In some sense, finding an appropriate
W is equivalent to obtaining the correct measure, i.e., specifying µ.
10.3 Locality
An important but technical aspect of quantum field theories is locality. Here,
we study this issue in the antibracket formalism [154, 157, 206, 132, 11, 257]. In
going from the classical action S0 to the proper solution S and to the quantum action
W , lagrangian terms are added. In a theory defined by a local classical action, the
question is whether these terms are also local. Local interactions involve fields and
derivatives, up to a finite order, of fields multiplied at the same space-time point.
Nonlocal terms are likely to lead to difficulties such as non-renormalizability, non-
unitarity or violations of causality.
The discussion of the gauge structure algebra in Sect. 2 used extensively the
consequences of the regularity condition in Eq.(2.11). An examination of the proof of
Eq.(2.12) reveals that certain operators need to be inverted so that nonlocal effects are
possible. Indeed, it is easy to find a λi so that the solution to S0,iλ
i = 0 in Eq.(2.12)
involves a nonlocal operator T ji or a function λ′α0 that does not fall off fast at large
space-time distances. Nonlocality often occurs when the quantity of interest vanishes
because it is an integral of a total derivative. As an example, consider n free quantum
mechanical particles governed by the action S0 =
1
2
∫
dt q˙iq˙i. Note that S0,i = −q¨i.
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Let λi = q˙i. Then, S0,iλ
i = −1
2
∫
dt d
dt
(q˙iq˙i)→ 0. The solution in Eq.(2.12) is λ′α0 = 0
and
T ji (t′, t) =
{
δji
2
, for t > t′ ,
− δji
2
, for t < t′ ,
since λi(t) =
∫
dt′ S0,j (t
′)T ji (t′, t). The trivial gauge transformation governed by
T ji (t′, t) obeys the correct symmetry property T ij (t, t′) = −T ji (t′, t).
Hence, an important concept is local completeness [154]. Local completeness
holds, when solutions to equations, such as in Eqs.(2.12), (2.17) and (2.19), can
be satisfied for local functionals or more precisely, in non-integrated versions. The
difficulty is that sometimes these equations are valid due to total derivatives.
In principle, it is possible that the gauge structure tensors involve nonlocal opera-
tors. This issue has been analyzed in refs.[92, 154, 132]. Given the locality of S0 and
that the gauge generators Riα are local operators, then the proper solution S of the
classical master equation is local. Reference [154] used cohomological arguments to
obtain this result. The gauge-fixed classical action SΨ is then guaranteed to be local
if the gauge-fixing fermion Ψ is. Under these conditions, the classical BRST opera-
tors δB and δBΨ produce local variations. The question of quantum locality is more
involved. Since this must be analyzed on a case by case basis, no general statements
about the locality of W can be made.
10.4 Cohomological Aspects
In this section, we introduce the concept of cohomology. Cohomological methods
have been used to obtain certain general results [151, 103, 105, 159, 13, 11, 257, 253],
for the field-antifield formalism. For example, the existence proof of the proper
solution is based on these methods [105]. This section is intended to assist the
reader in understanding such research. Because these methods have been reviewed in
refs.[152, 157, 253], our discussion is brief.
Consider a series of spaces Fk. The integer k labels different grading levels. If
αk ∈ Fk then αk is said to have grading k. Let δ be a nilpotent map from one space
to a successive space
. . . −→ Fk−1 δ−→ Fk δ−→ Fk+1 −→ . . . . (10.8)
Nilpotency means that
δ2 = δδ = 0 . (10.9)
One can think of δ as carrying a grading of 1. An element αk in Fk is said to be
closed if δαk = 0. The kernel of δ for the kth space, Kerkδ, consists of the set of
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closed elements of Fk, i.e.,
Kerkδ = {αk | αk ∈ Fk, δαk = 0} . (10.10)
An element α is said to be exact if it is expressible as α = δβ. The image of δ in the
kth space, Imkδ, are the exact elements of Fk, i.e.,
Imkδ = {αk | αk = δβk−1, for some βk−1 ∈ Fk−1} . (10.11)
Due to the nilpotency of δ, an exact element is automatically closed, so that Imkδ ⊂
Kerkδ. Consider the equivalence relation
∼
k
that identifies two elements of Fk if their
difference is exact:
αk
∼
k α
′
k if there is a βk−1 ∈ Fk−1 such that αk − α
′
k = δβk−1 . (10.12)
Define Hk (δ) to be the set of elements of Kerkδ modulo the equivalence relation
∼
k
:
Hk (δ) = Kerkδ/Imkδ . (10.13)
The cohomology Hk (δ) is equivalent to the elements in Fk that are closed but not
exact.
A standard example is the de Rham cohomology on an n-dimensional manifoldM.
The spaces Fk consist of the differential forms of order k on M and δ is the exterior
derivative d. The dimension ofHk (d) is the kth Betti number forM. In this example,
more structure can be defined. Differential forms can be multiplied using the wedge
product ∧. One can add differential forms so that the formal sum of the Fk spaces
constitutes an algebra. The exterior derivative respects addition: d(α+β) = dα+dβ,
and it is a graded derivation from the left of the wedge product: d (αj ∧ βk) = dαj ∧
βk + (−1)jαj ∧ dβk. In applications within the antibracket formalism δ has these
properties, except, with our conventions, δ is a graded derivation from the right:
δ (αβ) = αδβ + (−1)ǫβ (δα)β, where multiplication is denoted by juxtaposition of
elements.
Cohomological methods can be powerful. However, they often involve subtle is-
sues so that one must proceed with strict rigor. The question of whether a closed
element is expressible as δ( of something ) often involves global issues; usually, it can
be done “locally”. Hence, if one is not careful, one can miscalculate the cohomology.
In regard to the antibracket formalism, the pitfalls are more severe: The spaces Fk are
almost always infinite dimensional, and, in quantizing the system, the multiplication
operation becomes singular. Furthermore, an ambiguity concerning the issue of lo-
cality in Sect. 10.3 enters: one needs to decide whether local or non-local functionals
are permitted.
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One cohomology in the antibracket formalism uses the classical BRST operator δB
for δ. The spaces Fk consist of smooth functionals of fields with ghost number k. Note
that k ranges over all integers, both positive, negative and zero. Functionals form an
algebra since they can be added and multiplied. Furthermore, δB satisfies the correct
properties: it is nilpotent and is a graded derivation from the right. The cohomology
Hk (δB) is the classical space of observables in the sector with ghost number k.
For proving certain results, two other cohomologies are useful. The first uses the
Koszul-Tate differential δkt [179, 58, 240]. Let G+ be the condition of setting all ghost
fields to zero:
G+ ≡
{
ΦA = 0 | gh
[
ΦA
]
≥ 1
}
. (10.14)
Then, the Koszul-Tate differential is defined by
δktX ≡ δBX|G+ , (10.15)
where δBX = (X,S). When acting on fields (and ghosts), δkt produces zero
δktΦ
A =
∂lS
∂Φ∗A
∣∣∣∣∣
G+
= 0 , (10.16)
since δktΦ
A, having ghost number greater than one, must be proportional to ghost
fields. Hence, the interesting action is on antifields:
δktΦ
∗
A = (−1)ǫA+1
∂rS
∂ΦA
∣∣∣∣∣
G+
. (10.17)
To check the nilpotency of δkt, it suffices to compute δ
2
ktΦ
∗
A. One finds
δ2ktΦ
∗
A = (−1)ǫA+ǫB
((
∂r∂rS
∂Φ∗B∂Φ
A
)(
∂rS
∂ΦB
))∣∣∣∣∣
G+
,
which can be manipulated to give
δ2ktΦ
∗
A = (−1)ǫB
(
∂r
∂ΦA
(
∂rS
∂Φ∗B
∂rS
∂ΦB
)
− ∂rS
∂Φ∗B
∂r∂rS
∂ΦA∂ΦB
)∣∣∣∣∣
G+
,
which, using Eqs.(4.16), (A.4) and (10.16), produces
= −1
2
(
∂r (S, S)
∂ΦA
)∣∣∣∣∣
G+
= 0 .
The Koszul-Tate differential is zero because S satisfies the classical master equation.
Because δkt is constructed using the BRST operator it is a graded derivation, i.e.,
δkt (XY ) = Xδkt (Y ) + (−1)ǫY δkt (X)Y . (10.18)
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The action of δkt for the antifields with ghosts numbers −1, −2 and −3 is respec-
tively
δktφ
∗
i = (−1)ǫi+1 S0,i ,
δktC∗α = (−1)ǫα φ∗iRiα ,
δktC∗1α1 = (−1)ǫα1+1
(
C∗αRα1α1 +
1
2
(−1)ǫi φ∗iφ∗jV ji1α1
)
, (10.19)
where the tensors R and V are given in Sect. 2.
An important result is that Hk (δkt) = ∅ for k ≤ −1, where ∅ denotes the empty
set [105, 152]. Let us formally verify this for k = −1 and k = −2. One can set terms
involving ghosts to zero because they either transform to zero or are set to zero. The
most general element α−1, with ghost number −1 and constructed from antifields, is
α−1 = φ
∗
iλ
i ,
where λi are functionals of the φ, with ǫ (λi) = ǫi so that ǫ (α−1) = 1. Since δktα−1 =
−S0,iλi, α−1 is closed if S0,iλi = 0. Accordingly, λi must be expressible as in Eq.(2.12),
so that
α−1 = φ
∗
iR
i
αλ
′α + φ∗iS0,jT
ji .
This is the most general form for a closed element with ghost number −1. The key
question is whether α−1 is exact, i.e., α−1=
? δktβ−2. Let
β−2 = C∗αλ
′α + (−1)ǫi+1 1
2
φ∗iφ
∗
jT
ji .
Then, a short computation reveals that δktβ−2 = α−1. In the k = −1 sector, there are
no closed elements that are not exact, so that the cohomology is trivial H−1 (δkt) = ∅.
In the k = −2 sector, the most general element is
α−2 = C∗αλα + (−1)ǫi
1
2
φ∗iφ
∗
jM
ji
0 ,
where ǫ (λα) = ǫα and ǫ
(
M ji0
)
= ǫi+ ǫj (mode 2), so that ǫ (α−2) = 0. The functional
M ji0 obeys M
ji
0 = (−1)ǫiǫj+1M ij0 . A computation reveals that
δktα−2 = φ
∗
i
(
Riαλ
α − S0,jM ji0
)
,
so that
Riαλ
α − S0,jM ji0 = 0 , (10.20)
if α−2 is to be closed. Is α−2=
? δktβ−3. It takes a little work to show that α−2 is exact.
For α−2 to be closed, λ
α must obey Eq.(2.12). Substituting the solution of Eq.(2.12)
for λα into Eq.(10.20) gives
Riα
(
Rα1α1λ
′α1 + S0,jT
jα
0
)
− S0,jM ji0 = 0 ,
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or, using Eq.(2.19),
S0,j
(
V ji1α1λ
′α1 + (−1)ǫj(ǫi+ǫα)RiαT jα0 −M ji0
)
= 0 .
The general solution of this equation is
V ji1α1λ
′α1 + (−1)ǫj(ǫi+ǫα)RiαT jα0 − (−1)ǫiǫα RjαT iα0 −M ji0 = S0,kNkji ,
where Nkji must be graded antisymmetric in all indices and ǫ
(
Nkji
)
= ǫi + ǫj + ǫk
(mod 2). In terms of the above functionals and tensors, let
β−3 = −C∗1α1λ
′α1 − (−1)ǫα C∗αφ∗jT jα0 +
1
6
(−1)ǫj φ∗iφ∗jφ∗kNkji .
Then, a short computation shows that α−2 = δktβ−3. Since any closed k = −2 element
is expressible as an exact form, H−2 (δkt) = ∅.
Notice that the triviality of the Koszul-Tate cohomology H−k (δkt) = ∅ for k > 0
reflects the consequences of the regularity condition used in Sect. 2.14 Although
the above discussion has been formal, a more rigorous analysis can be given. See
refs.[105, 152].
Insight into the physical significance of the Koszul-Tate cohomology is gained by
computing H0 (δkt). A general closed element of the zero ghost-number sector is a
functional α0 of the fields φ since δktα0 (φ) is automatically zero due to δktφ
i = 0. Let
β−1 be a general element of the −1 ghost sector, i.e, β−1 = −φ∗iλi, where we include
a minus sign for convenience, and where the Grassmann nature of λi is ǫ (λi) = ǫi.
Apply the Koszul-Tate differential to β−1 to obtain δktβ−1 = S0,iλ
i. One concludes
that if α0 = S0,iλ
i then α0 is exact. Therefore α0 and α0
′ are not related under
the equivalence relation ∼
0
if α0 and α0
′ differ on the stationary surface Σ where the
equations of motion S0,i = 0 hold. Consequently, H0 (δkt) corresponds to the set of
distinct functions on Σ. More precisely,
H0 (δkt) =
{
α0 (φ) | α0 ∼ α′0 , if α0 − α
′
0 = S0,iλ
i for some λi
}
. (10.21)
Suppose that a theory has no gauge invariances. Then the classical observables cor-
respond to functionals taking on distinct values on Σ. This space is H0 (δkt).
If a theory has gauge invariances, then the observables should be the gauge-
invariant elements of H0 (δkt). To facilitate the issue of gauge invariance, one in-
troduces the vertical differential δg [106, 152]. An alternative name for δg is the
“exterior derivative along the gauge orbit”. It is defined as
δgX = (δBX)|G− = (X,S)|G− , (10.22)
14 If one does not use a proper solution for S, H−k (δkt) can be non-empty for k > 0.
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where G− corresponds to the condition of setting antifields to zero and going on-shell
with respect to the original fields, i.e.,
G− =
{
Φ∗A = 0,
∂rS
∂φi
= 0
}
. (10.23)
Because δg is defined in terms of δB, it is a derivation from the right:
δg (XY ) = XδgY + (−1)ǫy (δgX) Y . (10.24)
Antifields can be ignored in evaluating the vertical differential because they are either
set to zero or transformed to zero since
δgΦ
∗
A = −
(
∂lS
∂ΦA
)∣∣∣∣∣
G−
= 0 , (10.25)
which follows from ghost number considerations or Eq.(10.23). On fields, one has
δgΦ
A =
(
∂lS
∂Φ∗A
)∣∣∣∣∣
G−
. (10.26)
To check the nilpotency of δg, one only needs to check that δgδgΦ
A = 0. A straight-
forward calculation gives
δ2gΦ
A =
(
∂r∂lS
∂ΦB∂Φ∗A
∂lS
∂Φ∗B
)∣∣∣∣∣
G−
=
(
∂l
∂Φ∗A
(
∂rS
∂ΦB
∂lS
∂Φ∗B
)
− (−1)(ǫA+1)ǫB ∂rS
∂ΦB
∂l∂lS
∂Φ∗A∂Φ
∗
B
)∣∣∣∣∣
G−
=
1
2
(
∂l (S, S)
∂Φ∗A
)∣∣∣∣∣
G−
= 0 ,
where Eqs.(4.16) and (10.25) have been used. As a consequence of nilpotency, a
cohomology with respect to δg can be defined.
The physical relevance of δg can be seen by computing H0 (δg). The action of δg
on the original fields φi is
δgφ
i = RiαCα . (10.27)
Without loss of generality, a functional α0 with ghost number 0 can be taken to be a
functional of the φi only. Such a functional is closed if δgα0 (φ) = 0. Using Eq.(10.27),
one finds
δgα0 = α0,iR
i
αCα = 0 ⇒ α0 is gauge invariant .
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Since any functional β−1 with ghost number −1 is annihilated by δg, a closed α0
cannot be exact: α0 6= δgβ−1. The conclusion is that
H0 (δg) = the set of gauge–invariant functionals . (10.28)
With the above insights, one realizes that observables should roughly correspond
to H0 (δkt) ∩H0 (δg). However, a difficulty arises. The intersection H0 (δkt) ∩H0 (δg)
does not make sense unless δktδg + δgδkt = 0. The situation is analogous to the one
in quantum mechanics where one seeks a state that is simultaneously the eigenvector
of two different operators. Such a state is possible if the two operators commute.
Because of the graded nature of δkt and δg, the analog condition is that δkt and δg
anticommute. The difficulty can be posed as a question: Should one take the gauge-
invariant elements of H0 (δkt) or should one take the elements of H0 (δg) modulo
the equivalence relation of Eq.(10.21)? If δktδg + δgδkt = 0, then the above two
procedures yield the same result. In such a case, one can define a nilpotent BRST
operator δB ≡ δkt + δg, and the observables correspond to the BRST cohomology.
Unfortunately, δktδg+δgδkt 6= 0 in general. An inspection of δB, δkt and δg reveals that
δB = δkt + δg + extra terms. The extra terms render δB nilpotent, by compensating
for the failure of the anticommutivity of δkt and δg. The BRST operator is the
natural extension of δkt + δg. The elements of the cohomology of δB are the classical
observables [105, 152]. They are the definition of what one means by the “gauge-
invariant functionals on Σ”.
When quantum effects are incorporated, the quantum BRST transformation δBˆ
is relevant. As discussed in Sect. 8.1, the quantum observables correspond to the
elements of the cohomology of δBˆ.
Because canonical transformations preserve the antibracket, the cohomology of
δB is independent of the basis, as can be seen as follows. Given a proper solution
S[Φ,Φ∗] in one (untilde) basis, a solution S˜[Φ˜, Φ˜∗] in another (tilde) basis is given
by S˜[Φ˜, Φ˜∗] ≡ S[Φ,Φ∗]. Likewise, given any functional X[Φ,Φ∗], one can define a
functional X˜ of tilde fields using X˜[Φ˜, Φ˜∗] ≡ X[Φ,Φ∗]. The tilde antibracket of X˜
and S˜, as a function of tilde fields and antifields, equals (X,S) as a function of
untilde fields. Hence, X˜ is closed if and only if X is, and X˜ is exact if and only if X
is. Consequently, there is an exact isomorphism of the cohomologies.
Since the gauge-fixed BRST transformation δBΨ is not nilpotent, one cannot di-
rectly define a cohomology associated with δBΨ . However, according to Eq.(6.83),
δ2BΨ is proportional to the equations of motion of the gauge-fixed action SΨ. Define
an equivalence relation, denoted by ≈, that equates two quantities if they differ by
terms proportional to the equations of motion for SΨ. Then, one has δ
2
BΨ
≈ 0 and a
gauge-fixed BRST cohomology can be defined. What is the relation between Hn (δBΨ)
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and Hn (δB)? The connection is best seen by going to the gauge-fixed basis for δB.
Let
Y (Φ˜, Φ˜∗) = y(Φ˜) + yA(Φ˜)Φ˜∗A + . . . (10.29)
be the antifield expansion of a functional Y in the gauge-fixed basis Φ˜A and Φ˜∗A of
Sect. 6.6. Eqs.(6.79) and (6.84) imply
δBY = δBΨy − yA
∂lSΨ
∂Φ˜A
+O(Φ˜∗) , (10.30)
so that
(δBY )|{Φ˜∗=0} ≈ δBΨy , (10.31)
since the last term in Eq.(10.30) is proportional to gauge-fixed equations of motion.
Eq.(10.31) implies that if Y is δB-closed then y is δBΨ-closed, and that if Y is δB-exact
then y is δBΨ-exact. This is not enough to establish any relation between Hn (δBΨ) and
Hn (δB). Given a element of y of Hn (δBΨ), one must uniquely construct an element
Y of Hn (δBΨ), under the condition that Y |{Φ˜∗=0} = y. In other words, one must find
the higher-order terms in Eq.(10.29). References [151, 105, 103] succeeded in doing
this. For additional discussion, see refs.[157, 253]. The cohomologies governed by δBΨ
and δB are equivalent.
10.5 Equivalence with the Hamiltonian BFV Formalism
Gauge theories can also be analyzed using a hamiltonian formalism. For the
generic theory, the Batalin-Fradkin-Vilkovisky (BFV) approach [109, 23, 108, 18, 19]
is quite useful. For the simplest theories, such as particle models, Yang-Mills theory,
and gravitation, it is not difficult to show that it yields results equivalent to the field-
antifield formulation. Demonstrating the equivalence in general, at the classical level
or formally at the quantum level without regularization, has been the subject of the
work in refs.[31, 104, 230, 231, 91, 140, 141, 201, 206, 75, 76].
A review of the BFV hamiltonian formalism is given in ref.[150]. Here, we present
only the key ideas. Let S0 be the classical action as determined from a lagrangian
L by S0 =
∫
dt L. The hamiltonian HS0 associated with S0 is constructed in the
standard manner using15
HS0[φ, π] ≡ φ˙iπi − L , (10.32)
15In this subsection, we use the convention that a field index also represents a spatial position.
An index appearing twice represents a sum not only that index but also an integration over space.
This is the hamiltonian analog of the compact notation described in Sect. 2.1. The difference, here,
is that time is not included as part of the integration.
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where a dot over a field indicates a time derivative, where the conjugate momentum
of φi is πi ≡ ∂lS0∂φ˙i , i = 1, . . . , n, and where HS0 is obtained as a function of the φ and π
by solving for φ˙ in terms of the π and φ. For some systems, this velocity-momentum
inversion process is not possible due to the presence of primary constraints. Even
in this case, a hamiltonian HS0 can be uniquely constructed on the surface of these
primary constraints. We symbolically represent the procedure of obtaining a hamil-
tonian from an action diagrammatically as
S0y
HS0
For a wide class of gauge theories, HS0 is of the form
HS0 = H0 [ϕ, π] + λ
αTα [ϕ, π] , (10.33)
where the original n variables φi are split into dynamical degrees of freedom ϕa, a =
1, . . . , m ≤ n and Lagrange multipliers λα for the (secondary) constraints Tα. In
Eq.(10.33), H0 and Tα are functions of the ϕ and their momenta only. The velocities
λ˙α are usually assumed not to appear in S0. This means that the momenta of the
λα, namely πα, are primary constraints and do not enter in HS0 . For example, in
a Yang-Mills theory, the hamiltonian density H0 is H0 = 12EiaEai + 14F aijF ija , where
Eia = −F 0ia = Fa0i are the canonical momenta for the potentials Aai , the constraints
Tα correspond to Gauss’s law: Ta = −DiabEib, and the Lagrange multipliers λα are
Aa0.
For simplicity, assume that the constraints Tα and the hamiltonian H0 are first
class, i.e,
{Tα, Tβ}PB = T γαβTγ , {H0, Tα}PB = V βα Tβ , (10.34)
where { , }PB denotes the graded Poisson bracket defined by
{F,G}PB = (−1)ǫi ∂rF
∂φi
∂lG
∂πi
− ∂rF
∂πi
∂lG
∂φi
. (10.35)
Here, the sum over i is such that all fields and momenta are included. If the constraints
are second class, Dirac brackets [88] must be used. Note that {πi, φj}PB = −δji .
The BFV program is based on BRST invariance. One introduces ghosts and their
conjugate momenta. The ghosts needed correspond to the minimal set, introduced
in Eq.(4.1). For the irreducible case, they are the Cα. We use P¯a to denote the
momentum associated with a ghost Ca, where a is a label that enumerate all ghosts.
The Poisson bracket in Eq.(10.35) is then extended to include a sum over ghosts.
With these conventions, {P¯b, Ca}PB = −δab . The ghost numbers and statistics of the
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BFV ghosts are the same as in Sect. 4.1. For momenta, gh
[
P¯a
]
= −gh [Ca] and
ǫ
(
P¯a
)
= ǫ (Ca). A canonical generator of the BRST transformations QB and an
extended hamiltonian H are constructed, using the requirement that QB be nilpotent
and that H be BRST invariant:
{QB, QB}PB = 0 , {H,QB}PB = 0 . (10.36)
They can be expanded as a power series in ghost fields, for which the first few terms
are
H = H0 + CαV βα P¯β + . . . , QB = CαTα −
1
2
(−1)ǫβCβCγT αγβP¯α + . . . . (10.37)
It turns out that the requirement of {QB, QB}PB = 0 reproduces the relations defining
the structure of the gauge algebra at hamiltonian level. In other words, QB plays a
role analogous to the proper solution S of the antibracket formalism.
In this approach, O is an observable if it is BRST-invariant, i.e., {O, QB}PB = 0.
Thus, the hamiltonian is an observable. Two observables O1 and O2 are considered
equivalent if O2 = O1 + {O′ , QB}PB, for some O′ . A state |ψ 〉 is called physical if
QB|ψ 〉 = 0. Two states |ψ1 〉 and |ψ2 〉 are considered equivalent if |ψ2 〉 = |ψ1 〉 +
QB|ψ′ 〉, for some |ψ′ 〉.
Given a suitable hamiltonian H , a lagrangian can be constructed via
exp
(
i
h¯
SH [Φ, Φ˙]
)
=
∫
[dΠ]
2πih¯
exp
[
i
h¯
∫
dt (Φ˙iΠi −H [Φ,Π])
]
, (10.38)
where Φ denotes all degrees of freedom and Π denotes the corresponding momenta.
We indicate the process of constructing an action SH from a hamiltonian H by the
following diagram
SHx
H
In the BFV formalism, to obtain a hamiltonian HΨ, which is appropriate for
insertion in the functional integral, a fermion Ψ with ghost number minus one is
used. As in the antibracket formalism, BRST trivial pairs exist. Given two fields Λ
and Σ, and their conjugate momenta, P¯Λ and P¯Σ, a term ∫ dd−1x Σ P¯Λ can be added
to QB without ruining nilpotency. The next step in the BFV program is to introduce
additional fields and their momenta and add them as trivial pairs to QB. These
fields are the analogs of the auxiliary gauge-fixing fields of Sect. 6.2. They include
antighosts, extraghosts, and the Lagrange-multiplier fields of Eq.(6.22). The fermion
Ψ in the hamiltonian formulation must satisfy conditions similar to those in Sect. 6.3
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for the Ψ in the antibracket formalism. We denote the BRST charge extended by the
inclusion of the additional trivial terms by QnmB . The hamiltonian HΨ is given by
HΨ = H − {Ψ, QnmB }PB . (10.39)
Let ZΨ =
∫
[dΦ] exp
(
i
h¯
SHΨ
)
, where SHΨ is constructed from HΨ via Eq.(10.38). The
Fradkin-Vilkovisky theorem [109] states that ZΨ is independent of Ψ.
The equivalence of the BFV hamiltonian and antibracket methods is established
if the remaining leg of the following diagram
S0 −→ SΨxy
HS0 −→ HΨ
can be completed. In other words, is SHΨ , as constructed from HΨ via Eq.(10.38),
equivalent to SΨ as obtained from the antibracket formalism? Likewise, is HSΨ , as
constructed from SΨ via Eq.(10.32), equivalent to the BFV hamiltonianHΨ? Another
question is whether the gauge-fixed BRST charge QNoether, as constructed from SΨ
using Noether’s theorem, coincides with the BRST chargeQnmB for the BFV formalism.
The affirmative answer to the above questions, obtained in refs.[104, 91], implies that
construction processes in
S0 −→ SΨxy xy
HS0 −→ HΨ
commute to give equivalent results.
One can also ask whether an equivalence occurs before the introduction of gauge-
fixing and Ψ:
Sy?
H
Clearly, a straightforward correspondence cannot exist because S contains antifields.
However, at least for closed irreducible theories, if certain antifields are set to zero and
others are identified with ghost momenta, then an equivalence of HS, as constructed
from S via Eq.(10.32), and the BFV H is achieved [31]. Similar results have been
obtained in refs.[230, 91].
If sources for the BRST transformations are included at the hamiltonian level, the
above correspondence can be made clearer. Then, the sources in the hamiltonian for-
mulation can be identified with antifields in the antibracket formalism. This method
was used in refs.[140, 75, 76] to establish the equivalence in the gauge-fixed basis.
An open problem is to extend all of the above analysis to the quantum case in a
rigorous manner. That situation is more difficult due to operator ordering problems
and the singular character of field theories.
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10.6 Unitarity
The difficulty in proving unitarity in covariant approaches to quantizing gauge
theories is due to the presence of ghosts and of unphysical degrees of freedom with
negative norms. One often deals with indefinite-metric Hilbert spaces. Unitarity
can be spoiled in theories with kinetic energy terms of the wrong sign and/or non-
hermitian interaction terms. Wrong sign kinetic energy terms almost always arise in
gauge theories with particles of spin one or higher. Due to the sign of the metric
component η00, there are potential difficulties with the temporal components, such as
A0 in electromagnetism, A
a
0 in Yang-Mills theories, and g0i in gravity. Faddeev-Popov
and other gauge-fixing ghosts enter in loops with the wrong sign, and would lead to
a violation of unitarity, if their contributions were considered in isolation.
Let us summarize how unitarity is established in certain covariant quantization
procedures. First of all, one needs to assume that there are not any non-hermitian
interactions in the original theory and that the spatial components of tensors have the
correct sign in kinetic energy terms. In other words, the theory should be “naively”
unitary.
The first approach is as follows. In some theories, there exists a unitary gauge,
in which it is evident that the unphysical excitations are not present. If one can
establish the gauge invariance of the S-matrix, then unitarity can be proven by going
from a covariant gauge to an unitary one [100]. Unfortunately, this method is only
well developed for irreducible theories with closed algebras. For reducible systems,
this approach often encounter difficulties, although for some specific examples it has
been successfully implemented [116].
Another method for checking unitarity is in perturbation theory via Feynman
diagrams [243, 245]. Using the Ward-Takahashi [265, 239] or Slavnov-Taylor iden-
tities [241, 233], as well as the Landau-Cutkosky rules [95], one tries to show that
contributions from the unphysical polarizations of the classical fields are cancelled by
contributions from ghost fields or from other sources.
A third approach proceeds via canonical quantization. The “physical sector”
is selected out by imposing some subsidiary conditions that remove negative norm
states. The physical sector should be stable under time evolution and should involve
a non-negative metric. A well-known example of this approach is the Gupta-Bleuler
procedure [53, 144] for quantizing QED. All components of the electromagnetic field
Aµ are used; however only states |ϕ 〉phys satisfying
(∂µA
µ)+|ϕ 〉phys = 0 (10.40)
are considered, where (∂µA
µ)+ denotes the positive frequency components of ∂µA
µ.
This condition determines the physical sector Hphys in the Gupta-Bleuler procedure.
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Unfortunately, when applied to non-abelian Yang-Mills theories, this method fails
to preserve Hphys under time evolution. To quantize covariantly non-abelian gauge
theories, refs.[70, 181, 182] proposed
QB|ϕ 〉phys = 0 , (10.41)
where QB is the hermitian nilpotent BRST operator. Eq.(10.41) is the basis for BRST
quantization. We use Vphys to denote the space of states annihilated by QB. In the
BRST approach, the hamiltonian is automatically hermitian so that the S-matrix is a
unitarity operator in Vphys. However, there is a possible difficulty with Vphys. Despite
the fact that QB commutes with the hamiltonian, the positive semidefiniteness of
the norm of Vphys is not ensured. The question of unitarity in BRST quantization
becomes that of proving the positive semidefiniteness of Vphys, and must be analyzed
model by model.
However, T. Kugo and I. Ojima [181, 182] (see also [196]), obtained criteria under
which unitarity does hold. They established a connection with the metric structure
of Vphys and the multiplets of the algebra generated by the conserved BRST charge
QB and the conserved ghost number charge QC .
16 With our conventions, QC is
antihermitian: Q†C = −QC . These generators satisfy
[QC , QB] = QB , [QC , QC ] = 0 ,
1
2
{QB, QB} = Q2B = 0 . (10.42)
Three types of multiplets are possible:
(a) “True physical states”: BRST singlets with zero ghost number.
(b) Doublets: pairs of BRST singlets related by ghost conjugation.
(c) Quartets: pairs of BRST doublets related by ghost conjugation.
Roughly speaking, ghost conjugation is the operation that interchanges ghosts and
antighosts. Under this operation, the sign of the ghost number of a state is flipped.
In the next three paragraphs, we explain the classification of the multiplets.
One can choose states to be eigenfunctions of Qc. Let | g 〉 be a state with a non-
zero ghost number g. Then | g 〉 has zero norm since 〈 g |Qc| g 〉 = g〈 g | g 〉 = −g〈 g | g 〉,
the first equality arising when Qc acts to the right, and the second equality arising
when Qc acts to the left. Non-zero matrix elements occur only when bra and ket
states have opposite ghost numbers. Under application of QB, the ghost number of
16 We assume there are no anomalies associated with QB and QC . For the first-quantized string,
this is actually not the case for QC , but BRST quantization is still possible [163, 174, 115]. For
similar analyses in other models see refs.[59, 42, 48, 60].
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a state is increased by one. Such states | s 〉 = QB| s′ 〉 also have null norms since
〈 s | s 〉 = 〈 s′ |QBQB| s′ 〉 = 0.
Due to the nilpotency of QB, the representations are either BRST singlets or
BRST doublets. A BRST singlet | s 〉 satisfies QB| s 〉 = 0 and | s 〉 6= QB| s′ 〉 for any
| s′ 〉. If QB| s′ 〉 = | s 〉 6= 0, then | s′ 〉 is a member of the BRST doublet consisting
of | s′ 〉 and | s 〉. The upper member of a doublet | s 〉 is annihilated by QB, since
QB| s 〉 = QBQB| s′ 〉 = 0, and it carries one unit of ghost number more than | s′ 〉:
Qc| s 〉 = Qc| s′ 〉+ 1.
If | s 〉 is a BRST singlet and carries ghost number zero, then it is of type (a). If
| s 〉 is a BRST singlet and carries non-zero ghost number g, then it is of type (b).
Under ghost conjugation, another BRST single with ghost number −g is created, thus
forming the pair. If | s 〉 and | s′ 〉 constitute a BRST doublet, then ghost conjugation
produces another BRST doublet and a type (c) multiplet is obtained.
For an irreducible gauge theory, T. Kugo and I. Ojima in [181, 182] proved that (i)
if type (a) states have positive definite norm and (ii) if type (b) states are absent, then
quartets only appear in Vphys through zero norm combinations. Consequently, when
(i) and (ii) are satisfied, Vphys has a positive semidefinite norm. To obtain a unitary
theory, one mods out the null-norm states: Two states are identified if they differ by
a null-norm vector. Clearly, null-norm states are identified with the null state. The
modding-out procedure automatically restricts states to the zero-ghost number sector,
since states with non-zero-ghost number have zero norms. Furthermore, because
BRST-trivial states QB| s′ 〉 are null-norm vectors, all that remains after modding out
are the non-trivial elements of the g = 0 BRST cohomology, i.e., states with ghost
number zero that are annihilated by QB and that cannot be expressed as QB| s′ 〉 for
any state | s′ 〉. This sector is preserved under time evolution because QB and QC
commute with the hamiltonian.
In the g = 0 sector, it makes sense to identify null-norm states with the null
vector because they decouple from matrix elements involving observables, such as the
hamiltonian. Observables O are BRST-invariant operators: [O, QB] = 0. If | t 〉 is a
BRST-trivial state, so that | t 〉 = QB| s′ 〉, and if | s 〉 is any element of Vphys, so that
QB| s 〉 = 0, then 〈 s |O| t 〉 = 〈 s |OQB| s′ 〉 = 〈 s |QBO| s′ 〉 = 0.
For reducible systems, ghosts for ghosts and extraghosts arise, some of which
have zero ghost number. Hence a third condition arises for reducible theories: (iii)
a state of Vphys involving ghosts in the g = 0 sector must be a member of a quartet
multiplet. This guarantees that they are null vectors and do not ruin the positive
semidefiniteness of Vphys.
The above conditions provide criteria for establishing the positivity of the norm
and hence unitarity in a covariant formulation. Reference [70, 181, 182] established
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unitarity for Yang-Mills theories by proving (i) and (ii) for this case.
In perturbation theory and in a Fock space representation, A. Slavnov in [234]
used (i)–(iii) to obtain simpler criteria. The most important requirements, apart
from the positivity of the norm of type (a) states, were that QB be nilpotent and that
it have nontrivial action on all ghost fields or their conjugate momenta. Under these
conditions, Vphys has a positive semidefinite norm. Then, S. A. Frolov and A. Slavnov
[117] using the hamiltonian BFV-BRST formalism for lagrangians L of the form in
Eqs.(10.32) and (10.33), verified the above-mentioned conditions perturbatively. The
analysis was simplified because one could use the free BRST charge Q
(0)
B . The criteria
became that Q
(0)
B Q
(0)
B = 0 and that Q
(0)
B have non-trivial action on all ghosts. Given
the validity of perturbation theory, their result on the unitarity of a gauge theory
holds for the finite reducible case.
S. A. Frolov and A. Slavnov in ref.[118, 235], were able to translate the above
program into a lagrangian approach, by using an effective action Aeff . The action
and BRST charge were perturbatively expanded in a series: Aeff = A
(0)
eff + . . . and
QB = Q
(0)
B + . . .. The term A
(0)
eff was the leading order part of the general gaussian
gauge-fixed action SΨ of the field-antifield formalism presented in Sect. 6.4. Requiring
nilpotency and BRST invariance of the action lead to a series of recursion relations
for the higher order terms in Aeff and QB. The action Aeff , thus obtained, is
constructed using unitarity requirements. Finally, when certain conditions on the
rank of the gauge generators are imposed, the free BRST charge is seen to act non-
trivially on ghosts fields and unphysical polarizations of the classical fields, thereby
yielding a unitary theory if the classical gauge-invariant degrees of freedom have a
positive norm.
The problem of unitarity in the field-antifield formalism was addressed in [130,
206, 203, 204]. A perturbative solution of the proper solution S was obtained in
[130, 206, 132] (see also ref.[13]). Then, a general gaussian gauge-fixing procedure
was performed, using a fermion Ψ of the type given in Sects. 6.3 and 6.4. It was
shown that BRST invariance of the gauge-fixed action and nilpotency of the gauge-
fixed BRST transformation lead to the same recursion relations obtained in [118, 235],
and that the leading two terms of SΨ agree with Aeff . The conclusion is that the field-
antifield formalism produces an action SΨ that coincides with Aeff of ref.[118, 235]
obtained by unitarity considerations.
The above approaches to unitarity are formal in that the difficulties with field-
theoretic infinities are not addressed. The renormalizability or non-renormalizability
is not used. To proceed rigorously, one needs to regulate the theory with a cutoff,
verify unitarity, and then make sure that unitarity remains as the cutoff is removed.
The issue of locality also enters here. For example, it may happen that Aeff or S
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contains non-local terms. This does not necessarily ruin unitarity, but might signal
that the theory is non-renormalizable or ill-defined. Studies of unitarity without
using perturbation theory for general systems with finite degrees of freedom, such as
in quantum mechanics, have been carried out in ref.[194].
10.7 The Antibracket Formalism in General Coordinates
The antibracket formalism in a general coordinate system has been developed
in refs.[273, 175, 21, 176, 218, 219, 149]. A brief overview is given in [157]. This
approach sometimes goes by the name covariant formulation of the field-antifield
formalism. Possible applications are in mathematics [209, 5, 189, 198, 158] and in
string field theory [209, 274, 189, 149, 158, 225, 226].
Consider a supermanifold M of type (N,N), meaning that there are N bosonic
and N fermionic coordinates. Collectively denote these as za, a = 1, . . . , 2N . In this
coordinate system, a local basis for the cotangent space T ∗M consists of the 1-forms
dza, a = 1, . . . , 2N . The Grassmann parity of a differential is the same as that of
the corresponding coordinate: ǫ(dza) = ǫ(za) = ǫa. Introduce an odd two-form ζ ,
ǫ(ζ) = 1, which is non-degenerate and closed, i.e., dζ = 0. In the local basis, ζ is
expressed as
ζ = −1
2
ζab(z)dz
b ∧ dza = 1
2
dzb ∧ ζba(z)dza , ζab = (−1)ǫaǫb+1ζba , (10.43)
where ǫ(ζab) = ǫa + ǫb + 1 (mod 2). Let ζ
ab be the inverse of the matrix ζab. It obeys
ζab = (−1)ǫa+ǫb+ǫaǫbζba. One then defines the antibracket via Eq.(4.8) but using
ζab(z). Alternatively, let X be a function on M. Then one can define a vector field
←
V X =
←
∂
∂za
ζab ∂lX
∂zb
that acts from right to left on functions Y ofM: [Y ]←V X = ∂rY∂za ζab ∂lX∂zb .
Then the antibracket can be written as
(X, Y ) = ζ [
←
V X ,
←
V Y ] = [X]
←
V Y , (10.44)
where the first equality follows from
dzb ∧ dza[ ∂r
∂zc
,
∂r
∂zd
] = δac δ
d
b − (−1)ǫaǫbδbcδda .
In this way, {M, ζ} becomes an odd symplectic structure. The antibracket, defined
as above, obeys the properties in Eqs.(4.5) and (4.7). It turns out that dζ = 0 is
necessary for the Jacobi identity in Eq.(4.5).
For ordinary symplectic manifolds, there exists a natural volume element dµ ob-
tained by wedging ζ with itself N times. Unfortunately, for an old sympletic manifold,
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ζ ∧ ζ = 0. Hence, a measure must be introduced by hand:
dµ(z) = ρ(z)
2N∏
a=1
dza , (10.45)
where ρ(z) is a density. The divergence of a generic vector field
←
V =
←
∂
∂za
V a is defined
in the usual way by
divρ
←
V ≡ 1
ρ
(−1)ǫa ∂l(ρV
a)
∂za
. (10.46)
Then, the laplacian ∆ρ acting on a function X is defined by taking the divergence of
the corresponding vector field via
∆ρX ≡ (−1)ǫX 1
2
divρ
←
V X = (−1)ǫX+ǫa 1
2ρ
∂l
∂za
(
ρζab
∂lX
∂zb
)
. (10.47)
Since one would like to use ∆ρ as the general coordinate version of ∆ of Sect. 6.1,
one wants it to be nilpotent. However, this is not necessarily the case since
∆ρ∆ρ =
1
2
[
∆ρ
(
1
ρ
(−1)ǫa+ǫb ∂l
∂za
(
ρζab
))] ∂l
∂zb
.
Hence, one requires ρ to satisfy
∆ρ
(
1
ρ
(−1)ǫa+ǫb ∂l
∂za
(
ρζab
))
= 0 . (10.48)
When Eq.(10.48) holds, ∆ρ is formally nilpotent and a graded derivation of both
functional multiplication and the antibracket, i.e., it satisfies Eq.(6.8) with ∆→ ∆ρ.
It turns out that Eq.(10.48) is the necessary and sufficient condition for the exis-
tence of Darboux coordinates locally. For such coordinates, ρ = 1 and ζab takes the
form in Eq.(4.8). Then za for a = 1, . . . , N can be identified with fields and za for
a = N+1, . . . , 2N can be identified with antifields. Hence, we employed the Darboux
coordinate system for the antibracket formalism in Sects. 4 – 8. Darboux coordinates
suffice as long as global issues are not important.
Quantization in a general coordinate system proceeds as in the Darboux case.
Everywhere ∆ appears in Sects. 6 – 8, one replaces it by ∆ρ. The functional-integral
measure also must be modified. Integration is restricted to anN -dimensional subman-
ifold N . Since little distinction is made between fermionic and bosonic coordinates
in the covariant formulation, N can be an arbitrary (k,N − k) submanifold as long
as ζ [V, V ′] = 0 on N for any two tangent vectors V, V ′ ∈ T N . One considers a
basis {e1, . . . , eN ; h1, . . . , hN} for TM, such that {e1, . . . , eN} is a basis for T N and
ζ [ei, h
j] = δji . Then the volume element on N is
dµN (e1, . . . , eN) =
[
dµ(e1, . . . , eN ; h
1, . . . , hN)
]1/2
. (10.49)
J.Gomis, J. Par´ıs and S. Samuel — Antibracket, Antifields and . . . 155
Since integration in function space is restricted toN , the above procedure corresponds
to a gauge-fixing procedure. The submanifold N can be defined using N linearly
independent constraints ΨA(z) = 0 satisfying
(ΨA,ΨB) = T
C
AB(z)ΨC . (10.50)
The vectors
←
V ΨA are a basis for the tangent space T N of N . Furthermore, as a
consequence of Eq.(10.50), ζ [
←
V ΨA ,
←
V ΨB ] = 0 on N , which is a consistency check. To
make contact with the gauge-fixing procedure of Sect. 6, one goes to the Darboux
coordinate system and chooses ΨA = Φ
∗
A − ∂Ψ∂ΦA . One disadvantage of the general
coordinate approach, is that the concept of ghost number becomes obscure.
10.8 The D=26 Closed Bosonic String Field Theory
A review of the current formulation of the closed bosonic string has been given
in ref.[281]. Here, we present some of the salient points.
At the first-quantized level, closed strings possess holomorphic factorization. This
means that, with the possible exception of zero modes, the integrands of closed-string
amplitudes factorize into two open-string-like integrands, one for left-moving degrees
of freedom and one for right-moving degrees of freedom. At the second-quantized
level, there is a similar splitting. Hence, a closed string field A is a tensor product of
a left string field AL with a right string field AR, so that one can write A as
A = (AL;AR) , (10.51)
or as a sum of terms of the form in Eq.(10.51). The field AL (respectively, AR) is
precisely of the form of the open string case, except a subscript L (respectively, R)
is appended to all quantities. One exception is the zero modes of Xµ(σ), namely the
position and momentum operators. They are the same for both left and right sectors,
so that xµL = x
µ
R ≡ xµ and pµL = pµR ≡ pµ. The total string ghost number is the sum
of the left and right string ghost numbers, i.e., g (A) = gL (AL) + gR (AR).
One can attempt to construct closed-string field theory along the lines of the open
string case described in Sect. 3.6. It is easy to see that not all the open string axioms
can be extended. When the axioms hold, Paton-Chan factors [208] can be appended
to the string field leading to a non-abelian Yang-Mills gauge group. However, closed
string theories cannot possess such a non-abelian gauge structure [220].
Define closed-string integration
∫
closed
as the product of left and right open string
integrals via
∫
closed
≡ ∫L ∫R , i.e., for fields in the form in Eq.(10.51), one has∫
closed
A =
∫
L
AL
∫
R
AR .
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To generate a non-zero integral in Eq.(10.52), A must have a left-ghost number of 3
and a right-ghost number of 3 and consequently a total ghost number of 6:∫
closed
A = 0 , if g (A) 6= 6 .
Let σ be the first-quantized variable parametrizing the string. It varies between 0
and 2π and is periodic. To define the closed-string star operation ◦, pick two antipodal
points, e.g. σ = 0 and σ = π. This divides a string into two halves. Then, ◦ is defined
in analogy to the open string case. One half of one string overlaps with one half of
the other string and what remains is the product string. The first-quantized BRST
charge Q is the sum of the right and left parts:
Q = QL +QR , (10.53)
and it carries ghost number one: g (Q) = 1. Eq.(10.53) is equivalent to
QA = (QLAL;AR) + (AL;QRAR) . (10.54)
Even though
∫
, ◦ and Q have been defined, there is a difficulty in obtaining a
free action. Let C denote the closed-string field. The naive term
∫
C ◦QC vanishes
because of ghost number considerations. The total ghost number of the integrand,
which is 2g (C) + 1, must be equal to 6. This constraint cannot be satisfied because
g (C) is an integer.
To correct the problem, various schemes can be used [9, 192, 168]. Let
c¯−0 ≡ c¯L0 − c¯R0 , c−0 ≡
1
2
(
cL0 − cR0
)
. (10.55)
Impose the following two constraints on C
c¯−0 C = 0 ,
(
LL0 − LR0
)
C = 0 . (10.56)
Anticipating that the free-theory equation is QC = 0, one sees that these constraints
are consistent since
{
Q, c¯−0
}
= LL0 − LR0 ,
[
Q,LL0 − LR0
]
= 0 and
[
c¯−0 , L
L
0 − LR0
]
= 0.
The condition
(
LL0 − LR0
)
C = 0 is quite natural. The operator LL0 − LR0 is the
generator for rigid rotation of the first-quantized parameter σ, which labels the points
along the string. Since, in the closed-string case, σ is periodic, there is no preferred
choice of an origin. The condition
(
LL0 − LR0
)
C = 0 does not lead to an equation of
motion for C since the 1
2
∂µ∂
µ terms in LL0 and L
R
0 cancel. From Eq.(7.34), one sees
that it implies that the mass ML of the left-sector must equal the mass MR of the
right-sector, a well-known constraint of first-quantized closed-string states. However,
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the operation ◦ does not preserve the constraint. One can modify ◦ to ◦ˆ by averaging
over a rigid rotation that rotates the product string over angles ranging from 0 to 2π.
The new ◦ˆ no longer is associative, as can be checked by drawing some pictures.
The ghost number problem can be fixed by inserting a factor of c−0 . Define the
quadratic form
〈A,B〉 =
∫
closed
A◦ˆc−0 B . (10.57)
Let the free action be
S
(2)
0 =
1
2
〈C,QC〉 . (10.58)
It is invariant under the gauge transformations δC = QΛ, where g (Λ) = 1 since
g (C) = 2. There are many ways of resolving the difficulty with ghost number of the
free action of closed-string field theory but they are equivalent to the above. The
tree-level three-point interaction is
S
(3)
0 =
2g
3
∫
closed
C◦ˆC◦ˆC . (10.59)
For on-shell external states, this interaction correctly produces three-point interac-
tions.
Tree-level gauge invariance is violated for the theory described by S
(2)
0 + S
(3)
0
due to the violation of the associativity axiom. However, by adding higher-order
terms gauge invariance can be restored [168, 169, 170, 180, 212, 183, 280]. The new
interactions can be defined by relatively simple geometrical constraints [280, 281].
This leads to a tree-level non-polynomial closed-string field theory. Unfortunately,
the classical theory needs further modification at the quantum level. One-loop and
higher-loop amplitudes are not produced by using only tree-level vertices. It is at
this stage where the antibracket formalism has been of great utility. Interaction
terms proportional to powers of h¯ need to be added in a manner similar to Eq.(6.14).
To ensure that the theory is quantum-mechanically gauge invariant, the work in
refs.[280, 224, 281, 282, 149, 225] has relied on the antibracket formalism. The guiding
principle is that the quantum closed-string field theory must satisfy the quantum
master equation.
The antibracket is defined using the quadratic form in Eq.(10.57) [224, 281, 282].
As in the open string field theory, the system is infinitely reducible so that there are
ghosts for ghosts ad infinitum. The fields can be collected into one object Ψc in a
manner similar to the open string case in Eq.(5.23)
Ψc ≡ . . .+
s+ 4
∗C∗s + . . .+
4
∗C∗0 +
3
∗C∗ +
2
C +
1C0 + . . .+
−s+ 1Cs + . . . , (10.60)
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where the ghost number is indicated above the field. The close-string Hodge opera-
tion, denoted by a superscript ∗ in front of a field, is defined using the quadratic form
in Eq.(10.57). It takes a p-form into a 5 − p, where the order of string form is the
same as the ghost number.
Let ϕs be a complete set of normalized first-quantized states for g (ϕs) ≤ 2. Let
∗ϕs denote the corresponding state transformed by the Hodge star operation. The
∗ϕs are a normalized complete set of states for ghost numbers greater than 2. With
these definitions, Ψc in Eq.(10.60) can be written in terms of ordinary particle fields
ψs via Ψc =
∑
s (ϕsψ
s + ∗ϕsψ∗s) where ψ
∗
s are the antifields of ψ
s. The quantum
master equation is then the same as the particle case, namely 1
2
(W (Ψc),W (Ψc)) =
ih¯∆W (Ψc), where the antibracket is (X (Ψc) , Y (Ψc)) =
∂rX
∂ψs
∂lY
∂ψ∗s
− ∂rX
∂ψ∗s
∂lY
∂ψs
and ∆ =
(−1)ǫs+1 ∂r
∂ψs
∂r
∂ψ∗s
.
The solution of the quantum master equation for the closed-string field theory
is presented in refs.[281, 282]. This tour-de-force work goes beyond the goals of our
review. The reader interested in this topic can consult the above references for more
discussion.
The current formulation of string fields theories is developed around a particular
space-time background. Any background is permitted, as long as it leads to a nilpo-
tent first-quantized BRST charge. Such BRST charges correspond to two-dimensional
conformal field theories with the total central charge of the Virasoro algebra equal
to zero. Usually, the flat space-time background in 26 dimensions is used. Since
string theories contain gravity, it should be possible to pass from one background to
another. It is an interesting question of whether there is background independence
of string field theory [223, 222, 274, 224, 275, 225]. A proof for bosonic string field
theories has been obtained in refs.[224, 225], for backgrounds infinitesimally close.
The antibracket formalism has played an important role in the analysis. The basic
idea is that string field theory, formulated about a particular background B, corre-
sponds to a particular solution SB of the classical master equation. Reference [224]
demonstrated that, for two nearby backgrounds B1 and B2, SB1 and SB2 are related
by a canonical transformation of the antibracket. The conclusion is that string field
theory is background independent, although not manifestly. Barring difficulties with
singular expressions, ref.[225] has extended the result to the quantum case. For the
quantum system, a particular background B corresponds to a solution WB of the
quantum master equation.
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10.9 Extended Antibracket Formalism for
Anomalous Gauge Theories
In certain cases, it is possible to quantize an anomalous gauge theory. An example
is the first-quantized bosonic string for D 6= 26 discussed in Sect. 9.3. Polyakov
[210] quantized this system in the presence of a conformal anomaly. A new degree of
freedom, the Liouville mode, emerged. Another example is the chiral Schwinger model
in two dimensions. Despite its anomalous behavior, it is consistent and unitary [166].
In refs.[97, 99], additional degrees of freedom were introduced into four-dimensional
anomalous Yang-Mills theories to cancel the anomalies in the path integral. This
cancellation can be obtained by adding a Wess-Zumino term for the extra degrees
of freedom. A careful treatment of the integration measure in Faddeev-Popov path-
integral quantization shows how such a Wess-Zumino term can arise naturally [207].
For earlier approaches to this subject in the case of the Schwinger model, see [7, 145].
A treatment of anomalous chiral QCD in two dimensions within the field-antifield
formalism was obtained in refs.[61, 63]. Methods of quantizing anomalous gauge
theories using the antibracket formalism were developed in [61, 62, 131, 133, 134, 77,
63].
Let us describe in general terms the extended antibracket method of refs.[131,
133, 134]. For simplicity we consider the closed irreducible case. At the classical
level, the number of dynamical local degrees of freedom ndof is the total number of
fields n minus the number of gauge invariances m0, i.e., ndof = n − m0. Suppose
there are r anomalous gauge invariances. Then, due to quantum effects, r of the
m0 gauge degrees of freedom enter the theory dynamically. Hence, the true net
number of degrees of freedom at quantum level is n−m0 + r. Following the ideas of
refs.[268, 210, 279, 97, 99] for treating anomalous gauge theories, one wants to have
r extra degrees of freedom. The proposal is to augment the original set of fields, φi,
i = 1, 2, . . . , n with r new fields φ̂iˆ, iˆ = 1, 2, . . . , r, in such a way that the original
gauge structure continues to be maintained at classical level. Roughly speaking, the
φ̂ are fields parametrizing the anomalous part of the gauge group. In what follows, a
“hat” on a quantity indicates that the quantity is associated with the extra degrees
of freedom or that the quantity has been generalized to the extended system.
The key step is to extend the antibracket formalism to include φ̂ variables. To
implement this idea, one demands the extra fields to transform under the action of
the gauge group:
δφ̂iˆ = R̂iˆα
[
φ, φ̂
]
εα . (10.61)
Let φ̂∗
iˆ
be the antifield of φ̂iˆ. Given Eq.(4.29), the classical gauge structure of the
extended theory should be governed by an action S˜ = S+ φ̂∗
iˆ
R̂iˆαCα. Since field indices
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range over a = 1, 2, . . . , n, n + 1, . . . , n + r, the compact notation φa ≡ [φi, φ̂iˆ] and
Raα ≡ [Riα, R̂iˆα] is useful. To maintain the gauge structure, the extended generators
Raα must satisfy the original gauge algebra. In other words, when the field content is
extended, Eq.(2.22) must still hold, where the tensors T and E are functions of the φi
only and have the same values as in the unextended theory. This requirement leads to
a set of equations for the generators R̂iˆα in Eq.(10.61). Formulas for R̂
iˆ
α in the closed
case for which E = 0 are given in refs.[131, 133]. In the closed case, it is possible
to solve the antifield independent part of the original quantum master equation at
one-loop in a quasilocal way in the extended theory. In particular, the Wess-Zumino
term M1[φ, φ̂] can be written as
M1
[
φ, φ̂
]
= −i
∫ 1
0
dsAiˆ
(
F
[
φ, φ̂s
])
φ̂iˆ , (10.62)
where the Aiˆ are the antifield-independent part of the anomalies and F i is the finite
gauge transformation of the classical fields φi under the anomalous part of the group.
The BRST variation of M1 gives the original anomaly: (M1, S˜) = iAαCα.
However, in the extended antibracket formalism the action S˜ is not proper [77].
To have a well defined perturbation expansion, it is necessary to modify S˜ to a new
extended action Ŝ that satisfies the classical master equation(
Ŝ, Ŝ
)
= 0 , (10.63)
and is proper, i.e.,
rank
∂l∂rŜ
∂za∂zb
∣∣∣∣∣
on−shell
= n+m0 + r , (10.64)
where the za include n fields, r extended fields, m0 ghosts, and their antifields. One
proposal for Ŝ would be S˜ + h¯M1. A difficulty is the presence of an order h¯ term.
However, in certain cases a canonical transformation which scales φ̂iˆ by 1/h¯
1
2 [77] can
be performed to overcome the problem. The general structure for Ŝ for anomalous
gauge theories with an anomalous abelian subgroup is
Ŝ = S − i
2
φ̂iˆD̂iˆjˆφ̂
jˆ + φ̂∗iˆ T̂
iˆ
βjˆφ̂
jˆCβ , (10.65)
where D̂ and T̂ are tensors which can be found in ref.[133]. In particular, D̂iˆjˆ is related
to the BRST variation of the anomalies Aiˆ. Since Ŝ satisfies the master equation, a
classical BRST symmetry can be defined using δBX =
(
X, Ŝ
)
.
The final stage is to find a solution Ŵ to the quantum master equation in the ex-
tended space. Because of the above-mentioned scaling of φ̂, Ŵ is a series in h¯
1
2 [77, 257]
rather than h¯: Ŵ = Ŝ + h¯
1
2 M̂ 1
2
+ . . .. After regulating the extended theory,
(
∆Ŝ
)
reg
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is computed. By appropriately adjusting Ŝ and M̂ 1
2
, the antifield-independent part of
the complete one-loop obstruction Â1 to the quantum master equation in the extended
space can be cancelled. In terms of the unscaled extra variables, this adjustment cor-
responds to a finite renormalization of the original expression of the Wess-Zumino
term in Eq.(10.62), M1 → M̂1. Note that the locality of M̂ 1
2
cannot be guaranteed.
Likewise, locality of the renormalized Wess-Zumino term is not assured due to the
integral over the variable s in expressions like (10.62). In some cases, such as the
first-quantized bosonic string [131, 133] or the abelian Schwinger model [207], only
local action terms are generated. Then, the anomalous theory makes sense at the
quantum level. However, for chiral QCD in two dimensions [131], the integral over s
remains. Even in these cases, the violation of locality is in some sense not severe: The
equations of motion are local, a situation referred to as quasilocal. When the quan-
tum extended theory is well-defined, the final stage, namely gauge-fixing, proceeds in
a manner similar to the non-anomalous case [131].
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A Appendix: Right and Left Derivatives
In this appendix, we provide more details about left and right derivatives [38, 40,
188, 85, 39]. For any function or functional X of φ, they are defined as
∂lX
∂φ
≡
→
∂
∂φ
X ,
∂rX
∂φ
≡ X
←
∂
∂φ
. (A.1)
Left derivatives are the ones usually used. Right derivatives act from right to left.
The differential dX(φ) of X is
dX(φ) = dφ
∂lX
∂φ
=
∂rX
∂φ
dφ . (A.2)
The formula for the variation δX of X with respect to φ resembles Eq.(A.2):
δX(φ) = δφ
∂lX
∂φ
=
∂rX
∂φ
δφ . (A.3)
What is the relation between left and right derivatives? If φ is commuting (ǫ (φ) =
0), then ∂lX
∂φ
= ∂rX
∂φ
, so that one only needs to be careful when φ is anticommuting
(ǫ (φ) = 1). Assume φ is anticommuting. Then φφ = 0. Without loss of generality
we may assume that X = φY + Z where Y and Z have no φ dependence. The left
and right derivatives of X are then ∂lX
∂φ
= Y and ∂rX
∂φ
= (−1)ǫY Y = (−1)ǫ(φ)(ǫX+1) Y .
For all cases,
∂lX
∂φ
= (−1)ǫ(φ)(ǫX+1) ∂rX
∂φ
. (A.4)
As a pedagogical exercise, let us derive the graded antisymmetry property of the
bracket in Eq.(4.5). Start with the definition of (Y,X) in Eq.(4.4) and interchange
the order of derivatives to obtain
(Y,X) =
∂rY
∂ΦA
∂lX
∂Φ∗A
− ∂rY
∂Φ∗A
∂lX
∂ΦA
=
(−1)(ǫY+ǫA)(ǫX+ǫA+1) ∂lX
∂Φ∗A
∂rY
∂ΦA
− (−1)(ǫX+ǫA)(ǫY +ǫA+1) ∂lX
∂ΦA
∂rY
∂Φ∗A
.
Then using Eq.(A.4), one finds that the above is equal to
(−1)ǫXǫY +ǫX+ǫY +1 ∂rX
∂Φ∗A
∂lY
∂ΦA
− (−1)ǫXǫY +ǫX+ǫY+1 ∂rX
∂ΦA
∂lY
∂Φ∗A
= − (−1)(ǫX+1)(ǫY +1) (X, Y ) .
This is the desired result.
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As another exercise, let us verify the formulas for (F, F ) and (B,B) in Eq.(4.6)
When Y = X, the second term in Eq.(4.4) can be written as
∂rX
∂Φ∗A
∂lX
∂ΦA
= (−1)(ǫX+1)(ǫX+1) ∂rX
∂ΦA
∂lX
∂Φ∗A
,
using the same manipulations as in the previous paragraph. When X = F is anti-
commuting, the sign factor is plus and the second term in Eq.(4.4) cancels the first.
When X = B is commuting, the sign factor is minus and the two add.
Another useful result concerns integration by parts. When φ is commuting, one
has the standard formula
∫
dφ∂rX
∂φ
Y = − ∫ dφX ∂lY
∂φ
. In such a case, ∂r
∂φ
= ∂l
∂φ
, so that
the left and right subscripts on ∂ are inconsequential. Suppose ǫ (φ) = 1. Then,∫
dφ∂rX
∂φ
Y and
∫
dφX ∂lY
∂φ
are both zero unless both X and Y are linear in φ. Without
loss of generality, we may assume that X = xφ and Y = φy where x and y are
independent of φ. Then,
∫
dφ∂rX
∂φ
Y =
∫
dφx (φy) = (−1)ǫ(x) xy and ∫ dφX ∂lY
∂φ
=∫
dφ (xφ) y = (−1)ǫ(x) xy lead to the same result. Summarizing, all cases are contained
in the formula ∫
dφ
∂rX
∂φ
Y = (−1)ǫ(φ)+1
∫
dφX
∂lY
∂φ
. (A.5)
For second derivatives of X, one has
∂r∂lX
∂φ∂φ′
=
∂l∂rX
∂φ′∂φ
,
∂l∂lX
∂φ∂φ′
= (−1)ǫ(φ)ǫ(φ′) ∂l∂lX
∂φ′∂φ
,
∂r∂rX
∂φ∂φ′
= (−1)ǫ(φ)ǫ(φ′) ∂r∂rX
∂φ′∂φ
. (A.6)
In the first equation, derivatives act from different directions and hence commute. In
the second and third equations, one must be careful of the order.
If X is a functional of Y which is a function of φ, one has the chain rules
∂rX (Y (φ))
∂φ
=
∂rX
∂Y
∂rY
∂φ
,
∂lX (Y (φ))
∂φ
=
∂lY
∂φ
∂lX
∂Y
. (A.7)
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B Appendix: The Regularity Condition
If a theory is invariant under the gauge transformations in Eq.(2.1) then the
lagrangian does not depend on all degrees of freedom. In other words, S0 [φ
′] = S0 [φ]
where φ′ stands for finitely transformed fields produced by any of the infinitesimal
variations in Eq.(2.1). When this relation is expanded to first order in the gauge
parameters εα, the Noether relations in Eq.(2.8) are obtained.
Let φ0 be the stationary point about which one would like to perform the pertur-
bative expansion. Then, in a neighborhood of φ0 there are other stationary points
given by performing finite gauge transformations on φ0. Let Σ locally be the surface
around φ0 in φ configuration space where the equations of motion vanish. The regu-
larity condition assumes that the dimension of Σ is maximal and that the quadratic
form generated by expanding the lagrangian to second order in fields has a rank ndof
on this surface [28]. Hence, the number of fields that enter dynamically in S0 is ndof .
The regularity assumption is important for implementing perturbation theory since
the propagator – which is the inverse of this quadratic form – then exists.
Summarizing, the regularity condition is
rank
∂lS0,i
∂φj
∣∣∣∣∣
Σ
=
∂l∂rS0
∂φi∂φj
∣∣∣∣∣
Σ
= ndof , (B.1)
where Σ is the stationary surface defined implicitly by
S0,i|Σ = 0 . (B.2)
In other words, the on-shell degeneracy of the hessian in Eq.(B.1) is completely due
to the n − ndof independent null vectors Riα associated with gauge transformations
and does not come from some other source [27, 28]:
∂l∂rS0
∂φi∂φj
Riα
∣∣∣∣∣
Σ
= 0 . (B.3)
An example of a lagrangian that does not satisfy the regularity condition is L = φ4
with no kinetic energy term for φ. The stationary point φ0 = 0 has a vanishing
quadratic form even though there is no gauge invariance. In such a case one can
proceed by arbitrarily adding and subtracting some kinetic energy term and treating
φ4 minus this kinetic energy term as a perturbation. However, throughout this review
we assume that such singular cases do not arise.
In principle, one can separate the degrees of freedom into propagating degrees of
freedom ϕs, s = 1, 2, . . . , ndof and gauge degrees of freedom χ
a, a = 1, 2, . . . , n−
ndof . An efficient separation is often difficult and the ϕ
s and χa are usually quite
complicated and nonlocal functionals of the φi.
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The regularity conditions are then given by
S0,a = 0 , identically ,
rank
∂lS0,s
∂φi
∣∣∣∣∣
φ=φ0
= ndof . (B.4)
The regularity condition assumes that the equations of motion S0,i constitute a
regular representation of the stationary surface Σ. This means that the functions S0,i
can be locally split into independent, Gs, and dependent ones, Ga, in such a way that
1. Ga = 0 are a direct consequence of Gs = 0, and
2. The rank of the matrix of the gradients dGs is maximal on Σ.
In other words, the regularity condition ensures that locally the changes of variables
φi → [ϕs, χa] or φi → [Gs, Ga] makes sense [27, 28, 105].
When the regularity condition is fulfilled, it can be shown that any smooth func-
tion that vanishes on the stationary surface Σ can be written as a combination of the
equations of motion [28, 103, 105, 106], i.e.,
F (φ)|Σ = 0⇒ F (φ) = λjS0,j , (B.5)
where the λj may be functions of the φi. No restrictions are made on the λj(φ).
Putting restrictions can lead to violations of (B.5). An example is presented in [257].
By considering only local functionals, ref.[257] found cases for which Eq.(B.5) could
not be satisfied as a local combination of the equations of motion.
For more details on regularity conditions as well as derivations of the above results
consult references [81, 27, 28, 106, 103, 105, 152].
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C Appendix: Anomaly Trace Computations
In this appendix, we perform the functional trace calculations of Sect. 9. One
key idea is to use the Dyson-like expansion [102, 165]
exp [R0 + V ] = exp [R0] +
1∫
0
ds exp [(1− s)R0]V exp [sR0] +
1∫
0
du
u∫
0
ds exp [(1− u)R0]V exp [(u− s)R0]V exp [sR0] + . . . . (C.1)
Typically, R0 is independent of the cutoff M, and V goes like inverse powers of M
so that only a few terms in Eq.(C.1) need to be kept.
The anomaly equation Eq.(8.53) involves a functional trace [120]. If one uses
momentum-space eigenfunctions to saturate the sum, then expressions such as
exp (−ik · x) (O (∂µ)) exp (ik · x)
arise where O (∂µ) is an arbitrary operator, or a product of operators, involving the
derivative ∂µ. By commuting exp (ik · x) through the expression, one arrives at
exp (−ik · x) (O (∂µ)) exp (ik · x) = (O (∂µ + ikµ)) 1 . (C.2)
When derivatives in O (∂µ + ikµ) act on the function 1, they produce zero.
For the spinless relativistic particle system, we begin by taking Eq.(9.18) and
commuting exp (ikτ ) through the expression, using Eq.(C.2), to obtain
(∆S)reg =
D
∫
dτ
 ∞∫
−∞
dk
2π
ρ−1C
(
d
dτ
+ ik
)
exp
−
(
d
dτ
+ ik
)
ρ−1
(
d
dτ
+ ik
)
M2
 1

0
.
Rescaling k by M produces
(∆S)reg = D
∫
dτ
∞∫
−∞
dk
2π
[
Mρ−1C
(
d
dτ
+ iMk
)
×
exp
(
k2
ρ
− i kM
(
ρ−1
d
dτ
+
d
dτ
ρ−1
)
− 1M2
d
dτ
ρ−1
d
dτ
)
1
]
0
. (C.3)
Eq.(C.3) is in the form of Eq.(C.1) whereR0 = k2/ρ. We use the Dyson-like expansion
in Eq.(C.1) and pick out the M-independent term to arrive at
(∆S)reg =
J.Gomis, J. Par´ıs and S. Samuel — Antibracket, Antifields and . . . 167
−iD
∫
dτ
∞∫
−∞
dk
2π
kρ−1C
 ddτ
1∫
0
ds exp
(
(1− s) k
2
ρ
)(
ρ−1
d
dτ
+
d
dτ
ρ−1
)
exp
(
s
k2
ρ
)
+
1∫
0
ds exp
(
(1− s) k
2
ρ
)(
d
dτ
ρ−1
d
dτ
)
exp
(
s
k2
ρ
)
+k2
1∫
0
du
u∫
0
ds exp
(
(1− u) k
2
ρ
)(
ρ−1
d
dτ
+
d
dτ
ρ−1
)
×
exp
(
(u− s) k
2
ρ
)(
ρ−1
d
dτ
+
d
dτ
ρ−1
)
exp
(
s
k2
ρ
)}
. (C.4)
The first term in Eq.(C.4) is zero because it is a total derivative. To calculate the
other two terms rotate to Euclidean space using k → −ikE . Then the expression
k2/ρ→ −k2E/ρ in the exponents yields gaussian damping factors, so that the integrals
are convergent. Even before evaluating the derivatives d
dτ
, it is clear that the integrand
is an odd function of k and hence produces a zero integral.
For the chiral Schwinger model, one starts with Eq.(9.41). Using momentum-space
wave functions, the functional trace is
∆S = −i
∫
d2x C×
[∫ d2k
(2π)2
exp (−ik · x)
(
exp
(
R+
M2
)
− exp
(
R−
M2
))
exp (ik · x)
]
0
, (C.5)
Equation (C.2) is used to eliminate the exp (±ik · x) factors. Then, one scales the
momentum k by M. The expression for ∆S becomes
∆S = −i
∫
d2x C
∫ d2k
(2π)2
[
M2
(
exp
(
R˜+
)
− exp
(
R˜−
))
1
]
0
, (C.6)
where
R˜± = −kµkµ − −2ik
µ∂µ ± A−k+
M +
∂µ∂µ ± i (∂+A−)± iA−∂+
M2 . (C.7)
The parenthesis around (∂+A−) indicates that ∂+ acts only on A−.
The notation []0 selects the term in Eq.(C.6) independent of M. Hence, one
expands in the factors in the exponentials proportional to M−1 and M−2. This
results in two terms, ∆S1 from the leading Taylor series term inM−2, and ∆S2 from
the second order term in M−1: ∆S = ∆S1 +∆S2, where
∆S1 = 2
∫
d2x C (∂+A−)
∫
d2k
(2π)2
exp (−kµkµ) ,
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∆S2 = i
∫
d2x C
∫
d2k
(2π)2
exp (−kµkµ) 2ikµ (∂µA−) k+ . (C.8)
Integrals are defined by analytic continuation using Wick rotation, that is, the k0
integral is performed by going to Euclidean space. The line integral contained in
∞∫
−∞
dk0 can be rotated counterclockwise by 90
o. Then, one sets k0 = −ikE0 :
∞∫
−∞
dk0 =
i∞∫
−i∞
dk0 = −i
−∞∫
∞
dkE0 =i
∞∫
−∞
dkE0 . (C.9)
Integrals are then convergent since
exp
[
−k2
]
= exp
[
+k20 − k21
]
→ exp
[
−kE20 − k21
]
, (C.10)
provides a gaussian damping factor. The following integration table is obtained
∫
d2k
(2π)2
exp (−kµkµ)

1
k20
k21
k0k1
 =
i
8π

2
−1
1
0
 . (C.11)
Hence,
∆S1 =
2i
4π
∫
d2x C (∂+A−) ,
∆S2 = − i
4π
∫
d2x C (∂+A−) . (C.12)
Adding the two contributions,
∆S =
i
4π
∫
d2x C (∂+A−) . (C.13)
The factor ∂+A− can be written in Lorentz covariant form using
∂+A− = ∂0A0 − ∂1A1 − ∂0A1 + ∂1A0 = −∂µAµ + εµν∂µAν . (C.14)
Substituting Eq.(C.14) into Eq.(C.13) produces the result in Eq.(9.43).
For the first-quantized bosonic string theory, we need to compute κr of Eq.(9.78).
Using momentum-space eigenfunctions, it can be expressed as [121, 122]
κr =
tr
2
[∫
d2k
(2π)2
exp (−ik · x) exp
(
Hr
M2
)
exp (ik · x)
]
0
, (C.15)
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where tr is a trace over two-by-two gamma-matrix space. In Eq.(C.15), k · x =
−kττ + kσσ. Using the definition of Hr in Eq.(9.76) and commuting exp (ik · x)
through the expression via Eq.(C.2), Eq.(C.15) becomes
κr =
tr
2
[∫
d2k
(2π)2
exp
(
−ρ
−(r+1)/2 (/∂ + i/k) ρr (/∂ + i/k) ρ−(r+1)/2
M2
)
1
]
0
=
tr
2
[
M2
∫
d2k
(2π)2
exp
(
−k
2
ρ
− i AM +
B
M2
)
1
]
0
,
where we have performed the rescaling k →Mk, and where
A ≡ ρ−(r+1)/2 (/∂ρr/k + /kρr/∂) ρ−(r+1)/2 , (C.16)
B ≡ −ρ−(r+1)/2/∂ρr/∂ρ−(r+1)/2 . (C.17)
For the next step, we use the Dyson-like expansion in Eq.(C.1). Recalling that
[ ]0 indicates that the M-independent term is to be selected, κr becomes a sum of
two terms
κr = B-term + AA-term ,
where
AA-term = −tr
2
∫
d2k
(2π)2
1∫
0
du
u∫
0
ds ×
exp
[
− (1− u) k
2
ρ
]
A exp
[
− (u− s) k
2
ρ
]
A exp
[
−sk
2
ρ
]
1 ,
and
B-term =
tr
2
∫
d2k
(2π)2
1∫
0
ds exp
[
− (1− s) k
2
ρ
]
B exp
[
−sk
2
ρ
]
1 .
In AA-term, carry out the differentiations /∂ in both A operators using the defini-
tion of A in Eq.(C.16) to obtain
AA-term = −
∫
d2k
(2π)2
1∫
0
du
u∫
0
ds k2 exp
[
−k2
] {∂n∂nρ
ρ
(
2sk2 − 1
)
+
∂nρ∂nρ
ρ2
(
−1
2
(
r2 − 5
)
− 7sk2 − uk2 + 2suk4
)}
,
where another rescaling k → kρ1/2 has been performed. Next, rotate the k integration
from Minkowski space to Euclidean space. The line integral contained in
∞∫
−∞
dkτ can
be rotated counterclockwise by 90o. One sets kτ = −ikEτ and uses Eq.(C.9) for
J.Gomis, J. Par´ıs and S. Samuel — Antibracket, Antifields and . . . 170
k0 = kτ . The exponential factor exp [−k2] = exp [+k2τ − k2σ] in AA-term becomes
exp
[
−kE2τ − k2σ
]
. One can then do the s, u and k integrations since the latter are
now convergent. The result is
AA-term =
1
4πi
(
∂n∂nρ
ρ
1
6
− ∂
nρ∂nρ
ρ2
(
r2 + 1
4
))
. (C.18)
The B-term is treated similarly. One carries out the differentiations /∂ in the B
operator and rescales k by ρ1/2 to arrive at
B-term =
tr
2
∫ d2k
(2π)2
1∫
0
ds exp
[
−k2
] {∂n∂nρ
ρ
(
sk2 − r + 1
2
)
+
∂nρ∂nρ
ρ2
(
(3− r) (r + 1)
4
− 3sk2 + s2k4
)}
.
After rotating to Euclidean space, all integrations can be formed. The B-term is
B-term =
1
4πi
(
∂n∂nρ
ρ
r
2
+
∂nρ∂nρ
ρ2
(
r2
4
− r
2
+
1
12
))
. (C.19)
The sum of the AA- and B-terms in Eqs.(C.18) and (C.19) is the quoted result for
κr in Eq.(9.79).
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