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Soil classification is the act of resuming the most relevant information about a soil
profile into a single class, from which we can infer a large amount of properties without
extensive knowledge of the subject. These classes then make the communication of soils,
and how they can best be used in areas such as agriculture and forestry, simpler and easier
to understand. Unfortunately soil classification is expensive and requires that specialists
perform varied experiments, to be able to precisely attribute a class to a soil profile.
This master’s thesis focuses on machine learning algorithms for soil classification
mainly based on its intrinsic attributes, in the Mexico region. The data set used contains
6 760 soil profiles, the 19 464 horizons that constitute them, as well as physical and
chemical properties, such as pH or organic content, belonging to those horizons.
Four data modelling methods were tested (i.e., standard depths, n first layers, thick-
ness, and area weighted thickness), as well as different values for a k-Nearest Neighbours
imputation. A comparison between state of the art machine learning algorithms was
also made, namely Random Forests, Gradient Tree Boosting, Deep Neural Networks and
Recurrent Neural Networks.
All of our modelling methods provided very similar results, when properly parametrised,
reaching Kappa values of 0.504 and an accuracy of 0.554, with the standard depths
method providing the most consistent results. The k parameter for the imputation showed
very little impact on the variation on the results. Gradient Tree Boosting was the algo-
rithm with the best overall results, closely followed by the Random Forests model. The
neuron based methods never achieved a Kappa score over 0.4, therefore providing sub-
stantially worse results.
Keywords: Soil Classification, Soil Properties, Ensemble Learning, Neural Networks,




A classificação de solos é o ato de resumir a informação sobre um perfil do solo em
uma única classe, da qual é possivel inferir várias propriedades, mesmo com a ausência
de conhecimento sobre a área de estudo. Estas classes fazem a comunicação dos solos
e de como estes podem ser usados, em áreas como a agricultura e silvicultura, mais
simples de perceber. Infelizmente a classificação de solos é dispendiosa, demorada, e
requer especialistas para realizar as experiências necessárias para classificar corretamente
o solo em causa.
A presente tese de mestrado focou-se na avaliação de algoritmos de aprendizagem
automática para o problema de classificação de solos, baseada maioritariamente nos atri-
butos intrínsecos destes, na região do México. Foi utilizada uma base de dados contendo
6 760 perfis de solos, os 19 464 horizontes que os constituem, e as propriedades químicas
e físicas, como o pH e a percentagem de barro, pertencentes a esses horizontes.
Quatro métodos de modelação de dados foram testados (standard depths, n first layers,
thickness, e area weighted thickness), tal como diferentes valores para uma imputação ba-
seada em k-Nearest Neighbours. Também foi realizada uma comparação entre algoritmos
de aprendizagem automática, nomeadamente Random Forests, Gradient Tree Boosting,
Deep Neural Networks e Recurrent Neural Networks.
Todas as modelações de dados providenciaram resultados similares, quando propria-
mente parametrisados, atingindo valores de Kappa de 0.504 e accuracy de 0.554, sendo
que o métdodo standard depths obteve uma performance mais consistente. O parâmetro
k, referente ao método de imputação, revelou ter pouco impacto na variação dos resulta-
dos. O algoritmo Gradient Tree Boosting foi o que obteve melhores resultados, seguido
de perto pelo modelo de Random Forests. Os métodos baseados em neurónios tiveram
resultados substancialmente piores, nunca superando um valor de Kappa de 0.4.
Palavras-chave: Classificação de Solos, World Reference Base, Aprendizagem Automática,
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The soil is very important for humanity and the planet, as it provides materials, filters the
water that infiltrates through it, and is home to plants, trees and animals. Not all soils can
be used for the same purposes, due to the different possible characteristics that they can
have, making the knowledge of the possible combinations of attributes very important.
Nowadays multiple sources provide us with detailed maps of soil properties for the
entire world[16, 23], facilitating the access to a location’s attributes and to the information
on how these may impact the utilisation of the field. However, most of the efforts made
in the soil area have focused on using data from satellites to classify the profiles mostly
ignoring their properties, only using them as ground truth for validation.
In this chapter, we will describe the motivation for the study, the context, and the con-
tributions to the soil science community that we intend to provide with the dissertation.
1.1 Motivation and Context
Soil attributes are very important for agriculture and many other areas since some of
the characteristics of the soil can severely impact the various activities conducted on the
land [2, 37, 39]. The changes that these actions have on the soil including its degradation,
and how to reduce or prevent it, has also been the target of significant research [10, 34].
Soil properties are usually complex and it may be hard to understand what effects
they may have on the different uses of the soil unless advised by an expert. As such, it
is common to utilise a classification system that can synthesise and simplify the sharing
and understanding of this information. There are many classification methods, two of
the most commonly used worldwide being USDA Soil Taxonomy [43] and the WRB [45],
this last being the focus of this study.
A big problem in the area is that, to create knowledge about the various properties of
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a specific location’s soil, experts are needed to dig a vertical section and perform various
experiments. This method is very expensive and does not scale easily, leaving much of the
land still to be tested [3]. As such, we are seeing an increase in the research of methods
for predicting these attributes using automatic data analysis, mainly through the use of
Machine Learning (ML) [18, 19], which algorithms perform better and what are the most
important features that can lead us to an increase in performance.
Most of the research in the area has been performed using remote sensing data, gener-
ally to create maps of a specific region. These studies use soil data as ground truth and,
with the help of ML and satellite data, try to predict soil classes for regions where no
measures have been made [18, 19]. In the context of this M.Sc. thesis, we want to tackle a
different problem than that of other studies, using the properties of the various layers of
a soil profile to infer its class. This is done to uncover relations between these properties
and the classification, following the WRB system.
This M.Sc. thesis is inserted in a collaboration between Faculdade de Ciências e
Tecnologias da Universidade Nova de Lisboa (FCT-UNL), Instituto Superior Técnico da
Universidade de Lisboa (IST-UL) and the International Soil Reference and Information
Centre (ISRIC) which has provided us with a database containing around 48 000 distinct
profiles, with about half of them having a classification following the WRB classification
system. This database was provided through the WoSIS database and is freely accessi-
ble to anyone 1. A previous publication entitled SoilGrids250m: Global gridded soil
information based on machine learning [18] resorted to an earlier version of this data,
focusing on remote sensing covariates and in the prediction of the soil classes and at-
tributes of the whole world. We will be using some of the results and procedures from
the aforementioned study for comparison, as well as improving some other areas.
1.2 The Problem
There are many soil classification systems such as WRB and USDA Soil Taxonomy, which
are used internationally, but there are also some other methods of classification that
are used only at the national level such as the Brazilian Soil Classification System [41],
from Brazil. These systems, for the most part, do not have a direct translation to others,
hindering the international communication of this type of data, since to understand a
classified soil profile we are required to understand the classification system and the
possible classes. This is an area that has yet to be studied in-depth, as current the state of
the art focuses on creating maps of the classes, using remote sensing data.
Another problem identified during this study is the large number of possible classes
on the WRB classification system, further explored in Section 2.1.2. This makes it hard




is usually attenuated by using smaller regions that contain fewer classes, in the studied
state of the art methods [7, 31].
1.3 Contributions
The main contribution from this M.Sc. thesis is to understand how accurately we can
predict soil classes, following the WRB classification system, using only the properties
of the soil. With this, we intend to improve on the international communication of soil
profiles which use different classification systems, by providing a means to generate the
WRB class from the measurements taken on the soil, even if such measurements resulted
in a classification following another system.
We also plan to research if this method can be improved by resorting to some remote
sensing information, as used in the current state of the art methodologies. At the same
time, we intend to provide insight into which ML algorithms will have the best results in
this problem, giving a detailed comparison between them.
As the last point, we want to see if the chemical and physical information available
can be used to obtain groups that reflect the classes or even groups of classes, resorting
to clustering methods. This is an attempt to solve the problem of the high number of
classes, while also maintaining the separability of the classes based on their properties to
the maximum.
1.4 Document Structure
This document is structured in different chapters:
• Introduction
The first chapter of this document, where an introduction to the problem, it’s con-
text, and intended results, are briefly and concisely presented.
• Fundamental Concepts
The second chapter gives an introduction of fundamental concepts related to both
soil classification and machine learning methods, as well as the validation method-
ology to compare the results.
• State of the Art
The state of the art methods related to the area of soil classification are presented in
the third chapter. Some ideas, methodologies, and results from these studies were




The fourth chapter report presents an analysis of the data set that was utilised,
raising issues found in it. The methods used to treat the data, namely its cleaning
and imputation, are also described in this section.
• Approach
In the fifth chapter of this report, we discuss the approach that was taken and how
we solved the problem presented. The data modelling methods created, how the
algorithms were trained and the clustering methodology are thoroughly described.
• Experimentation and Analysis
The results, as well as an analysis and discussion of them, are presented in the sixth
chapter of the dissertation.
• Conclusions and Future Work
The seventh and final chapter of the document describes the conclusions taken from
this project and the future work that could possibly improve on the results, as well











In this chapter, we will provide a simple explanation of fundamental concepts within the
soil research area, followed by a description of the ML algorithms we will be using during
the development of this research.
2.1 Soil Classification
Soil is defined as the most superficial layer of the planet, starting at the surface and
extending to the depth that plants roots can achieve [43]. For classification purposes, the
depth is usually limited to 2 meters unless explicitly stated otherwise [43, 45].
2.1.1 Profiles and Horizons
The soil class is usually attributed to a profile, which is defined as being a vertical section
of the soil, in a specific location. If we observe a cross-section of the profile in its entirety
it is usually possible to discern different layers, as seen in the example of Figure 2.1
(a). These layers can also be called horizons, and we will be using both of these names
throughout the document. To attribute a classification to the soil we are required to
examine the attributes of all the layers belonging to it, and it is common to dig a vertical
section of the soil. This section, the profile, will contain all the horizons belonging to the
soil in that location, where the number layers it contains is varied.
The horizons are examined using properties observable in the area (e.g., colour or
width of the layer), as well as some others assessed in laboratories through scientific tests
such as pH and electrical conductivity. After all the layers are thoroughly explored, the
correct classification can then be chosen for the profile to which they belong to.
5
CHAPTER 2. FUNDAMENTAL CONCEPTS
(a) Phaeozem (b) Durisol
Figure 2.1: Examples of soil profiles, taken from the ISRIC website and classified follow-
ing WRB. On the left a soil identified as Phaeozem containing two horizons, a deep black
mollic layer abruptly overlying a calcareous substrate, from a location in China. On the
right, we have a dark red Durisol from South Africa.
2.1.2 Soil Classification Systems
There are many possible methods to classify the soil and many countries have their own
classification [22, 43]. This makes the communication of soil attributes between different
countries complicated since most of these systems cannot be directly translated into other
classifications, without extensively knowing how both of the systems work.
Some classification systems have emerged with the intent of solving this problem, the
most used being the USDA Soil Taxonomy [43] and the World Reference Base. USDA
Soil Taxonomy is a classification method that was created in the United States of America,
with many other countries having adopted it worldwide.
In this thesis, we will be focusing on the WRB, an international soil classification
methodology created by the International Union of Soil Sciences (IUSS) which has its ori-
gins on the Food and Agriculture Organisation (FAO) Legend [45], while also borrowing
some of the concepts presented in the Soil Taxonomy. It tries to provide a simple clas-
sification method that uses data observable in the field and to be compatible with other
national classifications, not with the intent of replacing them but as a means to simplify
international communication. The authors of this system go as far as mentioning that,
while it is currently being used for soil mapping, it should be accompanied by a local soil
classification system, that can better accommodate the local variance of the soil.
This system classifies profiles in two levels of detail, being the Reference Soil Group
(RSG) the first and broader level. An example of a RSG can be seen in Figure 2.1 (a) - a
Phaeozem which is characterised by having a dark horizon with an elevated concentration
6
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of organic material, between other specifications [45]. The second level is a union between
the RSG and several prefix and suffix qualifiers that give a more specific description of
the soil and its layers. For example, the profile in Figure 2.1 (a) could also be classified
as a Mollic Phaeozem, where the Mollic is an additional qualifier that further characterises
the surface horizon, with a dark colour and a high amount of organic matter [45].
In this dissertation we will only work at the RSG level, since it would be very hard with
the amount of data available to try to predict the classification into the most specific level,
due to the enormous amount of different combinations of the RSG and their qualifiers [23].
Therefore we will be focusing on the 32 currently existing RSG, each of them representing
different soil classes whose attributes, specifications, and descriptions are detailed in the
World Reference Base for Soil Resources [45].
Due to the possible range of values that each attribute in each horizon can take, the
number of variables that can be measured, and even the subjectivity of some properties,
requiring significant experience in the area, there is not a simple methodology that can
be used by non-experts to classify a profile.
2.2 Automatic Classification
In this section, we will give an introduction to the methods that we chose to evaluate
during this investigation. This choice was based on the recently reported performances
for these classifiers, both in general ML tasks and soil classification research.
2.2.1 Classification and Regression Trees
Classification and Regression Trees (CART) [6] are based on a tree that tries to split the
training data as much as possible into different leaf nodes, in which the point being
analysed best fits. For classification problems, a leaf corresponds to a class, while in the
case of regression, it represents the best value associated with the data point.
Figure 2.2 shows an example of a single classification tree that will classify people
on their gender, according to their height and weight. The circles represent the nodes
that will filter the features, to lead the data being assessed to the leaf, represented as
a rectangle, that best corresponds to it. This method is very flexible, performing both
classification and regression, accepting most types of inputs without normalisation nor
scaling, and without previous assumptions being inserted into the model [19].
To create these decision trees from the training data, a recursive method is used, in
which the data set is split based on a feature and the value that minimises a cost function.




P (k)× (1− P (k)) (2.1)
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Figure 2.2: Example of a simple classification decision tree.
In the previous Equation 2.1, P (k) is the probability of class k in the data set. As such,
the best split possible would be one where the result of the Gini function would be 0,
meaning that both classes are perfectly separated.
This method is repeated, splitting the original training set into smaller groups, based
on the features and their values, until a stopping condition is encountered, usually the
tree reaching a predetermined maximum depth, to prevent overfitting.
Overfitting is a recurrent problem in decision trees since there is no method to know
exactly when to stop the training. Overfitting can make it so that the tree adapts in
exaggeration to our training data and has problems generalising. To combat this issue
we can prune the trees after training, by removing the leaves that, if absent, reduce the
error on the validation set. Another method widely used to improve this algorithm is the
use of a multitude of simple trees, in an ensemble. In this thesis, we will use two of those
ensemble algorithms, i.e. Random Forests and Gradient Tree Boosting.
2.2.2 Random Forests
Random Forests (RF) is an algorithm which uses an ensemble of decision trees that are
trained on a different and random subset of all the features and training data [5].
The method of generating the different subsets of data used in RF is called bootstrap
aggregating, also known as bagging, in which we randomly select data points from the
original set without removing them, leaving the possibility of them being selected again.
With this method we will obtain different and random groups of the training data, intro-
ducing a higher variation on the resulting trees. The data points from the original set that
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are not used in the training of the tree are called the out-of-bag samples.
Another method of introducing randomness used is the limiting of the features that
each tree will have available during its training. This will introduce a higher bias since
some trees will not have the features that best split the data, providing worse results in
the singular trees, but will also give a better opportunity for other features to provide
insight on the data. An ensemble using this procedure tends to have better predictions
than using the full set of variables since it also results in less overfitting [5].
During training, the model also identifies the most important covariates existent,
using the Gini Importance [6] which is calculated for each feature and is the sum of
the Gini decrease, averaged across all the trees of the ensemble and weighted by the
number of samples it splits. With this information, it is possible to better understand the
most important variables in the problem, and even remove the least required features,
decreasing processing time while maintaining the performance of the model.
2.2.3 Gradient Tree Boosting
Gradient Tree Boosting (GTB) is also an ensemble method based on decision trees, but it
takes a different approach than RF. Instead of focusing on adding randomness to make
each tree in the ensemble different and independent of each other, this algorithm tries to
sequentially improve the results of the ensemble [8].
The algorithm first trains a simple decision tree on the data set and creates a residual
error from the mistakes made. After that, a new tree is trained, trying to fit the residual
error of the preceding iteration, by providing a higher weight to the data points that were
wrongly classified in the previous model. This method is called gradient boosting since
the residuals are based on the gradient of the loss function currently being used, which
can be specified by the user. We then add this new model to the ensemble, with a weight
assigned to it, and repeat this process until we have a classifier that can fit our data to the
best extent [8], while trying to not overfit the training data set.
As we can see in Figure 2.3, we start with a very simple tree and then create further
trees, also very simple, that all in conjunction can solve the problem. This means that our
singular decision trees introduce a lot of bias, making many mistakes since they are more
focused on specific data points, while the overall model ends up having a consistently
better performance.
To prevent overfitting we can again use pruning after the training, or use another
method called early stopping in which the training ends when the out-of-bag error con-
sistently increases, while the training error is still decreasing. This means the model is
overfitting the training data, and the algorithm stops the training.
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Figure 2.3: Visualisation of a simple Gradient Tree Boosting algorithm training [46].
2.2.4 Artificial Neural Networks
Artificial Neural Networks (ANN) are based on the structure that has been seen in animal
brains, where the neurons are connected to each other and receive inputs, process them,
and return an output to other cells. Comparatively, the building block of ANN is the
Perceptron [35], a node that takes a finite number of inputs, each of them having a weight,
and sends out a single output based on an activation function. The weights are altered
during training so that the perceptron can predict the training set to its best extent.
A single perceptron has some limitations, like not being able to correctly classify non-
linearly separable functions [32]. To fix this problem we can use multiple perceptrons
organised in different layers, where each perceptron receives all the inputs from the
previous layer - a fully connected Multi-Layer Perceptron (MLP) [32]. We can have as
many layers between our inputs and our outputs as needed, called the hidden layers.










Figure 2.4: Example of a simple perceptron.
To train one single perceptron we would simply adjust the weights of the inputs based
on the gradient of the error function. This can not be directly applied to the MLP since
we have many nodes in different layers and not all perceptrons contribute equally to the
prediction. As such back-propagation [44] is used, an algorithm that distributes the error,
calculated from the output of the MLP and the actual expected output, through all the
perceptrons based on their contribution to the final result.
More recent and advanced neural networks have been developed with different pur-
poses. Convolutional Neural Networks (CNN) is a method widely explored, using con-
volutions to detect basic patterns mostly in images, which are then used to find more
complex patterns. This is mainly used in image analysis due to the high amount of sim-
ilar patterns in nature that can more easily be learned using this method [26]. Another
algorithm being developed is the RNN which is meant to better predict time series prob-
lems such as weather and stock values, but can also be used in data that has a sequential
structure such as speech and text problems, where the previous words can be used to
improve the prediction of the following sentence [17].
2.2.5 Recurrent Neural Networks
Recurrent Neural Networks(RNN) also utilise perceptrons and are related to the previ-
ously explained approach. These are made to improve on a problem existent in many of
the algorithms presented in this thesis, the lack of memory between inputs [12].
To learn data that is sequenced such as time-series or even our profiles, where the
properties of a layer are related to those of the layers near it, we would have to present
the entire sequence as a single data point. This will be further explained in Section 5.1.
This means that the information about the actual sequence is somewhat lost, resulting
in less data for the algorithms to use, which could have otherwise improved the results.
RNN, on the other hand, is an algorithm specifically made for this type of sequential data,
maintaining a state of the previous elements in the sequence [12].
There are multiple layers that can be used to implement a RNN, in this thesis we will
be using the Long Short-Term Memory (LSTM) [20] which has seen a wide usage in the
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recent times [17], due to its ability to decrease the impact of the vanishing gradient, where
the information is lost on deeper layers, by directly feeding the output from shallow layers
onto deeper ones.
2.3 Validation
Validation methods provide us with means to evaluate the algorithms and compare the
results between them, and to other studies. As such, the appropriate error measures for
our specific problem must be used. A problem that is recurrent in the soil classification
area, and that is also present in our data, is the highly imbalanced classes [7, 19, 21].
In a simple example of only 2 classes, in that one appears 90% of the times, a classifier
that always chooses the majority class will be right on 90% of his predictions. While this
seems like high performance, our model is not trying to understand and predict the data
that we have and is instead always answering with the majority class.
To accurately retrieve the metrics to compare our methods and algorithms, we used
the Cross Validation (CV) method in which the training data is split into k sets, the model
is trained with k − 1 sets at a time and validated with the data left out. This is repeated
until all the k sets have been used for validation. The accuracy of the model will be the
average of the k models trained, to account for the randomness of the partition [19]. We
used different validation methods throughout our dissertation, namely the Confusion
Matrix, Accuracy and the Kappa Statistic.
2.3.1 Confusion Matrix
The confusion matrix is a table layout that compares the class that the model predicted
and the actual class, of each data point being assessed. This method is widely utilised in
the ML literature and also in soil classification [2, 21, 24, 31].
With this table, we can visualise how our model is performing in each different class,
and see if it is confusing one class with another. An example, similar to the one previously
given, is presented in Table 2.1 where we can easily assess that our predictor is choosing






Table 2.1: Example of a Confusion Matrix.
We can use this method to identify issues in our classifiers, especially cases where the
models may be confusing classes, by analysing the true positives (TP), false positives (FP)
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as well as the true negatives (TN) and false negatives (FN). In Figure 2.5 1 we can see
how these values can be examined in a confusion matrix. When analysing the results of
a specific class, the best scenario would be that where we have a large number of true
positives, in which we are correctly predicting the class, as well as true negatives, where
we are accurately determining that a specific instance is not from the class being analysed.
On the other hand, if we have a large amount of false positives, our classifier is then
wrongly classifying other classes as the one being analysed. There is also the case of false
negatives, where an instance that should be classified with the current label, is incorrectly
classified as another class. We expect both of these problems in our experiments since
they are very recurrent in unbalanced data sets, where the minority classes tend to be
labelled as the majority classes, thus increasing the FP and the FN amount. The confusion
matrix is then a very good method to examine our results, since, from the information we
extract, we may implement some methods to reduce the amount of FP and FN, such as
data balancing and sampling, as necessary.
One problem with this matrix is that when we have numerous classes to predict, as is
our case with the 32 possible RSG, it becomes very big and confusing. A procedure used
to combat this is to create a simpler matrix in which we will only have two possibilities,
the data point either belongs to the class or it does not, simplifying the examination of a
single class, but making us have one table for each possible classification.
While a confusion matrix is a good solution to compare the performance of different
algorithms in each class, it is usually hard to perform a simple and fast comparison
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Figure 2.5: Visualisation of the true positives (TP), false positives (FP),true negatives (TN)
and false negatives (FN), in the context of a confusion matrix.
2.3.2 Accuracy and Kappa
The accuracy is a metric that is widely used throughout the general machine learning
projects and also in soil science [2, 19]. It is described as the fraction of predictions that
were correctly classified by our model and is calculated as shown in Equation 2.2.
Accuracy =
Number of Correct P redictions
T otal Number of P redictions
(2.2)
This value then informs us of how many of the predictions were correct. This has many
useful applications but has some glaring flaws if the results are not carefully analysed.
The accuracy value for the example in 2.1 is 0.89, a seemingly large value but as we have




The Kappa value k, on the other hand, provides insight into the performance of a
classifier while accounting for chance agreement [13]. This is very important to take into
account when the classes of the data being analysed are imbalanced since a high accuracy
could be the result of classifying all the observations as being from the majority class, as
seen in the example given in the previous Section 2.3.1 [7].
This provides us with a fast method to compare different algorithms since it is a single
value that can be easily attained and observed. The defining function of k is shown in





The observed agreement is the total number of instances where the model correctly
predicted the class, divided by the total number of observations. By using the example
presented in Table 2.1 we would have:
po =
90 + 2
90 + 10 + 1 + 2
≈ 0.89 (2.4)
To calculate the expected accuracy we need to sum all the instances where the classifier
predicted one class, do the same for the actual class of the point, multiply these values
and divide the result by the total number of instances. In our example, for class A this
would result in (90+1)∗(90+10)90+10+1+2 ≈ 88.35. This is done for all the classes (0.35 for class B)
present in our problem and then the results are summed and again divided by the total
number of instances. Again, on the example, we would have 88.35+0.34103 ≈ 0.86.





We will be using this metric to compare our results, considering a k higher than 0.80 to
be a very strong classifier, between 0.80 to 0.40 as a moderate agreement, and lower than
0.40 as poor agreement, resulting in a near-random model. A negative number for this
value would mean that our model is worse than a random classifier. These classification











State of the Art
Automated soil classification is an area that has seen a huge increase with the availability
of free and easily accessible remote sensing data, as well as with the recent advances in
many ML algorithms. In this chapter, we will show the results of the research, made
during the preparation of the dissertation, of the state of the art. First, we introduce the
SoilGrids250m project, since it resorted to the same data set that is we are using for this
dissertation, and due to its results being different from the remaining state of the art,
creating predictions for the whole world. We then introduce other studies in the Digital
Soil Mapping (DSM) area, which resort to machine learning methods. Finally, we go over
some more specific studies, that might be interesting in the context of this work.
3.1 SoilGrids250m
ISRIC is an international institution which has as main objective to provide reliable
and easily accessible information on the soil to help address some problems such as its
misuse and degradation. In its website1 it is possible to access digitised maps, download
information on soil (similar to our database), and access the results from the SoilGrids
project.
SoilGrids2 is a resource that shows us the predictions of various soil attributes (e.g.
organic content or pH) for the whole world, using a resolution of 250 meters. It also
provides its classification following WRB and the Soil Taxonomy. The work that went
into the development of this tool is described in a previous publication [18].
Around 150,000 soil profiles, their horizons, and properties were used as labels in the
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data is obtained through a collaboration between ISRIC and several other institutions that
provided the data, which was then treated and standardised. Some regions where there
was little if any information about the soil, and where the properties are homogeneous
and predictable, such as deserts and glaciers, had some pseudo-information added so
that the classifiers can more correctly predict their attributes.
The covariates used were all based on remote sensing data, totalling 158 different
features. These variables were selected with the intent of representing soil formation
factors such as the temperature, moistness, and vegetation cover, between others.
The ML algorithms used were Random Forests, Gradient Boosting and Multinomial
Logistic Regression. To find the best parameters for each classifier, smaller subsets of the
full data were used, to reduce the training time in these experiments, where 5-10% of
the total amount of points were chosen randomly. The model was then trained multiple
times in this data set and, using cross-validation, the best parameters were chosen and
used in the training of the complete model, using all the data available. For each value,
more than one model was trained, being the final prediction a weighted average based on
model accuracy.
The best covariates depended greatly on what was trying to be predicted. For the WRB
classification, the features that most contributed to the prediction were precipitation,
elevation from a Digital Elevation Model (DEM), Enhanced Vegetation Index (EVI), mean
monthly temperatures, and mean monthly MODIS Near Infrared (NIR) band reflectance.
The results, for the WRB classification, achieved a weighted kappa value of 0.42 and an
average accuracy on the out of bag test set between 0.20 to 0.28.
The authors conclude that to improve the accuracy of the predictions, as, in most ML
projects, the quantity and quality of the data should be improved, especially in under-
represented areas of the world. They also admit that there will be a higher bias in the
areas with fewer points since the sampling locations are located largely on agricultural
areas, where the investment of expert evaluation is considered worthwhile.
3.2 Other Digital Soil Mapping Studies
Several studies have focused on the comparison of various ML algorithms in the DSM
problem. In this section, we will provide insight into three of papers speciallized in this
area and their results.
Brungard et al.[7] compared 11 different models for the classification of soil profiles,
following the Soil Taxonomy system. This study was made in three different semi-arid
regions of the United States of America (USA), i.e. New Mexico with 10 different classes,
Utah with 15, and 5 classes Wyoming. For validation purposes, a total of around 450 soil
profiles were dug out and classified by experts. To compare the different algorithms, the
Kappa statistic was the metric used, due to it taking chance agreement into account.
Random Forests were consistently the better classifier in all the three regions that
were studied, closely followed by Support Vector Machines (SVM) using a Radial-basis
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kernel. The researchers saw a direct correlation between the increase of the number of
classes and the imbalance of their distribution and the decrease of accuracy between the
regions. This means adding more classes to the problem, as well as using imbalanced
classes, resulted in poorer results. The authors, therefore, recommend balanced data sets
with few soil classes for higher performance.
Another focus of this study was in the method of choosing the covariates to use during
training. Three different methods were used: (i) covariates chosen by soil experts, (ii) the
aforementioned set including 113 additional covariates, and a final set, (iii) based on all
the variables used, refined with the help of automated feature selection. The features
present in these sets mostly originated from remote sensing data such as elevation and
slope, vegetation indexes, and wetness indexes.
The best results were achieved when using the (iii) set, which resorted to Recursive
Feature Elimination (RFE) to reduce the number of features. A Kappa value of 0.53 was
the best result achieved in the region with the least classes i.e. Wyoming, while New
Mexico had 0.32 and, in the Utah region, with the largest amount of classes, the best
Kappa value stayed at 0.19.
Heung et al. [19] performed DSM for classification using the Soil Taxonomy, resorting
to 10 distinct algorithms in a region of Canada, to classify 20 possible classes. A total of
20 covariates were used in the training of these models. The covariates were chosen based
on a larger set of variables which was then filtered using Principal Component Analysis
(PCA), they represent the climate (e.g. surface temperature in summer and winter), the
vegetation (e.g. Normalized Difference Vegetation Index (NDVI), Normalized Difference
Water Index (NDWI)) and the topography of the area studied (e.g., elevation, curvature).
For validation purposes, 262 legacy soil data points were used, meaning profiles
previously measured by experts. The authors point out a great imbalance in the data
where, of the 20 total great groups observed in the region, two of them accounted for
more than 60% of all the points, and some classes being responsible for less than 1% of
the area. As in the previous study, the authors found RF to be the most accurate classifier,
closely followed by Radial-basis SVM and CART with bagging. While SVM had very
good accuracy, the study points the challenge that occurred when trying to find the best
parameters to train this algorithm, due to the large processing time required. It is to be
noted that the validation and comparison methods used in this study do not take into
account chance agreement, while the class imbalance is very noticeable, meaning that the
accuracy might be biased towards the majority classes. The authors do notice that this
might be a problem in the k-Nearest Neighbours algorithm, which had a high accuracy
while providing seemingly random predictions.
More recently, Meier et al. [31] also performed such a comparison, in this case using
8 different algorithms. A single region, a tropical mountainous zone in Brazil, was the
focus of this paper, containing 6 different classes. Similar to Brungard et al., this study also
only used actual soil samples for validation purposes, specifically around 140 profiles
following the Brazilian National classification system.
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Of the initial 73 covariates obtained for training purposes, including orbital images,
DSM, spectral images, between others, only ten of them were used. These variables
were filtered by removing those who had a large correlation with others and then by
resorting to RFE. The most important features are related to the soil genesis and the
climate, including a Multi-resolution index of valley bottom flatness (MRVBF), rainfall
precipitation, annual temperature range, and the Topographic Wetness Index (TWI).
The Kappa index was used for comparison, in which the better performing classifiers
where RF, Ada Boost and Gradient Tree Boosting. The worst performing model was the
SVM using a polynomial kernel, although all the algorithms used had very similar results.
3.3 Punctual Experimentations
Since there are several recurring problems in the use of machine learning as a method of
classifying soil profiles, related to the imbalance of the different classes, several studies
have focused on this area.
Heung et al. [19], described in the previous section, also compared 4 different methods
of data sampling:
• Equal class, where an equal number of samples is chosen for each class.
• By-polygon, where the area is divided in polygons, each of them containing the
same amount of points.
• Area weighted, in which the number of samples is a proportion of the classes’
extent in the area studied.
• Random oversampling applied to the area-weighted sampling, where the minor-
ity classes are sampled randomly with repetition until all the groups have the same
size.
The authors concluded that the best method for their case study was the area-weighted
approach, which saw a significant increase in the performance of the models that were
studied. Random Oversampling (ROS) used with conjunction with area-weighted re-
sulted in a minor increase in accuracy over the previous method, but the authors realised
it may not be worthwhile to use it on larger data sets due to the amount of additional
processing time required, especially given the small improvement.
Another more recent study by Hounkpatin et al. [21] explored a pruning method in
which the majority class had a percentage of its observations removed. This was made
by first assessing the major variable, i.e. the covariate with the most importance for the
classification, using RF. Consequently, a range of the values from the selected variable is
chosen, so that the instances that fall outside it, in a cumulative percentage of the major
variable(s), are excluded. In the study, the best results were attained by removing all
points lower than 5% and higher than 95% of the cumulative percentage of the major
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variable. This method yielded a very good increase in accuracy, presumably by reducing
noisy data and outliers, as well as providing a better balance between the classes.
The authors also analysed the use of ROS in conjunction with pruning but, just like
Heung et al., found very little improvement. The authors explain that since there is a
huge disparity between the number of instances in the majority classes compared to the
minority, by using the same data points multiple times, there is no new information being
generated, and may instead introduce overfitting to those repeated instances.
In a more recent publication, A. Sharififar, et al. [38] conducted a study on using
over- and under-sampling in soil classification, as a means to decrease the issues of the
imbalanced data sets that usually occur in this area. This study was performed in a
region of about 12 000 ha, in the northwest of Iran, and used 452 soil profiles that were
measured for this study and classified following the USDA Soil Taxonomy. This soil
analysis resulted in 8 possible classes, where their distribution is highly unbalanced,
being that the majority class contains 160 profiles, over 35% of the data, while there are
two classes which account for less than 10 instances.
To classify these profiles three different algorithms were used, i.e. Random Forests,
Decision Trees and Multinomial Logistic Regression, using remote sensing data from
digital elevation models, at a 32m resolution. These algorithms were trained on two data
sets, the first containing the original information and, the second, obtained as a result of
the re-sampling of the data. This was made by under-sampling the majority classes and
over-sampling the classes for which the least data was available.
The balancing of the data set proved to overcome some problems in the predictions, in
the sense of maintaining the minority classes in the final models. It, however, decreased
the overall accuracy in the validation data set. The authors also state that, for their specific
problem, the Decision Tree algorithm provided the best results, and was also the one to
better perform regarding the data re-sampling.
3.4 Conclusion
All of the studies that we researched resort to remote sensing data to create the predictions,
be it classes or values for specific attributes in the soil. Actual measurements of the soil
are mainly used for both validation and as ground truth for the training of the models.
This is used with the intent of being able to generalise the patterns found in the data
to the whole world since remote sensing data is readily available for the entirety of our
planet. As such, there is not much research in the area that we will be focusing on, i.e.
the prediction of soil classes resorting mainly to the attributes of said soil.
Tree-based algorithms are the approaches that have seen the most use in the soil
classification area, as well as having a consistently high performance. Another constant
in these projects was the imbalance of the classes since the regions covered by the different












The data we used was provided by ISRIC, through the World Soil Information System
(WoSIS) database, and is the result of a collaboration between various national and inter-
national agencies. For more information on how the data was treated and compiled see
the SoilGrids250m [18] paper, where the process is thoroughly explained.
In order to find patterns regarding the features and the classifications in our data, an
analysis was performed on the information available, as well as the quality of the dataset,
to find the problems that must be treated to improve the performance of the models.
4.1 Description and Analysis
The dataset can be separated in two levels:
• Profiles - containing information about its location and class following various
classification systems.
• Horizons - with a reference to the profile they belong to, and all of the physical and
chemical measurements made on that layer.
We have 48 342 total soil profiles spread all over the world, consisting of 237 007
horizons. However, not all of this data is classified using WRB, the classification we will
be using for this thesis. As seen in Figure 4.1 we have three different soil classifications,
namely WRB [45], Soil Taxonomy [43] and FAO Legend [16]. We can see in Figure 4.1, by
summing the portions that refer to data using WRB, that only 24 284 of the profiles have
a WRB class attributed, while most of the remaining profiles follow the Soil Taxonomy.
Many of the data points were examined before the creation of WRB and as such they
were classified following FAO’s classification, which is the root of WRB [45]. As such, it












Figure 4.1: Venn diagram of the number of profiles containing each classification. ST -
USDA Soil Taxonomy, WRB - World Reference Base, FAO - FAO Legend.
used during the creation of the data set [18], which is why we see such a large number of
points classified using both WRB and FAO Legend classifications. Unfortunately, there is
no such conversion from USDA Soil Taxonomy to WRB, and therefore we will not be able
to use the soil profiles classified only by that system during the training of our algorithms.
In Figures 4.2 and 4.3 two density maps are presented, one with all the profiles, and
the second containing only of those classified using WRB. Some areas, such as the Sahara
Desert and the polar regions, are also not well represented due to their inaccessibility
and lack of interesting data, since their soil is mostly consistent, predictable, and does
not have many possible uses [18].
By filtering our data to find only the profiles classified following the WRB we end
up excluding a large portion of the data points that were located in the United States of
America, which mostly follow the Soil Taxonomy.
Since this dataset is a collection of data from different countries, the information is not
perfectly consistent, due to the difference between the measuring methods used, and even
the variables that are analysed. As such, we decided to focus our study on the Mexico
data subset, due to its high density of consistent measurements, as well as keeping a large
number of different classes, 24 out of the total 32 RSG.
Analysing Figure 4.4 we can see that we are dealing with a highly imbalanced dataset
where, while Regosols accounts for more than 15% of the data points, there are 13 classes
that contain less than 2% of the total profiles. The data imbalance may be a problem, as
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Figure 4.2: Density map of the complete set of profiles.
Figure 4.3: Density map of the profiles classified using WRB.
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Figure 4.4: Number of profiles per reference soil group, together with the number of
horizons per profile, for the data subset covering Mexico.
seen in other studies [19, 29], leading the models to wrongful conclusions in which they
prefer to choose the classes that represent the majority of the data points. This problem,
and methods to improve it will be discussed in Section 4.2.
The profile is constituted by a variable number of horizons and, as we can observe
in Figure 4.4, most classes tend to have 3 to 5 layers. However, some classes, such as
the Leptosols, tend to have a single layer, meaning that the number of horizons seems to
impact the class in some manner.
In Figure 4.5 we can again see the density and spatial homogeneity of our data, in
Mexico. We can also discern that there is a relation between some classes and their
geographical location. This can be especially seen in Figure 4.6 where the data points
of several classes are presented by their location. It is easy to see that these specific soil
variations have preferred geographical positions. For example, the Luvisols tend to appear
near the western shore of the country, while the Gleysols are mostly concentrated on the
south-east.
Analysing the average depth of the profiles for each class, presented in Figure 4.7,
we can immediately see a variation between classes. The number of horizons also rises
together with the depth, meaning that a deeper profile tends to have a larger number of
layers. This relation is also true with the average thickness of the horizons, getting larger
with deeper profiles. It is also possible to understand that most of our profiles are, on
average, less than 100cm deep and contain, again on average, 3 to 4 horizons per profile.
Regarding the actual properties of the soil layers, in Mexico, we have information
about the upper and lower bounds of each layer, its average pH and electrical conductivity,
organic carbon and calcium carbonate amount, as well as the percentages for sand, silt
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Figure 4.5: Distribution of data points in Mexico, coloured by class, of only the 10 most
predominant soil classes.
and clay.
In Figure 4.8 we can see how some of the properties in our data are distributed,
throughout the RSG. We can already discern that some classes have different ranges of
possible values, on the chemical and physical properties, but also that there is a large
overlap in these ranges. However, not all the horizons have information on each of these















Figure 4.6: Distribution of data points in Mexico, by several classes that show a clear
geographical preference.
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Figure 4.7: Average maximum depth of the profiles and thickness of the horizons, dis-










































































































In this section, we describe some of the problems encountered during the analysis of the
data, and the approach we took to try to improve on those areas, namely data cleaning and
imputation of missing values, with the intent of improving the results of our algorithms.
4.2.1 Cleaning
Like previously mentioned, we chose the Mexico region for our study due to its high
density of data and relatively consistent measurements. Even then, there are some vari-
ables for which we do not have much information. As such, we decided to remove the
features that are present in less than 1% of our total measurements, since they will most
likely hinder our algorithms, instead of providing any useful information [7, 31]. We also
removed some properties that will not provide insight into the classes such as licences,
and the versions of the classifications.
Lack of information and data imbalance was also a problem seen in the data, where
some classes have an insignificant number of points in our data set, not enough for our
algorithms to be able to learn them. As such we also removed the classes that amount to
less than 0.25% of our measures, namely Plinthosols and Histosols, neither of them having
more than 15 profiles recorded.
Some clear outliers were detected, namely some layers that had a lower depth of
999 cm, a value set as an indicator that such data was missing or not correct. All those
horizons were removed from our data set, i.e. 24 layers, most of them belonging to the
Calcisols class.
We also added some computed variables based on information missing in our data
that may be helpful. The number of layers was added to our data, as an extra property
of the profile, since it seems to provide some insight into the classes We also inserted the
thickness of each layer, as a means to help our algorithms extract more information from
the data available.
After all this treatment we ended up with 22 RSG, and the properties that we have
for training are displayed in Figure 4.9, as well as the percentage of the total horizons for
which we do not have that data.
4.2.2 Imputation
As we can see in Figure 4.9, the Calcium carbonate equivalent total average (tceq_value_avg)
has over 60% of missing values. This means that most of our horizons have not been
measured for this variable. This happens, although to a lesser extent, on other features
present in our data set. A more in-depth analysis of the occurrences of these missing
values showed that they are evenly distributed throughout all the classes. This means
that they are not properties measured for a single profile type, for example, in which
case using imputation of the values could lead to undesirable results, since the simple
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Figure 4.9: Percentage of missing values for each variable, for the layers.
availability of the measure would provide information to our algorithms, regarding the
classification.
Our algorithms, for the most part, do not accept null values. This means we can either
fill these missing properties with a default value informing the lack of data (e.g. -999),
or we can try to impute these features based on the remaining data. In our research, we
focused on this last approach, namely using the k-Nearest Neighbours algorithm [14].
This was due to some earlier tests, where using the imputation method provided us with
better results when compared to the placeholder variant of treating the data.
This procedure searches for the k most similar data points, using a mean squared
difference, based on the other properties of the samples. The resulting feature is the
average of the values that were observed in those neighbours, for that same variable.
The value of k is a parameter that has great importance, since a k of 1 will mean that
the property being imputed will have the same value than that of the nearest neighbour.
This may have problems in cases where that sample is an outlier, resulting in a wrong
value. On the other hand, with k = 3 it will be the average of the 3 most similar samples
which, while resulting in smoother value, it reduces the influence of possible outliers.
We tested this imputation with k varying between 1,2 and 3, choosing the one with
the best results for the final model. We also decided the method should only take into
account the physical and chemical properties to find the nearest neighbour, therefore the
latitude and longitude were removed during this procedure. This decision lies in the fact
that our dataset is not geographically dense enough, meaning that the nearest point using











In this section, we describe the methodology that was used in this dissertation. We first
present the data representations that were created, followed by a clustering analysis
performed on the data set. Finally, we explain how the machine learning algorithms were
trained, parametrised, and optimised for the best results.
5.1 Data Modelling
The data provided to us is organised in layers, which contain the properties of the soil
and a reference to the profile they belong to, as seen in Figure 5.1-(A). On the other hand,
our algorithms must be given the whole profile as a single instance, including all the
variables in every layer, to correctly provide a classification for the profile, as shown in
Figure 5.1-(B). The number of layers that each profile contains is variable, as described
in Chapter 4, which is a problem since our algorithms require a constant input, with the
exception of RNN, which will be further explained.
Therefore we are required to create a data representation, where all the profiles have
the same number of variables. In this project we tested four different data modelling
methods, to assess the one that would provide the most information to our algorithms.
The work done in this section of the thesis is further described in the paper Soil
Classification Based on Physical and Chemical Properties Using Random Forests [15]
5.1.1 N First Layers
The more superficial a layer is, the more soil information we can extract from it [23]. With
this in mind, one simple method of modelling our data is to use only the N first layers










































Figure 5.1: Data representations. On the left the initial data disposition is shown. On the
right is an arbitrary method that merges the layers into a single data point, representing
the whole profile.
with the most information while, if the original profile has a number of horizons larger
than N, the deeper layers are discarded.
One problem found in this method occurs when our original data does not have at
least N layers. As a solution to this problem, the deepest horizon is repeated, alongside
with its properties, resulting in data repetition. This choice was made due to some initial
tests, that compared this method with the possibility of inserting predetermined values
which represent missing data, where the first provided better results. The parameter
N was tested with values of 1, 3, 5, 7, in order to find the one which provides the best
balance.
5.1.2 Standard Depth
This method is based on standard values that have been created for the depth of the
layers in a profile, i.e. 0 - 5, 5 - 15, 15 - 30, 30 - 60, 60 - 100, and 100 - 200 centimetres,
totalling 6 horizons. These values have been predetermined, and are used by scientists
when measuring soil information [1]. To find the original layer that coincides with the
new representation, we use the middle point for the standard layer, e.g. 80 cm for the 60 -
100 cm layer, and retrieve the values for the original horizon that is present at that depth.
This representation again focuses primarily on using information closer to the surface,
with a higher density of measures in that region. It, however, introduces some problems
that were not present in the previous method such as some shallow layers not being used,
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Figure 5.2: Illustration of 3 of the different data modelling techniques that were used.
The letters represent the value, for an arbitrary feature, in each layer.
layer of the original profile, if it does not contain enough information to be completely
represented in this data modelling method.
5.1.3 Thickness
This approach is similar to the previous method, where there are predetermined depths
for each horizon. In this case, we set a specific value for the thickness of each layer, which
is then used for all of them. Again, to find the values that should be represented in the
final profile, we take a measure at the middle depth of each of the representation’s layers.
The thickness value t can be varied and was tested with 10, 30, and 60 cm. The
final profile of this representation will then have b200/tc horizons since, for classification
purposes, the maximum depth is limited at 200cm, value which we respected in this
regard [43, 45]. We again introduce issues, such as when there are not enough layers in
the original profile, and of some layers not being used independently of how much of the
final horizon is actually occupied by it.
5.1.4 Area Weighted Thickness
This representation was created as an attempt to eliminate some of the errors identified in
the preceding methods. It is based on the previous model, presented in Subsection 5.1.3,
using a weighted approach, where each original layer that is contained in the final repre-
sentation contributes to the final values, based on a weight that is attributed to it.
The weight value is directly related to how much of the layer being analysed is con-
tained in the resulting horizon, where the sum of the weights for the final layer must be
equal to 1. In Figure 5.2, more specifically by comparing the first layer of the thickness
and the area-weighted thickness approaches, we can see that the weighted method utilises
the information from three original horizons, unlike the thickness representation which
only uses data from a single layer.
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This may, however, introduce a smoothing problem, where the abrupt changes in the
values between layers may not be well represented, due to the weighted sum of multiple
values from different horizons. Also note that, while all the features used in our research
are numeric, if there was any categorical variable we would be required to modify this
method since it only works directly on numeric values.
5.2 Clustering
In our data, after the treatment, our profiles can be assigned to one out of 22 possible
classes, a substantial number when it comes to automatic classification. This may result in
poor predictions by our models, as many previous studies have shown [19, 21], especially
if the data is not homogeneously balanced between the classes, which is the case.
One method to improve the performance, at the cost of a less specific classification,
would be to aggregate multiple classes into groups. This would mean that our algorithms
would be required to learn a smaller number of possible labels, improving their predic-
tions. On the other hand, we would not be able to specify the exact class that the soil
profile being analysed belongs to. This may not be an issue depending on the problem
being solved. If we were, for example, looking for a general type of soil, which can be
described by any option from a group of classes with similar properties, this such method
would provide sufficient specification, while improving the accuracy of the predictions.
To create these groups we used clustering, an unsupervised learning technique, re-
sorting to the k-Means algorithm [30]. This method focuses on finding a predetermined
number of clusters k, based on the data it is given. We only used the physical and chemi-
cal properties found on our data for this research, since we also intended to understand
if these features can lead us to the geographical preference of some soil types, as seen in
some classes in Chapter 4.
To find the best number of clusters for our problem we used the elbow method[4],
by plotting the sum of the squared differences of the instances, to cluster centre closer
to them, also known as the inertia, against the number of clusters. We can then choose
the value where the inertia starts to stabilise, even if we were to use a larger number of
clusters. This method is usually known as the elbow analysis.
This method is, however, not very reliable since the actual point of stabilisation is not
always easy to discern. Therefore we also used the Silhouette score to help to choose the
best value [36]. This method analyses the distance between the data points inside each
cluster. It is also usually described in a visualisation, requiring human analysis.
The silhouette method represents every data point, with a value varying from -1 to
1. This amounts to the distance from one instance to the other clusters, where a value of
1 represents that the point being analysed is very far from other clusters, meaning that
we have a good separation between the different clusters created. A negative value stands
for the inverse, meaning that the data point is closer to a neighbouring cluster. We can
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Figure 5.3: Example of a Silhouette analysis plot, where the dashed line represents the
average value.
see an example of this plot in Figure 5.3. It is also possible to use the average Silhouette
score of all the data points, as a means to assess the separability of our clusters.
5.3 Model Training
Every machine learning algorithm that we used has a set of hyper-parameters that must
be specified before training the model. These hyper-parameters can largely impact the
performance of the resulting classifier and, as such, must be correctly set for each specific
application. In this section, we describe in detail how each of the ML models was trained
and parametrised, namely the Random Forest, Gradient Tree Boosting, Deep Neural
Network, and Recurrent Neural Network algorithms.
5.3.1 Random Forests
The RF algorithm is widely used due to its performance, ease of use, and parametrisation,
as stated in Chapter 3. Even then, many hyper-parameters must be chosen to optimise its
use, so that it can extract the most information from our data.
In order to find the optimal values for the parameters we used two algorithms from the
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scikit-learn package1, namely RandomizedSearchCV and GridSearchCV. The first method,
given a list of possible values for each of the parameters being tested, tries a predefined
number of random permutations on the parameters. This method does not ensure that
all the variations are tested, but will give us a good idea for the range of values to use. To
better fine-tune these parameters we then used the GridSearchCV method which does
test all the possible permutations of the values given to it.
After the initial research using the RandomizedSearchCV we chose the following
hyper-parameters and values to test in more detail, where the bold and underlined num-
bers represent the best value found:
• 1, 2, 3 for the minimum number of samples for a node to be a leaf.
• 2, 3, 6, 9, 12 for the minimum number of samples to split a node.
• 1000, 1100, 1200, 1300, 1400, 1500 for the number of trees to be used.
In both of parametrisation phases, we resorted to CV with only 5 folds. This choice
was made due to the large number of parameters being tuned, resulting in sizeable time
complexity. The implementation of the Random Forest algorithm used in this research
was that of the scikit-learn package.
5.3.2 Gradient Tree Boosting
To parametrise this algorithm we used the same method described in Section 5.3.1,
namely resorting to an initial randomised search, followed by a more specific tuning.
The parameters and values examined in more detail, resorting to the GridSearchCV
method, as well as the best values found, are the following:
• 100, 300, 500 for the number of estimators.
• 0.05, 0.10, 0.15, 0.20, 0.25, 0.30 for the learning rate.
• 1, 3, 5, 7, 9 for the minimum child weight.
• 0.0, 0.1, 0.2, 0.4 for the gamma value.
• 0.4, 0.5, 0.7, 0.8, 0.9 for the columns sub-sampling by tree.
Again, we utilised a 5 fold CV in the parametrisation of this method. Regarding the





5.3.3 Deep Neural Networks
The perceptron based algorithms require a different method of optimising the parameters,
especially since the architecture of the neural network is, in itself, a hyper-parameter.
As such we tested various architectures:
• Single Dense layer with 32 neurons.
• Single Dense layer with 64 neurons.
• Single Dense layer with 128 neurons.
• Single Dense layer with 512 neurons.
• Dense layer with 64 neurons, 0.2 Dropout layer, 16 neuron Dense layer.
• Dense layer with 512 neurons, Dense with 128 neurons, 0.2 Dropout, Dense with
64 neurons, Dense with 64 neurons, 0.2 Dropout, Dense with 32 neurons, Dense
with 32 neurons, 0.2 Dropout.
All of these networks were trained using the Rectified Linear Unit (ReLU) activation
function for the Dense layers [27]. The last two variants were significantly more complex,
made as an attempt to verify if augmenting the complexity of the architecture could
improve our results.
These also resort to Dropout layers, in which the output of some random neurons is
ignored, during the training. The number of ignored outputs can be parametrised, and
this method is used to prevent overfitting. To output the probability of the data being
analysed belonging to each of the possible classes, each model had a final Dense layer
with a softmax activation appended in the end.
During the training, the Adam optimiser was used, with a learning rate of 1−5 and a
decay of 1−6. We also employed an early stopping method, where the algorithm will stop
its training if the results on the validation set do not improve for a predefined number
of epochs, i.e. 5 in our research. This is also a method largely used to prevent the final
model from overfitting to the training data set.
The best architecture turned out to be a single Dense layer with only 64 neurons.
This, in conjunction with the small learning rate and early stopping, resulted in very
little overfitting, even after more than 500 epochs of training. Adding more complexity
to the network resulted in worse results, probably related with the low amount of data,
since neural networks, especially the deeper variants, require a lot of information to












Figure 5.4: Representation of the final architecture that we used for the RNN algorithm.
5.3.4 Recurrent Neural Networks
The RNN algorithm was approached very differently from the methods previously de-
tailed. In those other procedures, we resorted to the data representations that were cre-
ated in Section 5.1, while for this method we decided to use the data as it was provided.
This choice was made due to the sequential nature of the data we have, where the order
of the layers certainly impacts not only the other layers but also the final classification.
As stated in Section 5.1, we have two data inputs, i.e. data regarding the whole profile,
such as its location, and information about the chemical and physical properties of the
layers. Therefore, we decided to use a non-sequential architecture, for which the best
network used in our tests can be seen in Figure 5.4, where we have two input layers, one
for the profile and the other for the horizons data.
The horizon information then goes through a Masking layer that skips a time-step,
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in our case a horizon, if all of its properties are equal to a predetermined value. This
lets us use all the layers of each profile, instead of recurring to a previously defined data
modelling method that may result in data repetition or even its loss. We can now set the
number of input variables to be that of the profile with the most layers while, if another
profile does not have enough horizons to fill that input, we create arbitrary horizons
where the values for all of its features are set to the placeholder value, so that it will be
skipped, not affecting the deeper layers in the network.
This data then goes through two Bidirectional LSTM layers, with a Time Distributed
Dropout in between. This makes it so that the network learns not only the relationship
between a horizon and the ones previous to it but also the ones following it. The Dropout
layer regularises the network, diminishing the effect of overfitting and since it is applied
within a Time Distributed layer, it affects each time step of the input, the horizons, inde-
pendently.
After that, the output from this branch is concatenated with the result of applying a
simple Dense layer to the profile information. This data then goes through a Dense layer
followed by final softmax Dense layer, to extract the probability of the data point being
analysed belonging to each of the possible classes. Again, this network was implemented
using the Keras package [11].
Many other versions were tested, before reaching this final architecture, namely:
• Without regularisation, meaning no dropout layers.
• Using a regular LSTM layer, without being bidirectional.
• Using a Cyclic Learning Rate [40]
• Using Nested LSTMs [33]
• Using Multiplicative LSTMs [25]
• Using Chrono LSTMs [42]












After the realisation of all the experiments described in the previous section, we now
present their different results. We also go in-depth on the performance of the tested
methods and algorithms, providing various visualisations to facilitate the understanding
of the results, as well as to extract more information on the reasoning behind them.
In this chapter, we will first present the results of the data modelling tests, followed
by the clustering experimentations, and a comparison between the models created. We
then analyse the outcome of one of the best classifiers trained and finally present some
punctual experimentations made during this research.
6.1 Impact of Data Modelling on the Classifiers
The different data modelling methods were tested only using the Random Forests and
the Gradient Tree Boosting classifiers. This is due to the higher time complexity of the
Deep Neural Network algorithm, as well as the fact that we use different data modelling
techniques to train the RNN algorithm, as previously explained. The totality of the results
from the data representation tests is shown in Figure 6.1.
This image presents the various results, for each of the data modelling representations
tested. It also shows the performances for the different parameters tested, both on the
imputation method, as well as in the data modelling. These results were obtained using
the RF and GTB algorithms.
We can observe that the Kappa score ranges from 0.429 to 0.504 and the Accuracy
between 0.482 and 0.554. All the representations, in some parameter variation, provide
us with Kappa and accuracy values that are very similar to the best results. The variation
in our best-performing methods is mostly negligible and, as such, it is hard to say which
data modelling provides the best results. However, the standard data modelling was the
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Figure 6.1: Results from the data modelling tests for the different variations of k-Nearest






































Figure 6.2: Analysis of the different parameters, applied to the representations, averaged
over both Random Forests and Gradient Tree Boosting.
representation that provided the best results more consistently, over both algorithms.
Figure 6.2 represents the results for each data modelling variation, as well as the
impact of the parametrisation of these methods. We can see that, in the thickness based
representation, the t value does not seem to impact the performance by much. On the
other hand, on the n first layers method, the number of layers seems to have more impact,
where using a single horizon provides substantially lesser information. Even then, using
only a single layer achieves over 85% of the Kappa value, when compared with the best
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Figure 6.3: Analysis of the k-Means Imputation parameter k, applied to the representa-
tions, averaged over both Random Forests and Gradient Tree Boosting.
overall model. With this, we can again confirm that the shallower horizons seem to
have the greatest impact in our problem, especially in the first three layers, since the
performance of our algorithms does not improve much by using more layers. This is also
related to the average number of layers per profile which is around three horizons, as
seen in Chapter 4, therefore using data modelling techniques with more than 3 horizons
will be mostly filled with repeated information, for the deeper layers.
The weighted thickness data model resulted in the worst results when compared to
the other representations. Analysing the regular thickness version, we can see that the
weight component hinders the performance of the modelling. This may be due to the loss
of abrupt value changes between the layers, a problem that was identified during the cre-
ation of this method, in Section 5.1.4. The thickness parameter has a small impact on the
performance, although using layers of 30cm showed the best results in this method. On
the other hand using thicker layers, namely with 60cm, tends to worsen the predictions.
In Figure 6.3 we present results of varying the parameter k, on the k-Means imputation
method, averaged over both algorithms. Regarding the imputation results, these also do
not have much of an impact on the performance of our algorithms, with the variance of
the Kappa value never reaching the 0.01, between different k values. Even then, the best
results consistently belong to an imputation using k = 2.
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Figure 6.4: Visualisation of number of clusters against the within cluster sum of errors
(wcss), to help choose the best value for k, for the k-Means algorithm.
6.2 Clustering
As mentioned in Chapter 5, we used the elbow method to visualise the best k value for our
approach. This graph can be seen in Figure 6.4, where we plotted the number of clusters
against the within-cluster sum of errors (wcss). Analysing this image we can infer that
the best number of cluster to use in our problem is between 5 and 7, where the "elbow" of
the line can be seen.
To better analyse this range of possible values, we then resorted to the average Silhou-
ette scores, as seen in Figure 6.5. In this test, the best results come from using 6 as the
number of clusters, which is backed up by the graph in Figure 6.4, where we can see an
accentuated change in the plot, for that value. Even then this value is very small, only
reaching an average score of 0.168, which represents that our data does not seem to be
easily separable, using this method.
We then analysed the actual Silhouette plot, for the best k value, as seen in Figure 6.6,
on the right. It is possible to observe that, even in the best performing cluster method,
we still have a lot of variation on the Silhouette scores, where our clusters usually have
a peak, rapidly descending. This means that the centres of our clusters are probably
separated by a small distance, meaning that if a data point slightly deviates from the
centre of its cluster it will be very close to another cluster, resulting in this fast decrease

































(a) Cluster sizes (b) Silhouette scores
Figure 6.6: On the left we have the sizes of the different clusters, using k-Means with
k = 6. On the right, a visualisation of the Silhouette scores also for k = 6, value where
the average score was higher, i.e. 0.168. In this last graph, the dashed line represents the
average silhouette score.
By performing a more in-depth analysis on the best clustering method, we can see
that the groups have very different sizes, being that clusters 5 and 0 have more data points
than 4, 2 and 3 combined. This again confirms the lack of balance in the different soil
properties, where some combinations tend to happen at a higher quantity, as can bee seen
in Figure 6.6, on the left.
Our clustering algorithm had access neither to the class nor the location of the profiles.
In Figure 6.8 we can see how the data points, belonging to each of the created clusters, is
spatially located. If we analyse the geographical distribution of the different clusters, we
will again see that there is a correlation between the location and the soil properties. It
is possible to observe that some clusters tend to appear in different areas, such as cluster
1 which is located mostly in the north-western region of the country. Again, this was all
taken simply from the physical and chemical properties of the soil.
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Figure 6.7: Distribution of each class by the different clusters, using k-Means with k = 6.
In Figure 6.7 we can see how each class is separated into the different clusters. It is
possible to see that the clusters do not cleanly separate the classes existent in our original
data. This is due to the fact the most classes have a large number of profiles contained
most of the clusters, unlike our initial objective where a single cluster would completely
contain more than one class. Therefore, we will not be able to use this method to simplify
the classification problem since we can not separate the classes into groups. We could
still use these clusters as the label for the training of our algorithms, but we would be
losing the connection to the class, instead only classifying the data on the clusters, simply















Figure 6.8: Geographical distribution of the different clusters, generated using k-Means
with k = 6.
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6.3 Classification Algorithms Comparison
In Figure 6.9 we can see the various results for each algorithm, for the best data represen-
tation and parametrisation. The best algorithm is the GTB with a Kappa value of 0.5 and
an accuracy of 0.55. This is closely followed by the RF model with very similar results,
where the difference is mostly negligible and, when this value is rounded to two decimal
places, they are impossible to distinguish. Analysing Figure 6.3, we can see that, even
though they have similar results when comparing their best performances, the GTB can
usually extract more information from the various representations than the RF algorithm.
This affirmation comes from the fact that the GTB classifier has results near the 0.5 Kappa
value in several data representations, unlike the RF algorithm.
After the results we obtained in the previous section, we used the representation that
provided the best overall performance to train the DNN algorithm, i.e. the standard
approach using an imputation with k = 2. On the other hand, the RNN model was
trained using the data as is presented in Section 5.3.4, with little treatment, so that the
algorithm can extract more information from it.
We can see, again in Figure 6.9, that both of our neuron based algorithms had similar
performances, even using very different data representations. These methods had worse
results when compared to the decision tree-based models, with a drop of over 15% and
25% on the accuracy and Kappa values, respectively.
In Figure 6.10 we observe can the number of incorrect predictions by our models,
separated by the number of classifiers that correctly guessed a specific profile. We can
again see that the Gradient Tree Boosting model has a slightly better performance than
the Random Forests, both with substantially better performances than the neural network-
based algorithms.
To analyse and compare the results of the algorithms, on a per-class basis, we created




















Figure 6.9: Accuracy and Kappa values for the best performing prediction models, ob-
tained by the training of each algorithm.
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Figure 6.10: Comparison of the number of correct and incorrect predictions for the trained













































































































































Figure 6.11: Comparison of the per class accuracy on the validation set.
the table represented in Figure 6.11 where the accuracy is shown for each possible class,
for all of the algorithms used. We can see both the RNN and DNN have very bad results
on the classes for which we have the least data, with many instances where they have an
accuracy of 0. These algorithms generally require a lot of information to learn the patterns
in the data, more than the decision tree-based algorithms [23], which corroborates the
results attained. The GTB algorithm tends to have better accuracy on the majority classes,
showing better results in these, while the RF model mostly outperforms every other model
on the classes for which we have fewer data.
In general, we can see that the Random Forests model is the best when it comes to
classifying classes for which we have less information, while the other algorithms can
reach better results when more data is present.
In Figure 6.12, the time that each model took to train is represented, in seconds. We
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Figure 6.12: Time to train for each of our tested algorithms, for their best model.
can see that overall, our algorithms converge very fast, especially when compared to some
of the state-of-the-art methods that utilise remote sensing data, that generally take several
hours, or even days, on the training of the algorithms [23]. The RF algorithm was the
fastest model to train in our experimentations, taking less than 20 seconds to reach its
best results. This method can be fully run in parallel, where every singular random tree
is trained in its own thread, explaining these results.
Comparing the neuron based models, the RNN requires a training time that is nearly 3
times that which is required for the DNN. This is to be expected due to the complexity of
the RNN, which uses a larger and more complex architecture, with bi-directional LSTM
layers, when compared to the simpler dense layers of the DNN model, as well as its
smaller network.
All these algorithms were trained on a laptop, using an Intel(R) Core(TM) i5-8259U
with four cores, without resorting to a Graphical Processing Unit (GPU), since the training
time was already small. If we were to use a GPU we expect that the GTB, DNN and RNN
would benefit strongly from it, further reducing the training time on these methods. This
would be especially necessary if we were to add more data for our algorithms to train




After performing a comparison between the various algorithms, as well as the data rep-
resentation methods used, we now explore the results of one of the best models, namely
one created by using the Random Forests algorithm, due to its high performance and
faster training time, in combination with the standard depth data modelling, imputed
with k-Means with k = 2.
In Figure 6.13 we can see the feature importance, as determined by the RF algorithm.
From this image, we can infer that the most important information for the classification
of the profiles is its location, namely the longitude and latitude. This is to be expected
since we saw in Chapter 4 that some WRB classes tend to have a specific region where
they are more predominant.
Another fact analysed in previous chapters is that the depth of the profile also has
an impact on the class, since some of them are better described by being shallower, for
example. This is also present in Figure 6.13, where we have that the depth of the final
layer of our profile, i.e. lower_depth_150, has large relative importance.
The remaining features are soil chemical properties, namely at the middle depths of
our profile, from the 45 to 150 cm range, where the clay percentage, pH and electrical con-
ductivity seem to outshine other variables, providing more information and distinction
on the classes.
As seen throughout various sections of this dissertation, a big problem in the soil
classification and the general machine learning areas is the class imbalance. This issue
can be further analysed in the confusion matrix, represented in Figure 6.14.
We can see that the least representative classes tend to have worse results since our
algorithm did not have enough information to correctly learn these classes. On the other
hand, while the majority classes have a generally better performance than the RSG in the
minority, we can see that we also have a lot of false positives.
This problem can be clearly seen is by analysing Figure 6.14, where other smaller
classes such as Nitisols, Lixisols, Acrisols, between others, tend to be mistaken for a more
representative class, i.e. the Luvisols . To further determine the causes of this confusion
in our model, we decided to compare the range of some of the most important properties,
to see if these classes are similar in that regard.
The results of those tests are presented in Figure 6.15 where the 6 most important
features are represented for Luvisols and the remaining classes that are being classified
erroneously. We can see that, although the values are indeed very similar, there is enough
variation that can be seen by human analysis. One such example can be seen by comparing
Luvisols and Gleysols, which have a different range of longitude values, and latitude values
that, while they intercept, they are more limited and well defined on the Gleysols.
This is a pattern that is repeated throughout all the classes, where they have an inter-
ception of ranges in all the properties, but we can see that there is a variation between
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Figure 6.13: Feature importance for the standard depth data representation, with an
imputation based on k = 2, using the Random Forest classifier. lower depth = lower
depth, clay value avg = average clay percentage, phaq value avg = average pH measured
in H2O, elcosp value avg = electrical conductivity in saturated paste. The numbers next
to the variable names represent the depth at which the measurement was taken.
the values. Therefore, we expect that more data would be required so that the differ-
ence between these classes could be reinforced, leading to better results. Another way
of improving this problem could be over and under-sampling, where we could reduce
the number of samples in the majority class, and introduce some more instances of the
minority labels, in order to even the number of profiles in each class, thus reducing the
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Figure 6.14: Confusion matrix for the standard depth data representation, with an impu-
tation based on k = 2, using the Random Forest classifier, ordered by the most represen-
tative classes.
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Figure 6.15: Comparison of the 6 most important featured, arranged by their importance.




We also developed some ideas for possible experimentations, to improve the results, or to
test different methodologies. Some of those tests are represented in this section, together
with an analysis of their results.
6.5.1 One vs All and Ensemble Models
One of the experimentations, which was developed and tested, is the creation of one-vs-
all models. This means that instead of using a single classifier, which can predict all the
classes depending on the data it is presented, we create a model that can only distinguish
if a profile belongs to one specific class.
Using this method we reduce the problem to binary classification, either the profile
being analysed represents the class that the model has specially trained for, or it belongs
to a different unknown class. As we saw in Chapter 3, the number of classes is many
times directly related to the performance of the ML algorithms, where a higher number
of classes tends to lead to worse results [7].
One model was created for each class present in our data and these tests were made
using the standard layers data representation, to train Random Forests models. The
results for each model, namely the accuracy value, are shown in Figure 6.16, also with the
results obtained with the general model, for each class present in our data. We can see
that for the most part the accuracy value is greatly enhanced. This, however, might not
be the best metric for this analysis, as described in Chapter 2 and, as such, new validation
would be required to analyse these results. Unfortunately, due to time constraints, it was
not possible, leaving this approach as possible future work to improve the performance
of our algorithms.
This could be especially useful in problems where we do not require to know the exact
class but are instead interested in knowing if the profile currently being analysed belongs
or not to a class for which we are specifically looking for, due to its properties.
Another possible use case would be to join all these models, creating an ensemble.
Since we have a model for each class that can occur in our data, we can simply enquire
each of them about the probability, of the instance currently being analysed, belonging
to the class in which they specialise. After we have the verdict for all the models in our
ensemble, we choose the class that belongs to the model with the higher probability value.
With this method, we again have a multi-class classifier which can give us the informa-
tion on the precise label of the profiles, given the appropriate data. Our tests regarding
this approach generated results very similar to the general model, with Kappa values of
0.49 and accuracy of 0.54. However, this resulted in an increase of both the training time,
since we are required to train a singular model for each class, as well as the prediction
time since, again, each model in the ensemble needs to be consulted on their results.
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(b) One vs All Models
Figure 6.16: On the left, the accuracy values for each class, as given by the general model.
On the right we can see the accuracy values for each specific model created for every class.
6.5.2 Adding Remote Sensing Data
Another experimentation performed was the addition of some remote sensing data, to
better inform our models about the profile and its region, thus improving our results. We
used some of the features that, in the state of the art methods, provided the most infor-
mation about the possible soil classification, namely DEM information which informs us
about the physical properties of the terrain, and the NDVI, providing us with data about
the vegetation of the region where our profiles are located.
For the DEM we extracted several features i.e. elevation, curvature, aspect and slope
percentage. All of this information was taken from the ALOS Global Digital Surface
Model1 which is a global dataset generated from images collected by the Advanced Land
Observing Satellite, from 2006 to 2011. This DEM contains a horizontal resolution of
approximately 30 meters and is openly available online, released by the Japan Aerospace
Exploration Agency (JAXA)2.
The NDVI information was taken from the USGS Landsat 8, again with a 30m resolu-
tion3. To do the required processing of the images to generate the actual vegetation index,
namely, on the red and near-infrared bands of the satellite images, we resorted to the
Google Earth Engine 4. We created three features namely the NDVI in the first 4 months
of the year (January, February, March and April), the next four, and the final 4 months.








varies throughout the year. These values were obtained as an average of the months for
which we had information, i.e. from 2013-03 to 2019-07, at the time of testing.
We then appended this information to the standard depth data representation, to
each profile, and tested it using the Random Forests algorithm, again due to its results
and ease of training. The results do not show any noticeable difference, staying mostly
the same with a Kappa value of 0.49 and accuracy of 0.54. When analysing the feature
importance, as determined by our model, none of the newly inserted features appears in
the top 10 most important variables, for the classification, meaning they do not seem to
provide any new information, although a more in-depth exploration of this ideia should











Conclusion and Future Work
After the development of this masters’ thesis, we now present the conclusions that result
of this work and a discussion of the impact of the tests performed. We also point some
possible future work, that could provide improvements to the methods used, and the
performances of our prediction models.
7.1 Conclusions
We evaluated the performance of several machine learning algorithms for the soil classifi-
cation problem, resorting only to its physical and chemical properties. The data treatment
was a big part of this project, especially in the modelling of the data, where several repre-
sentations were created and tested.
Overall, we have achieved comparable results, and many times better, than the current
state of the art. However, a direct comparison is not possible, since these methods mostly
employ different types of data, different regions and different soil classifications.
We have achieved Kappa values of 0.5 and accuracy of 0.55, for our best models and
data representations. Regarding the representations tested, several provided results that
are comparable to the best-performing methods. For the most part, the difference in the
results while varying the modelling techniques’ parameters are negligible, as long as
sensible parameters are used for these representations. This is also true for k value, in the
imputation method, with very similar results for all the variations tested.mn
The clustering methods did not provide the results we initially expected, showing
very little relation with the actual soil classes. This means that, while the properties of
the soil are related to the classes, they do not provide a clear separation between classes.
Therefore we were not able to use a broader, but better performing, classification system
based on the grouping of the WRB classes made by the clustering method.
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The algorithms that showed better performance were the Random Forests and the Gra-
dient Tree Boosting. Both of these algorithms showed very similar performance, however,
GTB can usually extract more information across different data representations. Regard-
ing the neural network-based algorithms, the performance was very poor both with the
RNN and DNN, reaching a Kappa index of 0.27 and 0.31 respectively. This is probably
due to the lack of data since these algorithms tend to require a lot more information to
learn the problem correctly.
7.2 Future Work
For possible future work, we would like to add more remote sensing variables, that have
been used in the state of the art methods. Although some initial tests were made in this
direction without an increase of performance of our models, we expect that adding more
complex information, and possibly with a better resolution than that currently being
used, may provide a significant improvement on the results.
One other method that was tested, although only with a shallow exploration, was the
use of one-vs-all classifiers, instead of the general models that were created throughout
this research. This method seemed to provide improvements in our results, but a further
analysis both on the actual performance of these classifiers, as well as on the optimisation
of this method, must be taken into attention. As such, this is another area to research,
inside the soil classification.
Another point to explore would be the balancing of the data, namely reducing the
larger classes and increasing the information of the minority classes. This could be done
by using some of the data balancing methods used in many machine learning problems,
some of them even mentioned in Chapter 3.
To improve the results we also could try reducing the number of classes, which is
quite excessive for machine learning classification problems. To do this, other than the
clustering methods tested, we would like to find similar classes with the help of soil
experts, and merge some of them into groups. This would again reduce the specificity of
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