Joret et al. proved that posets with cover graphs of treewidth at most 2 have dimension at most 1276. We give a simpler proof that the dimension of such posets is at most 12.
Introduction
Partially ordered sets (posets for short) are one of the most often studied structures in combinatorics. Perhaps the most important notion of complexity of posets is dimension, introduced by Dushnik and Miller [2] . Recall that the dimension of a poset P is the least non-negative integer d such that the partial order in P is the intersection of d linear orders.
Posets are visualized by their diagrams. A diagram of a poset P is a drawing on the plane, where each element of P is represented by a point, and each comparability x < y which is not implied by transitivity is represented by a curve that goes upward from x to y. The diagram of a poset seen as an abstract graph is its cover graph.
Connections between dimension of posets and structure of their cover graphs have been studied over years. There is a common belief, that posets with a sufficiently "sparse" cover graph should have a small dimension. For example, when the cover graph of a poset is a forest, then its dimension is at most 3 [6] , while posets with outerplanar cover graphs have dimension at most 4 [3] . However, a famous construction by Kelly [5] gives planar posets with arbitrarily large dimension (see Figure 1 ).
It is an exciting line of research to understand which minors are unavoidable in cover graphs of posets with large dimension. For example, the cover graph of a poset of dimension greater than 3 is not a forest, and thus contain a K 3 -minor. On the other hand, by Kelly's construction, posets without K 5 -minors in their cover graphs can have arbitrarily large dimension.
Joret et al. [4] showed that posets with cover graphs of treewidth at most 2 (which is equivalent to having no K 4 -minor) have dimension bounded by an absolute constant, namely 1276. The contribution of this paper is much shorter proof of that giving a better bound. Theorem 1. Every finite poset whose cover graph has treewidth at most 2 has dimension at most 12. 
Poset preliminaries
All posets considered in this paper are finite. Let P be a poset. For every element x of P , the upset of x in P , denoted U P (x), is the set of all elements y of P such that y ≥ x in P . Similarly, the downset of x in P , denoted D P (x), is the set of all elements y of P such that y ≤ x in P . In both cases, we drop subscript P when the poset is clear from the context. The dual of P is the poset P d with the same ground set as P , such that x ≤ y in P d whenever y ≤ x in P .
For two elements x and y of P , we say y covers x if x < y in P but there is no element z of P such that x < z < y in P . The cover graph of P is a (simple) graph, whose vertex set is the ground set of P and two vertices are joined with an edge if and only if one of them covers the other in P . The cover graphs of P and P d are the same.
A chain in P is a set of linearly ordered elements of P . For two comparable elements x and y of P such that x ≤ y in P , we define a covering chain from x to y as a chain of the form {x 1 , . . . , x k }, where x 1 = x, x k = y, and for every i ∈ {1, . . . , k − 1}, x i+1 covers x i in P . Every covering chain from x to y induces a path between x and y in the cover graph of P .
An incomparable pair in P is an ordered pair (x, y) of incomparable elements in P . The set of all incomparable pairs in P is denoted by Inc(P ). A linear extension of P is a linear order L on the ground set of P such that x ≤ y in L for any two elements x and y of P such that x ≤ y in P . A set I ⊆ Inc(P ) is reversible in P if there exists a linear extension L of P such that y < x in L for every (x, y) ∈ I. The set I is reversible in P if and only if the
Here is a common and useful rephrasing of the definition of poset dimension. Observation 2. If dim(P ) ≥ 2, then the dimension of P is the least positive integer d such that Inc(P ) can be partitioned into d reversible sets.
For n ≥ 2, an indexed family {(x i , y i ) : 1 ≤ i ≤ n} of incomparable pairs in P is an alternating cycle in P if x i ≤ y i+1 for i ∈ {1, . . . , n} (in alternating cycles we always interpret indices cyclically, so x n ≤ y 1 is required). An alternating cycle if for any pair of indices i ∈ {1, . . . , n} and j ∈ {1, . . . , n}, we have x i ≤ y j if and only if j = i + 1 (cyclically, as always). The following is an easy and well-known characterization of reversible sets in terms of strict alternating cycles, originally observed by Trotter and Moore [6] . 
Series-parallel graphs
The graphs of treewidth at most 2 can be characterized as subgraphs of series-parallel graphs (see e.g. [1] ). For our purposes we find it more convenient to work with the formalism of series-parallel graphs instead of tree decompositions of width at most 2. In this section we introduce definitions and notation for series parallel graphs and we prove some properties of these graphs, which we will use in the proof of Theorem 1.
A two-terminal graph is a triple (G, s, t), where G is a simple graph, s is a vertex of G called source, and t is a vertex of G called sink. Let (G 1 , s 1 , t 1 ) and (G 2 , s 2 , t 2 ) be twoterminal graphs. If V (G 1 )∩V (G 2 ) = {t 1 } = {s 2 }, then the series composition of (G 1 , s 1 , t 1 ) and (G 2 , s 2 , t 2 ) is the two-terminal graph
s, t).
A basic two-terminal series-parallel graph is a two-terminal graph (G, s, t) such that G is a complete graph on two vertices s and t. A two-terminal series-parallel graph is a twoterminal-graph which can be constructed by a sequence of series and parallel compositions from basic two-terminal series-parallel graphs. A simple graph G is series-parallel if one can choose a source s and a sink t so that (G, s, t) is a two-terminal series-parallel graph.
The recursive construction of every two-terminal series-parallel graph can be encoded as a binary tree, where each node corresponds to one step of the construction. Here by binary tree we mean a rooted tree where every internal node u has a left child and a right child denoted by (u) and r(u), respectively. A series-parallel decomposition of a two-
). An internal node u of T is called an S-node if it satisfies (3a), or a P-node if it satisfies (3b). Note that the order of children of every S-node is determined by the order in which the graphs corresponding to the children are composed, but the order of children of a P-node can be arbitrary. For every S-node u, we denote the vertex t (u) = s r(u) by m u .
We consider a rooted binary tree T as a partially ordered set where for two distinct nodes u and v of T we have u < v if and only if u is an ancestor of v. The lowest common ancestor of two nodes u and v, denoted u ∧ v, is the greatest node w in T such that w ≤ u and w ≤ v in T . By ≤ in we denote the linear order on V (T ) defined by the in-order tree traversal of T , that is for any two nodes u and v of
Hence, for any two incomparable nodes u and v in T , we have
form a non-empty chain in T with the least node being the root of T . We denote the greatest node of that chain by w(x). It is easy to verify that for every x ∈ V (G) \ {s, t}, the node w(x) is an S-node and x = m w(x) . Also, for every node u ∈ V (T ), we have w(s u ) < u and w(t u ) < u in T .
For any two points x and y in V (G) \ {s, t}, the node w(x) ∧ w(y) is the greatest node u such that {x, y} ⊆ V (G u ) \ {s u , t u }. We denote it by w(x, y). Note that w(x, y) can be an S-node or a P-node, but not a leaf.
, let P be a path in G, and let x and y be vertices lying
. This contradiction completes the proof of the lemma.
be a series-parallel decomposition of a twoterminal graph (G, s, t), let u 1 and u 2 be two nodes of T , and let P be a path in G containing the vertices s u 1 and t u 2 . If u 1 and u 2 are comparable in T or u 1 ≤ in u 2 , then there exists a node v on the path between u 1 and
Proof. Suppose first that u 1 and u 2 are comparable in T . After possibly swapping the sinks and the sources in the whole decomposition, we may assume that
P ) and the lemma follows. Now suppose that u 1 and u 2 are incomparable in T and u 1 < in u 2 . Let w = u 1 ∧ u 2 . Since u 1 < in u 2 , we have (w) ≤ u 1 and r(w) ≤ u 2 in T . Hence s u 1 ∈ V (G (w) ) and t u 2 ∈ V (G (w) ) \ {s (w) , t (w) }. By Lemma 4, we have V (P ) ∩ {s (w) , t (w) } = ∅. If t (w) ∈ V (P ), then u 1 and (w) are two comparable nodes such that s u 1 ∈ V (P ) and t (w) ∈ V (P ), and we already showed that in such case there exists a node v on the path from u 1 to (w) such that {s v , t v } ⊆ V (P ). Hence we may assume that s (w) ∈ V (P ). By a symmetric argument we obtain t r(w) ∈ V (P ). Thus {s w , t w } = {s (w) , t r(w) } ⊆ V (P ), and v = w satisfies the lemma.
The proof
Let P be a poset with a cover graph of treewidth at most 2. Let (G, s, t) be a twoterminal series-parallel graph such that G contains the cover graph of P as a subgraph. After composing (G, s, t) with two dummy series-parallel graphs, we may assume that neither s nor t is an element of P . Let (x, y) ∈ Inc(P ). We say (x, y) is of type 1 if
Otherwise, we have
and we say (x, y) is of type 2. Let I 1 and I 2 denote the sets of incomparable pairs in P of type 1 and type 2, respectively. By Observation 2, to prove the theorem it suffices to show that Inc(P ) can be partitioned into 12 reversible sets. We will show that I 1 can be partitioned into 4 reversible sets and I 2 can be partitioned into 8 reversible sets.
For every pair (x, y) ∈ Inc(P ), let
4.1.
Pairs of type 1. For every pair (x, y) ∈ I 1 , we define
The signature of a pair (x, y) ∈ I 1 is
For every possible signature (α, β) ∈ {1, 2} 2 , let I α,β 1 denote the set of pairs (x, y) ∈ I 1 such that σ 1 (x, y) = (α, β). We will prove that for every signature (α, β) ∈ {1, 2} 2 the set I α,β 1 is reversible in P .
We will show that we only need to consider the case (α, β) = (1, 1). Toward this goal, we first show that if β = 2, then in the dual poset P d every pair in (I α,β 1 ) −1 is a pair of type 1 with signature (3 − α, 1). Since the set I α,β 1 is reversible in P if and only if (I α,β 1 ) −1 is reversible in P d , this will imply that we only need to consider the case β = 1. Suppose that β = 2. For every pair (x, y) ∈ I α,β 1 we have U P (x) ∩ Y (x, y) = ∅, and thus, since (x, y) ∈ I 1 , D P (y) ∩ Y (x, y) = ∅. Since D P (y) = U P d (y), this implies that in P d with the same series-parallel decomposition, the pair (y, x) is of type 1 and β(y, x) = 1. Obviously, α(y, x) = 3 − α(x, y) for every (x, y) ∈ Inc(P ). Hence indeed every pair from (I α,β 1 ) −1 has signature (3 − α, 1) in P d . Thus, after possibly replacing P with its dual, we may assume that β = 1.
We may also assume that α = 1, since after reversing the order of children of all internal nodes of T and after swapping the sinks and the sources, the signature of all pairs in I α,β 1 changes to (3 − α, β). Therefore, it is enough to show that the set I 1,1 1 is reversible. Suppose to the contrary that I 1,1 1 is not reversible. By Observation 3, there is an alternating cycle {(x i , y i ) : 1 ≤ i ≤ n} in P with all pairs from the set I 1,1 1 . Without loss of generality, we may assume that w(y 1 ) ≤ in w(y i ) for i ∈ {1, . . . , n}. Since U (x 1 ) ∩ Y (x 1 , y 1 ) = ∅, we have x 1 ∈ Y (x 1 , y 1 ), so w(x 1 , y 1 ) < w(x 1 ) in T , and thus (w(x 1 , y 1 )) ≤ w(x 1 ) in T because α(x 1 , y 1 ) = 1. Let Q be a covering chain from x 1 to y 2 . We have x 1 ∈ V (G (w(x 1 ,y 1 )) ), and Q ∩ {s (w(x 1 ,y 1 )) , t (w(x 1 ,y 1 )) } = ∅, since β(x 1 , y 1 ) = 1. Hence, by Lemma 4, we have y 2 ∈ V (G (w(x 1 ,y 1 )) ) \ {s (w(x 1 ,y 1 )) , t (w(x 1 ,y 1 )) }. This means w(y 2 ) < in w(x 1 , y 1 ) ≤ in w(y 1 ), which contradicts the assumption that w(y 1 ) ≤ in w(y i ) for i ∈ {1, . . . , n}. This completes the proof that the set I α,β We aim to show that for every signature (α, γ, δ), the set I α,γ,δ 2 is reversible. We show that it is enough to prove this for the signature (1, 1, 1) . First we show that if γ = 2, then in the dual poset P d every pair in (I α,γ,δ 1 ) −1 is a pair of type 2 with signature (3−α, 1, 3−δ). Since the set I α,γ,δ 1 is reversible in P if and only if (I α,γ,δ 1 ) −1 is reversible in P d , this will imply that we only need to consider the case γ = 1. Suppose that γ = 2. Let (x, y) ∈ I α,γ,δ 1 . We have U P (x) ∩ Y (x, y) = ∅ and D P (y) ∩ Y (x, y) = ∅. Since U P d (y) = D P (y) and D P d (x) = U P (x), the pair (y, x) is of type 2 in P d . By Claim 6, there is no node u such that u ≤ w(x, y) and {s u , t u } ⊆ D P (y). Since U P d (y) = D P (y), this implies in the dual P d we have γ(y, x) = 1. Moreover, α(y, x) = 3 − α, and in the dual we have δ(y, x) = 3 − δ. This implies that the signature of (y, x) in P d is (3 − α, 1, 3 − δ), Thus, after possibly replacing P with its dual, we may assume γ = 1.
Next we show that we can also assume α = δ. Suppose α = δ. By definition of σ 2 (x, y), for every (x, y) ∈ I α,γ,δ 2 , the node w(x, y) is a P-node. After changing the order of children of all P-nodes of T , the signature of the pair (x, y) changes to (3 − α, γ, δ), since γ(x, y) and δ(x, y) do not depend on the order of children in the tree when w(x, y) is a P-node. Hence, we may assume that α = δ.
Finally, if α = δ = 2, then after reversing the order of children of all internal nodes of T and after swapping the sinks and the sources, the signature of all pairs in I α,γ,δ 2 changes to (3 − α, γ, 3 − δ). Therefore, we may assume that (α, γ, δ) = (1, 1, 1) .
Before we dive into proving reversibility of I 1,1,1 2 , we prove the following claim about pairs in that set.
Claim 7. Let (x, y) and (x , y ) be two pairs such that α(x, y) = α(x , y ) = 1, δ(x, y) = δ(x , y ) = 1 and w(x, y) < in w(x , y ), and let Q be a covering chain from x to y .
(1) There exist a node u ∈ {w(x, y), (w(x, y)), r(w(x, y))} such that Q∩{s u , t u } = {s u }.
(2) There exists a node u ∈ {w(x , y ), (w(x , y )), r(w(x , y ))} such that Q∩{s u , t u } = {t u }. Proof. For the proof of (1), we break the argument into three cases.
Case 1: Suppose that t w(x,y) ∈ D(y) and w(x, y) ≤ w(x , y ) in T . In this case we let u = r(w(x, y)). Since w(x, y) < in w(x , y ), we have r(w(x, y)) ≤ w(x , y ) in T . Hence y ∈ V (G u ), and since α(x, y)
Case 2: Suppose that t w(x,y) ∈ D(y) and w(x, y) ≤ w(x , y ) in T . In this case we let u = w(x, y). We claim that u ≤ w(y ) in T .
Toward a contradiction, suppose that w(x, y) ≤ w(y ) in T . In such case we have w(x , y ) = w(y ), because w(x, y) ≤ w(x , y ) in T . Since α(x , y ) = 1, we have r(w(x , y )) ≤ w(y ) in T . Since w(x, y) ≤ w(y ), this implies the nodes w(x, y) and r(w(x , y )) are comparable in T . But in the considered case we have w(x, y) ≤ w(x , y ) in T , so w(x, y) < r(w(x , y )). Hence, r(w(x , y )) ≤ w(x, y) in T , and thus w(x , y ) < in w(x, y), which is a contradiction. Therefore indeed u ≤ w(y ) in T .
We have x ∈ V (G u ), and since u ≤ w(y ), we have y ∈ V (G u ) \ {s u , t u }. By Lemma 4, we have Q ∩ {s u , t u } = ∅. However, t u = t w(x,y) ∈ D(y). Since (x, y) ∈ Inc(P ), this implies Q ∩ {s u , t u } = {s u }, as required.
Case 3: Suppose that t w(x,y) ∈ D(y). In this case we let u = (w(x, y)). Since δ(x, y) = 1 and t w(x,y) ∈ D(y), w(x, y) is an S-node. We have (x, y) ∈ I 2 and α(x, y) = 1. By Lemma 4, D(y) ∩ {s r(w(x,y)) , t r(w(x,y)) } = ∅, Thus m w(x,y) = s r(w(x,y)) ∈ D(y), since t r(w(x,y)) = t w(x,y) .
We have w(x, y) < in w(x , y ), and since α(x , y ) = 1, we have w(x , y ) ≤ in w(y ). Hence w(x, y) < in w(y ). This implies (w(x, y)) ≤ w(y ) in T . Therefore y ∈ V (G u ) \ {s u , t u }. Since α(x, y) = 1, we have x ∈ V (G u ). By Lemma 4, Q ∩ {s u , t u } = ∅. However, t u = m w(x,y) ∈ D(y). Since (x, y) ∈ Inc(P ), this implies Q ∩ {s u , t u } = {s u }. This completes the proof of (1).
We show that the proof of (2) follows from (1) . Consider the dual poset P d with the series-parallel decomposition obtained by reversing the order of children in T and swapping the sinks and the sources in the whole decomposition. There, the pairs (y , x ) and (y, x) satisfy α(y , x ) = α(y, x) = 1 and δ(y , x ) = δ(y, x) = 1, we have w(y , x ) < in w(y, x), and Q is a covering chain from y to x. Hence, by (1) there exists a node u ∈ {w(y , x ), r(w(y , x )), (w(y , x ))} such that Q ∩ {t u , s u } = {t u }, as claimed.
For the proof of (3), suppose toward a contradiction that u and u are incomparable in T and u < in u. We have r(u ∧ u ) ≤ u and (u ∧ u ) ≤ u in T . Since w(x, y) is either u or its parent, we have u ∧ u ≤ in w(x, y), and since w(x , y ) is either u or its parent, we have w(x , y ) ≤ in u ∧ u . Thus w(x , y ) ≤ in w(x, y), which is a contradiction.
We proceed to the proof that I Proof. Suppose to the contrary that all nodes w(x i , y i ) for i ∈ {1, . . . , n} are the same node w. We break the argument into two cases based on the type of the node w.
Case 1: Suppose that w is a P-node. Let Q be a covering chain from x 1 to y 2 . Since α(x i , y i ) = 1 for i ∈ {1, 2}, we have x 1 ∈ V (G (w) ) and
The node w is a P-node, so either s w ∈ Q, or t w ∈ Q. If s w ∈ Q, then Q ∩ U (x 2 ) = ∅, since δ(x 2 , y 2 ) = 1. This contradicts (x 2 , y 2 ) ∈ Inc(P ). Similarly, if t w ∈ Q, then Q ∩ D(y 1 ) = ∅, since δ(x 1 , y 1 ) = 1. This contradicts (x 1 , y 1 ) ∈ Inc(P ).
Case 2: Suppose that w is an S-node. For i ∈ {1, 2}, let Q i be a covering chain from x i to y i+1 . Since (x 2 , y 2 ) ∈ Inc(P ), the chains Q 1 and Q 2 are disjoint. Hence at most one of the chains contains m w . Let i ∈ {1, 2} be such that m w ∈ Q i . Since α(x i , y i ) = 1, we have x i ∈ V (G (w) ) and y i ∈ V (G r(w) ). By Lemma 4, Q i ∩ {s (w) , t (w) } = ∅ and Q i ∩ {s r(w) , t r(w) } = ∅. Hence {s w , t w } ⊆ U (x i ), which contradicts γ(x i , y i ) = 1.
Without loss of generality, we may assume that w(x 1 , y 1 ) ≤ in w(x i , y i ) for i ∈ {1, . . . , n}.
By Claim 8, we may also assume that w(x 1 , y 1 ) < in w(x 2 , y 2 ).
Let Q be a covering chain from x 1 to y 2 . By Claim 7, there exist nodes u 1 and u 2 such that for i ∈ {1, 2}, the node u i is either the node w(x i , y i ) or one of its children, Q ∩ {s u 1 , t u 1 } = {s u 1 }, Q∩{s u 2 , t u 2 } = {s u 2 }, and either u 1 and u 2 are comparable in T or u 1 ≤ in u 2 . Hence, by Lemma 5, there exists a node v on the path from u 1 to u 2 in T such that {s v , t v } ⊆ U (x 1 ). Since t u 1 ∈ Q and s u 2 ∈ Q, we have v ∈ {u 1 , u 2 }. Hence either v < u 1 , or v < u 2 in T . For i ∈ {1, 2}, u i is the node w(x i , y i ) or one of its children, so either v ≤ w(x 1 , y 1 ), or v ≤ w(x 2 , y 2 ) in T . If v ≤ w(x 1 , y 1 ), then {s v , t v } ⊆ U (x 1 ) contradicts γ(x 1 , y 1 ) = 1. Hence we may assume that we have v ≤ w(x 1 , y 1 ) and v ≤ w(x 2 , y 2 ) in T .
Claim 9. For every i ∈ {1, . . . , n}, we have v ≤ w(x i , y i ) in T .
Proof. To prove the claim it is enough to show that for every i ∈ {2, . . . , n}, if v ≤ w(x i , y i ) in T , then v ≤ w(x i+1 , y i+1 ) in T . Let i ∈ {2, . . . , n} and suppose that v ≤ w(x i , y i ). Let Q be a covering chain from x i to y i+1 . By strictness of the alternating cycle we have Q ∩ U (x 1 ) = ∅, so Q ∩ {s v , t v } = ∅. Hence, by Lemma 4, we have v ≤ w(y i+1 ) in T . Since (x i+1 , y i+1 ) ∈ I 2 , D(y i+1 ) ∩ Y (x i+1 , y i+1 ) = ∅. Let z ∈ D(y i+1 ) ∩ Y (x i+1 , y i+1 ) and let Q be a covering chain from z to y i+1 . Again, by strictness of the alternating cycle we have Q ∩ {s v , t v } = ∅, so by Lemma 4, v ≤ w(z) in T . Hence v ≤ w(z) ≤ w(x i+1 , y i+1 ) in T , as required. This completes the proof of claim.
By Claim 9, we have v ≤ w(x 1 , y 1 ) in T , which contradicts our assumption that v ≤ w(x 1 , y 1 ). The obtained contradiction completes the proof that each set I α,β,γ 2 is reversible. Hence the proof of Theorem 1 is complete.
