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Chairperson: Dr. Rebecca Bendick 
 
Earth’s surface is constantly being stressed and deformed by countless dynamic processes 
that operate across a vast number of time and spatial scales. In this dissertation, I use geodetic 
observations in combination with time series analysis, basic numerical modeling, and a number 
of statistical tools to investigate the sources loading and observable deformation of earth’s 
surface and their relation to seismic activity. 
In Central Asia, compressive stresses resulting from the collision of the Indian 
subcontinent and Eurasia have created a tectonically complex region that includes the best 
present-day example of ongoing subduction of continental lithosphere. Here, continental Eurasia 
is actively underthrusting the northern edge of the Pamir. Crustal faults that accommodate 
significant modern-day deformation can be linked to the southward dipping portion of a 
geometrically complex S-shaped intermediate depth seismogenic zone. To the west, beneath the 
Hindu Kush, this seismogenic zone dips steeply to the north and has not been linked to any 
crustal structure. Due to this it is often associated with down going Indian material. Using GPS 
time series from Central Asia, I show that localized shortening is not present on any active India-
Hindu Kush crustal boundary, and that crustal convergence between India and Eurasia in Central 
Asia is absorbed primarily on the northern and western margins of the Pamir. This is consistent 
with one geometrically complex interface between subducting Asian lithosphere and the Pamir. 
This interface might curve westward such that the Hindu Kush seismic zone is a continuation of 
the Pamir seismic zone, or Hindu Kush earthquakes may occur in convectively unstable mantle 
lithosphere mechanically detached from surface faults. 
Hydrologic processes have been shown to influence seismic productivity in many regions 
around the world, especially on active plate boundaries where tectonic forces are sufficient to 
critically stress the crust. To examine the influence of seasonal hydrologic loading on seismicity 
in intraplate regions and probe the regional crustal state of stress, we investigate temporal 
patterns of seismic productivity in the northern Rocky Mountains of Montana and Idaho. This is 
combined with analysis of GPS and SNOTEL time series. We find that temporal patterns in 
seismicity exist, with elevated productivity in December and January, and reduced productivity 
in June and July. We also find that seismicity is temporally correlated with the highest 
hydrologic loading rates as opposed to peak load, consistent with rate and state models of fault 
behavior for faults in critically stressed domains. However, we cannot distinguish between high 
hydrologic stress rates or pore pressure increases at seismogenic depths (~6 to 12 km) lagging ~6 
months after peak snowmelt.  
A feature universal to earthquake catalogs is the presence of independent and dependent 
events, that mainshocks, aftershocks, and foreshocks. Many studies of seismicity require the 
determination of dependent independent events (i.e. declustering) for investigations of 
background seismicity, earthquake hazards, and earthquake cluster analysis. While many 
declustering algorithms exist, choice of algorithm is often arbitrary. To address this issue, I 
compare the results of the four most commonly used declustering algorithms in four geologically 
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Chapter 1: Overview 
1.1 Introduction 
1.1.1 Earth Deformation Across Scales: 
 As a whole, the earth is a constantly changing dynamic system in which multiple 
processes are always at work deforming the earth’s surface in minute but measurable ways. 
Deformation occurs across a number of timescales, from geologic processes that operate over 
millions of years to annual and daily redistributions of mass loads to the seconds of an 
earthquake rupture. While deformation is directly linked to stresses imposed on the deforming 
material, in viscoelastic bodies such as the earth (Peltier, 1974; Yuen & Peltier, 1982), both the 
timescales over which these stresses act as well as their spatial distribution and magnitude 
complicate the character of deformation.  
 Deformation of the surface of the earth is measured in terms of strain (!). In the simplest 
terms, one-dimensional uniaxial strain is the ratio of the change in length of an object and its 
original length and is directly related to the stresses applied to an object. For an elastically 






For deformation of a viscous Newtonian fluid under deviatoric normal stress " with a viscosity 






As the total strain or strain rate on an idealized viscoelastic Maxwell body is the sum of the 















where !"!#  is the stressing rate. From equation (1.3), it is easy to see how timescales play a role in 
the character of deformation. In the limit as t becomes large (over long timescales) with constant 
", the integral of !$!# becomes large and the elastic term negligible, resulting in strain dominated 
by viscous deformation. In the limit as t becomes very small (short timescales), the integral of !$!# 
becomes comparatively small and the elastic term dominates. As a result, deformation over 
timescales on the order of 105-107 years is often approximated as Newtonian or power-law flow, 
and deformation over timescales on the order of 10-1-101 
is approximated as linear elastic (Turcotte & Schubert, 
2014). At intermediate times, both terms must be 
included. This simple Maxwell material model is often 
described as a spring and dashpot in series (Figure 1.1). Under constant stress, the dashpot 
responds to maintain constant stress, maintaining static strain on the spring. Under an 
instantaneous static stress, there is an instantaneous response only in the spring, but over time the 
spring transfers stress to the dashpot relaxing the spring and producing a permanent strain. Other 
more complicated material models of various configurations springs and dashpots in series and 
parallel (i.e. Burger’s Bodies, Kelvin-Voigt materials, etc.) are used to represent additional linear 
or nonlinear combinations of constitutive viscoelastic relations. 
Over long timescales, hundreds of thousands of years or longer, the state of stress of the 
earth is largely controlled by tectonic forces. One of the earliest formulations of plate tectonics, 
Figure 1.1 An idealized spring 
and dashpot representing a 




the Wilson Cycle (Wilson, 1968), describes a process starting with the rifting of continents and 
the formation of new oceanic crust, and ending with continental collision and the formation of 
cratons, providing a basic framework under which we began to build our understanding of plate 
tectonics and how the earth deforms over geologic time. However, the Wilson Cycle represents a 
simplistic understanding of planetary-scale processes. Surface deformation does not only occur 
due to tectonic stresses near plate boundaries. Instead, intraplate crust is often subject to 
significant internal deformation as a result of both far field tectonic stresses (e.g. Tapponnier & 
Molnar, 1979) and internal body forces (e.g. Flesch et al., 2000; Schmeelk et al., 2017) such as 
gravitational potential energy. These modes of deformation, controlled by continent scale 
processes occurring over millions of years, are viscous in nature and often approximated as 
steady state and plastic, as changes in deformation rates are largely undetectable over physically 
observable time scales. 
As timescales of deformation grow shorter, earth’s response to loading becomes 
increasingly dominated by the elastic term of equation (1.3). For deformation timescales on the 
order of tens of thousands of years, earth’s response is both viscous and elastic. For example, 
isostatic rebound from the last ice age has yielded modern day uplift of the surface in some arctic 
regions as viscous mantle and lower lithosphere displaced by the mass of the ice sheets is slowly 
flowing back following the melting of the ice sheets (Ekman & Mäkinen, 1996; Larson & Van 
Dam, 2000). Meanwhile, an elastic response of the earth has been observed and attributed to ice 
loss over several years from the Greenland ice sheet (Khan et al., 2007), as the ice load causing 
plate flexure is removed. For yearly and shorter timescales, the viscous term of equation (1.3) 
becomes negligible. Responses related to redistribution of hydrologic mass loads by the water 




linked to seasonal changes in regional climates (Dill & Dobslaw, 2013; Johnson et al., 2017b) 
are almost entirely elastic. Similarly, shorter perturbations, on the order of days, have been 
observed from both hydrologic and atmospheric loads due to individual weather systems (e.g. 
Milliner et al., 2018). Lastly, perturbations of both oceanic and earth tides excite significant 
elastic deformation of the earth over periods of days to hours (e.g. Martens et al., 2016; Sato et 
al., 2008; Wahr, 1981).  
At the shortest timescales, deformation of the earth’s surface occurs over seconds in the 
form of an earthquake rupture. While the actual rupture is brittle deformation that occurs once 
the elastic threshold of a fault plane is exceeded, the immediate response of the earth on either 
side of the rupture is dominated by the elastic response (Kanamori & Brodsky, 2004). In 
contrast, postseismic deformation in the months to years following a large event exhibits 
comparable viscous and elastic responses (e.g. Diao et al., 2013; Klein et al., 2016). The viscous 
term is primarily attributed to relaxation of the ductile asthenosphere in response to a stress 
change from an earthquake and occurs over large spatial scales (e.g. Reilinger, 1986). The elastic 
term is attributed to afterslip, or the elastic deformation resulting from a number causally related 
events (i.e. aftershocks and dependent slow slip events) (Perfettini & Avouac, 2004).  
 
1.1.2 Principal Stress Orientations and Deformation 
The state of stress in the crust is often represented in terms of principal stress orientations. 
The summation of all stresses within the crust (i.e. the stress tensor) can be fully described by 
three different measures of stress in three dimensions, all oriented orthogonal to each other, 
called the principal stresses. The stresses ("%, "&, and "') are all referred to in terms of their 




intermediate stress, and "' representing the smallest stress. An important thing to note is that for 
geologic applications, values of stress are always positive when compressional and negative 
when extensional.  
Under typical Andersonian fault geometry 
(Anderson, 1905), a specific orientation of the 
principal stresses are likely to yield specific 
orientations of faults in previously unfractured 
rock (Figure 1.2). When the largest principal 
stress ("%) is oriented in the plane of the crust, 
and the smallest principal stress ("') is oriented 
vertically, thrust (or reverse) faults are 
preferred with the strike of the fault oriented 
normal to "% (Figure 1.2a). When "% is 
oriented vertically and "' is in the plane of the 
crust, normal faulting is preferred with the 
strike of the fault oriented normal to "' (Figure 
1.2b). Lastly, when "% and "' are both within 
the plane of the crust, strike-slip (or transform) faults are preferred with the strike of the fault 
most closely aligned with "% (Figure 1.2c). It is important to note that these are the generally 
preferred fault orientations in unfractured rock. Often, previously existing planes of weakness, 
old fault planes for example, can rupture even though their orientation is imperfect under the 
regional stress conditions (e.g. Célérier, 2008). While the large-scale patterns of deformation and 
seismicity are primarily governed by the background orientations of stress generated by tectonic 
Figure 1.2. Preferred fault orientations under 
Andersonian geometry. 1.2A) Reverse or 
thrust faults. 1.2B) Normal faults. 1.2C) 




processes, these are only contributions to the overall state of stress. Principal stress orientations 
in the crust are not constant and are often perturbed by short-term elastic processes. These 
perturbations, depending on the orientations of both the stress perturbation and the background 
stresses, can influence the timing and manner of fault ruptures and deformation. 
 
1.1.3 Measuring Deformation through GPS  
The development of space-based geodetic methods of monitoring earth deformation has 
allowed us to not only measure steady-state motion of the crust, including both plate motions and 
intraplate deformation, but has enabled the investigation of the more subtle modes of earth 
deformation that are not discernable from the rock record. Global Navigation Satellite Systems 
(GNSS) provide the capability to determine precise locations on earth’s surface, as well as the 
movement of fixed monuments over time. Throughout this dissertation, I will be using the 
United States-operated Global Positioning System (GPS), though other satellite systems exist 
(e.g. GLONASS, BeiDou, Galileo), and can be used for similar purposes. 
For a user, GPS consists of two main types of equipment: space-based (satellites) and 
ground-based (receivers and antennas). The space-based satellites exist in a constellation over 
the earth that is designed so that any receiver can receive broadcasts from multiple satellites at 
any given time, though a minimum of four ‘visible’ satellites and a clock correction is required 
to triangulate a position, with additional visible satellites increasing accuracy. Each satellite 
contains an atomic clock that keeps precise time which is constantly broadcast to the ground, 
along with the satellite’s ephemeris, or orbital trajectory around the earth. Using the precise time 
received from each satellite and the speed of light, the receiver can calculate the range 




visible satellite. When a receiver calculates the ranges from multiple satellites at the same time, 
all will have the same receiver clock-related error and are referred to as pseudoranges. With 
pseudoranges from at least four satellites, a rough estimate of position and receiver clock error 
can be found through trilateration (e.g. Hager et al., 1991). While this position estimate is 
typically sufficient for basic navigational purposes, in order to measure all modes of surface 
deformation, GPS position estimates require millimeter to sub-millimeter level accuracy.  
This is achieved by leveraging precise orbital information of all satellites within the GPS 
constellation, observations of visible satellites at each station and their respective pseudoranges 
every few seconds, as well as all respective observational errors and errors due to charged 
particles in the atmosphere (i.e. ionospheric and tropospheric delays). Several different 
processing schemes and software packages exist to do this including, two of the most common 
used for research are GAMIT/GLOBK (Herring, Floyd, et al., 2015; Herring, King, et al., 2015) 
and GipsyX (Bertiger et al., 2020). While these processing schemes have many differences, the 
largest is in the use of double differencing (DD) by GAMIT/GLOBK and the use of precise point 
positioning (PPP) by GipsyX. While the GAMIT/GLOBK double differencing algorithms works 
to remove receiver clock errors as well as generate and constrain relative baselines between all 
stations, it requires multiple stations in a regional network to operate at the same time and be 
processed together (Herring, King, et al., 2015). In contrast, precise point positioning algorithms 
(e.g. GipsyX), employs dual frequency pseudorange and carrier phase observables to calculate 
position and does not require a regional network of stations (Bertiger et al., 2020; Héroux & 
Kouba, 2001). Regardless, both processing schemes result in a time series for position estimates 
of each station. All GPS processing done for this dissertation was conducted using the 





1.2 Background: Data and Analysis  
1.2.1 GPS Time Series and Analysis 
GPS-derived time series are measurements of position in 3D space through time and 
represent the sum of all modes of deformation that displace a GPS monument. Depending on the 
aim of a study, careful attention must be paid to remove or minimize all unwanted signals 
observable in the time series. While complications exist, geodetically derived time series can be 
approximated by equation (1.4) (Yuan et al., 2008). 






+ 7( 							(1.4) 
The first term (a) represents the average position, or geodetic coordinates of the station. The 
second term (b) represents long-term deformation, that is the steady state movement of the 
station through time that is commonly used for studies of tectonic motion. The third term is a 
summation of all harmonic modes of deformation recorded by a GPS station, which includes 
displacements related to seasonal loads, ocean tidal loads, earth tides, and some atmospheric 
loads. All harmonic modes present in GPS-derived time series represent elastic deformation of 
the earth over relatively short timescales (i.e. days to years). The fourth term is the combination 
of offsets from earthquakes that may have occurred near the GPS station, each represented as a 
Heaviside step function with the step occurring in the time spanning immediately before and 
after an earthquake, representing brittle deformation of earth on timescales on the order of 
seconds. This term can also represent non-physical offsets due to station maintenance and 
equipment changes. The final term represents noise, which may or may not include physical 




are not explicitly included in this equation, but are commonly observed in many GPS time series 
where volcanic-related deformation is present (e.g. Chang et al., 2010; Metzger et al., 2011), 
after large earthquakes where there is significant post-seismic deformation (e.g. Diao et al., 
2013; Reilinger, 1986), or where there are slow-slip events (e.g. Wallace and Beavan, 2010).  
While raw GPS-derived time series will contain all of these signals, the desired signal(s) 
are isolated during post-processing. This processing involves the removal of modeled 
displacements as well as extracting or removing best-fit signals within the time series. Modeled 
displacements often include those induced by well-defined harmonic variations in loading, such 
as ocean tidal loading (Lyard et al., 2006) and earth tides (Wahr, 1981), as well as the less well-
defined atmospheric loads (Dill & Dobslaw, 2013). Best-fit trends are often removed to serve 
specific purposes such as removing steady state deformation from a time series to not obscure 
transient or seasonal signals, or analyzed by themselves to investigate tectonic motions. 
Additionally, by leveraging the primary direction of loading certain signals can be amplified. For 
example, while all loading of the Earth’s surface can deform it in three dimensions, the largest 
deformation from mass loads is in the vertical direction. Similarly, horizontal deformation is the 
most strongly influenced by long-term steady state tectonic loading.  
 
1.2.2 Seismicity and Earthquake Catalogs 
Throughout this dissertation, I also make significant use of earthquake catalogs sourced 
from publicly available databases such as the United States Geological Survey (USGS) and the 
Japanese Meteorological Agency (JMA) (https://earthquake.usgs.gov/earthquakes/search/, 
https://www.data.jma.go.jp/svd/eqev/data/bulletin/hypo_e.html). These catalogs include: the 




catalogs, quality control must be implemented to ensure a catalog contains characteristic regional 
seismicity and is free from observational artifacts. This entails estimating the Gutenberg-Richter 
(GR) parameters and the completeness magnitude of an earthquake catalog (Gutenberg & 
Richter, 1956), as well as declustering. The GR parameters represent the empirical relation 
between the magnitude of earthquakes and how frequently they occur, and is described by 
equation (1.5), where N is the total number of earthquakes expected of a given magnitude M.  
@ = 10./01 							(1.5) 
The constants a and b are empirically derived values that represent the total seismicity rate of a 
given region and the ratio of large events to small events, respectively. Generally, the b-value is 
close to 1.0 in actively deforming plate boundary regions, and between 0.7-0.9 in intraplate 
regions (e.g. Costain, 2008; McMahon et al., 2019). The magnitude of completeness is the lowest 
magnitude at which the GR relation holds, below which the observational capacity of a seismic 
network is assumed insufficient to record all events.  
Another feature common to all earthquake catalogs is clustering of dependent events in 
space and time immediately prior to or following a large-magnitude earthquake (Omori, 1894; 
Utsu & Ogata, 1995). While independent events are often assumed to be primarily caused by 
long-term tectonic loading, dependent events (i.e. foreshocks and aftershocks) are earthquakes 
that are triggered by the dynamic and static stress changes originating from an independent 
mainshock (Van Stiphout et al., 2012). Thus, declustering of an earthquake catalog to accurately 
estimate background seismicity is necessary for both earthquake hazards analysis and 






1.2.3 Model Selection and Statistical Tools 
Due to the complexity and natural variability of earth systems, the results of any given 
study or technique, especially those employing numerical modeling, are often non-unique 
(Oreskes et al., 1994). Attention must be paid to avoid over-fitting observations with needlessly 
complex models that represent the data well but may not approximate the real world, especially 
when data points are irregularly distributed in space. Lastly, from observations alone, the 
difference between actual phenomena and noise can be difficult to determine. In an effort to 
mitigate these issues a number of statistical tools are used throughout this dissertation to test and 
compare the viability of various models, as well as confirm that our results are not from 
variability inherent within the system.  
For the purposes of model selection, I use the Akaike Information Criterion (AIC) which 
compares the parsimoniousness of related models by penalizing both misfit to observations and 
increasing numbers of free parameters (Akaike, 1974). In this way, the AIC serves as a means to 
ensure that a preferred model is not one that has minimal errors due to overfitting of the data. To 
verify that observations are not due to a conflation of signal and noise, I use bootstrapping to 
confirm that observed signals are well represented in resampled observations, and Monte Carlo 
methods to ensure that the observations differ from the expected null hypothesis. Lastly, I also 
make use of basic statistical tools, such as Pearson’s correlations, cross correlations, and tests of 
significance to fully characterize patterns and observed similarities in different data types. 
 
1.3 Overview of Contents 
 In this dissertation, I investigate the influence of tectonic and seasonal loading on 




investigate spatial patterns of crustal deformation observed by GPS through block modeling and 
statistical analyses, linking intraplate intermediate depth seismicity of unknown origin with 
likely source material. In chapter 3, I focus on the modulation of seismic activity in the Northern 
Rocky Mountains by seasonal snow loading. Lastly, in an attempt to answer questions 
encountered in chapter 3, chapter 4 is a comparative analysis of four commonly used 
declustering algorithms as well as an exploration of the problems inherent in such algorithms. 
The works presented in chapters 2 and 3 have been published in Geophysical Research Letters 
(Perry et al., 2019; Perry & Bendick, 2021), while the work presented in chapter 4 is nearing 
readiness for submission.   
 
1.3.1 Tectonics and Continental Collision  
The Pamir and Hindu Kush mountain ranges, located the northwestern syntaxis of the 
India Eurasian convergence, host the only example of subduction that has been initiated and 
sustained entirely within continental lithosphere (Burtman & Molnar, 1993; Kufner et al., 2016; 
Pegler & Das, 1998; Schneider et al., 2013; Sippl et al., 2013), which is typically believed to be 
too buoyant to subduct, no matter its age (e.g Mckenzie, 1969). Beneath the Hindu Kush and 
Pamir ranges, there is an s-shaped intermediate depth seismogenic zone that dips shallowly to the 
south beneath the Pamir, and steeply to the north beneath the Hindu Kush (Sippl et al., 2013)  
(Figure 1.3), both regions are separated by a large gap in seismic activity below ~100km (Sippl 
et al., 2013) (Figure 1.3). The Pamir portion of the seismogenic zone has multiple threads of 




Pamir. This includes a 
tomographically inferred 
high velocity anomaly that 
is well correlated with an 
intermediate depth 
seismogenic zone (e.g. 
Schneider et al., 2013), 
and can be smoothly 
extrapolated to a crustal 
seismogenic zone and the 
Main Pamir Thrust 
(MPT). Additionally, 
geodetic observations 
across the MPT show 
convergence on the order 
of ~15 mm/yr (e.g. Ischuk 
et al., 2013; A. Zubovich 
et al., 2016). In contrast, 
the Hindu Kush 
seismogenic zone and related velocity anomaly (e.g. Kufner et al., 2016; Sippl et al., 2013), are 
not clearly correlated with a crustal structure. Furthermore, until recently the region in and south 
of the Hindu Kush has lacked modern measurements of surface deformation. Lacking constraints 
on tectonic motion, the Hindu Kush seismogenic zone has been variously assigned to different 
Figure 1.3. Map view of the study region. Major geologic features and 
key cities are labeled. Earthquakes, from the USGS catalog, are plotted as 
small circles and colored by depth. Mapped faults from Mohadjer et al., 




source material including Eurasian lithosphere (e.g. Sippl et al., 2013), Indian lithosphere (e.g. 
Kufner et al., 2016; Pegler & Das, 1998), or a foundering blob of lower crustal material 
analogous to the interpretations of the Vrancea seismic zone beneath the Carpathians (Houseman 
& Gemmer, 2007; Lorinczi & Houseman, 2009). 
In chapter 2, I present results from a project that involved processing new geodetic data 
from Afghanistan and Tajikistan in conjunction with observations from the larger region using 
GAMIT/GLOBK (Herring, King, et al., 2015). This is combined with relatively simple 
numerical modeling of block motion (i.e. Mccaffrey, 2009) and a comparison of the favorability 
of different block models using the Akaike Information Criterion (Akaike, 1974). Through this, 
we evaluate the validity of end-member models of large-scale tectonic geometry.  
 
1.3.2 Seasonal Seismicity 
 In many regions around the world, the interaction of the water cycle and seismicity has 
been well documented (e.g. Bettinelli et al., 2008; Bollinger et al., 2007; Heki, 2003; Johnson et 
al., 2017; Saar & Manga, 2003). This interaction generally takes one of two forms: loading of 
snow or water on the surface of the earth perturbing the state of stress in the crust and either 
increasing or decreasing the likelihood of an earthquake occurring by varying normal and shear 
stresses on fault planes (e.g. Bettinelli et al., 2008; Heki, 2003; Johnson et al., 2017; Xue et al., 
2020), or increases in pore pressure within the crust decreasing the effective normal stress on 
fault planes and increasing the likelihood of an earthquake to occur (e.g. Christiansen et al., 
2005; Johnson et al., 2020; Saar & Manga, 2003). Most studies of such interactions have taken 
place on or near plate boundaries, where the background stressing from tectonic activity is 




fewer similar studies, largely due to their aseismic nature. Similarly, the nature of stress in 
intraplate crust remains ambiguous. While some studies have use multiple observations to imply 
that intraplate crust is critically stressed (e.g. Zoback et al., 2002; Zoback & Townend, 2001), in 
situ measurements remain sparse (Heidbach et al., 2016) preventing full characterization of the 
strength of intraplate seismogenic crust.  
In chapter 3, an analysis of GPS time series, snowpack telemetry (SNOTEL) snow water 
equivalent (SWE) time series, and declustered earthquake catalogs, is used to investigate links 
between seasonal snow load in the northern Rocky Mountains of Montana and Idaho and 
regional seismic productivity. Here, a combination of statistical methods that include Pearson’s 
correlations, cross correlations, rank-based tests of stochastic dominance (i.e. the Kruskal-Wallis 
test (Kruskal, 1952)), bootstrapping, and Monte Carlo tests, are used to quantify statistical 
significance of seasonal modulation of regional seismicity. In doing so, I am also able to probe 
the nature of the regional state of stress in an intraplate setting. 
 
1.3.3 Declustering 
 All earthquake catalogs contain groups of events that are clustered in both space and 
time. The events within these earthquake clusters can, theoretically, be classified as either 
independent or dependent events. Independent events (i.e. mainshocks) are caused by 
background stress conditions and are typically the largest event within a cluster when associated 
other events. By contrast, dependent events (i.e. foreshocks and aftershocks) are assumed to be 
causally related to the mainshock through the related dynamic or static stress changes (e.g. 
Husker & Brodsky, 2004; King et al., 1994; Omori, 1894). To study the underlying processes 




activity rely on declustering algorithms to remove dependent events. However, these 
declustering algorithms yield highly non-unique solutions as there is no ground truth that 
represents all truly independent events in any given earthquake catalog, thus no way to fully 
determine if any declustered catalog has been correctly declustered. This is problematic in many 
studies as the choice of declustering algorithm is often entirely arbitrary, with little concern 
given to the formulation of the algorithms and the various assumptions made, as well as the 
variations in output catalogs stemming from tunable parameters. An early assumption made 
about the nature of background seismicity is that it can be modeled by a stationary Poisson 
process (Gardner & Knopoff, 1974; Luen & Stark, 2012), and can be effectively viewed as a 
random series of events in time, though not space. This assumption, while sometimes a 
reasonable model, is not necessarily true in all locations as temporal variations in the background 
stress field from both wastewater injection (e.g. Teng & Baker, 2019; Zhai et al., 2019) and 
seasonal hydrologic forcing (e.g. Christiansen et al., 2005; Heki, 2003; Johnson et al., 2017b, 
2020) have been observed to yield temporal variations in seismic activity.  
Emerging from problems encountered in chapter 3, chapter 4 describes results from a 
comparative analysis of four commonly used declustering algorithms (i.e. Gardner & Knopoff, 
1974; Reasenberg, 1985; Zaliapin et al., 2008; Zhuang et al., 2002) in four distinct geologic 
settings: the Northern Rockies excluding Yellowstone, Yellowstone, Southern California, and 
Japan. By investigating changes in empirical parameters that describe earthquake catalogs and a 
careful analysis of changes in seismic productivity and loss of information, I describe situations 
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Key Points: 
• Crustal shortening is accommodated across the northern margins of the Pamir and Hindu 
Kush between NW Afghanistan and the Tajik Depression. 
• There is little geodetic evidence for localized crustal shortening on the south side of the 
Hindu Kush between Indian and Pamir crust. 
• Intermediate depth seismicity in the Hindu Kush cannot easily be linked to ongoing 





GPS velocities from Central Asia show that Northern Afghanistan, the Tajik Pamir, and 
northwestern Pakistan all move northward with comparable large velocities toward Eurasia. 
Steep velocity gradients, hence high strain rates, occur only across the Main Pamir Fault zone 
and with lesser magnitude between the northernmost Hindu Kush and the south and southeast 
margins of the Tajik Depression. Localized shortening is not apparent on any active India-Hindu 
Kush crustal boundary, hence crustal convergence between India and Eurasia in Central Asia is 
absorbed primarily on the northern and western margins of the Pamir. This concentrated strain 
on the Pamir margins is consistent with one, geometrically complex, interface between 
subducting Asian lithosphere and the Pamir. That interface might curve westward such that the 
Hindu Kush seismic zone is a continuation of the Pamir seismic zone, or alternatively, Hindu 
Kush earthquakes might occur in convectively unstable mantle lithosphere mechanically 
detached from surface faults. 
 
Plain Language Summary 
Using GPS measurements of surface velocities, we find that much of the relative motion between 
India and Eurasia in Central Asia is accommodated on a single crustal boundary on the north side 
of the Pamir, wrapping around the eastern and southern margins of the Tajik Depression.  
 
2.1 Introduction 
The Pamir-Hindu Kush region of Central Asia (Figure 2.1) serves as the best present-day 
example of ongoing subduction of continental lithosphere. It is interpreted as a case of initiation 
of subduction in continental materials (Hamburger et al., 1992; Burtman and Molnar, 1993; 
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Pegler and Das, 1998; 
Negredo et al., 2007; 
Schneider et al., 2013; 
Sippl et al., 2013b; 
Kufner et al., 2016), in 
contrast to the more 
common scenario where 
continental lithosphere 
follows oceanic 
lithosphere into a 
subduction zone. Because 
subduction is generally 
attributed to gravitational 
foundering of negatively 
buoyant intact lithosphere 
into the asthenosphere 
(Isacks et al., 1968), 
while continental 
lithosphere is usually 
thought to be less dense 
than the mantle regardless 
of age, such subduction is 
Figure 2.1. Map of the study area. Earthquakes below 50 km are plotted and 
colored by depth. Major faults and geographic features are labeled. Thin black 
lines represent known faults from Mohadjer et. al. (2016). Thick colored lines 
represent the progression of block modeling (Table 1). The single boundary 
model is represented by the green line, the two-boundary model adds a 
boundary south of the Hindu Kush shown by the red line. The three and four 
boundary models add further boundaries denoted by the blue and orange lines, 
respectively. Gray lines represent free slip boundaries on the boundaries of the 




unusual (McKenzie, 1969; McKenzie, 1977; Turcotte et al., 1977).  
Beneath the Pamir and the Hindu Kush, a seismogenic zone reaching to approximately 
350 km depth (Sippl et al., 2013) has several subduction features, including crustal thrust faults 
(Burtman and Molnar, 1993), localized seismicity, and a zone of high seismic wave speeds and 
low seismic attenuation extending to mantle depths (e.g. Khalturin et al., 1978; Mellors et al., 
1995; Schneider et al., 2013; Sippl et al., 2013a). The distribution of earthquake hypocenters 
below the crust is conventionally divided into two parts, a northeastern part beneath the Pamir 
and a southwestern part beneath the Hindu Kush (Figure 1), distinguished by the Pamir zone 
dipping shallowly to the south, and the Hindu Kush zone dipping nearly vertically to the north 
(Billington et al., 1977; Chatelain et al., 1980; Roecker et al., 1980, 1982; Sippl et al., 2013), 
with the two separated by a gap in hypocenters at depth. Fan et al. (1994), Kufner et al. (2016), 
and Liao et al. (2017), among others, attribute both the reversal in dip direction and the gap in 
seismicity at depth to different sources of lithosphere for each part of the seismic zone, with the 
Pamir zone of Eurasian origin and the Hindu Kush zone of Indian origin. This “two-sided” 
scenario corresponds to the 2-boundary models discussed below (model family 2). Because of 
the absence of a gap in the distribution of seismic hypocenters shallower than 80-100 km (Sippl 
et al., 2013), as well as the narrowness of the deeper gap below ~100 km depth, others interpret 
Pamir-Hindu Kush intermediate depth earthquakes as indicative of a single warped slab of 
lithosphere, of Indian (Pegler and Das, 1998) or Asian origin (Sippl et al., 2013b). The latter 
“one-sided” subduction corresponds to the 1-boundary models discussed below (model family 
1). An alternative model for the 1-boundary models allows a downgoing, intact lithospheric slab 
hosting Pamir seismicity while Hindu Kush seismicity occurs in a negatively buoyant blob of 
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mantle lithosphere, analogous to the interpretation that Houseman and Gemmer (2007) and 
Lorinczi and Houseman (2009) gave for the Vrancea zone beneath the Carpathians.  
 On the northern margin of the Pamir (Figure 2.1), geodetic (Reigber et al., 2001; 
Zubovich et al., 2010; Ischuk et al., 2013) and geologic (Nikonov et al., 1983; Burtman and 
Molnar, 1993; Strecker et al., 1995; Arrowsmith & Strecker, 1999; Cowgill, 2010) observations 
are consistent with mechanical continuity of subducted and surface lithosphere with a discrete 
interface between overriding and downgoing crust manifested as localized and persistent 
shortening at the Main Pamir Fault system. Schneider et al. (2013) show receiver functions 
interpreted as the top and bottom of Asian crust that has been subducted southward beneath the 
overriding Pamir. Several other studies find high-speed zones surrounding the intermediate-
depth earthquakes and extending deeper (e.g. Vinnik and Lukk, 1973, 1974; Mellors et al., 1991; 
Mohan and Rai, 1995; Koulakov and Sobolev, 2006; Kufner et al., 2016). Furthermore, 
northward deflections of geologic units within the Pamir relative to their continuations in 
Afghanistan and Tibet (Burtman & Molnar, 1993; Sobel et al., 2013; Cowgill, 2010) suggest 300 
km of northward displacement past the Tajik Depression and Tarim Basin. Finally, the 2015 
Murghab earthquake (Metzger et. al., 2017; Sangha et al., 2017) demonstrates ongoing thrusting 
of the Pamir northward over the Alai Valley; two moderate events in 1972 and 1982 show 
thrusting of the Hindu Kush westward over the Tajik Depression (Abers et al., 1988), while 
crustal earthquakes within the Pamir show predominantly normal and strike-slip faulting with 
east-west extension (Strecker et al., 1995). 
 In contrast to the Pamir, although the high seismic velocity anomaly beneath the Hindu 
Kush (Figure 2.1) is spatially coincident with hypocenters (Mohan and Rai, 1995; Koulakov and 
Sobolev, 2006; Negredo et al., 2007; Kufner et al. 2016), it does not project to a unique thrust 
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fault at the surface (Sippl et al., 2013a). Moreover, strain rates inferred from seismic moments at 
intermediate depth are much higher than average horizontal convergence rates at the surface 
(Zhan and Kanamori, 2016; Kufner et al., 2017).  
 
2.2 Data and Methods 
We compile data collected from 2008 to 2016 from 66 GPS stations throughout 
Tajikistan, Afghanistan, Kyrgyzstan, and Pakistan, including 32 publicly available and 9 
restricted campaign sites and 25 regional continuous sites including IGS reference stations 
(Table S1). We process these data using the GAMIT/GLOBK software package (Herring et al., 
2015) following the procedure described in Reilinger et al. (2006). GAMIT is used to calculate 
initial daily position estimates of each station. These are edited, averaged, and weighted over 
approximately two-week long intervals. GLOBK’s Kalman filter is used to estimate linear 
horizontal velocities from the position averages, incorporating a random walk noise model to 
account for systematic errors. The velocity solution is tied to the International Terrestrial 
Reference Frame 2008 (ITRF08) and then transformed into a stable Eurasian reference frame 
using the ITRF08-Eurasia angular velocity calculated by Altamimi et al. (2012)(Table S2.1).  
 Following the determination of the regional velocities, we define five families of models 
(0, 1, 2, 3, and 4) based on the number of tectonic boundaries in the study area (Figures S2.1-
S2.4). We use TDEFNODE (McCaffrey, 2009) to calculate angular velocities for rigid crustal 
domains that minimize misfit to the observed velocity field. We use the misfit calculated in 
TDEFNODE as a measure of the likelihood function of possible tectonic boundaries on the north 
margin of the Pamir, the north, east and south margins of the Tajik Depression, within the central 
Pamir, and south of the Hindu Kush (Figure 2.1). Because we only use the TDEFNODE results 
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for misfit related to the presence or absence of particular tectonic boundaries, the resulting block 
models do not necessarily describe the full regional kinematics. 
We set the specific location of boundaries using major faults in the Central Asia Fault 
Database (Mohadjer et al., 2016). Lacking detailed 3D structural information about these faults, 
we approximate them as 20° dipping fault planes for thrust faults, 45° dipping planes for normal 
faults, and near-vertical fault planes for strike-slip faults. The TDEFNODE inversions are not 
sensitive to the structural geometry (such as 3D fault shape, dip angle, or locking depth) because 
very few of the observed geodetic velocities are located within the elastic length scale of the 
block bounding faults. The 0-boundary case (model 0) corresponds to a rigid rotation of the 
whole study area; the 1-boundary case (model 1a or 1b, Figure S2.1) to convergence between 
Eurasia and India on the Main Pamir Fault and its westward extension along the Darvaz-
Karakul’ Fault; the 2-boundary case (model 2b, Figure S2.2) to convergence between Eurasia 
and the Pamir at the Main Pamir Fault and between the Pamir-Hindu Kush and India on a 
structure south of the Hindu Kush, and the 3-, and 4-boundary approximations to additional 
active boundaries on the north side of the Tajik Depression and within the central Pamir, 
respectively (Figure 1). We present alternative configurations for each number of boundaries in 
the supplement (Table S2.2; Figures S2.1-2.4). Boundaries defining the far-field edges of the 
model domain are specified for geometric simplicity rather than geologic or kinematic accuracy 
(Figure 2.1; Figures S2.1-2.4). 
 We then compare model favorability using the Akaike Information Criterion (AIC), and a 
modified version for limited observational data (AICc) (Aikake, 1974). These tools are designed 
for model selection in nonunique problems by penalizing both large misfits to data and large 
numbers of free parameters. We specifically use the least squares case of the AIC and the AICc, 
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4CD = 7EFG("H&) + 2I and 4CD2 = 4CD +
&3(35%)
)/3/%  respectively (Burnham & Anderson, 2002), 
where n is the number of GPS velocity observations, "H& is the RMS misfit determined from the 
TDEFNODE inversion, and K is the number of free parameters. K increases by 4 with each 
additional boundary in the kinematic model, because the existence of the boundary and three 
parameters defining the angular velocity of the resulting additional block are added. 
 
2.3 Kinematic Results 
The GPS velocities (Figures 2.2 and 2.3; Table S2.1) show ongoing convergence between 
India and Eurasia, with the steepest velocity gradients localized near the northern margin of the 
Pamir, consistent with other GPS results (Reigber et al., 2001; Zubovich et al., 2010; Ischuk et 
Figure 2.2. Velocity solution in a Eurasia-fixed frame with 95% confidence ellipses and regional faults from 
Mohajder et. al., (2016) in red. 2.2A) Overview of velocity solution with colored lines corresponding to 
velocity profiles (figure 3). 2.2B) Zoomed in map showing velocity observations in Northern Afghanistan.  




al., 2013; Zhou et al., 
2016). The shortening 
rate on and adjacent to 
the Main Pamir Fault 
system is 18-22 mm/yr 
(65-80% of the total 
India-Eurasia relative 
rate of 28 ± 4 mm/yr, 
measured from Karachi 
(Mohadjer et al., 
2010)), increasing along 
strike eastward (Figures 
2.2, 2.3, S2.5). 
Convergence across the 
Alai Valley, the 
topographic margin of 
the Pamir, accommodates ~15 mm/yr of this total N-S convergence across less than 50 km 
centered on or near the Main Pamir Fault (e.g. Burtman and Molnar, 1993; Ischuk et al., 2013; 
Zubovich et al., 2016; Liao et al., 2017) and Vakhsh Thrust. Between the Western Pamir and the 
Tajik Depression, there is approximately 15 mm/yr of NW-SE convergence (Figure 2.3, S2.5). 
Sites in the western Tajik Depression move with negligible velocities relative to Eurasia (Figures 
2.2, 2.3, S2.5). 
Figure 2.3. Eurasia-fixed velocities decomposed into 2.3A) profile-
parallel (shortening) and 2.3B) normal (shear) components. Station 
color corresponds to colored profiles shown in figure 2.2. More detailed 




The southern margin of the Pamir-Hindu Kush-Karakorum from Peshawar to Chitral 
accommodates not more than 10 mm/yr of India-Asia convergence over >250 km (Figures 2.2, 
2.3, S2.5). Little convergence is allowed south of Peshawar, such as on the Salt Range Front 
Fault, since Karachi (KCHI in table S2.1) moves north toward stable Eurasia at about 28 mm/yr 
while Peshawar (NCEG in table S2.1) moves north at about 26 mm/yr (Mohadjer et al., 2010; 
Ischuk et al., 2013). The Central and Northern Pamir also move only slightly less rapidly than 
Peshawar, at 18-24 mm/yr relative to Eurasia (Ischuk et al., 2013), precluding rapid north-south 
shortening in the Wakhan Corridor or southernmost Tajikistan (Figures 2.2, 2.3, S2.5).  
GPS installations around Fayzabad, Afghanistan, between the High Hindu Kush and the 
Darvaz-Karakul Fault converge at about 18 mm/yr with Eurasia, like those in the western Pamir 
(Figure 2.2b). This includes at most 10 mm/yr of shortening between the Hindu Kush and the 
Tajik Depression perpendicular to the eastern margin of the Depression. Velocities at sites 
further to the southwest, just north of Kabul, are slightly slower, converging with Eurasia at 10-
12 mm/yr (Figures 2.3 and S2.5) and with the Tajik Depression at 6-8 mm/yr. The Fayzabad 
sites move nearly perpendicular to the trend of the Hindu Kush with SW-NE shear components 
of 1-2 mm/yr. Sites closer to Kabul have somewhat larger shear components of 4-8 mm/yr.  
 
2.4 Model Selection Results 
The ∆AICc (Tables 2.1, S2.2) compares the favorability of plausible tested models. The 
smallest AICc score corresponds to the model with the most empirical support; small ∆AICc 
values indicate models of similar favorability.  Larger ∆AICc values indicate either that total 
misfit is large, that there are many underconstrained free parameters, or both. 
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Unsurprisingly, based on the AICc scores, a rigid rotation model with no boundaries is 
the least favorable, with the maximum ∆AICc of the configurations tested. Adding a curving 
boundary at the location of the steepest velocity gradients (green line in Figure 2.1) minimizes 
the AIC and AICc (Tables 2.1, S2.2), indicating the most favored (in the AIC sense) model 
among those that describe the deformation in terms of boundaries. An alternative boundary on 
the north side of the Tajik Depression gives a similar AICc (∆AICc = 1.7 Table S2.2), indicating 
that the observations support either variant, and we cannot distinguish between a boundary on 
the north or south side of the Tajik Depression with the available observations. However, a 
model with boundaries on both sides of the Tajik Depression is less favorable (Figures S2.1-
S2.4, Table S2.2). Adding an additional boundary on the south side of the Hindu Kush increases 
the AIC and AICc by 5.3 and 8.9 respectively, for a model that is considerably less favorable but 
still with some empirical support (Tables 2.1, S2.2). Adding additional boundaries through the 
Central Pamir produces unfavorable models, with large ∆AICc. Therefore, the presence of 
Eurasian lithosphere underthrusting the Main Pamir Fault footwall is well-constrained by the 
velocity observations, but a slab of Indian lithosphere attached to the surface and underthrusting 
the Hindu Kush either south of or within the zone of anomalous seismicity is less so. 
Table 2.1. Table summarizing AIC model selection. The lowest calculated AICc value and 
∆AICc value of zero represents the most favorable model of those tested. 
Model Boundaries K n RMS AIC ∆AIC AICc ∆AICc Notes 
0 0 4 63 9.80 295.59 39.10 296.28 37.12 no boundary 
1a 1 8 63 6.74 256.49 0.00 259.15 0.00 fig. 1 green boundary 
2c 2 12 63 6.60 261.79 5.30 268.03 8.88 
fig. 1 green + red 
boundaries 
3b 3 16 63 6.38 265.53 9.04 277.36 18.20 fig.1 green + red + blue 
4 4 20 63 6.36 273.14 16.65 293.14 33.98 






Three explanations have 
been proposed for the Pamir-
Hindu Kush intermediate-depth 
earthquake zone: a contorted 
subducting slab of Eurasian 
material (“one-sided” 
subduction) (Figure 2.4a), 
distinct slabs of Eurasian and 
Indian origin subducting beneath 
the Pamir and Hindu Kush 
respectively (“two-sided” 
subduction) (Figure 2.4b) (e.g. 
Burtman & Molnar, 1993; 
Kufner et al., 2017; Liao et al., 
2017), or foundering lithosphere 
(“one-sided” subduction plus 
convective overturn) 
(Houseman and Gemmer, 
2007; Lorinczi and 
Houseman, 2009; Fillerup et 
al., 2010; Molnar and 
Bendick, 2019). The first of 
Figure 2.4. Cartoons showing two endmember models. 2.4A) One of 
the possible “one-sided” models (model family 1) with a convoluted 
geometry of downgoing Eurasian lithosphere. Note that whether the 
surface intersection of the contorted slab wraps around the northern 
or southern side of the Tajik Depression is not distinguished by the 
AICc results. Furthermore, surface velocities from geodesy cannot 
constrain the arrangement of lithosphere at depth, only whether it is 
attached to the surface or not. Therefore, the “one-sided” endmember 
allows Hindu Kush intermediate depth seismicity to be hosted in 
either the deepest part of a Eurasian slab as depicted, in a detached 
Indian slab, or in a foundering “blob” of Hindu Kush-Pamir 
lithosphere. 2.4B) “Two-sided” model (model family 2) with 
downgoing Eurasian and Indian lithosphere, the former hosting 
intermediate-depth Pamir seismicity and the latter hosting 
intermediate depth Hindu Kush seismicity 
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these options is consistent with available constraints from prior geodesy (Mohadjer et al., 2010; 
Zubovich et al., 2010; Ischuk et al., 2013; Zhou et al., 2016) and the additional results presented 
here, plus slip on known faults (Kuchai & Trifonov, 1977; Nikonov et al., 1983; Strecker et al., 
1995; Arrowsmith & Strecker, 1999; Bernard et al., 2000; Coutand et al., 2002; Cowgill, 2010; 
Sobel et al., 2011) and seismic imaging (e.g. Schneider et al., 2013; Sippl et al., 2013), except 
for the inferred rapid sinking of the deepest part of the Hindu Kush anomaly from moment 
summation (Zhan and Kanamori, 2016; Kufner et al., 2017). Such a single slab model implies 
relatively simple dynamics: subduction needs to initiate and persist only once in continental 
lithosphere, presumably in an area of previous crustal thinning (Leith, 1982). In the single-slab 
case ~15-35% of the total India-Eurasia rate is accommodated south of the Pamir throughout the 
broadly distributed region of high topography. Alternatively, if Indian lithosphere hosts Hindu 
Kush intermediate depth seismicity, the Indian material must be mostly or entirely detached from 
the surface, such that there is no longer an active, high-strain-rate thrust system separating 
downgoing Indian lithosphere from overriding Hindu Kush crust. A third option, convective 
instability arising from lithospheric thickening, has been invoked in the Carpathians (Houseman 
and Gemmer, 2007; Houseman and Lorinczi, 2009; Fillerup et al., 2010; Molnar and Bendick, 
2019) and also matches the observed lack of a surface boundary as well as the spatial distribution 
of intermediate depth seismicity and inferred high stretching rates (Zhan and Kanamori, 2016; 
Kufner et al., 2017). In this case, the origin of the foundering material could be Indian, Eurasian, 
or Tethyan lithosphere.  
Although subduction is generally thought to initiate in old oceanic lithosphere (e.g. 
McKenzie, 1977; Turcotte et al., 1977; Carlson et al., 1983; Stein & Stein, 1996), which is 
typically more dense than asthenosphere, subduction of Eurasian continental lithosphere at the 
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Pamir is now supported by many different observations and demonstrates at least the possibility 
of subduction initiation within continental lithosphere (Chatelain et al., 1980; Burtman and 
Molnar, 1993), implying that cratons and continental crust are not entirely stable. Combined with 
the possibility of a Hindu Kush example of convective overturn of continental lithosphere like 
that invoked in the Carpathians (Houseman and Gemmer, 2007; Houseman and Lorinczi, 2009; 
Fillerup et al., 2010) or detachment of an Indian lithospheric slab, we infer greater exchange of 




Most of the convergence between India and Eurasia is accommodated on the northern 
side of the Pamir and between the Fayzabad-area (NE Afghanistan) and the Tajik Depression. 
Based on an Akaike Information Criterion, the most favorable regional tectonic boundary model 
of the options considered consists of a single tectonic boundary extending from the Main Pamir 
Fault to thrusts wrapping around the eastern and southern margins of the Tajik Depression, then 
linking to the Chaman Fault system through Afghanistan (Lawrence et al., 1992; Szeliga et al., 
2012). Additional tectonic boundaries introduce more free parameters to models without fitting 
the surface velocities much better. The paucity of localized shortening south of the Hindu Kush 
therefore favors one-sided subduction at the Pamir, at least in the present day, rather than two-
sided subduction invoked in several recent dynamic models (e.g. Schurr et al., 2014; Liao et al., 
2017; Kufner et al., 2017). One-sided models allow Hindu Kush seismicity to be hosted in the 
overturned Asian slab, a detached Indian slab, or convectively foundering lithosphere.  
Shortening in the Pamir-Hindu Kush-Karakorum is much slower and much more diffuse than at 
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Figure S2.1. Maps of the single-boundary kinematic models plotted with their respective 
residual velocity vectors. Limited coverage of GPS sites in the southwest region of the modeling 
domain prevented us from testing alternative block configurations. Our preferred single 
boundary model is 1A, though RMS and AIC estimates indicate that 1B is also reasonable (see 
table S1). It is also important to note that the lack of GPS measurements surrounding the 
Chaman fault prevents us from testing its relative importance in the regional tectonics. 































Figure S2.2. Maps of the two-boundary kinematic models plotted with their respective residual 
velocity vectors. Models were built off of our preferred single-boundary model (1A). Our best fit 
model is 2A, but in order test the feasibility of a Hindu-Kush zone of convergence, we use model 
2B in our main argument.  
 
























Figure S2.3. Maps of the three-boundary (or four block) kinematic models plotted with their 












































































Figure S2.5. Scatter plots showing the transect-parallel velocities of figures 2.2 and 2.3, 
decomposed into different plots for each transect. Median profile of a 50km swath along 
each transect is shown in black with the minimum and maximum elevations in grey. 
Important geographic features are labled. MPT is the Main Pamir Thrust fault complex. 
Figure S2.5A) The blue transect in figure 2.2 that crosses the Tajik Depression. Figure 
S2.5B) The yellow transect in figure 2.2 that crosses the western Pamir. Figure S2.5C) The 



















ABLA 73.1201 37.4611 22.78 26.65 0.32 0.34 -0.287 
AINA 68.54464 39.38916 27.97 4.42 0.3 0.32 -0.262 
AJLA 73.27965 38.90243 23.65 10.25 0.28 0.29 -0.365 
AKBA 73.61774 38.56029 37.59 25.96 0.29 0.31 -0.34 
ANKR 32.75847 39.88737 1.88 10.63 0.24 0.26 0.205 
ARG1 70.43921 37.05828 17.08 15.73 0.69 0.74 -0.007 
ARG2 70.19908 37.15119 20.66 14.44 0.99 1.13 -0.063 
ARTU 58.56046 56.42982 25.24 6.19 0.15 0.11 0.196 
ATSA 73.1058 38.55376 23 20.16 0.53 0.61 -0.061 
BAG1 69.26227 35.64383 30.72 18.2 2.42 2.68 -0.35 
BAH1 70.8949 36.99091 20.76 20.9 1.33 1.29 0.004 
BAHR 50.60815 26.20915 28.48 31.42 1.62 1.34 -0.018 
BRDA 72.66785 39.49473 26.62 10.9 0.51 0.58 -0.081 
BZRA 73.41514 37.79332 22.34 28.32 0.31 0.32 -0.317 
CHUM 74.7511 42.9985 27.45 2.53 0.23 0.19 -0.583 
DRJA 71.92281 38.09542 18.96 18.13 0.91 1.03 -0.04 
DUBA 69.42126 38.58523 27.51 5.47 0.3 0.33 -0.238 
DUSA 68.66726 37.3726 21.75 3.85 0.46 0.48 -0.158 
EMTA 71.66296 38.00318 16.19 15.49 0.39 0.41 -0.342 
ESHK 71.59451 36.71915 21.28 22.81 1.58 1.8 0.015 
FAYZ 70.5761 37.12601 16.25 19.33 1.36 0.6 -0.035 
FYZ2 70.59466 37.08359 17.23 19.2 1.3 0.99 -0.163 
GARM 70.31668 39.00648 26.98 6.1 0.24 0.25 -0.442 
GF04 70.35333 38.73343 10.68 10.89 0.87 0.89 -0.005 
GF05 70.32621 38.77699 11.06 9.54 0.66 0.71 -0.114 
GF12 70.81086 38.44668 13.51 13.52 0.55 0.6 -0.073 
GF13 71.02796 38.46641 13.64 13.4 0.66 0.73 0.024 
GF14 71.26913 38.31464 14.25 18.26 0.94 1.01 0.002 
GF15 71.38498 38.19077 7.89 13.79 0.72 0.84 -0.101 
GF19 69.57617 37.9839 24.32 8.01 0.54 0.57 -0.087 
GF20 69.2454 38.34594 18.3 6.46 0.76 0.85 0.035 
GF21 69.18447 38.46727 17.25 -1.96 0.59 0.65 -0.019 
HINA 70.05626 38.86909 26.02 8.8 0.27 0.29 -0.323 
HRBA 70.76688 38.57607 12.3 12.17 0.57 0.62 -0.015 
HYDE 78.55087 17.41726 40.23 34.82 0.36 0.4 -0.396 
IAOH 78.97336 32.77862 28.3 18.7 0.8 1.27 -0.027 
IISC 77.57038 13.02117 42.21 34.4 0.32 0.39 -0.488 
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ISHA 71.61159 36.73005 18.66 16.23 0.34 0.37 -0.228 
KASH 70.73576 36.93564 21.69 18.49 0.96 0.99 -0.109 
KAZA 73.94351 41.38494 27.26 7.03 0.32 0.28 -0.305 
KCHI 67.11287 24.93144 34.08 31.7 0.44 0.45 -0.211 
KG1B 73.24327 39.6398 30.37 8.27 0.44 0.5 -0.113 
KG2B 73.22967 39.79849 30.86 10.77 0.54 0.6 -0.113 
KG3B 73.42595 39.92511 30.19 5.83 0.63 0.7 -0.014 
KHAA 70.85101 39.22382 26.93 5.53 0.46 0.5 -0.141 
KIT3 66.88545 39.13477 27.93 4.4 0.41 0.36 -0.154 
KMRA 70.20124 39.12044 27.22 6.4 0.34 0.36 -0.107 
KMTR 78.19921 41.8678 30.59 8.14 0.26 0.58 -0.206 
KRKA 73.45953 38.95643 27.01 21.26 0.31 0.33 -0.281 
LAKA 69.19921 38.0366 17.93 8.38 0.89 0.95 -0.043 
LHSQ 71.33661 39.24137 24.61 7.28 0.31 0.33 -0.267 
MADA 73.63793 38.14584 29.81 24.94 0.31 0.33 -0.29 
MANM 71.68043 37.5423 19.1 16.84 0.34 0.3 -0.292 
MDVJ 37.21451 56.02149 22.67 11.44 0.13 0.42 -0.043 
NCEG 71.48703 34.00406 29.53 28.51 0.57 0.74 -0.08 
OBGA 69.27726 38.85301 26.65 6.54 0.3 0.32 -0.326 
PAMB 72.76367 39.91757 30.52 2.99 1.5 1.77 -0.043 
PAN1 69.63163 35.40183 30.71 19.44 2.22 2.47 -0.098 
PAN2 69.65021 35.2998 26.45 18.08 3.05 2.76 -0.174 
PAN3 69.78009 35.25127 23.8 12.91 2.31 2.75 -0.083 
PODG 79.48491 43.32751 29.81 4.73 0.23 0.2 -0.658 
POL2 74.69427 42.67977 27.79 4.4 0.24 0.21 -0.51 
POLV 34.54293 49.60262 21.43 11.62 0.43 0.19 0.047 
QTAG 66.99084 30.16624 20.55 13.27 1.25 0.75 -0.037 
QTIT 66.9889 30.16292 20.55 13.27 1.25 0.75 -0.037 
RAMO 34.76314 30.59761 23.46 19.43 0.14 0.32 0.152 
RSCL 77.59997 34.12828 26.5 19.67 1.65 1.24 -0.008 
SEDA 71.67505 38.51807 13.49 14.67 0.31 0.34 -0.269 
SELE 77.0169 43.17873 28.77 4.27 0.28 0.31 -0.317 
SHMA 74.82845 37.54021 24.98 22.64 0.34 0.36 -0.259 
SHTZ 68.12278 37.5621 23.88 5.63 0.22 0.24 -0.498 
SHUG 71.49677 37.56157 16.37 18.82 1.99 1.82 -0.168 
SRYA 68.37073 39.08443 28.07 5.94 0.57 0.66 -0.057 
STSA 74.18464 37.8356 25.52 22.39 0.26 0.28 -0.428 
TALA 72.21045 42.44547 27.46 3.69 0.22 0.25 -0.441 
TASH 69.29557 41.32805 25.95 3.59 0.29 0.37 -0.21 
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TDPA 68.60963 38.74163 29.81 4.79 0.77 0.91 0.058 
TEHN 51.3341 35.69728 25.73 20.88 0.6 0.73 -0.029 
UBLA 73.42696 39.22588 22.45 17.03 0.33 0.36 -0.261 
USTA 70.85101 39.22382 26.93 5.53 0.46 0.5 -0.141 
WAKH 72.32132 36.94987 23.32 21.09 1.47 1.71 -0.107 
ZWE2 36.75839 55.69928 21.89 9.66 0.19 0.15 -0.079 
Table S2.1. Geodetically derived horizontal velocities in ITRF08 for sites used in processing. 
Velocities reported include several outside the study area used in stabilization, but not block 




Model K n RMS AIC ∆AIC AICc ∆AICc Notes 
0 4 63 9.80060437 295.587951 39.0999948 296.277606 37.1229833 no boundary 
1a 8 63 6.74387423 256.487956 0 259.154623 0 
Main Pamir Fault continues south of Tajik 
Depression (f. 1 green) 
1b 8 63 6.83378698 258.156752 1.66879569 260.823418 1.66879569 
Main Pamir Fault continues north of Tajik 
Depression (f. 1 blue + Main Pamir Fault) 
1c 8 63 8.58523335 286.905503 30.4175471 289.57217 30.4175471 Badakhshan Suture 
1d 8 63 10.0044545 306.181836 49.6938796 308.848502 49.6938796 Shyok Suture + Herat 
2a 12 63 6.50905121 260.022406 3.53445034 266.262406 7.10778368 fig. 1 green + blue 
2b 12 63 6.60105439 261.790903 5.30294735 268.030903 8.87628068 MPT south of TD + Shyok + Herat F. 
2c 12 63 6.88593298 267.11456 10.6266036 273.35456 14.1999369 fig. 1 green + orange + Heart F. 
3a 16 63 6.71099773 271.872202 15.3842456 283.698289 24.5436659 fig. 1 green + blue + orange + Heart F. 
3b 16 63 6.38156037 265.529992 9.04203643 277.356079 18.2014567 fig. 1 green + red + blue 
4a 20 63 6.36174991 273.138239 16.6502827 293.138239 33.9836161 fig. 1 green + red + blue + orange 
Table S2.2. Table showing RMS misfit, AIC, ∆AIC, AICc, and ∆AICc that was used in our 
model selection. It is important to note that model 1a and 1b, as well as 2a and 2b, do not differ 
significantly enough to readily prefer one over another. 
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Chapter 3: Intraplate Seasonal Seismicity in the northern Rocky Mountains 
of Montana and Idaho 
M. Perry1, R. Bendick1 
1Department of Geosciences, University of Montana, Missoula, MT, USA 
Key Points: 
• Seismicity rates in Montana and Idaho, excluding Yellowstone, exhibit seasonal signals 
with most events occurring in winter. 
• Seismicity rate variations are most strongly correlated with maximum hydrologic loading 
rate. 





Hydrologic processes have been shown to influence seismic productivity in many regions around 
the world, especially on active plate boundaries. To examine the influence of hydrologic loading 
cycles on seismicity in intraplate regions, we investigate temporal patterns of seismic 
productivity in the northern Rocky Mountains of Montana and Idaho in the western US. Seasonal 
variations in seismicity are present, with enhanced productivity in December and January, and 
reduced productivity in June and July. Using snowpack telemetry (SNOTEL) and GPS data, we 
find that seismicity is temporally correlated with the highest hydrologic loading rates rather than 
peak load, consistent with rate and state models of fault behavior for faults in critically stressed 
domains. However, we cannot distinguish between high hydrologic stress rates from loading and 
pore pressure increases at seismogenic depths lagging ~6 months after peak snowmelt.  
 
Plain Language Summary 
Earthquake catalogs from the Rocky Mountains of Montana and Idaho show increased 
seismicity occurring during December and January. Increased seismic activity is strongly 
correlated with loading rate from snowfall, though it could alternatively be linked to seasonal 
changes in regional groundwater hydrology. 
 
3.1 Introduction 
Redistribution of surface mass loads by the hydrosphere has been shown to elicit 
geodetically measurable elastic deformation of the Earth’s surface (e.g. Argus et al., 2014; 
Birhanu & Bendick, 2015; Borsa et al., 2014; Fu et al., 2012, 2015; Larochelle et al., 2018), 
perturb the state of stress in the crust, and promote or inhibit seismicity (e.g. Bettinelli et al., 
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2008; Bollinger et al., 2007; Craig et al., 2017a; Heki, 2003; Johnson et al., 2017; Xue et al., 
2020). In tectonically active regions, temporal loads associated with positive coulomb stress 
resolved onto specified receiver faults lead to seismicity rate increases; loads associated with 
negative coulomb stress lead to decreased seismicity rates, consistent with models in which 
faults at plate boundaries are usually near failure (i.e critically stressed). Influxes of meteoric 
water have also been shown to influence seismicity rate by inducing changes in pore pressure 
and frictional coefficients at depth (e.g. Wolf et al., 1997). Increases in seismic productivity (i.e. 
seismicity rate) from pore pressure diffusion have a lag from peak runoff and infiltration as pore 
pressure diffuses to seismogenic depth (Bollinger et al., 2007; Christiansen et al., 2005; Costain, 
2008; Johnson et al., 2020; Montgomery-Brown et al., 2019; Saar & Manga, 2003). 
 Most studies of seasonal modulation of seismicity consider active plate boundaries where 
tectonic motions provide steady loading to critically stress the crust (e.g. Johnson et al., 2017), 
such that small additional stress perturbations suffice to change seismic productivity. Intraplate 
regions, largely due to their aseismic nature have rarely been subject to similar studies, though 
Craig et al. (2017) suggest that seasonal loading influences rates of microseismicity in the New 
Madrid Seismic Zone. While many studies use other observations to imply that intraplate crust is 
critically stressed (e.g. Townend & Zoback, 2000; Zoback et al., 2002; Zoback & Townend, 
2001), in-situ stress measurements remain relatively sparse and limited to shallow portions of the 
crust (Heidbach et al., 2018), precluding full characterization of the of the strength of intraplate 















consider the state 
of stress of 
intraplate crust, 
where much of the 
stress is derived from gradients in body forces rather than tectonic boundary forces. The 
region contains several seismically active features that imply low-strain-rate tectonic loading: 
the Intermountain Seismic Belt (ISB), the Centennial Tectonic Zone (CTZ), and the 
Yellowstone Caldera (Figure 3.1), all regularly producing small to moderate sized 
earthquakes (≤M5), punctuated by larger events such as the March 31st 2020 M 6.4 Cascade, 
Idaho event. Characterized by basin and range style extension and orogenic collapse, the 
overall state of stress in the region is largely extensional (Faulds & Varga, 1998; Payne et al., 
Figure 3.1. Map of the study area. Important tectonic features are labeled. 
Mapped faults are plotted in red, seismicity is dark blue circles sized by 
magnitude. All seismicity in the Yellowstone region has been removed. 
SNOTEL and GPS stations used in our analysis are plotted as light blue stars 
and green triangles, respectively.  
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2012, 2013; Schmeelk et al., 2017, Smith et al., 2021) with strain accumulation that is ~3% 
that of the nearest plate boundary (Kreemer et al., 2014). Lastly, regional Quaternary 
deformation is characterized by normal and strike-slip faults (Harkins et al., 2005; Scott et 
al., 1985; Stickney & Bartholomew, 1987; Smith et al., 2021) and resolved focal mechanisms 
show primarily normal and strike-slip events (Stickney & Bartholomew, 1987), many of 
which occur on unmapped faults (McMahon et al., 2019; Qamar et al., 1982; Smith, 2020) 
(Figure 3.1). The region is also host to a large seasonal snowpack that builds from late fall 
and melts off in late spring to early summer (Serreze et al., 1999). Furthermore, there is good 
coverage throughout the region in Snowpack Telemetry (SNOTEL) and GPS stations (Figure 
3.1), allowing us to characterize seismicity rate variations in relation to the magnitude and 
spatial and temporal extent of annual hydrologic loads. 
 
3.2 Data and Methods 
3.2.1 Earthquake Catalogs, Declustering and Seismic Analysis 
We use hypocenters from the USGS catalog 
(https://earthquake.usgs.gov/earthquakes/search) for the study region (Figure 3.1). While the 
entire Intermountain Seismic Belt extends south to Arizona (R. B. Smith & Sbar, 1974), we only 
include the ISB north of the Snake River Plain to limit bias from large regional variations in 
climate and thus hydrologic loading. We also remove all events within a box surrounding the 
Yellowstone Caldera (Figure 3.1) to avoid known seasonality of the Yellowstone hydrothermal 
system (Christiansen et al., 2005). A summary of catalog metadata is shown in Table S3.1. 
The catalog exhibits a temporally variable magnitude of completeness (Figure S3.1) 
from January 1975 to January 2020. We therefore separate it into two different catalogs, cat1 
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from January 2014 to January 2020 with Mc=1.1 and b=0.65, and cat2 from January 1975 to 
January 2020 with Mc=3.0 and b=0.88. These two different catalogs allow for statistical 
analyses that better resolve variability in either more complete data sets or longer time series, 
respectively. 
We use the completeness magnitude-independent algorithm developed by Zaliapin & 
Ben-Zion (2013a, 2013b) to remove aftershock sequences. While several other declustering 
algorithms were tested (i.e. Gardner & Knopoff, 1974; Reasenberg, 1985), we use the well-
characterized July 6th 2017 M5.8 Lincoln, MT event and its aftershock sequence to assess 
declustering effectiveness. The Zaliapin and Ben-Zion method is most consistent between 
epochs before and after the test main shock (Figures S3.1, S3.5, Table S3.2), effectively 
removing the aftershock sequence while maintaining a large number of events in the catalog. 
The declustered cat1 used for analysis contains 3433 events, while the declustered cat2 
contains 670 events. After declustering, both catalogs are further binned into “long-form” 
and “stacked” catalogs. The long-form catalogs consist of monthly event sums for the catalog 
duration. The stacked catalogs sum events over all years by month. 
 
3.2.2 Time Series Analysis and Statistics 
To compare variations in seismic productivity with seasonal hydrologic mass loads, 
we use two independent measures of hydrologic loading: snowpack telemetry (SNOTEL) 
snow water equivalent (SWE), and vertical GPS displacements. GPS vertical displacements 
reflect deflection of the crust excited by changes in hydrologic load (among other loading 
sources); SNOTEL SWE measures effective snow depth at specific locations. In the Northern 
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Rockies snowpack is the dominant hydrologic input (Serreze et al., 1999), and the two 
measures are correlated (Knappe et al., 2019).  
Time series of SWE from 1975 to 2020 from 159 SNOTEL stations within our study area 
(Figure 1, Table S3.4) were downloaded from the Natural Resources Conservation Service 
(https://www.wcc.nrcs.usda.gov/snow/). As with the seismic catalog, SNOTEL stations located 
within the Yellowstone region are omitted. Outliers in the individual time series, defined as 
observations more than 3 standard deviations away from the best-fit annual sinusoid, are 
removed and the time series are then smoothed using a 30-day rolling mean. The rate of change 
in SWE is then found by taking the daily temporal derivative of the smoothed series using 
centered differencing.  
GPS time series from 89 continuously operating stations (Figure 3.1) were downloaded 
from the University of Nevada Geodetic Laboratory (Blewitt et al., 2018) in the IGS2014 
reference frame (Altamimi et al., 2016). Stations with large data gaps ( > 2 years), those that ran 
for fewer than 2 years between 2014 and 2020, and those near Yellowstone were omitted, 
leading to a total of 57 stations used in our analysis (Table S3.5). To isolate hydrologic loads, 
non-tidal atmospheric loading was removed using models from the Earth Systems Modeling 
Group at GFZ (Dill & Dobslaw, 2013). Outliers, defined as measurements greater than 3 
standard deviations from the best-fit annual sinusoid were removed and then the time series were 
detrended and smoothed using a 30-day rolling mean. The temporal derivative of the smoothed 
GPS time series is also taken daily using centered differencing to compare seismicity with the 
geodetically derived loading rate. 
We use Schuster spectra to look for periodicity in the declustered earthquake catalogs 
(Ader & Avouac, 2013). An extension of the Schuster test (Schuster, 1897), Schuster spectra 
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test if a catalog contains one or more interevent intervals that are more common than 
expected by comparing all the natural interevent intervals to a random walk distribution 
(Ader & Avouac, 2013). The Schuster p-value is therefore the likelihood that apparent 
temporal patterns are due to chance (Schuster, 1897). To verify these bootstrapped 
probabilities, we also compare the difference in the number of winter and summer events in 
our natural catalog with that of 10,000 randomly generated (Monte Carlo) catalogs of the 
same magnitude-frequency distribution. Following Christiansen et al (2005), we finally 
perform a Kruskal-Wallis test on the binned catalogs (Kruskal & Wallis, 1952), as a way to 
determine if different subsets of events (i.e. events in winter versus events in summer), 
assumed to be independent, are likely from the same initial distribution.  
Next, we compare observed seismicity rate variations with the regionally averaged 
time series of all GPS and SNOTEL stations in the study area (i.e. the common mode), and 
their temporal derivatives, representing time series of the regional-scale hydrologic load and 
loading rate. These time series and derivatives are binned and averaged monthly into long-
form and stacked versions to allow for direct comparison to the corresponding earthquake 
catalogs. We use Pearson’s correlations to compare all time series, common modes, and 
individual GPS and SNOTEL time series, with the earthquake catalogs. Lastly, we use cross 
correlations with the earthquake catalogs and common mode time series to investigate any 






 We find evidence to support seasonally modulated seismicity rates in cat1 (Figure 3.2), 
but not in cat2 (Figure S3.2a). In cat1 (2014 to 2020), the Schuster spectrum shows a statistically 
significant peak (>99% confidence) at a ~1-year interval (Figure 3.2). Additional statistical tests 
on cat1, including the Monte Carlo and Kruskal-Wallis tests indicate that elevated seismicity 
levels in the winter (Dec and Jan), compared to seismicity levels in the summer (Jun and Jul) are 
statistically unlikely to be from the same distribution (P < 0.01) (Table S3.3).  
 
 
Table 3.1. Summary of Pearson’s Correlations 
 SNOTEL SWE SNOTEL SWE 
Rate of Change 
GPS GPS Rate of 
Change 
Cat1 – Full 0.04 0.22 0.26 -0.11 
Cat1 – Stacked 0.05 0.63 0.37 -0.69 
Cat2 – Full 0.03 0.11 N/A N/A 
Cat2 – Stacked 0.21 0.55 N/A N/A 






productivity occurs in the 
winter, and minimum 
seismic productivity in the 
summer in cat1 (Figures 
3.3, S3.3). These patterns 
are not strongly correlated 
with the magnitude of 
regionally-averaged 
SNOTEL SWE and GPS 
displacement in either the 
long form (R<0.3) or 
stacked (R<0.4) cat1, but 
there is a stronger 
correlation and 
anticorrelation with the 
rate of change (first 
derivatives) of SNOTEL 
SWE (R=0.63) and vertical 
GPS displacement (R=-
0.69) stacked time series 
(Table 3.1). These are 
Figure 3.3. Comparison of earthquake catalogs to SNOTEL and GPS time 
series. The left column (A, C, E, G, I) shows full time series while the right 
column (B, D, F, H, J) shows stacked time series with total events for the 
earthquake catalog, and averaged measurements for SNOTEL and GPS. Units 
are the same across rows. 2A shows the full earthquake catalog in monthly bins. 
2C shows SNOTEL SWE time series in mm, with smoothed time series for 
each stain in light blue, and the averaged regional SWE in dark blue. 2E shows 
the SNOTEL-SWE derived rate in mm/day with the same color scheme as 2C. 
2G shows the detrended and smoothed vertical GPS time series in mm, with 
each station plotted in grey, and the regional average in black. 2I shows the 




expected to be opposite as increased snow 
load (a positive change) deflects the crust (a 
negative change). Similarly, the stacked and 
binned cat2 (1975-2020), despite limited 
statistical support for seasonality, shows the 
strongest correlation with the stacked 
SNOTEL SWE-derived rate at R=0.55.  
Cross correlation of cat1 (2014-
2020) with SWE and GPS show seismic 
productivity most closely matching the 
common mode SWE rate and common 
mode GPS rate in both the long form and 
the stacked versions (Figure 3.4A-B).  
Cross correlation with the stacked 
cat2 (1975-2020) with SWE and GPS show 
common mode SWE rate is most closely 
correlated with seismic productivity (Figure 
3.4C). Cross correlations of the long form 
time series with common mode SWE and 
SWE rate have low magnitudes with little 
change across the tested phase shifts.  
Figure 3.4. Cross correlations of time series and 
seismicity rate. 4A is cross correlations between 
cat1, SNOTEL SWE, and SWE-derived rate. 4B is 
cross correlations between cat1, GPS vertical 
position, and GPS-derived rate. 4C is the cross 





There is evidence of seasonal seismicity in the northern Rocky Mountains, with modest, 
but measurable peaks in seismic productivity during December and January. Similar to results 
found by Craig et al. (2017), this seasonality is largely limited to small magnitude events, as 
seasonality disappears in cat2 (Mc=3.0) though this may be an artifact of the limited catalog 
duration, hence the paucity of larger recorded events in the study region.  
Increased seismic productivity is coincident with peaks in vertical loading rate inferred 
from GPS and SNOTEL SWE (Figures 3.3, 3.4). This is similar to the relationship observed in 
the Himalaya (Bettinelli et al., 2008; Ader et al, 2014) and on dip-slip faults in California 
(Johnson et al., 2017a), despite the fundamental differences in tectonic setting. However, the 
amplitudes of the response differ, with Himalayan seismic productivity varying by 40% 
seasonally, productivity in the study area varying by 20%, and in California by ~15%.  Based on 
models of harmonic stress perturbations on rate and state faults by Ader et al. (2014), this 
difference in productivity amplitude implies that the nucleation time for events in the North 
American interior is longer than that in the Himalaya and shorter than for dip-slip faults in 
California. This indicates that background stress orientations in relation to loading-induced stress 
perturbations and fault geometry all play a role in the observed seismicity-rate variations. The 
rate-and-state formulation also offers an explanation for the observed magnitude bias in 
correlation with loading rate, because the larger events in cat2 would be expected to have a 
characteristic nucleation time much longer than the period of seasonal loading, leading to 
complete damping of the annual periodic contribution. Only the smallest events in the regional 




In addition to an amplitude relationship to the period of harmonic stress changes, fault 
response to harmonic perturbations also has a phase relation, such that if the stress function has a 
period less than the critical nucleation period, the seismic productivity is in phase with the stress 
perturbation as observed in the New Madrid seismic zone (Craig et al., 2017). If the stress 
function has a period greater than the nucleation period, the productivity is in phase with the rate 
of shear-stress perturbation. The observed phase shift between the maximum normal loading 
from hydrologic mass loads and the seismic productivity in our study area is, as with the 
amplitude argument above, consistent with a nucleation period of less than one year for the fault 
segments in the study area, whereas faults in New Madrid have significantly longer nucleation 
periods (>8-10 years) (Craig et al., 2017). 
Assuming uniaxial vertical stress (i.e. εvE=σv. E=70 GPa, hcrust=45 km), we estimate a 
maximum vertical stress perturbation near the surface on the order of ~16kPa over the course of 
a year associated with seasonal loading, derived from peak-to-trough change in vertical position 
of ~10.6 mm in the common mode time series. Values calculated for each GPS station range 
from ~12-33 kPa associated with average peak-to-trough displacements of ~8-21 mm (Table 
S3.5). This considerably exceeds estimates of stresses as low as 2-5 kPa entraining seismic 
productivity in the western U.S. (e.g. Christiansen et al., 2005; Christiansen et al., 2007) or 2-4 
kPa in the Himalaya (Bollinger et al., 2007). Although the surface mass loading produces 
stresses with larger magnitudes than other study locations, the magnitude of seasonal stress 
changes is still small, on the order of kPa, so the presence of temporally-variable seismicity 
requires large background static stresses. Regional deformation in the Rockies, far from the plate 
boundary to the west, is dominated by extensional deviatoric stresses linked to gravitational 
potential energy (GPE), rather than tectonic boundary conditions (Flesch et al., 2000, 2007). 
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Thus, σ1, the largest principal background stress, is oriented vertically or near vertically 
throughout much of the study region, (Flesch et al., 2007; Schmeelk et al., 2017). The principal 
stress orientations from surface mass loading are therefore aligned to the regional stress tensor. 
We interpret the amplitude and phase of seismic productivity variations along with the stress 
orientations to indicate that faults in the Intermountain Seismic Zone are always near failure, 
with characteristic nucleation times similar to faults within active tectonic boundary zones, and 
thus critically stressed from gradients in body forces. The broader implication of this finding is 
that crustal faults can be activated by either tectonic boundary forces or gravitational body 
forces, providing a mechanism for intraplate deformation far from active plate boundaries. 
Alternatively, other studies have linked seasonal variations in seismicity to increases in 
pore pressure with some delay from peak hydrologic load or precipitation (Christiansen et al., 
2005; Johnson et al., 2020; Saar & Manga, 2003; Wolf et al., 1997). Invoking this mechanism, 
seismic productivity increases will occur after a lag from peak runoff and infiltration, which 
occurs in late spring to early summer (e.g. Knappe et al., 2019)(Figure 3.3). As this would result 
in a minimum cross correlation (or maximum anticorrelation) with SWE rate and a maximum 
cross correlation with GPS rate at a ~6 month shift, this interpretation is also supported by our 
analysis (Figure 3.4). It does however, necessitate high enough crustal permeability for pore 
pressure diffusion to reach seismogenic depth (5-10 km) in ~6 months. Following Saar & Manga 
(2003), migration of a pore pressure front to the mean seismogenic depth (8.26km), requires a 
bulk hydraulic diffusivity of ~ 0.69 m2/s, within the range of hydraulic diffusivities calculated by 
other studies (Bollinger et al., 2007; Christiansen et al., 2005; Costain, 2008; Saar & Manga, 
2003). Furthermore, such regional values are reasonable considering increased fluid flow and 
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hydraulic diffusivity along fault planes and highly fractured regions of the crust (e.g. Stober & 
Bucher, 2015; Townend & Zoback, 2000; Zoback & Townend, 2001).  
While both mechanisms are supported by our observations, we prefer seismic 
entrainment by dynamic stress increases linked to seasonal loading on critically stressed rate-
and-state finite faults, as it avoids making large assumptions about hydraulic properties of a large 
and geologically heterogeneous region.  
 
3.5 Conclusions 
 We find significant evidence for seasonal variations in seismic productivity in the Rocky 
Mountains of Montana and Idaho. A declustered seismic catalog from 2014 to 2020 shows 
maximum seismic productivity in the early winter (December and January) and minimum 
seismic productivity in early summer (June and July), coincident with peaks in loading rate 
inferred from regional GPS vertical time series, as well as SNOTEL SWE. We attribute the 
peaks in seismicity to seasonal increases in stress on regional faults whose behavior can be 
explained under rate and state assumptions (i.e. Ader et al., 2014) within a fault-filled region 
whose state of stress is dominated by GPE. However, we cannot rule out elevated seismic 
productivity induced by pore pressure diffusion to seismogenic depth (e.g. Christiansen et al., 
2005; Johnson et al., 2020; Saar & Manga, 2003; Wolf et al., 1997), with seismicity following 
peak runoff and infiltration after a ~6 month lag time.  
Regardless of the mechanism(s), the peak in seismic productivity strongly correlated with 
hydrologic cycles demonstrates that intraplate crust in the Northern Rocky Mountains hosts 
seismogenic fault patches with short characteristic nucleation times; these fail when subject to 
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Figure S3.1. Figures showing earthquake catalog analysis. S1A and S1B show the time-
magnitude distribution of the raw catalog from 2014 to 2020 and 1975 to 2020 respectively. S1C 
and S1D show the Gutenberg-richter magnitude vs log(N) plots for the same catalogs as S1A and 
S1B, calculated using the ZMAP tool (Wiemer, 2001). Note that the 1975-2020 raw catalog is 
cut to only include Mw≥2.0 events in order to avoid skewing the magnitude vs. # earthquakes 
distribution and calculating an Mc < 2, far lower than the expected completeness magnitude from 





Figure S3.2. Schuster spectra for different earthquake catalogs. S2A shows the Schuster 
spectrum calculated for cat2 (1975-2020). The highest peak is located ~230 days, with a Schuster 
p value of 0.0017, slightly below the 90% confidence level for periodicity. S2B shows the 















Figure S3.3. Comparison of stacked and summed earthquakes from cat2 (1975-2020) with 
SNOTEL time series. S2A shows the number of earthquakes from the catalog stacked over all 
years, and the sums of 12 yearly bins. S2B is the stacked and averaged measure of SNOTEL 
SWE. S2C is the stacked and averaged SWE slope, found by taking the temporal derivative of 














Figure S3.4. Comparison of the seismic productivity in the Intermountain Seismic Belt (ISB) 
and the Centennial Tectonic Zone (CTZ). S4A shows a map of all seismicity used in our analysis 
of cat1 (2014-2020), sized by magnitude, with the ISB seismicity in blue and CTZ seismicity in 
orange. S4B shows a yearly stacked and summed histogram of earthquakes in the ISB, while 






























Figure S3.5. Additional plots of cat1 and cat2 that compare the declustered and undeclustered 
catalogs. The declustered catalogs are shown in dark orange while the undeclustered catalogs are 
shown in a light orange. S5A shows the long form cat 1 summed into 12 bins per year. S5B 
shows the stacked cat1. S5C shows the long form cat2 summed into 12 bins per year. S5D shows 

















































Figure S3.6. Figure showing the relative influence of including Yellowstone in declustering on 
cat1, as well as the influence of only using a later portion of cat1 that avoids including poorer 
quality data recorded prior to about halfway through 2015. S6A shows the stacked cat1 used in 
our analysis. S6B shows a version of a stacked cat1 where Yellowstone was not included when 
declustering. The main difference is the presence of fewer events and a slightly weaker seasonal 
signal. S6C shows a version of cat1 that is the same as that used in our analysis, except limited to 
2016-2020. Limiting the catalog yields a more pronounced seasonal signal while losing a 
significant number of events. S6D is the cat1 with Yellowstone related events removed prior to 
declustering and limited to 2016-2020. It maintains a pronounced seasonal signal while further 















Figure S3.7. Figure showing the effect of different slices of cat2 on the calculated completeness 
magnitude. S7A shows the frequency magnitude distribution on the portion of cat2 spanning 
2014 to August 31st 2015, with an Mc=1.0. S7B shows the frequency magnitude distribution on 



























Cat2: 2014 - Aug 31 2015 Cat2: Sep 1 2015 - 2020
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Catalog b-value Completeness Magnitude 
# Events prior 
to declustering 
# Events after 
declustering 
Cat1 0.65 1.1 6422 3378 
Cat2 0.88 3.0 1455 670 
Table S3.1. Summary of earthquake catalog metadata. Cat1 is the earthquake catalog from 2014-
2020, while cat2 is the catalog from 1975-2020. 
 
 
Declustering Method # Events Before 
Declustering 
# Events After 
Declustering 
# Events after 
Yellowstone 
Removal 
Raw Catalog 10581 N/A 6422 
Zaliapin and Ben-Zion 
(2013) 
10581 4461 3378 
Reasenberg (1985) 10581 4759 3510 
Gardner & Knopoff 
(1974) 
10581 3594 2760 
Table S3.2. Summary of declustering methods tested on cat1.  
 
 
Table S3.3. Summary of statistical tests. The “2 month” tests compare December and January to 
June and July. The “3 month” tests compare December, January, and February to June, July, and 
August. The individual month Kruskal Wallis tests consider each month in each year to be a 
separate observation, while the seasonal sum considers the number of events in a given “season” 








































P = 0.02 P = 0.09 P = 0.19 P = 0.08 P = 0.96 P = 0.45 
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Bear Mountain (323) 48.31 -116.07 1286.93 0.17 0.59 0.01 0.22 44 0.08 -0.17 
Cool Creek (411) 46.76 -115.30 1258.15 0.06 0.65 0.03 0.24 5   
Crater Meadows (425) 46.56 -115.29 1334.77 0.15 0.56 -0.02 0.24 6   
Elk Butte (466) 46.84 -116.12 946.57 0.21 0.52 0.03 0.23 20 -0.22 0.01 
Hemlock Butte (520) 46.48 -115.63 1274.66 0.18 0.51 0.06 0.18 8 -0.09 0.13 
Hidden Lake (988) 48.89 -116.76 894.50 0.27 0.39 0.04 0.22 3   
Humboldt Gulch (535) 47.53 -115.78 328.51 0.34 0.42 0.14 0.11 98 0.87 0.33 
Lolo Pass (588) 46.63 -114.58 746.76 0.25 0.43 0.10 0.18 28 0.24 0.22 
Lookout (594) 47.46 -115.70 638.39 0.25 0.52 0.07 0.17 94 0.57 0.48 
Lost Lake (600) 47.08 -115.96 1380.07 0.10 0.59 0.00 0.21 92 0.12 0.40 
Mica Creek (623) 47.15 -116.27 557.95 0.29 0.43 0.01 0.10 58 -0.22 -0.21 
Moose Creek (638) 45.67 -113.95 444.92 0.30 0.40 0.14 0.14 18 0.33 0.00 
Moscow Mountain (989) 46.81 -116.85 458.89 0.27 0.42 0.03 0.16 19 0.42 0.44 
Mosquito Ridge (645) 48.06 -116.23 814.07 0.25 0.48 0.06 0.22 42 0.25 -0.16 
Mountain Meadows (650) 45.70 -115.23 626.96 0.31 0.42 0.11 0.22 1   
Myrtle Creek (1053) 48.72 -116.46 626.96 0.31 0.42 0.11 0.22 10 -0.97 0.52 
Pierce R.S. (1142) 46.50 -115.80 351.79 0.31 0.37 0.11 0.11 12 0.06 -0.61 
Ragged Mountain (1081) 47.86 -117.04 886.88 0.23 0.56 0.00 0.22 5 0.69 -0.95 
Savage Pass (735) 46.47 -114.63 732.79 0.23 0.50 0.06 0.19 11 0.33 0.38 
Schweitzer Basin (738) 48.37 -116.64 1316.99 0.12 0.56 -0.06 0.24 41 0.12 -0.09 
Secesh Summit (740) 45.19 -115.97 759.04 0.22 0.41 0.05 0.27 28 -0.03 0.24 
Shanghi Summit (747) 46.57 -115.74 604.52 0.25 0.46 0.09 0.16 12 0.26 -0.51 
Sherwin (752) 46.95 -116.34 241.72 0.36 0.34 0.02 0.18 27 -0.19 0.13 
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Sunset (803) 47.56 -115.82 534.25 0.25 0.50 0.07 0.17 98 0.72 0.31 
West Branch (855) 45.07 -116.45 532.13 0.25 0.35 0.07 0.18 25 0.16 0.21 
Albro Lake (916) 45.60 -111.96 600.71 0.25 0.55 0.09 0.24 188 0.13 0.36 
Badger Pass (307) 48.13 -113.02 884.34 0.18 0.39 0.21 0.10 23 0.43 -0.02 
Banfield Mountain (311) 48.57 -115.45 430.53 0.30 0.54 0.09 0.19 9 -0.36 0.33 
Barker Lakes (313) 46.10 -113.13 449.58 0.21 0.55 0.05 0.25 8 -0.38 0.03 
Basin Creek (315) 45.80 -112.52 256.54 0.39 0.27 0.05 0.33 114 0.29 0.12 
Bisson Creek (346) 47.68 -114.00 295.91 0.30 0.47 0.13 0.07 153 0.11 -0.40 
Black Pine (349) 46.41 -113.43 351.79 0.31 0.37 0.11 0.11 40 0.50 0.14 
Blacktail Mtn (1144) 47.98 -114.35 351.79 0.31 0.37 0.11 0.11 133 0.09 -0.14 
Bloody Dick (355) 45.17 -113.50 375.92 0.29 0.35 0.07 0.19 50 0.00 -0.65 
Boulder Mountain (360) 46.56 -111.29 594.78 0.27 0.51 0.06 0.26 90 0.02 0.51 
Box Canyon (363) 45.27 -110.25 289.98 0.36 0.31 0.19 0.05 12 -0.47 0.06 
Brackett Creek (365) 45.89 -110.94 716.70 0.25 0.39 0.08 0.21 166 0.03 -0.62 
Burnt Mtn (981) 45.24 -109.46 179.92 0.48 0.38 0.09 0.08 4   
Calvert Creek (381) 45.88 -113.33 260.35 0.37 0.34 0.07 0.09 14 0.15 0.26 
Cole Creek (407) 45.19 -109.35 468.63 0.26 0.57 0.05 0.33 3   
Combination (410) 46.47 -113.39 151.55 0.38 0.38 0.02 0.18 47 0.70 0.15 
Copper Bottom (413) 47.06 -112.60 220.13 0.33 0.40 0.10 0.12 517 -0.08 0.63 
Copper Camp (414) 47.08 -112.73 946.15 0.22 0.47 0.08 0.17 522 -0.50 0.66 
Crystal Lake (427) 46.79 -109.51 367.88 0.37 0.34 0.06 0.27 1   
Daisy Peak (919) 46.67 -110.33 320.89 0.28 0.35 0.10 0.19 6 0.25 0.27 
Daly Creek (433) 46.18 -113.85 314.11 0.36 0.38 0.11 0.08 12 0.78 0.56 
Darkhorse Lake (436) 45.17 -113.58 911.86 0.12 0.63 -0.01 0.23 43 0.18 -0.63 
Deadman Creek (437) 46.79 -110.68 293.79 0.37 0.39 0.16 0.12 6 0.30 0.27 
Dupuyer Creek (458) 48.06 -112.76 230.29 0.27 0.34 0.12 0.11 18 0.54 0.03 
East Boulder Mine (1105) 45.50 -110.08 230.29 0.27 0.34 0.12 0.11 9 -0.29 -0.57 
Elk Peak (1106) 46.48 -110.71 230.29 0.27 0.34 0.12 0.11 26 -0.14 -0.11 
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Emery Creek (469) 48.43 -113.94 405.13 0.35 0.47 0.10 0.09 64 0.18 0.16 
Fisher Creek (480) 45.06 -109.94 1074.42 0.12 0.60 -0.05 0.21 9 -0.23 0.36 
Flattop Mtn. (482) 48.80 -113.86 1236.13 0.08 0.67 0.00 0.22 16 -0.33 -0.55 
Frohner Meadow (487) 46.44 -112.19 265.43 0.38 0.35 0.23 0.10 197 0.48 0.15 
Garver Creek (918) 48.98 -115.82 276.44 0.33 0.39 0.07 0.10 7 -0.65 0.50 
Grave Creek (500) 48.91 -114.77 418.68 0.35 0.45 0.13 0.06 17 -0.26 0.27 
Hand Creek (510) 48.31 -114.84 286.60 0.35 0.39 0.09 0.05 101 -0.23 0.07 
Hawkins Lake (516) 48.97 -115.95 745.07 0.22 0.41 0.06 0.24 8 -0.92 0.55 
Hoodoo Basin (530) 46.98 -115.03 1107.86 0.04 0.64 0.02 0.24 17 0.47 -0.09 
Kraft Creek (562) 47.43 -113.78 391.58 0.38 0.38 0.08 -0.01 158 -0.15 0.04 
Lick Creek (578) 45.50 -110.97 310.30 0.33 0.30 0.06 0.30 67 0.02 -0.72 
Lone Mountain (590) 45.27 -111.43 597.75 0.18 0.49 -0.05 0.28 174 0.45 0.28 
Lower Twin (603) 45.51 -111.92 568.54 0.19 0.57 0.04 0.28 178 0.11 0.30 
Lubrecht Flume (604) 46.88 -113.32 176.11 0.34 0.26 0.13 0.13 203 0.13 0.36 
Many Glacier (613) 48.80 -113.67 340.78 0.32 0.35 0.07 0.05 13 -0.24 0.04 
Monument Peak (635) 45.22 -110.24 652.78 0.23 0.52 0.06 0.22 11 -0.34 0.05 
Moss Peak (646) 47.68 -113.96 1206.50 0.09 0.63 -0.02 0.21 155 0.31 -0.22 
Mount Lockhart (649) 47.92 -112.82 550.33 0.25 0.50 0.09 0.15 25 0.25 -0.07 
Mule Creek (656) 45.41 -112.96 486.41 0.18 0.54 0.03 0.25 134 -0.08 0.32 
N Fk Elk Creek (657) 46.87 -113.28 342.90 0.31 0.38 0.13 0.10 221 -0.15 0.47 
Nevada Ridge (903) 46.84 -112.51 468.21 0.24 0.47 0.06 0.21 550 -0.45 0.68 
Nez Perce Camp (662) 45.73 -114.48 372.11 0.30 0.39 0.15 0.15 6   
Noisy Basin (664) 48.16 -113.95 1331.81 0.16 0.61 0.00 0.22 118 0.21 -0.12 
North Fork Jocko (667) 47.27 -113.76 1173.90 0.18 0.64 0.05 0.17 133 0.02 -0.03 
Onion Park (1008) 46.91 -110.85 1065.95 0.15 0.63 -0.05 0.22 7 0.04 0.30 
Peterson Meadows (930) 46.13 -113.31 345.86 0.28 0.36 0.05 0.27 12 0.02 0.56 
Pickfoot Creek (690) 46.58 -111.27 323.85 0.34 0.41 0.14 0.09 89 0.32 0.55 
Pike Creek (693) 48.30 -113.33 237.91 0.34 0.26 0.12 0.05 12 0.56 0.19 
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Placer Basin (696) 45.42 -110.09 564.73 0.22 0.58 0.06 0.32 10 0.03 -0.03 
Poorman Creek (932) 48.13 -115.62 906.78 0.22 0.49 0.04 0.22 42 -0.10 -0.31 
Porcupine (700) 46.11 -110.47 198.97 0.38 0.34 0.09 -0.06 30 -0.34 0.23 
Rocker Peak (722) 46.36 -112.26 481.33 0.20 0.55 0.06 0.25 138 0.59 0.08 
Rocky Boy (917) 48.17 -109.65 143.51 0.53 0.25 0.13 0.09 0   
S Fork Shields (725) 46.09 -110.43 539.75 0.19 0.38 0.02 0.22 29 -0.50 0.24 
Sacajawea (929) 45.87 -110.93 442.38 0.36 0.38 0.16 0.11 160 -0.10 -0.67 
Saddle Mtn. (727) 45.69 -113.97 742.95 0.21 0.57 0.08 0.26 18 0.20 0.01 
Shower Falls (754) 45.40 -110.96 700.62 0.17 0.57 0.05 0.21 47 0.14 -0.59 
Skalkaho Summit (760) 46.24 -113.77 642.62 0.21 0.46 0.07 0.19 12 0.25 0.41 
Sleeping Woman (783) 47.18 -114.33 447.89 0.26 0.44 0.09 0.17 54 0.66 0.07 
Spur Park (781) 46.78 -110.62 648.55 0.20 0.59 0.06 0.24 6 0.32 0.26 
Stahl Peak (787) 48.91 -114.86 1065.95 0.15 0.63 -0.05 0.22 17 -0.40 0.28 
Stringer Creek (1009) 46.93 -110.90 1065.95 0.15 0.63 -0.05 0.22 13 0.25 0.62 
Stuart Mountain (901) 47.00 -113.93 969.01 0.14 0.61 -0.01 0.23 50 0.54 0.13 
Tizer Basin (893) 46.35 -111.85 262.89 0.45 0.35 0.16 0.08 180 0.18 -0.14 
Twelvemile Creek (835) 46.14 -114.45 480.48 0.29 0.44 0.12 0.14 8 0.23 0.62 
Twin Lakes (836) 46.14 -114.51 1159.09 0.19 0.52 0.07 0.17 6 -0.46 0.20 
Waldron (847) 47.92 -112.79 298.45 0.31 0.39 0.10 0.13 22 0.05 0.05 
Warm Springs (850) 46.27 -113.16 733.21 0.11 0.59 0.03 0.20 34 0.37 0.34 
White Mill (862) 45.05 -109.91 844.97 0.15 0.57 -0.02 0.24 9 -0.14 0.37 
Wood Creek (876) 47.45 -112.81 266.70 0.26 0.41 0.12 0.08 131 0.00 0.20 
Atlanta Summit (306) 43.76 -115.24 857.25 0.18 0.43 0.04 0.27 6 -0.51 0.46 
Bear Canyon (320) 43.74 -113.94 405.98 0.26 0.30 0.04 0.16 37 -0.25 -0.51 
Bogus Basin (978) 43.76 -116.10 609.60 0.25 0.47 0.08 0.21 3   
Chocolate Gulch (895) 43.77 -114.42 337.40 0.24 0.33 0.02 0.16 52 -0.54 -0.43 
Galena (489) 43.88 -114.67 471.17 0.22 0.41 0.04 0.24 116 0.11 -0.78 
Galena Summit (490) 43.87 -114.71 611.29 0.23 0.43 0.03 0.23 115 0.26 -0.77 
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Graham Guard Sta. (496) 43.95 -115.27 358.14 0.32 0.41 0.06 0.18 35 0.15 0.52 
Hyndman (537) 43.71 -114.16 346.71 0.25 0.32 0.06 0.14 48 -0.58 -0.34 
Lost-Wood Divide (601) 43.82 -114.26 555.84 0.22 0.41 0.06 0.19 90 -0.58 -0.15 
Mores Creek Summit (637) 43.93 -115.67 791.21 0.23 0.40 0.09 0.23 16 -0.14 0.34 
Smiley Mountain (926) 43.73 -113.83 552.87 0.21 0.46 -0.10 0.27 22 0.30 -0.52 
Stickney Mill (792) 43.86 -114.21 244.69 0.34 0.34 0.02 0.15 100 -0.76 -0.25 
Swede Peak (805) 43.63 -113.97 394.97 0.21 0.33 -0.06 0.21 14 0.34 0.03 
Trinity Mtn. (830) 43.63 -115.44 1016.00 0.14 0.51 -0.04 0.29 2   
Vienna Mine (845) 43.80 -114.85 970.70 0.14 0.58 -0.05 0.29 46 -0.10 -0.41 
Base Camp (314) 43.94 -110.45 516.89 0.30 0.36 0.11 0.16 91 0.46 0.47 
Burroughs Creek (379) 43.70 -109.67 374.65 0.35 0.37 0.09 0.05 18 0.37 0.34 
Castle Creek (1130) 43.67 -109.38 490.64 0.29 0.37 0.11 0.13 6 -0.70 -0.95 
Grand Targhee (1082) 43.78 -110.93 886.88 0.23 0.56 0.00 0.22 101 0.08 0.52 
Kirwin (560) 43.86 -109.32 446.19 0.28 0.45 0.06 0.27 6 -0.74 -0.99 
Owl Creek (676) 43.66 -109.01 162.56 0.44 0.36 0.14 0.14 4   
Togwotee Pass (822) 43.75 -110.06 762.00 0.19 0.58 -0.01 0.23 57 -0.12 0.14 
Younts Peak (878) 43.93 -109.82 336.30 0.30 0.31 0.17 0.11 31 -0.13 -0.41 
Beartooth Lake (326) 44.94 -109.57 757.77 0.06 0.60 -0.04 0.20 3   
Blackwater (350) 44.38 -109.79 814.07 0.20 0.59 -0.05 0.22 2   
Evening Star (472) 44.65 -109.78 886.88 0.23 0.56 0.00 0.22 3   
Marquette (616) 44.30 -109.24 312.00 0.35 0.33 0.14 0.38 2   
Timber Creek (819) 44.03 -109.18 151.13 0.46 0.38 0.12 0.26 2   
Wolverine (875) 44.80 -109.66 389.89 0.37 0.37 0.20 0.06 2   
Banner Summit (312) 44.30 -115.23 736.18 0.20 0.41 0.02 0.24 72 0.05 -0.35 
Bear Basin (319) 44.95 -116.14 421.64 0.23 0.40 0.02 0.26 44 -0.06 0.05 
Bear Saddle (324) 44.61 -116.98 540.17 0.24 0.41 -0.01 0.26 7 -0.44 0.26 
Big Creek Summit (338) 44.63 -115.80 799.68 0.20 0.47 0.00 0.26 81 -0.31 0.18 
Brundage Reservoir (370) 45.04 -116.13 828.04 0.25 0.43 0.08 0.26 36 0.07 -0.04 
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Cozy Cove (423) 44.29 -115.66 373.80 0.23 0.36 0.02 0.20 64 -0.31 -0.06 
Crab Creek (424) 44.44 -111.99 309.03 0.24 0.34 -0.01 0.16 234 0.58 0.29 
Deadwood Summit (439) 44.55 -115.56 1162.90 0.12 0.51 -0.03 0.28 80 -0.26 -0.18 
Hilts Creek (524) 44.02 -113.47 321.73 0.28 0.31 0.01 0.15 36 -0.51 -0.05 
Island Park (546) 44.42 -111.39 378.88 0.31 0.37 0.07 0.15 173 0.01 0.46 
Jackson Peak (550) 44.05 -115.44 722.63 0.19 0.47 -0.01 0.28 42 -0.31 0.32 
Long Valley (1016) 44.79 -116.09 746.76 0.25 0.43 0.10 0.18 62 -0.37 0.18 
Meadow Lake (620) 44.44 -113.32 464.82 0.23 0.54 0.02 0.25 108 0.59 -0.28 
Mill Creek Summit (627) 44.47 -114.49 622.72 0.19 0.49 -0.01 0.27 502 0.02 -0.09 
Moonshine (636) 44.41 -113.40 273.47 0.28 0.40 0.03 0.13 89 0.51 -0.15 
Morgan Creek (639) 44.84 -114.27 277.28 0.30 0.33 0.04 0.12 335 -0.06 -0.13 
Schwartz Lake (915) 44.85 -113.84 339.94 0.33 0.33 0.06 0.18 222 -0.08 -0.40 
Squaw Flat (782) 44.77 -116.25 589.70 0.27 0.36 0.04 0.23 61 -0.19 0.26 
Van Wyck (979) 44.38 -116.34 241.30 0.23 0.36 0.05 0.20 45 -0.02 0.18 
White Elephant (860) 44.53 -111.41 745.07 0.21 0.38 0.02 0.24 218 0.03 0.45 
Beagle Springs (318) 44.47 -112.98 281.09 0.31 0.40 0.03 0.18 187 0.56 -0.32 
Beaver Creek (328) 44.95 -111.36 501.23 0.22 0.43 0.05 0.20 240 0.21 0.39 
Clover Meadow (403) 45.02 -111.85 453.81 0.23 0.53 0.04 0.26 348 0.30 0.43 
Divide (448) 44.79 -112.06 270.93 0.30 0.37 0.09 0.22 410 0.46 0.40 
JL Meadow (1287) 44.78 -113.12 1107.86 0.04 0.64 0.02 0.24 186 0.52 -0.54 
Lakeview Ridge (568) 44.59 -111.82 215.05 0.35 0.31 0.05 0.16 366 0.55 0.43 
Lemhi Ridge (576) 44.99 -113.44 310.73 0.36 0.39 0.14 0.10 79 0.11 -0.56 
Short Creek (753) 44.98 -111.95 143.51 0.46 0.45 0.11 0.05 387 0.54 0.42 
Tepee Creek (813) 44.79 -111.71 350.10 0.27 0.40 0.06 0.19 357 0.28 0.49 
Table S3.4. Summary of SNOTEL metadata and individual station analysis. Yearly averaged max SWE is the average of all 
maximum SWE measurements in each year. For correlation statistics, local events are considered those that are within 50km from a 


























































IDNP 45.94 243.88 996.62 0.20 -0.79 -0.15 0.01 11.92 18.54 10 0.43 -0.58 
KOOT 47.77 243.19 685.79 0.71 -0.29 0.17 -0.13 17.65 27.45 8 0.08 -0.81 
MSOL 46.93 245.89 960.16 0.64 -0.40 0.33 0.02 16.49 25.66 37 -0.14 -0.52 
MTDT 46.59 248.01 1217.17 0.72 -0.49 0.54 -0.13 11.81 18.37 279 0.46 -0.01 
MTFV 48.23 245.67 905.25 0.52 -0.39 0.38 -0.13 13.94 21.69 96 0.05 -0.28 
MTHC 45.94 247.49 1695.99 0.25 -0.71 0.12 -0.24 14.86 23.12 87 -0.02 -0.07 
MTLW 47.05 250.56 1236.36 0.79 -0.43 0.41 -0.04 10.22 15.90 1   
MTSU 45.66 248.96 1494.91 0.80 -0.33 0.30 -0.07 12.09 18.81 149 -0.07 -0.10 
NOMT 45.60 248.37 1578.03 0.34 -0.61 0.13 -0.15 10.40 16.18 239 -0.03 -0.26 
P024 47.56 244.16 1907.62 0.07 -0.65 0.12 -0.15 15.66 24.36 98 -0.53 -0.21 
P025 48.73 243.71 695.43 0.27 -0.67 0.23 -0.18 14.50 22.55 11 0.89 -0.02 
P045 45.38 247.38 1618.20 0.40 -0.65 0.27 -0.16 10.06 15.65 151 0.19 0.31 
P046 47.03 246.67 1290.30 0.22 -0.70 0.22 -0.16 12.48 19.41 220 0.37 0.01 
P047 48.42 246.78 1475.56 -0.09 -0.67 0.00 -0.08 13.31 20.71 10 -0.54 -0.48 
P048 45.65 248.80 1491.97 0.37 -0.63 0.25 -0.12 10.25 15.95 205 -0.23 -0.21 
P049 47.35 249.09 1186.07 0.31 -0.56 0.21 -0.08 9.62 14.97 2   
P051 45.81 251.45 1081.11 0.46 -0.50 0.16 -0.07 10.45 16.25 1   
P422 46.80 243.02 843.72 0.21 -0.81 0.22 -0.17 12.42 19.31 16 -0.08 -0.55 
P460 45.14 248.97 2197.83 0.17 -0.60 0.17 -0.02 12.13 18.87 67 -0.32 0.30 
P461 45.35 249.24 1544.09 0.33 -0.60 0.16 -0.12 11.49 17.88 29 -0.01 0.07 
P719 45.22 248.21 1706.33 0.28 -0.56 0.13 -0.12 11.08 17.23 228 -0.35 -0.32 
P722 45.46 250.43 1452.80 0.29 -0.58 0.29 -0.08 7.96 12.38 4   
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SHPM 45.10 248.14 2592.03 0.60 -0.52 0.15 0.21 11.01 17.13 315 0.17 0.14 
CRBG 43.83 247.36 1532.97 0.31 -0.76 0.27 -0.12 9.26 14.40 2   
HPIG 43.71 246.90 2640.73 0.27 -0.59 -0.19 -0.13 9.46 14.72 1   
HWFG 43.93 246.90 1716.28 0.37 -0.75 0.28 -0.10 10.10 15.71 10 -0.26 0.14 
IDDR 43.75 248.89 1864.00 0.30 -0.73 0.40 -0.08 15.21 23.66 76 -0.08 -0.49 
P351 43.87 245.28 2692.60 0.16 -0.77 0.20 -0.22 21.53 33.48 119 -0.39 0.46 
P352 43.85 245.90 2474.66 0.22 -0.77 0.21 -0.16 12.83 19.95 97 0.50 0.05 
P356 43.82 249.51 2227.71 0.39 -0.76 0.18 -0.10 13.38 20.82 104 0.09 -0.41 
P459 43.75 249.25 2135.64 -0.01 -0.77 -0.13 0.10 19.92 30.99 121 0.04 -0.37 
P684 43.92 248.55 1693.94 0.55 -0.56 0.30 -0.09 11.50 17.89 59 0.29 -0.29 
TSWY 43.67 249.40 2190.71 0.56 -0.56 0.26 -0.11 13.00 20.22 122 0.30 -0.26 
P718 44.75 250.62 2577.13 0.51 -0.39 0.25 -0.16 10.30 16.03 2   
BBID 44.19 248.47 1789.91 0.70 -0.39 0.24 -0.03 15.71 24.44 8 0.48 -0.76 
BCYI 44.32 246.59 2173.36 0.39 -0.57 0.24 -0.10 10.89 16.94 89 -0.15 -0.18 
BSPC 44.58 247.14 2394.80 0.63 -0.39 0.21 0.13 11.89 18.49 231 -0.32 -0.40 
BUEH 44.70 247.37 1955.07 0.70 -0.40 0.11 0.01 9.73 15.14 302 -0.31 0.09 
ICIG 44.33 247.06 2502.46 0.36 -0.66 -0.07 -0.04 8.84 13.75 122 -0.40 -0.12 
P023 44.90 243.90 1521.59 0.20 -0.78 0.22 -0.16 14.97 23.29 48 -0.32 0.15 
P353 44.05 246.02 2041.00 0.21 -0.74 0.26 -0.10 10.28 15.99 233 0.51 -0.35 
P354 44.11 246.02 2000.30 0.27 -0.72 0.26 -0.09 11.20 17.42 255 0.48 -0.24 
P355 44.22 246.28 2329.22 0.14 -0.64 0.20 -0.04 11.63 18.09 203 0.34 -0.40 
P357 44.23 246.42 2295.33 0.31 -0.69 0.29 -0.15 10.69 16.63 176 0.43 -0.39 
P358 44.40 246.76 2419.39 -0.01 -0.68 0.20 0.03 10.58 16.45 115 -0.45 -0.13 
P360 44.32 248.55 1857.87 0.37 -0.58 0.24 -0.10 13.48 20.97 17 0.11 -0.21 
P361 44.56 248.56 2930.93 0.55 -0.37 0.26 -0.06 17.57 27.32 228 0.39 -0.07 
P455 44.49 247.27 2593.93 0.08 -0.74 0.10 -0.10 11.97 18.62 242 -0.47 -0.03 
P458 44.77 248.70 2393.87 0.13 -0.59 0.06 -0.12 13.97 21.73 228 -0.16 -0.53 
P676 44.65 248.66 2189.77 0.30 -0.69 0.18 -0.13 13.28 20.66 221 0.00 -0.41 
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P679 44.04 246.69 1936.40 0.21 -0.66 0.26 -0.11 10.43 16.23 22 -0.24 -0.30 
P681 44.40 247.36 1976.08 0.33 -0.66 0.27 -0.02 9.49 14.76 224 -0.29 -0.29 
P685 44.07 248.17 1606.83 0.35 -0.67 0.22 -0.10 10.71 16.66 2   
P706 45.04 247.48 1810.71 0.25 -0.65 0.21 -0.08 9.91 15.41 258 -0.35 -0.03 
P707 44.72 248.16 2292.81 0.19 -0.70 0.18 -0.07 11.76 18.29 385 -0.26 -0.12 
PZCG 44.34 247.67 2000.16 0.36 -0.69 -0.14 0.06 8.65 13.46 194 -0.13 -0.49 
WPRG 44.63 247.25 2742.31 0.64 -0.65 -0.07 -0.06 10.02 15.59 258 -0.36 -0.15 
Table S3.5. Summary of GPS station metadata and individual station analysis. Yearly averaged amplitude is the average of all peak to 
trough amplitudes of detrended vertical GPS position in each year. Near surface vertical stress is estimated from the yearly averaged 
amplitudes assuming 1D uniaxial stress (see text for more details). For correlation statistics, local events are considered those that are 
within 50km from a station in any direction, drawn from cat1. Stations without local correlation statistics had less than 1 nearby event 
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Chapter 4: A Comparative Analysis of Declustering Algorithms 
 
Abstract 
Declustering of earthquake catalogs, that is determining dependent and independent events in an 
earthquake sequence, is a common feature of many seismological studies. While many different 
declustering algorithms exist, each is likely to have different performance and sensitivity 
characteristics. Here, we conduct a comparative analysis of the four most commonly used 
declustering algorithms: Garnder and Knopoff (1975), Reasenberg (1985), Zhuang et al. (2002), 
and Zaliapin and Ben-Zion (2020) in four geologically different regions. Overall, we find that the 
Zaliapin and Ben-Zion (2020) algorithm effectively removes aftershock sequences, while 
simultaneously retaining the most information (i.e. the most events) in the output catalog. Both 
Gardner and Knopoff (1975) and Zhuang et al. (2002) also effectively remove aftershock 
sequences, though they remove significantly more events than the other algorithms. By contrast, 
Reasenberg (1985) only effectively removed aftershocks in one of the test regions. 
 
4.1 Introduction: 
 A feature ubiquitous among earthquake catalogs is the presence of a large number of 
dependent events, that is foreshocks and aftershocks, clustered in space and time around a 
mainshock. Immediately preceding and following a large earthquake, there is a consistently 
elevated number of events that decays over time following an empirically derived power law 
relation, i.e. Omori’s Law (Omori, 1894; Utsu & Ogata, 1995). As these dependent events have a 
tendency to obscure the background seismicity rate, they strongly influence many statistical 
analyses of seismicity if they are not removed. Such removal of dependent events is called 
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declustering and is an important part of many studies investigating probabilistic earthquake 
hazards, temporal patterns in seismicity, clustered seismicity models, or earthquake prediction 
research (van Stiphout et al., 2012). As such, the main purpose of declustering algorithms is to 
identify either clusters of earthquakes or background events, such that dependent events can be 
removed from a catalog, yielding a realistic background seismicity rate.  
However, the lack of a ‘ground truth’ or record of all truly independent events precludes 
easily determining a best algorithm to use in any given circumstance. Complicated by 
assumptions on what background seismicity should actually look like, declustering algorithms all 
yield highly non-unique solutions. This becomes especially problematic as choice of declustering 
algorithm is often arbitrary, with little apparent concern given to the formulation of the algorithm 
of choice and the variability that stems from tunable parameters. A common assumption is that 
background seismicity (excluding earthquake swarms) can be modeled by a temporally 
stationary Poisson process (Gardner & Knopoff, 1974; Luen & Stark, 2012). Such a process 
essentially models background seismicity as a random process in time, but not necessarily space. 
While this is a reasonable model, it is not necessarily true in all locations. Seasonal forcing from 
hydrologic loading and natural variations in pore pressure (e.g. Christiansen et al., 2005; Heki, 
2003; Johnson et al., 2017b, 2020) as well as artificial variations in pore pressure from 
wastewater injection (Teng & Baker, 2019; Zhai et al., 2019) introduce variability (both natural 
and anthropogenic) to stress conditions that entrain the background seismicity in a given region. 
Additionally, far field triggering of seismicity (e.g. Freed, 2005), and evidence for global 
synchronization of earthquakes (Bendick & Bilham, 2017; Bendick & Mencin, 2020) both cast 
doubt on the Poisson process hypothesis for large scale systems.  
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To mitigate these issues, we investigate the results of four of the most commonly 
implemented declustering algorithms: Gardner and Knopoff (1974), Reasenberg (1985), Zhuang 
(2002), and Zaliapin and Ben-Zion (2013a, 2013b, 2020), employed in four tectonic settings: the 
Northern Rockies (excluding Yellowstone), Yellowstone, Southern California, and Japan. In 
doing this we hope to determine which algorithm is most suitable for declustering purposes in 
any given tectonic setting, as well as the potential benefits and pitfalls of each algorithm, which 
can then be used to determine which algorithm is most suitable for a given study. 
 
4.2 Declustering Algorithms: 
 The Gardner & Knopoff (1974) algorithm uses a windowing method, where a region in 
space around the earthquake and time after the earthquake is calculated based on the magnitude 
of the mainshock, as shown in equation (4.1).  
! = 10!.#$%&∗()!.*&%		& = '
10!.!%$∗()$.+%&*, )*	+ ≥ 6.5
10!.,-!*∗(.!.,-+, )*	+ < 6.5
							(4.1) 
Here, M is the magnitude of a mainshock, while d is distance in kilometers, and t is time in days, 
from a mainshock that define the window (van Stiphout et al., 2012). All events that fall into this 
window are then assumed to be aftershocks of the mainshock and are removed from the catalog. 
While this is a fast and robust method, it is easy to see how this algorithm might cull more events 
than necessary, as any background events within the calculated window would be assumed to be 
aftershocks. Additionally, another weakness of this method is that it cannot account for more 
complex chains of cascading events (i.e. aftershocks of aftershocks), and thus may underestimate 
the number of aftershocks in certain circumstances. Lastly, while there are no parameters to be 
estimated by the user in this method, its simple construction makes it relatively simple to modify 
the window size if there is evidence in the output catalog that indicate poor declustering. 
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 The Reasenberg (1985) algorithm improves upon the Gardner and Knopoff (1974) 
method in multiple ways. Most importantly, it allows for higher order aftershocks to form 
clusters of events that are then removed except for the mainshock. While it still uses a 
windowing method to define local events, this is not an empirically derived relation, but is 
instead based off of a simple circular fault model and defined in equation (4.2) (Molchan & 
Dmitrieva, 1992). 
log(!) = 0.4+! − 1.943 + ;							(4.2) 
In equation (4.2), d is the distance from an event in kilometers that aftershocks are likely to occur 
in, M0 is the moment magnitude of an earthquake, and k is a parameter that is equal to 1 if the 
event is the largest in a sequence, 0 if it is not. Additionally, this method implements Omori’s 
law for determining the temporal distance between an event and its dependent events without any 
assumptions on the spatial structure of an aftershock sequence (Molchan & Dmitrieva, 1992). 
Lastly, Reasenberg declustering requires the user to estimate and input six different parameters, 
that include factors used in estimating the temporal windows (=/01 and =/23), interactions radii 
(rfact), the parameters defining lower magnitude threshold of the catalog in question and how it 
changes after large mainshocks (xmeff and xk), as well as statistical parameters about the accuracy 
of event times in the catalog (p). While Schorlemmer & Gerstenberger (2007) provide respective 
ranges for each of the parameters, there is no consensus on optimum parameters, and the defaults 
are often used.  
 The method developed by Zhuang et al. (2002) differs from the previous algorithms 
mentioned in this study in that it is a stochastic, not deterministic method. Assuming a stationary 
background seismicity rate, this method calculates the probability of any event to be a 
background event based off the space-time branching epidemic type aftershock sequence model 
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(the ETAS model) established by Ogata (1988, 1998). While this declustering method requires 
the estimation of eight different parameters, the algorithm uses a maximum likelihood estimation 
(MLE) to converge on best-fit parameters for an ETAS model given an input catalog, thus 
eliminating the need for the largely arbitrary parameter estimation present in other declustering 
algorithms.  
 Zaliapin et al. (2008) developed a method to decluster earthquakes using a nearest-
neighbor approach by leveraging the interevent space-time distance of Baiesi & Paczuski (2004), 
further developed in subsequent work (Zaliapin & Ben-Zion, 2013a, 2013b; Zaliapin & Ben-
Zion, 2020). This algorithm effectively calculates interevent “distance” using equation (3).  
?04 = @
&04AB04C
5!10.6/" , &04 > 0	
														∞,																							&04 ≤ 0
							(3) 
Here,	?04 is the interevent space-time distance between event i and j, &04 = &4 − &0 is the 
interevent time in years between, and can be positive or negative depending on which event 
occurred first, B04 is the distance between earthquakes in kilometers, !7 is the fractal dimension 
of the earthquake hypocenters, G is a parameter that that introduces the exponential weight of the 
previous event, and H0 is the magnitude of earthquake i. It is important to note that for cluster 
identification purposes, G is generally equal to the Gutenberg-Richter b-value of the catalog, but 
for declustering applications of this algorithm G = 0 (Zaliapin & Ben-Zion, 2020). Once these 
interevent space-time distances have been calculated, nearest neighbors are found for each event 
that occurs before them in time. This yields a bimodal distribution of the nearest neighbor 
distances, where the larger mode indicates background events either with or without associated 
aftershocks. In practice, this algorithm only requires the user to estimate and input three 
parameters (!7, w, and I! where I! is the cluster threshold and is generally taken to be near 
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zero) two of which (!7 and w) do not strongly influence the output declustered catalog (Zaliapin 
& Ben-Zion, 2020).  
 
4.3 Data  
 To determine the optimal declustering algorithm to use, we test four different 
declustering algorithms that are commonly used today. All declustering algorithms (Gardner and 
Knopoff (1974), Reasenberg (1985), Zhuang (2002), and Zaliapin and Ben-Zion (2008, 2013a, 
2013b, 2020)) are tested on four earthquake catalogs from different tectonic settings: the 
Northern Rocky Mountains (excluding Yellowstone), the broader Yellowstone region, Southern 
California, and Japan.  
The northern Rocky Mountains catalog spans 2014 until 2020 and contains hypocenters 
from Montana, Idaho, and part of Wyoming. It contains multiple tectonic features including the 
northern portion of the Intermountain Seismic Belt and the Centennial Tectonic Zone (Figure 
4.1a). The intraplate region is characterized by basin and range style extension and orogenic 
collapse (Faulds & Varga, 1998; Payne et al., 2012, 2013; Schmeelk et al., 2017), resulting in 
seismically active normal and strike-slip faults. We use hypocenters from the United States 
Geological Survey (USGS) catalog (https://earthquake.usgs.gov/earthquakes/search) above the 
magnitude of completeness (Mc = 1.1) from the region spanning all of Idaho north of the Snake 
River Plain and Montana west of longitude -109.5 (Figure 4.1a). Lastly, the region containing the 
Yellowstone Caldera is removed from this catalog in order to avoid any influences on the 
declustering parameters from magmatic signals. The Yellowstone catalog is sourced directly 
from the northern Rocky Mountains catalog, running from 2014 to 2020 and containing events 
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that occurred within the broadly defined Yellowstone region (Figure 4.1a). The southern 
California catalog spans 2010 until 2021 and contains all of California south of latitude 35.5 to 
latitude 31.5, and west of -115.5  to latitude -121.5 (Figure 4.1b), and includes significant 
portions of the San Andreas Fault, San Jacinto, and Garlock fault systems. Seismicity in the 
Figure 4.1. Overview of the four study regions (black boxes), all earthquakes in raw catalogs are plotted 
and sized by magnitude. Mapped faults in the northern Rockies and California are plotted in red. Major 
tectonic features are labled. 1A) Map of the northern Rockies with raw catalogs from the northern Rockies 
(blue) and Yellowstone (orange). 1B) Map of Southern California with the raw earthquake catalog plotted. 





region is characterized by strike-slip and dip-slip faulting. Similar to the northern Rockies, we 
use hypocenters from the USGS catalog, limited to only include events M≥2.0. Lastly, the Japan 
catalog runs from 2010 until 2019 and is sourced from the Japanese Meterologic Agency (JMA) 
catalog (https://www.data.jma.go.jp/svd/eqev/data/bulletin/index_e.html), including events from 
both the Japanese, Ryukyu, and Kuril subduction zones. The region this catalog covers is large, 
from longitude 120 in the east to 155 in the west, and between latitudes 20 and 50 (Figure 4.1c). 
Additionally, this catalog is also limited to only include events M≥4.0 and at a maximum depth 
of 800 km. 
For each catalog we also select a mainshock, defined as the largest event, for use in 
analysis of the aftershock sequence. The mainshock for the northern Rocky Mountains is the 
2017 Mw 5.8 event (McMahon et al., 2019). The largest event in the Yellowstone catalog is a Mw 
4.8 event that occurred in early 2014, though considering the more swarm-like seismic activity of 
the region (e.g. Farrell et al., 2009), a typical aftershock sequence is not expected. The largest 
event in the southern California catalog is the 2010 Mw 7.2 El Mayor Cucapah event (Wei et al., 
2011). Lastly, the largest event in the Japanese catalog is the 2010 Mw 9.0 Tohoku event (Ozawa 
et al., 2011). 
 
4.4 Methods 
In order to test the effectiveness of each declustering algorithm, we run each algorithm 
for the four different earthquake catalogs. All algorithms are run with default parameters to 
assess how well each algorithm works under standard conditions on the separate test datasets. 
Lastly, as Gardner and Knopoff (1974), Reasenberg (1985), and Zaliapin and Ben-Zion (2020) 
all determine which events are likely to be mainshocks or single events, these are taken to consist 
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of the declustered catalog. Zhuang et al. (2002), on the other hand, is a stochastic declustering 
algorithm and thus generates the probability that any given event is a background event. Here, 
we take all events with an arbitrarily chosen background probability of at least 75% to make up 
the declustered catalog.  
Cumulative event vs. time plots from the resulting declustered catalogs are then visually 
inspected and compared to that of the raw catalogs to determine if the declustering algorithms 
had successfully removed the vast majority of the aftershock sequences. In order to quantify this, 
we also fit the Omori-Utsu decay law (equation (4.4)) to the raw and declustered catalogs for a 





N is the number of events, t is the time since a mainshock, k and c are empirically derived 
constants, and p represents the logarithmic decay rate. For most aftershock sequences p ≈ 1 (Utsu 
& Ogata, 1995), there does exist some variation. Due to the nature of declustering catalogs, we 
expect the fit to be exceptionally poor if the algorithm worked correctly and yield a p ≈ 0, 
representing a catalog at or near background seismic levels. In contrast, being able to fit an 
Omori-Utsu decay law indicates that the catalog was not effectively declustered. It is important 
to note that in fitting Omori’s law to an aftershock sequence, we use the entire catalog in an 
effort to remove the advantage that windowing procedures have due to the total elimination of all 
events near a mainshock. Because of this our reported values are likely skewed by the presence 
of significant background seismicity far from the mainshock. 
Additionally, we also compare the Gutenberg-Richter (GR) parameters (Gutenberg & 
Richter, 1956) of the raw catalogs to that of the declustered catalogs to assess which catalogs 
best maintained the original frequency-magnitude relation, equation (4.5).  
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J = 102.9( 							(4.5) 
Here, N is the total number of events expected of a given magnitude M in a catalog, while a and 
b are empirically derived values that represent the total seismicity rate of a given region and the 
ratio of large events to small events, respectively. We assume that declustering algorithms that 
produce catalogs with similar GR parameters as the respective raw catalogs are better 
representations of actual seismicity in any given region, though as declustering removes a 
significant number of events we do expect these values to change.  
Finally, we also compare the proportion of events removed from all declustered catalogs. 
Working under the assumption that more data is better, and more events are likely to represent 
the actual seismic productivity of a given region provided that aftershock sequences are 
successfully removed. In summary, we prefer catalogs that remove the fewest events, destroy 
any semblance of the Omori-Utsu law, and maintain the GR parameters.  
 
4.5 Results 
 Our results are summarized in the cumulative event vs. time plots (Figure 4.2) and in 
Table 4.1. In all instances, the Zaliapin and Ben Zion method effectively removes aftershocks, 
while simultaneously allowing for the most events to exist the in resulting catalog. Reasenberg 
declustering tends to remove the fewest events, but there exist easily identifiable deviations from 
a linear trend in the background seismicity (Figure 4.2) as well as a still intact fit to Omori’s law 
(that is a decay parameter > 0.1) in three of the four locations tested (Table 4.1). This indicates 
that the algorithm, when using default parameters, does not fully remove aftershock sequences. 
In comparison, while both Gardner and Knopoff and Zhuang-ETAS algorithms effectively 
remove aftershock sequences, the resulting declustered catalogs have far fewer events than the 
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catalog declustered using the Zaliapin and Ben-Zion method. Lastly, we find that the magnitude 
of changes in the best-fit post-declustering GR parameters are generally not significantly 
different between declustering mechanisms (Table 4.1).  
 
Interestingly, in all catalogs except the Japanese catalog, a ranking of all methods in 
terms of events retained is stable. Reasenberg declustering yields the most events in the output 
catalogs although the resulting catalogs still maintain artifacts of aftershock sequences (figure 
4.2). This is followed by Zaliapin and Ben-Zion, which removes easily identifiable aftershock 
sequences, yet removes the fewest events. Gardner and Knopoff and the Zhuang-ETAS method 
follow with similarly stable rates of background seismic productivity yet significantly fewer 
Figure 4.2. Plots of cumulative events over time comparing raw and declustered catalogs. In all 
plots, the raw catalog exhibits significant seismicity rate variations. 2A) The Northern Rocky 




events than the other methods. Notably, there is also a slight increase in the background 
seismicity rate produced by the Zaliapin and Ben-Zion method (greater than other methods) in 
the declustered Japanese and Southern California catalogs following the 2011 Tohoku and the 
2010 El Mayor Cucapah events respectively (figure 4.3). 













Raw 0 0 0.30 0 
Zaliapin 0.13 0.07 0.05 43.8 
Zhuang -0.10 -0.06 -0.12 75.8 
Reasenberg 0.05 0.01 0.15 21.0 
GK 0.15 0.07 -0.10 55.7 
      
Yellowstone, 
2014-2020 
Raw 0 0 0.06 0 
Zaliapin  0.34 0.19 0.01 70.9 
Zhuang -0.05 -0.06 0.02 88.6 
Reasenberg -0.29 -0.18 0.23 58.7 
GK 0.40 0.23 -0.40 79.1 




Raw 0 0 0.42 0 
Zaliapin 0.19 0.07 0.02 60.5 
Zhuang -0.36 -0.15 0.05 76.6 
Reasenberg 0.38 0.15 0.33 34.5 
GK -0.33 -0.13 0.03 72.8 
      
Japan, 2010-
2019 
Raw 0 0 0.79 0 
Zaliapin  0.34 0.07 -0.11 57.4 
Zhuang 0.06 0.00 -0.10 70.3 
Reasenberg -0.32 -0.08 0.00 82.0 
GK 1.07 0.23 0.11 81.0 
 
4.6 Discussion 
Of the four declustering algorithms tested in the four different test regions, we find the 
method of Zaliapin and Ben-Zion (2020) to the be the most effective removing aftershock 
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sequences, while simultaneously allowing for the most events to remain in the output catalog. 
However, this method does have some interesting features that may alter its effectiveness in a 
given region. As noted by Teng & Baker (2019), the Zaliapin and Ben-Zion algorithm is able to 
account for temporally varying seismic productivity in regions like Oklahoma, where induced 
seismicity dominates. Similarly, we also see an increase in seismic productivity following the 
2011 Tohoku earthquake in the Japanese catalog, as well as similar elevated seismic productivity 
following the 2010 El Mayor Cucapah earthquake in the Southern California catalog (figure 4.3). 
It is important to note that these increases in seismic productivity are small, no more than 2% of 
Figure 4.3. Plots of percent deviation from best-fit stable background rate. On each plot, the 
time of the largest earthquake (i.e. mainshock), is marked with a black vertical line. To avoid 
saturating the plots, plots of raw catalogs are not included in any of the plots. For the same 
reasons, Reasenberg is only included in the Japan plot. 3A) Northern Rocky Mountains, 3B) 
Yellowstone, 3C) Southern California, and 3D) Japan. 
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the best-fit stable seismicity rate (Figure 4.3). Regardless, this indicates that the Zaliapin and 
Ben-Zion (2020) method may prove insufficient to effectively remove changes in background 
seismicity following large events where Omori-Utsu would predict elevated seismicity for 
several years. However, following the results of Teng & Baker (2019), utilizing an algorithm like 
Zaliapin and Ben-Zion that can account for changes in background seismic productivity over 
multiple years is likely more accurate for the purposes of hazard analysis. 
Reasenberg declustering, despite the large number of events preserved in the output 
catalogs, does not appear to be a particularly useful method, provided that it has a tendency to 
leave aftershock sequences intact in the output catalogs (Table 4.1, Figure 4.2). Additionally, 
testing of various parameters within the limits proposed by Schorlemmer & Gerstenberger, 
(2007) indicates that even with the optimal tuning of parameters, Reasenberg declustering tends 
to insufficiently decluster the tested earthquake catalogs. Of the catalogs tested, only the 
Japanese catalog was reasonably declustered. This is potentially because in the generating the 
temporal interaction zones of an earthquake, Reasenberg (1985) assumes an Omori p value of 1, 
thus it will work best in regions where such a value is close to reality, like Japan (e.g. Enescu et 
al., 2009; table 4.1).  Additionally, the influence of the large 2011 Tohoku event, and the 
relatively high lower magnitude of our test catalog limit ensures that the catalog is complete and 
branching structures within the catalog can be fully traced to effectively remove an entire 
aftershock sequence. 
Though they tend to remove more events than the other two methods, both Gardner and 
Knopoff (1975) and Zhuang et al. (2002) are able to effectively remove aftershock sequences in 
all test areas (Figure 4.2), and are thus also useful for declustering, especially in regions where a 
small catalog is not a limitation. That said, the very nature of the Gardner and Knopoff 
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declustering, being an algorithm that windows in space and time, removes all events near a large 
earthquake and thus is liable to remove events that are actually background seismicity.  
An interesting feature of the declustered catalogs produced using the Zhuang-ETAS 
algorithm is that the largest events in the catalog often have very small background probabilities 
and thus are unlikely to be included in the declustered catalog. For some purposes of 
declustering, this is not a large problem because one only needs an estimate of background 
seismicity, though a declustered catalog that does not include the largest events likely skews 
probabilistic estimates on the potential for large events. 
 
4.7 Summary and Conclusions 
 While all declustering algorithms reduce the number of aftershocks in a catalog, some 
tend to perform better than others. The Gardner and Knopoff (1974) windowing algorithm is able 
to remove aftershock sequences in all test regions, though it tends to remove more events than 
other algorithms tested, likely due to the imprecise nature of windowing methods. Reasenberg 
(1985) declustering is unable to effectively remove remnants of aftershock sequences in three of 
the four test regions (figure 4.2), thus we do not recommend its use in most circumstances. The 
Zhuang et al. (2002) algorithm is successful in removing aftershock sequences in all tested 
locations, though it tends to remove more events than other algorithms tested. The Zaliapin and 
Ben Zion (2020) algorithm works well to remove aftershock sequences without removing many 
events. However, subtly elevated background seismicity exists following large events in the two 








Baiesi, M., & Paczuski, M. (2004). Scale-free networks of earthquakes and aftershocks. Physical 
Review E - Statistical Physics, Plasmas, Fluids, and Related Interdisciplinary Topics, 69(6), 
8. https://doi.org/10.1103/PhysRevE.69.066106 
Bendick, R., & Bilham, R. (2017). Do weak global stresses synchronize earthquakes? 
Geophysical Research Letters, 44(16), 8320–8327. https://doi.org/10.1002/2017GL074934 
Bendick, R., & Mencin, D. (2020). Evidence for synchronization in the global earthquake 
catalog Key Points : Geophysical Research Letters, 0–3. 
https://doi.org/10.1029/2020GL087129 
Christiansen, L. B., Hurwitz, S., Saar, M. O., Ingebritsen, S. E., & Hsieh, P. A. (2005). Seasonal 
seismicity at western United States volcanic centers. Earth and Planetary Science Letters, 
240(2), 307–321. https://doi.org/10.1016/j.epsl.2005.09.012 
Enescu, B., Mori, J., Miyazawa, M., & Kano, Y. (2009). Omori-Utsu law c-values associated 
with recent moderate earthquakes in Japan. Bulletin of the Seismological Society of 
America, 99(2 A), 884–891. https://doi.org/10.1785/0120080211 
Farrell, J., Husen, S., & Smith, R. B. (2009). Earthquake swarm and b-value characterization of 
the Yellowstone volcano-tectonic system. Journal of Volcanology and Geothermal 
Research, 188(1–3), 260–276. https://doi.org/10.1016/j.jvolgeores.2009.08.008 
Faulds, J. E., & Varga, R. J. (1998). The role of accommodation zones and transfer zones in the 
regional segmentation of extended terranes. Special Paper of the Geological Society of 
America, 323, 1–45. https://doi.org/10.1130/0-8137-2323-X.1 
Freed, A. M. (2005). Earthquake triggering by static, dynamic, and postseismic stress transfer. 
Annual Review of Earth and Planetary Sciences, 33(October 1999), 335–367. 
https://doi.org/10.1146/annurev.earth.33.092203.122505 
Gardner, J. K., & Knopoff, L. (1974). Is the sequence of earthquakes in Southern California, 
with aftershocks removed, poissonian? Bulletin of the Seismological Society of America, 
64(5), 1363–1367. 
Gutenberg, B., & Richter, C. F. (1956). Earthquake Magnitude, Intensity, Energy, and 
Acceleration. 
Heki, K. (2003). Snow load and seasonal variation of earthquake occurrence in Japan. Earth and 
Planetary Science Letters, 207(1–4), 159–164. https://doi.org/10.1016/S0012-
821X(02)01148-2 
Johnson, C. W., Fu, Y., & Bürgmann, R. (2017). Stress Models of the Annual Hydrospheric, 
Atmospheric, Thermal, and Tidal Loading Cycles on California Faults: Perturbation of 
Background Stress and Changes in Seismicity. Journal of Geophysical Research: Solid 
Earth, 122(12), 10,605-10,625. https://doi.org/10.1002/2017JB014778 
 
 108 
Johnson, C. W., Fu, Y., & Bürgmann, R. (2020). Hydrospheric modulation of stress and 
seismicity on shallow faults in southern Alaska. Earth and Planetary Science Letters, 530, 
115904. https://doi.org/10.1016/j.epsl.2019.115904 
Luen, B., & Stark, P. B. (2012). Poisson tests of declustered catalogues. Geophysical Journal 
International, 189(1), 691–700. https://doi.org/10.1111/j.1365-246X.2012.05400.x 
McMahon, N. D., Aster, R. C., Yeck, W. L., Benz, H. M., Stickney, M. C., & Martens, H. R. 
(2019). Spatiotemporal analysis of the foreshock–mainshock–aftershock sequence of the 6 
July 2017 M w 5.8 Lincoln, Montana, earthquake. Seismological Research Letters, 90(1), 
131–139. https://doi.org/10.1785/0220180180 
Molchan, G. M., & Dmitrieva, O. E. (1992). Aftershock identification: methods and new 
approaches. Geophysical Journal International, 109, 501–516. 
Ogata, Y. (1988). Statistical Models for Earthquake Occurrences and Residual Analysis for Point 
Processes. Journal of the American Statistical Association, 83(401), 9–27. 
Ogata, Y. (1998). Space-time point-process models for earthquake occurrences. Annals of the 
Institute of Statistical Mathematics. https://doi.org/10.1023/A:1003403601725 
Omori, F. (1894). On the after-shocks of earthquakes. J. Coll. Sci., Imp. Univ., Japan, 7, 111–
200. 
Ozawa, S., Nishimura, T., Suito, H., Kobayashi, T., Tobita, M., & Imakiire, T. (2011). Coseismic 
and postseismic slip of the 2011 magnitude-9 Tohoku-Oki earthquake. Nature, 475(7356), 
373–377. https://doi.org/10.1038/nature10227 
Payne, S. J., McCaffrey, R., King, R. W., & Kattenhorn, S. A. (2012). A new interpretation of 
deformation rates in the Snake River Plain and adjacent basin and range regions based on 
GPS measurements. Geophysical Journal International, 189(1), 101–122. 
https://doi.org/10.1111/j.1365-246X.2012.05370.x 
Payne, S. J., McCaffrey, R., & Kattenhorn, S. A. (2013). Extension-driven right-lateral shear in 
the centennial shear zone adjacent to the eastern snake river plain, Idaho. Lithosphere, 5(4), 
407–419. https://doi.org/10.1130/L200.1 
Reasenberg, P. (1985). Second-Order Moment of Central California Seismicity. Journal of 
Geophysical Research, 90, 5479–5495. 
Schmeelk, D., Bendick, R., Stickney, M., & Bomberger, C. (2017). Kinematic evidence for the 
effect of changing plate boundary conditions on the tectonics of the northern U.S. Rockies, 
(Figure 1), 1–13. https://doi.org/10.1002/2016TC004427 
Schorlemmer, D., & Gerstenberger, M. C. (2007). RELM testing center. Seismological Research 
Letters, 78(1), 30–36. https://doi.org/10.1785/gssrl.78.1.30 
Van Stiphout, T., Zhuang, J., & Marsan, D. (2012). Seismicity declustering. Community Online 
 
 109 
Resource for Statistical Seismicity Analysis, 1–25. https://doi.org/10.5078/corssa-52382934. 
Teng, B. G., & Baker, J. W. (2019). Seismicity declustering and hazard analysis of the 
Oklahoma–Kansas Region. Bulletin of the Seismological Society of America, 109(6), 2356–
2366. https://doi.org/10.1785/0120190111 
Utsu, T., & Ogata, Y. (1995). The centenary of the omori formula for a decay law of aftershock 
activity. Journal of Physics of the Earth, 43(1), 1–33. https://doi.org/10.4294/jpe1952.43.1 
Wei, S., Fielding, E., Leprince, S., Sladen, A., Avouac, J. P., Helmberger, D., et al. (2011). 
Superficial simplicity of the 2010 El Mayorg-Cucapah earthquake of Baja California in 
Mexico. Nature Geoscience, 4(9), 615–618. https://doi.org/10.1038/ngeo1213 
Zaliapin, I., & Ben-Zion, Y. (2013a). Earthquake clusters in southern California I: Identification 
and stability. Journal of Geophysical Research: Solid Earth, 118(6), 2847–2864. 
https://doi.org/10.1002/jgrb.50179 
Zaliapin, I., & Ben-Zion, Y. (2013b). Earthquake clusters in southern California II : Classi fi 
cation and relation to physical properties of the crust, 118(December 2012), 2865–2877. 
https://doi.org/10.1002/jgrb.50178 
Zaliapin, I., & Ben-Zion, Y. (2020). Earthquake Declustering Using the Nearest-Neighbor 
Approach in Space-Time-Magnitude Domain. Journal of Geophysical Research: Solid 
Earth, 125(4). https://doi.org/10.1029/2018jb017120 
Zaliapin, I., Gabrielov, A., Keilis-Borok, V., & Wong, H. (2008). Clustering analysis of 
seismicity and aftershock identification. Physical Review Letters, 101(1), 4–7. 
https://doi.org/10.1103/PhysRevLett.101.018501 
Zhai, G., Shirzaei, M., Manga, M., & Chen, X. (2019). Pore-pressure diffusion, enhanced by 
poroelastic stresses, controls induced seismicity in Oklahoma. Proceedings of the National 















 Chapter 5: Conclusions and Future Directions 
 
5.1 Introduction 
Stresses imposed on the solid earth operate across a number of time scales, and can be 
characterized through the resulting viscoelastic deformation of the earth. Ranging from viscous-
dominated deformation over long time scales (Chapter 2), or elastic-dominated deformation over 
short time scales (Chapter 3), temporal variations in stress often result in brittle fracture of the 
earth in the form of seismic activity. In this chapter, I present a brief summary of the results of 
the previous chapters, comment on potential future directions of research, and discuss more 
recently published works where applicable.  
 
5.2 Pamir-Hindu Kush Tectonics: An Afterword to Chapter 2 
In Central Asia, the complex tectonic geometry of the Pamir and Hindu Kush mountains 
still remains a subject of considerable debate. While our results only support the existence of one 
large scale tectonic boundary in the region, this is not something that is certain. Since the 
publishing of the work presented in chapter 2 (Perry et al., 2019), additional work has been 
published that attempt to shed light on the origin of the Hindu-Kush seismogenic zone using 
additional tomographic inversions (Kufner et al., 2021). Using a joint inversion of locally 
collected seismic data and globally collected teleseismic data, Kufner et al. (2021) find a large-
scale solution for the p-wave velocity of the lower crust and upper mantle to a depth of 
approximately 500-600 km. They infer their results to represent the northward subduction of 
Indian material beneath the Hindu-Kush, indicated by a high velocity zone. Such material is also 
undergoing progressive stretching and slab breakoff at depth, with breakoff most pronounced in 
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the eastern portion of the Hindu-Kush associated slab and decreasing in magnitude to the west. 
They also interpret a low velocity zone overlying the high velocity zone as descending crustal 
material pulled to mantle depths by descending mantle lithosphere. This implies that the lack of 
crustal earthquakes directly linking the down-going material to a crustal structure is due to 
decoupling beneath the central Hindu-Kush, while a limited crustal seismicity to the west 
indicates weak coupling at the far western edge of the down-going slab. Such a structure is 
initiated by heat sources associated with slab break-off including: the relamination of molten 
continental material, asthenospheric inflow, and the opening of a slab window. 
However, if the downgoing material can be assumed to be decoupled from the surface, 
ascribing a source for this material quickly becomes highly non-unique. Our results only indicate 
that there is one large-scale crustal boundary and little geodetic evidence for localized Indian 
subduction, implying that if the Hindu Kush seismogenic zone occurs within Indian material, 
there is no clear connection to surface deformation. In this sense, our results agree with that of 
Kufner et al., (2021) in that there is only one crustal boundary that extends to the surface. If there 
is another tectonic boundary that is entirely decoupled from the surface in the study region, it 
would be undetectable using geodetic methods and thus one must rely on seismic tomography. 
That said, one must be careful to avoid over-interpretation of tomographic results, as they are 
incredibly sensitive to the observed seismic events and their respective calculated ray paths over 
the course of any given study (e.g. Rawlinson et al., 2014; Trampert, 1998). Furthermore, their 
synthetic end-member tests of different slab configurations of a south dipping (Eurasian) slab or 
a vertical slab do not significantly differ from their result joint inversion.   
Additionally, in a paper by Molnar and Bendick (2019), the authors argue that the 
downgoing material is a rapidly stretching blob of gravitationally unstable thickened mantle 
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lithosphere and not a subducted slab, largely analogous to the Vrancea seismogenic zone beneath 
the southeastern Carpathians of Romania. In this case, we also would not expect to observe 
significant horizontal velocity gradients anywhere on the surface representing a large-scale 
tectonic boundary. Instead, assuming that this blob is coupled to the surface, we would expect a 
strong vertical component that is not resolvable with the current data, especially when 
considering the role of seasonal hydrologic loads further obscuring vertical position estimates. 
Regardless, significant work remains to be done to fully determine the origin of the Hindu 
Kush and Pamir seismogenic zones. Much of this will likely revolve around obtaining more 
geodetic time series and velocities in an around the Hindu Kush in conjunction with additional 
tomographic analysis in order to connect surface deformation with structures at depth. The 
degree to which the western edge of the Hindu Kush seismogenic zone is or is not coupled with 
surficial structures may illuminate its relationship with Indian or Eurasian crustal material.  
 
5.3 Seasonal Seismicity and the Northern Rocky Mountains 
In the northern Rocky Mountains, the presence of seismic productivity occurring in phase 
with peak snow loading lends some insight onto the physical processes that produce and 
modulate seismic activity in the region. Mainly this indicates that regional crust is critically 
stressed from body forces alone. However, the conclusion that the entire region can be 
approximated as rate and state faults subject to harmonic stress variation (e.g. Ader et al., 2014) 
is somewhat ambiguous as this is not accurate if seismicity rate variations were entrained by pore 
pressure changes at depth, as has been theorized as driver of seasonal patterns in seismicity (e.g. 
Johnson et al., 2020; Saar & Manga, 2003). However, as stated before, the large-scale 
assumptions that this requires regarding a highly heterogeneous crust imply that pore pressure 
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induced seasonal seismicity is far more likely to only occur in localized regions that feature a 
highly fractured bedrock as well as high heat flow, such as regions of volcanic or hydrothermal 
activity (e.g. Christiansen et al., 2005), or regions that have been subject to significant 
wastewater injection(e.g. Teng & Baker, 2019; Zhai et al., 2019). 
 To fully answer this question in any given region, it seems necessary to further probe the 
details of earthquake catalogs. One option, as previously demonstrated, is to compare both the 
phase of peak seismic productivity to that of loading and loading rate. Here, an increase in 
seismic activity is expected to be correlated with a load or loading-induced stress variation that is 
in phase with the background stress orientations. With such a phase alignment, we infer that 
surface loading entrains seismicity. If there is a phase lag between peak seismicity and peak 
load-induced stress or stressing, then we infer that seismicity is entrained by pore-pressure 
variations. However, the result here may be ambiguous as we see in the northern Rocky 
Mountains. Another option is to look for a depth dependent phase lag, as this is expected for pore 
pressure induced seismicity as a pore-pressure front propagates into the subsurface. Such a phase 
lag would be entirely absent from stress or stress rate induced seismicity, which is an 
instantaneous process. However, this would require a large catalog with high accuracy in the 
position estimates of hypocenters, which may be beyond the limits of the data from many 
regions, as it currently is for the northern Rocky Mountains. 
 
5.4 Declustering Algorithms Comparative Analysis 
The comparative analysis of different declustering algorithms presented in chapter 4, 
represents a problem that is common throughout science. Namely, that the current level of 
understanding works reasonably well to allow us to work around a problem, but not to solve it. 
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Declustering is used to try and separate dependent and independent events within any raw 
earthquake catalog, which often contain significant numbers of foreshocks and aftershocks (i.e. 
dependent events) that are largely unrelated to the background processes that entrain mainshocks 
(i.e. independent events). The problem lies in that there is no ground truth, no unique solution or 
observational data that can be used to verify or reject the various methods of aftershock 
identification.  
Lacking a ground truth to test models against, we prioritize methods that remove clear 
signatures of aftershock sequences and retain the most information from observational data. In 
most tested settings, the Zaliapin and Ben-Zion (2020) method works best to remove aftershock 
sequences and retain as much data (i.e. the most events) as possible. However, the number of 
tunable parameters present in many declustering algorithms allow for a spectrum of possible 
results. While it is easy to assume that repetition of this analysis using many different 
permutations of tunable parameters could yield an optimum algorithm, the results presented in 
chapter 4 and the arbitrary nature of some of these parameters (e.g. van Stiphout et al., 2012; 
Schorlemmer & Gerstenberger, 2007) and how they likely vary from region to region, implies 
that such analysis is a large time investment without significant scientific benefit. It is important 
to note that the results presented in chapter 4, namely that we generally prefer the Zaliapin and 
Ben-Zion (2020) algorithm, is not universal. Any given study could use any of the tested 
algorithms successfully if parameters are used such that there is no evidence of aftershock 
sequences persisting after declustering and many events remain in the catalog.  
Additionally, tests of declustering algorithms conducted on simulated catalogs (e.g. Teng & 
Baker, 2019), while sometimes useful, are subject to all the assumptions made to generate the 
catalogs and the assumptions inherent in each declustering algorithm. In such a case where the 
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assumptions used to generate an earthquake catalog are the same as those used to decluster the 
catalog (e.g. the Zhuang et al., (2002) method declustering a catalog generated by the ETAS 
model), the expected result is a perfectly declustered catalog, thus attention must be paid to 
ensure that models are not overinterpreted. Models of physical processes like earthquake 
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