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Abstract
Efficient implementation of quantum algorithms requires single- or multi-qubit gates with high
fidelity. In this letter, we report that the fidelity of single-qubit gate operations on open quantum
systems has a maximum value corresponding to an optimum value of the drive-amplitude in the
presence of drive-induced decoherence. To show this, we use a previously reported fluctuation-
regulated quantum master equation [Phys. Rev. A 97, 063837 (2018)]. The fidelity is found to be
a function of the drive-induced dissipative terms as well as the relaxation terms arising from the
qubit-environment coupling; as a result, it behaves non-monotonically with the drive-amplitude.
The existence of an optimum drive-amplitude implies that the single-qubit operations on open
quantum systems would have an optimal clock speed.
1
ar
X
iv
:1
90
8.
00
44
3v
3 
 [q
ua
nt-
ph
]  
23
 Se
p 2
01
9
Several quantum algorithms have been proved to be computationally superior to their
classical counterparts [1–4]. Consequently, the physical realizations of quantum computers
have been one of the major areas of research in the last couple of decades [5–12]. The
conditions required for the physical realization of quantum computers have been laid out
about two decades ago by DiVincenzo [13]. He argued that the operation time of quantum
gates should be much smaller than the timescale of decoherence. On the other hand, it has
been shown that the quantum gates must have reasonably high fidelity to establish quantum
supremacy [14]. As a result, recent years have witnessed significant improvements in the
implementations of high-fidelity gates on various architectures [10–12, 15, 16].
Among the recent reports on high-fidelity gates, Ballance et al. implemented two-qubit
and single-qubit logic gates using hyperfine trapped-ion qubits driven by Raman laser beams,
with fidelity above 99% for gate times between 3.8 µs and 520 µs [15]. They experimentally
found the maximum gate fidelity for a certain value of the gate time. To account for this,
the authors attributed the varying fidelity to gate errors. The gate performance has been
explained with a phenomenological error model having a sum of four leading sources of gate
errors such as photon scattering error, motional error, off-resonant error and spin-dephasing
error. In another recent work, Song et al. experimentally generated 10-qubit entangled GHZ
state using superconducting circuit with qubit-qubit interaction mediated by a bus resonator
and created a 10-qubit quantum gate with a fidelity of 0.668 ± 0.025 [16]. Also, Huang et
al. reported two-qubit randomized benchmarking with an average Clifford gate fidelity of
94.7% and an average controlled-rotation fidelity of 98% on silicon-based quantum dots [12].
Bertaina et al. experimentally observed the decay of Rabi oscillations of spin qubits
based on rare-earth ions and reported that the decay rate was found to depend on the drive
(microwave) power [17]. Similar drive-induced decoherence (henceforth referred to as DiD)
has earlier been observed experimentally in a variety of systems [18–21].
Recently, Chakrabarti et al. formulated a quantum master equation regulated by explic-
itly introduced thermal fluctuations of the environment [22]. To arrive at the regulator from
the thermal fluctuations, the authors have constructed a finite propagator which is infinites-
imal in terms of the system Hamiltonians, but remains finite in terms of the instances of the
fluctuation. This fluctuation-regulated quantum master equation (frQME) predicts simpler
forms of DiD, which have been shown to be the absorptive Kramers-Kronig pairs of the well-
known Bloch-Siegert and light shift terms. The predicted nature of DiD from the frQME
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has been verified experimentally [23]. In the present study, we aim to show that the fast
gate operations and achieving high fidelity may not be two independent processes. We show
that the competition between the two sources of decoherence, namely, qubit-environment
coupling and second order effects of the drive, naturally leads to an optimum value of the
speed of a single-qubit gate.
It may also be possible to arrive at the similar terms by using polaron and variational
polaron transformations, but the frQME is chosen for its inherent simplicity and robust
nature; for example, the frQME does not require rotating wave approximation (RWA) since
the fluctuations provide all necessary regulators for non-resonant terms [22]. Moreover, the
validity of the frQME requires the drive-amplitude to be small compared to the inverse of
the timescale of the fluctuations. Hence, the frQME can be applied to the cases of strong
drive as long as the above requirement is adequately met.
The frQME is given by the following form:
d
dt
ρS(t) = − i~ TrL[Heff(t), ρS(t)⊗ρ
eq
L ]
sec − 1
~2
∫ ∞
0
dτ TrL[Heff(t), [Heff(t−τ), ρS(t)⊗ρeqL ]]sec e−
|τ |
τc
(1)
where Heff contains the drive and the qubit-environment coupling Hamiltonians, ρ
eq
L denotes
the equilibrium density matrix of the environment and τc is the correlation time of the
aforementioned fluctuation [22]. The DiD originates from the double commutator under the
integral in the above equation.
To investigate the effect of DiD on quantum gate operations, we apply the frQME on
an ensemble of single-qubit systems coupled to their respective local environments. As an
idealization of the qubits, we consider spin-1/2 systems having gyromagnetic ratio γ, and
placed in a static, homogeneous magnetic field B◦ = B◦kˆ and a resonant external circularly
polarized drive of the form B1 = B1[cos(ωt+φ) iˆ+sin(ωt+φ) jˆ] (where ω is the frequency of
the drive, chosen to be equal to the Larmor frequency of the system (= −γB◦) and at time
t = 0, B1 makes an angle φ with respect to x-axis) is applied on the system. An application
of the frQME on this system results in the following equation in the Liouville space,
dρˆs
dt
= [−i ˆˆL(1)drive − ˆˆL(2)drive − ˆˆL(2)system−env.]ρˆs (2)
where
ˆˆL(1)drive is the Liouville superoperator or Liouvillian for the corresponding −i[Hdrive, ρs]
term in the master equation. We assume an isotropic condition such that the system-
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environment coupling does not appear in the first order and no cross term between Hdrive
and Hsystem−env. survives the ensemble average.
ˆˆL(2)drive and ˆˆL(2)system−env. are the second order
drive-induced decoherence and regular relaxation terms, respectively. With the explicit form
of the complete superoperator, i.e. (−i ˆˆL(1)drive− ˆˆL(2)drive− ˆˆL(2)system−env.), the equation (2) can be
expressed as follows,
d
dt

ρ11
ρ12
ρ21
ρ22
 =

−ω21τc
2
− 1−m
T1
ξ ξ?
ω21τc
2
+ 1+m
T1
−ξ? −ω21τc
2
− 2
T2
η? ξ?
−ξ η −ω21τc
2
− 2
T2
ξ
ω21τc
2
+ 1−m
T1
−ξ −ξ? −ω21τc
2
− 1+m
T1


ρ11
ρ12
ρ21
ρ22
 . (3)
The above dynamical equation contains three types of terms, viz. (i) the first order
nutation terms, given by ξ = ieiφω1/2, where ω1 = −γB1 is the drive-amplitude in the
angular frequency units; the axis of the drive may be chosen by suitably adjusting φ, (ii)
the second order DiD terms in the diagonal and in the anti-diagonal, given by ω21τc and
η = e2iφω21τc/2, (iii) the second order relaxation terms which include T1 and T2 to denote
longitudinal and transverse relaxation times, respectively and m which is equal to Tr(σzρ
eq)
[22].
To validate the above, we use the equation (3) to analyze a 3-pulse block, R3 =
{pi,−2pi, pi}, previously described in Chakrabarti et al.’s work [23]. A straightforward analy-
sis assuming ω1  1T1 , 1T2 , shows that after the application of the pulse block, the magnetiza-
tion is reduced by a factor of e−(Reff+ω
2
1τc)T where T is the duration of the 3-pulse block and
Reff denotes
1
T1
+ 1
T2
. We shall use the above assumption in the subsequent calculations as
well, since this does not impose an upper bound on the drive-amplitude. In order to arrive
at this factor, the equation (3) has been consecutively solved for three successive pulses
and finally the z-component of magnetization has been computed. This expression exactly
describes the behavior of the nutating magnetization of the aforementioned 3-pulse block
[23].
Next, we consider the situation of a single Hadamard gate applied on a mixed state
written in a pseudopure form, ρ0 =
(1−m)
2
I + m|0〉〈0|. A Hadamard gate is realized by the
following unitary propagator, UHadamard = e
i
σy
2
pi
2 e−i
σx
2
pi [24]. The practical realization of this
gate on a single spin qubit will require two square pulses to be applied about x-axis and y-
axis for duration pi/ω1 and pi/2ω1, respectively. If the system evolves without any dissipation
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FIG. 1: The filled contours show the fidelity as a function of ω1 and β. We note that the maximum
value of the fidelity does not depend on m; for β → 0, we obtain maximum fidelity to be 1 for all
values of m. In this plot, m has been chosen as 0.1. The central vertical grid at ω1 = ω
opt
1 shows
the position of the optimum drive-amplitude. For a particular value of ω1, the value of fidelity
increases with the lowering of τc, i.e. with the lowering of β. We note that τc → 0 and hence
β → 0, corresponds to the complete absence of all second order terms, in which case, the evolution
of the qubit is unitary. At this condition, the fidelity is 1 for all values of ω1 as shown by the yellow
(color online; light gray in print) region at the bottom of the plot.
during the application of the gate, the final density matrix would be, ρ = 1
2
(I+m σx).
On the other hand, if we consider the dissipative evolution of the system (from the
initial ρ0) as dictated by the equation (3), we obtain a mixed state density matrix, ρ
′ =
1
2
(I + ma σx) at the end of the gate operation, where a = e
− 3pi
2
(
Reff
ω1
+ω1τc
)
. To estimate the
departure from the unitary behavior, we calculate the fidelity using the following definition,
F (ρ, ρ′) =
(
Tr
√√
ρρ′
√
ρ
)2
[25, 26]. The fidelity between the expected density matrix ρ and
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the obtained density matrix ρ′, for this particular case, turns out to be,
F =
1
2
[(1 +m2a) +
√
(1−m2)(1−m2a2)]. (4)
The above form of fidelity has a maximum value for an optimum value of the drive-amplitude
ωopt1 , given by,
ωopt1 =
√
Reff
τc
. (5)
To show the dependence of the fidelity on the drive-amplitude ω1 in the unit of ω
opt
1 , we
rewrite the expression for a as, a = exp
{−β (ω1/ωopt1 + ωopt1 /ω1)} where β = 3pi2 √τcReff .
In figure 1, the filled contours depict the fidelity of the Hadamard gate from the equation
(4), for various combinations of β and ω1/ω
opt
1 . The contours show that for smaller τc i.e.
for smaller β, the fidelity attains a higher value with a wider range of the drive-amplitude.
In a hypothetical scenario of extreme motional narrowing, i.e. when 1
T1
, 1
T2
∼ ω2SLτc, ωopt1
will be of the order of ωSL, where ωSL is the qubit-environment coupling strength. Under
this condition, the maximum fidelity can be achieved when ω1 is of the order of ωSL.
The speed of a classical computer is specified in terms of its clock speed. Similarly, for
a quantum computer, the period of Rabi oscillation or nutation defines the minimum time
required for a single-qubit operation. As such, the frequency of Rabi oscillation (ω1 in our
work) is effectively the clock speed. So, our result indicates that maximum fidelity can be
achieved only for a specific clock speed which is referred to as the optimal clock speed of the
single-qubit gates. Although we have shown the existence of the maximum fidelity for the
Hadamard gate, the optimality argument can easily be extended to the other single-qubit
gates. All single-qubit gates (except phase gates) involve pulses about the transverse axis
and therefore results in nutation of the targeted qubit. Since the equation (3) is applicable
for generic nutation of the qubits, hence DiD terms are expected to give rise to similar
optimality condition. However, the precise form of the optimum drive-amplitude would
vary depending on the offset frequency of the applied pulse used in the gate operation.
While this work specifically uses the frQME, other known forms of DiD such as the
fourth order photon-phonon dissipative terms (second order in drive and second order in
qubit-environment coupling) as given by Mu¨ller and Stace using Keldysh formalism can also
be incorporated in this analysis [27, 28]. This fourth order DiD term has a form ω21T˜ where
T˜ is a function of the qubit-environment coupling and other relevant frequencies. As such,
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all conclusions drawn above remain valid, although the form of the optimum value of ω1
would change.
Earlier, Plenio et al. obtained an optimal range of the drive power of laser-driven trapped-
ion systems using the following arguments [29]. On such systems, lower drive power results in
longer computation time during which the system may undergo a spontaneous emission. On
the other hand, too high laser power leads to ionization. As such, one obtains a small window
of laser power for practical operating considerations of quantum information processing on
such systems. Later, they showed that even for laser power which was not strong enough to
cause ionization, there might be leakages to other atomic levels because of the laser field (off-
resonant) acting between the original and the leak-level [30]. They found that such leakages
did not have any dependence on the laser power. We note that their analysis is confined to
multi-level trapped-ion systems and any mechanism similar to DiD is not taken into account.
On the contrary, we consider two-level systems without any leakage (no additional levels)
and show that DiD and qubit-environment coupling can lead to an optimality condition.
Recently, very high fidelity of quantum gates in silicon-based quantum dot systems have
been reported [11, 12]. Such reports are confined to single or two silicon-based quantum
dots and not an ensemble of quantum systems surrounded by local environment. Also, in
such devices, the quantum dots are created on the fly and the notion of a local environment
at equilibrium may not be strictly valid. Therefore, our treatment needs to be suitably
modified to apply on such systems. On the other hand, in the usual settings of ensemble
quantum computation, e.g. NMR spectroscopy, the usual values of the drive-amplitude is
much smaller than the strength of the qubit-environment coupling. For example, the value
of τc in solution-state NMR spectroscopy is typically in the range of pico- to nano-seconds.
For a choice of drive-amplitude of 10 kilo-radian/s and τc of 10 ps, ω
2
1τc evaluates to 10
−3
Hz and hence is quite small compared to 1/T1, 1/T2 ∼ 1Hz [23]. But, at low temperature
and in other physical methods, such terms are not negligible and have been experimentally
observed [17–21].
It is evident that the clock speed of the highest-fidelity single-qubit operations has an
optimum value. For multi-qubit systems, it is known that the time required for an arbitrary
transitional-selective pulse and hence the overall operation time of a specific task in quantum
computation on a multi-qubit network, is limited by the strength of the qubit-qubit coupling
(J) [31]. To be adequately selective, a square pulse must have a duration (τp) which is
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inversely proportional to J , i.e. τp & 1J . This in turn indicates that the drive-amplitude
ω1 must be less than or, of the order of J (keeping the flip angle constant). Therefore,
to achieve maximum fidelity on such a multi-qubit system, one must satisfy the following
condition, ωopt1 ∼ ωSL 6 J . Such a restriction may not be achievable for an architecture
based on nuclear spins, but may be engineered in the quantum dots or superconducting flux
qubits.
We have shown that the speeding up of gate operations on a single or multiple qubits
by increasing the drive-amplitude may have detrimental effects on the fidelity of the desired
operation. There are two competing processes which affect the fidelity, viz. relaxation from
the qubit-environment coupling and the DiD. For drive-amplitude much lower than the op-
timum value, the relaxation terms dominate and the increase in the amplitude of the drive
(ω1) results in faster gate operation with higher fidelity. On the contrary, for drive-amplitude
greater than the optimum value, the DiD processes dominate and reduce the fidelity. There-
fore, an optimum value for ω1 exists for which the fidelity of a quantum operation reaches its
maximum. The optimum value of the drive-amplitude is proportional to the strength of the
qubit-environment coupling. Consequently, faster gate operations with maximum fidelity
would be aided by better isolation of the qubit-network from the environmental influences,
as one expects intuitively. Finally, we conclude that the competition between the speed of
a quantum gate and its fidelity is an intrinsic feature for open quantum systems. We envis-
age that the notion of the drive-induced decoherence would play important role in realistic
implementation of fast and high-fidelity quantum gates.
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