Abstract-In the Internet of Things (IoT) paradigm, distributed sensors and actuators can observe and act on their environment, communicating wirelessly. In this context, filtering the observations and tracking the network and environment state over time is extremely important, and the Kalman Filter (KF) is one of the most common tools for this. Several of these applications deal with censored data, either because of sensor saturation or limited detection regions: when censoring happens, all measurements below a certain threshold are clipped to the threshold value. The recently proposed Tobit Kalman Filter (TKF) is an adjusted version of the KF that can deal with censored measurements. However, like the traditional KF, it needs full knowledge of the process and measurement noise covariances to work, which are not always available in practice. In this work, we relax this assumption and propose the Adaptive Tobit Kalman Filter (ATKF), which can dynamically estimate the process and measurement noise along with the hidden state of the system from the censored measurements. We apply our solution to navigation and positioning IoT scenarios, obtaining a negligible performance loss with regard to the TKF, even with no a priori knowledge of the noise statistics.
I. INTRODUCTION
The Internet of Things (IoT) is a paradigm that exploits ubiquitous sensing by a myriad of low-power connected devices [1] . Several IoT services aggregate sensor measurements and track important variables, such as the location of users and nodes [2] , over time. Filtering tools and estimators are commonly deployed in order to perform sensor data fusion [3] and correct for sensor error and drift [4] .
Localization and motion tracking are key aspects of the IoT [5] : several services need to be aware of users' and nodes' location to improve performance [6] , or even to work at all [7] . The development of accurate filtering and tracking tools to predict the future position from past measurements [8] can significantly improve these services' performance by introducing anticipatory elements [9] in the optimization.
The Kalman Filter (KF) [10] is the optimal estimator for linear dynamic systems, and it is now used in a wide range of IoT positioning and tracking applications, based on wireless signals [11] , video object recognition [12] and vehicle GPS [13] . The KF exploits knowledge of the system model to estimate a hidden state from noisy measurements. However, its performance degrades strongly when there are nonlinearities in the system or non-Gaussian noise distributions. One of the most common nonlinearities is Tobit Type I censoring [14] : in this kind of model, measurements have a saturation threshold (that might be due to sensor saturation, detection limits, or occlusion), and any value below the threshold is clipped. It is easy to extend the model to the case with an upper threshold instead of a lower one, or even to the doubly censored case. The Tobit Kalman Filter (TKF) [15] is a recent adaptation of the standard KF that can deal with this kind of nonlinearities.
However, an important assumption of the KF is the full knowledge of the noise statistics: in order to correctly separate changes in the hidden state from measurement noise, the filter needs the covariance matrices of the process and measurement noise.
Leveraging the approaches proposed in [15] and [16] , this work derives the Adaptive Tobit Kalman Filter (ATKF): this filter can overcome both the censoring issue and the noise estimation problem, correctly estimating the state with no a priori knowledge of the noise covariance even when most of the measurements are censored. First, the unbiased noise estimator from [16] is adapted to obtain the one-step Maximum Likelihood Estimator (MLE) for the Tobit case. The ATKF is then tested in a simple scenario and two real IoT navigation and networking applications, showing that its performance is close to the full-knowledge TKF's.
The rest of this paper is organized as follows: in Sec. III, the Tobit model and standard TKF are presented. In Sec. IV, the ATKF is derived using the noise estimator in [16] . The simulation results are shown in Sec. V, and Sec. VI concludes the paper and lists some possible avenues of future work.
II. RELATED WORK
Kalman filtering is one of the most used tools in IoT tracking applications, with examples in very different domain. Smart Grid management can be helped by the use of KFs to track the voltage in a microgrid remotely even with noisy communication channels [17] , and in [18] , a KF is used to predict the amount of energy that the wireless nodes will harvest in the near future, guiding routing decisions. It can even be used to track traffic jams [19] or health-related cycling metrics and statistics [20] . Kalman filtering can also aid distributed sensing, to improve the accuracy of the tracked variable or to reduce useless communications [21] by tracking the channel and the usefulness of the transmission.
Localization and ranging are two of the applications in which KFs are used most often: while several methods to gauge the position and distance of a node from radio transmissions exist, from time of arrival estimation to Received Signal Strength (RSS)-based ranging, they are often inaccurate in complex propagation environments. KFs have been used to reduce the noise and improve the estimate accuracy using Bluetooth Low Energy (BLE) [22] and Long Range Wide Area Network (LoRaWAN) [23] signals, and a node equipped with multiple wireless interfaces can use a KF for sensor fusion to improve the overall positioning accuracy. The use of Visible Light Communication (VLC) signals in localization has recently given some good results, using KFs to reduce the measurement error [24] .
The KF is a powerful tool, but its linearity requirement is restrictive; several approaches have been tried to deal with nonlinearities in the system and noise. The first approach to the Tobit censoring issue was to consider censored measurements as missing, and adapt the KF to deal with intermittent measurements [25] . However, the performance degrades significantly when the state of the system is close to the censoring region and the censoring probability is high. The TKF [15] is a recently developed tool that can achieve good performance in Type I censored systems. It calculates the expected value of the measurements after taking the censoring probability into account and uses it to find a modified innovation value. The filter assumes that the state error is small to get a recursive formulation: the diagonality of the noise covariance matrices is assumed to simplify the notation, but not strictly required. The TKF has been shown to outperform even nonlinear filters such as the Extended Kalman Filter (EKF) and Unscented Kalman Filter (UKF), with better estimates of the state uncertainty and smoother transitions from censoring to non-censoring [26] . A similar adaptation has been proposed for particle filters [27] , another common filtering tool. Another work [28] uses a modified TKF to adapt to changes in the doubly censored case.
Another well-known issue of the traditional KF is its requirement of full a priori knowledge of the measurement and process noise covariances: in many applications, these covariances are hard to estimate in advance or even timevarying, and the design of an efficient Adaptive Kalman Filter (AKF) has been the subject of considerable research interest over the years, from the first works in the 1970s [29] to more recent approaches. The Autocovariance Least Squares (ALS) method [30] uses the autocovariance of the innovation signal to estimate the noise covariance matrices. It works in the general case of non-diagonal covariance matrices, and results in the optimal estimate, but it requires convergence of the Kalman gain before it can operate. As such, it is poorly equipped to deal with time-varying noise statistics or complex scenarios. The time-varying noise issue was solved by the unbiased one-step estimator in [16] : while not fully exploiting the historical information, this estimator can react to shifts in the noise and deal with an unstable Kalman gain. Another recent work [31] develops an Auto Regressive Integrated Moving Average (ARIMA) approach to the estimation of the process noise covariance with fast convergence when the measurement noise statistics are known.
The case of Tobit Kalman filtering with unkown parameters has been covered by a few recent works, investigating different aspects of the issue. A modified TKF presented in [32] can also deal with non-Gaussian Lévy and time-correlated measurement noise. In this case, the noise is transformed into a Gaussian noise with unknown variance, which is estimated by a recursive process, using the a priori knowledge of the process noise covariance and the measurement noise time correlation. Finally, the case of uncertainty in the system model is examined in [33] : the authors introduce some randomness in the dynamic system, using stochastic update and measurement matrices with known statistics and known noise covariance matrices.
III. THE TOBIT KALMAN FILTER
We consider a dynamic linear system with Tobit Type I censoring:
where x k ∈ R n is a hidden state vector, y k ∈ R m is the measurement output vector, A k ∈ R n×n is the non-singular update matrix and C k ∈ R m×m is the measurement matrix. The two components w k and v k are multivariate Gaussian random vectors with zero mean and covariance matrices Q k ∈ R n×n and R k ∈ R m×m , respectively. The standard KF is the optimal estimator of the hidden state as long as there is no censoring, but the Tobit nonlinearity makes it suboptimal if some measurements are censored.
We now introduce the notation used in the following: given a random variable X, its expected value is denoted by E[X] and its variance is Var [X] . The conditional expectation of X given the value of Y is denoted by E[X |Y ]. Vectors like x are written in bold, while matrices like A are written in bold and indicated with capital letters. The hat symbol indicates that the value is an estimate:x is an estimate of x. We refer to the univariate normal Probability Density Function (PDF) as φ(·), and to the normal Cumulative Distribution Function (CDF) as Φ(·). To simplify the notation in the following steps, we also define the elements of the vector η k as:
We also define the inverse Mills ratio, i.e., E[X |X > α], which we denote by λ(α) for the univariate normal case:
Its variance equivalent E[X 2 |X > α] is denoted by ð(α):
Using the notation defined above, we now recall the derivation of the TKF from [15] . The first two moments of y k (i) are given by:
The Kalman errorỹ k (i) is then given by:
Additionally, we use a diagonal m × m matrix of Bernoulli variables P k to represent the censoring of the measurements. Its elements are given by:
where δ i, j is the Kronecker delta function and I(·) is the indicator function. The expected value of the censoring variable is:
We now define the covariance matrix
where
is the predicted a priori state error covariance. We define the column vectorṽ k representing the bias introduced in the measurement noise by the censoring, whose elements areṽ
As in [15] , we define the Kalman error covariance matrix
The second term of the sum corresponds to the measurement covariance matrix V k , which is equal to:
The derivation in [15] assumes that Q k and R k are diagonal to simplify the notation. The derivation of the theoretical covariance matrix in the general case can be adapted from the characterization of the truncated multivariate normal in [34] . The Kalman gain is calculated as:
The TKF is then given by:
IV. A POSTERIORI NOISE COVARIANCE ESTIMATION
In this section, we derive the noise covariance estimator for the TKF. In a system with diagonal noise covariance matrices, the a posteriori density function of the noise covariance of a standard Kalman filter can be estimated using the Maximum A Posteriori (MAP) coupling form [35] :
Even in the standard scenario with no censoring, the multistep termsx k |ℓ−1 andx k |ℓ make the optimal formulation above impractical, as it cannot be described in recursive form. A practical one-step approximation is presented in [16] . In the TKF case, the derivation for the practical unbiased estimator forQ k follows from (1). The process noise covariance matrix is still
T , and if we assume that the ATKF state estimate is close enough to the real state, i.e.,x k |k ≃ x k , an assumption that the standard TKF also requires, we get:
We can now estimate the value of Q from the available samples:
The expected value of the process noise covariance is:
The derivation of (28) follows from the fact that E ỹ jỹ T j = Rỹỹ , j . In the following step, we use (19) to remove the Kalman gain from the equation. We can now subtract the expected value in (29) from (26) to write the unbiased estimator for the process noise covariance:
The estimation noise covariance matrix R k does not have a linear estimator, since the Kalman error covariance matrix Rỹỹ ,k is given by (13) , which contains V k instead of R k . We get the unbiased estimator forV k by substituting the TKF equations into the one-step version of (21):
The derivation of (31) is the same as in [16] , using the TKF modified equations instead of the standard KF. In order to estimateR k , we can now simply invert (8):
The resulting heuristic estimator is not unbiased, since the function is non-linear, but corresponds to the one-step MLE for the censored Gaussian distribution, as derived by Gupta [36] . The TKF converges to the standard KF when the censoring region is far from the state value. The noise estimator also converges to the unbiased noise estimator used in the AKF. After substituting the terms in (30), the estimator is the one in [16] . The same goes for the measurement noise estimator, since lim η k →−∞Rk =V k .
Note also that the noise estimation is computationally simple, as its only additional load with respect to the AKF is the calculation of the inverse functions in (32) .Therefore, the ATKF can operate while requiring the extra computation of m normal PDFs and CDFs at each iteration.
A. Time-varying noise estimation
In order to deal with time-varying noise, the estimation of the noise covariances needs to be performed over a limited window in time. This can be done with a simple lowpass filter, so that the new estimate of the covariance is the linear combination of the old estimate and the latest sample, weighted by a factor Γ k :
where γ ∈ [0, 1) is a fading factor. Lower values of the fading factor correspond to a higher weight to new samples, and setting γ = 0 is equivalent to only considering the latest sample. However, the covariance samples are sensitive to noise outliers, and the estimator might even diverge. For this reason, the estimator can use an Innovation Covariance Estimator (ICE) that averages the covariance samples over a rectangular sliding window to guarantee that noise covariance matrices are semidefinite positive [37] :
where N is the size of the sliding window. The ICE is another lowpass filter, and its length determines the reactiveness of the estimator. If the noise statistics are fast-varying, shorter windows are recommended. It is now possible to rewrite the estimator recursive equations, considering (34) and (35):
The full ATKF is given by the full estimator in (36)- (38), along with the update formulas in (16)- (19) .
V. PERFORMANCE EVALUATION
In this section, we present the results from two simulations, whose parameters are taken from [15] and [38] . The first scenario is simple and shows the limits of the Kalman approach in censored scenarios, and how the Tobit version of the filter can overcome them. In the second, a positioning application is extended to include the censored case, in which the position information is not available outside a limited region. We also included the original two-dimensional scenario from [15] in Appendix A to provide a more complete comparison, even though it is not related to IoT scenarios. The ATKF will be compared with three other filters: the standard KF and the TKF with the correct values of Q k and R k , and the AKF from [16] . In this way, we will show that the ATKF achieves almost the same performance as the TKF while estimating the noise covariances online. We set γ = 0.33 and N = 30 in both examples.
A. Constant value estimation
In the first example, we will estimate a 1D constant value below the censoring limit. In this case, we have x = −1, Q = 0, R = 1, and τ = 0. This means that any negative measurement value will be censored, and the state is one standard deviation below the limit. As Fig. 1 shows, most of the samples are censored. The initial conditions for the filters arex 0 = 5 and Ψ 0 = 25, and the two adaptive filters are initialized withQ 0 = 1 andR 0 = 1. Fig. 1 shows that the KF and AKF have a similar performance, staying above the censoring limit and having a significant error, while the TKF estimates the state correctly after relatively few steps. The ATKF has a noisier evolution for the first 50 steps, but quickly converges to the true value of x. Fig. 2 shows the evolution of the squared error for the different filters. The error is larger than 1 for the KF and AKF, whose estimates are always above the censoring threshold, while the error of the TKF and ATKF soon reaches very small values. In this case, the ATKF even performs slightly better than the TKF after the initial phase, with a lower Mean Squared Error (MSE), but both errors are negligible.
B. VLC positioning
A classic IoT application is indoor positioning: mobile robots and simple sensor nodes can combine their own internal sensors and the parameters of a wireless signal received from a known base station through sensor fusion, using the RSS [39] or Angle of Arrival (AoA) [40] to improve their localization accuracy. Over the past few years, VLC measurements have become a viable alternative to classic WiFi or BLE-based positioning methods [41] , and Kalman filters have already been used to improve tracking in this kind of application [42] .
The third example we show uses VLC to estimate a mobile robot's position and an internal gyroscope to measure its heading. The dynamic system we use is the same as in [43] , with the same parameters, which are reported in Table I . We consider a timestep T , and the state x k of the robot at step k is denoted by its position (x k,1 , x k,2 ) and its heading θ k . We assume that it has two independent wheels, with a radius R w and placed at a distance d w . The robot can maintain a speed v, and its turning rate is ∆θ. The motion update equation is given by:
where w k ∼ N(0, Q) is the Gaussian process noise. The Kalman update matrix A k+1 is the Jacobian matrix of the update function, containing its partial derivatives to the state x k :
The measurement matrix C = I 3×3 gives the following measurement function:
where v k ∼ N(0, R) is the Gaussian measurement noise. We can now define the covariance matrices of the two noise components:
where W k is the Jacobian matrix of the update function given in (39) with respect to w k :
In this case, Q k is not symmetrical, so the ATKF will have an additional source of errors. The measurement noise covariance matrix R k is defined as:
where σ 2 VLC is the VLC positioning error variance and σ 2 gyro is the gyroscopic attitude measurement error variance.
In our system, we consider a single VLC transmitter, whose signal can only be sensed underneath a roof cover: if the robot moves outside the covered area, sunlight will interfere with the VLC system [44] . making the localization measurement unusable. The roof is considered as a square of 1 m, and the VLC transmitter is placed at one of its vertices. The effect of the interference is shown in Fig. 3 : measurements are only available in the shaded area, and the values outside are censored. The plot clearly shows that the TKF and ATKF are able to follow the robot's path, while the standard filters Even if the TKF and ATKF seem to follow the trajectory correctly, Fig. 4 shows that the ATKF's timing is off, resulting in a 0.5 m offset in its position estimate while the TKF remains very precise. However, the performance of the filter is still very good considering the extremely limited amount of information available to it.
VI. CONCLUSION
This work presents a recursive noise covariance estimation method for the TKF, showing a small performance loss with respect to the TKF with full a priori knowledge. The ATKF is inspired by the approach from [16] , it does not add significant computational complexity to a standard TKF, and it also converges to the standard AKF when the state is far from the censoring region. The estimate of the measurement noise is biased because of the non-linearity of the relation between innovation variance and measurement noise variance, but it is optimal if we consider a one-step memory. The estimation method is also robust to time-varying noise statistics and censoring thresholds. The ATKF is tested in a simple example and an IoT positioning application, and shown to be a versatile and powerful tool to improve the estimation and tracking of variables with censored sensor data, which often occur in this networking paradigm. Future work on the subject includes the adaptation to the Tobit Type I model of other AKF methods such as ALS, which might outperform the recursive approach in some scenarios. The implementation of the ATKF in actual IoT devices is also an interesting subject of research. Finally, the extension to non-diagonal noise covariance matrices will be considered in an extension of this work.
APPENDIX
In this appendix, we provide another comparison with the TKF, using the scenario from the original work [15] , which models ballistic roll using censored magnetometer measurements [45] . This kind of system is often used in Unmanned Aerial Vehicles (UAVs) to estimate the attitude [38] , and Kalman-based tracking has already been proposed in the literature [46] . The dynamic system in this example can be easily adapted to a fixed-wing UAV performing banking maneuvers [47] , and even to a ground vehicle making sharp turns [48] . The measurement is one-dimensional (m = 1), and it is derived from a 2D hidden state (n = 2). In this case, we need to use an EKF, as the equations of the system are nonlinear.
A k = α cos(ω) − sin(ω) sin(ω) cos(ω) (45)
The oscillator frequency is ω = 0.005 · 2π and the gain is α = 1, with a sampling period T = 1. The censoring threshold is still τ = 0. In this case, we set Q k = I · 0.0025 and σ 2 k = 1. The presence of a low process noise makes the system more irregular, and thus harder to estimate correctly when the measurements are censored. The initial conditions of the filters arex 0 = [5 0] T and Ψ 0 = I. As in the previous example, the adaptive filters are initialized withQ 0 = I andR 0 = 1. Fig. 5 shows the evolution of the first state variable. When the measurements are not censored, the KF is the only one that does not correctly follow the trend of the hidden state, even if the AKF is noisier than either the TKF or the ATKF. However, the AKF never goes below 0 in its estimate, while the KF manages to follow the state in its valleys, even as it strongly underestimates their magnitude. The TKF and ATKF also make an error on the valley amplitude, probably because of the process noise, but the error is far lower. Fig. 6 shows the evolution of the second state variable, which is not observed directly. In this case, the AKF quickly diverges, as it is unable to get a correct estimate of the noise covariances. The KF does better, underestimating the valleys but correctly estimating the peaks. On the other hand, the TKF and ATKF only make small mistakes on the amplitudes of the minima and maxima, correctly following the trend even when the measurement of the first state variable is censored and the second one is hidden. Fig. 7 shows the evolution of the squared error in this example: in this case, the ATKF does slightly worse than the TKF, with a MSE of 0.75, while the TKF has 0.34. However, the error of the two filters is still lower than the measurement noise variance, even when the noise is censored. At the same time, the divergence of the AKF and the underestimation of the censored lobes by the standard KF make them have a far higher error.
