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γ-BOUNDED REPRESENTATIONS OF AMENABLE GROUPS
CHRISTIAN LE MERDY
Abstract. Let G be an amenable group, let X be a Banach space and let pi : G→ B(X)
be a bounded representation. We show that if the set {pi(t) : t ∈ G} is γ-bounded then
pi extends to a bounded homomorphism w : C∗(G)→ B(X) on the group C∗-algebra of G.
Moreover w is necessarily γ-bounded. This extends to the Banach space setting a theorem of
Day and Dixmier saying that any bounded representation of an amenable group on Hilbert
space is unitarizable. We obtain additional results and complements when G = Z, R or T,
and/or when X has property (α).
2000 Mathematics Subject Classification : 46B28, 47A60, 22D12
1. Introduction.
The notions of R-boundedness and γ-boundedness play a prominent role in various recent
developments of operator valued harmonic analysis and multiplier theory, see for example
[42, 39, 1, 4, 21, 22, 23, 26]. These notions are also now central in the closely related fields
of functional calculi (see [27, 13, 30]), abstract control theory in Banach spaces [19, 20], or
vector valued stochastic integration, see [41] and the references therein. This paper is devoted
to another aspect of harmonic analysis, namely Banach space valued group representations.
Our results will show that γ-boundedness is the key concept to understand certain behaviors
of such representations.
Throughout we let G be a locally compact group, we let X be a complex Banach space and
we letB(X) denote the Banach algebra of all bounded operators onX . By a representation of
G on X , we mean a strongly continuous mapping π : G→ B(X) such that π(tt′) = π(t)π(t′)
for any t, t′ in G, and π(e) = IX . Here e and IX denote the unit of G and the identity operator
on X , respectively. We say that π is bounded if moreover supt∈G ‖π(t)‖ <∞. Assume that
G is amenable and that X = H is a Hilbert space. Then it follows from the Day-Dixmier
unitarization Theorem (see e.g. [38, Chap. 0]) that any bounded representation of G on
H extends to a bounded homomorphism C∗(G)→ B(H) from the group C∗-algebra C∗(G)
into B(H). In general this extension property is no longer possible when H is replaced by
an arbitrary Banach space. To see a simple example, let G be an infinite abelian group,
let 1 ≤ p < ∞ and let λp : G → B(Lp(G)) be the regular representation defined by letting[
λp(t)f ](s) = f(s − t) for any f ∈ Lp(G). Recall that C∗(G) = C0(Ĝ), where Ĝ denotes
the dual group of G. Hence if λp extends to a bounded homomorphism C
∗(G)→ B(Lp(G)),
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then any function in C0(Ĝ) is a bounded Fourier multiplier on L
p(G). As is well-known, this
implies that p = 2, see e.g. [32, Thm. 4.5.2]. (See also Corollary 6.2 for more on this.) This
leads to the problem of finding conditions on a Banach space representation π : G→ B(X)
ensuring that its extension to a bounded homomorphism C∗(G)→ B(X) is indeed possible.
We recall the definitions of γ-boundedness and R-boundedness. The latter is more classical
(see [7]), but the two notions are completely similar. Let (gk)k≥1 be a sequence of complex
valued, independent standard Gaussian variables on some probability space Σ. For any
x1, . . . , xn in X , we let∥∥∥∑
k
gk ⊗ xk
∥∥∥
G(X)
=
(∫
Σ
∥∥∥∑
k
gk(λ) xk
∥∥∥2
X
dλ
) 1
2
.
Next we say that a set F ⊂ B(X) is γ-bounded if there is a constant C ≥ 0 such that for
any finite families T1, . . . , Tn in F , and x1, . . . , xn in X , we have∥∥∥∑
k
gk ⊗ Tkxk
∥∥∥
G(X)
≤ C
∥∥∥∑
k
gk ⊗ xk
∥∥∥
G(X)
.
In this case, we let γ(F ) denote the smallest possible C. This constant is called the γ-
bound of F . Now let (εk)k≥1 be a sequence of independent Rademacher variables on some
probability space. Then replacing the sequence (gk)k≥1 by the sequence (εk)k≥1 in the above
definitions, we obtain the notion of R-boundedness. The corresponding R-bound constant
of F is denoted by R(F ). Using the symmetry of Gaussian variables, it is easy to see
(and well-known) that any R-bounded set F ⊂ B(X) is automatically γ-bounded, with
γ(F ) ≤ R(F ). If further X has a finite cotype, then Rademacher averages and Gaussian
averages are equivalent (see e.g. [37, Chap. 3]), hence the notions of R-boundedness and
γ-boundedness are equivalent. Clearly any γ-bounded set is bounded and if X is isomorphic
to a Hilbert space, then any bounded set is γ-bounded. We recall that conversely if X is
not isomorphic to a Hibert space, then there exist bounded sets F ⊂ B(X) which are not
γ-bounded (see [1, Prop. 1.13]).
Our main result asserts that if G is amenable and if π : X → B(X) is a representation
such that {π(t) : t ∈ G} is γ-bounded, then there exists a (necessarily unique) bounded
homomorphism w : C∗(G)→ B(X) extending π (see Definition 2.4 for the precise meaning).
Moreover w is γ-bounded, i.e. it maps the unit ball of C∗(G) into a γ-bounded set of B(X).
If X has property (α), we obtain the following analog of the Day-Dixmier unitarization
Theorem: a representation π : G → B(X) extends to a bounded homomorphism C∗(G) →
B(X) if and only if {π(t) : t ∈ G} is γ-bounded. As an illustration, consider the case G = Z
and recall that C∗(Z) = C(T). Let T : X → X be an invertible operator on a Banach space
with property (α). We obtain that there exists a constant C ≥ 1 such that∥∥∥∑
k
ckT
k
∥∥∥ ≤ C sup{∣∣∣∑
k
ckz
k
∣∣∣ : z ∈ C, |z| = 1}
for any finite sequence (ck)k∈Z of complex numbers, if and only if the set{
T k : k ∈ Z} is γ-bounded.
3The main result presented above is established in Section 4. Its proof makes crucial use of
the transference methods available on amenable groups (see [8]) and of the Kalton-Weis ℓ-
spaces introduced in the unpublished paper [28]. Sections 2 and 3 are devoted to preliminary
results and background on these spaces and on group representations. In Section 5 we give
a proof of the following result: if a Banach space X has property (α), then any bounded ho-
momorphism w : A→ B(X) defined on a nuclear C∗-algebra A is automatically R-bounded
(and even matricially R-bounded). This result is due to E´ric Ricard (unpublished). In the
case when A is abelian, it goes back to De Pagter-Ricker [10] (see also [29]). Section 6 con-
tains examples and illustrations, some of them using the above theorem. We pay a special
attention to the γ-bounded representations of the classical abelian groups Z,R,T.
We end this introduction with some notation and general references. First, we will use
vector valued integration and Bochner Lp-spaces for which we refer to [15]. We let G(X) ⊂
L2(Σ;X) be the closed subspace spanned by the finite sums
∑
k gk ⊗ xk, with xk ∈ X . Next
the space Rad(X) is defined similarly, using the Rademacher sequence (εk)k≥1. For any
n ≥ 1, we let Radn(X) ⊂ Rad(X) be the subspace of all sums
∑n
k=1 εk ⊗ xk. It follows from
classical duality on Bochner spaces that we have a natural isometric isomorphism
(1.1) Radn(X)
∗∗ = Radn(X
∗∗).
Second, we refer to [17] for general background on classical harmonic analysis. Given a
locally compact group G, we let dt denote a fixed left Haar measure on G. For any p ≥ 1,
we let Lp(G) = Lp(G, dt) denote the corresponding Lp-space. We recall that the convolution
on G makes L1(G) a Banach algebra. Finally we will use basic facts on C∗-algebras and
Hilbert space representations, for which [38] and [35] are relevant references.
For any Banach spaces X, Y , we let B(Y,X) denote the space of all bounded operators
from Y into X , equipped with the operator norm, and we set B(X) = B(X,X). Given any
set V , we let χV denote the indicator function of V .
2. Preliminaries on γ-bounded representations.
We let Mn,m denote the space of n×m scalar matrices equipped with its usual operator
norm. We start with the following well-known tensor extension property, for which we refer
e.g. to [14, Cor. 12.17].
Lemma 2.1. Let a = [aij] ∈Mn,m and let x1, . . . , xm ∈ X. Then∥∥∥∑
i,j
aijgi ⊗ xj
∥∥∥
G(X)
≤ ‖a‖Mn,m
∥∥∑
j
gj ⊗ xj
∥∥
G(X)
.
This result does not remain true if we replace Gaussian variables by Rademacher variables
and this defect is the main reason why it is sometimes easier to deal with γ-boundedness
than with R-boundedness.
An extremely useful property proved in [7, Lem. 3.2] is that if F ⊂ B(X) is any R-
bounded set, then its strongly closed absolute convex hull aco(F ) is R-bounded as well, with
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an estimate R(aco(F )) ≤ 2R(F ). It turns out that a similar property holds for γ-bounded
sets without the extra factor 2.
Lemma 2.2. Let F ⊂ B(X) be any γ-bounded set. Then its closed absolute convex hull
aco(F ) with respect to the strong operator topology is γ-bounded as well, and
γ(aco(F )) = γ(F ).
Proof. Consider the set
F˜ =
{
zT : T ∈ F, z ∈ C, |z| ≤ 1}.
Applying Lemma 2.1 to diagonal matrices, we see that F˜ is γ-bounded and that γ(F˜ ) = γ(F ).
Moreover aco(F ) is equal to co(F˜ ), the convex hull of F˜ . Hence the argument in [7, Lem.
3.2] shows that aco(F ) is γ-bounded and that γ(aco(F )) = γ(F˜ ). The result follows at
once. 
Let Z be an arbitrary Banach space. Following [29], we say that a bounded linear map
v : Z → B(X) is γ-bounded (resp. R-bounded) if the set{
v(z) : z ∈ Z, ‖z‖ ≤ 1}
is γ-bounded (resp. R-bounded). In this case, we let γ(v) (resp. R(v)) denote the γ-bound
(resp. the R-bound) of the latter set.
Next we say that a representation π : G → B(X) is γ-bounded (resp. R-bounded) if the
set {
π(t) : t ∈ G}
is γ-bounded (resp. R-bounded). In this case, we let γ(π) (resp. R(π)) denote the γ-bound
(resp. the R-bound) of the latter set.
For any bounded representation π : G → B(X), we let σπ : L1(G) → B(X) denote the
associated bounded homomorphism defined by
σπ(k) =
∫
G
k(t)π(t) dt, k ∈ L1(G),
where the latter integral in defined in the strong sense. It turns out that σπ is nondegenerate,
that is,
(2.1) Span
{
σπ(k)x : k ∈ L1(G), x ∈ X
}
is dense in X . Moreover, for every nondegenerate bounded homomorphism σ : L1(G) →
B(X), there exists a unique representation π : G → B(X) such that σ = σπ, see [11, Lem.
2.4 and Rem. 2.5].
Lemma 2.3. Let π : G → B(X) be a bounded representation. Then π is γ-bounded if and
only if σπ is γ-bounded. Moreover γ(π) = γ(σπ) in this case.
5Proof. For any k ∈ L1(G) such that ‖k‖1 ≤ 1, the operator σπ(k) belongs to the strongly
closed absolute convex hull of {π(t) : t ∈ G}. Hence the ‘only if’ part follows from Lemma
2.2, and we have γ(σπ) ≤ γ(π).
For the converse implication, we let (hι)ι be a contractive approximate identity of L
1(G).
For any t ∈ G, let δt denote the point mass at t. Then for any k ∈ L1(G), and any x ∈ X ,
we have
π(t)σπ(k)x = σπ(δt ∗ k)x
= lim
ι
σπ(hι ∗ δt ∗ k)x
= lim
ι
σπ(hι ∗ δt)σπ(k)x.
Hence if we let Y ⊂ X be the dense subspace defined by (2.1), we have that
lim
ι
σπ(hι ∗ δt)y = π(t)y, y ∈ Y, t ∈ G.
Now assume that σπ is γ-bounded and let y1, . . . , yn ∈ Y and t1, . . . , tn ∈ G. For any ι and
any k = 1, . . . , n, we have ‖hι ∗ δtk‖1 ≤ 1. Hence∥∥∥∑
k
gk ⊗ σπ(hι ∗ δtk)yk
∥∥∥
G(X)
≤ γ(σπ)
∥∥∥∑
k
gk ⊗ yk
∥∥∥
G(X)
.
Passing to the limit when ι→∞, this yields∥∥∥∑
k
gk ⊗ π(tk)yk
∥∥∥
G(X)
≤ γ(σπ)
∥∥∥∑
k
gk ⊗ yk
∥∥∥
G(X)
.
Since Y is dense in X , this implies that π is γ-bounded, with γ(π) ≤ γ(σπ). 
Let λ : G → B(L2(G)) denote the left regular representation. We recall that for any
f ∈ L2(G),
λ(t)f = δt ∗ f and σλ(k) = k ∗ f
for any t ∈ G and any k ∈ L1(G). The reduced C∗-algebra of G is defined as
C∗λ(G) = σλ
(
L1(G)
) ⊂ B(L2(G)).
We recall that C∗λ(G) is equal to the group C
∗-algebra C∗(G) if and only if G is amenable,
see e.g. [34, (4.21)]. The notion on which we will focus on in Section 4 and beyond is the
following.
Definition 2.4. We say that a bounded representation π : G→ B(X) extends to a bounded
homomorphism w : C∗λ(G)→ B(X) if w ◦ σλ = σπ.
Note that there exists a bounded operator w : C∗λ(G) → B(X) such that w ◦ σλ = σπ if
and only if there is a constant C ≥ 0 such that
‖σπ(f)‖ ≤ C‖σλ(f)‖, f ∈ L1(G),
that this extension is unique and is necessarily a homomorphism.
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We refer the reader to [11] for some results concerning representations π : G → B(X)
extending to anR-bounded homomorphism w : C∗λ(G)→ B(X) in the case whenG is abelian,
and their relationships with R-bounded spectral measures (see also Remark 4.5).
3. Multipliers on the Kalton-Weis ℓ-spaces.
We will need abstract Hilbert space valued Banach spaces, usually called ℓ-spaces, which
were introduced by Kalton and Weis in the unpublished paper [28]. These ℓ-spaces allow
to define abstract square functions and were used in [28] to deal with relationships between
H∞ calculus and square function estimates. Similar spaces are constructed in [24] for the
same purpose, in the setting of noncommutative Lp-spaces. Recently, ℓ-spaces played an
important role in the development of vector valued stochastic integration (see in particular
[40, 41]) and for control theory in a Banach space setting [20]. In this section, we first recall
some definitions and basics of ℓ-spaces, and then we develop specific properties which will
be useful in the next section.
Let X be a Banach space and let H be a Hilbert space. We let H denote the conjugate
space ofH . We will identify the algebraic tensor productH⊗X with the subspace of B(H,X)
of all bounded finite rank operators in the usual way. Namely for any finite families (ξk)k in
H and (xk)k in X , we identify the element
∑
k ξk ⊗ xk with the operator u : H → X defined
by letting u(η) =
∑
k〈η, ξk〉xk for any η ∈ H .
For any u ∈ H⊗X , there exists a finite orthonormal family (ek)k of H and a finite family
(xk)k of X such that u =
∑
k ek ⊗ xk. Then we set
‖u‖G =
∥∥∥∑
k
gk ⊗ xk
∥∥∥
G(X)
.
Using Lemma 2.1, it is easy to check that this definition does not depend on the ek’s and
xk’s representing u. Next for any u ∈ B(H,X), we set
‖u‖ℓ = sup
{‖uP‖G ∣∣P : H → H finite rank orthogonal projection}.
Note that the above quantity may be infinite. Then we denote by ℓ+(H,X) the space of
all bounded operators u : H → X such that ‖u‖ℓ <∞. This is a Banach space for the norm
‖ ‖ℓ. We let ℓ(H,X) denote the closure of H ⊗ X in ℓ+(H,X). It is observed in [28] that
ℓ(H,X) = ℓ+(H,X) provided that X does not contain c0 (we will not use this fact in this
paper).
Proposition 3.1. Let S ∈ B(H).
(1) For any finite rank operator u : H → X, we have ‖u ◦ S‖G ≤ ‖u‖G‖S‖.
(2) For any u ∈ ℓ+(H,X), the operator u◦S belongs to ℓ+(H,X) and ‖uS‖ℓ ≤ ‖u‖ℓ‖S‖.
Proof. Part (1) is a straightforward consequence of Lemma 2.1. Indeed suppose that u =∑
i ei ⊗ xi for some finite orthonormal family (ei)i of H and some xi ∈ X . Then if (e′j)j is
7an orthonormal basis of Span{S∗(ei) : i = 1, . . . , n}, we have
u ◦ S =
∑
i,j
〈ei, S(e′j)〉 e′j ⊗ xi .
Hence
‖u ◦ S‖G =
∥∥∥∑
i,j
〈ei, S(e′j)〉 gj ⊗ xi
∥∥∥
G(X)
≤ ∥∥〈ei, S(e′j)〉∥∥ℓ2→ℓ2∥∥∥∑
i
gi ⊗ xi
∥∥∥
G(X)
≤ ‖S‖‖u‖G.
To prove (2), consider an arbitrary u : H → X and let P : H → H be a finite rank orthogonal
projection. Then SP is finite rank hence there exists a finite rank orthogonal projection
Q : H → H such that SP = QSP . Applying the first part of this proof to uQ, we infer that
‖uSP‖G = ‖uQQSP‖G ≤ ‖uQ‖G‖QSP‖ ≤ ‖u‖ℓ‖S‖.
The result follows by passing to the supremum over P . 
Remark 3.2.
(1) It is clear from above that for any finite rank u : H → X , we have ‖u‖G = ‖u‖ℓ. More
generally for any u : H → X , we have ‖u‖ℓ = sup{‖uw‖G}, where the supremum runs over
all finite rank operators w : H → H with ‖w‖ ≤ 1.
(2) Let S ∈ B(H) and let ϕS : B(H,X) → B(H,X) be defined by ϕS(u) = u ◦ S. It is
easy to check (left to the reader) that the restriction of ϕS to H⊗X coincides with S∗⊗ IX .
We will now focus on the case whenH = L2(Ω, µ), for some arbitrary measure space (Ω, µ).
We will identify H and H in the usual way. We let L2(Ω;X) be the associated Bochner space
and we recall that L2(Ω)⊗X is dense in L2(Ω;X). There is a natural embedding of L2(Ω;X)
into B(L2(Ω), X) obtained by identifying any F ∈ L2(Ω;X) with the operator
uF : f 7−→
∫
Ω
F (t)f(t) dµ(t) , f ∈ L2(Ω).
Thus we have the following diagram of embeddings, that we will use without any further
reference. For example, it will make sense through these identifications to compute ‖F‖ℓ for
any F ∈ L2(Ω;X).
L2(Ω;X)
++XX
XXX
XXX
XXX
XXX
XXX
XXX
XXX
XXX
X
L2(Ω)⊗X
77ooooooooooo
''O
OO
OO
OO
OO
OO
B(L2(Ω), X)
ℓ(L2(Ω), X) // ℓ+(L
2(Ω), X)
66mmmmmmmmmmmm
By a subpartition of Ω, we mean a finite set θ = {I1, . . . , Im} of pairwise disjoint measur-
able subsets of Ω such that 0 < µ(Ii) < ∞ for any i = 1, . . . , m. We will use the natural
partial order on subpartitions, obtained by saying that θ ≤ θ′ if and only if each set in θ is a
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union of some sets in θ′. For any subpartition θ = {I1, . . . , Im}, we let Eθ : L2(Ω) → L2(Ω)
be the orthogonal projection defined by
Eθ(f) =
m∑
i=1
1
µ(Ii)
(∫
Ii
f(t) dµ(t)
)
χIi, f ∈ L2(Ω).
It is plain that limθ→∞ ‖Eθ(f)− f‖2 = 0 for any f ∈ L2(Ω). Now let
EXθ : B(L
2(Ω), X) −→ L2(Ω)⊗X
be defined by EXθ (u) = uEθ. Then the above approximation property extends as follows.
Lemma 3.3.
(1) For any u ∈ ℓ(L2(Ω), X), limθ→∞ ‖EXθ (u)− u‖ℓ = 0.
(2) For any u ∈ L2(Ω;X), limθ→∞ ‖EXθ (u)− u‖L2(Ω;X) = 0.
Proof. By Remark 3.2, (2), the restriction of EXθ to L
2(Ω)⊗X coincides with Eθ⊗IX , hence
(1) holds true if u ∈ L2(Ω)⊗X . According to Proposition 3.1, we have∥∥EXθ : ℓ(L2(Ω), X) −→ ℓ(L2(Ω), X)∥∥ ≤ 1.
Since L2(Ω) ⊗ X is dense in ℓ(L2(Ω), X), part (1) follows by equicontinuity. The proof of
(2) is identical. 
Lemma 3.4. For any u ∈ B(L2(Ω), X) and any subpartition θ0 of Ω,
‖u‖ℓ = sup
{‖uEθ‖G : θ subpartition of Ω, θ ≥ θ0 }.
Proof. Let P : L2(Ω)→ L2(Ω) be a finite rank orthogonal projection, and let (h1, . . . , hn) be
an orthonormal basis of its range. Then
uP =
∑
k
hk ⊗ u(hk) and uEθP =
∑
k
hk ⊗ uEθ(hk)
for any subpartition θ. Since Eθ(hk)→ hk for any k = 1, . . . , n, we deduce that
‖uP‖G = lim
θ→∞
‖uEθP‖G.
By Proposition 3.1, this implies that ‖uP‖G ≤ supθ≥θ0 ‖uEθ‖G and the result follows at
once. 
Let φ : Ω→ B(X) be a bounded strongly measurable function. We may define a multipli-
cation operator Tφ : L
2(Ω;X)→ L2(Ω;X) by letting[
Tφ(F )
]
(t) = φ(t)F (t), F ∈ L2(Ω;X).
Consider the associated bounded set
(3.1) Fφ =
{
1
µ(I)
∫
I
φ(t) dµ(t) : I ⊂ Ω, 0 < µ(I) <∞
}
.
The following is an analog of [24, Prop. 4.4] and extends [28, Prop. 4.11].
9Proposition 3.5. If the set Fφ is γ-bounded, there exists a (necessarily unique) bounded
operator
Mφ : ℓ(L
2(Ω), X) −→ ℓ+(L2(Ω), X),
such that Mφ and Tφ coincide on the intersection ℓ(L
2(Ω), X)∩L2(Ω;X). Moreover we have
‖Mφ‖ ≤ γ(Fφ).
Proof. Let E ⊂ L2(Ω) be the dense subspace of all simple functions and let u ∈ E⊗X . There
exists a subpartition θ0 = (A1, . . . , AN) and some x1, . . . , xN in X such that
u =
∑
j
χAj ⊗ xj .
Let θ = (I1, . . . , Im) be another subpartition and assume that θ0 ≤ θ. Thus there exist
αij ∈ {0, 1} for i = 1, . . . , m and j = 1, . . . , N such that χAj =
∑
i αijχIi for any j.
Consequently, we have
u =
∑
i,j
αijχIi ⊗ xj and
[
Tφ(u)
]
(t) =
∑
i,j
αijχIi(t)φ(t)xj .
For any i = 1, . . . , m, let
Ti =
1
µ(Ii)
∫
Ii
φ(t) dµ(t) .
Then a thorough look at the definition of EXθ shows that
EXθ
(
Tφ(u)) =
∑
i,j
αij χIi ⊗ Ti(xj).
Since
(
µ(Ii)
− 1
2χIi
)
i
is an orthonormal family of L2(Ω), this implies that∥∥EXθ (Tφ(u))∥∥G = ∥∥∥∑
i,j
αijµ(Ii)
1
2 gi ⊗ Ti(xj)
∥∥∥
G(X)
.
Likewise,
‖u‖G =
∥∥∥∑
i,j
αijµ(Ii)
1
2 gi ⊗ xj
∥∥∥
G(X)
.
Since each Ti belongs to the set Fφ, this implies that
∥∥EXθ (Tφ(u))∥∥G ≤ γ(Fφ)‖u‖G. Taking
the supremum over θ and applying Lemma 3.4, we obtain that Tφ(u) ∈ ℓ+(L2(Ω), X), with
‖Tφ(u)‖ℓ ≤ γ(Fφ)‖u‖G.
This induces a bounded operator Mφ : ℓ(L
2(Ω), X) → ℓ+(L2(Ω), X) coinciding with Tφ on
E ⊗X and verifying ‖Mφ‖ ≤ γ(Fφ).
To show that Mφ and Tφ coincide on ℓ(L
2(Ω), X)∩L2(Ω;X), let u belong to this intersec-
tion and note that by construction, Mφ(E
X
θ (u)) = Tφ(E
X
θ (u)) for any subpartition θ. Then
the equality Mφ(u) = Tφ(u) follows from Lemma 3.3. 
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In the rest of this section, we consider natural tensor extensions of the spaces and multipli-
ers considered so far. Let N ≥ 1 be a fixed integer and let (e1, . . . , eN ) denote the canonical
basis of ℓ2N . We let ℓ
2
N
2⊗L2(Ω) be the Hilbert space tensor product of ℓ2N and L2(Ω). For any
bounded operator u : ℓ2N
2⊗L2(Ω)→ X and any k = 1, . . . , N , let uk : L2(Ω)→ X be defined
by uk(f) = u(ek⊗ f). Then the mapping u 7→
∑
k ek ⊗ uk induces an algebraic isomorphism
(3.2) B
(
ℓ2N
2⊗L2(Ω), X) ≃ ℓ2N ⊗ B(L2(Ω), X).
Let us now see the effects of this isomorphism on the special spaces considered so far. Let
ΩN = Ω× {1, . . . , N}, so that we have a natural isometric isomorphism
ℓ2N
2⊗L2(Ω) = L2(ΩN).
Then it is clear that under the identification (3.2), an operator u : L2(ΩN ) → X belongs to
L2(ΩN ;X) if and only if uk belongs to L
2(Ω;X) for any k = 1, . . . , N . Moreover this induces
an isometric isomorphism identification
L2(ΩN ;X) = ℓ
2
N
(
L2(Ω;X)
)
.
Likewise it is easy to check (left to the reader) that u : L2(ΩN)→ X belongs to ℓ+(L2(ΩN ), X)
(resp. ℓ(L2(ΩN ), X)) if and only if uk belongs to ℓ+(L
2(Ω), X) (resp. ℓ(L2(Ω), X)) for any
k = 1, . . . , N , which leads to algebraic isomorphisms
(3.3) ℓ+(L
2(ΩN ), X) ≃ ℓ2N ⊗ ℓ+(L2(Ω), X) and ℓ(L2(ΩN), X) ≃ ℓ2N ⊗ ℓ(L2(Ω), X).
Now let φ : Ω → B(X) be a bounded strongly measurable function as before and let
φN : ΩN → B(X) be defined by
φN(t, k) = φ(t), t ∈ Ω, k = 1, . . . , N.
As in (3.1), we may associate a set FφN ⊂ B(X) to φN . A moment’s thought shows that
Fφ ⊂ FΦN ⊂ co(Fφ). Hence FφN is γ-bounded if and only if Fφ is γ-bounded and we have
γ
(
FφN
)
= γ
(
Fφ
)
in this case. It is clear that under the identifications (3.3), the associated multiplier operator
MφN : ℓ(L
2(ΩN ), X)→ ℓ+(L2(ΩN ), X) satisfies
(3.4) MφN = Iℓ2N ⊗Mφ.
4. Characterization of γ-bounded representations of amenable groups
Thoughout we let G be a locally compact group equipped with a left Haar measure and
for any measurable I ⊂ G, we simply let |I| denote the measure of I. If π : G → B(X) is
any bounded representation and ‖π‖ = supt∈G ‖π(t)‖, it is plain that for any I ⊂ G and any
z ∈ X , we have
‖π‖−1|I| 12‖z‖ ≤ (∫
I
‖π(t)z‖2 dt ) 12 ≤ ‖π‖|I| 12‖z‖.
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The first part of the following lemma is an analog of this double estimate when the space
L2(G;X) is replaced by ℓ+(L
2(G), X). In the second part, we apply the principles explained
at the end of the previous section.
Lemma 4.1. Let π : G → B(X) be a γ-bounded representation and let I ⊂ G be any
measurable subset of G with finite measure.
(1) For any z ∈ X, the function t 7→ χI(t)π(t)z belongs to ℓ+(L2(G), X) and we have
γ(π)−1|I| 12‖z‖ ≤ ∥∥t 7→ χI(t)π(t)z∥∥ℓ ≤ γ(π)|I| 12‖z‖.
(2) Let N ≥ 1 be an integer. Let z1, . . . , zN ∈ X and let Fk(t) = χI(t)π(t)zk for any
k = 1, . . . , N . Then
γ(π)−1|I| 12
∥∥∥∑
k
ek ⊗ zk
∥∥∥
G
≤
∥∥∥∑
k
ek ⊗ Fk
∥∥∥
ℓ
≤ γ(π)|I| 12
∥∥∥∑
k
ek ⊗ zk
∥∥∥
G
.
Proof. Part (1) is a special case of part (2) so we only need to prove the second statement.
The upper estimate is a simple consequence of Proposition 3.5 applied with π = φ, and the
discussion at the end of Section 3. Indeed, let Fπ be the set associated with π : G → B(X)
as in (3.1). For any I ⊂ G with 0 < |I| < ∞, the operator |I|−1 ∫
I
π(t) dt belongs to the
strong closure of the absolute convex hull of {π(t) : t ∈ G}. Hence γ(Fπ) ≤ γ(π) by Lemma
2.2. Let
Mπ : ℓ(L
2(G), X) −→ ℓ+(L2(G), X)
be the multiplier operator associated with π. Then for any I ⊂ G and any z ∈ X , the
function t 7→ χI(t)π(t)z is equal to Mπ(χI ⊗ z). Thus according to (3.4), we have∑
k
ek ⊗ Fk = Mπn
(∑
k
ek ⊗ χI ⊗ zk
)
.
Moreover
(|I|− 12 ek ⊗ χI)k is an orthonormal family of ℓ2N 2⊗L2(G), hence∥∥∥∑
k
ek ⊗ χI ⊗ zk
∥∥∥
ℓ
= |I| 12
∥∥∥∑
k
ek ⊗ zk
∥∥∥
G
.
Consequently we have∥∥∥∑
k
ek ⊗ Fk
∥∥∥
ℓ
≤ γ(FπN )∥∥∥∑
k
ek ⊗ χI ⊗ zk
∥∥∥
ℓ
≤ γ(π)|I| 12
∥∥∥∑
k
ek ⊗ zk
∥∥∥
G
.
We now turn to the lower estimate, for which we will use duality. For any ϕ1, . . . , ϕN in
X∗, we set
∥∥(ϕ1, . . . , ϕN)∥∥ℓ∗ = sup
{∣∣∣ N∑
k=1
〈ϕk, xk〉
∣∣∣ : x1, . . . , xN ∈ X, ∥∥∥ N∑
k=1
gk ⊗ xk
∥∥∥
G(X)
≤ 1
}
.
We fix some I ⊂ G with 0 < |I| < ∞. Then we consider z1, . . . , zN in X and the functions
F1, . . . , FN in L
2(G;X) given by Fk(t) = χI(t)π(t)zk. By Hahn-Banach there exist ϕ1, . . . , ϕN
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in X∗ such that∥∥(ϕ1, . . . , ϕN)∥∥ℓ∗ = 1 and ∥∥∥∑
k
ek ⊗ zk
∥∥∥
G
=
∑
k
〈ϕk, zk〉 .
Using the latter equality and Lemma 3.3, (2), we thus have
|I|
∥∥∥∑
k
ek ⊗ zk
∥∥∥
G
=
∑
k
∫
I
〈ϕk, zk〉 dt
=
∑
k
∫
I
〈π(t−1)∗ϕk, π(t)zk〉 dt
=
∑
k
∫
G
〈
χI(t)π(t
−1)∗ϕk, Fk(t)
〉
dt
= lim
θ→∞
∑
k
∫
G
〈
χI(t)π(t
−1)∗ϕ,
[
EXθ (Fk)
]
(t)
〉
dt .
Let θ = (I1, . . . , Im) be a subpartition of G such that I = I1 ∪ · · · ∪ In for some n ≤ m and
let
Jθ =
∑
k
∫
G
〈
χI(t)π(t
−1)∗ϕk,
[
EXθ (Fk)
]
(t)
〉
dt
be the above sum of integrals. For any i = 1, . . . , n, let
Ti =
1
|Ii|
∫
Ii
π(t) dt and Si =
1
|Ii|
∫
Ii
π(t−1) dt .
For any k we have
(4.1) EXθ (Fk) =
n∑
i=1
χIi ⊗ Ti(zk) .
We deduce that
Jθ =
N∑
k=1
n∑
i=1
∫
Ii
〈π(t−1)∗ϕk, Ti(zk)〉 dt
=
N∑
k=1
n∑
i=1
∫
Ii
〈ϕk, π(t−1)Ti(zk)〉 dt
=
N∑
k=1
n∑
i=1
|Ii| 〈ϕk, SiTi(zk)〉.
According to the definition of the ℓ∗-norm, this identity implies that
|Jθ| ≤
∥∥∥∑
k
gk ⊗
(∑
i
|Ii|SiTi(zk)
)∥∥∥
G(X)
.
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Let a : ℓ2nN → ℓ2N be defined by
a
(
(cik) 1≤i≤n
1≤k≤N
)
=
(∑
i
cik|Ii| 12
)
k
, cik ∈ C.
Let c = (cik) in ℓ
2
nN . Using Cauchy-Schwarz and the fact that |I| =
∑
i |Ii|, we have
‖a(c)‖22 =
∑
k
∣∣∣∑
i
cik|Ii| 12
∣∣∣2
≤
∑
k
(∑
i
|cik|2
)(∑
i
|Ii|
)
= |I|‖c‖2.
Hence ‖a‖ ≤ |I| 12 . Let (gik)i,k≥1 be a doubly indexed family of independent standard Gauss-
ian variables. According to Lemma 2.1, the latter estimate implies that∥∥∥∑
i,k
gk ⊗ |Ii| 12 yik
∥∥∥
G(X)
≤ |I| 12
∥∥∥∑
i,k
gik ⊗ yik
∥∥∥
G(X)
for any yik in X . We deduce that
|Jθ| ≤ |I| 12
∥∥∥∑
i,k
gik ⊗ |Ii| 12SiTi(zk)
∥∥∥
G(X)
.
Next observe that by convexity again, we have γ
({S1, . . . , Sn}) ≤ γ(π). The latter estimate
therefore implies that
|Jθ| ≤ γ(π)|I| 12
∥∥∥∑
i,k
gik ⊗ |Ii| 12Ti(zk)
∥∥∥
G(X)
.
Since (|Ii|− 12χIi)i is an orthonormal family of L2(G), we have, using (4.1),∥∥∥∑
i,k
gik ⊗ |Ii| 12Ti(zk)
∥∥∥
G(X)
=
∥∥∥∑
i,k
ek ⊗ χIi ⊗ Ti(zk)
∥∥∥
G
=
∥∥∥(Iℓ2
N
⊗ EXθ
)(∑
k
ek ⊗ Fk
)∥∥∥
G
≤
∥∥∥∑
k
ek ⊗ Fk
∥∥∥
ℓ
.
Hence
|Jθ| ≤ γ(π)|I| 12
∥∥∥∑
k
ek ⊗ Fk
∥∥∥
ℓ
,
and passing to the limit when θ →∞, this yields the lower estimate. 
Remark 4.2. The above lemma remains true if π(t) is replaced by π(t−1). This follows
either from the proof itself, or by considering the representation πop : Gop → B(X) defined
by πop(t) = π(t−1). Here Gop denotes the opposite group of G, i.e. G equipped with the
reverse product.
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The following notion was introduced in [29]. For any C∗-algebra A, the space MN(A) of
N ×N matrices with entries in A is equipped with its unique C∗-norm.
Definition 4.3. Let A be a C∗-algebra and let w : A→ B(X) be a bounded linear map.
(1) We say that w is matricially γ-bounded if there is a constant C ≥ 0 such that
(4.2)
∥∥∥ N∑
i,j=1
gi ⊗ w(aij)xj
∥∥∥
G(X)
≤ C ∥∥[aij ]∥∥MN (A)
∥∥∥ N∑
j=1
gj ⊗ xj
∥∥∥
G(X)
for any N ≥ 1, for any [aij ] ∈ MN (A) and for any x1, . . . , xN ∈ X. In this case we
let ‖w‖Mat−γ denote the smallest possible C.
(2) We say that w is matricially R-bounded if (4.2) holds when the Gaussian sequence
(gk)k is replaced by a Rademacher sequence (εk)k, and we let ‖w‖Mat−R denote the
smallest possible constant in this case.
Two simple comments are in order (see [29, Remark 4.2] for details). First, restricting
(4.2) to the case when [aij] is a diagonal matrix, we obtain that any matricially γ-bounded
map w : A→ B(X) is γ-bounded, with
γ(w) ≤ ‖w‖Mat−γ.
Second, if X = H is a Hilbert space, then γ-matricial boundedness coincides with complete
boundedness and we have ‖w‖Mat−γ = ‖w‖cb (the completely bounded norm of w). Similar
comments apply to R-boundedness.
The proof of our main result below uses transference techniques from [8] in the framework
of ℓ-spaces.
Theorem 4.4. Let G be an amenable locally compact group and let π : G → B(X) be a
bounded representation. The following assertions are equivalent.
(i) π is γ-bounded.
(ii) π extends to a bounded homomorphism w : C∗λ(G)→ B(X) (in the sense of Definition
2.4) and w is γ-bounded.
In this case, w is matricially γ-bounded and
γ(π) ≤ γ(w) ≤ ‖w‖Mat−γ ≤ γ(π)2.
Proof. Assume (ii) and let σπ : L
1(G) → B(X) be induced by π. Then σπ = w ◦ σλ and σλ
is a contraction. Hence σπ is γ-bounded, with γ(σπ) ≤ γ(u). Then (i) follows from Lemma
2.3 and we have γ(π) ≤ γ(w).
Assume (i). Our proof of (ii) will be divided into two parts. We first show that for any
k ∈ L1(G), we have
(4.3) ‖σπ(k)‖ ≤ γ(π)2‖σλ(k)‖.
This implies the existence of w : C∗λ(G)→ B(X) extending π. Then we will show (4.6), which
implies that w is actually γ-bounded. Although (4.3) is a special case of (4.6), establishing
that estimate first makes the proof easier to read.
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Let k ∈ L1(G) and assume that k has a compact support Γ ⊂ G. Let V ⊂ G be an
arbitrary open neighborhood of the unit e, with 0 < |V | < ∞. We let T : L2(G) → L2(G)
be the multiplication operator defined by letting T (f) = χV f for any f ∈ L2(G). Then we
let S : L2(G)→ L2(G) be defined by(
Sg
)
(s) =
∫
G
k(t)g(ts) dt, g ∈ L2(G), s ∈ G.
Under the natural duality between L2(G) and itself, S is the transposed map of σλ(k), hence
(4.4) ‖S‖ = ‖σλ(k)‖.
Let x ∈ X . The set Γ−1V ⊂ G has a positive and finite measure, hence applying Lemma
4.1 (and Remark 4.2), we see that the function
F : s 7−→ χΓ−1V (s)π(s−1)x
belongs to L2(G;X)∩ℓ+(L2(G), X). Let u : L2(G)→ X be the bounded operator associated
to F and let u˜ = u ◦ S ◦ T ∈ B(L2(G), X). Consider an arbitrary f ∈ L2(G). For any
h ∈ L2(G),
u(h) =
∫
G
h(s)χΓ−1V (s)π(s
−1)x ds ,
hence according to the definitions of T and S, we have
u˜(f) =
∫
G
(∫
G
k(t)χV (ts)f(ts) dt
)
χΓ−1V (s)π(s
−1)x ds .
Using Fubini (which is applicable because χV f is integrable) and the left invariance of ds,
this implies
u˜(f) =
∫
G
k(t)
(∫
G
χV (ts)f(ts)χΓ−1V (s)π(s
−1)x ds
)
dt
=
∫
G
k(t)
(∫
G
χV (s)f(s)χΓ−1V (t
−1s)π(s−1t)x ds
)
dt
=
∫
G
χV (s)f(s)
(∫
G
k(t)χΓ−1V (t
−1s)π(s−1t)x dt
)
ds.
Since k is supported in Γ we deduce that
(4.5) u˜(f) =
∫
G
χV (s)f(s)
(∫
G
k(t)π(s−1t)x dt
)
ds .
Let y = σπ(k)x. For any s ∈ G, we have∫
G
k(t)π(s−1t)x dt =
∫
G
k(t)π(s−1)π(t)x dt = π(s−1)y.
Thus (4.5) shows that u˜ is the bounded operator associated to the function
F˜ : s 7−→ χV (s)π(s−1)y.
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By Proposition 3.1, we have ‖F˜‖ℓ ≤ ‖ST‖‖F‖ℓ. Applying (4.4) and the fact that T is a
contraction, we therefore obtain that∥∥s 7→ χV (s)π(s−1)y∥∥ℓ ≤ ‖σλ(k)‖∥∥s 7→ χΓ−1V (s)π(s−1)x∥∥ℓ.
Applying Lemma 4.1 (and Remark 4.2) twice we deduce that
|V | 12‖y‖ ≤ γ(π)2‖σλ(k)‖|Γ−1V | 12‖x‖,
and hence
‖σπ(k)x‖ ≤ γ(π)2
( |Γ−1V |
|V |
) 1
2 ‖σλ(k)‖‖x‖.
We now apply the assumption that G is amenable. According to Folner’s condition (see e.g.
[8, Chap. 2]), we can choose V such that |Γ
−1V |
|V |
is arbitrarily close to 1. This yields (4.3)
when k is compactly supported. Since σλ and σπ are continuous, this actually implies (4.3)
for any k ∈ L1(G).
We now aim at showing that w : C∗λ(G) → B(X) is matricially γ-bounded and that
‖w‖Mat−γ ≤ γ(π)2. In fact the argument is essentially a repetition of the above one, modulo
standard matrix manipulations. We fix some integer N ≥ 1 and consider x1, . . . , xN in X .
According to Definition 4.3, it suffices to show that for any [kij ] ∈MN ⊗ L1(G), we have
(4.6)
∥∥∥∑
i,j
gi ⊗ σπ(kij)xj
∥∥∥
G(X)
≤ γ(π)2∥∥[σλ(kij)]∥∥MN (C∗λ(G))
∥∥∥∑
j
gj ⊗ xj
∥∥∥
G(X)
.
In the sequel we let
x =
N∑
j=1
ej ⊗ xj ∈ ℓ2N ⊗X.
Let us identify MN ⊗ L1(G) with L1(G;MN ) in the natural way and let k ∈ L1(G;MN) be
the MN -valued function corresponding to [kij]. Then(
IMN ⊗ σπ
)(
[kij]
)
=
∫
G
(
k(t)⊗ π(t)) dt in MN ⊗B(X).
Using the isometric identification
(4.7) ℓ2N
2⊗L2(G) = L2(G; ℓ2N),
we can regard MN(C
∗
λ(G)) as a C
∗-subalgebra of B(L2(G; ℓ2N)). In this situation, it is easy
to check that the matrix [σλ(kij)] corresponds to the operator valued convolution g 7→ k ∗ g
defined by
(k ∗ g)(s) =
∫
G
k(t)
[
g(t−1s)
]
dt , g ∈ L2(G; ℓ2N), s ∈ G.
Thus showing (4.6) amounts to show that
(4.8)
∥∥∥∫
G
(
k(t)⊗ π(t))x dt ∥∥∥
G
≤ γ(π)2 ∥∥k ∗ · : L2(G; ℓ2N) −→ L2(G; ℓ2N)∥∥ ‖x‖G.
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As in the first part of the proof, we may and do assume that k has a compact support, which
we denote by Γ, and we fix an arbitrary open neighborhood V ⊂ G of e, with 0 < |V | <∞.
We let T̂ = Iℓ2
N
⊗ T : L2(G; ℓ2N) → L2(G; ℓ2N) be the multiplication operator by χV and we
let Ŝ : L2(G; ℓ2N)→ L2(G; ℓ2N) be the transposed map of g 7→ k ∗ g. Let y1, . . . , yN in X such
that ∫
G
(
k(t)⊗ π(t))x dt = N∑
k=1
ek ⊗ yk.
Next for any k = 1, . . . , N , let
Fk(s) = χΓ−1V (s)π(s
−1)xk and F˜k(s) = χV (s)π(s
−1)yk.
Then the argument in the first part of this proof and the identification (4.7) show that∥∥∥∑
k
ek ⊗ F˜k
∥∥∥
ℓ
≤ ‖ŜT̂‖
∥∥∥∑
k
ek ⊗ Fk
∥∥∥
ℓ
,
and hence ∥∥∥∑
k
ek ⊗ F˜k
∥∥∥
ℓ
≤ ∥∥k ∗ · : L2(G; ℓ2N) −→ L2(G; ℓ2N)∥∥ ∥∥∥∑
k
ek ⊗ Fk
∥∥∥
ℓ
.
Now using Lemma 4.1, (2) and arguing as in the first part of the proof, we deduce (4.8). 
Remark 4.5. If G is an abelian group and Ĝ denotes its dual group, then the Fourier
transform yields a natural identification C∗λ(G) = C0(Ĝ). Since abelian groups are amenable,
Theorem 4.4 provides a 1-1 correspondence between γ-bounded representations G→ B(X)
and γ-bounded nondegenerate homomorphisms C0(Ĝ)→ B(X).
It is shown in [11, Prop. 2.2] (see also [10]) that any γ-bounded nondegenerate homomor-
phism w : C0(Ĝ)→ B(X) is of the form
(4.9) w(h) =
∫
Ĝ
h dP, h ∈ C0(Ĝ),
where P is a regular strong operator σ-additive spectral measure from the σ-algebra B(Ĝ)
of Borel subsets of Ĝ into B(X). Moreover the range of this spectral measure is γ-bounded.
Conversely, for any such spectral measure, (4.9) defines a γ-bounded nondegenerate homo-
morphism w : C0(Ĝ) → B(X). (In [10, 11], the authors consider R-boundedness only but
their results hold as well for γ-boundedness.)
Hence we obtain a 1-1 correspondence between γ-bounded representations G→ B(X) and
regular, γ-bounded, strong operator σ-additive spectral measures B(Ĝ)→ B(X).
Remark 4.6.
(1) The above theorem should be regarded as a Banach space version of the Day-Dixmier
unitarization Theorem which asserts that any bounded representation of an amenable group
G on some Hilbert space H is unitarizable (see [38, Chap. 0]). Indeed when X = H , the
main implication ‘(i)⇒ (ii)’ of Theorem 4.4 says that any bounded representation π : G →
B(H) extends to a completely bounded homomorphism w : C∗λ(G) → B(H), with ‖w‖cb ≤
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‖π‖2. According to Haagerup’s similarity Theorem [18], this implies the existence of an
isomorphism S : H → H such that ‖S−1‖‖S‖ ≤ ‖π‖2 and S−1w(· )S : C∗λ(G) → B(H) is a
∗-representation. Equivalently, S−1π(· )S is a unitary representation.
(2) We cannot expect an extension of Theorem 4.4 for general (= non amenable) groups.
See [38, Chap. 2] for an account on non unitarizable representations of groups on Hilbert
space, and relevant open problems.
5. Representations of nuclear C∗-algebras on spaces with property (α)
We say that a Banach space X has propery (α) if there is a constant α ≥ 1 such that
(5.1)
∥∥∥∑
i,j
εi ⊗ εj ⊗ tijxij
∥∥∥
Rad(Rad(X))
≤ α sup
i,j
|tij|
∥∥∥∑
i,j
εi ⊗ εj ⊗ xij
∥∥∥
Rad(Rad(X))
for any finite families (xij)i,j in X and (tij)i,j in C. This class was introduced in [36] and
has played an important role in several recent issues concerning functional calculi and un-
conditionality (see [7, 10, 12, 27, 29]). We note that Banach spaces with property (α) have a
finite cotype (because they cannot contain the ℓ∞n ’s uniformly). Thus Rademacher averages
and Gaussian averages are equivalent on them. Hence R-boundedness and γ-boundedness
(as well as matricial R-boundedness and matricial γ-boundedness) are equivalent notions on
these spaces. The class of spaces with property (α) is stable under taking subspaces and
comprises Banach lattices with a finite cotype. On the opposite, non trivial noncommutative
Lp-spaces do not belong to this class. For a space X with property (α) we let α(X) denote
the smallest constant α satisfying (5.1).
Let A be a C∗-algebra and let w : A→ B(X) be a bounded homomorphism. Assume that
X has property (α). It was shown in [11, Cor. 2.19] that if A is abelian, then w is automat-
ically R-bounded. By [29], w is actually matricially R-bounded. When G is an amenable
group, the C∗-algebra C∗λ(G) is nuclear (see e.g. [34, (1.31)]). Thus in view of Theorem
4.4, the question whether any bounded homomomorphism w : A → B(X) is automatically
R-bounded (or matricially R-bounded) when A is nuclear became quite relevant. A positive
answer to this question was shown to me by E´ric Ricard. I thank him for letting me include
this result in the present paper.
Theorem 5.1. Let X be a Banach space with property (α) and let A be a nuclear C∗-
algebra. Any bounded homomorphism w : A→ B(X) is matricially R-bounded. If further w
is nondegenerate, then
‖w‖Mat−R ≤ KX‖w‖2,
where KX ≥ 1 is a constant only depending on α(X).
We need two lemmas. In the sequel we let (εj)j≥1, (θi)i≥1 and (ηk)k≥1 denote Rademacher
sequences. For simplicity we will often use the same notations εj , θi, ηk to denote values
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of these variables. We start with a double estimate which will lead to the result stated in
Theorem 5.1 in the case when A is finite-dimensional. When
(5.2) A =
N⊕
k=1
Mnk ,
we let (Ekij)1≤i,j≤nk denote the canonical basis of Mnk , for any k = 1, . . . , N .
Lemma 5.2. Let X be a Banach space with property (α), let n1, . . . , nN be positive integers,
and let
w :
N⊕
k=1
Mnk −→ B(X)
be any unital homomorphism. Then for any x ∈ X, we have
C−1X ‖w‖−2‖x‖ ≤
∥∥∥ N∑
k=1
nk∑
j=1
εj ⊗ ηk ⊗ w(Ek1j)x
∥∥∥
Rad(Rad(X))
≤ CX‖w‖2‖x‖,
where CX ≥ 1 is a constant only depending on α(X).
Proof. Let εj = ±1, θi = ±1 and ηk = ±1 for j, i, k ≥ 1. We let
∆r =
N∑
k=1
nk∑
j=1
n
− 1
2
k θj E
k
1j and ∆c =
N∑
k=1
nk∑
i=1
n
− 1
2
k θiE
k
i1.
It is plain that
‖∆r‖ = ‖∆c‖ = 1 and ∆r∆c =
N∑
k=1
Ek11.
Since w is a homomorphism, we have
w(∆c)
(∑
k,j
εjηk w(E
k
1j)x
)
=
(∑
k,i
n
− 1
2
k θi w(E
k
i1)
)(∑
k,j
εjηk w(E
k
1j)x
)
=
∑
k,j,i
n
− 1
2
k εjηkθi w(E
k
ij)x.
We deduce that
(5.3)
∥∥∥∑
k,j,i
n
− 1
2
k εjηkθi w(E
k
ij)x
∥∥∥ ≤ ‖w‖∥∥∥∑
k,j
εjηk w(E
k
1j)x
∥∥∥.
Continuing the above calculation, we obtain further that
w(∆r)
(∑
k,j,i
n
− 1
2
k εjηkθi w(E
k
ij)x
)
= w(∆r∆c)
(∑
k,j
εjηk w(E
k
1j)x
)
=
(∑
k
w(Ek11)
)(∑
k,j
εjηk w(E
k
1j)x
)
=
∑
k,j
εjηk w(E
k
1j)x.
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Consequently,
(5.4)
∥∥∥∑
k,j
εjηk w(E
k
1j)x
∥∥∥ ≤ ‖w‖∥∥∥∑
k,j,i
n
− 1
2
k εjηkθi w(E
k
ij)x
∥∥∥.
Now let U = [u1ij] ⊕ · · · ⊕ [uNij ] be a fixed unitary of
N⊕
k=1
Mnk . Then consider the diagonal
(unitary) elements
V =
N∑
k=1
nk∑
i=1
ηkθi E
k
ii and W =
N∑
k=1
nk∑
j=1
εj E
k
jj.
Then V UW is a unitary and
w(V UW )x =
∑
k,j,i
εjηkθi u
k
ij w(E
k
ij)x.
Since w is unital, we deduce that
(5.5) ‖w‖−1‖x‖ ≤
∥∥∥∑
k,j,i
εjηkθi u
k
ij w(E
k
ij)x
∥∥∥ ≤ ‖w‖‖x‖.
Let us apply the above with the special unitary U defined by
ukij = n
− 1
2
k exp
{2π√−1
nk
(ij)
}
, k = 1, . . . , N, i, j = 1, . . . , nk.
Its main feature is that |ukij| = n−
1
2
k for any i, j, k. Since X has property (α), this implies
that for some constant CX ≥ 1 only depending on α(X), we have∥∥∥∑
k,j,i
n
− 1
2
k εj⊗ηk⊗θi⊗w(Ekij)x
∥∥∥
Rad(Rad(Rad(X)))
≤ CX
∥∥∥∑
k,j,i
εj⊗ηk⊗θi⊗ukijw(Ekij)x
∥∥∥
Rad(Rad(Rad(X)))
and∥∥∥∑
k,j,i
εj⊗ηk⊗θi⊗ukijw(Ekij)x
∥∥∥
Rad(Rad(Rad(X)))
≤ CX
∥∥∥∑
k,j,i
n
− 1
2
k εj⊗ηk⊗θi⊗w(Ekij)x
∥∥∥
Rad(Rad(Rad(X)))
.
Combining with (5.3), (5.4) and (5.5), we get the result. 
For any integer m ≥ 1, we let
σm,X : Mm −→ B
(
Radm(X)
)
be the canonical homomorphism defined by letting σm,X(a) = a ⊗ IX for any a ∈ Mm.
According to [29, Lem. 4.3], the mappings σm,X are uniformly R-bounded. The same proof
shows they are actually uniformly matricially R-bounded. We record this fact for further
use.
Lemma 5.3. Let X be a Banach space with property (α). Then
DX := sup
m≥1
‖σm,X‖Mat−R < ∞ .
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Proof of Theorem 5.1. Throughout we let w : A→ B(X) be a bounded homomorphism. By
standard arguments, it will suffice to consider the case when w is nondegenerate. The proof
will be divided into three steps.
First step: we assume that A is finite-dimensional, w is unital and ‖w‖ = 1. Thus (5.2) holds
for some positive integers n1, . . . , nN . Let m = n1+ · · ·+nN , so that A ⊂Mm in a canonical
way. Let (εjk)j,k≥1 be a doubly indexed family of independent Rademacher variables, and let
S : X −→ Radm(X)
be defined by
S(x) =
N∑
k=1
nk∑
j=1
εjk ⊗ w(Ek1j)x, x ∈ X.
Let Y ⊂ Radm(X) be the range of S. According to Lemma 5.2 and the assumption that
X has property (α), S is an isomorphism onto Y and there exist a constant BX ≥ 1 only
depending on α(X) such that
(5.6) ‖S‖ ≤ BX and ‖S−1 : Y → X‖ ≤ BX .
Let a = [a1ij ]⊕ · · · ⊕ [aNij ] ∈ A. For any x ∈ X , we have[
σm,X(a)
](
S(x)
)
=
∑
k,j,i
εik ⊗ akijw(Ek1j)x.
On the other hand we have for any k, i that Ek1ia =
∑
j a
k
ijE
k
1j . Hence
w(Ek1i)w(a)x =
∑
j
akijw(E
k
1j)x,
and then ∑
k,j,i
εik ⊗ akijw(E1j)x =
∑
k,i
εik ⊗ w(Ek1i)w(a)x = S
(
w(a)x
)
.
This shows that σm,X(a)S = Sw(a). Thus Y is invariant under the action of σm,X |A and if
we let σ : A→ B(Y ) be the homomorphism induced by σm,X , we have shown that
w(a) = S−1σ(a)S, a ∈ A.
Appealing to (5.6), this implies that
‖w‖Mat−R ≤ ‖S−1‖‖S‖‖σ‖Mat−R ≤ ‖S−1‖‖S‖‖σm,X‖Mat−R ≤ B2XDX .
Second step: we merely assume that A is finite-dimensional and w is unital. Let U be the
unitary group of A and let dτ denote the Haar measure on U . We define a new norm on X
by letting
|||x||| =
(∫
U
‖w(U)x‖2 dτ(U)
) 1
2
, x ∈ X.
Since w is unital, this is an equivalent norm on X and
(5.7) ‖w‖−1‖x‖ ≤ |||x||| ≤ ‖w‖‖x‖, x ∈ X.
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Let X˜ be the Banach space (X, ||| · |||) and let w˜ : A → B(X˜) be induced by w. It readily
follows from (5.7) that
‖w‖Mat−R ≤ ‖w‖2‖w˜‖Mat−R.
Using Fubini’s Theorem it is easy to see that we further have
α(X˜) ≤ α(X).
The first step shows that we have ‖w˜‖Mat−R ≤ K for some constant K only depending on
α(X˜). The above observation shows that K does actually depend only on α(X), and we
therefore obtain an estimate ‖w‖Mat−R ≤ KX‖w‖2.
Third step: A is infinite dimensional and w is nondegenerate. We will use second duals
in a rather standard way. However the fact that X may not be reflexive leads to some
technicalities. Observe that using Connes’s Theorem [9] and arguing e.g. as in [38, p. 135]
(see also [33]), we may assume that there exists a directed net (Aλ)λ of finite dimensional
von Neumann subalgebras of A∗∗ such that
A∗∗ =
⋃
λ
Aλ
w∗
.
Let u : A→ B(X∗∗) be the homomorphism defined by letting u(a) = w(a)∗∗ for any a ∈ A.
According to [29, Lem. 2.3], there exists a (necessarily unique) w∗-continuous homomorphism
û : A∗∗ → B(X∗∗) extending u. We claim that
û(1)x = x, x ∈ X.
Indeed let (at)t be a contractive approximate identity of A and note that since w is nonde-
generate, w(at) converges strongly to IX . This implies that u(at)x = w(at)x → x. Since
at → 1 in the w∗-topology of A∗∗, we also have that u(at)x → û(1)x weakly, which yields
the above equality.
Let Z ⊂ X∗∗ be the range of the projection û(1) : X∗∗ → X∗∗. The above property means
that X ⊂ Z. For any λ, we let ûλ : Aλ → B(Z) denote the unital homomorphism induced
by the restriction of û to Aλ. Since X has property (α), its second dual X
∗∗ has property
(α) as well and α(X∗∗) = α(X), by (1.1). Moreover ‖ûλ‖ ≤ ‖û‖ = ‖u‖ = ‖w‖. Hence by
the second step of this proof, we have a uniform estimate
(5.8) ‖ûλ‖Mat−R ≤ KX‖w‖2.
Consider [aij ] ∈ Mn(A) and assume that ‖[aij ]‖ ≤ 1. Let us regard [aij ] as an element of
Mn(A
∗∗). Then by Kaplansky’s density Theorem (see e.g. [25, Thm. 5.3.5]), there exist a
net (λs)s and, for any s, a matrix [a
s
ij ] belonging to the unit ball of Mn(Aλs), such that for
any i, j = 1, . . . , n, asij → aij in the w∗-topology of A∗∗. Then for any x1, . . . , xn in X and
ϕ1, . . . , ϕn in X
∗, we have
lim
s
∑
i,j
〈ϕi, ûλs(asij)xj〉 =
∑
i,j
〈ϕi, w(aij)xj〉 .
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Applying (5.8) we deduce that∥∥∥∑
i,j
εi ⊗ w(aij)xj
∥∥∥
Rad(X)
≤ KX‖w‖2
∥∥∥∑
j
εj ⊗ xj
∥∥∥
Rad(X)
.

Remark 5.4. When X = H is a Hilbert space, the above proof yields KH = 1, and we
recover the classical result that any bounded homorphism u : A → B(H) on a nuclear C∗-
algebra is completely bounded, with ‖u‖cb ≤ ‖u‖2 (see [5, 6, 38]).
Remark 5.5. Let ‖ ‖γ be a cross-norm on ℓ2 ⊗ ℓ2 (in the sense that ‖z1 ⊗ z2‖γ = ‖z1‖‖z2‖
for all z1, z2 in ℓ
2) and let ℓ2⊗γ ℓ2 denote the completion of the normed space (ℓ2⊗ ℓ2, ‖ ‖γ).
Assume moreover that any bounded operator a : ℓ2 → ℓ2 has a bounded tensor extension
a⊗Iℓ2 : ℓ2⊗γ ℓ2 → ℓ2⊗γ ℓ2. It follows from the above results that if the Banach space ℓ2⊗γ ℓ2
has property (α), then ‖ ‖γ is equivalent to the Hilbert tensor norm ‖ ‖2, and hence
ℓ2 ⊗γ ℓ2 ≈ S2,
the space of Hilbert-Schmidt operators on ℓ2. Indeed by the closed graph theorem, there is a
constant K ≥ 1 such that ‖a⊗ Iℓ2‖ ≤ K‖a‖ for any a ∈ B(ℓ2). Let w : B(ℓ2)→ B(ℓ2 ⊗γ ℓ2)
be the bounded homomorphism defined by w(a) = a⊗ Iℓ2 . According to Lemma 5.2, there
is a constant C ≥ 1 such that for any n ≥ 1,
C−1‖x‖ ≤
∥∥∥ n∑
k=1
εk ⊗ w(E1k)x
∥∥∥
Rad(ℓ2⊗γℓ2)
≤ C‖x‖
whenever x is a linear combination of the ei⊗ej , with 1 ≤ i, j ≤ n. For any scalars (sij)1≤i,j≤n
and any εk = ±1, we have
n∑
k=1
εkw(E1k)
( n∑
i,j=1
sij ei ⊗ ej
)
= e1 ⊗
( n∑
i,j=1
εisijej
)
.
Hence for x =
∑n
i,j=1 sij ei ⊗ ej , we have∥∥∥ n∑
k=1
εk ⊗ w(E1k)x
∥∥∥
Rad(ℓ2⊗γℓ2)
=
∥∥∥ n∑
i=1
εi ⊗
( n∑
j=1
sij ej
)∥∥∥
Rad(ℓ2)
=
( n∑
i=1
∥∥∥ n∑
j=1
sijej
∥∥∥2) 12
=
( n∑
i,j=1
|sij|2
) 1
2
= ‖x‖2.
This shows that ‖x‖ ≈ ‖x‖2 and the result follows by density.
That result is a variant of [31, Thm 2.2], a classical unconditional characterization of S2.
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6. Examples and applications
In the case when X has property (α), Theorem 5.1 leads to a simplied version of Theorem
4.4, as follows.
Corollary 6.1. Let G be an amenable group and assume that X has property (α). Let
π : G→ B(X) be a bounded representation. Then π is R-bounded if and only if it extends to
a bounded homomorphism w : C∗λ(G)→ B(X).
Proof. Since G is amenable, the C∗-algebra C∗λ(G) is nuclear. Hence any bounded homomor-
phism w : C∗λ(G)→ B(X) is R-bounded, by Theorem 5.1. The equivalence therefore follows
from Theorem 4.4. 
The following is a noncommutative generalization of the fact that if G is an infinite abelian
group G and p 6= 2, there exist bounded functions Ĝ → C which are not bounded Fourier
multipliers on Lp(G).
Corollary 6.2. Let G be an infinite amenable group and let 1 ≤ p < ∞. Let λp : G →
B(Lp(G)) be the ‘left regular representation’ defined by letting
[
λp(t)f ](s) = f(t
−1s) for any
f ∈ Lp(G). Then λp extends to a bounded homomorphism C∗λ(G)→ B(Lp(G)) (if and) only
if p = 2.
Proof. Assume that λp has an extension to C
∗
λ(G). Since L
p(G) has property (α), Corollary
6.1 ensures that {λp(t) : t ∈ G} is R-bounded. According to [11, Prop. 2.11], this implies
that p = 2. (The latter paper considers abelian groups only but the proof works as well in
the non abelian case.) 
We will now focus on the three classical groups Z, R and T. We wish to mention the
remarkable work of Berkson, Gillespie and Muhly [2, 3] on bounded representations of these
groups on UMD Banach spaces. Roughly speaking, their results say that when G = Z, R or
T, and X is UMD, any bounded representation π : G→ B(X) gives rise to a spectral family
Eπ of projections allowing a natural spectral decomposition of π (see [2, 3] for a precise
statement). According to Remark 4.5, our results imply that if π : G → B(X) is actually
γ-bounded, then Eπ is induced by a spectral measure.
Representations π : Z→ B(X) are of the form π(k) = T k, where T : X → X is a bounded
invertible operator. Furthermore C∗λ(Z) coincides with C(T). In the next statement, we let
κ ∈ C(T) be the function defined by κ(z) = z, and we let σ(T ) denote the spectrum of T .
We refer to [16] for some background on spectral decompositions and scalar type operators.
Proposition 6.3. Let T : X → X be a bounded invertible operator.
(1) The set {T k : k ∈ Z} is γ-bounded if and only if there exists a γ-bounded unital
homomorphim w : C(T)→ B(X) such that w(κ) = T .
(2) Assume that X has property (α). Then the following are equivalent.
(i) The set {T k : k ∈ Z} is R-bounded.
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(ii) There is a bounded unital homomorphim w : C(T)→ B(X) such that w(κ) = T .
(iii) T is a scalar type spectral operator and σ(T ) ⊂ T.
Proof. Part (1) corresponds to Theorem 4.4 when G = Z and in part (2), the equivalence
between (i) and (ii) is given by Corollary 6.1. The implication ‘(iii)⇒ (ii)’ follows from [16,
Thm. 6.24]. Conversely, assume (ii). Then by [29, Lem. 3.8], σ(T ) ⊂ T and there is a
bounded unital homomorphism v : C(σ(T ))→ B(X) (obtained by factorizing w through its
kernel) such that v(κ) = T , σ(v(f)) = f(σ(T )) for any f ∈ C(σ(T )), and v is an isomorphism
onto its range. Since X has property (α), it cannot contain c0. Hence by [15, VI, Thm. 15],
any bounded map C(σ(T )) → X is weakly compact. Applying [16, Thm. 6.24], we deduce
the assertion (iii). 
Turning to representations of the real line, let (Tt)t∈R be a bounded c0-group on X , and let
A denote its infinitesimal generator. It spectrum σ(A) is included in the imaginary axis iR.
Let Rat ⊂ C0(R) denote the subalgebra of all rational functions g with poles lying outside the
real line and such that deg(g) ≤ −1. Rational functional calculus yields a natural definition
of g(iA) for any such g. The following is the analog of Proposition 6.3 for the real line and
has an identical proof. Note that a special case of that result is announced in [43, Cor. 7.6],
as a consequence of some unpublished work of Kalton and Weis.
Proposition 6.4. Let (Tt)t∈R be a bounded c0-group with generator A.
(1) The set {Tt : t ∈ R} is γ-bounded if and only if there exists a γ-bounded nondegen-
erate homomorphim w : C0(R)→ B(X) such that w(g) = g(iA) for any g ∈ Rat.
(2) Assume that X has property (α). Then the following are equivalent.
(i) The set {Tt : t ∈ R} is R-bounded.
(ii) There is a bounded nondegenerate homomorphim w : C0(R) → B(X) such that
w(g) = g(iA) for any g ∈ Rat.
(iii) A is a scalar type spectral operator.
Let (Xn)n∈Z be an unconditional decomposition of a Banach space X . For any bounded
sequence θ = (θn)n∈Z of complex numbers, let Tθ : X → X be the associated multiplier
operator defined by
Tθ
(∑
n
xn
)
=
∑
n
θnxn, xn ∈ Xn.
We say that the decomposition (Xn)n∈Z is γ-unconditional (resp. R-unconditional) if the
set {
Tθ : θ ∈ ℓ∞Z , ‖θ‖∞ ≤ 1
} ⊂ B(X)
is γ-bounded (resp. R-bounded).
For any bounded representation π : T → B(X), and any n ∈ Z, we let π̂(n) denote the
nth Fourier coefficient of π, defined by
π̂(n) =
1
2π
∫ 2π
0
π(t)e−int dt .
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Equivalently, π̂(n) = σπ(t 7→ e−int). Each π̂(n) : X → X is a bounded projection, the ranges
π̂(n)X form a direct sum and⊕nπ̂(n)X is dense inX . However
(
π̂(n)X
)
n∈Z
is not a Schauder
decomposition in general. (Indeed, take X = L1(T) and let π be the regular representation
of T on L1(T). Then π̂(n)f = f̂(−n)e−in• for any f , and the Fourier decomposition on L1(T)
is not a Schauder decomposition.)
Proposition 6.5. Let π : T→ B(X) be a bounded representation.
(1) π is γ-bounded if and only if
(
π̂(n)X
)
n∈Z
is a γ-unconditional decomposition of X.
(2) Assume that X has property (α). Then π is R-bounded if and only if
(
π̂(n)X
)
n∈Z
is
an unconditional decomposition of X.
Proof. Assume that π extends to a bounded homomorphism w : c0,Z → B(X). Then for any
finitely supported scalar sequence (θn)n∈Z, we have
w
(
(θn)n
)
=
∑
n
θ−nπ̂(n).
Since w is nondegenerate and bounded, this implies that
(
π̂(n)X
)
n∈Z
is an unconditional
decomposition of X . It is clear that
(
π̂(n)X
)
n∈Z
is actually γ-unconditional if and only if
w is γ-bounded. The result therefore follows from Theorem 4.4 and Corollary 6.1. 
In the last part of this section, we are going to discuss the failure of the equivalence
(i)⇔ (ii) in Proposition 6.3, (2), when X is not supposed to have property (α). We use ideas
from [12] and [29]. Let (Pn)n≥1 be a sequence of bounded projections on some Banach space
X . We say that this sequence is unconditional if
(
PnX
)
n≥1
is an unconditional decomposition
of X , and we say that (Pn)n≥1 has property (α) if further there is a constant α ≥ 1 such
that
(6.1)
∥∥∥∑
i,j
εi ⊗ tijPj(xi)
∥∥∥
Rad(X)
≤ α sup
i,j
|tij|
∥∥∥∑
i,j
εi ⊗ Pj(xi)
∥∥∥
Rad(X)
for any finite families (xj)j in X and (tij)i,j in C. If (Pn)n≥1 is unconditional, then we have
a uniform equivalence∥∥∥∑
i,j
εi ⊗ Pj(xi)
∥∥∥
Rad(X)
≈
∥∥∥∑
i,j
εi ⊗ εj ⊗ Pj(xi)
∥∥∥
Rad(Rad(X))
.
Hence if X has property (α), any unconditional sequence (Pn)n≥1 on X has property (α).
Conversely, let Pn : Rad(X)→ Rad(X) be the canonical projection defined by letting
Pn
(∑
j≥1
εj ⊗ xj
)
= εn ⊗ xn.
Then (Pn)n≥1 is unconditional on Rad(X) for any X , and this sequence has property (α) on
Rad(X) if and only if X has property (α).
Here is another typical example. For any 1 ≤ p < ∞, let Sp denote the Schatten p-class
on ℓ2 and regard any element of Sp as a bi-infinite matrix a = [aij ]i,j≥1 in the usual way. We
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let Eij denote the matrix units of B(ℓ
2) and write a =
∑
i,j aijEij for simplicity. For any
n ≥ 1, let Pn : Sp → Sp be the ‘nth column projection’ defined by
Pn
(∑
i,j
aijEij
)
=
∑
i
ainEin.
It is clear that the sequence (Pn)n≥1 is unconditional on S
p. However if p 6= 2, (Pn)n≥1
does not have property (α). This follows from the lack of unconditionality of the matrix
decomposition on Sp. Indeed, let a =
∑
i,j aijEij , let (tij)i,j be a finite family of complex
numbers and set xi =
∑
j aijEij for any i ≥ 1. Then∥∥∥∑
i,j
εi ⊗ Pj(xi)
∥∥∥
Rad(X)
=
∥∥[aij ]∥∥Sp and ∥∥∥∑
i,j
εi ⊗ tijPj(xi)
∥∥∥
Rad(X)
=
∥∥[tijaij ]∥∥Sp.
Hence (6.1) cannot hold true.
Proposition 6.6. Assume that X has a finite cotype and admits a sequence (Pn)n≥1 of
projections which is unconditional but does not have property (α). Then there exists an
invertible operator T : X → X such that the set {T k : k ∈ Z} is not R-bounded, but there
exists a bounded unital homomorphism w : C(T)→ B(X) such that w(κ) = T .
Proof. Let (ζj)j≥1 be a sequence of distinct points of T. Since (Pn)n≥1 is unconditional, one
defines a bounded unital homomorphism w : C(T)→ B(X) by letting
w(f) =
∞∑
j=1
f(ζj)Pj, f ∈ C(T).
Arguing as in [29, Remark 4.6], we obtain that w is not R-bounded.
Let T = w(κ), this is an invertible operator. If {T k : k ∈ Z} were R-bounded, then w
would be R-bounded as well, by Theorem 4.4 and the cotype assumption. 
According to the above discussion, Proposition 6.6 applies on Sp for any 1 ≤ p 6= 2 <∞,
as well as on any space of the form Rad(X) when X does not have property (α) but has a
finite cotype. This leads to the following general question:
When X does not have property (α), find a characterization of bounded invertible operators
T : X → X such that π : k ∈ Z 7→ T k extends to a bounded homomorphism C(T)→ B(X).
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