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Abstract
The equations for the electromagnetic field in an anisotropic media are written in
a form containing only the transverse field components relative to a half plane bound-
ary. The operator corresponding to this formulation is the electromagnetic system’s
matrix. A constructive proof of the existence of directional wave-field decomposition
with respect to the normal of the boundary is presented.
In the process of defining the wave-field decomposition (wave-splitting), the re-
solvent set of the time-Laplace representation of the system’s matrix is analyzed.
This set is shown to contain a strip around the imaginary axis. We construct a split-
ting matrix as a Dunford-Taylor type integral over the resolvent of the unbounded
operator defined by the electromagnetic system’s matrix. The splitting matrix com-
mutes with the system’s matrix and the decomposition is obtained via a generalized
eigenvalue-eigenvector procedure. The decomposition is expressed in terms of com-
ponents of the splitting matrix. The constructive solution to the question on the
existence of a decomposition also generates an impedance mapping solution to an
algebraic Riccati operator equation. This solution is the electromagnetic generaliza-
tion in an anisotropic media of a Dirichlet-to-Neumann map.
Keywords directional wave-field decomposition, wave-splitting, anisotropy, electro-
magnetic system’s matrix, generalized eigenvalue problem, algebraic Riccati operator
equation, generalized vertical wave number.
1 Introduction
Wave field decomposition is a tool for analyzing and computing waves in a configuration
characterized by a certain directionality. The wave-field decomposition, or wave splitting,
has been used to separate the wave field constituents which are of importance for the
analysis on a boundary, both for direct and inverse scattering problems [25, 6, 14, 11, 9,
35, 39] and for the analysis of boundary conditions (see for example [5, 27, 2, 23]).
A remaining challenge in seismic prospecting methods is to incorporate anisotropy into
the analysis. The enormous data sets used for studying such inverse problems are on the
border or beyond today’s computers [3]. A common method to access such problems is to
use wave field approximations. Such approximations have been developed for and applied
to a wide range of hyperbolic equations describing wave propopagation in isotropic media.
One class of such approximations is based on a decomposition of the wave-field into up-
/down-going components. Such a decomposition is usually denoted a wave splitting or
a wave-field decomposition. There are essentially two types of limitations to the present
theory of wave splitting: The traditional operator based approach of wave-splitting has
1
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been limited to heterogeneous isotropic materials see e.g., [38, 14, 9, 28] or up-/down
symmetric media [16]. This method is based essentially on constructing a certain square
root operator and it fails, once the media becomes inherently anisotropic. Whereas wave-
splitting by spectral decomposition of a certain matrix is restricted to homogeneous or
depth-independent material. Here both anisotropic and bi-anisotropic materials have been
considered [12, 30].
The present paper removes both of these limitations. We present a derivation of a
three dimensional wave splitting for electromagnetic fields in the presence of inherently
anisotropic loss-less heterogeneous constitutive relations. We show the existence of a
decomposition by a constructive argument. The decomposition is given for media with
anisotropic permittivity and permeability that is described by self-adjoint, heterogeneous,
positive definite matrices. These conditions are sufficient but not necessary material
conditions for the resolvent set of a certain operator to contain the strip around the
imaginary axis. The requirements of the material parameters, in time-Laplace domain,
are corresponding to a medium with only instantaneous lossless response. The analysis
which use pseudodifferential calculus is straightforward if one assumes that the material
coefficients depend smoothly on the spatial variables. In order to simplify the analysis
this assumption is made. Physically this should not be regarded as a restriction since the
smooth functions densely approximate the square integrable ones.
The decomposition is constructed through a generalized eigenvalue-eigenvector proce-
dure and a certain commutation of two operators. The construction of the commuting
operator, the splitting matrix, is made by means of a functional analysis approach using
the resolvent of the electromagnetic system’s matrix and is analyzed with pseudodifferen-
tial calculus with parameters, to prove its existence and to study its behavior. The method
is a generalization of the stratified-media case first presented in [12] and extends the the-
ory form the linear acoustic [22] case to the considerably more complex electromagnetic
case. The challenge in going from the anisotropic-acoustic case to the electromagnetic
case includes a more complex differential operator with a non-trivial null-space, as well as
the analysis of a resolvent operator which here is the inverse of a 4x4-matrix of operators.
There is a wealth of literature on wave splitting and their applications. A few references
are mentioned below. For time-domain wave-splitting see [11], where both the wave
equation and the Maxwell’s equations are considered with both applications and theory.
Wave-splitting in connection with Bremmer series for linear acoustics [14, 8, 9] and uniform
asymptotics and normal modes [7, 15] has been used to analyze the wave-field constituents.
An extension to include dispersion is presented in [28] and wave-splitting on structural
elements in [21]. The square-root of a certain operator is a key step in isotropic wave-
splitting this operator has been carefully studied in [17]. A reciprocity theorem approach
to decomposition is used by [33]. The results for anisotropic media includes [12, 16, 22].
Applications of the existing wave-splitting techniques include several successful ana-
lyzing tools of the wave-field including Bremmer series, normal modes and uniform asymp-
totics. Another spin off is the development of fast numerical codes to calculate the wave
fields. Among their implementations we have ‘rational approximations’ and ‘generalized
screens’ and ‘multiple-forescattering-single-backscattering approximation’ [36, 18, 31, 39].
In the active field of time-reversal mirrors see e.g., [34, 40], the wave-splitting techniques
have been used see e.g., [23]. It is our hope that the extension of the wave-splitting
techniques to the inherently anisotropic case will provide a base for generalization of the
above mentioned applications to analysis and fast numerical codes to general anisotropic
media.
The present paper is organized in a set of three propositions that step by step in-
troduce and prove the necessary properties and tools to obtain the decomposition. The
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analysis is preformed in the time-Laplace domain and the procedures impose limitations
on the Laplace parameter. In §2 the problem is formulated after a rewriting of Maxwell’s
equations to a suitable form. In §3 the properties, mostly the spectral properties, of the
electromagnetic system’s matrix are stated and proved using functional analysis. The
propositions impose only the natural condition that the Laplace parameter has to belong
to the right-hand half plane of the complex space. In §4 the splitting matrix is constructed
and several of its properties are shown. The analysis utilize that the material parame-
ters are self-adjoint, positive, and furthermore, require a mild constraint on the Laplace
parameter, in order to obtain a certain ellipticity condition that is needed in the subse-
quent analysis. The most important property shown in this section is that the generalized
eigenvectors of the splitting matrix can be obtained explicitly in terms of the elements
of the splitting matrix. In §5 the decomposition is derived in terms of the generalized
eigenvectors of the splitting matrix. The last section concludes with a discussion and
some observations.
Some lengthy intermediate derivations of the electromagnetic system’s matrix in §2
are detailed in Appendix A. In Appendix B the special case of an isotropic homogeneous
medium is treated using the approach developed in the present paper and the results are
compared with traditional methods. In Appendix C the determinant of the symbol of
the electromagnetic systems matrix is given. Furthermore, explicit integrations of the
resolvent in symbol representation are presented in terms of residue calculus and the
integrals are stated in terms of the roots of the determinant of the principal symbol of
the electromagnetic system’s matrix.
2 Directional wave-field decomposition
2.1 The two-way equations for Maxwell equations
We consider electromagnetic wave motion in heterogeneous anisotropic media with in-
stantaneous response. Let x ∈ R3 be a point in space and t ∈ R is time. The media is
assumed to be independent of time. The following initial conditions of the fields ensures
causality,
E(x, t) = 0 , D(x, t) = 0 for t < 0 and all x ∈ R3 , (2.1)
H(x, t) = 0 , B(x, t) = 0 for t < 0 and all x ∈ R3 .
where B = magnetic flux density [T], E = electric field strength [V/m], D = electric flux
density [C/m
2
] and H = magnetic field strength [A/m]. The quantities E,D,H,B are
all functions of space, x ∈ R3 and time, t ∈ R, with values in R3, we return to which
function spaces that they belong at a latter point in the present paper. Above we have
used standard units and notation see [19].
The electromagnetic field satisfies the first-order hyperbolic system of partial differ-
ential equations in time domain, Maxwell’s equations see e.g., [13, 20]. We consider
Maxwell’s equations in time-Laplace domain. That is,
sB +∇× E = Ke ,
−sD +∇×H = Je . (2.2)
where Je = external electric current density [A/m
2
] and Ke = external magnetic current
density [V/m2]. The external currents are applied, prescribed, sources. The causality of
the field is taken into account by requiring that all field quantities are bounded functions of
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the time-Laplace parameter s, that is in general complex valued and lies in the right-hand
plane Re {s} > 0. With the specified initial condition (2.1), we have ∂t → s. In this paper
x = {x1, x2, x3} are right-handed orthogonal Cartesian coordinates. All the subsequent
analysis is carried out in the domain of (x, s) hence there is no need to distinguish between
the time dependent field, E(x, t), and the Laplace-parameter dependent field, E(x, s).
To explicitly introduce the material parameters into the equations we assume the
following constitutive relations
B(x, s) = µ(x)µ0H(x, s)
D(x, s) = ǫ(x)ǫ0E(x, s)
(2.3)
where µ = relative anisotropic permeability tensor, ǫ = relative anisotropic permittivity
tensor, µ0 = empty space permeability [H/m] and ǫ0 = empty space permittivity [F/m].
The relative permeability and permittivity are assumed to be self adjoint and positive
definite 3 × 3 tensors of second rank, that is, the media under consideration has only
instantaneous response. Inserting the constitutive relations into the Maxwell equations
gives
sµµ0H +∇× E = Ke ,
−sǫǫ0E +∇×H = Je .
(2.4)
Before proceeding we re-scale and change dimension of the equations analogous to e.g.,
[9, p.10] to simplify the subsequent analysis:
c−20 := µ0ǫ0 , s´ :=
s
c0
, H´ :=
√
µ0H , E´ :=
√
ǫ0E ,
J´e :=
√
µ0J
e , K´e :=
√
ǫ0K
e , (2.5)
where c0 is the speed of light in vacuum. Upon substituting (2.5) into (2.4),
s´µH´ +∇× E´ = K´e ,
−s´ǫE´ +∇× H´ = J´e .
(2.6)
All the following considerations refer to this transformed space and for notational sim-
plicity we remove the ·´, but remember the change in dimension, in particular that s´
has dimension m−1, H´ and E´ have dimension (J/(m
3
))1/2, J´e and K´e has dimension
(J/(m
5
))1/2. The transformation above is for dimensional convenience, in particular in
the calculus of pseudodifferential operators see §4.
The ‘evolution’ of the wave field in space, along a direction of preference, can be
expressed in terms of the change of the wave field in the directions perpendicular to it.
The direction of preference is taken to be along the x3-axis (or ‘vertical’ axis) and the
remaining (‘horizontal’) coordinates are denoted by xα, xβ , α, β ∈ {1, 2} or x′ = {x1, x2}
when convenient. The procedure requires a separate treatment of the vertical components
of E and H . From (2.6) we find the vertical field components to be
sµ33H3 = −sµ3βHβ − (∇× E)3 +Ke3 ,
sǫ33E3 = −sǫ3βEβ + (∇×H)3 − Je3 ,
(2.7)
where Einstein’s summation convention for Cartesian tensors are employed for repeated
indices α, β ∈ {1, 2}, e.g., µ3βHβ =
∑2
β=1 µ3βHβ . To project out the third component of
a vector we have used the subscript 3, to explicitly show the notation consider
(∇× E)3 := ∂1E2 − ∂2E1 . (2.8)
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Thus, Eq. (2.7) relates the vertical components of the electric and magnetic field strength
to the horizontal components. The remaining equations contained in (2.6) are
sµαβHβ + sµα3H3 + (∇× E)α = Keα ,
−sǫαβEβ − sǫα3E3 + (∇×H)α = Jeα .
(2.9)
By replacing E3, H3 in (2.9) with (2.7) we arrive (the derivation is detailed in Appendix
A) to
(I∂3 +A)F = N , (2.10)
where N is a linear combinations of the sources and their derivatives cf. (A.12) and where
the elements of the electromagnetic field matrix, F , are given by
F1 := E1 , F2 := −E2 and F3 := H2 , F4 := H1 . (2.11)
To simplify some of the following calculations we introduce the notation
E˜ := (E1,−E2)T and H˜ := (H2, H1)T . (2.12)
There are several possible orderings of the transverse components of E, H in F . The par-
ticular choice of combinations given in (2.11) has two advantages. First, the given choice
ensures that both the matrix operatorsA12 and A21 are invertible. Secondly, we have that
the third component of the Poynting vector, equals (E×H¯)3 = E˜T H˜ = (F1, F2)(F¯3, F¯4)T ,
where ·¯ denotes the complex conjugate. The 4x4 electromagnetic system’s matrix, A, is
here represented by four 2x2 blocks
A =
(A11 A12
A21 A22
)
(2.13)
where each block-matrix is given by
A11 = µ−133
(
µ23∂2 µ23∂1
µ13∂2 µ13∂1
)
+
(
∂1ǫ31 −∂1ǫ32
−∂2ǫ31 ∂2ǫ32
)
ǫ−133 ,
A12 = s
(
ν22 ν21
ν12 ν11
)
− s−1
(
∂1ǫ
−1
33 ∂1 −∂1ǫ−133 ∂2
−∂2ǫ−133 ∂1 ∂2ǫ−133 ∂2
)
,
A21 = s
(
ε11 −ε12
−ε21 ε22
)
− s−1
(
∂2µ
−1
33 ∂2 ∂2µ
−1
33 ∂1
∂1µ
−1
33 ∂2 ∂1µ
−1
33 ∂1
)
,
A22 =
(
∂2µ32 ∂2µ31
∂1µ32 ∂1µ31
)
µ−133 + ǫ
−1
33
(
ǫ13∂1 −ǫ13∂2
−ǫ23∂1 ǫ23∂2
)
,
(2.14)
in which
εαβ = ǫαβ − ǫα3ǫ−133 ǫ3β ,
ναβ = µαβ − µα3µ−133 µ3β .
(2.15)
The permeability and permittivity are symmetric, 3 × 3 tensors of rank (tensor order) 2
that are bounded from below and from above. Hence the upper-left 2 × 2 matrices of ǫ
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and µ are bounded below by the constants ǫˆ0 and µˆ0 respective. To show the notation
we have
uαǫαβ u¯β ≥ ǫˆ0uαu¯α , (2.16)
for any complex field u = (u1, u2). From the definitions of εαβ and ναβ it is clear that they
are symmetric matrices (since ε and ν are symmetric and all elements are real valued.
Furthermore, each is bounded below by the constants ǫˆ1 and µˆ1 respectively. This follows
from the identity (summation over repeated index α, β ∈ {1, 2} and j, k ∈ {1, 2, 3})
vjǫjk v¯k = uαεαβ u¯β , (2.17)
where
vi = uα(δiα − ǫ−133 ǫ3αδ3i) , for i = {1, 2, 3} , (2.18)
for any complex field u. Since ǫ is positive definite ε must also be positive definite and
analogously for µ and ν.
2.2 Preliminaries
We consider the electromagnetic system’s matrix and other operators on Sobolev spaces.
Let Hr(R2;C) be the set of functions belonging to the Sobolev space of order r ∈ N
with domain in R2 and values in C, with a weighted inner product to compensate for
the dimension of the derivative. To extend this scalar space to vectors we introduce the
notation
Hr := Hr(R2;C4) (2.19)
for a 4 × 1 matrix, with each element in the set of functions belonging to the Sobolev
space of order r. Let F = (E˜a, H˜a) and G = (E˜b, H˜b). Then we define the inner product
to be
(F,G)r =
∫
R2
d2x′
∑
|k|≤r
y
2|k|
0
(
∂kx′E˜
a
1 ∂
k
x′E˜
b
1 + ∂
k
x′E˜
a
2 ∂
k
x′E˜
b
2
+ ∂kx′H˜
a
1 ∂
k
x′H˜
b
1 + ∂
k
x′H˜
a
2 ∂
k
x′H˜
b
2
)
,
where y0 is a constant of dimension length and it is used to normalize the change of
dimension from the derivatives. All components of the field depend on x, but inner
products and norms refer to x′ and we treat x3 as a parameter. We have adopted the
multi-index notation of pseudodifferential calculus [32] above and use k ∈ N2 together
with
|k| = k1 + k2 . (2.20)
The norm corresponding to the inner product is
‖F‖r =
√
(F, F )r . (2.21)
The set Hr with the inner product (·, ·)r is a Hilbert space. For the case r = 0 we recover
the Lebesgue space of square integrable functions, {L2, (·, ·)0}.
The analysis of unbounded operators — such as the electromagnetic system’s matrix
— requires that one specifies the domain of the operator and its embedding space. Below
we consider operators on the space {L2, (·, ·)0}, that is A : {L2, (·, ·)0} → {L2, (·, ·)0}.
Since the operator is an unbounded operator, we also need to specify its domain, which
is H2. The domain of the operator on a space is fundamental for the analysis. Here all
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operators have dense domains and when necessary, with restrictions to dense subsets of
the their domains for the operation under consideration to be defined. In the case of such
a restriction we use the notation A|q for the operator restricted to this dense subset of its
domain and indicate by q what dense subset is understood to be the restricted domain.
One can also consider As,λ as an operator on {Hr, (·, ·)r}, (if r > 0 this is a restriction
of the operator defined above) with domain Hr−2, and the analysis extends trivially to
this case. An alternative method was detailed in [22], where one instead of As,λ consider
the operator γ−rAs,λγr, where γr := (1− y20∂α∂α)r/2. The results in this paper hold also
for this class of operators.
2.3 Formulation of the problem
To be able to solve the scattering process along the vertical direction separately from
the scattering process in the horizontal directions, we diagonalize the operator on the
left-hand side of (2.10). This procedure will possibly lead to an additional source term on
the right-hand side that accounts for the coupling. To achieve this, we construct a linear
operator L which convert two-way fields F to one-way field constituents W , by
F = LW . (2.22)
We require that L when introduced into (2.10) gives,
L (I∂3 + V)W = −(∂3L)W +N (2.23)
so as to make V , defined by
AL = LV , (2.24)
a block diagonal matrix of operators. We call L the composition operator, and W the
wave matrix. The elements of the wave matrix represent locally the down- and up-going
constituents. The expression in parentheses on the left-hand side of (2.23) represents the
two so-called one-way wave operators. The first term on the right-hand side of (2.23) rep-
resents the scattering due to variations of the medium properties in the vertical direction.
The scattering due to variations of the medium properties in the horizontal directions is
contained in V and, implicitly, in L also.
To investigate whether solutions {L,V} of (2.24) exist, we introduce the column ma-
trices, or generalized eigenvectors, L±, according to
L = ( L+ L− ) . (2.25)
Upon writing the block diagonal elements of V (generalized eigenvalues) as
V =
( S+ 0
0 S−
)
. (2.26)
Eqn. (2.24) decomposes into the two systems of equations
AL± = L±S± , (2.27)
where S± are 2×2 matrices. The central problem that we consider in the present paper is
to show that there exists an operator pair, {L,V}, such that the above operator equation,
(2.24), is satisfied. Since the operators are unbounded we need to modify (2.24) and (2.27)
with respect to the domain of the respective operator.
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Note that the upper 2× 2 matrix of the operators L± combines the transverse electric
field strength, and the lower, the magnetic field strength, whereas the elements of W may
be physically ‘non-observable’.
We now focus on the fundamental question: Does there exist a composition operator
L that decomposes A in the above sense? To begin to show that there exists such a
decomposition of A, we derive properties of the resolvent set of A which enable us to
define a certain operator which commute with A.
3 Properties of the As,λ operator
In this section we show that the directional decomposition of the electromagnetic field is
closely related to the spectral properties of the operator A. The definition of the splitting
matrix requires that there exists a region around the imaginary axis which is free from
the spectrum. We therefore state the definition of the spectra explicitly. Consider first
the operator As,λ defined on {L2, (·, ·)0} with domain H2:
As,λ = A− λI : L2 → L2 . (3.1)
Following [37, §5, p.253], [29, §6.5, p.412] and [41, §VIII.1, p.209], we define the spectrum
of A, for fixed s as follows: if the scalar λ ∈ C is such that the range of As,λ is dense in
{L2, (·, ·)0} and As,λ has a bounded inverse, λ is in the resolvent set, P(A), of A, and we
denote this inverse by A−1s,λ and call it the resolvent (at s, λ) of A. All complex numbers
not in the resolvent set form a set Σ(A) called the spectrum of A.
To simplify some of the upcoming calculations we use the notations
s = sre
iσ = sr cosσ + isr sinσ and λ = λR + iλI . (3.2)
The following proposition gives as a corollary that there exists a strip that belongs to the
resolvent set of A.
Proposition 1. Let As,λ = A− λ, be defined through (2.14) and (3.1). Let
Q :=
{{s, λ} ∈ C2 : Re {s} > 0 and (Re {λ})2 < (Re {s})2ǫˆ1µˆ1} ,
where ǫˆ1 and µˆ1 are defined in §2.1. Then for {s, λ} ∈ Q, As,λ
1. is bounded from below;
2. is one-to-one;
3. has dense range;
4. is closable;
5. has an inverse:
A−1 =
( −A−121 (A22 − λ) E−1s,λ A−121 +A−121 (A22 − λ) E−1s,λ (A11 − λ)A−121
E−1s,λ −E−1s,λ (A11 − λ)A−121
)
,
where
Es,λ := A12 − (A11 − λ)A−121 (A22 − λ) .
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Remark 1.1. The Hilbert identity or the (first) resolvent equation,
A−1s,λ −A−1s,λ′ = (λ− λ′)A−1s,λA−1s,λ′ ,
for {s, λ}, {s, λ′} ∈ Q. If the operator is closed and if {s, λ} ∈ Q then the resolvent is well
defined and it is an analytic function of λ (cf. [24, §III.6.1, pp.172-174], [41, §VIII.2,
pp.211-212] and [1, p.84 §3.7.5]).
Remark 1.2. The underlying requirement of self-adjoint material parameters can be re-
placed by positivity of the real part of the eigenvalues of the two matrices sµ, sǫ in the
case of up/down symmetric materials, i.e. when µ3α = µα3 = 0 and ǫ3α = ǫα3 = 0, for
α = 1, 2. This follows directly from the proof of part 1. It is not clear that this extension is
valid for the general anisotropic case, we do not pursue this since our proof of Proposition
2 makes use of the self adjoint property of ǫ, µ.
From Proposition 1 it directly follows that:
Corollary 1.1. For any fixed s ∈ C such that Re {s} > 0 the resolvent set of the electro-
magnetic system’s matrix contains the strip of all λ ∈ C such that
(Re {λ})2 < (Re {s})2ǫˆ1µˆ1 . (3.3)
That is, the strip belongs to the resolvent set, P(A).
Remark 1.3. Let A∗ be the adjoint of A with respect to the standard inner product in
L2, denote the spectrum of A by Σ(A), and recall the relation Σ(A) = Σ(A∗). Let
J =
(
0 I
−I 0
)
, (3.4)
where I is 2× 2 unit matrices. From (A.13) we note that A satisfy the identity
A(s)− λ = J−1(A(s¯))∗J∗ − λ = J(−(A(s¯))∗ − λ)J∗ , (3.5)
and consequently when λ ∈ Σ(A(s)) then −λ¯ ∈ Σ(A(s¯)).
Proof of Corollary (1.1). Given Re {s} > 0, and the strip (3.3) we find such (s, λ) ∈
Q, and hence A satisfy the properties 1–3 of Proposition 1. These properties are the
conditions needed for a point λ to be in the resolvent set.
3.1 Properties of a quadratic form
To prove Proposition 1 we introduce some properties on an auxiliary quantity, a quadratic
form, Cs,λ[F ], defined in Lemma 1.1. Using the notation introduced in Proposition 1 and
in the definition of the norm in (2.21), we have:
Lemma 1.1. Let {s, λ} ∈ Q and define the quadratic form
Cs,λ[F ] :=
∫
R2
sεαβE¯αEβ + s
−1µ−133 |(∇× E)3|2
+ sναβH¯αHβ + s
−1ǫ−133 |(∇×H)3|2 − 2λRe
{
E1H¯2 − E2H¯1
}
+
2iµ−133 Im
{
(∇× E)3µ3αH¯α
}
+ 2iǫ−133 Im
{
ǫα3E¯α(∇×H)3
}
d2x′ .
where F = (E˜, H˜)T . Then Cs,λ is well defined for F ∈ H1 and
|Cs,λH˜∗[F ]| ≥ C0(s, λ)‖F‖20 ,
where C0(s, λ) > 0 for {s, λ} ∈ Q.
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Proof. That Cs,λ is well defined for F ∈ H1 is clear as the quadratic form contain at most
one derivative for each field component in each term. To see that Cs,λ is bounded from
below we take the real part of the integrand and using the notation introduced in (3.2)
we obtain
(sr cosσ)εαβE¯αEβ + (s
−1
r cosσ)µ
−1
33 |(∇× E)3|2 + (sr cosσ)ναβH¯αHβ
+ (s−1r cosσ)ǫ
−1
33 |(∇×H)3|2 − 2λRRe
{
E1H¯2 − E2H¯1
}
, (3.6)
due to that ε and ν are self-adjoint. Since {s, λ} ∈ Q, it follows that cosσ > 0 and we
have
(3.6) ≥ sr cosσ
(
εαβE¯αEβ + ναβH¯αHβ
)− 2λRRe{E1H¯2 − E2H¯1} . (3.7)
For all η > 0 we have the inequality
2λRRe
{
E1H¯2 − E2H¯1
}
= 2λRRe
{
E˜T H˜
}
≤ ηǫˆ1|E˜|2sr cosσ + λ
2
R
ηǫˆ1sr cosσ
|H˜|2 ,
which implies
(3.7) ≥ ǫˆ1sr cosσ(1 − η)|E˜|2 +
(
µˆ1sr cosσ − λ
2
R
ηǫˆ1sr cosσ
)
|H˜ |2 . (3.8)
Thus we require that η ∈ (0, 1). The largest |λR|-strip is obtained in the limit η → 1, thus
λ2R < (Re {s})2ǫˆ1µˆ1 . (3.9)
Hence for given fixed s such that Re {s} > 0 and for a fixed λ that fulfils (3.9), there
exists an optimal η such that the bound from below in (3.8) is maximal. Thus the best
choice of bound from below with the given estimates is
C0(s, λ) = max
0<η<1
min
(
Re {s} ǫˆ1(1 − η),
(
µˆ1Re {s} − λ
2
R
ηǫˆ1Re {s}
))
> 0 . (3.10)
We note that the argument above is a continuous function of η on [0, 1], and the maximal-
value is attained (no need for sup) in the interior of the interval. Furthermore, the optimal
value η for which the C0(s, λ) is obtained as a solution of a second order equation in η,
but here it suffices to know that it exists and is positive. Upon integration we find that
|Cs,λ[F ]| ≥ C0(s, λ)(‖E˜‖20 + ‖H˜‖20) = C0(s, λ)‖F‖20 .
3.2 Proof of Proposition 1, part 1
To start the proof that the operator As,λ is bounded from below, we employ Schwartz’
inequality
‖As,λF‖0‖F‖0 = ‖KAs,λF‖0‖F‖0 ≥ |(F,KAs,λF )0| , (3.11)
with F ∈ D(A) = H2 and where
K =
(
0 I
I 0
)
, (3.12)
and I is a 2 × 2-matrix. K is a unitary for ‖ · ‖0. On the block element level where
F = (E˜, H˜) (cf. (2.12) we have
F¯q(K(A− λ)F )q = E˜∗A21E˜ + H˜∗A12H˜ − 2λRe
{
E˜∗H˜
}
+ E˜∗A22H˜ + H˜∗A11E˜ ,
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where the repeated index q indicates summation over the four components and E˜∗ =
(E˜)T . The first term becomes after integration over x′ and integration by parts,∫
R2
E˜∗A21E˜ d2x′ =
∫
R2
sεαβE¯αEβ + s
−1µ−133 |(∇× E)3|2 d2x′ (3.13)
and the second becomes∫
R2
H˜∗A12H˜ d2x′ =
∫
R2
sναβH¯αHβ + s
−1ǫ−133 |(∇×H)3|2 d2x′ . (3.14)
The fourth term becomes after simplification and integration by parts∫
R2
E˜∗A22H˜ d2x′ =
∫
R2
ǫ−133 ǫα3E¯α(∇×H)3 − (∇× E¯)3µ−133 µ3αHα d2x′ , (3.15)
and the last term∫
R2
H˜∗A11E˜ d2x′ =
∫
R2
(∇× E)3µ−133 µα3H¯α − ǫ−133 ǫ3αEα(∇× H¯)3 d2x′ . (3.16)
Since ǫ and µ are self-adjoint matrices the two terms in (3.15) and (3.16) combine to
∫
R2
2iIm
{
E˜∗A22H˜
}
d2x′ =
∫
R2
2iµ−133 Im
{
(∇× E¯)3µα3Hα
}
+ 2iǫ−133 Im
{
ǫα3E¯α(∇×H)3
}
d2x′ . (3.17)
Thus,
|(F,KAF )0| = |Cs,λ[F ]| , (3.18)
for F ∈ D(As,λ) ⊂ H1. By Lemma 1.1 and (3.11) we obtain
‖AF‖0 ≥ C0(s, λ)‖F‖0 , (3.19)
where C0(s, λ) is defined in the lemma, and C0(s, λ) > 0 for {s, λ} ∈ Q.
3.3 Proof of Proposition 1, part 2
The inequality
‖As,λF‖0 ≥ C0(s, λ)‖F‖0 , (3.20)
with C0 > 0 from part 1, implies that the null space only contains the zero element.
By [29, p.171, theorem 4.4.1] an operator with trivial null space is one-to-one (injective).
Hence, the operator As,λ is one-to-one for {s, λ} ∈ Q.
3.4 Proof of Proposition 1, part 3
Let A∗s,λ denote the adjoint of As,λ on L2. To show that the operator has dense range it
is sufficient to show that the kernel of A∗s,λ is trivial. That is,
A∗s,λG = 0 , G ∈ D(A∗) ⇒ G = 0 , (3.21)
thus if A∗s,λ is bounded from below then the desired result follows directly, cf. Proposi-
tion 1, part 2.
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The adjoint of As,λ with respect to the inner product (·, ·)0 is
A∗s,λ =
( A∗11 − λ¯I A∗21
A∗12 A∗22 − λ¯I
)
, (3.22)
where
A∗11 = −
(
∂2µ¯23 ∂2µ¯13
∂1µ¯23 ∂1µ¯13
)
µ−133 − ǫ−133
(
ǫ¯31∂1 −ǫ¯31∂2
−ǫ¯32∂1 ǫ¯32∂2
)
,
A∗12 = s¯
(
ν¯22 ν¯12
ν¯21 ν¯11
)
− s¯−1
(
∂1ǫ¯
−1
33 ∂1 −∂1ǫ¯−133 ∂2
−∂2ǫ¯−133 ∂1 ∂2ǫ¯−133 ∂2
)
,
A∗21 = s¯
(
ε¯11 −ε¯21
−ε¯12 ε¯22
)
− s¯−1
(
∂2µ¯
−1
33 ∂2 ∂2µ¯
−1
33 ∂1
∂1µ¯
−1
33 ∂2 ∂1µ¯
−1
33 ∂1
)
,
A∗22 = −µ−133
(
µ¯32∂2 µ¯32∂1
µ¯31∂2 µ¯31∂1
)
−
(
∂1ǫ¯13 −∂1ǫ¯23
−∂2ǫ¯13 ∂2ǫ¯23
)
ǫ−133 ,
where we have used that ǫ, µ are self adjoint, and hence that their diagonals are real-
valued. The domain of the adjoint is the set
D(A∗s,λ) = { G ∈ L2 :
∃H ∈ L2 such that (H,F )0 = (G,As,λF )0 ∀F ∈ D(As,λ) } . (3.23)
To show that A∗s,λ is bounded from below we will use the same method as in Proposition 1,
part 1. First we need a small enough set that contains the domain; from the form of A∗s,λ
it is clear that if G = A∗s,λF ∈ L2, then at least F ∈ H1. Thus the domain is contained
in H1, that is
D(A∗s,λ) ⊂ H1 . (3.24)
To obtain the quadratic form needed to use Lemma 1.1, we once again use the Schwartz
estimate. Let G ∈ D(A∗s,λ), and F := KG, where the matrix K was introduced in (3.12)
and is unitary on (·, ·)0 and has the properties K = K∗ = K−1 and ‖KG‖0 = ‖G‖0.
Similarly to (3.11) we find
‖A∗s,λG‖0‖G‖0 = ‖A∗s,λG‖0‖F‖0 ≥ |(F,A∗s,λG)0| = |(F,A∗s,λKF )0| =
|(KAs,λF, F )0| = |Cs,λ[F ]| , (3.25)
and with F = {E˜, H˜}. Let {s, λ} ∈ Q, from the properties of Cs,λ, we find
|(F,A∗s,λKF )0| = |Cs,λ[F ]| ≥ C0(s, λ)‖F‖20 = C0(s, λ)‖G‖20 , (3.26)
where Cs,λ is defined for F ∈ H1. From (3.25) and (3.24) it follows that A∗s,λ is bounded
from below for all G ∈ D(A∗s,λ) ⊂ H1. For the bound from below of A∗s,λ it directly
follows that A∗s,λ has trivial kernel and thus As,λ has dense range for the condition of
{s, λ} ∈ Q.
3.5 Proof of Proposition 1, part 4
In Section 4 below we consider a Dunford-Taylor integral over the resolvent and the
analysis simplifies if A is closed. From the form of A∗s,λ we note that C∞(R2,C4) ⊂
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D(A∗s,λ) and hence it is densely defined for {s, λ} ∈ Q and thus, by [24, p.168, §III.5.5],
the operator As,λ is closable. The closure is denoted by {As,λ}cl.
The range for the closed operator is still dense in {L2, (·, ·)0} since
R (As,λ) ⊂ R
({As,λ}cl) ⊂ L2 . (3.27)
for {s, λ} ∈ Q.
To show that the closed operator is bounded from below, we rely on Corollary VI.1.19
[24]. This corollary applies to sesquilinear forms in Hilbert spaces, but due to example 1.23
and example 1.3 in [24] we draw the conclusion that we can construct the sesquilinear
form (As,λF,As,λG)0 and that it is only closable when As,λ is closable. Thus, by the
above mentioned corollary, we obtain that the closed form is bounded from below with
the same constant and thus, the closed operator is bounded from below for {s, λ} ∈ Q.
3.6 Proof of Proposition 1, part 5
Given (s, λ) ∈ Q we have shown in part 1-3 that As,λ is one-to-one, has dense range
and it is bounded from below. Consequently we know that the inverse exists and is
unique. The operator As,λ can be explicitly inverted in terms of the inverse of two 2× 2
matrix operators through a quasi-diagonalization. Once again introduce the matrix K
(cf. (3.12)), with K−1 = K. We find
KAs,λ =
( A21 A22 − λ
A11 − λ A12
)
,
and from the form of A21, (2.14) we find
|(E˜,A21E˜)0| =
∣∣∣∣
∫
R2
sεαβE¯αEβ + s
−1µ−133 |(∇× E)3|2 d2x′
∣∣∣∣
≥ Re {s} ǫˆ1‖E˜‖20 , (3.28)
hence the inverse exists and is bounded for Re {s} > 0. Thus A−121 is well defined. The
operator KAs,λ is then diagonalized as follows
KAs,λT2;s,λ = T1;s,λDs,λ , (3.29)
where
T1;s,λ =
(
1 0
(A11 − λ)A−121 1
)
(3.30)
and
T2;s,λ =
(
1 −A−121 (A22 − λ)
0 1
)
, (3.31)
while
Ds,λ =
( A21 0
0 Es,λ
)
, (3.32)
with
Es,λ = A12 − (A11 − λ)A−121 (A22 − λ) . (3.33)
The characteristic operator, Es,λ, a matrix extension of the of the ‘transverse Helmholtz’
operator [14]. For each fixed λ, the operators T1;s,λ, T2;s,λ have the inverses:
T −11;s,λ =
(
1 0
−(A11 − λ)A−121 1
)
(3.34)
B. L. G. Jonsson 2018-10-30;5:08
Wave splitting of Maxwell’s equations. . . 14
and
T −12;s,λ =
(
1 A−121 (A22 − λ)
0 1
)
, (3.35)
respectively. From the quasi-diagonalization (3.29) we obtain an explicit expression for
A−1s,λ in terms of E−1s,λ. That E−1s,λ is well defined follows by considering
|(E˜, Es,λE˜)0| = |(E˜,A12E˜)0+((A22− iλI)E˜,A−121 (A22− iλI)E˜)0−λ2R(E˜,A−121 E˜)0| (3.36)
where we have used A∗11 = −A22. The bounds from below A12 ≥ Re {s} µˆ1 and A21 ≥
Re {s} ǫˆ1, gives
|(E˜, Es,λE˜)0| ≥ 1
Re {s} ǫˆ1 ((Re {s})
2ǫˆ1µˆ1 − λ2R)‖E˜‖20 , (3.37)
and since (s, λ) ∈ Q the bound from below is positive and Es,λ is invertible. Starting from
(3.29) and inverting term by term, gives
A−1s,λ = T2;s,λD−1s,λT −11;s,λK = (3.38)( −A−121 (A22 − λ) E−1s,λ A−121 +A−121 (A22 − λ) E−1s,λ (A11 − λ)A−121
E−1s,λ −E−1s,λ (A11 − λ)A−121
)
.
4 The Splitting Matrix
We proceed with the decomposition of the electromagnetic system’s matrix. As the spec-
trum is absent from the strip (see Corollary 1.1), we define a certain commuting operator
through a resolvent integral, this operator will satisfy a number of properties, and will
be called the splitting matrix. We note that if an operator has a spectral resolution, or
even a part of the spectrum which is bounded, then one can define a projector with help
of a Cauchy type integral, also called Dunford’s integral, over the resolvent with inte-
gration path around the bounded spectral region, see [24, III.6.4], and also [41, 32]. For
the electromagnetic system’s matrix such information about the spectrum is not known,
we do know however that the spectrum is separated into two parts by a strip around
the imaginary axis. The idea here is to accomplish a decomposition by introducing an
operator defined by an integral over the resolvent of A, as to try to split the two parts we
know exist, similarly to the case of bounded spectral regions. We use the Dunford-Taylor
integral applied to a closed, unbounded, operator as in [4], cf. [24] for accretive operators.
This theory is given only for closed paths, or absolutely bounded integrals, hence the
extension needed here to non-closed paths require that we prove that the operator is well
defined.
In this section we prove a number of properties of the splitting matrix, among them
that it is well defined as a pseudodifferential operator with a parameter, that it is an
involution, and that it commutes with the electromagnetic system’s matrix. Once the
splitting matrix is shown to be well defined we derive its generalized eigenvalues and
eigenvectors; the generalized eigenvectors are the key components for the decomposition
detailed in the next section.
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4.1 Definition of the Splitting Matrix
Given a fixed positive constant SR > 0, let
Q1 =
{
{s, λ} ∈ C2 : Re {s} > SR, | arg s| < π/2 and |Re {λ} | < SR
√
ǫˆ1µˆ1
}
. (4.1)
From Proposition 1 we note that Q1 ⊂ Q, hence by Corollary 1.1 the strip |Re {λ} | <
SR
√
ǫˆ1µˆ1 belongs to the resolvent set of the electromagnetic system’s matrix. Thus we
can consider the operator defined through
B = lim
n→∞
1
πi
∫
λ∈Kn
dλ ({A}cl − Iλ)−1 . (4.2)
The spatial and time-Laplace dependence is present but not explicit in the notation. The
integration path is:
Kn = {λ ∈ C : Re {λ} = τ/2 and |Im {λ} | ≤ n} , (4.3)
where
τ = SR
√
ǫˆ1µˆ1 , (4.4)
and hence the integral path is in the resolvent set. Some of the considerations that follow
become simpler if we consider the operators restriction to C∞(R2,C4), and similarly for
any operator with the notation
◦
. With the above introduction, we have the following
proposition.
Proposition 2. Let B be defined as in (4.2) with {s,Kn} ∈ Q1 then B
1. is a pseudodifferential operator with parameters of order 0;
2. has a restriction B|q, which maps Hq into Hq−1;
3. ‘commutes’ with A in the sense that on the set H3 we have
B|1A = A B|3 ;
4. has a restriction,
◦B, that is an involution;
5. has a restriction
◦B that has a generalized eigenvector ◦L±; unique up to a normaliza-
tion, and with a corresponding scalar ‘eigenvalue’ γ = ±1, satisfying the equation
◦B ◦L± = γ ◦L± .
The explicit form of
◦L± is
◦L± =
(
(±I + ◦B11)
◦N±
(
◦B21)
◦N±
)
,
where
◦N± is a normalization in the form of invertible 2× 2 operator matrices;
6. has a restriction
◦B that is one-to-one on a core and thus its element ◦B21 is invertible
on its range;
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7. has ‘generalized eigenvectors’, i.e., that is the extension of
◦L± exists. With proper
choice of normalization, L±|q : Hq(R2,C2)→ Hq−1.
Remark 2.1. With the choice of
◦N± as ◦B−121 , we identify
◦L±1 as a mapping between H˜
and E˜, i.e., an impedance mapping. The corresponding map in linear acoustic is a map
between the pressure and the vertical particle velocity cf. [22]. Both these mappings are
the acoustic, and electromagnetic respective equivalent maps to a Dirichlet-to-Neumann
map for the wave equation [11].
Remark 2.2. To ensure that the above defined splitting matrix is non-trivial we have to
exclude two cases: that the integral (4.2) collapses to the identity or to the zero operator.
Whether this happens depends on the non-triviality of the spectrum. To ensure that this
is not always the case we consider the homogeneous-isotropic case, see Appendix B where
we obtain the explicit form of B. We note that if the medium in the neighborhood of a
point is isotropic, then microlocally, at that point, the operator B reduces to the isotropic
case, which is clearly different from the identity and the zero operator, and hence B can
not be the unity or the zero operator for such media.
4.2 Proof of Proposition 2, part 1
The operator B is defined through an improper integral over the resolvent. To prove
that B is well defined as a pseudodifferential operator with parameter we consider first
the parametrix of As,λ and then integrate each term of the asymptotic expansions with
respect to λ and prove that this step is well defined. Hence we obtain an asymptotic
expansion for the symbol of B, via the usual calculus of pseudodifferential operators we
thus construct a well defined operator B.
4.2.1 Pseudodifferential preliminaries
The calculus of pseudodifferential operators can be introduced by means of a Fourier
transform, thus defining signs and symbols. For simplicity we use standard notation for
the symbols and their compositions. Throughout this paper we use the left symbol (in
the notation of [32]). The Fourier transform, F , in the plane with respect to the first two
variables x′ = {x1, x2} has an inverse given by
E˜(x, s) =
1
(2π)2
∫
R2
d2ξ′ eiξ
′·x′(FE˜)(ξ′, x3; s) (4.5)
for the complex field E˜ ∈ L2(R2,C2). Here ξ′ · x′ = ξ1x1 + ξ2x2. To obtain the left
symbol of A21 we let it act upon (4.5) and obtain that the integrand expression in front
of eiξ
′·x′(FE˜)(ξ′, x3, s) is
a21(x, ξ
′; s) = s
(
ε11 −ε12
−ε21 ε22
)
+ (sµ33)
−1
(
ξ22 ξ1ξ2
ξ1ξ2 ξ
2
1
)
− is−1
(
(∂2µ
−1
33 )ξ2 (∂2µ
−1
33 )ξ1
(∂1µ
−1
33 )ξ2 (∂1µ
−1
33 )ξ1
)
.
This is the left symbol of A21. To find the appropriate behavior of the symbols we have
to consider symbols with parameters. We consider s to be a parameter of the same order
as ξi. We hence find the principal symbol of a21 to be
a21;1(x, ξ
′; s) = s
(
ε11 −ε12
−ε21 ε22
)
+ (sµ33)
−1
(
ξ22 ξ1ξ2
ξ1ξ2 ξ
2
1
)
, (4.6)
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and a21;1 is homogeneous of order one in (ξ
′, s).
4.2.2 Ellipticity of As,λ
For matrix valued operators it is the determinant of the symbol that controls the regularity
and existence of its parametrix. We require that the coefficients to (ξ′, s, λ) are arbitrarily
smooth for each term in As,λ, and thus we can use the criteria in Definition 5.1 together
with Proposition 5.1′ of [32, pp.38,39] to define ellipticity of As,λ. To construct the
principal symbol of the operator A, a;1(x, ξ′; s), we proceed as above and obtain for the
remaining elements
a11;1 = iµ
−1
33
(
µ23ξ2 µ23ξ1
µ13ξ2 µ13ξ1
)
+ iǫ−133
(
ǫ31ξ1 −ǫ32ξ1
−ǫ31ξ2 ǫ32ξ2
)
, (4.7)
a12;1 = s
(
ν22 ν21
ν12 ν11
)
+ s−1ǫ−133
(
ξ21 −ξ1ξ2
−ξ1ξ2 ξ22
)
, (4.8)
a22;1 = iµ
−1
33
(
µ32ξ2 µ31ξ2
µ32ξ1 µ31ξ1
)
+ iǫ−133
(
ǫ13ξ1 −ǫ13ξ2
−ǫ23ξ1 ǫ23ξ2
)
. (4.9)
Let
α;1 := a;1 − λI. (4.10)
Then α;1 have homogeneity degree 1 in (ξ
′, s, λ). The remaining part of the symbol of
As,λ has a lower degree of homogeneity in (ξ′, s, λ). To ensure the ellipticity of an operator
in the parameters (ξ′, s, λ) the following estimate is needed
C1(|ξ′|2 + |s|2 + |λ|2)2 ≤ | detα;1| ≤ C2(|ξ′|2 + |s|2 + |λ|2)2 (4.11)
for some R such that |ξ′|2+|s|2+|λ|2 > R2 and with proper restrictions on the parameters
{s, λ}. The properly supported requirement for ellipticity follows from the fact that A
is a classical pseudodifferential operator with smooth coefficients [32]. The upper limit
of (4.11) follows directly from the fact that detα;1 is a polynomial, homogeneous of
order four in (ξ′, s, λ) (see Appendix C), together with the fact that we can dominate
this polynomial by (|ξ′|2 + |s|2 + |λ|2)2 and a constant, for some constant R0 such that
|ξ′|2 + |s|2 + |λ|2 > R20. To prove the lower limit we need a more subtle method.
The lower limit of (4.11): This is a multi-step proof, and a complication arises since
the region in ξ′, s, λ is not conical. First we prove that the determinant is non-zero on a
surface (see Figure 4.1), then we use a scaling argument to extend this to a bound from
below of the form (4.11) for a conical region with the surface in figure 4.1 as ‘bottom
surface’. In the last step we extend the obtained result to the non-conical domain, so as
to include λR.
Non-zero determinant of α;1 Let λR = 0, to explicitly show that the determinant
of α;1 is non-zero is difficult due to the large number of terms that it contains (see
Appendix C). Our scaling argument needs only that the determinant is non-zero on a
surface, here part of a sphere, see figure 4.1. Thus let |s|2 + |ξ|2 + |λI|2 = R2e, for some
positive constant Re. We consider two cases; s = 0 and s 6= 0. For the first case with
s = 0, we find from Appendix C that
detα;1|s=0 =(
λ2I − λIǫ−133 (ǫα3 + ǫ3α)ξα + ǫ−133 ǫαβξαξβ
) (
λ2I − λIµ−133 (µγ3 + µ3γ)ξγ + µ−133 µγδξγξδ
)
.
(4.12)
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Figure 4.1: A schematic picture of the surface |ξ′|2 + |s|2 + |λI|2 = R2e, | arg s| < π/2.
In particular note that the condition | arg s| < π/2 shrinks the surface away from a half
sphere.
Using the restriction that µ and ǫ are self adjoint, together with the estimate
2λIξαǫ
−1
33 Re {ǫ3α} ≤ η−11 λ2I + η1ǫ−233 ǫα3ǫ3βξαξβ (4.13)
for η1 > 0 and similarly for 2λIµ
−1
33 Re {µγ3} ξγ gives
| detα;1|s=0 ≥
(
(1 − η−12 )|λI|2 + µ−133 ν(η2)αβ ξαξβ
)(
(1 − η−11 )|λI|2 + ǫ−133 ε(η1)γδ ξδξγ
)
≥ Ca
(|λI|2 + |ξ′|2)2 = CaR4e∣∣s=0,λR=0 , (4.14)
where R2e
∣∣
s=0,λR=0
= |λI|2 + |ξ′|2 and
ε
(η1)
αβ = ǫαβ − η1ǫα3ǫ−133 ǫ3β and ν(η2)αβ = µαβ − η2µα3µ−133 µ3β . (4.15)
To find an explicit expression for Ca, let us choose η1 > 1 so that
0 < 1− η−11 = inf
x′
ǫ−133 inf
|ξ′|=1
ε
(η1)
γδ ξγξδ . (4.16)
The right-hand side of this equation gives the minimum of the lower eigenvalue of the
matrix ε
(η1)
γδ normalized with ǫ33. There exists an η1 > 1 that fulfils this equation since
ǫˆ1 > 0, hence the left-hand side of the above expression is positive. The same way we find
an η2 > 1 such that
0 < 1− η−12 = inf
x′
µ−133 inf
|ξ′|=1
ν
(η2)
γδ ξγξδ . (4.17)
The constant Ca becomes
Ca = (1 − η−11 )(1− η−12 ) . (4.18)
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For the case where s 6= 0 we use Schwartz’ inequality on an inner product. Thus we
introduce the ‘matrix’ norm
|F |2s =
4∑
i=1
|Fi|2 and |α;1|s = sup
|F |s=1
|α;1F |s , (4.19)
with a corresponding inner product defined analogously and denoted by 〈·, ·〉s. Both the
norm and inner product depend on (x, ξ′, s, λI, 0). Consider the normal 4 × 4 matrix
α∗;1α;1, for λR = 0, that have eigenvalues κ1, . . . , κ4 each with a variable dependence
(x, ξ′; s, λI, 0). From the definition of eigenvalues it follows that 0 ≤ κi ∈ R, where
i = 1, . . . , 4, and we use the convention κ4 ≥ · · · ≥ κ1. From the relation
κ41 ≤ κ4κ3κ2κ1 = detα∗;1α;1
∣∣
λR=0
= |detα;1|2λR=0 , (4.20)
we find that it is enough to prove that κ1 6= 0. Schwartz’ inequality (cf. (3.11)) gives
|α;1F |s|F |s ≥ |〈F,Kα;1F 〉s| . (4.21)
Thus if for λR = 0 and s 6= 0 we can obtain an estimate of the form
|〈F,Kα;1F 〉s| ≥ Cb|F |2s , (4.22)
where Cb > 0, then from (4.19) and (4.22) it follows that
κ
−1/2
1 = |α−1;1 |s ≤ C−1b hence κ1 ≥ C2b . (4.23)
By (4.20) we obtain,
|detα;1|λR=0 ≥ C4b , (4.24)
under some restrictions on s, to be derived. Now with the explicit form of α;1 we obtain
〈F,Kα;1F 〉s|λR=0 = s
(
εαβEαEβ + ναβHαHβ
)
+ s−1
(
µ−133 |(ξ × E)3|2 + ǫ−133 |(ξ ×H)3|2
)
− 2iλIRe
{
E1H2 − E2H1
}
+ 2i
(
µ−133 Im
{
(ξ × E)3µα3Hα
}
+ ǫ−133 Im
{
ǫα3Eα(ξ ×H)3
})
, (4.25)
where we have used the notation of Proof of Proposition 1, part 1. Since s 6= 0 we take
the real part and obtain
|〈F,Kα;1F 〉s|λR=0 ≥ Re {s}
(
ǫˆ1|E˜|2 + µˆ1|H˜|2
)
> Cb|F |2s , (4.26)
if Re {s} > 0 and here
Cb = |s|min{ǫˆ1, µˆ1} cosσ (4.27)
is positive if |σ| = | arg s| < π/2 and s 6= 0. By the above argument, (4.14) and (4.24) the
determinant is non-zero on the surface
R2e = |ξ′|+ |s|2 + |λI|2 , |σ| < π/2 (4.28)
if Re 6= 0. Hence there exists a lower constant Ce = min(Cb, CaR4e) such that
|detα;1|λR=0 ≥ Ce > 0 (4.29)
on this surface.
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Figure 4.2: A schematic picture of the conical region in ξ′, s, λI. Note that the outer
surface can have an arbitrary radius larger than the inner radius Re.
A scaling argument: To extend the result∣∣∣detα;1(x, ξ′; sr, σ, λI, λR)|λR=0
∣∣∣ ≥ Ce > 0 (4.30)
for |ξ′|+ |s|2 + |λI|2 = R2e and |σ| < π/2 to a proper bound from below, we use a scaling
argument. The homogeneity of detα;1 allow us to scale ξ
′, s, λI, to an arbitrary radius
greater then Re and
detα;1(x, ξ
′; sr, σ, λI, 0) = R
−4
e (|ξ′|2 + |s|2 + |λI|2)2 detα;1(x, ξ˜′; s˜r, σ, λ˜I, 0) , (4.31)
where the ·˜ variables are normalized to lie on the surface |ξ′|2 + |s|2 + |λI|2 = R2e. Thus
from (4.30) we have obtained
|detα;1(x, ξ′; sr, σ, λI, 0)| ≥ CeR−4e (|ξ′|2 + |s|2 + |λI|2)2 , (4.32)
in the conical domain,
ξ′ ∈ R2 , λI ∈ R , s ∈ C and | arg s| < π/2 , (4.33)
see Figure 4.2.
The case λR 6= 0: To extend the argument above to include the case λR 6= 0 we
impose the condition Re {s} > SR = 12SR
√
ǫˆ1µˆ1. Let λR ≤ τ and Re > SR. For large
enough Re, where |ξ′|2+ |s|2+ |λI|2 ≥ R2e, the worst case for the bound from below of the
determinant is
| detα;1| ≥ CeR−4e
(|ξ′|4 + |s|4 + |λI|4)− C˜τ τ (|ξ′|3 + |s|3 + |λI|3) (4.34)
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where C˜τ is chosen to include the sum of the maximal material parameters in front of λR.
Using the Ho¨lder and the Jensen inequalities [10, p.28, Theorem 19] gives
| detα;1| ≥ CeR−4e
(|ξ′|4 + |s|4 + |λI|4)− C˜τ τ (|ξ′|3 + |s|3 + |λI|3)
≥ CeR−4e
(|ξ′|4 + |s|4 + |λI|4 + |λR|4)− Cτ τ (|ξ′|3 + |s|3 + |λI|3 + |λR|3)
≥ CeR−4e 4−1|z|4 − Cτ τ |z|3 = 4−1CeR−4e |z|3(|z| − 4
CτR
4
e
Ce
τ) , (4.35)
where
Cτ = max{C˜τ , CeR−4e } (4.36)
and
|z|2 = |ξ′|2 + |s|2 + |λ|2 . (4.37)
Comparing with (4.11) we obtain the condition
C1|z|4 ≤ 4−1CeR−4e |z|4 − Cτ |z|3τ . (4.38)
Thus for some given, arbitrary Re > 0, there exists a large enough R such that | detα;1| >
C1|z|4, for |z|2 > R2 when (C1, R) satisfy the following constraints:
0 < C1 < 4
−1CeR
−4
e (4.39)
and
|z|2 ≥ R2 ≥ max{R20, R2e + τ2,
(
Cττ
4−1CeR
−4
e − C1
)2
} . (4.40)
Hence for ξ′ ∈ R2 and {s, λ} ∈ Q1, the operator is elliptic.
Note that the quadratic form argument of Lemma 1.1 can be applied to the symbol
α;1 to yield a positive lower bound. Consequently (4.23) and (4.20) imply
| detα;1| 6= 0 , (4.41)
for {s, λ} ∈ Q and |s|2+ |ξ′|2+ |λ|2 6= 0. However the desired increase in |s|2+ |ξ′|2+ |λ|2
does not follow directly, since the domain is not conical. Observe also that (4.41) is true
in the region {s, λ} ∈ Q1. This result will be used in the end of the proof of part 1.
4.2.3 The parametrix of As,λ
We have above shown that As,λ is elliptic in pseudodifferential sense, hence the corre-
sponding parametric is well defined. In the subsequent analysis we are interesting only
in the principal part. From Proposition 1, part 5, we know that the inverse can be effi-
ciently expressed in terms of E−1s,λ for s, λ ∈ Q and different combinations of 2×2 matrices.
Therefore we introduce the notation of ·ˆ on 2× 2 matrices defined by
aˆ21;1 :=
(
(a21;1)22 −(a21;1)12
−(a21;1)21 (a21;1)11
)
, (4.42)
where (·)ij is the (ij)-element of the 2x2 matrix. From the definition it follows directly
that
ˆˆa21;1 = a21;1 , (a11;1a21;1)ˆ = aˆ21;1aˆ11;1 , (4.43)
(a11;1 + a22;1)ˆ = aˆ11;1 + aˆ22;1 , (4.44)
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and
aˆ21;1a21;1 = deta21;1I . (4.45)
The principal symbol of the characteristic operator, Es,λ, is
e;1 = a12;1 − (a11;1 − Iλ)aˆ21;1(a22;1 − Iλ)(deta21;1)−1 , (4.46)
and using (4.43)–(4.44) we find
eˆ;1 = aˆ12;1 − (aˆ22;1 − Iλ)a21;1(aˆ11;1 − Iλ)(deta21;1)−1 , (4.47)
thus
(det e;1)I = eˆ;1e;1 . (4.48)
From writing out all terms we find that
detα;1 = (det e;1)(deta21;1) , (4.49)
which is a polynomial homogeneous of order 4 in ξ′, s, λ. That | det e;1| 6= 0 follows directly
from that | detα;1| 6= 0 (see (4.41)) together with the observation that | deta21;1| 6= 0 and
that | deta21;1| is bounded above and below by constants times |ξ′|2+|s|2. Hence it follows
that the parametrix of Es,λ is well defined. This is to be expected since the inverse of
Es,λ was shown to be well defined in Proposition 1, part 5. With the above consideration
we find that the components of the principal symbol of the resolvent, r;−1 := α
−1
;1 =
(a− λI)−1, are (cf. Proposition 1 part 5)
(r;−1)11 := −(detα;1)−1aˆ21;1(a22;1 − Iλ)eˆ;1 ,
(r;−1)12 := (deta21;1)
−1aˆ21;1
(
I + (detα;1)
−1(a22;1 − Iλ)eˆ;1(a11;1 − Iλ)aˆ21;1
)
,
(r;−1)21 := (detα;1)
−1eˆ;1(deta21;1) , (4.50)
(r;−1)22 := −(detα;1)−1eˆ;1(a11;1 − Iλ)aˆ21;1 .
Upon integration of the parametrix with respect to λ, the element (r;−1)12 has an unsuit-
able form, therefore we use the identity eˆ;1e;1 = I det e;1 and rewrite (r;−1)12 into
(detα;1)(r;−1)12 = aˆ21;1(eˆ;1e;1 + (deta21;1)
−1(a22;1 − Iλ)eˆ;1(a11;1 − Iλ)aˆ21;1)
= aˆ21;1(eˆ;1a12;1 + (deta21;1)
−1[a22;1, eˆ;1(a11;1 − Iλ)aˆ21;1]) , (4.51)
where [·, ·] is the standard commutator [A,B] = AB − BA. By inserting the explicit
expression of eˆ;1 in the commutator together with the two relations (aˆ11;1 − Iλ)(a11;1 −
Iλ) = I det(a11;1 − Iλ) and aˆ21;1a21;1 = deta21;1I we find that (4.51) reduce to
(detα;1)(r;−1)12 = aˆ21;1(eˆ;1a12;1 + (deta21;1)
−1[a22;1, aˆ12;1(a11;1 − Iλ)aˆ21;1]) . (4.52)
An alternative form of (4.52) is obtain by inserting the explicit form of eˆ;1 and simplifying:
(detα;1)(r;−1)12 = aˆ21;1(I deta12;1 − (deta21;1)−1(aˆ22;1 − Iλ)a21;1(aˆ11;1 − Iλ)a12;1
+ (deta21;1)
−1[a22;1, aˆ12;1(a11;1 − Iλ)aˆ21;1]) . (4.53)
With the above expression we have obtained the principal part of the symbol of A−1s,λ
and each term in the matrix has the form
λn
detα;1
,
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times a constant homogeneous in ξ, s of order 3−n, here n = 0, . . . , 3. For the lower order
terms we use the recursive construction formula of e.g., [32, pp.44,45 §I.5.5] to deduct
that symbols of lower orders have the λ dependence
λn
′
(detα;1)m
, (4.54)
where 4m−n′ > 1. We have above deduced the λ dependence for all terms in the symbolic
expansion of the symbol of A−1s,λ, and furthermore, we have the principal part explicitly.
4.2.4 B is a pseudodifferential with parameter of order 0
Given the parametrix of the resolvent, we integrate each term of the asymptotic series with
respect to λ. To validate this procedure we show below that each of the terms is finite and
that the integration does not rearrange the terms with respect to order, i.e., the principal
term remains the principal term. We also show that B is an operator corresponding to a
symbol that is homogeneous of order 0 in (ξ, s).
As shown in the previous section, each element of the resolvent has the form
λn
(detα;1)m
,
with 4m − n ≥ 1. The principal symbol has m = 1 and n = 0, 1, 2, 3, all other terms
have homogeneity 0 or lower. In the evaluation of the integral we distinguish between two
different cases, the principal valued integral corresponding to n = 3,m = 1 and the other
cases. We observe that due to the homogeneity of the parametrix terms the case n = 3,
m = 1 is the only principal integral.
The case m = 1, n = 3 gives a finite result, which we find by evaluation the integral
over the integrand (4.55). In order to do this claim that we can use the representation
detα;1 = (λ− λ+1 )(λ − λ+2 )(λ − λ−1 )(λ − λ−2 ) , (4.55)
where the eigenvalues, i.e., the roots of the fourth order polynomial detα;1, are denoted
by λ±1 , λ
±
2 where the +(−) indicates that they have positive (negative) real part. Indeed,
to show that two of the eigenvalues of a;1 have positive(negative) real part we consider
the isotropic case. The isotropic detα;1 have the λ-roots (cf. Appendix B)
λ = ±
√
s2ǫisoµiso + |ξ|2 , (4.56)
i.e., two double roots on each side of the strip |Re {λ} | < SR infx′
√
ǫisoµiso. The lower
bound on As,λ in Proposition 1, part 1 shows that for each anisotropic material with
instantaneous response, the area around the imaginary axis is free from eigenvalues. We
introduce a parameter γ in the material coefficients by
ǫ(γ) := ǫiso + γ(ǫ− ǫiso) (4.57)
and analogously for µ(γ). The lower bound onα;1, that is obtained by applying Lemma 1.1
and Proposition 1, part 1-3, to α;1, and apparent in (4.41), ensures us that for all γ ∈
[0, 1] the | detα(γ);1 | is bounded from below and that there are no eigenvalues on the
strip around the imaginary axis, and since the eigenvalues of a matrix depend point-wise
continuous on its coefficient [24, pp.107-108, §2.5.1], the eigenvalues vary continuously,
but not discontinuously on each side of the imaginary axis. In the case γ = 0 there are
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two eigenvalues on each side, by counting multiplicity and hence, by the continuity of
the eigenvalues, this has to be the case for all γ ∈ [0, 1]. Thus we have shown the claim.
The symmetry of A discussed in Remark 1.3 can be used to show the same result for the
special case s = Re {s}. With the representation (4.55) we evaluate the integral
lim
n→∞
∫ n
−n
dλI
λ3
detα;1
, (4.58)
by partial fraction decomposition. Assume initially that there are no equal roots then
λ3
detα;1
=
D1,+
λ− λ+1
+
D2,+
λ− λ+2
+
D1,−
λ− λ−1
+
D2,−
λ− λ−2
, (4.59)
where all D depended only on λ±1,2. Each such fraction is integrated over the imaginary
axis to become
lim
n→∞
∫ n
−n
dλI
1
λ− λ±1,2
= lim
n→∞
ln(λ− λ±1,2)
∣∣λI=n
λI=−n
= iπ sgn(Re
{
λR − λ±1,2
}
) = ∓iπ ,
(4.60)
where the branch cut is along the negative imaginary axis and where |λR| < |Re
{
λ±1,2
} |.
Concerning the choice of branch cut, observe that the integral above should be summed
over each eigenvalue, thus the branch cut of the logarithm has to be chosen such that it
agrees for all eigenvalues, hence the negative imaginary axis. Thus
lim
n→∞
∫ n
−n
dλI
λ3
detα;1
= iπ(D1,+ +D2,+ −D1,− −D2,−) (4.61)
for n = 0, . . . , 3. Here
D1,+ :=
(λ+1 )
3
(λ+1 − λ+2 )(λ+1 − λ−1 )(λ+1 − λ−2 )
,
D2,+ :=
−(λ+2 )3
(λ+1 − λ+2 )(λ+2 − λ−1 )(λ+2 − λ−2 )
,
D1,− :=
(λ−1 )
3
(λ+1 − λ−1 )(λ+2 − λ−1 )(λ−1 − λ−2 )
,
D2,− :=
−(λ−2 )3
(λ+1 − λ−2 )(λ+2 − λ−2 )(λ−1 − λ−2 )
,
and each term is homogeneous of order 0. To show that the sum is bounded from above
we have to eliminate (λ+1 − λ+2 ) and (λ−1 − λ−2 ) from the denominator. We find that
D1,+ +D2,+ =
λ+1 λ
+
2 (λ
+
1 + λ
+
2 )− λ−1 ((λ+1 )2 + λ+1 λ+2 + (λ+2 )2)
(λ+1 − λ−1 )(λ+1 − λ−2 )(λ+2 − λ−1 )(λ+2 − λ−2 )
(4.62)
and
D1,− +D1,− =
λ−1 λ
−
2 (λ
−
1 + λ
−
2 )− λ+1 ((λ−1 )2 + λ−1 λ−2 + (λ−2 )2)
(λ+1 − λ−1 )(λ+1 − λ−2 )(λ+2 − λ−1 )(λ+2 − λ−2 )
, (4.63)
hence the denominator is bounded away from zero by (2τ)4, since |λ±R | ≥ τ = SR
√
ǫˆ1µˆ1,
this follows from the Corollary 1.1 that shows that the strip |λR| < τ is free from eigen-
values. Hence the integral is bounded.
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The case with equal eigenvalues follows similarly. Assume λ+2 = λ
+
1 and λ
−
1 6= λ−2 then
λ3
detα;1
=
D1,+,2
(λ− λ+1 )2
+
D1,+,1
λ− λ+1
+
D1,−
λ− λ−1
+
D2,−
λ− λ−2
, (4.64)
where
D1,+,2 :=
(λ+1 )
3
(λ+1 − λ−1 )(λ+1 − λ−2 )
,
D1,+,1 :=
λ+1 λ
+
2 (λ
+
1 λ
+
2 − λ−1 λ−2 ) + (λ+1 + λ+2 )(λ+1 + λ+2 λ−1 λ−2 − (λ−1 − λ−2 )λ+1 λ+2 )
(λ+1 − λ−1 )2(λ+1 − λ−2 )2
.
With the integral
lim
n→∞
∫ n
−n
dλI
1
(λ− λ+1 )2
= lim
n→∞
1
λ+1 − λ
∣∣∣∣
λI=n
λI=−n
= 0 (4.65)
and (4.60) we find that
lim
n→∞
∫ n
−n
dλI
λ3
detα;1
= iπ(D1,+,1 −D1,− −D2,−) , (4.66)
and hence, it is bounded from above and homogeneous of order 0. The case where λ−1 = λ
−
2
and λ+2 6= λ+1 is totally analogous.
For the case with two equal eigenvalues we have
λ3
detα;1
=
D+,2
(λ− λ+1 )2
+
D+,1
λ− λ+1
+
D−,2
(λ − λ−1 )2
+
D−,1
λ− λ−2
(4.67)
and from (4.60) and (4.65) we find that
lim
n→∞
∫ n
−n
dλI
λ3
detα;1
= iπ(D+,1 −D−,1) . (4.68)
Hence we need only to find D+,1 and D−,1,
D+,1 =
(λ+1 )
2(λ+1 − 3λ−1 )
(λ+1 − λ−1 )3
, D−,1 =
(λ−1 )
2(3λ+1 − λ−1 )
(λ+1 − λ−1 )3
and hence the integral is homogeneous of order 0 and bounded from above since the
denominator is bounded from below. We have thus shown that the integral (4.58) is well
defined, and homogeneous of order 0 for all possible combinations of λ-roots in detα;1.
Next we show that the remaining terms have homogeneous degree +1 compared to
the corresponding term in the polyhomogeneous expansion of r and consequently that the
integral over λ does not rearrange the symbol expansion. From the construction of the
parametrix of As,λ we know that its asymptotic symbol expansion has a λ dependence
of the form (4.54). Using that the determinant detα;1 is homogeneous of degree 4 in
(ξ′, s, λ), we find that
In,m(x, ξ
′; s) :=
∫
dλ
λn
(detα;1(x, ξ′; s, λ))
m (4.69)
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is homogeneous of degree n− 4m+ 1 if 4m− n ≥ 2. Indeed,
ηn−4m+1In,m(x, s; ξ
′) =
∫
dλ η
(ηλ)n
(detα;1(x, ηξ′; ηs, ηλ))
m (4.70)
=
∫
dλ˜
λ˜n(
detα;1(x, ηξ′; ηs, λ˜)
)m = In,m(x, ηξ′; ηs) ,
where we have used 1) that the limits of the integral goes to infinity, 2) that the λ-roots
scale with η, implying that the strip λ˜R ≤ ητ is free from poles, 3) the scaled integration
path is equivalent to the integration path of λ˜R = τ/2 since A−1s,λ is analytical in λ in
the resolvent set and 4) that η is such that ηRe {s} > SR. Thus In,m is homogeneous
of degree n− 4m+ 1 in ξ′, s. Each term in the polyhomogeneous expansion of r have a
λ-dependence in the form of In,m with a λ independent coefficient. It follows that each
integrated term of the expansion has a homogeneous degree that is one order higher than
the homogeneous degree of each term of r.
Let
|z|2 := |ξ′|2 + |s|2 .
To show that each of the integrals In,m is bounded from above, for fixed ξ
′, s such that
z 6= 0 we use the estimate of the lower bound of the determinant for (s, λ) ∈ Q1 (cf. §4.2.2
and (4.41)),
| detα;1| ≥ C1(|λ|2 + |z|2)2 . (4.71)
The principal case 4m− n = 1 is taken care of above see (4.58). For 4m− n > 1 we have
∣∣∣∣
∫
R
dλI
λn
| detα;1|m
∣∣∣∣ ≤ 2C−m1
∫ ∞
0
dλI
|λ|n
(|λ|2 + |z|2)2m
= 2C−m1
(∫ |z|
0
|λ|n
(|λ|2 + |z|2)2m dλI +
∫ ∞
|z|
|λ|n
(|λ|2 + |z|2)2m dλI
)
, (4.72)
where for |λI| < |z| we use
|λ|n
(|λ|2 + |z|2)2m ≤
1
(|z|2 + |λR|2)2m−n/2 ≤
1
|z|4m−n , (4.73)
and for |λI| > |z| we use the estimate
|λ|n
(|λ|2 + |z|2)2 ≤
1
(|λR|2 + |λI|2)2m−n/2 ≤
1
|λI|4m−n . (4.74)
Inserting the above estimates into (4.72) yields
∣∣∣∣
∫
R
dλI
λn
| detα;1|m
∣∣∣∣ ≤ 2C−m1
(
|z|
|z|4m−n +
∫ ∞
|z|
|λI|n−4mdλI
)
=
2
Cm1 |z|4m−n−1
(
4m− n
(4m− n− 1)
) (4.75)
and hence the integral is bounded from above since |z| > 0 and 4m− n− 1 > 0. Thus we
find that the asymptotic series expansion of r can be integrated, since each term is finite
for s > SR and arg s < π/2. Furthermore, the λ-integral of r−m, which is homogeneous
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of order −m, results in b−m+1 which is homogeneous of order −m+ 1. We have hence a
well defined polyhomogeneous asymptotic expansion of a pseudodifferential operator with
a parameter of homogeneous degree 0 in {ξ′, s}, the corresponding operator is represented
in the usual way through an oscillatory integral.
One can use the residue theorem to evaluate the integrals in terms of the roots of the
equation detα;1 = 0. This is done for arbitrary Im,n, 4m− n > 1 in Appendix C.
We have above found an oscillatory integral representation of the desired operator B
through the λ-integral of the symbol expansion of the resolvent. Its principal symbol is∫
dλ r;−1, where as usual r;−1 := α
−1
;1 = (a − λI)−1. One question remains in order
to associate B with ∫ dλ A−1s,λ. It can be reduced to a question of the order of iterated
integrals. Towards this end we use an alternative representation of the λ-integral. We
note that∫
λ∈K
dλ α−1;1 =
∫
λI∈[0,∞],λR≤τ
(a;1 − I(λR − iλI))−12(a;1 − IλR)(a;1 − I(λR + iλI))−1
(4.76)
where we used the following identity which similar to the (first) resolvent equation:
(
a;1 − I(λR + iλI)
)−1
+
(
a;1 − I(λR − iλI)
)−1
=
(
a;1 − I(λR − iλI)
)−1
2(a;1 − IλR)
(
a;1 − I(λR + iλI)
)−1
. (4.77)
Denote the right-hand side of the above identity w;−1(λ, ξ
′; s, x). Clearly this identity
holds also if a;1 is replaced with the operator A. By analyticity of the resolvent we can
choose to integrate along the positive imaginary axis, i.e., λR = 0.
Let u be an arbitrary vector in H1, and consider the two integrals
V1(x; s) :=
∫
R2
d2ξ′ (
∫
λR=0,λI≥0
dλ eiξ
′·x′w;−1(λ, ξ
′; s, x)(Fu)(ξ′, x3))
= F−1ξ′→x′ [b;0(ξ′, s;x)(Fu)(ξ′;x3)] (4.78)
and
V2(x; s) :=
∫
λR=0, λI≥0
dλ (
∫
R2
d2ξ′ eiξ
′·x′w;−1(λ, ξ
′; s, x)(Fu)(ξ′, x3))
=
∫
dλ F−1ξ′→x′ [a−1;1 (ξ′, λ, s, ;x)(Fu)(ξ′, x3)] (4.79)
Here we have once again used F to denote the Fourier transform with respect to x′ and
F−1ξ′→x′ to denote the inverse Fourier transform from ξ′ to x′ variables. The first integral is
the standard way of representing the action of principal part of B;0 on u. That is B;0u = V1.
The second integral V2 is the λ-integral of the first term of the parametrix corresponding
to As,λ. We thus have two, possible different, representations of an operator. Below we
will show that the two representations are equal. For the principal term the problem is
reduced to showing that the two iterated integrals exist and are equal, e.g., that V1 = V2.
We have the following result
Lemma 2.1. Let u ∈ H1 then for Re {s} > SR > 0 and arg s < π/2 it follows that
V1(·; s) = V2(·; s) ∈ L2.
This result is shown after the proof of Proposition 2 part 2. We have defined the
operator B as the oscillatory integral of the λ-integral of the symbol representation of the
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resolvent expansion, and above shown that such an operator exists. The desired splitting
matrix is however the λ-integral over the oscillatory integral over the resolvent expansion.
The above lemma shows that the principal term of both these expressions are equal for
functions on a dense set in the domain. To continue and show that the remaining terms
in the respective symbol expansions are equal we can once again construct two iterated
integrals and apply the proof of Lemma 2.1, e.g., the Fubini theorem on this term, and
since all the assumptions carry over the result remains the same.
Hence we have shown that the two representations of the splitting matrix indeed are
equal and can be applied to the wave-splitting procedure below.
4.3 Proof of Proposition 2, part 2
The symbol of B for the isotropic homogeneous medium case is given in (B.12) (see
Appendix B) and by counting its powers of ξ′ it follows that the corresponding operator
B can be restricted to an unbounded operator on {L2, (·, ·)0} with domain H1 and range
in H0.
To show that this result holds also in general we need to show that the ξ′-growth in
each of the b-terms is at most linear. To obtain such a result we need good control of
the shape of the parametrix r of As,λ, which is an asymptotic series of poly-homogeneous
terms r = r;−1 + r;−2 + r;−3 + . . .. Recall that (see e.g., [32]) r;−1 := α
−1
;1 and
r;−2 = −α−1;1

a;0r;−1 + ∑
|η|=1
[
∂ηξa;1D
η
xr;−1
] (4.80)
r;−m−1 = α
−1
;1

a;0r;−m + a;−1r;−m+1 + ∑
|η|=1
[
∂ηξa;0D
η
xr;−m+1 + ∂
η
ξa;1D
η
xr;−1
]
+
∑
|η|=2
∂ηξa;1D
η
xr;−m+1

 , m ≥ 2, (4.81)
where η ∈ N2 i.e., a multi-index, Dxj = 1i ∂xj and if η = (η1, η2), then Dηx = Dη1x1Dη2x2 .
Let the linear space of homogeneous polynomials of order n be denoted by hpn. The
explicit shape of detα;1 in Appendix C ensure that detα;1 ∈ hp4(s, λ, ξ′;x). Here we use
hpn(s, λ, ξ
′;x) to indicate that detα;1 is a homogeneous polynomial in s, λ, ξ
′, and have
C∞-coefficients depending on x. Given the homogeneous polynomials p1 ∈ hpn, p2 ∈ hpm
we can consider the space of hqn−m of homogeneous rational functions, as elements of
the form q = p1/p2 and q ∈ hqn−m. We will restrict hqn even further and require that
p2 is a power of detα;1. We note two useful properties: Let q ∈ hqn(s, λ, ξ′;x), then
Dηxq ∈ hqn(s, λ, ξ′;x) and if q1 ∈ hqn, q2 ∈ hqm then q1q2 ∈ hqn+m.
In addition to these two spaces we need two additional spaces. The first is a space
of block-diagonal matrices hPn, where the two 2x2 blocks have elements which are ho-
mogeneous polynomials of order n. That is if p ∈ hPn, then p = diag2(P1, P2), where
P1 and P2 are 2x2-blocks with each element, (Pm)ij ∈ hpn, for m = 1, 2 and i, j = 1, 2.
Clearly for g ∈ hPn(λ, ξ′;x) and h ∈ hPm(λ, ξ′;x) we have hg, gh ∈ hPm+n(λ, ξ′;x) and
Dηxg ∈ hPn(λ, ξ′, x). The second and final space is W−m and an element h−m is in W−m
if it can be written in the form
h−m(s, λ, ξ
′;x) =
4m∑
k=0
s−m+k
∑
n∈Nk
g
(m,k,n)
4m−k (λ, ξ
′;x)Km+kq
(m,k,n)
−4m (s, λ, ξ
′;x) (4.82)
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where q
(m,k,n)
j ∈ hqj for a given m, k = 0, ..., 4m, and n ∈ Nk and g(m,k,n)j ∈ hPj for a
fixed m, k = 0, ..., 4m, and all n. The matrix K is given in (3.12). Here we have used
·(m,k,n) as a way to index the components of h−m. We require the number of elements
for each (m, k)-level to be finite, i.e., |Nk| < ∞ where Nk ⊂ N. We find here the nice
properties that if h ∈ W−m then Dηxh ∈ W−m and if in addition g ∈ W−n then we
have gh ∈ W−n−m. Note that the representation (4.82) is not unique due to that the
numerator of qm,·,·−4m may contain a power of s. This non-uniqueness of the representation
will be used constructively in the proof of the lemma below.
We have the following technical lemma:
Lemma 2.2. Given the above defined spaces W−m, hpn, and let
u := (ξ1,−ξ2), and v := (ξ2, ξ1). (4.83)
Then, for the homogeneous terms of order −m of the symbol of the parametrix of As,λ,
r;−m, we have that r;−m ∈W−m, i.e.,
r;−m(s, λ, ξ
′;x) =
4m∑
k=0
s−m+k
∑
n∈Nk
g
(m,k,n)
4m−k (λ, ξ
′;x)Km+kq
(m,k,n)
−4m (s, λ, ξ
′;x). (4.84)
Furthermore, for a fixed m denote the 2x2-block diagonal elements of g
(m,0,n)
4m by P1n, P2n,
then P1n = u
Tw1n and P2n = v
Tw2n, where each of the elements in the (1,2)-vectors wjn
are in hp4m−1(λ, ξ
′;x) and |Nk| <∞ for each k.
Proof. A straightforward calculation shows that α−1;1 = r;−1 ∈ W−1 and r;−2 ∈ W−2.
Furthermore inspection of the leading terms g
(1,0,0)
4 and g
(2,0,0)
8 shows that their elements
can be written as outer products. Indeed, let P1, P2 denote the 2x2 blocks such that
g
(1,0,0)
4 = diag2(P1, P2), then
P1 = u
Tuγ1 and P2 = v
T vγ2, where γk ∈ hp2(λ, ξ′;x), k = 1, 2. (4.85)
Similarly let P3, P4 denote the diagonal 2x2 blocks of g
(2,0,0)
8 then each of these terms are
of the form uTw3 and v
Tw4 respective, where wk are (1,2)-vectors with each element in
hp7(λ, ξ
′;x).
The construction of r;−m−1 in (4.81) is a product of finitely many terms, we conse-
quently find that r;−m−1 has at most a finite number of terms. This ensures that the
|Nk| <∞ for all k.
To show that the lemma is valid for an arbitrarym ≥ 3 we make the recursive assump-
tion that r;−m ∈ W−m and r;−m+1 ∈ W−m+1 with the desired outer-product structure
on their respective leading matrices g
(m,0,j)
4m , g
(m−1,0,k)
4m−4 for the respective range of j and
k.
We now calculate r;−m−1 from (4.81) and show that it satisfies the lemma. Towards
this end we consider the following three 4x4 matrices c = diag2(c1, c2) ∈ hP0(ξ′;x),
f = diag2(f1, f2) ∈ hP0(ξ′;x), and d. The matrix d is defined by d := diag2(uTd11 +
dT12u, v
Td12 + d
T
22v) where djk are (1,2)-vectors with elements in hp0(ξ
′;x), and u, v are
the (1,2)-vectors of ξ′-elements defined in (4.83). Each term in (4.81) is of the form
α−1;1 (c+
1
s
dK)h1, where h1 ∈W−m (4.86)
or of the form
α−1;1
1
s
fKh2, where h2 ∈W−m+1 (4.87)
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Indeed, the terms containing a;0 and ∂
η
ξa;1 with |η| = 1 belong to the kind in (4.86), and
the terms containing a;−1, ∂
η
ξa;0, |η| = 1 and ∂ηξa;1, |η| = 2 are of the kind (4.87).
The lemma follows if we can show that the resulting products of (4.86) and (4.87)
are elements in W−m−1 with the desired outer product-structure on the leading order
terms. The three terms containing c, d and f respectively are considered separately. For
the first term we note that ch1 ∈ W−m. Since α−1;1 ∈ W−1 we immediately find that
α−1;1 ch1 ∈ W−m−1. The outer-product structure on the leading term survives since the
leading order term in α−1;1 is of the form (4.85).
Consider the second term containing d. We explicitly write out the leading order
elements in α−1;1
1
sdKh1:
α−1;1
1
s
dKh1 =
(
1
s
g
(1,0,0)
4 Kq
(1,0,0)
−4 + s
0
∑
k
g
(1,1,k)
3 q
(1,1,k)
−4 + · · ·
)
1
s
dK

 1
sm
∑
j
g
(m,0,j)
4m K
mq
(m,0,j)
−4m +
1
sm−1
∑
n
g
(m,1,n)
4m−1 K
m+1q
(m,1,n)
−4m + · · ·


=
1
sm+2
pm+2 +
1
sm+1
pm+1 + p0. (4.88)
Here we let g
(m,k,·)
· denote the k:th element in h1.
The first of these terms pm+2 = g
(1,0,0)
4 KdK
∑
k g
(m,0,k)
4m K
mq
(m,0,j)
−4m q−4. The matrices
in the product all have an outer product structure explicitly given above and from the
observations that
KdK = K diag2(d1, d2)K = diag2(d2, d1) =: d˜, (4.89)
and uvT = 0, vuT = 0 we find that pm+2 = 0.
To show that s−m−1pm+1 + p0 ∈W−m−1 consider
pm+1 =
∑
n
g
(1,0,0)
4 KdKg
(m,1,n)
4m−1 K
m+1q
(m,1,n)
−4m q
(1,0,0)
−4
+
∑
k,j
g
(1,1,k)
3 dKg
(m,0,j)
4m K
mq
(m,0,j)
−4m q
(1,1,k)
−4
=
∑
n
g
(1,0,0)
4 d˜g
(m,1,n)
4m−1 K
m+1q
(m,1,n)
−4m q
(1,0,0)
−4 +
∑
k,j
g
(1,1,k)
3 dg˜
(m,0,j)
4m K
m+1q
(m,0,j)
−4m q
(1,1,k)
−4
=
∑
n
M1n +
∑
j,k
M2jk, (4.90)
where we have once again have used the notation (4.89). Upon multiplying block-diagonal
matrices with other block diagonal matrices all these with elements which are homoge-
neous polynomials yield that g
(1,1,k)
3 d˜g
(m,0,j)
4m , g
(1,0,0)
4 dg˜
(m,1,n)
4m−1 ∈ hP4m+4. Furthermore,
q
(m,·,j)
−4m q
(1,·,k)
−4 ∈ hq−4m−4. This suffice for s−m−1pm+1 to be a leading term of an element
in W−m−1. Similar matrix algebra for a typical term in p0 for a given s
j-order we find
that each such term fits into a W−m−1 element. The remaining issue of the d-containing
terms is the outer product structure of pm+1. Similarly to the c-terms it is clear thatM1n
has the appropriate outer product structure. The term M2jk is a bit more subtle, and we
need to use the outer-product structure of each of the three matrices. There are two types
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of terms in g
(1,1,j)
3 = p3 + p4, where p3 := diag2(p1I, p2I) with p1, p2 ∈ hp3(λ, ξ′;x), and
p4 := diag2(p
T
11v + u
T p12, p
T
21u+ v
T p22) where pjk are (1,2)-vectors with each element in
hp2(λ, ξ
′;x). The p3-term in M2jk yields(
p1I 0
0 p2I
)(
uTd11 + d
T
12u 0
0 vTd12 + d
T
22v
)(
vTw1 0
0 uTw2
)
=
(
uTd11v
Tw1p1 0
0 vTd12u
Tw2p2
)
(4.91)
and it has the desired outer product structure. To obtain this result we have repeatedly
used that uvT = 0, vuT = 0. Similarly for the p4 term we have(
pT11v + u
T p12 0
0 p21u+ v
T p22
)(
uTd11 + d
T
12u 0
0 vT d12 + d
T
22v
)(
vTw1 0
0 uTw2
)
=
(
uT p12u
Td11v
Tw1 0
0 vT p22v
Td12u
Tw2
)
(4.92)
which once again has the appropriate outer product structure. We have hence shown that
the terms containing d are elements in W−m−1 with the desired outer product structure.
The last kind of terms are these which contain f . These terms are of the form
α−1;1
1
s
fKh2 =
(
1
s
g
(1,0,0)
4 Kq
(1,0,0)
−4 + s
0
∑
k
g
(1,1,k)
3 q
(1,1,k)
−4 + · · ·
)
1
s
fK

 1
sm−1
∑
j
g
(m−1,0,j)
4m−4 K
m−1q
(m−1,0,j)
−4m+4 +
1
sm−2
∑
n
g
(m−1,1,n)
4m−5 K
m+2q
(m−1,1,n)
−4m+4 + · · ·


=
1
sm+1
qm+1 + q0. (4.93)
The leading order term qm+1 is explicitly
qm+1 =
∑
j
g
(1,0,0)
4 KfKg
(m−1,0,j)
4m−4 K
m−1q
(m−1,0,j)
−4m+4 q
(1,0,0)
−4 (4.94)
Clearly q0 := q
(m−1,0,j)
−4m+4 q
(1,0,0)
−4 ∈ hq−4m and g0 := g(1,0,0)4 f˜g(m−1,0,j)4m−4 ∈ hP4m. Observe
however that q0/ detα;1 ∈ hq−4m−4 and that detα;1 = p0(λ, ξ′;x) + s2p1(λ, ξ′;x) +
s4p2(λ, ξ
′;x) where p0 ∈ hp4, p1 ∈ hp2 and p2 ∈ hp0. We note that g0p0 ∈ hP4m+4 and
that terms of the form s2j−m−1g0pj , j = 1, 2 fit nicely as lower order terms in W−m−1.
Similarly we can consider the terms of q0 by explicitly calculating the typical s
j-order
terms and see that each such term fits into W−m−1 to finally draw the conclusion that
α−1;1
1
sfKh2 ∈ W−m−1 and consequently that r;−m−1 ∈ W−m−1. The outer product
structure of the f -terms follows directly from (4.94) and the fact that g
(1,0,0)
4 has the
appropriate outer product form.
We can now by a recursion argument draw the conclusion that the lemma is valid for
all m ≥ 1.
To show that the operator corresponding to (b;−m) maps H
n−1 → Hn, it suffices to
show that (b;−m)jk ∈ S11,0, the space of symbols first defined by Ho¨rmander. This means
that we need to show that
|∂ηξ′∂βx (b;−m)jk| ≤ Cη,β(1 + |ξ′|2)1−|η| (4.95)
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for η, β ∈ N2. From the property of W−m we know that ∂βxr;−m ∈W−m for (s, λ) ∈ Q1.
To show (4.95) for η = (0, 0) we recall that when (s, λ) ∈ Q1 is detα;1 (4.11) elliptic.
This imply that a typical term of r−m can be bounded as∣∣∣∣
∫
R
dλI
λnI
(detα;1)m
∣∣∣∣ ≤ C(|s|2 + |ξ′|2)n−4m+12 , (4.96)
for all 4m− n ≥ 1. For the case 4m− n = 1 the result follows in the sense of a principal
integral. The symbol b can be written as an expansion of terms which are homogeneous
in s, ξ′, each constructed by integrating the corresponding r−m-term. The r−m terms
are of the form (4.84), and for all k ≥ 1 in (4.84) it follows from each matrix element’s
homogeneity order and (4.96) that the resulting integral is bounded for all values of ξ′. The
leading orders k = 0 have the outer product structure, and we can therefore apply (4.96)
to find that the λ-integral of these terms grows at most linearly in ξ′ for large values of ξ′.
Applying the derivative ∂ηξ′ on an element in r;−m we find that this reduces the growth
in ξ′ with |η|-order for the corresponding b;−m+1 symbol, since the integrand is a sum of
rational functions; it is a sum of polynomials in s, ξ′, λ over powers of detα;1 both with
smooth coefficients. The partial derivative is hence a bounded or a more regular function
in ξ′, and due to the ellipticity of detα;1 and Re {s} ≥ SR there exists a λ-integrable
ξ′-independent function so that we can apply the dominated convergence theorem to show
that the interchange of λ-integral and ∂ηξ′ is allowed. It is clear that the partial derivative
exists everywhere because that the elements of r;−m are rational functions. We thus find
that (b;−m+1)jk ∈ S11,0 and the corresponding operator maps Hn to Hn−1 as desired.
This result is valid for any m, and hence we have the same result for B.
4.4 Proof of Lemma 2.1
To show this result on iterated integrals is a standard application of Fubini’s theorem for
positive integrands, see e.g. [26]. It states that a non-negative measurable function on the
usual Lebesgue-measure over the λ, ξ′-domain has its iterated integrals equal and finite if
one of them is finite. We will apply this to the iterated integrals V1 and V2 with integrand:
g(λ, ξ′; s, x) := eiξ
′·x′(w;−1(λ, ξ
′, s;x))ij(Fu)(ξ), i, j = 1, 2 (4.97)
where
w−1(λ, ξ
′, s;x) :=
(
a− I(λR − iλI)
)−1
2(a− IλR)
(
a− I(λR + iλI)
)−1
. (4.98)
We split the integrand into positive real parts g = gR+−gR−+i(gI+−gI−), where gk > 0
for each k ∈ {R+, R−, I+, I−}. We consider the iterated integral over each of these
positive functions separately. In order to show that gk for any k ∈ {R+, R−, I+, I−}
is measurable, it is enough to note that w;−1 is continuous in both λ and ξ
′ and so is
eiξ
′·x′ , their respective restriction, e.g., the real and non-negative (or any of the other
combination) is also measurable since they are piecewise continuous. From the assump-
tions of the lemma we find that u ∈ L2 and it is hence ξ′-measurable and consequently
by trivially extending u to be a function on the product space, it is measurable in both
λ and ξ′ jointly. We then utilize that products of measurable functions are measurable.
Consequently we know that the parts of the integrals V1 and V2 corresponding e.g., the
real positive part exist and are equal. To finish the lemma we note that the operator
corresponding to b;−m maps H
1 to L2. This was shown in the previous section. Hence
V1 = V2 ∈ L2.
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4.5 Proof of Proposition 2, parts 3 and 4
That B and A commutes in the sense that
B|1A = A B|3 , (4.99)
on the set H3 follows directly form the fact that the resolvent commutes with A due to
the Fubini-Tonelli theorem and that A commutes in a weak sense with the integral over
λI that is used to define B. (See [22] Proposition 2, Part 3.)
To show that
◦B2 = I one can introduce two projectors defined from the lambda-integral
over the resolvent, B can be shown to be the difference of these two projectors, and the sum
of the projectors equals the identity. The squaring of the operator is hence the identity
operator. The key to this proof is to show that the two operators P± := 12 (I ±
◦B), are
projectors, it is done by utilizing the (first) resolvent equation. A proof of the projector
properties is detailed in [22] Proposition 2, part 3 and 4 for the acoustic case. The
electromagnetic case follows analogously, and since is somewhat lengthy, we will not repeat
it here. Once this is known we note that P+ + P− = I, and P−P+ = 0 etc., on an core
set. Consequently, on operator level
◦B2 = (P+ − P−)2 = P+ + P− = I.
4.6 Proof of Proposition 2, part 5
Let γ ba a scalar, find all (γ,
◦L) with non-zero ◦L such that
◦B ◦L± = γ ◦L± , (4.100)
where
◦L± is a ‘vector’ of 2×2-block matrices of scalar operators. To solve this eigenvalue-
like problem, we use that
◦B is an involution, that is
◦B11
◦B12 +
◦B12
◦B22 = 0 , (4.101)
◦B211 +
◦B12
◦B21 = I . (4.102)
Writing (4.100) explicitly with 2× 2 blocks gives
◦B11
◦L±1 +
◦B12
◦L±2 = γ
◦L±1 , (4.103)
◦B21
◦L±1 +
◦B22
◦L±2 = γ
◦L±2 . (4.104)
and collecting similar terms yields
◦B12
◦L±2 = (γI −
◦B11)
◦L±1 , (4.105)
◦B21
◦L±1 = (γI −
◦B22)
◦L±2 . (4.106)
Let (
◦B11 + γI) act on (4.105) and use (4.101). Then
(γ2I − ◦B211)
◦L±1 = (
◦B11 + γI)
◦B12
◦L±2
=
◦B12(γI −
◦B22)
◦L±2 ,
(4.107)
and analogously let
◦B12 act on (4.106) and use (4.102), then
◦B12(γI −
◦B22)
◦L±2 =
◦B12
◦B21
◦L±1
= (I − ◦B211)
◦L±1 .
(4.108)
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Substituting (4.107) into (4.108) gives after simplification
(I − γ2I) ◦L±1 = 0 . (4.109)
Thus γ = ±1 since ◦L± is assumed to be non-zero. The corresponding eigenvectors are
obtained by solving the following linear system
(±I − ◦B11)
◦L±1 =
◦B12
◦L±2 , (4.110)
(±I − ◦B22)
◦L±2 =
◦B21
◦L±1 . (4.111)
Rewrite (4.102) into
(±I − ◦B11)(±I +
◦B11) =
◦B12
◦B21 . (4.112)
Comparison with (4.110) gives that the generalized eigenvectors have the form
◦L± =
(
±I + ◦B11
◦B21
)
◦N± (4.113)
for arbitrary normalization operators
◦N±. The condition ( ◦B)2 = I imposes, in addition
to (4.101) and (4.102) the conditions
◦B21
◦B11 +
◦B22
◦B21 = 0 , (4.114)
◦B21
◦B12 +
◦B222 = I . (4.115)
Hence with use of (4.114) we find that
◦L± is also a solution to (4.111). An alternative
form of
◦L± is obtained if we use (4.115) and (4.111)
(
◦L±)′ =
(
◦B12
±I + ◦B22
)
(
◦N±)′ , (4.116)
which is related to (4.113) by the normalization (
◦N±)′ = (±I − ◦B22)(
◦N±)′′ and ◦N± =
◦B12(
◦N±)′′, hence ◦L± and ( ◦L±)′ differ only by a normalization.
4.7 Proof of Proposition 2, part 6
That
◦B is one-to-one follows directly from the fact that ◦B is an involution. Indeed for any
F ∈ C∞(R2,C4) we have
◦BF = 0⇒ F = ◦B0 = 0 . (4.117)
Hence the null space of
◦B contains only the element 0 and thus ◦B is one-to-one. That the
null space is trivial implies a condition on
◦B21, to see this consider F = (F1, 0) and the
equation
◦BF =
(
◦B11F1
◦B21F1
)
= 0 . (4.118)
then, since
◦B is one-to-one, ◦B21 is either trivial or one-to-one, and since the symbol of
◦B21
is non-trivial, it follows that
◦B21 is non-trivial and hence one-to-one, and thus invertible
on its range.
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4.8 Proof of Proposition 2, part 7
We now extend
◦L± to a larger domain. This is done by using (B|q)11 and (B|q)21 in the
place of
◦B11 and
◦B21 in (4.113), the generalized eigenvector, together with the extension
of
◦N± to a bounded invertible operator N± : Hq(R2,C2) → Hq(R2,C2) we obtain a
generalization of
◦L± to L±|q : Hq(R2,C2) → Hq−1, where the domain of L±|q follows
from the domain of B|q.
5 Directional decomposition
We have above collected enough information to proceed and answer the initial question
about the existence of {L,V}, i.e., does the decomposition of A exists. Most of the proof
are done for the set C∞(R2,C4), but in the end we extend the results to the general case.
With the definition of the splitting matrix in Proposition 2, in particular the commuta-
tion between the splitting matrix and the electromagnetic system’s matrix (see Proposition
2, part 3), we obtain the decomposition by the following proposition.
Proposition 3. The equation
A L|3 = L|1 V ,
has a solution where the columns of L|q are the generalized eigenvectors L±|q to B|q for
q = 1, 3 and where V is a block diagonal matrix with the elements S± : H3(R2,C2) →
H1(R2,C2), representing a generalization of the vertical wave number and
S± = (N|1)−1((B|1)21)−1 (A21(±I − (B|3)11) +A22(B|3)21) N|3 , (5.1)
where N|q = N+|q = N−|q, q = 1, 3.
Remark 3.1. If one considers the equation
◦A ◦L± = ◦L± ◦S± with the particular normal-
ization
◦N± = ◦B−121 and let
◦Z± = (±I + ◦B11)
◦B−121 , (5.2)
then, upon eliminating
◦S±, one finds that establishing the decomposition is equivalent to
solving the equation
◦Z± ◦A21
◦Z± + ◦Z± ◦A22 −
◦A11
◦Z± − ◦A12 = 0 , (5.3)
i.e., an algebraic Riccati operator equation. As
◦L± solves the decomposition problem
we have the fact that
◦Z± solves the associated algebraic Riccati operator equation. The
map
◦Z± is denoted the impedance mapping. Note that one can obtain a corresponding
admittance mapping, (
◦Z±)−1, that solves the algebraic Riccati operator equation that is
obtained by operating with (
◦Z±)−1 on both sides of (5.3).
5.1 Proof of Proposition 3
To show that L±|q decomposesA, we begin with the proof on C∞(R2,C4). By Proposition
2, part 3 and 5 we have
◦B ◦A ◦L± = ◦A ◦B ◦L± = ± ◦A ◦L± . (5.4)
Let H± := ◦A ◦L±, then by (5.4)
◦BH± = ±H± , (5.5)
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but from Proposition 2, part 5 we know that for some arbitrary normalization operator,
M±, we have
H± =
(
±I + ◦B11
◦B21
)
M± = ◦L± ◦S± , (5.6)
by the choice of normalization operatorM± = ◦N± ◦S±, for some particular ◦S±. From the
definition of H±, we get
◦A ◦L± = H± = ◦L± ◦S± . (5.7)
Hence
◦L± are generalized eigenvectors of ◦A with generalized eigenvectors ◦S± of 2 × 2
matrices of scalar operators. To obtain an explicit expression for
◦S±, consider (5.7)
explicitly
(
◦A11(±I +
◦B11) +
◦A12
◦B21)
◦N± = (±I + ◦B11)
◦N± ◦S± , (5.8)
(
◦A21(±I +
◦B11) +
◦A22
◦B21)
◦N± = ◦B21
◦N± ◦S± . (5.9)
From (5.9) we obtain that the range of the left and right hand sides have to agree, thus
the left hand side is within the range of
◦B21 and hence the inverse is defined on this range
and thus
◦S± = ( ◦N±)−1( ◦B21)−1(
◦A21(±I +
◦B11) +
◦A22
◦B21)
◦N± , (5.10)
is well defined and it also is the generalized eigenvalue to A. To see that (5.8) gives the
same result, we use two of the equations implied by the commutation of
◦A and ◦B, viz.
◦A11
◦B11 +
◦A12
◦B21 =
◦B11
◦A11 +
◦B12
◦A21 , (5.11)
◦A21
◦B11 +
◦A22
◦B21 =
◦B21
◦A11 +
◦B22
◦A21 . (5.12)
We rewrite (5.8) and apply (5.11) to obtain
(± ◦A11 +
◦A11
◦B11 +
◦A12
◦B21)
◦N± = ((±I + ◦B11)
◦A11 +
◦B12
◦A21)
◦N±
= (±I + ◦B11)
◦N± ◦S± .
(5.13)
Applying ±I − ◦B11 to both sides and using (4.101) and (4.102) gives
((I − ◦B211)
◦A11 + (±I −
◦B11)
◦B12
◦A21)
◦N± = (I − ◦B211)
◦N± ◦S± ⇔ (5.14)
◦B12(±
◦A21 +
◦B21
◦A11 +
◦B22
◦A21)
◦N± = ◦B12
◦B21
◦N± ◦S± , (5.15)
and using (5.12) gives
◦B12(
◦A21(±I +
◦B11) +
◦A22
◦B21)
◦N± = ◦B12
◦B21
◦N± ◦S± , (5.16)
and hence an equation for
◦S± that is equivalent to (5.9). Thus we have shown that the
two expressions (5.8) and (5.9) are equivalent and that (5.10) is the solution to both.
Before we extend (5.7) to the general one, we introduce the matrix operators
◦V =
(
◦S+ 0
0
◦S−
)
and
◦L =
(
I +
◦B11 −I +
◦B11
◦B21
◦B21
)
◦N , (5.17)
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where we have made the choice
◦N = ◦N+ = ◦N−. With the introduced notation, (5.7)
becomes
◦A ◦L = ◦L ◦V , (5.18)
and furthermore, we may rewrite this equation into
A ◦L = L|1
◦V , (5.19)
where by the definition of B|q we know that L|q is well defined, the choice of L|1 follows
since L|1 : H1 → H0. To extend the domain to a larger set, let {Fn}∞n=1 ⊂ C∞(R2,C4)
be a Cauchy sequence. Then for fixed η > 0 and large enough n we have
‖A ◦LFn −A L|3 Fn‖0 ≤ η , (5.20)
as long as limn→∞ Fn = F0 ∈ D(L|3) = H3. Let
A L|3 F0 = G . (5.21)
Subtracting (5.21) from (5.19) and using (5.20) we obtain that for large enough n
η ≥ ‖A ◦LFn −A L|3 F0‖0 = ‖ L|1
◦VFn −G‖0 , (5.22)
thus the limit of the right hand side exists, that is there exists an extension of L|1
◦V .
Due to the requirement of equal domains of the extensions of L|1
◦V and A L|3 we find
that
G = L|1 V|3 F0 , (5.23)
where the elements of V|3, S± have the form
S± = (N|1)−1((B|1)21)−1(A21(±I + (B|3)11) +A22(B|3)21) N|3 (5.24)
and S± : H3(R2,C2)→ H1(R2,C2). Thus on H3 we have obtained
A L|3 = L|1 V|3 . (5.25)
6 Discussion of the result
By applying functional analysis to the problem of decomposition of the wave field for
the electromagnetic system’s matrix we have extended the wave-splitting procedure to an
anisotropic media whose properties vary with all three spatial coordinates. The result
extends beyond the up/down symmetric case. The analysis of the spectrum shows that
a strip around the imaginary axis is in the resolvent set. We define a resolvent integral
whose contour lies in this strip. Due to the explicit form of the systems matrix, we do
not have a full spectral resolution of the operator. Still, the resolvent integral over a
path in the resolvent strip is shown to be well defined by applying the elliptic theory of
pseudodifferential operators with parameters.
Using this resolvent integral we define a splitting matrix. This matrix has the fea-
ture that one can construct its generalized eigenvectors of operators corresponding to the
(generalized) eigenvalues ±1. We have above shown that the splitting matrix commutes
with the electromagnetic system’s matrix. One consequence of this ‘commutation’ of the
operators is that the generalized eigenvectors of the splitting matrix also are general-
ized eigenvectors to the electromagnetic system’s matrix. The corresponding generalized
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eigenvalue to the system’s matrix (a 2 × 2 matrix operator) is the key ingredient in the
definition of one-way equations for the electromagnetic case. This ‘eigenvalue’ is the elec-
tromagnetic generalization of the vertical wave number obtained in the linear acoustic
case. One of the features of this procedure of decomposition is that we have constructed
the composition operator without having to invert any of the elements of the splitting
matrix: the construction relies on the fact that the splitting matrix is an involution than
in the corresponding acoustic case. However, this result can also be carried over to the
acoustic case. The removal of the inverse of an element in the splitting matrix from the
splitting process, is not complete. It remains in the one-way equation obtained after the
splitting, even though we have been able to remove it from the composition operator.
The generalized eigenvectors to the splitting matrix is used to generate the composition
matrix that decomposes the electromagnetic system’s matrix.
The traditional approach to the decomposition of the system’s matrix gives an alge-
braic Riccati operator equation. The splitting matrix construction of the decomposition
gives us a family of solutions to this operator equation in terms of the elements of an
integral over the resolvent of the electromagnetic system’s matrix.
Once we have obtained the wave decomposition, we can proceed and use the one-way
representation to study direct problems or by applying the generalized Bremmer coupling
series to study direct and inverse scattering problems.
A Derivation of A
Given the normalized Maxwell equations (2.5) in a medium with the constitutive relations
(2.3), we have Eq. (2.6) with vertical components (2.7) and transverse coordinates (2.9).
We replace the explicit appearance of sH3 and sE3 with (2.7) and obtain
sναβHβ − µα3µ−133 (∇× E)3 + (∇× E)α = Keα − µα3µ−133 Ke3 ,
−sεαβEβ − ǫα3ǫ−133 (∇×H)3 + (∇×H)α = Jeα − ǫα3ǫ−133 Je3 .
(A.1)
where
εαβ = ǫαβ − ǫα3ǫ−133 ǫ3β , ναβ = µαβ − µα3µ−133 µ3β . (A.2)
The transverse components of ∇× E and ∇×H are explicitly
(∇× E)1 = ∂2E3 − ∂3E2 ,
(∇× E)2 = ∂3E1 − ∂1E3 ,
(∇×H)1 = ∂2H3 − ∂3H2 ,
(∇×H)2 = ∂3H1 − ∂1H3 .
(A.3)
We replace the vertical components (E3, H3) in (A.3) with the identity (2.7) to find
(∇× E)1 = −∂3E2 − ∂2ǫ−133 ǫ3αEα + s−1∂2ǫ−133 (∂1H2 − ∂2H1)− s−1∂2ǫ−133 Je3 ,
(∇× E)2 = ∂3E1 + ∂1ǫ−133 ǫ3αEα − s−1∂1ǫ−133 (∂1H2 − ∂2H1) + s−1∂1ǫ−133 Je3 ,
(∇×H)1 = −∂3H2 − ∂2µ−133 µ3βHβ − s−1∂2µ−133 (∂1E2 − ∂2E1) + s−1∂2µ−133 Ke3 ,
(∇×H)2 = ∂3H1 + ∂1µ−133 µ3βHβ + s−1∂1µ−133 (∂1E2 − ∂2E1)− s−1∂1µ−133 Ke3 .
These transverse components of the curl is substituted back into (A.1). Collecting similar
terms gives
sν2βHβ − µ23µ−133 (∂1E2 − ∂2E1) + ∂3E1 + ∂1ǫ−133 ǫ3αEα
− s−1∂1ǫ−133 (∂1H2 − ∂2H1) = Ke2 − µ23µ−133 Ke3 − s−1∂1ǫ−133 Je3 , (A.4)
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sν1βHβ − µ13µ−133 (∂1E2 − ∂2E1)− ∂3E2 − ∂2ǫ−133 ǫ3αEα
+ s−1∂2ǫ
−1
33 (∂1H2 − ∂2H1) = Ke1 − µ13µ−133 Ke3 + s−1∂2ǫ−133 Je3 , (A.5)
sε1βEβ + ǫ13ǫ
−1
33 (∂1H2 − ∂2H1) + ∂3H2 + ∂2µ−133 µ3βHβ
+ s−1∂2µ
−1
33 (∂1E2 − ∂2E1) = −Je1 + ǫ13ǫ−133 Je3 + s−1∂2µ−133 Ke3 , (A.6)
− sε2βEβ − ǫ23ǫ−133 (∂1H2 − ∂2H1) + ∂3H1 + ∂1µ−133 µ3βHβ
+ s−1∂1µ
−1
33 (∂1E2 − ∂2E1) = Je2 − ǫ23ǫ−133 Je3 + s−1∂1µ−133 Ke3 . (A.7)
Separating the derivatives in the vertical direction from the remaining terms gives
(I∂3 +A)F = N , (A.8)
in which the elements of the electromagnetic field matrix, F , are given by
F1 := E1 , F2 := −E2 and F3 := H2 , F4 := H1 . (A.9)
We write the electromagnetic system’s matrix, A, as a matrix of 2x2 block matrices
A :=
(A11 A12
A21 A22
)
(A.10)
where each block-matrix is given by
A11 := µ−133
(
µ23∂2 µ23∂1
µ13∂2 µ13∂1
)
+
(
∂1ǫ31 −∂1ǫ32
−∂2ǫ31 ∂2ǫ32
)
ǫ−133 ,
A12 := s
(
ν22 ν21
ν12 ν11
)
− s−1
(
∂1ǫ
−1
33 ∂1 −∂1ǫ−133 ∂2
−∂2ǫ−133 ∂1 ∂2ǫ−133 ∂2
)
,
A21 := s
(
ε11 −ε12
−ε21 ε22
)
− s−1
(
∂2µ
−1
33 ∂2 ∂2µ
−1
33 ∂1
∂1µ
−1
33 ∂2 ∂1µ
−1
33 ∂1
)
,
A22 :=
(
∂2µ32 ∂2µ31
∂1µ32 ∂1µ31
)
µ−133 + ǫ
−1
33
(
ǫ13∂1 −ǫ13∂2
−ǫ23∂1 ǫ23∂2
)
,
(A.11)
and the elements of the source terms
N1 := K
e
2 − µ23µ−133 Ke3 − s−1∂1ǫ−133 Je3 ,
N2 := K
e
1 − µ13µ−133 Ke3 + s−1∂2ǫ−133 Je3 ,
N3 := −Je1 + ǫ13ǫ−133 Je3 + s−1∂2µ−133 Ke3 ,
N4 := J
e
2 − ǫ23ǫ−133 Je3 + s−1∂1µ−133 Ke3 .
(A.12)
Note that the adjoint of the 2x2-block matrices with respect to the L2-inner product
satisfy the following relations
A∗11 = −A22 , (A12(s))∗ = A12(s¯) , (A21(s))∗ = A21(s¯) , (A.13)
for self-adjoint ǫ, µ.
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B The isotropic homogeneous case
We consider the normalized Maxwell equations (2.5) for isotropic homogeneous media,
i.e., we assume the constitutive relations
B(x, s) = µH(x, s) ,
D(x, s) = ǫE(x, s) ,
(B.1)
where µ, the permeability, and ǫ, the permittivity, are both real valued scalars and inde-
pendent of space and time-Laplace parameter s. The electromagnetic wave field satisfy
Maxwell equations
µsH +∇× E = Ke ,
−ǫsE +∇×H = Je . (B.2)
The electromagnetic system’s matrix, derived in Appendix A, cf. (A.11) reduce in the
homogeneous isotropic case to
A11 = 0 ,
A12 = sµI − s−1ǫ−1
(
∂1∂1 ∂1∂2
∂2∂1 ∂2∂2
)
,
A21 = sǫI − s−1µ−1
(
∂2∂2 −∂2∂1
−∂1∂2 ∂1∂1
)
,
A22 = 0 ,
(B.3)
where I is the 2x2 identity matrix. Applying the fourier transform in transverse space,
and using that the coefficients are constant, gives the spectrum as the set of λ(ξ′, s) such
that det(a(ξ′, s)− λ) = 0 or
(s2ǫµ+ |ξ′|2 − λ2)2 = 0 ⇒ λ = ±
√
s2ǫµ+ |ξ′|2 . (B.4)
Note that Re {s} > 0 imply |λR| > 0. Hence for Re {s} > 0 the spectrum separates into
two parts. The inverse of α;1(ξ
′, s, λ) := a(ξ′, s)−λI, which we denote with r;−1(ξ′, s, λ)
is
r;−1(ξ
′, s, λ) = α;1(ξ
′, s,−λ)(s2ǫµ+ |ξ′|2 − λ2)−1 . (B.5)
The splitting matrix defined as, cf. (4.2)
b;0 =
1
πi
∫
λR=0
α−1;1 , (B.6)
has two parts, one is proportional to
1
πi
∫
λR=0
dλ
(s2ǫµ+ |ξ′|2 − λ2) =
1√
s2ǫµ+ |ξ′|2 (B.7)
and the second part is
1
πi
∫
λR=0
λdλ
(s2ǫµ+ |ξ′|2 − λ2) = 0 , (B.8)
as a principal value. With the observation that (a12(ξ
′, s))−1 = a21(ξ
′, s)/(s2ǫµ + |ξ′|2)
and (B.7)–(B.8) we obtain
b;0(ξ
′, s) =
(
0 z
z−1 0
)
, (B.9)
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where
z :=
1√
s2ǫµ+ |ξ′|2a12(ξ
′, s) . (B.10)
Note that b;0 has the expected property: b
2
;0 = I cf. Proposition 2, part 4.
As the material is homogeneous we have
B = F−1b;0 . (B.11)
The symbol corresponding to the generalized eigenvector, L±, Proposition 2, part 5, is
l± =
(±I
z−1
)
n± , (B.12)
for some normalization n±. The generalized eigenvalue of A corresponding to L± has the
symbol representation cf. Proposition 3
s± = ±n−1za21n = ±n−1 1√
s2ǫµ+ |ξ′|2a12a21n
= ±
√
s2ǫµ+ |ξ′|2I . (B.13)
Thus the generalized eigenvalue problem reduces to an eigenvalue problem for the isotropic
case, i.e., s± reduces to diagonal matrices. If we consider the wave-splitting problem by
earlier developed techniques see e.g. [8, 30] we find
a
(±I
z−1
)
=
(±I
z−1
)
s± . (B.14)
Hence the general procedure described in this paper agrees with the earlier wave-splitting
methods available for the homogeneous (and layered homogeneous cases.
C Two tools for the proof of Proposition 2
C.1 The determinant of α;1
The determinant of the symbol of A− λI, is
detα;1 =
(
λ2 − 2iǫ−133 Re {ǫ3α} ξαλ− ǫαβξαξβ
) (
λ2 − 2iµ−133 Re {µ3γ} ξγλ
− µγδξγξδ
)
+ s4 det ε det ν + s2
[
λ2(ε12ν12 − ε22ν11 − ε11ν22 + ε21ν21)
+εαβξαξβµ
−1
33 detµ+ ναβξαξβǫ
−1
33 det ǫ
−2(ǫ33µ33)−1Re {(ǫ3· × εα·)3(µ3· × νβ·)3ξαξβ}
−2iλ (Re {((µ·3 × ν·:)3 × ε:α)3ξα}+Re {((ǫ·3 × ε·:)3 × ν:α)3ξα})] , (C.1)
where
(ǫ3· × εα·)3 = ǫ31εα2 − ǫ32εα1 (C.2)
and
((µ·3 × ν·:)3 × ε:α)3 = µ13ν21ε2α − µ23ν11ε2α − µ13ν22ε1α + µ23ν12ε1α . (C.3)
The similar terms are defined analogously. Notice that (C.1) for λR = 0 this is a second
order polynomial in s2 with real coefficients.
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C.2 Partial result for the symbol of the splitting matrix in the
anisotropic case
To obtain the symbol of the splitting matrix, integration of the type Im,n cf. Section 4.2.4
Eq. (4.69), is to be evaluated. In the polyhomogeneous expansion it is clear that the case
4m = n + 1 exists only for m = 1, n = 3 due to the homogeneous decreasing degree of
the polyhomogeneous expansion of r. This is the principal integral and it is calculated
in Proposition 2, part 1. For the remaining terms, 4m > n + 1, we use homogeneity of
detα;1 to obtain,
lim
|λ|→∞
∣∣∣∣ λn+1(detα;1)m
∣∣∣∣ ≤ lim|λ|→∞ 2|λ|−1 = 0 , (C.4)
that allows us to use the residue theorem. Thus
1
2π
∫ ∞
−∞
dλI
λn
(detα;1)m
= −Res
{
λn
(detα;1)m
;λ+1
}
− Res
{
λn
(detα;1)m
;λ+2
}
,
where the roots of the fourth order polynomial detα;1 are denoted by λ
±
1 and λ
±
2 . In the
evaluation of the integral we have to consider the case when λ+1 = λ
+
2 .
To find the residue at λ+1 we first consider the case that λ
+
1 6= λ+2 and choose λ such
that ∣∣∣∣ λ− λ+1λ+1 − λ±2
∣∣∣∣ < 1 and
∣∣∣∣ λ− λ+1λ+1 − λ−1
∣∣∣∣ < 1 . (C.5)
Use the identity
(m− 1)!
(1− y)m =
dm−1(1− y)−1
dym−1
=
∞∑
j=0
(m+ j − 1)!
j!
yj , (C.6)
valid for |y| < 1 and m ∈ {1, 2, 3, . . .}, together with the binomial theorem to rewrite the
integrand of Im,n into the following form
λn
(detα;1)m
=
n∑
p=0
(
n
p
)
(λ− λ+1 )p(λ+1 )n−p
(λ− λ+1 )m(λ− λ+2 )m(λ− λ−1 )m(λ− λ−2 )m
=
n∑
p=0
(
n
p
)
(λ+1 )
n−p
(λ− λ+1 )m
1
((m− 1)!)3
∞∑
j1,j2,j3=0
(−1)j1+j2+j3
j1!j2!j3!
(C.7)
× (m+ j1 − 1)!(m+ j2 − 1)!(m+ j3 − 1)!
(λ+1 − λ+2 )j1+m(λ+1 − λ−1 )j2+m(λ+1 − λ−2 )j3+m
(λ− λ+1 )p+j1+j2+j3 .
The residue at λ+1 is the coefficient of the sum such that j1 + j2 + j3 = m− p− 1. Thus
Res
{
λn
(detα;1)m
;λ+1
}
=
n∑
p=0
(
n
p
)
(λ+1 )
n−p
((m− 1)!)3
∑
j1+j2+j3=m−p−1
ji≥0
(−1)j1+j2+j3
j1!j2!j3!
×
(m+ j1 − 1)!(m+ j2 − 1)!(m+ j3 − 1)!
(λ+1 − λ+2 )j1+m(λ+1 − λ−1 )j2+m(λ+1 − λ−2 )j3+m
.
An analogous result is obtained for the root λ+2 . Observe that the term (λ
+
1 −λ+2 )−j1−m,
is not bounded, but from Proposition 2, part 1 we know that the integral is bounded, and
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hence this can be removed by eliminating common factors in the sum of the two residues,
similarly to (4.62) and (4.63).
For the case of λ+1 = λ
+
2 we obtain that the two residue collapse to one and becomes
Res
{
λn
(detα;1)m
;λ+1
}
=
n∑
p=0
(
n
p
)
(λ+1 )
n−p
((m− 1)!)2
×
∑
j1+j2=2m−p−1
ji≥0
(−1)j1+j2(m+ j1 − 1)!(m+ j2 − 1)!
j1!j2!(λ
+
1 − λ−1 )j1+m(λ+1 − λ−2 )j2+m
. (C.8)
Thus given the roots of the polynomial detα;1 = 0, we obtain the integral for each
m,n. Upon substituting the integral in the asymptotic series for the parametrix we obtain
the symbol.
References
[1] Birman, M. S., and Solomjak, M. Z. Spectral Theory of Self-Adjoint Operators in
Hilbert Space. Mathematics and Its Applications (Soviet Series). D. Reidel Publishing
Company, Dordrecht, Holland, 1987.
[2] Cao, J. Applications of 3D domain wave splitting to direct and inverse scattering.
PhD thesis, Royal Institute of Technology, Stockholm, Sweden, 1998.
[3] Commer, M., et al. Massively parallel electric-conductivity imaging of hydrocar-
bons using the IBM Blue Gene/L supercomputer. IBM J. Res. Dev. 52, 1-2 (2008),
93–102.
[4] Dunford, N., and Schwartz, J. T. Linear Operators, Part I: General Theory.
John Wiley & Sons, New York, 1964.
[5] Engquist, B., and Majda, A. Absorbing boundary conditions for the numerical
simulations of waves. Math. of Comp. 31 (1977), 629 – 651.
[6] Fishman, L. Exact solutions for reflection and dirichlet-to-neumann operator sym-
bols in direct and inverse wave propagation modeling. In Inverse Optics III (1994),
M. A. Fiddy, Ed., SPIE, Bellingham, pp. 16–27.
[7] Fishman, L., de Hoop, M. V., and van Stralen, M. J. N. Exact constructions
of square-root Helmholtz operator symbols: The focusing quadratic profile. J. Math.
Phys. 41, 7 (2000), 4881–4938.
[8] Gustafsson, M. The Bremmer series for a multi-dimensional acoustic scattering
problem. J. Phys. A: Math. Gen. 33, 9-10 (2000), 1921–32.
[9] Gustafsson, M. Wave Splitting in Direct and Inverse Scattering Problems. PhD
thesis, Lund University, Lund, Sweden, 2000.
[10] Hardy, G. H., Littlewood, J. E., and Po´lya, G. Inequalities, 2 ed. Cambridge
University Press, Cambridge, 1952.
[11] He, S., Stro¨m, S., and Weston, V. H. Time domain wave-splitting and inverse
problems. Oxford University Press, Oxford, 1998.
B. L. G. Jonsson 2018-10-30;5:08
Wave splitting of Maxwell’s equations. . . 44
[12] de Hon, B. P. Transient Cross-Borehole Elastodynamic Signal Transfer Through a
Horizontally Stratified Anisotropic Formation. PhD thesis, Technische Universiteit,
Delft, Holland, 1996.
[13] de Hoop, A. T. Handbook of Radiation and Scattering of Waves. Academic Press,
Kent, 1995.
[14] de Hoop, M. V. Generalization of the Bremmer coupling series. J. Math. Phys. 37,
7 (1996), 3246–3282.
[15] de Hoop, M. V., and Gautesen, A. K. Uniform asymptotic expansion of the
generalized Bremmer series. SIAM J. Appl. Math. 60, 4 (2000), 1302–1329.
[16] de Hoop, M. V., and de Hoop, A. T. Elastic wave up/down decomposition in in-
homogeneous and anisotropic media: An operator approach and its approximations.
Wave Motion 20 (1994), 57–82.
[17] de Hoop, M. V., Le Rousseau, J. H., and Biondi, B. L. Symplectic structure
of wave-equation imaging: a path-integral approach based on the double-square-root
equation. Geophys. J. Int. 153, 1 (2003), 52–74.
[18] de Hoop, M. V., Le Rousseau, J. H., and Wu, R.-S. Generalization of the
phase-screen approximation for the scattering of acoustic waves. Wave Motion 31
(2000), 43–70.
[19] ISO Standards Handbook — Quantities and units. International Organization for
Standardization, Switzerland, 1993.
[20] Jackson, J. D. Classical Electrodynamics, 3 ed. John Wiley & Sons, Inc, New York,
1999.
[21] Johansson, M., Folkow, P. D., and Olsson, P. Dispersion free wave-splitting
for structural elements. Comput. Struct. 84, 7 (2006), 514–527.
[22] Jonsson, B. L. G., and de Hoop, M. V. Wave field decomposition in anisotropic
fluids: A spectral theory approach. Acta Appl. Math. 62, 2 (2001), 117–171.
[23] Jonsson, B. L. G., Gustafsson, M., Weston, V., and de Hoop, M. V. Retro-
focusing of acoustic wave fields by iterated time reversal. SIAM J. of Appl. Math.
64, 6 (2004), 1954–86.
[24] Kato, T. Perturbation theory for linear operators, corrected printing of the 2:nd ed.
Springer-Verlag, New York, 1980.
[25] Kristensson, G., and Kruger, R. Direct and inverse scattering in the time
domain for a dissipative wave equation. i. scattering operators. J. Math. Phys. 27, 6
(1986), 1667–1682.
[26] Lieb, E. H., and Loss, M. Analysis, second ed., vol. 14 of Graduate Studies in
Mathematics. American Mathematical Society, Providence, RI, 2001.
[27] Mittra, R., et al. A review of absorbing boundary conditions for two and three di-
mensional electromagnetic scattering problems. IEEE Trans. Magnetics 25, 4 (1989),
3034–3039.
B. L. G. Jonsson 2018-10-30;5:08
Wave splitting of Maxwell’s equations. . . 45
[28] Morro, A. One-way propagation in electromagnetic materials. Math. Comput.
Model. 39, 11-12 (2004), 1221–29.
[29] Naylor, A. W., and Sell, G. R. Linear Operator Theory in Engineering and
Science, 2:nd ed., vol. 40 of Applied Mathematical Sciences. Springer-Verlag, New
York, 1982.
[30] Rikte, S., Kristensson, G., and Andersson, M. Propagation in bianisotropic
media — reflection and transmission. IEE Proc.-Microw. Antennas Propag. 148, 1
(2001), 29–36.
[31] Le Rousseau, J. H., and de Hoop, M. V. Generalized-screen approximation and
algorithm for the scattering of elastic waves. Q. J. Mech. Appl. Math. 56, 1 (2003),
1–33.
[32] Shubin, M. A. Pseudodifferential Operators and Spectral Theory. Springer Series in
Soviet Mathematics. Springer-Verlag, Berlin, 1987.
[33] van den Berg, P. M., Abubakar, A., and Habashy, T. M. Removal of sea
surface related wavefields from csem data. In PIERS 2008 Cambridge Proceedings
(Cambridge, USA, 2008), The Electromagnetics Academy, pp. 139–143.
[34] de Rosny, J., and Fink, M. Focusing properties of near-field time reversal. Phys.
Rev. A 76, 6 (2007), 065801–1–4.
[35] Stolk, C. C., and de Hoop, M. V. Seismic inverse scattering in the downward
continuation approach. Wave Motion 43 (2006), 579–598.
[36] van Stralen, M. J. N., Blok, H., and de Hoop, M. V. Generalized Brem-
mer series with rational approximation for the scattering of waves in inhomogeneous
media. J. Acoust. Soc. Am. 104, 4 (1998), 1943–1963.
[37] Taylor, A. E. Introduction to Functional Analysis. John Wiley & Sons, London,
1958.
[38] Weston, V. H. Factorization of the wave equation in higher dimensions. J. of
Math. Phys. 28, 5 (1987), 1061 – 1068.
[39] Wu, R.-S., Xie, X.-B., and Wu, X.-Y. One-way and one-return approximations
(De Wolf approximation) for fast elastic wave modeling in complex media. Adv.
Geophys. 48 (2007), 265–322.
[40] Yavuz, M. E., and Teixeira, F. L. Space-frequency ultrawideband time-reversal
imaging. IEEE T. Geosci. Remote 46, 4 (2008), 1115–24.
[41] Yosida, K. Functional Analysis, 6:th ed. Springer-Verlag, Berlin, 1980.
B. L. G. Jonsson 2018-10-30;5:08
