Approximating Fixed Points of Nonexpansive Mappings by a Faster
  Iteration Process by Kadioglu, Nazli & Yildirim, Isa
ar
X
iv
:1
40
2.
65
30
v1
  [
ma
th.
FA
]  
26
 Fe
b 2
01
4
Approximating Fixed Points of Nonexpansive
Mappings by a Faster Iteration Process
Nazli KADIOGLU and Isa YILDIRIM
Department of Mathematics, Faculty of Science, Ataturk University
nazli.kadioglu@atauni.edu.tr; isayildirim@atauni.edu.tr
September 8, 2018
Abstract
In this paper, we consider a new iteration process which is faster than
all of Picard, Mann, Ishikawa and Agarwal et al. processes. We also prove
some strong and weak convergence theorems for the class of nonexpansive
mappings in Banach spaces.
1 Introduction and Preliminaries
Throughout this paper, N denotes the set of all positive integers. Let C be
a nonempty convex subset of a normed space E, and T : C −→ C be a
mapping. Then we denote the set of all fixed points of T by F (T ). T is
called L−Lipschitzian if there exists a constant L > 0 such that ‖Tx− Ty‖ ≤
L ‖x− y‖ for all x, y ∈ C. An L−Lipschitzian is called contraction if L ∈ (0, 1),
and nonexpansive if L = 1.
We know that the Picard [1], Mann [2] and Ishikawa [3] iteration processes
are defined respectively as:
{
x1 = x ∈ C,
xn+1 = Txn, n ∈ N,
(1.1)
{
x1 = x ∈ C,
xn+1 = (1− αn)xn + αnTxn, n ∈ N,
(1.2)
and 

x1 = x ∈ C,
xn+1 = (1− αn)xn + αnTyn,
yn = (1− βn)xn + βnTxn, n ∈ N,
(1.3)
where {αn} and {βn} are in (0, 1).
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Recently, Agarwal, O’Regan and Sahu [4] have introduced the S-iteration
process as follows:


a1 = a ∈ C,
an+1 = (1 − αn)Tan + αnTbn,
bn = (1− βn)an + βnTan, n ∈ N,
(1.4)
where {αn} and {βn} are sequences in (0, 1).
In [5] motivated by S-iteration process, the first author has introduced the
normal S-iteration process as follows:
{
t1 = t ∈ C,
tn+1 = T ((1− αn)tn + αnT tn) , n ∈ N,
(1.5)
where {αn} is in (0, 1).
In order to compare two fixed point iteration processes {un} and {vn} that
converge to a certain fixed point p of a given operator T , Rhoades [6] considered
that {un} is better than {vn} if
‖un − p‖ ≤ ‖vn − p‖ for all n ∈ N.
Berinde [7] introduced a different formulation from that of Rhoades as below:
Definition 1 Let {an} and {bn} be two sequences of positive numbers that con-
verge to a, respectively b. assume that there exists
l = lim
n→∞
|an − a|
|bn − b|
.
a) If l = 0, then it can be said that {an} converges to a faster than {bn}
converges to b.
b) If 0 < l < ∞, then it can be said that {an} and {bn} have the same rate of
convergence.
In the sequel, whenever we talk about the rate of convergence, we refer to
the above definition.
Recently, Agarwal et al. [4] showed that, for contractions, S-iteration process
converges at a same rate as Picard iteration and faster than Mann iteration.
Sahu [5] proved that this process converges at a rate faster than both Picard and
Mann iterations for contractions, by giving a numerical example in support of
his claim. After, Khan [8] showed that (1.5) converges at a rate faster than all of
Picard (1.1), Mann (1.2) and Ishikawa (1.3) iterative processes for contractions.
Our purpose in this paper is to present a new iteration process that, for
contractions, converges faster than both the S-iteration process and the normal
S-iteration process. We also prove a strong convergence theorem with the help
of this process for the class of nonexpansive mappings in general Banach spaces
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and apply it to get a result in uniformly convex Banach spaces. Our iteration
process for one mapping is as follows:


x1 = x ∈ C,
xn+1 = Tyn,
yn = (1− αn)zn + αnTzn,
zn = (1 − βn)xn + βnTxn, n ∈ N
(1.6)
where {αn} and {βn} are in (0, 1).
Remark 2 i) The process (1.6) is indepent of all Picard, Mann, Ishikawa
and S-iteration processes since {αn} and {βn} are in (0, 1).
ii) Even if it is allowed to take βn = 0 and αn = βn = 0 in the process (1.6),
our process reduces to normal S-iteration (1.5) and Picard iteration (1.1)
processes.
We recall the following. Let S = {x ∈ E : ‖x‖ = 1} and let E∗ be the dual
of E, that is, the space of all continuous linear functional f on E. The space E
has:
(i) Gaˆteaux differentiable norm if
lim
t→0
‖x+ ty‖ − ‖x‖
t
,
exists for each x and y in S;
(ii) Fre´chet differentiable norm (see e.g. [9, 10]) if for each x in S, the above
limit exists and is attained uniformly for y in S and in this case, it is also
well-known that
〈h, J(x)〉+
1
2
‖x‖
2
≤
1
2
‖x+ h‖
2
≤ 〈h, J(x)〉 +
1
2
‖x‖
2
+ b (‖h‖) (1.7)
for all x, h in E, where J is the Fre´chet derivative of the functional 12 ‖·‖
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at x ∈ X , 〈·, ·〉 is the pairing between E and E∗, and b is an increasing
function defined on [0,∞) such that limt↓0
b(t)
t
= 0;
(iii) Opial condition [11] if for any sequence {xn} in E, xn ⇀ x implies that
lim supn→∞ ‖xn − x‖ < lim supn→∞ ‖xn − y‖ for all y ∈ E with y 6= x.
Examples of Banach spaces satisfying Opial condition are Hilbert spaces
and all spaces lp (1 < p <∞). On the other hand, Lp[0, 2π] with 1 < p 6= 2
fail to satisfy Opial condition.
A mapping T : C −→ E is demiclosed at y ∈ E if for each sequence {xn} in
C and each and x ∈ E, xn ⇀ x and Txn −→ y imply that x ∈ C and Tx = y.
We will use the following lemmas in order to prove the our main results.
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Lemma 3 [12] Suppose that E is a uniformly convex Banach space and 0 <
p ≤ tn ≤ q < 1 for all n ∈ N. Let {xn} and {yn} be two sequences of E such that
lim supn→∞ ‖xn‖ ≤ r, lim supn→∞ ‖yn‖ ≤ r and limn→∞ ‖tnxn + (1− tn)yn‖ =
r hold for some r ≥ 0. Then limn→∞ ‖xn − yn‖ = 0.
Lemma 4 [13] Let E be a uniformly convex Banach space and let C be a
nonempty closed convex subset of E. Let T be a nonexpansive mapping of C
into itself. Then I − T is demiclosed with respect to zero.
2 Rate of Convergence
In this section, we show that our process (1.6) converges faster than processes
(1.4) and (1.5).
Theorem 5 Let C be a nonempty closed convex subset of normed space E, let
T be a contraction of C into itself. Suppose that each of iterative processes
(1.4),(1.5) and (1.6) converges to the same fixed point p of T where {αn} and
{βn} are such that 0 < λ ≤ αn, βn < 1 for all n ∈ N and for some λ. Then the
iterative process given by (1.6) converges faster than (1.4) and (1.5).
Proof. For S-iterative process (1.4), we have
‖an+1 − p‖ = ‖(1 − αn)Tan + αnTbn − p‖
= ‖(1 − αn)(Tan − p) + αn(Tbn − p)‖
≤ (1− αn) ‖Tan − p‖+ αn ‖Tbn − p‖
≤ L [(1− αn) ‖an − p‖+ αn ‖bn − p‖]
= L [(1− αn) ‖an − p‖+ αn ‖(1− βn)an + βnTan − p‖]
= L [(1− αn) ‖an − p‖+ αn ‖(1− βn)(an − p) + βn(Tan − p)‖]
≤ L [(1− αn) ‖an − p‖+ αn(1− βn) ‖an − p‖+ αnβn ‖Tan − p‖]
≤ L [(1− αn) + αn(1 − βn) + Lαnβn] ‖an − p‖
= L (1− αnβn(1 − L)) ‖an − p‖
≤ L
(
1− λ2(1− L)
)
‖an − p‖
...
≤
[
L
(
1− λ2(1 − L)
)]n
‖a1 − p‖ .
Let kn =
[
L
(
1− λ2(1− L)
)]n
‖a1 − p‖ .
From (1.5), we obtain that
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‖tn+1 − p‖ = ‖T ((1− αn)tn + αnT tn)− p‖
≤ L ‖(1− αn)(tn − p) + αn(T tn − p)‖
≤ L [(1− αn) ‖tn − p‖+ αnL ‖tn − p‖]
= L (1− (1− L)αn) ‖tn − p‖
≤ L (1− (1− L)λ) ‖tn − p‖
...
≤ [L (1− (1− L)λ)]
n
‖t1 − p‖ .
Let ln = [L (1− (1 − L)λ)]
n
‖t1 − p‖ .
Our process (1.6) gives
‖xn+1 − p‖ = ‖Tyn − p‖
≤ L ‖yn − p‖
= L ‖(1 − αn)zn + αnTzn − p‖
= L ‖(1 − αn)(zn − p) + αn(Tzn − p)‖
≤ L [(1− αn) ‖zn − p‖+ αn ‖Tzn − p‖]
≤ L [(1− αn) ‖zn − p‖+ αnL ‖zn − p‖]
= L(1− (1 − L)αn) ‖zn − p‖
= L(1− (1 − L)αn) ‖(1− βn)xn + βnTxn − p‖
= L(1− (1 − L)αn) ‖(1− βn)(xn − p) + βn(Txn − p)‖
≤ L(1− (1 − L)αn) [(1− βn) ‖xn − p‖+ βn ‖Txn − p‖]
≤ L(1− (1 − L)αn) [(1− βn) ‖xn − p‖+ βnL ‖xn − p‖]
= L(1− (1 − L)αn)(1 − (1− L)βn) ‖xn − p‖
≤ L(1− (1 − L)λ)2 ‖xn − p‖
...
≤
[
L(1− (1− L)λ)2
]n
‖x1 − p‖ .
Let mn =
[
L(1− (1− L)λ)2
]n
‖x1 − p‖ .Then
mn
kn
=
[
L(1− (1− L)λ)2
]n
‖x1 − p‖[
L
(
1− (1 − L)λ2
)]n
‖a1 − p‖
=
[
(1− (1− L)λ)2
1− (1− L)λ2
]n
‖x1 − p‖
‖a1 − p‖
−→ 0 as n −→∞.
Thus {xn} converges faster than {an} to p. Similarly
mn
ln
=
[
L(1− (1− L)λ)2
]n
‖x1 − p‖
[L (1− (1− L)λ)]
n
‖t1 − p‖
= [1− (1− L)λ]2n
‖x1 − p‖
‖t1 − p‖
−→ 0 as n −→∞.
Hence {xn} converges faster than {tn} to p.
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3 Convergence Theorems
In this section, we give some convergence theorems using our iteration process
(1.6).
Lemma 6 Let C be a nonempty closed convex subset of a uniformly convex
Banach space E and let T be a nonexpansive self mapping of C. Let {xn} be
defined by the iteration process (1.6) where {αn} and {βn} are in (0, 1) for all
n ∈ N. Then
(i) limn→∞ ‖xn − p‖ exists for all p ∈ F (T ).
(ii) limn→∞ ‖xn − Txn‖ = 0.
Proof. Let p ∈ F (T ). Then
‖zn − p‖ = ‖(1− βn)xn + βnTxn − p‖ (1.8)
= ‖(1− βn)(xn − p) + βn(Txn − p)‖
≤ (1− βn) ‖xn − p‖+ βn ‖Txn − p‖
≤ (1− βn) ‖xn − p‖+ βn ‖xn − p‖
= ‖xn − p‖ ,
and so
‖xn+1 − p‖ = ‖Tyn − p‖
≤ ‖yn − p‖
= ‖(1− αn)zn + αnTzn − p‖
= ‖(1− αn)(zn − p) + αn(Tzn − p)‖
≤ (1 − αn) ‖zn − p‖+ αn ‖Tzn − p‖
≤ (1 − αn) ‖zn − p‖+ αn ‖zn − p‖
= ‖zn − p‖
≤ ‖xn − p‖ .
This shows that {‖xn − p‖} is decreasing, and this proves part (i). Let
lim
n→∞
‖xn − p‖ = c. (1.9)
Now, ‖Txn − p‖ ≤ ‖xn − p‖ implies that
lim sup
n→∞
‖Txn − p‖ ≤ c. (1.10)
Since ‖xn+1 − p‖ ≤ ‖zn − p‖, therefore
lim inf
n→∞
‖xn+1 − p‖ ≤ lim inf
n→∞
‖zn − p‖ ,
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so
c ≤ lim inf
n→∞
‖zn − p‖ (1.11)
On the other hand, (1) implies that
lim sup
n→∞
‖zn − p‖ ≤ c. (1.12)
From (1.11) and (1.12)
lim
n→∞
‖zn − p‖ = c.
Hence, this implies that
c = lim
n→∞
‖zn − p‖ = lim
n→∞
‖(1− βn)(xn − p) + βn(Txn − p)‖ . (1.13)
Using (1.9), (1.10), (1.13) and Lemma 3, we obtain
lim
n→∞
‖xn − Txn‖ = 0.
Lemma 7 Assume that all the conditions of Lemma 6 are satisfied. Then, for
any p1, p2 ∈ F (T ), limn→∞ 〈xn, J(p1 − p2)〉 exists; in particular, 〈p− q, J(p1 − p2)〉 =
0 for all p, q ∈ ωw(xn), the set of all weak limits of {xn} .
Proof. The proof of this lemma is the same as the proof of Lemma 2.3 of [14].
So, we omit it here.
We now give our weak convergence theorem.
Theorem 8 Let E be a uniformly convex Banach space and let C, T and {xn}
be taken as in Lemma 6. Assume that (a) E satifies Opial’s condition or (b) E
has a Fre´chet differentiable norm. If F (T ) 6= ∅, then {xn} converges weakly to
a fixed point of T .
Proof. From (i) in Lemma 6, we know that limn→∞ ‖xn − p‖ exists for all
p ∈ F (T ). Thus {xn} is bounded. Since E is uniformly convex, {xn} has
a subsequence {xnk} which converges weakly in C. We prove that {xn} has
a uniqe weak subsequential limit in F (T ). For this, let u and v be weak
limits of subsequences {xni} and
{
xnj
}
of {xn}, respectively. By Lemma 6,
limn→∞ ‖xn − Txn‖ = 0 and I−T is demiclosed with respect to zero by Lemma
4; therefore, we obtain Tu = u. Again, in the same manner, we can prove that
v ∈ F (T ). Next, we prove the uniqueness. To this end, first assume (a) is true.
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If u and v are distinct, then by Opial’s condition,
lim
n→∞
‖xn − u‖ = lim
ni→∞
‖xni − u‖
< lim
ni→∞
‖xni − v‖
= lim
n→∞
‖xn − v‖
= lim
nj→∞
∥∥xnj − v∥∥
< lim
nj→∞
∥∥xnj − u∥∥
= lim
n→∞
‖xn − u‖ .
This is a contradiction, so u = v. Next assume (b). By Lemma 7, 〈p− q, J(p1 − p2)〉 =
0 for all p, q ∈ ωw(xn). Therefore ‖u− v‖
2
= 〈u− v, J(u1 − v2)〉 = 0 implies
u = v. Consequently, {xn} converges weakly to a point of F and this completes
the proof.
A mapping T : C −→ C, where C is a subset of normed space E, is said to
satisfy Condition (A) [15] if there exists a nondecrerasing function f : [0,∞) −→
[0,∞) with f(0) = 0, f(r) > 0 for all r ∈ (0,∞) such that ‖x− Tx‖ ≥
f(d(x, F (T ))) for all x ∈ C, where d(x, F (T )) = inf {‖x− p‖ : p ∈ F (T )} .
Theorem 9 Let E be a uniformly convex Banach space and let C, T and {xn}
be taken as in Lemma 6. Then {xn} converges to a point of F (T ) if and only if
lim infn→∞ d(xn, F (T )) = 0.
Proof. Necessity is obvious. Suppose that lim infn→∞ d(xn, F (T )) = 0. From
(i) in Lemma 6, we know that limn→∞ ‖xn − p‖ exists for all p ∈ F (T ), therefore
limn→∞ d(xn, F (T )) exists. But by hypothesis, lim infn→∞ d(xn, F (T )) = 0,
therefore we have limn→∞ d(xn, F (T )) = 0. We will show that {xn} is a Cauchy
sequence in C. Since limn→∞ d(xn, F (T )) = 0, for given ε > 0, there exists n0
in N such that for all n ≥ n0,
d(xn, F (T )) <
ε
2
.
Particularly, inf {‖xn0 − p‖ : p ∈ F (T )} <
ε
2 . Hence, there exists p
∗ ∈ F (T )
such that ‖xn0 − p
∗‖ < ε2 . Now, for m,n ≥ n0,
‖xn+m − xn‖ ≤ ‖xn+m − p
∗‖+ ‖xn − p
∗‖ ≤ 2 ‖xn0 − p
∗‖ < ε.
Hence {xn} is a Cauchy sequence in C. Since C is closed in the Banach space E,
there exists a point q in C such that limn→∞ xn = q. Now limn→∞ d(xn, F (T )) =
0 gives that d(q, F (T )) = 0. Since F is closed, q ∈ F (T ).
Note that this condition is weaker than the requirement that T is demi-
compact or C is compact, see [15]. Applying Theorem 9, we obtain a strong
convergence of the process (1.6) under Condition (A) as follows.
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Theorem 10 Let E be a uniformly convex Banach space and let C, T and {xn}
be as in Lemma 6. If T satisfies Condition (A), then {xn} converges strongly
to a fixed point of T .
Proof. From Lemma 6, we know that
lim
n→∞
‖xn − Txn‖ = 0. (1.14)
Using Condition (A) and (1.14), we get
lim
n→∞
f(d(xn, F (T ))) ≤ lim
n→∞
‖xn − Txn‖ = 0,
That is, limn→∞ f(d(xn, F (T ))) = 0. Since f : [0,∞) −→ [0,∞) is a nondecr-
erasing function satisfying f(0) = 0, f(r) > 0 for all r ∈ (0,∞), therefore, we
have
lim
n→∞
d(xn, F (T )) = 0.
Now all the conditions of Theorem 9 are satisfied, therefore, by its conclusion,
{xn} converges strongly to a fixed point of T .
References
[1] E. Picard, Memoire sur la theorie des equations aux derivees partielles et
la methode des approximations successives, J. Math. Pures Appl. 6, (1890)
145-210.
[2] W. R. Mann, Mean value methods in iteration, Proc. Am. Math. Soc. 4
(1953) 506-510.
[3] S. Ishikawa, Fixed points by a new iteration method, Proc. Am. Math. Soc.
44 (1974) 147-150.
[4] R. P. Agarwal, D. O’Regan, D. R. Sahu, Iterative construction of fixed
points of nearly asymptotically nonexpansive mappings. J. Nonlinear Con-
vex Anal. 8(1), (2007) 61-79.
[5] D. R. Sahu, Applications of the S-iteration process to constrained minimiza-
tion problems and split feasibility problems, Fixed Point Theory, 12(1),
(2011), 187-204.
[6] B. E. Rhoades, Comments on two fixed point iteration methods, J. Math.
Anal. Appl., 56 (1976), no.3, 741-750.
[7] V. Berinde, Picard iteration converges faster than Mann iteration for a class
of quasicontractive operators, Fixed Point Theory and Appl., 2, (2004), 97-
105.
[8] S. H. Khan, A Picard-Mann hybrid iterative process, Fixed Point Theory
and Appl., doi:10.1186/1687-1812-2013-69.
9
[9] R. P. Agarwal, D. O’Regan, D.R. Sahu, Fixed point theory for Lipschitzian-
type mappings with applications, Series Topological Fixed Point Theory
and Its Appl., 6, Springer, New York, 2009.
[10] W. Takahashi and G. E. Kim, Approximating fixed points of nonexpansive
mappings in Banach spaces, Math. Japonica 48(1), (1998) 1-9.
[11] Z. Opial, Weak convergence of the sequence of successive approximations
for nonexpansive mappings, Bull. Amer. Math. Soc. 73 (1967), 591-597.
[12] J. Schu, Weak and strong convergence to fixed points of asymptotically
nonexpansive mappings. Bull. Austral. Math. Soc. 43, (1991) 15-159.
[13] F. E. Browder, Convergence theorems for sequences of nonlinear operators
in Banach spaces, Math. Zeit. 100 (1967), 201-225.
[14] S. H. Khan, J. K. Kim, Common fixed points of two nonexpansive map-
pings by a modified faster iteration scheme. Bull. Korean Math. Soc. 47(5),
(2010) 973-985.
[15] H. F. Senter, W. G. Dotson, Approximatig xed points of nonexpansive
mappings. Proc. Am. Math. Soc. 44(2) ,(1974) 375-380.
10
