A statistical experiment on a von Neumann algebra is a parametrized family of normal states on the algebra. This paper introduces the concept of minimal sufficiency for statistical experiments in such operator algebraic situations. We define equivalence relations of statistical experiments indexed by a common parameter set by completely positive or Schwarz coarse-graining and show that any statistical experiment is equivalent to a minimal sufficient statistical experiment unique up to normal isomorphism of outcome algebras. We also establish the relationship between the minimal sufficiency condition for statistical experiment in this paper and those for subalgebra. These concepts and results are applied to the concatenation relation for completely positive channels with general input and outcome von Neumann algebras.
I. INTRODUCTION
A statistical experiment, or statistical model, on a von Neumann algebra M is a family (ϕ θ ) θ∈Θ of normal states on M. Such operator algebraic statistical experiments reflects partial knowledge on the prepared quantum state, e.g. the state is known to be pure or to be a Gaussian state parametrized by a finite set of real parameters. As in the classical mathematical statistics, 1,2 we can consider the (minimal) sufficiency for such noncommuta- The minimal sufficiency condition for noncommutative settings so far is mainly considered for subalgebras; a subalgebra is minimal sufficient if it is sufficient and included in all the sufficient subalgebras. In Ref. 8 Luczak gave a simple proof that any faithful statistical experiment admits a minimal sufficient subalgebra by using the mean ergodic theorem for von Neumann algebras. 9 Recently, the author has introduced the concept of the minimal sufficient POVM, which is the least redundant POVM among the POVMs that bring us the same information about the measured quantum system. 10 In Ref. 10 it is shown that any POVM on a separable Hilbert space is postprocessing equivalent to a minimal sufficient POVM unique up to almost isomorphism. Then it is natural to ask whether we can generalize the notion of minimal sufficiency to noncommutative statistical experiments and whether we can establish existence and uniqueness up to isomorphism for such general statistical experiments as in the case of POVM. In this paper we investigate these questions and give affirmative answers for them.
This paper is organized as follows. Sec. II is devoted to the preliminaries on von Neumann algebras and channels between them. In Sec. III we introduce two minimal sufficiency conditions on statistical experiments by Schwarz and completely positive (CP) coarse-grainings, which are shown to be equivalent in Theorem 2, and prove the existence and uniqueness up to isomorphism of a minimal sufficient statistical experiment equivalent to a given statistical experiment (Theorem 1). We also establish in Theorems 2 and 3 that the minimal sufficiency of a statistical experiment can be characterized in terms of the minimal sufficiency of subalgebra and vice versa. We also apply these results to the channel concatenation relation. In
Sec. IV we consider POVMs by identifying them with quantum-classical (QC) channels and establish in Theorem 4 the equivalence between the minimal sufficiency conditions proposed in this paper and in Ref. 10 . We also give a characterization of the discreteness of a POVM up to postprocessing equivalence in terms of the corresponding QC channel by using the construction of a minimal sufficient statistical experiment given in Sec. III (Theorem 5).
II. PRELIMINARIES
In this section we introduce preliminaries on von Neumann algebras and fix the notation.
For general reference on operator algebras, we refer Ref. 
The map Λ * is also characterized by the
holds for any A i ∈ M and any B j ∈ N . Λ is called completely positive (CP) if Λ is n-positive for all n ≥ 1. Λ is said to be a Schwarz map if it satisfies
which is called the Schwarz, or Kadison-Schwarz, inequality. If Λ is unital, the Schwarz inequality reduces to
From the conditions (1) and (2) we can see that any composition and any convex combination of unital and Schwarz maps are also unital and Schwarz. Any 2-positive map is Schwarz. On the other hand, the state change in the Schrödinger picture is described by the predual map Λ * : N * → M * that maps the input state ϕ ∈ S(N ) to the outcome state Λ * (ϕ) ∈ S(M).
Let M be a von Neumann algebra and let M 1 be a von Neumann subalgebra of M. A conditional expectation, or CP projection, from M onto M 1 is a normal linear mapping
If E satisfies the above conditions, then we have the following: 
The following implications hold for these notions of sufficient subalgebra:
A von Neumann subalgebra M 1 of M is called Schwarz (respectively, CP or Umegaki) minimal sufficient with respect to (ϕ θ ) θ∈Θ if M 1 is Schwarz (respectively, CP or Umegaki) sufficient and contained in any Schwarz (respectively, CP or Umegaki) sufficient subalgebras.
An important example of a von Neumann algebra is the set of bounded operators L(H) on a Hilbert space H. We call such a von Neumann algebra fully quantum. The predual L(H) * (respectively, the set of normal states S(L(H))) is identified with the set of trace class operators T (H) (respectively, the set of density operators S(H)) on H by the identification
predual is a map Λ * : T (H) → T (K) that is CP and trace-preserving.
Another important example is the abelian von Neumann algebra. Let (Ω, Σ, µ) be a 
III. MINIMAL SUFFICIENT STATISTICAL EXPERIMENT AND CHANNEL
In this section we establish existence and uniqueness theorem for minimal sufficient statistical experiments on general von Neumann algebras. We also apply this to the concatenation relation for channels.
Sch and CP are preorder relations and ∼ Sch , ∼ CP , and ∼ = are equivalence relations for statistical experiments. The following implications are evident from the definitions:
We will show in Corollary 1 that the relations ∼ Sch and ∼ CP in fact coincide.
We now define the minimal sufficiency conditions as follows.
Apparently a Schwarz minimal sufficient statistical experiment is CP minimal sufficient.
We will prove in Theorem 2 that these minimal sufficiency conditions are in fact equivalent.
We now state the mean ergodic theorem, 9 which is the key to the proofs of the following theorems. Let M be a von Neumann algebra and let L(M) denote the set of bounded linear
For a subset F ⊆ L(M), we denote by co(F ) the convex hull of F and by co(F ) the closed convex hull of F with respect to the σ-weak topology on L(M).
Lemma 1 (Ref. 9, Theorem 2.4). Let M be a von Neumann algebra and let F be a semigroup of normal Schwarz contractions on M. Suppose that there exists a faithful family of normal states P on M such that ϕ • Γ = ϕ for all ϕ ∈ P and for all Γ ∈ F . Then there exists a normal linear mapping E on M such that E ∈ co(F ) and
Furthermore, E is a conditional expectation onto the fixed point von Neumann subalgebra is sufficient for the proof.
Proof. Let P = θ∈Θ s(ϕ θ ) be the support of the family (ϕ θ ) θ∈Θ and let M 0 := P MP.
We define ϕ
where φ is an arbitrary fixed normal state on M 0 . Since we have ϕ θ (A) = ϕ θ (P AP ) (θ ∈ Θ, A ∈ M), for any A ∈ M and B ∈ M 0 we obtain
Therefore E ∼ CP E 0 holds. Now we are in the position to prove the following theorem, which is the main result of this paper.
(i) There exists a Schwarz minimal sufficient statistical experiment E 0 CP equivalent to E.
Furthermore if E 1 is another Schwarz minimal sufficient statistical experiment Schwarz equivalent to E, then E 0 ∼ = E 1 holds.
(ii) There exists a CP minimal sufficient statistical experiment E 0 CP equivalent to E.
Furthermore if E 1 is another CP minimal sufficient statistical experiment CP equivalent to E, then E 0 ∼ = E 1 holds.
Proof. We first show the existence part of (i). According to Lemma 2, we may assume that (ϕ θ ) θ∈Θ is faithful on M. We define a semigroup of Schwarz channels F by
Then Lemma 1 implies that there exists a conditional expectation E ∈ coF onto the fixed point von Neumann subalgebra EM =:
there exists a net (Γ α ) ⊆ coF = F converging to E in the σ-weak topology. Then we have
and therefore E ∈ F . Let ϕ (0) θ denote the restriction of ϕ θ to M 0 and let
θ • E(A) for all θ ∈ Θ and for all A ∈ M. Since a conditional expectation is CP, we have E CP E 0 . Thus we have shown E ∼ CP E 0 . To show the Schwarz minimal sufficiency
To show the uniqueness part of (i), we take another Schwarz minimal sufficient statistical for all A ∈ M 0 . By using the Schwarz inequality we have
The existence part of the claim (ii) is immediate from (i) and the uniqueness part can be shown in a similar manner as in (i). 
The converse is evident.
The following theorem gives equivalent conditions of the minimal sufficiency for statistical experiment.
Then the following conditions are equivalent.
(i) E is Schwarz minimal sufficient.
(ii) E is CP minimal sufficient.
(iii) (ϕ θ ) θ∈Θ is faithful and M is a Schwarz minimal sufficient subalgebra with respect to
(iv) (ϕ θ ) θ∈Θ is faithful and M is a CP minimal sufficient subalgebra with respect to (ϕ θ ) θ∈Θ .
(v) (ϕ θ ) θ∈Θ is faithful and M is an Umegaki minimal sufficient subalgebra with respect to
Proof. The implications (i) =⇒ (ii) and (iii) =⇒ (iv) =⇒ (v) are evident from the definitions.
(ii) =⇒ (i). Assume that E is CP minimal sufficient. Then Theorem 1 (i) implies that there exists a Schwarz minimal sufficient statistical experiment E 0 CP equivalent to E. Since E 0 is also CP minimal sufficient, the uniqueness part of Theorem 1 (ii) implies E ∼ = E 0 .
Therefore E is Schwarz minimal sufficient. For the minimal sufficiency conditions for subalgebra, we obtain the following theorem. (ii) M 1 is a CP minimal sufficient subalgebra with respect to (ϕ θ ) θ∈Θ .
(iii) M 1 is an Umegaki minimal sufficient subalgebra with respect to (ϕ θ ) θ∈Θ .
(iv) M 1 is a Schwarz sufficient subalgebra with respect to (ϕ θ ) θ∈Θ and the statistical exper-
(v) M 1 is a CP sufficient subalgebra with respect to (ϕ θ ) θ∈Θ and the statistical experiment
(vi) M 1 is an Umegaki sufficient subalgebra with respect to (ϕ θ ) θ∈Θ and the statistical ex-
θ , and E be the same as in the proof of Theorem 1, in which we have shown that M 0 is an Umegaki sufficient subalgebra of M with respect to (ϕ θ ) θ∈Θ and
is a Schwarz minimal sufficient statistical experiment. First we prove that M 0 is a minimal sufficient subalgebra with respect to (ϕ θ ) θ∈Θ in the sense of to (ϕ θ ) θ∈Θ and let Γ ∈ Ch Sch (M → M 2 ) ⊆ Ch Sch (M) be a channel satisfying ϕ θ • Γ = ϕ θ for all θ ∈ Θ. Then we have Γ ∈ F and hence Γ • E = E. From this we obtain M 0 ⊆ M 2 and therefore M 0 is a Schwarz minimal sufficient subalgebra. Since M 0 is an Umegaki sufficient subalgebra, this shows that M 0 is also minimal sufficient in the sense of CP and Umegaki.
(i) =⇒ (vi). Assume (i) 
where H α and K α are Hilbert spaces, P α is the orthogonal projection onto H α ⊗ K α , ω α ∈ S(K α ), tr Kα [·] denotes the partial trace over K α , q α,θ is a discrete probability distribution over α, and ρ α,θ ∈ S(H α ). This decomposition further satisfies the following: for any Γ ∈
The existence of such decomposition of H and ρ satisfying this condition is first proved by Koashi and Imoto.
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Later another operator algebraic proof analogous to ours is obtained in Ref. 16 , in which, due to the finite dimensionality, the conditional expectation E is constructed by using a weaker version of mean ergodic theorem (Lemma 11). In this sense, our results in this section can be considered as a generalization of the Koashi-Imoto decomposition in more general operator algebraic settings.
B. Minimal sufficient channel
Now we apply the general theory developed in Subsection III A to the concatenation relation for CP channels. 3. Λ 1 and Λ 2 are said to be isomorphic, written Λ 1 ∼ = Λ 2 , if there exists a normal isomor- For each channel Λ ∈ Ch CP (M → M in ), we define by
the statistical experiment associated with Λ. The concepts in Definitions 3 and 4 can be rephrased in terms of the associated statistical experiments as follows. 
(iv) Λ 1 is minimal sufficient if and only if E Λ 1 is minimal sufficient. 
IV. MINIMAL SUFFICIENT POVM
In this section we consider minimal sufficiency conditions for POVMs on a given input von Neumann algebra M in and relate the results of this paper to the one obtained in Ref. 10 .
Throughout this section we assume that the input von Neumann algebra M in is σ-finite, or more strongly that M in has separable predual. A von Neumann algebra is σ-finite if and only if it admits a faithful normal state ϕ 0 . Throughout this section ϕ 0 denotes a fixed faithful normal state on M in .
A. POVMs as QC channels
A POVM on M in is a triple (Ω, Σ, M) such that (Ω, Σ) is a measurable space and
, where the RHS is convergent in the weak operator topology.
For each normal state ϕ ∈ S(M in ) we define the outcome probability measure
. Now we will see that a POVM can be regarded as a QC channel 17 in the following sense.
For faithful ϕ 0 ∈ S(M in ), we define a normal and unital mapping Γ M :
Here
-a.e. and M-a.e. equalities coincide.
The outcome space
) is independent of the choice of faithful ϕ 0 . The predual of Γ M is the mapping Γ
which can be identified with the outcome probability measure
(iii) for every disjoint sequence {E n } ⊆ Σ 1 , κ(∪ n E n |ω 2 ) = n κ(E n |ω 2 ), N(ω 2 )-a.e.;
(iv) for any M-null set N ∈ Σ 1 , κ(N|ω 2 ) = 0, N(ω 2 )-a.e.
For a pair of measures µ and ν, µ-ν weak Markov kernel is defined similarly. A weak Markov kernel κ(·|·) is called a regular Markov kernel if κ(·|ω 2 ) is a probability measure for each We denote by χ E the indicator function of a set E.
Lemma 3. Let (Ω 1 , Σ 1 , µ) and (Ω 2 , Σ 2 , ν) be localizable measure spaces. Then for every
Conversely, for each µ-ν weak Markov kernel κ(·|·) there exists a unique channel Γ ∈
Proof. From the definition of the channel, it is immediate that the condition (6) uniquely determines a µ-ν weak Markov kernel κ(·|·) up to ν-a.e. equality. To show the converse, we take an arbitrary µ-ν weak Markov kernel κ(·|·).
which is absolutely continuous with respect to µ from the definition of the weak Markov kernel. Therefore we may define a positive linear map Γ * :
(Note that a measure is localizable if and only if the Radon-Nikodym theorem is valid for the measure
be the dual map of Γ * , which is positive, therefore completely positive, and normal linear map. Then for any [f ] ν ∈ L 1 (ν) and E ∈ Σ 1 we have
which implies the condition (6). Thus Γ is unital and
To establish the uniqueness, we take another
By taking a uniformly bounded µ-a.e. convergent sequence of simple functions, we can show
The postprocessing relation of POVMs can be rephrased in terms of the concatenation relation for the corresponding QC channels as follows.
Proposition 2. Let M in be a σ-finite von Neumann algebra and let (Ω 1 , Σ 1 , M) and
(Ω 2 , Σ 2 , N) be POVMs on M in . Then the following conditions are equivalent.
which implies M N.
Conversely, if we assume M N, then there exists an M-N weak Markov kernel κ(·|·)
satisfying (5). Then Lemma 3 implies that there exists a channel
By taking a uniformly bounded M-a.e. convergent sequence of simple functions, this implies
be the same as in Proposition 2. Then the following conditions are equivalent.
(ii) M ≃ N.
The above discussion shows that any POVM can be regarded as a channel with an abelian outcome space. Conversely we have the following.
Proposition 3. Let M in be a σ-finite von Neumann algebra and let M be an abelian von Neumann algebra. Then for any channel
Proof. Since M is abelian, we may identify M with L ∞ (µ) for some localizable measure
is absolutely continuous with respect to µ, the mapping π :
is a well-defined normal homomorphism. Since we have Γ(
any E ∈ Σ, by taking a uniformly bounded µ-a.e. convergent sequence of simple functions,
where
is well-defined and positive. 
we define the following Σ/B(R ∞ )-measurable mapping
where (R ∞ , B(R ∞ )) is the countable product space of the real line (R, B(R)) equipped with the Borel σ-algebra B(R). Note that while the mapping T depends on the choices of the
(E ∈ B(R ∞ )) does not. The following two lemmas can be shown similarly as in Ref. 10 .
Lemma 4. Let M in be a σ-finite von Neumann algebra, let (Ω, Σ, M) be a POVM on M in , and let f : Ω → Ω 1 be a measurable mapping between the measurable spaces (Ω, Σ) and
. Then the following conditions are equivalent.
Lemma 5. Let M in be a von Neumann algebra with separable predual, let
be dense in S(M in ), let (Ω, Σ, M) be a POVM on M in , and let T be the mapping defined by (9) . Then the POVM (R ∞ , B(R ∞ ), M T ) induced by T satisfies the following conditions. Now we assume that M in * is separable and (Ω, Σ) is standard Borel. Let (ϕ n ) n≥1 , T, and M T be the same as in Lemma 5.
(i) =⇒ (iii). Assume (i). Then Lemma 5 (i) and the standard Borel property of (Ω, Σ)
imply that there exists an M-M T regular Markov kernel κ(·|·) such that
holds for each E ∈ Σ. Therefore the assumption (i) implies κ(E|T (ω)) = χ E (ω), M(ω)-a.e.
for each E ∈ Σ. Since (Ω, Σ) is standard Borel, there exists a countable family {E n } n≥1 ⊆ Σ that separates all the points of Ω. Thus there exists an M-null set N ∈ Σ such that
Now suppose that ω, ω ′ ∈ Ω\N and
for all n ≥ 1, and therefore ω = ω ′ . Thus T is injective on Ω \ N. Since an image of an injective measurable mapping between standard Borel spaces is measurable, the restriction
Ω\N is a Borel isomorphism between standard Borel spaces (Ω\N, Σ∩(Ω\N))
and (Ω, B(R ∞ ) ∩Ω), where we have definedΩ :
Thus if we define S : R ∞ → Ω by
where ω 0 ∈ Ω is arbitrary, then S is B(R ∞ )/Σ-measurable and (M T ) S = M. Since M T is a relabeling minimal sufficient POVM postprocessing equivalent to M, this shows that M is also relabeling minimal sufficient. 
, and a Borel isomorphism h from (
induces an isomorphism between the corresponding QC channels Γ M and Γ M T , indicating
Thus it is sufficient to show that M T is kernel minimal sufficient. Suppose that
for all E ∈ B(R ∞ ). Since (R ∞ , B(R ∞ )) is standard Borel, there exists a regular Markov
then the POVMs induced by these maps and N are given by
Thus from Lemmas 4 and 5 we obtain
Therefore if we putÑ :
which impliesκ(R ∞ \ {t}|t) = 0, M T (t)-a.e. Thus there exists an M T -null set N ∈ B(R ∞ ) such thatκ(·|t) is concentrated on {t} for all t ∈ R ∞ \ N. Hence we have κ(E|t) =κ(E|t) = χ E (t), M T (t)-a.e.
for all E ∈ B(R ∞ ), proving the kernel minimal sufficiency of M T . (i) M is postprocessing equivalent to a discrete POVM.
(ii) Γ M is concatenation equivalent to a channel with a fully quantum outcome space.
where µ is the Lebesgue measure on (R, B(R)). We define a POVM (R, 
