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ABSTRACT 
Let V be a normed vector space over C, let %3(V) denote the algebra of linear 
bounded operators on V, and let N be an arbitrary seminorm or norm on a(v). In this 
paper we discuss multiplicativity factors for N, i.e., constants p >O for which N, E PN 
is submultiplicative. We find that, while in the finite dimensional case nontrivial 
indefinite seminorms have no multiplicativity factors and norms do have multiplicativ- 
ity factors, in the infinite dimensional case N may or may not have such factors. Our 
results are then applied in order to compute multiplicativity factors for certain 
generalizations of the classical numerical radius, called C-numerical radii. This is done 
with the help of a combinatorial inequality which seems to be of independent interest. 
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1. INTRODUCTION 
Let V be a normed, finite or infinite dimensional vector space over the 
complex field C, and let %3(V) be the algebra of bounded linear operators on 
V. As usual, a real valued mapping 
A’: a(V)-R 
is called a seminorm if for all A, BE a(V) and ~EC we have 
N( A)aO, 
N(aA)=(c+N(A), 
N(A+B)<N(A)+N(B). 
If in addition, N is positive definite, i.e., 
N(A)>0 for AZO, 
then we call N a generalized operator norm. Finally, if N is also (sub)multi- 
plicative, namely 
N(AB)GN(A)N(B), 
then N is called an operator norm; that is, N is an operator norm if and only if 
it is an algebra norm on a(V). 
The first example of an operator norm that comes to mind is the “usual” 
operator norm 
IlAlI=sup{)Ax~:xEV, (x(=1} (1.1) 
where 1. ( is the vector norm on V. 
If V is a Hilbert space, then perhaps the most important example of a 
nonmultiplicative generalized operator norm on B(V) is the numerical radius 
(e.g., [41, PI, WI) 
r(A)=sup{ ((A x,x)(:(xl=(r,x)1’2=1}, (1.2) 
where (x, y) is the inner product on V. 
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It should be emphasized that an operator norm is not necessarily associ- 
ated with the vector norm on V in the standard way II - II in (1.1) is associated 
with 1. I. For instance, if V is again a Hilbert space, then it is well known (e.g., 
[9], [lo]) that the operator norm in (1.1) and the numerical radius in (1.2) are 
equivalent, with 
r(A)GlIAllc2r(A) VAE S(V). (1.3) 
Thus, for all A, BE ‘%w(v), 
i.e., r4 G 4r is an operator norm. 
Given a seminorm N on 93(V) and a fixed constant Z.L ~0, then obviously, 
is a seminorm too. Similarly, N+ is a generalized operator norm if and only if N 
is. In both cases, N, may or may not be multiplicative. If it is, then we call p a 
multiplicatiuity factor for N. 
It is clear that if ZQ, is a multiphcativity factor for N, then so is any 1-1 with 
ZL 2 z+,. Hence any Z_L 2 1 is a multiplicativity factor for all operator norms. In 
particular, if Il. II is the usual operator norm defined in (l.l), then by the 
above argument CL,, ,, G 1; and since for the unit operator Z we have I] Z I] = 1, 
then 
Hence 
PII.II =l. (1.5) 
Another example is given by (1.4), which implies that any Z.L with Z.L 24 is a 
multiplicativity factor for the numerical radius r. 
The existence of multiphcativity factors in the finite dimensional case has 
been discussed already in [6]. In this case it suffices, of course, to consider the 
space C” of all complex n-tuples, and the algebra C, Xn of complex n X n 
matrices. Moreover, folIowing Ostrowski [12], we shall use in this case the 
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terms generalized matrix rwrm and matrix norm instead of generalized opera- 
tor norm and operator norm, respectively. We have proved in this case: 
THEOREM 1.1. 
(i) [S, Theorem 31 Nontrivial, indefinite seminorms on CnXn do not haoe 
multiplicativity factors. 
(ii) [6, Theorem 41 Zf N is a generalized matrix norm on CnXn, then it 
does have multiplicativity factors; and p is a multiplicativity factor for N if 
and only if 
PapN-max{N(AB): N(A)=N(B)=l) 
In Section 2 we shall discuss the existence of multiplicativity factors in the 
infinite dimensional case. There, the situation is not as decisive as in Theorem 
1.1, and a series of examples show that in general, seminorms and generalized 
operator norms on a(V) may or may not have multiplicativity factors. 
We also bring, in Theorem 2.3 below, a simple modification of a useful 
result by Gastinel [2, 31 which often allows one to obtain multiplicativity 
factors for seminorms and generalized operator norms when such factors exist. 
In the remainder of this paper (Sections 3 and 4) we are mainly interested 
in utilizing the above and other results in order to investigate the multiplica- 
tivity properties of a large family of generalized numerical radii, called 
C-numerical radii, defined by us in [6] as follows: Given matrices A, CE C, Xn, 
the C-numerical radius of A is 
(* denoting the adjoint). 
We immediately see that with the standard inner product on C”, 
(x,y)=y*x, 
the numerical radius becomes 
r(A)=max{Jx*AxI: Jx~~sx*x=~}. 
Hence, 
r(A)=rc(A) with C=diag(I,O ,..., 0), 
so r is indeed a special case of our C-radii. 
03) 
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We have proved: 
THEOREM 1.2. 
(i) (trivial) For any fixed matrix C, r, is a seminorm on CnXn. 
(ii) [6, Theorem 21; compare [ll] rc is a generalized matrix norm on CnXn 
(n~2)ifandonZyif 
C is not a scalar matrix and tr C # 0. (1.7) 
Without difficulty, Theorems 1.1 and 1.2 imply now: 
COROLLARY 1.1. If n 2 2, then rc has multiplicativity factors if and only 
if C satisfies (1.7). 
Multiplicativity factors for a large class of C-radii are obtained in Section 
4. 
In Section 3 we revisit a recent combinatorial inequality which is instru- 
mental in obtaining the above multiplicativity factors for our C-numerical 
radii, and is of independent interest. 
2. MULTIPLICATIVITY FACTORS: THE GENERAL CASE 
We start with the following modification of Theorem 1.1. 
THEOREM 2.1. Let V be a finite or infinite dimensional, normed vector 
space. 
(i) lf N is a nontrivial semirwrm or a generalized operator norm on a(V), 
then N has multiplicativity factors if and only if 
j+=sup{N(AB): N(A)=N(B)=~}~cL (2.1) 
(ii) If pN -K CO, then p is a multiplicativity factor for N if and only if 
papN. 
Proof. We write 
I*N =suP 
N(AB) 
N(A)N(B) 
: N(A)#O, N(B)#O . 
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So for /.L with 0~ p < pN, there exist operators A, BE 3(V), satisfying N(A) # 
0, N(B)#O, such that pN(A)N(B)<N(AB); and consequently 
Thus, if pN = co, then N has no multiplicativity factors, and if p < Pi, then p 
is not a multiplicativity factor for N. 
To complete the proof, assume that pN < cc and take p with p 2 ~1~. Then 
for all A, BE a(V), we have 
and the theorem follows. n 
In the finite dimensional case it follows from Theorems 1.1 and 2.1 that if 
N is a nontrivial, indefinite seminorm, then pN = co, and if N is a generalized 
matrix norm, then /.L~ -C co. In the infinite dimensional case, however, Theo 
rem 2.1 does not provide any information on whether /.L~ is finite or not. This 
question is answered by the following four examples which show that in 
general, seminorms as well as generalized operator norms may or may not 
have multiplicativity factors. 
EXAMPLE 2.1. Let V be an arbitrary, infinite dimensional, normed vector 
space, and let &(V) be the closed ideal of compact operators in a(V). Then it 
is well known (e.g. [l, p. 8661) that 
[with II . II the usual operator norm in (l.l)] is an algebra norm on the quotient 
algebra 33(V)/&(V). H ence, M induces a nontrivial, multiplicative seminorm, 
N(A)=M(A+&), 
on a(V), with N(J) =O exactly for the operators J in &(V). 
It follows that any p 2 1 is a multiplicativity factor for N, and therefore, in 
contrast to Theorem 1.1(i), we find that in the infinite dimensional case, 
nontrivial, indefinite seminorms may have multiplicativity factors. 
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EUMPLE 2.2. Let Z2 be the familiar Hilbert space of all complex 
sequences 
with inner product and norm 
and consider the set of infinite matrices A -( oik)rk=r which constitute 
%(Z2). Then 
W)-la,,/ 
is clearly a nontrivial, indefinite seminorm on %(Z2); and for the family of 
matrices 
1 
- i=l, 
k;+E ’ I- E>O, c+(E)= 1 .‘+e ’ k=l, I2 (2.2) 
which belong to %(Z2), we obtain 
N(A(&))=l V&)0. 
Thus, denoting the upper left entry of No by /S(E), we have 
pN=sup{N(AB): N(A)=N(B)=l} 
>supN(A(s)2)= sup/?(s)= lim 2 &=cc; 
EXI F>O E*o i=r 1 
(2.3) 
and by Theorem 2.1(i), there are no multiplicativity factors for N. 
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EXAMPLE 2.3. As in Example 2.1, take an arbitrary infinite dimensional, 
normed space V, and consider the usual operator norm I / . / 1 in (1.1). Since by 
(1.5) we have p,, ,, = 1, then for any pO with 0~ pO < 1 we obtain 
plicative generalized operator norm on S(V), 
N(A)-~ollAII, 
a nonmulti- 
which does have multiplicativity factors p, p al/p,. 
EXAMPLE 2.4. We return to the space 1’ and consider the 
generalized operator norm on B(V): 
N( A > = s,u; I ai,c I > A=((Y~~)~:~=~E%(Z~). 
Again, for the family of matrices in (2.2), we have 
N(A(e))=l V(E>O; 
well-known 
so by the same calculation as in (2.3) and by Theorem 2.1, N has no 
multiplicativity factors. 
We summarize Examples 2.1-2.4 as follows. 
THEOREM 2.2. 
(i) Let V be an arbitrary, infinite dimensional, normed vector space. Then 
there exist nontrivial, indefinite seminurms and generalized operator norms on 
Cl(V) which do have multiplicativity factors. 
(ii) Nontrivial, indefinite seminorms and generalized operator norms on 
%(V) may fail to have multiplicativity factors even if V is a Hilbert space. 
We remark that except for the calculations in Examples 2.2 and 2.4, we 
did not find Theorem 2.1 very useful. A much more practical result in 
obtaining multiplicativity factors is the following version of a theorem by 
Gastinel. 
THEOREM 2.3 (compare [6, Theorem 51 and [2, 31). Let V be a rwrmed 
vector space, let M and N be seminorms on a(V), let M be multiplicative, 
and let TJ 2 5 >O be constants for which 
lM(A)GN(A)G#I(A) VAE %3(V). (2.4) 
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Then any ,u with p 2 q/l2 is a multiplicativity factor for N. 
Proof. As in the proof of Theorem 5 of [6], we merely note that for 
P 2 n/l29 
N,(AB)=pN(AB)qqM(AB)qqM(A)M(B) 
hence N, is multiplicative. n 
In view of Theorem 1.1(i) we realize that in the finite dimensional case, M 
and N in Theorem 2.3 must either satisfy M = N=O (trivial), or they must 
constitute a matrix norm and a generalized matrix norm, respectively. In the 
latter case, M and N are equivalent, of course; so constants 5, q as required in 
(2.4) always exist. 
Theorem 2.3 is used in Section 4 to obtain multiplicativity factors for the 
C-numerical radii introduced earlier. We point out, however, that the multi- 
plicativity factors provided by this theorem are usually far from optimal. 
The only instance in which we managed to find the optimal (least) 
multiplicativity factor is the classical numerical radius r, in which case we 
have: 
THEOREM 2.4 [6, Theorem 10; 9, Theorem 3.31. Let V be a Hilbert space 
of dimension 2 2. Then pr is an operator norm on a;(V) if and only if p 2 4; 
i.e., the optimal multiplicativity factor fM r is pL, = 4 (independent of 
dimension). 
Proof. The main part of the proof was given in Section 1, where we 
showed that any p with p 24 is a multiplicativity factor for r; hence pL, ~4. 
To show that p, 24 we remark that since the optimal multiplicativity factor 
for r on a subalgebra of %(V) may not exceed the optimal factor on “B(V), it 
suffices to prove this inequality on 2dimensional V. Taking the classical 
radius in (1.6) and the matrices 
a simple calculation yields 
r(A)= r(B)=+, r(AB)=l. 
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Thus, rP f pr satisfies 
r,(AB)G r&+,(B) 
if and only if p 24, and our assertion follows. n 
3. A COMBINATORIAL INEQUALITY 
In this section we review a recent combinatorial inequality which will be 
used later in order to obtain multiplicativity factors for C-numerical radii. The 
inequality, which seems to be of independent interest, was first introduced by 
us in [6], and given in its present form in [7]. 
We asked the following question: Given fixed complex numbers yr, . . . , yn, 
and a normed, finite or infinite dimensional vector space V over C, can we 
find a constant K >O, independent of V, such that the inequality 
VX1,...,x,EV (3.1) 
holds? Here, S,, is the symmetric group of n letters, and 1.1 is the norm on V. 
In answering this question we need the following lemma. 
LEMMA 3.1 [7, Lemma 1.11. For any yl,. . . ,y,,c?C and x1,. . . ,x,EV, 
Proof. We may rearrange the yi and the xi so that 
Now, consider the vectors 
y1 = y1x, + yzxz + . . . + Yn-_lX,-l + YnXn, 
yz = YlX” + y&r, + . . . + Yn--Ixn-1 + YnXl* 
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We have 
mu I: Yp,(i) I I ~rnax{(Y,I,[Y,O~~lY,-Yy,l II i 
and the lemma follows. 
Denoting the nonnegative quantities 
we are now ready to state: 
THEOREM 3.1 [7, Theorems 1.2, 1.41; compare [6, Theorems 6, 71. 
(i) There exists a constant K >O that satisfies (3.1) if and only if 76 >O; 
i.e., if and only if the sum of the yj does not vanish and the yi are not all 
equal. 
(ii) If 76 ~0, then K = d/(27 4- 6) satisfies (3.1). 
(iii) Zf the yi are of the same argument, then (3.1) is satisfied with 
K = 6/2. 
Proof. Suppose rS = 0. If r = 0, take xi = x, 1 G jG n, for some x # 0; 
and if 6 = 0, then the yi are equal, so choose xi not all zero with Zxi = 0. In 
both cases, 
max zyixTci, =O but max)xi(>O; 
n Ij I i 
hence no K >O satisfies (3.1). 
Conversely, suppose TS >O; let us use the folloting argument by 
Redheffer and Smith [13, Theorem 11, which is shorter than the original proof 
in [6], to show that K = ~a/(27 -t S) satisfies (3.1). 
Order the xi so that 
148 
Thus, by Lemma 3.1, 
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(3.2) 
On the other hand, for the vectors 
zi=Yjxl+j+Y2”2+j+ “’ +YnXn+j’ j=l,...,?Z, 
where k i- j is taken mod n, we have 
=++ ... +x,1 
=+, -(x1-x2)-(x1-x,)- ... -(x1-x,)1 
I= 7 1-“-‘S) maxjxi(. 
( n i 
(3.3) 
So by (3.2) and (3.3), 
The expressions in the braces are functions of 8 describing straight lines with 
opposite slopes and intersecting value r6/(%r + 6 -27/n). Thus, for any 8, 
es 
max 
i ( -,T l- n-l 2 -e n ii 76 78 a 27 + 6 -27/n ‘27; (3.5) 
and by (3.4) and (3.5), we have (i) and (ii). 
For part (iii) we may assume that 
Yl 2.. . >y,, 
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and arrange the xi so that 
JxlJ=max\xiJ. 
i 
Now let P be a projection of V in the direction of x1. We write 
PXi = hiXl, i=l,...,n, 
and set 
Since 
pi -lIehi, i=l,...,n. 
A, =l+QJ, j=2,...,n, 
it follows that 
Pl=l+j(, i=2,...,n; 
so we may order x2,. . . ,x, to satisfy 
l-p,>&> . . . a&. 
=max 
Hence, if p, 30, then 
149 
(3.6) 
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and if p,, (0, then by Lemma 3.1, 
This together with (3.6) completes the proof. n 
We note that under the assumption that all yi have the same argument, it 
is easily seen that 6 >O implies r >O. Hence 
so K in Theorem 3.1&i) is an improvement over the K in (ii). If, however, 
under the same assumption we have 6 =O, then the K in part (iii) of the 
theorem vanishes, and (3.1) holds in a trivial manner without contradicting 
part (ii). 
It is also natural to ask now: What is the best constant for which (3.1) 
holds? Redheffer and Smith [13] have provided the following partial answer, 
which we state without proof. 
THEOREM 3.2 [13, Theorem 21. If 78 > 0, and if no further restrictions 
are put on the yi, then the best (greatest) K in (3.1) must satisfy 
7s *I 78 27+6-2r/nGKGmm r’2r+8-2r/n-26/n ’ 1 (3.7) 
where the right hand inequality becomes an equality if the yi ad xi are real 
numbers. 
From (3.7) we immediately see that, while K in Theorem 3.I(ii) is not 
optimal for any n, it is the best constant which can be chosen independently 
of n. 
Other observations concerning the inequality (3.1) were made by 
Redheffer and Smith in [14]. 
4. MULTIPLICATIVITY FACTORS FOR C-NUMERICAL RADII 
We finally turn to compute multiplicativity factors for a large sub-class of 
the C-radii discussed in Corollary 1.1. 
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We begin with three lemmas. 
LEMMA 4.1. Let C =(yii)~Cnxn be an upper.triangulur matrix, and let 
C,, 1 G 1 c n, be the matrix obtained j&n C by setting the off diagonal entries 
in the last n - 1 columns of C equal to zero. Then 
r Cl (A)< rc,+l(Ah Z=l ,..., n-l, AEC,,,. (4.1) 
Proof. Since a matrix U is unitary if and only if its columns ul,. . . , u, are 
orthonormal (o.n.), then for any B=(&)ECnxn, 
r,(A)=max{Itr(BU*AU)I:UunitarynXn} 
=max 
q(A)=max 2 yiuTAui + 2 yi,uzAui : u1 ,..., u, o.n. 
j=l i<kGl 
Now let v I,. . . , v, E C n be an o.n. system such that 
T+,(A)= E yiiV?AVi $- z YikVZAVi 9 
i=l i<kGl 
and denote 
‘PGa% ( 2 Yi,l+lvl;-lAvi+~ 1 i<1+1 1 
i 
vi9 j#l-tl, 
q G 
v,ei(e-rp) 
1 > 
i=Z+l. 
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Then wl,. . . , w, are 0.n. and 
= ‘c,+,(A). n 
LEMMA~.~. LetC=(yi,)EC,,,beamattixwitheigmvaluesy,,...,y,,, 
and lJ3t K=K(yl,..., y,) satisfy the inequality (3.1). Then 
where 
IlAII,=max{)Ax) 2: XEC”, JXJ;E(X*X)=l} (4.2) 
is the well-known spectral (i.e., 12) rwrm of A. 
Proof. It is easily seen that r,(A) is invariant under unitary similarities of 
C. So we may assume that C is in upper triangular form, with 
Vii = Vi* j=l,...,n; 
and consequently, C, in Lemma 4.1 is of the form 
Next, let r(A) be the classical radius in (1.6), let x1 be a unit vector such 
that 
r(A)=lx;Ax,(. 
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and let x1, x2,. . . , x, be o.n. in C”. Hence, setting 
s& = x;Axi, j=l,...,n, 
we use (3.1) with V=C to find that 
rc,( A) =max{ Itr(C,U*AU)I : U unitary r~ X n} 
Now, (1.3) implies 
IIAII,Gh(A) VAEC,,,. 
Thus, by (4.1), (4.3), and (4.4), 
rc(A)-rCn(A)~~C,_,(A)~ ... ~T~,(A)+&~II~, 
and the lemma follows. 
LEMMA 4.3. 
(i) For any A, C=(yik)EC,,, we have 
(4.3) 
(4.4) 
n 
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(ti) zf c is normal with eigenvalues yl,. . . , yn, then 
r,(A)~ullAlI,, (7 = 5 IYJ. 
i=l 
(iii) Zf C is Hermitian positive m negative semidefinite, then 
n 
rc(A)=WIAll~, 7- xyi. I I i=l 
(4.6) 
(4.7) 
Proof Let Ul,...’ u, be an arbitrary o.n. system in C”; then any vector 
XEC” has a Fourier expansion 
x = 2 (Uk*X)Uk. 
k=l 
Hence, 
and in particular, 
IA+= k&W2, i=l,...,n. 
Since 
(4.8) 
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then by the Cauchy-Schwartz inequality and by (4.8) we have 
(4.9) 
Similarly, since 
r&A*)= rc(A) and lIA*l12=IIAl12, 
then by (4.9), 
n ,n 
r,(A)= +(A*)< x i=l / ,c, lVki12 IIA*I12 
=kzl i~l/Yik12ilAl12* d (4.10) 
Thus, (4.9)-(4.10) yield (4.5). a 
We can now prove: 
THEOREM 4.1. Let C = (Y&E CnXn be an arbitrary matrix with tr C # 0 
and eigenvalues yl,. . . , y,, not all equal. Denote again 
156 
Then: 
(i) Any p with 
MOSHE GOLDBERG AND E. G. STRAWS 
(4.12) 
is a multiplicativity factor for rc. 
(ii) [8, Theorem 2.51 Zf C is normal, then w in (4.12) may be replaced by 
u. 
(iii) [6, Theorem 91 Zf C is Hermitian positive or negative semidefinite, 
then any ~1 with 
is a multiplicativity factor for rc. 
Proof. Since the eigenvalues yi are not all equal and since tr C # 0, we 
have 78 > 0 and, by Theorem 3.l(ii), the inequality (3.1) holds with K = 
78/(27 + 8). By Lemmas 4.2 and 4.3(i), therefore, 
7-s 
2(27 + 8) 
IIAII,q-(A)QIIAII, VAEC,,,, (4.13) 
and Theorem 2.3 implies (4.12). 
If C is normal, then by Lemma 4.3(ii) we may replace w in (4.13) by u, 
and again by Theorem 2.3 we obtain (ii). 
Finally, in case C is’ Hermitian semidefinite, its eigenvalues yi are of the 
same argument. So, by Theorem S.l(iii), the inequality (3.1) holds with 
K = S/2. By Lemmas 4.2 and 4.3(iii), therefore, 
$llAll 2~rc(A)~~llAI12 K4EC,,,, 
and Theorem 2.3 completes the proof. 
Denoting 
n 
v= i: lYikl> 
i,k=l 
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we easily verify that v a w, where w is defined in (4.11). Hence, v may replace 
w in (4.13), and Theorem 2.3 implies that if C = (yik) is an arbitrary, 
non-scalar matrix with tr C # 0 and eigenvalues yl,. . . , y,, not all equal then 
any p with 
(4.14) 
is a multiplicativity factor for r,. This is precisely the statement of Theorem 
2.5(i) in [8]. 
We also note that for Hermitian C, our result in Theorem 4.l(ii) coincides 
with the old result in Theorem 8 of [6]. 
In concluding the section we recall Lemma 9 of [5], which implies that rc 
is invariant under unitary similarities of C, i.e., 
rIrScc,(A)= rc(A) for unitary U. (4.15) 
We immediately conclude, therefore, 
THEOREM 4.2. lf r, has multiplicativity factors, then its optimal factor 
pr,. is invariant under unitary similarities of C. 
With Theorem 4.2 in mind it is not hard to see, however, that while the 
above-defined 6, 7, and u are invariant under (unitary) similarities of C, the 
quantities w and v are not; hence our bounds for p in (4.12) and (4.14) are not 
unitarily invariant. To obtain invariant multiplicativity factors, we observe 
that ci, the jth column of C, is the image of C operating on the unit vector ei. 
Thus, 
w+ J ~=filcJ2= i Pil2 j=l i=l 
which gives us a bound for w which is unitarily invariant. Instead of (4.13) we 
may write now 
78 
2(27 + S) 
~r,(A)~nllCII,~IIAII, VAEC,,,. (4.16) 
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So, by Theorem 2.3 again, we find that if C is nmscalur with tr C # 0 and 
eigenvalues yl, . . . , y,, not all equal, then any p with 
is a multiplicativity factor fm r,; and the bound on the right is invariant 
under unitay similarities of C. 
It seems worthwhile noting that the right side of (4.16), i.e., 
rc(A)~nllCI12~lIAI12 VA,C(=&,, 
reflects the symmetry 
r,(A)= r*(C) VA, CEC,,, 
which, like (4.15), is an immediate corollary of Lemma 9 of 151. 
Note added in proof. It would be interesting to improve the multiplica- 
tivity factors obtained in Theorem 4.1, and to find multiplicativity factors for 
those Cradii which are mentioned in Corollary 1.1 but not included in 
Theorem 4.1. 
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