Mortality rates are a widely used measure of hospital quality. A central problem with this measure is selection bias: simply put, severely ill patients may choose high quality hospitals. We control for severity of illness with an instrumental variables (IV) framework using geographic location data. We use IV to examine the quality of pneumonia care in Southern California from 1989 to 1994. We find that the IV quality estimates are markedly different from traditional GLS estimates, and that IV reveals different determinants of quality. Econometric tests suggest that the IV model is appropriately specified, that the GLS model is inconsistent.
Introduction
Measuring hospital quality is a vexing, albeit extremely important, problem facing health care researchers. Publicly available patient discharge databases allow researchers to easily calculate hospital-specific mortality rates which can serve as outcome-based measures of quality.
However, the problem of selection bias complicates such a measure. Simply put, hospitals may differ in the severity of illness of the patients that they treat, as higher quality hospitals may attract a sicker patient population. Thus, the mortality rates for a hospital will have at least two components: one component reflects the severity of illness of the patients they treat and the other component reflects the quality of care they provide. In econometric terms, if a patient's choice of hospital is correlated with her (unobserved) severity of illness, then patient choice will be endogenous, and standard regression analysis will give inconsistent estimates of the hospitalspecific contribution to mortality. For example, if high-quality hospitals attract sicker patients, those hospitals may not look very "good" after estimating their adjusted mortality rates.
Researchers have long recognized the selection bias problem and have devoted considerable effort to correcting for it. In most patient discharge databases there exists information (e.g. patient demographics, diagnoses, comorbidities) which can be used to formulate severity adjustment measures. Over the years, researchers have proposed many different adjustment mechanisms that make use of this patient-level information. 1 Unfortunately, the evidence presented here and elsewhere suggests that an important portion of severity remains unobserved even after controlling for observed patient characteristics. 2 If the unobserved component of severity of illness affects a patient's choice of hospital, then the selection problem remains and estimates of hospital quality will be incorrect.
An obvious solution to the selection problem is to gather additional clinical information from medical records and use this information to form a more accurate measure of severity of 1 Iezzoni (1994) provides an excellent discussion of the methods that are available. 2 See, for example, United States General Accounting Office (1994). illness. 3 However, it is enormously costly to collect clinical information. For instance, Keeler et al. (1990) and Keeler et al. (1992) spent over $300 per patient-level observation and $13,000 per hospital-level observation (approximately $4 million in total) to control for severity of illness with clinical data. Therefore, it seems likely that clinical data will never be collected and disseminated to health care researchers in quantities necessary to supplant the use of discharge databases.
Thus, it is still important to be able to accurately estimate hospital quality using discharge databases. This is particularly true since hospital care is being delivered in a more "market" environment where there is an increasing desire among consumer groups, hospital regulators, HMO executives, hospital administrators, physicians, the media and the public-atlarge for more information about the quality of care of hospitals. Policymakers from Congress to the county health boards can make more informed policy decisions that affect the hospital industry if they better understand how the hospitals under their jurisdiction are performing.
While discharge databases from Medicare and many states can potentially be used to answer these questions, the tools to do so are still beset by the problem of selection bias.
The goal of this research is to develop and implement statistical techniques to correct for selection bias in hospital mortality figures. It is our hope that these adjusted mortality figures, obtained using the techniques suggested in this research, will more accurately represent the quality of care provided by hospitals. Our innovation is to control for selection bias from patient selection by using an instrumental variables (IV) method. As we detail below, we propose a simple theoretical model of hospital choice that allows us to use geographic location measures as instruments. IV methodology has a long history in economics and IV with geographic location measures as instruments has recently has been applied to measuring the technological effectiveness of different medical treatments. 4 The IV methods that we use are designed to consistently estimate hospital quality by substituting "instruments" for the endogenous hospital choice variables in the mortality equation.
In order to produce consistent results, the instruments must be uncorrelated with unobserved severity of illness but correlated with a subset of the variables that predict hospital choice. To understand the validity of our instruments we briefly exposit our model of hospital choice. In our model, a patient's severity of illness is a function of her observed demographic characteristics and an unobserved component that is assumed to be identically distributed in the population.
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The patient and her physician make her choice of hospital based on many factors, including severity of illness, quality of care, and distance to the hospital. 6 Since unobserved severity of illness is identically distributed in the population (by assumption), distance to a given hospital will be uncorrelated with the unobserved severity of illness, 7 but correlated with the endogenous choice variables. Thus, the distance from each patient in our sample to Cedars-Sinai Medical Center (for instance) is an appropriate instrument. We use this insight to construct instruments based on the distance from each patient to each hospital. We then estimate the patient mortality hazard as a function of the choice of hospital and patient-level data, using these distance measures to instrument for the endogenous choice of hospital.
For our study, we use discharge data from the State of California Office of Statewide Health Planning and Development (OSHPD) and hospital characteristic data from OSHPD and the American Hospital Association (AHA) over the period 1989-1994. 8 We focus on Southern California Medicare enrollees with a diagnosis of pneumonia. We examine only Medicare enrollees as the standard Medicare insurance program allows enrollees access to almost all hospitals and the enrollees incur the same out-of-pocket expenditure regardless of the hospital to which they are admitted. Thus, there will be less unobserved heterogeneity in their choice of 5 To analyze whether this assumption is sensible, it is perhaps useful to consider an instance where it would be invalid. For instance, suppose that nursing homes had more severely ill patients than their surrounding population and tended to locate near high quality hospitals. Then, if we did not observe whether patients were admitted from nursing homes, unobserved severity of illness would be higher near high quality hospitals and our instruments would be invalid. Fortunately, we can observe and eliminate patients who are admitted from nursing homes. 6 Luft, et al. (1990) show that distance is an important predictor of hospital choice. 7 It is important to note that while distance to a given hospital is a good instrument, distance to the chosen hospital will certainly be correlated with unobserved severity and hence be endogenous. 8 We thank OSHPD for making this data available to us. hospital, which should lead to our instruments being more highly correlated with the endogenous hospital choice variable and hence to more precise results.
We examine pneumonia diagnoses for several reasons. First, it is a common affliction.
Pneumonia is the fourth leading cause of death among the elderly, and it is the most common cause of death due to an infectious disease. 9 Second, changes in hospital procedures can affect pneumonia outcomes; thus pneumonia mortality rates contain a component that reflects the quality of care. Additionally, hospital-specific pneumonia mortality rates have often been used as a benchmark of hospital quality. Our results should provide some indication as to whether the estimates of hospital quality formulated in these papers suffer from selection bias.
We find that the IV estimation yields significantly different coefficients on mortality from standard GLS estimation, even after controlling for demographic information and comorbidities. The importance of using IV is verified by Hausman specification tests which reject the consistency of the GLS estimates in five out of the six years and in the pooled years estimates. We interpret these results as evidence that unobserved patient severity is correlated with the choice of hospital, thereby inducing bias in the estimates of adjusted hospital mortality.
In order to determine whether our model and instruments are appropriate, we perform a test of the overidentifying restrictions of the model, as suggested by Hansen (1982) . We fail to reject the null hypothesis of an appropriate model for all years. That is, the data supports our assumption that the distance instruments are exogenous. In addition, we construct tests for weak instruments as suggested by Staiger and Stock (1997) . Our instruments appear to be good ones in the sense that they are highly correlated with the choice of hospital and are not weak instruments. We note one important caveat to our results. The standard errors are too high to be able to accurately rank individual hospitals.
We are also interested in whether failure to correct for the selection bias would lead to different, and presumably incorrect, inferences regarding the correlates of hospital quality. We therefore examine the relationship between the estimated hospital mortalities and the characteristics of hospitals for both the IV and GLS estimates. We find that the estimated relationships between hospital characteristics and mortality rates differ between the IV and GLS estimators. The differences between the IV and GLS estimates of hospital quality are material.
Depending on the method used to estimate hospital quality, one would make different inferences regarding the correlates of hospital quality. Unless researchers control for unobserved patient severity they risk making incorrect inferences regarding the determinants of hospital quality.
The remainder of the paper has the following structure. Section 2 describes the model. Section 3 discusses the data we use in the analysis. Section 4 presents the results. Section 5 provides some implications of the results. Section 6 concludes.
The Model
We adopt a discrete-time duration model specification of in-hospital mortality. There are two types of equations to our model: a mortality hazard equation and a set of hospital choice equations, one for each hospital. We use the estimated coefficients from the mortality hazard to analyze the factors that are correlated with quality. We detail our estimation below.
Model of mortality and hospital choice
Our model of hospital choice is as follows: once an individual becomes ill with pneumonia, the patient and her physician determine if she should be hospitalized. After this determination is made, the patient (and/or the physician acting as the patient's agent) chooses the hospital at which the patient will receive care. We assume that the choice of hospital is based on the perceived quality of the treatment that the patient would receive at the hospital, the patient's 9 National Center for Health Statistics (1996) . severity of illness, the cost to the patient of the treatment and the distance the patient must travel to the hospital.
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For patient i and hospital j, the hospital choice model can be expressed as: We model in-hospital mortality by estimating the hazard for death each day, which is the probability of a patient dying in the hospital on a given day conditional on being alive at the start of that day. We assume that the hazard depends on the observed and unobserved severity of illness of the patient, the number of days since admission, and the quality of the treatment received at the hospital chosen. We postulate a linear relationship between the hazard and these predictors. The mortality equation is:
where it m is a dummy variable that denotes mortality on the given day after admission; i c is the Recall that (2) specifies the probability of dying in the hospital on a given day, conditional on being alive. To account for the conditional nature of the hazard, we keep observations for each patient as long as the patient is alive and in the hospital. As we do not observe post-discharge death, a live discharge is treated as a censored observation. For instance, if a patient dies on the 15 th day after the date of admission, we would have 16 observations for that patient. Similarly, if a patient were discharged alive on the 9 th day after the date of admission, we would have 10 observations for that patient. Because we specify a dummy variable for each day following the date of admission, we truncate observations after 30 days, to limit the number of regressors. Thus, a patient with a length of stay of more than 30 days is also treated as a censored observation, and the estimation process only uses the information that the patient survives at least 30 days in the hospital.
We assume that unobserved severity of illness it s and the purely random error it in (2) are identically and independently distributed in the population and that they are orthogonal to the regressors i x and t d . Recall that we have controlled for income, race, age, sex, diagnosis and comorbidities, and thus it is the residual health status that is assumed to be distributed identically in the population.
However, patients may choose hospitals differentially based on their unobserved severity of illness. For instance, patients with a high unobserved severity of illness may be more likely to choose a hospital that is of high quality. Econometrically, this will result in a correlation between the error terms ij u in the choice equations (1) c will be correlated with the error term it s and hence be endogenous, and the estimates of and from a standard model will not be consistent.
We use geographic variables as instruments for the endogenous hospital choices, and then estimate the mortality hazard with instrumental variables. An example of one of our instruments is the distance from each patient to hospital j. As we assume in our choice model (1), there is considerable evidence that distance to a hospital is negatively correlated with the choice of hospital (e.g. Luft et al. (1990) and Burns and Wholey (1992) ). Thus, the distance from the patient to hospital j will be highly correlated with the dummy variable ij c . While this distance is correlated with the hospital choice it will be uncorrelated with the error term, by our assumption that the unobserved component of severity of illness is identically distributed in the population.
It should be noted that according to our model, patients who are more severely ill may choose to travel further to seek higher quality care. Thus, distance to the chosen hospital will be correlated with the severity of illness of the patient, and hence will not be a valid instrument.
Choice of instruments
As any function of distance would be an appropriate instrument, there are infinitely many possible variables related to distance that we could use as instruments. Since we have J 1 endogenous variables (one for each hospital minus a constant) we require at least this many instruments to identify the model. In order to capture the non-linear effect of distance, we decided to use 2J instruments: J instruments that indicate the distance d ij in kilometers between patient i and hospital j and J more instruments of the form ij d exp , where is a parameter.
Because patients will tend to choose hospitals that are close to their homes, we set these instruments to 0 for any hospital that is located more than 120 km from the patient.
While the latter set of instruments would be consistent given any value of , we estimate in order to increase the efficiency of our results. The ideal method to estimate is in a joint estimation of all of the parameters using a multi-equation system of the choice and mortality equations. However, this is not feasible, since has a non-linear functional form given our instruments, and non-linear least squares for this large a problem is computationally too difficult.
Thus, we estimate with a series of single equation non-linear regressions for the choice model (1). We use a very simple functional form of (1):
, and estimate (3) separately for each hospital in the data. In our estimation of (3), we obtained mean coefficients (across hospitals) for of 0.2 to 0.3 for different years in the data. Thus, we set =0.25 for all of our estimation results.
Efficient estimation and testing
We note that the hazard of the mortality equation in (2) is a linear probability model.
With the linear probability model, the coefficients have a straightforward interpretation: they are the incremental probabilities of death on any day from seeking treatment at a particular hospital. The reason that we use a linear probability model instead of a more common Weibull or Lognormal specifications for the hazard is that it is extremely difficult to use non-linear models such as these with endogenous variables. To estimate a Weibull or Lognormal model, one must evaluate the probability of death on a given day, conditional on parameter values. For our case, this probability (of death for each patient) can only be computed by integrating over the joint density of the endogenous variables and the mortality equation error term. As the endogenous choice variables are derived from the patient choice equation (1), we would have to integrate over all the error terms in (1), as well as the mortality equation error term. Computation of such models is not feasible due to the dimensionality of this integration.
Because errors in a linear probability model are heteroskedastic, we use a GLS procedure. While we could use a general heteroskedasticity correction as suggested by White (1980) and White (1982) , we use the easily derived asymptotically optimal weighting matrix which accounts for the fact that we know the exact functional form of the heteroskedasticity. This allows us to derive an asymptotically efficient estimator, which is necessary to perform the Hausman test of endogeneity described below. The heteroskedasticity correction is performed in the same way for both the standard GLS estimates and the IV estimates. We could then correct for heteroskedasticity by weighting each observation by the inverse of its standard deviation.
Since we do not know the true values of it , we use a two-stage process. We first perform an initial regression (of OLS or non-heteroskedasticity corrected IV, depending on the case). As this regression is consistent, it provides consistent estimates it of the residuals it .
We then weight each observation according to its estimated standard deviation, so that the weighting matrix is a diagonal matrix with diagonal elements of
By pre-multiplying all of the variables in (2) by W, the problem is asymptotically transformed into a standard homoskedastic problem. To complete our estimation, we perform a second stage regression, where we transform the variables in (2) (mortality, hospital choice and demographics) using (5) and then estimate OLS or IV (depending on the case) on the transformed data. This will provide us with asymptotically efficient estimates that exploit the exact functional form of our heteroskedasticity. Note that it is neither necessary nor optimal to transform the instruments. We then compute an estimated variance for these second stage parameter estimates using the standard IV or OLS formulae on the transformed data.
To evaluate our estimates, we perform a Hausman (1978) degrees of freedom given by the number of included endogenous variables (J-1). We also perform a test of the overidentifying restrictions, as suggested by Newey (1985) , Hansen (1982) and Bowden and Turkington (1984) . This test statistic is given by:
where Z is the matrix of instruments, e is the vector of error terms from the second-stage IV estimation routine and 2 s is the estimated variance of the error terms from this regression. Under the null hypothesis of exogeneity of the instruments, O is distributed 2 with degrees of freedom given by the number of overidentifying restrictions (J+!).
The Data
The primary source of data that we use is the Version B Discharge Data from the State of California, Office of Statewide Health Planning and Development (OSHPD). The data lists records for all patients discharged from any California acute-care hospitals during 1989-1994.
We used the data to estimate the mortality model separately for each of the six years in the data, and jointly, pooled together for all six years.
For our purposes, the Version B data provides patient level information on zip code of residence, up to five ICD-9-CM disease codes, race, sex, age (by classes), hospital that the patient was admitted to, method of admittance (emergency room, etc.) and disposition (normal discharge, death, etc.) . From this data we kept patients age 65 or older with an ICD-9-CM code indicating a diagnosis of pneumonia 12 and who were admitted to a hospital in Los Angeles, Orange, San Bernardino, or San Diego counties. We removed from the data set any patient whose source of admission was other than the emergency room or routine. Thus, we removed all patients who were transferred into the hospital from another medical facility and those who were admitted from an intermediate care or skilled nursing facility. The reason for this is that intermediate care facilities and nursing homes may locate near higher quality hospitals, and thus the assumption that residual severity of illness is identically distributed in the population would be violated for these patients. We could attempt to control for admittance from a skilled nursing facility. However, as some of these facilities are affiliated with hospitals, patients who are admitted from skilled nursing facilities will have very different choice sets.
As we estimate separate intercepts for each hospital, including small hospitals in our sample would decrease the efficiency of our overall estimates. Accordingly, we eliminated hospitals that treated less than 80 Medicare pneumonia patients for a given estimation period. We then merged the California discharge data with the OSHPD Annual Report of Hospitals and the American Hospital Association (AHA) Annual Survey of Hospitals databases. For our purposes, the AHA survey provides hospital-level data on the address and characteristics (e.g. number of beds and physicians, whether they are a teaching hospital, etc.) of each hospital.
We restrict our attention to pneumonia patients for several reasons. First, there is evidence that severity adjustment mechanisms work best when they are disease specific.
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Therefore, we focus on one disease. Pneumonia was chosen because it is extremely prevalent in the Medicare population: we have over 28,000 patients for each year of the analysis. In-hospital death is a relatively frequent outcome for pneumonia patients (the in-hospital mortality rate in 1989 was 17.9%), which makes it an appropriate disease to examine given that we have only the mortality status at the time of discharge. Pneumonia is the leading cause of death among infectious diseases, the sixth leading cause of death in the US, and the fourth leading cause of death for those over 65 years of age (National Center for Health Statistics (1996) ).
14 Importantly, there is evidence that the appropriately adjusted in-hospital mortality rate for pneumonia is correlated with the quality of care provided at that hospital.
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Thus, if we can consistently estimate hospital mortality for pneumonia, then we are obtaining information about the quality of care being provided to pneumonia patients and perhaps even to other patients at a given hospital.
13 See Wray et al. (1997) . 14 Pneumonia is also the leading cause of death among patients with nosocomial (hospital acquired) infections (Pennington (1994) ). 15 See Keeler et al. (1990) and McGarvey and Harper (1993) .
Moreover, unlike stroke and heart attack diagnoses, pneumonia does not place a high premium on the time until care is rendered. This suggests that individuals in our data set have a substantial amount of discretion over their choice of hospital. Thus, our selection of pneumonia allows us to assess the potential importance of selection bias in measuring hospital quality using those diagnoses in which patients have a significant amount of choice over the hospital where they will receive care. Additionally, we can exclude distance to the chosen hospital as a predictor of mortality, since the incidence of adverse medical outcomes from extra travel distance will be negligible.
Lastly, several research efforts have attempted to use inpatient mortality from pneumonia as the sole diagnosis or part of a group of diagnoses to measure hospital quality (e.g. Whittle, et al. (1998 ), Rosenthal, et al. (1998 , Iezzoni, et al. (1996) , Hartz et al. (1989) , Shortell and Hughes (1988) and Dubois, et al. (1987) ). Thus, our findings will provide some indication on the extent of the biases that may plague analyses that do not correct for selection.
We note that the admission to any hospital for pneumonia may have a discretionary element that could lead to biases induced by the treatment decision. However, as long as location is orthogonal to admission decisions, our estimates should not suffer from biases due to differential admissions. The evidence that exists on this point indicates that the hospitalization decision among Medicare patients with pneumonia is primarily determined by the severity of illness as opposed to demographic factors which will be correlated with location (Fine et al. (1997) ). This suggests that our location instruments should remain exogenous even with differential admissions.
We want our model of mortality to be the best predictor of death possible in a linear framework. We follow the suggestions of Wray et al. (1997) and Iezzoni (1994) in constructing the set of explanatory variables, i
x , given the constraints of our data. Wray et al. (1997) advise that appropriate adjustment mechanisms must control for the principle diagnosis within a DRG, contain demographics as proxies for pre-existing physiological reserve, and measure the number and severity of comorbidities. Following Iezzoni (1994) , we control for the principle diagnosis and the measure of comorbidities using dummies for the Disease Stage.
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Disease Staging maps from the list of comorbid ICD-9 codes to a severity scale that ranges from 1-4 where stage one is the least severely ill and stage four is death. Disease Staging has been shown to be as good as some risk adjustment mechanisms that require data collected from medical records.
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As some stages within the Disease Staging contain very few observations, we group the Disease Stages into five categories; the exact categories are given in Table 1 . Besides Disease Stage, the other observed demographics that we use to control for severity are race dummies, age dummies, sex dummy, emergency admittance dummy, estimated income, and estimated income squared.
As noted above, all of these variables, except income, are readily available from the OSHPD data. Excluding income could be problematic, as income is a potentially important predictor of severity of illness since it may affect the prior health care, nutrition and fitness of patients and it is not orthogonal to location. Fortunately, we can use 1990 Census data to proxy for patient income. Recall that the discharge data indicates the zip code, race and age class of the patient.
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From the census, we obtain mean household income for individuals with the given zip code, race and age class, and substitute this for the patient income. For patients who were from zip codes that have been created after the 1990 Census, we used income information from the closest zip code that existed at the time of the 1990 Census.
In order to construct our instruments, we need to have data on the distance from each patient's home to each hospital. We approximated both the locations of the hospital and of a patient's residence using zip code information. There are some exceptions to this approximation methodology and we detail those below. We obtained patient zip codes from the discharge data and hospital zip codes from the AHA data. We then used the Census TIGER database to find the latitude and longitude of the centroid of each zip code. Given the latitudes and longitudes, we computed the distance from any two locations using the standard great circle trigonometric formulas.
16 See Gonnella, Hornbrook, and Louis (1984) . 17 See Thomas and Ashcroft (1991) . 18 Geronimus et al. (1996) empirically analyze the validity of census information as a proxy for income.
There was one exception to this location method. Many zip codes have more than one hospital located inside them. If we computed location solely by the centroid of the zip code, the distance from every patient to each of these hospitals would be the same. We would then have the instruments that correspond to each of these hospitals be exactly the same, and hence be perfectly collinear. We solved this problem by obtaining more detailed address-level geographic data for hospitals located in zip codes with more than one hospital. We also obtained the addresslevel geographic data from the Census TIGER database, which stores the geographic location of every block corner and will interpolate from that to find the location of any address.
As we constructed our data set by merging information from several sources, we had to eliminate a certain number of the observations due to matching errors. First, we eliminated patients whose race was listed as 'other' or 'unknown' because of the impossibility in obtaining income data given our method. Second, we eliminated patients with miscoded zip codes or zip codes from outside of California. Third, as mentioned earlier, we omitted patients whose source of admission is other than routine or emergency room. Finally, we eliminated patients from hospitals that treated under 80 Medicare pneumonia patients. We were still able to keep the majority of patients (72%): in total for all six years we started with 248,816 pneumonia patients with age over 65 discharged from Southern California hospitals, and our final data sets for separate year estimation had 178,972 observations. At the end of Table 1 , we provide some of the distance characteristics for our sample.
Patients generally choose hospitals that are very nearby, although this effect has been diminishing over time: the average distance traveled to receive care increased from 9.5 kilometers to 11.8 kilometers between 1989 and 1994. We also include the mean coefficients from the choice on distance regression of (3). As reported earlier, the mean coefficients on are roughly 0.25. Also, the coefficients on j 2 and j 3 show that distance is an important predictor of choice. The fact that j 2 changes in sign from 1989 to 1994 but that j 3 increases shows that the effects of distance are becoming more non-linear over time. Thus, by 1994, patients have a relatively higher elasticity of distance for nearby hospitals, but are still very unlikely to travel large distances.
Results
We estimate the parameters from equation (2) using the IV methods separately for each year in our data and pooling all of the years into one data set. For comparison purposes, we also estimate the same regressions without controlling for the endogeneity of hospital choice. We denote these regression results GLS. Table 2 displays the results of several specification tests for the GLS and IV models. Our primary finding is that the specification tests indicate that GLS estimates of hospital quality are biased and the IV estimates apparently correct for this bias. The
Hausman test rejects, at the 1% level, the hypothesis that hospital choice is exogenous in every year and for the pooled year regression. We also tested the overidentifying restrictions of the IV estimator as suggested by Hansen (1982) we designate this the Hansen test. The Hansen test fails to reject the hypothesis that our model is correctly specified for each year at the 5% level.
We take these two test results as strong evidence in favor of our proposed methodology.
In order for IV methodology to generate consistent estimates the instruments must be correlated with the endogenous variables. Additionally, Bound, Jaeger and Baker (1995) and Staiger and Stock (1997) show that if the instruments are only weakly correlated with the explanatory variables, the coefficients may be biased, in large, finite samples. We tested for weak instruments by calculating a Wald test of the null hypothesis that the true relationship between the instruments and the choice of hospital is zero, as suggested by Staiger and Stock (1997) . We resoundingly reject the null for all six years and the pooled regression. Figure 1 is the scatterplot of the GLS and IV point estimates of hospital quality from the separate year regressions normalized so the mean is zero. The spread of the IV estimates is much greater than the spread of the GLS estimates indicating that the GLS methodology underestimates the actual distribution of hospital quality. This, in turn, suggests that good hospitals do attract sicker patients. There is a small positive correlation ( 14 . 0 ) between the two sets of estimates, however GLS estimates explain very little of the variance in the IV estimates. The R 2 of the regression of the GLS on the IV point estimates of hospital quality is 0.02. In other words, the GLS and IV point estimates of hospital mortality are quite different. For example, of the 51 hospitals that are significantly different (at the 10% level) from the average hospital according to the GLS estimates in the pooled years regression, only 19 (37%) of these hospitals are also significantly different than the average hospital according to the IV estimates of quality. This indicates that those previous studies that used pneumonia to measure hospital quality likely suffer from significant bias and misclassification. Table 3 presents the coefficient estimates of the demographic variables for the IV and GLS pooled years regressions. The GLS estimates are generally more precise than the IV estimates. For the most part, we cannot reject the hypotheses that the IV demographics coefficient estimates are different from the GLS estimates. The IV results indicate that being younger, female, Asian, a non-emergency room admit and less severely ill according to the Disease Staging methodology decrease the likelihood of dying. The income coefficients were insignificant at traditional confidence levels.
The IV quality estimates are somewhat imprecise. The average of the absolute value of the t-statistic for the hospital quality coefficients in the IV estimation is 1.04 for the yearly regressions and 1.25 for the pooled years regression. Thus, our methodology currently is able to identify only a minority of the hospitals as significantly different than the average hospital at traditional confidence levels. In the yearly regressions, 20% of the hospitals are significantly (at the 10% level) different than the average hospital, while 28% of the hospitals on the pooled years regression are significantly better or worse than the average hospital.
Implications of the Estimates of Hospital Quality
The findings presented above indicate that failing to correct for unobservable severity is likely to lead to substantial bias in measuring hospital mortality. In this section we explore whether the IV results differ from the GLS results in ways that might affect interpretations regarding the correlates of hospital quality. While the precision of the individual hospital coefficients is such that we would hesitate to rely on the individual hospital point estimates, we feel confident in examining general population properties based on the estimated parameter values. Accordingly, we regress our estimated IV qualities from the separate year regressions against factors that might be correlated with hospital quality. For comparison purposes, we also regress our estimated GLS qualities against these factors.
As the estimates from the yearly regressions form a panel we use a random-effects model to estimate the coefficients.
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The list of explanatory variables available to us includes dummy variables for type of organization that operates the hospital (public, not-for-profit, and for-profit), dummy variables indicating whether the hospital is a member of the Council of Teaching Hospitals, whether the hospital operates a long-term care facility, and whether the hospital operates a geriatric care unit. We also included the size of the hospital as measured by staffed beds interacted with the for-profit status of the hospital to the list of explanatory variables. The idea is that the type of organization may affect the relationship between hospital size and quality.
Finally, we include the hospital's average length of stay across Medicare, pneumonia patients and its occupancy rate to the list of left-hand side variables. We acquired the hospital characteristics from the AHA data set, except for ownership, bed size, length of stay and utilization rate, which are from the OSHPD Annual Report of Hospitals data set.
We estimate the parameters for two different sets of regressions. The independent variables for the first set of regressions only includes the dummy variables for the type of organization that operates the hospitals. For each set of regressions we estimate the parameters using both the IV and GLS estimates of hospital quality. The second set of regressions includes all of the explanatory variables given above in the list of independent variables. Table 4 presents the estimation results of the random-effects model. The results indicate that the differences between the IV and GLS estimates of hospital quality are material. One would make different inferences regarding the correlates of hospital quality using different methods to estimate hospital quality. That is, unless researchers control for unobserved patient severity, they risk making incorrect inferences regarding the determinants of hospital quality.
For instance, according to the IV estimates listed in column (2) admission to a typical private, not-for-profit hospital will significantly (at the 10% level) reduce the likelihood of death relative to for-profit hospitals. The expected daily mortality is 0.6 percentage points lower in private, not-for-profit hospitals than in for-profit hospitals and 0.3 lower than public hospitals although this later difference is not significant. However, according to the GLS estimates (column (4)) there is no significant difference between the typical public, private, not-for-profit or for-profit hospital. These results suggest that patients appear to factor their unobserved the results of this section. While the standard errors are not robust to autocorrelation, we correct for this via a random effects model. severity of illness and the hospital's quality into their admission decision, and this selection process implies that the typical private, not-for-profit hospital treats patients with higher unobserved severity than a typical public or for-profit hospital.
Also, the IV regression results reported in column (3) of Table 4 control for other hospital characteristics. The estimates imply that the quality of for-profit hospitals increases with number of beds, while there are no benefits to size for the other types of hospitals. An increase of 10 beds is expected to reduce the daily mortality rate in for-profit hospitals by 0.7 percentage points. The corresponding GLS estimates (column (5)) indicate that only public hospitals increase their quality by increasing their size. The correlation between of occupancy rates and mortality rates differs between the IV and GLS estimates. According to the IV estimates, an increase in the occupancy rate is correlated with a reduction in the expected mortality rate. The coefficient in the GLS regression is not significant.
There are also some similarities in the coefficient estimates and their significance across the estimation methodologies. Hospitals with higher average length of stays have lower expected mortality rates in both sets of estimates. Increasing the average length of stay by one day is expected to reduce the daily mortality rate by approximately 0.2 percentage points according to the IV estimates. Also, the coefficients on teaching hospitals and hospitals with geriatric care and long term care units were insignificant in both regressions.
Conclusions
In this study, we have examined the quality of care for hospitals, controlling for unobserved patient severity of illness. We postulate a model of patient choice and a hazard model of mortality. Then, we show that we can consistently estimate our mortality model within an IV framework given geographic data and the assumption that unobserved (after controlling for demographics) severity of illness is identically distributed in the population. We estimate our model for Medicare pneumonia patients in California hospitals from 1989 to 1994. We find that controlling for unobserved severity with an IV estimator results in very different predictions for hospital quality than standard regression techniques. Econometric tests suggest that the GLS estimates of hospital quality suffer from selection bias and that the IV model is appropriately specified. The results indicate that the differences between the IV and GLS estimates of hospital quality are material. One would make different inferences regarding the correlates of hospital quality based upon the method used to estimate hospital quality. The methods outlined here potentially have wide applicability in the analysis of the causes and consequences of hospital quality. Inquiries into understanding the determinants of hospital quality obviously will need to develop unbiased measures of hospital quality. The methods we suggest here provide a way to construct such measures for many widely available data sets. 
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Note: Observations that lie outside of the boundaries of the graph are plotted on the border.
