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Abstract
The construction of stochastic solutions for nonlinear partial differ-
ential equations is a powerful method to obtain new exact results and
to develop efficient numerical algorithms, in particular when domain
decomposition techniques are used.
This paper deals with the problems that arise when the nonlinear
terms are nonpolynomial or involve derivatives. A set of equations
of relevance for plasma physics is used as a testing ground for these
problems.
1 Introduction
A stochastic solution of a linear or nonlinear partial differential equation
is a stochastic process which, when started from a particular point in the
domain generates after a time t a boundary measure which, integrated over
the initial condition at t = 0, provides the solution at the point x and time
t. For example for the heat equation
∂tu(t, x) =
1
2
∂2
∂x2
u(t, x) with u(0, x) = f(x) (1)
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the stochastic process is Brownian motion and the solution is
u(t, x) = Exf(Xt) (2)
Ex meaning the expectation value, starting from x, of the process
dXt = dBt (3)
The domain here is R × [0, t) and the expectation value in (2) is the inner
product 〈µt, f〉 of the initial condition f with the measure µt generated by
the Brownian motion at the t−boundary. An important condition for the
stochastic process (Brownian motion in this case) to be considered the solu-
tion of the equation is the fact that the same process works for any initial
condition. This should be contrasted with stochastic processes constructed
from particular solutions.
That the solutions of linear elliptic and parabolic equations, both with
Cauchy and Dirichlet boundary conditions, have a probabilistic interpre-
tation is a classical result and a standard tool in potential theory [1] [2]
[3]. In contrast with the linear problems, explicit solutions in terms of ele-
mentary functions or integrals for nonlinear partial differential equations are
only known in very particular cases. Therefore the construction of solutions
through stochastic processes, for nonlinear equations, has become an active
field in recent years. The first stochastic solution for a nonlinear PDE was
constructed by McKean [4] for the KPP equation. Later on, the exit mea-
sures provided by diffusion plus branching processes [5] [6] as well as the
stochastic representations recently constructed for the Navier-Stokes [7] [8]
[9] [10] [11], the Vlasov-Poisson [12] [13] [15], the Euler [14] and a fractional
version of the KPP equation [16] define solution-independent processes for
which the mean values of some functionals are solutions to these equations.
Therefore, they are exact stochastic solutions.
In the stochastic solutions one deals with a process that starts from the
point where the solution is to be found, a functional being then computed
when the process reaches the boundary. In addition to providing new exact
results, the stochastic solutions are also, in some cases, a promising tool for
numerical implementation. This is because stochastic simulation only grows
with the dimension of the process, whereas a deterministic algorithm grows
exponentially with the dimension of the space. In addition, because of the
independence of the sample paths of the process, they are a natural choice
for parallel and distributed computation.
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Stochastic algorithms are also used for domain decomposition purposes
[17] [18] [19]. One decomposes the space in subdomains and then uses in
each one a deterministic algorithm with Dirichlet boundary conditions, the
values on the boundaries being determined by a stochastic algorithm, thus
minimizing the time-consuming communication problem between domains.
There are basically two methods to construct stochastic solutions. The
first method, which will be called the McKean method, is essentially a prob-
abilistic interpretation of the Picard series. The differential equation is writ-
ten as an integral equation which is rearranged in a such a way that the
coefficients of the successive terms in the Picard iteration obey a normaliza-
tion condition. The Picard iteration is then interpreted as an evolution and
branching process, the stochastic solution being equivalent to importance
sampling of the normalized Picard series. The second method constructs the
boundary measures of a measure-valued stochastic process (a superprocess)
and obtain the solutions of the differential equation by a scaling procedure.
For a comparison of the two methods refer to [20].
To extend the construction of stochastic solutions to cases more general
than those dealt with in the past, techniques must be developed to handle
derivatives and nonpolynomial interactions1. Sometimes the direct handling
of derivatives may be avoided if the derivative of the propagation kernel is
smooth. This is the case in the configuration space Navier-Stokes equation
[10], where by an integration by parts the derivative of the heat kernel is
controlled by a majorizing kernel and absorbed in the probability measure.
However, in general, this is not possible.
In this paper, the construction of stochastic solutions, for differential
equations involving derivatives and nonpolynomial interactions, will be car-
ried out for two systems of equations which describe plasma turbulence in
the scrape-off layer. In both cases we deal with the Cauchy problem, namely
the equations are defined in the full space with initial conditions at t = 0.
This is the most natural setting when the McKean approach is used. Spa-
tial boundary conditions are easier to implement through the superprocess
formulation, with or without a scaling limit (see [20]).
1Here one is concerned with the construction of stochastic solutions using McKean’s
method. Notice that the construction of Dynkin’s superprocesses is also restricted to non-
linear terms uα with 0 < α ≤ 2. A plausible conjecture is that, to extend the application
of superprocesses to more general non-linear equations, one should move from processes
on measures to processes on general distributions.
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2 A system of scrape-off layer equations (SOLEDGE
2D)
The SOLEDGE-2D equations are [21]
∂tN +
1
q
∂θΓ +
χ
η
N = D∂2rN
∂tΓ +
1
q
(1− χ) ∂θ
(
Γ2
N
+N
)
+
χ
η
(Γ− Γ0) = ν∂2rΓ (4)
where Γ and N are the dimensionless parallel momentum and density, (r, θ)
are the radial and poloidal coordinates and the mask function χ equals one
in a region where an obstacle is located and zero elsewhere.
To construct a stochastic representation for the solution one needs to iden-
tify a stochastic process associated to the linear component (to the full linear
component or part of it) and then, through an integral equation, construct
the branching mechanism representing the nonlinear part.
2.1 The linear part, χ = 0
The linear part of the system for χ = 0 is:
∂tN +
1
q
∂θΓ = D∂
2
rN
∂tΓ +
1
q
∂θN = ν∂
2
rΓ (5)
Given the initial conditions at time zero
(
N (0, r, θ)
Γ (0, r, θ)
)
the solution of this
system is (
N (t, r, θ)
Γ (t, r, θ)
)
= exp t
{
−1
q
A∂θ +B∂
2
r
}(
N (0, r, θ)
Γ (0, r, θ)
)
(6)
A and B being the matrices
A =
(
0 1
1 0
)
; B =
(
D 0
0 ν
)
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With x ⊜ (r, θ), define a function F such that
F (x, i) = N (x) if i = +1
F (x, i) = Γ (x) if i = −1 (7)
Associated to the equations (5) there is an operator O
(OF ) (x, i) = 1
2
{2Dδi,1 + 2νδi,−1} ∂2rF (x, i)−
1
q
δi,−j∂θF (x, j) (8)
which is the generator of the stochastic process associated to the full linear
part of the equation.
However, for the construction of a stochastic solution to the nonlinear
equation through a probabilistic interpretation of the integral equation, it is
convenient to have a stochastic process that operates in a simple way on the
arguments of the function. Therefore instead of the process associated to O,
only the diffusion associated to the first term in (8) will be used below. It
also provides an easier handling of the ∂θ derivative.
2.2 The χ = 1 case
In the χ = 1 case the equation (4) is linear
∂tN +
1
q
∂θΓ +
1
η
N = D∂2rN
∂tΓ +
1
η
(Γ− Γ0) = ν∂2rΓ (9)
the solution being(
N (t)
Γ (t)
)
= et(−
1
q
C∂θ+B∂
2
r−
1
η )
{(
N (0)
Γ (0)
)
+
∫ t
0
dτe−τ(−
1
q
C∂θ+B∂
2
r−
1
η )
(
0
Γ0
η
)}
(10)
with B defined before and C being the matrix
C =
(
0 1
0 0
)
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2.3 The nonlinear equations (χ = 0): A stochastic so-
lution
For the nonlinear equations one writes
N (t, r, θ) = etD∂
2
rN (0, r, θ)− 1
q
∫ t
0
dτeτD∂
2
r∂θΓ (t− τ, r, θ)
Γ (t, r, θ) = etν∂
2
rΓ (0, r, θ)− 1
q
∫ t
0
dτeτν∂
2
r∂θ
{
Γ2
N
+N
}
(t− τ, r, θ)
(11)
Denote by ξ
(N)
s and ξ
(Γ)
s two Brownian motions in the r−coordinate with
diffusion coefficients
√
2D and
√
2ν. Then the equations (11) may be reinter-
preted as defining a probabilistic processes for which the expectation values
are the functions N (t, r, θ) and Γ (t, r, θ), that is
N (t, r, θ) = E(t,r,θ)
[
p
1
p
N
(
0, ξ
(N)
t , θ
)
− t
q (1− p)
∫ t
0
1− p
t
dτ∂θΓ
(
t− τ, ξ(N)τ , θ
)]
Γ (t, r, θ) = E(t,r,θ)
[
p
1
p
Γ
(
0, ξ
(Γ)
t , θ
)
− 2t
q (1− p)
∫ t
0
1− p
t
dτ∂θ
{
1
2
Γ2
N
+
1
2
N
}(
t− τ, ξ(Γ)τ , θ
)]
(12)
E(t,r,θ) denotes the expectation value of a stochastic process started from
(t, r, θ). The processes that construct the solution at the point (t, r, θ) are
backwards-in-time processes that start from time t and propagate to time
zero. With probability p the processes reach time zero and the contribution to
the expectation value is 1
p
N
(
0, ξ
(N)
t , θ
)
(or 1
p
Γ
(
0, ξ
(Γ)
t , θ
)
). With probability
(1− p) the process is interrupted at a time τ chosen with uniform probability
in the interval (t, 0). For the process associated to N , the process changes its
nature, becomes a Γ process and picks up a factor − t
q(1−p)
. For the case of
the process Γ, with probability 1
2
, this process either changes to a N process
or branches into a N and a Γ process. In both cases it picks up a factor
− 2t
q(1−p)
.
Notice that the propagation process acts only on the r−coordinate. There-
fore the derivative ∂θ, the square in Γ
2 and the quotient in Γ
2
N
may all be
treated as operators which are kept as labels at each branching point. When
all the lines of the process reach time zero, the initial condition is sampled
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at the arrival r0−coordinate. This initial condition is not simply a value
but a function of θ (Γ (0, r0, θ) or N (0, r0, θ)). It implies that both the ini-
tial condition and all its derivatives at the argument θ must be provided.
This initial functions are then backtracked throughout the sample lines, the
multiplicative factors are picked up at each τ interrupt and the operators
applied whenever a labelled branching point is reached. This provides the
contribution of each sample path to the expectation value. Figure 1 displays
an example of a sample path, where the operators picked up along the way
are denoted by flags.
Notice the order of the operators at each branching point. For example,
at the leftmost δ− labelled point the operation is
∂θ


Γ2
(
0, r
(1)
0 , θ
)
N
(
0, r
(2)
0 , θ
)


and the whole contribution of this sample path to the N−expectation value
is
∂2θ



∂θ


Γ2
(
0, r
(1)
0 , θ
)
N
(
0, r
(2)
0 , θ
)




2 {
∂θΓ
(
0, r
(3)
0 , θ
)}−1

times the factor
(
1
p
)3
4tτ1τ22
q4(1−p)4
.
If the initial conditions
∣∣∣Γ2N , N,Γ∣∣∣ and all its derivatives are bound by a
constant M , a worst case analysis implies that almost sure convergence of
the expectation value is guaranteed for
t
q
M < 1
However, in practice, this condition is too severe.
3 A two-dimensional fluid model for the scrape-
off layer (TOKAM 2D)
Here both the configuration and the Fourier space equations will be analyzed.
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3.1 The configuration space equations
A two-dimensional fluid model for the scrape-off layer based on the inter-
change instability (TOKAM 2D [22]) is
∂
∂t
n = S − {φ, n} − σneΛ−φ +D∆⊥n
∂
∂t
∆⊥φ = σ
(
1− eΛ−φ)+ ν∆2⊥φ− {φ,∆⊥φ} − 1ng∂x2n (13)
where n = N
N0
is the normalized density field and φ = eU
Te
the normal-
ized electric potential. The brackets {· · · } are Poisson brackets, {f, g} =
∂x1f∂x2g − ∂x2f∂x1g, with x1 = (r − a) /ρs the minor radius normalized by
the Larmor radius ρ2s = Te/mi and x2 = aθ/ρs, a being the plasma radius.
S is a source term.
The first equation is rewritten as
∂
∂t
n = −σeΛn+D∆⊥n + S − {φ, n} − σeΛ
∑
j=1
(−1)j
j!
nφj (14)
the first two (linear) terms generating the propagating part of the stochastic
process and the others the branching.
The second equation involves φ (x) ,∆⊥φ (x) and ∆
2
⊥φ (x). Because the
time derivative acts on ∆⊥φ (x) it is natural to choose this term as the basic
variable. Define
Ψ (x) = ∆⊥φ (x) (15)
Then with
K (x− y) = 1
2pi
log |x− y| (16)
φ (x) = (KΨ) (y) =
∫
d2yK (x− y)Ψ (y) (17)
the second equation in (13) becomes
∂
∂t
Ψ = −σeΛΨ+ ν∆⊥Ψ+ σ
(
1− eΛ)+ σeΛ (K + δ) Ψ
−σeΛ
∑
j=2
(−1)j
j!
(KΨ)j − {(KΨ) ,Ψ} − g∂x2 log n (18)
where δ stands for the kernel δ (x− y). Notice that from the negative contri-
bution at x = y of the term σeΛKΨ (in the expansion of −σe−φ), a negative
part is extracted which becomes a local dissipative term.
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The integral version of the equations (14) and (18) is
n (x, t) = e−tσe
Λ
etD∆⊥n (x, 0)
+
∫ t
0
dse−sσe
Λ
esD∆⊥
{
S − {KΨ, n} − σeΛ
∑
j=1
(−1)j
j!
n (KΨ)j
}
(x, t− s)
(19)
Ψ (x, t) = e−tσe
Λ
etν∆⊥Ψ (x, 0) +
∫ t
0
e−sσe
Λ
esν∆⊥
{
σ
(
1− eΛ)+ σeΛ (K + δ)Ψ
−σeΛ
∑
j=2
(−1)j
j!
(KΨ)j − {(KΨ) ,Ψ} − g∂x2 log n
}
(x, t− s) (20)
The integral equations will now be given a probabilistic interpretation. In
addition to the usual propagation and branching mechanisms, the kernel
integrations (KΨ) (x) =
∫
d2yK (x− y)Ψ (y) and (∂xiKΨ) (x) must also be
given a probabilistic interpretation. For this purpose two questions have to be
dealt with. First, the kernel integrals
∫
d2yK (x− y) and ∫ d2y∂xiK (x− y)
are not finite, second K (x− y) and ∂xiK (x− y) are not positive definite. A
positive function h (y) is chosen in such a way that
N (x) =
∫
d2y |K (x− y)|h (y) ;Nδ (x) =
∫
d2y |K + δ|h (y) ;Ni (x) =
∫
d2y |∂xiK|h (y)
are finite2. Then
ρ (x, y) =
|K (x− y)|h (y)
N (x)
; ρδ (x, y) =
|K (x− y) + δ (x− y)|h (y)
Nδ (x)
;
ρi (x, y) =
|∂iK (x− y)| h (y)
Ni (x)
may be considered as x−dependent probability densities in y ∈ R2. Define
Ω (x, t) =
Ψ (x, t)
h (x)
2There are many functions satisfying this requirement. For example h (y) = |y| e−|y|
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Then, Eqs.(19) and (20) are rewritten
n (x, t) = e−tσe
Λ
etD∆⊥n (x, 0) +
∫ t
0
dsσeΛe−sσe
Λ
esD∆⊥ {ps,nMs,nS (x)
+p
(1)
B,nM2,n∂x2n
∫
d2yρ1 (x, y)Ω (y) + p
(2)
B,nM1,n∂x1n
∫
d2yρ2 (x, y)Ω (y)
+pΣ,n
∑
j=1
pj,nMj,nn (x)
(∫
d2yρ (x, y)Ω (y)
)j}
(t− s) (21)
Ω (x, t) = e−tσe
Λ
etν∆⊥Ω (x, 0) +
∫ t
0
dsσeΛe−sσe
Λ
esν∆⊥
{
pkMk + pδMδ
∫
d2yρδ (x, y)Ω (y)
+pΣ,Ω
∑
j=2
pj,ΩMj,Ω
(∫
d2yρ (x, y)Ω (y)
)j
+p
(1)
B,Ω
(
1
2
M
(a)
2,Ω∂x2Ω +
1
2
M
(b)
2,ΩΩ
)∫
d2yρ1 (x, y)Ω (y)
+p
(2)
B,Ω
(
1
2
M
(a)
1,Ω∂x1Ω +
1
2
M
(b)
1,ΩΩ
)∫
d2yρ2 (x, y)Ω (y) + pgMg∂x2 log n
}
(t− s)
(22)
with probabilities
ps,n =
(
3 + σeΛ
)−1
p
(1)
B,n = p
(2)
B,n =
(
3 + σeΛ
)−1
pΣ,n = σe
Λ
(
3 + σeΛ
)−1
pj,n =
1
j! (e− 1)
pk =
(
2 + σ + 2σeΛ + g
)−1
p
(1)
B,Ω = p
(2)
B,Ω =
(
2 + σ + 2σeΛ + g
)−1
pδ = σe
Λ
(
2 + σ + 2σeΛ + g
)−1
pΣ,Ω = σe
Λ
(
2 + σ + 2σeΛ + g
)−1
pg = g
(
2 + σ + 2σeΛ + g
)−1
pj,Ω =
1
j! (e− 2) (23)
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and multipliers
Ms,n = 1 + 3/
(
σeΛ
)
M2,n = −N1 (x)
(
1 + 3/
(
σeΛ
))
M1,n = N2 (x)
(
1 + 3/
(
σeΛ
))
Mj,n = − (−1)j (e− 1)
(
1 + 3/
(
σeΛ
))
N (x)j
Mk =
(
1− eΛ) (2 + σ + 2σeΛ + g) (h (x) σeΛ)−1
M
(a)
2,Ω = −2
(
2 + σ + 2σeΛ + g
)
N1 (x)
(
σeΛ
)−1
M
(a)
1,Ω = 2
(
2 + σ + 2σeΛ + g
)
N2 (x)
(
σeΛ
)−1
M
(b)
2,Ω = −2
(
2 + σ + 2σeΛ + g
)
N1 (x)
(
σeΛ
)−1
∂x2 log h (x)
M
(b)
1,Ω = 2
(
2 + σ + 2σeΛ + g
)
N2 (x)
(
σeΛ
)−1
∂x1 log h (x)
Mδ = Nδ (x)
(
2 + σ + 2σeΛ + g
) (
h (x) σeΛ
)−1
Mg = −
(
2 + σ + 2σeΛ + g
) (
h (x) σeΛ
)−1
Mj,Ω = − (−1)j (e− 2)
(
h (x) σeΛ
)−1 (
2 + σ + 2σeΛ + g
)
N (x)j (24)
In this form the integral equations may be solved by two stochastic pro-
cess, for n and Ω, which starting from time t, propagate backwards-in-time
as Brownian motions with diffusion coefficients D and ν, respectively. These
processes either reach time zero with probability e−tσe
Λ
or branch at time
t−s with probability density σeΛe−sσeΛ . At each branching point the appro-
priate branching is chosen according to the probabilities ps,n, p
(1)
B,n, p
(2)
B,n, pΣ,n
for the n−process and pk, p(1)B,Ω, p(2)B,Ω, pδ, pΣ,Ω, pg for the Ω−process. With
probability ps,n the n−process samples the source S and with probability pk
the Ω−process is killed. When it is Σ, n or Σ,Ω that is chosen, the branching
has j branches according to the probability pj,n or pj,Ω. For the branches of
the n−type the argument x becomes x′ = esD∆⊥x or x′ = esν∆⊥x, that is, it
is propagated by the Brownian motions. For the branches of Ω−type the ar-
gument y is chosen with x−dependent probability densities ρ(x, y), ρδ (x, y)
or ρi (x, y). At each branching point the multipliers in (24) are picked up as
multiplicative factors. For the Ω−process, the branching associated to the
Poisson bracket term has two possibilities occurring with probability 1
2
each.
They are either ∂xiΩ (x) Ω (y) or Ω (x) Ω (y) with multipliers M
(a)
i,Ω or M
(b)
i,Ω.
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These two branchings originate from the term
1
h (x)
∂xi (h (x) Ω (x)) = Ω (x) ∂xi log h (x) + ∂xiΩ (x)
This splitting is essential because the operator 1
h(x)
∂xih (x) does not commute
with the time evolution etν∆⊥ .
The final step in the specification of how the stochastic processes lead
to a solution of the equations (19) and (20) is the handling of the deriva-
tives ∂xin (x) and ∂xiΩ (x). Contrary to the case of the SOLEDGE equation
treated in Section 2, the derivatives in this case act on the same variables as
the stochastic process. However, ∂x1 and ∂x2 commute with the time evolu-
tion operators etD∆⊥ or etν∆⊥ . Hence they may be kept as operator labels
at the branching points and proceed with the evolution of the fields n and
Ω. When the fields finally reach time zero, the calculation is made by back-
tracking (forward in time) through the tree the values of the fields and their
derivatives at the final points and performing the operations at each labelled
vertex. Notice that the operators are kept at the vertices and not carried
along by the fields, because at non linear vertices the Leibnitz rule should
be applied. For example, suppose that from a vertex ∂iΩ (x1) at time s1
the field later branches into Ω (x2) Ω (y2) which then reach time zero at the
points x
(1)
0 and x
(2)
0 . Then the contribution of this derivative vertex is
Ω
(
x
(1)
0
)
∂iΩ
(
x
(2)
0
)
+ ∂iΩ
(
x
(1)
0
)
Ω
(
x
(2)
0
)
The derivatives are computed at the arrival points, whereas the terms h (x)
and log h (x) in the multipliers (which do not commute with time evolution)
are computed at the branching points. That this is the correct procedure is
easily understood by recursively iterating the equations. Figure 2 shows how
a sampled path of these processes looks like.
The contribution of this sample path to the n−expectation value is
Mi,n (x)Mj,n (x) {∂jn0 (z3) ∂iΩ0 (z4) + ∂i∂jn0 (z3) Ω0 (z4)}M (a)k,Ω (y1) Ω0 (z1) ∂kΩ0 (z2)
Some remarks on this construction:
(i) The normalization of the kernels by the h (x) function converts the
computation of the integral into a probabilistic sampling. At the same time
the kernel itself absorbs one of the derivatives, that otherwise would act on
the fields.
12
(ii) The exponential e−φ was expanded into a power series leading to
multiple branchings with probabilities pj,n and pj,Ω. By contrast the other
nonpolynomial term log n was kept as an operator. The reason is that the
coefficients in the series expansion of the log do not lead to a probability
distribution.
(iii) The complexity of the resulting processes, reflects the complexity of
the original equations (13). Nevertheless what this construction shows is that
clearly defined techniques may be used to construct stochastic solutions even
when derivatives and complex non-linear terms are present.
To insure convergence of the calculation of the solution by the stochastic
processes, a bound M must be put on the multipliers (which depend on the
normalization factors, hence on the h (x) function), on the initial conditions
n0 (x) and Ω0 (x) and their derivatives, on the source term S and on
σ(1−eΛ)
h(x)
.
From the branching process one estimates the probability of a tree of n
branches, therefore
M ≤ 1
1− e−σeΛt
3.2 The Fourier-transformed TOKAM 2D
In the Fourier transformed equation, the derivatives become simpler multi-
plicative factors. However the nonlinear terms become more complex. Let
f = log n
Then, the first equation in (13) becomes
∂
∂t
f = S ′ − {φ, f} − σeΛ−φ +D∆⊥f +D |∇f |2 (25)
where the source term has been redefined as S ′ = S
n
. Let the Fourier trans-
forms of f and φ be
F (k, t) =
1
2pi
∫
d2xf (x, t) eik·x
Φ (k, t) =
1
2pi
∫
d2xφ (x, t) eik·x
13
Then, the Fourier transform of the equations (13) is
∂
∂t
F (k, t) = −D |k|2 F (k, t) +
∽
S ′ (k, t) +
1
2pi
∫
d2ξ (k1 − ξ1) ξ2 {Φ (k − ξ)F (ξ)
−F (k − ξ)Φ (ξ)}
−σeΛ
∞∑
n=0
(−1)n
n! (2pi)n−1
Φ∗n (k)− D
2pi
∫
d2ξ {(k1 − ξ1) ξ1
+ (k2 − ξ2) ξ2}F (k − ξ)F (ξ)
∂
∂t
Φ (k, t) = −ν |k|2Φ (k, t) + 1
2pi
∫
d2ξ
|k|2 (k1 − ξ1) ξ2Φ (k − ξ)Φ (ξ)
{|ξ|2 − |k − ξ|2}
−ig k2|k|2F (k)−
σ
|k|2
{
2piδ2 (k)− eΛ
∞∑
n=0
(−1)n
n! (2pi)n−1
Φ∗n (k)
}
(26)
where
∽
S ′ is the Fourier transform of S ′ and Φ∗n denotes the convolution
power.
Φ∗n (k) =
∫ n∏
i=1
d2ξ(i)δ
(
k −
n∑
l=1
ξ(l)
)
n∏
p=1
Φ
(
ξ(p)
)
To control the growth of the functional obtained by the stochastic process
one divides F (k, t) and Φ (k, t) by a majorizing kernel γ (k)
χ (k, t) =
F (k, t)
γ (k)
ζ (k, t) =
Φ (k, t)
γ (k)
(27)
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and writes integral equations for χ (k, t)
χ (k, t) = e−D|k|
2tχ (k, 0) +
∫ t
0
dsD |k|2 e−D|k|2s
{
pa
∫
d2ξMa (k, ξ) p (k, ξ)[
1
2
ζ (k − ξ, t− s)χ (ξ, t− s)− 1
2
χ (k − ξ, t− s) ζ (ξ, t− s)
]
+pb
∑
n=0
pn
∫
d2ξ1 · · · d2ξn−1Mn (k, ξ1, · · · , ξn−1) p (k, ξ1, · · · , ξn−1)
×ζ
(
k −
n−1∑
i=1
ξi, t− s
)
ζ (ξ1, t− s) · · · ζ (ξn−1, t− s)
+pc
∫
d2ξp (k, ξ)
[
1
2
M (1)c (k, ξ) +
1
2
M (2)c (k, ξ)
]
χ (k − ξ, t− s)χ (ξ, t− s)
+psMs (k)
∽
S ′ (k, t− s)
γ (k)

 (28)
with probabilities
pa =
(
1 +D + 2pi + 2piσeΛ
)−1
pb = 2piσe
Λ+1
(
1 +D + 2pi + 2piσeΛ
)−1
pc = D
(
1 +D + 2pi + 2piσeΛ
)−1
ps = 2pi
(
1 +D + 2pi + 2piσeΛ
)−1
pn = (en!)
−1
p (k, ξ1, · · · , ξn−1) =
γ
(
k −∑n−1i=1 ξi) γ (ξ1) · · · γ (ξn−1)
γ∗n (k)
(29)
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and multipliers
Ma (k, ξ) =
(k1 − ξ1) ξ2γ ∗ γ (k)
γ (k)D |k|2 pi
(
1 +D + 2pi + 2piσeΛ
)
M (1)c (k, ξ) = −
(k1 − ξ1) ξ1γ ∗ γ (k)
γ (k2) |k|2 pi
(
1 +D + 2pi + 2piσeΛ
)
M (2)c (k, ξ) = −
(k2 − ξ2) ξ2γ ∗ γ (k)
γ (k2)D |k|2 pi
(
1 +D + 2pi + 2piσeΛ
)
Mn (k) = − (−1)
n eγ∗n (k)
(2pi)n γ (k)D |k|2
(
1 +D + 2pi + 2piσeΛ
)
Ms (k) =
1
2piD |k|2
(
1 +D + 2pi + 2piσeΛ
)
(30)
Notice that the term n = 0 in the sum is pbp0M0δ (k
2) which, when chosen,
kills the contribution of the corresponding sample path for k 6= 0.
For ς (k, t)
ζ (k, t) = e−ν|k|
2tζ (k, 0) +
∫ t
0
dsν |k|2 e−ν|k|2s
{
p′a
∫
d2ξM ′a (k, ξ) p (k, ξ)
×ζ (k − ξ, t− s) ζ (ξ, t− s) + p′b
∑
pn
∫
d2ξ1 · · · d2ξn−1M ′n (k, ξ1, · · · , ξn−1)
×p (k, ξ1, · · · , ξn−1) ζ
(
k −
n−1∑
i=1
ξi, t− s
)
· · · ζ (ξn−1, t− s)
+pχMχ (k, ξ)χ (k, t− s)} (31)
with probabilities and multipliers
p′a =
(
1
2pi
+ g + σ
)−1
1
2pi
p′b =
(
1
2pi
+ g + σ
)−1
σ
pχ =
(
1
2pi
+ g + σ
)−1
g
pn = (en!)
−1
p (k, ξ1, · · · , ξn−1) =
γ
(
k −∑n−1i=1 ξi) γ (ξ1) · · · γ (ξn−1)
γ∗n (k)
(32)
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M ′a (k, ξ) =
(k1 − ξ1) ξ2
{|ξ|2 − |k − ξ|2} γ ∗ γ (k)
γ (k) ν |k|4
(
1
2pi
+ g + σ
)
Mn (k) =
(−1)n eΛγ∗n (k)
(2pi)n−1 γ (k) ν |k|4
(
1
2pi
+ g + σ
)
n ≥ 1
M0 (k) =
2pi
(
eΛ − 1)
γ (k) ν |k|4
(
1
2pi
+ g + σ
)
Mχ (k) =
−ik2
ν |k|4
(
1
2pi
+ g + σ
)
(33)
The probabilistic interpretation of these equations is similar to the previ-
ous cases. There are two stochastic processes that started at t, propagate
backwards in time as Brownian motions with coefficients D |k|2 and ν |k|2.
With probabilities e−D|k|
2t or e−ν|k|
2t the processes either reach t = 0 without
branching or branch with probability densities D |k|2 e−D|k|2s or ν |k|2 e−ν|k|2s
at time t − s. The branch that they follow afterwards is controlled by the
probabilities in (29) and (32). Because products become convolutions under
the Fourier transform, probability densities are needed to decide the new
momenta of the branches. The main role of the majorizing kernel γ (k) is to
normalize these probability densities in momentum space. At each branching
point the process picks up the multipliers in (30) and (33), the contribution
of each sample path to the the expectation values of χ (k, t) and ζ (k, t) be-
ing the initial values of the corresponding fields χ (k, 0) or ζ (k, 0) when the
processes reach time zero multiplied by the multipliers picked up along the
path. In this case because there are no operator labels, there is no need to
backtrack forward in time as in the configuration space equation. The price
one pays is a more complex branching structure at each vertex.
A strict condition for the convergence of the process is obtained by a
bound M ≤ 1 on all the factors that intervene in the final calculation of each
path contribution.
4 Remarks and conclusions
1) The scrape-off layer equations provide a good testing ground for the con-
struction of stochastic solutions when the equations contain nonpolynomial
terms and derivatives. Therefore, the techniques developed here considerably
extend the range of equations to which the stochastic solution technique may
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be applied.
2) To obtain good accuracy in the stochastic solutions, many sample paths
should be computed for each starting configuration. How many samples are
needed may be estimated by large deviation techniques [23]. The sample in-
dependence character of the stochastic calculation reduces the severity of this
problem when using parallel computing. Nevertheless it should be pointed
out that, when solutions are desired over a large domain, the stochastic
method is computationally competitive only when applied together with the
domain decomposition method [17] [18] [19]. Then a considerable improve-
ment is obtained. However, if local solutions on configuration or Fourier
space are desired, the stochastic method is quite appropriate. For example
a study of the time evolution of a few high Fourier modes gives informa-
tion on the turbulence spectrum that only a very fine grid and an expensive
calculation would provide with a global deterministic algorithm.
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Figure 1: A sample path of the N − Γ stochastic process
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Figure 2: A sample path of the n−process
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