The McDonald Modified Weibull Distribution: Properties and Applications by Merovci, Faton & Elbatal, Ibrahim
ar
X
iv
:1
30
9.
29
61
v1
  [
sta
t.M
E]
  1
1 S
ep
 20
13
THE MCDONALD MODIFIED WEIBULL DISTRIBUTION:
PROPERTIES AND APPLICATIONS
FATON MEROVCI AND IBRAHIM ELBATAL
Abstract. A six parameter distribution so-called the McDonald mod-
ified Weibull distribution is defined and studied. The new distribution
contains, as special submodels, several important distributions discussed
in the literature, such as the beta modified Weibull, Kumaraswamy
modified Weibull, McDonald Weibull and modified Weibull distribu-
tion,among others. The new distribution can be used effectively in the
analysis of survival data since it accommodates monotone, unimodal and
bathtub-shaped hazard functions. We derive the moments.We propose
the method of maximum likelihood for estimating the model parameters
and obtain the observed information matrix. A real data set is used to
illustrate the importance and flexibility of the new distribution.
Keywords: McDonald modified weibull distribution , Moments, Max-
imum likelihood .
1. Introduction
The modified Weibull (MW) distribution is one of the most important
distributions in lifetime modeling, and some well-known distributions are
special cases of it. This distribution was introduced by Lai, Xie, and Murthy
(2003) to which we refer the reader for a detailed discussion as well as ap-
plications of the MW distribution (in particular, the use of a real data set
representing failure times to illustrate the modeling and estimation proce-
dure). Also Sarhan and Zaindin (2008) introduced the modified Weibull dis-
tribution . It can be used to describe several reliability models. It has three
parameters, two scale and one shape parameters. Recently, Carrasco, Or-
tega, and Cordeiro (2008), Ortega, Cordeiro, and Carrasco (2011) extended
the MW distribution by adding another shape parameter and introducing a
four parameter generalized MW (GMW) and log-GMW (LGMW). In Sec-
tion 8 of Carrasco et al. (2008) two applications of GMW in serum-reversal
data and radiotherapy data are presented to which we refer the interested
reader for details. In Section 6 of Ortega et al. (2011), an application of
LGMW in survival times for the golden shiner data is presented. Although
in many applications an increase in the number of parameters provides a
more suitable model, in the characterization problem a lower number of pa-
rameters (without affecting the suitability of the model) is mathematically
more appealing (see Glanzel and Hamedani, 2001), especially in the MW
case which already has a shape parameter. So, we restrict our attention to
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the MW and log-MW (LMW) distributions. In the applications where the
underlying distribution is assumed to be MW (or LMW), the investigator
needs to verify that the underlying distribution is in fact the MW (or LMW).
To this end the investigator has to rely on the characterizations of these dis-
tributions and determine if the corresponding conditions are satisfied. Thus,
the problem of characterizing the MW (or LMW) become essential.
A random variable X is said to have modified Weibull distribution if
cumulative distribution function(cdf) is
(1) F (x) = 1− e−αx−γx
β
, x ≥ 0,
where β > 0, α, γ ≥ 0, such that α + γ > 0. Here α is a scale parameter,
while γ and β are shape parameters. The corresponding probability density
function(pdf) is
(2) f(x) =
(
α+ γβxβ−1
)
e−αx−γx
β
,
and the hazard function is given by
h(x) =
f(x)
1− F (x)
=
(
α+ γβxβ−1
)
e−αx−γx
β
e−αx−γx
β
=
(
α+ γβxβ−1
)
.(3)
One can easily verify from (3) that:
i) The hazard function is constant when β = 1;
ii) when β < 1, the hazard function is decreasing; and
iii) the hazard function will be increasing if β > 1.
Consider an arbitrary parent cdf G(x). The probability density function
(pdf) f(x) of the new class of distributions called the Mc-Donald generalized
distributions (denoted with the prefix ” Mc” for short) is defined by
(4) f(x, a, b, c) =
c
B(a, b)
g(x)Gac−1(x) [1−Gc(x)]b−1 ,
where a > 0, b > 0 and c > 0 are additional shape parameters . ( See
Corderio et al. (2012) for additional details). Note that g(x) is the pdf
of parent distribution ,g(x) = dG(x)
dx
. Introduction of this additional shape
parameters is specially to introduce skewness. Also, this allows us to vary
tail weight. It is important to note that for c = 1 we obtain a sub-model
of this generalization which is a beta generalization ( see Eugene et al.(
2002)) and for a = 1, we have the Kumaraswamy (Kw), [Kumaraswamy
generalized distributions ( see Cordeiro and Castro, (2010)). For random
variable X with density function (4), we write X ∼ Mc − G(a, b, c). The
probability density function (4) will be most tractable when G(x) and g(x)
have simple analytic expressions. The corresponding cumulative function
THE MCDONALD MODIFIED WEIBULL DISTRIBUTION: PROPERTIES AND APPLICATIONS3
for this generalization is given by
(5) F (x, a, b, c) = IGc(x)(a, b) =
1
B(a, b)
G(x)c∫
0
w(1−a)(1− w)b−1dw,
where Iy(a, b) =
1
B(a,b)
y∫
0
w(1−a)(1 − w)b−1dw denotes the incomplete beta
function ratio (Gradshteyn & Ryzhik, 2000). Equation (5) can also be
rewritten as follows
(6) F (x, a, b, c) =
G(x)ac
aB(a, b)
2F1(a, 1− b; a+ 1;G(x)
c),
where
2F1(a, b; c;x) = B(b, c− b)
−1
1∫
0
tb−1 (1− t)c−b−1
(1− tx)a
dt
is the well-known hypergeometric functions which are well established in the
literature ( see,Gradshteyn and Ryzhik (2000)).
Some mathematical properties of the cdf F (x) for any Mc-G distribution
defined from a parent G(x) in equation (5), could, in principle, follow from
the properties of the hypergeometric function, which are well established
in the literature (Gradshteyn and Ryzhik, 2000, Sec. 9.1). One important
benefit of this class is its ability to skewed data that cannot properly be
fitted by many other existing distributions. Mc-G family of densities allows
for higher levels of flexibility of its tails and has a lot of applications in
various fields including economics, finance, reliability, engineering, biology
and medicine.
Figure 1 and figure 2 illustrates some of the possible shapes of the pdf and
cdf of McMW distribution for selected values of the parameters α, β.γ, a, b
and c, respectively.
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Figure 1. The pdf’s of various McMW distributions.
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Figure 2. The cdf’s of various McMW distributions.
The hazard function (hf) and reverse hazard functions (rhf) of the Mc-G
distribution are given by
(7) h(x) =
f(x)
1− F (x)
=
cg(x)Gac−1(x) [1−Gc(x)]b−1
B(a, b)
{
1− IGc(x)(a, b)
} ,
and
τ(x) =
f(x)
F (x)
=
cg(x)Gac−1(x) [1−Gc(x)]b−1
B(a, b)
{
IGc(x)(a, b)
}
respectively.
Figure 3 and 4 illustrates some of the possible shapes of the hazard rate
function and survival function of McMW distribution for selected values of
the parameters α, β.γ, a, b and c.
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Figure 3. The hazard function of various McMW distributions.
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Figure 4. The survival function of various McMW distributions.
Recently Cordeiro et al. (2012) introduced the The McDonald Normal
Distribution. Also, Francisco et al. (2012) proposed a new distribution,
called the McDonald gamma distribution.
The rest of the paper is organized as follows. In Section 2, we demonstrate
that the McMW density function can be expressed as a linear combination
of the modified Weibull distribution. This result is important to provide
mathematical properties of the McMW model directly from those proper-
ties of the modified Weibull distribution in Section 3. In Section 4 we discuss
some important statistical properties of the McMW distribution including
quantile function, moments , moment generating function. The distribution
of the order statistics is expressed in Section 5 . Maximum likelihood esti-
mates of the parameters index to the distribution are discussed in Section 6.
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Section 7 provides applications to real data sets. Section 8 ends with some
conclusions.
2. McDonald Modified Weibull Distribution
In this section we studied the McDonald modified Weibull (McMW )
distribution and the sub-models of this distribution. Using G(x) and g(x)
in (4)) to be the cdf and pdf of (1) and (2). The pdf of the McMW
distribution is given by
f(x, ϕ) =
c
B(a, b)
(
α+ γβxβ−1
)
e−αx−γx
β
[
1− e−αx−γx
β
]ac−1
·
[
1−
(
1− e−αx−γx
β
)c]b−1
, x > 0.(8)
where ϕ = (α, γ, β, a, b, c). The corresponding cdf of the McMW distribu-
tion is given by
F (x) = IGc(x)(a, b) =
1
B(a, b)
G(x)c∫
0
w(1−a)(1− w)b−1dw
=
1
B(a, b)
(
1−e−αx−γx
β
)c∫
0
w(1−a)(1− w)b−1dw
= I(
1−e−αx−γx
β
)c(a, b),(9)
also, the cdf can be written as follows
(10) F (x) =
(
1− e−αx−γx
β
)ac
aB(a, b)
2F1(a, 1− b; a+ 1;
[
1− e−αx−γx
β
]c
,
where 2F1(a, b; c;x) = B(b, c− b)
−1
1∫
0
tb−1(1−t)c−b−1
(1−tx)a dt.
The hazard rate function and reversed hazard rate function of the new
distribution are given by
h(x) =
f(x)
1− F (x)
=
c
(
α+ γβxβ−1
)
e−αx−γx
β
[
1− e−αx−γx
β
]ac−1 [
1−
(
1− e−αx−γx
β
)c]b−1
B(a, b)
{
1− I(
1−e−αx−γx
β
)c(a, b)
} ,
(11)
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and
τ(x) =
f(x)
F (x)
=
c
(
α+ γβxβ−1
)
e−αx−γx
β
[
1− e−αx−γx
β
]ac−1 [
1−
(
1− e−αx−γx
β
)c]b−1
B(a, b)
{
I(
1−e−αx−γx
β
)c(a, b)
} ,
(12)
respectively.
2.1. Submodels. The McDonald modified Weibull distribution is very flex-
ible model that approaches to different distributions when its parameters are
changed. TheMcMW distribution contains as special- models the following
well known distributions. If X is a random variable with pdf (8) or cdf (9)
we use the notation X ∼McMW (α, γ, β, a, b, c) then we have the following
cases.
(1) For c = 1 , then (8) reduces to the beta modified Weibull (BMW )
distribution.
(2) For a = 1 we get the kumaraswamy modified weibull (KMW ) dis-
tribution.
(3) For α = 1 , then (8) becomes McDonald Weibull (McW ) distribu-
tion.
(4) For β = 2 , we get the McDonald Linear Failure Rate (McLFR)
distribution.
(5) For α = 0 and β = 2 , then (8) becomes McDonald Rayleigh (McR)
distribution.
(6) The McDonald Exponential (McE) distribution arises as a special
case of McMW by taking γ = 0.
(7) For α = 0 , β = 2 and c = 1, then (8) becomes beta Rayleigh (BR)
distribution.
(8) For β = 2 and c = 1 , we get the beta Linear Failure Rate (BLFR)
distribution.
(9) Applying a = b = c = 1 we can obtain the modified Weibull distri-
bution.
The flexibility of the McDonald modified Weibull distribution is explained
in Table (1). The subject distribution includes as special cases the McDonald
modified Weibull(McMW ), beta modified Weibull (BMW), Kumaraswamy
modified Weibull (KMW), McDonald, McDonald exponential (McE), Mc-
Donald linear failure rate (McLFR), modified Weibull (MW), Rayleigh (R),
Exponential and Linear failure rate distributions.
3. Expansion of Distribution
In this section,we present a series expansion of the McMW cdf and pdf.
distribution depending if the parameter b > 0 is real non- integer or integer.
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Table 1. Sub-models of McMW Distribution.
Distribution (McMW ) α γ β a b c
BMW α γ β a b 1
KMW α γ β 1 b 1
McW 0 γ β a b c
McLFR α γ 2 a b c
McR 0 γ 2 a b c
McE α 0 0 a b c
BR 0 γ 2 a b 1
BLFR α γ 2 a b 1
MW α γ β 1 1 1
First, if |z| < 1 and b > 0 is real non- integer, we have
(13) (1− z)b−1 =
∞∑
j=0
(−1)j
(
b− 1
j
)
zj =
∞∑
j=0
(−1)jΓ(b)
j!Γ(b− j)
zj .
Using the expansion (13) in (9), the cdf of theMcMW distribution becomes
F (x) =
1
B(a, b)
(
1−e−αx−γx
β
)c∫
0
w(1−a)(1− w)b−1dw
=
Γ(b)
B(a, b)
∞∑
j=0
(−1)j
j!Γ(b− j)
G(x)c∫
0
wa+j−1dw
=
∞∑
j=0
(−1)jΓ(b)
B(a, b)j!Γ(b − j)(a + j)
[G(x, α, γ, β)]c(a+j)
=
∞∑
j=0
qj G(x, αc(a + j), γ, β)
If b > 0 is an integer, then
(14) F (x) =
b−1∑
j=0
qjG(x, αc(a + j), γ, β).
Similarly, if b > 0 is real non- integer the pdf is given by
(15) f(x) =
∞∑
j=0
qjg(x, αc(a + j), γ, β),
and
(16) f(x) =
b−1∑
j=0
qjg(x, αc(a + j), γ, β),
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for b > 0 is an integer. Where qj =
(−1)jΓ(b)
B(a,b)j!Γ(b−j)(a+j) are constants such that
∞∑
j=0
qj = 1 and G(x, αc(a + j), γ, β) is a finite mixture of modified Weibull
distribution with scale parameter αc(a+ j) and γ, β are shape parameters.
4. Statistical Properties
In this section we discuss the statistical properties of the McDonald mod-
ified Weibull distribution, in particular, quantile function, moment and mo-
ment generating function.
4.1. Quantile function. TheMcQL quantile function , sayQ(u) = F−1(u),
is straightforward to be computed by inverting (??), we have
(17) γxβq + αx
θ
q + ln
[
1−Q(a,b)(u)
1
c )
]
= 0,
we can easily generate X by taking u as a uniform random variable in (0, 1).
4.2. Moments. In this subsection we discuss the rth moment for McMW
distribution. Moments are necessary and important in any statistical anal-
ysis, especially in applications. It can be used to study the most impor-
tant features and characteristics of a distribution (e.g., tendency, dispersion,
skewness and kurtosis).
Theorem (4.1). If X has McMW (ϕ, x) , ϕ = (α, γ, β, a, b, c) then the
kth moment of X is given by the following
(18) µr(x) = wj,m,s
[
αΓ(k + βs+ 1)
[m(α+ 1)]k+βs+1
+
γβΓ(k + β(s+ 1))
[m(α+ 1)]k+β(s+1)
]
.
Proof :
Let X be a random variable with density function (8). The kth ordinary
moment of the McMW distribution is given by
µ
′
k(x) = E(X
k) =
∞∫
0
xkf(x, ϕ)dx
=
c
B(a, b)
∞∫
0
xk
(
α+ γβxβ−1
)
e−αx−γx
β
[
1− e−αx−γx
β
]ac−1 [
1−
(
1− e−αx−γx
β
)c]b−1
dx.
(19)
Setting
(20)
[
1−
(
1− e−αx−γx
β
)c]b−1
=
∞∑
j=0
(−1)j
(
b− 1
j
)(
1− e−αx−γx
β
)cj
,
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so
µ
′
k(x) =
c
B(a, b)
∞∑
j=0
(−1)j
(
b− 1
j
) ∞∫
0
xk
(
α+ γβxβ−1
)
e−αx−γx
β
[
1− e−αx−γx
β
]c(a+j)−1
but
(21)
[
1− e−αx−γx
β
]c(a+j)−1
=
∞∑
k=0
(−1)m
(
c(j + a)− 1
m
)
e−mαx−mγx
β
,
then
µ
′
k(x) =
c
B(a, b)
∞∑
j=0
∞∑
m=0
(−1)j+m
(
b− 1
j
)(
c(j + a)− 1
m
)
×
∞∫
0
xk
(
α+ γβxβ−1
)
e−m(α+1)x−m(γ+1)x
β
dx(22)
using the following expansion of e−m(γ+1)x
β
given by
e−m(γ+1)x
β
=
∞∑
s=0
(−1)s
s!
[m(γ + 1)]s xβs
thus equation (22) takes the following form
µ
′
k(x) =
c [m(γ + 1)]s
B(a, b)s!
∞∑
j,m,s=0
(−1)j+m+s
(
b− 1
j
)(
c(j + a)− 1
m
)
×
α
∞∫
0
xk+βse−m(α+1)xdx+ γβ
∞∫
0
xk+β(s+1)−1e−m(α+1)xdx

= wj,m,s
[
αΓ(k + βs+ 1)
[m(α+ 1)]k+βs+1
+
γβΓ(k + β(s+ 1))
[m(α+ 1)]k+β(s+1)
]
(23)
where
wj,m,s =
c [m(γ + 1)]s
B(a, b)s!
∞∑
j,m,s=0
(−1)j+m+s
(
b− 1
j
)(
c(j + a)− 1
m
)
.
Which completes the proof .
Based on the first four moments of the (McMW ) distribution, the mea-
sures of skewness A(ϕ) and kurtosis k(ϕ) of the (McMW ) distribution can
obtained as
(24) A(ϕ) =
µ3(θ)− 3µ1(θ)µ2(θ) + 2µ
3
1(θ)[
µ2(θ)− µ21(θ)
] 3
2
,
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and
(25) k(ϕ) =
µ4(θ)− 4µ1(θ)µ3(θ) + 6µ
2
1(θ)µ2(θ)− 3µ
4
1(θ)[
µ2(θ)− µ21(θ)
]2 .
Theorem (4.2):
If X has the McMW (α, γ, β, a, b, c, x) then the the moment generating
function (mgf) of X is given as follows
(26) MX(t) = wj,m,s
[
αΓ(βs+ 1)
[m(α+ 1)− t]βs+1
+
γβΓ(β(s + 1))
[m(α+ 1)− t]β(s+1)
]
.
Proof:
Starting with
MX(t) =
∞∫
0
etxfMcMW (α, γ, β, a, b, c, x)dx
= wj,m,s
∞∫
0
(αxβs + γβxβ(s+1)−1)e−x(m(α+1)−t)dx
= wj,m,s
α
∞∫
0
xβse−x(m(α+1)−t)dx+ γβ
∞∫
0
xβ(s+1)−1e−x(m(α+1)−t)dx

= wj,m,s
[
αΓ(βs + 1)
[m(α+ 1)− t]βs+1
+
γβΓ(β(s + 1))
[m(α+ 1)− t]β(s+1)
](27)
Which completes the proof.
5. Distribution of the order statistics
In this section, we derive closed form expressions for the pdfs of the rth
order statistic of the (McMW ) distribution, also, the measures of skewness
and kurtosis of the distribution of the rth order statistic in a sample of size
n for different choices of n; r are presented in this section. Let X1,X2, ...,Xn
be a simple random sample from (McMW ) distribution with pdf and cdf
given by (8) and (10), respectively.
Let X1,X2, ...,Xn denote the order statistics obtained from this sample.
We now give the probability density function of Xr:n, say fr:n(x, ϕ) and
the moments of Xr:n , r = 1, 2, ..., n. Therefore, the measures of skewness
and kurtosis of the distribution of the Xr:n are presented. The probability
density function of Xr:n is given by
(28) fr:n(x, ϕ) =
1
B(r, n − r + 1)
[F (x,Φ)]r−1 [1− F (x,Φ)]n−r f(x, ϕ)
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where F (x, ϕ) and f(x, ϕ) are the cdf and pdf of the (McMW ) distribu-
tion given by (9), (10), respectively, and B (., .) is the beta function, since
0 < F (x, ϕ) < 1, for x > 0, by using the binomial series expansion of
[1− F (x, ϕ)]n−r, given by
(29) [1− F (x, ϕ)]n−r =
n−r∑
j=0
(−1)j
(
n− r
j
)
[F (x, ϕ)]
j
,
we have
(30) fr:n(x, ϕ) =
n−r∑
j=0
(−1)j
(
n− r
j
)
[F (x,Φ)]r+j−1 f(x, ϕ),
substituting from (9) and (10) into (30)), we can express the kth ordinary
moment of the rth order statistics Xr:n say E(X
k
r:n) as a liner combination of
the kth moments of the (McMW ) distribution with different shape param-
eters. Therefore, the measures of skewness and kurtosis of the distribution
of Xr:n can be calculated.
6. Maximum Likelihood Estimators
In this section we consider the maximum likelihood estimators (MLE’s)
of McMW (α, γ, β, a, b, c, x) . Let x1, ..., xn be a random sample of size n
from McMW (α, γ, β, a, b, c, x) then the likelihood function can be written
ase−αx−γx
β
L(α, β, θ, γ, λ, x
(i)
) =
n∏
i=1
(
c
B(a, b)
) n∏
i=1
(
α+ γβxβ−1i
) n∏
i=1
e
−α
n∑
i=1
xi−γ
n∑
i=1
x
β
i
cdot
n∏
i=1
[
1− e−αxi−γx
β
i
]ac−1 n∏
i=0
[
1−
(
1− e−αxi−γx
β
i
)c]b−1
(31)
By accumulation taking logarithm of equation (31) , and the log- likelihood
function can be written as
ℓ = logL = n log c+ n log [Γ(a+ b)]− n log [Γ(a)]− n log [Γ(b)]
+
n∑
i=1
log
(
α+ γβxβ−1i
)
− α
n∑
i=1
xi − γ
n∑
i=1
x
β
i
+ (ac− 1)
n∑
i=1
log
[
1− e−αxi−γx
β
i
]
+ (b− 1)
n∑
i=1
log
[
1−
(
1− e−αxi−γx
β
i
)c]
.(32)
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Computing the first partial derivatives of ℓ and setting the results equal
zeros, we get the likelihood equations as in the following form
(33)
∂ℓ
∂a
= nψ(a+ b)− nψ(a) + c
n∑
i=1
log
[
1− e−αxi−γx
β
i
]
,
(34)
∂ℓ
∂b
= nψ(a+ b)− nψ(b) +
n∑
i=1
log
[
1−
(
1− e−αxi−γx
β
i
)c]
,
∂ℓ
∂c
=
n
c
+ a
n∑
i=1
log
[
1− e−αxi−γx
β
i
]
− (b− 1)
n∑
i=1
(
1− e−αxi−γx
β
i
)c
log
(
1− e−αxi−γx
β
i
)
[
1−
(
1− e−αxi−γx
β
i
)c] ,(35)
∂ℓ
∂α
=
n∑
i=1
1(
α+ γβxβ−1i
) − n∑
i=1
xi + (ac− 1)
n∑
i=1
xie
−αxi−γx
β
i[
1− e−αxi−γx
β
i
]
+ c(b− 1)
n∑
i=1
xie
−αxi−γx
β
i
(
1− e−αxi−γx
β
i
)c−1[
1−
(
1− e−αxi−γx
β
i
)c] ,(36)
∂ℓ
∂γ
=
n∑
i=1
βx
β−1
i(
α+ γβxβ−1i
) − n∑
i=1
x
β
i + (ac− 1)
n∑
i=1
x
β
i e
−αxi−γx
β
i[
1− e−αxi−γx
β
i
]
+ (b− 1)
n∑
i=1
x
β
i e
−αxi−γx
β
i
(
1− e−αxi−γx
β
i
)c−1[
1−
(
1− e−αxi−γx
β
i
)c] ,(37)
and
∂ℓ
∂β
=
n∑
i=1
γx
β−1
i (β log xi + 1)(
α+ γβxβ−1i
) − γ n∑
i=1
x
β
i log xi
+ γ(ac− 1)
n∑
i=1
x
β
i log xie
−αxi−γx
β
i[
1− e−αxi−γx
β
i
]
+ γc(b− 1)
n∑
i=1
x
β
i log xie
−αxi−γx
β
i
(
1− e−αxi−γx
β
i
)c−1[
1−
(
1− e−αxi−γx
β
i
)c] .(38)
By solving this nonlinear system of equations (33) - (38), these solutions
will yield the ML estimators for â,̂b , ĉ , α̂, β̂ and γ̂ , for the six parameters
McDonald modified Weibull distribution McMW (α, γ, β, a, b, c, x) pdf all
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the second order derivatives exist. Thus we have the inverse dispersion
matrix is given by
(39)

α̂
θ̂
β̂
â
b̂
ĉ
 ∼ N


α
θ
β
a
b
c
 ,

V̂αα V̂αθ V̂αβ V̂αa V̂αb V̂αc
V̂θα V̂θθ V̂θβ V̂θa V̂θb V̂θc
V̂βα V̂βθ V̂ββ V̂βa V̂βb V̂βc
V̂aα V̂aθ V̂aβ V̂aa V̂ab V̂ac
V̂bα V̂bθ V̂bβ V̂ba V̂bb V̂bc
V̂cα V̂cθ V̂cβ V̂ca V̂cb V̂cc


.
(40) V −1 = −E

Vαα Vαθ Vαβ Vαa Vαb Vαc
Vcα Vcθ Vcβ Vca Vcb Vcc

where
Vαα =
∂2L
∂α2
, Vγγ =
∂2L
∂γ2
, Vββ =
∂2L
∂β2
Vaa =
∂2L
∂a2
, Vbb =
∂2L
∂b2
, Vcc =
∂2L
∂c2
Vaα =
∂2L
∂α∂a
, V
θβ
=
∂2L
∂θ∂β
, Vβγ =
∂2L
∂β∂γ
By solving this inverse dispersion matrix these solutions will yield asymp-
totic variance and covariances of these ML estimators for â,̂b , ĉ , α̂, β̂
and γ̂ . Using (39), we approximate 100(1 − γ)% confidence intervals for
a, b, c, α, β,and γ,are determined respectively as
α̂± zγ
2
√
V̂αα, â± zγ
2
√
V̂aa , β̂ ± zγ
2
√
V̂ββ
γ̂ ± zγ
2
√
Vγγ , b̂± zγ
2
√
V̂bb and ĉ± zγ
2
√
V̂ cc
where zγ is the upper 100γthe percentile of the standard normal distribution.
7. Application
In this section, we use a real data set to show that the McMW distri-
bution can be a better model than one based on the MW distribution and
Weibull distribution. The data set given in Table 1 taken from [12] page
180 represents the failure times of 50 components(per 1000h):
THE MCDONALD MODIFIED WEIBULL DISTRIBUTION: PROPERTIES AND APPLICATIONS15
Table 2. Failure Times of 50 Components(per 1000 hours).
0.036 0.058 0.061 0.074 0.078 0.086 0.102 0.103 0.114 0.116
0.148 0.183 0.192 0.254 0.262 0.379 0.381 0.538 0.570 0.574
0.590 0.618 0.645 0.961 1.228 1.600 2.006 2.054 2.804 3.058
3.076 3.147 3.625 3.704 3.931 4.073 4.393 4.534 4.893 6.274
6.816 7.896 7.904 8.022 9.337 10.940 11.020 13.880 14.730 15.080
Table 3. Estimated parameters of the Modified Weibull
and McMW distribution for the failure times of 50 compo-
nents(per 1000h).
Model Parameter Estimate Standard Error −ℓ(·;x)
Modified αˆ = 0.043 0.131 102.320
Weibull βˆ = 0.492 0.181
γˆ = 0.619 0.154
Mc Donald αˆ = 0.599 1.116e-05 98.404
modified βˆ = 1.063 0.012
Weibull γˆ = 1.209 0.003
aˆ = 0.091 0.015
bˆ = 0.090 0.015
cˆ = 9.169 0.018
The variance covariance matrix I(ϕˆ)−1 of the MLEs under the McMW
distribution is computed as
1.2 · 10−4 −1.3 · 10−4 6.2 · 10−6 7.0 · 10−6 1.2 · 10−5 8.6 · 10−4
−1.3 · 10−4 1.4 · 10−4 −1.1 · 10−5 −7.6 · 10−6 −1.2 · 10−5 −9.3 · 10−4
6.2 · 10−6 −1.1 · 10−5 9.5 · 10−6 6.0 · 10−7 7.2 · 10−7 6.4 · 10−5
7.0 · 10−6 −7.6 · 10−6 6.0 · 10−7 2.4 · 10−4 8.6 · 10−5 6.5 · 10−5
1.2 · 10−5 −1.2 · 10−5 7.2 · 10−7 8.6 · 10−5 2.4 · 10−4 8.4 · 10−5
8.6 · 10−4 −9.3 · 10−4 6.4 · 10−5 6.5 · 10−5 8.4 · 10−5 3.5 · 10−3
 .
Thus, the variances of the MLE of α, β, γ, a, b and c is var(αˆ) = 1.247 ·
10−4, var(βˆ) = 1.488 · 10−4, var(γˆ) = 9.529 · 10−6, var(aˆ) = 2.472 · 10−4,
var(bˆ) = 2.467 · 10−4, var(cˆ) = 3.544 · 10−3.
Therefore, 95% confidence intervals for α, β, γ, a, b and c are [0.599, 0.601], [1.039, 1.086], [1.202, 1.215], [0.06, 0.121], [0.059, 0.121]
and [9.132, 9.205] respectively.
Table 4. Criteria for comparison.
Model K-S −2ℓ AIC AICC
MW 0.128 204.640 210.64 211.161
McMW 0.118 196.808 208.808 210.761
In order to compare the two distribution models, we consider criteria
like , −2ℓ, AIC (Akaike information criterion)and AICC (corrected Akaike
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information criterion) for the data set. The better distribution corresponds
to smaller −2ℓ, AIC and AICC values:‘
AIC = 2k − 2ℓ , andAICC = AIC +
2k(k + 1)
n− k − 1
,
where k is the number of parameters in the statistical model, n the sample
size and ℓ is the maximized value of the log-likelihood function under the
considered model. Table 3 shows the MLEs under both distributions, table
4 shows the values of K-S, −2ℓ, AIC and AICC values. The values in table
3 indicate that the McMW distribution leads to a better fit than the MW
distribution and Weibull distribution.
A density plot compares the fitted densities of the models with the em-
pirical histogram of the observed data (Fig. 4). The fitted density for the
McMW model is closer to the empirical histogram than the fits of the MW
and Weibull sub-models.
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Figure 5. Estimated densities of the models for the failure
times of 50 components.
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Figure 6. Empirical, fitted Weibull, MW and McMW cdf
of the failure times of 50 components.
8. Conclusion
Here we propose a new model, the so-called the Mc Donald Modified
Weibull distribution which extends the modified Weibull distribution in the
analysis of data with real support. An obvious reason for generalizing a
standard distribution is because the generalized form provides larger flexi-
bility in modeling real data. We derive expansions for moments and for the
moment generating function. The estimation of parameters is approached
by the method of maximum likelihood, also the information matrix is de-
rived. An application of McMW distribution to real data show that the new
distribution can be used quite effectively to provide better fits than modified
Weibull and Weibull distribution.
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