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I. INTRODUCTION 
The work described in this technical report is part of an ongoing project at QUT to build 
practical tools for the manipulation, analysis and visualisation of recordings of the natural 
environment. This report describes the algorithm we use to cluster the spectra in a 
spectrogram. The report begins with a brief description of the signal processing that prepares 
the spectrograms. 
 
II. METHODS 
 
Signal Processing 
Over the past five years our lab has acquired signals from a variety of makes of mobile 
telephone, from custom-built sensors and commercial sensors. Recordings are sampled at 16 
or 22.05 kHz and a bit rate of 16. Formats are either .wav or .mp3. In order to reduce 
computational burden, we usually resample recordings at 17,640 samples per second (after 
filtering to remove content above the Nyquist frequency of 8820 Hz). Since we are most 
often analysing birdcalls, almost all of the acoustic activity of interest is below 8820 Hz.  
 
Typically we process a long recording by splitting it into one-minute segments of audio. If a 
signal is re-sampled at 17,640 samples per second and divided into non-overlapping frames 
of 512 samples each, there will be approximately 4,140 frames per one minute of recording 
(the exact number depending on how the mp3 recording is reconstituted). The final fractional 
frame in each minute is discarded. 
 
Spectrogram preparation 
For the preparation of spectrograms, signals are typically framed using a window of 256 or 
512 samples and 0% or 50% overlap. A Hamming window function is applied to each frame 
prior to performing a Fast Fourier Transform (FFT). The spectra are smoothed with a moving 
average window of width three. The spectral amplitude values may be converted to spectral 
power or to decibels; however we retain amplitude values when clustering spectra. 
 
We remove all frequency bins below 482 Hz. Noise must be removed from the remaining 
spectrogram bins prior to clustering. Our noise removal algorithm is described in Michael 
Towsey, July 2013, Noise removal from waveforms and spectrograms derived from natural 
recordings of the environment, downloadable from: http://eprints.qut.edu.au/61399/. Use of 
the above parameters on a one-minute audio segment yields 2067 spectra, each containing 
242 values. As an additional noise reduction step, we apply a Wiener filter (neighbourhood = 
3) to smooth the spectrogram prior to clustering. 
 
We use the number of distinct spectral clusters in a one minute recording segment to define 
an acoustic index called spectral diversity. We expected it to be a helpful indicator of spectral 
richness and therefore of species richness. 
 
The Clustering Algorithm 
The clustering algorithm is a modification of ART1, an unsupervised iterative learning 
algorithm designed to cluster binary input vectors (Stephen Grossberg and Gail Carpenter, 
http://cns.bu.edu/Profiles/Grossberg/CarGro2003HBTNN2.pdf.) 
1. Reduce the length of each spectrum to one-third of its original length (from 242 to 80) 
by averaging values in consecutive groups of three. (Last two values ignored.) This step 
is to reduce computational burden and to reduce spectral detail. 
2. Convert each spectrum (length = 80) to a binary vector using an amplitude threshold = 
0.06 or 0.07. This threshold is low because background noise has already been 
removed.  
3. Any isolated spectral element with a zero neighbour on either side is itself set to zero. 
This step removes isolated peaks.  
4. Add the binary spectrum to a dataset of training spectra if the total number of its non-
zero elements exceeds two.  
5. If the final number of training spectra is less than nine, return a cluster count = 0. 
6. Execute the clustering algorithm on the training set of spectra. To reduce computational 
burden, parameters are adjusted to achieve fast convergence. 
a. Initial count of seed clusters = 2. Selecting a low initial cluster count allows 
the cluster count to grow at each iteration. Setting a high number of initial 
clusters (> 10) results in final cluster counts that do not vary much from the 
initial cluster count. 
b. Initialise the seed clusters by random selection of one training instance for 
each cluster. 
c. Begin iterating the training data over the clusters. 
i. Calculate the similarity of every training spectrum to each cluster 
representative where: 
Similarity = (∑i logical-AND[i]) / (∑i Logical-OR[i]). 
The index i is over the elements in the two vectors whose similarity is 
being calculated. The logical-OR is a normalisation factor to prevent 
two input vectors with mostly zero values gaining a high similarity 
score. The similarity score will vary between 0.0 (having no non-zero 
elements in common) and 1.0 (perfect match).   
ii. Each training spectrum is assigned to the cluster to which it has 
greatest similarity. However if (similarity < similarity threshold = 
0.15) then create a new cluster whose single representative is the 
unmatched training spectrum. Increasing the similarity threshold 
proliferates new clusters/categories. Note that the elements of the 
vector representing each cluster never change. This is equivalent in the 
original Grossberg-Carpenter algorithm to setting the momentum factor 
= 1.0 which means weights never change. 
iii. At the end of each iteration (one pass of the training data), remove any 
cluster containing only one training instance. Because cluster 
representatives are selected from the training data, each cluster must 
have at least one member.  
d. The training data is iterated across the cluster representatives until either there 
is no change in the cluster-assignment of the training instances or the number 
of iterations = 20. In practice this maximum number of iterations is seldom 
reached. 
7. Prune the resulting list of spectral clusters by removing clusters that contain less than 
four members. 
 
As is typical for clustering algorithms, the final cluster count and composition is sensitive to 
the choice of spectra that seed the clustering process and to other parameter choices. 
Nevertheless, it is generally indicative of the spectral diversity in a one minute recording. The 
threshold of 0.07 in step 2 is relatively high (~16 dB above typical background noise) which 
limits detection to loud animal calls or, in the case of birds, calls relatively near to the 
microphone. It also reduces the number of resulting spectral clusters. The maximum cluster 
count in any minute over a five-day period of continuous recording (at the Samford 
Ecological Research Facility, on the outskirts of Brisbane, Australia) was 16. Reducing the 
amplitude threshold to 0.03 (~10 dB) increased the maximum cluster count to 50.  
 
 
