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Abstract: We analyze the fluctuation of the free energy, replica overlaps, and overlap with the
magnetic fields in the quadratic spherial SK model with a vanishing magnetic field. We identify
several different behaviors for these quantities depending on the size of the magnetic field, confirm-
ing predictions by Fyodorov-Le Doussal and recent work of Baik, Collins-Wildman, Le Doussal
and Wu.
1 Introduction
Zero magnetic field spherical model. In this paper, we study the 2-spin spherical Sherrington-
Kirkpatrick (SSK) model with external magnetic field. This is the random Gibbs measure with
Hamiltonian given by
HN pσq :“ 1?
2N
ÿ
i‰j
gijσiσj ` hvTσ, (1.1)
where h P R, and v is a deterministic vector such that
}v}22 “ N, (1.2)
and the gij are iid standard normal random variables. The partition function is given by an integral
over theN´1 dimensional sphere of radius?N (which we denote by SN´1 :“ tσ P RN : ||σ||2 “
?
Nu),
ZN,β,h “
ż
SN´1
exppβHN pσqqdωN´1pσq.
Here, ωN´1 is the uniform measure on SN´1.
The SSK (with zero magnetic field h “ 0) was introduced by Kosterlitz, Thouless and Jones [13] by
analogy with the Sherrington-Kirkpatrick model with Ising spins. The spherical model with quadratic
spins which we study here turns out to have a rather different behavior from the SK model with Ising
spins or the p-spin models with p ě 3, including spherical models. This is because the quadratic nature
of the Hamiltonian and the continuous state space reduce the complexity of the energy landscape, which
is not exponential as in other “true” spin glasses. Indeed, spin glasses are commonly characterized
by the existence of an exponential (in N) number of critical points of the Hamiltonian for generic
realizations of the disorder, while in the quadratic case on the sphere, this number is at most linear
and indeed is Op1q as the size of the magnetic field increases to order 1. See [2] Theorem 2.8 and
Remark 2.11, as well as [11], Section 3. These differences with other spin glasses are also reflected in
our methods, which come largely from random matrix theory.
Nevertheless, the model without magnetic field exhibits an interesting phase transition at the
critical temperature β “ 1, which was already identified by Kosterlitz-Thouless-Jones. The SSK
without magnetic was studied by Panchenko and Talagrand in [16]. J. Baik and J. O. Lee [6] used
recent results in random matrix theory including the local semicircle law and the method of steepest
descent to obtain second order asymptotics for the free energy. They later applied the same methods
to analyze a number of variants of the spherical model, including the bipartite SSK model as well as
a model including a deterministic Curie-Weiss term in the Hamiltonian. The latter model, although
its definition is relatively simple, has an intricate phase diagram comprising three different regimes,
which the authors of [7] term ferromagnetic, paramagnetic and spin glass.
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Baik and Lee show that in the high temperature phase β ă 1, the fluctuations of the free energy
about its asymptotic limit are Gaussian. This is the spherical analog of the central limit theorem
by Aizenman-Lebowitz- Frhlich for the free energy in the SK model with Ising spins. In the low
temperature regime, however, Baik and Lee found that the free energy fluctuations asymptotically
follow the Tracy-Widom GOE distribution, the limiting distribution of the largest eigenvalue of a real
symmetric random matrix consisting of Gaussian entries.
Following Baik and Lee’s work, the second author and V. L. Nguyen analyzed the overlap between
two independent samples (known as replicas) from the Gibbs measure in the case h “ 0. They
showed that in the high temperature region, the overlap, properly rescaled, is asymptotically normally
distributed. The authors of the present paper then extended this result to the low temperature phase,
where the asymptotic distribution is no longer Gaussian, but instead given by an explicit distribution
which is a function of the Airy1 random point field.
Model with magnetic field. In the current work we investigate the effect of a non-zero magnetic
field on the fluctuations of the partition function and overlap. In addition to Fyodorov and Le Doussal’s
work in physics, which we discuss in more detail below, the closest precedent to the current work in
the spin glass literature is the work of Chen and Sen [8], who showed for general even mixed p-spin
models, p ě 2, the fluctuations of the ground state are Gaussian if h “ c ą 0. In particular for p “ 2,
the Tracy-Widom fluctuations found by Baik and Lee for h “ 0 disappear.
We study the case h „ N´α, that is, the magnetic field vanishes as the system grows. As α ą 0
varies, the nature of the fluctuations of the free energy and overlaps also changes. This situation
was studied in some detail in the physics literature by Fyodorov-Le Doussal [11] (see also Dembo-
Zeitouni [10]). Their work is formulated in terms of the constrained optimization problem
Eminphq “ min
σ
`´HN pσq˘ (1.3)
subject to the spherical constraint }σ} “ N , which corresponds to the ”zero temperature” regime
β “ 0.
Fyodorov and Le Doussal identify two distinguished scaling regimes for the magnetic field h in the
low temperature phase β ą 1:
1. Microscopic magnetic field, h „ N´1{2: this regime is the boundary of the region of ”small”
magnetic field, in the sense that the fluctuations of the free energy about its first-order asymptotic
limit are not affected by the presence of the magnetic term. These flucutations coincide with
the case h “ 0 treated by Baik and Lee, and are given by the Tracy-Widom GOE distribution.
2. Moderate magnetic field, h „ N´1{6: in this regime the magnetic field modifies the fluctua-
tions asymptotics of the free energy, which are no longer given by the Tracy-Widom distribution.
Fyodorov and Le Doussal analyze the tail of the distribution of the minimum in (1.3).
In this paper we obtain several results confirming and extending the predictions of Fyodorov and
Le Doussal [11]. In particular, we show the following:
1. For microscopic magnetic field, we confirm that the limiting fluctuations remain the same as in
the case h ‰ 0. Thus the Tracy-Widom fluctuations of the free energy proved by Baik and Lee in
the h “ 0 case persist for values of h up to order α “ 1
2
Nevertheless, we show that the nonzero
magnetic field can still be detected at the level of overlaps between replicas, whose distribution
does differ from the case h “ 0.
2. Previous works [10], [11] only consider the far tail of the limiting distribution of the free energy
density. We give an expression for the limiting distribution when 0 ă β ă 1 in terms of quantities
from random matrix theory. We also show, somewhat surprisingly, that for values of the magnetic
field h " N´1{6, the fluctuations of the free energy are Gaussian.
3. For larger values of the magnetic field with α ą 1{6, the fluctuations are Gaussian.
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In addition to these results about the fluctuations of the free energy, we also describe the fluctu-
ations of the overlap between two independent samples from the Gibbs measure (”replicas”) as well
as the overlap between a sample and the external field. This allows for a more refined description of
each of the regimes found by Fyodorov and Le Doussal.
While completing this work we learned that Baik, Collins-Wildman, Le Doussal and Wu [5] have
completed a paper discussing various properties of a spherical model with random external field similar
to the one we study here. The focus of this work is different from ours; it includes some formal
computations at the physics level of rigor, but on the other hand it treats aspects of the model not
considered in our work, including various transitions between scaling regimes and the geometry of the
Gibbs measure. Some of the results in [5] had previously appeared in Wu’s thesis [20].
We also note that Kivimae studied the fluctuations of the free energy at zero temperature β “ 8
in the regime h “ OpN´1{6q, identifying a family of distributions interpolating between Tracy-Widom
and Gaussian [12].
1.1 Organization of paper
The remainder of the paper is organized as follows. We will first introduce much of the notation used
throughout the paper in Section 2.1, organizing it in a single section for convenient reference. The
remainder of Section 2 then contains our main results on the fluctuations of the SSK model. We
have split this into three subsections, one for each of the three scaling regimes we consider: Section
2.2 contains the high temperature/large magnetic field regime of Gaussian fluctuations; Section 2.3
the regime of intermediate magnetic field and low temperature; Section 2.4 the regime of microscopic
magnetic field and low temperature. In Section 3, we collect the results from random matrix theory
that we will use in our paper. Section 4 collects the various contour integral representations we use
to prove our results. The remainder of the paper then consists of the proofs of these results. The
high temperature or large magnetic field regime is analyzed in Section 5. The regimes of intermediate
and microscopic magnetic fields at low temperature are considered in Sections 6 and 7, respectively.
Finally, the appendices contain some proofs of auxiliary results.
2 Main results and notation
Our results concern fluctuations of the free energy, the overlap between two independent copies of
σ P SN´1 distributed according to the Gibbs measure associated to the SSK Hamiltonian (”replicas”)
and overlap between a replica and the external field v. Our results are different depending on the
scaling behavior of the magnetic field and inverse temperature. We therefore organize our results
into the three different scaling regimes. The first regime is characterized by Gaussian fluctuations.
In this regime, either the temperature is high or the magnetic field does not tend to 0 too quickly –
this is quantified by the assumption (2.22) below. The other regimes are the cases of intermediate
(h „ N´1{6) and microscopic (h „ N´1{2) magnetic fields and low temperature. Before stating our
results we organize the notation of the paper in the following section for convenient reference.
2.1 Notation
The Hamiltonian of the spherical Sherrington-Kirkpatrick model is
HN pσq :“ 1?
2N
ÿ
i‰j
gijσiσj ` hvTσ, (2.1)
where
}v}22 “ N (2.2)
is a fixed, deterministic vector and the tgijuiăj are a family of iid standard normal random variables.
The partition function is,
ZN,β,h “
ż
exp rβHN pσqs dωN´1pσq (2.3)
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where dωN´1 is the uniform measure on the pN ´ 1q-sphere of radius
?
N . This is denoted by,
S
N´1 :“ tσ P RN : }σ}22 “ Nu. (2.4)
Given a Hermitian matrix A we will denote its eigenvalues in decreasing order by λipAq and the
associated eigenvectors by uipAq.
We will denote byM the randommatrix formed from the disorder variables in the SSK Hamiltonian
via
Mij “ ´ 1?
2N
pgij ` gjiq, i ‰ j (2.5)
and Mii “ 0. In terms of the SSK Hamiltonian, we have
HNpσq “ ´σTMσ ` hvTσ. (2.6)
Up the diagonal being 0, the matrix M is a matrix from the Gaussian Orthogonal Ensemble. In
fact, we will often compare the eigenvalues and eigenvectors of M to those of a certain GOE matrix,
which we denote by H. The off-diagonal elements of H are the same as M , and the diagonal entries
are given by Hii “
?
2giiN
´1 where tgiiuNi“1 are independent standard normal random variables.
Associated with M are the following spectral quantities which describe the limiting density of
states of the eigenvalues. The semicircle distribution will be denoted by,
ρscpEq :“ 1
2π
a
p4´ E2q` (2.7)
with Stieltjes transform given by
mscpzq “
ż
ρscpEqdE
E ´ z . (2.8)
The N -quantiles of ρscpEq are the points defined byż 2
γi
ρscpEqdE “ i
N
. (2.9)
For the matrix M we will denote,
mpzq :“ 1
N
tr
1
M ´ z “
1
N
Nÿ
i“1
1
λipMq ´ z . (2.10)
We will also denote by mvpzq the following quadratic form in the resolvent,
mvpzq :“ 1
N
vT
1
M ´ z v “
1
N
Nÿ
i“1
pvTuipMqq2
λipMq ´ z . (2.11)
We will denote by vi the projections of the eigenvectors uipMq onto v,
vi :“ vTuipMq. (2.12)
Note that we will not need to refer to the components of v in the coordinate basis.
At one point we will need to separate the contribution of the largest eigenvalue of M from the
quantities mpzq and m˜vpzq and so we denote,
m˜pzq :“ 1
N
Nÿ
j“2
1
λjpMq ´ z , m˜vpzq :“
1
N
Nÿ
j“2
pvTujpMqq2
λjpMq ´ z . (2.13)
Our analysis of the various integrals over the sphere SN´1 will proceed via the method of steepest
descent. In our application of this method we will have use of the function Gpzq, which is defined by
Gpzq :“ βz ´ 1
N
Nÿ
i“1
logpz ´ λipMqq ´ h
2β
N
vT
1
M ´ z v, (2.14)
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and its approximation, the function gpzq defined by
gpzq :“ βz ´
ż
logpz ´ xqρscpxqdx´ h2βmscpzq. (2.15)
We define here as well the saddles γ and γˆ which are the unique solutions γ ą λ1pMq and γˆ ą 2
satisfying
G1pγq “ 0, g1pγˆq “ 0. (2.16)
The parameter
κ “ γˆ ´ 2 ą 0 (2.17)
will appear in many error estimates.
We use angular brackets to denote the Gibbs expectation,
xfpσqy “ 1
ZN,β,h
ż
fpσq exprβHN pσqsdωN´1pσq. (2.18)
The notation xfpσ1, σ2qy indicates the expectation with respect to independent copies σ1, σ2 of the
Gibbs expectation.
Given two positive, possibly N -dependent quantities aN and bN , the notation aN — bN means
there is a constant c ą 0 so that
caN ĺ bN ĺ c´1aN . (2.19)
We will say that an event F holds with overwhelming probability if for any D ą 0 we have
PrFs ľ 1´N´D for all N large enough. Given a set of events Fi depending on a parameter i P I we
say that the family tFuiPI holds with overwhelming probability if for any D ą 0 we have for all N
large enough that PrFis ľ 1´N´D for all i P I.
2.2 High temperature or slowly decaying magnetic field (Gaussian regime)
If either the inverse temperature β satisfies β ă 1 or if the magnetic field h is not too small, the
fluctuations of the SSK model are in general Gaussian. All of the results in this subsection are proven
in Section 5. The following theorem provides an expansion of the free energy in terms of random
matrix quantities. Asymptotic fluctuation results from random matrix theory are then used to obtain
the asymptotic fluctuations of the thermodynamic quantities of the SSK.
Proposition 2.1. Denote by γˆ the unique solution in the region γˆ ą 2 to the equation
0 “ g1pγˆq, (2.20)
where gpzq was defined in Section 2.1. Denote
κ :“
a
γˆ ´ 2. (2.21)
We assume that there is a τ ą 0 so that,
N´1{3`τ ĺ h
2β
|1´ β| `
a
h2β
` p1´ βq` —
$&
%
p1´ βq `
a
h2β, 1 ľ β
h2β
β´1`
?
h2β
, β ľ 1 (2.22)
as well as a constant c ą 0 so that
c ă β ă c´1, h ă c´1. (2.23)
Then for any D ą 0 and N large enough, the following expansion holds with probability at least
1´N´D:
FN,β,h “ Gpγˆq
2
` 1
N
log ΓpN{2q ` 1
N
pN{2´ 1q logp2{pNβqq ´ 1
2N
logpNg2pγˆqπq
`N´τ{10O
ˆ
1
N
` h
2β
N1{2κ1{4
˙
, (2.24)
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where G is as in (2.14). The quantity κ has the asymptotics,
κ — h
2β
|1´ β| `
a
h2β
` p1´ βq`. (2.25)
The leading order fluctuations to the free energy can be seen from the expansion (2.24) to be con-
tributed by the quantity Gpγˆq. The quantity Gpγˆq involves random matrix quantities. The following
theorem lists parameter regimes in which the random matrix literature can be applied to determine
the asymptotic fluctuations of Gpγˆq. Note that in all cases, the error term in (2.24) is smaller than the
fluctuations of Gpγˆq by a polynomial factor N´ε, and so after subtracting the appropriate constant,
CN :“ 1
N
log ΓpN{2q ` 1
N
pN{2´ 1q logp2{pNβqq ´ 1
2N
logpNg2pγˆqπq, (2.26)
he same fluctuation results hold for FN,β,h. The following theorem is proven in Section 5.1.
Theorem 2.2. We have the following results in the various parameter regimes.
1. Assume that β ĺ 1, h2 ľ N εpN´1{2p1´ βq1{2 `N´2{3q and β ą c for some c ą 0. Let,
VN :“ γˆ `
a
γˆ2 ´ 4?
γˆ ` 2 mscpγˆq
4
`
m2scpγˆq ` p1´N´2}v}44qp1´m2scpγˆqq
˘
. (2.27)
The quantity VN satisfies c
1 ĺ VN ĺ pc1q´1 for some c1 ą 0. The random variables,
N1{2κ1{4
h2βV
1{2
N
pGpγˆq ´ gpγˆqq , 2N
1{2κ1{4
h2βV
1{2
N
pFN,β,h ´ CN q (2.28)
converge to standard normal random variables.
2. Suppose that c ĺ β ĺ 1´ c and h2 ĺ N´1{2´ε for some ε, c ą 0. Then,
N
BN
pGpγˆq ´ gpγˆq ´AN q, 2 N
BN
pFN,β,h ´ gpγˆq ´AN ´ CN q (2.29)
converge to standard normal random variables where
AN :“ 1
2
logp1´ β2q ´ β2 (2.30)
and
B2N :“ ´2 logp1´ β2q ´ 2β2. (2.31)
3. Assume that C ľ β ľ 1 and C ľ h2 ľ N τ pN´1{3|1 ´ β| ` N´2{3q. Then the results in part 1
hold.
The function Gpγˆq has two components which fluctuate on different scales. The first is a linear
spectral statistic fluctuating on the scale „ N´1 and the second is a quadratic form in the resolvent
fluctuating on the scale h2N´1{2κ´1{4. The gap between the first two parts of the previous theorem
(e.g., when c ă β ă 1´c and h2 „ N´1{2) represents the regime where these scales are the same; as far
as we know a theorem on the joint fluctuations of these two quantities is not available in the random
matrix literature, but it would not be difficult to prove given current techniques. However, this is
beyond the scope of the current work. However, if one makes either of the following two modifications
to the model we are able to obtain a statement about free energy fluctuations in the case β ă 1 ´ c
and h2 “ θN´1{2. If either one replaces the SSK Hamiltonian by the simpler model
H¯N pσq “ 1?
2N
ÿ
i,j
gijσiσj ` hvTσ (2.32)
(note that the diagonal is included) or allow v to be uniformly distributed on the sphere, then we
obtain the following.
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Theorem 2.3. Assume that c ĺ β ĺ 1 ´ c and βh2 “ θN´1{2. If the SSK model is replaced by the
model above in (2.32) or v is uniformly distributed on the sphere of radius
?
N , then
N
V˜N
pGpγˆq ´ gpγˆq ´ EN q, 2 N
V˜N
pFN,β,h ´ gpγˆq ´ EN ´ CN q (2.33)
converge to standard normal random variables, where EN and V˜N are defined in (5.48) below.
The form of EN and V˜N is not particularly enlightening so we defer their definition to when we
actually calculate these quantities.
Our next theorem concerns the overlap between a sample σ drawn from the Gibbs measure and
the external field v. We obtain the following result for the Laplace transform of σ ¨ v.
Theorem 2.4. Assume that (2.22) and (2.23) hold for a τ ą 0 and c ą 0. The following holds for
some c1 ą 0. For any D ą 0 and C ą 0 there is an event with probability at least 1 ´ N´D, for N
large enough, on which the following estimates hold uniformly for |λ| ĺ C,
log
´A
exp
”
λN´1{2v ¨ σ
ıE¯
“λ2 m
1
scpγˆq
2βg2pγˆq
`´mscpγˆq ` 2h2βpm1scpγˆqq2˘´ λ´N´1{2hvT pM ´ γq´1v¯`OpN´c1q (2.34)
where γ is the unique solution γ ą λ1pMq satisfying G1pγq “ 0. The coefficient of the quadratic term
in λ satisfies
m1scpγˆq
2βg2pγˆq
`´mscpγˆq ` 2h2βpm1scpγˆqq2˘ — 1. (2.35)
This theorem is proven in Section 5.2. The term linear in λ corresponding to the quenched
expectation of N´1{2v ¨ σ depends on the disorder. Its fluctuations with respect to the disorder
random variables are larger than the order 1 fluctuations of N´1{2v ¨ σ with respect to the Gibbs
measure, and so cannot be replaced by a deterministic quantity in the above statement. Note also
that it involves the random saddle γ instead of its deterministic approximation γˆ; the random saddle
cannot in general be replaced by γˆ as the error is too large to still obtain a statement with an op1q
error in the above estimate.
As can be seen from the following, the linear term is indeed the quenched expectation.
Lemma 2.5. There is a c1 ą 0 so that the following holds. For any D ą 0 with probability at least
1´N´D and N large enough,
xN´1{2v ¨ σy “ N´1{2hvT pM ´ γq´1v `OpN´c1q. (2.36)
Finally, we state a theorem for the fluctuations of the overlap between two replicas.
Theorem 2.6. Assume that (2.22) and (2.23) hold for some τ ą 0 and c ą 0. There is a c1 ą 0 so
that the following holds. For any D ą 0 and C ą 0 there is an event with probability at least 1´N´D
for N large enough on which the following estimates hold uniformly for |λ| ĺ C,
log
´A
exp
”
λN´1{2κ1{4σp1q ¨ σp2q
ıE¯
“λ
2
2β
pm1scpγˆqκ1{2q
m1scpγˆq ´ 2h2βm2scpγˆq
m1scpγˆq ´ h2βm2scpγˆq
` λN´1{2κ1{4hvT pM ´ γq´2v `OpN´c1q. (2.37)
This theorem is proven in Section 5.3. For the quenched expectation of the overlap we have
Lemma 2.7. There is a c1 ą 0 so that the following holds. For any D ą 0 with probability at least
1´N´D and N large enough,
κ1{4
N1{2
xσp1q ¨ σp2qy “ N´1{2κ1{4hvT pM ´ γq´2v `OpN´c1q. (2.38)
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2.3 Low temperature and intermediate magnetic field
The second scaling regime we find is when the temperature is low pβ ą 1q and the magnetic field
scales like h „ N´1{6. To be more precise, we assume
1` c ĺ β ĺ c´1, h2β “ θN´1{3 (2.39)
for a fixed c ą 0 and fixed θ ą 0.
Our first results in this regime concern the free energy fluctuations, which are no longer Gaus-
sian. The following theorem provides an expansion of the free energy in terms of spectral quantities
associated to the GOE. It is proven in Section 6.1.
Theorem 2.8. Assume that (2.39) holds. For sufficiently small ε ą 0 we have that the following
estimate holds with probability at least 1´N´ε for N large enough. We have,
N2{3
ˆ
FN,β,h ´ 1
N
logpΓpN{2qq ` 1
N
pN{2´ 1q logp2{pNβqq ´ CN
˙
“ 1
2
XN `OpN´εq, (2.40)
where XN is a random variable that is equal in distribution to a random variable YN that satisfies the
following. With probability at least 1´N´ε,
YN “ N2{3pβ ´ 1qpxb ´ 2q ´ θ
N2{3
ÿ
i
g2i
µi ´ xb `OpN
´εq (2.41)
where the tµiuNi“1 are GOE eigenvalues, tgiui are independent standard normals and xb is the smallest
solution larger than µ1 to the equation
pβ ´ 1q “ θ
N4{3
ÿ
i
g2i
pµi ´ xbq2 . (2.42)
The random variable XN is constructed from the eigenvalues and eigenvectors of H, the GOE
matrix associated to M via H “M ` V where V is a diagonal matrix of independent Gaussians with
variance 1{N . The proof of the above theorem explicitly constructs XN (it is of course very similar
to YN but not stated here for concerns of brevity).
The second result concerns the convergence of the leading order contribution to the free energy.
For this statement we let tgiu8i“1 be an infinite sequence of iid standard normal random variables, and
tχiu8i“1 be the Airy1 random point field whose first n particles are the limits of the top n rescaled
eigenvalues of the GOE, tN2{3pµi ´ 2quni“1.
We let a ą 0 be the unique solution to
β ´ 1 “ θ
8ÿ
i“1
g2i
pχi ´ χ1 ´ aq2 (2.43)
and ξ be the random variable,
ξ :“ lim
nÑ8
˜
pβ ´ 1qpχ1 ` aq ´ θ
˜
nÿ
i“1
g2i
χi ´ χ1 ´ a `
1
π
ż p3πn{2q2{3
0
1?
x
dx
¸¸
. (2.44)
The following theorem is proven in Section 6.2.
Theorem 2.9. With xb as above, the random variable
ξN :“ N2{3pβ ´ 1qpxb ´ 2q ´ θ
N2{3
˜
Nÿ
i“1
g2i
µi ´ xb ´N
ż
ρscpxq
x´ 2 dx
¸
(2.45)
converges in distribution to ξ as N Ñ8.
For the overlap with the external field, we have the following theorem. This theorem is proven in
Section 6.3.
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Theorem 2.10. For |t| ĺ C we have with probability at least 1´N´ε and ε ą 0 small enough,
logxexp
”
β1{2tN´1{2vTσ
ı
y “ t
2
2
´ θ1{2pN1{3tqpN´1vT pM ´ γq´1vq `OpN´εq (2.46)
some ε ą 0.
For the quenched expectation we have the following.
Theorem 2.11. The random variable
N1{3
ˆ
1
N
vT pM ´ γq´1v ´mscp2q
˙
(2.47)
converges in distribution to the random variable,
lim
nÑ8
˜
nÿ
i“1
g2i
χi ´ a `
1
π
ż p3πn{2q2{3
0
1?
x
dx
¸
(2.48)
where a is as in (2.43).
For the overlap between two replicas we have the following. It is proven in Section 6.4.
Theorem 2.12. There is a small c1 ą 0 so that the following holds. For every α ą 0 and positive
integer k, we have for all sufficiently small ε ą 0 that there is an ε1 ą 0 such that the following holds
on an event of probability at least 1´N´ε1. We have for all |t| ĺ N´α
log
A
exp
´
tN´2{3σp1q ¨ σp2q
¯E
“
kÿ
j“1
tjZj `O
´
N´c1 ` |t|k`1N ε
¯
(2.49)
where the Zj are specific functions of the spectal quantities of M . On the above event we have |Zj | ĺ
N ε. Additionally, the Zj jointly converge in distribution to functions of the Airy1 random point field.
We were not able to find a simple form for the Zj ; they come from a certain Taylor expansion and
involve general sums of products of the Stieltjes transforms ofM and the quadratic form vT pM´γq´kv
evaluated at the point γ defined above which comes from the steepest descent analysis. However, we
are able to show that they converge in distribution to similar quantities of the Airy1 random point
field. The latter quantities are constructed by replacing the eigenvalues of M by the particles of the
Airy1 random point field and the inner products v ¨ uipMq by iid standard normal random variables.
2.4 Low temperature and microscopic magnetic field
The third and final scaling regime we consider is when the temperature is low, β ą 1 and the magnetic
field is of order h „ N´1{2. We assume,
1` c ĺ β ĺ c´1, h2β “ θN´1, (2.50)
for fixed c ą 0 and θ ą 0. The results in this section are proven in Section 7.
Our first results show that for the free energy, the fluctuations coincide with the low temperature
result of [6] in that they are governed by the largest eigenvalue of M and are asymptotically Tracy-
Widom. This theorem is proven in Section 7.1.
Theorem 2.13. Under the assumption (2.50) we have for all sufficiently small ε that with probability
at least 1´N´ε1 for some ε1 ą 0 and N large enough that,
1
N
logZN,β,h “ β ´ 1
2
pλ1pMq ´ 2q ` CN `OpN´1`εq. (2.51)
where,
CN :“ 2β ´
ż
logp2´ xqρscpxqdx` 1
N
ˆ
p1´N{2q logpβq ` N
2
logp2πq ` 1
2
logpNq
˙
. (2.52)
Hence, N2{32pβ ´ 2q´1 pFN,β,h ´ CN q converges to a TW1 random variable.
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The following results concern the overlap between two replicas. They all are proven in Section 7.2.
The first concerns the fluctuations of the weights in the Parisi measure. We recall the notation,
v1 :“ vTu1pMq. (2.53)
We will later see that v1 converges to a standard normal random variable.
Theorem 2.14. Suppose that (2.50) holds. For all sufficiently small ε ą 0 there is an ε1 ą 0 so that
with probability at least 1´N´ε1 and all t ą 0,
A
1t|N´1σp1q ¨σp2q¯p1´β´1q|ĺtu
E
“ 1
2
˘ 1
2
tanh2
ˆb
v21θpβ ´ 1q
˙
`N εO
´
t`N´2{3`εt´2 `N´1{3
¯
.
(2.54)
We have also that v1 converges to a standard normal random variable as N Ñ 8, and so we get a
convergence in distribution result for the random variable on the LHS for any t satisfying N´1{3`3ε ĺ
t ĺ N´2ε.
We recall our definition
m˜pzq :“ 1
N
Nÿ
j“2
1
λjpMq ´ z . (2.55)
We will often consider m˜pλ1pMqq which we will later see satisfies
|m˜pλ1pMqq ` 1| ĺ N´1{3`ε (2.56)
with probability at least 1´N´ε{10 for any sufficiently small ε ą 0. We have the following result for
the quenched expectation of the overlap.
Theorem 2.15. For all sufficiently small ε ą 0 there is an ε1 ą 0 so that with probability at least
1´N´ε1,
1
N
xσp1q ¨ σp2qy “ β ` m˜pλ1pMqq
β
ˆ
tanh
ˆb
v21θpβ ` m˜pλ1pMqqq
˙˙2
`OpN´2{3`εq. (2.57)
In particular, N´1xσp1q¨σp2qy converges in distribution to the random variable p1´β´1q tanh2aZ2θpβ ´ 1q
where Z is a standard normal random variable.
In the work [14] we considered the random variable,
ΞN :“ N1{3pm˜pλ1pMqq ` 1q (2.58)
and showed that it has a limit Ξ given by,
Ξ :“ lim
nÑ8
¨
˝ nÿ
i“2
1
χi ´ χ1 `
ż p 3pin
2
q2{3
0
1
π
?
x
dx
˛
‚ (2.59)
where tχiu8i“1 are the particles of the Airy1 random point field.
The random variable ΞN appears in Theorem 2.14 and it would be of interest to obtain a kind of
second order fluctuation or conditional result about the quenched expectation of the overlap.
If we Taylor expand the leading order term in (2.57) in 1 ` m˜pλ1pMqq we obtain a convergence
statement for a randomly rescaled version of N´1xσp1q ¨ σp2qy to Ξ after subtracting and dividing
by explicit functions of v21. However, in our view this is not quite satisfactory as it falls short of a
statement of the fluctuations of the overlap conditional on v21 . This is due to the fact that, for the SSK
as defined above, the eigenvector projection v1 is not stochastically independent from the eigenvalues
of M .
However, we are able to obtain a finer result under either of two possible modifications to the
model. (These modifications were also introduced above in our discussion of the high temperature
and h „ N´1{4 regime above. We restate them quickly here for the purposes of discussion).
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The first modification is if we replace the SSK Hamiltonian by a simpler model,
H˜N pσq “ 1?
2N
ÿ
i,j
gijσiσj ` hvTσ. (2.60)
Denote now by H the matrix given by Hij “ p2Nq´1pgij ` gjiq. In this case, the same estimate as
(2.57) holds with the spectral quantities of M now replaced by those of H. In the case of H, the
eigenvectors and eigenvalues are independent and so we can obtain a statement of the conditional
fluctuations of the quenched overlap. The second modification is to simply let v be a vector uniformly
distributed on the sphere. In either case we obtain the following.
Theorem 2.16. Assume either that the SSK model is replaced by the simpler GOE-associated model
(2.60), or that the vector v is uniformly distributed on the N ´ 1 sphere of radius ?N . Let ε ą 0 be
sufficiently small, and F a Lipschitz function. Denote by z the random variable vT ¨u1pHq in the case
that M is replaced by H or vTu1pMq in the case that it is uniformly distributed. There is an event of
probability at least 1´N´ε so that the following holds.
E
”
F pN1{3b´1
´
N´1xσp1q ¨ σp2qy ´ a
¯
q|z
ı
“ ErF pΞN qs `OpN´εq, (2.61)
where,
a :“ β ´ 1
β
tanh2pZq,
b :“ tanhpZqsinhpZq coshpZq ` Z
β cosh2pZq ,
Z :“
a
z2θpβ ´ 1q. (2.62)
We have a final result on the fluctuations of the variance.
Theorem 2.17. For all sufficiently small ε ą 0 there is an ε1 ą 0 so that we have the following
estimate with probability at least 1´N´ε1,
1
N2
A´
σp1q ¨ σp2q
¯E
´
ˆ
1
N
A
σp1q ¨ σp2q
E˙2
“pβ ` m˜pλ1pMqqq
2
β2
p1´ tanh4
ˆb
v21θpβ ` m˜pλ1pMqqq
˙
q `OpN´2{3`εq, (2.63)
and so the random variable on the LHS converges in distribution to the random variable p1´β´1q2p1´
tanh4p
a
W 2θpβ ´ 1qqq where W is a standard normal random variable.
3 Results from random matrix theory
In this section we collect some results from random matrix theory. Recall that the matrixM is defined
by,
Mij “ ´ 1?
2N
pgij ` gjiq, i ‰ j (3.1)
and Mii “ 0. The matrix M is, up to the diagonal being 0, a matrix from the Gaussian Orthogonal
Ensemble. The semicircle density and its Stieltjes transform are given by,
ρscpEq :“ 1
2π
a
p4´ E2q`, mscpzq :“
ż
dρscpEq
E ´ z . (3.2)
We denote by mpzq the empirical Stieltjes transform of M ,
mpzq :“ 1
N
tr
1
M ´ z . (3.3)
For this quantity, we have the following local semicircle law and rigidity result. The statements and
proofs can be found in Theorem 2.6 and Theorem 10.3 of [9].
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Theorem 3.1. Let M be as above. Let ω ą 0. Consider the spectral domain,
S1 :“ tz “ E ` iη : |E| ĺ ω´1, N´1`ω ĺ η ĺ ω´1u. (3.4)
For any ε ą 0 and D ą 0, the following estimate holds for N large enough.
P
« č
zPS1
"
|mpzq ´mscpzq| ĺ N
ε
Nη
*ff
ľ 1´N´D. (3.5)
Consider the spectral domain,
S2 :“ tz “ E ` iη : N´2{3`ω ĺ |E| ĺ ω´1, 0 ĺ η ĺ ω´1u. (3.6)
For any ε ą 0 and D ą 0, the following estimate holds for N large enough.
P
« č
zPS2
"
|mpzq ´mscpzq| ĺ N
ε
Np||E| ´ 2| ` ηq
*ff
ľ 1´N´D. (3.7)
Denote the quantites of the semicircle distribution by γi; they are defined by
i
N
“
ż 2
γi
dρscpEq (3.8)
and are also called the classical eigenvalue locations. The eigenvalues of M are denoted by
λ1 ľ λ2 ľ . . . ľ λN
and are labelled in decreasing order. We have the following rigidity theorem, a statement of which
can be found in Theorem 2.9 of [9].
Theorem 3.2. For any ε ą 0 and D ą 0 we have for N large enough,
P
«č
j
!
|λj ´ γj | ĺ N εN´2{3mintj´1{3, pN ` 1´ jq´1{3u
)ff
ľ 1´N´D. (3.9)
We will also need so-called “isotropic” local law and delocalization results for the matrix M . To
state them, we resolvent of M by
Rpzq “ 1
M ´ z . (3.10)
The following statements are from Theorems 2.12 and 2.15 of [1].
Theorem 3.3. Let ω ą 0 and S1 and S2 be as above. Let ε ą 0 and D ą 0. Let SN´1 denote the
unit sphere in RN . For N large enough, we have the following estimates,
inf
u,wPSN´1
P
« č
zPS1
#ˇˇ
uTRpzqw ´ puTwqmscpzq
ˇˇ ĺ N ε
˜d
Immscpzq
Nη
` 1
Nη
¸+ff
ľ 1´N´D. (3.11)
and
inf
u,wPSN´1
P
« č
zPS2
#ˇˇ
uTRpzqw ´ puTwqmscpzq
ˇˇ ĺ N ε
d
Immscpzq
Nη
+ff
ľ 1´N´D. (3.12)
If ui are the eigenvectors of M , then for any ε ą 0 and D ą 0 we have for N large enough,
inf
wPSN´1
P
«č
j
tN1{2|wTui| ĺ N εu
ff
ľ 1´N´D. (3.13)
The following level repulsion estimate is proven in [14].
Theorem 3.4. Let ε ą 0. For N large enough it holds for all N´1{3 ă s ă 1 that
Pr|λ1pMq ´ λ2pMq| ĺ sN´2{3s ĺ N εs, Pr|λ1pHq ´ λ2pHq| ĺ sN´2{3s ĺ N εs. (3.14)
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3.1 Comparison of M to the GOE
Let H “M ` V where V is a diagonal matrix whose entries are iid Gaussians with variance 2{N , so
that H is a matrix from the GOE. The first estimate in the following was proven in [14]. The second
estimate is proven in Appendix B.
Theorem 3.5. Let ε ą 0 and D ą 0. For N large enough it holds that,
P
»
– č
1ĺjĺN1{10
"
|λjpMq ´ λjpHq| ĺ N
ε
N
*fifl ľ 1´N´D. (3.15)
Let u1pMq and u1pHq be the first eigenvectors of M and H. There is a c ą 0 so that the following
estimate holds.
sup
vPSN´1
P
“|pvTu1pMqq2 ´ pvTu1pHqq2| ľ N´1´c‰ ĺ N´c. (3.16)
We also have the following lemma, proven in Appendix B.
Lemma 3.6. Let δ ą 0 and ω ą 0. For any ε and D ą 0, the following estimates hold for N large
enough. First,
sup
vPSN´1
P
»
– č
zPS1XtηĺN´δu
"ˇˇ
vT pM ´ zq´1v ´ vT pH ´ zq´1vˇˇ ĺ N εˆ 1?
N
` 1pNηq2 `
Imrmscpzqs
Nη
˙*fifl
ľ1´N´D. (3.17)
Second,
sup
vPSN´1
P
»
– č
zPS2XtηĺN´δu
"ˇˇ
vT pM ´ zq´1v ´ vT pH ´ zq´1vˇˇ ĺ N εˆ 1?
N
` Imrmscpzqs
Nη
˙*fifl ľ 1´N´D.
(3.18)
3.2 Random matrix fluctuation results
We have the following general result for the linear statistics of symmetric Wigner matrices. An N ˆN
matrixW is said to be a real symmetric Wigner matrix if upper triangular part consists of independent
centered entries such that all entries obey the moment conditions,
ErNk{2|Wij|ks ĺ Ck, (3.19)
the variance of the off-diagonal entries is N´1 and for simplicity we assume that the variance of the
diagonal entries equals w2{N for a fixed constant w2 and that the fourth moment of the off-diagonal
entries is ErpWijq4s “ S4N´2 for some fixed S4. The following result can be found in [3, 4, 15,18].
Theorem 3.7. Let f be a smooth function. Then,
1
V 1{2pfq
ˆ
trfpW q ´Mpfq ´N
ż
fpxqρscpxqdx
˙
(3.20)
converges to a standard normal random variable where,
Mpfq “ 1
4
pfp2q ` fp´2qq ` 1
2π
ż 2
´2
fpxq´1` pw2 ´ 2qpx
2 ´ 2q ` pS4 ´ 3qpx4 ´ 4x2 ` 1q?
4´ x2 dx (3.21)
and
V pfq “ 1
2π2
ż 2
´2
ż 2
´2
ˆ
fpxq ´ fpyq
x´ y
˙2 4´ xy?
4´ x2
a
4´ y2dxdy
` pw2 ´ 2q
ˆ
1
2π
ż 2
´2
fpxqx?
4´ x2dx
˙2
` 2pS4 ´ 3q
ˆ
1
2π
ż 2
´2
fpxq x
2 ´ 2?
4´ x2dx
˙2
. (3.22)
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4 Representation formulas
This section contains the various representation formulas for the free energy and various Gibbs expec-
tations that we will use. They reduce various high-dimensional integrals over the sphere pN´1q-sphere
to low dimensional contour integrals. Such representations were first used in [13] and [6] to study the
free energy. These representations were extended in [14,17] to study the overlap in the model without
magnetic field. Here we extend these representations to allow for a magnetic field in the Hamiltonian.
Recall that dωN´1 is the uniform measure on the N ´ 1 sphere of radius
?
N , which we denote by
S
N´1. Under dωN´1, the sphere has volume
|SN´1| “
ż
dωN´1pσq “ 2π
N
2
Γ
`
N
2
˘N N´12 . (4.1)
Proposition 4.1. Let M be a real symmetric matrix, v a vector and β, λ ą 0. Then,
ż
exp
„
β
2
σTMσ ` λvTσ

dωN´1pσq “ βN
1{2
2πi
ˆ
2π
β
˙N
2
ż γ`i8
γ´i8
exp
„
N
2
Gopz, v, λ, βq

dz (4.2)
where,
Gopz, v, λ, βq :“ βz ´ 1
N
Nÿ
i“1
logpz ´ λipMqq ´ λ
2
Nβ
vT
1
M ´ z v (4.3)
and γ ą λ1pMq. Furthermore,ż ż
exp
„
β
2
σT1 Mσ1 `
β
2
σT2 Mσ2 ` tσT1 σ2 ` λvT pσ1 ` σ2q

dωN´1pσ1qdωN´1pσ2q
“ β
2N
p2πiq2 p2πq
N
ż ż
exp
„
N
2
Gdpz, w, v, λ, t, βq

dzdw, (4.4)
where
Gd “ βpz ` wq ´ 1
N
Nÿ
i“1
logpβ2pz ´ λiqpw ´ λiq ´ t2q ´ λ
2
N
Nÿ
i“1
pvTuipMqq2 βp2λi ´ z ´ wq ´ 2t
β2pλi ´ wqpλi ´ zq ´ t2 .
(4.5)
Proof. Fix z P C with Rerzs ą λ1pMq and consider the Gaussian integral over RN ,
ż
RN
exp
„
β
2
xT pM ´ zqx` λvTx

dx “
ˆ
2π
β
˙N
2
exp
«
´λ
2
2β
vT pM ´ zq´1v ´ 1
2
ÿ
i
logpz ´ λiq
ff
. (4.6)
On the other hand,ż
RN
exp
„
β
2
xT pM ´ zqx` λvTx

dx “
ż 8
0
exp
„
´βz
2
r2

rN´1J prqdr, (4.7)
where
J prq :“
ż
}σ}2“1
exp
„
β
2
r2σTMσ ` rλvTσ

dσ, (4.8)
and dσ is uniform measure over the N ´ 1 sphere of radius 1. Note that the LHS of (4.2) equals
N
N´1
2 J p?Nq. Making a change of variable u “ β
2
r2, we see that
ż 8
0
exp
„
´βz
2
r2

rN´1J prqdr “
ż 8
0
exp r´zus 1
β
ˆ
2u
β
˙N´2
2
J pp2u{βq1{2qdu. (4.9)
The RHS is the Laplace transform of a function that equals the LHS of (4.2) at u “ β
2
N times the
constant N´1{2β´1. The result (4.2) follows from the Laplace inversion formula.
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For (4.4), we begin with considering for fixed z, w P C and Rerzs,Rerws ą λ1pMq, the following
Gaussian integralż
RNˆRN
exp
„
β
2
xT pM ´ zqx` β
2
yT pM ´ wqy ` txT y ` λvT px` yq

dxdy
“p2πqN exp
«
´λ
2
2
Nÿ
i“1
pvTuiq2 βp2λi ´ w ´ zq ´ 2t
β2pλi ´ zqpλi ´ wq ´ t2 ´
1
2
Nÿ
i“1
logpβ2pz ´ λiqpw ´ λiq ´ t2qq
ff
. (4.10)
On the other hand, considering this integral in polar coordinates and making the same change of
variables as above we have,ż
RNˆRN
exp
„
β
2
xT pM ´ zqx` β
2
yT pM ´ wqy ` txT y ` λvT px` yq

dxdy
“
ż 8
0
ż 8
0
exp
„
´βz
2
r21 ´
βw
2
r22

pr1r2qN´1J pr1, r2qdr1dr2
“
ż 8
0
ż 8
0
expr´zu1 ´ wu2s 1
β2
ˆ
4u1u2
β2
˙N´2
2
J pp2u1{βq1{2, p2u2{βq1{2qdu1du2 (4.11)
where
J pr1, r2q :“
ż
||σ1||2,||σ2||2“1
exp
„
β
2
r21σ
T
1 Mσ1 `
β
2
r22σ
T
2 Mσ2 ` tr1r2σT1 σ2 ` λvT pr1σ1 ` r2σ2q

dσ1dσ2.
(4.12)
We recognize the last line of (4.11) as the multidimensional Laplace transform of a function that
equals the LHS of (4.4) at u1 “ u2 “ β2N times the constant N´1β´2. The result follows.
Proposition 4.2. Let M be a real symmetric matrix, v a vector, and β, λ ą 0. Then,ż
pσp1q ¨ σp2qq exp
„
β
2
´
pσp1qqTMσp1q ` σp2qqTMσp2q
¯
` λvT pσp1q ` σp2qq

dσp1qdσp2q
“ β
2N
p2πiq2
ˆ
2π
β
˙N ż
Γ2
λ2
β2
vT
1
pM ´ zqpM ´ wqv exp
„
N
2
pGopz, v, λ, βq `Gopw, v, λ, βqq

dzdw (4.13)
where Γ is a vertical line in the complex plane lying to the right of λ1pMq and the function Go is as
in the previous proposition. Additionally,ż
pσp1q ¨ σp2qq2 exp
„
β
2
´
pσp1qqTMσp1q ` σp2qqTMσp2q
¯
` λvT pσp1q ` σp2qq

dσp1qdσp2q
“ β
2N
p2πiq2
ˆ
2π
β
˙N ż
Γ2
dzdw exp
„
N
2
pGopz, v, λ, βq `Gopw, v, λ, βqq

ˆ
"
1
β2
ÿ
i
1
pλi ´ zqpλi ´wq ´
λ2
β3
vT
ˆ
1
pM ´ zq2pM ´wq `
1
pM ´ wq2pM ´ zq
˙
v
`λ
4
β2
ˆ
vT
1
pM ´ wqpM ´ zqv
˙2 *
(4.14)
Proof. We first consider the Gaussian integralż
R2N
x ¨ y exp
„
β
2
`
xT pM ´ zqx` yT pM ´ wqy˘` λvT px` yq
“λ
2
β2
vT
1
pM ´ zqpM ´wqv
ˆ
2π
β
˙N
exp
"
´ λ
2
2β
`
vT pM ´ zq´1v ` vT pM ´ wq´1v˘
´1
2
ÿ
i
logpz ´ λiq ` logpw ´ λiq
*
. (4.15)
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On the other hand, ż
R2N
x ¨ y exp
„
β
2
`
xT pM ´ zqx` yT pM ´ wqy˘ ` λvT px` yq
“
ż 8
0
ż 8
0
exp
„´βz
2
r2 ´ βw
2
s2

prsqN´1J1pr, sqdrds (4.16)
where,
J1pr, sq “
ż
||σ||2“||ω||2“1
prsω ¨ σq exp
„
β
2
`
r2σMσ ` s2ωMω˘` λvT prσ ` sωqdσdω. (4.17)
The quantity on the line (4.13) that we want to calculate equals NN´1J1p
?
N,
?
Nq. Proceeding as
in the previous proposition yields the claimed representation.
For the second representation we begin with the Gaussian integral,ż
R2N
px ¨ yq2 exp
„
β
2
`
xT pM ´ zqx` yT pM ´ wqy˘ ` λvT px` yq
“
"
1
β2
ÿ
i
1
pλi ´ zqpλi ´wq ´
λ2
β3
vT
ˆ
1
pM ´ zq2pM ´wq `
1
pM ´ wq2pM ´ zq
˙
v
`λ
4
β4
ˆ
vT
1
pM ´ wqpM ´ zqv
˙2 *
ˆ
ˆ
2π
β
˙N
exp
«
´λ
2
2β
`
vT pM ´ zq´1v ` vT pM ´ wq´1v˘ ´ 1
2
ÿ
i
logpz ´ λiq ` logpw ´ λiq
ff
(4.18)
We have also that, ż
R2N
px ¨ yq2 exp
„
β
2
`
xT pM ´ zqx` yT pM ´ wqy˘` λvT px` yq
“
ż 8
0
ż 8
0
exp
„´βz
2
r2 ´ βw
2
s2

prsqN´1J2pr, sqdrds (4.19)
where,
J2pr, 2q “
ż
||σ||2“||ω||2“1
prsω ¨ σq2 exp
„
β
2
`
r2σMσ ` s2ωMω˘` λvT prσ ` sωqdσdω. (4.20)
Note that NN´1J2p
?
N,
?
Nq is the quantity we want to calculate. We proceed as before.
By the same methodology as the previous proposition, we derive the following after some tedious
calculations which we omit for brevity.
Proposition 4.3. Denote the functions,
F1pz, wq “ 1
β2
ÿ
i
1
pλi ´ zqpλi ´ wq , F2pz, wq “
λ2
β2
ÿ
i
v2i
pλi ´ zqpλi ´ wq . (4.21)
The following holds.ż
pσp1q ¨ σp2qq4 exp
„
β
2
´
pσp1qqTMσp1q ` σp2qqTMσp2q
¯
` λvT pσp1q ` σp2qq

dσp1qdσp2q
“ β
2N
p2πiq2
ˆ
2π
β
˙N ż
dzdw exp
„
N
2
pGopz, v, λ, βq `Gopw, v, λ, βqq

ˆ
"
6β´2F1zw ` 3pF1q2
` 3β´2pF 22z ` F 22wq ` F 42 ` 4!β´2F2F2zw ` 6β´2F2zF2w ` 6F 22 p´β´1F2z `´β´1F2w ` F1q
´6β´3pF2zzw ` F2wwzq ´ 6β´1F1pF2z ` F2wq
*
(4.22)
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5 Gaussian regime
In this section we will investigate the fluctuations of the SSK model in the regime of Gaussian fluctu-
ations, i.e., in which either the temperature is high or the magnetic field is not decaying too quickly.
This section contains all the proofs of the results of Section 2.2.
5.1 Free energy fluctuations
In this section we consider the free energy fluctuations. Recall that the free energy is the quantity,
FN,β,h “ 1
N
logZN,β,h, ZN,β,h “
ż
exp rβHN pσqs dωN´1pσq|SN´1| . (5.1)
Recall that the Hamiltonian may be written in terms of the matrix M
βHN pσq “ β
2
σTMσ ` βhvTσ “: β
2
σTMσ `
a
βθvTσ, (5.2)
where we defined θ “ h2β. We will assume that for some C, c ą 0 and τ ą 0,
C ľ p1´ βq` ` θ|1´ β| ` ?θ ľ N
´1{3`τ , c ĺ β ĺ C, θ ĺ C. (5.3)
Throughout Section 5 we will abbreviate the eigenvalues of M as
λi :“ λipMq. (5.4)
Recall they are arranged in decreasing order. From Proposition 4.1, we see that the free energy can
be expressed in terms of a contour integral involving the function,
Gpzq “ βz ´ 1
N
Nÿ
i“1
logpz ´ λiq ´ θ
N
vT
1
M ´ z v. (5.5)
For E ą 2,
G1pEq “ β `mpEq ´ θN´1vT pM ´ zq´2v
“β `mscpEq ´ θm1scpEq `N εO
ˆ
1
NpE ´ 2q `
θ
N1{2pE ´ 2q5{4
˙
(5.6)
which holds with overwhelming probability as long as E ´ 2 ą N´2{3`ε, using Theorems 3.1 and 3.3.
Since G1pEq is monotonic, is positive for large E and tends to ´8 as E tends to λ1 from the right,
we see that the equation
G1pγq “ 0 (5.7)
has a unique solution for E ą λ1. We first seek to establish preliminary estimates on the location of
the saddle γ. Recall our definition of the function gpzq in Section 2.1 so that,
g1pzq “ β `mscpzq ´ θm1scpzq. (5.8)
Note gpzq is an approximation to Gpzq. We define the deterministic saddle γˆ by
g1pγˆq “ 0. (5.9)
Using the fact that,
1`mscpγˆq —
a
γˆ ´ 2, m1scpγˆq — pγˆ ´ 2q´1{2, (5.10)
a routine calculation using the quadratic formula shows that
a
γˆ ´ 2 — p1´ βq` ` θ|1´ β| ` ?θ —
#
p1´ βq ` ?θ, 1 ľ β
θ
β´1`?θ , β ľ 1
(5.11)
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Hence, under the assumption (5.3),
γˆ ´ 2 ľ N´2{3`τ , (5.12)
for N large enough. Next, observe for E ´ 2 ľ N´2{3`ε, we have with overwhelming probability,
G2pEq “ m1pEq ´ 2θN´1vT pM ´ zq´3v
“m1scpEq ´ 2θm2scpEq `N εO
ˆ
1
NpE ´ 2q2 `
θ
N1{2pE ´ 2q9{4
˙
— 1?
E ´ 2 `
θ
pE ´ 2q3{2 . (5.13)
Note that the condition that E ´ 2 ľ N´2{3`ε ensures that the error term in the second to last
expression is smaller than the final line appearing above, justifying the inequalities implicit in the last
line (our definition of — appears in Section 2.1). For E ´ 2 ľ N´2{3`ε we have,
|g1pEq ´G1pEq|
|g2pEq| ĺ N
ε1 1
1` θ{pE ´ 2q
ˆ
1
N
?
E ´ 2 `
θ
N1{2pE ´ 2q3{4
˙
ĺ C N
ε1
N1{2pE ´ 2q1{4 (5.14)
with overwhelming probability for any ε, ε1. Since γˆ ´ 2 ą N´2{3`τ{2, and g1pEq and G1pEq are
monotonic, we can use this estimate with, e.g., ε “ τ{10 and ε1 ă τ{100 to conclude the following.
Lemma 5.1. Assume that (5.3) holds. Then, for N large enough, γˆ ´ 2 ľ N´2{3`τ and with over-
whelming probability, the random saddle γ satisfies γ ´ 2 ľ N´2{3`τ and
|γˆ ´ γ| ĺ N ε1 1
1` θpγˆ ´ 2q´1
ˆ
1
N
?
γˆ ´ 2 `
θ
N1{2pγˆ ´ 2q3{4
˙
ĺ N ε1N´2{3´τ{10, (5.15)
for any ε1 ą 0.
Given the above, the following notation will prove useful; we define κ to be the distance of γˆ to
the spectral edge:
κ :“ γˆ ´ 2. (5.16)
With these preparations, we implement the method of steepest descent in the following proposition.
Proposition 2.1 follows.
Proposition 5.2. Assume that (5.3) holds. Then, with overwhelming probability,
FN,β,h “Gpγq
2
` 1
N
log ΓpN{2q ` 1
N
pN{2´ 1q logp2{pNβqq ´ 1
2N
logpNG2pγqπq `OpN´1´τ{10q
“ Gpγˆq
2
` 1
N
log ΓpN{2q ` 1
N
pN{2´ 1q logp2{pNβqq ´ 1
2N
logpNg2pγˆqπq
`N´τ{10O
ˆ
1
N
` θ
N1{2κ1{4
˙
(5.17)
Proof. Denoting the saddle point (5.7) by γ, using Proposition 4.1 we are led to investigate the
contour integral, ż γ`8
γ´i8
exp
„
N
2
pGpzq ´Gpγqq

dz. (5.18)
We decompose the contour into two components, Γ1 Y Γ2 where,
Γ1 :“ tγ ˘ it, |t| ĺ N εu, Γ2 :“ tγ ˘ it, |t| ą N εu. (5.19)
The contribution from Γ2 is exponentially small, and is handled via similar calculations to those
appearing in Lemma 5.4 of [6].
Via Taylor expansion and the estimates of Theorems 3.1 and 3.3, we have for any |t| ĺ 10, with
overwhelming probability,
Gpγ ` itq ´Gpγq “ ´ t
2
2
G2pγq `O
´
|t3|κ´3{2p1` θκ´1q
¯
. (5.20)
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Fixing α ą 0 sufficiently small, we will use this expansion when
|t| ĺ tα :“ N
α
N1{2
|G2pγq|´1{2 — N
α
N1{2
κ1{4p1` θ{κq´1{2, (5.21)
where the final inequalities hold with overwhelming probability. Then, for |t| ĺ tα, the error term in
(5.20) is
|t3|κ´3{2p1` θκ´1q ĺ 1
N
N3α
N1{2κ3{4
1
p1` θ{κq1{2 ĺ N
´1´τ{10 (5.22)
for α ă τ{100. Hence,ż γ`itα
γ´itα
exp
„
N
2
pGpzq ´Gpγqq

dz “
ż tα
´tα
exp
„
´N
4
G2pγqt2
´
1`OpN´τ{10q
¯
idt
“ i
d
4π
NG2pγq
´
1`OpN´τ{10q
¯
(5.23)
Using also that BηRerGpE ` iηqs “ ´ImrG1pE ` iηqs ă 0 for E ą λ1 and the fact that
RerGpE ` itαq ´Gpγqs — ´t2αG2pγq — ´Nα´1 (5.24)
we see that the contribution of the contour integral from tα ă |t| ă N ε is Ope´cNαq. Summarizing,
this proves that
|SN´1|ZN,β,h “ βN
1{2
2π
ˆ
2π
β
˙N
2
exp
„
N
2
Gpγq
d
4π
NG2pγq
´
1`OpN´τ{10q
¯
, (5.25)
with overwhelming probability. Hence, with overwhelming probability,
1
N
logZN,β,h “ Gpγq
2
` 1
N
log ΓpN{2q` 1
N
pN{2´1q logp2{pNβqq´ 1
2N
logpNG2pγqπq`OpN´1´τ{10q,
(5.26)
which proves the first claim of the proposition. Now, with overwhelming probability, for any ε ą 0,
Gpγq ´Gpγˆq “ OpG2pγqpγ ´ γˆq2q “ N
ε
κ1{2p1` θ{κqO
ˆ
1
N2κ
` θ
2
Nκ3{2
˙
“ N´τ{10O
ˆ
1
N
` θ
N1{2κ1{4
˙
,
(5.27)
and
logpG2pγqq “ logpg2pγˆqq `OpN´τ{10q. (5.28)
Hence,
1
N
logZN,β,h “ Gpγˆq
2
` 1
N
log ΓpN{2q ` 1
N
pN{2´ 1q logp2{pNβqq ´ 1
2N
logpNg2pγˆqπq
`N´τ{10O
ˆ
1
N
` θ
N1{2κ1{4
˙
, (5.29)
which is the final claim of the proposition.
5.1.1 Gaussian fluctuations in a few regimes
First we consider the high temperature regime β ĺ 1. In this regime, the assumption (5.3) is equivalent
up to constants to
C ľ p1´ βq `
?
θ ľ N´1{3`τ . (5.30)
The expansion of Proposition 5.2 shows that the fluctuations of the free energy are determined by the
fluctuations of Gpγˆq which has two fluctuating terms, a linear test statistic which fluctuates on the
scale N´1 and a quadratic form in the resolvent which has fluctuations on the order
θN´1{2κ´1{4 — θN´1{2pp1´ βq `
?
θq´1{2.
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Note that in the high temperature regime, the assumption (5.3) and the requirement that the order
of the fluctuations of the resolvent term are polynomially larger than the linear statistics term is
equivalent to assuming,
θ2 ľ N ε1´1pp1 ´ βq `
?
θq (5.31)
for an ε1 ą 0. Hence, the entire regime of parameters in the high temperature case in which we expect
the resolvent fluctuations to dominate is encapsulated in the following theorem, which follows from
Proposition 5.2 and Theorem B.1.
Theorem 5.3. Assume that β ĺ 1 and that θ2 ľ N ε´1pp1 ´ βq ` ?θq for some ε ą 0. Then the
leading order fluctuations of the free energy are given by the quantity
´ θ
N
vT
1
M ´ γˆ v. (5.32)
We have that,
N1{2κ1{4
θV
1{2
N
pGpγˆq ´ gpγˆqq (5.33)
converges to a standard normal random variable, where
VN “ γˆ `
a
γˆ2 ´ 4?
γˆ ` 2 mscpγˆq
4
`
m2scpγˆq ` p1´N´2}v}44qp1 ´m2scpγˆqq
˘
(5.34)
is bounded away from 0 and above by a constant.
The complementary regime in the high temperature case is when θ2 ! N´1pp1 ´ βq ` ?θq which
up to polynomial factors is, up to the assumption (5.3), equivalent to p1 ´ βq ľ N εpθ2N ` N´1{3q.
However, due to lacking a suitable theorem on linear statistics near the spectral edge of the GOE, we
assume that the deterministic approximation γˆ to the saddle satisfies κ ľ c, which is then equivalent
to p1 ´ βq ľ c. So we assume θ ĺ N´1{2´ε for some ε ą 0. In this case, define γˆ2 as the solution of
βγˆ2 `mscpγˆq “ 0, i.e., the same as γˆ but with θ “ 0. Then |γˆ ´ γˆ2| ĺ CN´1{2´ε and one can see that
|Gpγˆq ´Gpγˆ2q| ĺ CN´1´ε with overwhelming probability.
Hence, we have the following theorem, which follows from [6].
Theorem 5.4. In the high temperature regime when c ĺ β ĺ 1´ c for c ą 0 and θ ĺ N´1{2´ε for an
ε ą 0 we have that the leading order fluctuations of the free energy are given by the linear statistic,
1
N
Nÿ
i“1
logpγˆ2 ´ λiq (5.35)
which are order N´1. We have that,
N
BN
pGpγˆ2q ´ gpγˆ2q ´AN q (5.36)
converges to a standard normal random variable where,
AN :“ 1
2
logp1´ β2q ´ β2 (5.37)
and
B2N :“ ´2 logp1´ β2q ´ 2β2. (5.38)
In the low temperature regime, the assumption (5.3) is equivalent to θ " N´1{3ppβ´1q`?θq. The
fluctuations from the resolvent term are larger than the linear statistics term when θpp1´ βq`?θq "
N´1. This always holds due to the fact that the assumption (5.3) implies that θ " N´2{3. Hence we
have the following.
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Theorem 5.5. If (5.3) holds in the low temperature case β ľ 1, then the free energy fluctuations are
as in Theorem 5.3.
Theorem 2.2 follows from the above statements.
Proof of Theorem 2.3. In light of the above, we need only examine the fluctuations of Gpγˆq´ gpγˆq.
Under the assumptions of the Theorem this quantity has the same distribution as,
Gpγˆq´ gpγˆq d“ ´ 1
N
ÿ
i
logpγˆ´λiq`
ż
logpγˆ´xqρscpxqdx` θ
N1{2
mscpγˆq´ θ||n||22N1{2
ÿ
i
n2i
λi ´ γˆ (5.39)
where tniuNi“1 is a vector of iid standard normal random variables, and λi are the eigenvalues of the
matrix made from the coefficients gij as usual. In particular, the vector n is independent from the
eigenvalues λi. From [6] we have that the random variable,
N
v
1{2
n
˜
´ 1
N
ÿ
i
logpγˆ ´ λiq `
ż
logpγˆ ´ xqρscpxqdx` en
¸
(5.40)
converges to a standard normal random variable where,
en “ 1
4
plogpγˆ ´ 2q ´ logpγˆ ` 2qq ´ τ0
2
` τ2pw2 ´ 2q
vn “ log
˜
pγˆ `
a
γˆ2 ´ 4q2
4pγˆ2 ´ 4q
¸
` τ21 pw2 ´ 2q (5.41)
where w2 “ 0 in the case where we replaced v by a uniform vector and w2 “ 2 in the other case. The
coefficients τi are
τ0 “ logpγˆ `
a
γˆ2 ´ 4q ´ logp2q
τ1 “ 1
2
a
γˆ2 ´ 4´ γˆ
2
τ2 “ γˆ
4
a
γˆ2 ´ 4´ γˆ
2
4
` 1
2
. (5.42)
For the other term, we easily see that
θ
||n||22N1{2
ÿ
i
n2i
λi ´ γˆ “
θ
||n||22N1{2
ÿ
i
n2i ´ 1
λi ´ γˆ `
θ
||n||22N1{2
Npmpγˆq ´mscpγˆqq ` θ||n||22N1{2
Nmscpγˆq
“ θ
N
1
N1{2
ÿ
i
n2i ´ 1
λi ´ γˆ `
θ
N1{2
mscpγˆq ` θmscpγˆq
N1{2
p1´N´1||n||22q `O
´
N ε´3{2
¯
“ θ
N
1
N1{2
ÿ
i
pn2i ´ 1q
ˆ
1
λi ´ γˆ ´mscpγˆq
˙
` θ
N1{2
mscpγˆq `O
´
N ε´3{2
¯
(5.43)
for any ε ą 0 with overwhelming probability. Note we used the local law and the fact that
N{||n||22 “ 1´ pN´1||n||22 ´ 1q `O
`
N´1`ε
˘ “ 1`O ´N ε´1{2¯ (5.44)
which holds with overwhelming probability. Since the ni are independent of the λi we have that the
conditional variance
Var
˜
1
N1{2
ÿ
i
pn2i ´ 1q
ˆ
1
λi ´ γˆ ´
1
γi ´ γˆ
˙ ˇˇˇ
ˇtλiuNi“1
¸
ĺ CN
ε
N
(5.45)
with overwhelming probability by rigidity. Hence,
θ
N
1
N1{2
ÿ
i
pn2i ´ 1q
ˆ
1
λi ´ γˆ ´mscpγˆq
˙
“ θ
N
1
N1{2
ÿ
i
pn2i ´ 1q
ˆ
1
γi ´ γˆ ´mscpγˆq
˙
`OpN ε´3{2q
(5.46)
21
with overwhelming probability. When multiplied by N , the quantity on the LHS is a centered Gaussian
random variable with variance converging to,
v˜ :“
ż ˆ
1
px´ γˆq2 ´mscpγˆq
˙2
ρscpxqdx. (5.47)
Hence, we conclude the proof of the theorem and find the formulas for V˜N and EN to be,
V˜N “ v˜ ` vn, EN “ ´en, (5.48)
where these quantities have been defined during this proof.
5.2 Overlap with external field
This section will prove Theorem 2.4, which will involve the calculation of the Laplace transform,
xeλvT σy. (5.49)
The natural scale for λ turns out to be
|λ| ĺ CN´1{2. (5.50)
We will continue to assume (5.3). The analysis builds on that of the previous subsection and so we
will continue to use the notation introduced there. For example, we will continue to use the functions
Gpzq, gpzq and the saddles γˆ, γ in (5.7) and (5.9), as well as the parameter κ (5.16). From Proposition
4.1 we see that the Laplace transform (5.49) of the overlap with the external field can be represented
as a ratio of two contour integrals, one involving the function Gpzq as above, and the second involving
the function,
Gupzq :“ Gpzq ´ uN´1vT pM ´ zq´1v. (5.51)
where the parameter u is defined as
u “ 2hλ` λ2β´1 “ 2λpθ{βq1{2 ` λ2β´1. (5.52)
Note that under (5.3) and (5.50) we have,
|u| ĺ N´τ{100p1` θ{κqκ. (5.53)
We extend our expansion Proposition 5.2 to the contour integral with Gupzq. The estimate (5.53)
implies that in the low temperature regime we have |u| ! θ (because κ ĺ Cθ here) and in the high
temperature regime that |u| ! κ (as θ ĺ Cκ here) and so (5.3) will be satisfied for θ replaced by
θ ` u. The point of this discussion is then that we can apply the expansion obtained in the previous
subsection to calculate the Laplace transform. In what follows we seek to expand the quantities coming
from the saddle point analysis applied to Gu around those coming from G.
We now define
gupzq “ gpzq ´ umscpzq (5.54)
and γˆu by
g1upγˆuq “ 0. (5.55)
We have,
g1pγˆuq ´ g1pγˆq “ um1scpγˆuq. (5.56)
Taylor expanding this relation, we find,
pγˆu ´ γˆq — u
1` θ{κ. (5.57)
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Substituting this estimate back into the Taylor expansion of (5.56) we find,
pγˆu ´ γˆq “um
1
scpγˆq
g2pγˆq
´ 1
2g2pγˆqg
3pγˆqpγˆu ´ γˆq2 ` um
2
scpγˆq
g2pγˆq pγˆu ´ γˆq
`O `p1` θ{κq´3u3κ´2˘
“um
1
scpγˆq
g2pγˆq ´
1
2g2pγˆqg
3pγˆqu
2m1scpγˆq2
g2pγˆq2 ` u
2m
1
scpγˆqm2scpγˆq
pg2pγˆqq2
`O `p1` θ{κq´3u3κ´2˘ . (5.58)
Defining then γu by
Gupγuq “ 0 (5.59)
a similar calculation to that above gives the following estimates with overwhelming probability. First,
pγu ´ γq — u
1` θ{κ. (5.60)
Second:
pγu ´ γq “ uN
´1vT pM ´ γq´2v
G2pγq ´
G3pγq
2G2pγq
u2pN´1vT pM ´ γq´2vq2
G2pγq2
`u2N
´1vT pM ´ γq´2vN´1vT pM ´ γq´3v
pG2pγqq2 `N
ε
O
`p1` θ{κq´3u3κ´2˘ , (5.61)
for any ε ą 0. With these preparations, we can begin the proof of the following.
Theorem 5.6. Suppose that |t| ĺ C and that (5.3) holds. Then there is an ε ą 0 so that with
overwhelming probability,
log
´
xetN´1{2vT σy
¯
“ t2AN ` tBN `OpN´εq (5.62)
where,
AN :“ 1
β
ˆ
´θm
1
scpγˆq2
g2pγˆq ´
1
2
mscpγˆq
˙
, (5.63)
and
BN :“ ´N1{2θ1{2pN´1vT pM ´ γq´1vqβ´1{2. (5.64)
Proof. Proposition 5.2 implies that with overwhelming probability,
logxeλvT σy “ N
2
pGupγuq ´Gpγqq ´ 1
2
logpG2pγq{G2upγuqq `OpN´τ{10q. (5.65)
Using (5.60) we find that with overwhelming probability,
N
2
pGupγuq ´Gpγqq “ NG
2pγq
4
pγu ´ γq2 ´ Nu
2
vT pM ´ γuq´1v `N εO
´
N |u|3κ´3{2p1` θ{κq´2
¯
(5.66)
Applying (5.61) we find that with overwhelming probability,
N
G2pγq
4
pγu ´ γq2 “Nu2 1
4
pN´1vT pM ´ γq´2vq2
G2pγq `N
εO
´
|u|3Nκ´3{2p1` θ{κq´2
¯
. (5.67)
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We also calculate the linear contribution,
N
2
uN´1vT pM ´ γuq´1v “ N
2
uN´1vT pM ´ γq´1v ` N
2
upγu ´ γqN´1vT pM ´ γq´2v
`N εO
´
|u|3Nκ´3{2p1` θ{κq´2
¯
“ N
2
uN´1vT pM ´ γq´1v ` N
2
u2
pN´1vT pM ´ γq´2vq2
G2pγq
`N εO
´
|u|3Nκ´3{2p1` θ{κq´2
¯
(5.68)
We put these two calculations together and substitute back u “ 2λpθ{βq1{2`λ2β´1, to find that with
overwhelming probability,
N
2
pGpγuq ´Gpγq ´ uN´1vT pM ´ γuq´1vq
“λ2N
β
ˆ
´θ pN
´1vT pM ´ γq´2vq2
G2pγq ´
1
2
pN´1vT pM ´ γq´1vq
˙
´Nλpθβ´1q1{2pN´1vT pM ´ γq´1vq
`O
´
|u|3Nκ´3{2p1` θ{κq´2
¯
`O
´
Np|λ|3θ1{2 ` λ4qκ´1{2p1` θ{κq´1
¯
. (5.69)
Note that,
logpG2pγqq ´ logpG2upγuqq “ O
ˆ |u|
κp1` θ{κq
˙
. (5.70)
We now let λ “ tN´1{2 for |t| ĺ C to see that the error terms in (5.69) and (5.70) are OpN´cq for
some c ą 0. Finally, using Lemma 5.1, Theorems 3.1 and 3.3 we see,ˇˇˇ
ˇ
ˆ
´θ pN
´1vT pM ´ γq´2vq2
G2pγq ´
1
2
pN´1vT pM ´ γq´1vq
˙
´
ˆ
´θpm
1
scpγˆqq2
g2pγˆq ´
1
2
mscpγˆq
˙ˇˇˇ
ˇ ĺ N´c (5.71)
with overwhelming probability for some c ą 0. This yields the claim.
In order to conclude Theorem 2.4 we calculate the coefficient corresponding to the variance.
ANβ “ ´θpm
1
scpγˆqq2
g2pγˆq ´
1
2
mscpγˆq
“ m
1
scpγˆq
2g2pγˆq
`´mscpγˆq ` θmscpγˆqm2scpγˆq{m1scpγˆq ´ 2θm1scpγˆq˘
“ m
1
scpγˆq
2g2pγˆq
`´mscpγˆq ` 2θm1scpγˆq{p1´m2scpγˆqq ´ 2θm1scpγˆq˘
“ m
1
scpγˆq
2g2pγˆq
ˆ
´mscpγˆq ` 2θm1scpγˆq
m2scpγˆq
1´m2scpγˆq
˙
“ m
1
scpγˆq
2g2pγˆq
`´mscpγˆq ` 2θpm1scpγˆqq2˘ . (5.72)
In the third line we used the identity mscpzqm2scpzq “ 2pm1scpzqq2{p1´m2scpzqq, and in the last line the
identity m1scpzq “ m2scpzq{p1´m2scpzqq. For the last line, the prefactor is of order p1` θ{κq´1 and the
term in the brackets is of order p1` θ{κq.
Proof of Lemma 2.5. Let X :“ N´1{2v ¨ σ ´ BN , with BN as in Theorem 5.6. We have, on the
event of that theorem,
1
t
`xetXy ´ 1˘ “ 1
t
´
et
2AN`OpN´c1q ´ 1
¯
“ Opt´1N´c1 ` tq, (5.73)
for |t| ĺ 1. On the other hand,
1
t
`xetXy ´ 1˘ “ xXy ` tOpxX2et|X|yq. (5.74)
We choose t “ N´c1{2. With this choice,
xX2et|X|y ĺ CxeX ` e´Xy ĺ C 1. (5.75)
We conclude the proof.
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5.3 Overlap between two replicas
In this section, we consider the asymptotic fluctuations of the overlap,
R12 “ 1
N
σp1q ¨ σp2q, (5.76)
and prove Theorem 2.6. As in the previous subsections, we write:
βHN pσq “ β
2
σTMσ `
a
βθvTσ. (5.77)
We again assume that
C ľ p1´ βq` ` θ|1´ β| ` ?θ ľ N
´1{3`τ , θ ĺ C, c ĺ β ĺ C. (5.78)
From Proposition 4.1 we have,
A
exp
”
βtσp1q ¨ σp2q
ıE
“
ş
Γ2
exp N
2
G1pz, wqdzdw`ş
Γ
exp N
2
Gpzqdz˘2 (5.79)
where Γ is a vertical line in the complex plane lying to the right of the spectrum of M . Here the
function Gpzq is as above, and
G1pz, wq “ βpz ` wq ´ 1
N
Nÿ
i“1
logppz ´ λiqpw ´ λiq ´ t2q ´ θ
N
Nÿ
i“1
v2i
p2λi ´ z ´ wq ´ 2t
pλi ´wqpλi ´ zq ´ t2 . (5.80)
Here, we recall the notation
vi “ vTuipMq, (5.81)
for the projection of the vector v onto the ith eigenvector of M . We will use this notation for the
remainder of the section. We will again use the notation gpzq as well as γ and γˆ for the saddles and
the parameter κ as in the previous subsections. We first prove the following lemma, which provides
an expansion of G1 around a point γ1. The point γ1 will eventually be chosen to be an approximate
saddle for G1pz, wq.
Lemma 5.7. Assume,
t2 ĺ logpNqκ
1{2
N
(5.82)
and let γ1 P R satisfy |γ1 ´ γ| ĺ κ{ logpNq. Let δ ą 0 be sufficiently small. For z and w satisfying
|z ´ γ1| ` |w ´ γ1| ĺ N δ κ
1{4
N1{2p1` θ{κq1{2 , (5.83)
we have with overwhelming probability,
G1pz, wq “ βpz ` wq ´N´1
ÿ
i
logppλi ´ zqpλi ´ wqq ´ θN´1rvT pM ´ z ` tq´1v ` vT pM ´ w ` tq´1vs
` t2m1N pγ1q
`N εOpt4κ´5{2 ` t2κ´5{4N δ´1{2q
`N εOpθκ´2N´1N2δp1` θ{κq´1p|t| ` t2κ´1 `N δκ1{4N´1{2q. (5.84)
for any ε ą 0.
Proof. First we note that by taking δ ą 0 sufficiently small we can assume that the LHS of (5.83)
is smaller than N´εκ for some small ε ą 0. This, combined with our assumption that |γ1 ´ γ| ĺ
κ{ logpNq implies that with overwhelming probability that Rerzs and Rerws will both be larger than
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2`N´2{3`τ{2. This allows for the use of the rigidity and local estimates of Theorems 3.1 and 3.2 and
the Taylor expansion of quantities appearing in denominators below.
We start by rewriting G1pz, wq as follows.
G1pz, wq “ βpz ` wq ´ 1
N
Nÿ
i“1
logppz ´ λiqpw ´ λiqq (5.85)
´ 1
N
Nÿ
i“1
logp1´ t2{ppz ´ λiqpw ´ λiqqq (5.86)
´ θ
N
Nÿ
i“1
v2i
p2λi ´ z ´ wq
pλi ´ wqpλi ´ zq ´ t2 (5.87)
` 2tθβ
N
Nÿ
i“1
v2i
1
β2pλi ´ wqpλi ´ zq ´ t2 . (5.88)
First,
´ 1
N
Nÿ
i“1
logp1´ t2{ppz ´ λiqpw ´ λiqqq “ t2 1
N
ÿ
i
1
pz ´ λiqpw ´ λiq `Opt
4κ´5{2q
“ t2m1N pγ1q `Opt4κ´5{2 ` t2κ´5{4N δ´1{2q. (5.89)
We next turn to (5.87). We have the expansion,
λi ´ z
pλi ´ wqpλi ´ zq ´ t2 “
λi ´ γ1
pλi ´ γ1q2 ´ t2 ` pγ1 ´wq
ˆ
´ pλi ´ γ1q
2
ppλi ´ γ1q2 ´ t2q2
˙
` pγ1 ´ zq
ˆ
1
pλi ´ γ1q2 ´ t2 ´
pλi ´ γ1q2
ppλi ´ γ1q2 ´ t2q2
˙
` pγ1 ´ zq2
ˆ pλi ´ γ1q3
ppλi ´ γ1q2 ´ t2q3 ´
pλi ´ γ1q
ppλi ´ γ1q2 ´ t2q2
˙
` pγ1 ´ wq2
ˆ pλi ´ γ1q3
ppλi ´ γ1q2 ´ t2q3
˙
` 2pγ1 ´ zqpγ1 ´ wq
ˆ pλi ´ γ1q3
ppλi ´ γ1q2 ´ t2q3 ´
λi ´ γ1
ppλi ´ γ1q2 ´ t2q2
˙
`Opp|z ´ γ1|3 ` |w ´ γ1|3q|λi ´ γ1|´4q, (5.90)
as well as
1
λi ´ z “
1
λi ´ γ1 ` pz ´ γ1q
1
pλi ´ γ1q2 ` pz ´ γq
2 1
pλi ´ γ1q3 `Op|z ´ γ1|
3|λi ´ γ1|´4q. (5.91)
Using this as well as Theorems 3.2 and 3.3 (the latter to estimate |vi|2 ĺ N ε with overwhelming
probability) we find that with overwhelming probability,
´ θ
N
Nÿ
i“1
v2i
p2λi ´ z ´ wq
pλi ´ wqpλi ´ zq ´ t2 `
θ
N
Nÿ
i“1
v2i
ˆ
1
λi ´ z `
1
λi ´ w
˙
“2 θ
N
Nÿ
i“1
v2i
ˆ
1
λi ´ γ1 ´
λi ´ γ1
pλi ´ γ1q2 ´ t2
˙
`rpγ1 ´ zq ` pγ1 ´ wqs
˜
θ
N
Nÿ
i“1
v2i
ˆ
2pλi ´ γ1q2
ppλi ´ γ1q2 ´ t2q2 ´
1
pλi ´ γ1q2 ´ t2 ´
1
pλi ´ γ1q2
˙¸
`N εO
´
θκ´2N´1N2δp1` θ{κq´1pt2κ´1 `N δκ1{4N´1{2q
¯
. (5.92)
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Note that the terms quadratic in pz´ γ1q and pw´ γ1q were estimated using the cancellation between
the above two expansions which gives the error terms that have the t2 terms above. Similarly, we use
1
pλi ´ wqpλi ´ zq ´ t2 “
1
pλi ´ γ1q2 ´ t2 ´ ppγ1 ´ zq ` pγ1 ´ wqq
pλi ´ γ1q
ppλi ´ γ1q2 ´ t2q2
`N εO `p|z ´ γ1|2 ` |w ´ γ1|2q|λi ´ γ1|´4˘ (5.93)
to find,
2t
θ
N
Nÿ
i“1
v2i
1
pλi ´ wqpλi ´ zq ´ t2 “
2tθ
N
Nÿ
i“1
v2i
1
pλi ´ γ1q2 ´ t2
` rpγ1 ´ zq ` pγ1 ´ wqs
˜
´2θt
N
Nÿ
i“1
v2i
λi ´ γ1
ppλi ´ γ1q2 ´ t2q2
¸
`OpN2δ |t|N´1θp1` θ{κq´1κ´2q. (5.94)
Note,
2
pλi ´ γ1q2 ´ tpλi ´ γ1q
ppλi ´ γ1q2 ´ t2q2 ´
1
pλi ´ γ1q2 ´ t2 “
1
pλi ´ γ1 ` tq2 . (5.95)
We have so far arrived at the following expansion which holds with overwhelming probability,
G1pz, wq “ Gpzq `Gpwq
` rpγ1 ´ zq ` pγ1 ´ wqs
`´θN´1vT pM ´ γ1q´2v ` θN´1vT pM ´ γ1 ` tq´2v˘
` t2m1N pγ1q ` 2θN´1vT pM ´ γ1q´1v ´ 2θN´1vT pM ´ γ1 ` tq´1v
`N εOpt4κ´5{2 ` t2κ´5{4N δ´1{2q
`N εOpθκ´2N´1N2δp1` θ{κq´1p|t| ` t2κ´1 `N δκ1{4N´1{2q. (5.96)
Now, using
θN´1
"
´ vT pM ´ zq´1v ` pγ1 ´ zqpvT pM ´ γ1 ` tq´2v ´ vT pM ´ γ1q´2vq
`vT pM ´ γ1q´1 ´ vT pM ´ γ1 ` tq´1vq
*
“´ θN´1vT pM ` t´ zq´1v `N εOpθκ´2N´1N2δp1` θ{κq´1pt2κ´1 `N δκ1{4N´1{2q (5.97)
we conclude the claim.
The above lemma prompts us to investigate the function
G2pzq :“ βz ´ 1
N
ÿ
i
logpz ´ λiq ´ θN´1vT pM ´ z ` tq´1v. (5.98)
We define γ1 by
β `mpγ1q “ N´1θvT pM ´ γ1 ` tq´2v. (5.99)
From the equation,
G1pγ1q ´G1pγq “ N´1θpvT pM ´ γ1 ` tq´2v ´ vT pM ´ γ1q´2vq, (5.100)
we see that with overwhelming probability we have, for any ε ą 0,
|γ1 ´ γ| ĺ Ctθκ´1p1` θ{κq´1 ĺ Ct, γ1 ´ γ “ ´2tθN
´1vT pM ´ γq´3v
G2pγq `N
ε
O
`
t2{κ˘ . (5.101)
From the equation
G1pγ1 ´ tq ´G1pγq “ mN pγ1 ´ tq ´mN pγ1q, (5.102)
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we see that
|γ1 ´ t´ γ| ĺ Ctp1` θ{κq´1 (5.103)
and
γ1 ´ t´ γ “ ´tm
1
N pγ1 ´ tq
G2pγq `Opt
2p1` θ{κq´2κ´1q
“ ´tm
1
N pγq
G2pγq `Opt
2p1` θ{κq´2κ´1q. (5.104)
Note that by expanding γ1´ t´γ instead of γ1´γ we have picked up some extra factors of p1`θ{κq´1
which will prove useful later. We are now ready to prove the following.
Proposition 5.8. With overwhelming probability, we have for a c ą 0, and t satisfying,
t2 ĺ logpNq?κN´1 (5.105)
the expansion,
logxetβσp1q ¨σp2qy “ Nt
2
2
m1pγq `1´ θp2N´1vT pM ´ γq´3vqpG2pγq´1˘` tθvT pM ´ γq´2v
`OpN´cq. (5.106)
Proof. With z “ γ1 ` is1 and w “ γ1 ` is2 and |si| ĺ N δκ1{4N´1{2p1` θ{κq1{2 we see that,
N
2
pG1pz, wq ´ 2G2pγ1q ´ t2m1N pγ1qq “ ´N
G22pγ1q
4
ps21 ` s22q `OpN´cq (5.107)
for some c ą 0, taking δ ą 0 sufficiently small, with overwhelming probability. Note that since by the
above estimates and assumptions on t we see that |γ1 ´ γ| ` |γ1 ´ γ ´ t| ĺ N´epsκ we have that,
G22pκq —
1
κ1{2
p1` θ{κq. (5.108)
Therefore, a straightforward modification of the saddle point analysis presented in Proposition 5.2
gives,
logxetβσp1q ¨σp2qy “ NpG2pγ1q ´Gpγ1qq ` Nt
2m1pγ1q
2
` logpG22pγ1qq ´ logpG2pγqq `OpN´cq (5.109)
for some c ą 0, with overwhelming probability. From our expansions of γ1 in terms of γ and t it is
easy to see that ˇˇ
t2m1pγ1qq ´ t2m1pγqq
ˇˇ ` ˇˇlogpG22pγ1qq ´ logpG2pγqqˇˇ ĺ N´c. (5.110)
Therefore we have the following estimate with overwhelming probability,
logxetβσp1q ¨σp2qy “ NpG2pγ1q ´Gpγqq ` Nt
2m1pγq
2
`OpN´cq. (5.111)
Now,
G2pγ1q ´Gpγq “ mpγqpγ1 ´ γq ´ θN´1vT pM ´ γq´2vpγ1 ´ γ ´ tq
` m
1pγq
2
pγ1 ´ γq2 ´ θN´1vT pM ´ γq´3vpγ1 ´ γ ´ tq2
`Op|t|3κ´3{2q. (5.112)
Using G1pγq “ 0 we see,
mN pγqpγ1 ´ γq ´ θN´1vT pM ´ γq´2vpγ1 ´ γ ´ tq “ tθN´1vT pM ´ γq´2v. (5.113)
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Applying now (5.101) and (5.104) we have with overwhelming probability,
m1pγq
2
pγ1 ´ γq2 ´ θN´1vT pM ´ γq´3vpγ1 ´ γ ´ tq2
“´ m
1pγqθ2N´1vT pM ´ γq´3v
2G2pγq t
2 `N εOp|t|3κ´3{2q. (5.114)
Hence,
logxetβσp1q ¨σp2qy “ Nt
2
2
m1pγq `1´ θp2N´1vT pM ´ γq´3vqG2pγq´1˘` tθvT pM ´ γq´2v
`OpN´cq. (5.115)
with overwhelming probability, for some c ą 0.
From Theorems 3.1 and 3.3 as well as Lemma 5.1 we see that,ˇˇˇ
ˇm1pγq `1´ θp2N´1vT pM ´ γq´3vqpG2pγq´1˘´m1scpγˆqm1scpγˆq ´ 2θm2scpγˆqm1scpγˆq ´ θm2scpγˆq
ˇˇˇ
ˇ ĺ N´c (5.116)
for some c ą 0 with overwhelming probability. Theorem 2.6 follows from this and the previous
Proposition.
Lemma 2.7 follows in a smilar fashion to Lemma 2.5.
6 h “ OpN´1{6q and β ą 1
In this section we will prove the results in Section 2.3. We assume that the parameters β and h satisfy,
1` c ĺ β ĺ c´1, h2β “ θN´1{3 (6.1)
for a fixed c ą 0 and fixed θ ą 0.
6.1 Free energy
In this section we investigate the free energy and prove Theorem 2.8. From our choice of h2β “ θN´1{3
and Proposition 4.1 we are led to investigate the function,
Gpzq “ βz ´ 1
N
Nÿ
i“1
logpz ´ λiq ´ θ
N4{3
vT
1
M ´ z v. (6.2)
We recall the definition of H “ M ` V with V iid Gaussians of variance 2{N so that H is a GOE
matrix. We define the quantities γ, γˆM and γˆH by,
β `mN pγq “ θ
N4{3
vT
1
pM ´ γq2 v, (6.3)
β ´ 1 “ θ
N4{3
vT
1
pM ´ γˆM q2 v, (6.4)
β ´ 1 “ θ
N4{3
vT
1
pH ´ γˆHq2 v. (6.5)
From Theorem 3.5 and the fact that u1pHq is uniformly distributed on the N ´ 1 sphere, we have the
following lemma.
Lemma 6.1. For all sufficiently small ε ą 0, we have,
PrpvTu1pMqq2 ĺ N´εs ĺ N´ε{2. (6.6)
We now define an event Fε1 on which a number of estimates for the eigenvalues and eigenvectors
of M and H hold.
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Definition 6.2. Let ε1 ą 0 be sufficiently small. We define Fε1 to be the event that all of the following
estimates hold. First, we assume that following the level repulsion estimates hold,
|λ1pMq ´ λ2pMq| ľ N´2{3´ε1{100, |λ1pHq ´ λ2pHq| ľ N´2{3´ε1{100. (6.7)
We assume the following lower bound for the projection of the largest eigenvectors of M and H onto
v,
pvTu1pMqq2 ľ N´ε1{100, pvTu1pHqq2 ľ N´ε1{100. (6.8)
We assume that the rigidity estimates of Theorem 3.2 hold with ε “ ε1{p106q, for the eigenvalues of
M and H. We also assume the delocalization bounds,
sup
i
pvTuipMqq2 ` pvTuipHqq2 ĺ N ε1{106 . (6.9)
We assume that the events of Lemma 3.6 hold with ω “ ε1{106 in the definitions of S1 and S2 and
δ “ 1{1000 and ε “ ε1{106. With the same choice of parameters we also assume both isotropic
estimates of Theorem 3.3 hold with u,w “ N´1{2v. We assume also that the events of Theorem 3.5
hold with ε “ ε1{106 in the first estimate and c “ ε1{1000 in the second.
From all of the results in Section 3 we know that Fε1 holds with probability at least PrFε1s ľ
1´N´ceε1 for some ce ą 0:
Lemma 6.3. There is a small ce ą 0 so that for sufficiently small ε1 ą 0 that Fε1 holds with probability
at least 1´N´ceε1.
Let us write,
γ “ λ1pMq ` s
N2{3
, γˆM “ λ1pMq ` sˆM
N2{3
, γˆH “ λ1pMq ` sˆH
N2{3
. (6.10)
For these quantities we now establish some preliminary estimates.
Lemma 6.4. For all sufficiently small ε1 ą 0 we have on the event Fε1 that,
N´ε1{100 ĺ sˆM , sˆH , s ĺ N ε1{100, |s´ sˆM | ĺ N ε1{5´1{3. (6.11)
There is moreover a small c1 ą 0 so that if ε1 ą 0 is sufficiently small then on Fε1 ,
|sˆM ´ sˆH | ĺ N´c1 , |γˆM ´ γˆH | ĺ N´2{3´c1 . (6.12)
Proof. We have,
β ´ 1 ľ θpv
Tu1pMqq2
sˆ2M
, (6.13)
and so on the event Fε1 , sˆM ľ cN´ε1{100. The same estimates also clearly hold for s and sˆH (for
sˆH we also that the estimates (3.15) hold on Fε1). For an upper bound we use the fact that the
delocalization estimates hold for vTuipMq to see that,
θ
N4{3
vT
1
pM ´ γˆM q2 v ĺ θN
εN ε1{1000psˆM q´2 `
ÿ
iąNε
N ε1{106
N4{3pλipMq ´ λ1pMqq2
(6.14)
for any ε ą 0. Taking ε “ ε1{1000, we see that by the rigidity estimates, the second term is
OpN´ε{3`ε1{106q. We therefore get the inequality,
β ´ 1
2
ĺ θN ε1{500psˆM q´2 (6.15)
and so psˆM q ĺ N ε on an event of overwhelming probability. A similar conclusion holds for s and sˆH .
On Fε1 we may now assume that N
´ε11{00 ĺ s ĺ N ε1{100 and the same for sˆM and sˆH . In the region
N´2{3´ε1{50 ĺ E ĺ N´2{3`ε1{50, we see that
N´ε1{10 ĺ 1
N2{3
d
dE
θ
N4{3
vT
1
pM ´ pλ1pMq ´ Eqq2 v ĺ N
ε1{10. (6.16)
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From this, we see that
N´ε1{10|s´ sˆM | ĺ
ˇˇˇ
ˇ 1N4{3 vT 1pM ´ γq2 v ´ 1N4{3 vT 1pM ´ γˆM q2 v
ˇˇˇ
ˇ ĺ N ε1{10|s´ sˆM | (6.17)
From the fact that the rigidity and level repulsion estimates are assumed to hold on Fε1 , we whave
that the estimate
|mN pγq ` 1| ĺ N ε1{50´1{3 (6.18)
holds on Fε1 . This implies,
|s´ sˆM | ĺ N ε1{5´1{3. (6.19)
We now turn to proving the estimate on the difference sˆH ´ sˆM . Consider now E “ λ1pMq ` uN´2{3
for N´2ε2 ĺ u ĺ N2ε2 . Let ε2 “ 10´6. Let η “ N´2{3´1{1000. We begin by rewriting,
N´4{3vT pH ´ Eq´2v ´N´4{3vT pM ´ Eq´2v (6.20)
“N´4{3vT pH ´ Eq´2v ´N´4{3vT pH ´ pE ` iηqq´2v (6.21)
`N´4{3vT pM ´ pE ` iηqq´2v ´N´4{3vT pM ´ Eq´2v (6.22)
`N´4{3vT pH ´ pE ` iηqq´2v ´N´4{3vT pM ´ pE ` iηqq´2v (6.23)
From the delocalization estimates that hold on Fε1 we have that |vTuipHq| ` |vTuipMq| ĺ N2ε1{10
6
and we can assume ε1 ă ε2{100. Using the rigidity estimates that hold on Fε1 we see that the term
(6.21) can estimated as,
ˇˇˇ
N´4{3vT pH ´ Eq´2v ´N´4{3vT pH ´ pE ` iηqq´2v
ˇˇˇ
ĺCηN ε1{10
Nÿ
i“1
1
N4{3|λipHq ´ E|3
(6.24)
ĺCηN10ε2N2{3, (6.25)
for all E specified above. The term (6.22) is similar. For (6.23) we have the estimates (3.17) assumed
to hold on Fε1 which gives an estimate of (using the Cauchy-Riemann formula),ˇˇˇ
N´4{3vT pH ´ pE ` iηqq´2v ´N´4{3vT pM ´ pE ` iηqq´2v
ˇˇˇ
(6.26)
ĺN
10ε2
ηN1{3
˜
1
N1{2
` 1pNηq2 `
1
N
?
η
` N
´1{3
Nη
¸
(6.27)
Note we used Imrmscs ĺ Cp|E ´ 2|1{2 ` η1{2. Under our assumptions on ε2 and η we see that both
(6.25) and (6.27) are OpN´αq for some small α ą 0, on the event Fε1 . We can then write,ˇˇˇ
N´4{3vT pM ´ γˆHq´2v ´N´4{3vT pH ´ γˆHq´2v
ˇˇˇ
“
ˇˇˇ
N´4{3vT pM ´ γˆHq´2v ´N´4{3vT pM ´ γˆM q´2v
ˇˇˇ
.
(6.28)
On Fε1 we can assume that |λ1pMq ´ λ1pHq| ĺ N´5{6 and that N´ε ĺ sˆM , sˆH ĺ N ε, with ε ă ε2{2,
with ε2 as above, and ε ă α{100, where α is as above. As we have seen, the LHS of (6.28) is OpN´αq
on Fε1 . From the inequality which holds for a, b ą λ1pMq,ˇˇ
vT pM ´ aq´2v ´ vT pM ´ bq´2vˇˇ “|b´ a| ˇˇvT rpM ´ aq´2pM ´ bq´1 ` pM ´ aq´1pM ´ bq´2svˇˇ
ľ|b´ a|pvTu1pMqq2|pλ1 ´ aq´2pλ1 ´ bq´1|, (6.29)
we find ˇˇˇ
N´4{3vT pM ´ γˆHq´2v ´N´4{3vT pM ´ γˆM q´2v
ˇˇˇ
ľ N´ε1|sˆM ´ sˆH |. (6.30)
On the other hand, we assumed that the LHS of (6.28) is less than N´α, and ε1 ă α{100. Hence, we
have that there is some c1 ą 0 so that |sˆM ´ sˆH | ĺ N´c1 on the event Fε1 .
With these preliminary estimates on the saddle locations out of the way, we turn to the remainder
of the proof. The method of steepest descent will allow us to derive an expansion for the free energy
31
in terms of the saddle γ; our estimates above then allow us to replace this by quantities involving only
the spectral quantities of H. The convergence of this latter system will be carried out in the next
section.
For all sufficiently small ε1 ą 0, we have on the event Fε1 that, due to the level repulsion, rigidity
and estimate of Lemma 6.1 that,
N2k{3´ε1{500 ĺ |Gpk`1qpγq| ĺ N2k{3`ε1{500, k “ 1, 2 (6.31)
and the expansion,
Gpγ ` itq ´Gpγq “ ´G
2pγq
2
t2 `OpN´1´1{10q (6.32)
for |t| ĺ N´5{6`1{100. A straightforward modification of the steepest descent argument in Proposition
4.1 gives the following.
Proposition 6.5. Assume that (6.1) holds. There is a small c1 ą 0 so that for sufficiently small
ε1 ą 0 we have that on the event Fε1, the following expansion for the free energy holds
1
N
logZN,β,h “ 1
2
Gpγq ` 1
N
logpΓpN{2q
` 1
N
pN{2´ 1q logp2{pNβqq ´ 1
2N
logpNG2pγqπq `OpN´1´c1q, (6.33)
where γ is the saddle defined by (6.3).
We expect the fluctuations of the first term, Gpγq to be OpN´2{3q, so we will ignore the N´1 log
term in examining fluctuations. We now replace the quantities that we obtained from the saddle point
analysis with spectral quantities involving only the GOE matrix H; the latter will be easier to analyze
later.
Lemma 6.6. There is a small c1 ą 0 so that for sufficiently small ε1 ą 0, on the event Fε1 it holds
that,
N2{3
ˆ
FN,β,h ´ 1
N
logpΓpN{2qq ` 1
N
pN{2´ 1q logp2{pNβqq ´ CN
˙
“1
2
ˆ
pβ ´ 1qN2{3pγˆH ´ 2q ´ θ
N2{3
vT pH ´ γˆHq´1v
˙
`OpN´c1q. (6.34)
Proof. Using the rigidity estimates of the event Fε1 and the estimates of Lemma 6.4 we first have,
βpγ ´ 2q ´ 1
N
Nÿ
i“1
logpγ ´ λiq “ pβ ´ 1qpγˆH ´ 2q `CN `OpN´2{3´cq (6.35)
for some c ą 0. Here, CN is the constant
CN :“ ´
ż 2
´2
logp2´ xqdρscpxq. (6.36)
We estimate
N´4{3
ˇˇ
vT pH ´ γˆHq´1v ´ vT pM ´ γq´1v
ˇˇ ĺ N´4{3 ˇˇvT pH ´ γˆHq´1v ´ vT pM ´ γˆHq´1vˇˇ (6.37)
`N´4{3 ˇˇvT pH ´ γˆHq´1v ´ vT pH ´ γq´1vˇˇ (6.38)
The term (6.37) is similar to (6.20) with E “ γˆH and by the same proof of our estimate of (6.20) we
find that (6.37) is OpN´2{3´cq for some c ą 0. The same estimate holds for (6.38) given the second
estimate of (6.12). Therefore, on Fε1
N´4{3
ˇˇ
vT pH ´ γˆHq´1v ´ vT pM ´ γq´1v
ˇˇ ĺ N´2{3´c. (6.39)
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This concludes the proof.
This completes our expansion of the free energy in terms of GOE quantities. We now prove
Theorem 2.8.
Proof of Theorem 2.8. The random variable XN is the first term on the RHS of (6.34). The
eigenvectors and eigenvalues of the GOE matrix H are independent, and the eigenvector matrix is
uniformly distributed on the orthogonal group. Hence, the quantities tpvTuipHqq2uNi“1 have the same
joint distribution as tNg2i {
ř
j g
2
j uNi“1 where the tgiuNi“1 are iid standard normal random variables. Let
now tµiuNi“1 be a vector of GOE eigenvalues in decreasing order independent of the tgiui.
Let xa be the solution to
β ´ 1 “ θ
N4{3
1
N´1
řN
i“1 g
2
i
Nÿ
i“1
g2i
pµi ´ xaq2 . (6.40)
Then the main term XN in the expansion of the free energy has the same distribution as,
pβ ´ 1qN2{3pγˆH ´ 2q ´ θ
N2{3
vT pH ´ γˆHq´1v d“ pβ ´ 1qN2{3pxa ´ 2q ´ 1
N´1
řN
i“1 g
2
i
θ
N2{3
Nÿ
i“1
g2i
pµi ´ xaq .
(6.41)
This is the random variable YN in the theorem statement. Consider now the alternative system where
xb is the solution to
β ´ 1 “ θ
N4{3
Nÿ
i“1
g2i
pµi ´ xbq2 (6.42)
and the quantity,
pβ ´ 1qN2{3pxb ´ 2q ´ θ
N2{3
Nÿ
i“1
g2i
pµi ´ xbq . (6.43)
Now we have that
N´1
Nÿ
i“1
g2i “ 1`OpN´1{2`εq, sup
i
|gi| ĺ N ε (6.44)
with overwhelming probability for any ε ą 0. On the event that the above estimates as well as the
rigidity estimates hold for µi with sufficiently small ε ą 0 that,ˇˇˇ
ˇˇ θ
N4{3
Nÿ
i“1
g2i
pµi ´ Eq2 ´
θ
N4{3
1
N´1
řN
i“1 g
2
i
Nÿ
i“1
g2i
pµi ´ Eq2
ˇˇˇ
ˇˇ ĺ N3ε2`10εN´1{2 (6.45)
for E satisfying N´2{3´ε2 ĺ E ´ µ1. Hence, similar arguments leading our estimates (6.12) yield,
|xa ´ xb| ĺ N´5{6 (6.46)
with probability at least 1´N´ε for sufficiently small ε ą 0. Furthermore, we write,
1
N´1
ř
i“1 g
2
i
θ
N2{3
ÿ
i“1
g2i
µi ´ xa ´
θ
N2{3
ÿ
i“1
g2i
µi ´ xb “
θ
N2{3
ÿ
i“1
g2i
µi ´ xa ´
θ
N2{3
ÿ
i“1
g2i
µi ´ xb (6.47)
`
ˆ
1´ 1
N´1
ř
i g
2
i
˙
θ
N2{3
Nÿ
i“1
g2i
µi ´ xa . (6.48)
With probability at least 1 ´ N´ε the first line is O `|xa ´ xb|N2{3`10ε˘ and the second line is
O
`
N1{3`εN´1{2
˘
. This concludes the proof.
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6.2 Convergence of the saddle system
In this section we prove the following theorem, which implies Theorem 2.9. In the course of the proof
we also obtain that the quantities a and Ξ in the statement of Theorem 2.9 are well-defined.
Theorem 6.7. Let tµiuNi“1 be the eigenvalues of a GOE matrix. Let tgiuNi“1 be iid Gaussian random
variables independent from tµiuNi“1. Let xb be the unique solution s.t. xb ą µ1 to,
β ´ 1 “ θ
N4{3
Nÿ
i“1
g2i
pµi ´ xbq2 . (6.49)
Then xb and the random variable,
N2{3pxb ´ 2q ` θ
N2{3
Nÿ
i“1
ˆ
g2i
pµi ´ xbq ´
1
pγi ´ 2q
˙
(6.50)
converge to the corresponding quantities for the Airy1 random point field.
We will use the following lemma, a consequence of [14].
Lemma 6.8. There is a c0 ą 0 so that the following statement holds. Let ε ą 0. Then there is a
K ą 0 depending on ε so that for N large enough,
P
«
Nč
j“K
tc0j2{3 ĺ N2{3pµj ´ 2q ĺ c´10 j2{3u
ff
ľ 1´ ε. (6.51)
We define the random variable s by
xb “ µ1 `N´2{3s. (6.52)
We first prove the following.
Lemma 6.9. The random variables s and s´1 are tight.
Proof. For a lower bound,
β ´ 1 ľ θg
2
1
s2
. (6.53)
For an upper bound, we have on the event of Lemma 6.8 for all k0 ą K,
β ´ 1
θ
ĺ 1
s2
k0ÿ
j“1
g2j ` C
ÿ
jąk0
g2j
j4{3
(6.54)
for some C ą 0 independent of k0. For k0 sufficiently large, there is an event of probability at least
1 ´ ε on which the second term is less then β´1
2θ
, by Markov’s inequality. Hence, there is an event of
probability at least 1´ 2ε on which,
s2 ĺ 2θ
β ´ 1
k0ÿ
j“1
g2j . (6.55)
This yields the claim.
We now define sn to be the unique positive solution to,
β ´ 1 “ θ
N4{3
nÿ
i“1
g2i
psnN´2{3 ` µ1 ´ µiq2
(6.56)
Lemma 6.10. Let ε ą 0. There is an n0, depending on ε so that for all N large enough, so that there
is an event Fn0 on which the following estimate for all n ľ n0,
|s´ sn| ĺ ε (6.57)
and PrFn0s ľ 1´ ε.
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Proof. First note that sn ĺ s. We have the estimates,
ÿ
jąn
g2j
N4{3pµj ´ µ1q2
ľ
ÿ
jąn
g2j
N4{3pµj ´ µ1 ´ sN´2{3q2
“
nÿ
j“1
g2j
pµj ´ µ1 ´ snN´2{3q2
´
nÿ
j“1
g2j
pµj ´ µ1 ´ sN´2{3q2
“ ps´ snq
nÿ
j“1
g2j
N2{3prµ1 ` sN´2{3 ´ µjs ` rµ1 ` snN2{3 ´ µjsq
N8{3pµj ´ µ1 ´ sN´2{3q2pµj ´ µ1 ´ snN´2{3q2
ľ ps´ snqg
2
1
s3
. (6.58)
Due to the previous lemma, for any ε ą 0 there is a δ ą 0 on which g21{s3 ľ δ with probability 1´ ε.
Hence, with probability at least 1´ ε, we have that for all n,
ps´ snq ĺ 1
δ
ÿ
jąn
g2j
N4{3pµj ´ µ1q2
. (6.59)
Let K be so that the event of Lemma 6.8 holds with probability at least 1´ ε. As long as n ľ K, we
have that there is an event with probability at least 1´ ε on which,
ps´ snq ĺ C
δ
Nÿ
j“K
g2j
j4{3
. (6.60)
Note that this inequality holds for every n ą K and C, δ are independent of K. Now if K is sufficiently
large then by Markov’s inequality with probability at least 1 ´ ε the term on the RHS is less than
ε.
Lemma 6.11. Let ε ą 0. There is an n1, so that for n ľ n1 we have that there is an event Fn which
holds with probability at least 1´ ε on which,
1
N2{3
ˇˇˇ
ˇˇ Nÿ
j“2
˜
g2j
pµj ´ µ1 ´ sN´2{3q
´ 1
γj ´ 2
¸
´
nÿ
j“2
˜
g2j
pµj ´ µ1 ´ snN´2{3q
´ 1
γj ´ 2
¸ˇˇˇ
ˇˇ ĺ ε, (6.61)
and
|g21{s´ g21{sn| ĺ ε. (6.62)
The same statement holds with the g2j replaced by 1 everywhere.
Proof. The second estimate is an easy consequence of our previous estimates. For the first estimate,
we first let n0, C0 ą 0, δ, c0 and F be the event with PrFs ľ 1´ ε on which,
c0j
2{3 ĺ N2{3|µj ´ µ1| ĺ c´10 j2{3, j ľ n0 (6.63)
and also
|µ1 ´ 2|N2{3 ĺ C0 (6.64)
and δ ĺ s ĺ δ´1. Note that c0 does not depend on ε but the other parameters do. For n ľ n0, we
estimate
1
N2{3
ˇˇˇ
ˇˇ Nÿ
jąn
˜
g2j
pµj ´ µ1 ´ sN´2{3q
´ 1
γj ´ 2
¸ˇˇˇ
ˇˇ1F
ĺ
ÿ
jąn
C|gj |2
|µj ´ γj |1tpµj´2qN2{3ĺ´c0j2{3u ` δ´1 ` C0
j4{3
` 1
N2{3
ˇˇˇ
ˇˇÿ
jąn
g2j ´ 1
pγj ´ γ1q
ˇˇˇ
ˇˇ . (6.65)
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The second moment of the last term is bounded by Cn´1{3. The first term has, due to [14], expectation
bounded by Cn´1{5. So if n ą n1, with n1 sufficiently large, than these terms are less than ε with
probability at least 1´ ε.
Now, fix ε1 ą 0. By taking n1 sufficiently large, we may assume that for all n ą n1 that |s´sn| ă ε1
with probability at least 1 ´ ε. Assume ε1 ă δ{2. Call this event F1. Let C2 be a constant so thatřn0
j“1 g
2
j ĺ C2 with probability at least 1´ε and call this event F2. Note that the constant C2 depends
only on n0 and not on ε1 or n1. On F X F1 X F2,
1
N2{3
ˇˇˇ
ˇˇ nÿ
j“2
g2j
ˆ
1
µj ´ µ1 ´ sN´2{3
´ 1
µj ´ µ1 ´ snN´2{3
˙ˇˇˇˇˇ
ĺ|s´ sn|10δ´2C2 ` ε1
nÿ
j“n0`1
g2j
c20j
4{3
ĺε1
˜
10δ´2C2 `
nÿ
j“n0`1
g2j
c20j
4{3
¸
(6.66)
By Markov’s inequality, there is an M ą 0 so that the second term in the brackets on the last line is
less than M with probability at least 1´ ε (this M does not depend on ε1 or n). Hence, by taking ε1
small enough depending on C2, δ and M , we get that this is less than ε.
Proof of Theorem 6.7. Denote by yn the random variable
yn :“ N2{3pµ1 ` snN´2{3 ´ 2q ` θ
N2{3
nÿ
i“1
ˆ
g2i
µi ´ γ ´
1
γi ´ 2
˙
. (6.67)
Note that yN is the random variable whose convergence we are interested in. For any bounded Lipschitz
function F and any ε ą 0 we see that there is an n so that for all N large enough,
|ErF pyN qs ´ ErF pynqs| ĺ ε. (6.68)
Since g21 ą 0 almost surely, and that the GOE eigenvalues are a.s. distinct, we see that sn and yn are
continuous functions of tµiuni“1. Let tχiu8i“1 be the Airy1 random point field, normalized so that the
joint limit of tN2{3pµi ´ 2quni“1 is the first n particles of the Airy1 random point field.
If an denotes the solution to
β ´ 1 “ θ
nÿ
i“1
g2i
pχi ´ χ1 ´ anq2 (6.69)
and zn the random variable,
zn :“ χ1 ` an ` θ
nÿ
i“1
ˆ
g2i
χi ´ χ1 ´ an `
1
pπ2i{3q2{3
˙
. (6.70)
We have by the joint convergence of the n largest GOE eigenvalues to the Airy1 random point field,
lim
NÑ8
ErF pynqs “ ErF pznqs. (6.71)
It remains to prove that,
lim
nÑ8ErF pznqs “ ErF pz8qs. (6.72)
The arguments are almost identical to the arguments involving the analagous statements for yn and
yN . Indeed, all the estimates for the GOE eigenvalues µi we used have direct analogues for the Airy1
random point field – this is proven in [14].
The only substantial difference is that one must truncate the analogue of (6.65) using the Kol-
mogorov Three Series lemma, as it is an infinite random sum that is not absolutely summable. Note
that these arguments also show that the random variables a8 and z8 are well defined.
The same method as above gives a proof of the following generalization.
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Proposition 6.12. Let ε ą 0, k ľ 2 an integer, and let sn be as above. There is an n1 ą 0 so that
for all n ą n1 there is an event Fn with probability at least 1´ ε so that
1
N2k{3
ˇˇˇ
ˇˇ Nÿ
i“1
g2j
pµj ´ µ1 ´ sN´2{3qk
´
nÿ
i“1
g2j
pµj ´ µ1 ´ snN´2{3qk
ˇˇˇ
ˇˇ ĺ ε. (6.73)
The same statement holds with the g2j replaced by 1.
Additionally, we have the following.
Theorem 6.13. For any k0 ľ 2 we have the joint convergence of the random variables,#
1
N2k{3
Nÿ
i“1
g2i
pµi ´ µ1 ´ sN´2{3qk
,
1
N2k{3
Nÿ
i“1
1
pµi ´ µ1 ´ sN´2{3qk
+k0
k“2
(6.74)
and #
s,
1
N2{3
Nÿ
i“1
g2i
µi ´ µ1 ´ sN´2{3
´ 1
γi ´ 2 ,
1
N2{3
Nÿ
i“1
1
µi ´ µ1 ´ sN´2{3
´ 1
γi ´ 2
+
(6.75)
to the corresponding quantities of the Airy1 random point field.
6.3 Overlap with external field
In this short section we prove Theorem 2.10. We continue to consider the regime of parameters β ą 1
and h2β “ θN´1{3 for a fixed θ ą 0. Recall also our definition of the vent Fε1 in Definition 6.2. We
consider now,
logxexp
”
β1{2tN´1{6vTσ
ı
y (6.76)
which is then a ratio of contour integrals, involving the function Gpzq as above and
Gupzq :“ Gpzq ´ uN´4{3vT pM ´ zq´1v, (6.77)
where
u “ 2tθ1{2 ` t2. (6.78)
Note that due to our choice of scaling, the function Gupzq differs slightly from the definition in Section
5. We assume that
|u| ĺ N´α (6.79)
for some α ą 0. Let
G1upγuq “ 0, G1pγq “ 0. (6.80)
Then we see that on the event Fε1 that for sufficiently small ε1 ą 0, we have
|γu ´ γ| ĺ N ε1uN´2{3. (6.81)
As a consequence of Proposition 6.5 we obtain the following.
Lemma 6.14. There is a c1 ą 0 so that the following holds on Fε1 for sufficiently small ε1 ą 0. For
all |u| ĺ N´α,
logxexp
”
β1{2tN´1{6vTσ
ı
y “ N
2
pGupγuq ´Gpγqq ´ logG2upγuq ` logG2pγq `OpN´c1q. (6.82)
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We now turn to estimating the quantities appearing in the above lemma. First we have by Taylor
expansion that on Fε1 ,
γu ´ γ “ u
G2pγqN
´4{3vT pM ´ γq´2v `N ε1{10Opu2N´2{3q, (6.83)
where we used the lower bounds γ, γ1 ľ λ1pMq ` N´2{3´ε1{100 which hold on Fε1 as well as the
delocalization and rigidity estimates. Furthermore we have on Fε1 ,
NpG1pγ1q ´Gpγqq “ 1
2
NG2pγqpγ1 ´ γq2
´uN´1{3vT pM ´ γq´1v ´ upγ1 ´ γqN´1{3vT pM ´ γq´2v
`N ε1{5O
´
N1{3|u|3
¯
“ ´1
2
pN1{3u2qpN
´4{3vT pM ´ γq´2vq2
N´2{3G2pγq
´ uN´1{3vT pM ´ γq´1v `N ε1O
´
N1{3|u|3
¯
. (6.84)
Note also that
|G2upγuq ´G2pγq| ĺ N2{3`ε1{10|u|, (6.85)
on Fε1 .
Hence we see that on Fε1
logxexp
”
β1{2tN´1{6vTσ
ı
y “ ´1
4
pN1{3u2qpN
´4{3vT pM ´ γq´2vq2
N´2{3G2pγq
´ 1
2
uN´1{3vT pM ´ γq´1v `N ε1O
´
N1{3|u|3 ` |u|
¯
. (6.86)
Now, on Fε1 ,
1
4
pN1{3u2qpN
´4{3vT pM ´ γq´2vq2
N´2{3G2pγq ´
1
2
uN´1{3vT pM ´ γq´1v
“´ 1
2
pt2N2{3qN´1vT pM ´ γq´1v ´ θ1{2tN´1{3vT pM ´ γq´1v `OpN ε1N1{3t2q. (6.87)
We have therefore proven the following lemma.
Lemma 6.15. There is a small c1 ą 0 so that the following holds on Fε1 for sufficiently small ε1 ą 0.
For all |t| ĺ C, we have
logxexp
”
β1{2tN´1{2vTσ
ı
y “ ´1
2
pt2qN´1vT pM ´ γq´1v ´ θ1{2tN1{3N´1vT pM ´ γq´1v `OpN´c1q.
(6.88)
For small ε2 ą 0 we have, on the event Fε1 for ε1 ă ε2,
1
N
vT pM ´ γq´1v “ 1
N
vT pM ´ γ ´N ε2´2{3q´1v `O
´
N ε2`ε1´1{3
¯
“ mscpγ `N ε2´2{3q `O
´
N ε1`ε2´1{3
¯
“ ´1`OpN´cq, (6.89)
for some small c ą 0. Note that in passing to the second line we used the fact that the isotropic
estimates of Theorem 3.3 are assumed to hold on Fε1 . This together with the previous lemma proves
Theorem 2.10.
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6.4 Overlap between two replicas
In this section we will prove Theorem 2.12. We continue to consider,
βHN pσq “ β
2
σTMσ `
a
βθN´1{6vTσ. (6.90)
We fix α ą 0 and assume that
|t| ĺ N´α. (6.91)
According to our representation formulas,
A
exp
”
βN´2{3tσp1q ¨ σp2q
ıE
“
ş
Γ2
exp N
2
G1pz, wqdzdw`ş
Γ
exp N
2
Gpzqdz˘2 (6.92)
where,
G1pz, wq “ βpz`wq ´ 1
N
Nÿ
i“1
logppz´ λiqpw´ λiq ´N´4{3t2q´ θ
N4{3
ÿ
i
v2i
2λi ´ z ´ w ´ 2tN´2{3
pλi ´ wqpλi ´ zq ´N´4{3t2
.
(6.93)
We define γ1 to be the largest solution to
BzG1pγ1, γ1q “ 0. (6.94)
Calculating the derivative, we see that this is the solution to the equation
β ` 1
N
Nÿ
i“1
λi ´ γ1
ppλi ´ γ1q2 ´N´4{3t2
“ θ
N4{3
Nÿ
i“1
v2i
1
pλi ´ γ1 `N´2{3tq2
. (6.95)
The limit of the LHS as γ1 Ñ λ1 `N´2{3|t| from above is ´8 whereas the limit on the RHS is either
`8 or a positive number. As γ1 Ñ8, the LHS goes to β and the RHS goes to 0, so γ1 ą λ1`N´2{3|t|.
For γ1 ą λ1 ` N´2{3|t|, both sides of the equation are monotonic functions of γ1. Furthermore, the
LHS is less than β for such γ1 and the RHS is larger than
θ
N4{3
Nÿ
i“1
v2i
1
pλi ´ γ1 `N´2{3tq2
ľ θv
2
1
pN2{3pλ1 ´ γ `N´2{3tq2
(6.96)
Hence, on the event Fε1 we have that, N
2{3pγ1 ´ pλ1 `N´2{3tqq ľ N´ε1{100. An upper bound can be
proven via a similar argument to Lemma 6.4. Hence, we have the following.
Lemma 6.16. Assume that |t| ĺ N´α. For ε1 sufficiently small depending on α, we have on Fε1 that
N´ε1{100 ĺ N2{3pγ1 ´ λ1q ĺ N ε1{100. (6.97)
Using the above lower bound above and the rigidity estimates, we see that on Fε1 ,ˇˇˇ
ˇˇ1` 1
N
Nÿ
i“1
λi ´ γ1
ppλi ´ γ1q2 ´N´4{3t2
ˇˇˇ
ˇˇ ĺ N´1{3`ε1{10. (6.98)
Therefore, in a similar fashion to the second estimates of Lemma 6.4, we see that on Fε1 ,
|γ ´ pγ1 ´N´2{3tq| ĺ N´1`ε1 . (6.99)
The Hessian of G at γ1 has diagonal elements equal to,
B2zG1pγ1, γ1q “
1
N
Nÿ
i“1
pλi ´ γ1q2
ppλi ´ γ1q2 ´N´4{3t2q2
´2 θ
N4{3
Nÿ
i“1
v2i
pλi ´ γ1q
ppλi ´ γ1q2 ´N´4{3t2qpλi ´ γ1 `N´2{3tq2
(6.100)
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and off-diagonal elements equal to,
BzBwG1pγ1, γ1q “ 1
N
Nÿ
i“1
N´4{3t2
ppλi ´ γ1q2 ´N´4{3t2q2
`2 θ
N4{3
Nÿ
i“1
v2i
N´2{3t
ppλi ´ γ1q2 ´N´4{3t2qpλi ´ γ1 `N´2{3tq2
(6.101)
We see first that on Fε1 , for sufficiently small ε1 ą 0, that
N´ε1{10 ĺ trN´2{3∇2G1pγ1, γ1q ĺ N ε1{10. (6.102)
We calculate,
B2zG1pγ1, γ1q ´ BzBwG1pγ1, γ1q “
1
N
Nÿ
i“1
1
pλi ´ γ1q2 ´N´4{3t2
´ 2 θ
N4{3
Nÿ
i“1
v2i
1
pλi ´ γ1 `N´2{3tq3
(6.103)
and conclude from the formula det∇2G1pγ1, γ1q “ pB2zG1 ´ BzBwG1qpB2zG1 ` BzBwG1qpγ1, γ1q that
N´ε1 ĺ N´4{3 det∇2G1pγ1, γ1q ĺ N ε1 , (6.104)
on Fε1 . Before we begin the steepest descent analysis, we require the preliminary lemma.
Lemma 6.17. Let 0.01 ą α ą 0. Let G1pz, wq be as above. There is an ε1 ą 0 depending on α so on
the event Fε1 we have the following. Assume |t| ĺ N´α and z “ γ1 ` iu and w “ γ1 ` iv. Assume
u ľ N´2{3´α{100. Then the following estimate holds.
RerG1pz, wq ´G1pγ1, γ1qs ĺ ´N´2{3´1{10 ´ c1tuąN1{100u logpu{N1{100q. (6.105)
Proof. First when |v| ĺ N´2{3´α{100 and u “ N´2{3´α{100 we see that for ε1 ą 0 sufficiently small
that on Fε1 , we have by Taylor expansion,
RerG1pz, wq ´G1pγ1, γ1qs ĺ ´N2{3´ε1pu2 ` v2q `OpN4{3`ε1p|u|3 ` |v|3q ĺ ´N´2{3´1{10. (6.106)
By direct calculation we see that on Fε1 ,
BzpG1pz, wq “ BzGpzq `N ε1O
˜
t2
NN4{3
ÿ
i
1
|z ´ λi|2|w ´ λi|
¸
`N ε1O
˜
t
N6{3
ÿ
i
1
|λi ´ z|2|λi ´ w|
¸
. (6.107)
For u ľ N´2{3´α{2 we have |tN´2{3{pλi ´ zq| ĺ N´α{2. So with ε1 ą 0 small enough we see that the
error terms are OpN´α{4q. On the other hand, if N´2{3´α{100 ĺ u ĺ N2{3`α{100,
ImrBzGpzqs ľ 1
N4{3
v21upγ1 ´ λ1q
ppλ1 ´ γ1q2 ` u2q2 ľ N
´α{10, (6.108)
on Fε1 as long as ε1 is sufficiently small. Note we used (6.8). Hence, we see that on Fε1 we have that
ImrBzG1pz, wqs ľ 0 for |v| ĺ N´2{3´α{100 and N´2{3´α{100 ă u ă N´2{3`α{100 and so we conclude
the estimate of the Lemma for this range of z, w. For u ą N´2{3`α{100 we see from the fact that
the estimates of Theorem 3.3 for u,w “ N´1{2v are assumed to hold on Fε1 as well as the rigidity
estimates that,
ImrBzGpzqs “ N´1{3Imrm1scpzqs `OpN´α{1000pN2{3uq´1q (6.109)
on Fε1 for ε1 ą 0 sufficiently small. A straightforward calculation gives, for u ĺ 1{10,
Imrm1scpzqs ľ
c
u1{2
. (6.110)
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as long as |γ1 ´ 2| ĺ N2{3`α{10000. We see also that the errors in (6.107) are OpN´α{4pN2{3uq´1q.
Hence, we see that for N2{3`α{10 ĺ u ĺ 1{10 that ImrBzG1pz, wqs ľ 0 for this range of u as well. For
u ą 1{10, we see that the errors in (6.107) are OpN´1{10|u|2q and that ImrBzGpzqs ľ c{u. So we have
proven the required estimates as long as |v| ĺ N´2{3´α{100.
Reversing the roles of z and w above we see that on Fε1 ,
ImrBwG1pz, wqs ľ 0 (6.111)
for any u ľ N´2{3´α{100 and v ľ N´2{3´α{100. This completes the proof.
The following is an easy consequence of the previous lemma and the method of steepest descent.
Proposition 6.18. There is a c1 ą 0 so that the following holds. Let α ą 0. Then there is an ε1 ą 0
depending on α so that on Fε1,
logxexprβN´2{3tσp1q ¨ σp2qsy “ N
2
pG1pγ1, γ1q ´ 2Gpγqq
` log det∇2G1pγ1, γ1q ´ 2 logG2pγq `OpN´c1q. (6.112)
We now prove the following.
Proposition 6.19. There is a c1 ą 0 so that the following holds. Let α ą 0. Then on the event Fε1
for ε1 ą 0 sufficiently small depending on α ą 0 we have,
logxexprβN´2{3tσp1q ¨ σp2qsy “ N
2
˜
2βtN´2{3 ´ 1
N
Nÿ
i“1
logp1` 2tN´2{3pγ ´ λiq´1q
¸
` log
˜
1´ 1
θN´1{3m2vpγq
«
θN´1{3m2vpγq ´
2θ
N4{3
ÿ
i
v2i
1
pλi ´ γ ´ 2tN´2{3qpλi ´ γq2
ff¸
`OpN´c1q
(6.113)
Proof. Now from (6.99) we have from a second order Taylor expansion that on Fε1 for ε1 ą 0
sufficiently small,
G1pγ1, γ1q “ G1pγ `N´2{3t, γ `N´2{3tq `O
´
N´7{6
¯
. (6.114)
We have the equality,
G1pγ ` tN´2{3, γ ` tN´2{3q ´ 2Gpγq “ 2βtN´2{3 ´ 1
N
Nÿ
i“1
logp1` 2tN´2{3pγ ´ λiq´1q (6.115)
We begin by calculating the determinant of the Hessian. We have,
det∇2G1pγ `N´2{3t, γ `N´2{3tq “
˜
1
N
Nÿ
i“1
1
pλi ´ γq2 ´ 2N´2{3tpλi ´ γq
´ 2θ
N4{3
ÿ
i
v2i
1
pλi ´ γq3
¸
ˆ
˜
1
N
ÿ
i
pλi ´ γq2 ` 2N´4{3t2 ´ 2tN´2{3pλi ´ γq
ppλi ´ γq2 ´ 2tN´2{3pλi ´ γqq2
´ 2 θ
N4{3
ÿ
i
v2i
1
pλi ´ γ ´ 2N´2{3tqpλi ´ γq2
¸
.
(6.116)
For the first factor, we have on Fε1 ,
1
N
Nÿ
i“1
1
pλi ´ γq2 ´ 2N´2{3tpλi ´ γq
´ 2θ
N4{3
ÿ
i
v2i
1
pλi ´ γq3 “ G
2pγqp1`OpN´1{3`ε1{10qq. (6.117)
Recall our notation,
mvpzq :“ 1
N
vT
1
M ´ z v (6.118)
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so that
G2pγq “ ´θN´1{3m2vpγq `OpN1{3`ε1{10q. (6.119)
Then,
1
N
ÿ
i
pλi ´ γq2 ` 2N´4{3t2 ´ 2tN´2{3pλi ´ γq
ppλi ´ γq2 ´ 2tN´2{3pλi ´ γqq2
´ 2 θ
N4{3
ÿ
i
v2i
1
pλi ´ γ ´ 2N´2{3tqpλi ´ γq2
“ G2pγq `
«
θN´1{3m2vpγq ´
θ
N4{3
ÿ
i
v2i
1
pλi ´ γ ´ 2tN´2{3qpλi ´ γq2
ff
`OpN1{3`ε1{10q. (6.120)
This proves the claim.
From Proposition 6.19 we see that there is a small c1 ą 0 so that for every α ą 0 and k ą 0 we
have for ε1 ą 0 sufficiently small depending on α, k that on Fε1 ,
logxexp
”
βN´2{3tσp1q ¨ σp2q
ı
y
“t
˜
βN1{3 ` 1
N2{3
Nÿ
i“1
2
λi ´ γ ´
2θ
3
N´5{3m3v pγq
θN´1m2vpγq
¸
`
kÿ
j“2
tj pXj ` Yjq `O
´
|t|k`1N2kε1 `N´c1
¯
, (6.121)
where,
Xj :“ 1
N2j{3
2j
j!
Nmpj´1qpγq
Yj :“ d
ds
log
˜
1´ 1
θN´1{3m2vpγq
«
θN´1{3m2vpγq ´
2θ
N4{3
ÿ
i
v2i
1
pλi ´ γ ´ 2sN´2{3qpλi ´ γq2
ff¸ ˇˇˇ
ˇ
s“0
.
(6.122)
Now, Yj is a sum of terms which each are products of the form,
N1´2l{3mplqv pγq
N´1m2vpγq
. (6.123)
So for any ε ą 0 there is a ε2 ą 0 so that each term Xj and Yj is OpN εq, with probability at least
1´N´ε2 . Note that
N´ε ĺ N´1m2vpγq ĺ N ε (6.124)
with the same probability with probability at least 1 ´ N ε{100. We recall the definition of H, the
GOE matrix associated to M via H “ M ` V , and V is a diagonal matrix of iid centered normal
random variables with variance 2{N , as well as the definition of γˆH in (6.3). From Lemma 6.4 and
the estimates in its proof, we have the following.
Lemma 6.20. There is a small c1 ą 0 so that the following holds on Fε1 for all sufficiently small
ε1 ą 0. First,
|γ ´ γˆH | ĺ N´2{3´c1 . (6.125)
Second, for any k and ε ą 0 we have, for any N´2{3´ε ĺ E ´ λ1pMq ĺ N´2{3`ε
1
N2k{3
ˆˇˇˇ
ˇtr 1pM ´Eqk ´ tr 1pH ´ Eqk
ˇˇˇ
ˇ` ˇˇˇvT pM ´ Eq´kv ´ vT pH ´Eq´kv ˇˇˇ
˙
ĺ N´c1`2kε. (6.126)
With this lemma we see that we can replace all the quantities in the coefficients in our Taylor series
(6.121) by the corresponding quantities involving H and γˆH , at a cost of OpN´c1{2q on the event Fε1
where now ε1 ą 0 must be taken small enough depending on the order of the Taylor expansion. Note
that the quantities in the denominator of the Yj’s are only products of N
´1m˜vpγq for which we have
the lower bound (6.124), so we do not have any small denominator difficulties.
From this observation and Theorem 6.13 we conclude Theorem 2.12.
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7 h “ OpN´1{2q and β ą 1
We now consider the regime of low temperature and very small magnetic field. We assume that,
C ľ β ľ 1` c, h2β “ N´1{2θ, (7.1)
for a fixed θ P R. In this section we prove the results of Section 2.4.
7.1 Free energy
In this section we will examine the free energy, and prove Theorem 2.13. We will also develop estimates
which will be used to study the overlap in the next subsection.
Gpzq “ βz ´ 1
N
Nÿ
i“1
logpz ´ λiq ´ θ
N2
vT
1
M ´ z v. (7.2)
Eventually we are going to expand Gpzq around a saddle γ, and apply the method of steepest descent.
The saddle will turn out to be distance OpN´1q from λ1.
For our analysis we will again use the event Fε1 that was defined in Definition 6.2. Fix a small
κ ą 0 satisfying at least κ ă 1
100
. The portion of the steepest descent contour that will contribute to
the integral lies in the region
Dκ :“ tz : N´1`κ ` λ1 ą Rerzs ą λ1 ´N´1`κ, Imrzs ĺ N´1`2κu. (7.3)
The portion not lying in Dκ will have an exponentially small contribution. We first analyze the
behavior of Gpzq inside Dκ. For z P Dκ we have the following expansion that holds on Fε1 , using the
level repulsion, rigidity and delocalization estimates:
G1N pzq “ pβ ´ 1q `
1
Npλ1 ´ zq ´
θv21
N2pλ1 ´ zq2 `OpN
´1{3`ε1{10q. (7.4)
This prompts us to define γ “ λ1 ` cβ{N , leading to a quadratic equation for cβ:
β ´ 1 “ 1
cβ
` θv
2
1
c2β
, (7.5)
which has a positive solution,
cβ “ 1`
a
1` 4pβ ´ 1qθv21
2pβ ´ 1q . (7.6)
Note the estimate
cβ — 1` |v1|. (7.7)
Note that our notation has changed slightly compared to previous sections: γ is not defined as a
solution to the equation G1pxq “ 0. Instead γ solves an approximation to the saddle point equation
which, while random, is more tractable than the full equation. Note that cβ is random through its
dependence on the quantity v21. We use the same notation cβ as in the paper [14], where θ “ 0 (so
that in that paper cβ was deterministic).
We also introduce the following notation
m˜pzq :“ 1
N
Nÿ
i“2
1
λipMq ´ z , m˜vpzq :“
1
N
Nÿ
i“2
v2i
λipMq ´ z , (7.8)
i.e., we separate the contribution of the largest eigenvalue from m and m˜v.
For |z| ĺ N´1`κ the following expansion holds on Fε1 for sufficiently small ε1 ą 0,
GN pz ` γq ´Gpγq “ pβ ` m˜N pγqqz ´ 1
N
logp1`Nz{cβq ` z
2
2
m˜1N pγq
` v
2
1θ
Ncβ
ˆ
1
1`Nz{cβ ´ 1
˙
´ zθ
N
m˜1vpγq `OpN´2`3κ`ε1{10q. (7.9)
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Making the change of variable u “ Nz{cβ and multiplying the above function by N we see that we
should examine the function
fpuq :“ cβpβ ´ 1qu´ logp1` uq ` θv
2
1
cβ
ˆ
1
1` u ´ 1
˙
. (7.10)
Define
B ` 1 “ cβpβ ´ 1q “ θv
2
1
cβ
` 1 (7.11)
so that, (note B ą 0)
fpuq “ pB ` 1qu´ logp1` uq `B
ˆ
1
1` u ´ 1
˙
. (7.12)
We denote u “ E ` iη and look for solutions to
η
ˆ
B ` 1´ Bp1` Eq2 ` η2
˙
“ arg pp1` Eq ` iηq (7.13)
for E ă 0. Note that this is the steepest descent contour for fpzq, i.e. Imrfpzqs “ 0. We will consider
η as a function of E and look to find estimates on ηpEq. We first want to check that ηpEq is in fact
well-defined. Accordingly, we first prove the following lemma which shows that ηpEq is well-defined
and derives some basic properties.
Lemma 7.1. For E ă 0 we define the function ηpEq as follows. First, ηp0q “ 0 and,
ηp´1q “
π
2
`
b
π2
4
` 4BpB ` 1q
2pB ` 1q . (7.14)
For ´1 ă E ă 0 there is a unique solution to the equation
η
ˆ
B ` 1´ Bp1` Eq2 ` η2
˙
“ arg pp1` Eq ` iηq (7.15)
satisfying 0 ă η ă ηp´1q. We define ηpEq to be this solution. Then ηpEq is strictly decreasing on
´1 ă E ă 0 and is smooth. For E ă ´1 there is a unique solution of (7.15) on the domain η ą η˚pEq
where
η˚pEq :“ inf
 
η ą 0 : p1` Eq2 ` η2 ą Bp1`Bq´1( (7.16)
The function ηpEq is smooth for E ă ´1.
Proof. At E “ ´1 we obtain a quadratic equation for η (the RHS simplifies to π
2
for η ą 0) and see
that the only positive solution to (7.13) is given by
ηp´1q “
π
2
`
b
π2
4
` 4BpB ` 1q
2pB ` 1q . (7.17)
At E “ 0 we see that ηp0q “ 0 is a solution to (7.13). Now,
d
dη
ˆ
ηpB ` 1q ´ ηB
1` η2 ´ argp1` iηq
˙
“ pB ` 1qη
2
1` η2 `
2η2B
p1` η2q2 ą 0, (7.18)
and so this is the unique solution to (7.13). To simplify discussion, define
FEpηq :“ η
ˆ
B ` 1´ Bp1` Eq2 ` η2
˙
´ arg pp1` Eq ` iηq (7.19)
with the convention that F´1p0q “ ´π2 . Note also F 1´1pηq ą 0. We see that on the vertical half-line in
the complex plane given by
tz “ ´1` iη : η ą 0u (7.20)
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that F´1pηq ă 0 for η ă ηp´1q and F´1pηq ą 0 for η ą ηp´1q. Moreover, F0pηq ą 0 for η ą 0.
Consider now the horizontal line segments ´1 ă E ă 0 at fixed height 0 ă η ă ηp´1q. We have,
d
dE
FEpηq “ 2Bηp1` Eqpp1 ` Eq2 ` η2q2 `
η
p1` Eq2 ` η2 ą 0. (7.21)
So for fixed 0 ă η ă ηp´1q we have that the function E ÞÑ FEpηq is strictly increasing, and satisfies
F´1pηq ă 0 and F0pηq ą 0, so for each η in between 0 ă η ă ηp0q there is some ´1 ă E ă 0 s.t.
FEpηq “ 0. We will see later that this function η ÞÑ E is invertible and so we can define E ÞÑ ηpEq as
its inverse.
We now consider E ă ´1. Define first η˚pEq by,
η˚pEq :“ inf
 
η ą 0 : p1` Eq2 ` η2 ą Bp1`Bq´1( (7.22)
Note that FEpη˚pEqq ă 0 whether or not η˚pEq is 0 or strictly positive. Next,
F 1Epηq “ pB ` 1q ´
B
p1` Eq2 ` η2 `
2η2B
pp1 ` Eq2 ` η2q2 ´
1` E
p1` Eq2 ` η2 (7.23)
For η ą η˚pEq, the sum of the first two terms is a positive quantity and so F 1Epηq ą 0 for η ą η˚pEq.
Moreover, FEp8q “ 8 so we find a unique solution in the domain η ą η˚pEq for each E. Here, we see
also by the implicit function theorem that E Ñ ηpEq is a smooth function.
We return now to the region ´1 ă E ă 0, and consider
f 1puq “ B ` 1´ 1
1` u ´
B
p1` uq2 . (7.24)
We claim that if u lies on the contour that we have described, then Rerf 1puqs ą 0. In the region
´1 ă E ă 0 this shows a strictly monotonic relation between the E and ηpEq constructed above,
fulfilling our above promise to show that the relation η Ñ E is invertible. Moreover, this shows that
E Ñ ηpEq is smooth. Let 1` u “ x` iy. We have,
Rerf 1puqs “ B ` 1´ x
x2 ` y2 ´
B
x2 ` y2 ` 2B
y2
px2 ` y2q2 . (7.25)
Now, on the contour we have that B ` 1´B{px2 ` y2q “ y´1 arctanpy{xq. Hence, on the contour we
have
Rerf 1puqs “ y´1 arctanpy{xq ´ x
x2 ` y2 ` 2B
y2
px2 ` y2q2
“1
y
ˆ
arctanpy{xq ´ y{x
1` py{xq2
˙
` 2B y
2
px2 ` y2q2 . (7.26)
We claim that for w ą 0, that the function w Ñ arctanpwq ´w{p1`w2q is strictly positive. At w “ 0
the function is 0. Its derivative is 2w2p1`w2q´2 ą 0, which proves this claim. We therefore conclude
that Rerf 1puqs ą 0 on the contour.
We require some estimates on the steepest descent contour which are summarized in the following.
Lemma 7.2. There is a c ą 0 so that if ´c ă E ă 0 we have,
ηpEq “
c
´E 1` 2B
1` 3B p1`Op|E|qq (7.27)
For any c ą 0 there is a c1 ą 0 so that ηpEq ľ c1 if ´1 ă E ă ´c. There is a C ą 0 so that ηpEq ĺ C
for all E ă 0. Finally for E ă ´1 we have,
ηpEq ľ π
2pB ` 1q . (7.28)
Note that the constants above do not depend on B.
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Proof. We first examine the behavior of the contour near E “ 0. For |u| ă 1
2
, we can write
fpuq “ 1
2
u2p1` 2Bq ´ u
3
6
p2` 6Bq ` f1puq (7.29)
where f1puq is a function satisfying |Imrf1puqs| ĺ Cp1 ` Bqηp|E|3 ` |E|η2 ` η4q. Hence, we find the
equation,
η2p1` 3Bq “ ´Ep1` 2Bq ` p1` 3BqE2 ` p1`BqOp|E|2 ` η4q. (7.30)
Hence,
ηpEq “
c
´E 1` 2B
1` 3B p1`Op|E|qq (7.31)
for |E| ĺ c, some c ą 0.
Due to the monotonicity of E Ñ ηpEq between ´1 ă E ă 0 we see from the above that for
any c ą 0, there is a c1 ą 0 such that ηpEq ą c1 if ´1 ă E ă ´c. Note also that in this range,
ηpEq ĺ ηp´1q ĺ C. Now for E ă ´1 we have,
η ľ π
2pB ` 1q . (7.32)
For an upper bound, we first have
π ľ ηp1 `B ´ B
η2
q (7.33)
If η2 ą 10, then we see that η ĺ Cπ{p1`Bq. So, we have ηpEq ĺ C for E ă ´1. Hence, we have the
lemma.
In order to control the function G on the steepest descent contour we establish the following
estimates on Rerf 1s.
Lemma 7.3. Let c ą 0. Then there is a c1 ą 0 and C 1 ą 0 so that for ´1 ă E ă ´c we have,
Rerf 1pE ` iηqs ą c1p1`Bq (7.34)
and
Rerf 1pE ` iηqs ą c1 (7.35)
for E ă ´1. We have |Imrf 1pE ` iηqs ĺ C as long as E ă ´c.
Proof. Letting 1` u “ x` iy we have as above
Rerf 1puqs “ 1
y
ˆ
arctanpy{xq ´ y{x
1` py{xq2
˙
` 2By
2
px2 ` y2q2 (7.36)
Now suppose that ´1 ă E ă ´c. Then as above ηpEq ą c1 for some c1 ą 0. This implies that y{x ą c1.
Therefore, we have ˆ
arctanpy{xq ´ y{x
1` py{xq2
˙
ľ c2 (7.37)
for some c2 ą 0. Therefore, Rerf 1puqs ľ c3p1`Bq for some c3. For E ă ´1 we have,
Rerf 1puqs ą π
2y
ą c1 (7.38)
for some c1 ą 0. Now,
Imrf 1puqs “ y
x2 ` y2 `
Bxy
px2 ` y2q2 (7.39)
and we see |Imrf 1puqs| ĺ CpB ` 1q for E ă ´c. Hence we conclude the proof of the lemma.
Now we define the contour Γκ by,
Γκ :“ tz “ pE ` iηpEqqcβN´1 : 0 ĺ ´E ĺ Nκu. (7.40)
Finally, with our estimates on f established, we can obtain the following estimates on G along the
steepest descent contour.
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Lemma 7.4. Let κ ą 0. For sufficiently small ε1 ą 0 the following holds on Fε1 for N large enough.
For any c ą 0 there is a c1 ą 0 we have for z P Γκ,
NRerGpz ` γq ´Gpγqs ĺ ´Nc´1β c1pRerzs ´ ccβN´1q1tRerzsĺ´ccβN´1u `N´1{3`ε1 . (7.41)
Moreover, there are C ą 0 and c2 ą 0 so that on the line z “ ´Nκ ` iη we have the estimate,
NRerGpz ` γq ´Gpγqs ĺ ´c2Nκc´1β ´ 1tηąC`1uNc2 logpηq. (7.42)
Proof. We see that for |u| ĺ Nκ,
Gpucβ{N ` γq ´Gpγq “ 1
N
fpuq `OpN´1{3´1`κ`ε1{10q, (7.43)
by Taylor expansion on Fε1 . Recall the equations,
dη
dE
“ ´ Imrf
1s
Rerf 1s ,
d
dE
RerfpE, ηpEqqs “ Rerf 1s ` Imrf
1s2
Rerf 1s . (7.44)
Hence, by integrating the estimates of Lemma 7.3 we find that for ´Nκ ă E ă 0 and any c ą 0 there
is a c1 ą 0 such that on the event Fε1 ,
NRerGppE ` iηpEqqcβ{N ` γq ´Gpγqs ĺ ´c1p|E| ´ cq1tEĺ´cu `N´1{3`κ`ε. (7.45)
This proves the first part of the lemma. We now control G on the vertical line E “ ´Nκ and
η ľ ηp´Nκq. We calculate,
d
dη
RerfpE ` iηqs “ ´Imrf 1s “ ´ ηp1` Eq2 ` η2
ˆ
1` Bp1` Eqp1` Eq2 ` η2
˙
(7.46)
As long as |B| ĺ Nκ{2, which we can guarantee by taking ε1 ą 0 sufficiently small then the fraction in
the brackets above is op1q and so in this case ´Imrf 1s ă 0. Therefore, for Nκ ą η ą ηp´Nκq we have,
NRerGpp´Nκ ` iηqcβ{N ` γq ´Gpγqs ĺ ´cNκ (7.47)
for some c ą 0. Note that we also clearly have Imrf 1s ĺ C when |B| ĺ Nκ{2 and since ηp´Nκq ĺ C,
the estimate (7.47) holds also for 0 ĺ η ĺ ηp´Nκq.
Now, we calculate
d
dη
RerGpE ` iη ` γqs “ ´ImrmN pzqs ´ θN´2ImrvT pM ´ zq´2vs
ĺ ´ 1
N
Nÿ
i“1
η
|λi ´ z|2 ´
|vi|2N´1θ
|λi ´ z|2 . (7.48)
Hence as long as η ľ N´1`κ for any κ ą 0 this will be negative as long as |vi|2 ĺ Nκ{2 which holds
on Fε1 by our choice of ε1 ą 0. Hence the estimate (7.47) holds for any η ľ ηp´Nκq.
Now for any |E| ĺ 5 and η ľ 10 we have,
ImrG1pE ` iηqs ľ ImrmN pE ` iηqs ´ C
η2
ľ c
η
´ C
η2
(7.49)
where in the first inequality we used the fact that ||v||22 “ N .
This yields the claim.
Note that during the proof we established the following.
Lemma 7.5. For any c ą 0 there is a c1 ą 0 so that for z P Γκ,
RerfpzN{cbqs ĺ ´Nc´1β c1pRerzs ´ ccβN´1q1tRerzsĺ´ccβN´1u. (7.50)
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We denote by Γ˜κ the contour
Γ˜κ “ Γκ Y tz “ ´Nκ ` iη, η ă ηp´Nκqu. (7.51)
We can now calculate the free energy. Using our representation formula we have,
1
N
logZN,β,h “ 1
N
ˆ
p1´N{2q logpβq ` N
2
logp2πq ` 1
2
logpNq
˙
` log 1
2πi
ż γ`i8
γ´i8
exp
„
N
2
Gpzq

dz, (7.52)
where γ is as above. In the following we apply the method of steepest descent to calculate the above
contour integral.
Proposition 7.6. For κ ą 0 and all sufficiently small ε1 ą 0 it holds on Fε1 that,ż γ`i8
γ´i8
exp
„
N
2
pGpzq ´Gpγqq

dz
“
ż
Γ˜
exp
„
β ` m˜N pγq
2
cβu´ 1
2
logpuq ` v
2
1θ
2cβ
1
u

ˆ
exp
„
´cβpβ ` m˜N pγqq{2´ v
2
1θ
2cβ
˜
1` c
2
β
4N
pu´ 1q2m˜1N pγq ´ θcβ
u´ 1
2N
m˜1vpγq
¸
ducβ
N
`OpN´2`4κ`ε1q
“
ż
Γ˜
exp
„
β ` m˜N pγq
2
cβu´ 1
2
logpuq ` v
2
1θ
2cβ
1
u
´ cβpβ ` m˜N pγqq{2 ´ v
2
1θ
2cβ

ducβ
N
`OpN´5{3`4κ`ε1q
(7.53)
where Γ˜ is a keyhole contour circling u “ 0 and continuing above and below the real axis to ´8.
Proof. Using Lemma 7.4 we can first replace the contour consisting of a vertical line in the complex
plane by Γ˜κ at the cost of an exponential error,ż γ`i8
γ´i8
exp
„
N
2
pGpzq ´Gpγqq

dz “
ż
Γ˜κ
exp
„
N
2
pGpz ` γq ´Gpγqq

dz `Ope´Ncq, (7.54)
on the event Fε1 for some c ą 0. Via Taylor expansions we have on Fε1 ,ż
Γ˜κ
exp
„
N
2
pGpz ` γq ´Gpγqq

dz
“
ż
Γ˜κ
exp
„
N
2
pβ ` m˜N pγqqz ´ 1
2
logp1`Nz{cβq ` Nz
2
4
m˜1N pγq `
v21θ
2cβ
ˆ
1
1`Nz{cβ ´ 1
˙
´ zθ
2
m˜1vpγq

dz
`OpN´2`4κ`ε1q
“
ż
Γ˜κ
exp
«
N
2
pβ ` m˜N pγqqz ´ 1
2
log
ˆ
1` Nz
cβ
˙
` v
2
1θ
2cβ
˜
1
1` Nz
cβ
´ 1
¸ff
p1` Nz
2
4
m˜1N pγq ´
zθ
2
m˜1vpγqqdz
`OpN´2`4κ`ε1q (7.55)
Now for E ĺ ´Nκ{N we see that
Re
N
2
pβ ` m˜N pγqqz ´ 1
2
log
ˆ
1` Nz
cβ
˙
` v
2
1θ
2cβ
˜
1
1` Nz
cβ
´ 1
¸
ĺ ´cN |E| (7.56)
and so if we define Γ as a keyhole contour around z “ ´cβ{N , we see we can replace Γ˜κ by Γ at an
error of Ope´Nκ{2q. Making the change of variable u “ 1`Nz{cβ (so that Γ˜ is the image of Γ under
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this change of variable) we see that,ż γ`i8
γ´i8
exp
„
N
2
pGpzq ´Gpγqq

dz
“
ż
Γ˜
exp
„
β ` m˜N pγq
2
cβu´ 1
2
logpuq ` v
2
1θ
2cβ
1
u

ˆ
exp
„
´cβpβ ` m˜N pγqq{2´ v
2
1θ
2cβ
˜
1` c
2
β
4N
pu´ 1q2m˜1N pγq ´ θcβ
u´ 1
2N
m˜1vpγq
¸
ducβ
N
`OpN´2`4κ`ε1q.
(7.57)
This yields the first claim. The second is obtained in a similar fashion, but by dropping the polynomial
terms in (7.55).
We need the following representation for Bessel functions.
Lemma 7.7. Let Γ˜ be a keyhole contour encircling z “ 0 and continuing to ´8. Then for a ą 0, b ą 0
and α P R,
1
2πi
ż
Γ˜
exp
“
az ` bz´1 ´ α logpzq{2‰ dz ´a
b
¯p1´αq{2
“ sinpαπq
π
ż 8
0
exp r´λ coshpuq ` p1´ αqus du
` 1
π
ż π
0
exp rλ cospθqs cospp1´ αqθqdθ
“ Iα´1pλq (7.58)
where λ “ 2?ab and Iβpxq denotes the modified Bessel function of the first kind.
Proof. We first make the substituion z “ pb{aq1{2u to find,
1
2πi
ż
Γ˜
exp
“
az ` bz´1 ´ α logpzq‰ dz “ 1
2πi
ż
Γ˜
exp
„
λ
2
pu` u´1q ´ 1
2
logpuq

dupb{aqp1´αq{2 (7.59)
where λ “ 2pabq1{2. Now we break up Γ˜ into a circle |z| “ 1 and two horizontal segments at ˘i0 and
Rerzs ĺ ´1. The line from ´8 to ´1 sitting in the lower half-plane at ´i0 can be parameterized by
u “ ´et, t ą 0. This portion of the integral contributes (dropping the b{a factor)
1
2πi
ż 8
0
exp r´λ coshptq ` p1´ αqt` αiπs dt (7.60)
The contribution from the other line segment is identical except that the term αiπ becomes ´αiπ,
due to the branch cut of the logarithm. For the circle we parameterize it as z “ eit for ´π ĺ t ĺ π.
The circle contributes,
1
2π
ż π
´π
exp rλ cospθq ` ip1´ αqθs dθ “ 1
π
ż π
0
exprλ cos θs cospp1´ αqθqdθ. (7.61)
We find the claim after adding up all of the contributions. The integral representation for the Bessel
function is on page 181 of [19] (see also [?]).
Now, one can check that Iβpxq satisfy,
x2I2βpxq ` xI 1βpxq ´ px2 ` β2qIβpxq “ 0. (7.62)
Making the substitution ϕpxq :“ ?xI1{2pxq we see that ϕ2pxq “ ϕpxq and so ϕpxq is a linear combi-
nation of sinhpxq and coshpxq. Since I1{2p0q is finite, we see that ϕpxq is a linear multiple of sinhpxq.
From the equations,
I 1βpλq “
β
λ
Iβpλq ` Iβ`1pλq
I 1βpλq “ ´
β
λ
Iβpλq ` Iβ´1pλq, (7.63)
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we see that ϕ1pxq “ ?xI´1{2pxq. Then,
lim
xÑ0
?
xI´1{2pxq “ lim
xÑ0
1
π
?
x
ż 8
0
expr´x coshptq ` t{2sdt
“ lim
xÑ0
1
π
?
x
ż 8
0
expr´x coshptqs2 sinhpt{2qdt
“ lim
xÑ0
1
π
?
x
ż 8
0
expr´2x coshpt{2q2s2 sinhpt{2qdt
“ lim
xÑ0
1
π
?
x
ż 8
1
4 expr´2xt2sdt “ 1?
2π
. (7.64)
Therefore,
I1{2pxq “
1?
2π
sinhpxq?
x
, I´1{2pxq “
1?
2π
coshpxq?
x
. (7.65)
Note that once we have the formula for one Bessel function, we can find the others an integer value
of β apart due to the recursions,
Iβ´1pxq “ 1
xβ
d
dx
xβIβpxq, Iβ`1pxq “ xβ d
dx
x´βIβpxq. (7.66)
From the explicit formula for the Bessel function I´1{2 we have,
Lemma 7.8. There are c ą 0 and C ą 0 such that for any a ą 0 and b ą 0, with λ “ 2?ab,
c
ˆ
1` 1?
λ
˙
` c e
λ
λ1{2
ĺ I´1{2pλq ĺ Ceλ `
C
λ1{2
. (7.67)
We will use all of the above with
a :“ pβ ` m˜N pγqqcβ{2, b :“ v21θ{p2cβq. (7.68)
With this notation, the leading order contribution in the second estimate of Proposition 7.6 is,
1
2πi
ż
Γ˜
exprau´ 1
2
logpuq ` b{u´ a´ bscβN´1du “ b1{4a´1{4I´1{2p2
?
abq expr´a´ bscβN´1 (7.69)
In the asymptotics for I´1{2p2
?
abq we have an exponential term e2
?
ab which could cause problems.
However, it is balanced by, the e´a´b term as follows.
2
?
ab´ a´ b “ ´p?a´
?
bq2 “ ´ pa´ bq
2
p?a`?bq2 . (7.70)
Now, on the event Fε1 ,
2pa´ bq “ cβpβ ´ 1q ´ v21θc´1β `OpN´1{3`ε1{10q “ 1`OpN´1{3`ε1{10q, (7.71)
where we used the definition of cβ in the second equality. Since a ľ c we therefore conclude that,
b1{4a´1{4I´1{2p2
?
abq expr´a´ bs — 1?
a
(7.72)
and N´ε1{10 ĺ a´1{2 ĺ C. In summary, we have on Fε1 that
1
N
logZN,β,h “ 1
2
Gpγq ` 1
N
ˆ
p1´N{2q logpβq ` N
2
logp2πq ` 1
2
logpNq
˙
` 1
N
log
´
cβN
´1pb{aq1{4I´1{2p2
?
abqe´a´b
¯
`OpN´1´1{3`ε1q. (7.73)
50
Furthermore, since on Fε1 ,
m˜pγq ` 1 “ OpN´1{3`ε1{10q, (7.74)
we find the estimate,ˇˇˇ
log
´
pb{aq1{4I´1{2p2
?
abqe´a´b
¯
´ log
´
pb{aˆq1{4I´1{2p2
?
aˆbqe´aˆ´b
¯ˇˇˇ
ĺ N´1{3`ε1 (7.75)
where
aˆ :“ cβpβ ´ 1q
2
. (7.76)
For Gpγq, we have on Fε1
Gpγq “ pβ ´ 1qpλ1 ´ 2q ` 2β ´
ż
logp2´ xqρscpxqdx`OpN´1`ε1q. (7.77)
These estimates are summarized in the following
Proposition 7.9. For sufficiently small ε1 ą 0 we have on Fε1 that,
1
N
logZN,β,h “ 1
2
Gpγq ` 1
N
ˆ
p1´N{2q logpβq ` N
2
logp2πq ` 1
2
logpNq
˙
(7.78)
` 1
N
log
´
cβN
´1pb{aˆq1{4I´1{2p2
?
abqe´aˆ´b
¯
`OpN´1´1{3`ε1q, (7.79)
as well as
1
N
logZN,β,h “ β ´ 1
2
pλ1 ´ 2q ` 2β ´
ż
logp2´ xqρscpxqdx (7.80)
1
N
ˆ
p1´N{2q logpβq ` N
2
logp2πq ` 1
2
logpNq
˙
`OpN´1`ε1q. (7.81)
From the above, we conclude Theorem 2.13.
7.2 Overlap between two replicas
In this section we will calculate a few moments of the overlap between two replicas N´1σp1q ¨σp2q. We
will build on the estimates established in the previous subsection and prove the remaining results of
Section 2.4.
We start with the following representation from Proposition 4.2.
1
N
xσp1q ¨ σp2qy “
ş
Γ2
θ
N2β
vT 1pM´wqpM´zqv exp
“
N
2
pGpzq `Gpwqq‰ dzdwş
Γ2
exp
“
N
2
pGpzq `Gpwqq‰ dzdw , (7.82)
where Γ denotes the vertical line in the complex plane γ ` it. We will again use the approximate
steepest descent contour Γκ as defined in the previous subsection. It will be convenient to introduce
f˜pzq :“ N
2
pβ ` m˜N pγqqz ´ 1
2
log
ˆ
1` Nz
cβ
˙
` v
2
1θ
2cβ
˜
1
1` Nz
cβ
´ 1
¸
. (7.83)
For |z| ĺ N´1`κ we have that on Fε1 ,
f˜pzq “ fpNzc´1β q `OpN´1{3`κ`ε1{10q, (7.84)
for ε1 sufficiently small. From this observation as well as Lemma 7.5 we have the first estimate of the
following lemma. The second estimate easily follows from the fact that the first term in the definition
of f˜ dominates the others for large z.
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Lemma 7.10. Let z P Γκ. Then for any c ą 0 there is a c1 ą 0 such that
Rerf˜pzqs ĺ ´Nc´1β c1pRerzs ´ ccβN´1q1tRerzsĺ´ccβN´1u `N´1{3`ε. (7.85)
Also,
Rerf˜pzqs ĺ ´cN |E| (7.86)
if E ĺ ´Nκ{N .
The following proposition contains our first estimates for the quantities in the numerator and
denominator.
Proposition 7.11. For all sufficiently small ε1 ą 0, the following hold on Fε1 ; we haveż γ`i8
γ´i8
exp
„
N
2
pGpzq ´Gpγqq

dz “ cβ
N
ż
Γ˜
exp
„
au` bu´1 ´ 1
2
logpuq ´ a´ b

du
`OpN´1`3κ´2{3`ε1q, (7.87)
where
a “ cβ β ` m˜pγq
2
, b “ v
2
1θ
2cβ
. (7.88)
Moreover,ż
Γ2
θ
N2β
vT
1
pM ´ wqpM ´ zqv exp
„
N
2
pGpzq `Gpwqq

dzdw
“ c
2
β
N2
ż
Γ˜2
exp
„
apu` wq ` bpu´1 ` w´1q ´ 1
2
plogpuq ` logpwqq ´ 2a´ 2b

2b
cββ
1
uw
dudw
`OpN´2`4κ`ε1´2{3q. (7.89)
where Γ˜ is a keyhole contour encircling u “ 0 and continuing along above and below the negative real
axis.
Proof. On the event Fε1 , we have the estimate for z P Γκ:ˇˇˇ
ˇˇ 1
N2
ÿ
i
1
|λi ´ z|2
ˇˇˇ
ˇˇ ĺ N ε1{10. (7.90)
This estimate also holds if η ľ N´1. Hence, from Lemma 7.4 we can replace the contours in the
integrals in the numerator and denominator by Γκ with only an error of size Ope´Ncq some c ą 0. For
z P Γκ we have the estimate, which holds on the event Fε1 ,
N
2
pGpz ` γq ´Gpγqq “ f˜pzq `OpN2κ`ε1{10´2{3q. (7.91)
From Lemma 7.10 we then conclude that on Fε1 ,ż
Γκ
exp
„
N
2
pGpz ` γq ´Gpγqq

dz “
ż
Γκ
exp
”
f˜pzq
ı
dz `OpN´1`3κ´2{3`ε1q. (7.92)
For the quantity in the denominator we have on the event Fε1 ,
1
N2
vT
1
pM ´ γ ´ zqpM ´ γ ´ wqv “
v21
c2βp1` Nzcβ qp1`
Nw
cβ
q `OpN
´2{3`ε1{10q (7.93)
and so, ż
Γ2κ
N2
vT
1
pM ´ wqpM ´ zqv exp
„
N
2
pGpzq `Gpwq ´ 2Gpγqq

dzdw
“
ż
Γ2κ
exp
”
f˜pzq ` f˜pwq
ı v21
c2βp1` Nzcβ qp1 `
Nw
cβ
qdzdw `OpN
´2´2{3`4κ`ε1q. (7.94)
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Due to the second estimate of Lemma 7.10 we may then turn Γκ into a keyhole contour by adding
in the portion above and below negative real axis. The claim then follows from the substitution
Nz{cβ ` 1 “ u.
Now from (7.72) and Lemma 7.7 we have that,
N´1´ε1{10 ĺ
ˇˇˇ
ˇcβN
ż
Γ˜
exp
„
au` bu´1 ´ 1
2
logpuq ´ a´ b

du
ˇˇˇ
ˇ ĺ N ε1{10´1 (7.95)
for any sufficiently small ε1 ą 0 on Fε1 . Hence, on the event Fε1 , we have by applying Lemma 7.7
and the previous proposition,
1
N
xσp1q ¨ σp2qy “ I1{2pλq
2λpcββq´1
pb{aq1{2I´1{2pλq2
`OpN´2{3`2ε1`10κq (7.96)
by taking κ ą 0 and ε1 ą 0 sufficiently small. By direct calculation:
I1{2pλq2λpcββq´1
pb{aq1{2I´1{2pλq2
“ β ` m˜pγq
β
ˆ
tanhp
b
v21θpβ ` m˜N pγqq
˙2
. (7.97)
From this and the estimate
|m˜pγq ´ m˜pλ1pMqq| ĺ N´2{3`ε1{10 (7.98)
which holds on Fε1 , we conclude Theorem 2.15. Theorem 2.16 follows from a Taylor expansion
developing m˜pλ1pMqq around ´1 the the calculation,
d
dm
β `m
β
ˆ
tanhp
b
v21θpβ `mq
˙2 ˇˇˇˇ
m“´1
(7.99)
“ 1
β
tanh2pλ˜q `
a
λ˜
β
tanhpλ˜q
cosh2pλ˜q “ tanhpλ˜q
sinhpλ˜q coshpλ˜q `
a
λ˜
β cosh2pλ˜q (7.100)
as well as Lemma C.1, where we defined λ˜ :“
a
2v21θpβ ´ 1q.
We now turn to calculating the second moment of the overlap between two replicas. From Propo-
sition 4.2 we have
1
N2
xpσp1q ¨ σp2qq2y
“
ż
Γ2
"
1
N2β2
ÿ
i
1
pλi ´ zqpλi ´ wq ´
θ
N3β2
vT r 1pM ´ zq2pM ´ wq `
1
pM ´ wq2pM ´ zq sv
` θ
2
N4β2
ˆ
vT
1
pM ´ zqM ´ wqv
˙2 *
exp
„
N
2
pGpzq `Gpwq ´ 2Gpγqq

dwdz
ˆ
ˆż
Γ
exp
„
N
2
pGpzq ´Gpγqq

dz
˙´2
:“ AB´2 (7.101)
For the denominator we use the same analysis as above. Arguing along similar lines to Proposition
7.11 we have the chain of estimates that hold on Fε1 ,
A “ 1
β2
ż
Γ2κ
"
1
c2βp1` Nzcβ qp1`
Nw
cβ
q ` 2
θv21
c3β
1
p1` Nz
cβ
q2qp1 ` Nw
cβ
q ` θ
2 v
4
1
c4βp1` Nzcβ q2p1`
Nw
cβ
qq2
*
ˆ exp
”
f˜pzq ` f˜pwq
ı
dzdw `OpN´2`4κ´2{3`ε1q
“ c
2
β
N2β2
ż
Γ˜2
"
1
c2βuw
` 2θv
2
1
c3β
1
u2w
` θ
2v41
c4βu
2w2
*
ˆ exp
„
apu` wq ` bpu´1 `w´1q ´ 1
2
plogpuq ` logpwqq ´ 2a´ 2b

dudw `OpN´2`4κ´2{3`ε1q.
(7.102)
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Hence, using Lemma 7.7 we see that on Fε1 ,
1
N2
xpσp1q ¨ σp2qq2y “ 1
c2ββ
2
a
bI2´1{2
´
I1{2pλq2 ` 2λI3{2pλqI1{2pλq ` λ2I23{2
¯
`OpN´2{3`10κ`2ε1q. (7.103)
From (7.63), we have I3{2pλq “ I´1{2pλq ´ I1{2pλq{λ and so,
I1{2pλq2 ` 2λI3{2pλqI1{2pλq ` λ2I23{2 “ λ2I´1{2pλq. (7.104)
Therefore,
1
N2
xpσp1q ¨ σp2qq2y “ 1
c2ββ
2
a
bI2´1{2
λ2I2´1{2pλq `OpN´2{3`10κ`2ε1q
“ 1
β2
pβ ` m˜N pγqq2 `OpN´2{3`10κ`2ε1q. (7.105)
We conclude Theorem 2.17 from this and our previous estimate of N´1xσp1q ¨σp2qy from Theorem 2.15.
Finally, we turn to the proof of Theorem 2.14. It will suffice to show that the squared overlap
N´2pσp1q ¨ σp2qq2 concentrates with respect to the Gibbs measure, with high probability w.r.t. the
disorder variables. For this, we will show that its variance is op1q with high probability. We must
therefore calculate the fourth moment of the overlap. We will prove the following.
Proposition 7.12. For all sufficiently small ε ą 0 there is an ε2 ą 0 so that we have with probability
at least 1´N´ε2 that,
1
N4
B´
σp1q ¨ σp2q
¯4F
“
ˆ
β ` m˜pγq
β
˙4
`OpN´2{3`εq. (7.106)
Proof. We apply Proposition 4.3 to find the representation,
1
N4
A´
σp1q ¨ σp2q
¯E
“ DB´2 (7.107)
where,
D :“ 1
β4
ż
Γ2
dzdw exp
„
N
2
pGpzq `Gpwq ´ 2Gpγqq
 "
6N´2F1zw ` 3pF1q2
` 3β´2pF 22z ` F 22wq ` F 42 ` 4!N´2F2F2zw ` 6N´2F2zF2w ` 6F 22 p´N´1F2z ´N´1F2w ` F1q
´6N´3pF2zzw ` F2wwzq ´ 6N´1F1pF2z ` F2wq
*
(7.108)
where,
F1pz, wq “ 1
N2
ÿ
i
1
pλi ´ zqpλi ´ wq , F2pz, wq “
θ
N2
ÿ
i
v2i
pλi ´ zqpλi ´ wq . (7.109)
In the definition of D above we have suppressed the arguments of F1 and F2 as they are all just the
integration variables pz, wq. It is no problem to argue as in our calculations of the first and second
moments of the overlap to move the contour Γ to Γκ, and then expand the function Gpzq ´Gpγq that
appears in the exponential around f˜pzq along Γκ on the event Fε1 . Similarly, for z, w P Γκ we use the
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following estimates which hold on the event Fε1
F1pγ ` z, γ ` wq “ 1
c2β
1
p1` Nz
cβ
qp1` Nw
cβ
q `OpN
´2{3`ε1{10q
N´2F1zwpγ ` z, γ ` wq “ 1
c4β
1
p1` Nz
cβ
q2p1` Nw
cβ
q2 `OpN
´4{3`ε1{10q
F2pγ ` z, γ ` wq “ θv
2
1
c2β
1
p1` Nz
cβ
qp1 ` Nw
cβ
q `OpN
´2{3`ε1{10q
N´1F2zpγ ` z, γ ` wq “ ´θv
2
1
c3β
1
p1` Nz
cβ
q2p1` Nw
cβ
q `OpN
´1`ε1{10q
N´2F2zwpγ ` z, γ ` wq “ θv
2
1
c4β
1
p1` Nz
cβ
q2p1` Nw
cβ
q2 `OpN
´4{3`ε1{10q
N´3F2zzwpγ ` z, γ ` wq “ ´2θv
2
1
c5β
1
p1` Nz
cβ
q3p1` Nw
cβ
q2 `OpN
´5{3`ε1{10q. (7.110)
Changing the contour from Γκ to the keyhole Γ˜ after making the same change of variables 1` Nzcβ “ u
incurs the same exponential error as before. Calculating all of the contributions from F1, F2 and their
derivatives yields the following, where we drop the error OpN´2{3´2`4κ`ε1q for brevity:
1
p2πiq2D “
e´2a´2b
β4N2c2β
"
9I3{2pλq2pa{bq3{2 ` p2bq4I7{2pλq2pa{bq7{2 ` p4!` 6` 6qp2bq2I5{2pλq2pa{bq5{2
`12p2bq3I5{2pλqI7{2pλqpa{bq3 ` 12p2bqp2 ` 1qI3{2pλqI5{2pλqpa{bq2 ` 6I7{2pλqI3{2pλqp2bq2pa{bq5{2
*
“a
3{2e´2a´2b
β4N2c2βb
3{2 ˆ
"
9I3{2pλq2 ` I7{2pλq2λ4 ` 36I5{2pλq2λ2
`12I5{2pλqI7{2pλqλ3 ` 36I3{2pλqI5{2pλqλ` 6I7{2pλqI3{2pλqλ2
*
. (7.111)
Using
I3{2pλq “ I´1{2pλq ´
I1{2pλq
λ
I5{2pλq “ I1{2pλqp1 `
3
λ2
q ´ 3
λ
I´1{2pλq
I7{2pλq “ I´1{2pλqp1 `
15
λ2
q ´ I1{2pλqp
6
λ
` 15
λ3
q (7.112)
we find for the term in braces in the last line of (7.111),
9I3{2pλq2 ` I7{2pλq2λ4 ` 36I5{2pλq2λ2 ` 12I5{2pλqI7{2pλqλ3 ` 36I3{2pλqI5{2pλqλ` 6I7{2pλqI3{2pλqλ2
“λ4I´1{2pλq2. (7.113)
Hence, on Fε1 we have for sufficiently small κ and ε1 ą 0,
1
N4
xpσp1q ¨ σp2qq4y “
ˆ
β ` m˜pγq
β
˙4
`OpN´2{3`10κ`2ε1q. (7.114)
This yields the claim.
Proof of Theorem 2.14. Recalling our notation R12 “ N´1σp1q ¨σp2q we see that, for all ε ą 0 there
is an event on which the following holds,
x1t|R2
12
´p1´β´1q2q|ątuy ĺ N´2{3`εt´2. (7.115)
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Let N´δ ľ t ľ N´1{3`δ, and let p be
p˘ :“ x1t|R12¯p1´β´1q|ątuy. (7.116)
Then,
1 “ p` ` p´ ` x1t|R2
12
´p1´β´1q|ątp|R12|`p1´β´1qquy (7.117)
For the latter term,
x1t|R2
12
´p1´β´1q|ątp|R12|`p1´β´1qquy ĺ x1t|R212´p1´β´1q|ątp1´β´1quy ĺ CN
´2{3`εt2 (7.118)
and so 1 “ p` ` p´ `OpN´2{3`εt2q. From,
p1´ β´1q tanh2pλ˜q “ xR12y `OpN´1{3`εq
“ p1´ β´1qpp` ´ p´q ` x|R12|1t||R12|´p1´βq´1|ątuy `Opt`N´1{3`εq (7.119)
and from |R12| ĺ 1,
x|R12|1t||R12|´p1´βq´1|ątuy ĺ x1t|R212´p1´β´1q|ątuy ĺ CN
´2{3`εt´2, (7.120)
we conclude
p˘ “ 1
2
˘ tanhpλ˜q `OpN´1{3`ε ` t`N´2{3`εt´2q. (7.121)
This yields the claim.
A Proofs of Theorem 3.5 and Lemma 3.6
We begin by proving Lemma (3.6). We start with the resolvent identity,
1
M ´ z ´
1
H ´ z “
1
M ´ z
mÿ
k“1
pV pM ´ zq´1qk ` 1
H ´ z pV pM ´ zqq
´pm`1q. (A.1)
Denote,
Ak :“ 1
M ´ z
ˆ
V
1
M ´ z
˙k
, Rpzq :“ 1
M ´ z . (A.2)
We first prove the following lemma.
Lemma A.1. Let C ą 0 be a constant. On the event,
max
i,j
|Rij| ĺ C, (A.3)
we have for k ľ 2 and even p,
EV
ˇˇ
vTAkv
ˇˇp ĺ Cpk, pqˆ 1
Np
` sup
i
|pRvqi ´mscpzqvi|2p
˙
(A.4)
for any unit vector v.
Proof. We write,
vTAkv “
ÿ
j1,...jk
pRvqj1Rj1j2 . . . Rjk´1jkpRvqjk . (A.5)
For even p,
EV
ˇˇ
vTAkv
ˇˇp “ÿ
j
pR#vqj1pR#vqjkpR#vqjk`1 . . . pR#vqjkpMpjqEV rVj1Vj2 . . . Vjkps, (A.6)
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where R# denotes R or R˚ where necessary - the distinction will make no difference for us. The term
Mpjq is a monomial in the matrix elements Rij or R¯ij. Its specific form is unimportant. Note that
importantly since k ľ 2, the index j1 is different from jk.
We now rewrite the summation over j as a sum over partitions induced by the coincidences of j,
that is ÿ
j
“
ÿ
P
ÿ
jPP
. (A.7)
The first sum is over partitions P on kp elements, and the second sum means over all multiindices
j so that ja “ jb whenever a and b are in the same block of P. Now, note that the expectation
EV rVj1 . . . Vjkps vanishes unless the partition induced by j has every block at least size 2. We denote
these partitions by P2. Using the assumption that the resolvent entries are all bounded, we have
EV
ˇˇ
vTAkv
ˇˇp ĺ Cpk, pq ÿ
PPP2
ÿ
jPP
|pRvqj1pRvqjk . . . pRvqjkp |
1
Nkp{2
. (A.8)
Fix a partition P P P2. Assume that it has ℓ blocks, each of size sk ľ 2. Let ak be the number of
powers of pRvq that get assigned to the kth block, so that
ÿ
jPP
|pRvqj1pRvqjk . . . pRvqjkp |
1
Nkp{2
ĺ
ℓź
j“1
˜
1
N sj{2
ÿ
i
|pRvqi|aj
¸
. (A.9)
Consider the jth term in the product on the RHS. If aj “ 0, then it is bounded by 1 because sj ľ 2.
If aj “ 1, then it is bounded by
1
N sj{2
ÿ
i
|pRvqi| ĺ 1
N
ÿ
i
|pRvqi| ĺ C
N
}v}1`max
i
|pRvqi´mscvi| ĺ C
N1{2
`max
i
|pRvqi´mscvi| (A.10)
Note that sj ľ aj (here is where we use that the k in Ak is k ľ 2). Then for aj ľ 2, we have
1
N sj{2
ÿ
i
|pRvqi|aj ĺ 1
Naj{2
|mscvi ` pRvqi ´mscvi|aj ĺ C
}v}22
Naj{2
` Cmax
i
|pRvqi ´mscvi|aj . (A.11)
The claim follows after noting that
ř
j aj “ 2p.
Proof of Lemma 3.6. We use the resolvent identity (A.1),
vT
1
M ´ z v ´ v
T 1
H ´ z v “ v
TA1v `
mÿ
k“2
vTAkv ` vT 1
H ´ z pV pM ´ zq
´1qm`1v. (A.12)
The term on the RHS can be taken to be less than N´100 with overwhelming probability using Lemma
A.4 of [SSK] by taking m sufficiently large. The terms involving Ak for 2 ĺ k ĺ m are handled using
Lemma A.1 and the estimates of Theorem 3.3. Conditionally on M , the term vTA1v is a Gaussian
with variance less than
1
N
ÿ
i
|pRvqi|4 ĺ C
N
` sup
i
|pRvqi ´mscvi|4. (A.13)
The claim follows, again using Theorem 3.3.
Proof of Theorem 3.5. Equation (3.15) was proven in [SSK], so it remains to prove (3.16). Fix a
small 0 ă δlr ă 0.1 and small ε ą 0, with ε ă 0.1. We may assume that |λipMq ´ λipHq| ĺ N´1`ε for
i “ 1, 2. Assume that the level repulsion events of Theorem 3.4 hold with s “ N´δlr . Let δ1 ą 0 with
δ1 ă 0.1, and set η1 “ N´2{3´δ1 and let η2 ă N´2{3´δlr{2. We denote by Γ the contour in C that is a
rectangle with sides parallel to the real and imaginary axes, symmetric across the real axis, centered
at the point λ1pMq and horizontal side length 2η2 and vertical side length η1.
Due to our assumptions, we have that only λ1pMq and λ1pHq are inside the contour Γ, and that
λ2pMq and λ2pHq are at distance N´2{3´δlr{2 at least from Γ. It follows that,
pvTu1pMqq2 ´ pvTu1pHqq2 “ 1
2πi
ż
Γ
vT pM ´ zq´1v ´ vT pH ´ zq´1vdz. (A.14)
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Fix a small δc ą 0 with δc ă 0.1. We estimate in the above integral the contribution from |Imrzs| ĺ
N δc´1. Due to the orientation of the integral, we may estimate the contribution asż
|y|ĺNδc´1
|vT pA´ pλ1pMq ` η2 ` iyqq´1v ´ vT pA´ pλ1pMq ´ η2 ` iyqq´1v|dy (A.15)
for A “M,H. We bound first the contribution coming from λ1pAq; recalling that |λ1pHq´ λ1pMq| !
η2, we have ż
|y|ĺNδc´1
pvTu1pAqq2
|λ1pAq ´ pλ1pMq ˘ η2 ` iyq|dy ĺ
N ε
N
ż
|y|ĺNδc´1
C
η2
dy ĺ N
2εN δc
N2η2
. (A.16)
We denote ηlr “ N´2{3´δlr . For the contribution from the remaining eigenvalues, we haveż
|y|ĺNδc´1
Nÿ
i“2
pvTuipAqq2
ˇˇˇ
ˇ 1λipAq ´ pλipMq ´ η2 ` iyq ´
1
λipAq ´ pλipMq ` η2 ` iyq
ˇˇˇ
ˇdy (A.17)
ĺN
2εη2
N
ż
|y|ĺNδc´1
Nÿ
i“2
1
pλipAq ´ λ1pAqq2 ` pηlrq2dy (A.18)
ĺN2εη2N δc´1 sup
|E´2|ĺNε´2{3
pηlrq´1ImrN´1trpA´ pE ` iηlrqq´1s (A.19)
ĺN
3εN δcη2
N2η2lr
`N´1{3`3εN
δcη2
Nηlr
(A.20)
For the remaining portion of the vertical segments of Γ, we instead use (3.17). The error we get isż
η1ą|y|ąNδc´1
N ε
˜
1?
N
` 1
N2y2
` y
1{2 `N´1{3`ε
Ny
` 1
N
a
y `N´2{3`ε
¸
dy (A.21)
ĺN4ε
ˆ
η1
N1{2
` 1
N1`δc
` η1
N
`N´1´1{3
˙
(A.22)
The contribution of the horizontal segments are bounded by,ż
|x´λ1pMq|ĺη2
N ε
˜
1?
N
` 1
N2η21
` η
1{2
1 `N´1{3`ε
Nη1
` 1
N
a
η1 `N´2{3`ε
¸
(A.23)
ĺN2ε
˜
η2?
N
` η2
N2η21
` η2
N
?
η1
` N
´1{3η2
Nη1
¸
(A.24)
If we choose, e.g., ηlr “ N´2{3´0.1, η1 “ η2 “ ηlr{2, ε “ 10´10, and say δc “ 0.01, then all of the errors
(A.16), (A.20), (A.22) and (A.24) are seen to be OpN´1´cq for some c ą 0.
B Isotropic CLT for zero-diagonal GOE
In this section we recall that M is a matrix from the GOE with a zero diagonal. Let v be a unit
vector, and γ ą 2. Define,
κ :“ γ ´ 2. (B.1)
We prove the following theorem.
Theorem B.1. Fix ε ą 0, and let C ľ κ ľ N ε´2{3. Then,
V
´1{2
N N
1{2κ1{4
`
vTRpγqv ´mscpγq
˘
(B.2)
converges to a standard normal random variable. Here,
VN :“ γ `
a
γ2 ´ 4?
γ ` 2 m
4
sc
`
m2sc ` p1´ }v}44qp1 ´m2scq
˘
(B.3)
satisfies c ĺ VN ĺ C. If κÑ 0 then VN Ñ 1.
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Remark. In the following proof we work with expectations of matrix elements of the resolvent on the
real line, pM ´ Eq´1. Due to integrability concerns, one should instead work with the regularization
RerpM ´ pE ` iηqq´1s for, e.g., η “ N´100. With overwhelming probability, the difference for any
matrix element between these two quantities is OpN´90q. For notational convenience we omit this
regularization in the proof below, but it is elementary to restore it and check that the proof goes
through.
Proof. Define the characteristic function,
ψpλq “ Erepλqs, epλq :“ exp
”
iλN1{2κ1{4vTR˝pγqv
ı
, (B.4)
where we introduced the notation X˝ :“ X´ErXs for any random variable. We apply Stein’s method
and calculate,
ψ1pλq “ iN1{2κ1{4
ÿ
i,j
vivjErepλqR˝ij s. (B.5)
From the matrix identity RpM ´ γq “ 1 and Gaussian integration by parts,
γErepλqR˝ijs “
ÿ
a‰j
ErepλqpRiaMaj ´ ErRiaMajsqs (B.6)
“ 1
N
ÿ
a‰j
ErpBajepλqqRias (B.7)
´ 1
N
ÿ
a‰j
ErepλqpRiaRja `RijRaaq˝s. (B.8)
We begin with,
ÿ
i,j
vivjN
1{2κ1{4
1
N
ÿ
a‰j
ErepλqpRiaRjaq˝s “ κ1{4N´1{2ErepλqpvTR2vq˝s´κ1{4N´1{2
ÿ
i,j
ErepλqvipRijRjjq˝vjs.
(B.9)
The first term on the RHS is N εOpN´1{2κ´1{4q for any ε ą 0. For the second term,
κ1{4N´1{2
ÿ
i,j
ErepλqvipRijRjjq˝vjs “ κ1{4N´1{2mscErepλqpvTRvq˝s (B.10)
`κ1{4N´1{2
ÿ
i,j
ErepλqvipRijpRjj ´mscqq˝vjs (B.11)
“ OpN ε´1q `OpN εN´1{2κ´1{4q (B.12)
where for the second line we used |RijpRjj ´ mscq| ĺ N εpN
?
κq´1{2 ` δijN εN´1{2κ´1{4 with over-
whelming probability, as well as the fact that }v}1 ĺ N1{2 for the i ‰ j terms and }v}2 ĺ 1 for the
i “ j terms. The next term we handle is,
κ1{4N´1{2
ÿ
i,j
vivj
ÿ
a‰j
ErepλqpRijRaaq˝s “ mscκ1{4N´1{2
ÿ
i,j
vivj
ÿ
a‰j
ErepλqpRijq˝s (B.13)
` κ1{4N´1{2
ÿ
a
ErepλqpvTRvpGaa ´mscqq˝s (B.14)
´ κ1{4N´1{2
ÿ
i,j
vivjErepλqpRijpRjj ´mscqq˝s. (B.15)
The term on the last line appeared above and is OpN εN´1{2κ´1{4q. The term on the second line
equals
κ1{4N´1{2
ÿ
a
ErepλqpvTRvpGaa´mscqq˝s “ κ1{4N1{2ErepλqpvTRvpmN ´mscqq˝s “ OpN εN´1{2κ´3{4q.
(B.16)
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The term on the first line equals,
mscN
´1{2κ1{4
ÿ
i,j
vivj
ÿ
a‰j
ErepλqpRijq˝s “ mscκ1{4N1{2ErepλqpvTRvq˝s `OpN´1{2q. (B.17)
We observe,
Bajepλq “ ´2κ1{4N1{2iλepλqpRvqapRvqj , (B.18)
and so
´N´1{2κ1{4
ÿ
i,j
vivj
ÿ
a‰j
ErpBajepλqRias “ 2κ1{2iλ
ÿ
a‰j
ErepλqpRvq2avjpRvqjs (B.19)
“ 2iλκ1{2ErepλqvTR2vvTRvs ´ 2iλκ1{2
ÿ
j
ErepλqvjpRvq3j s.
(B.20)
The first term equals
2iλκ1{2ErepλqvTR2vvTRvs “ 2iλκ1{2m1scmscψpλq `Op|λ|N εN´1{2κ´3{4q. (B.21)
For the other term we note that,
vjpRvq3j “ vjppRvqj´vjmsc`vjmscq3 “ m3scv4j`m2scv3jOpN εN´1{2κ´1{4q`Opv2jN´1κ´1{2`vjN´3{2κ´3{4q,
(B.22)
and so
2iλκ1{2
ÿ
j
ErepλqvjpRvq3j s “ 2iλκ1{2m3sc}v}44ψpλq `Op|λ|N´1{2q. (B.23)
From the above calculations we see that,
γψ1pλq “ ´mscψ1pλq ` p2κ1{2m1scmsc ´ 2}v}44m3scκ1{2qλψpλq `OpN εN´1{2κ´3{4q. (B.24)
We calculate the quantity which will be seen to be the variance,
´2κ1{2msc
γ `msc
`
m1sc ´ }v}44m2sc
˘ “
˜
κ1{2
1´m2sc
¸
2m4sc
`
m2sc ` p1´ }v}44qp1 ´m2scq
˘
(B.25)
A calculation gives ˜
κ1{2
1´m2sc
¸
“ 1
2
γ `
a
γ2 ´ 4?
γ ` 2 — 1. (B.26)
Noting that 1´m2sc ľ 0 we see that
VN “ γ `
a
γ2 ´ 4?
γ ` 2 m
4
sc
`
m2sc ` p1´ }v}44qp1´m2scq
˘
(B.27)
is bounded below and above, c ĺ VN ĺ C, uniformly in N . By Le´vy’s continuity theorem for
characteristic functions, this proves that the centered random variable vTR˝v converges to a standard
normal random variable after the stated normalization.
Next, we calculate the expectation. We have,
γκ1{4N1{2ErvTRvs “ ´κ1{4N1{2 `
ÿ
i,j
vivjN
1{2κ1{4
ÿ
a‰j
ErRiaMaj s. (B.28)
The second term equals,ÿ
i,j
vivjN
1{2κ1{4
ÿ
a‰j
ErRiaMajs “ ´
ÿ
i,j
vivjN
´1{2κ1{4
ÿ
a‰j
ErRiaRja `RijRaas (B.29)
“ ´N´1{2κ1{4ErpvTR2vqs ´N1{2κ1{4ErpvTRvqmN s (B.30)
` 2
ÿ
i,j
vivjN
´1{2κ1{4ErRijRjjs (B.31)
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The last line is,ÿ
i,j
vivjN
´1{2κ1{4ErRijRjjs “ N´1{2κ1{4mscErvTRvs `
ÿ
i,j
vivjN
´1{2κ1{4ErRijpRjj ´mscqs (B.32)
These terms are OpN εN´1{2κ´1{4q. Next,
N1{2κ1{4ErvTRvmN s “ mscN1{2κ1{4ErvTRvs `OpN´1{2κ´3{4q. (B.33)
Finally,
N´1{2κ1{4mscErvTR2vs “ OpN´1{2κ´1{4q. (B.34)
Hence,
κ1{4N1{2ErvTRvs “ κ1{4N1{2msc `OpN´1{2κ´3{4q. (B.35)
This yields the claim.
C Conditional probability statement
We require the following elementary lemma.
Lemma C.1. Let X and Z be random variables and G a sigma-algebra. Let F be a bounded Lipschitz
function with Lipschitz constant }F }L and let ε1, ε2 ą 0 be constants so that,
Pr|X ´ Z| ą ε1s ĺ ε2. (C.1)
Then,
E r|ErF pXq | Gs ´ ErF pZq | Gs|s ĺ 2}F }Lpε1 ` ε2q, (C.2)
and
P r|ErF pXq | Gs ´ ErF pZq | Gs| ą ηs ĺ 2}F }Lpε1 ` ε2q
η
. (C.3)
Proof. We have,
ErF pXq | Gs ´ ErF pZq | Gs “ ErpF pXq ´ F pZqq1t|X´Z|ąε1u | Gs ` ErpF pXq ´ F pZqq1t|X´Z|ăε1u | Gs.
(C.4)
Then by conditional Jensen’s inequality,
E
ˇˇ
ErpF pXq ´ F pZqq1t|X´Z|ąε1u | Gs ` ErpF pXq ´ F pZqq1t|X´Z|ăε1u | Gs
ˇˇ
ĺ2}F }8Pr|X ´ Z| ą ε1s ` }F }Lε1, (C.5)
which yields the first claim. The second is of course Markov’s inequality.
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