In this paper, we study the problem of structure learning for Bayesian networks in which nodes take discrete values. The problem is NP-hard in general but we show that under certain conditions we can recover the true structure of a Bayesian network with sufficient number of samples. We develop a mathematical model which does not assume any specific conditional probability distributions for the nodes. We use a primal-dual witness construction to prove that, under some technical conditions on the interaction between node pairs, we can do exact recovery of the parents and children of a node by performing group 12 -regularized multivariate regression. Thus, we recover the true Bayesian network structure. If degree of a node is bounded then the sample complexity of our proposed approach grows logarithmically with respect to the number of nodes in the Bayesian network. Furthermore, our method runs in polynomial time.
Introduction
Motivation. Probabilistic graphical models provide a framework to model complex systems. They use graphs to represent variables along with their conditional dependencies and enable us to formally understand the interaction among different variables. Based on the type of the graph and modeling of the conditional dependencies, there are various classes of graphical models. One of the important classes are Bayesian networks [17, 18] which use a directed acyclic graph (DAG) to encode relationships among the variables. The variables are represented as nodes of the DAG and a directed edge from node i to node j denotes that node i is a parent of node j.
Definition 1 (Bayesian Network
. A Bayesian network on n random variables X = {X 1 , X 2 , . . . , X n } is a DAG that specifies a joint distribution over X as a product of conditional probability functions P(X r |X πr ), one for each variable X r given its set of parents π r ⊆ {1, . . . , n}. The joint probability distribution over all nodes is given by:
where (∀r, X πr ) Xr P(X r |X πr ) = 1 and therefore P(X) is valid, i.e., X P(X) = 1. It is quite common to see categorical variables in the real systems. For example, the country of residence of a person may take values from a set {United States, China, England, . . . }. Consequently, categorical random variables frequently appear in Bayesian networks. Since these variables are not ordinal, it becomes important that we do not introduce any artificial ordering while using them in our mathematical model. In this paper, we propose a method to learn the skeleton of a Bayesian network where all the nodes are categorical random variables.
Related work. The structure of a Bayesian network provides great insights into the complex interactions amongst variables. Thus, a considerable amount of work has been done in this field and several different methods have been proposed to learn Bayesian networks from data. We can broadly divide these methods in two categories. First, there are methods which learn the DAG from data by maximizing a well defined score. In this category, there are some heuristics based approaches such as [11, 32, 20, 21] . There are also some exact but exponential-time score maximizing algorithms such as [16, 29, 7, 8, 15] . Second, there are independence test based methods which determine the edge between two nodes by conducting dependence or independence tests. For example, [30, 4, 37, 36 ] use this approach. There are also some results available for special classes of Bayesian networks. Ghoshal et al. [12] provide polynomial sample and time complexities guarantees for structure learning in Gaussian Bayesian networks. A more general result is also provided for linear structural equation models in [13] . For discrete variables, Park et al. [24] provide statistical guarantees for recovery of the node ordering in polynomial time and sample complexities for Poisson-distributed variables. More general results are also provided for other ordinal variables with binomial, geometric, exponential and gamma distributions in [25] . However, as stated by the authors, their method does not work for Bernoulli or multinomial distributions. Brenner et al. [3] proposed a method which works with binary variables exclusively. Their proposed method has a sample complexity of the order O(n 2 ), where n is number of nodes in the Bayesian network. Note although that the method of [3] is worst-case exponential time.
Learning Bayesian networks is hard. The problem of learning the structure of a Bayesian network from data is amongst the hardest problems to be solved, from the computational viewpoint. Independence test methods require a number of tests that grows exponentially in the number of nodes, in the worst case. It is also known that finding the structure of a Bayesian network by score maximization techniques is NP-hard [5] . Thus, unless the long standing problem of P vs. NP is resolved, the problem remains intractable in its general form. This implies that we need to work within the limits of some technical assumptions to solve the problem of structure learning of a Bayesian network with provable computational and statistical efficiency guarantees.
Contributions. In summary, we make the following contributions in this paper:
1. We formulate the structure recovery problem as a block 12 -regularized multivariate regression problem. We do not assume that the categorical variables are ordinal. Our formulation is also independent of any specific conditional probability distribution for the nodes.
2. We obtain sufficient conditions for DAG recovery by controlling the interaction between node pairs for arbitrary conditional probability distributions.
3. We show that if our DAG recovery conditions are satisfied then the sample complexity of our method is logarithmic with respect to the number of nodes. Since our method uses the interior point algorithm, it also runs in polynomial time.
Preliminaries
In this section, we introduce formal definitions and notations. We define a Bayesian network on a DAG G(V, E) where V = {X 1 , . . . , X n } is the set of n categorical random variables and E is the set of directed edges between them. The set of all the random variables except X r is denoted by the shorthand notation Xr. To use categorical variables in our mathematical model, we need to represent them quantitatively [6] . We do this by encoding them as numerical vectors. Each categorical variable X r takes values from a set C r with cardinality m r . The indexing set {1, . . . , p} is denoted by [p] . For an indexing set A, we define ρ A i∈A (m i − 1). For brevity, a singleton indexing set {q} is denoted as q when its use is clear from the context. We definē ρ max i∈[n] (m i −1). We define our encoder E as a map from C r to B ρr for a bounded and countable set B ⊂ R. In our proofs, we take B = {−1, 0, 1} which includes commonly used encoding schemes such as dummy encoding and unweighted effects encoding. We denote the encoding of X r ∈ C r as E(X r ) ∈ B ρr . By abuse of notation, E(Xr) ∈ B ρ [n]\r denotes a vector which contains encoding for the set of all the random variables except X r . In the DAG G(V, E), we define the parents set π r and children set c r for a node r as π r = {i |(X i , X r ) ∈ E}} and c r = {i |(X r , X i ) ∈ E}. All the other nodes excluding π r , c r and the node r itself are denoted as (π r ∪ c r ) c . The conditional probability distribution for each node r given its parents set π r is denoted by P(X r |X πr ). Data for each node is generated following this conditional distribution. We observe N i.i.d. samples of n nodes of G(V, E). We collect these samples in an N × n sample matrix X where each row represents a sample. The vector X r denotes column r of X which collects all the samples of X r . Similarly, Xr is a matrix containing all the columns except column r of X. Since these samples contain categorical values, we encode them before we can use them in our mathematical model. Using our encoding scheme, we get encoded sample matrices E(X r ) ∈ B N ×ρr and E(Xr) ∈ B N ×ρ [n]\r corresponding to X r and Xr respectively. For a matrix A ∈ R p×q and two sets S ⊆ [p] and T ⊆ [q], A ST denotes A restricted to rows in S and columns in T . Similarly, A S. and A .T are row and column restricted matrices respectively. We use an operator "vec" which transforms a matrix A ∈ R p×q into a vector vec(A) ∈ R pq×1 by stacking the columns of the matrix A on top of one another. We use the following vector and matrix norms in our theoretical discussion:
Vector norm For a vector m ∈ R q , the p −norm is defined as m p (
Matrix norms The Frobenius norm for a matrix
We define the (a, b)−operator norm [34] for A as |||A||| a,b sup x b =1 Ax a . Using the above definition, the ∞ -operator norm for A is defined as |||A||| ∞,∞ = max i∈[p] q j=1 |A ij |. Similarly, the spectral norm of A is defined as |||A||| 2,2 = sup x 2 =1 Ax 2 .
We also define a block matrix norm for row partitioned block matrices. Let A ∈ R k i=1 p i ×q , ∀i ∈ [k] be a row partitioned block matrix defined as follows:
where vec(A i ) flattens the matrix A i ∈ R p i ×q into a vector of size p i q and B indicates that we are dealing with a block norm. For example,
Problem Description
We define the skeleton G skel (V, E ) of a directed graph G(V, E) as an undirected graph which is constructed by removing directions from the edges in E, i.e., (i, j) ∈ E if and only if (i, j) ∈ E or (j, i) ∈ E. Our goal is to recover G skel (V, E ) from N i.i.d. observations. We do not focus on recovering the orientation of the edges in G. However, readers should note that there exist techniques for obtaining a DAG given a skeleton. For example, Ordyniak et al. [23] showed that if the skeleton has bounded treewidth, then DAG recovery can be performed in polynomial time. Furthermore, given a skeleton of bounded treewidth and bounded maximum degree, DAG recovery is possible in linear time.
Our Main Assumption
Our approach is based on the following two intuitions. First, we assume that the parents and children of a node have a high influence on the original node. Second, it becomes easier to differentiate two parents (or two children) of a node when they are not highly correlated. Let S r be a set containing indices of parents and children of node r. We consider the following characterization:
which tries to capture both of our intuitions mathematically. This quantity contains one block W * i ∈ R ρ i ×ρr for each parent and children of node r and we require that W * i = 0. For binary variables, this requirement simply becomes
In later sections, we will formally build a mathematical foundation for our intuitions.
Modeling
In this section, we explain the construction of our mathematical model. We do not assume any specific conditional distribution for the nodes, thus modeling the problem becomes important for us. We also need to be careful while using categorical random variables in our mathematical model. We do not assume that categorical variables are ordinal, thus we do not want to introduce any artificial ordering while using them in our model.
Substitute Model
Our approach is to recover the true parents and children of each node and then combine the results together to get the true skeleton of a Bayesian network. Before we start constructing a mathematical model, we need to understand certain aspects of our problem. We note that in other problems, such as compressed sensing [35] , the data generation process matches the estimation method. In contrast, in our setting, we assume that samples are generated according to a true Bayesian network, from unknown arbitrary conditional probability distributions for each node. This unavailability of a true model forces us to use a substitute model. Additionally, we encode the categorical random variables to use them in our model. After encoding, each variable is represented as a vector. In our discussions below, we will only discuss about recovering the parents and children of a single node. We keep in mind that we can combine our results for the nodes to recover the whole skeleton of the Bayesian network by simply taking a union bound over all the nodes. Considering the above, we can think of following general model for each node r,
where F is possibly a non-deterministic function and W * is a set of parameters. For our purpose, we choose the following form of F:
where W * ∈ R ρ [n]\r ×ρr is a parameter matrix. Note that e ∈ R ρr is not independent of E(X r ), E(Xr) and W * . We take W * to be a row partitioned block matrix by decomposing it into following blocks:
. . .
We fix our choice of W * by defining the following optimization problem:
or equivalently,
where the expectation is taken with respect to true data distribution P(X) defined in equation (1) . Optimization problem (2) is introduced only for analysis purposes and it is not possible to be solved without knowing the true parents and children of node r. We note that each element of e is bounded. Let
We emphasize that W * is not a true model parameter, i.e., we do not assume that the data follows a multivariate linear regression model. Instead, the substitute model allows us to find technical conditions with respect to the expectations of the products of encoded node pairs.
Our Model
The substitute model, defined above for the infinite sample setting, acts as a benchmark model to perform qualitative analysis for our model in the finite sample setting. From equation (2) which is defined for node r, it is clear that for node i if W * i = 0, or equivalently, if vec(W * i ) 2 > 0 then node i is either a parent or a child of node r. This gives us the intuition to use 1,2 regularization in order to encourage several blocks of the estimated matrix W to be zero. In particular, our method would succeed if vec(W i ) 2 = 0 for all i ∈ (π r ∪ c r ) c . LetL(W) be the loss function defined as,
Then we define the block 1,2 regularized loss function as follows:
whereλ > 0 is the regularization parameter. We recover weightsŴ for each node by minimizinĝ f (W). The optimization problem is defined as follows:
We will show that under certain conditions we can useŴ to determine the true parents and children of node r. Next, we define some terminology related to our models. We define the gradient and the Hessian for the loss function defined in equation (5) with respect to the parameters W. Note that equation (5) can be written as a function of vec(W) and that the gradient and the Hessian can be easily computed with respect to vec(W). For notational clarity, we will use matrix calculus to express the gradient while noting that this can easily be converted to the traditional form of the gradient by using a vec(.) operation.
Analogously, we define a population version ofĤ as,
Our choice of loss function ensures that H does not depend on W * . Thus, any assumptions on H only correspond to restrictions on the data distribution P(X) defined in equation (1) .
Usually if we have the knowledge of the true data generation process or the conditional probability distribution of the nodes, then we can learn parameters of the distribution by minimizing a well defined empirical loss. In our case, we do not have this information. We circumvent this issue by defining a substitute model for our problem. For each node, we assign a matrix of non-zero surrogate parameters for its neighbors. For all the other nodes which are not neighbors, this parameter matrix is zero. Then we construct a substitute quadratic loss function with respect to the surrogate parameters. This choice of loss function is crucial as unlike other loss functions (such as the logistic loss) the Hessian of the quadratic loss becomes independent of the surrogate parameters. This ensures that any technical condition on the Hessian translates directly to a condition on the expectations of the products of encoded node pairs.
Main Result
In this section, we state our main theoretical result. Recall that the general problem of structure learning of the Bayesian network is NP-hard [5] . Thus rather than learning a general class of Bayesian networks, we focus on the networks which satisfy certain technical assumptions.
Technical Assumptions
In this subsection, we establish the sufficient technical conditions for the perfect recovery of the parents and children for each node. Our first goal is to always recover a unique set of parents and children. In order to achieve this task, we require that our optimization problem defined in equation (6) has a unique solution. Our first assumption on the data distribution ensures a unique solution for the optimization problem (6) . Recall that each block in the row partitioned parameter matrix W and W * corresponds to one node. Each of these block i contains ρ i row indices. We collect these row indices corresponding to the parents and children of node r in a set S r . Formally,
We define S c r as the row indices corresponding to all nodes except node r as well as its parents and children:
} Using the above definitions, we state our first assumption.
Assumption 1 (Positive Definiteness of Hessian). For each node r, H SrSr 0 or equivalently,
where C is some positive constant and Λ min (.) denotes the smallest eigenvalue. We solve the optimization problem using a finite number of samples. Thus, we would like our assumptions to hold in the finite sample setting. The next lemma shows that if we have N > O(ρ 2 πr∪cr log ρ πr∪cr ) samples and Assumption 1 is satisfied, thenĤ SrSr 0 with high probability. (See Appendix C for detailed proof.) As the second requirement, we want to limit the influence of the nodes which are neither the parents nor the children of node r on the parents and children of node r. This is represented as a "mutual incoherence" condition. We will define Q = H S c r Sr H
−1
SrSr as a row partitioned block matrix consisted of blocks Q i ∈ R ρ i ×ρπ r ∪cr ∀i ∈ (π r ∪ c r ) c . We can formally state our second assumption using a block matrix norm on Q as follows.
As with the Assumption 1, we would again like Assumption 2 to hold in the finite sample setting. In the next lemma we show that if we have sufficient number of samples, then the mutual incoherence in the population regime ensures that mutual incoherence also holds in the finite-sample regime.
(See Appendix D for detailed proof.) Discussion on the technical assumptions. These assumptions have been used in the literature before.
• Mutual incoherence has been used for other estimation problems such as compressed sensing [35] , Markov random fields [27] , non-parametric regression [26] , diffusion networks [9] , among others.
• Assumption 1 is readily satisfied for commonly used encoding schemes such as dummy encoding and unweighted effects encoding under very weak conditions (See Appendix A).
• Regarding Assumption 2, we found experimentally that mutual incoherence is more frequently satisfied with respect to the parents and children, than with respect to the Markov blanket (See Appendix B).
• Theorem 1 in the next section provides a technical condition for settingλ (without the need of cross-validation) and assumes a minimum magnitude of vec(W * i ) 2 , ∀i ∈ π r ∪ c r for exact recovery of parents and children. Analogous technical assumptions have been made for other problems [35, 27, 28, 9] .
• Finally, these assumptions are only in place to provide formal guarantees and our algorithm can be run even for datasets which do not satisfy any of these assumptions (See experimental results in Section 6).
Statement of Main Theorem
Using Assumptions 1 and 2, we state our main result below.
Theorem 1. Consider a Bayesian network G(V, E) with categorical random variables such that for each node r, Assumptions 1 and 2 are satisfied. Suppose that for each node r the regularization parameterλ satisfies the following condition:
where σ and µ are defined according to equations (3) and (4). Further, assume that N >ρ 2 ρ 3 πr∪cr log ρ [n] then the following properties hold true with probability at least 1 − exp(−KNλ 2 ) for some K > 0 independent of N, n and |π r ∪ c r | simultaneously for all r ∈ [n].
1. For every r ∈ [n], the block 1,2 −regularized optimization problem (6) has a unique solution.
2. For every r ∈ [n], the solution to the optimization problem (6) excludes all the edges which are neither parent nor child of the node r, i.e., vec(
|S r |λ for the setup defined in the substitute optimization problem (2), then we recover the true parents and children for each node.
4. Subsequently, the recovered skeletonĜ skel (V,Ê ) = G skel (V, E ).
We prove Theorem 1 in Appendix G by using a primal-dual witness construction. This approach has been previously used by [35, 27, 28, 9] . The primal-dual witness method requires a priori knowledge of the true parents and children for node r and thus it is not a practical way to solve the optimization problem (6) . We only use it as a theoretical proof technique to establish statistical bounds for our result. 
Illustrative Example
In order to illustrate our assumptions, consider the binary Bayesian network of four nodes in Figure  1 where each node X i ∈ {False, True}, ∀i ∈ {1, 2, 3, 4}. We use unweighted effects encoding, i.e., E(False) = −1, E(True) = 1, ∀i ∈ {1, 2, 3, 4}. Note that since each node takes 2 values, Assumption 2 reduces to |||H S c r Sr H −1
Then the Assumption 2 is equivalent to the condition that |p| + |q| < 1 (See Appendix E.1).
The third statement of Theorem 1 requires that for every node i ∈ π r ∪ c r , vec(W * i ) 2 should be sufficiently away from zero. By computing min i∈πr∪cr vec(W *
Sample And Time Complexity
If we have N >ρ 2 ρ 3 πr∪cr log ρ [n] and Assumption 1 and 2 are satisfied for every node then all our high probability statements are valid for every node r. Taking a union bound over n nodes only adds a factor of log n. Thus the sample complexity for our method is O(ρ 2 ρ 3 πr∪cr log ρ [n] ). As for the time complexity, we can formulate the block 12 -regularized multi-variate regression problem as a second order cone programing problem [22] which can be solved in polynomial time by interior point methods [2] .
Experimental Results
We performed three sets of experiments to validate our theoretical results. First, we conducted experiments on synthetic data. Second, we compared our method with other well known methods on benchmark Bayesian networks. Finally, we tested our method on real world datasets. We measure quality of recovery by computing precision and recall. Higher precision implies that we only recover true edges while higher recall implies that all the true edges are recovered. They are formally defined as below,
where (π r ∪ĉ r ) is the recovered support set (both parents and children). We compare performance of various methods by computing F 1 -score as following:
Experiments With Synthetic Data
We verify our theoretical results by running our method on synthetic data. We conduct experiments on Bayesian networks with n = 20, 200 and 500 nodes. Each node of Bayesian network can take k = 4 categorical values. For each n, we generate N = 10 CP log(k − 1)n i.i.d. samples. CP is a control parameter and is varied to generate different number of samples. Using these samples, our method learns the skeleton of the Bayesian network by performing block 12 -regularized multivariate regression for each node. The regularization parameterλ for each regression problem is set proportional to log(k−1)n N until it becomes smaller than a constant δ. This matches our condition in Theorem 1 where initially
dominates but then a constant term dominates as N gets large. The quality of skeleton recovery is measured by computing precision and recall which we report in Figure 2 . Each data point in Figure 2 denotes averaged value across 5 independent experiments.
Arbitrary conditional probability tables. First, we pick a causal order for nodes uniformly at random. Then we construct a DAG by allowing each node to have an edge with any preceding node in the ordering with 0.5 probability. We induce sparsity by performing transitive reduction [1] of the DAG. Each node is then assigned a conditional probability table (CPT) conditioned on its parents. The entries in CPTs are chosen uniformly at random from [0.1, 0.9]. We use CPT of the node to sample its value given its parents. Figure 2a and 2b show the precision and recall respectively for our method with increasing number of samples. In Figure 2a , we see that precision approaches one, with enough samples. In Figure 2b , recall also approaches one as we increase number of samples. Notice that the different curves for different number of nodes (n = 20, 200 and 500) line up with one another quite well. This matches with our theoretical results and shows that for a Bayesian network with a constant degree, our method can efficiently recover the skeleton with N > O(log(k − 1)n).
Experiments On Benchmark Networks
We compared the performance of our method with state-of-the-art techniques by running experiments on benchmark Bayesian networks, which are publicly available at http://compbio.cs.huji. ac.il/Repository/networks.html and http://www.bnlearn.com/bnrepository/. The experiments were conducted by generating 5 independent instances of 5000 samples using the original conditional probability tables of the benchmark networks. The regularization parameter for node i, which can take k i categorical values, is chosen to scale withλ = c 1 log(k i −1)( n j=1 k j n −1)n N + c 2 for constants c 1 and c 2 . We report the average F 1 -score across 5 independent runs. We compared our method with the max-min parent and children (MMPC) algorithm [31] which also returns an undirected skeleton. To compare our method with techniques that produce DAGs (such as max-min hill climbing (MMHC) [32] , greedy search, integer linear programming (LP) [8] , sparse candidate [11] , and optimal reinsertion operator [21] ) and to provide further insight, we oriented the edges in the skeleton produced by our method by using greedy hill-climbing search with tabu list. This setup is similar to the one used in [32] .
In Table 1 , we observe that the performance of our method is comparable to MMPC. Our method also performs comparably to other state-of-the-art techniques when we run our method in conjunction with greedy hill climbing.
Experiments With Real World Datasets
Finally, we conducted experiments on the real world datasets. For our experiments, we picked a mixture of binary and discrete real world datasets from [19] and [33] .We divided the datasets in [19] into training and testing sets. The datasets provided in [33] have already been divided into training and testing sets by the original authors. The training data was fed into the different algorithms. For real world datasets, we do not have access to any underlying true Bayesian network structure, thus performance is measured by the negative log-likelihood of samples in the testing set. Since our method only recovers the skeleton, in order to measure likelihood, edges were oriented using a greedy hill-climbing search with tabu list.In Table 2 , we observe that performance of our method is similar to MMHC and greedy search. 
Concluding Remarks
We propose a method for exact structure recovery of discrete Bayesian network under some technical conditions. It runs in polynomial time and has polynomial sample complexity. We neither assume any specific data generation process nor do we impose any direct assumptions on the conditional probability distribution of the nodes. Rather, we control the interaction between node pairs with our assumptions. In practice, our method can be used for any discrete Bayesian network irrespective of whether the assumptions are satisfied, albeit without any guarantees.
A On Assumption 1
We show that Assumption 1 holds with very mild conditions. Lemma 3. Consider a matrix M with each row i being one realization E(x ī r ) Sr of E(Xr) Sr . If each E(x ī r ) Sr occurs with a probability p i > 0 then Assumption 1 holds as long as columns of matrix M are linearly independent.
Proof. We show that Assumption 1 always holds for commonly used encoding scheme such as dummy encoding and effects encoding as long as E(Xr) Sr takes all its realizations with some positive probability. To show this we consider the following loss function,
We will prove that ∇ 2 
We assume that each realization E(x j r ) Sr of E(Xr) Sr happens with a probability p j > 0, ∀j ∈ [ i∈πr∪cr m i ]. Then,
Since p j > 0, it follows that
. This can be equivalently written as,
If we take encoding scheme to be dummy encoding or unweighted effects encoding then the above holds if and only if W 
B On Mutual Incoherence With Markov Blanket
We compared mutual incoherence assumption defined on the parents and children of a node (MIPC) in Assumption 2 with the one defined on its Markov blanket (MIMB). We created 10 different synthetic Bayesian networks on n = 100, 500 and 1000 binary nodes. The nodes were assigned conditional probability tables (CPTs) with entries between [0.1, 0.9]. We generated 5000 samples for each experiment and then computed validity of Assumption 2 for each network. The results of the experiment are listed in the Table 3 . We see that mutual incoherence assumption defined on parents and children holds more often than mutual incoherence assumption defined on Markov blanket. Also, it is easier to fulfill mutual incoherence assumption with parents and children as support than the case when Markov blanket is used as support. This motivates us to define mutual incoherence assumption on parents and children as support.
C Proof of Lemma 1
Proof. H SrSr 0 can be equivalently written as Λ min (H SrSr ) ≥ C > 0 where Λ min denotes the minimum eigenvalue. We define Z jk as,
Note that Z l jk are i.i.d. random variables across l = [N ] with zero mean. Furthermore, |Z l jk | ≤ 2 as we assumed B ∈ {−1, 0, 1}. Thus Z jk can be treated as a subGaussian random variable and by using the Azuma-Hoeffding [14] inequality we can write,
Now,
x H SrSr x = min
where q 2 = 1.
In the above, |||.||| 2,2 is the spectral norm which is bounded above by the Frobenius norm.
Taking 2 = δ 2 |Sr| 2 in equation (8) and using the union bound over |S r | 2 indexes,
Using equations (9) and (10), it follows that,
with probability at least 2 exp(− δ 2 N 8ρ 2 πr ∪cr + 2 log ρ πr∪cr ).
D Proof of Lemma 2
Proof. Using a proof technique similar to [27] , we can rewriteĤ S c r Sr (Ĥ SrSr ) −1 as the sum of four terms defined as:Ĥ
where,
and each T i is treated as a row partitioned block matrix of |(π r ∪ c r ) c | blocks with each block containing ρ i rows where i ∈ (π r ∪ c r ) c . From Mutual incoherence Assumption 2, it is clear that |||T 4 ||| B,∞,1 ≤ 1 − α. We will control the other three terms by using the following lemma:
Lemma 4. For any δ > 0, the following holds:
Let prev(i) be the last index before block corresponding to variable i ∈ (π r ∪ c r ) c starts. Now,
|Z jk |)
Using Hoeffding inequality, we get
Using the union bound over i ∈ (π r ∪ c r ) c we can write,
Similarly we can prove equation (14),
Now we will prove equation (15) . Note that,
Recall that we proved in equation (11) 
This means that,
Furthermore, from equation (10) we have:
, we get:
It follows that,
Controlling the first term of equation (12) . We can write T 1 as,
then,
The first inequality follows using norm inequalities from Section F. Now using equation (16) and equation (14) we can say that,
Controlling the second term of equation (12) . We can write |||T 2 ||| B,∞,1 as,
Again we use norm inequalities from (F) in first inequality. Using equation (13) with δ = αC 6 √ |Sr| we get,
Controlling the third term of equation (12) . We can write |||T 3 ||| B,∞,1 as,
SrSr ]||| ∞,∞ Using equation (13) and (15) both with δ = α 6 , we get
Putting everything together we get,
which approaches 1 as long as we have N >ρ 2 ρ 3 πr∪cr log ρ [n] E Discussion on Illustrative Example
For the binary Bayesian network shown in Figure 1 , we can explicitly derive expressions for mutual incoherence. We define a symmetric matrix M ∈ R 4×4 such that 
E.1 On mutual incoherence (Assumption 2)
We remind the readers that in case of binary variables, Assumption 2 reduces to |||H S c r Sr H
−1
SrSr ||| ∞,∞ < 1 − α for some α ∈ (0, 1]. Now, we will derive the necessary conditions to satisfy Assumption 2 for each node.
For node 1:
We have S 1 = {2} and S c 1 = {3, 4}. Assumption 2 implies,
For node 2:
We have S 2 = {1, 4} and S c 2 = {3}. Assumption 2 implies,
For node 3:
We have S 3 = {4} and S c 3 = {1, 2}. Assumption 2 implies,
For node 4:
We have S 4 = {2, 3} and S c 4 = {1}. Assumption 2 implies,
Note that conditions for node 1, 3 and 4 are already satisfied using our assumptions. Thus we obtain the nontrivial condition that
E.2 On W * in Theorem 1
We can compute analytical expression for W * Sr. for the example binary Bayesian network from Figure 1 by using the formula W *
and then verify that all its entries are sufficiently away from zero. Note that for the binary variables vec(W * i ) 2 is simply |W * i |.
For node 1:
We have S 1 = {2}.
We have S 2 = {1, 4}.
We have S 3 = {4}.
We have S 4 = {2, 3}. 
F Norm Inequalities
Here we will derive some norm inequalities which we will use in our proofs.
Lemma 5 (Norm Inequalities). Let A be a row partitioned block matrix which consists of p blocks where block A i ∈ R m i ×n , ∀i ∈ [p] and B ∈ R n×o . Then the following inequalities hold:
Proof. Let Y be a row partitioned block matrix with same size and block structure as A. Using definitions from Subsection 2:
We follow a similar procedure for the last norm inequality.
G Proof of Theorem 1
In this section, we provide the primal dual construction for the proof of Theorem 1. Let us consider the block l 12 -norm of W.
where Z i is a matrix of same size as
We can think of a row partitioned block matrix Z which contains Z i as the row blocks. We can simplify equation (17) in following way,
where Z ∈ Z and Z is defined as follows:
Using equation (18), we can rewrite the optimization problem in (6) as follows:
At the optimum, the stationarity condition for the optimization problem (20) is given by:
where Z ∈ Z. We use the optimality condition (21) to prove Theorem 1. The outline of the proof is as follows:
1. First, we fix row blocks of W matrix corresponding to non-neighbor nodes of node r to be the zero matrix, i.e., W i = 0, ∀i ∈ (π r ∪c r ) c . Then we show that the solution to the optimization problem (6) is unique.
2. We show that vec(Z i ) 2 < 1, ∀i ∈ (π r ∪ c r ) c which suffices to justify our choice of W in Step 1.
3. We prove that vec(W i ) 2 > 0, ∀i ∈ π r ∪ c r as long as vec(W * i ) 2 is sufficiently large. Requirement on vec(W * i ) 2 is similar to the minimum weight requirement
We start the proof with the first statement.
Proof of the first statement of Theorem 1 To prove our first statement, we chooseŴ such thatŴ S c r . = 0. We will show that the optimization problem (6) has a unique solution for this particular choice ofŴ. Lemma 6. LetW S c r . = 0 for every solutionW of the optimization problem (6) thenĤ SrSr 0 implies that the optimization problem (6) restricted to (W Sr. ; 0) has a unique solution.
(See (H) for detailed proof.) The proof uses convexity of the loss function and the fact thatĤ SrSr 0 with high probability which is true due to Assumptions 1 ,1.
Proof of the second statement of Theorem 1 To prove that the choiceŴ i = 0, ∀i ∈ (π r ∪c r ) c is justified, we provide a primal-dual construction. We can rewrite the equation (21) as:
where Z ∈ Z and E ∈ R N ×mr−1 is defined as:
Simplifying equation (22), we get:
By substitutingŴ = (Ŵ Sr. ; 0) in equation (23) and lettingĤ = 1 N E(Xr) E(Xr), we can write the above equation in two parts:
andĤ
Substituting W Sr. − W * Sr. from equation (24) to equation (25), we get
Now we will boundλ Z S c r . B,∞,2 where blocks have size
We can further simplify the above equation by using norm inequalities from Section F:
Using Assumptions 2 and 2, we can write the above equation as:
where we used the fact that Z Sr. B,∞,2 ≤ 1 =⇒ Z Sr. ∞,2 ≤ 1. Now it only remains to bound 1 N E(Xr) Sr. E ∞,2 and 1 N E(Xr) S c r . E B,∞,2 which we do in the next lemma. Lemma 7. Ifλ satisfies equation (7) then the following bounds hold with high probability: The above result along with the definition of Z in equation (19) implies thatŴ S c r . = 0.
Proof of the third statement of Theorem 1: We recall thatŴ is a row partitioned block matrix. The node r has an edge with a node i only if vec(Ŵ i ) 2 > 0. The results until now ensures that for each node r, we do not recover any edge outside its parents and children. Now we prove the third statement of Theorem 1 which makes sure that we recover all the parents and children. We will prove this by using the following lemma. 
The Hessian of objective function in optimization problem (27) (27) is strictly convex with respect to W Sr. . Thus, it has a unique solution.
I Proof of Lemma 7
Proof. We start by bounding the first term. where µ and σ are defined in equation (4) and (3) respectively. Taking union bound across i ∈ S r and j ∈ [m r − 1], we get
Taking t =λ + log ρ πr∪cr + log ρ r )
Now we bound the second term. By choosingλ which satisfy equation (7), we prove the lemma.
J Proof of Lemma 8
Proof. First, we get the expression of the difference betweenŴ Sr. and W * Sr. from equation (24 ≤m |S r | 2 C √ m r − 1(µ + t) +λm |S r | 2 C
The second inequality comes from norm inequalities discussed in Section F. The third inequality follows because by the definitions of both the norms. The fourth and fifth inequalities use the bounds from equations (28) and (16) which hold with high probability ifλ satisfies equation (7).Taking t = λ and noting that λ > 
