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We study the algebra of semigroups of Laplacians on the Weyl al-
gebra. We consider two sets of operators ∇±i forming the Lie algebra
[∇±j ,∇
±
k ] = iR
±
jk and [∇
+
j ,∇
−
k ] = i
1
2
(R+jk+R
−
jk)with some anti-symmetric
matricesR±i j and define the corresponding Laplacians ∆±= g
i j
±∇
±
i ∇
±
j with
some positive matrices g
i j
±. We show that the heat semigroups exp(t∆±)
can be represented as a Gaussian average of the operators exp〈ξ ,∇±〉
and use these representations to compute the product of the semigroups,
exp(t∆+)exp(s∆−) and the corresponding heat kernel.
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1 Introduction
Elliptic partial differential operators on manifolds play a crucial role in global
analysis, spectral geometry and mathematical physics [13, 11, 1, 3, 4, 5, 6]. The
spectrum of elliptic operators does, of course, depend on the geometry of the
manifold. Therefore, one can ask the question: “Does the spectrum of an elliptic
operator describe the geometry?” It is well known now that the answer to this
question is negative, that is, there are non-isometric manifolds that have the same
spectrum (see, e.g. [14, 16, 11]). That is why, it makes sense to studymore general
invariants of partial differential operators, or, even, a collection of operators, that
might contain more information about the geometry of the manifold. Such invari-
ants are not necessarily spectral invariants that only depend on the eigenvalues of
the operators; they depend, rather, on both the eigenvalues and the eigensections.
In our paper [10] we (with B. J. Buckman) initiated the study of a new in-
variant of second-order elliptic partial differential operators that we called heat
determinant. In our paper [7] we studied so called relativistic heat trace of a
Laplace type operator L,
Θr(β ) = Tr exp(−βω), (1.1)
where ω =
√
L and β is a positive parameter (that plays the role of the tempera-
ture), as well as the quantum heat traces,
Θb, f (β ,µ) = TrEb, f [β (ω −µ)] . (1.2)
where µ is another real parameter (not necessarily positive, that plays the role of
the chemical potential) and Eb, f are functions defined by
Eb, f (x) =
1
ex∓1 . (1.3)
These functions come from the quantum statistical physics with the indices b and
f standing for the bosonic and fermionic cases.
In the paper [8] we studied so called relative spectral invariants of two opera-
tors L±, of the form
Ψ(t,s) = Tr {exp(−tL+)− exp(−tL−)}{exp(−sL+)− exp(−sL−)} . (1.4)
In our recent paper [9] we introduced another invariant, called the Bogolyubov
invariant,
Bb(β ) = Tr
{
E f (βω+)−E f (βω−)
}{
Eb(βω+)−Eb(βω−)
}
, (1.5)
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and applied it to the study of particle creation in quantum field theory and quan-
tum gravity. The long term goal of this project is to develop a comprehensive
methodology for such invariants in the same way as the theory of the standard
heat trace invariants.
We describe our ideas rather formally. This should serve just as a motivation
for the further study. Let M be a closed manifold (compact without boundary)
and V a vector bundle over M. Let V ∗ be the dual vector bundle and V ⊠V ∗ be
the external tensor product of the bundles V and V ∗ over the product manifold
M×M. Let K (V ) =C∞(V ⊠V ∗) be the set of all smooth sections of the vector
bundle V ⊠V ∗; we will call them kernels. The convolution of kernels(
K ◦K′)(x,x′) = ∫
M
dy K(x,y)K′(y,x′) (1.6)
defines an associative binary operation on K (V )
◦ : K (V )×K (V )→K (V ), (1.7)
making it a semigroup.
Let L (V ) be the set of all operators L : C∞(V )→ C∞(V ) acting on V and
Op(V ) ⊆ L (V ) be the subset of operators with the well defined exponential
exp(−L) ∈ L (V ). Assume that for any two operators, L,L′ ∈ Op(V ) there is an
operator L⋆L′ ∈ Op(V ) such that
exp(−L⋆L′) = exp(−L)exp(−L′), (1.8)
which defines an associative binary operation
⋆ : Op(V )×Op(V )→ Op(V ), (1.9)
that we call the Campbell-Haussdorf (CH) product; this makes Op(V ) a semi-
group. Obviously, this product is non-commutative. In the trivial case when the
operators commute the CH product is nothing but just the sum, L ⋆ L′ = L+L′.
So, in general, the CH product has the form
L⋆L′ = L+L′+ commutators ; (1.10)
that is why, it can be viewed as a non-commutative deformation of addition.
Of course, every kernel K ∈ K (V ) defines an operator LK ∈ L (V ) on the
bundle V . In particular, a one parameter family of kernels, Kt ∈ K (V ), with a
positive real parameter t > 0, defines an operator L ∈L (V ) by
(Lϕ)(x) =− ∂
∂ t
∫
M
dx′ Kt(x,x′)ϕ(x′)
∣∣∣
t=0
. (1.11)
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Conversely, every operator L ∈ Op(V ) defines the kernelUL ∈K (V ), called the
heat semigroup kernel (or just the heat kernel) of L, by
UL(x,x
′) = exp(−L)δ (x,x′), (1.12)
which defines a map
F : Op(V )→Hk(V ), (1.13)
where Hk(V )⊆K (V ) is the set of heat kernels of all operators from Op(V ).
It should be clear now that the convolution of the heat kernels of the operators
L and L′ is the heat kernel of the operator L⋆L′,
UL⋆L′ =UL ◦UL′, (1.14)
that is, the map F is a homomorphism,
F(L⋆L′) = F(L)◦F(L′). (1.15)
In this paper we study various properties of the homomorphism F ,
In the present paper we study the product of the semigroups of two operators
L+ and L−,
U(t,s) = exp(−tL+)exp(−sL−), (1.16)
and the corresponding kernels by using purely algebraic tools. For that to work
we consider a rather simple non-geometric setup of operators on Rn, such that
they form a nilpotent algebra described below.
In Sec.2 we describe the standard theory of Gaussian integrals in Rn in the
form that will be convenient for us later. In particular, we introduced a Gaussian
average of functions on Rn and study its properties. In Sec. 3 we study so called
Gaussian kernels. We show that the set of Gaussian kernel is a semigroup with
respect to the convolution and study some of its sub-semigroups. In Sec. 4 we
explore some of the well known formulas related to the Campbell-Hausdorff series
and prove a couple of useful lemmas. In Sec. 5 we introduce a real antisymmetric
matrix Ri j that we call curvature study some canonical functions of this matrix.
In Sec. 6 we consider the Heisenberg algebra and its universal enveloping
algebra. We introduce a particular representation of the Heisenberg algebra re-
lated to the Weyl algebra of differential operators with polynomial coefficients,
(∇1, . . . ,∇n,x
1, . . . ,xn, i), where ∇ j = ∂ j− 12 iR jkxk, Given a positive matrix g we
introduce an operator called the Laplacian by ∆g = g
i j∇i∇ j, where g
i j is the in-
verse matrix.
In Sec. 7 we compute integrals of functions of the operators ∇. We prove the
following theorem.
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Theorem 1 Let R = (Ri j) be an anti-symmetric matrix and g= (gi j) be a posi-
tive symmetric matrix. Let D(t) = (Di j) be a symmetric matrix defined by
D(t) = iR coth
(
tg−1iR
)
, (1.17)
T (t) be a matrix defined by
T (t) = D(t)+ iR, (1.18)
and Ω(t) be a function defined by
Ω(t) = detT (t)1/2 = det
(
g−1
sinh(tg−1iR)
g−1iR
)−1/2
. (1.19)
Let ∇i be operators forming the Lie algebra
[∇ j,∇k] = iR jk, (1.20)
and ∆g be the operator defined by
∆g = g
i j∇i∇ j. (1.21)
Then
exp(t∆g) = (4pi)
−n/2Ω(t)
∫
Rn
dξ exp
{
−1
4
〈ξ ,D(t)ξ 〉
}
exp〈ξ ,∇〉 . (1.22)
In Sec. 8 we consider two sets of operators ∇+i and ∇
−
j and prove the following
theorem.
Theorem 2 Let R± = (R±i j ) be two anti-symmetric matrices, g
± = (g±i j) be two
positive symmetric matrices and let D±(t) be two symmetric matrices defined by
D±(t) = iR± coth(tg−1± iR±). (1.23)
Let F˜ = (F˜AB) be a 2n×2n anti-symmetric matrix defined by
F˜ =
(
R+ R
R R−
)
, (1.24)
where
R =
1
2
(
R
++R−
)
, (1.25)
nilhk2.tex; August 31, 2020; 1:59; p. 4
Ivan G. Avramidi: Heat Kernel on Weyl Algebra 5
and Q˜(t,s) = (Q˜AB) and G˜
−1(t,s) = (G˜ AB) be the 2n× 2n symmetric matrices
defined by
Q˜(t,s) =
(
D+(t) −iR
iR D−(s)
)
, (1.26)
G˜
−1(t,s) = tanh−1
(
Q˜−1(t,s)iF˜
)
(iF )−1 . (1.27)
Let (D˜1, . . . ,D˜n,D˜n+1, . . . ,D˜2n) = (∇
+
1 , . . . ,∇
+
n ,∇
−
1 , . . . ,∇
−
n ) be operators form-
ing the Lie algebra
[∇+i ,∇
+
j ] = iR
+
i j , (1.28)
[∇−i ,∇
−
j ] = iR
−
i j , (1.29)
[∇+i ,∇
−
j ] = iRi j, (1.30)
and ∆± be two operators defined by
∆± = g
i j
±∇
±
i ∇
±
j . (1.31)
Let H (t,s) be the operator defined by
H (t,s) =
〈
D˜ , G˜−1(t,s)D˜
〉
. (1.32)
Then
exp(t∆+)exp(s∆−) = expH (t,s). (1.33)
We should remark here that eq. (1.27) should be understood in terms of a
power series; it is well defined even if the matrix F is not invertible.
We also prove the following theorem. Let the matrices R±, g±, D±(t), and
the operators ∇± be defined as in Theorem 2.
Theorem 3 Let T±(t), D(t,s) and Z(t,s) be the matrices defined by
T±(t) = D±(t)+ iR, (1.34)
D(t,s) = D+(t)+D−(s), (1.35)
Z(t,s) = D+(t)−D−(s)−2iR−, (1.36)
and Ω(t,s) be a function defined by
Ω(t,s) = detT+(t)
1/2detT−(s)1/2detD−1/2(t,s). (1.37)
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Let H(t,s) be a symmetric matrix defined by
H(t,s) =
1
4
(
D(t,s)−ZT(t,s)D−1(t,s)Z(t,s)). (1.38)
Let ∇i and X j be the operators defined by
∇i =
1
2
(∇+i +∇
−
i ), (1.39)
Xi = ∇
+
i −∇−i . (1.40)
Then
exp(t∆+)exp(s∆−) = (4pi)−n/2Ω(t,s)exp
〈
X ,D−1(t,s)X
〉
(1.41)
×
∫
Rn
dα exp
{
−1
4
〈α,H(t,s)α〉− 1
2
〈
α,ZT (t,s)D−1(t,s)X
〉}
exp〈α,∇〉 .
In Sec. 9 we compute the convolution of the heat kernels and prove the fol-
lowing theorem. Let the matrices R±, g±, D±(t), T±(t) and the operators ∇± be
defined as in Theorem 3.
Theorem 4 Let A±(t,s) and B(t,s) be matrices defined by
A+(t,s) = D+(t)−TT+ (t)D−1(t,s)T+(t), (1.42)
A−(t,s) = D−(s)−TT− (s)D−1(t,s)T−(s), (1.43)
B(t,s) = T+(t)D
−1(t,s)T−(s), (1.44)
and S be a function defined by
S(t,s;x,x′) =
1
4
〈x,A+(t,s)x〉+ 1
4
〈
x′,A−(t,s)x′
〉− 1
2
〈
x,B(t,s)x′
〉
.(1.45)
Then the kernel of the product of the semigroups is
U(t,s;x,x′) = exp(t∆+)exp(s∆−)δ (x− x′),
= det
(
−Sxx′(t,s)
2pi
)1/2
exp
{−S(t,s;x,x′)} . (1.46)
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2 Gaussian Integrals
We will make extensive use of Gaussian integrals. We denote by 〈 , 〉 the standard
pairing in Rn. Let γ be a symmetric n×n matrix with positive definite real part.
Then for any vector A there holds (see, e.g. [15])∫
Rn
dξ exp
{
−1
4
〈ξ ,γξ 〉+ 〈A,ξ 〉
}
= (4pi)n/2 detγ−1/2 exp
〈
A,γ−1A
〉
. (2.1)
Let S : Rn → C be a quadratic polynomial with positive definite real quadratic
part. Such a polynomial can always be written can be written in the form
S(ξ ) = S0+
1
2
〈
Sξ ,S
−1
ξξ
Sξ
〉
, (2.2)
where S0 is a constant, Sξ and Sξξ are the vector of first partial derivatives and the
matrix of the second partial derivatives,
Sξ =
(
∂S
∂ξ i
)
, (2.3)
Sξξ =
(
∂ 2S
∂ξ i∂ξ j
)
. (2.4)
Therefore, the Gaussian integral takes the form
∫
Rn
dξ exp{−S(ξ )} = det
(
Sξξ
2pi
)−1/2
exp(−S0)
= det
(
Sξξ
2pi
)−1/2
exp
{
−S(ξ )+ 1
2
〈
Sξ ,S
−1
ξξ
Sξ
〉}
= exp
{−Sˆ(ξ )} , (2.5)
where
Sˆ= S− 1
2
〈
Sξ ,S
−1
ξξ
Sξ
〉
+
1
2
tr log
(
Sξξ
2pi
)
; (2.6)
which can be evaluated at an arbitrary point ξ .
Let t > 0 be a positive parameter. We introduce a one-parameter family of
Gaussian averages of functions f : Rn →C by
〈 f (ξ )〉t = (4pit)−n/2(detγ)1/2
∫
Rn
dξ exp
{
− 1
4t
〈ξ ,γξ 〉
}
f (ξ ). (2.7)
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Notice that this average depends on the parameter t and
〈 f (ξ )〉t =
〈
f
(√
t ξ
)〉
1
. (2.8)
Therefore, for any smooth function, as t → 0+,
〈 f (ξ )〉0 = f (0). (2.9)
By integration by parts we get useful equations
〈
ξ i f (ξ )
〉
t
= 2tγ i j
〈
∂
∂ξ j
f (ξ )
〉
t
, (2.10)
〈
ξ jξ i f (ξ )
〉
t
= 2tγ i j 〈 f (ξ )〉t +4t2γ jkγ im
〈
∂
∂ξm
∂
∂ξ k
f (ξ )
〉
t
, (2.11)
where γ i j is the inverse of the matrix γi j. Here and everywhere below, we denote
the elements of the inverse matrix by the same letter with upper indices. Also, it
is easy to see that
∂t 〈 f (ξ )〉t =
1
2t
〈
ξ i
∂
∂ξ i
f (ξ )
〉
t
=
〈
∆ξ f (ξ )
〉
t
, (2.12)
where
∆ξ = γ
i j ∂
∂ξ i
∂
∂ξ j
. (2.13)
We compute the Gaussian average of the function exp〈ξ , ip〉. It satisfies the
differential equation
∂t 〈exp〈ξ , ip〉〉t =−
〈
p,γ−1p
〉〈exp〈ξ , ip〉〉t , (2.14)
and, therefore,
〈exp〈ξ , ip〉〉t = exp
(−t 〈p,γ−1p〉) . (2.15)
By expanding both sides in the Taylor series we see that Gaussian averages of odd
order homogeneous polynomials vanish and for even order homogeneous polyno-
mials we obtain 〈
ξ i1 . . .ξ 2k
〉
t
=
(2k)!
k!
tkγ(i1i2 · · ·γ i2k−1i2k). (2.16)
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Therefore, for any analytic function the Gaussian average is
〈 f (ξ )〉t =
∞
∑
k=0
tk
k!
∆kξ f (ξ )
∣∣∣
ξ=0
= exp
(
t∆ξ
)
f (ξ )
∣∣∣
ξ=0
. (2.17)
Notice that this average only contains the inverse matrix γ−1. So, strictly speaking,
this average is defined also in the limiting case when the matrix γ−1 is degenerate,
that is, has zero eigenvalues.
3 Gaussian Kernels
Let S be a quadratic polynomial on Rn×Rn of the form
S(x,y) =
1
4
〈x,Ax〉− 1
2
〈x,Cy〉+ 1
4
〈y,By〉− 1
2
〈v,x〉− 1
2
〈w,y〉+ r, (3.1)
where A and B are real symmetric positive matrices, C is a complex matrix, v,w
are some vectors and r is a complex number. We introduce the following notation
for the derivatives of the function S
S1(x,y) = Sx(x,y) =
1
2
(Ax−Cy− v) (3.2)
S2(x,y) = Sy(x,y) =
1
2
(−CT x+By−w) (3.3)
S11(x,y) = Sxx(x,y) =
1
2
A, (3.4)
S12(x,y) = Sxy(x,y) =−1
2
C, (3.5)
S22(x,y) = Syy(x,y) =
1
2
B. (3.6)
Let A be the 2n×2n matrix
A =
(
A −C
−CT B
)
. (3.7)
We assume that the matrix ReA is non-negative, ReA ≥ 0. This can be achieved
by parametrizing the matrices A and B by
A = D2, (3.8)
B = E2, (3.9)
ReC = DΛE, (3.10)
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whereD and E are real symmetric positivematrices and Λ is an orthogonal matrix,
that is,
ReA =
(
D2 −DΛE
−EΛTD E2
)
, (3.11)
Then the quadratic part of the function S is nonnegative; indeed, in this case
S(x,y) =
1
4
||Dx−ΛEy||2+ · · · . (3.12)
Each such quadratic polynomial S defines a functionUS (that we call a Gaus-
sian kernel) on Rn×Rn of the form
US(x,y) = det
(
−S12
2pi
)1/2
exp{−S(x,y)} . (3.13)
Let G be the set of all Gaussian kernels. We define the convolution of kernels by
(US ◦US′)(x,z) =
∫
Rn
dyUS(x,y)US′(y,z). (3.14)
It is easy to show that the convolution of Gaussian kernels is again a Gaussian
kernel, that is, the set G is closed under convolution. Since the convolution is
associative, the set G is a semigroup. The group multiplication ∗ is defined by
US ◦US′ =US∗S′. (3.15)
It is not a group since it does not have the identity and the inverses.
Notice that a Gaussian kernelUΣ with the function Σ of the form
Σ(x,y) =
1
4
〈(x− y),g(x− y)〉 , (3.16)
that is, A = B = C = g, with g a symmetric positive matrix and v = w = r = 0,
plays the role of the asymptotic identity as
UnΣ(x,y)
n→∞−→ δ (x− y). (3.17)
So, even though G is not a group there is a sequence of kernels that converge to
the identity.
It is easy to see that the subset G0 of Gaussian kernels of the formUΣ is closed
under convolution and forms an Abelian sub-semigroup with the group multipli-
cation defined as follows: the function Σ˜ = Σ∗Σ′ is defined by the matrix
g˜=
(
g−1+g′−1
)−1
= g′(g+g′)−1g. (3.18)
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In general, the group multiplication has the following form. Let S˜ = S ∗ S′;
then
S˜(x,z) = S(x,y)+S′(y,z) (3.19)
−1
2
〈[
S2(x,y)+S
′
1(y,z)
]
,
(
S22+S
′
11
)−1 [
S2(x,y)+S
′
1(y,z)
]〉
,
with an arbitrary y, or, more explicitly,
S˜(x,z) =
1
4
〈
x,
[
A−C(B+A′)−1CT ]x〉+ 1
4
〈
z,
[
B′−C′T (B+A′)−1C′]z〉
−1
2
〈
x,C(B+A′)−1C′z
〉− 1
2
〈[
v+C(B+A′)−1
(
w+ v′
)]
,x
〉
−1
2
〈[
w′+C′T (B+A′)−1
(
w+ v′
)]
,z
〉
+ r+ r′
−1
4
〈(
w+ v′
)
,(B+A′)−1
(
w+ v′
)〉
. (3.20)
Thus, finally, we the group transformation reads
A˜ = A−C(B+A′)−1CT , (3.21)
B˜ = B′−C′T (B+A′)−1C′, (3.22)
C˜ = C(B+A′)−1C′, (3.23)
v˜ = v+C(B+A′)−1
(
w+ v′
)
, (3.24)
w˜ = w′+C′T (B+A′)−1
(
w+ v′
)
, (3.25)
r˜ = r+ r′− 1
4
〈(
w+ v′
)
,(B+A′)−1
(
w+ v′
)〉
. (3.26)
Remarks. Notice that this product is non-Abelian, in general. The semigroup
of Gaussian kernels G has various subsemigroups; these are the subsets closed
under the group multiplication.
1. The subset Gc withC = 0. In this case A˜= A, B˜= B
′, v˜= v, w˜= w′ and
r˜ = r+ r′− 1
4
〈(
w+ v′
)
,(B+A′)−1
(
w+ v′
)〉
. (3.27)
2. The subset G2 with v = w = r = 0, that is, with quadratic homogeneous
polynomial S. In this case
A˜ = A−C(B+A′)−1CT , (3.28)
B˜ = B′−C′T (B+A′)−1C′, (3.29)
C˜ = C(B+A′)−1C′. (3.30)
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3. The subset G0 with C = B = A and v = w = r = 0. In this case the group
transformation law is Abelian; it takes a particularly simple form,
A˜−1 = A−1+A′−1. (3.31)
This is exactly the transformation (3.18) discussed above.
4 Campbell-Hausdorff Formula
We describe some of the well-known facts about the Campbell-Hausdorff formula
(for a detailed exposition see, e.g. [12]). Let g be a Lie algebra. For any operator
X ∈ g we define the operator adX : g→ g by
adXY = [X ,Y ]. (4.1)
Let P and X be some operators in some Lie algebra g. Our goal is to compute the
product (expP)(expX). We proceed rather formally.
We consider a one-parameter family of operators in a Lie algebra,Qt , t ∈ [0,1].
We prove a useful lemma.
Lemma 1 The derivative of the exponential expQt is given by
∂t expQt = exp(−Qt)
{
1− exp(−adQt )
adQt
∂tQt
}
, (4.2)
=
{
exp(adQt )−1
adQt
∂tQt
}
expQt . (4.3)
Proof. Let F(t,s) be a function defined by
F(t,s) = exp(−sQt)∂t exp(sQt), (4.4)
so that F(t,0) = 0. Then it is not difficult to see that
∂sF = exp(−sQt)(∂tQ)exp(sQt) = exp(−sadQt)∂tQ. (4.5)
Therefore, by integrating over s from 0 to 1 we get
F(t,1) =
∫ 1
0
dsexp(−sadQt )∂tQ=
1− exp(−adQt )
adQt
∂tQ, (4.6)
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which proves (4.2). Eq. (4.3) is proved similarly. ✷
The expression in (4.2) and (4.3) are understood as power series, that is,
exp(−Qt)∂t expQt =
∞
∑
k=0
(−1)k
(k+1)!
adkQ∂tQt = ∂tQt + commutators, (4.7)
so, in some sense, this is a “non-commutative derivative”.
Corollary 1 The operators Q1 and Q0 are related by
Q1 = Q0+
∫ 1
0
dt
adQt
1− exp(−adQt )
A(t), (4.8)
where
A(t) = exp(−Qt)∂t expQt . (4.9)
Proof. This follows directly from the differential equation (4.2). ✷
This enables one to prove the general Campbell-Haussdorff theorem. Let P
and X be two operators in some Lie algebra.
Theorem 5 Let ψ(z) be a function defined by
ψ(z) =
z
z−1 logz. (4.10)
Then
(expP)expX = expV, (4.11)
where
V = P+
∫ 1
0
dt ψ
(
exp(adP)exp(tadX)
)
X . (4.12)
Proof. Let Qt be a one-parameter family of operators defined by
expQt = (expP)exp(tX), (4.13)
so that Q0 = P and Q1 =V . It is easy to see that in this case
A(t) = exp(−Qt)∂t(expQt) = X (4.14)
Therefore, by using (4.8) we get
V = P+
∫ 1
0
dt
adQt
1− exp(−adQt )
X . (4.15)
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Next, we can rewrite this in the form
adQt
1− exp(−adQt )
=
exp(adQt )
exp(adQt )−1
adQt = ψ (exp(adQt )) . (4.16)
Further, by using the fact that
exp(adQt ) = exp(adP)exp(tadX). (4.17)
we obtain the result. ✷
Of course, this theorem is understood in terms of a power series in the opera-
tors P and X by using the Taylor series
ψ(z) =
z
z−1 logz= 1−
∞
∑
k=0
1
k(k+1)
(1− z)k. (4.18)
and by rescaling the operators P 7→ sP,X 7→ sX and expanding everything in pow-
ers of s.
Lemma 2 Suppose that for any positive integer k the operator X commutes with
all commutators [P, . . . , [P,X ] . . .], that is,
adXad
k
PX = 0. (4.19)
Then
exp(P+X) = exp
{
1− exp(−adP)
adP
X
}
expP
= (expP)exp
{
exp(adP)−1
adP
X
}
. (4.20)
Proof. Let Qt = P+ tX . Then ∂tQt = X and by using (4.2) we get
A(t) = exp(−Qt)∂t expQt = 1− exp(−adQt )
adQt
X . (4.21)
We obviously have
adQt = adP+ tadX . (4.22)
Therefore, under the assumptitons of the lemma
adkQtX = (adP+ tadX)
kX = adkPX , (4.23)
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and, therefore, the operator A(t) does not depend on t,
A(t) = exp(−Qt)∂t expQt = 1− exp(−adP)
adP
X . (4.24)
Therefore, we can integrate this differential equation with the initial condition
exp(Qt)|t=0 = expP to obtain
expQt = exp
{
t
1− exp(−adP)
adP
X
}
expP; (4.25)
and by setting t = 1 we prove the lemma. The second equation is obtained by
taking the inverse of the first and changing the signs of P and X . ✷
Corollary 2 Suppose that for any positive integer k the operator X commutes
with all commutators [P, . . . , [P,X ] . . . ], that is,
adXad
k
PX = 0. (4.26)
Then
exp(X)exp(P) = exp
{
P+
1− exp(adP)
adP
X
}
(4.27)
exp(P)exp(X) = exp
{
P+
exp(−adP)−1
adP
X
}
. (4.28)
Proof. Let Y = P+X . This operator commutes with all commutators adkPY and
for any k > 1
adkPX = ad
k
PY, (4.29)
and, therefore,
1− exp(−adP)
adP
X =−P+ 1− exp(−adP)
adP
Y. (4.30)
Therefore,
expY = exp
{
−P+ 1− exp(−adP)
adP
Y
}
expP. (4.31)
Now, by multiplying by exp(−P) on the right and changing the sign of Pwe prove
eq. (4.27). The second equation is obtained by taking the inverse. ✷
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In the case when the commutator [A,B] commutes with both operators A and
B, that is, [B, [A,B]] = [A, [A,B]] = 0, this reduces to the well known special case
of the Campbell-Hausdorff formula
(expA)(expB) = exp
(
1
2
[A,B]
)
exp(A+B), (4.32)
which also means
(expA)(expB) = exp[A,B](expB)(expA). (4.33)
5 Curvature
LetMn(R) be the algebra n×nmatrices with the standard matrix product andR =
(Ri j)∈Mn(R) be a fixed real antisymmetric matrix that we call the curvature. We
define a bilinear binary operation (that we will call a R-bracket)
{ , } :Mn(R)×Mn(R)→Mn(R) (5.1)
as follows: for any two matrices A= (Ai j) and B= (Bi j)
{A,B}= ARB−BRA. (5.2)
Obviously, this bracket is anti-symmetric, {A,B}= −{B,A} and satisfies the Ja-
cobi identity
{A,{B,C}}+{B,{C,A}}+{C,{A,B}}= 0 (5.3)
Let Sn⊆Mn(R) and Ln⊆Mn(R) be the subspaces of symmetric and anti-symmetric
matrices. It is easy to see that they are closed under the R-bracket which defines
the Lie brackets { , } : Sn× Sn → Sn and { , } : Ln×Ln → Ln turning them into
Lie algebras of symmetric and anti-symmetric matrices.
Let γ = (γi j) be a positive symmetric matrix. We will be considering analytic
functions f (γ−1iR) of thematrix γ−1iR. It is easy to see that for any non-negative
integer k [(
γ−1iR
)k]T
= γ
(−γ−1iR)k γ−1; (5.4)
therefore, for any analytic function f
[
f (tγ−1iR)
]T
= γ f (−tγ−1iR)γ−1; (5.5)
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hence, for any even function f the matrices γ f (γ−1iR) and f (γ−1iR)γ−1 are
symmetric. More generally, let Λ be a nondegenerate matrix; then for any analytic
function we have
f (tγ−1iR)γ−1 = Λ f (tγ ′−1iR ′)γ ′−1ΛT , (5.6)
where
γ ′ = ΛT γΛ, (5.7)
R
′ = ΛTRΛ. (5.8)
The matrix Λ is arbitrary and can be chosen from convenience.
We can always write the matrix γ in the form
γ−1 = ωωT , (5.9)
where ω is some non-degenerate matrix. Then the matrix γ−1iR has the following
canonical form
γ−1iR = ω
m
∑
α=1
BαEαω
−1, (5.10)
wherem≤ n/2, Bα are some real invariants, and Eα are irreducible anti-symmetric
matrices satisfying
E2α = Pα , (5.11)
EαEβ = 0, for α 6= β , (5.12)
with the corresponding symmetric projections Pα satisfying
P2α = Pα , (5.13)
PαPβ = 0, for α 6= β , (5.14)
trPα = 2. (5.15)
Therefore, for any even analytic function f we have
f (tγ−1iR) = ω
{
f (0)I+
m
∑
α=1
[ f (tBα)− f (0)]Pα
}
ω−1. (5.16)
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In this paper we will be using extensively two even functions
Φ(z) =
tanh−1(z)
z
=
1
2z
log
(
1+ z
1− z
)
=
∞
∑
k=0
1
2k+1
z2k = 1+
1
3
z2+ · · · , (5.17)
Ψ(z) = zcothz
=
∞
∑
k=0
22kB2k
(2k)!
z2k = 1+
1
3
z2+ · · · , (5.18)
where Bn are Bernoulli numbers. Note that the function Φ(z) is analytic with cuts
along the real axis from −∞ to −1 and from 1 to ∞, whereas the function Ψ(z) is
meromorphic with simple poles on the imaginary axis at z = 2piin, where n is a
non-zero integer, n 6= 0. That is, the function Φ(x) is singular at x=±1 and Ψ(x)
is well defined on the whole real line. These functions are related by
Ψ(z) = Φ(tanhz). (5.19)
In particular, we have
Φ(tγ−1iR) = ω
{
I+
m
∑
α=1
[
tanh−1(tBα)
tBα
−1
]
Pα
}
ω−1, (5.20)
Ψ(tγ−1iR) = ω
{
I+
m
∑
α=1
[tBα coth(tBα)−1]Pα
}
ω−1 . (5.21)
6 Weyl Algebra
The Lie algebra hn of the Heisenberg group H2n+1 is generated by the (2n+ 1)
operators (p1, . . . , pn,x
1, . . . ,xn, i) satisfying the commutation relations
[pk,x
j] = iδ
j
k , (6.1)
[pk, p j] = [x
k,x j] = [pk, i] = [x
k, i] = 0. (6.2)
We will just call it the Heisenberg algebra. We will use another basis of the
Heisenberg algebra (P1, . . . ,Pn,x
1, . . . ,xn, i) defined by
Pk = pk+
1
2
Rk jx
j; (6.3)
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satisfying the commutation relations
[Pk,x
j] = iδ
j
k , (6.4)
[Pk,Pj] = −iRk j , (6.5)
[xk,x j] = [Pk, i] = [x
k, i] = 0. (6.6)
Obviously, the operators (Pj, i) form a subalgebra of the Heisenberg algebra.
Its universal enveloping algebra U(hn) is the set of all polynomials in these
operators subject to these commutation relations. Let (x1, . . . ,xn) be the coor-
dinates of the Euclidean space Rn and (∂1, . . . ,∂n) be the corresponding partial
derivatives. Obviously, the Heisenberg algebra can be represented by the first or-
der differential operators pk = i∂k. Then the universal enveloping algebra U(hn)
is simply the ring of all differential operators with polynomial coefficients, also
called theWeyl algebra An. The operators Pk then have the form Pk = i∇k with
∇k = ∂k− 1
2
iRk jx
j. (6.7)
These operators satisfy the commutation relations
[∇k,x
j] = δ
j
k , (6.8)
[∇k,∇ j] = iRk j , (6.9)
[∇k, i] = [x
k, i] = 0. (6.10)
We consider analytic functions f (i,x,∇) defined by power series with the coef-
ficients in the Weyl algebra, An. We will be mostly interested in analytic functions
functions f (i,∇) that only depend on the operators ∇ j and i but not on x
k. We will
need the following lemma.
Lemma 3 For any η,ξ ∈ Rn there holds
exp〈(ξ +η),∇〉 = exp
〈
η,
(
∇− 1
2
iRξ
)〉
exp〈ξ ,∇〉 . (6.11)
Proof. By using the Campbell-Hausdorff formula (4.32) we have
exp〈(ξ +η),∇〉= exp
{
〈η,∇〉− 1
2
[〈η,∇〉 ,〈ξ ,∇〉]
}
exp〈ξ ,∇〉 . (6.12)
Now, by using the commutator (6.5) we obtain the result. ✷
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Corollary 3 The partial derivatives of the operator exp〈ξ ,∇〉 are
∂
∂ξ i1
· · · ∂
∂ξ ik
exp〈ξ ,∇〉=
(
∇(i1−
1
2
iR(i1| j1|ξ
j1
)
· · ·
(
∇ik)−
1
2
iRik) jkξ
jk
)
exp〈ξ ,∇〉 ,
(6.13)
in particular,
∂
∂ξ i
exp〈ξ ,∇〉 =
(
∇i− 1
2
iRi jξ
j
)
exp〈ξ ,∇〉 (6.14)
∂
∂ξ i
∂
∂ξ j
exp〈ξ ,∇〉 =
(
∇( j−
1
2
iR( j|k|ξ k
)(
∇i)−
1
2
iRi)mξ
m
)
exp〈ξ ,∇〉 .(6.15)
Proof. This is proved by expanding (6.11) in Taylor series in η .
Alternatively, eq. (6.14) this can also be proved following [2, 6]. Let
Fi(t) =−exp(t 〈ξ ,∇〉) ∂
∂ξ i
exp(−t 〈ξ ,∇〉) . (6.16)
This operator satisfies the equation
∂tFi(t) = ad〈ξ ,∇〉Fi(t)+∇i, (6.17)
with the initial condition Fi(0) = 0. The solution of this equation is
Fi(t) =
exp
(
tad〈ξ ,∇〉
)−1
ad〈ξ ,∇〉
∇i =
∞
∑
k=1
tk
k!
(
ad〈ξ ,∇〉
)k−1
∇i, (6.18)
The function Fi(t) can be evaluated by expanding it in the Taylor series. First, we
compute
ad〈ξ ,∇〉∇i = iRi jξ
j, (6.19)(
ad〈ξ ,∇〉
)k
∇i = 0, for any k ≥ 2; (6.20)
therefore,
Fi(t) = t∇i− 1
2
t2iRi jξ
j. (6.21)
Next, we have
∂
∂ξ i
exp(t 〈ξ ,∇〉) = Fi(t)exp(t 〈ξ ,∇〉)
= −exp(t 〈ξ ,∇〉)Fi(−t). (6.22)
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By setting t = 1 in (6.22) we get eq. (6.14). Eq. (6.15) follows by differentiation
and symmetrization. ✷
Given a real symmetric positive matrix g = (gi j) we define the operator (that
we call the Laplacian)
∆g =
〈
∇,g−1∇
〉
= gi j∇i∇ j, (6.23)
where g−1 = (gi j) is the inverse of the matrix g. We can always write the matrix
g−1 in the form g−1 = ωωT so that so that
∆g =
〈
∇′,∇′
〉
, (6.24)
where
∇′ = ωT∇. (6.25)
These operators satisfy the same commutation relations (6.5) with
R
′ = ωTRω. (6.26)
Furthermore, we can still transform the operators ∇′ by an orthogonal transforma-
tion
∇˜ = OT∇′ = OTωT∇ (6.27)
with the orthogonal matrixO so that ∆g =
〈
∇˜, ∇˜
〉
and the corresponding curvature
R˜ = OTωTRωO, (6.28)
to bring the matrix R˜ to a canonical form. Therefore, without loss of generality
we can restrict in the following to the case g= I and the matrix R in the canonical
form (5.10); so, we will drop the prime and the tilde below and just assume that
g= I and R has the form (5.10).
Our goal is computing the product of the semigroups exp(t∆g+)exp(s∆g−) for
two symmetric positive matrices g±.
Lemma 4 The set of Laplacian operators is closed under commutation. That is,
the commutator of Laplacians ∆g+ and ∆g− is again a Laplacian
[∆g+,∆g− ] = 2i∆G, (6.29)
where G−1 = {g−1+ ,g−1− } = g−1+ Rg−1− − g−1− Rg−1+ is given by the bracket { , }
defined by (5.2), that is, Gi j = gik+Rkmg
mj
− −gik−Rkmgmj+ .
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Proof. We compute the commutator of these operators with the operators ∇i,
[∇i,∆g+ ] = 2iRi jg
jk
+∇k. (6.30)
The statement follows. ✷
By using this lemma we have an immediate corollary.
Corollary 4 The operators ∆g+ and ∆g− commute if and only if the matrices g+
and g− satisfy the condition
{g−1+ ,g−1− }= 0. (6.31)
7 Noncommutative Gaussian Integrals
Let f (ξ ) be a function depending on the operators ∇i and 〈 f (ξ )〉t be the Gaussian
average defined by (2.7). Suppose that we can find operators L(t) such that this
average satisfies the differential equation
∂t 〈 f (ξ )〉t = L(t)〈 f (ξ )〉t . (7.1)
Recall that 〈 f (ξ )〉0 = f (0), which serves as the initial condition. Then, if the
operators L(t) and L(s) commute for any t and s, one can solve this equation to
obtain
〈 f (ξ )〉t = exp
{∫ t
0
dτ L(τ)
}
f (0). (7.2)
We use this idea to study the Gaussian average of the operator exp〈ξ ,∇〉,
〈exp〈ξ ,∇〉〉t = (4pit)−n/2(detγ)1/2
∫
Rn
dξ exp
{
− 1
4t
〈ξ ,γξ 〉
}
exp〈ξ ,∇〉 . (7.3)
By expanding this operator in the Taylor series and using (2.16) it is easy to obtain
〈exp〈ξ ,∇〉〉t =
∞
∑
k=0
tk
k!
γ(i1i2 · · ·γ i2k−1i2k)∇(i1 · · ·∇i2k) . (7.4)
Notice that in the trivial case whenR = 0, that is, when the operators ∇i commute,
we have 〈exp〈ξ ,∇〉〉t = exp(t∆γ), where ∆γ = γ i j∇i∇ j.
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In the following lemmawe compute this Gaussian average for non-commuting
operators ∇i forming the Lie algebra (6.10) following [2, 6]. Let G
−1(t) = (Gi j)
be a symmetric matrix defined by
G−1(t) = Φ(tγ−1iR)γ−1 =
tanh−1(tγ−1iR)
tγ−1iR
γ−1 (7.5)
and ∆G(t) be an operator defined by
∆G(t) =
〈
∇,G−1(t)∇
〉
= Gi j(t)∇i∇ j. (7.6)
For the future reference we explore the behavior of the metric G(t) for small t,
G(t) = γ − 1
3
t2iRγ−1iR+O(t4). (7.7)
Lemma 5 For sufficiently small t > 0
〈exp〈ξ ,∇〉〉t = det
(
I+ tγ−1iR
)−1/2
exp
(
t∆G(t)
)
. (7.8)
Proof. Let I(t) = 〈exp〈ξ ,∇〉〉t . We compute the derivative of the function I(t) by
using (2.12)
∂tI(t) =
1
2t
∇i
〈
ξ i exp〈ξ ,∇〉〉
t
. (7.9)
Next, by using (2.10) we get
〈
ξ i exp〈ξ ,∇〉〉
t
= 2tγ ik
〈
∂
∂ξ k
exp〈ξ ,∇〉
〉
t
(7.10)
Further, by using eqs. (2.10) and (6.14) we have
Γi jγ
jk
〈
∂
∂ξ k
exp〈ξ ,∇〉
〉
t
= ∇i 〈exp〈ξ ,∇〉〉t , (7.11)
where Γ = (Γi j) is the matrix
Γ = γ + tiR; (7.12)
and, therefore,
γ jk
〈
∂
∂ξ k
exp〈ξ ,∇〉
〉
t
= Γ ji∇i 〈exp〈ξ ,∇〉〉t , (7.13)
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where Γ−1 = (Γi j) is the inverse of the matrix Γ = (Γi j). By substituting (7.13) in
(7.10) we get 〈
ξ j exp〈ξ ,∇〉〉
t
= 2tΓ ji∇i 〈exp〈ξ ,∇〉〉t , (7.14)
and, finally, by using this equation in (7.9) we obtain a differential equation for
the function I(t),
∂t I(t) = L(t)I(t), (7.15)
where
L= Γi j∇i∇ j, (7.16)
with the initial condition I(0) = I.
We decompose the matrix Γ−1=(Γi j) in the symmetric and the anti-symmetric
parts and use the commutator of the operators ∇i to get
L(t) = ∆S(t)+P(t), (7.17)
where
P(t) = −1
2
tr
{(
I+ tγ−1iR
)−1
γ−1iR
}
, (7.18)
∆S(t) = S
i j(t)∇i∇ j, (7.19)
with S−1 = (Si j) being a symmetric matrix defined by
S−1 =
1
2
{(
I+ tγ−1iR
)−1
+
(
I− tγ−1iR)−1}γ−1. (7.20)
Next, by using the fact that the matrix S−1(t) at different times satisfies the
equation
S−1(t)RS−1(s) = S−1(s)RS−1(t) (7.21)
we can use Lemma 4 to show that the operators ∆S(t) and, therefore, the operators
L(t), at different times commute [2],
[L(t),L(s)] = 0. (7.22)
This enables one to solve the differential equation (7.15) with the initial con-
dition I(0) = I to obtain
I(t) = exp
{∫ t
0
dτ L(τ)
}
= exp
{
t∆G(t)+M(t)
}
, (7.23)
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where
M(t) =−1
2
tr log
(
I+ tγ−1iR
)
, (7.24)
and ∆G(t) is given by (7.6) with
G−1(t) =
tanh−1
(
tγ−1iR
)
tγ−1iR
γ−1. (7.25)
Thus, we obtain from (7.23)
I(t) = det
(
I+ tγ−1iR
)−1/2
exp
(
t∆G(t)
)
. (7.26)
✷
By using Lemma 5 we immediately obtain the following corollary.
Corollary 5 Let Ai be a vector commuting with the operators ∇ j. Then for suffi-
ciently small t > 0∫
Rn
dξ exp
{
− 1
4t
〈ξ ,γξ 〉+ 〈A,ξ 〉
}
exp〈ξ ,∇〉= (4pit)n/2det(γ + tiR)−1/2
×exp{t∆G(t)+2t 〈G−1(t)A,∇〉+ t 〈A,G−1(t)A〉} . (7.27)
Proof. We notice that the operators ∇i + Ai form the same Lie algebra as the
operators ∇i. Therefore, by replacing ∇i 7→ ∇i+Ai we obtain (7.27). ✷
This lemma enables one to prove the following theorem for the heat semigroup
[2, 6]. Notice that, although Lemma 5 is valid, strictly speaking, only for small t,
this theorem holds for any t. Let g−1 = (gi j) be a symmetric positive matrix, and
∆g = g
i j∇i∇ j. Let D(t) = (Di j) be a symmetric matrix defined by
D(t) =
1
t
gΨ(tg−1iR) = iR coth
(
tg−1iR
)
(7.28)
and Ω(t) be a function defined by
Ω(t) = det(D(t)+ iR)1/2 = det
(
g−1
sinh(tg−1iR)
g−1iR
)−1/2
. (7.29)
For the future reference we explore the Taylor expansion of these objects for small
t
D(t) =
1
t
{
g+
1
3
t2iRg−1iR+O(t4)
}
, (7.30)
Ω(t) = t−n/2(detg)1/2
{
1− 1
12
t2tr
(
g−1iRg−1iR
)
+O(t4)
}
. (7.31)
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7.1 Proof of Theorem 1
Let J(t) be the right hand side of eq. (1.22). By using Lemma 5 to compute the
integral over ξ (with γ = tD(t)) we obtain from (7.8) or (7.27)
J(t) = Ω(t)det(D(t)+ iR)−1/2 exp
(
t∆G(t)
)
, (7.32)
where the matrix G−1(t) is given by
G−1(t) =
1
t
Φ
(
D−1(t)iR
)
D−1(t). (7.33)
It is easy to see that
D−1(t)iR = tanh
(
tg−1iR
)
, (7.34)
therefore, by using (5.19) we get
G−1(t) =
1
t
Ψ(tg−1iR)D−1(t) = g−1, (7.35)
and ∆G(t) = ∆g. Also, we notice that
det(D(t)+ iR) = det{(D+ iR)(D− iR)}1/2
= det
(
iR
sinh(tg−1iR)
)
= Ω2(t). (7.36)
Therefore, by using eq. (7.36) in (7.32) we obtain J(t) = exp(t∆g). ✷
By using Lemma 3 and Theorem 1 one can prove the following corollary.
Corollary 6 Let T (t) be the matrix defined by
T (t) = D(t)+ iR. (7.37)
Then
∇k exp(t∆g) =
1
2
(4pi)−n/2Ω(t)
∫
Rn
dξ exp
{
−1
4
〈ξ ,D(t)ξ 〉
}
Tk j(t)ξ
j exp〈ξ ,∇〉 ,
(7.38)
exp(t∆g)∇k =
1
2
(4pi)−n/2Ω(t)
∫
Rn
dξ exp
{
−1
4
〈ξ ,D(t)ξ 〉
}
Tjk(t)ξ
j exp〈ξ ,∇〉 .
(7.39)
Proof. This is proved by using the Lemma 3 and integrating by parts. ✷
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8 Product of Semigroups
We consider the set of operators (∇+1 , . . . ,∇
+
n ,∇
−
1 , . . . ,∇
−
n , i) forming the Lie al-
gebra
[∇+i ,∇
+
j ] = iR
+
i j , (8.1)
[∇−i ,∇
−
j ] = iR
−
i j , (8.2)
[∇+i ,∇
−
j ] = iRi j, (8.3)
where
Ri j =
1
2
(
R
+
i j +R
−
i j
)
. (8.4)
This algebra can be written in a more compact form by introducing the operators
(D˜A) = (D˜1, . . . ,D˜n,D˜n+1, . . . ,D˜2n) by
D˜1 = ∇
+
1 , . . . , D˜n = ∇
+
n , (8.5)
D˜n+1 = ∇
−
1 , . . . , D˜2n = ∇
−
n . (8.6)
We will use the convention that the capital Latin indices run over 1, . . . ,2n. The
operators D˜A form the algebra
[D˜A,D˜B] = iF˜AB, (8.7)
where F˜ = (F˜AB) is a 2n×2n anti-symmetric matrix defined by
F˜ =
(
R+ R
R R−
)
. (8.8)
The same algebra can be also rewritten in more convenient form by explicitly
exhibiting an Abelian subalgebra. Let
∇i =
1
2
(∇+i +∇
−
i ), (8.9)
Xi = ∇
+
i −∇−i , (8.10)
so that
∇±i = ∇i±
1
2
Xi. (8.11)
These operators form the algebra
[∇i,∇ j] = iRi j, (8.12)
[∇i,X j] = iFi j, (8.13)
[Xi,X j] = 0, (8.14)
nilhk2.tex; August 31, 2020; 1:59; p. 27
Ivan G. Avramidi: Heat Kernel on Weyl Algebra 28
where
Fi j =
1
2
(
R
+
i j −R−i j
)
. (8.15)
Let us also define (DA) = (D1, . . . ,Dn,Dn+1, . . . ,D2n),
D1 = ∇1, . . . , Dn = ∇n, (8.16)
Dn+1 = X1, . . . , D2n = Xn, (8.17)
These operators satisfy the commutation relations
[DA,DB] = iFAB, (8.18)
where F = (FAB) is a 2n×2n anti-symmetric matrix defined by
F =
(
R F
F 0
)
. (8.19)
These bases are related by
D˜ = ΛD , (8.20)
where Λ is a 2n×2n matrix defined by
Λ =
(
I 1
2
I
I −1
2
I
)
(8.21)
and, therefore,
F˜ = ΛFΛT . (8.22)
Let g
i j
± be two positive symmetric matrices defining the Laplacians
∆± =
〈
∇±,g−1± ∇±
〉
= g
i j
±∇
±
i ∇
±
j . (8.23)
Our goal is the computation of the convolution
U(t,s) = exp(t∆+)exp(s∆−). (8.24)
We write the matrices g−1± in the form g
−1
± = ω±ωT±. Then we have ∆± =〈
∇′±,∇′±
〉
, with ∇′± = ωT±∇± satisfying the commutation relations with the cur-
vatures R ′± = ωT±R±ω±. Further, we can subject the operators ∇′± to orthogonal
transformations ∇˜± = O±∇′± = O±ωT±∇± with orthogonal matrices O± without
changing the operators ∆±. Then ∆± =
〈
∇˜±, ∇˜±
〉
and the transformed curvatures
are R˜± = O±ωT±R±ω±OT±; the matrices O± can be chosen so that the curvatures
R˜± have the canonical form (5.10). Thus, without loss of generality we can as-
sume that the matrices g± are equal to the unit matrix, g± = I, and the matrices
R± have the canonical form.
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8.1 Method I
In the following we use the functions Φ(z) and Ψ(z) defined by (5.17) and (5.18)
and the matrix Λ defined by (8.21). Let D± be two positive symmetric matrices
defined by
D±(t) =
1
t
g±Ψ(tg−1± iR±) . (8.25)
Let Q˜(t,s)= (Q˜AB) andQ(t,s)= (QAB) be the 2n×2n symmetric matrices defined
by
Q˜(t,s) =
(
D+(t) −iR
iR D−(s)
)
, (8.26)
Q(t,s) = Λ−1Q˜(t,s)Λ−1T
=
(
1
4
(D++D−) 12(D+−D−+2iR)
1
2
(D+−D−−2iR) D++D−
)
, (8.27)
and G˜−1(t,s) = (G˜ AB) and G−1(t,s) = (G˜ AB) be the 2n×2n symmetric matrices
defined by
G˜
−1(t,s) = Φ(Q˜−1(t,s)iF˜)Q˜−1(t,s), (8.28)
G
−1(t,s) = ΛT G˜−1(t,s)Λ
= Φ(Q−1(t,s)iF )Q−1(t,s). (8.29)
Let H (t,s) be the operator defined by
H (t,s) =
〈
D ,G−1(t,s)D
〉
; (8.30)
it is easy to see that it is also equal to
H (t,s) =
〈
D˜ , G˜−1(t,s)D˜
〉
. (8.31)
We can write the operator H in a more explicit form. We represent the metric
G−1 in the block diagonal form
G
−1 =
(
G−1 Y
Y T M
)
, (8.32)
where G and M are symmetric matrices. Then the operator H takes the form
H =
〈
∇,G−1∇
〉
+ 〈∇,YX〉+〈X ,YT∇〉+ 〈X ,MX〉 ,
=
〈
∇ˆ,G−1∇ˆ
〉
+ 〈X ,VX〉 , (8.33)
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where
∇ˆ = ∇+GYX =
1
2
(I+2GY )∇++
1
2
(I−2GY )∇−, (8.34)
V = M−Y TGY. (8.35)
8.1.1 Proof of Theorem 2
By using Theorem 1 we have
U(t,s) = (4pi)−nΩ+(t)Ω−(s)
∫
R2n
dξ+dξ− exp
{
−1
4
〈ξ+,D+(t)ξ+〉− 1
4
〈ξ−,D−(s)ξ−〉
}
×exp〈ξ+,∇+〉exp〈ξ−,∇−〉 , (8.36)
where the functions Ω± are defined by (7.29). By using the special case of the
Campbell-Hausdorff formula (4.32) and the commutators (8.3) we get
U = (4pi)−nΩ+Ω−
∫
R2n
dξ+dξ− exp
{
−1
4
〈ξ+,D+ξ+〉− 1
4
〈ξ−,D−ξ−〉+ 1
2
〈ξ+, iRξ−〉
}
×exp{〈ξ+,∇+〉+〈ξ−,∇−〉} . (8.37)
We introduce new integration variables (ηA) = (ξ 1+, . . . ,ξ
n
+,ξ
1−, . . . ,ξ n−) and
use the operators D˜A to rewrite this in the form
U = (4pi)−nΩ+Ω−
∫
R2n
dη exp
{
−1
4
〈
η, Q˜η
〉}
exp
〈
η,D˜
〉
. (8.38)
This integral can be computed by using Corollary 5 to obtain
U(t,s) =
Ω+(t)Ω−(s)
Ω˜(t,s)
exp
〈
D˜ , G˜−1(t,s)D˜
〉
, (8.39)
where
Ω˜(t,s) = det
(
D˜(t,s)+ iF˜
)1/2
. (8.40)
Finally, we compute the determinant
det
(
D˜(t,s)+ iF˜
)
= det(D++ iR+)det(D−+ iR−) = Ω2+(t)Ω
2
−(s); (8.41)
therefore, Ω˜(t,s)=Ω+(t)Ω−(s), which proves the theorem by taking into account
(8.31). ✷
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8.1.2 Examples
Notice that for small t,s the metric factorizes
G˜
−1 =
(
tI 0
0 sI
)
+ · · · , (8.42)
so that
H = t∆++ s∆−+ · · · . (8.43)
Let us study another particular case, when the operators are equal, that is,
∇+ = ∇− = ∇, R+ = R− = R. Then we should have obviously
H˜ = (t+ s)∆. (8.44)
Then there is only one matrix in the problem,R. Therefore, all matrices commute.
To simplify notation let x= tiR and y= siR and
a= cothx, b= cothy. (8.45)
Then
iF˜ =
x+ y
t+ s
(
1 1
1 1
)
and Q˜=
x+ y
t+ s
(
a −1
1 b
)
. (8.46)
The inverse of the matrix D˜ has the form
Q˜−1 =
(t+ s)
(x+ y)
1
(ab+1)
(
b 1
−1 a
)
; (8.47)
therefore,
Q˜−1iF˜ = cΠ, (8.48)
where and c= a+b
ab+1 = tanh(x+ y) and
Π =
1
a+b
(
b+1 b+1
a−1 a−1
)
. (8.49)
It is easy to see that the matrix Π is idempotent
Π2 = Π, (8.50)
and, therefore, for any analytic function of Π
f (tΠ) = f (0)(I−Π)+ f (t)Π. (8.51)
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Therefore, by using (5.19) we have
Φ(Q˜−1iF˜ ) = I+
[
(x+ y)
c
−1
]
Π. (8.52)
Further, we compute the metric
G˜
−1 = Φ(Q˜−1iF˜ )Q˜−1
= (t+ s)
{
1
(a+b)2
(
b2−1 (a+1)(b+1)
(a−1)(b−1) a2−1
)
+
1
(x+ y)(a+b)
(
1 −1
−1 1
)}
. (8.53)
By using this metric (and noticing that the sum of all its elements is equal to
(t+ s)) it is easy to show that indeed the operator H takes the form
H =
〈
D˜ , G˜−1D˜
〉
= (t+ s)∆. (8.54)
8.2 Method II
Finally, we present a method that will be useful to compute the kernel of the
product exp(t∆+)exp(s∆−). We recall the definition of the matrices T±(t) =
D±(t)+ iR− by (7.37). Also, we define two matrices
D(t,s) = D+(t)+D−(s), (8.55)
Z(t,s) = D+(t)−D−(s)−2iR−, (8.56)
and a function Ω(t,s) by
Ω(t,s) = Ω+(t)Ω−(s)detD−1/2(t,s). (8.57)
We also define a symmetric matrix H by
H(t,s) =
1
4
(
D(t,s)−ZT(t,s)D−1(t,s)Z(t,s)). (8.58)
By rewriting the matrix Z in the form
Z = D−2T− (8.59)
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the matrix H takes the form
H(t,s) = D−(s)−TT− (s)D−1(t,s)T−(s) (8.60)
and by writing the matrix Z in the form
Z =−D+2T T+ +4iF (8.61)
we can represent the matrix H in terms of the matrices D+ and T+ by
H(t,s) = D+(t)−T+(t)D−1(t,s)TT+ (t) (8.62)
−2T+(t)D−1(t,s)iF+2iFD−1(t,s)TT+ (t)+4iFD−1(t,s)iF.
We exhibit the behavior of these objects for small t,s,
D(t,s) =
(
1
t
+
1
s
)
I+ · · · , (8.63)
Z(t,s) =
(
1
t
− 1
s
)
I+ · · · , (8.64)
Ω(t,s) = (t+ s)−n/2+ · · · , (8.65)
H(t,s) = (s+ t)−1 I+ · · · (8.66)
8.2.1 Proof of Theorem 3
We change the integration variables in (8.37) by
ξ+ =
1
2
α +β , ξ− =
1
2
α −β , (8.67)
so that
α = ξ++ξ−, β =
1
2
(ξ+−ξ−), (8.68)
to obtain
U(t,s) = (4pi)−nΩ+Ω−
∫
R2n
dα dβ exp
{
− 1
16
〈α,Dα〉− 1
4
〈β ,Dβ 〉
}
×exp
{
−1
4
〈β ,(D+−D−−2iR)α〉
}
exp{〈α,∇〉+ 〈β ,X〉} .(8.69)
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By using the Campbell-Hausdorff formula (4.32) we obtain
exp{〈α,∇〉+ 〈β ,X〉}= exp
{
−1
2
〈β , iFα〉
}
exp〈β ,X〉exp〈α,∇〉 . (8.70)
Therefore, eq. (8.69) takes the form
U = (4pi)−nΩ+Ω−
∫
R2n
dαdβ exp
{
−1
4
〈β ,Dβ 〉− 1
4
〈β ,Zα〉+ 〈β ,X〉
}
×exp
{
− 1
16
〈α,Dα〉
}
exp〈α,∇〉 , (8.71)
with the matrices D and Z defined by (8.55) and (8.56). The integral over β can
be computed by using Corollary 5 to obtain (1.41) with the matrix H in the form
(8.58). ✷
9 Convolution of Heat Kernels
We work with operators
∇±i = ∂i−
1
2
iR±i j x
j, (9.1)
acting on smooth functions inRn. These operators form the Lie algebra (8.3). The
operators ∇i and Xi defined in (8.9) and (8.10) then take the form
∇i = ∂i− 1
2
iRi jx
j, (9.2)
Xi = −iFi jx j, (9.3)
with the matrices Ri j and Fi j defined in (8.4) and (8.15). The corresponding
Laplacians are ∆± = g
i j
±∇
±
i ∇
±
j .
Recall the definition of the matrices D±(t) and T±(t) by (8.25) and (7.37).
Also, notice that the functions Ω±(t) defined by (7.29) are determined by the
determinant of the matrices T±
Ω±(t) = detT
1/2
± . (9.4)
Let S± be functions defined by
S±(t;x,x′) =
1
4
〈
(x− x′),D±(t)(x− x′)
〉− 1
2
〈
x, iR±x′
〉
=
1
4
〈x,D±(t)x〉+ 1
4
〈
x′,D±(t)x′
〉− 1
2
〈
x,T±(t)x′
〉
, (9.5)
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Notice that the matrix of second mixed partial derivatives of the function S± is
proportional to the matrix T±
S±
xx′ =−
1
2
T±(t), (9.6)
and, therefore,
Ω±(t) = det
(−2S±
xx′
)1/2
. (9.7)
Lemma 6 The heat kernel of the operator ∆± is
U±(t;x,x′) = det
(
−S
±
xx′
2pi
)1/2
exp
{−S±(t;x,x′)} . (9.8)
Proof. The heat kernel is given by U±(t;x,x′) = exp(t∆±)δ (x− x′). We use eq.
(1.22) to compute it,
U±(t;x,x′)= (4pi)−n/2Ω±(t)
∫
Rn
dξ± exp
{
−1
4
〈ξ±,D±(t)ξ±〉
}
exp〈ξ±,∇±〉δ (x−x′).
(9.9)
We notice that the operators 〈ξ±,∂ 〉 and 〈ξ±,R±x〉 commute; therefore, we have
exp〈ξ±,∇±〉= exp
{
−1
2
〈ξ±, iR±x〉
}
exp〈ξ±,∂ 〉 (9.10)
and, hence,
exp〈ξ±,∇±〉δ (x− x′) = exp
{
−1
2
〈ξ±, iR±x〉
}
δ (x− x′+ξ±). (9.11)
This immediately gives the heat kernel
U±(t;x,x′) = (4pi)−n/2Ω±(t)exp
{−S±(t;x,x′)} , (9.12)
which proves the lemma by taking into account (9.7). ✷
We proceed as follows. Let S be a function defined by
S(t,s;x,x′) =
1
4
〈x,A+(t,s)x〉+ 1
4
〈
x′,A−(t,s)x′
〉− 1
2
〈
x,B(t,s)x′
〉
,(9.13)
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where
A+ = H+Z
TD−1iF− iFD−1Z+4iFD−1iF, (9.14)
A− = H, (9.15)
B = H− iFD−1Z+ iR. (9.16)
By using the definition of the matrix H, (8.60) and (8.62), and of the matrix Z,
(8.56) and (8.61), one can show that
A+(t,s) = D+(t)−TT+ (t)D−1(t,s)T+(t), (9.17)
A−(t,s) = D−(s)−TT− (s)D−1(t,s)T−(s), (9.18)
B(t,s) = T+(t)D
−1(t,s)T−(s). (9.19)
9.1 Proof of Theorem 4
The kernel of the product of the semigroupsU(t,s;x,x′) can be computed by using
the equation (1.41). Since the operators 〈α,∂ 〉 and 〈α,Rx〉 commute we have
exp〈α,∇〉δ (x− x′) = exp
{
−1
2
〈α, iRx〉
}
δ (x− x′+α). (9.20)
Therefore, we immediately obtain from (1.41)
U(t,s;x,x′) = (4pi)−n/2Ω(t,s)exp
{−S(t,s;x,x′)} , (9.21)
where Ω(t,s) is defined by (8.57) and S is a function given by
S(t,s;x,x′) =
1
4
〈
(x− x′),H(x− x′)〉− 1
2
〈
(x− x′),ZTD−1X〉
−〈X ,D−1X〉− 1
2
〈
x, iRx′
〉
. (9.22)
with H and Z being the matrices defined by (8.60) and (8.56). It is not difficult to
simplify this to the form (9.13). Further, we see that
Ω(t,s) =
detΩ+(t)Ω−(s)
detD1/2(t,s)
= detB1/2 = det(−2Sxx′(t,s))1/2 , (9.23)
which gives finally (1.46). ✷
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As an independent check we compute the convolution of the two heat kernels
directly by computing the integral
U(t,s;x,x′) =
∫
Rn
dzU+(t;x,z)U−(s;z,x′). (9.24)
This integral is Gaussian and can be easily computed to obtain
U(t,s;x,x′) = (4pi)−n/2Ω(t,s)exp
{−S(t,s;x,x′)} , (9.25)
where Ω(t,s) is defined by (8.57) and S is a function given by
S(t,s;x,x′) =
1
4
〈x,D+(t)x〉+ 1
4
〈
x′D−(s)x′
〉− 1
4
〈
y,D−1(t,s)y
〉
, (9.26)
with
y= T T+ (t)x+T−(s)x
′. (9.27)
It is easy to see that it is indeed equal to (9.13).
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