A systematic study of electron-beam penetration and backscattering in multi-walled carbon nanotube (MWCNT) materials for beam energies of $0.3 to 30 keV is presented based on event-by-event Monte Carlo simulation of electron trajectories using state-of-the-art scattering cross sections. The importance of different analytic approximations for computing the elastic and inelastic electron-scattering cross sections for MWCNTs is emphasized. We offer a simple parameterization for the total and differential elastic-scattering Mott cross section, using appropriate modifications to the Browning formula and the Thomas-Fermi screening parameter. A discrete-energy-loss approach to inelastic scattering based on dielectric theory is adopted using different descriptions of the differential cross section. The sensitivity of electron penetration and backscattering parameters to the underlying scattering models is examined. Our simulations confirm the recent experimental backscattering data on MWCNT forests and, in particular, the steep increase of the backscattering yield at sub-keV energies as well as the sidewalls escape effect at high-beam energies. 
I. INTRODUCTION
Studies on the interaction of electron beams with CNTs are important for understanding the mechanism of image formation and damage in electron microscopy, 1,2 as well as for advancing efforts to tailor their properties via e-beam assisted modification. 3, 4 Furthermore, the potential use of CNTs in nanodevices that will be used in radiation rich environments, such as those encountered in space 5 or in nuclear technology applications 6 (including medicine 7 ) necessitates that their response to a variety of ionizing radiation fields be well understood. Other applications of the interaction of electrons with CNTs could be in vacuum nanoelectronic devices for electron multiplication and amplification 8 or in X-ray generators for medical imaging. Such interactions can also provide useful information on the properties of the material itself through techniques such as electron energy-loss spectroscopy. 9 An important consideration in all the above studies is that, given the small interaction volume that nanostructures provide for fast-moving electrons, there might be fundamental differences in how these interactions take place in CNTs versus bulk materials. The study of CNTs in this context may thus have important implications for other nanomaterials (nanowires and nanoparticles) as well.
Monte Carlo (MC) simulation is a well-established technique for studying electron-beam penetration, energy deposition, transmission, backscattering, and secondary emission in both bulk matter and solid surfaces. 10 However, the simulation of the complex electron trajectories in matter crucially depends upon the theoretical models used to compute elastic and inelastic electron-scattering cross sections. At present, the default version of most MC electron transport codes in arbitrary solids (e.g., DJ, 11 CASINO, 12 WinX, 13 NISTMonte
14
) uses the so-called continuous-slowing-down-approximation (CSDA), whereby the energy-loss resulting from inelastic collisions in-between individual elastic scattering events is simulated from stopping-power theory. For relatively high-energy electrons (above $10 keV), Bethe's stopping-power formula and the screened Rutherford elastic-scattering cross section offer a rather accurate and computationally efficient description of electron transport within the CSDA scheme. Their extension to lower energies is commonly made using semi-empirical modifications such as the Joy-Luo 15 stopping-power formula and the Browning 16 elastic model, among others. 17, 18 However, it is now recognized that for sub-keV electron transport down to the backscattering $50 eV or secondary emission $1-10 eV cut-offs or for materials which cannot be considered "bulk" (i.e., practically unbounded), one must switch from a continuous-to a discrete-energy-loss model as well as replace the Rutherford model by partial-wave calculations of the Mott cross section. 19, 20 The first MC studies of backscattering and secondary emission for CNTs were carried out by the Nojeh group (UBC code). 21, 22 Specifically, backscattering was originally simulated 21 within the CSDA using the Joy-Luo and Browning models, while in a follow-up study, 22 that included secondary emission, a discrete-energy-loss model was implemented based on binary-collision models of inelastic scattering and a a)
Author to whom correspondence should be addressed. Electronic mail: demfietz@cc.uoi.gr. simplified electron-gas description for (undamped) plasmon excitations. Material characteristics specific to the MWCNT forests were implemented at the level of elastic scattering by fitting the results to experimental backscattering data. Such a "hybrid" approach whereby the contribution of different inelastic channels is computed from separate theories (first introduced by the Osaka group 23 and also used in the MON-SEL 24 code) offers a viable alternative to CSDA at low energies. Self-consistency is often invoked by a comparison of the energy-loss rate (computed from the partial inelastic scattering cross sections) against the Joy-Luo stopping power formula.
Recently, the inelastic scattering of low-energy electrons (<30 keV) in CNTs was studied using a dielectric response function determined from experimental optical data and appropriate dispersion relations 25, 26 and, along with the original Browning model, 27 was implemented in a homemade MC code to simulate electron transport and energy dissipation in MWCNT materials. 28 The use of a discrete-energy-loss model based on a semi-empirical dielectric response function is presently considered the state-of-the-art for low-energy electron transport in bulk solids and solid surfaces, because it offers a realistic description of the electronic excitations of the material with single-particle and plasmon losses computed self-consistently (under the constraint of sum-rules) within a single model. [29] [30] [31] [32] Furthermore, in place of an undamped plasmon (used in both the UBC 22 and MONSEL 24 codes), more realistic models that account for plasmon dispersion and lifetime broadening can be included. A lowenergy improvement of the Joy-Luo formula based on experimental optical data for the dielectric response function is also available as a separate routine in CASINO, 33 whereas a simple d-oscillator description of the dielectric response function underlines inelastic scattering in the PENELOPE 34 code. In the present work, we investigate the influence of different scattering models on the MC simulation of electronbeam penetration and backscattering in MWCNT materials for energies that cover both (ultra-) low-voltage ($0.1 to $5 keV) and conventional ($5-30 keV) scanning electron microscopy (SEM) irradiation conditions. We provide analytic parameterizations of the total and differential elasticscattering Mott cross-sections of NIST 35 which presently represents the most accurate partial-wave calculations publicly available. 36 A discrete-energy-loss approach to inelastic scattering is adopted, using different analytic approximations for the differential cross section of MWCNTs obtained from dielectric theory. A comparison of our results with recent experimental data on MWCNT forests is presented.
All scattering models presented are in their non-relativistic form which is a standard approximation for the present energy range where relativistic corrections are practically inconsequential. For the inclusion of relativistic effects in electron scattering, one may consult the comprehensive treatment of Fern andez-Varea and co-workers. 37 
II. METHODOLOGY A. Elastic scattering models
The most popular elastic scattering models in electron transport simulations assume that the interaction of electrons with the target nuclei is mediated by an exponentially-screened Coulomb potential (also known as Wentzel model) of the form
where Z is the atomic number of the target atom and R s is a model-dependent screening radius that is commonly expressed in terms of the Thomas-Fermi (TF) screening length, a TF , as
where a TF ¼ 0:885a B Z À1=3 with a B denoting the Bohr radius, and s is a low-energy correction factor (to be discussed below). The main advantage of the Wentzel model, Eq. (1), is that, within the first Born approximation, both the differential cross section (DCS) and the total cross section (TCS) for elastic scattering can be expressed analytically as follows:
where dX ¼ 2psin hdh and
where T is the electron kinetic energy and n is the so-called screening parameter. The latter depends on the screening radius, R s , through:
with q 0 the electron momentum before the collision. So, the choice of the screening parameter, n, essentially depends upon the choice of s. Setting s ¼ 1 results in the ThomasFermi screening parameter:
Two other common approximations for the screening parameter are those of Bishop 11 (after setting s ¼ 0.885)
and Nigam 38,39 (after setting s ¼ 1.12)
In the literature, Eqs. (3) and (4) are known as the screened Rutherford formulae, and due to the fact that they are based on the first Born approximation, their use is mostly justified at relatively high energies and low-Z materials. Nevertheless, owing to their computational simplicity, their usage is commonly extended even down to subkeV energies.
A more accurate approach to elastic electron scattering at low energies is to use the so-called Mott cross-section that is derived from elaborate partial-wave calculations. 35 However, due to their numerical form, the implementation of Mott cross section data is demanding (and inconvenient), so many authors have looked for ways to represent them in an approximate manner through analytical functions. Perhaps the most notable of such efforts is due to Browning et al., 16, 27 who suggested a simple semi-analytic elastic scattering model that was deduced from inspection of known trends of the Mott cross section. In its latest version the elastic TCS is given by the formula 16 r Brown:
where r Brown: is in cm 2 and T in keV. On the other hand, the elastic DCS is decomposed into two parts, one being the same with the screened Rutherford model and another that assumes an isotropic distribution. The ratio of the Rutherford-to-isotropic scattering cross section is given by 16 r Ruth: r isotr:
which gives the same forward-to-backscattered ratio,
, as the Mott cross section. In this scheme, the oscillatory features of the differential Mott cross section are averaged out and a smooth angle dependence is obtained.
In Figs. 1 and 2 , we compare the results of the above models with the NIST 35 data for atomic carbon that are derived from accurate partial-wave calculations of the Mott cross section within the static-exchange approximation using a Dirac-Hartree-Fock potential. Although the NIST data are strictly valid for free atoms, they are considered reliable even for solids down to $200 eV (or lower) and currently represent the state-of-the-art in elastic-scattering Mott cross sections. 36 In comparison, the most frequently cited earlier Mott cross sections of Reimer and Lodding 40 and Czyzewski et al. 41 either neglect exchange or are based on the less accurate Thomas-Fermi-Dirac (or Hartree-Fock) potential, respectively. As explained elsewhere, 36 low-energy corrections to the NIST data (e.g., for polarization effects) would predominantly affect small-angle scattering which, in the context of penetration and backscattering, is less critical than large-angle scattering that would remain, to a good approximation, unaffected. Note that the comparison of the elastic DCS in Fig. 2 is made indirectly through the elastic transport cross section,
which provides a weighted average of the angular deflection in elastic scattering and, therefore, is a more pertinent parameter for transport calculations than the elastic DCS. 35 With respect to the elastic TCS ( Fig. 1) , all the screened Rutherford models underestimate the NIST data at high energies (by up to 50% at 30 keV) and overestimate them at low energies (by up to 80% at 50 eV). The Browning model, on the other hand, provides very good agreement with the NIST data above 1 keV but performs less well at lower energies where differences reach 20-25%. With respect to the elastic transport cross section (Fig. 2) , the screened Rutherford model with the Thomas-Fermi screening parameter provides a very good agreement with the NIST data above 1 keV, but (14) and (15) (full line). For comparison, the partial-wave calculations of NIST 35 (box symbol) are also presented. The inset presents the % difference from the NIST data.
it is less satisfactory at lower energies with differences reaching 15% at 50 eV. On the other hand, the use of the Nigam screening parameter underestimates by up to 10%, the NIST data throughout the entire energy range while the Bishop screening parameter leads to even larger deviations. The Browning model is not included in Fig. 2 since its DCS is not analytic.
Motivated by the above results and in order to obtain good agreement with the NIST data for both the total and the transport elastic scattering cross section throughout the entire energy range (i.e., both above and below 1 keV), we suggest the following scheme. For the elastic TCS, we use
where r Brown: is Browning's expression, Eq. (9), and f corr: Brown:
is a fitting function that "corrects" (towards the NIST data) the Browning model at low energies as follows:
Brown: ¼ r NIST r Brown: % 0:869 þ 1:08 Á 10 À4 T þ 2:275 expðÀ0:03TÞ (13) with T in eV. As it can be seen from Fig. 1 , Eqs. (12) and (13) offer an agreement to better than 63% with the NIST data for the elastic TCS throughout the entire energy range (50 eV -30 keV). For the elastic DCS, we use:
where dr TF =dX is the screened Rutherford expression, Eq. (3), with the Thomas-Fermi screening parameter, Eq. (6), and dr corr:
TF =dX includes an energy-dependent low-energy correction to the TF screening parameter that reads:
with T in eV. Note that Eq. (15) recovers the Thomas-Fermi screening parameter at high energies where s % 1, but is corrected to higher values at low energies where s > 1 and screening becomes more effective. Although the form of Eq. (15) is similar to the one suggested by Fitting and Reinhardt, 42 the parameters in Eq. (15) have been optimized so that Eq. (14) fits within 63% the NIST data for the elastic transport cross section throughout the entire range (50 eV-30 keV). The excellent agreement of the present elastic scattering model (hereafter to be called NISTelaFit), Eqs. (12)- (15), with the NIST data for the total and transport elastic scattering cross section is shown in Figs. 1 and 2, respectively.
B. Inelastic scattering models
According to the dielectric theory, 43 the inelastic electron-electron interaction is mediated by a dynamically screened Coulomb potential. Then, in the non-relativistic first Born approximation (or linear response theory), the DCS (per atom) for energy-loss is given by the expression 44 
dr inel dE
where
Þ is the minimum (À) and maximum (þ) momentum-transfer in the collision, E is the energy loss, m is the electron mass, N is the electron density of the material, and eðE; qÞ is the energy-and momentumdependent dielectric response function of the medium (here the MWCNT material). The quantity ImfÀ1=eðE; qÞg inside the integral is the so-called energy-loss function (ELF), which describes, in the framework of the dielectric theory, the complete (in the E-q plane) electronic excitation spectrum of the material.
Evidently, the integral form of Eq. (16) prohibits its direct use in transport simulations. In addition, handling a large set of numerical data of dr inel =dE vs. E for each electron energy T, is also impractical. Therefore, we have examined two alternative approaches which both retain the central role of the ELF in computing the inelastic DCS. The first approach is inspired by the Bethe theory and is based on replacing the q-dependent ELF, ImfÀ1=eðE; qÞg, by its optical limit, ImfÀ1=eðE; q ¼ 0Þg. Although this, so-called optical approximation, is essentially a high-energy approximation, 44 its usage is often extended down to low energies 45 given that the q-dependence of the dielectric function (or the ELF) is seldom known for real materials. In this approximation, the sampling of energy loss can then be made through the following optical DCS: 
Following Powell, 46 the contribution of valence shells to the ELF of Eq. (17) can be conveniently obtained from experimental optical data (i.e., at vanishing q). The parameters E i ð0Þ E i ðq ¼ 0Þ and C i ð0Þ C i ðq ¼ 0Þ in Eq. (17), loosely associated with the energy and lifetime (or damping), respectively, of the i-th resonance excitation of the system, are determined from experimental optical data for bulk-like MWCNTs 47 using a many-pole plasmon model 48 under the constraints of sum-rules. 49 As discussed elsewhere, 26 the above ELF model is representative of individual thick MWCNTs (more than $15 walls) or bundled MWCNTs, independently of chirality. On the other hand, the K-shell contribution to the ELF of Eq. (17) is deduced 26 from the atomic X-ray attenuation coefficients of the FFAST database 50 of NIST under the approximation ImfÀ1=eg % Imfeg, which assumes that core-shell excitations are "unscreened."
For a more accurate treatment of inelastic electron scattering at low energies, the variation of the screened electronelectron interaction with q should be explicitly considered. However, in order to avoid the explicit integration of ELF over q, we take advantage of the fact that in Eq. (16) the q-dependence of the ELF is weak compared to the inverse dependence of the inelastic DCS upon q. Therefore, to a first approximation, the ELF can be taken out of the integral and one can then sample the energy loss from an effective DCS:
Note that Eq. (18) reduces to Eq. (17) at the optical limit (q ¼ 0). So, in contrast to Eq. (17), the effective DCS is computed from a dispersed (i.e., non-local) ELF. The use of Eq. (18) obviously requires some additional information, namely, the exact value of q ef f and the dispersion relations, E i ðqÞ and C i ðqÞ, according to which the ELF will be extended to q 6 ¼ 0. With respect to q ef f , we are guided by the observation that small-q values contribute more than high-q values to the Born DCS (see Eq. (16)); thus, q ef f should be of the order of the minimum momentum transfer q min q À . We have found that the best agreement (in terms of the spectral distribution of the DCS) between the Born DCS of Eq. (16) and the effective DCS of Eq. (18) is obtained by setting q ef f as twice the value of q min which makes q ef f be a function of both T and E. The extension of the ELF from q ¼ 0 to arbitrary q is far from trivial even within the context of electron-gas theory. 44, 51 Therefore, various phenomenological approaches have been suggested for bulk solids. [52] [53] [54] To go beyond the conventional schemes for unbounded solids, we employ here our earlier developed "bulk planar surface" (BPS) model, 26 which in the present context reads:
where E p ¼ Ryð12=r À Á 1=3 ffi 0:521. Note that E i;0 E i ð0Þ, while the index i runs over the total number of poles. The BPS model considers in a general manner boundary effects due to the finite lateral size of the MWCNTs, through the linear dispersion term characteristic of a surface plasmon mode. The remaining quadratic and quartic dispersion terms represent, respectively, the bulk plasmon and single-particle excitations of the system. Thus, Eq. (19) provides the correct limits at q ! 0 and q ! 1 while having an electron-gas behavior at intermediate q that combines both bulk and surface modes. As shown elsewhere, 26 the BPS model is in fair agreement with recent experimental data 55 for thick MWCNTs at q 6 ¼ 0. Although the BPS model provides a simple and physically motivated correction to the conventional infinite-medium dispersion models, dimensionality cross-over effects 56 that properly account for the coupling of the transferred wavevector with the MWCNT structure should be included to further improve the simulations at low energies, especially for individual (or aligned) MWCNTs. For the "unscreened" K-shell excitations, Eq. (19) is simplified to
Finally, momentum broadening effects in the ELF resulting from the finite lifetime of plasmon excitations, which are always damped in real materials at any q and are known to be important at low energies, are included through the empirical expression
where C i;0 C i ð0Þ.
It is important to recognize that, although for simple metals the Lindhard dielectric response function may provide an adequate description, the use of optical data and semi-empirical dispersion relations has the important advantage that the most important features of the electronic excitation spectrum of the specific material (here the MWCNTs) over a wide energy-loss range are explicitly considered in the simulation. On the other hand, the partitioning of the energy loss to plasmon or single-particle excitations (the latter potentially leading to secondary electrons) is not a straightforward task within the present model. An approximate scheme has been described elsewhere. 28 However, the details of this procedure are important only for verylow-energy electrons (below $50 eV), and therefore, they are of little practical significance in the present study.
Although both approximations discussed above have bypassed the numerical integration of Eq. (16), and thus simplified the computational work considerably, here we investigate yet another approximation to the inelastic DCS obtained from dielectric theory that is based on Tougaard's "universal" function 57 for bulk solids. There are two versions of this function, one for metals and one for polymers. The expression for metals is more appropriate in the present study given the metallic nature of MWCNTs, and leads to the following relation:
where B ¼ 2866 eV 2 and C ¼ 1643 eV 2 . Note that Eq. (22) is deduced from a many-pole plasmon model of the ELF using the quadratic dispersion relation, Eq. (20), for E i ðqÞ, and a constant damping coefficient, i.e., by setting C i ðqÞ % C i ð0Þ.
In Fig. 3 , we present the inelastic DCS (in arbitrary units) over the 0-100 eV energy-loss range calculated from the above approaches (Eqs. (17)- (22)), for 100 eV, 500 eV, 1 keV, and 10 keV electrons. Since it is only the spectral distribution of the DCS that matters for sampling the energy loss, the depicted DCS have been normalized to their peak value for better visualization. We have also included for comparison the numerical Born results calculated directly from Eq. (16) using the dispersion relations Eqs. (19)-(21) . Evidently, the effective-q approximation is in much better agreement with the Born calculations than the optical approximation, especially for low-energy electrons (subkeV). On the other hand, Tougaard's universal function predicts a much broader distribution, although its peak position is in rather good agreement with the more elaborate models.
In principle, the ELF can be used for sampling both the discrete energy losses and the angular deflection (or, equivalently, the momentum transfer) in inelastic scattering through the doubly differential cross section d 2 r inel: dEdq . However, due to the formidable task of sampling from multi-variant distributions, as well as because the momentum transfer in inelastic scattering is, on average, much smaller than in elastic scattering, we follow the common practice to disregard the correlation between E and q. Then, it suffices to sample the inelastic scattering angle from the following simple expressions that are deduced from classical collision theory:
where h prim and h sec are the scattering angles of the primary and secondary electrons, respectively, with W r ¼ E=T and l ¼ T=mc 2 . The inelastic TCS in the Born approximation is formally obtained by integration of Eq. (16) over energy loss
where the lower limit of integration, E min , equals either the ionization threshold (in the case of inner shells) or the bandgap. The upper limit of integration in Eq. (24) is set, as usual,
however, in the present energy range, the first condition is always more restrictive than the second. The implementation of the (numerical) Born data, as obtained from Eq. (24), is generally straightforward since one needs to sample from a single table of r inel vs. T. However, to facilitate their use in subsequent computations, it is desirable to represent them analytically. Therefore, we have parameterized our r inel data of Eq. (24) by a Bethe-like analytic expression of the form:
where b and c are material parameters that depend upon the ELF; for MWCNTs, the values b ¼ 27:9 eV and c ¼ 0:0588 eV À1 have been obtained 60 with T in eV. Since Eq. (25) is a first-order expansion in T À1 , it eventually overestimates the Born results at low energies, as it can be clearly seen in Fig. 4 . Therefore, to extend the usage of Eq. (25) down to 50 eV, we have employed a "corrected" Bethe model, which reads
T ! 500 eV; r Bethe f corr:
T < 500 eV;
where r Bethe refers to Eq. (25) and f corr:
Bethe is a fitting function that "corrects" Eq. (25) at low energies as follows: 
with T in eV. As it can be seen from Fig. 4 , using Eqs. (25)- (27) , an agreement to better than 63% is achieved with the numerical Born results of Eq. (24) throughout the entire energy range of interest here. Although the above inelastic scattering models explicitly consider polarization effects (through the dielectric response function), the lack of exchange (and correlation) corrections in the screened electron-electron interaction compromises their accuracy below $200 eV. Schemes to correct for exchange in inelastic scattering are available. 29 However, they are all based on high-energy approximations which have limited justification below a few hundred eV. 61 The above scattering models have been implemented in our homemade MC code 62, 63 which simulates in an eventby-event mode electron trajectories in materials. As it is common in such "analogue" codes, 64 the target atoms are distributed randomly in the transport medium which is assumed to be homogeneous and isotropic. Within this approximation, particle transport scales linearly with the mass density of the material; as an example, the mean free path, k, which is used to determine the distance-to-the-next-interaction is obtained via the standard expression k ¼ A q NA r , where r ¼ r ela þ r inel is the total cross section per atom, A is the atomic weight, N A is the Avogadro number, and q is the mass density of the medium. However, at least at the level of inelastic scattering, we go beyond the simple additivity rule of atomic cross sections by considering non-linear density effects arising from the long-range (longitudinal) polarization of the medium (also called "zero-energy" density effect) 44 through the dielectric response function. 64 On the other hand, the effects of inhomogeneity in the material, which may arise from the fact that there is potentially a lot of empty space in-between the nanotubes, or of anisotropy due to an internal ordering of nanotubes (e.g., in a forest), cannot be explicitly accounted for within the present methodology. However, in the present energy range, the electron mean free path ($1-50 nm) is much smaller than the linear dimensions of the transport medium considered in the simulations. Therefore, electron transport falls in the multiple-scattering (or diffusive) regime where, to a first approximation, the effects of inhomogeneity and anisotropy are averaged out and the use of a dielectric response function determined from bulk-like MWCNT data is well justified. As noted earlier, however, for thin MWCNTs (less than $15 walls) or for well-aligned MWCNT samples with linear dimensions much smaller than $50 nm, our scattering models should be considered only qualitative.
III. RESULTS AND DISCUSSION

A. Penetration parameters
The different scattering models described in the previous section have been used to calculate by MC simulation fundamental transport parameters of electron penetration in MWCNT materials such as the path length, the absorption depth, and the axial and lateral penetration depths. These parameters are essential in electron microscopy since they define the so-called irradiation or charge-carrier generation volume. Identifying the incident electron direction with the z-direction, its starting point at ðx 0 ; y 0 ; z 0 Þ ¼ ð0; 0; 0Þ, and the primary electron track with the set of coordinates fðx i ; y i ; z i Þ ; i ¼ 1; :::; ng , where n is the total number of collisions experienced by the primary electron, the above penetration measures can be formally defined as follows: the path length is the average value of r total ¼ P n i¼1 jr i j , wherer i is the vector that connects two successive collisions with coordinates ðx iÀ1 ; y iÀ1 ; z iÀ1 Þ and ðx i ; y i ; z i Þ; the absorption depth is the average value of the z-coordinate of the final interaction point z final z n ; the axial penetration depth is the average value of the z coordinate of the interaction point with the largest z coordinate, z max ¼ Maxfz i ; i ¼ 1; :::; ng; and the lateral penetration depth is the average value of the radial distance of the interaction point with the largest radial distance from the incident beam direction p max ¼ Maxfðx 2 i þ y 2 i Þ 1=2 ; i ¼ 1; :::; ng. By definition, z n is always smaller than or equal to z max . Note also that r total , z final , z max , and p max , refer to a single primary electron while their averages ( r total , z final , z max , p max ) are taken over the total number of primary electrons simulated (here 100,000). For all simulations, the transport cut-off was set at 50 eV.
In Fig. 5 , we present MC results for the path length, the absorption depth, the axial penetration depth, and the lateral penetration depth, calculated using the NISTelaFit model for elastic scattering (Eqs. (12)- (15)), hereafter denoted as model, and the effective-q approximation for inelastic scattering (Eqs. (18)- (21)). Since, in practice, MWCNT samples can have large variations in mass density, the results presented are density-normalized to facilitate their use in different applications. Note that the validity of the linear density scaling implied in the above normalization is conditioned to the discussion at the end of Sec. II A. It can be seen that for energies above $400 eV, we have r total > z max > p max > z final . Interestingly, at very low energies (below $400 eV), the penetration in the lateral direction is larger than in the axial direction, i.e., p max > z max , due to strong scattering at very low energies. Note also that the axial penetration depth, z max , is about 8-15% larger than the absorption depth, z final (often used as a measure of the penetration capacity of the beam), with their difference decreasing as the energy rises. The ratio of the absorption depth (or penetration depth) to the path length increases with electron energy due to reduced (and more forward) scattering at high energies. In contrast, as the energy decreases, not only do the elastic interactions dominate over the inelastic ones but also the angular deflections in the inelastic collisions increase according to h prim $E=T. The saturation behavior seen at high energies is because the relative contribution of elastic and inelastic scattering cross sections levels off. Note that the results of Fig. 5 are, on average, 20% higher than our earlier simulations, 26 which used the original Browning model 27 for elastic scattering. Compared to its later version 16 (used here), the original Browning model 27 favors the isotropic more than the Rutherford distribution, thus, predicting an overall smaller beam penetration.
In Fig. 6 , we compare the axial (panel a) and lateral (panel b) penetration depths obtained from the different elastic scattering models (see Sec. II A), namely, the screened Rutherford model with the Thomas-Fermi, Bishop and Nigam screening parameter, the Browning model, and our NISTelaFit model; the latter was used as reference in the comparison. To isolate the effect of elastic scattering, in all simulations depicted in Fig. 6 , the discrete-energy-loss model was based on the effective-q approximation. It can be seen from panel a that, compared to the NISTelaFit model, the screened Rutherford and Browning models predict up to $20% larger axial penetration due to their (generally) smaller elastic TCS (see Fig. 1 ). The reason that the curves for the Thomas-Fermi and Bishop models turn negative below a few hundred eV is that their TCS at low energies becomes larger compared to the NISTelaFit model, thus, leading to less penetrating trajectories. On the other hand, since all the elastic models show fair agreement with respect to their transport cross section (Fig. 2) , which reflects the average deflection in elastic scattering, their lateral penetration results exhibit much smaller differences, of the order of only a few %.
In Fig. 7 , we compare the axial (panel a) and lateral (panel b) penetration depths for the different discrete-energy-loss models (see Sec. II B), namely, the optical approximation, the effective-q approximation, and Tougaard's universal function. The effective-q approximation, which shows the best agreement with the Born DCS values, was used as the baseline model for the comparison. To isolate the effect of the discreteenergy-loss model in the results of Fig. 7 , the NISTelaFit elastic model was used for all the simulations. As we can see the optical approximation gives the largest penetration (both in the axial and lateral direction) over-estimating the effective-q approximation by 20-40% whereas Tougaard's universal function under-estimates it by 10-20%. These trends can be explained by the observation that the optical approximation tends to favor small energy losses whereas Tougaard's universal function large energy losses (see Fig. 3 ). As a result, the effective-q approximation leads to penetration values somewhere in-between the other two models. Notice that differences in penetration between the models gradually vanish at 100 eV due to the very small number of inelastic collisions needed for the electrons to fall below the 50 eV cut-off, combined with the fact that all three inelastic models predict roughly the same value for the most probable energy loss (their DCS have maxima at about the same energy-loss value).
From an inspection of Figs. 6 and 7, we can also conclude that the penetration of electrons in MWCNT materials exhibits, overall, greater sensitivity to the inelastic (rather than the elastic) models we have examined.
B. Backscattering
The backscattering of electrons from solid surfaces, besides being a fundamental physical process in understanding electron beam-matter interactions, plays a key role in many applications of SEM. According to common usage, backscattered electrons (BSE) are those primary electrons that exit the surface of the material with energy greater than 50 eV. Then, the backscattering coefficient or yield, Y, is simply defined as the ratio of the number of BSE to the primary electrons that are incident on the surface of an infinitely thick sample. Note that the choice of 50 eV is arbitrary since secondary electrons with energy above 50 eV may also exit from the surface and, thus, experimentally be also included in the measurement of Y. Although the number of such "high-energy" secondary electrons is generally small compared to the number of "true" BSE, they are considered in the present simulations to better resemble the experimental condition. Similar to the penetration simulations, 100,000 primary electrons were used in the MC simulations of the backscattering yield, Y.
There are some empirical formulae of the backscattering yield for a range of materials and incident energies. According to Hunger and K€ uchler, 65 the backscattering yield as a function of both the atomic number (Z) and the incident electron energy (T in keV) is YðZ; TÞ ¼ T mðZÞ CðZÞ;
where ), as well as the experimental data for MWCNT forests. 21 The broken lines denote simulations for the experimental forest geometry (diameter of 500 lm and density of 0.019 g/cm 3 ). The inset depicts the sub-keV energy range. Fig. 6 but for the different inelastic DCS models with the effective-q approximation as the baseline for the comparison. In these simulations, the elastic model (NISTelaFit) was kept the same.
FIG. 7. Same as
as well as the recent experimental measurements on MWCNT forests 21 (cylindrically shaped arrays of vertically aligned MWCNTs, with a macroscopic diameter of 500 lm and density of 0.019 g/cm 3 ). For these experiments, the MWCNT forests were grown on silicon substrates using atmospheric-pressure chemical vapor deposition. Before the growth, circular patterns (with a diameter of 500 lm) of iron catalyst were created on the substrate using optical lithography, electron-beam deposition and lift-off. Vertically growing out of these catalyst circles to a height of about 1 mm, the nanotubes formed cylindrical arrays. To measure the backscattering yield, a forest was placed in a scanning electron microscope and illuminated by the primary beam on its top surface near the center (the electron beam was parallel to the axis of the cylindrical forest). The primary beam and stage currents were measured by a high-precision electrometer while a bias of þ50 V on the specimen ensured that only electrons with more than 50 eV of kinetic energy (which we have defined as backscattered electrons) could escape. The emitted current (the current escaping the specimen into vacuum) was determined based on the primary beam and stage currents and knowing that, in steady state, any electron entering the specimen has to leave either through the stage or into vacuum. The backscattering yield was calculated as the ratio of the emitted current to the primary beam current. Note that, as discussed before, strictly speaking, a small number of high-energy secondary electrons (with a kinetic energy >50 eV) are also naturally included in this "backscattering" current, and that is why we have also included them in the simulations in order to have a fair comparison. The experiment was performed at different values of the primary beam energy. For more details, see Refs. 21 and 68.
In all cases, the backscattering yield increases with decreasing incident energy in the sub-keV range. This is a well-established behavior for low-Z materials and is opposite to the case of high-Z media where the backscattering yield declines with incident energy below a few keV. Interestingly, the experimental data for the MWCNT forests show a much steeper rise compared to the Z ¼ 6 materials in the sub-keV range. This trend is well predicted by our study, with simulations employing the NISTelaFit model for elastic scattering and the effective-q approximation for inelastic scattering showing the best agreement with the forest data. Above $5 keV, the backscattering yield is known to reach a plateau, which is also observed in the present results and the empirical expressions. However, the plateau range in the forest data extends over a rather limited energy range because of possible escape of electrons from the side-walls of the sample (as discussed elsewhere 68 ). The latter effect results in the increase of Y for sufficiently high beam energies. The data of Fig. 5 agree with the experimentally observed onset of the sidewalls escape effect in the forest data at $10-15 keV, where the lateral penetration of the beam becomes comparable to the radius of the forest. The additional simulations carried out for the geometry used in the forest experiments (and also shown in Fig. 8 with broken lines) , clearly confirm the effect of the finite lateral dimensions of the forests on the backscattering yield measured in those experiments. In fact, at the highest beam energy used in the experiments (20 keV), our simulations predict an (average) lateral penetration for all elastic models of $250 lm, which coincides with the forest radius. As a result, the contribution of the sidewalls escape electrons dominates over that of the "true" backscattering electrons, and all models predict roughly the same backscattering yield ($0.5). The lower yield ($0.3) measured at 20 keV can be explained by the fact that, experimentally, not all sidewalls escape electrons are counted. In these experiments, the backscattering yield was inferred by measuring the electron current that goes through the specimen stage. Then, using charge neutrality and knowing the primary beam current as well, it was determined how many electrons escape. So, some of the electrons escaping from the sidewalls could still have a forward momentum which would make them hit the silicon substrate and go through the specimen stage and thus not be counted as backscattered. 21 With respect to the inelastic models (not shown in Fig. 8 for clarity), the backscattering yield as a function of beam energy for both the optical approximation and the Tougaard universal function exhibits the same trend as the effective-q approximation. However, the plateau value for the optical approximation, which predicts a smaller energy-loss rate, is $30-40% higher whereas for the Tougaard model, which predicts a higher energy-loss rate, is $10-20% lower. These results are in accord with the Vicanek-Urbassek backscattering theory 69 whereby the higher the energy-loss rate the smaller the backscattering yield for the same elastic scattering model.
IV. CONCLUSION
A Monte Carlo model of electron trajectories in MWCNT materials is presented using state-of-the-art scattering cross sections based on an analytic parameterization of the Mott cross sections of NIST and an optical-data model dielectric response function with a full dispersion. We show that, depending on the approximations used to compute elastic and inelastic electron scattering cross sections, penetration and backscattering characteristics may vary by typically 20-40% for beam energies relevant to SEM irradiation. The present simulations confirm the steep increase of the backscattering yield at sub-keV energies in recent experimental data on MWCNT forests, as well as the effect of the sidewalls escape of electrons at high beam energies. The ability of our Monte Carlo model to predict the experimental backscattering data of the forest of aligned MWCNTs over a broad energy range is considered to be a testimony to its generality and predictive power. Nevertheless, for small-size samples with internal ordering or for individual thin MWCNTs, the effect of inhomogeneity and anisotropy should be explicitly considered. Furthermore, as discussed, improvements on the scattering models below $200 eV would be necessary for more reliable simulations at ultralow beam energies and especially for secondary emission applications not considered here.
