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Abstract 
In this thesis three recurrent neural networks have been exploited for the 
redundant manipulator inverse kinematics and inverse dynamics computation. 
The first one is called Lagrangian network, which is enhanced from the two-
layer network in [22], can minimize the joint torques weighted by inertia inverse 
in redundant manipulators. The second one is called Primal-Dual network 1, 
which is extended from the recurrent neural network in [28], can compute the 
bounded least squares joint velocities and the bounded minimum joint torques 
weighted by inertia inverse of redundant manipulators. The third one is called 
Primal-Dual network 2，which is presented in [29], can generate the minimum 
infinity-norm joint velocities and joint torques for redundant manipulators. 
The redundancy resolutions of manipulators are obtained on-line by solving 
corresponding linear programs or quadratic programs using the proposed re-
current neural networks. The minimum inertia inverse weighted joint torques 
are obtained by solving a quadratic program subject to equality constraints. 
The bounded least squares joint velocities and the bounded minimum iner-
tia inverse weighted joint torques are obtained by solving quadratic programs 
subject to equality and inequality constraints. The minimum infinity-norm 
redundancy resolutions are obtained by solving linear programs subject to 
equality and inequality constraints. 
The development and architectures of these three recurrent neural networks 
are given. They are proven asymptotically stable, and convergent to the exact 
ii 
optimal solutions of corresponding optimization problems without any penalty 
parameter which makes them superior to other penalty parameter based neural 
networks for solving optimization problems. The effectiveness of the proposed 
recurrent neural networks for manipulator redundancy resolution computation 
is demonstrated by computer simulations. The complexity of the neural net-
works is also analyzed, which helps us to assess the implementation cost of the 
neural networks. The complexity analysis also shows that the Primal-Dual net-
work 2 approach to infinity-norm joint velocity minimization has substantial 
reduction of cost of implemetation compared with the two networks approach 
in [25]. Realized by dedicated hardware, the proposed neural networks can 
compute solutions in microseconds of time which cannot be achieved by most 
digital computers, and are therefore suitable for real-time inverse kinematics 
and inverse dynamics computation of redundant manipulators. 
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1.1 Redundant Manipulators 
Redundant manipulators are those having more degrees of freedom than 
required to perform a specific task. Figure 1.1, for example, shows a four-link 
planar rotary manipulator which has four degrees of freedom, and its end-
effector is to move in x — y plane only which takes up two degrees of freedom. It 
is therefore a redundant manipulator with two degrees of freedom redundancy. 
In comparison to the nonredundant manipulators, the redundant manipula-
tors, in addition to execute the desired end-effector task, can achieve many 
sophisticated subtasks such as obstacles avoidance [1], joint limits avoidance 
2], singularity avoidance [3], and various performance criteria optimization in-
cluding kinetic energy [4], total energy consumption of actuators [5], and local 
joint torque [6]-[10]. See [11] for a review of the conventional applications of re-
dundant manipulators. Another application which has been explored recently 
is fault tolerance [12]-[14]. Due to its versatility in practical applications, the 
redundant manipulator has drawn both academic and industrial interest for 
many years. The control of redundant manipulators is one of appealing areas 
in robotic research for long time. 
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Figure 1.1: Four-link redundant manipulators. 
1.2 Inverse Kinematics of Robotic Manipula-
tors 
In robotic motion control the inverse kinematics problem, namely, to find 
the joint motion for a given end-effector task, is one of vital and challenging 
issues, and is more difficult for redundant manipulators where usually have 
infinite number of joint configurations which achieve a specific end-effector 
task. 
The end-effector position and orientation in Cartesian space is related to 
the joint space through a forward kinematics equation: 
r = m, (1.1) 
where r G 3¾^ defines the position and orientation of the end-effector in the 
Cartesian space, 0 e 况打 is the joint variable, and / ( . ) is a continuous nonlinear 
function with known structure and parameters for a given manipulator. The 
inverse kinematics problem is to find the joint variable 0 for given position and 
2 
orientation of the end-effector r through the inverse mapping of (1.1): 
没 二 厂 卞 ) . (1.2) 
Unfortunately, (1.2) is usually difficult to solve due to the highly nonlinearity 
o f / ( . ) . 
The inverse kinematics problem of manipulators is usually solved at velocity 
level where the end-effector velocities and the joint velocities have a linear 
relationship. Differentiating (1.1) with respect to time yields the linear relation 
between the joint velocity ^ and the Cartesian velocity r: 
J(0)0 = r, (1.3) 
where J(0) E ^^xn jg the Jacobian matrix and defined as: 
• = 警 (1.4) 
Differentiating (1.3) with respect to time yields the relation between the 
joint acceleration 0 and the Cartesian acceleration r: 
J{0)0 = r - j{0)0, (1.5) 
where j{9) G 5R^ ^^  is the time derivative of the Jacobian matrix. 
Thejoint motion for a specific end-effector task may be obtained by solving 
either equation (1.3) or (1.5). By solving equation (1.3) with given end-effector 
velocity r and initial arm configuration ^(0), thejoint velocity 0 is obtained and 
taking integration on it gives the required joint displacement 9 at each instant. 
By solving equation (1.5) with desired end-effector acceleration r and initial 
arm conditions ^(0) and ^(0), the joint acceleration 0 is found and integrating 
3 
them gives the joint velocity 6 which being taken the second integration also 
results in the required joint displacement 6 at every instant. 
1.3 Inverse Dynamics of Robotic Manipula-
tors 
Besides the inverse kinematics, the inverse dynamics is another appealing 
issue in robotics research since actuators are actually controlled by specifying 
the joint torques. Studying the joint torques enables a more direct control on 
actuators than studying the joint velocities and the joint accelerations. Similar 
to the inversion problem at kinematic level, the inverse dynamics problem is 
aimed to find the required joint torques of manipulators for tracking a desired 
end-effector trajectory. 
It is well known that the joint torque r of a manipulator can be expressed 
as [6]: 
T = H[0)§ + c[e,d)+g(e) , (1.6) 
where H{0) e 况“父几 jg ^he positive definite inertia matrix, and c{9,6) e 况几 
and g{9) e 於几 are components of the torque depending on Coriolis, centrifugal 
and gravity forces, respectively. 
Equation (1.6) relates the joint torques to the joint accelerations. However, 
the joint torques can also be related to the end-effector accelerations [15], which 
is more desirable in our study. Inverting (1.6), we have the joint accelerations 
for given joint torques: 
e = H-'{r-c-g). (1.7) 
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Substituting (1.7) into (1.5), thejoint torques can be related to the end-effector 
accelerations as: 
JH-^r = J H - \ c + g ) ^ r - j O . (1.8) 
Equation (1.8) can be simplified by introducing two terms rV = JH~^{c + 
g) + f — jO and Jj = JH_i. Hence, we have a linear equation describing the 
relation between the joint torques and the end-effector accelerations: 
JrT = rV- (1.9) 
The required joint torques for tracking a desired end-effector trajectory are 
obtained by solving equation (1.9) with given end-effector accelerations f and 
initial arm conditions ^(0) and ^(0). 
1-4 Redundancy Resolutions of Manipulators 
When a robot is nonredundant, the Jacobian matrix J is square. The 
inverse kinematics and the inverse dynamics solutions can be easily determined 
by multiplying the inverse Jacobian matrix J—i to equations (1.3) and (1.5), 
and (1.9), respectively, if the Jacobian matrix is nonsingular. 
However, in redundant manipulators, the Jacobian J is an m x n matrix. 
Equations (1.3), (1.5) and (1.9) are underdetermined since m < n, and hence 
they admit infinite number of solutions. In this situation, in order to obtain the 
optimal redundancy resolutions we have to use an optimization measure which 
allows us to determine a generalized inversion matrix. 2-norm or weighted 
2-norm is the most popular optimization criterion. Whitney [4] suggested 
solving the redundancy by minimizing the weighted 2-norm ofjoint velocities. 
5 
The redundnacy resolution is then obtained by solving the following quadratic 
program: 
minimize ^6^W0 � 
2 (1.10) 
subject to J9 = r, 
where W is a positive definite weighting matrix. He obtained the optimal 
solutions for joint velocities by using the Lagrangian optimization method: 
e = W-^J^{JW-^J^)-H. (1.11) 
If W is selected to be the identity matrix I, the joint velocities (1.11) locally 
minimize the 2-norm of joint velocities; i.e., it gives the least squares joint 
velocities, and the minimum joint velocities become: 
e = J+r, (1.12) 
where J+ is the Moore-Penrose pseudoinverse given by: 
J+ = JT(JJT)-1, (1.13) 
if the Jacobian matrix J is full rank. If W is set to be the inertia matrix H, 
the joint velocities (1.11) minimize the local kinetic energy. 
At dynamics level, Hollerbach and Suh [6] presented the Null-Space (NS) 
algorithm that instantaneously optimizes the joint torques using the null space 
of Jacobian such that all the joint torques are placed closet to the mid-points 
between the upper and lower joint torque limits. The redundancy resolution 
6 
at torque level resulted from the NS algorithm is: 
r = HJ+{JO - r) + c + g + H[H{I — J+J)]+— = ^ , (1.14) 
Ju 
where r+ G 况几 and r~ G 况"a r e the upper and lower joint torque limits 
respectively. If the magnitudes of the upper and lower joint torques are the 
same, the NS algorithm is equal to locally minimize the 2-norm ofjoint torques. 
The NS algorithm, however, was found exhibiting instabilities for a long-
range motion. Many researchers have attempted to formulate other joint 
torque optimization schemes to eliminate the instability problem. For example, 
Suh and Hollerbach [7] developed a global torque optimization technique using 
the calculus of variation, which results in globally stable and optimal solutions. 
However, the global optimization technique requires intensive computation and 
thus is not suitable for real-time motion control. Kang and Freeman [8] pre-
sented the Null Space Damped Joint Torque Minimization (NDJTM) method 
in which the local joint torques are stabilized by damping forces generated 
from appropriate null space. Unfortunately, a systematic procedure to select 
the damping gain for optimal performance was not found. Ma [9] proposed a 
balancing scheme in which the solution of local joint torque minimization is 
balanced against the solution of joint velocity minimization through a weight-
ing factor. The introduction of the solution of joint velocity minimization in 
the approach prevents a manipulator from building up high joint velocities, 
and hence results in stable arm motion. Nedungdi and Kazerouinian [10] pre-
sented an approach that locally minimizes the joint torque weighted by inertia 
inverse, which corresponds to global kinetic energy minimization and the local 
solutions therefore are optimal and stable. 
Besides the 2-norm or the weighted 2-norm, there are other vector norms 
can be used for optimization criteria such as infinity-norm, which may be 
7 
more desirable in some situations. The minimization of 2-norm or weighted 
2-norm of joint velocities or joint torques minimizes the sum of squares of 
the components of the joint velocities or the joint torques, which does not 
necessarily minimize the magnitudes of individual component. It is used as 
the optimization criterion in many robotics applications more often because 
mathematically tractable than physically desirable [16]. The minimization 
of the infinity-norm of joint velocities or joint torques, however, minimizes 
the largest component in magnitude. Moreover, the minimization of infinity-
norm of joint velocities or joint torques enables a better direct monitoring and 
control of the magnitude of individual component than that of 2-norm [25]. It 
is therefore more desirable in the situation where low individual joint velocity 
or jont torque is of primary concern. 
If infinity-norm is used as the optimization criterion, the redundancy reso-
lution at kinematics and dynamics level are obtained by solving, respectively, 
the following constrained optimization problems: 
minimize 0 00 
. (1-15) 
subject to JO = r, 
and 
minimize r 00 
(1.16) 
subject to JrT = fV-
In this study, both the weighted 2-norm and the infinity-norm will be used 
as the optimization criteria for computing the redundancy resolutions of ma-
nipulators. 
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1.5 Motivation of Using Neural Networks for 
these Applications 
We may solve either equations (1.3) and (1.5) or the constrained optimiza-
tion problems (1.10) and (1.15) to obtain the inverse kinematics solutions of 
redundant manipulators. Similarly, for the inverse dynamics solutions of re-
dundant manipulators, we may obtained them by solving either equation (1.9) 
or the constrained optimizations problems (1.16) and (2.10). However, solving 
these systems of linear algebraic equations is very time-consuming due to the 
need for computing the time-varying generalized inversion matrices. The alter-
native method of solving time-varying constrained optimization problems by 
numerical methods is generally computational intensive as well. The require-
ment of real-time solution in sensor-based robotic systems further requests an 
efficient method for the inverse kinematics and the inverse dynamics compu-
tation of redundant manipulators. For such real-time application, when the 
solution is to be obtained within a time of the order of a hundred nanosec-
onds, a digital computer which computing the solution in milliseconds cannot 
comply with the desired computation time. Neural networks with massively 
parallel distribution nature and realized in analog electronic circuits are at-
tractive approach for such on-line application. 
1.6 Previous Work for Redundant Manipula-
tor Inverse Kinematics and Inverse Dy-
namics Computation by Neural Networks 
In recent years, neural network approaches have been developed for the 
redundancy resolution of robot manipulators at kinematics and dynamics lev-
els; e.g., [18]-[23]. In [18] Tanaka et al. proposed an approach that uses a 
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Cerebellar Model Articulation Controller (CMAC) network with an iterative 
updating scheme to find the minimum 2-norm kinematics solutions. Kim and 
Yoon [19] presented a scheme that trains a feedforward network to learn the 
inverse kinematics relation with the redundancy is used for the manipulability 
optimization. In [20] Lee and Kil developed a neural network-based gradient 
descent approach to solving the manipulator inverse kinematics problem. This 
approach is based on training a neural network to learn forward kinematics 
mapping and then using the trained network to provide an estimate of the 
Jacobian or its transpose. Wu and Wang [21] proposed a recurrent neural 
network to compute the puesdoinverse then using it to obtain the redundancy 
resolutions. Wang et al. [22] presented a two-layer recurrent neural network 
to solve the quadratic program (1.10) to directly obtain the inverse kinematics 
solutions which minimize the 2-norm of joint velocities. 
For inverse dynamics of redundant manipulators, Ding and Chan [23] sug-
gested a neural network approach that incorporates the Tank-Hopfield (TH) 
network [24] into the NS algorithm to obtain the redundancy solutions that lo-
cally minimize joint torques. The TH network, however, carries finite penalty 
parameters which must be very large or they could reduce the accuracy of the 
solutions. Also, the implementation of the large penalty parameters is difficult 
in practical realization. 
A few work has been done for finding redundancy resolution of manipula-
tors through infinity-norm minimization by neural networks. Ding and Wang 
25] proposed a scheme that decomposes the minimum infinity-norm joint ve-
locities into two parts and uses two recurrent neural networks to find the solu-
tion for each part, respectively. In [26] Ding and Tso formulated the minimum 
infinity-norm torque redundancy resolution in terms of pseudoinverse J+, and 
suggested using the TH network to compute the pseudoinverse then obtaining 
10 
the minimum infinity-norm torques. 
1.7 Advantages of the Proposed Recurrent Neu-
ral Networks 
In this thesis, we apply three recurrent neural networks to solving three 
types of constrained optimization problems to obtain the inverse kinematics 
and inverse dynamics problems of redundant manipulator in real-time. Com-
pared with other penalty parameter based neural networks for solving opti-
mization problems such as TH network where the penalty parameters must 
be very large or the accuracy of the solution is reduced a lot, the proposed 
recurrent neural networks are asymptotically stable and convergent to the 
optimal solutions without any penality parameter. Also, compared with the 
feedforward supervised training neural networks, the proposed recurrent neural 
networks eliminate the need for training. 
1.8 Contribution of this work 
In this thesis, we extend the two-layer recurrent neural network presented 
in [22], which is used to solve least squares problems, to resolve the minimum 
inertia weighted joint torques. The extended neural network is called the 
Lagrangian network, which is shown in terms of joint torque stability and 
magnitude, to outperform the approach presented in [23] which computes the 
minimum joint torques through NS algorithm with the TH network. 
Moreover, in all mentioned work, the physical limits of the actuators such 
as the velocity limits and the torque limits have not been considered in the 
problem formulations. The computed inverse kinematics and the inverse dy-
namics solutions may exceed the actuator limits, and hence causing nonlinear 
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saturation, which in turn reduces tracking accuracy. In this work, we develop 
a recurrent neural network named Primal-Dual network 1, which is modified 
from the neural network presented in [28] in the way that it is extended to be 
able to solve quadratic programs with bounded constraints, and hence it can 
resolve the redundancy resolutions of manipulators with guarantee of never 
exceeding the actuator limits. 
Also, we apply the recurrent neural network in [29] to solve a pair of pri-
mal and dual linear programs which result in redundancy resolutions with 
the infinity-norms being minimized at both kinematics and dynamics levels. 
We rename the neural network as the Primal-Dual network 2, which asso-
ciates with an improved problem formulation that transforms the minimum 
infinity-norm minimization problems into a linear program, is shown having 
network complexity reduction comparing with the approach in [25] in which 
the minimum infinity-norm solutions are decomposed into two parts and uses 
two neural networks to obtain the solution of each part. Compared with the 
TH network approach to finding the minimum infinity-norm joint torque solu-
tions in [26], the Primal-Dual network 2 is guaranteed converging to the exact 
optimal solutions without any penalty parameter. 
1.9 Organization of this thesis 
The rest of this thesis is organized as follows. Chapter 2 formulates the 
constrained optimization problems that result in minimum unbounded and 
bounded redundancy resolutions under 2-norm or weighted 2-norm minimiza-
tion, and transforms the minimum infinity-norm problems to linear programs 
that result in the inverse kinematics and the inverse dynamics solutions which 
locally minimize the maximum component in magnitude. The dynamic equa-
tions and architectures of the recurrent neural networks are developed and de-
12 
scribed in Chapter 3. The global convergences of the recurrent neural networks 
are studied in Chapter 4. Performance of the neural networks for computing 
the redundancy resolutions is demonstrated by extensive computer simulations 
and the complexity of the neural networks are compared in Chapter 5. Chap-





In this work, we resolve the redundancy resolutions of manipulators through 
local optimization, which is suitable for on-line computation. The local opti-
mization is achieved by solving constrained optimization problems, which min-
imize different norms of decision variable. In this chapter, we formulate two 
constrained optimization problems, which could determine the bounded least 
square, and the minimum infinity-norm joint velocities of redundant manip-
ulators, respectively. Also, another three constrained optimization problems 
are formulated to determine the minimum unbounded and bounded weighted 
2-norm, and the minimum infinity-norm joint torques of redundant manipu-
lators, respectively. These constrained optimization problems will be shown 
that can be effectively solved by the neural networks developed in Chapter 3. 
2.1 Constrained Optimization Problems for In-
verse Kinematics Computation of Redun-
dant Manipulators 
2.1.1 Primal and Dual Quadratic Programs for Bounded 
Joint Velocity Minimization 
From Chapter 1 we know that the least squares inverse kinematics solu-
14 
tions of redundant manipulators may be determined by solving the quadratic 
program (1.10) with the weighting matrix W being selected to be the identity 
matrix I. Furthermore, if the joint velocity limits are also taken into account, 
the bounded least squares joint velocities may be determined by solving the 
following quadratic program subject to linear equality and bound constraints: 
minimize \6^W0 
subject to JO = 7^  (2.1) 
t < 0 < 如， 
• • • • 
where 0~, 0^ G 况几 and 0~ < 0^ are the lower and upper joint velocity limits, 
respectively, and the weighting matrix W is equal to the identity matrix 1. 
By the dual theory [27], the primal quadratic program (2.1) has the follow-
ing dual quadratic program: 
maximize r^ — ^9^W9 — uT9~ + vTO^ 
. 2 (2.2) 
subject to WO — jTyi + ui — Vi = 0, 
where yi G 况爪,and ui, vi G 况几 are dual decision variables. 
2.1.2 Primal and Dual Linear Programs for Infinity-
norm Joint Velocity Minimization 
We may obtain the minimum infinity-norm joint velocities of redundant 
manipulators by solving the constrained optimization problem (1.15). How-
ever, it can be transformed to a linear program, which could be effectively 
solved by the Primal-Dual network 2 developed in Chapter 3. 
We now convert the infinity-norm minimization problem into a linear pro-
gram. For a vector x = [x1,x2,..., Xn]^ G 况几，with T denotes the transpose 
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operator, its infinity-norm ||z||oo is defined as: 
|x||oo 二 max{|a;i|, |rr2|,..., \xn\}, (2.3) 
= m a x eJx , (2.4) 
l<J<n 3 
where | . | denotes the absolute value of the component, and ej G 况几 is the 
j—ih column of the identity matrix. 
The constrained optimization problem (1.15) can be reformulated to a lin-
ear program as follows. Let the objective function in (1.15) be: 
Si = max e^6 . (2.5) 
1<3<n ^ 
The infinity-norm optimization problem (1.15) is then equivalent to: 
minimize Si, 
subject to \eJe\ < 5i, (2.6) 
J{6)0 = r. 
The minimization of the infinity-norm ofjoint velocities for redundant ma-
nipulators can thus be transformed to the following linear program subject to 
inequality and equality constraints: 
minimize 5i, 
1 \-I In]「力]k 
subject to > , 
I In Si — 0, (2.7) 
L r ， L • 
r 1 b 
J{p) 0^ = t 
L J卜1 
where 4 = [1,1, . . . , 1严 G 况"，I G 况似几 is the identity matrix, 0爪 G 况爪 and 
16 
On G 况"are null vectors. 
Rewrite (2.7) in a standard matrix form, we have 
minimize cfy2, 
subject to A1y2 > bi, (2.8) 
A2y2 = b2, 
• ^ 「 一 
where ^ i 二 ] “ G ^2nx(n+i), ^^  = � “ G 况 2 � 成 = L � J ^ 
I In On L J 
_ J ^ � 
0 
^mx(n+l),知=令 ^ ^m^ Ci = [0, 0, . . . , 0, l f E U^+\ V2 = G 况时工. 
<5l 
By the dual theory [27], the dual linear program corresponding to the 
primal linear program defined in (2.8) is 
maximize 6^z25 
subject to Ajzi + A2Z2 二 Ci, (2.9) 
Zi > 0, Z2 unrestricted, 
where zi G 3¾^ ^ and Z2 G 3¾^ are dual decision variables. 
2.2 Constrained Optimization Problems for In-
verse Dynamics Computation of Redun-
dant Manipulators 
2.2.1 Quadratic Program for Unbounded Joint Torque 
Minimization 
It is shown in [10] that the local optimization of joint torques weighted 
by inertia inverse results in redundancy resolutions with global characteristics 
including stability. These minimum joint torques are given by the following 
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quadratic program subject to linear equality constraints: 
minimize \r^H~^T , � 
2 (2.10) 
subject to JjT — iV, 
where H~~^  denotes the inertia inverse of a robotic manipulator. 
2.2.2 Primal and Dual Quadratic Programs for Bounded 
Joint Torque Minimization 
If the joint torque limits are taken into account, the minimum bounded 
inertia weighted joint torques are determined by solving the following quadratic 
program subject to linear equality and bound constraints: 
minimize |r^i7"^r 
subject to JjT — fV, (2.11) 
T~ < T < T+, 
where � _ , � + G 况” and r— < T+ are the lower and upper joint velocity limits, 
respectively. 
By the dual theory [27], the primal quadratic program (2.11) has the fol-
lowing dual quadratic program: 
maximize rJ — ^r^if"^r — uTr~ + ^;�T+ 
2 2 (2.12) 
subject to H~^T — J^yz + U2 — v2 = 0, 
where y3 G 况爪，and U2,V2 G 况几 are dual decision variables. 
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2.2.3 Primal and Dual Linear Programs for Infinity-
norm Joint Torque Minimization 
Similar to the infinity-norm of joint velocities minimization in redundant 
manipulators, the infinity-norm ofjoint torques minimization in redundant ma-
nipulators is achieved by solving the constrained optimization problem (1.16), 
which may be transformed to a linear program following the procedures in 
previous section. Hence, the linear program for infinity-norm joint torques 
minimization is: 
minimize <^4, 
subject to A^y^ > 63, (2.13) 
^42/4 = b4, 
where 成 = “ ^ “ G ^nx(n+i),知 二 � - G ^2n, • = [ 人 � J e 
I In\ [ 0 , J L J 
^mx(n+i), 64 = Tr G 况爪，Q = [0 ,0 , . . . , 0,1]^ G 况几+丄，y^  = ^ G 况时丄 and 
52 
52 is the objective function of the constrained optimization problem (1.16). 
By the dual theory [27], the dual corresponding to the linear program 
defined in (2.13) is 
maximize 64Z4, 
subject to A^zs + A2Z4 二 C2, (2.14) 
2:3 > 0, z4 unrestricted, 
where z^ e 5R^ ^ and z4 G 3¾^  dual decision variables. 
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Chapter 3 
Proposed Recurrent Neural 
Networks 
In this chapter, we develop three recurrent neural networks, which could 
solve the constrained optimization problems formulated in Chapter 2. They 
are the Lagrangian network, which could solve the quadratic program for un-
bounded joint torque minimization (2.10); the Primal-Dual network 1, which 
could solve simultaneously the pair of primal (2.1) and dual (2.2) quadratic pro-
grams for bounded joint velocity minimization, or solve concurrently the pair 
of primal (2.11) and dual (2.12) quadratic programs for bounded joint torque 
minimization; and the Primal-Dual network 2, which could solve simultane-
ously the pair of primal (2.8) and dual (2.9) linear programs for infinity-norm 
joint velocity minimization, or solve concurrently the pair of primal (2.13) and 
dual (2.14) linear programs for infinity-norm joint torque minimization. 
For the development of the first two recurrent neural networks, we have 
to first figure out the optimality conditions for corresponding constrained op-
timization problems, and hence mapping their optimal solutions to the equi-
librium points of the dynamical equations of the proposed neural networks. 
For the last recurrent neural network, we first define an energy function whose 
minima is given by the optimal solutions for corresponding constrained opti-
mization problems, and hence setting the dynamical equations of the proposed 
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neural network equals the negative gradient of the energy function. 
3.1 The Lagrangian Network 
In [22], Wang et al. presented a two-layer recurrent neural network which 
is shown to successfully determine the least squares joint velocities of redun-
dant manipulators. Although this neural network is for resolving the minimum 
2-norm inverse kinematics solutions of redundant manipulators, it can be ex-
tended to resolve the minimum weighted 2-norm inverse dynamics solutions of 
redundant manipulators. In this section, we follow their approach to develop 
the Lagrangian network which could be used to obtain the minimum joint 
torques weighted by inertia inverse of redundant manipulators. 
3.1.1 Optimality Conditions for Unbounded Joint Torque 
Minimization 
By the classical Lagrange optimization method, the Lagrangian of the 
quadratic program subject to equality constraints described in (2.10) is de-
fined as: 
L{r, A) = \r^H-'T + A^(J,r — r,), (3.1) 
where A G 3R^  is the Lagrangian multiplier vector. 
The problem is now reduced to an unconstrained optimization problem. 
The necessary condition for the minimal solution of this unconstrained opti-
mization problem is found by taking the partial derivatives of L(r, A) with 
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respect to r and A, respectively, and setting them to zero: 
^ ¾ ^ 二 H-'r + J^X = 0, (3.2) 
or 
^ ^ 二 J . r - f V = 0. (3.3) 
OA 
Multiplying (3.2) by - 1 , we have the Lagrangian optimality conditions: 
- i7 "V - jJX 二 0, (3.4) 
JrT - fV = 0. (3.5) 
3.1.2 Dynamical Equations and Architecture 
From the optimality conditions for (2.10), we construct a set of asymptot-
ically stable differential equations such that its equilibrium points map to the 
optimal solutions of (2.10). 
In view of the Lagrangian optimality conditions (3.4) and (3.5), the dy-
namical equations of the Lagrangian neural network are defined as follows: 
f]r 
M i J = - H - ' r - JJA, (3.6) 
M i ^ = ^ T - f V , (3.7) 
where |j,i is a positive scaling constant. Clearly, the equilibrium points of 
system (3.6) and (3.7) satisfy the Lagrangian optimality conditions (3.4) and 
(3.5) and contain the optimal solutions to (2.10). 
Equation (3.6) shows that the symmetric connection weight matrix among 
the output neurons is -H~^. Equations (3.6) and (3.7) show that the connec-
tion weight matrices from the hidden neurons to the output neurons and from 
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:S 
hidden layer output layer 
Figure 3.1: The configuration of the Lagrangian network. 
I • ^^_____^__^ • I 
^=N5)=H^^^^f^^V^^^^C^"WH=^T 
I - A^ I I I /0^  I , 
i + - i 
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I II f 7 ^ ~ ~ ^ I i 
i Neural Network \ 
Figure 3.2: Block diagram for the architecture of the Lagrangian network. 
the output neurons to the hidden neurons are - J ^ and J ” respectively. Fig-
ure 3.1 depicts the configuration of the Lagrangian neural network. Figure 3.2 
shows the block diagram for the architecture of the Lagrangian neural network. 
In this application, the desired acceleration of the end-effector for tracking a 
specified task r is incorporated in iV，which is fed into the neural network and 
the signal of minimum drivng joint torques is generated instanteously at the 
network output. 
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3.2 The Primal-Dual Network 1 
In [28], Xia and Wang presented a recurrent neural network for solving 
linear programs subject to bound constraints based on the duality theory. 
This neural network, however, can be extended to solve quadratic programs 
subject to linear equality and bound constraints like (2.1) and (2.11). In this 
section, we use their approach to develop the Primal-Dual network 1 and its 
dynamical equations, which could simultaneously solve the pair of primal and 
dual quadratic programs such as (2.1) and (2.2), or (2.11) and (2.12) to obtain 
the bounded minimum redundancy resolutions. Similar to the development of 
the Lagrangian neural network, from the optimality conditions for the pair of 
primal and dual quadratic programs, we map the optimal solutions of this pair 
of primal and dual quadratic programs to the equilibrium points of a set of 
asymptotically stable differential equations. 
3.2.1 Optimality Conditions for Bounded Joint Velocity 
Minimization 
Considering the the pair of primal (2.1) and dual (2.2) quadratic programs, 
by the complementary slackness theorem [27], §* and {yl, u ,^ v^) are the opti-
mal solutions to the pair of primal (2.1) and dual (2.2) quadratic programs, 
respectively, if and only if {6*,yl, u{,vl) satisfies 
je* = r, (3.8) 
we* - jTy*i + u{ — v\ = 0’ (3.9) 
r < r < � + , (3.10) 
i^t,< > 0, (3.11) 
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and the following complementary conditions: 
uf{0* - r ) 二 0, (3.12) 
yff^O+ _ o*) = 0. (3.13) 
The complementary slackness theorem indicates that at optimal solution the 
restricted primal variable and its dual constraint cannot be satisfied simultane-
ously and one of these constraints must be zero, or vice versa for the restricted 
dual slack variable and its primal constraint as summarized in equations (3.12) 
and (3.13). Equations (3.12) and (3.13) thus imply that iiO* = � _ , then u{ > 0, 
vl = 0 and hence WO* - J^y{ < 0. Similarly, if 0* 二 和 then u{ = 0, v{ > 0 
and hence WO* - J^y{ > 0. Also, when r < 9* < 和，u{ = v{ 二 0 and 
hence WO* - J^y{ = 0. Therefore equations (3.9)-(3.13) are equivalent to the 
following projection equation: 
p^{6* + we* — jTyi) = e\ (3.14) 
where Q = { � G 况"| (9" < ^ < l9+|, and 化 (句= [ P n { O i ) ,化 (么 )’ . . .，化 ( 1 ^ ) ] , 
for i = 1, 2 , . . . , n, 
/ 
r , if k < 0-
Pn{Oi) = Oi , if r < Oi < e+ 
e+, ii6i > o+. 
\ 
Hence, by solving the following optimality conditions, we have the opti-
mal solutions of the pair of primal and dual quadratic programs defined in, 
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respectively, (2.1) and (2.2): 
JO-r = 0, (3.15) 
e - P n { O ^ W O - J ^ y i ) = 0. (3.16) 
3.2.2 Dynamical Equations and Architecture for Bounded 
Joint Velocity Minimization 
Extending the structure of the neural network presented in [28], we pro-
pose the dynamical equations for the Primal-Dual network 1 for resolving the 
pair of primal (2.1) and dual (2.2) quadratic programs through joint velocities 
minimization as: 
M2^ 二 - [ j ^ ( J ^ - r ) + M i ( ^ , y i ) l , (3.17) at L � 
" 2 ¾ 二 - A U i ( ^ , y i ) - r l , (3.18) 
at L 」 
where ai{9,yi) - 2W0 - J^yi — Wqi{0,yi), qi{0,yi) = P^{0 + WO — 7 ¾ ) , 
/3i = 11^  — q(9, Vi)Wl, and |j,2 is the positive scaling constant. Obviously, the 
equilibrium points of the system (3.17) and (3.18) equal the optimal solutions 
of (2.1) and (2.2). Figure 3.3 shows the block diagram for the architecture 
of the Primal-Dual network 1 for redundant manipulator inverse kinematics 
computation. In this application, the desired velocity end-effector for a specific 
task r is given to the neural network as input and the bounded least squares 
joint velocity 0 is generated at the same time as the output of the neural 
network. 
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Figure 3.3: Block diagram for the architecture of the Primal-Dual network 1 
for redundant manipulator inverse kinematics computation. 
3.2.3 Optimality Conditions for Bounded Joint Torque 
Minimization 
Since the pair of quadratic programs (2.11) and (2.12) is the same as that 
of quadratic programs (2.1) and (2.2) in terms of structure. The Primal-Dual 
network 1 can be applied to solve the pair of primal (2.11) and dual (2.12) 
quadratic programs as well. By using the similar analysis to the bounded 
joint velocity minimization in previous section, replacing the positive definite 
weighting matrix W by the positive definite inertia inverse matrix H_i, the 
Jacobian J by J” the end-effector velocity r by r^, and using the joint torque 
T and 2/3 as the decision variables, we have the optimality conditions for joint 
torque minimization as follows: 
JrT - rV 二 0, (3.19) 
r - P ^ { r + H - ' r - J ^ y s ) = 0, (3.20) 
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where the projection operator is defined as: 
i^(T* + i / - V - J ^ = T * , (3.21) 
w i t h n 二 { T e 况几 I T — < r < T + } , a n d P n { r ) = [ i ^ ( n ) , Pn{r2),...,尸^)(了』， 
for i 二 1, 2, . . . ,n, 
• 
T — , i f Ti < r~ 
Pn{n) = n , i f r - < r , < r + 
r + , i f T i > r + . 
V 
3.2.4 Dynamical Equations and Architecture for Bounded 
Joint Torque Minimization 
With the optimality conditions stated in last section, and using similar 
network structure to (3.17) and (3.18), we propose the dynamical equations 
for the Primal-Dual network 1 for resolving the pair of primal (2.11) and dual 
(2.12) quadratic programs for joint torques minimization as: 
" 3 芸 = — [ j ^ ^ ( j , r — r,) + /32a2(r, 2/3)] , (3.22) 
" 3 ¾ = - M J r q 2 { r , y 3 ) - r r ] , (3.23) 
at 
where a2(r, y3) = 2 F " V - Jjy3 — H-^q2{T, y3), q2{r, ys) = Pn(r + H-W 一 
J^yz), ^2 = Ik — q2{r, y3)Wl ’ and fj,^  is the positive scaling constant. Figure 
3.4 shows the block diagram for the architecture of the Primal-Dual network 1 
for redundant manipulator inverse dynamics computation. In this application, 
the desired acceleration of the end-effector for tracking a specified task r is 
incorporated in r^ -, which is fed into the neural network and the minimum 
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Figure 3.4: Block diagram for the architecture of the Primal-Dual network 1 
for redundant manipulator inverse dynamics computation. 
bounded drivingjoint torques is generated instanteously at the network output. 
3.3 The Primal-Dual Network 2 
In Chapter 2 we transformed the minimum infinity-norm joint velocities 
and joint torques problems into linear programs (2.8) and (2.13), respectively. 
In [29], Xia presented a recurrent neural network for solving a pair of primal 
and dual linear programs like (2.8) and (2.9), and (2.13) and (2.14). In this 
section we follow Xia's approach to develop the Primal-Dual network 2 and 
its dynamical equations to find the infinity-norm minimization solution. First, 
we define a difFerentiable convex energy function. 
3.3.1 Energy Function for Infinity-norm Joint Velocity 
Minimization Problem 
Considering the pair of primal and dual linear programs (2.8) and (2.9), 
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we define the following energy function: 
E1{y2,z1,z2) = ^ {ciV2 - hiz2f+]^wA2y2 - h2w1+^pr^i+Aiz2 - ciwi 
+ J (成2/2)了 {AiV2 -\Aiy2\) + ^zl{z^ — N ) . (3.24) 
The first term in (3.24) is the squared duality gap; i.e., the squared difference 
between the objective functions of the primal and dual linear programs defined 
in (2.8) and (2,9), respectively. The second and third terms are for the equality 
constraints of (2.8) and (2.9), respectively. The fourth and last terms are for 
the nonnegativity constraints of (2.8) and (2.9), respectively. Clearly, the 
energy function (3.24) is convex and continuously differentiable. It can be 
seen that E{y2^ z{^  z^) = 0 if and only if {y^ ^ z ,^ Z2) is the optimal solution of 
the primal and dual linear programs defined in (2.8) and (2.9), respectively. 
3.3.2 Dynamical Equations for Infinity-norm Joint Ve-
locity Minimization 
With the energy function defined in (3.24), we propose the dynamical equa-
tion for the Primal-Dual network 2 solving (2.8) and (2.9) to be defined by the 
negative gradient systems as follows: 
" 4 尝 = - V ^ i ( " 2 , : i , z2), (3.25) 
where |M is a positive scaling constant, and VE1{y2, Zi, Z2) is the gradient of 
the energy function E1{y2,Z1,Z2) defined in (3.24). 
For any column vector ^ , � — |C| = 2(0 — ’ where ( 0 " = (^r.^2,.. - , C f 
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Figure 3.5: Block diagram for the architecture of the recurrent network 2 for 
minimum infinity-norm joint velocities computation. 
and G = m i n { 0 , # The dynamical equation (3.25) can be expanded as: 
lM^ 二 2^/2^ 1(^ 2,2:1,¾) 
= - [ c 1 { c ^ y 2 — blz2) + Al{A1y2)- + Al{A2y2 - h2)l (3.26) 
dzi _ n , 、 
IM~^ 二 Vzi^l(2/2,A,^) 
= - [ ( ^ i ) - + Ai{A^zi + A^Z2 — ci)], (3.27) 
心 
fM~^ 二 Vz^Ei{y2,zi,Z2) 
= - - b 2 { c ^ y 2 - blz2) + A2{Alz1 + Alz2 - ci)]. (3.28) 
Figures 3.5 shows the block diagram for the architecture of the Primal-Dual 
network 2 for minimum infinity-norm joint velocities. In this application, the 
desired velocity of the end-effector for a specified task r is fed into the neural 
network, and the minimum infinity-norm joint velocities are generated at the 
same time in the neural network output. 
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3.3.3 Energy Functions for Infinity-norm Joint Torque 
Minimization Problem 
Since the pair of primal and dual linear programs (2.13) and (2.14) are the 
same as that of linear programs (2.8) and (2.9) in terms of structure. The 
Primal-Dual network 2 can also be used for solving the pair of primal (2.13) 
and dual (2.14) linear programs. We define an energy function with similar 
structure to (3.24) by replacing the matrices ^i, A2,62, Ci with the matrices 
yl3, A4,64, C2, respectively, and using y4, Z3, Z4 as the decision variables. Hence, 
we have the following energy function: 
^2(y4,^3,^4)=臺(4^4 — b^z^Y + -||v44W4 - b4Wl + ^WA^zs + Alz4 — C2||2 
+ ^ {Asy4f {A^y^ — |^32/4|) + \zl{zz - |z3|). (3.29) 
3.3.4 Dynamical Equations for Infinity-norm Joint Torque 
Minimization 
With the energy function (3.29), we propose the dynamical equations of 
the Primal-Dual network 2 for resolving the minimum infinity-norm of joint 
torques as: 
M 5 ^ = -^y^E2{y4,Zz,Z4) 
- - [ c 2 { c ^ y 2 - bJz^) + Al{A^y2)- + Al{A^y2 - 64)], (3.30) 
M s ^ 二 -VzsE2(y4,^,Z4) 
= - [ ( ^ 3 ) " + As{A^zs + Alz4 - C2)l (3.31) 
dz4 
M s ^ = -yz4E2(y4^Zz,Z4) 
=--h{c2y2 - blz4) + A4{Ajzs + A^Z4 - C2)]. (3.32) 
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Figure 3.6: Block diagram for the architecture of the recurrent network 2 for 
minimum infinity-norm joint torques computation. 
where "5 is a positive scaling constant. 
Figure 3.6 shows the block diagram for the architecture of the Primal-
Dual network 2 for minimum infinity-norm joint torques computation. In this 
application, the desired acceleration of the end-effector for a specified task 
r is incorporated in fV which is given to the neural network as input, and 
the minimum infinity-norm joint torques are generated instantaneously as the 
neural network output. 
3.4 Selection of the Positive Scaling Constant 
All three recurrent neural networks developed in previous sections carry a 
positive scaling constant, which is used to scale the convergence rate of the 
neural networks. The scaling constants are shown in Chapter 4 that they do 
not affect the global convergences of the neural networks as long as they are 
positive, i.e, greater than zero. The positive scaling constants should be as 
33 
small as possible as long as the hardware is allowed in order to achieve rapid 
convergence to the steady states of the neural networks. However, for the 
Primal-Dual network 2, we may select this scaling constant with prespecified 
convergence speed. 
In on-line application, it is often required to ensure the neural network 
reach the state in a specified short period of time. We call this prescribed time 
as settling time ts, which means that it is guaranteed that at the moment tg 
the neural network reaches the steady state and remains there ever after. 
Consider a dynamical system: 
C?3? 
A^^ = - V ^ ( x ) , (3.33) 
with the positive scaling constant jj, defined as: 
• 
全（蟹)2, if ^E{x) ^ 0, 
ifi= 彻 (3.34) 
Mmin, Otherwise, 
\ 
where k > 0 and E{x) is an difFerentiable energy function of x. 
The time derivative of the energy function is: 
些 f^Y^ 
dt \ dx / dt 
_ 1 fdEV — -— -'• 
fj, \ dx 
= - k . (3.35) 
Furthermore, if the system (3.33) is asymptotically stable, then 
dE 
~^ = 0, if VE{x) = 0, (3.36) 
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i.e., the system will stay its state when it has reach a local minimum. From 
the above consideration it follows that the energy function decreases linearly 
with respect to time: 
E{x) = E{xo) - kt, (3.37) 
where xo is the initial value vector of the states. If the minimum value of 
the energy function is known at x*, from relation (3.37) we can determine a 
suitable gain k such that the energy function reaches it minimum value in a 
prescribed period of time tg： 




Stability Analysis of Neural 
Networks 
This chapter discusses the stability issue of the proposed neural networks. 
All three neural networks presented in Chapter 3 will be proven asymptoti-
cally stable, which is not affected by the scaling constants as long as they are 
positive; i.e., greater than zero. Also, the equilibrium points of the neural net-
works map to the optimal solutions of corresponding constrained optimization 
problems. 
4.1 The Lagrangian Network 
Theorem 1. The Lagrangian neural network defined in equations (3.6) and 
(3.7) is asymptotically stable if the scaling constant /ii > 0. The equilibrium 
points of the Lagrangian network satisfy the Lagrangian optimality conditions 
(3.4) and (3.5), which result in solutions containing the the optimal solutions 
of the quadratic program (2.10). 
Proof. The Lagrangian neural network may be rewritten as the following 
linear dynamic system in combined form: 
¢/5 
/J^ i~^  = AS; + b (4.1) 
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where aF = (r^, A^), b^ = (0, fV), and 
. = 卜 - 1 - 巧 - . 
Jr 0 
As the system (4.1) is linear, the stability of this type of system is equivalent 
to that of its corresponding homogeneous system; i.e., the system without b. 
Therefore, we only consider the corresponding homogeneous system. Then 
consider the Lyapunov function: 
E{x) = h^x. (4.2) 
Zi 
Differentiating equation (4.2) with respect to time, we get the time derivative 
of the Lyapunov function: 
dE{x) dE{x) dx 
dt dx dt 
= — j F A x 
1^1 
= - - r ^ H ' W . (4.3) 
^1 
Since H is a positive definite matrix [30], which implies H~^ is also a positive 
definite matrix, we have 
dEix) � ， 
" i " ^ < 0 , Vr7^O, VA, and //i > 0. (4.4) 
Therefore, the recurrent neural network defined in (4.1), i.e., the Lagrangian 
network, is asymptotically stable as long as the scaling constant /ii > 0. 
From equations (3.4)，(3.5) and (3.6), (3.7) it is clear that the equilibrium 
points of system (4.1) satisfy the Lagrangian optimality conditions (3.4) and 
(3.5). The Lagrangian network hence resulting in solutions that contain the 
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optimal solutions of the quadratic program (2.10). The theorem is thus proven. 
4.2 The Primal-Dual Network 1 
In this section, we prove the convergence of the Primal-Dual network 1. 
It was shown in Chapter 3 that the Primal-Dual network 1 is applicable to 
determine the bounded least squaresjoint velocities and the bounded minimum 
joint torques of redundant manipulators. Since the applications use the same 
network structure, their stability property are the same. We therefore only 
need to study one of the applications. In this stability analysis, we consider 
the application of Primal-Dual network 1 to bounded joint torque minimization 
and first introduce two lemmas. 
Lemma 1. Let r € ft, y^  6 况爪，then 
[ q 2 { r , y s ) - r f [ H - ^ r - j J y s ] > ||T-g2(r,yz)Wl. (4.5) 
Proof. Since 0 is a convex set, the angle between vectors q2{r, yz) — (r + 
H~^T - J^ys) and r - q2{T, ys) are acute, then the inner product of these two 
vectors give 
te(r, yz) 一 (r + H'^r — J^y3)f[r 一 q2{r, y^)] > 0. (4.6) 
Rearranging (4.6), we have 
te(r,2/3) - rf[H-W - J^ y3] > ||r - q2{r,y3)Wl. 
Lemma 2. Let 竹丁, y^) = ||J,r — fV||2 + /3[g(r, y^) — r]^[^"V — J^ys] for 
r G n, ys G 况、then 0(r, y3) > 0, and 0(r, ys) = 0 if and only if (r, ys) is an 
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optimal solution to the pair of primal and dual problems defined in (2.11) and 
(2.12), and if 0(r, y )^ — 0, then (r, y )^ is an equilibrium point of the system 
defined in (3.22) and (3.23). 
Proof. From Lemma 1，we have [g(r, yz) — r]^[iJ"V - Jl^ yz] > 0, then 
0(r, ys) > 0. Also, 0(r, ys) = 0 if and only if J^r = rV and r == g(r, yz) which 
are the optimality conditions (3.15) and (3.16) for the pair of primal and dual 
problems defined in (2.11) and (2.12). Hence (r, y) is an optimal solution to 
(2.11) and (2.12) if and only if 0(r, yz) = 0. When 4>{r, y )^ = 0, it is obvious 
from (3.22) and (3.23) that (r, y^) makes dr/dt = 0 and dy/dt = 0’ and thus 
(T,ys) is an equilibrium point of the system defined in (3.22) and (3.23). 
Theorem 2. The Primal-Dual network 1 defined in (3.22) and (3.23) is 
asymptotically stable if the scaling constant /i3 > 0, and convergent to the 
optimal solutions of the primal problem and its dual problem defined in (2.11) 
and (2.12), respectively. 
Proof. Let x^ = (r^, yJ) and consider the Lyapunov function: 
V{x) = ^{x-x*f{x-x*), (4.7) 
where x*^ = {r*^,yf), and r*, y* are the optimal solutions for the pair of 
primal and dual problems defined in (2.11) and (2.12), respectively. Differen-
tiating (4.7) with respect to time gives 
- 1T r 1 
,dV{x) r - r * Jj(J,r-rV)+^2C^2(r,2/3) , 
" 3 " ^ = — . (4.8) 
2/3 - y； Jrq2{r, yz)-rr 
_ L • 
Since J^r* = f； and by the duality theorem [27], a pair of primal and dual 
problems has equal optimal objective function value; i.e., r^y^ 一 |r*^i/-V* -
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u f r - + v f r ^ = |r*^iJ"V*, we have 
- M 3 ^ =伪{[『『077了^3* —丑 - 1 丁 * ) + 以 *广—《了—] 
+r*^^-V* + rT(H-ir* — jJy；) + g2(r, ysfiJ^y； - i / " V * ) } 
+0(r,2/). (4.9) 
Using the identity Jjy^ - H~^T* = u^  — v ,^ we obtain 
- M 3 ^ > A{[T+ — q2{r, y,)Yv* + te(r, yz)-厂]了以;} 
+ 0 ( r , y 3 ) + / 3 2 ( r - r * ) ^ - i ( r - r * ) , 
> 0(r, ys) + 02{r - r*fH-'{r - r*), (4.10) 
since both [T+ — q{r, y)]^v* > 0 and [g(r, y) — T~]^u* > 0. 
From Lemma 2, 0(r, ys) > 0, and from the definition /¾ > 0, and H - i is 
positive definite, we have 
/ i 3 ^ < -[^{r,y)^p{r-r*fH-'{r-rn] 
< 0, if 灼 > 0. (4.11) 
Hence, the primal-dual neural network defined in (3.22) and (3.23) is asymp-
totically stable if /i3 > 0. Furthermore, by Lemma 2, the neural network is 
therefore convergent to the optimal solutions of the pair of primal and dual 
problems defined in (2.11) and (2.12). The proof is thus complete. 
Equation (4.11) also implies that the Primal-Dual network 1 is globally sta-
ble as long as the weighting matrix involved is positive definite and the scaling 
constant is positive. Therefore, in the application of Primal-Dual network 1 to 
bounded least squares joint velocities of redundant manipulators computation, 
the neural network is still globally stable because the weighting matrix is equal 
40 
to the positive definite identity matrix I and the scaling constant /i2 is set to 
be greater than zero. 
4.3 The Primal-Dual Network 2 
The convergence of the Primal-Dual network 2 is proven in this section. The 
Primal-Dual network 2 can be applied for infinity-norm minimization of joint 
velocities and joint torques with the same network structure. The stability 
property for these two applications are thus consistent and we only study one 
of these. In this section, we consider the application of Primal-Dual network 2 
to infinity-norm joint torques minimization. First, we introduce two lemmas. 
Lemma 3. Suppose that the function / : D C 3¾^  ~^ 况工 is differentiable 
on a convex set Do C D, Then / is convex on D^ if and only if 
(^ — yf^f{y) < f{z) - m , yy, z e Do (4.12) 
where Vf{y) is the gradient of f{y). 
Proof. First suppose f is convex. Then for all a, 0 < a < 1, by the 
definition of a convex function, we have 
/ ( • + (1 — a)y) < af{z) + (1 — a)f{y), (4.13) 
which implies 
八"叫1:+)—湖口(力-/0/). (4.14) 
By the Mean Value theorem, for a function f is differentiable on interval 
(y,z), there is a ^ = a2; + (1 - a)y such that f{z) - f{y) = (z - yfV(^-
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Hence, the left hand side of the inequality equals 
f(az + ( 1 - a)y) - f { y ) = (a^ + ( l - g ) y - ^ r V ( 0 = — � � � . 
a a 
(4.15) 
As a ^ 0, ^ ^ y, we obtain 
{z-yfVf{y)<f{z)-f{y). (4.16) 
Conversely, suppose that (4.12) holds for all y,z G Do. Setting u = a :^ + 
(1 — a)y for 0 < a < 1, we have 
{z-ufVf{u)<f{z)-f{u), (4.17) 
{y-ufVf{u)<f{y)-f{u). (4.18) 
Multiplying (4.17) by a and (4.18) by (1 - a), respectively, and summing 
the products 
f{u) + {az + (1 - a)y — ufVf{u) < af(z) + (1 — a)f{y). (4.19) 
Since u — az + (1 — a)y, we obtain 
f— + (1 - a)y) < af{z) + (1 - a)f{y), (4.20) 
which implies f is convex. Hence, the lemma is proven. 
Lemma 4. The optimal solutions to the linear programs (2.13) and (2.14) 
are yl, z^ and zl, respectively, if and only if E{w*) = 0. And 
{w* - wfVE{w) < -E{w), (4.21) 
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where v* = (yf, z f , z f f and v = {yJ, z^, zJf. 
Proof. From the definition of the energy function (3.29), it can easily see 
that E{w*) = 0 if and only if w* is the optimal solution of (2.13) and (2.14). 
Also, since E{w) > 0, continuously differentiable for all w and convex, from 
Lemma 1 we have the conclusions of Lemma 2. 
Theorem 3. The Primal-Dual network 2 defined in (3.30), (3.31) and 
(3.32) is globally stable if the scaling constant "5 > 0, and convergent to the 
optimal solutions of the linear programs (2.13) and (2.14). 
Proof. Consider the following Lyapunov function: 
V{w) 二 Uw* — wf{w* - w), (4.22) 
Zi 
where w* = ( y f , z|^, zf^)^ and yl,对，zl are the optimal solutions to the linear 
programs (2.13) and (2.14), respectively. From Lemma 2, we have: 
dV dV fdw\ 1 , , ^r^dw 
"TT 二 "T— - ^ = —iW — W) ~r~ 
dt dw \ dt / yU5 dt 
=> //5^ 二 {w* — wfVE{w) < -E{w) 
< 0, if " 5 � 0 . (4.23) 
since E{w) > 0. Hence, the Primal-Dual network 2 is Lyapunov stable if the 
scaling constant "5 > 0. By LaSalle's invariance principle [31], we know all 
trajectories w{t) will converge to the largest invariant set in the set S: 
S = i^w e 3fpi+m+i I V = 0 } , 
From (4.23)，V = 0 implies w = 0. Thus, the set S is equal to the set of 
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equilibrium points of system defined in (3.30), (3.31) and (3.32): 
1 ^ G 3^3时饥+1 I F 二 o| = |^ ; e 3^n+m+l | ^ 二 g j . 
The Primal-Dual network 2 defined in (3.30), (3.31) and (3.32) is therefore 
convergent to the its equilibrium points. 
From Lemma 2, E(w*) = 0 if and only if VE(w*) = 0. Therefore, w* 
makes w — 0. The equilibrium points of the Primal-Dual network 2 are thus 
the optimal solutions to the linear programs (2.13) and (2.14). 
Since E{w) is continuously differentiable and convex for all w, the local 
minimum is equivalent to the global minimum. The Primal-Dual network 2 
defined in (3.30), (3.31) and (3.32) is thus globally stable if the scaling constant 
fj,5 is positive, and convergent to the optimal solutions of the linear programs 
(2.13) and (2.14). The proof is complete. 
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Chapter 5 
Simulation Results and Network 
Complexity 
In this chapter, computer simulation results are shown to demonstrate 
the effectiveness of the proposed neural networks for inverse kinematics and 
inverse dynamics computation of redundant manipulators. Besides, we will 
show a complexity comparison between the neural networks, which could help 
us to assess the cost of implementation of the neural networks. 
5.1 Simulation Results of Inverse Kinematics 
Computation in Redundant Manipulators 
This section shows the computer simulation results for redundant manip-
ulator inverse kinematics computation by the Primal-Dual network 1 and the 
Primal-Dual network 2, respectively. The Primal-Dual network 1 is shown to 
be capable of generating the bounded least squares joint velocities of redun-
dant manipulators. The Primal-Dual network 2 is shown that it can produce 
the minimum infinity-norm joint velocities of redundant manipulators. Both 
recurrent neural networks will be also shown suitable for on-line computation. 
The simulations are based on a multi-length planar rotary manipulator as 
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shown in Figure 1.1 whose forward kinematics equation is: 
X hci + /2C12 + /3C123 + /4C1234 . 1 � 
= , (5.1) 
y hSl + l2Si2 + 3^^ 123 + 4^^ 1234 
where Si = sin6>i, Su - sin(l9i + 〜)，5123 二 sin(6>i + O2 + 〜)，<^i234 二 sin(6>i + 
O2 + 6>3 + O4); and ci = cos^i, cu = cos(^i + 6>2), C123 = cos(^i + & + ^ ) , 
Ci234 = COs(6'i + 6>2 + 6>3 + 6>4). 
Also, by definition (1.4), its Jacobian J is: 
了 Jii Ji2 Jiz Ji4 , � 
J = , (5.2) 
J21 J22 J23 J24 
where Jn = - { h s i + hsu + /3^ 123 + /4^1234), 
J12 二 —(hsu + ^3^123 + /4^1234), 
Ji3 = -(h^i23 + ^ 4^1234), 
Jl4 = -/4<5l234, 
J21 二 L q + hci2 + /3C123 + /4C1234, 
J22 — kCl2 + l3C123 + /4C12345 
J23 = hCl23 + 4^C1234, 
J24 = Z4C1234. 
5.1.1 Bounded Least Squares Joint Velocities Compu-
tation Using the Primal-Dual Network 1 
In this simulation, a three-link planar rotary manipulator is used to track a 
circular path. The redundant manipulator is with lengths of, respectively, li = 
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l2 = 1 m and /3 = 0.5 m, and the initial arm configuration [|, -|7r, -|7r]^ rad. 
Hence, the forward kinematics equation and the Jacobian are reduced to: 
X hci + /2C12 + /3C123 , � 
= , (5.3) 
y hsi + l2S12 + hSl23 
-{hSl + kSi2 + /35123) -(^2^12 + /35123) -hSl23 , � 
and J = . (5.4) 
hci + /2C12 + /3C123 hc12 + l3C123 hCl23 
The end-effector of the manipulator is to follow a circle of 0.5 m radius, centered 
at (0.8,0.6) m and tracing out counterclockwise in 5 s with zero velocity at the 
beginning and the end of motion. The upper and lower joint velocity limits 
for joints 1-3 are set as 士0.8, 土0.8 and ±0.5 rad/s, respectively. 
The dynamical equations of the Primal-Dual network 1 (3.17) and (3.18) 
are solved by the fourth-order Runge-Kutta method. The scaling constant 灼 
is selected to be 2 x 10_6. 
Figure 5.1 shows the simulation results obtained by using the recurrent 
neural network presented in [22] where the joint velocity limits are not consid-
ered, and by using the Primal-Dual network 1 where the joint velocity limits 
are considered, respectively. The subplots delineate the joint motion profiles, 
joint velocity profiles and the arm trajectories of the manipulator, respectively, 
obtained by these two neural network. In particular, Figure 5.1(c) shows that 
the least squares joint velocities Oi, 62, 0^  which computed by the neural net-
work in presented [22], exceed their limits from t : 2.5 s to t : 2.7 s, from 
t = 3.2 s to t = 3.6 s and t = 2.6 s to t = 3.2 s, respectively. However, the least 
squares joint velocities computed by using the Primal-Dual network 1 shown in 
Figure 5.1(d) are within their bounds in the entire motion. The Primal-Dual 
network 1 is therefore capable of effectively computating the bounded least 
squares joint velocities of redundant manipulators. 
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by the neural network in [22]. by the Primal-Dual network 1. 
Figure 5.1: Simulation results obtained by using the neural networks presented 
in [22] and the Primal-Dual network 1. 
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5.1.2 Minimum Infinity-norm Joint Velocities Compu-
tation Using the Primal-Dual Network 2 
In this simulation, a four-link planar rotary manipulator is to track a planar 
straight line end-effector trajectory with zero initial and final velocity. The arm 
is with lengths of /i = l2 = /3 = 1 m and l4 = 0.5 m, respectively, and initial 
configuration 0{0) = [ - | , |, |, |]^ rad. The desired end-effector velocities 
along the motion are shown in Figure 5.2. 
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Figure 5.2: Desired end-effector velocity profiles. 
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(a) Arm motion trajectories with 2- (b) Arm motion trajectories with 
norm joint velocity minimization. infinity-norm joint velocity minimiza-
tion. 
Figure 5.3: Arm motion trajectories of the redundant manipulator with 2-norm 
and infinity-norm joint velocity minimization. 
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The dynamical equations for Primal-Dual network 2 (3.26), (3.27) and 
(3.28) are solved by using the fourth-order Runge-Kutta method. The positive 
scaling constant //4 is selected by the procedures stated in Section 3.4 with the 
settling time ts being 1 //s. 
Figure 5.3 shows thejoint motion trajectories ofthe redundant manipulator 
with 2-norm and infinity-norm joint velocity minimization, respectively. Fig-
ure 5.4 delineates the transient behaviors of the joint velocities computed by, 
respectively, the neural networks presented in [22] which minimizes the 2-norm 
ofjoint velocities, and the Primal-Dual network 2 which minimizes the infinity-
norm of joint velocities. The four subplots illustrate the joint velocity profiles 
of each joint of the manipulator computed by the 2-norm minimization and 
the infinity-norm minimization of joint velocity vector, respectively. The sim-
ulation results show that joint 2 has the maximum joint velocity in magnitude 
among the fourjoints all over the whole trajectory for 2-norm minimization. It 
is clear that the joint velocity for joint 2 computed by the infinity-norm min-
imization is lower than that computed by the 2-norm minimization over the 
entire trajectory. Moreover, Figures 5.5 and 5.6 show respectively the 2-norms 
and the infinity-norms of joint velocity vectors which are computed by the 
2-norm minimization and the infinity-norm minimization against the motion 
time. It is noted from Figure 5.5 that compared with the 2-norm minimization 
ofjoint velocity vector, the inifinity-norm minimization of joint velocity vector 
results in a 1.2% more 2-norm ofjoint velocity vector on average. The energy 
required for the inifinty-norm minimization of joint velocity vector is therefore 
slightly more than that for the 2-norm minimizaton of joint velocity vector. 
However, it is noted from Figure 5.6 that by the infinity-norm minimization, 
the largest joint velocity in magnitude has a reduction of 13% on average with 
reference to that by the 2-norm minimization. Therefore, with a slight increase 
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Figure 5.4: Joint velocity transient behaviors computed by neural networks 
presented in [22] and the Primal-Dual network 2. 
of the input energy, we can substantially reduce the maximum component of 
joint velocities. 
5.2 Simulation Results of Inverse Dynamics 
Computation in Redundant Manipulators 
This section shows the computer simulation results for redundant manip-
ulator inverse dynamics computation by the Lagrangian network, the Primal-
Dual network 1 and the Primal-Dual network 2, respectively. The Lagrangian 
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network can compute the inertia inverse weighted joint torques of redundant 
manipulators, which are shown outperform those computed by the approach 
presented in [23]. The Primal-Dual network 1 is shown to be capable of gen-
erating the bounded inertia inverse weighted joint torques of redundant ma-
nipulators. The Primal-Dual network 2 is shown that it can produce the 
minimum infinity-norm joint torques of redundant manipulators. The simu-
lations are based on a three-length planar rotary manipulator with lengths 
of li = l2 — /3 = 1 m, masses of rui 二 rri2 — rri3 = 1 kg, and link inertias 
are modeled by thin uniform rods. The forward kinematics equation and the 
Jacobian are (5.3) and (5.4), respectively. The time derivative of the Jacobian 
is: 
_ • 
• • • • • • 
• —(^ iCi + O12C12 + O123C123) —{O12C12 + i^23C23) -^ 123Cl23 , � 
J = . . • . . . . (5.5) 
— (^ l^ l + O12S12 + O123S123) -(^ 12<5l2 + ^ i23<523) -^123<5l23 _ • 
The symmetric and positive definite inertia matrix H is given by: 
Hii H12 Hi3 
H = H21 H22 H23 , (5.6) 
H31 H32 H33 
where Hu = 6 + 4c^  + 2&3 + 2c ,^ 
Hu = i^ 2i = 3 + 2Q2 + 2c:3 + Q3, 
Hu = H31 = 1 + c3 + c23, 
H22 = 3 + 2¾, 
丑23 二 Hs2 = 1 + C3, 
H33 二 1. 
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The nonlinear torque component for Coriolis and centrifugal forces c in equa-
tion (1.6) is given by: 
c = [c1,c2,c3]^, (5.7) 
where c^  = O^NiO, and 
• • 
0 -2S2 - 523 -53 — 523 
Nl = -2S2 — 523 -523 — 2¾ _<^ 3 — «§23 , (5-8) 
—<53 - <523 - 5 3 一 523 - 5 3 — 约 3 • • _ • 523 + 2S2 0 -523 
N2 = 0 0 - 5 2 3 ’ (5.9) 
"«523 —«523 —<523 
_ • • • S3 + S23 53 0 
^3 = S3 S3 0 . (5.10) 
0 0 0 _ • 
5.2.1 Minimum Unbounded Joint Torques Computation 
Using the Lagrangian Network 
In this simulation, the end-effector of the redundant manipulator is to 
follow a straight-line Cartesian path starting and ending with zero velocity, 
and bang-bang type equal and constant accelerations in x and y directions 
of [-0.5, - 0 . 5 f m/s2 for the first half of motion and [0.5, 0.5严 m/s^ for the 
second half of motion. The durations taken vary from 1 to 3 seconds for 
simulating different ranges of motions. The initial states of the manipulator 
are 6>(0) - [ f , - f , - f f rad and ^(0) = [0, 0,0]^ rad/s. 
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Figure 5.7: Simulation results for unbounded joint torque minimization un-
dergone short-range motion, where the movement duration is 1 second. 
The dynamical equations of the Lagrangian network (3.6) and (3.7) are 
solved by using the fourth-order Runge-Kutta method. The positive scaling 
constant f^ is set to be 5 x 10—7. Figures 5.7, 5.8 and 5.9 show, respectively, 
the joint motion trajectories and the joint torque profiles of the redundant 
manipulator for short-range, medium-range and long-range motions obtained 
by the Lagrangian network and the neural network approach presented in [23 
which incorporates the TH network to the NS alogrithm (THNS approach) 
to determine the least squares joint torques. For short-range movement, it is 
seen from the simulation results in Figure 5.7 that both the Lagrangian net-
work and the THNS approach can provide a stable joint torque. However, the 
peak torque norm obtained from the THNS approach is about 4 Nrn while 
that obtained from the Lagrangian network is about 2 Nm. For medium-range 
and long-range movements, the Lagrangian network outperforms the THNS 
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Figure 5.8: Simulation results for unbounded joint torque minimization un-
dergone medium-range motion, where the movement duration is 2 seconds. 
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Figure 5.9: Simulation results for unbounded joint torque minimization uri-
dergoiie loiig-range motion, where the movement duration is 3 seconds. 
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approach in terms of joint stability. Figure 5.8 shows that in medium-range 
movement the joint torque norm generated by the THNS approach is frus-
trating and its peak value is about 30 Nm while that generated from the La-
grangian network is stable and its peak value is only about 3.5 Nm. Figure 5.9 
shows similar simulation results occur in long-range movement. In long-range 
movement the peak value of the joint torque norm produced by the THNS ap-
proach is about 35 Nm while that produced by the Lagrangian network is just 
about 5 Nm. The Lagrangian network thus outperforms the THNS approach 
in torque optimization of redundant manipulators in terms of joint optimiality 
and stability. 
5.2.2 Minimum Bounded Joint Torques Computation 
Using the Primal-Dual Network 1 
In these simulations, the robot arm configuration and simulated paths are 
the same as that of previous section for the unbounded joint torque compu-
tation, and the desired bang-bang type accelerations are [ -2 , -2 ]^ m/s^ for 
the first half of motion and [2, 2严 m/s^ for the second half of motion. The 
duration taken for the simulations are 2 seconds. The upper and lower joint 
torque limits for joints 1 - 3 are set at ±11, 士8, and ±5 Nm, respectively. 
The dynamical equations of the Primal-Dual network 1 (3.22) and (3.23) 
are solved by using the fourth-order Runge-Kutta method. The positive scaling 
constant ^3 is selected to be 2 x 10_8. 
Figure 5.10 shows the simulation results obtained by using the Lagrangian 
network which do not consider the joint torque limits, and the Primal-Dual 
network 1 which takes account the joint torque limits, respectively. The simu-
lation results show that the driving joint torque computed by the Lagrangian 
neural network for joint 1 is beyond the torque limit from t = 0.5 s to t 二 1 s 
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Figure 5.10: Simulation results obtained by using the Lagrangian network and 
the Primal-Dual network 1. 
and from t 二 1.3 s to t = 2 s, and that forjoint 2 exceeds the torque limit from 
t = 0.58 s to t = 1 s. However, the computed driving joint torques using the 
primal-dual neural network are always within the joint torque limits all over 
the motion. The Primal-Dual network 2 can therefore effectively generate the 
bounded minimum joint torques. 
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5.2.3 Minimum Infinity-norm Joint Torques Computa-
tion Using the Primal-Dual Network 2 
In this simulation, the three-link planar manipulator is to track a straight-
line Cartesian paths starting and ending with zero velocity, and bang-bang type 
equal and constant accelerations in x and y directions of [—0.5, —0.5]^ m/s^ 
for the first half of motion and [0.5,0.5]^ m/s^ for the second half of motion. 
The durations taken is 2 seconds. The initial states of the manipulator are 
6>(0) = [f, f , - | f rad and ^(0) = [0,0, Of rad/s. 
The dynamical equations (3.30), (3.31) and (3.32) are solved by using the 
fourth-order Runge-Kutta method. The positive scaling constant /i5 is selected 
by the procedures stated in Section 3.4 with the settling time tg being 1 ^s. 
Figure 5.11 shows the joint motion trajectories of the redundant manipu-
lator with 2-norm and infinity-norm joint torque minimization, respectively. 
Figure 5.12 depicts the joint torque transient behaviors against motion time 
computed by neural networks. The three subplots illustrate the joint torque 
profiles of each joint computed by the 2-norm minimization and the infinity-
norm minimization criteria, respectively. The minimum 2-norm solutions are 
computed by the neural network presented in [32]. The simulation results show 
that joint 2 requires the maximum driving torque among the joints over the 
whole trajectory with 2-norm minimization. It is clear that the driving torque 
for joint 2 computed by infinity-norm minimization is lower than that com-
puted by 2-norm minimization over the entire trajectory. It is also noted that 
the drivingjoint torques for joint 1 and joint 2 computed by the infinity-norm 
minimization criterion are almost the same from t = 0 s to t = 1 s in terms of 
magnitude. While from t = 1 s to t = 2 s, the driving joint torques for joint 
1, joint 2 and joint 3 are virtually the same in terms of magnitude, and thus 
the joint loading is evenly shared by the joints during this peroid. Figure 5.13 
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Figure 5.11: Arm motion trajectories of the redundant manipulator with 2-
norm and infinity-norm joint torque minimization. 
shows the infinity-norm of the joint torque vectors which computed by 2-norm 
and infinity-norm minimization, respectively. It is noted that the maximum 
component of the joint torque vectors computed by these two optimization 
criteria has an average of 20% difference. Therefore, by the infinity-norm min-
imization, the largest joint torque in magnitude has a reduction of 20% with 
reference to that by the 2-norm minimization. 
5.3 Network Complexity Analysis 
In order to evaluate the network complexity and to assess the cost of im-
plementation of the proposed neural networks, we analyze the networks us-
ing the analysis presented in [33] in which the neural network complexity is 
compared in terms of the total number of multiplications/divisions and addi-
tions/ subtractions performed per iteration, which relate to number of multi-
pliers and adders required in hardware realization. 
Consider an n-degree of freedom manipulator to perform an end-effector 
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Figure 5.12: Joint torque transient behaviors computed by the neural network 
in [32] and the Primal-Dual network 2. 
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Neural Network Number Number of Number of 
of multiplications additions / subtractions 
neurons per iteration per iteration 
Lagrangian network n + m n{n + 2m) 4n + 3m 
Primal-Dual network 1 n + m n{n + 6m) n[n + 5m + 1) 
Primal-Dual network 2~~3n + m + 1 2n(4n + 5) 4n(2n + 3) 
+4m(n + 1) + 2 +2m(2n + 1) + 8 
Table 5.1: Complexity comparison of neural networks. 
task in an m—dimensional space, the Lagrangian network described by equa-
tions (3.6) and (3.7) contains n + m neurons. It has to perform n{n + 2m) 
multiplications and 4n + 3m additions/subtractions per iteration. 
For the Primal-Dual network 1 described by equations (3.17), (3.18), and 
(3.22), (3.23), it has n + m neurons, and needs to perform n{n + 6m) multi-
plications and n{n + 5m + 1) additions/subtractions per iteration. 
For the Primal-Dual network 2 described by equations (3.26), (3.27), (3.28), 
and (3.30), (3.31), (3.32), it contains 3n + m + 1 neurons, and has to perform 
2n(4n + 5) + 4m(n + 1) + 2 multiplications and 4n(2n + 3) + 2m{2n + 1) + 8 
additions/subtractions per iteration. While the two networks approach in [25 
for resolving the minimum infinity-norm solutions contains 5n + m +1 neurons 
and has to perform 16n(n+l)+2mn+2 multiplications and 8n(n+12)+2m(n+ 
1) + 8 additions/subtractions per iteration, the Primal-Dual network 2 has a 
reduction of 2n neurons and requires 2n(n + 4 ) -2m(n + 2) less multiplications 
and n(8n + 11) — m(3n + 1) - 4 less additions/subtractions, respectively, per 
iteration. The complexity of neural networks is summaried in Table 5.1. 
In hardware realization, specifically, for m = 6 and n = 7, the Lagrangian 
network requires 133 multipliers and 46 adders, the Primal-Dual network 1 re-
quires 301 multipliers and 266 adders, and the Primal-Dual network 2 requires 
656 multipliers and 784 adders. Moreover, in comparison to the two networks 
approach present in [25], with m = 6 and n 二 7, the Primal-Dual network 2 
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has a reduction of 46 multipliers and 333 adders for hardware realization. The 
complexity of the Primal-Dual network 2 is thus much less than of network 
presented in [25] in terms of cost of implementation. 
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Chapter 6 
Concluding Remarks and 
Future Work 
Three recurrent neural networks are applied to inverse kinematics and in-
verse dynamics computation of redundant manipulators in this thesis. They 
are the Lagrangian network, the Primal-Dual network 1 and the Primal-Dual 
network 2. The two-layer recurrent neural network in [22] is extended from 
solving least squares problems to solving weighted least squares problems. 
The enhanced network is called the Lagrangian network, which can compute 
the redundancy resolutions of manipulators, which minimize the joint torques 
weighted by inertia inverse. The recurrent neural network in [28] is modified 
from solving linear program with bounded constraints to solving quadratic 
program with bounded constraints, and is named as the Primal-Dual network 
1. The Primal-Dual network 1 can therefore generate the bounded redundancy 
resolutions of manipulators that minimize the 2-norm of joint velocities, and 
the inertia inverse weighted joint torques. The recurrent neural network in [29 
is applied to obtain the minimum infinity-norm solutions and renamed as the 
Primal-Dual network 2. The infinity-norm minimization of joint velocities and 
torques are transformed to linear programs, which can be effectively solved by 
the Primal-Dual network 2. 
The global convergences of these three recurrent neural networks are sub-
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stantiated by analytical studies. The equilibrium points of the recurrent neural 
networks are proven that they are mapped to the optimal solutions of cor-
responding redundant manipulator inverse kinematics and inverse dynamics 
problems. 
The proposed recurrent neural networks have the following advantages. 
Compared with supervised learning neural networks, the proposed neural net-
works eliminate the need for training. Compared with the penalty parameter 
based neural networks such as the Tank-Hopfield network, the presented neural 
networks are guaranteed converging to the optimal solutions without a finite 
penalty parameters. Compared with the two networks approach to solving 
the minimum infinity-norm joint velocities in [25], the Primal-Dual network 2 
approach has a substantial reduction of network complexity. Because of the 
massively parallel distributed nature, the neural networks realized by dedicated 
hardware such as ASIC can compute the redundancy resolutions in microsec-
onds of time, while the conventional approach of using numerical iteration 
methods implemented by digital computer to find the redundancy resolutions 
can only complete the computation in milliseconds. The proposed approaches 
are therefore more suitable for on-line control of redundant manipulators. 
The effectiveness of these three recurrent neural networks for redundant 
manipulator inverse kinematics and inverse dynamics computation is demon-
strated by use of computer simulations, which advance the development of an 
intelligent robotic system. The future work may thus include realization of 
the recurrent neural networks in analog circuits and applications to industrial 
robots control. Also, effort may be put on generalizing the three recurrent 
neural network approaches to a methodology for designing recurrent neural 
network for inverse kinematics and inverse dynamics problems of redundant 
manipulators. 
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