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ABSTRACT 
Microbes are ubiquitous in virtually all habitats on Earth and affect human life in 
multiple ways, from the health-balancing role of the human microbiome, to the 
involvement of microbial communities in the global nitrogen and carbon cycles. The 
capacity of microbes to survive and grow in diverse environments relates directly to their 
ability to utilize available resources, be they from other microbes or from the 
environment itself. Hence, understanding how the environment shapes the metabolic 
functionality of individual microbes and complex communities constitutes an important 
area of research.  
In the first part of my thesis work, I explored how environmental nutrient 
composition and intracellular transcriptional regulation data can be integrated to provide 
insight into the temporal metabolic behavior of a bacterium through the use of 
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genome-scale stoichiometric modeling approaches (Flux Balance Analysis). Thus I 
developed the method of Temporal Expression-based Analysis of Metabolism (TEAM), 
and applied it to Shewanella oneidensis, a bacterium studied for its important bioenergy 
and bioremediation applications. I found that TEAM improves on previous models’ 
predictions of S. oneidensis metabolic fluxes, and recovers the overflow metabolism that 
has been seen experimentally. This study demonstrated the value of incorporating 
environmental context and transcriptional data for the prediction of time-dependent 
metabolic behavior.  
In the second part of my work, I extended the exploration of microbial 
metabolism from single species to complex communities in order to understand the 
robustness of metabolic functions. Specifically, I implemented novel mathematical 
analyses of metagenomic sequencing data to ask how functional stability of microbial 
communities could ensue despite large taxonomic variability. Upon representing in 
matrix form the metabolic capabilities of all genera found in 202 available metabolic 
ecosystem datasets, I compared the different communities with each other and with 
various randomized analogues.  My results reveal new connections between the 
abundance of an organism in the community and the functions that it encodes.  
Furthermore, I found that genus abundances govern the metabolic robustness of a 
community more than the distribution of genetically encoded functions among the 
community members, suggesting that communities rely largely on ecological interactions 
to regulate their overall functionality.  
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CHAPTER 1:  
BACKGROUND AND INTRODUCTION 
 
1.1 The relationship between microbial metabolism and external environmental 
conditions is ancient and tightly woven. 
 The history of life on Earth has been dominated by the evolution of microbial 
organisms.  Over the course of roughly 3.8 billion years on Earth, they have been 
responsible for developing many of the core metabolic functions that exist among all 
modern organisms and predate the emergence of eukaryotes by approximately 800 Mya 
(Nisbet & Sleep 2001).  Not only are microbes ancient, but they also display incredible 
diversity in the habitats in which they live.  They are capable of thriving in some of the 
most inhospitable environments on the planet, places in which complex life forms would 
never survive (Newman & Banfield 2002).  Some examples include the obligate 
piezophile Pyrococcus CH1, which is able to grow at a pressure of 120 MPa (1,200 times 
atmospheric pressure) in hydrothermal vents (Zeng et al. 2009), and Psychroflexus 
torquis, a psychrophilic bacteria that lives on Antarctic sea ice that can grow at 
temperatures as low as -16°C (Bowman et al. 1998). 
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 Many metabolic functions are thought to have been first developed in microbes, 
especially those involved in energy metabolism, in what has been called the Archean 
expansion (David & Alm 2011).  During the Archean expansion, the rate of evolutionary 
gene birth increased rapidly and has been estimated to account for 26.8% of all modern 
gene families (David & Alm 2011).  Though a causal relationship cannot yet be made 
between the explosion of metabolic functionality and the global changes in the planet’s 
atmosphere and geochemistry, the modern atmosphere has been thought to be almost 
entirely the product of biological metabolic processes (Nisbet & Sleep 2001; David & 
Alm 2011; Falkowski et al. 2008; Newman & Banfield 2002).  The two most important 
of such processes include the global carbon and nitrogen cycles, which have roots in the 
evolution of two of the most prevalent enzymes on the planet: Rubisco and nitrogenase. 
 Rubisco (Ribulose-1,5-bisphosphate carboxylase oxygenase) is a reversible 
enzyme that primarily converts CO2, an inert and thus biologically unusable atmospheric 
gas, into ribulose-1,5-bisphosphate (RuBP).  It constitutes the primary step in the 
incorporation of inorganic carbon into the biosphere, and is closely associated with 
oxygenic photosynthesis, and thus the evolution of cyanobacteria in the oceans (Nisbet & 
Sleep 2001).  The involvement of Rubisco in oxygenic photosynthesis is also attributed to 
the rise of oxygen in the atmosphere more than 3.5 Bya (Nisbet & Sleep 2001; David & 
Alm 2011; Parnell et al. 2010).  Though Rubisco is a relatively inefficient enzyme, it is 
the most abundant protein found on earth (Tabita et al. 2007) and its importance can be 
seen in the rapid proliferation from genomes of archaea to bacteria, eukaryotic algae and 
higher plants (Tabita et al. 2007). 
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 Nitrogen, like carbon, is an element that is required for the creation of all 
macromolecules, yet is found in the atmosphere as N2, a highly inert gas that was created 
primarily through high-temperature reactions in the Earth’s mantle and released into the 
atmosphere through volcanic eruptions (Canfield et al. 2010).  Due to its three molecular 
bonds, gaseous nitrogen is one of the most difficult molecules for biological systems to 
catalyze (Canfield et al. 2010; Raymond et al. 2004).  After the emergence of 
photosynthesis, the enzyme nitrogenase arose, which converts N2 to the metabolically 
useable molecule ammonia (NH3) through the process of nitrogen fixation (Falkowski et 
al. 2008).  Nitrogenase seems to have evolved early in the history of life, most likely in 
aerobic photoautotrophic bacteria, followed by a rapid proliferation into other organisms 
through horizontal gene transfer (Raymond et al. 2004).  Early bacterial nitrogen fixation 
resulted in the deposition of biologically available nitrogen into the Earth’s surface and 
oceans, facilitating the evolution of microbes that were unable to fix nitrogen themselves 
(Canfield et al. 2010; Falkowski et al. 2008).  With carbon and nitrogen now available in 
a form that can be utilized by microbial organisms, the biosphere rapidly expanded into 
new and diverse habitats, further driving speciation and metabolic innovation (Nisbet & 
Sleep 2001; David & Alm 2011). 
 Not only is the close relationship between metabolism and environment manifest 
in enzymatic functionalities that utilize external resources, we also observe this link in the 
molecular structure of the enzymes themselves.  The appearance of metals in the 
enzymatic core of Rubisco (magnesium, or Mg
2+
 (Nisbet & Sleep 2001; Tabita et al. 
2007)) and nitrogenase (molybdenum and iron, or Mo-Fe cofactor (Raymond et al. 2004; 
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Canfield et al. 2010)) suggests that they first arose in hydrothermal vent habitats in which 
the metals in the Earth’s crust and mantle were in direct contact with the oceans in which 
early organisms were found (Nisbet & Sleep 2001).   
 The ancient metabolic innovations and subsequent global nutrient cycles that 
arose over the last four billion years have dramatically transformed the earth.  In the 
Archean Eon before life existed on earth, the landscape was dominated by newly formed 
volcanic rock, ever deepening oceans and an atmosphere devoid of oxygen.  Over billions 
of years, diverse organisms shaped the bare rock to create familiar ecosystems such as the 
forests, grasslands and deserts that exist today, all of which contain vast quantities of 
microorganisms.  Not only do microorganisms exist in all ecosystems on earth, they also 
store massive amounts of nutrients in their biomass to form organic metabolite.  For 
example, prokaryotes are estimated to hold 350-550 Pg of carbon, or between 60-100% 
the amount of carbon stored in plants.  Prokaryotes also store the largest pools of nitrogen 
(85-130 Pg) and phosphorous (9-14 Pg), each respectively ten times more than the 
amount stored in plants (Whitman et al. 1998).  
 
1.2 Systems biology approaches have helped advance our understanding of the 
genome-environment interface. 
The current explosion in high-throughput biological data in the past few decades 
has allowed researchers to study the way in which microbes interact with their 
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surrounding environment from many different angles.  For example, whole genome 
metabolic networks, which encode all known metabolic reactions in a particular 
organism, have been constructed for organisms that have had their genome sequenced 
(Edwards & Palsson 1999; Covert et al. 2001; Oberhardt et al. 2009).  While metabolic 
networks for individual organisms are informed by gene sequence data, genetic 
characteristics of an entire ecosystem can be measured using metagenomics (Wooley et 
al. 2010; Schloss & Handelsman 2005).  In this dissertation, both metabolic network 
models and metagenomic sequencing data will be used to draw conclusions about the 
ways in which microbes interact with their surrounding environment on both an 
individual and community-based level. 
 
Metabolic Models and Flux Balance Analysis.  Flux Balance Analysis, or FBA, 
has been used extensively to model the metabolic behavior of single-celled organisms at 
the genome level, and has been an active area of research for several years (Price et al. 
2004).  By exploiting the assumption that the metabolic activity of a population of cells 
kept under constant conditions in time is at steady-state, and making the hypothesis that 
cells operate close to a metabolic optimum, we can model the growth of organisms under 
defined media using linear programming.  The result of the FBA method is a vector of 
rates (fluxes) through each reaction in the metabolic model that satisfy the stoichiometric 
constraints of mass conservation (flux balance) and act to optimize a linear objective 
function (often the biomass production flux) (Jamshidi & Palsson 2008).  The resulting 
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flux solution depends crucially on the metabolic reaction network that is unique to each 
organism, and on the environmental conditions set by the researcher.   
Many efforts have been dedicated to generalizing the FBA approach and 
integrating it with high-throughput data and additional biological information.  For 
example, dynamic FBA (dFBA) extends FBA temporally to model the growth and 
metabolic behavior of an organism over time (Mahadevan et al. 2002).  Another approach 
called steady-state regulatory FBA (SR-FBA) builds on FBA to include regulatory 
control by imposing a network of Boolean constraints in which one flux regulates the 
behavior of another (Shlomi et al. 2007).  Regulatory information has also been 
incorporated into FBA models by other means.  For example, in the method called 
GIMME (Gene Inactivity Moderated by Metabolism and Expression), the objective 
function is altered so that the flux solution matches most closely experimental expression 
data instead of maximizing growth (Becker & Palsson 2008). In a recent remarkable 
example of expandability and model integration, researchers combined a whole-genome 
metabolic model of Mycoplasma genitalium with 27 other independently-developed 
models of various cellular functions to create a single whole-cell model of the bacterium 
(Karr et al. 2012).  In this framework, FBA plays a key role by modeling the metabolic 
behavior of the cell.  The M. genitalium whole-cell model is the largest and most 
complex of its kind and its completeness enables its use for novel discoveries in cell 
biology.   
 A more comprehensive list of FBA-derived approaches can be found in (Lewis et 
al. 2012).  In general, despite its several known limitations, the FBA approach is elegant 
  
7 
and efficient mathematically, and requires no kinetic parameters. These features make it 
an excellent platform for further expansion, and for large-scale studies. Moreover, as 
explored in the first part of my thesis work, flux predictions obtained through FBA are 
highly dependent on the external metabolites being supplied to the organism, offering the 
opportunity to use FBA as a powerful approach for studying the interface between 
external environmental conditions and internal biological processes. 
 
Metabolic network expansion.  FBA and its many extensions are mostly 
concerned with the simulation of dynamic biochemical reaction networks under a given 
composition of the growth medium.  Other methods instead seek to leverage the 
metabolic network architecture itself to understand how the evolutionary expansion of 
metabolism depends on its prior history and on environmentally available molecules.  
One such method is called network expansion (Handorf et al. 2005).  The network 
expansion algorithm is initialized with a seed set of one or more metabolites. In an 
iterative process, reactions are added to the growing metabolic network if the necessary 
metabolite reactants are in the seed set.  The seed set is then also expanded to include all 
metabolite products from the newly acquired reactions, and this process continues until 
no new reactions can be added. The resulting set of metabolites (the “scope”) is 
comprised of all metabolites that can be utilized internally by at least one reaction in the 
final metabolic network.  One of the fascinating possibilities of this approach, as reported 
by Handorf et al. is that the sequential incorporation of new enzymes into the metabolic 
network during the expansion algorithm may mirror the real sequence of evolutionary 
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metabolic innovations, which implies a deep connection between the history of metabolic 
enzymes and the changing environmental conditions on Earth since life began. 
 
The network expansion algorithm has been used to study the evolutionary 
innovation of specific metabolic pathways.  In a study by Raymond and Segrè, the 
network expansion algorithm was used to measure the effect of O2 on the complexity of 
biochemical networks (Raymond & Segrè 2006).  Using this approach, they were able to 
show that the main branches of the prokaryotic phylogenetic tree had already diverged 
before the appearance of O2 in the atmosphere.  Also, their results support the idea that 
molecular O2 drastically increased the scope of metabolic networks beyond the 
boundaries of networks previously adapted to anoxic environments.  Similarly expanding 
on the idea of a seed set’s scope from Handorf et al., Borenstein et al. performed a 
phylogenetic analysis of 478 species by equating the scope of a species’ seed set with the 
chemical makeup of its environment (Borenstein et al. 2008).  Their analysis of these 
species-specific environments demonstrated that the link between metabolic functionality 
and external environmental factors is strongly encoded in the phylogenetic tree of life. 
 
Metagenomics.  As described earlier, microbes are not only ubiquitously present 
on the earth, but are also vital for all multicellular organisms on which the live, and yet 
we are able to grow and study less than 1% of all microbial organisms in the lab (Wooley 
et al. 2010). The unculturability of the vast majority of microorganisms makes it very 
difficult to understand the ways in which they participate in their respective habitats.  
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Metagenomic sequencing provides a way to skip the previously necessary step of lab 
culturing and sequence the environmental microbial consortium directly, resulting in a 
large sample of genes across all species present.  In parallel, by measuring the abundance 
of various 16S rRNA sequences in the community sample, it is possible to estimate the 
size of the populations across all previously sequenced operational taxonomic units in the 
environment.   
Metagenomic sequencing has greatly advanced the way in which we study human 
disease by providing a way to characterize the metabolic activity and organisms present 
at different body sites.  By studying the healthy mix of bacteria that lives on the human 
body, we can begin to ask meaningful questions about how bacteria contribute to or 
prevent human disease.  In a large scale analysis of the bacterial communities at different 
body sites, researchers uncovered a large amount of diversity across body sites, 
suggesting that the composition of microbial communities are tightly coupled with the 
environmental conditions of various sites on the human body (The Human Microbiome 
Project Consortium 2012).  Furthermore, the low diversity in the gut microbiome has 
been shown using metagenomics to be associated with obesity (Turnbaugh et al. 2009) 
and inflammatory bowel disease (Qin et al. 2010).  Metagenomics have also been used to 
study the relationship between ecosystem genetics and external conditions in soil samples 
and other environments.  In one study of soil microbial communities, an ecosystem’s 
catabolic capabilities shifted across nitrogen gradients, suggesting that the structure and 
function of soil communities are linked (Fierer et al. 2012).   
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One of the exciting, but challenging aspects of metagenomic sequencing is the 
huge amount of data produced.  In a large study measuring the genetic diversity of 
microbial communities in the Sargasso Sea, metagenomic analysis uncovered over 1 Gbp 
of non-redundant genes and 1.2 million previously unknown genes, as well as over 1,800 
microbial species (Venter et al. 2004).  In order to make biological sense of such massive 
data sets, researchers must rely on sophisticated bioinformatics algorithms to extract 
meaningful conclusions about the ecological and genetic properties of such communities. 
Part of my thesis work has been dedicated to developing new bioinformatics tools 
for the study of complex microbial communities, and in particular for analyzing 
metabolic diversity across different samples and environments, based on available 
community-level large-scale datasets  
1.3 Dissertation overview 
In this dissertation, I attempt to better understand the ways in which microbes 
interface with their external environment, and how this interface shapes microbial 
metabolic behavior and functionality.  I approach these questions from two very different 
scales: from the metabolic behavior of a single bacterial species to the global ecological 
mechanisms that regulate the metabolic functionality of whole communities.   
In Chapter 2, I will present my work on modeling the metabolic behavior of the 
bacterium Shewanella oneidensis MR-1 when grown on a minimal lactate medium.  I 
approach this task from a systems biology perspective by integrating two types of large-
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scale technologies: genome-wide stoichiometric modeling and time-series microarray 
data.  The approach developed in this chapter leverages the mutual feedback between 
gene regulation and external metabolite availability to produce a time-dependent model 
of growth of S. oneidensis on minimal media by utilizing dynamic Flux Balance Analysis 
approaches.  The resulting model solution predicts metabolic behavior that could not be 
recapitulated using available modeling techniques, highlighting the importance of 
external environmental conditions on the internal metabolic behavior of microbial 
organisms. 
In Chapter 3, I take a step back to study the ecological properties that dictate the 
functional robustness of whole microbial communities.  As in the previous chapter, I 
approach this open topic in microbial ecology by using two large data sets: metagenomic 
sequencing data and curated functional information from hundreds of microbial 
organisms.  I begin this chapter by first developing a mathematical framework that 
concisely represents the functionality and organismal abundances of a microbial 
community that is captured in the two large data sets.  I then develop a quantitative 
metric that captures the degree to which microbial communities exhibit functional 
robustness, and apply it to 203 unique microbial communities.  Finally, I perform an 
analysis of functional robustness across all 203 microbial communities and show that, 
regardless of the ecosystem, microbial communities seem to be structured in ways that 
act to increase robustness in response to fluctuations in relative genus abundance. 
Chapter 4 will be a summary detailing the overarching conclusions of my 
research, as well as possible future expansions of this work.  
  
12 
 
 
 
CHAPTER 2:  
TEMPORAL AND REGULATORY RESPONSE OF BACTERIAL 
METABOLISM TO ENVIRONMENTAL CHANGES 
 
The following research was done together with Ed Reznik, and was published in Sara B. 
Collins*, Ed Reznik* and Daniel Segre’: Temporal expression-based analysis of 
metabolism, PLoS Computational Biology (2012), 8(11): e1002781. (*equal 
contributions) 
 
2.1 INTRODUCTION 
 In response to environmental changes, microbes modulate their metabolic activity 
through a complex interplay of biochemical and regulatory networks. The dynamics of 
these changes is a poorly understood process, relevant for many applications ranging 
from infectious diseases to environmental remediation. With the rise of genome-scale 
stoichiometric models of metabolism (Oberhardt et al. 2009), these challenges have been 
addressed through the development of algorithms that overlay gene expression data onto 
these models to quantitatively study the effects of genetic regulation on cellular 
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metabolism. One of the most widely used approaches for genome-scale predictions of 
metabolic fluxes is Flux Balance Analysis (FBA) (Jamshidi & Palsson 2008). FBA uses a 
steady state approximation and linear programming to determine optimal solutions to the 
problem of allocation of metabolic resources through a metabolic network. Several FBA-
based methods have been proposed to integrate measurements of mRNA abundance, 
often with the goal of improving the prediction of fluxes in a metabolic network. One 
general approach is to constrain the maximum flux through reactions whose catalyzing 
enzyme genes have low expression levels. Some examples of this strategy include 
regulatory FBA (rFBA) (Covert & Palsson 2002), steady-state regulatory FBA (SR-
FBA)(Shlomi et al. 2007), integrative FBA (iFBA) (Covert et al. 2008), E-Flux (Colijn et 
al. 2009) and Probabilistic Regulation Of Metabolism (PROM) (Chandrasekaran & Price 
2010). Another way to integrate context-specific data is to match changes in flux with 
statistically significant changes in mRNA levels over time, a strategy employed by 
Metabolic Adjustment by Differential Expression (MADE) (Jensen & Papin 2011). Yet 
another strategy is not to constrain fluxes directly, but instead to penalize reactions whose 
fluxes deviate from their coding genes’ expression by introducing a cost function to be 
minimized. Two examples of this strategy include that of Shlomi et al. (Shlomi et al. 
2008) and Gene Inactivity Moderated by Metabolism and Expression (GIMME) (Becker 
& Palsson 2008). GIMME, the method upon which we will build in this work, is a 
particular extension of FBA that maximizes metabolic consistency with microarray gene 
expression data, producing a set of fluxes that both satisfy the stoichiometric constraints 
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of the metabolic model and provide a context-specific prediction that is informed by 
experimental data.  
These methods vary widely in the details of their implementation, but they all 
ultimately have to grapple with a number of common obstacles and limitations (Lewis et 
al. 2012). Most notably, irrespective of whether regulatory information is used as a 
constraint or as part of the objective, these approaches require making some assumptions 
on how mRNA expression levels end up affecting fluxes. Part of the problem is the 
complex relationship between mRNA expression and protein levels (Schwanhäusser et al. 
2011). In this respect, methods that use expression levels as part of the objective (e.g., 
through maximization of consistency) rather than as hard constraints, have the advantage 
of allowing a certain flexibility in the final choice of flux values. An additional issue 
associated with the use of mRNA levels to inform fluxes is the necessity (in many but not 
all approaches) to choose a universal threshold below which expression can be effectively 
deemed unlikely to support flux. It is also important to note that most of the literature on 
integration of expression with flux balance modeling focuses on static cases, without 
exploring the feasibility and potential issues associated with the application to time 
course data.  
 Here, in an attempt to advance our understanding of the interplay between 
metabolism and regulation in time-dependent processes, we present a new algorithm 
named TEAM (Temporal Expression-based Analysis of Metabolism). TEAM integrates 
dynamic flux balance analysis (dFBA) (Mahadevan et al. 2002) with time-dependent 
gene expression data, using a cost minimization scheme similar to GIMME (Becker & 
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Palsson 2008). In addition to representing a unique example of integration of time-
dependent gene expression with dFBA, the TEAM approach introduces some important 
innovations relative to the GIMME method. In particular TEAM takes advantage of an 
additional large compendium of gene expression data (Faith et al. 2008) to estimate gene-
specific expression penalties, effectively taking into account the individuality of 
expression patterns identifiable in different genes. Furthermore, through TEAM, we 
introduce a new, simple sensitivity analysis that helps estimate the predictive power of 
the approach under different choices of parameters. 
 To test TEAM’s ability to predict bacterial behavior in the face of changing 
environmental conditions, we apply it to data collected during batch growth of 
Shewanella oneidensis MR-1 under minimal lactate aerobic conditions (Beg et al. 2012). 
S. oneidensis is a dissimilatory metal-reducing gammaproteobacterium that was 
discovered in Lake Oneida, NY in 1988 and has since been shown to be able to utilize 
over 20 different electron acceptors (Nealson et al. 2006; Fredrickson et al. 2008; 
Pinchuk et al. 2010). This unusual ability allows Shewanella species to adapt to many 
different habitats that often contain oxic/anoxic transition zones (Nealson et al. 2006) and 
an abundance of various fermentation products such as lactate, formate and hydrogen 
(Hau & Gralnick 2007). In the experiment we use for our analysis, extracellular 
metabolites (high performance liquid chromatography, HPLC), gene expression levels 
(Affymetrix microarrays), and population size (optical density, OD) were measured over 
the course of 50 hours (see also Section 2.3: Materials and Methods). Similar to previous 
S. oneidensis growth experiments (Tang et al. 2007; Feng et al. 2012), these data 
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displayed excretion and re-uptake of acetate and pyruvate during growth, a pattern that 
could not be explained by regular dFBA simulations (Beg et al. 2012). Eiteman et al. 
attribute this phenomenon, called overflow metabolism, to the imbalance between the 
enzymatic capacity of the TCA cycle to fully oxidize acetyl-CoA and rate of carbon 
consumption (Eiteman et al. 2006). The excess production of NADH by the TCA cycle is 
thought to repress the TCA cycle genes themselves, forcing the usage of anaerobic 
pathways that do not produce NADH, such as the acetate generation pathway. One of the 
goals we set in developing TEAM is precisely to be able to reconcile gene expression 
data with metabolic constraints, to help understand otherwise indecipherable metabolic 
behavior, such as the metabolic overflow observed in the HPLC data. More generally, we 
propose TEAM as a powerful strategy for marrying two often detached views of bacterial 
physiology: environmental resource utilization and internal enzymatic functional states. 
The complexity that arises when these two views are integrated allows one to draw 
important conclusions about the behavior of bacteria that may not have been previously 
possible. 
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2.2 RESULTS 
2.2.1 Comparing TEAM with dFBA 
Our interest in exploring novel avenues for integrating dynamic models of metabolism 
with measurements of gene expression was partially motivated by the desire to account 
for metabolic behaviors that could not be predicted through regular dFBA, such as the 
overflow metabolism in S. oneidensis described above. Specifically, we wanted to 
recapitulate three striking features of the experiment, as observed from the HPLC data: 
(1) the nearly simultaneous exhaustion of all carbon sources and ammonium in the media, 
(2) the excretion and subsequent re-uptake of acetate from the media, and (3) the 
excretion and subsequent re-uptake of pyruvate. These experimental measurements are 
shown in Figure 2.1A. The results of a standard dFBA simulation for this system are 
shown in Figure 2.1B (see Section 2.3: Materials and Methods for details). Using this 
conventional dFBA we were able to qualitatively match the predicted lactate and 
ammonium dynamics to those in the collected data. However, the method failed to 
predict the correct depletion times for both lactate and ammonium, and also failed to 
account for the presence of acetate and pyruvate.  
The failure of dFBA to capture some unique features of our experiment led us to 
try to incorporate gene expression into our simulation. We did so by merging GIMME 
with dFBA into a preliminary version of TEAM. Each iteration of TEAM completes a 
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GIMME optimization, mathematically formulated, in analogy to other FBA algorithm 
(Orth et al. 2010) (see Methods for details) as:  
  minimize: ∑(ci(t)  |Vi|)  
  subject to: SV = 0, 
   lbi(t)  Vi  ubi(t),  
   vbiomass ≥ vbiomass,measured , 
   ci(t) ≥ 0, 
   for all i ϵ reactions     Eq. 2. 1 
 
 TEAM's implementation of GIMME diverges from the original implementation in 
(Becker & Palsson 2008) in two ways. First, TEAM uses experimental measurements of 
biologically necessary fluxes, most notably the growth rate (or, potentially, of any 
exchange flux) to impose specific magnitudes to the corresponding fluxes in the model. 
This is in contrast to (Becker & Palsson 2008), where the minimal flux passing through 
each required metabolic functionality (RMF) was calculated as some percentage (a free 
parameter in the system) of the maximal flux which could pass through that RMF (as 
calculated using flux balance analysis, see Methods).  
 Second, and most importantly, TEAM and GIMME differ in how the coefficients 
ci of the penalty function are calculated. This penalty was calculated in (Becker & 
Palsson 2008) by first propagating expression measurements from each annotated gene in 
the model to its corresponding reaction using the Boolean gene-to-reaction mapping 
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rules. Then, if the expression associated with a reaction exceeded a user-defined 
threshold p, that reaction was assigned a penalty ci of zero. Otherwise, the reaction was 
assigned a penalty equal to the difference between the threshold and its expression. In 
TEAM, we modified this protocol by first calculating the penalty of each gene, and then 
propagating this penalty up to each reaction. In the following section, we will show how 
this small change enabled us to incorporate more data on the expression characteristics of 
each gene into TEAM to generate markedly better predictions. 
 As a first trial, we assigned a common, global penalty threshold (herein referred 
to as a Type 1 threshold) to all genes in the model. We tested many thresholds, and found 
that the threshold falling in the 70
th
 percentile of all expression measurements from the 
microarrays in our experiment appeared to give the most accurate predictions. We will 
defer commenting on the quantitative accuracy of this version of TEAM until later on, 
when we will do so not only across all possible penalty thresholds, but also across 
different methods of assigning such thresholds. 
 As shown in Figure 2.1C, the TEAM simulation with Type 1 penalty threshold 
was able to reasonably capture the qualitative dynamics of acetate in addition to lactate 
and ammonium. Although the magnitude of TEAM's predicted acetate dynamics greatly 
overestimated the experimental data, the results were nevertheless promising. The 
predicted acetate dynamics showed significant improvement over the dFBA simulation, 
which exhibited no acetate dynamics whatsoever. However, despite testing of many 
penalty thresholds, we were not able to find any TEAM simulations with Type 1 
  
20 
thresholding, which displayed any pyruvate secretion/uptake. This, combined with a great 
deal of variability in the timing and magnitude of acetate dynamics, prompted us to 
search for ways to refine TEAM. 
 
2.2.2 Gene Individuality 
 Despite our success in using TEAM to recover acetate dynamics, we were still 
unable to capture the dynamics of pyruvate in the media. We began to consider the 
possibility that assigning an identical penalty threshold to each gene in the model was 
causing us to lose valuable information regarding the likelihood that each gene was 
active. This motivated us to inspect the distribution of gene expression values for each 
gene in the S. oneidensis model. We assembled a compendium of gene expression data 
for S. oneidensis using the M3D database (Faith et al. 2008). For each gene in the 
database, we generated a histogram of gene expression values built from all the available 
microarrays in the database and supplemented with our own microarrays from the current 
experiment. A representative sampling of these gene expression histograms is shown in 
Figure 2.2A, C. 
It became quite clear that two genes in the model could have significantly 
different expression characteristics. This is illustrated in Figures 2.2A-2.2D, which show 
the distribution of expression measurements for two enzymes essential to lactate 
metabolism in S. oneidensis. The distribution of measured expression for D-lactate 
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dehydrogenase was found to be tightly centered around its mean with a very small 
standard deviation. In contrast, expression for acetate kinase exhibited a much broader 
multi-modal distribution with a significantly higher standard deviation. This variability in 
the distribution of expression values became even more striking when plotting the 
distribution of the means and standard deviations of expression measurements across all 
genes, shown in Figures 2.2E and 2.2F, respectively. A gap of over two orders of 
magnitude was observed over all genes in the model. Biologically, the disparities in 
expression signatures among the genes in S. oneidensis may have arisen from a variety of 
biological sources. One possibility is that some genes may code for mRNAs with 
relatively high translational efficiency, or for enzymes with relatively high catalytic rates, 
thus requiring fewer mRNAs in order to achieve an identical metabolic flux. Another 
possibility is that the products of some genes may be constantly required for the operation 
of the cell (such as the enzymes of central carbon metabolism), while others are only 
needed in particular situations (such as transporters for specific carbon sources).  
 Prompted by the observation that individual genes showed unique expression 
characteristics, we developed two new methods for calculating penalty thresholds 
customized to each gene in the model. In the first (referred to herein as Type 2), we used 
our compendium of gene expression data to calculate a cumulative distribution function 
(CDF) for each gene in the metabolic model. Then, a common percentile was chosen for 
all genes in the model. Next, we use each gene's CDF to assign the expression level 
corresponding to this percentile as the penalty for that particular gene. We then calculate 
a penalty for each gene (penalty = max(0, pcutoff,i - EXPi)) and propagate this penalty to 
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each reaction in the model as described earlier and in the Methods. The second new 
thresholding method (Type 3) proceeds exactly as Type 2 thresholding, except that each 
gene's penalty is now normalized by that gene's standard deviation, as calculated from 
our compendium of expression data (penalty = max(0, pcutoff,i - EXPi) / σ). Upon 
completing TEAM simulations with these two new thresholding methods for the same as 
the most accurate Type 1 simulation, we immediately observed the appearance of 
excretion and subsequent re-uptake of pyruvate in the media (Figures 2.1D, 2.1E).   
 Next, we sought to systematically assess whether our refined penalty methods 
show significantly improved predictive capabilities when compared to dFBA and TEAM 
with Type 1 thresholding. We pursued this in two ways. First, we studied the predicted 
secretion patterns of all of the TEAM methods across the entire range of potential penalty 
thresholds . To do so, we calculated the total amount of each different carbon source 
found in the media over the entire course of the simulation for each penalty threshold. We 
did this for each penalty threshold and for all three TEAM methods. The results are 
shown in Figures 2.3, 2.4, and 2.5. These figures highlight that only the Type 2 and 3 
TEAM methods with unique penalties for each gene were able to predict the excretion 
and re-uptake of pyruvate. The Type 1 method failed to predict any pyruvate dynamics in 
the external media for the entire range of possible penalties. Despite predicting pyruvate, 
in a small range of penalty thresholds the Type 2 and 3 methods also spuriously predicted 
the excretion and re-uptake of formate and glycolate, two intermediary metabolites which 
we confirmed were not presented in the experiment.  
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 As a second step towards assessing the effect of different thresholding methods on 
secretion patterns, we developed a quantitative assessment of their relative predictive 
accuracy. We decided that because we were most concerned with recapitulating the 
excretion and re-uptake of pyruvate and acetate, we would focus on each method's ability 
to accurately predict the dynamics of these metabolites. For a given simulation, we 
calculated the residual squared error between the predicted concentration of acetate and 
pyruvate in the media and summed over all time points. The total error was plotted 
against penalty threshold for all three TEAM methods and shown in Figure 2.6. The 
results illustrate that by accounting for the individuality of genes, the two refined TEAM 
methods performed at least as well or better than the original method for all penalty 
thresholds. For penalty thresholds in the range of 30% to 70%, the refined methods 
perform significantly better, while at either extreme of thresholds, the difference between 
methods is smaller. Prior work on GIMME (Becker & Palsson 2008) described an 
insensitivity in predictive performance to small perturbations of the penalty threshold. 
This left the penalty threshold as a relatively unconstrained free parameter. In contrast, 
we found that changing the penalty threshold had a large impact on the quantitative 
accuracy of our model, and enabled us to make an informed choice of a penalty threshold 
which seemed to best match our experimental observations.  
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2.2.3 Examining Internal Fluxes in TEAM 
 Given that our refined penalization methods (Types 2 and 3) produced 
quantitatively more accurate results than the original (Type 1) method, we next inspected 
how varying the penalty threshold for these refined methods influenced the predicted 
dynamics of pyruvate, acetate, glycolate, and formate secretion. As shown in Figure 2.3, 
as the Type 2 and Type 3 penalty thresholds increase, zones of qualitatively different 
behavior emerge. Acetate is always excreted regardless of the penalty threshold (Figure 
2.3A). Glycolate, formate and pyruvate, however, are only excreted in the intermediate 
zone between penalty thresholds 45% and 72%. Furthermore, as shown in Figure 2.3B, 
in this intermediate zone, total lactate is completely consumed within 28 to 30 hours, 
while in the peripheral zones it is consumed between 30 and 34 hours. In this 
intermediate zone, we find that the early exhaustion of lactate is strongly correlated to 
high concentrations of intermediate carbon sources (pyruvate, acetate, formate, and 
glycolate) in the media.  
To understand the mechanism linking lactate exhaustion to byproduct secretion, 
we turned to analyzing the dynamics of internal metabolic fluxes. Specifically, we 
hypothesized that the prediction of formate and glycolate secretion could be caused by an 
excess of lactate being imported into the cell early in the time course. This scenario is 
analyzed in Figure 2.7, which highlights, at the individual flux level, several of the 
dramatic differences in TEAM predictions as the penalty threshold is increased. In one of 
the three qualitatively different behaviors observed (at a threshold of 65%), lactate is 
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imported significantly faster than the measured rate in HPLC. This excess of imported 
carbon is then funneled through several pathways including the TCA cycle, the 
glyoxylate shunt, a formate-producing cycle, and acetyl-CoA synthetase. Each of these 
pathways results in the production of carbon compounds (CO2 , glycolate, and acetate, 
respectively) which are excreted into the media. In contrast, the simulation at a threshold 
of 85% displays a more tempered rate of lactate usage, leading, through the TCA cycle, 
to secretion of CO2 and acetate.  
 Given that our algorithm minimizes the sum of the absolute values of fluxes, it is 
somehow surprising that, in the 65% threshold regime, TEAM would predict overflow 
metabolism. Can this be explained in terms of actual energetic requirements for the cell? 
We found that the increase in NADH produced as a result of importing excess lactate and 
metabolizing it via lactate dehydrogenase (which produces pyruvate and NADH from 
lactate and NAD+) provided adequate reducing power to the cell. The resulting pyruvate 
is then converted into whichever intermediate carbon sources (acetate, formate, or 
glycolate) minimize the inconsistency between gene expression and flux. Previous 
studies using isotope tracing to infer flux have reported similar increased activity of both 
the glyxoylate shunt and a proposed serine oxidation cycle producing formate in S. 
oneidensis in aerobic, carbon-limited conditions (Tang et al. 2007). Here, our simulations 
suggest that the transcriptional response of S. oneidensis to changing environmental 
conditions dictates the routing of flux into these pathways.  
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 Our investigation of pyruvate dynamics led us to another curious but intuitive 
observation: we found that the availability of a large repertoire of intermediate 
metabolites early in the time course led to a high diversity of metabolic activity later on 
in the simulation. Because these metabolites can be funneled through a larger variety of 
pathways than lactate, the model is able to select from among all these pathways to find 
the minimally penalized reaction path. For example, for several hours in the top panel of 
Figure 2.7, TEAM predicts that both glycolate and formate are secreted into the media. 
This means that later on, TEAM has the option of importing either one of these carbon 
sources, but actually imports glycolate first and then formate. This is a direct result of a 
high penalty associated with pyruvate formate lyase required to utilize formate and no 
penalty associated with the reactions required to import glycolate. Thus, the model 
chooses the sequence of carbon source usage in best agreement with the gene expression. 
In contrast, for a higher penalty threshold in the bottom panel of Figure 2.7, TEAM has 
no access to formate and glycolate in the media. This means that while the gene 
expression is identical to the intermediate zone, a different set of environmental 
conditions results in starkly different behavior. 
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2.3 MATERIALS AND METHODS 
2.3.1 Data Inputs and Interpolation 
TEAM uses four sets of data as inputs, in addition to the stoichiometric model: 
time-dependent, OD-based, biomass measurements (BM), time-dependent gene 
expression microarray measurements (EXP), a reference compendium of gene-expression 
data unrelated to the current experiment (in our case, obtained from the M3D (Faith et al. 
2008) database and labeled M3D) and initial concentration of nutrients in the growth 
medium (MEDIA).  To make the data sets BM, EXP, and MEDIA congruent with each 
other and with the algorithm architecture, the data is interpolated for the appropriate time 
interval across the entire experimental period. We used a time interval Δt of 1 hour, and 
performed the interpolation using the Matlab interp1 function. 
The reactions in the stoichiometric model can be characterized as either exchange 
or biological fluxes. Biological fluxes are associated with enzyme-catalyzed metabolic 
reactions and transport reactions. Exchange fluxes act as source and sink reactions that 
balance the biological fluxes. Formally we define these two sets as follows: 
Ibio = { i  {1,…,N} | vi is a biological flux }  Eq. 2. 2 
Iex = { i  {1,…,N} | vi is an exchange flux } Eq. 2. 3 
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By convention, a positive flux through an exchange reaction means that a metabolite is 
secreted, and conversely a negative exchange flux corresponds to uptake of a metabolite.  
Therefore, a lower bound on an exchange flux is equivalent to the maximal uptake rate of 
the corresponding transportable metabolite in a time interval Δt.  
 
2.3.2 Implementation of TEAM 
TEAM is based on the previously described dFBA (Mahadevan et al. 2002) and GIMME 
(Becker & Palsson 2008) methods. For a comprehensive overview of the TEAM method, 
see Figure 2.8. TEAM produces a time-series of metabolic flux predictions ( v≡(v1, v2, 
…, vM), M time steps ) by identifying, at each time t, the metabolic flux distribution which 
is most consistent with measured gene expression data at that time. The resulting flux 
distribution is assumed to be valid for a time interval Δt, and is used to update the 
concentrations of nutrients in the media for the subsequent time interval. In this way, a 
series of static optimizations are linked to each other by the repeated updating of external 
media nutrient availability. 
A TEAM simulation is initialized by setting the initial concentration of nutrients 
in the growth medium. Let ei(t) correspond to the concentration (in mM, considering a 
working volume of 1liter) of the i
th
 component of the medium at time t. We initialize e to 
reproduce the experimentally known initial medium composition at time t = 0: 
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ei(0) = MEDIAi  for all i  Iex Eq. 2. 4 
Next, we initialize the problem so that a dFBA iteration can be completed. We use 
the current metabolite concentrations to infer the lower bounds (meaning maximal 
possible inflow) on all exchange fluxes: 
lbi(t) = ei(t) / Δt for all i  Iex  Eq. 2. 5 
In order to consistently solve the problem for the total biomass available, at each 
time point we convert the constraints on the biological fluxes from specific (lb
(0)
, ub
(0)
), 
defined per unit of biomass, mmol/gDW*hr, as in standard FBA, to total (lb, ub, in 
mmol/hr): 
lbi(t) = lb
0
i(t) ∙ BM(t) for all i  Ibio  Eq. 2. 6 
ubi(t) = ub
0
i(t) ∙ BM(t) for all i  Ibio  Eq. 2. 7 
Next, in analogy with (Becker & Palsson 2008), we determine the minimal flux 
through a required metabolic functionality (RMF). Imposing RMF fluxes in TEAM is 
necessary in order to prevent the output of the trivial flux distribution v=0.  Because 
TEAM attempts to minimize the inconsistency between a flux distribution and gene 
expression data, the trivial solution is always optimal unless the user explicitly makes it 
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infeasible. The only RMF used in this work is flux is biomass production, although the 
TEAM protocol will work equally well for any other choice of RMF. For the remainder 
of the Methods, we refer specifically to biomass in place of the more generic phrase 
“RMF.”  
There are two ways of imposing a minimal RMF flux. In this manuscript, 
measurements of the biomass flux were collected through growth data (BM(t)). When this 
is the case, TEAM can explicitly calculate the lower bound on the biomass flux to be 
VBM ≥ (1/Δt) · [ BM(t + Δt) – (1-d) · BM(t) ] Eq. 2. 8 
where d is the death rate. In this work, we used d = 0.06.  
The heart of the TEAM algorithm performs two optimization steps. In the first 
step, following (Becker & Palsson 2008), we minimize the inconsistency between 
metabolic flux and gene expression data.  To do so, we associate a penalty, ci(t), with 
every reaction i in the model (see Gene Penalty Calculation section of Materials and 
Methods). This penalty reflects our expectation, based on gene expression, that a reaction 
is “inactive,” i.e. that it is unlikely to carry flux. The total penalty is minimized by 
solving the linear programming problem: 
minimize:  IC = ∑(ci(t) ∙ |Vi|)   
subject to:       SV = 0, 
vbiomass ≥ VBM, 
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lbi(t)  Vi  ubi(t),  
ci(t) ≥ 0 
 for all i Eq. 2. 9 
Because there may be many alternative optimal solutions, we complete a secondary 
optimization to select the one that minimizes the sum of absolute value of all fluxes, 
while keeping the inconsistency constant. The minimization of the sum of absolute values 
of fluxes had been described before (Schuetz et al. 2007), and can be formulated as: 
minimize: ∑ |Vi|  
subject to: SV = 0, 
∑(ci(t) ∙ |Vi|) = IC 
vbiomass ≥ VBM, 
lbi(t)  Vi  ubi(t),  
ci(t) ≥ 0 
for all i Eq. 2. 10 
To complete the dFBA iteration, the media nutrient concentrations and the 
biomass are updated using the newly calculated exchange fluxes: 
ei(t + Δt) = ei(t) + Vi for all i  Iex  Eq. 2. 11  
BM(t + Δt) = (1-d)BM(t) + VBM Δt Eq. 2. 12  
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The vector e is then used to assign lower bounds to all exchange fluxes in the next time 
step of TEAM using Eq. 2.5. 
 
2.3.3 Gene Penalty Calculation 
Gene penalties are used in the main optimization step of TEAM to identify flux 
states that minimize the flux through reactions with relatively low expression. As 
described in detail below, gene penalties are determined by comparing the expression 
value of a gene with a predefined threshold. Gene penalty calculation is done in three 
steps: threshold determination, expression comparison, and gene to reaction conversion.
 To determine either global (xglobal) or gene-specific thresholds (xg), a cumulative 
distribution function (CDF) is calculated from the union of the set of microarray 
measurements taken from the M3D Database (Faith et al. 2008) (M3D) and our 
experimental time-course measurements (EXP). This is done prior to use in the TEAM 
algorithm. Using a percentile value (θ), we can then calculate the global expression 
threshold, i.e. a gene expression value xglobal such that xx percent of all the M3D and EXP 
values will be less than xglobal, which we also express briefly in the following format:  
xglobal = CDF( (M3D  EXP), θ) Eq. 2. 13 
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The CDF in Eq. 2.13 is calculated using expression data from all genes for all 
experiments.  In cases where we are concerned with a unique threshold for each gene g, 
we can use  
xg = CDF( (M3Dg  EXPg), θ) Eq. 2. 14  
In Eq. 2.14, the expression data used to generate the CDF only comes from 
measurements of gene g.  For two examples of unique gene penalty calculation, see 
Figure 2.2A-D.  
 
2.3.4 Penalty Calculation 
  Once the gene threshold values have been calculated, the time-dependent 
penalties p are calculated during each iteration of TEAM using the experimental gene 
expression data that corresponds to the current time step. Three different penalty 
calculation methods were implemented: (Type 1, Eq. 2.15) the global threshold method, 
(Type 2, Eq. 2.16) the unique threshold method, and (Type 3, Eq. 2.17) the unique 
threshold with standard deviation method:  
( ), if ( )
( )
0, otherwise
global g global g
g
x EXP t x  EXP t
p t
 
 

 Eq. 2. 15 
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( ), if x ( )
( )
0 otherwise
g g g g
g
x EXP t   EXP t
p t
,
 
 
  
Eq. 2. 16  
( ( )) / , if x ( )
( )
0 otherwise
g g g g g
g
x EXP t   EXP t
p t
,
 
 
  Eq. 2. 17  
 
2.3.5 Gene-to-Reaction Conversion  
 Since fluxes flow through reactions that may be catalytically enabled by one or 
more (potentially multimeric) protein enzymes, gene penalties must be converted to 
reaction penalties in order to be compatible with the TEAM calculations. Conveniently, 
many stoichiometric models contain Boolean rules that define the relationship between 
genes and their corresponding reactions, making this evaluation possible. In Boolean 
gene-to-reaction mappings, an AND relation, such as “reaction 1 = gene A AND gene 
B,” describes a situation where gene A and gene B work together in an enzyme complex 
to catalyze reaction 1. In this case, we assume that the gene with the highest penalty is the 
one with the lowest expression relative to its corresponding threshold, and so will act to 
limit the flux through reaction 1. Our evaluation rule is therefore: 
reaction i = gene A AND gene B  ci = max( pA, pB ), Eq. 2. 18 
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where ci is the reaction penalty value and pA and pB are the gene penalty values calculated 
above for individual genes. OR relations such as “reaction 2 = gene A OR gene B” 
typically describe situations in which genes A and B act as parallel isoenzymes that 
catalyze the same reaction. Because flux through reaction 2 can travel only as fast as the 
enzyme that is most active, we choose the minimum penalty value to represent the 
reaction penalty: 
reaction i = gene A OR gene B  ci = min( pA, pB )  Eq. 2. 19 
 
2.3.6 Experimental Data and Metabolic Model 
We applied TEAM to data obtained from a growth experiment of S. oneidensis 
MR-1 in carbon-limited conditions, as described by (Beg et al. 2012). The data set 
contained three types of data: a time-series gene expression data set, a time-series media 
metabolite concentration data set, and a time-series measurement of biomass. The gene 
expression data was measured using an S. oneidensis MR-1 microarray Affymetrix chip 
platform and included 19 measurements at various time points between 0 and 50 hours. 
To derive the background data set used to calculate gene-specific penalty thresholds, we 
combined this set of 19 microarrays with 262 compatible microarray data sets obtained 
from the M3D database (Faith et al. 2008). All gene expression data was normalized 
using the “affyrma” function in the Bioinformatics Toolbox in MATLAB (Irizarry et al. 
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2003). The external metabolite concentration data set was measured using high 
performance liquid chromatography (HPLC), and provided an abundance profile for 
various metabolites in the media over time. This data set was not integrated directly using 
TEAM, but was used to measure the performance of our method against experimental 
data, as well as to define our starting media condition. Finally, the biomass growth 
dataset was measured using optical density (OD). This data was used in conjunction with 
a genome-scale metabolic model iSO783 of S. oneidensis MR-1 described in (Pinchuk et 
al. 2010). This model contains 774 reactions encoded by 783 genes, and 634 unique 
metabolites. The model includes the gene-to-reaction mapping used to associate gene 
information with the reactions in the metabolic model, as described above. 
 
2.4 DISCUSSION 
The growing abundance of high throughput gene expression datasets has led to a 
call for methods integrating this new experimental data with stoichiometrically based 
genome-scale models of metabolism. Our development of TEAM explored some of the 
challenges associated with developing such methods. In particular, we found useful ways 
of incorporating assorted data types (OD, microarray data) to constrain some of the 
otherwise free parameters of TEAM. We discovered that accounting for the heterogeneity 
of expression across different genes led to significant improvements in predictive 
accuracy. Despite these improvements, we still observed qualitatively broad shifts in 
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TEAM’s predictions as certain parameters varied, and we introduced a simple technique 
for sensitivity analysis that teased out precisely where these shifts took place. 
A common thread that ran through each our successive improvements to the 
original GIMME algorithm was the use of experimental measurements to improve the 
predictive accuracy of TEAM. Rather than use all of our data to evaluate the performance 
of TEAM, we found that some types of data were better suited to generating more 
informed models, while others seemed to be more useful in validation. In particular, one 
user-defined parameter from the original GIMME algorithm (the minimal RMF flux) was 
completely eliminated simply by linking its value to the observed experimental biomass 
flux. Another parameter, the penalty threshold of each gene, morphed from a common 
value for all genes to a quantity unique to each gene and directly determined by prior 
measurements of that gene’s typical expression behavior. The elimination of these 
otherwise relatively unconstrained parameters enabled us to systematically evaluate the 
performance of TEAM. Furthermore, these improvements came at very little cost in 
terms of experimental effort. The collection of OD data is standard in metabolic 
engineering, and our supplementary microarray data was freely available in the M3D 
database. Building on prior work on the GIMME algorithm, we assessed TEAM's 
sensitivity to penalty thresholds and concluded that broad, qualitative changes in 
TEAM’s predictions (such as the appearance of glycolate and formate in the media) were 
not due to changes in the penalization of a single or small group of genes. Instead, it was 
the total consistency of fluxes over the entire network that led to these shifts in TEAM’s 
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behavior. In many cases, we found two genes in the same pathway in S. oneidensis 
exhibited opposing expression behavior (i.e. one gene’s expression would be rising, while 
the other’s would simultaneously fall). By integrating these expression measurements 
with a model that enforces mass-balance constraints, TEAM was able to reconcile 
otherwise conflicting signals and output a coherent pattern of metabolic fluxes that best 
fit the available data. This highlighted the value that methods integrating expression data 
with metabolic models have over more classical techniques for analyzing expression data 
in isolation, like simple pathway enrichment. Incompatible trends in the expression of the 
enzymes of one metabolic pathway were made much more coherent by connecting them 
to the operation of the metabolic network as a whole. 
Looking carefully at our predictions, we found that even the best TEAM 
predictions did not precisely match the timing and magnitude of acetate and pyruvate 
dynamics from the experimental data. While there may be many sources for the 
discrepancies between TEAM’s predictions and the data, one prominent and unresolved 
question regards the error associated with using mRNA abundance as a proxy for the 
activity of a metabolic reaction (typically related to the total concentration of enzyme in 
the cell). Recently, a number of experimental studies (Taniguchi et al. 2010; 
Schwanhäusser et al. 2011) have addressed the question of correlation between mRNA 
and protein abundance. While there is some correlation between mRNA and protein 
levels, it now appears that a more relevant question is the relationship between the half-
lives and production rates of both mRNA and protein. In particular, (Schwanhäusser et al. 
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2011) showed that different genes displayed characteristically different combinations of 
mRNA and protein half-lives. These combinations were linked to a model of energetic 
resources in the cell, based on the argument that different blends of mRNA and protein 
stability may be associated with the functional role a particular protein plays within the 
cell (Schwanhäusser et al. 2011). Although difficult to obtain, information about protein 
half-lives could be directly integrated into TEAM by calculating a gene’s penalty based 
on its expression integrated over a time interval. This may lead to delays in the onset of a 
penalty, as well as penalties that remain active for long periods of time. It is noteworthy 
that such time-dependent improvements would heavily rely on TEAM’s dynamic nature; 
static simulations of GIMME would be unable to capture the diversity of dynamic 
behaviors in mRNA and protein. Finally, even the integration of precise proteomics data 
needs to be treated with care. The authors of (Fendt et al. 2010) report cases in which 
changes in metabolite concentration correlate both positively and negatively with enzyme 
concentration, suggesting that we should not necessarily expect strong correlations 
between metabolic flux and enzyme abundance. 
Our study of the appearance of glycolate and formate in the media led us to 
another major conclusion: a spurious prediction about the excretion of metabolite can 
lead to very significant qualitative errors from TEAM later on. The difficulty was that the 
gene expression TEAM used was intimately tied to very specific environmental 
conditions. If TEAM predicted media conditions that included nutrients not found in the 
true experimental conditions, then the simulation had access to certain metabolic 
pathways (for example, C1 metabolism of formate) that could not have been active in the 
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experiment. We reasoned that by imposing adequately high conformity with gene 
expression by enforcing high penalties, we would be able to prevent this spurious 
behavior. In fact, this is precisely what we observed: at high levels of penalty threshold, 
we no longer found glycolate or formate present in the media. The sensitivity analysis we 
implemented to identify such a sufficiently high penalty threshold also enabled us to 
identify a narrow range of thresholds where we observed the excretion of acetate and 
pyruvate, but not of glycolate and formate. We expect future efforts to develop dynamic 
genome-scale metabolic models will encounter similar temporal sensitivity issues, and 
improvements in accuracy will depend on the ability to prevent predictions of 
qualitatively spurious media conditions. 
Finally, the history-dependent sensitivity of TEAM underscores the previously 
unexplored interplay between gene expression and environmental conditions. As our 
simulations illustrate, identical gene expression measurements can be associated with 
dramatically different metabolic behaviors depending on the composition of the medium. 
This emphasizes the importance of environmental context in interpreting gene expression 
data: the implications of the up-regulation of a metabolic transporter are inherently 
dependent on the presence of the corresponding metabolite in the medium. This concept 
may have far reaching implications in future assessments of metabolism through gene 
expression data, both in biomedical research and in metabolic engineering. 
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Figure 2.1: A comparison of results across different methods for a representative 
penalty threshold. The media contained 36 mM L-Lactate, 13 mM D-lactate, 9 mM 
ammonium, and other minimally required nutrients. The oxygen concentration was set to 
10 mM at each time point, mimicking the controlled 100% dissolved oxygen (DO) 
concentration from the experiment. The resulting usage dynamics of several metabolites 
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of interest (including combined DL-lactate, ammonium, pyruvate, acetate, formate and 
glycolate) as predicted by dFBA are compared to experimental data. (A) HPLC Data, (B) 
dFBA, (C) TEAM with a global penalty threshold (Type 1), (D) TEAM with a gene-
specific penalty threshold (Type 2), (E) TEAM with a gene-specific penalty threshold 
normalized by standard deviation (Type 3). Black dots represent hours when microarray 
measurements were taken. 
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Figure 2.2: Overall distribution of S. oneidensis gene expression measurements with 
two individual genes highlighted. Distributions calculated using a pooled set of data 
from M3D (Faith et al. 2008) and time-course experimental data (Beg et al. 2012). For 
both example genes, the distribution of gene expression measurements and the 
corresponding cumulative distribution function (CDF) are shown. For each CDF, 
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individual gene penalty thresholds are found for common percentiles θ = 25%, 50% and 
75%. D-lactate dehydrogenase expression measurements (A) have a higher mean 
expression and a more pronounced peak than acetate kinase (C), which is more uniformly 
distributed. The corresponding CDFs capture this variation in distribution. D-lactate 
dehydrogenase expression penalties (B) are higher and less distributed than those of 
acetate kinase (D). Mean gene expression (E) and standard deviation (F) over all genes 
are also shown. All microarrays contain 4230 gene products, and each individual 
distribution contains 310 data points; 19 come from the experimental time-course and 
281 from M3D. 
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Figure 2.3: Sensitivity analysis for Type 2 gene specific threshold. (A) Total carbon 
concentration in media for each penalty threshold θ, summed over all time points. Penalty 
thresholds between 40% and 75% exhibit enrichment for intermediate carbon sources 
formate, glycolate, pyruvate. (B) Extinction time of lactate and ammonium in the media. 
Lactate runs out significantly earlier for intermediate penalty thresholds. Heatmap 
indicates the total media concentration of secreted carbon sources (acetate, pyruvate, 
glycolate, formate).  
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Figure 2.4: Sensitivity analysis for Type 1 global threshold.  (A) Total carbon 
concentration in media for each penalty threshold θ, summed over all time points. 
Acetate is the only intermediate carbon source found in the media over all penalty 
thresholds.  (B) Extinction time of lactate and ammonium in the media. Lactate runs out 
earlier than ammonium for all penalty thresholds.  Heatmap indicates the total media 
concentration of secreted carbon sources (acetate, pyruvate, glycolate, formate). 
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Figure 2.5: Sensitivity analysis for Type 3 gene specific threshold with normalized 
by standard deviation. Results are very similar to those in Figure 2.3.  (A) Total carbon 
concentration in media for each penalty threshold θ, summed over all time points. Penalty 
thresholds between 40% and 75% exhibit enrichment for secreted carbon sources 
formate, glycolate, pyruvate. (B) Extinction time of lactate and ammonium in the media. 
Lactate runs out significantly earlier for intermediate penalty thresholds. Heatmap 
indicates the total media concentration of secreted carbon sources (acetate, pyruvate, 
glycolate, formate).  
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Figure 2.6: A measure of predictive accuracy between pyruvate and acetate 
excretion behavior. For all percentage thresholds θ between 1% and 99%, the quality of 
predictions for (A) pyruvate and (B) acetate secretion and utilization behavior were 
calculated using the residual sum of squares between the experimental HPLC 
measurements and the model predictions for all three gene penalty calculation types. 
Only the Type 2 and 3 penalty thresholds predict the secretion of pyruvate, occurring 
between θ=55% and θ=82%. 
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Figure 2.7: A comparison of internal flux profiles for two different penalty 
thresholds. Superposition of metabolic flux onto central carbon metabolism of S. 
oneidensis. Top panel corresponds to a Type 2 penalty threshold of 65%, and bottom 
panel to a Type 2 penalty threshold of 85%.  Large nodes and edges on the networks 
represent reactions and small nodes correspond to metabolites. The colors of the large 
nodes correspond to the penalty associated with that reaction. Colored squares on the 
network plots identify the transport reactions for each exchange metabolite. For an 
annotated map of metabolites and reactions, see Figure 2.9.  
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Figure 2.8: Workflow for integrating multiple data types with TEAM.  TEAM 
integrates three types of experimental data: starting media composition, expression data, 
and biomass data.  Precalculations include normalization of the gene expression data, 
interpolation of all data sets, and calculation of gene penalties based on the gene 
expression data.  For a given time interval, TEAM calculates the metabolic flux 
distribution most consistent with gene expression and biomass data. It applies this result 
to update media conditions for the subsequent time interval. 
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Figure 2.9: Central carbon metabolism of S. oneidensis.  For a more detailed description of 
the reactions and metabolites, refer to Tables 2.1 and 2.2. 
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Table 2.1:  Reactions in central carbon metabolism of S. oneidensis. 
Symbol Reaction Name Equation 
ACKr Acetate Kinase [c] : ac + atp <==> actp + adp 
ACONT Aconitase [c] : cit <==> icit 
ACt6 Acetate transport ac[e] + h[e] <==> ac[c] + h[c] 
AKGD 
2-Oxoglutarate 
Dehydrogenase 
[c] : akg + coa + nad --> co2 + nadh + succoa 
CS Citrate Synthase [c] : accoa + h2o + oaa --> cit + coa + h 
D-LACt2 D-lactate transport h[e] + lac-D[e] <==> h[c] + lac-D[c] 
ENO Enolase [c] : 2pg <==> h2o + pep 
FORt Formate transport  for[e] <==> for[c] 
FUM Fumarase [c] : fum + h2o <==> mal-L 
GLYCLTDxr 
Glycolate Dehydrogenase 
(NAD) 
[c] : glyclt + nad <==> glx + h + nadh 
GLYCLTt2r Glycolate transport glyclt[e] + h[e] <==> glyclt[c] + h[c] 
ICDHy 
Isocitrate Dehydrogenase 
(NADP) 
[c] : icit + nadp <==> akg + co2 + nadph 
ICL Isocitrate Lyase [c] : icit --> glx + succ 
LDH_D2 D-lactate dehydrogenase [c] : lac-D + ubq8 --> pyr + ubq8h2 
L-LACD2 L-lactate dehydrogenase  [c] : lac-L + ubq8 --> pyr + ubq8h2 
L-LACt2 L-lactate transport h[e] + lac-L[e] <==> h[c] + lac-L[c] 
MALS Malate Synthase [c] : accoa + glx + h2o --> coa + h + mal-L 
MDH Malate Dehydrogenase [c] : mal-L + nad <==> h + nadh + oaa 
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ME2 Malic Enzyme (NADP) [c] : mal-L + nadp --> co2 + nadph + pyr 
PDH Pyruvate Dehydrogenase [c] : coa + nad + pyr --> accoa + co2 + nadh 
PFL 
Formate C-
acetyltransferase 
[c] : coa + pyr <==> accoa + for 
PPCK 
Phosphoenolpyruvate 
carboxykinase 
[c] : atp + oaa --> adp + co2 + pep 
PPS 
Phosphoenolpyruvate 
synthase 
[c] : atp + h2o + pyr --> amp + (2) h + pep + pi 
PTAr Phosphotransacetylase [c] : accoa + pi <==> actp + coa 
PYK Pyruvate Kinase [c] : adp + h + pep --> atp + pyr 
PYRt2 Pyruvate transport h[e] + pyr[e] <==> h[c] + pyr[c] 
SUCD7 Succinate Dehydrogenase [c] : succ + ubq8 --> fum + ubq8h2 
SUCOAS Succinyl-CoA Synthetase  [c] : atp + coa + succ <==> adp + pi + succoa 
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Table 2.2: Metabolites in central carbon metabolism of S. oneidensis. 
Symbol Metabolite Name 
2pg[c] D-Glycerate 2-phosphate 
ac[c] Acetate 
ac[e] Acetate, external 
accoa[c] Acetyl-CoA 
actp[c] Acetyl phosphate 
akg[c] 2-Oxoglutarate 
cit[c] Citrate 
for[c] Formate 
for[e] Formate, external 
fum[c] Fumarate 
glx[c] Glyoxylate 
glyclt[c] Glycolate 
glyclt[e] Glycolate, external 
icit[c] Isocitrate 
lac-D[c] D-Lactate 
lac-D[e] D-lactate, external 
lac-L[c] L-Lactate 
lac-L[e] L-lactate, external 
mal-L[c] L-Malate 
oaa[c] Oxaloacetate 
pep[c] Phosphoenolpyruvate 
pyr[c] Pyruvate 
pyr[e] Pyruvate, external 
succ[c] Succinate 
succoa[c] Succinyl-CoA 
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CHAPTER 3:  
COMMUNITY-LEVEL FUNCTIONAL ROBUSTNESS IN BACTERIAL 
ECOSYSTEMS 
 
3.1 INTRODUCTION 
 Microbial ecology has largely been defined by its attempt to understand the 
emergent properties of microbial communities that arise from the functionality of 
individual organisms and their interactions with one another (Konopka 2009; Prosser et 
al. 2007; Little et al. 2008).  One such emergent property, called functional robustness, 
can be defined as the degree to which a microbial community maintains its metabolic 
functionality despite environmental perturbations (Little et al. 2008).  As illustrated in 
Figure 3.1, high functional robustness of a community is achieved when, in spite of large 
variations in the abundance of different taxa, the collective metabolic functions of the 
community remain almost invariant.  Such a property, which would allow a community 
to change significantly in taxonomic space, while maintaining a constant overall 
physiological state, has been reported in several empirical studies.  In one example, 
microbial diversity and functional redundancy in a Bahamian lagoon helped to speed up 
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the recovery of the healthy habitat after disruption from hurricane Frances (Yannarell et 
al. 2007).  Of particular interest, organisms typically found in low abundance in the 
healthy environment were found to be dominant after the hurricane, but the rate of 
nitrogen fixation remained roughly normal.  In another study, metabolic functions and 
pathways were similarly enriched across 18 gut microbiomes despite high diversity in 
species abundance across samples (Turnbaugh et al. 2009).  Also, because no one 
microbial phylotype was seen to dominate any of the microbiomes, the relatively stable 
representation of metabolic pathways was suggested to be due to a high degree of 
metabolic redundancy in the individual species.  Though several instances of functional 
robustness have been observed experimentally, a quantitative, systematic analysis of the 
expected prevalence of significance of functional robustness across different microbial 
communities has not been pursued.  Here, we report in detail our efforts to use systems 
biology approaches for understanding functional robustness. 
 
 Microbial community interactions.  While in this chapter we will not be 
analyzing them directly, it is important to keep in mind that inter-species interactions 
constitute a key representation of the underlying mechanism that govern community 
dynamics.  Approaches used in traditional ecology to study the interactions between plant 
and animal populations have been applied to microbial communities.  Though once 
previously thought to exist as asocial organisms, species abundances in microbial 
communities are highly influenced by a complex web of interspecies interactions just as 
they are in plant and animal communities (West et al. 2007; Atkinson & Williams 2009).  
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Many models have been developed to determine the pairwise relationships between 
community members, whether they are mutually beneficial (mutualism), mutually 
antagonistic (competition) or a combination of the two (parasitism and commensalism).  
One of the approaches used to build such models, is the analysis of co-occurrence 
between microbe pairs, estimated from abundance data for individual species in a 
community. These co-occurrence data can be used to build networks of interactions 
(Faust & Raes 2012; Ives & Carpenter 2007).  One application of such models includes 
studying the relationship between community diversity and stability, which has been 
hypothesized to be positively correlated (Ives & Carpenter 2007); as the number of 
different species increases in a community, the stability of the functions there also 
increases.  These previous examples of microbial ecological network inference data take 
advantage of the idea that deeply connected interactions between microbes are encoded in 
their relative abundance profiles.  Here, we will capitalize on that idea by also integrating 
relative abundance data into our models in order to capture these deep interactions within 
microbial communities.  We will also utilize this data to test the hypothesis that 
increasing community diversity makes communities more stable. 
Though microbial ecology is enhanced by the application of network-based 
interaction webs previously designed for studying plants and animals, there also exist 
fundamental differences between microbes and multicellular organisms that make 
studying microbial ecology particularly difficult.  These include differences in basic 
biology (highly diverse metabolic functions, clonal reproduction), how they interact with 
one another genetically (horizontal gene transfer, intracellular host-pathogen interactions) 
  
59 
and how they are observed by scientists (very small scale, lack of uniqueness in body 
plan, DNA sequence similarity and unculturability).  Though all of these issues are 
related to each other in some way, two have been studied extensively and are of particular 
importance here: horizontal gene transfer, and unculturability.   
 
Horizontal gene transfer. Horizontal gene transfer is the process of sharing DNA 
from one cell to another across different evolutionary lineages (Jain et al. 1999; Andam 
& Gogarten 2011; Caro-Quintero et al. 2011; Iwasaki & Takagi 2009; McInerney et al. 
2011).  Though multicellular organisms are known to share genetic information, 
unicellularity and comparable genome size across species make horizontal gene transfer 
much more prevalent in bacteria (Ochman et al. 2000).  Furthermore, the common 
occurrence of horizontal gene transfer makes it an important contributing factor in 
bacterial ecology.  For example, evolutionarily favorable genes have been seen to 
proliferate through a microbial community in order to facilitate adaptation to diverging 
habitats, much like genetic recombination in sexual populations (Shapiro et al. 2012).   In 
microbial communities living on the surface of the macroalga Ulva australis, high 
variability between microbial community functionality across niches, paired with the 
redundancy of metabolic functions across species, suggest that horizontal gene transfer is 
responsible for the adaptation of organisms to a habitat (Burke et al. 2011).  The study by 
Burke et al. suggests that the structure of bacterial communities is determined not by the 
species present, but by the genes they encode.  Also important is that horizontal gene 
transfer does not happen in a few rare events in evolutionary history, but occurs actively 
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and continuously as communities adapt to new surroundings, especially for metabolic 
functions (Jain et al. 1999).   
Though horizontal gene transfer is an important mechanism by which microbial 
communities distribute beneficial functions to their members, it also poses some difficult 
challenges for the characterization and classification of microbial species.  The transfer of 
genetic material between unique branches of the phylogenetic tree blurs the lines between 
species to the point where classification based on genetic differences is nearly impossible 
(Cohan 2002).  Instead, work has been done to redefine what makes up an autonomous 
biological taxonomic unit in the microbial world.  A concept developed by Cohan defines 
a new bacterial unit called an ecotype as “a set of strains using the same or similar 
ecological resources, such that an adaptive mutant from within the ecotype out-competes 
to extinction all other strains of the same ecotype.” (Cohan 2002).  The ecotype concept 
illustrates beautifully the inseparable link between a microbe’s environment and its 
evolutionary lineage and also accommodates the taxonomic blurriness that results from 
horizontal gene transfer across lineages.  While we will not implement ecotypes directly, 
in this chapter we will introduce a framework to describe microbial communities that is 
inspired partly by the ecotype principle.  In our framework, microbial communities are 
represented as a set of many taxa, minimizing the importance of the unique taxonomic 
differences between organisms while also concisely capturing a community’s metabolic 
functionalities as a single unit.  Importantly, by describing communities at the level of 
genera instead of species, we make our analyses more tractable while at the same time 
reducing the blurriness of evolutionary lineages (Tindall et al. 2010; Cohan 2002). Genus 
  
61 
taxonomic boundaries are much easier to delineate than those between species, which 
often have up to 97% 16S rRNA sequence similarity (Tindall et al. 2010). 
 
Unculturability.  It has been previously estimated that 99% of all bacterial species 
cannot be cultured in isolation.  Until recently, the consequence of unculturability was 
that more than half of all known bacterial phyla contained no cultured representative 
(Schloss & Handelsman 2005).  Due to the severe lack of control over the growth and 
manipulation of native microbial communities, attempting to study how organisms 
function together in a community was nearly impossible.  With the advent of 
metagenomic sequencing, however, we can now bypass the previously necessary step of 
culturing bacteria in isolation and sample the genetic material of a community directly 
from its native environment (Wooley et al. 2010; Schloss & Handelsman 2005).  
Metagenomics makes it possible to also sample the relative abundance of various 
operational taxonomic units, or OTUs, by sequencing the 16S ribosomal rRNA subunits 
that are present in a metagenome.  The 16S rRNA subunit is used for OTU classification 
because it is highly conserved, contains high levels of information and is ubiquitous in 
biological organisms (Lane et al. 1985), though other single copy genes have recently 
been proposed as a replacement for 16S rRNA phylotyping, such as the rpoB gene 
(Wooley et al. 2010).  Our community-based framework leverages the power of 
metagenomic 16S rRNA phylotyping data for hundreds of communities in order to 
represent communities in their entirety.  
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 With these biological considerations in mind, we have developed a mathematical 
framework that captures the metabolic functionality of the members of a microbial 
community, as well as their relative abundance, in a way that provides a community-level 
perspective.  This chapter is organized as follows: first I will describe the matrix-based 
framework that I have developed to mathematically represent a microbial community and 
its metabolic functions.  This framework is informed by large-scale data sets including 
16S rRNA metagenomic sequencing data and annotated metabolic profiles for hundreds 
of microbial genera.  Using this framework, I will address the fundamental question that 
is at the heart of this chapter: is the overall functional capability of a microbial 
community robust to the population dynamics of individual taxa in that community?  
Towards this goal, I will introduce a metric that describes the functional robustness of a 
microbial community. First, by applying this metric to toy community models, I will 
illustrate its intuitive meaning and expected behavior, and describe the fundamental rules 
that govern robustness. I will then expand the analysis to real communities on a global 
scale in an attempt to measure the extent to which this functional robustness might 
manifest itself across many different microbial ecosystems.   
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3.2 RESULTS 
3.2.1 A Large-Scale Matrix Representation of Microbial Communities and their 
Metabolism 
 In order to conduct a comprehensive study of microbial metabolic functionality at 
the community level, we have created a framework that integrates two seemingly 
disparate aspects of microbial community structure: microbe population abundance and 
genome-encoded enzymatic functionality.  For each microbe present in a community, we 
characterize its metabolic functionality with data curated from KEGG (Kyoto 
Encyclopedia of Genes and Genomes) (Kanehisa et al. 2004) about the enzymes encoded 
in its genome, and we also quantify its abundance in the population with experimentally 
measured 16S rRNA counts from MG-Rast, a database of metagenomic data (Meyer et 
al. 2008).  Part of this work will be devoted to analyzing, in a unified formal way, 
microbial metabolism across many different communities, and asking whether or not 
there exists a relationship between the intracellular metabolic capabilities of each 
microbe and the inter-species ecological interactions, manifested implicitly in each 
microbe’s abundance in the population.  This reflects the expectation that microbe 
abundance in a community is partly determined by interactions that stem from each 
organism’s metabolic capabilities.  Furthermore, the general nature of this framework 
enables us to compare communities across many different ecosystems to identify 
recurring patterns in the distribution of functionalities across genera in a community.  
Here, we focus specifically on metabolism for four reasons: (a) metabolism plays a key 
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role in determining microbe-microbe and microbe-environment interactions, (b) 
metabolic functions are well defined and can be formalized quantitatively, (c) metabolic 
functions dictate an organism’s ability to survive and reproduce in a given ecosystem and 
(d), the impact of microbes on human life and the global environment through their 
metabolism is extraordinary (see also Section 1.1).  In the following sections, we will 
introduce the two components that comprise this framework, and the relationships that 
exist between them. 
 
3.2.2 ZU, the Universal Matrix of Metabolic Functionality 
Building a community-specific framework for any ecosystem of interest first 
requires that we build a matrix that encodes the metabolic functions of all microbes that 
have been fully annotated to date.  Called Z
U
 (U for universal), this binary matrix is 
defined as follows:   




genome itsin   enzyme encodenot  does  microbe|0
genome itsin   enzyme encodes  microbe|1
,
mn
mn
U
mnZ  Eq. 3. 1 
where microbes are defined on the rows and functions on the columns of Z
U
 as illustrated 
in Figure 3.2A.  Hence, each row in Z
U
 encodes the metabolic functions that can be 
performed by a given organism, and each column represents the distribution of a given 
metabolic function across all genera.  Here, microbes represented in Z
U
 are classified at 
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the genus level (see Section 1.2).  To characterize the functions encoded in Z
U
, we use the 
enzyme commission (EC) number annotation scheme, a hierarchical classification that 
characterizes enzymatic functionality.  Though we characterize Z
U
 using genera and EC 
numbers, one could in principal use any other taxonomic classification or functional 
annotation.  The universal matrix Z
U
 is built from data acquired from KEGG, a data 
repository that contains, among other things, annotated enzyme data for hundreds of 
genera.  In total, Z
U
 contains 537 bacterial genera that represent 2,111 species, and these 
genera together encode 1,844 metabolic enzymes.  Combining the genus functionality 
profiles together in matrix form provides a comprehensive view of the functionalities 
present throughout the entire community and how these functions are partitioned into 
individual genomes.  Z
U
 is comparable to the S matrix used in large-scale metabolic 
modeling, which encodes the stoichiometric relationships between metabolites and 
enzymes for all metabolic reactions in a particular organism as previously discussed in 
Chapter 2.  In both Z
U
 and S, the relationship between the two entities in question (genera 
and enzymes, and metabolites and reactions respectively) is that of a bipartite mapping in 
which one entity is entirely defined in terms of the other.  This quantitative, bipartite 
structure allows us to construct a network of interacting genera and enzymes that dictates 
the way in which these entities influence and interact with one another.  For a more 
detailed description of how Z
U
 is constructed, see Section 3.3: Materials and Methods.   
 Figure 3.2B shows the entire binary Z
U
 matrix, with light blue squares 
representing enzymes that are present in the genera.  A clustering of the genera and 
enzymes using Jaccard’s distance as a metric of similarity allows us to highlight some 
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interesting properties of Z
U
.  First, there seems to be a large subset of enzymes, seen on 
the left of the matrix, that are present in virtually all genera.  The ubiquity of these 
enzymes illustrate that they are highly conserved across the bacterial kingdom, and thus 
suggest that they are involved in the most conserved metabolic pathways.  As one scrolls 
to the right of the Z
U
 matrix, discrete genus-enzyme regions emerge, four of which are 
circled as examples.  These regions represent highly specific taxonomic classes of 
bacteria and the enzymes that make them functionally unique, as shown in Figure 3.2C.  
For example, region 1 contains all of the Cyanobacteria that are found in Z
U
. The 
pathways that are most highly represented by the enzymes in this region include 
porphyrin and chlorophyll metabolism, methane metabolism and carbon fixation in 
photosynthetic organisms.  Chlorophyll metabolism and photosynthetic carbon fixation 
are two important functions that are unique to Cyanobacteria, and are virtually 
nonexistent in any other taxonomic class.  Regions 2, 3 and 4 also illustrate strong 
examples of highly specific taxonomic classes that are unique in the functions that they 
carry out.  These four examples highlight the power of Z
U
 as a concise representation of 
all known metabolic functions of every microbe currently characterized.   
A more compact mathematical overview of Z
U
 can be obtained by plotting the 
distribution of enzyme ubiquity as well as the distribution of genus profile size.  As we 
can see from Figure 3.3A, enzyme ubiquity has a seemingly bimodal distribution, 
meaning that enzymes are more likely to either be very rare or very common.  If we 
examine the distribution of genus profile size (or the sum of all ones in a row), seen in 
Figure 3.3B, we see that genus profile size is normally distributed.  For a more in-depth 
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analysis of Z
U
, including an examination of the similarities across genera and enzymes 
using clustering methods, refer to the Appendix.  Using Z
U
, we can now begin to build 
the two-component, community-specific framework that represents the documented 
population abundances and internal metabolic functions of any community.   
 
3.2.3 C, the Community-Specific Genus Abundance Matrix 
We begin by introducing the first component in our community-specific 
framework, the C matrix.  The C matrix holds experimental measurements of the 
population abundance for each genus in a community, measured over multiple samples in 
a metagenomic project.  Genus abundances in the form of 16S rRNA counts are acquired 
from metagenomic sequencing projects from all around the world, which are stored in the 
publicly available metagenomic data repository MG-Rast.  For each metagenomic 
project, an individual C matrix is built to represent all genera found in every sample 
contained within that project.  In this work, we analyze 202 diverse metagenomic projects 
for which 16S rRNA abundances were available, representing a total of 7,436 
metagenomic samples.  Thus, we build 202 unique C matrices, the largest of which 
contains 528 metagenomic samples.  The absolute abundances acquired from MG-Rast 
are normalized by the sum of all abundance counts for each genus in a sample so that 
they may be compared against each other within a single C matrix.  The following 
equation summarizes the structure of C: 
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s
sn
 samplein  genera all ofcount  abundance total
 samplein   genus ofcount  abundance
sn,C  Eq. 3. 2  
Because C is in matrix form, we can calculate the distribution of all genera in each 
sample by looking down the columns, and we can also measure the degree to which each 
genus varies in its relative abundance for all samples by looking across the rows.  For a 
detailed description of how C is built, see the Section 3.3: Materials and Methods.  Also, 
for a closer look at how genus abundances are correlated in various communities, see the 
Appendix.   
  
3.2.4 Putting it Together: Z, the Community-Specific Matrix of Metabolic 
Functions 
After building the community-specific C matrix using curated data from MG-
Rast, we can use it to construct the corresponding community-specific functionality 
matrix Z, the second component of our framework, by leveraging the genera profiles 
stored in Z
U
.  The process of creating Z and the relationship between C, Z
U
 and Z is 
illustrated in Figure 3.2A.  To build Z for a given community, we first compile a list of 
all genera present in the corresponding metagenomic data (checking for nonzero entries 
across different samples, i.e. columns, in the C matrix). We then extract from the 
universal matrix of metabolic profiles for all genera Z
U
 the profiles for all genera found in 
C. The result of this process is a matrix Z, a subset of Z
U
 that represents the metabolic 
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functional profile of each genus found in C.  Taken together, Z and C provide a simple 
yet powerful way to represent the functional partitioning and population variation of a 
community.  For any given genus in a specified community, the C-Z framework encodes 
the proportion in which such genus is found in the population, as well as the metabolic 
functions that are encoded in its DNA.  In the following sections, we will seek to quantify 
the commonalities and differences among all microbiomes, each represented by a unique 
combination of C and Z, as well as to study the nature of community-level functional 
robustness. 
 
3.2.5 Defining Functional Robustness: Using Small Communities as Test Cases 
 One of the main reason we compiled the functional matrices Z across different 
communities is that we wanted to quantify how changes in the abundance of one or more 
genera in a community would be expected to affect the abundance of functions present in 
that community (Figure 3.1). The specific distribution of functions across genera, as 
described by the Z matrix, may influence both how a community would regulate itself 
upon environmental changes, and how functionally robust the community would be upon 
complex dynamic fluctuations. As mentioned earlier, functional stability during complex 
taxonomic dynamic variability has been reported in different communities.  In the current 
work we effectively analyze the effect of changes in genus abundances in terms of the 
statistical properties of the Z and C matrices. 
  
70 
We define the functional robustness of a metabolic function in a community in 
terms of the expected variation in the abundance of that function relative to the variation 
in the proportion of different genera in the community.  In other words, a metabolic 
function is considered robust when its overall presence in the community is less variable 
than the overall abundance of all genera. Robustness may prevent a function from 
disappearing from a community if a member that encodes it goes extinct, or temper the 
function’s inflation relative to other functions if the encoding organisms begin to 
dominate the community.  Alternatively, we will also refer to a metabolic function as 
volatile if it varies more than the overall variation of the community members.  Functions 
that are volatile are very sensitive to changes in the abundances of organisms in which 
the function is encoded.  Volatility may serve an equally important role in regulating 
overall community functionality by fine-tuning functions that are dependent on external 
metabolite conditions, which may change dramatically across time and space. Figure 
3.1B illustrates the difference between robust and volatile functions when compared to 
the variation in community member abundance.  In the following sections, we will begin 
by defining functional robustness as a quantitative metric.  We will then apply the 
robustness metric to several toy communities to illustrate how robustness changes as we 
change various characteristics of the community.  Finally, we will extend our analysis of 
robustness to real communities.  
 
 E, the matrix of total community functionality.  The first step in calculating the 
robustness of a community’s functions is to multiply the matrices C and Z to produce a 
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matrix E that represents the total abundance of a specific metabolic function in the 
community: 
E = C
T
Z Eq. 3. 3 
Es,j represents the total fraction of all organisms in sample s that encode function j.  More 
specifically, a row in E corresponds to the fraction of each enzyme in a given 
metagenomic sample, and a column in E represents the fraction of one enzyme across all 
samples.  Importantly, this formulation does not take into account two potentially 
important factors, namely the multiplicity of isoenzymes that may be present in an 
individual genome, and the degree of mRNA expression of each gene in each organism. 
However, we assume here that, in the absence of additional information, values in E 
provide a good estimate for which enzymes are highly abundant in the community and 
how dramatically their abundance varies from sample to sample (Figure 3.3).  The 
importance of E stems from its power to represent the collective metabolic functionality 
of the community as informed by C and Z, and is precisely the data based on which we 
will quantify robustness.  A key observation to note is that the total representation of an 
enzymatic function in E does not necessarily correlate with its ubiquity across genera in 
Z.  In other words, an enzyme can be highly represented in a community either because it 
appears in a dominant genus, or because it is present in many, even poorly abundant 
genera.  Notably, these two different ways for an enzyme function to reach a high 
proportion in the community, will lead to drastically different outcomes in terms of 
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robustness. This is due to the fact that robustness will depend strongly on the variation of 
abundances of functions in E.  In particular, it is precisely the ubiquitous, redundant 
functions that act to temper functional variation; the larger the number of genera that 
contain a function, the less power each genus will have over determining the function’s 
abundance.  A function found in only one genus, on the other hand, will have an E value 
that is strictly at the mercy of that one organism’s abundance in the community. 
 
 Robustness of individual functions.  With a representation of a community’s total 
metabolic functionality in hand, through the E matrix, we can now define a metric to 
quantify the extent to which each enzymatic function is expected to vary in a community. 
We will define the robustness index, R, as the relative variability of an enzyme 
compared to the average variability of genus abundance. Specifically for a given 
community (represented by the matrices C, Z and E) and for a specific metabolic function 
m, we define the robustness index Rm as: 
s
s
 samples allover  in  genera all oftion mean varia
 samples allover in variation 
C
E
R mm   Eq. 3. 4 
Note that low R means low relative variation in E, and thus high functional 
robustness.  In contrast, high R values indicate high functional variation and thus low 
robustness (or high volatility).  The definition of R is illustrated in step two of Figure 
3.3 and described in more detail in Section 3.3: Materials and Methods.  R is normalized 
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by the variation in C so that it may be compared across different communities that may 
have more or less variable genus abundances.   
Before showing the results of calculations of R for the real microbial communities 
in our compendium, it will be useful to illustrate the behavior of R in the toy community 
from Figure 3.3.  In the bottom plot in Figure 3.3, we can see that two enzymes, β and θ, 
have very low R values and so are more robust than the others.  Though they are both 
quite robust, the reason for their robustness is not the same.  If we first look at enzyme θ, 
we see that it is encoded in the genomes of genera A, C and D.  As previously explained, 
higher ubiquity tempers the variation of its encoding organisms and will tend to be more 
robust, which is exactly what we see.  Enzyme β, however, is the rarest of all six 
enzymes, so why is it so robust?  Enzyme β is robust because the sole genus in which it is 
encoded has the most stable abundance of the four genera, varying only 1% between 
samples.  This is in contrast to enzyme γ which is also encoded in only one genus, but 
that one genus has a widely variable abundance that ranges from 36% to 44%, an 8% 
swing.  To reiterate these results more clearly, we can visualize this trend by comparing 
the enzyme ubiquity (the percentage of genera in the community that contain a given 
enzyme) with the R value for all enzymes in the community, as seen in Figure 3.4A.  As 
described, θ and β both are very robust (i.e. have low R values) though they vary largely 
in their ubiquity in the community, and γ is very volatile (has a high R value) and very 
rare in the community.  Figure 3.4A also highlights the observation that enzymes that are 
very ubiquitous cannot also be volatile, as we see no points in the upper right quadrant of 
the plot. 
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 To sum up the findings from our toy community, a metabolic function tends to be 
volatile if it is present in a small number of highly variable genera; conversely, a function 
tends to be robust if it is either (a) present in a few very stable genera, or (b) present in 
most, if not all, of the genera in the community. For a more mathematically detailed 
description of the robustness calculation, see Section 3.3: Materials and Methods.  With 
an understanding of how the robustness of individual functions is quantified, we will now 
expand our metric to measure the robustness of whole communities. 
 
Community-level functional robustness.  The concept of robustness as it pertains 
to individual metabolic functions can be extended to the community as a whole by 
averaging all enzyme robustness index values over M functions in a community as 
follows: 
M
R
M
j



1
jR
 Eq. 3. 5 
Again, recall that low R values indicate a highly robust community and high R values 
indicate a volatile community.  This community-level robustness metric will be useful 
later when we compare functional robustness across many communities, allowing us to 
observe similarities and differences in robustness that may be attributed to unique 
properties of the communities themselves, revealing fundamental aspects of functional 
robustness that exist in nature.   
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We begin our analysis of community-level robustness by first examining the 
behavior of R on toy communities.  To examine how community-level robustness 
behaves between different communities, we turn our attention to three toy communities 
with different Z matrices for illustration, shown in Figure 3.5.  The results of 
community-level robustness calculation seen in the right panels of Figure 3.5B and C 
highlight two important results: as expected, (a) Z matrices that are saturated in ones will 
tend to be more robust than sparser Z matrices, and (b) community-level robustness 
increases when the genera that encode the majority of functions have very low variation 
in their abundances.  The second result suggests that community-level robustness arises 
when there is a matching between genera that both encode many functions and are highly 
stable in abundance.  
 
3.2.6 Functional Robustness in Real Communities 
Having established a metric for robustness, and explored how it behaves in toy 
community examples, we turn now to analyze the robustness of real communities.  Much 
larger than the toy communities, real communities can contain up to 537 genera and 
1,844 enzymes as previously described.  Also, recall from Figure A.3 that enzymatic 
functions in real communities range in ubiquity anywhere from almost zero (very rare) to 
one (found in every genus), and have a tendency toward one of these two extremes.  The 
relationship between ubiquity and robustness that was observed in Figure 3.4A for the 
toy community is also seen in real communities with many genera and enzymes, as seen 
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in Figure 3.4B.  In particular, we can see that, regardless of the size of the community, 
ubiquitous enzymes always tend to be robust, where rare enzymes can be either robust or 
volatile, depending on the variation in population abundance in their encoding genera. 
The fact that we see similar behavior between small and large communities in Figure 3.4 
suggests that our robustness index, R, provides an accurate and reliable metric for which 
to measure the robustness of real enzymes and whole communities. 
 
Now that we have a grasp of how R behaves on individual enzymes on the scale 
of real communities, we now seek to quantify the degree to which genus abundance and 
functional partitioning display the emergent effect of stabilizing the overall functional 
profile of a real community.  Though our robustness metric gives us an absolute measure 
of functional stability, we also seek to understand the significance of robustness in real 
communities by comparing real community robustness to various random analogues.  In 
particular the questions we wish to answer by using random community analogues are as 
follows.  How significant is the robustness that we observe in real communities? Random 
community analogues provide specific null hypotheses, i.e. baselines relative to which we 
can measure the strength of robustness in real communities.  Here, we have developed a 
suite of randomization techniques for C and Z that act to alter various properties of a 
microbial community’s structure, providing different types of null hypotheses.  This suite 
includes six different ways to randomly alter C and Z (two for C and four for Z).  Note 
that, while we will later refer to communities with randomized C and Z as 
pseudocommunities, this does not imply that such modified communities have ever 
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existed or could arise as the outcome of biological processes. However, as illustrated 
next, these randomizations produce different biologically meaningful null models against 
which one can test how unique and unexpected the robustness properties of real 
communities are.   In the following two sections, we will explain the way in which each 
randomization technique is performed, along with a discussion of its biological 
interpretation in terms of the structure of the community. 
 
C matrix randomizations.  We will first begin by describing the two approaches 
used to randomize C: (a) genus-specific C randomization and (b) global C randomization.  
In genus-specific randomization, new abundances for each genus are sampled from the 
real genus abundance distributions based on the corresponding mean and standard 
deviation in the real C.  Thus, genus-specific C acts as a resampling of the real C, 
preserving the relative differences in abundance that exist from genus to genus.  Since the 
randomized abundances are sampled from the real distributions for each genus, we expect 
that genus-specific C randomization will produce results very similar to the real C.  
Global C randomization, on the other hand, goes a step further and draws each genus’ 
abundance from the collective distribution of all genera in the real C, effectively 
eliminating any relative difference in the abundance distributions from genus to genus.  
By eliminating these differences, global C randomization provides a way to disrupt any 
relationship that may exist between the prevalence of a genus in the community and its 
genetically-defined functionality, which enables us to test the strength of this relationship 
in the real community.  As we will see later, less dramatic disruptions of this association 
  
78 
will be described as a randomization of the genus labels in Z.  Refer to Table 3.1, left 
column, for a brief overview of these randomization techniques, and for a more detailed 
description, see Section 3.3: Materials and Methods. 
 
Z matrix randomizations.  We define four different types of Z matrix 
randomization, each meant to alter particular structural properties of a community’s 
specific functional distribution and partitioning.  These four techniques include: (a) 
permuted Z randomization, (b) genus-shuffled Z randomization, (c) background Z 
randomization and (d) enzyme frequency Z randomization.  In the first technique, 
permuted Z randomization, all the ones in the Z matrix are randomly reassigned to 
another element in the matrix, resulting in a randomized matrix that has the same total 
number of ones (i.e. genus-level functional genetic encodings) and many alterations to 
the original structure.  In fact, Z permutation is the most disruptive of the four Z 
randomization techniques employed in this study.  Altered community-level structures 
include: the enzyme ubiquity distribution (enzymes become moderately common), the 
genus profile size distribution (genera become more moderately sized), and any co-
occurrence that may exist between enzymes or genera (as observed in Figures 3.4 and 
3.6).  This Z permutation creates a matrix in which each enzyme is independent and 
equally likely to occur or not occur in a genus, erasing any commonalities in genera and 
enzymes caused by similar evolutionary history.  The second technique is called genus-
shuffled Z randomization, and involves shuffling the rows of the Z matrix so that they are 
associated with different rows in C.  Much less disruptive than Z permutation, genus 
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shuffling maintains the structure of genus-enzyme associations in the real Z, but breaks 
any relationship between genus abundance variation and encoded functionality, which we 
have previously shown to exist (see Figure 3.4).  The third technique, called enzyme 
frequency Z randomization, utilizes the information in Z
U
; the presence or absence of 
each enzyme encoded across all genera in the community is resampled randomly 
according to the frequency of each enzyme occurring in Z
U
.  Here, the distribution of 
enzyme ubiquity in the community is maintained, but any dependencies that exist 
between enzymes are broken, erasing any possible shared evolutionary lineage.  The final 
technique, called background Z randomization, also utilizes the universal background 
compendium of all genera profiles Z
U
 from which new genera are chosen at random to 
replace the real genera, maintaining the size of the original community.  This technique 
also preserves the correct functional encoding of each genus, but removes any genus-
ecosystem or genus-genus associations that may have existed in the real community.  In 
this way, the legacy of evolutionary adaptation of a genus to the habitat is lost.  For an 
overview of all randomization techniques, see Table 3.1. 
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C Matrix Randomization Z Matrix Randomization 
Name Description Name Description 
Specific: Draw new distribution 
of C values using 
mean and standard 
deviation specific to 
each genus. 
Permuted: Redistribute all indices in Z 
randomly among rows and 
columns. 
Genus-
shuffled: 
Shuffle the rows in Z. 
Global: Draw new distribution 
of C values using the 
average mean and 
standard deviation of 
all genera.  See 
Figure 3.5B for an 
example. 
Enzyme 
frequency: 
Resample each enzyme in Z 
according to the frequency of 
each enzyme appearing in the 
community.  
Background: Pick new genera profiles from 
the background KEGG 
compendium Z
U
. 
 
Table 3.1. Overview of randomization techniques for C and Z matrices. 
 
 
Building pseudocommunities from real and randomized C-Z pairs.  Because 
each community (real or random) is made up of one C and one Z matrix, our approach 
will be to combine all real and randomized analogues of C and Z together to make a total 
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of 15 combinations.  From here on, we will refer to any combination of real or random C 
and Z (real Z - random C, random Z - real C or random Z - random Z) as a 
pseudocommunity, and we will refer to the real Z - real C pair as simply the real 
community. We will then compare all pseudocommunity robustness values to the 
robustness of the real community in order to understand the way in which various 
structural properties of the community act to increase or decrease overall functional 
robustness.    
 
 Observing the detailed behavior of robustness in two disparate communities.  
Figure 3.6 shows the differences in robustness between the real community and all 
possible pseudocommunity distributions for two communities from very different 
habitats.  From these results, we can make several significant observations about how C 
and Z affect the robustness of a community.  First, we turn our attention to the way in 
which randomizing C affects robustness.  The first and most striking observation is that 
when a global C randomization is used, the robustness index R tends to be approximately 
one, regardless of the type of Z matrix with which it is paired, or what the R value the real 
community may be.  An R value of one signifies that the variation in C is equal to the 
variation in E, so we can conclude that the global C randomization has the effect of 
eliminating any stabilizing feature that may be present in Z.  The second observation is 
that genus-specific C matrices produce similar results to the real C matrix, though the 
differences between the various Z matrix randomizations may vary.  This confirms our 
initial intention of the genus-specific C acting as a control case from which to compare 
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the other randomization techniques.  Though it appears that changes to C act to dictate 
robustness more than changes in Z, we can still make some important observations about 
Z randomization.  First, genus-shuffled Z and frequency Z randomizations tend to 
produce more robust communities than permuted Z and background Z randomizations.  
This is an interesting finding in that genus-shuffled Z and frequency Z preserve most 
effectively the distribution of enzyme ubiquity in a community.  Furthermore, because 
the background Z randomization tends to produce a much more broadly distributed series 
of robustness values, it may be possible that the pairing of real genera within a 
community has a substantial effect on the robustness of the community at large.  From 
these observations, we have generated several important questions about the nature of 
community robustness.  Does a uniform distribution of genus abundances act to 
neutralize the stabilizing effects of particular community functional partitioning?  Does 
enzyme ubiquity found in real communities act to increase robustness?  Is the robustness 
of a community sensitive to the co-occurrences of certain genera?  We cannot hope to 
answer these questions by simply comparing the results of two communities, but if we 
expand our analysis to comparing all communities, we may be able to draw more 
conclusive evidence that confirms these hypotheses.  In fact, this is exactly what we will 
do in the following section. 
 
 Community-level functional robustness across all communities.  The following 
results represent the first time that community-level functional robustness has been 
compared across a large compendium of real microbial communities.  Here, we will first 
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characterize the nature of robustness in 203 real communities, and examine the way in 
which the number of genera in the community, N, the level of α-diversity, and the 
number of metagenomic samples, S, affect the overall robustness of each community.  
The α-diversity metric is commonly used in ecology to measure the evenness of a 
community’s member abundances, and is equivalent to Shannon entropy (Hill et al. 
2003).  We include measurements of α-diversity in our analysis in order to compare our 
results against well-tested ecological metrics.  Then, we will analyze the difference in 
robustness between real and pseudocommunities for all 203 real communities as well as 
the effect of N and S on our results.  These results are illustrated in Figure 3.8. 
 We will begin by examining the R values for all real communities, shown in 
Figure 3.8A.  Regardless of the community feature against we compare R, the majority 
of communities tend to have a robustness index of 0.5 or less, indicating that the average 
enzyme in the community is half as variable as the average genus.  This result is notable 
because, since having an R value of one means that the enzymes are just as variable as the 
genera in the community, we can conclude that overall community functionality varies 
substantially less than their community members.  In an attempt to measure the 
relationship between robustness and diversity that has been alluded to in previous studies 
(Ives & Carpenter 2007; Tilman et al. 1996; Little et al. 2008), we first plot the α-
diversity versus the robustness index in the left panel.  Though there seems to be a very 
slight linear trend (plotted in log scale), the relationship between diversity and robustness 
appears to be weak at best.  Perhaps the robustness values we see, however, are an 
artifact of the size of the community, or the undersampling of genus abundances in some 
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communities.  This appears to not be the case if we look at the center and right panels of 
Figure 3.8A.  The correlation between robustness and community size for all 
communities, plotted in the center panel, appears to be virtually zero.  If robustness were 
dependent on the size of the community, we would expect to see some upwards or 
downwards trend linking both variables, but this is in fact not what we see.  Instead, there 
are two discrete regimes of robustness: one occurring approximately between N=1 and 
N=400 and another occurring between N=400 and N=~500; in each regime, there appears 
to be no correlation between R and N.  When we compare R with the number of 
metagenomic samples S, shown in the right panel, we see that though R seems to vary 
less as S increases, there also appears to be no correlation between R and S.  These 
findings suggest that any robustness that we observe in real communities is not simply a 
function of community size or sampling strength. 
 With an understanding of the general trends of real community robustness, we 
next seek to evaluate the significance of such values by comparing them against the 
robustness of all pseudocommunities.  In particular, we will be analyzing the robustness 
index differentials that were illustrated previously in Figure 3.7.  Recall briefly that the 
robustness differential was calculated by subtracting the mean R value of a 
pseudocommunity by the real community’s R value; positive differentials indicate that 
the real community is more robust than the pseudocommunity, and negative values 
denote real communities that are less robust than the pseudocommunity.  Figure 3.8B 
captures the tremendous wealth of data generated from calculating the overall robustness 
for all possible pseudocommunities and their respective community sizes and 
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metagenomic samples.  Though the results are seemingly dense, there are many 
interesting observations that can be observed nonetheless.  By comparing the robustness 
of all pseudocommunities grouped by their randomization types, we can attempt to shed 
light on some interesting biological questions about the ecosystem properties of each 
community.  For example, we know that there are signature bacterial species that 
consistently dominate various ecosystems.  Using this pseudocommunity analysis 
approach, we can ask whether or not the specific choice of genera in a real community is 
unique in the maintenance of robustness.  This hypothesis is addressed by analyzing the 
real C - background Z pseudocommunity.  Another hypothesis of interest regards the 
association between a genus’ enzyme profile and its abundance in the community.  More 
specifically, does genus abundance matter in determining a community’s overall 
robustness?  To address this hypothesis, we will compare pseudocommunities that utilize 
the real C matrix with those that use genus-specific and global C randomizations.  
Finally, we can also probe the distribution and partitioning of enzymes into the genera 
themselves.  Are metabolic functions distributed randomly across genera in real 
communities, or rather assorted so as to guarantee global functional robustness of 
communities?  In other words, are individual genera optimized for generating robust 
communities when combined with other community members?  In analogy with 
horizontal gene transfer, we will attempt to answer these questions by examining 
pseudocommunities that use the permuted Z randomization. By analyzing the results in 
Figure 3.8B, we have been able to draw three main conclusions described below: 
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1.  Pseudocommunities that contain a genus-specific C and real Z exhibit the 
smallest R differential.  In order to provide a control case for our randomization 
techniques, we combined a community’s real enzyme profile (the real Z matrix) with a 
resampled version of the original abundances for each genus (using the genus-specific C 
randomization technique).  Consistent with what we expected, this pseudocommunity 
displayed very similar robustness to the original community.  This is because the 
resampled abundances for each genus closely resembled the real abundances stored in C; 
genera that were very abundant in the real community were also very abundant in the 
resampled matrix and likewise with rare genera.  Though this pseudocommunity may 
seem to provide little information about the nature of robustness, it nevertheless acts to 
validate the behavior of the genus-specific C randomization technique, which was 
developed to closely approximate a real community’s abundance distribution.  
 
 2.  Global C randomization disrupts robustness regardless of Z configuration.   
During our analysis of the patterns of robustness in toy communities (see Figure 3.6), we 
suggested the hypothesis that equal representation by all genera in a community would 
act to mask any effect of changing the distribution of enzymes within each genus.  More 
specifically, we expected to see the same average robustness for any pseudocommunity 
that incorporated the global C randomization technique regardless of which type of 
random Z matrix was used.  Two examples of this phenomenon were seen in Figure 3.7, 
which showed that when a pseudocommunity had an even distribution of genus 
abundances, the average robustness for each was approximately 1.  The biological 
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interpretation of this hypothesis is that, because each genus is represented equally in the 
community, their enzymes will also contribute equally to the community’s robustness.  
This further suggests that an unequal distribution of genus abundances in which some 
members dominate the community, paired with particular distributions of enzymes in 
each genus, is critical in increasing robustness in the community.  This is in fact what we 
see in real communities: real communities with unequal genus distributions are almost 
always more robust that the pseudocommunities with equal genus representation (see 
Figure 3.8B).  
 
 3.  A community’s robustness is sensitive to the number of different genera 
present.  In our large-scale analysis of robustness across 203 real communities (see 
Figure 3.8), we observed that community robustness is sensitive to the number of 
community members present.  In particular, we observed that there are two regimes of 
robustness that are partitioned by a community size of roughly N=400 members.  
Communities with less than 400 members were on average less robust to changing genus 
abundances than communities with more than 400 members.  Not only was this 
partitioning apparent in the real communities, but it was also observed in the 
pseudocommunities as well.  A possible explanation for this trend is the following: as 
you add more community members, the possibility of an enzyme being found in only one 
organism becomes rarer.  As shown earlier (see Figure 3.5), rare enzymes have a greater 
capacity for volatility, which decreases the overall robustness of a community.  If very 
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rare enzymes become more redundant in a community as the number of members 
increases, then we would expect that robustness would increase in response.   
Though our hypothesis suggests a correlation between large communities and 
high robustness, it is not clear why there exists a clear partitioning in behavior as the 
community size approaches 400 members.  One possibility is that there is a critical ratio 
of community members to enzymes that causes this shift, suggesting that by changing the 
number of enzymes in the community Z matrix, the critical number of 400 members 
would also shift.  This hypothesis has yet to be tested. 
 
4.  Generalists and redundant functions increase robustness.  In addition to the 
positive effects of dominant genera and large community size on robustness, there also 
exist patterns of enzyme distribution among the various community members that act to 
increase robustness as well.  These patterns were observed in the analysis of 
pseudocommunities that utilized Z matrices that were randomized using permutation (see 
Figure 3.8).  To review, permutation has a two-fold effect on the structure of a Z matrix: 
(a) it makes all enzymes equally likely to be encoded in the genomes of the community 
members, neutralizing highly ubiquitous or rare enzymes, and (b) normalizes the number 
of enzymes encoded by each member, neutralizing generalist and specialist genera.  Our 
results show that permutation makes communities less robust to changes in genus 
abundance, suggesting that generalists and ubiquitous enzymes contribute positively to a 
community’s overall robustness.   
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Biologically, the expectation that ubiquitous enzymes have a positive effect on 
robustness is logical: if an enzyme is encoded in every organism, than it doesn’t matter 
witch organism contributes the enzyme to the overall community because the entire set of 
genera will contain the enzyme. The redundant occurrence of this enzyme will dampen 
any effect of large changes in genus abundance.  This is exactly the result shown in our 
toy models (see Figure 3.5).  The effect that generalists have on robustness is the 
following: generalists encode more enzymes in their genomes than do other organisms, 
and therefore contribute more (possibly redundant) functionality to a community, and the 
ability to add more redundancy helps to increase robustness. 
 
5.  The co-occurrence of genera in a community affects its robustness.  This 
result is based on the analysis of pseudocommunities that utilized the background Z 
randomization technique obtained when the enzyme profile of each member of a 
community is replaced with a new profile from our background compendium of genera.  
Like the pseudocommunities that utilized the permuted Z matrices as in point 4 above, 
robustness decreased when the background Z randomization technique was used.  One 
biological explanation for this phenomenon is that certain communities may contain 
enzymes that are particularly important for survival in a specific habitat, and therefore 
found more regularly in the community than would be expected in the entire background 
compendium of genera.  By drawing genera randomly from our background set, a 
community is more likely to have enzymes that are only found in one member, thus 
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acting to make the community more volatile.  Further analysis would be needed to 
confirm this hypothesis. 
 
3.3 MATERIALS AND METHODS 
3.3.1 Universal Genus-Specific Enzyme Profile Compendium 
In order to represent the enzymes encoded by each genus in a given community, 
we first construct a universal compendium of enzyme profiles for all known bacterial 
genera.  This compendium, called Z
U
, is arranged in matrix form as follows: 




genome itsin   enzyme encodenot  does  genus|0
 genome itsin   enzyme encodes  genus|1
mn
mn
U
mn,Z  Eq. 3. 6  
where n is bounded by the total number of genera N
U
 and m is bounded by the total 
number of enzymes M
U
.  The data stored in the compendium was gathered from KEGG 
(Kyoto Encyclopedia of Genes and Genomes, (Kanehisa & Goto 2000)), which contains 
records of all enzymes (annotated as enzyme commission numbers, or EC) that are 
encoded by the genomes of organisms distinguished at the species level.  We stored this 
species-to-enzyme data in a matrix called Y
U
, which takes the same form as Z
U
 defined 
above.  Next, the species-enzyme association matrix Y
U
 was converted into genus-
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specific associations and stored in Z
U
.  To do this, we used a consensus-based 
classification method to merge species profiles into genus profiles as follows: 












otherwise    0 
threshold   1 
1
n
Q
q
Q
n
U
mq,
U
mn,
Y
Z  Eq. 3. 7 
where Qn is the number of species in genus n.  For our purposes, we used a threshold of 
0.5, but one could change this value to make the consensus more or less stringent. 
 
3.3.2 Community-Specific Data Structure Organization 
Data used to calculate robustness at a community-specific level is arranged into 
two different data structures: the genus abundance matrix (C) and the genus-to-enzyme 
mapping matrix (Z).  Taken together, C and Z represent the population size and genetic 
makeup of each member in a bacterial community. 
The community member abundance matrix, C, is built using data from the 
publicly available metagenome data repository MG-Rast.  Metagenomic samples in MG-
Rast are grouped by the project in which they were measured. Genus-specific abundance 
values were used because species-specific data is often times not classified with high 
confidence due to the close similarities that exist between related species.  For a given 
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MG-Rast project, the C matrix stores the abundance of each genus found in each sample 
as follows: 
sn  samplein   genus of abundancesn,C  Eq. 3. 8  
where n is bounded by the total number of genera N in the community, s is bounded by 
the total number of samples S in the project, and the abundance is a non-negative integer 
value.  In order to compare abundances across samples, C values were then normalized 
by total sample size, converting them into fractional values:  



N
i 1
si,
sn,
sn,
C
C
C  Eq. 3. 9 
 To build the project-specific genera-to-enzyme mapping matrix Z, a subset of the 
background compendium Z
U
 is compiled that matches the genera found in C.  Next, all 
enzymes in Z that are not found in any genus present in the community are removed, 
forcing all genera and enzymes being represented at least once in the community.  
Because Z is always a subset of Z
U
, N is never larger than N
U
 and M, the number of 
enzymes in the specific community, is never larger than M
U
. 
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3.3.3 Functional Robustness   
To calculate the robustness of a community’s functional profile subject to changes 
in community member populations, we begin by calculating E, the matrix of the 
community’s overall enzyme profile: 



N
n 1
* mn,sn,ms, ZCE  Eq. 3. 10  
where E has dimensions S by M.  Next, we calculate the mean and variance of each 
enzyme in E and each genus in C in the community: 
n
S
S
s
n  genera allfor          
1
,


sn,
C
C
  Eq. 3. 11  
m
S
S
s
n  enzymes allfor          
1
,


ms,
E
E
  Eq. 3. 12 
n
S
S
s
n
n  genera allfor          
)(
1
2
,
2
,




Csn,
C
C 
  Eq. 3. 13  
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m
S
S
s
m
m  enzymes allfor          
)(
1
2
,
2
,




Ems,
E
E 
  Eq. 3. 14 
Using the mean and variance of C and E, we then calculate the variance-to-mean ratio 
(VMR), D, of each genus and enzyme.  The VMR gives a measure of how dispersed the 
values of each genus and enzyme is over all samples, independent of the magnitude of the 
underlying values. 
nD nnn  genera allfor       / ,
2
,, CCC   Eq. 3. 15  
mD mmm  enzymes allfor      / ,
2
,, EEE   Eq. 3. 16 
The robustness, R, of each enzyme is then calculated by taking the ratio of the VMR of 
each enzyme by the average VMR of the genera in the community.  This gives us a 
measure of how much an enzyme fluctuates with respect to the fluctuations of the 
community members. 
N
D
DR
N
n n
mm
  1 ,,
C
E
 Eq. 3. 17  
The smaller the value of Rm, the more stable is the enzyme m in the community overall; 
we call this stability with respect to genus population fluctuations robustness.  Finally, to 
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calculate the overall robustness value for the community, we take the average of all R 
over all enzymes in the community: 
M
R
R
M
m m  1  Eq. 3. 18 
To see examples of how these values behave, see Section 3.2.7: Defining Functional 
Robustness. 
 
3.3.4 Randomization Techniques 
 In order to assess the level of functional robustness in real communities, we 
compared the real robustness values to the robustness of various randomized versions of 
community.  In total, we implemented two randomization methods for C and four 
randomization methods for Z, summarized in Table 3.1. 
 
C Randomizations 
 Randomized versions of C share the following two properties: (a) the randomized 
C contains the same number of samples found in the original C, and (b) the randomized C 
is renormalized into fractional values using the same procedure in Eq. 3.9.  Figure 3.9 
illustrates all C randomization techniques. 
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 Genus-Specific C Randomization.  The genus-specific C randomization attempts 
to approximate the real C by drawing random values from distributions that are genus-
specific.  Genera that fluctuate dramatically will maintain the magnitude of the original 
fluctuations and genera whose populations are relatively constant will remain constant.   
For each genus n in the original C, a new set of S measurements are randomly generated 
from a normal distribution where the mean and standard deviation are specific to genus n: 
nnormalC nn
specificgenus
Sjn  genera allfor       ),( ,,...1, CC 

  Eq. 3. 19  
Global C Randomization.  The global C randomization method maintains the 
overall cumulative variation of the original population, but instead distributes this 
variation evenly to the individual genera in the community.  This even distribution results 
in each genus n having roughly the same mean and standard deviation over all samples S:   
nnormalC CC
global
SjNn  genera allfor       ),(...1,...1   Eq. 3. 20 
where  ̅  and  ̅  are the averaged mean and standard deviation over all genera. 
 
Z Randomizations 
Random Z matrices also have commonalities that are consistent regardless of 
randomization technique used: (a) all Z matrices are binary and (b) the number of genera 
in the community, N, in the random Z is always the same as the N in the original Z.  The 
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number of enzymes, M, however can differ from the original M.  Figure 3.10 illustrates 
all Z randomization techniques. 
 
Genus Shuffled Z Randomization.  This type of randomization conserves the 
genus-to-enzyme mapping encoded in the original Z but shuffles the index of the rows 
and columns of each genus and enzyme in Z.  This acts to break any association that may 
exist between the abundance of a particular genus in the community and the collection of 
enzymes encoded in its genome.  The following pseudo-code describes the shuffled Z 
method: 
 
 shuffleZ( Z ): 
  newN = shuffled list of values from 1 to N. 
  newM = shuffled list of values from 1 to M.   
  newZ = Z( newN, newM ). 
  Return newZ. 
End 
 
Permuted Z Randomization.  A randomly permuted Z contains the same number 
of genus-to-enzyme associations of the original Z (or the total sum of Z), but reassigns 
these associations randomly throughout the matrix.  Permutation is even more destructive 
to the real Z matrix in that it breaks similarities that exist between the genera and 
enzymes themselves.  Z permutation is described in the following pseudo-code: 
  
permuteZ( Z ): 
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  totalZ = total number of ones in Z. 
  newZ = a matrix of zeros the same size as Z. 
(g,e) = choose totalZ new (row,column)coordinates in 
newZ. 
  For all (g,e) coordinates: 
   Assign a 1 in newZ at (g,e). 
  End 
  Return newZ. 
End 
 
Background Z Randomization.  Background Z randomization does not alter the 
real Z as does shuffled Z or permuted Z, but instead replaces all genera with new ones 
from the background set of all genera Z
U
.  This randomization method is similar to the 
shuffled Z method in that it breaks the relationship that exists between a genus’s 
population size and its enzymatic profile, but differs by changing the total enzyme profile 
of the community.  It also potentially changes the total number of enzymes in the 
community, M.  The pseudo-code is as follows: 
 
 backgroundZ( Z, Z_U ): 
  For each genus in Z: 
Add a randomly selected genus from Z_U to newZ. 
  End 
  newM = total number of enzymes in newZ. 
  Return newZ, newM. 
End 
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Enzyme Frequency Z Randomization.   This method leverages the relative 
frequency of each enzyme occurring in all genera stored in Z
U
 to randomly populate each 
genus based in the rarity of each enzyme.  So, if an enzyme is found ubiquitously among 
all known genera stored in Z
U
, then it will also be found in roughly the same frequency in 
the random community.  Because each enzyme’s presence in a genus is independently 
generated, any correlations that exist between enzymes are broken.  If the situation arises 
that an enzyme is not represented in any genera, then one random genus will be picked to 
represent it, ensuring that each enzyme is at least present in the community with some 
non-zero frequency.  Probability Z randomization can be described using the following 
pseudo-code, where V is a vector describing each enzyme’s relative frequency in ZU: 
 
 frequencyZ( Z, V ): 
  For each enzyme e in Z: 
For each genus g in Z: 
X = independent call using the probability 
V(e). 
 If X is 1: 
  newZ at (g,e) is 1. 
 Else: 
  newZ at (g,e) is 0.  
 End   
End 
  End 
  Return newZ. 
End 
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Figure 3.1.  Changes in population size are responsible for the overall changes in 
community functionality.  (A) In this theoretical community, bacterial genus A encodes 
enzyme 1 and enzyme 3 in its genome, and genus B encodes enzyme 2 and enzyme 3.  
Genus A and B are found in varying abundances in the community, and enzyme 3 is 
shared between both genera.  (B) Genus A is less abundant and more variable than genus 
B over all samples (top panel).  The corresponding total enzyme abundance that is 
dictated by the variation in genus abundance results in the following: enzyme 1 varies 
dramatically across samples because the genus in which it is encoded, genus A, has an 
abundance that also varies dramatically.  Enzyme 2, however, is much more stable 
because genus B, its sole carrier, is very stable.  In this community, we would conclude 
that enzyme 2 is more robust than enzyme 1 because, despite the total variation in all 
genera, enzyme 2 varies far less.  
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Figure 3.2. Building the community-specific framework and characterization of the 
matrix Z
U
.  (A) Creation of a community-specific framework begins with the 
construction of C by extracting the 16S abundance counts from MG-Rast for all samples 
in a project.  Next, the genera represented in C are used to query Z
U
 for a matching 
functional profile.  All profiles extracted from Z
U
 are combined into the community-
specific matrix Z.  (B) Genera and enzymes in Z
U
 were clustered using the Jaccard’s 
distance metric.  A large subset of enzymes is found in all genera, but there are some 
enzymes that are only found in certain subsets of genera, seen as one moves to the right, 
which comprise clusters of functions that are unique to certain bacterial clades.  (C) Four 
examples of such clusters show enrichment in different pathways.  In cluster one, the 
phylum Cyanobacteria shows enrichment in porphyrin and chlorophyll metabolism, 
methane metabolism and carbon fixation in photosynthetic organisms. In cluster two, 
Gammaproteobacteria show enrichment for ubiquitin-mediated proteolysis and 
Parkinson’s disease pathways related to pathogenesis.  In cluster three, Actinomycetales 
are enriched for proteasome, steroid hormone biosynthesis and degradation, chemical 
carcinogenesis and metabolism of xenobiotics.  In cluster found, Bacteriodes are enriched 
for pentose and gluconurate interconversions, as well as metabolism of starch, sucrose, 
amino and nucleotide sugars and glycans, and are commonly found in the human gut. 
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Figure 3.3.  Characterization of Z
U
 structure.  (A) The distribution of enzyme ubiquity 
values for all enzymes in Z
U
, calculated by binning the column sums of the matrix and 
normalizing by the total number of genera.  The distribution is bimodal with enzymes 
either very rare (ubiquity=0) or very common (ubiquity=1).  (B) The distribution of 
genus profile size for all genera in Z
U
, calculated by binning the row sums of the matrix.  
The distribution is Gaussian and the average genus profile size is 537.  
  
104 
 
  
105 
Figure 3.4. Key robustness calculations illustrated on a toy community.  The toy 
community, made up of C and Z, contains 4 genera, 6 enzymatic functions, and 2 
samples.  The series of steps needed to calculate the robustness index, R, from the 
community-specific matrices C and Z begin with the calculation of E in step 1.  Next, R is 
calculated from E, in step 2.  In the bottom plot, the R values for the 6 enzymatic 
functions are plotted.  In this example, the enzymatic functions β and θ are the most 
robust (i.e. have the smallest R value) and γ and α are the most robust. 
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Figure 3.5.  Comparing the effect of enzyme ubiquity on the robustness of individual 
enzymes for both a toy and real community.  (A) Enzymatic functions α through θ  are 
those from Figure 3.4.  The most robust enzymatic function, β, is also the most 
ubiquitous, but the most rare enzymatic functions, γ and θ, are both very robust and very 
volatile.  (B) A real community (here sampled from the Icelandic Critical Zone) obeys 
the same relationship between robustness and ubiquity that was seen in the toy model.  
When enzymatic functions are ubiquitous, they tend to be very robust, and when 
enzymatic functions are rare, they can range from being very rare to very volatile, 
depending on the behavior of their encoding genera. 
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Figure 3.6.  Comparison of robustness calculations for three toy Z matrices.  (A) Z1 
and Z2 contain a minimal number of ones in their matrices, and Z3 contains the maximal 
number of ones.  To calculate R, we combine Z1, Z2 and Z3 (color coded blue, red and 
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magenta) with two different C matrices. (B) The C matrix used here contains genera that 
are present in the same abundances (left panel).  A uniform C matrix results in E values 
that are also uniform, with the values being lower in Z1 and Z2 than in Z3 (center panel).  
R values resulting from a uniform C (right panel) are shown with a line denoting the 
overall community R value.  The saturated matrix Z3, when combined with a uniform C, 
results in maximal robustness (R=0), while Z1 and Z2 have a mean R of ~1.  (C) The C 
matrix used here is dominated by genus D (left panel).  Enzymes encoded by genus D 
have higher E values than the other genera (center panel).  R values resulting from a non-
uniform C are also less uniform, with individual enzymes ranging from R = 0.4 to 1.4 
(right panel).  Because genus D encodes more functions in Z1 than in Z2, and genus D 
varies relatively less than the others, Z1 is more robust than Z2.  Z3 is still maximally 
robust. 
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Figure 3.7.  Functional robustness of two real communities and their random 
analogues.  Colored lines and dots represent the Z randomization technique used.  
Dashed (global C), faint (genus-specific C) and solid (real C) lines denote the C matrix 
type.  The black dot denotes the R value of the real C-Z community.  Real C – random Z 
or random C – real Z pair distributions contain 100 values.  Random C – random Z pair 
distributions contain 10,000 values, and distributions are normalized for comparison.  
Stem plots illustrate the difference between the real community R value and the mean of 
each distribution plotted above, grouped by C type.  Positive differentials occur when the 
real community is more robust, and negative differentials occur when the real community 
is less robust.  (A) Robustness results for a human gut microbiome community (MG-Rast 
project 353).  The community contains 50 samples, 215 genera and 1,722 enzymes.  The 
real community has an R value of ~0.1 and is more robust than all other C-Z 
combinations.  (B) Robustness results for an Icelandic critical zone soil community (MG-
Rast project 2514).  The community contains 8 samples, 216 genera and 1,759 enzymes.  
The real community has an R value of ~0.4.  It is more robust than any random 
community that uses a global C, and more robust than pseudocommunities using a genus-
specific C or the real C.  Exceptions include the real C – permuted Z pseudocommunity 
and the genus-specific C – background Z pseudocommunity, which have very similar R 
values to the real community.  
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Figure 3.8. Comparison of robustness across all communities.  (A) Community-level 
robustness values for 203 real communities was plotted against α-diversity (left panel), 
number of unique genera, N (center panel), and number of samples in each community 
project, S (right panel).  Robustness seems to be only slightly correlated with α-diversity, 
while the number of genera and the number of samples are both not correlated at all with 
robustness.  (B) Two types of random C matrices and four types of random Z matrices 
are combined with the real version of each to produce 14 unique pseudocommunities, 
represented in each of the 14 plots.  Each point in the 14 pseudocommunities represents 
the averaged robustness differential and community size (N) for one community.  Thus, 
each plot contains 203 points.  To calculate the R differential, we compute the following: 
mean(pseudocommunity R) – real R, resulting in positive values if the pseudocommunity 
has a greater R, and negative values if the real community has the greater R.  In addition, 
each of the 14 pseudocommunity plots are partitioned into two subgroups: the first 
subgroup on the left are those communities that contain less than 400 unique genera, and 
the subgroup on the right are the communities that contain more than 400 genera.  Each 
partitioned subgroup is colored by the average R differential.  Blue tones (negative R 
differentials) signify that the average pseudocommunity is more robust than the real 
community, and red tones (positive R differentials) signify that the real community is 
more robust than the pseudocommunity.  
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Figure 3.9.  Comparison of all C randomization techniques and real C.  (A) A toy C 
matrix holds the abundance data for five genera (designated by Greek letters) over four 
samples.  The vectors μ and σ hold, respectively, the mean and standard deviation of 
abundance for each genus.  The mean value of μ and σ are represented by μbar and σbar.  
The distribution of abundances for each genus is shown in the boxplot on the right.  (B) 
To build a genus-specific randomized C matrix, each genus abundance distribution is 
resampled using the appropriate mean and standard deviation from the vectors μ and σ.  
The resulting distribution of abundances looks very much like the real distribution, as 
shown in the right boxplot.  (C) To build a global randomized C matrix, each genus 
abundance distribution is sampled from a normal distribution using the averaged mean 
and standard deviation μbar and σbar, resulting in genus distributions that are very similar 
to each other as seen in the boxplot to the right. 
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Figure 3.10.  Comparison of all Z randomization techniques and real Z.  (A) The data 
in Z can be represented three different forms: cartoon, bipartite graph, and matrix forms.  
An example community is shown with three genera (designated by Greek letters) and five 
enzymatic functions (designated by English letters).  The following rows represent the 
four Z randomization techniques used here: (B) permuted Z randomization, (C) genus-
shuffled Z randomization, (D) enzyme frequency Z randomization and (E) background Z 
randomization.  Objects shown in red are randomized changes that have been made by 
comparison to the real community shown in (A).  Magenta objects are those that 
represent new but real data that is incorporated into the random matrix, such as real 
enzyme frequencies used in enzyme frequency Z randomization or new genera profiles 
that are brought in to replace the real genera in background Z randomization.  Also shown 
for each type of community is the distribution of enzyme ubiquity and genus profile size, 
shown on the far right.  These distributions can change depending on the type of 
randomization technique used.  
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CHAPTER 4: 
CONCLUSION 
 
The metabolic behavior of microbial organisms is a function of the environment 
in which they live.  The metabolites in the immediate vicinity of a microbe constitute the 
raw material fed into its metabolic machinery.  These metabolites, together with the 
enzymatic functions expressed in the organism, largely determine the possible end 
products generated during growth.  At the longer time-scales of evolutionary adaptation, 
the biochemical functions encoded by metabolic enzyme genes are themselves subject to 
environment-dependent changes.  In addition to vertical inheritance from its ancestors, a 
microbe in general also has the opportunity of acquiring new functions through horizontal 
gene transfer from nearby microbes. Thus, every aspect of a microbe’s metabolic 
repertoire is a function of its molecular environment and surrounding organisms. In turn, 
of course, microbes modify their environment, generating a complex network of 
interdependencies. One point that is central to this proposal (and especially to Chapter 3) 
is the hypothesis that in the long run, gene swapping and reshuffling between organisms 
in microbial ecosystems may have gradually given rise to a global process of refinement 
and optimization. One outcome of this process may have been the generation of 
organisms and consortia with high degree of efficiency and robustness. Addressing these 
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hypotheses based on available microbial community data has been one of the major goals 
of my doctoral research.  
In particular, in Chapter 3, I explored the nature of a newly defined community-
level functional robustness, which may help explain previously reported examples of 
emergent metabolic stability of otherwise taxonomically variable communities. First, we 
built a framework to represent mathematically hundreds of microbial communities by 
integrating genus abundance data and corresponding genome-derived enzyme content 
information; second, we developed a new metric to measure the level of functional 
robustness in these communities; and third, we analyzed the nature of our functional 
robustness metric by developing a suite of randomization techniques designed to tease 
out the structural properties of the community that increase or decrease robustness. 
 
4.1 Biological Implications and Limitations 
Understanding functional robustness in microbial ecosystems of interest. Our 
approach to measuring functional robustness on a global scale allowed us to extract 
general trends in community structure that may contribute to stabilizing the metabolism 
of microbial communities.  In doing so, we processed large amounts of experimental data 
for 203 real microbial ecosystems, and generated an even larger amount of computational 
results, that describe the robustness for every enzymatic function for hundreds of 
thousands of randomized pseudocommunities associated with each of the real 
  
119 
communities.  While the current analysis was mainly focused on the global trends and 
patterns in these data, future work towards understanding functional robustness would 
benefit greatly from zeroing in on some of these communities to study the robustness of 
key enzymes and genera in those ecosystems.  For example, it would be interesting to 
start from communities expected to have relatively low diversity, and a specific 
geochemical setting.  Along these lines, one ecosystem of particular interest would be the 
acid mine drainage community, which is made up of a relatively small set of organisms 
that live in an extremely acidic environment where the pH can reach roughly 0.5 (Bond et 
al. 2000).  In addition to providing a perfect ecosystem in which to study the metabolic 
interactions that exist between organisms and environment, this system could help shed 
light on the nature of biological adaptation in extreme environments, and into the 
evolution of early life forms as well the possibilities of life on other planets.   
Another ecosystem for which our analysis could be interesting and helpful is the 
human microbiome.  This microbial ecosystem, composed of unique sets of microbes that 
live on different sites on the human body, has been sampled with metagenomic 
approaches hundreds of times, and is indeed one of the largest data sets incorporated in 
my analysis.  Understanding the differences in functional robustness across body sites 
may help us understand how those subcommunities cope with environmental changes and 
with the rise of pathogenic strains. It will be particularly interesting to determine, for 
enzymatic functions that are particularly robust in specific body sites, their potential 
influence on the balance between health and disease. 
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Annotation bias toward known organisms. Our analysis of functional robustness 
described in Chapter 3 is fundamentally dependent on KEGG annotated genomes for 
organisms that can be cultured in the laboratory, and on 16S rRNA OTU assignments that 
are based on the alignment with known 16S sequences. The fact that nonculturable 
organisms are currently absent from our analysis likely causes a bias toward previously 
studied organisms, which may result in such known organisms contributing 
disproportionately to our measure of robustness.  In some way, this annotation bias is 
partially masked by our use of genus consensus profiles instead of species profiles. 
Moreover, unless the distributions of abundances and enzyme content in uncultured 
organisms are substantially different than in the cultured ones, one would expect that the 
global robustness trends would not be affected in a very drastic way by this bias. In any 
case, the increasingly growing number of sequenced microorganisms, together with the 
development of new technologies for microbe domestication and single cell sequencing, 
will likely help to significantly reduce any bias of this type.  
 
4.2 Future Directions and Related Research 
Studying the relationship between functional robustness and environmental 
triggers.  One of the main findings from our work on functional robustness is that, 
despite an overall trend that enzyme abundances tend to be more stable than genus 
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populations in a community, there seemed to always be a subset of enzymes that were 
less robust than the average genus.  This phenomenon can be seen in Figure 3.5B, where 
a substantial subset of enzymes has an R value greater than 1.  One observation about 
these volatile enzymes is they also tend to be found in only a small proportion of genera 
in the community, signifying that they carry out functions that are not required by most 
individual organisms for survival.  What types of metabolic functions could these 
enzymes represent, and are they consistently unstable across all communities? 
One possible explanation for the appearance of volatile enzyme subsets in 
virtually all communities is that they are directly responsible for interfacing between the 
external environment and the metabolic network of the community at large.  Ecologically 
volatile enzymes may serve as highly sensitive sensors of dynamic changes in the 
external environment, such as shortages or bounties of carbon sources, or changes in 
oxygen supply or salinity.  This concept has something in common with approaches 
developed recently for understanding how metabolic networks in single species cultures 
interface with external environmental factors.  In a method called Dynamic Detection of 
Transcriptional Triggers (D2T2), a rigorous statistical approach is used to detect genes 
that are incongruently expressed in time-series gene expression data with respect to the 
known regulatory interactions that exist between genes (Beg et al. 2012).  Genes whose 
expression cannot be explained by the underlying regulatory information are presumed to 
be affected by external factors. In analogy with this algorithm, future studies could use 
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metagenomic and metatranscriptomic data to uncover the metabolic resources and 
enzymes that act as environmental triggers in a microbial community. 
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APPENDIX: 
A DETAILED LOOK AT THE STRUCTURE OF Z
U
 AND C 
A.1 Functional Potential in Bacterial Ecosystems 
Here, we will seek to understand how the partitioning of metabolic functions into 
individual genera determines the functional potential of the community as a whole.  The 
matrix representation of Z allows us to study an entire microbial community from two 
unique perspectives.  On one hand, studying Z in terms of the genera present in a 
community allows us to understand the nature of this functional partitioning as dictated 
by the taxonomic differences between organisms.  On the other hand, studying Z in terms 
of the enzymes allows us to understand the extent to which enzymes are critical to the 
functionality of the whole community.  From the binary information in Z, we can gain an 
understanding of the community from two distinct perspectives, which tell us important 
information about the structure of the relationships between genera and enzymes that 
comprise all microbiomes.  Here, we will expand on the analysis illustrated in Figure 3.3 
by performing two clustering analyses: the first will be from the perspective of the genera 
present and the second from the perspective of the enzymatic functions.  By clustering 
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both the genera and functions, we can study how genera are related to each other 
phylogenetically and also how enzymes co-occur in the various branches of the 
phylogenetic tree. 
 
 Communities contain representatives from many taxonomic super groups.  We 
next sought to analyze the phylogenetic characteristics of all communities.  (Figure A.1.) 
The distance between functions was computed using the Jaccard’s distance described 
earlier.  The Jaccard’s distance between two enzyme profiles is defined as the ratio 
between the number of genera they both have in common and the total set of genera in 
which they are represented.  A distance of zero means that the two enzymes are never 
found in the same genera, and a distance of one signifies that the enzymes are always 
found in the same genera.   
 
 Enzymatic functions are less strongly clustered than genus functional profiles. 
We next performed a clustering analysis to quantify the co-occurrence of enzymatic 
functions in the genera in the community, which can be done by comparing all columns 
in Z
U
 against each other.  Just like the genus-genus clustering discussed earlier, we use 
the Jaccard’s distance metric to cluster closely-related functions.  The results are shown 
in Figure A.2. If enzymes evolve only vertically, or from generation to generation, we 
would expect to see very strong and compartmentalized clusters much like those seen in 
Figure A.1.  This, however, is not what we see.  In Figure A.2A, which shows the 
clustering of all known enzymes stored in the universal matrix Z
U
, we see a much less 
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compartmentalized set of clusters.  Though the lines between apparent clusters in Figure 
A.2A are fuzzy, there still do exist clusters of enzymes in which certain functional classes 
are enriched. Figure A.2B shows examples of such clusters.  
 
A.2 Relative Population Abundance in Bacterial Ecosystems 
 As previously described, the C matrix contains the population abundances of all 
genera in a community across many experimental 16S metagenomic samples.  Here, we 
attempt to uncover the underlying properties of genus population abundances across 
many different communities and how they relate to the properties of Z described earlier.  
To do this, we measure the population of all genera in each of the 203 projects from MG-
Rast and observing the distributions.  Our results indicate that the majority of 
communities contain genera that dominate the overall population, seen in Figure A.3. 
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Figure A.1.  Clustering of genera by functional profile in Z
U
.  Genera profiles, defined 
by the rows in Z
U
, were clustered using the Jaccard’s distance metric.  A distance of zero 
means that two genera encode exactly the same enzymatic functions.  (A) Clustered 
distances between genera are represented using a tree.  Groups of genera that are part of 
the same phyla are simplified using colored triangles.  There are 22 labeled phyla shown, 
but there are also 11 phyla that represent only one genus and do not have a label; in total, 
there are 33 phyla represented in Z
U
.  (B) Clustered genera are illustrated in more detail 
with a heat map.  The clusters seen here correspond with the phyla tree classification in 
(A) above. 
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Figure A.2.  Clustering of enzymes in Z
U
 by dispersal among genera.  Enzyme 
profiles, defined by the columns in Z
U
, were clustered using the Jaccard’s distance metric.  
A distance of zero means that two enzymes are encoded in the exact same genera.  (A) 
All clustered enzymes are represented in a heat map.  Unlike Figure A.1, there are no 
clear clusters of similar enzymatic functional dispersal, though there are some small 
examples.  (B) Examples of small clusters of similarly dispersed functions are illustrated 
as small heat maps.  
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Figure A.3.  Genus abundance distributions among all communities.  (A) Abundance 
distribution of genera (in log scale) for three example communities: a marine surface 
water community, a community from Guanabara Bay, Brazil, and a human epidermis 
community.  The shaded regions signify the 10% of genera in each community that are 
most abundant.  The percentage of total abundance represented in these shaded regions is 
shown alongside each region.  Small percentages in this most abundant region mean that 
the community is more evenly distributed and large percentages mean that a few genera 
dominate the community’s abundance.  (B) Percentages illustrated by the shaded regions 
in (A) are shown in a histogram for all 203 communities.  Arrows illustrate which part of 
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the histogram each example from (A) comes from.  Percentages in each of the four 
subsections of the histogram show the percentage of all 202 communities fall in each 
subsection; the most common subsection is the one in which genus abundances are the 
least even. 
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