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Abstract—In medical imaging, the heterogeneity of multi-
centre data impedes the applicability of deep learning-based
methods and results in significant performance degradation when
applying models in an unseen data domain, e.g. a new centreor
a new scanner. In this paper, we propose an unsupervised
domain adaptation framework for boosting image segmentation
performance across multiple domains without using any manual
annotations from the new target domains, but by re-calibrating
the networks on few images from the target domain. To achieve
this, we enforce architectures to be adaptive to new data by
rejecting improbable segmentation patterns and implicitly learn-
ing through semantic and boundary information, thus to capture
disease-specific spatial patterns in an adversarial optimization.
The adaptation process needs continuous monitoring, however,
as we cannot assume the presence of ground-truth masks for
the target domain, we propose two new metrics to monitor
the adaptation process, and strategies to train the segmentation
algorithm in a stable fashion. We build upon well-established 2D
and 3D architectures and perform extensive experiments on three
cross-centre brain lesion segmentation tasks, involving multi-
centre public and in-house datasets. We demonstrate that re-
calibrating the deep networks on a few unlabeled images from the
target domain improves the segmentation accuracy significantly.
Index Terms—Unsupervised domain adaptation, Adversarial
learning, Image segmentation, Deep learning.
I. INTRODUCTION
Deep learning, in particularly deep convolutional neural net-
works (CNNs), has achieved remarkable progress in medical
image analysis in recent years [1]. Medical image segmenta-
tion, as an important task in quantifying and structuring image
information in biomedical research and clinical practice, plays
a crucial role in various applications. Although transformative
advancements in segmentation tasks have been achieved by
CNNs and their extensions [2], [3], most of the supervised
learning approaches were built based on a common assumption
that training and test data are drawn from the same probability
distribution. Thus, those established models are naturally ex-
posed to a domain shift in the data encountered at the inference
stage [4]. As an example, Fig. 1 depicts the domain shift in
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Fig. 1: Illustration of domain shift in intensity distribution,
contrast level and noise level from a MRI FLAIR sequence
acquired at different centres.
terms of intensity distribution, contrast level, and noise level of
FLAIR sequences among different scanners. Medical images
are inherently heterogeneous and complex. Consequently, the
performance of computer-aided diagnostic systems may drop
rapidly when deployed on arbitrary real-world data domains
[5]. We refer to data sampled from one distribution to belong
to a domain. For example, MR images from one scanner with
the same imaging protocol belong to one domain whilst the
ones acquired in another centre, with a different scanner and
a modified imaging protocol belong to another [6].
One way to deal with the heterogeneity of datasets, is
sampling from a maximal number of domains and including
the data into the training set. Unfortunately, high-quality
experts’ annotations and clinical follow-up verification for data
collected from multiple domains are not always accessible in
clinical practice. Domain adaptation and transfer learning [7]
methods have been studied to generalise established models.
Another naive solution is fine-tuning the models learned on the
source domain based on annotated data from the target domain.
However, quality control and approval of the annotation of
new cases is manually intensive and would be prohibitive for
most existing diagnostic algorithms. Therefore, unsupervised
domain adaptation (UDA) methods [8] are more feasible in
a clinical setting, given that no extra labeled data from the
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2target domain is needed. There are two main streams of work
that have addressed UDA: a) Feature-level adaptation, which
aims to match the features from source and target domains;
b) Image-level adaptation, which transfers the image style
from the source domain to the target domain. The first stream
requires an empirical selection of the feature level, while the
second stream uses a large amount of data to learn the target
distribution and synthesize good-quality images. Existing work
faces another common drawback: the quality of the adaptation
process cannot be validated since labels from the target domain
are not available during the evaluation of the validation set.
In this study, we follow two hypothesis to overcome the
above drawbacks. First, the disease-specific patterns in seg-
mentation tasks are domain-invariant, i.e., the spatial mani-
festation of the disease-specific pattern is domain invariant,
e.g. the structure or morphology of lesions is invariant to
domain shifts. Based on this, we introduce a semantic- and
boundary-aware layer to encode the spatial information into
the data distribution. Second, the predicted patterns on the
target domain will be iteratively updated during the UDA
process and look similar to the source domain, enabling an
interpretation of the process even without a validation set.
Building on the novel encoding of the spatial information, we
further adapt an adversarial learning strategy to enforce the
spatial pattern distributions of the source and target domains
to be close to each other. Finally, we demonstrate that the
variance of the mask differences offers a promising means to
monitor the convergence of the UDA process. In summary, the
three key contributions of our study are as follows:
• We show that enforcing the cross-domain consistency
of spatial patterns-of-interest by following an adversar-
ial UDA learning strategy, improves the generalisation
performance of learning-based algorithms, e.g. an seg-
mentation algorithm.
• We propose two effective metrics to interpret, monitor
and constrain the unsupervised adaptation process with-
out requiring annotated data from the target domain.
• We benchmark our UDA method on state-of-the-art archi-
tectures and public datasets in cross-centre brain lesion
segmentation tasks. We demonstrate significant improve-
ments over baseline in all tasks.
II. RELATED WORK
Our work is related to unsupervised domain adaptation,
cross-domain image segmentation and continual learning.
Unsupervised domain adaptation. Early studies on UDA
focused on aligning the intensity distributions [9] or matching
the feature space by minimizing the feature distances between
the source and target domains [10], [11]. Recently, with the
advances of generative adversarial network (GAN) and its ex-
tensions [12], [13], the latent features across different domains
can be implicitly aligned by adversarial learning. Y. Ganin et
al. [14] proposed to learn domain-invariant features by sharing
weights between two CNNs. E. Tzeng et al. [15] introduced a
unified framework in which each domain is equipped with a
dedicated encoder before the last softmax layer. However, as
commented in [16], the above UDA methods for classification
tasks cannot work well to address dense segmentation tasks
[17], because the mapping functions from image space to label
space may differ in source and target domains due to the
domain shift. In medical imaging, several works [18], [19]
have been proposed to tackle UDA in different scenarios. Yet,
there exists no metric available to interpret and constrain UDA
process with only data from the source domain.
Cross-domain image segmentation. In contrast to many prior
studies from computer vision, medical image segmentation is
a highly-structured prediction problem. The existing work can
be divided into two main streams: feature-level adaptation and
image-level adaptation. In the feature level, K. Kamnitsas et al.
[20] made an early attempt to perform UDA for brain lesion
segmentation which aimed to learn domain-invariant features
with a domain discriminator. The cross-modality segmentation
problem with a large domain shift is addressed in [21] in
which specific feature layers are fine-tuned and an adversarial
loss is used for supervised feature learning. In comparison
to our proposed approach, it should be noted that the loss
functions aim to match only image features but not the
resulting segmentation maps. Moreover, it only adjusts the
feature transform, but not the segmentation outcome itself.
Existing studies [22], [23], [24] demonstrate that the image-
level adaptation brings improvements in pixel-wise predictions
on a target domain. In this direction, the domain shift problem
is addressed at the input level by providing target-like synthetic
images. A recent work [25] combines feature-level and image-
level adaptation and achieves state-of-the-art results on cross-
modality segmentation. In [26], a data augmentation technique
stacking several classical processing methods was proposed to
generalise networks to unseen domains.
Continual learning. Whilst adapting the model to a target
domain, we expect that the performance on the source domain
remains the same without catastrophic forgetting. I. Goodfel-
low et al. [27] studied dropout techniques to regularize the
training and avoid catastrophic forgetting. F. Ozedemir et al.
proposed to select representative data for image segmentation
[28]. As an early attempt to learn from multi-domain MRI
data, N. Karani et al. [6] proposed to learn a normalisation
layer to adapt to different domains. We propose to expand
the capacity of well-trained networks and maintain the perfor-
mance on the original source domains.
The innovation of this work is fundamentally different from
existing methods for two reasons. First, we do not assume
that the features of the source and target domains should be
aligned. As mentioned in [16], the assumption that feature
alignment in source and target domains without carefully
considering the structured labels, becomes less likely to hold.
Second, our work can handle few-shot scenario in the target
domain. For the image-level adaptation ones, the quality of
the synthetic target-like images is not guaranteed without large
amount of data from the target domain, especially when the
region of interest is tiny (e.g. small brain lesions) in our study.
III. METHOD
An overview of the proposed method is shown in Fig.
2. Given a segmentation model pre-trained on the source
domain, our objective is to adapt this model to an unseen
3Fig. 2: Overview of the proposed efficient unsupervised domain adaptation framework, consisting of a segmentation model ΦG
and a semantic discriminator D. The semantic distributions of source and target domains are driven to be similar through
adversarial learning. The weights of the two segmentation models are shared and they are trained on both source and target
domains in a supervised and an adversarial manner respectively. The semantic discriminator takes the raw images, semantic
masks, edge maps and inverse maps to implicitly learn the domain-invariant disease-specific spatial pattern.
target domain. We developed a framework using a semantic
discriminator which enforces a similar image-to-label mapping
in the source and target domain. This encourages the generator
(i.e. segmentation network) to produce probable segmentation.
A. Problem Definition, Assumption and Notation
Let X denote an input image space and Y a segmentation
label space. We define a domain to be a joint distribution PXY
on X × Y . Let PS and PT denote the set of source domains
and target domains. We observe N source domains S =
{Si}N1 , where Si = {(x(i)k , y(i)k )}nik=1 is sampled from PS
containing ni samples, and M target domains T = {T j}M1 ,
where T j = {x(j)k }mjk=1 is sampled from PT . Notably, the
samples from the target domain do not contain any ground-
truth labels.
We consider two mapping functions from image spaces to
label spaces. ΦS : XS → YS is the mapping learnt in the
source domain, and ΦT : XT → YT is the one learnt in the
target domain (if labels are available). We assume that ideally
the two mappings from image space to label space are domain-
invariant in image segmentation tasks, i.e., ΦS = ΦT . In other
words, the spatial pattern distribution of the segmentation is
stable across different domains, e.g., the presence of brain
lesions in the MR images. The goal of UDA is to learn a
generalised domain-invariant segmentation model ΦG given
{S, T } such that ΦG approximates ΦS and ΦT . We aim to
learn ΦG using ΦS as a reference since ΦT is not observed.
The network in the source domain ΦS can be learnt in a fully
supervised fashion given S. Before domain adaptation, ΦS
does not generalise to T and can be an initialisation of ΦG.
Since the domain-invariant model ΦG is expected to generalise
on both S and T in our setting, the training of ΦG is partly
supervised by S to avoid catastrophic forgetting on the source
domain during the UDA process.
B. Semantic- and boundary-aware layer
Based on the hypothesis that disease-specific spatial pat-
terns are domain-invariant, we claim that the combination of
spatial information like semantic and boundary information is
crucial for domain adaptation. Especially the boundary-aware
input showed its effectiveness in previous studies [29], [30].
Therefore, we introduce a semantic- and boundary-aware layer
which incorporates semantic and boundary information into
the distribution by spatially concatenating the image, semantic
masks and edge maps as a part of the discriminator input.
We introduce the Sobel layer as shown in Fig. 2 to detect the
boundary in predicted masks using Sobel operators [31]. Since
the labels of the background and pathology are often highly
unbalanced, especially in brain lesion segmentation task, we
further develop an inverse layer which inverts the maps in
order to reinforce the learning on pathology regions. This
enhancement facilitates the overall model learning.
Let P denote the probability maps, meaning the prediction
and ground-truth maps, f1 and f2 denote the Sobel operations
for two directions, and J denote the all-ones matrix with the
same size with P , the boundary maps are defined as f1(P ) and
f2(P ). The inverse label maps are defined as: J − P . Thus
the semantic- and boundary-aware layers H(P ) concatenate
4multiple maps as its input:
H(P ) = [P , J − P ,f1(P ), f2(P ), J − f1(P ), J − f2(P )]
(1)
The effectiveness of the proposed semantic and boundary-
aware layers will be presented in Section IV-D.
C. Adversarial Domain Adaptation
1) Backbone ConvNets for segmentation: One basic com-
ponent of the proposed approach is a fully convolutional neural
network (ConvNets) for image segmentation. With the N
labeled samples from the source domain, supervised learning
was conducted to establish a mapping ΦS from the input
image space XS to the label space YS . We borrowed the top-
performing U-shape 2D and 3D architectures from [32], [33]
and adopted the same configuration for all meta-parameters.
Other architectures can certainly be used in our framework.
The parameters of the network are learnt by iteratively mini-
mizing a segmentation loss using stochastic gradient descent.
The segmentation loss function is a linear combination of Dice
loss [34] and cross-entropy loss, formulated as
Lseg = −λ 2
∑n
i=1 yipi + s∑n
i=1 y
2
i +
∑n
i=1 p
2
i + s
−(1− λ)
n∑
i=1
(yi log(pi) + (1− yi) log(1− pi))
(2)
where s is the smoothing factor to avoid numerical issues,
yi and pi are the ground-truth label and the probability of
the prediction for the ith voxel respectively. Notably the
loss function can be a multi-class version depending on the
segmentation task. We use the same ConvNet for both source
and target domains. We claim that a deep ConvNet offers large
modeling capacity and can learn effective representations
on diverse data from multiple domains as observed from
recent segmentation benchmarks [35], [36], [37]. Given the
modelling capacity, the goal of this work is to learn a domain-
invariant segmentation model across multiple similar domains.
2) Discriminator and adversarial learning: The goal of
learning a domain-invariant ΦG is equal to minimizing the
distance between ΦG and ΦS . Inspired by [14], we adopt an
adversarial network including a generator G which performs
segmentation for given input images, and a discriminator D
that evaluates whether the image-to-label mapping is the same
as ΦS or not, thus pushes ΦG to be close to ΦS . In other
words, the mapping ΦS from source image space to ground-
truth label space is treated as ’expert knowledge’ while the
mapping ΦG is treated as ’machine knowledge’. However,
modelling of ΦG faces the challenge of measuring the similar-
ity between mappings which is not straightforward to compute.
Meanwhile, ΦS is difficult to be directly formulated. We
parameterize these functions by using a deep neural network
D to map the samples from {S, T } along with spatial pattern
information to a latent feature space and discriminate the
underlying distribution to be same or not. The optimization
of D and ΦG can be formulated as:
min
ΦG
max
D
Ladv(S, T , D,ΦG) = E(x,y)∼S [logD(x,H(y))]+
Ex∼T [log(1−D(x,H(ΦG(x))))]
(3)
However, this objective can be problematic since during
the early training stage the discriminator converges quickly,
causing issues of vanishing gradients. It is typical to train the
generator with the standard loss function with partly inverted
labels [12]. In particular, some ground-truth maps are labeled
as ’fake’ and some predicted maps are labeled as ground-
truth. This regularizes the segmentation network to avoid
over-fitting. Consequently, the optimization is split into two
independent objectives, one for the discriminator and one for
the generator:
min
D
LadvD (S, T , D,ΦG) = −E(x,y)∼S [logD(x,H(y))]−
Ex∼T [log(1−D(x,H(ΦG(x))))]
(4)
min
ΦG
LadvM (S, T , D,ΦG) = −Ex∼T [log(D(H(ΦG(x))))]
(5)
Notably, this two-stage optimization provides stronger
gradients to update ΦG and uses inverted labels to update
the generator in Eq.5. In addition, catastrophic forgetting of
source domain information is avoided by presenting samples
from both S and T to the segmentation model during the
domain adaptation process.
D. Monitoring Metrics
Since we assume that no ground-truth labels from the target
domain are available, the convergence of the UDA process
cannot be directly observed. We introduce two metrics to
interpret and constrain the UDA process. The idea is that the
segmentation model ΦG generates a starting-point prediction
on the target domain after pre-training on the source domain.
When performing UDA, the prediction updates towards the
ground-truth which causes the increase of the difference be-
tween the updated prediction and the initial segmentation. We
make an assumption that the difference between the current
and the initial segmentation mask is expected to show stable
at some iterations.
Given a sample x from target domain, let A0 denote the
initial mask predicted by the pre-trained model before UDA,
formulated as: A0 = Φ0G(x). Let Ai be the mask predicted
by ΦiG at ith iteration during the UDA process, formulated
as: Ai = ΦiG(x). Euclidean distance of two masks was used
as one of the monitoring metrics to measure the closeness,
formulated as:
di = ||Ai −A0|| (6)
where || · || represents the Euclidean distance.
5TABLE I: Data Characteristics of the public datasets and internal dataset of three segmentation tasks. TR/TE/TI are imaging
parameters from specific imaging protocols.
Tasks Centres Scanner Voxel Size (mm3) Volume Size Modality TR/TE/TI (ms) Num.
White Matter Utrecht 3T Philips Achieva 0.96× 0.95× 3.00 240× 240× 48 FLAIR, T1 11000/125/2800 20
Hyperintensities Singapore 3T Siemens TrioTim 1.00× 1.00× 3.00 252× 232× 48 FLAIR, T1 9000/82/2500 20
Amsterdam 3T GE Signa HDxt 0.98× 0.98× 1.20 132× 256× 83 FLAIR, T1 8000/126/2340 20
MS lesion Munich 3T Philips Achieva 1.00× 1.00× 1.00 170× 240× 240 FLAIR, T1 - 50
JHU 3T Philips Intera 1.00× 1.00× 1.00 181× 181× 217 FLAIR, T1 10.3/6/835 20
Brain Tumor Upenn - 1.00× 1.00× 1.00 170× 240× 240 FLAIR, T1, T2, T1-c - 92
Others - 1.00× 1.00× 1.00 170× 240× 240 FLAIR, T1, T2, T1-c - 50
To measure the stability, we further compute the variance
σ2d of the mask differences in an interval of k iterations, which
can be formulated as:
σ2d =
∑m+k
j=m+1(dj − µ)2
k
(7)
where µ is the average of the mask differences in an interval
of k iterations. When σ2d is below a certain threshold , it
indicates that the prediction behaves stable. Two metrics can
be computed as the stopping criterion for the learning process.
E. Training Strategies
In this section, we propose a training strategy that was
observed to converge stably. We define an end-to-end two-
stage training algorithm (cf. Algorithm 1). First, we train
a segmentation model in a fully supervised fashion on the
source domains. Second, we enforce the same model to be
domain-invariant in an adversarial fashion while maintaining
the performance on the source domains.
Algorithm 1 Unsupervised domain adaptation process
Input: S from source domain, T from target domain,
number of epochs m, stopping threshold 1, 2
Output: segmentation model ΦG, discriminator D
Initialise ΦG and D
1: procedure PRE-TRAINING
2: get batches from S and update ΦG by Eq. (2)
3: compute A0 = ΦG(T )
4: procedure DOMAIN ADAPTATION
5: get batches with domain labels from S and T
6: while σ2d < 1 and dj > 2 do
7: {dj} = [ ], σ2d = 0, j = 0
8: while j < n do
9: update ΦG and D with a batch from S
10: update ΦG and D with a batch from T
11: only update ΦG with a batch from T
12: compute dj = ||ΦG(T )−A0||
13: j = j+1
14: compute σ2d by Eq. 7
return ΦG
IV. EXPERIMENTS
A. Datasets and Evaluation Metrics
1) Datasets: We validate our method on three image seg-
mentation tasks, acquired across more than seven centres.
Task 1: White matter hyperintensities (WMH) segmentation.
We use the public datasets of MICCAI White Matter Hyper-
intensities Segmentation Challenge 2017 [36] including three
centres. Each centre contains 20 subjects and FLAIR&T1 MRI
modalities;
Task 2: Multiple sclerosis (MS) lesion segmentation. We use
an in-house MS dataset consisting of 50 subjects treated to
be the source domain and perform UDA on a recent public
dataset (ISBI-2015) [38] including 20 subjects and multiple
modalities treated to be the target domain. Only FLAIR and
T1 are used since they are in common.
Task 3: Brain tumor segmentation. We use the public
MICCAI-BraTS2019 [35], [39] glioma dataset for evaluation.
In this, we have the information of which samples are from
UPenn and which are not. We choose UPenn samples (92 sub-
jects) to be from the source domain and randomly selected 50
subjects from the remaining samples to be from an unknown
target domain. Table I presents the characteristics of the three
datasets used.
2) Evaluation metrics: For evaluating the performance,
we use five evaluation metrics. Given the ground-truth
segmentation mask G and the generated mask P by the
segmentation model ΦG, the evaluation metrics are defined
as follows.
Dice similarity coefficient (DSC): DSC = 2(G∩P )|G|+|P |
Hausdorff Distance (H95):
H95 = max{supx∈G infy∈P d(x, y), supy∈G infx∈P d(x, y)},
where d(x, y) denotes the distance between x and y, sup
denotes the supremum and inf the infimum. For robustness,
a 95th percentile version instead of the maximum distance
(100th percentile), was used.
Absolute Volume Difference (AVD): VG and VP denote the
volume of lesion regions in G and P respectively. The AVD
is defined in percentage as: AVD = |VG−VP |VG .
Lesion-wise Recall: NG denotes the number of individual
lesion regions in G, while Nc denotes the number of correctly
detected lesions in P . Recall = NcNG .
Lesion-wise F1-score: Nc denotes the number of correctly
detected lesions in P , while Nf denotes the wrongly detected
lesions in M . The F1-score is defined as: F1 = NcNc+Nf .
For the first task (WMH), we use all the five metrics
according to the challenge setting; For the second task (MS),
only Dice score, H95 and AVD are used as they are the
main evaluation metrics in existing literature. For the third
one (brain tumor), we evaluate Dice of three tumor tissues
according to the challenge setting.
6TABLE II: Results on three cross-centre WMH segmentation tasks and comparison with state-of-the-art methods. The values
are calculated by averaging the results on the target dataset. Baseline denotes the performance without using adaptation.
Conditions Dice score H95↓ (mm) AVD↓ Lesion Recall Lesion F1 p-valueDice
[ours vs. others]
p-valueH95
[ours vs. others]
U. + A. → S.
Baseline 0.682 9.22 45.95 0.641 0.592 <0.001 <0.001
U-Net Ensembles [32] 0.703 8.83 37.21 0.672 0.642 <0.001 0.008
CyCADA [40] 0.452 15.23 67.13 0.462 0.344 <0.001 <0.001
BigAug [26] 0.711 8.25 35.41 0.691 0.651 <0.001 0.012
Ours (with a few shots) 0.780 7.54 24.75 0.666 0.657 0.325 0.599
Ours (with full set) 0.782 7.51 22.14 0.754 0.649 - -
U. + S. → A.
Baseline 0.674 11.51 37.60 0.692 0.673 0.002 <0.001
U-Net Ensembles [32] 0.694 9.90 31.01 0.720 0.691 0.008 0.002
CyCADA [40] 0.412 18.21 89.23 0.402 0.292 <0.001 <0.001
BigAug [26] 0.691 9.77 30.64 0.709 0.704 0.012 0.008
Ours (with a few shots) 0.733 7.90 16.01 0.785 0.725 0.530 0.357
Ours (with full set) 0.737 7.53 30.97 0.841 0.739 - -
A. + S. → U.
Baseline 0.430 11.46 54.84 0.634 0.561 <0.001 <0.001
U-Net Ensembles [32] 0.452 10.38 50.33 0.652 0.565 <0.001 <0.001
CyCADA [40] 0.422 13.91 77.45 0.544 0.385 <0.001 <0.001
BigAug [26] 0.534 9.49 47.46 0.643 0.577 0.262 0.470
Ours (with a few shots) 0.489 11.02 57.01 0.639 0.533 0.008 0.002
Ours (with full set) 0.529 10.01 54.95 0.652 0.546 - -
B. Implementations
1) Image preprocessing: For tasks 1 and 2, we use 2D
axial slices of both FLAIR and T1 sequences for training.
All images are cropped or padded to a uniform size of 200 by
200 pixels. Then the voxel intensity is normalised with z-score
normalisation subject-wise. We use data augmentation (rota-
tion, shearing and scaling) to achieve the desired invariance in
the training stage. For task 3, we perform bias field correction
to improve image quality. We randomly extract cubes from the
3D volumes. Each cube is with a size of 76×96×96 and is
normalised with z-score normalisation.
2) Network architectures and parameters setting: The gen-
erator can be any state-of-the-art segmentation network. In this
work, we employ the architectures proposed in [32], [33]. For
task 1 and 2, we use a 2D architecture. The generator takes the
concatenation of FLAIR and T1 image as a two-channel input
and follows a U-net structure. A combination of convolutional
and max-pooling layer downsamples the input data before the
segmentation mask is produced by several upsampling layers.
Additionally, skip connections between layers at the same level
create a stronger relation between input and output. The output
is a single-channel probability map with pixel-wise predictions
for the input image. For task 3, the input is the concatenation
of FLAIR, T1, T2 and T1-c volumes. The output is a multi-
channel probability map with voxel-wise predictions.
The discriminator module is a convolutional network (either
2.5-D or 3.5-D including the semantic and boundary channels)
which aims to discriminate between the spatial distributions
of the source and target domains. For task 1 and 2, the
discriminator takes a seven-channel input consisting of the
paired FLAIR & T1 images, the segmentation mask, the
mask’s inverse-label maps, two Sobel edge maps and the edge
maps’ inverse-label maps. The inverse map and edge map
introduce semantic and boundary information of the critical
structure which helps the network to evaluate the quality of
the segmentation. This is necessary because in tasks 1 and 2
the interested areas are very small. We use a PatchGAN [41]
architecture with a small patch size of 10 × 10 as the output.
The discriminator model is trained with domain labels using a
cross-entropy loss. For task 3, the architecture described above
is retained but with 3D convolutions instead of 2D. The input
for the 3D discriminator is 5×8×8.
An Adam optimiser [42] is used for stochastic optimization.
The learning rates for the segmentation network, discriminator
model and adversarial model are set to 0.0002, 0.001 and
0.0002 respectively chosen empirically observing the training
stability. The model is trained on a NVIDIA Titan V GPU with
12GB memory. The batch size is set to 30 for the task 1&2
and 5 for the task 3 considering GPU memory.
C. Results
1) Training and Baseline Methods:
A baseline model (i.e. segmentation part) is trained and
optimised on the source datasets, referred to as S to establish a
lower bound performance. It is then tested on the subjects from
a target domain T . We use a validation set (20% of the source
training set) to optimise the hyper-parameters and to guarantee
that we compare with a strong baseline. To demonstrate the
efficiency of our method, we run the algorithm considering
two conditions of the target domain: (a) Using only a few
shots of target images: In this scenario, we use the data from
S and only a tiny subset (i.e. one scan, ~1-2% of the target
images) of the target domain images without any annotation
from the target domain. (b) Using the full set of the target
domain: Here, we use the data from S and the full set of the
target domain images without any annotation from the target
domain.
2) Domain Adaptation on WMH Segmentation:
Utrecht + Amsterdam → Singapore: For this setting, we take
centre 1 and 3 (Utrecht and Amsterdam) as the source domain
which leaves centre 2 (Singapore) for the target domain. Table
II presents the final results of our approach on the target
7Fig. 3: From left to right: results on six axial slices of the same subject. From top to bottom: FLAIR axial-view images, the
segmentation results before UDA, the segmentation results using the proposed method. Green color indicates overlap between
the segmentation result and the ground truth masks; red color false positives; gold color false negatives. (Best viewed in color)
dataset and compares with baseline and state-of-the-art U-
Net ensemble method [32]. Notably [32] is the top-performing
algorithm on cross-scanner segmentation as analyzed in [36].
CyCADA [40] is an image-level CycleGAN-based adaptation
method. We find that CyCADA achieves poor results because
of the low image quality in the synthesized target domain.
Fig. 4 shows a failure example of CyCADA ’s synthesized
result. Our method significantly improves the segmentation
performance on the target dataset after domain adaptation
(ours vs. baseline, p-value < 0.001). We observe that our
method with a few shots of target images achieves a similar
Dice score compared to using the full set of the target domain
(78.0% vs. 78.2% [32]). When using the full set, our method
achieves a promising performance close to the fully-supervised
result [32] for the Dice score (78.2% vs. 80.3%) and lesion-
wise recall (75.4% vs. 76.1%).
Utrecht + Singapore → Amsterdam: In this experiment, we
take centre 1 and 2 (Utrecht and Singapore) as the source
dataset whilst centre 3 (Amsterdam) represents the target
dataset. Similarly, we observe that using a few shots of target
images can significantly improve the segmentation results on
target domain. When using the full set, our method further
boost the performance, e.g. in lesion-wise recall, from 78.5%
to 84.1%. The performance in AVD in Table II decreases
after using the full set whilst the Dice stays stable. This
indicates that the algorithm encourages the network to produce
reasonable prediction based on spatial patterns of the lesions.
Amsterdam + Singapore → Utrecht: Lastly, we take centre 2
and 3 (Amsterdam and Singapore) as the source dataset whilst
centre 1 (Utrecht) represents the target dataset. We observe that
the baseline performance is relatively poor (43.0% Dice). This
demonstrates that the domain shift between the source (centre
2 and 3) and target (centre 1) domain is in this case greater than
in the first two experiments and the performance drastically
drops when the target domain is unseen. After UDA, we
improve the Dice by nearly 10% (43.0% vs. 52.9%). Still, there
is room for improvement in this scenario. The state-of-the-art
method bigAug [26] employing advanced data augmentation
techniques and improve the generaliability to unseen domains.
However, we find that the performance differences between
ours and bigAug are not significant (Wilcoxon rank-sum tests)
as shown in Tab. II.
TABLE III: Results on a cross-centre segmentation task for
Multiple Sclerosis (MS) data. The values are calculated by
averaging the results on the target dataset. We compare our
method with the performance before using domain adaptation
(denoted by baseline). Statistical analysis (ours with full set
vs. others) is performed on Dice scores.
Method Dice score H95↓ AVD↓ p-valueDice
Baseline 0.477 19.13 78.86 <0.001
Ours (with a few shots) 0.492 18.06 73.83 <0.001
Ours (with full set) 0.543 13.93 49.92 -
3) Domain Adaptation on MS Lesion Segmentation:
Munich → JHU: In this experiment, we test our approach on
two datasets from the multiple sclerosis domain. The Munich
dataset, collected in-house, serves as the source dataset while
the public JHU dataset is taken as our target domain. Table
8Fig. 4: The translation from Utrecht to Amsterdam using
CycleGAN [43]. We observed that it introduce noise in the
synthetic domain due to the lack of training data. Image-
translation based method is likely to fail when the region of
interests (i.e. lesions) is small.
III presents the results of our unsupervised domain adaptation
in comparison to the baseline performance. Compared to the
baseline, our method improves the results even when using
only a few shots of target images. Furthermore, when using the
whole target dataset the results improve significantly (50.1%
vs. 55.2%). The performance underlines the success of our
approach and shows the validity across different domains.
JHU → Munich: Due to the few number of scans in the
source domain, the segmentation network overfits heavily on
the source dataset during the pre-training stage. This prevents
a successful adversarial learning during the domain adaptation.
4) Domain Adaptation on Brain Tumor Segmentation:
UPenn→ Others:. We further evaluate our method in a multi-
class tumor segmentation task. We take 92 subjects from centre
Upenn and perform UDA on 50 scans from other centres. From
Tab. IV, we observe improvement on all the three classes. The
improvement is not as large as in task 1 and 2. This could be
attributed to the structure of a brain tumour which is much
larger and complex than WMH and MS lesions. Although
the improvement is limited, our method holds its promise of
improving well-established state-of-the-art architectures.
TABLE IV: Results on cross-centre brain tumor segmentation
task. The values are calculated by averaging the results of
the target-domain subjects. We compare our method with the
performance before UDA (denoted by baseline). TC=tumor
core; e=edema; ET=enhancing tumor. Statistics analysis is
done on the average of Dice scores of three tissues.
Method DiceTC Dicee DiceET p-valueDice
Baseline 0.610 0.785 0.796 0.026
Ours (with a few shots) 0.622 0.792 0.806 0.258
Ours (with full set) 0.628 0.799 0.812 -
5) Performance on both domains: To enforce the segmen-
tation network not to forget the knowledge from the source
domain, we train the segmentation network in a continual-
learning manner using labeled data during the adaptation
process. However, without a regularization, the segmentation
model faces the risk of overfitting on the source domain
since it was optimised in the first stage (i.e. pre-training)
in Algorithm 1. We claim that the semantic discriminator
regularizes the training in two aspects: 1) discriminating if
Fig. 5: Performance on both domains during the domain
adaptation process. We observe that the performance in the
source domain remains stable whilst the performance in the
target domain is increasing rapidly in the first 250 epochs.
When the number of epochs reached 255, the variance and
difference was smaller than 0.1 and larger the 6.1 respectively,
and the UDA process is suggested to be stopped.
Fig. 6: Plots of the two metrics over training epochs cor-
responding to Fig. 5. We found that the metrics are highly
effective as a stopping criteria of UDA process without a
validation set. The stopping point (epoch 255) corresponds
to almost global maximum performance on the target domain.
a segmentation is good or not; 2) avoiding overfitting through
the adversarial training. We further perform a study to observe
the behaviour of the segmentation model on both source
domain and target domain without stopping the adaptation
process. In this experiment, we split the source-domain data of
WMH segmentation task (Utrecht + Amsterdam→ Singapore)
into a training set (80%) and a validation set (20%) for obser-
vation. We use Dice score and lesion-wise recall for evaluation
metrics. From Fig. 5, we confirm that the segmentation model
does not overfit on the source domain whilst the performance
on target domain is increasing stable in the first 250 epochs.
6) Effect of the two new metrics: We perform an analysis
to demonstrate the effectiveness of the proposed two metrics:
variance and difference of predictions, without using a valida-
9Fig. 7: Illustration of pixel-wise feature distribution before and after UDA. (a) The distributions of lesion and non-lesion
pixel-wise features. We observe that the lesion and non-lesion features are more separable after UDA. (b) Visualisation of
lesion features in target domain before and after UDA. We found that the UDA process greatly transforms the target domain
feature which are separable with the original ones. Visualization is done by t-SNE [44]. (Best viewed in color)
tion set from the target domain. In Fig. 6, We plot the curves
of the two metrics during the UDA process in the above sub-
section IV-C5. Based on the curves of two metrics, in the
above experiment we stop the training when the variance is
smaller than 0.1 and difference is larger than 6 which results
in 255 epochs. We observe that it corresponds to almost global
maximum performance on the target domain in Fig. 5.
D. Ablation Study on Semantic and Boundary-aware Layers
We conduct an ablation experiment on WMH segmenta-
tion task (Utrecht + Amsterdam → Singapore) to evaluate
the effectiveness of each key component in our proposed
framework. Table. V shows the segmentation performance
is increasingly better when more spatial information being
included, especially, when incorporating edge and inverse
maps. Similar trends were observed on other settings.
TABLE V: Ablation study on key components including two
semantic and boundary-aware layers.
Methods Mask Edge Map Inverse Map Dice H95↓
W\o UDA 67.4% 10.55
Mask X 68.1% 9.72
Edge Map X X 71.1% 8.20
Inverse Map X X X 73.9% 7.41
E. Feature Visualisation
In Fig. 7, we visualise the 64-dimensional features before
soft-max layer corresponding to the region of interests (i.e.
lesions) from the source and target domains to interpret the
UDA process in the WMH segmentation task (Utrecht +
Amsterdam→ Singapore). We randomly sample 2000 features
from each stage for t-SNE visualisation. In Fig. 7, we see that
the lesion and non-lesion features are more separable after
UDA, demonstrating that lesion and background are more
distinguishable.
V. DISCUSSION AND CONCLUSION
In summary, we presented an efficient unsupervised domain
adaptation framework that enforces arbitrary segmentation
networks to adapt better to new domains. The proposed
model learns underlying disease-specific spatial patterns in
an adversarial manner. We found that using a few shots of
unlabeled images from the target domain can significantly
improve the segmentation results. Two effective metrics to
measure the difference and variance are introduced to monitor
the training process and stop it at a reasonable point.
The first finding is that the well-established segmentation
networks (both 2D and 3D) can be further improved on new
target domains by an adversarial optimization. The learning
of spatial pattern distributions benefits from the semantic and
boundary-aware layers. From Fig. 5, we observed that the
lesion recall increases rapidly in the first 250 epochs indicating
that the spatial patterns are captured by the segmentation
network. The second finding is that the performances of the
segmentation network on the source domains are maintained
and the model does not suffer from over-fitting issues. Lastly,
through the feature visualization, we see that the lesion and
non-lesion features are more separable after UDA.
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