In multicomputers that utilize circuit switching or wormhole routing, communication overhead depends largely on link contention-the variation due to distance between nodes is negligible. This has a major impact on the load balancing problem. In this case there are some nodes with excess load (sources) and others with deficit load (sinks) and it is required to find a matching of sources to sinks that avoids contention.
In a strict graphtheoretic sense, these could be considered rnatchings in an imaginary complete graph whose nodes are the processors of the system.
We will make the following assumptions.
1. There is unit load imbalance. Each processor has either one unit of excess load or one unit of deficit, or is neutral.
2. The global state of the multiprocessor is known.
3. There is a fixed routing algorithm.
4. Communication overhead is due to link contention. Distance effects are negligible.
In Sections 7 and 8 we construct flow networks that correctlymodel routing of messages in meshes and hypercubes. The crucial property of these models is the correspondence between minimum cost flows and correctly routed messages. To solve a given instance of a load balancing problem, we apply a minimum cost flow algorithm to the network that represents that instance. The resultingflow then provides an answer to the load balancing question posed above.
Meshes
In the mesh interconnection scheme each processor is considered to be located on an integer mesh, with connections between processors that are one coordinate apart. Thus processor < i, j > is connected to processors < i, (j -4-1) > and < (i -4-1), j >. There may be 'wraparound' at the edges of the array. The When sending messages from node < z,, yo > to < zd, Yd >, one possibility is to use a 'row-column' column routing strategy. According to this strategy, the message first travels along a row to the correct column and then along a column to the correct node. That is, < zo, y,
This strategy is used on the Symult 2010. Other strategies are possible, e.g. 'column-row ' or 'staircase'. We will assume the row-column strategy in our analysis of meshes.
The important aspect of routing on meshes is that it is outside the user's control.
Thus there may be edge conflicts between the paths specified for two or more pairs of communicating nodes. The 'row-column' strategy will insist on these paths, even if many alternate paths exist. This is illustrated in Figure  2 .
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tThere are measurable dependencies on distance that are significant .for small messages [2] but negligible for our application (which involves _ kbyte messages). A flow in this graph must satisfy the following requirements.
1. no edge carries more than its capacity, 2. the amount of flow leaving (entering) a source (sink) node is less than or equal to its source (sink) capacity, and 3. for nodes that are not sources or sinks, the amount of flow leaving a node equals the amount of flow entering a node.
The magnitude of a flow is the sum of all the flows leaving the source nodes (which is equivalent to the sum of all flows entering the sink nodes).
The cost of a flow in a given graph is the sum, over all edges, of the flow in an edge multiplied by the cost per unit flow of that edge. 
The model
The flow model for load balancing on a mesh with 'row-column' routing is shown in Figure  5 . Each diamond in this figure represents a processor. 
An example
For the configuration of sources and sinks shown in Figure  7 , the flow algorithm will return the following < flow, cos_ > pairs:< Figure  8 we show the network corresponding to a dimension 3 hypercube with two sources and two sinks. The discussion that follows uses this network as an example.
8.1
The model
The flow network for hypercubes has the following properties.
Each processor in a d-dimensional
hypercube is represented by a dclique in the model. In Figure  8 we have a 3-dimensional hypercube and hence 8 3-cliques §. . This is only because 3-cubes and 3-cliques are isomorphic-there is no other similarity between the two. Our network could be called cube-connec$ed-cllques, but we prefer not to use this awkward phrase.
Solution
The construction of flow model for hypercubes is such that, in a network of dimension d:
2. an incorrectly routed flow must have cost > d-1, and 3. flows cannot share edges.
In Figure 8 , forexample, the dashed path has cost 2 and representsa correctly routed flow. The dotted path is incorrectlyrouted and has cost > 2.
To find out how much of a load balance can be removed without contention, the minimum cost flow algorithm is applied to this network. The 
8.3
Complexity of solution nodes.
We will also have to add a k + lth edge from(to) every source (sink) to(from) the new node of its correspondingclique. This is illustrated in Figure 9 . C_sts per unit flow wiii have to be be modified, so as to obey the rules given in Section 8.1. The following observations may be made regarding these modifications. An important property of the 'e-cube' algorithm is that the path between two nodes always remains within the smallest subcube containing these
nodes.
This converAtV property assures us that if a source and sink pair lie within one of the original two k cubes, the paths between these two will also lie wholly within that cube. A unit flow along this path will have its weight increased from k to k + 1 because all original edges leading into sinks were increased by 1 (see observation (d), above) and no other edges wholly within the original two k-cubes were disturbed. Now consider paths between nodes in different k-cubes. We have assumed that the two constituent cubes differ in their leftmost bits; let us identify these cubes by this bit. We thus have cube-O and cube-1.
Since the leftmost bit is the last to change according to the 'e-cube' algorithm,
• we can never have a path that originates in cube-0 and contains more than one node in cube-l, and
• if a path starts in cube-1 and ends in cube-O, it must have exactly two nodes (and hence one edge in it). This is because once the leftmost bit has been changed no further movement is possible. As a result, we can see that all the 'e-cube' paths in our k + 1-cube can be partitioned into the following four classes.
(i) Paths that are wholly contained in one of the constituent k-cubes.
(ii) Paths that start in cube-i and end in cube-1. These paths must be exactly one edge in length. (see Figure  9 (c)). Now consider a path from N1 to Np-x. Both these nodes are in the 0-cube.
The cost of this path is thus k, as proved above.
The last (directed) edge in this path will be from a clique node to a sink and will have cost equal to (k + 1) - 
