Abstract. Many real-world decision problems require making trade-offs between multiple objectives. However, in some cases, the relative importance of the objectives is not known when the problem is solved, precluding the use of singleobjective methods. Instead, multi-objective methods, which compute the set of all potentially useful solutions, are required. This paper proposes new multiobjective algorithms for cooperative multi-agent settings. Following previous approaches, we exploit loose couplings, as expressed in graphical models, to coordinate efficiently. Existing methods, however, calculate only the Pareto coverage set (PCS), which we argue is inappropriate for stochastic strategies and unnecessarily large when the objectives are weighted in a linear fashion. In these cases, the typically much smaller convex coverage set (CCS) should be computed instead. A key insight of this paper is that, while computing the CCS is more expensive in unstructured problems, in many loosely coupled settings it is in fact cheaper to compute because the local solutions are more compact. We propose convex multi-objective variable elimination, which exploits this insight. We analyze its correctness and complexity and demonstrate empirically that it scales much better in the number of agents and objectives than alternatives that compute the PCS.
Introduction
In cooperative multi-agent systems, agents must coordinate their behavior in order to maximize their common utility. Key to making coordination efficient is exploiting the loose couplings common to such tasks: each agent's actions directly affect only a subset of the other agents. Such independence can be captured in a graphical model called a coordination graph, and exploited using methods such as variable elimination [8, 9] . This paper considers how to address cooperative multi-agent systems in which the agents have multiple objectives, i.e., the utility is vector-valued. Many real-world problems have multiple objectives, e.g., maximizing performance of a computer network while minimizing power consumption [16] .
The presence of multiple objectives does not in itself necessitate special solution methods. In many cases, the vector-valued utility function can be scalarized, i.e., converted to a scalar function. Subsequently, the original problem may be solvable with existing single-objective methods. However, this approach is not applicable when the parameters of the scalarization are not known in advance. For example, consider a company that produces different resources whose market prices vary. If there is not enough time to re-solve the decision problem for each price change, then we need multiobjective methods that compute a set of solutions optimal for all possible scalarizations. This paper focuses on one-shot decision-making problems, for which several methods [5, 6, 12] have been developed. For instance Rollón [14] introduces an algorithm that we refer to as multi-objective variable elimination (MOVE), which solves multiobjective coordination graphs by iteratively solving local problems to eliminate agents from the graph. However, these methods all compute the Pareto coverage set (PCS), i.e., the Pareto front, of deterministic strategies.
In this paper, we argue that the PCS is often not the most appropriate solution concept. In the common case where the scalarization function is linear, the PCS is typically much larger than necessary. In addition, when joint strategies can be stochastic, the PCS is inadequate, even if the scalarization function is nonlinear.
To address these issues, we propose new methods that compute an alternative solution concept, the convex coverage set (CCS). The CCS is the exact solution set when the scalarization function is linear, and often much smaller than the PCS. In addition, it is a sufficient set of deterministic strategies from which to construct all optimal stochastic strategies. A key insight of this paper is that, while the CCS is more costly to compute than the PCS for nongraphical problems, it is often less costly to compute for loosely coupled problems because the local CCSs are much smaller than the local PCSs.
Thus, the main contribution of this paper is that it shows-both theoretically and empirically-that large speedups can be obtained when solving multi-objective coordination graphs by using the CCS as the solution concept. In particular, we 1) analytically show that the local CCSs can be much smaller than local PCSs, 2) present convex MOVE (CMOVE), an extension to MOVE that efficiently computes the CCS, 3) analyze the correctness and complexity of CMOVE in terms of the size of the coverage sets, and 4) demonstrate empirically that CMOVE scales much better than previous algorithms. 3 
Multi-Objective Coordination Graphs
We formalize our problem setting as a multi-objective extension to coordination graphs [8] . In particular, a multi-objective coordination graph (MO-CoG) is a tuple D, A, U : D = {1, ..., n} is the set of n agents; A = A i × ... × A n is the joint action space (the Cartesian product of the finite action spaces of all agents) and U = u 1 , ..., u ρ is the set of ρ, d-dimensional local payoff functions. The total team payoff is the (vector) sum of local payoffs, with a limited scope e, i.e., the subset of agents that participate in it: u(a) = ρ e=1 u e (a e ). We use u i to indicate the value of the i-th objective. A team strategy π is a probability distribution over joint actions A → [0,1]. In general strategies are stochastic. Every joint action gets assigned a probability 0 ≤ π(a) ≤ 1, and the probabilities for all joint actions together sum to 1, a∈A π(a) = 1. The value of a strategy u π is the expected (vector-valued) utility of the strategy u π = a∈A π(a)u(a). A deterministic strategy is a special case of a strategy in which one joint action a has probability 1 and the rest probability 0. We refer to the set of all vectors for all possible strategies as V. The decomposition of u(a) into local payoff functions can be represented as a factor graph containing agents (variables) and local payoff functions (factors), with edges connecting local payoff functions to the agents in their scope. Figure 1a shows a factor graph for the payoff function u(a) = ρ e=1 u e (a e ) = u 1 (a 1 , a 2 ) + u 2 (a 2 , a 3 ). We assume there exists a scalarization function f that converts u π to a scalar payoff u
. This function is parameterized by a weight vector w, which is unknown when the MO-CoG is solved but known when the agents must select a strategy. The solution to a MO-CoG is the coverage set (CS) [2] , i.e., all strategies π and associated values u π that are optimal for some w:
For convenience, we assume that the coverage set contains both the values and associated strategies. What the CS looks like depends on what strategies are allowed, and what we know about the scalarization function.
A minimal assumption about the scalarization function is that it is monotonically increasing in all objectives (i.e., if the value for one objective increases while the values for the other objectives stay constant, the scalarized value cannot go down). This assumption ensures that objectives are actually objectives, i.e., having more of them is better. In this case, the CS is called the Pareto coverage set (PCS) or Pareto front:
where P indicates Pareto dominance (P-dominance): greater or equal in all objectives and strictly greater in at least one objective. Note that computing P-dominance 5 requires only comparing pairs of vectors [7] .
A highly prevalent scenario is that, in addition to knowing that the scalarization function is monotonically increasing, we also know that it is linear, f = w · u π . This is 4 MO-CoGs are similar to the multi-objective weighted constraint satisfaction problems (MOWCSPs) considered in [15] . However, MO-WCSPs consider only deterministic strategies and bounded, integer-valued payoffs. In addition, they consider constraints, the absence of which in Mo-CoGs has important implications for our complexity analysis (see Section 6). 5 P-dominance is often called pairwise dominance in the POMDP literature. the case in, e.g., clinical trials [11] or resource gathering [1] . In this case, all we need is the convex coverage set (CCS):
Vectors not in the CCS are C-dominated. In contrast to P-domination, C-domination cannot be tested for with pairwise comparisons because it can (in the setting of deterministic strategies) take two or more vectors to C-dominate a vector: a vector can be dominated over the entire weight-space, but not necessarily always by the same vector, as indicated in Figure 2 (right). The CCS contains all strategies that could be optimal for some weight in a linear scalarization, i.e., all strategies that are not C-dominated. Anything in the PCS but not in the CCS is C-dominated and cannot be useful given the assumption of a linear scalarization function. Because we assume the linear scalarization is monotonically increasing, we can represent it without loss of generality as a convex combination of the objectives: i.e., the weights are positive and sum to 1. Since such linear functions are a subset of monotonically increasing functions, the CCS is a subset of the PCS. Many multi-objective methods, e.g., [5, 6, 12, 14] simply assume that the PCS is the appropriate solution set. However, which CS one should use depends what one can assume about how utility is defined with respect to the multiple objectives, i.e., which scalarization function is used to scalarize the vector-valued payoffs. We argue that in many situations, one can assume that the scalarization function will be linear. For example, when the different objectives are products and/or resources that need to be bought and sold on a market, every objective will be associated with a current unit price on the market, leading to linear trade-offs. In such cases one should use the CCS.
In addition, the choice of solution concept also depends on whether only deterministic strategies are considered or whether stochastic ones are also permitted. We consider this issue in the next section.
Deterministic versus Stochastic Strategies
When we allow only deterministic strategies, i.e., one joint action is chosen with probability 1, the PCS and CCS can be quite different. In Figure 2 (left) the values of deterministic strategies are represented as points in value-space, for a two-objective MOCoG. The strategy A is in both the CCS and the PCS. B, however, is in the PCS, but not the CCS, because there is no weight for which a linear scalarization of B's value would be optimal, as shown in Figure 2 (right), where the scalarized value of the strategies are plotted as a function of the weight on the first objective (w 2 = 1 − w 1 ). C is in neither the CCS nor the PCS: it is Pareto-dominated by A. We refer to the deterministic PCS as the PCS of deterministic strategies, i.e., the PCS when only deterministic strategies are allowed. We refer similarly to the deterministic CCS.
As discussed in Section 2, stochastic strategies are linear combinations of deterministic strategies. The value of a stochastic strategy is thus also a linear combination of the value vectors of the deterministic strategies it is a mixture of: u π = a∈A π(a)u(a). Therefore, the optimal values (for both linear and nonlinear monotonically increasing scalarization functions [17] ) lay on the convex upper surface spanned by the strategies in the deterministic CCS, as indicated by the black lines in Figure 2 (left). In the stochastic case, the PCS and CCS are thus identical. Furthermore, the values for the stochastic PCS/CCS can be constructed from the values in the deterministic CCS. The stochastic PCS/CCS is thus very different from the deterministic PCS and the deterministic CCS. While the deterministic PCS and deterministic CCS contain finite numbers of strategies, the stochastic PCS/CCS contains inifinitely many strategies.
However, when we know that the scalarization function is linear, we do not actually need the entire stochastic CCS: for each weight, there exists a deterministic strategy that is optimal. For every optimal strategy in the stochastic CCS there exists a deterministic strategy that is just as good, because a linear combination of the values of two or more deterministic strategies never yields a larger scalarized utility for any w, than one of the constituent deterministic strategies: w · u π = a π(a)(w · u(a)). By contrast, when the scalarization function is monotonically increasing (but not necessarily linear), the full stochastic PCS is required. This is a problem, because it contains infinitely many strategies. However, all values on the stochastic PCS can be attained by making a stochastic mixture from the strategies on the deterministic CCS [17] . Note that these mixtures (all points on the black lines in Figure 2 (left)) dominate all points, like B, that are in the deterministic PCS but not the deterministic CCS. Therefore the CCS can be used to create all possible values on the PCS of stochastic strategies, and is more compact than the deterministic PCS.
It might of course be the case that the problem setting is restricted to deterministic solutions. For example in the medical domain [11] , it can be unethical to treat patients based on a stochastic strategy. However, in most settings, stochasticity is permissable and the aim is to optimize the expected return.
Therefore, in this paper we present methods for computing the strategies in the deterministic CCS because it is an appropriate solution concept, not only when the scalarization function is linear, but also any time stochastic strategies are considered, even if the scalarization function is nonlinear, as shown in Table 1 . For brevity, in the rest of the paper, we refer to the deterministic CCS as simply the CCS, to deterministic strategies as joint actions, and to the set of values of all deterministic strategies as V.
Linear scalarization functions Monotonically increasing scalarization functions Deterministic strategies
Deterministic CCS Deterministic PCS
Stochastic strategies
Deterministic CCS Deterministic CCS Table 1 : Motivating scenarios.
Nongraphical Convex Approach
One way to compute the CCS, is to ignore the graphical structure, calculate the set of all possible payoffs for all joint actions V, and prune away the C-dominated joint actions.
To determine the set V, we first translate the problem to a set of value set factors (VSFs), F. Each VSF f is a function mapping local joint actions to sets of payoff vectors. Initially, the VSFs are constructed from the local payoff functions such that f e (a e ) = {u e (a e )}, i.e., each VSF maps a local joint action to the singleton set containing only that action's local payoff. We can now define V in terms of F using the cross-sum operator over all VSFs in F for each joint action a: V(F) = a f e ∈F f e (a e ). 7 The CCS can now be calculated by applying a pruning operator CPrune (described below) that removes all C-dominated vectors from a set of value vectors, to V:
The CCS contains the all the vectors that are maximizing for some w:
This is exactly the same problem as in partially observable Markov decision processes (POMDPs) [7] , where the optimal α-vectors (corresponding to the value vectors u π ) for all beliefs (corresponding to the weight vectors w) must be found. Therefore, we can use pruning operators from the POMDP literature. Algorithm 1 describes our implementation of CPrune, which is based on [7] with the modification that, in order to improve runtime guarantees, we first pre-prune to the PCS using the PPrune operator shown in Algorithm 2, which computes the (deterministic) PCS in O(d|V det ||P CS|) by running pairwise comparisons.
Next, we maintain a partial CCS (U * ), which is constructed as follows: we select a random vector u from the set of candidate vectors U and test whether there is a weight vector w for which it is better than the vectors in U * by solving the linear program shown in Algorithm 3. If so, we find the best vector v for w in U and move v to U * . If there is no weight for which u is better, we remove u from U (because it is C-dominated).
The runtime of the CPrune operator we use is O(d|V det ||P CS|+|P CS|P (d|CCS|)), where P (d|CCS|) is a polynomial in the size of the CCS and the number of objectives d, which is the runtime of the linear program that tests for C-domination (Algorithm 3).
Remove u, and all vectors Paretodominated by it, from U Add u to U * return U *
Exploiting Loose Couplings
In the previous section, we showed that, for the nongraphical approach, computing the CCS is more expensive than computing the PCS. In this section, we show that, by exploiting the MO-CoG's graphical structure, we can often compute the CCS much more efficiently. In particular, we solve the MO-CoG as a series of local subproblems, by iteratively eliminating agents, and thereby manipulating F. The key idea is, for each agent elimination, to compute a local CCS (LCCS), pruning away as many vectors as possible at the lowest possible level. This minimizes the number of payoff vectors that are calculated at the global level, which can greatly speed computation. Here we describe the elim operator for eliminating agents used by CMOVE in Section 6.
To eliminate agent i, we define F i , the set of relevant VSFs with i in scope. Then, for each possible local joint action of n i , agent i's neighbors, we define an LCCS that contains the payoffs of the C-undominated responses of agent i to the given local joint action of n i . In other words, it is the CCS of the subproblem that arises when considering only F i and fixing a specific local joint action of n i . To compute the LCCS, we must consider all payoff vectors and prune the dominated ones. If we fix all actions in a ni except a i , the set of all payoff vectors for this subproblem is:
e (a e ), where a e is formed from a i and the appropriate part of a ni . The corresponding LCCS is thus the undominated subset of V i (F i , a ni ):
Using these LCCSs we can define a new VSF, f new conditioned on the actions of the agents in n i :
The elim operator replaces the VSFs in F i in F by this new factor:
Theorem 1. elim preserves the CCS: ∀i ∀F CCS(V(F)) = CCS(V(elim(F,i))).
Proof sketch. The linear scalarization function distributes over the local payoff functions: w · u(a) = w · e u e (a e ) = e w · u e (a e ). Thus, when eliminating agent
new (a ni ) = max ai e∈ni w · u e (a e ) per definition, thus preserving the maximum for all w and thereby preserving the CCS.
Since LCCS ⊆ LPCS ⊆ V i , where LPCS is the local PCS, elim not only reduces the problem size, it can do so more than is possible when considering only P-dominance. Consequently, focusing on the CCS can lead to considerable speedups.
Convex MOVE
We now present Convex Multi-Objective Variable Elimination (CMOVE), which implements elim using pruning operators, iteratively applies it to compute the CCS, and outputs the correct joint actions for each payoff vector in the CCS. It is an extension to Rollón's Pareto-based MOVE (which we denote PMOVE) [14] .
Like PMOVE, CMOVE eliminates agents in sequence, solving local subproblems along the way. The most important difference is that CMOVE computes the CCS, which can lead to smaller subproblems and thus much better computational efficiency. In addition, we identify three places where pruning can take place, yielding a more flexible algorithm with different trade-offs. Finally, we use a tagging scheme instead of the backwards pass employed by Rollón, which greatly simplifies the algorithm without effecting its runtime.
CMOVE is also related to multi-objective methods for GAI networks [6] and influence diagrams [12] . However, like PMOVE, these methods compute only the PCS.
Algorithm
We first present an abstract version of CMOVE, which leaves the pruning operators unspecified. The choice of these operators leads to specific variants with different tradeoffs between pruning effort and local problem sizes. As before, CMOVE first translates the problem into a set of vector-set factors (VSFs), F. Next, it iteratively eliminates agents using elim. The elimination order can be determined using techniques devised for regular VE [10] . Algorithm 4 shows our implementation of elim, parameterized with two pruning operators, prune1 and prune2, corresponding to two different pruning locations inside LCCS i (F i , a ni , prune1, prune2), which is implemented as follows. First we define a new cross-sum-and-prune operator A⊕B = prune1(A ⊕ B), which we can apply sequentially in the definition of the LCCS operator:
Applying prune1 to each cross-sum of two sets, via the⊕ operator, leads to incremental pruning [4] ; prune2 prunes at a coarser level, after the union. CMOVE applies elim iteratively until no agents remain, resulting in the CCS. An example of how this works is presented in Section 6.3.
Pruning can also be applied at the very end, after all agents have been eliminated, which we call prune3. In increasing level of coarseness, we thus have three pruning operators: incremental pruning (prune1), pruning after the union over actions of the eliminated agent (prune2), and pruning after all agents have been eliminated (prune3).
There are several ways to implement the pruning operators that lead to correct instantiations of CMOVE. One can use both PPrune (Algorithm 2) as well as CPrune (Algorithm 1) as long as either prune2 or prune3 is CPrune. (Note that if prune2 computes the CCS, prune3 is not necessary.) In this paper, we consider Basic CMOVE, which does not use prune1 and prune3 and only prunes at prune2 using CPrune, as well as Incremental CMOVE, which uses CPrune at both prune1 and prune2.
Tagging Scheme
Once CMOVE computes the CCS, we need to retrieve the joint actions that generate these values. In single-objective VE, this is typically done with a backwards pass that constructs a joint action by iterating through the eliminated agents in reverse order. However, doing so in the multi-objective setting is more complex, because the partial joint actions in the LCCSs need to be matched with the different values in the CCS instead of just backtracking a single optimal solution that automatically belongs to the optimal value. Consequently, the backwards pass used in Rollón's implementation of PMOVE [14] is fairly complex. However, we can obviate the need for a backwards pass by using a tagging scheme: when eliminating an agent i, CMOVE tags all the vectors in the LCCSs with the appropriate action of this agent. The payoff vectors are stored as a tuple containing both the payoff vector and a partial joint action. CMOVE combines the tags of agent i with the tags already present in F i . For example, in Figure 1 , factor f 3 contains payoff vectors tagged with an action of agent 3 and factor f 4 contains tags with actions of both agents 2 and 3. Doing this for every agent in the elimination sequence builds the complete joint action for each payoff vector in the CCS. Replacing the backwards pass with this tagging scheme reduces by about half the number of lines of pseudocode needed to describe the algorithm.
Example
Consider the example in Figure 1a , using the payoffs defined by Table 2 . First, CMOVE creates the VSFs f 1 and f 2 from u 1 and u 2 (not shown). To eliminate agent 3, it creates a new factor f 3 (a 2 ) by computing the LCCSs for every a 2 and tagging each element of each set with the action of agent 3 that generates it. Forȧ 2 , CMOVE first generates the set {(3,1)ȧ 3 , (1,3)ā 3 }. Since both of these vectors are optimal for some w, neither is removed by pruning and thus f 3 (ȧ 2 ) = {(3,1)ȧ 3 , (1,3)ā 3 }. Forā 2 , CMOVE first generates {(0,0)ȧ 3 , (1,1)ā 3 }. CPrune determines that (0,0)ȧ 3 is dominated and consequently removes it, yielding f 3 (ȧ 2 ) = {(1,1)ā 3 }. CMOVE then adds f 3 to the graph and removes f 2 and agent 3, yielding the factor graph shown in Figure 1b . 
The first cross sum is {(7,2)ȧ 2ȧ3 , (5,4)ȧ 2ā3 } and the second is {(1,1)ā 2ā3 }. Pruning their union yields f 4 (ȧ 1 ) = {(7,2)ȧ 2ȧ3 , (5,4)ȧ 2ā3 }. Similarly, for a 1 taking the union yields {(4,3)ȧ 2ȧ3 , (2,5)ȧ 2ā3 , (4,7)ā 2ā3 }, of which the LCCS is f 4 (ā 1 ) = {(4,7)ā 2ā3 }. Adding f 4 results in the factor graph in Figure 1c .
Finally, CMOVE eliminates agent 1. Since there are no neighboring agents left, A i contains only the empty action. CMOVE takes the union of f 4 (ȧ 1 ) and f 4 (ā 1 ). Since (7,2) {ȧ1ȧ2ȧ3} and (4,7) {ā1ā2ā3} dominate (5,4) {ȧ1ȧ2ā3} , the latter is pruned, leaving CCS = {(7,2) {ȧ1ȧ2ȧ3} , (4,7) {ā1ā2ā3} }.
Analysis
We now analyse the correctness and complexity of CMOVE.
Theorem 2. MOVE correctly computes the CCS.
Proof. The proof works by induction on the number of agents. The base case is the original MO-CoG, where each f e (a e ) from F is a singleton set. Then, since elim preserves the CCS (see Theorem 1), no necessary vectors are lost. When the last agent is eliminated, only one factor remains; since it is not conditioned on any agent actions and is the result of an LCCS computation, it must contain one set: the CCS.
Theorem 3. The computational complexity of CMOVE is
where w a is the induced agent width, i.e., the maximum number of neighboring agents (connected via factors) of an agent when eliminated, w f is the induced factor width, i.e., the maximum number of neighboring factors of an agent when eliminated, and R 1 , R 2 and R 3 are the cost of applying the prune1, prune2 and prune3 operators.
Proof. CMOVE eliminates n agents and for each one computes a value (set) in a new payoff function for each joint action of the eliminated agent's neighbors. CMOVE computes O(|A max | w ) fields per iteration, calling prune1 for each adjacent factor, and prune2 once after taking the union over actions of the eliminated agent. prune3 is called only once, after eliminating all agents.
Thus, unlike nongraphical approaches, CMOVE is exponential only in the induced width, not the number of agents. In this respect, our results are similar to those for PMOVE [14] . However, those earlier complexity results do not make the effect of pruning explicit. Instead, the complexity bound makes use of problem constraints, which limit the total number of possible different value vectors. However, in practice such bounds are very loose or even impossible to define. Therefore, we instead give a description of the computational complexity that makes explicit the dependence on the effectiveness of pruning. Even though such complexity bounds are not better in the worst case (i.e., when no pruning is possible), they allow greater insight into the runtimes of the algorithms we evaluate, as is apparent in our analysis of the experimental results in Section 7.
Theorem 3 demonstrates that the complexity of CMOVE heavily depends on the runtime of its pruning operators, which in turn depends on the sizes of the input sets. The input set of prune2 is the union of what is returned by a series of applications of prune1, while prune3 uses the output of the last application of prune2. Therefore, we need to balance the effort of the lower-level pruning operators with that of the higherlevel ones, which occur less often but are dependent on the output of the lower-level pruning operators. The bigger the LCCSs, the more can be gained from lower-level pruning. We compare different variants of CMOVE in the experimental section.
Experiments
In this section, we present an empirical analysis of CMOVE. The first goal of these experiments is to show that CMOVE, by exploiting the graphical structure to compute the CCS, can solve MO-CoGs substantially faster than both nongraphical methods and those that compute the PCS. To this end, we compare Basic CMOVE and Incremental CMOVE to the nongraphical method described in Section 4 and PMOVE.
We first present results on randomly generated MO-CoGs, in order to examine performance on MO-CoGs with widely varying properties. We then present results on Mining Day, a problem we propose as a MO-CoG benchmark, in order to establish that CMOVE performs well on a MO-CoG derived from a realistic scenario. The experiments use a C++ implementation that employs the lp solve library (v5.5) to solve linear programs.
Random MO-CoGs
We employ a generation procedure for random MO-CoGs that is based on the following inputs: n, the number of agents; d, the number of payoff dimensions; ρ the number of local payoff functions; and |A i |, the action space size of the agents, which is the same for all agents. First, a fully connected graph with local payoff functions connected to two agents is created. Then, local payoff functions are randomly removed, while checking that the graph remains connected, until only ρ remain. The values in each local payoff function are real numbers drawn independently and uniformly from the interval [0,10]. All algorithms are tested on the same set of randomly generated MOCoGs for each value of n, d, ρ, and |A i | that is considered.
To compare CMOVE, PMOVE, and the nongraphical method, we tested them on random MO-CoGs with an increasing number of agents, with the average number of factors per agent held at ρ = 1.5n and the number of dimensions d = 5. Figure 3 (top left) shows the results, averaged over 85 MO-CoGs for each number of agents. These results demonstrate that, as the number of agents grows, using MOVE becomes key to containing the computational cost of solving the MO-CoG. CMOVE outperforms the nongraphical method from 12 agents onwards. At 25 agents, Basic CMOVE is 38 times faster. CMOVE also does significantly better than PMOVE. Though it is one order of magnitude slower with 10 agents (238ms (Basic) and 416ms (Incremental) versus 33ms on average), its runtime grows much more slowly than that of PMOVE. At 20 agents, both CMOVE variants are faster than PMOVE and at 28 agents, Basic CMOVE is almost one order of magnitude faster (228s versus 1,650s on average), and the difference increases with every agent. While CMOVE's runtime grows much more slowly than that of the nongraphical method, it is still exponential in the number of agents, a counterintuitive result since the worst-case complexity is linear in the number of agents. There are two reasons for this. First, CMOVE is exponential in the induced width, which increases with the number of agents, from 3.1 at n = 10 to 6.0 at n = 30 on average, as a result of the MOCoG generation procedure. Second, CMOVE's runtime is polynomial in the size of the CCS, and this size grows exponentially (Figure 3 (bottom left) ). The fact that CMOVE is much faster than PMOVE can be explained by the sizes of the PCS and CCS, as the former grows much faster than the latter. At 10 agents, the average PCS size is 230 and the average CCS size is 65. At 30 agents, the average PCS size has risen to 51,745 while the average CCS size is only 1,575. Figure 3 (top middle) compares the scalability of the algorithms in the number of objectives, on random MO-CoGs with n = 20 and ρ = 30, averaged over 100 MOCoGs. CMOVE always outperforms the nongraphical method. Interestingly, the nongraphical method is several orders of magnitude slower at d = 2, grows slowly until d = 5, and then starts to grow with about the same exponent as Pareto MOVE. The reason is that enumeration of all the joint actions and payoff vectors takes approximately constant time while the time it takes to prune increases exponentially. When d = 2, CMOVE is an order of magnitude slower than PMOVE (163ms (Basic) and 377 (Incremental) versus 30ms). However, when d = 5, both CMOVE variants are already faster than PMOVE and at 7 dimensions they are respectively 3.7 and 2.7 times faster. This happens because the CCS grows much more slowly than the PCS (Figure 3 (bottom middle) ). The difference between Incremental and Basic CMOVE decreases as the number of dimensions increases, from a factor 2.
Overall, these results indicate that CMOVE shows large speedups over PMOVE for more than a minimal number of agents. The runtime of Incremental CMOVE grows more slowly than that of Basic CMOVE and seems favorable for large numbers of agents and high dimensions.
Mining Day
In Mining Day, a mining company mines gold and silver (objectives) from a set of mines (local payoff functions) spread throughout a geographical region (Figure 4) . The mine workers live in villages also spread throughout this region. The company has one van in each village (agents) for transporting workers and must determine every morning to which mine each van should go (actions). However, vans can only travel to nearby mines (graph connectivity). Workers are more efficient if there are more workers at the mine: there is a 3% efficiency bonus per worker such that the amount of each resource mined per worker is x · 1.03 w , where x is the base rate per worker and w is the number of workers at the mine. The base rate of gold and silver are properties of a mine. Since the company aims to maximize revenue, the best strategy depends on the prices of gold and silver, which fluctuate and are not known when the plan must be computed. To generate a Mining Day instance with v villages (agents), we randomly assign 2-5 workers to each village and connect it to 2-4 mines. Each village is only connected to mines with a greater or equal index, i.e., if village i is connected to m mines, it is connected to mines i to i + m − 1. The last village is connected to 4 mines and thus the number of mines is v + 3. The base rates per worker for each resource at each mine are drawn uniformly and independently from [0, 10] .
The results for the mining day problem are shown in Figure 3 (top right). The runtime of the nongraphical method grows exponentially with the number of agents. At only 13 agents, the runtime is already more than 30s. By contrast, both CMOVE and PMOVE are able to tackle problems with over 100 agents within that timeframe. In addition, the runtime of PMOVE grows much more quickly than that of CMOVE. In this two-dimensional setting, Basic CMOVE is better than Incremental CMOVE. Basic CMOVE and PMOVE both have runtimes of around 2.8s at 60 agents, but at 100 agents, Basic CMOVE runs in about 5.9s and PMOVE in 21s. Even though Incremental CMOVE is worse than Basic CMOVE, its runtime still grows a lot slower than PMOVE, and beats PMOVE when there are many agents.
The difference between PMOVE and CMOVE results from the relationship between the number of agents and the sizes of the CCS, which grows linearly, and the PCS, which grows polynomially (Figure 3 (bottom right) ). The induced width remains around 4 regardless of v. These results demonstrate that, when the CS grows linearly (or polynomially) in the number of agents, MOVE can solve MO-CoGs with many more agents than the nongraphical approach. In problems where the CCS grows more slowly than the PCS, CMOVE can solve MO-CoGs with many more agents than PMOVE.
Conclusions and Future Work
In this paper, we proposed the CMOVE algorithm for multi-objective coordination graphs. Unlike previous methods, it computes the convex coverage set (CCS) rather than the Pareto coverage set (PCS). Not only does this provide the optimal solution when the scalarization function is linear or stochastic strategies are allowed, it also greatly reduces computational costs.
Using two variants of CMOVE -based on the trade-off between pruning effort and and smaller intermediate results -we analyzed CMOVE's complexity in terms of the different pruning operators that can be used to compute the local CCSs. Our empirical study showed that CMOVE can tackle multi-objective problems much faster than methods that compute the PCS. The runtime of CMOVE grows much more slowly than that of PMOVE because the CCS grows much more slowly than the PCS. Therefore, we conclude that computing the CCS is key to keeping large MO-CoGs tractable.
In future work, we hope to develop approximate techniques for MO-CoGs. The work of [5] , which converts graphs to trees and applies max-plus [9] to approximate the PCS, could be extended to approximate the CCS. Alternatively, an efficient multiobjective version of max-plus for graphs with loops could also approximate the CCS. In addition, loosening the definition of the CCS, in the spirit of the -approximate Pareto front [3] , could also yield efficient approximations. Finally, we hope to develop a multiobjective version of sparse cooperative Q-learning [9] that would use CMOVE as a subroutine to tackle sequential multi-objective multi-agent tasks.
