An algorithm for localizing a sound source with two microphones is introduced and used in real-time situations. This algorithm is inspired by biological computation of interaural time difference as occurring in the barn owl and is a modification of the algorithm proposed by Liu et al. ͓J. Acoust. Soc. Am. 110, 3218-3231 ͑2001͔͒ in that it creates a three-dimensional map of coincidence location. This eliminates localization artifacts found during tests with the original algorithm. The source direction is found by determining the azimuth at which the minimum of the response in an azimuth-frequency matrix occurs. The system was tested with a pan-tilt unit in real-time in an office environment with signal types ranging from broadband noise to pure tones. Both open loop ͑pan-tilt unit stationary͒ and closed loop experiments ͑pan-tilt unit moving͒ were conducted. In real world situations, the algorithm performed well for all signal types except pure tones. Subsequent room simulations showed that localization accuracy decreases with decreasing direct-to-reverberant ratio.
I. INTRODUCTION
Sound localization is important in many behavioral situations. Examples are conversations among humans, orientation in space by animals and machines, avoidance of predators, and localization of prey. The barn owl has a localization precision of some 3°in both azimuth and elevation ͑Bala et al., 2003; Knudsen et al., 1979͒ . Humans with their larger ear separation can localize sound sources with a precision of about 1°in azimuth ͓for a review see Blauert ͑1997͔͒. Artificial sound localization systems reach localization precisions in the range of 1°-10°͑Birchfield and Gillmor, 2002; Huang et al., 1999; Nakadai et al., 2002; Ward and Williamson, 2002͒. There are several ways of constructing artificial soundlocalization systems. Engineering approaches mostly involve microphone arrays acting as beamformers ͓Ward and Williamson ͑2002͒; for a summary on beamforming arrays see van Veen and Buckley ͑1988͔͒. Such systems are usually computationally intensive in that they have to process a multitude of signals. Other approaches involve cross correlation between microphone pairs ͑Huang et al., 1999; Nishiura et al., 2002; Svaizer et al., 1997͒. Biologically inspired approaches restrict themselves to two inputs, equivalent to the two ears. One advantage of such systems is that computations may be done online with moderate computational costs. Additionally, for practical applications ͑especially on mobile robots͒, there is no need for special sound hardware providing more than two inputs.
In biological systems, binaural sound source localization relies on two major cues, interaural level differences ͑ILD͒ and interaural time differences ͑ITD͒. ITDs arise from the difference in conduction time a sound wave needs to reach the two ear drums. ILDs are caused by the acoustic shadow of the head, attenuating the sound arriving at the eardrum which is farthest from the source ͓for an overview on spatial hearing in humans, see Blauert ͑1997͔͒. Biologically inspired sound-localization systems have either implemented one of these cues ͓ITD: Albani et al., 1994; Bodden, 1993; Braasch, 2002; Lindemann, 1986a Lindemann, , 1986b Nix and Hohmann, 2001; Peissig, 1993; ILD: Spence and Pearson 1990͔, or both: Breebaart et al., 2001; Gaik, 1993; Viste and Evangelista, 2004. In searching for a simple, but effective algorithm operating online on a robotic platform, we followed Liu et al. ͑2000͒ . These authors had taken a biological approach and had implemented a variant of the Jeffress model ͑Jeffress, 1948͒. The Jeffress model works in a frequency-specific manner and has two key elements: delay lines and coincidence detectors. The external ITDs are compensated in the brain by delaying the ipsi-and contralateral signals in delay lines formed by axons. The axon terminals synapse on coincidence-detector neurons, which are units that fire maximally if the inputs from the left and right ear arrive simultaneously. Strong neurological evidence for the realization of a͒ Electronic mail: calmes@pool.informatik.rwth-aachen.de the Jeffress model in nature has been found in birds ͑Carr and Konishi, 1988 Konishi, , 1990 Parks and Rubel, 1975; Sullivan and Konishi, 1986͒ . In these animals ipsi-and contralateral axons from the nucleus magnocellularis function as the delay lines, while laminaris neurons are the coincidence detectors. The ability to represent ITDs implies that the cells can measure relative time, which is achieved in the auditory system by locking of action potentials to stimulus phase ͑Sullivan and Konishi, 1984͒. Owls are specialists in this respect, as they can achieve phase locking at high frequencies ͑up to 9 kHz͒. This also implies that the neurons in nucleus laminaris, which are narrowly tuned to frequency, show a cyclic response to ITDs caused by phase ambiguities. These ambiguities are preserved in the auditory pathway up to the lateral shell of the inferior colliculus ͑ICc LS͒. It is only starting at the level of the external nucleus of the inferior colliculus ͑ICx͒ that neurons are broadly tuned to frequency and respond maximally to a specific ITD. This is achieved by integrating the responses of many narrowly frequency-tuned neurons with the same characteristic delay from ICc LS ͑Ta-kahashi and Konishi, 1986͒. While it is clear that there are coincidence detectors in mammals, it is currently debated whether these animals have delay lines at all ͑McAlpine and Grothe, 2003͒.
Many successful models have dwelled on Jeffress' ideas ͓for reviews and discussion see Colburn and More biologically oriented models perform frequency separation, include inhibition, normalization or thresholding instead of multiplication, reintegrate across frequency, and detect either peaks or troughs ͓e.g., Albani et al. ͑1994͒, Cai et al. ͑1998͒, Colburn and Durlach ͑1978͒, Colburn et al. ͑1990͒, Lindemann ͑1986a, 1986b͔͒ . Recent complex simulations include precise neuronal models and inhibition ͑Zhou et al., 2005͒, to take into account the findings in the mammalian auditory system ͑McAlpine and Grothe, 2003͒.
The model by Liu et al. ͑2000͒ performs an operation similar to the correlation in the frequency domain by exploiting interaural phase differences ͑IPDs͒. This causes the same problems with phase ambiguities as in the barn owl. Thus frequency integration has to be performed over the whole frequency range in order to solve these ambiguities. We have modified the Liu et al. ͑2000͒ algorithm using the "direct" method of frequency integration and implemented it on a robotic platform. The main difference to the original method lies in taking into account the complete three-dimensional coincidence map for azimuth estimation. As with every model based solely on the evaluation of interaural time ͑or phase͒ differences, no statement on the elevation or the front/ back position of a sound source can be made. Furthermore, it is assumed that the sound wave reaching the microphones is planar ͑far field assumption͒, meaning that the interaural time differences are independent of sound source distance.
In Sec. II the mathematical model is described. Section III describes the materials used as well as the experimental setup. In Sec. IV the results of testing the algorithm in ideal, real, and simulated environments are presented. The discussion and concluding remarks can be found in Sec. V. Part of this work has been published in abstract form ͑Calmes et al., 2003͒.
II. MATHEMATICAL MODEL
The method described is derived from the dual delayline algorithm published by Liu et al. ͑2000͒ . Figure 1 shows the dual delay-line structure. This is in essence an implementation of the Jeffress model ͑Jeffress, 1948͒. The axonal delays are represented by the triangular delay elements. The coincidence detector neurons are depicted by the circular elements. Note that Fig. 1 shows only one of many frequency bands.
The basic unit of computation of the model is a time frame from a digitized stereo audio signal encompassing N samples per channel. The first step is to transform the current time frame with index n ͑possibly zero-padded to the Fast Fourier Transform ͑FFT͒ size M ജ N͒ to the frequency domain using a short-time Fourier transform x Ln ͑k͒ ↔ X Ln ͑m͒, ͑1a͒
Next, delaying in the frequency domain has to be performed. The complex Fourier points for each channel and frequency are delayed by
where ITD max = b / c is the highest possible interaural time difference given the microphone distance b ͑20.5 cm are used here͒ and the speed of sound c ͑340 m / s͒. sound source positioned in the left hemisphere, while positive azimuths point to a sound source in the right hemisphere. The actual delaying is performed by adding a phase shift corresponding to the delay i to the original phase of the input signals in each frequency band
where M is the FFT size, i specifies the delay in s, f m = mf s / M is the center frequency of the mth frequency band, and n is the number of the current time frame. As this operation is performed in the frequency domain, subsample accuracy is achieved without any additional effort, because interpolation between samples is done implicitly. In the time domain, interpolation would have to be done explicitly in order to shift the signals by an amount smaller than one sample. Equation ͑2͒ may seem unintuitive as it allows for negative delays. However, this has no practical implications due to the periodic nature of the discrete Fourier transform and thus can be safely ignored, as long as the delayed signals are not meant to be transformed back into the time domain.
The delays are symmetric around the 0-valued delay ͑I−1͒/2 . For the left channel, the negative internal delays are situated to the left of the midline in the dual delay-line structure, while positive internal delay values are situated to the right. For the right channel, the reverse is true. 0 has the value −ITD max / 2, while I−1 has the value ITD max / 2. Thus, coincidence detection for external negative delays ͑sound sources positioned to the left͒ happens at the right side in the delay-line structure, while coincidence detection for positive external delays ͑sound sources positioned to the right͒ happens at the left side in the dual delay-line structure. As can be deduced from Fig. 1 , the delay value for the right channel corresponding to the point i in the dual delay-line would be I−i−1 , whereas in Eq. ͑3b͒, − i is used. It can easily be shown by substituting
The external time delay at the point i in the dual delayline structure, which is compensated by the internal time delay, corresponds to
As the azimuth space has been partitioned into I sectors by Eq. ͑2͒, there exists a linear relationship between the azimuth ␣ i and the position i of a coincidence detector element
In the ideal case, the time domain signals from both channels are identical except for a time difference. This results in identical amplitude spectra in the frequency domain, whereas the time difference leads to a difference in the phase spectra for both channels. Equations ͑3a͒ and ͑3b͒ induce a phase change in the left and right channels, respectively, for every point i in the dual delay line. At a given point ͑the coincidence location͒, the left and right phase spectra will be identical ͑in the ideal case͒ or at least minimally different ͑for signals recorded by the microphones͒. To detect that point, first a coincidence map is built with
This coincidence map shows the distribution of the response amplitude as a function of both the position in the dual delay-line structure ͑corresponding to azimuth͒ and frequency. Since we create a three-dimensional structure, we refer to the map as a three-dimensional coincidence map. As an example, Fig. 2 shows the ideal case derived from computer-generated inputs. As the azimuth ␣ i depends linearly on the index i in the delay-line structure, the i has been replaced by the corresponding azimuth in Fig. 2 for clarity. The map has a frequency independent minimum at or close to −24.5°of azimuth, which corresponds to the time shifts in the input signals. There are more response minima ͑caused by phase ambiguities͒, especially in the high-frequency region, but these minima change their location with frequency. Minima occurring in an azimuth-independent manner over the whole frequency range for a given i specify coincidence location. This is where the method deviates from that described in Liu et al. ͑2000͒ , where the indices of the minima for each frequency band are computed from the map:
The coincidence map is integrated over time by performing a running average with time constant ␤ on the coincidence maps computed for all time frames:
Example of a three-dimensional coincidence map. It is computed by generating two unit samples ͑discrete-time Dirac delta function͒ in software and using them as input to the system. The left channel leads the right channel by an interchannel time difference of four samples corresponding to an azimuth of −24.5°͑sampling frequency is set to 16 kHz, microphone distance is set to 20.5 cm͒. The algorithm returned a value of −24.5°, which corresponds to the frequency-independent minimum at −24.5°azimuth in the graph. Z-axis values denote dissimilarity between left and right signals.
The lower the value, the higher the similarity at that azimuth. The map was computed using the data from the first time frame of the input signals.
This again is in contrast to the algorithm used in Liu et al. ͑2000͒ where integration over time is done by accumulating the coincidence locations of the minima for each frequency band ͑here, ␦ refers to the Kronecker delta function͒:
͑9͒
In our algorithm, integration over frequency is performed by summing up the coincidence map at the current time frame index n over all frequency bands
Liu et al. ͑2000͒ describe two methods for frequency integration. The first ͑called the "direct" method͒ is the same as Eq. ͑10͒. The second method ͑called the "stencil" filter͒ is more complex. While the "direct" method only sums up coincidence locations over frequency corresponding to a position i in the delay line, the stencil filter also takes into account coincidence locations corresponding to phase ambiguities for the index i. This is possible, because the pattern of high-frequency phase ambiguities is unique for each index i. To make this method computationally tractable, a broadband coincidence pattern has to be precomputed, providing the theoretical positions of coincidence locations. As the delay values i vary in a nonuniform manner, the coincidence pattern varies with the index i, thus requiring storage space for I different patterns. To circumvent this disadvantage, Liu et al. ͑2000͒ chose to use uniform delays, thus requiring only one precomputed theoretical broadband coincidence pattern. A sliding window, centered at the position i in the dual delay line, provides the coincidence positions needed for frequency integration. The tradeoff of this method is, that with uniform delays, the angular resolution across azimuth positions is not constant. Positions close to the midline will have higher angular resolution than more lateral positions, thus requiring a higher number I of coincidence detectors to achieve a resolution equivalent to that obtainable by the direct method. We chose not to implement the stencil filter, because we wanted to keep a constant angular resolution and because the results obtained by using Eq. ͑10͒ were sufficient for our purposes.
The final localization function is obtained by normalizing the function H n ͑i͒ at the current time frame index n to the range 0-1 and by transforming the minima into maxima by subtracting from 1,
To determine the points of coincidence location, the indices i n MAX of the local maxima of Loc n ͑i͒ have to be found satisfying the following properties:
The threshold Eq. ͑12a͒ is necessary to suppress unwanted side peaks in the localization function which can result from high-frequency phase ambiguities. A value of 0.5 proved to be quite effective in suppressing side peaks not attributable to real sound sources. From i n MAX , the azimuth to the corresponding sound source can be computed with the help of Eq.
͑5͒.
The final output of the localizer is an array of pairs of azimuth with corresponding peak height
An implementation using Eqs. ͑7͒, ͑9͒, and ͑10͒ was initially tried, but this resulted in strong outliers at ±90°with noisy or nonbroadband signals. Finally the method of integrating the complete three-dimensional coincidence map ͑in-stead of coincidence locations͒ over frequency ͓Eqs. ͑6͒, ͑8͒, and ͑10͔͒ was chosen and this solved the problem.
III. MATERIALS AND METHODS

A. Hardware setup
Throughout the experiments-with the exception of the pan-tilt unit ͑PTU͒-standard, readily available, off-the-shelf components were used. The microphones were two Sony ECM-F8 omnidirectional electret condenser microphones ͑frequency range: Ϸ50 Hz-12 kHz͒, connected to two preamplifiers built around an LF351N op-amp ͑frequency range: Ϸ50 Hz-20 kHz; obtained as kit from an electronics supplier͒. The preamplifiers were connected to the line-in input of the on-board sound chip of a standard PC.
The microphones were mounted on a Directed Perception PTU-46 pan-tilt unit ͑Fig. 3͒, controlled by the same computer which was running the localization algorithm. The angular resolution of the PTU ͑0.0514°͒ is one order of magnitude higher than the angular resolution of the sound source localizer ͑0.5°͒, ensuring that the microphone assembly is able to pan toward the positions indicated by the algorithm. All the experiments were conducted in a normal office environment, with background noise from computers and ventilation. The sound source ͑a Sony SRS-57 loudspeaker; frequency range: Ϸ100 Hz-20 kHz͒ was placed at a distance of approximately 1 m from the microphone assembly. The loudspeaker output volume was set in such a way that the signals recorded over the microphones ͑at the 0°azimuth setting͒ had a maximal amplitude of about −2 dB with respect to the maximal input amplitude of the analog-to-digital converters. This ensured a high signal to noise ratio while avoiding clipping in the input signals.
B. Software configuration
The algorithm was implemented in Cϩϩ on a Linux OS. All signal processing was done in software. Whenever possible, the algorithm parameters mentioned in the Liu et al. ͑2000͒ article have been used. Due to hardware and realtime considerations, some parameters had to be changed. The sampling frequency was 16 kHz. Signals were quantized at 16 bits. The FFT size was 2048 points, yielding a frequency resolution of 7.8125 Hz per frequency band. The system was set up with 361 delay elements per delay line. With this configuration, a linear angular resolution of 0.5°is achieved. A value of 340 m / s was used for the speed of sound. The time-integration constant ␤ from Eq. ͑8͒ was set to 0.8.
As early versions of the software processed a time frame in about 60 ms ͑on an AMD Athlon PC clocked at 1.3 GHz͒, the time frame size was set to 62 ms ͑992 samples at 16 kHz͒, with no overlap. In this way, real-time operation was achieved. Even though the latest, optimized version of the software completes the computation in less than 20 ms on a newer computer ͑AMD Athlon XP 1800+͒, the time frame size was not reduced, in order to keep the data from later experiments consistent with earlier measurements.
After A/D conversion, the time frames were filtered with a 12th-order Butterworth band-pass filter ͑passband approximately 100-4000 Hz͒ and weighted with a Hann window. The 992 samples were then zero-padded to the FFT size of 2048 points.
In the case of click signals, a simple signal detector was used to prevent the algorithm from producing azimuth estimations corresponding to background noise. Before the experiment, 2 s of background noise were recorded. As the click was very short, it could be that the variance of a whole time frame containing a click was still quite low. Therefore, for every time frame, the mean of the subframe ͑32 samples͒ variances was computed. The threshold was set to 1.7 ͑value determined empirically͒ times the mean of the individual time frame values. During the experiment, a time frame was accepted as containing a signal if the mean of the subframe variances was above the threshold computed from background noise. In that case, localization computations were performed, otherwise the time frame was dropped. The sole purpose of this signal detection system was to ignore time frames that did not contain samples belonging to the click stimulus. We did not intend to develop a signal detector suitable for practical applications.
Time was measured by reading out the processor cycle counter at appropriate locations in the program. By subtracting two readouts enclosing a part of the code which is to be timed and dividing by the clock frequency, accurate timing information was obtained ͑within the limits of a non-realtime multitasking operating system͒.
To obtain different sound source positions for the experiments, it was not the source loudspeaker that was moved with respect to the microphone assembly, but rather the microphone assembly was rotated with respect to the loudspeaker. This was done for practical reasons, as the spatial requirements for moving the loudspeaker in an arc from −70°to +70°around the microphones exceed the space available in most office environments. In the following, for simplicity, it will still be referred to a variation of the azimuth of the sound source, but it should be kept in mind that it was actually the microphones that were panned while the sound source position remained fixed.
IV. EXPERIMENTAL RESULTS
Four different types of tests of the algorithm were performed. Tests using the computer generated signals showed the general correctness of the implementation of the algorithm. Tests using signals transmitted via loudspeaker and recorded in open loop conditions demonstrated the robustness of the algorithm in real situations. Additionally, the performance of the algorithm was assessed in closed loop conditions on a robotic pan-tilt unit. Finally, to find an explanation for the poor performance with low-frequency, narrowband signals, room simulations were conducted.
To assess the influence of spectral content of a signal on the localization system, stimulus signals with increasing bandwidth were chosen, from pure tones to broadband noise and clicks ͑Table I͒. Because of the bandpass filter employed, broadband here actually refers to a frequency range of 100 Hz-4 kHz.
It should be noted that multiple azimuths can be returned by the system ͑especially for sine stimuli͒, although only one stimulus source is present. In this case, the position with maximal height was selected from the azimuths detected in Eq. ͑13͒. For sine stimuli, peaks not attributable to the real source position corresponded to phase ambiguities and could in some cases produce the maximal peak height. This resulted in the system localizing phase ambiguities instead of the real source position. For non-sine stimuli, spurious peaks above the threshold imposed by Eq. ͑12a͒ were sometimes detected. They were either caused by transient environmental noise ͑e.g., door closing͒, or they corresponded to phantom sources caused by the room acoustics. In either case they never produced the azimuth with maximal peak height, so that the azimuth estimation from the sound source localizer corresponded to the real source.
A. Tests using computer-generated signals directly
The coincidence map in Fig. 2 was created with two time-shifted unit samples ͑the discrete-time version of the Dirac delta function͒ generated in software. The frequencyindependent minimum at −24.5°represents the simulated position of the sound source. The output of the algorithm, indeed yielded a sound-source position of −24.5°. In Fig. 4 a similar coincidence map was created, but with broadband noise as stimulus. Again, one minimum, occurring at −24.5°w as clearly frequency independent, while all other minima changed their position with frequency. Although the minimum was less well defined than in Fig. 2 , the algorithm had no problem finding the position of the sound source.
Tests with many different ITDs and signal types were conducted with computer-generated signals. The algorithm always found the right peak corresponding to the original ITD with an error smaller than 1°. Moreover, the localization estimate remained stable during the whole experiment. Even for sinusoidal stimuli, the correct ITD could be extracted. However, as expected for this type of input, for frequencies above Ϸ830 Hz, virtual peaks corresponding to phase ambiguities were also detected.
B. Tests using microphone signals: Open loop experiments
In these tests, the computer generated sound was transmitted via a loudspeaker and recorded by a pair of microphones. Stimulus presentation was continuous ͑with the exception of the click stimulus͒. The sound-source azimuth remained fixed during a localization run. The output of the algorithm was not fed back to the PTU. Recorded data included source position, number of detected azimuths and the pairs of azimuth with corresponding peak heights from Eq. ͑13͒.
As an illustration for a coincidence map of real signals, Fig. 5 shows an example generated by the third time frame of a broadband noise stimulus recorded through the microphones. The source was positioned at an azimuth of −20°w ith respect to the microphone assembly. Whereas in simulations ͑cf. Fig. 4͒ , there is a clear, frequency-independent minimum at the source azimuth, the frequency-independent minimum in Fig. 5 is much more diluted. Figure 6 shows the azimuths as a function of time, for three different signal types and a source position of −60°. The algorithm was able to precisely localize the source at −60°for a broadband stimulus. When the bandwidth is limited to the 100 Hz-1 kHz range, a systematic localization error of some 20°occurred throughout the run. In a similar way, the algorithm gave a stable estimate when the stimulus was a 500 Hz sinusoid. However, it can be seen in Fig. 6 , that at about +65°, the localization error is much larger. High-frequency phase ambiguities arise at wavelengths smaller than twice the microphone distance. With a microphone distance of 20.5 cm, this would be the case for frequencies above 830 Hz ͑speed of sound 340 m / s͒. Thus, the mislocalization of the 500 Hz sinusoid ͑wavelength 68 cm͒ cannot be caused by the system locking onto a highfrequency phase ambiguity. Figure 7 shows the averages over five runs for random noise, 100 Hz-1 kHz bandpass noise, 1.5 kHz sine ͑along with the first phase ambiguities depicted as open circles͒ and 500 Hz sine stimulus types ͑80 time frames per run and azimuth for each signal type͒. Table II shows the minimum, maximum, and the mean of detected azimuths alongside the standard deviations for all the signal types used in the experiments at the −70°, 0°, and +70°source positions ͑5 runs, 80 time frames per run and azimuth for each signal type͒. In these representations, the impressions from the examples shown in Fig. 6 manifest themselves: The algorithm performed almost perfectly for broadband noise, and very well also for clicks, although with clicks some variation may be seen ͑Table II͒. High-frequency noise ͑1-4 kHz͒ could be localized as well as broadband noise, but problems arose with low-frequency, bandpassed noise as manifested by increased standard deviations.
The localization of sinusoids having a frequency of 1.5 kHz shows a periodic curve ͑Fig. 7͒. For azimuths close to zero the localization of sinusoids is quite acceptable, but for larger ͑smaller͒ stimulus positions a jump occurs. This is a consequence of the algorithm detecting the real peak for small azimuths and virtual peaks ͑offset by 1 or more periods͒ for larger azimuths. A similar observation was made with 1 kHz tones ͑Table II shows only data for ±70°azi-muth͒. This explains the large errors seen in Fig. 7 and Table  II for these frequencies and certain azimuths.
C. Tests using microphone signals: Closed loop experiments
During the closed loop experiments, the algorithm produced an estimate of the sound-source position ͓Eq. ͑13͔͒ and transmitted this to the PTU that had to rotate toward that position within a time limit of about 5 s ͑in the following, "run" refers to this time period͒. As long as the PTU was moving, sound localization was suspended in order to avoid confusion from motor noise, but resumed after the panning movement ceased. This was done by ignoring time frames during PTU movement, so that the algorithm would only "see" time frames during which no movement took place. From the viewpoint of the sound localization system, a single closed loop experiment is actually a sequence of open loop experiments. Nevertheless, the whole system consisting of sensor ͑sound localizer͒ and actuator ͑PTU͒ can be considered as a closed loop controller due to the sensory feedback to the PTU, which is why we refer to these experiments as "closed loop" in the following.
Stimulus presentation for the nonclick signals was again continuous. Thus, the azimuth of the sound source changed during a run. In addition to the data described in the open loop experiments section, PTU positions with corresponding time stamps were recorded. Time zero was set to the moment the first pan command was issued to the unit. PTU positions were sampled from this moment on until the estimated source position was reached, by continuously requesting the current position from the PTU controller. As can be deduced from Figs. 8-10, the PTU could provide its current position approximately every 0.1 s. In order to let the motor noise reverberations die out, localization was only resumed approximately 0.8 s ͑value determined empirically͒ after movement stopped. Due to the time-measurement method employed ͑see Sec. III B͒, the software only checked how much time had passed after the PTU stopped. This explains the intervals longer than 0.8 s between PTU movements and the run times longer than 5 s in the figures. In the case of clicks, the presentation of the stimulus happened some time after the experiment started. As the signal detector ignored every time frame before the click, the moment zero of the experiment could be well into the 5 s measurement interval, explaining the shorter run times. The run leads to a fixation, if the source moves toward zero azimuth and stays there. The localization precision was estimated by averaging the end positions of several runs. The PTU was able to move the soundsource toward zero azimuth independent of the starting position when the stimulus was broadband noise. This situation is shown in Fig. 8 . The data points indicate PTU position and not the azimuth estimates from the localization algorithm. The standard deviation at the end of the run is only slightly larger than the spatial resolution of the algorithm. In general the localization of the click signals was excellent ͑Fig. 9͒. However, in some cases larger errors occurred and were not corrected throughout a run, leading to a wrong fixation. This becomes also manifest in the relatively large standard deviation for click signals as shown in Table III, which depicts the minimum, maximum, mean, and standard deviations of the end positions for the tested stimulus types over five runs. These outliers are caused by problems in the signal detector. Usually, only one click was presented for a given start position. However, if the signal detector decided to present a spurious transient ͑by, e.g., a door slamming shut͒ to the algorithm, a second click was presented ͑cf. starting position of 70°in Fig. 9͒ . The panning movement starting at about 2.5 s was caused by the second click in an attempt to bring the PTU toward 0°. With low-frequency noise ͑100 Hz-1 kHz͒, an increased standard deviation is seen ͑Fig. 10 and Table III͒ . Interestingly, signals with a starting position on the left were mislocalized to the right and vice versa.
D. Room simulation tests
To test the algorithm further in different sound field conditions and to learn more about the strong deviations for low-frequency bandpass stimuli ͑100 Hz-1 kHz, Fig. 7͒ , room simulations were performed. The simulated, empty room consisted of six surfaces ͑floor, ceiling, walls͒ and had FIG. 9 . PTU tracking a click ͑single run͒. Click duration is about 180 s. the same dimensions as the room in which the real experiments took place. Receiver position and configuration, as well as sound source position were also the same. In addition to the sound source distance of 1 m, a source distance of 3.5 m was simulated to assess the impact of direct-toreverberant ratio on the localization estimates. As in the real room, the virtual microphone assembly was rotated whereas the source remained at the same position to generate the 15 different sound source positions ͑−70°¯+ 70°in 10°steps͒. Three sets of absorption coefficients were used for all six surfaces of the room:
͑1͒ anechoic ͑total absorption͒, ͑2͒ 50% ͑50% absorption͒, and ͑3͒ unpainted concrete ͑absorption coefficients corresponding to surfaces made of unpainted concrete͒.
With the help of the freely available MATLAB program ROOMSIM, 90 impulse responses ͑2 source distances, 3 sets of absorption coefficients, 15 source azimuths͒ were generated. These were convoluted with two audio files corresponding to the stimuli used ͑broadband random noise and 100 Hz-1 kHz bandpass noise͒, yielding 180 audio files which served as input to the algorithm. The actual parameter values used for generating the room impulse responses can be found in the Appendix.
To assess the impact of noise on localization precision, uncorrelated random noise was mixed into the left and right channels by additive superposition at 11 different signal to noise ratios ͑+30, +20, +10, +6, +3, 0, −3, −6, −10, −20, and −30 dB͒. Although this method of noisification does not represent an accurate simulation of noise in a room, it is useful for measuring the sensitivity of the algorithm to the quality of the input signals. Effectively, as the input signals due to the stimulus are gradually drowned in noise with decreasing signal to noise ratio, the correlation also will decrease. At a given signal to noise ratio, it will no longer be possible to produce a reliable localization estimate.
Except for the timing information, the same data as in Sec. IV B was collected. As an example, Fig. 11 shows the result of a simulation of 100 Hz-1 kHz bandpass noise in the room with the absorption coefficients set to "unpainted concrete" and a signal to noise ratio of +30 dB. Note the similarity with the results in Fig. 7 for the same type of stimulus in the real room. Table IV shows the results for the simulations with random noise at the different signal to noise ratios and for source distance of 1 and 3.5 m. The values were obtained by first computing the difference of the simulated source posi- tion to the mean ͑over 81 time frames͒ of the localization estimates for that source position. The mean of the absolute values of the individual errors for each source position yielded the final error value shown in Table IV .
For the source distance of 1 m, the localization error starts to significantly increase at a signal to noise ratio of −20 dB with absorption coefficients set to "anechoic" and "50%." In the case of the unpainted concrete absorption coefficients, a major degradation in localization performance can be observed beginning at a signal to noise ratio of −10 dB.
For the simulations with a source distance of 3.5 m, performance in the anechoic case again worsens at a SNR of −20 dB, whereas a slight increase in localization error can already be observed at −10 dB for the 50% absorption coefficients setting. In contrast to the 1 m sound source distance, the localization error is already quite important at high SNR in the unpainted concrete case and degrades further beginning at −6 dB. Table V shows the simulation results for the 100 Hz-1 kHz bandpass noise. The errors are generally higher when compared to the broadband noise stimulus shown in Table IV .
In the anechoic case, a major increase in error can already be observed at −10 dB for the source distance of 1 m and at −6 dB for the source distance of 3.5 m. In the 50% case, this already happens between −3 and −6 dB for both distances. The worst case is the one with the unpainted concrete absorption coefficients. Although a major increase in error happens at a lower SNR ͑at around −10 dB for both distances͒, this is due to the fact that the initial error at +30 dB is already about three times as high when compared to the anechoic and 50% cases ͑at both distances͒.
As a comparison, we computed error values for the data from Sec. IV B in the same way as in Tables IV and V. The error for the broadband noise stimulus was 0.79°. The result for the 100 Hz-1 kHz bandpass noise was 9.34°. Note the similarity of the error of the real-world 100 Hz-1 kHz bandpass noise measurements, carried out at high SNRs, to the simulation values for high SNR and a sound source distance of 1 m in the unpainted concrete case ͑Table V͒. Table VI and VII show the results of the room simulations using our implementation of the Liu et al. ͑2000͒ algorithm with the direct frequency integration method ͑see Sec. II͒. Although the issue of the outliers at ±90°mentioned in Sec. II could not be solved, a workaround was found by restricting the localization function Loc n ͑i͒ ͓Eq. ͑11͔͒ to the index range i =1, ... ,I − 2. This in effect reduces the available azimuths to the range from −89.5°to +89.5°͑with I = 361͒, but has the advantage of discarding the unwanted outliers.
Results for the broadband noise stimulus ͑Table VI͒ in the anechoic ͑1 and 3.5 m source distance͒ and 50% absorption cases ͑1 m source distance͒ are similar to those shown in Table IV , with the difference that major decreases in localization accuracy already appear at higher SNR. The 50% case for a source distance of 3.5 m as well as the unpainted concrete case ͑both source distances͒ exhibit much higher angular errors than those shown in Table IV. The angular errors for the bandpass noise stimulus ͑100 Hz-1 kHz͒ shown in Table VII are significantly higher than those shown in Table V , except for a SNR of +30 dB in the case of the anechoic absorption coefficients ͑both source distances͒.
V. DISCUSSION
It was our goal to implement a robust, but computationally efficient sound-localization system on a robot for application in real-world situations. We did not want to simulate the various aspects of the biological system as was done in other models of binaural hearing ͑Breebaart et al., 2001; Chung et al., 2000; Jin et al., 2000; Nix and Hohmann, 2001; Zhou et al., 2005͒ . The focus of the present work was on practical applicability ͑i.e., real-time performance͒. The mathematical model presented by Liu et al. ͑2000͒ with the direct method of frequency integration fulfilled our basic requirements. In the following we discuss first our method and the changes to the original algorithm. Next we compare the results of our tests with the localization performance of other systems. Finally we present an outlook for further improvements of our system.
A. Method and control tests
While Liu et al. ͑2000͒ was a good starting point, we noted that this algorithm, by taking into account only the minima of the coincidence map, does not use all of the information available. We minimized information loss by performing the frequency integration over the whole threedimensional coincidence map. The modified algorithm produced excellent results without any indications of failures with computer-generated signals. The ambiguities observed for pure tones with a frequency higher than about 830 Hz were expected, given the structure of the algorithm. We chose not to implement the stencil filter method of frequency integration, because then we would have lost the constant angular resolution over the whole azimuth range. Furthermore, we did not want to incur the additional computational overhead associated with the method.
It is difficult to compare the performance of our algorithm with the performance of the original method, because Liu et al. ͑2000͒ restricted their experiments to simulations and anechoic chamber tests, and mainly conducted multisource measurements. However, the one-speaker tests conducted in an anechoic chamber by Liu et al. ͑2000͒ seem to have produced a similar localization accuracy as our openloop tests in a laboratory environment. Our own tests with the Liu et al. ͑2000͒ algorithm initially produced outliers at ±90°͑using the direct method͒, which overshadowed the correct source azimuth ͑if it was present at all͒ in all cases except high SNR broadband stimuli. By restricting the range of estimated azimuths from −89.5°to +89.5°͑thus ignoring the outliers͒, a workaround was found which could produce usable data. With high signal-to-noise and direct-toreverberant ratios, the precision is quite good and seems to reflect the data from the original publication. Nevertheless, the Liu et al. ͑2000͒ algorithm with the direct method of frequency integration showed higher sensitivity to SNR and reverberation. We suppose that this is related to the minimum operation performed on the coincidence values prior to frequency integration ͓Eq. ͑7͔͒. For every frequency band, one minimum is returned, indicating the location of coincidence. This assigns equal weights to all frequency bands. This is not a problem with high SNR broadband signals. But at low signal-to-noise ratios or with narrowband stimuli, giving equal weight to frequency bands containing little or no energy pertaining to the signal seems to seriously corrupt the localization estimate.
One advantage of this type of algorithm is that they can achieve subsample accuracy for interaural delays without requiring explicit interpolation between samples. This is a consequence of carrying out all computations in the frequency domain. Moreover, a high number of frequency bins may be implemented without an increase in the data size. Algorithms working in the time domain are using filter banks for frequency separation ͓e.g., Roman and Wang ͑2003͔͒. These generate a high number of additional signals for the left and right channels, which is computationally intensive. The algorithm presented here allows for efficient frequency filtering and, thus, restricting the computation of the coincidence map to frequency ranges relevant to the intended practical application.
B. Open-loop and closed-loop tests
In the open-loop tests in real-world conditions, performance was excellent for broadband signals, but decreased with narrowing bandwidth of the stimuli. Specifically, problems in the low-frequency range were observed. As initial simulations ͑cf. Sec. IV A͒ showed that the software was able to accurately determine the correct azimuth for all signal types, these high localization errors are not due to the algorithm but to reverberation as subsequent room simulations showed ͑cf. Sec. IV D͒. Adding an echo-avoidance system ͑Huang et al., 1999͒ might improve the situation. These authors used three omni-directional microphones on a mobile robotic platform. The localization was restricted to a single frequency band centered at 1 kHz and with a bandwidth of 600 Hz in order to avoid phase ambiguities. ITDs were computed by the zero crossings of the wave forms from microphone pairs and from these, the direction to the sound source could be computed. The localization accuracy was tested with a 1 kHz sinusoid and a hand-clapping noise. The error for the sinusoid stimulus was within ±1°whereas for the hand-clapping noise, the accuracy was within ±7°. Although this system is able to perform sound localization in three dimensions as well as resolving front-back confusions, this is only possible through the use of three microphones. The restriction to a single frequency band in order to avoid phase ambiguities in the ITD computation seems to be too much of a constraint for practical applications. Additionally, extracting ITDs from several frequency bands with this method would entail a considerable additional computational overhead. In this respect, the algorithm described here is much more robust and suitable for future extensions.
In Nakadai et al. ͑2000, 2002͒ a frequency-domain algorithm for the sound localization subsystem of the humanoid torso SIG was used. The method performs ITD extraction by directly computing the phase difference between the left and right channels from FFT frequency peaks. Additionally, interaural level differences were included in the azimuth estimation. The error of the sound localization system was within ±5°from 0°to 30°and deteriorated for more lateral positions ͑Nakadai et al., 2002͒. Compared to this system, the method proposed here performs better for broadband noise.
The closed-loop experiments were performed to test the algorithm in an environment closer to its later application on a mobile robotic platform. The results confirmed those obtained during the open loop tests. An excellent localization was achieved with broad-band signals. High-frequency signals were localized better than low-frequency signals. This demonstrated that the algorithm may be applicable to dynamic, real-world situations.
Although comparisons are difficult, we have the impres-sion that our system, despite its simplicity, does not perform much worse in azimuth estimation than microphone arrays with more than two microphones. Omologo and Svaizer ͑1994͒ used 4 equispaced microphones with a separation of 15 cm. Three different localization algorithms were tested, with the so-called crosspowerspectrum phase algorithm providing the best results. For the experiments, 97 stimuli were used with frequency content ranging from narrowband to wideband at various azimuths and distances ranging from 1 to 3.6 m. Half of the stimuli had a noise component with an average SNR of 15 dB. Localization accuracy was 66% with a tolerance Ͻ2°, 88% with a tolerance Ͻ5°and 96% with a tolerance Ͻ10°.
Brandstein and Silverman ͑1997͒ used a bilinear array of 10 microphones with an intermicrophone separation of 25 cm. Their system used a frequency-domain timedifference of arrival estimator designed for speech signals combined with a speech source detector. For experiments with single, nonmoving sources, 18 different source positions were tested. Speech stimuli were used. The angular error was approximately 2.5°over a range of 3 m.
Valin et al. ͑2003͒ used 8 microphones arranged on the summits of a rectangular prism of dimensions 50 cm ϫ 40 cmϫ 36 cm. The acoustic environment was noisy with moderate reverberation. The localization system used the crosspower-spectrum phase algorithm enhanced with a spectral weighting scheme. The angular error was approximately 3°over a range of 3 m. The stimuli used for the experiments consisted of snapping fingers, tapping foot, and speaking.
C. Room simulations
The simple "shoebox" room model helped with understanding the acoustic environment in which the real experiments took place. Three conclusions can be drawn from these simulations. First, the algorithm is relatively robust against noise, as important changes in localization error can only be observed beginning at signal to noise ratios between −3 dB in the worst case and −20 dB in the best case. Second, the most important parameter degrading localization performance is direct-to-reverberant ratio. This becomes particularly apparent with the sound source at a distance of 3.5 m from the microphones and highly reflective surfaces ͑un-painted concrete͒, where even the azimuth estimation of a broad-band stimulus produces rather large errors. Third, the room simulations suggested that the systematic deviations observed with the low-frequency narrowband noise stimulus were due to room reverberations. This is in accordance with findings that binaural cues vary depending on the acoustic environment and noise conditions ͑Nix and Hohmann, 2006͒.
D. Conclusions and outlook
The relatively simple algorithm we used here with online capability performed surprisingly well in real-world situations. It was less sensitive to adverse acoustical conditions than the algorithm by Liu et al. ͑2000͒ using the direct method of frequency integration, while not being computationally more complex. A further decrease in computation time and memory requirements without a dramatic loss in localization accuracy can be reached by reducing the critical parameters of FFT size and number of delays per delay line. Thus the algorithm is easily adaptable to environments with reduced computational resources such as mobile robots. The current implementation is a good starting point for future extensions. One aspect that will have to be considered is interaural level differences caused by the mismatch of the left and right microphone/preamplifier combinations. Although they are of an identical make, some asymmetries are introduced by manufacturing and preamplifier adjustment tolerances. By Eq. ͑6͒ we assume that the only differences between the left and right signals will be phase differences, an assumption that is clearly violated in real environments. Even if in our experiments, localization accuracy was quite high, this mismatch could lead to problems in acoustically more challenging environments. Specifically, source discrimination in the presence of multiple sources could be affected, requiring a mismatch compensation ͑Liu et al., 2001͒. We are currently working on a statistical source tracking module using a Bayes filter, which is expected to increase the robustness against motor noise from the PTU or the robot, among other things. This would make it possible to continue sound-source localization through motor activity of the microphone platform. In the implementation presented here the localizer had to be interrupted during movement. Another extension would be a speech detector and a speech recognizer. The localizer would be working continuously, but its output would be ignored as long as no speech was detected. As soon as there is speech, computation of the coincidence map could be reduced to the relevant frequency components. This may be achieved, because all computations are done in the frequency domain. In this way, localization accuracy of the source could be improved. The directional information could be used to steer a robot closer to the source and/or to perform directional filtering in order to increase signal-tonoise ratio for the speech recognizer. 
