Conceptual analogies among statistical mechanics and classical (or quantum) mechanics often appeared in the literature. For classical two-body mean field models, an analogy develops into a proper identification between the free energy of Curie-Weiss type magnetic models and the HamiltonJacobi action for a one dimensional mechanical system. Similarly, the partition function plays the role of the wave function in quantum mechanics and satisfies the heat equation that plays, in this context, the role of the Schrödin-nger equation in quantum mechanics.
Introduction
In the recent years, fully connected spin models have been experiencing an increasing interest in connection with the study of biological complexity, from neural [19, 39, 25] to immune [4, 5, 6, 7] and metabolic networks [41, 8, 42, 31] . Such models, being defined on graphs that are not endowed with a metric (see e.g. Erdos-Renyi [3, 27, 29] and Small-Worlds, [53, 13, 1] ), show that complexity, as coded in the Parisi solution [47, 48, 49] of the Sherrington-Kirkpatrick model [43] , arises already at the level of the mean field approximation [45, 46, 11] thus acting as a selective pressure for further efforts within this paradigm.
Hence, the quest for more general models pushed towards the development of suitable techniques that make mean field methods so widely applicable. The Curie-Weiss model, the simplest model capturing a (ferromagnetic) phase transition, can be thought as the mean field statistical mechanics analogue of the harmonic oscillator in Hamiltonian mechanics [12] . Its generalisations can be introduced via various procedures: frustrating the couplings toward glassy scenarios [37, 35, 51, 52] ; extending the interactions to many bodies as in P-spin frameworks [2, 32, 38] ; diluting the underlying network where spins interact toward graph theory paved strands [13, 3, 27] ; considering multiple interacting parties made of by these spins [15, 17, 10] ; implementing more complex structures as the Hebb prescription for learning [1, 18, 19] (thus using the outcomes in artificial intelligence à la Hopfield [25, 43] ). A powerful approach for the analysis and solution of mean field models, that is the subject matter of the present paper, is based on the formal analogy between mean field statistical mechanics and the Hamilton-Jacobi formulation of classical mechanics. Such an analogy has been pointed out and investigated over a few decades and tracing back in time the genesis of such an approach, due to the vast popularity of these magnetic mean field models, might be not a simple task. Newman already pointed out the analogy in 1981 such as Bogolyubov and coworkers in the early 80's [21, 22] and more recently Choquart and Wagner in 2004 [24] as well as the present authors and colleagues (see [36, 12, 33, 16, 14] and also [44, 26, 30] and [50] ). However, the discovery of such an analogy turns out to be nothing but the tip of an iceberg demanding a further exploration. This analogy is indeed very profound and shows a hidden (and at a first glance even counter-intuitive) relation among the Minimum Action Principle in Mechanics (that is often used to describe determinism) and the Second Principle in Thermodynamics (which is often used to justify randomness and stochasticity). Indeed, one can show that, the free energy of a statistical mechanical model can be interpreted as the Hamilton-Jacobi function of a suitable one dimensional mechanical system. For the Curie-Weiss model the Hamilton-Jacobi equations imply that the magnetisation satisfies the celebrated Burgers equation, perhaps the simplest scalar model for the propagation of nonlinear waves in a viscosity regime. The thermodynamic limit for the magnetic model is equivalent to the inviscid limit of the Burgers equation and leads to the so-called inviscid Burgers also known as the Riemann-Hopf equation. This limit is interpreted as a Second Principle prescription as it turns out to be equivalent to a minimal action principle for the free energy functional. The Riemann-Hopf equation is the simplest example of nonlinear conservation law introduced to describe the propagation of nonlinear hyperbolic waves in zero dispersion regime. Despite its simplicity, this equation possesses already several interesting features that make it suitable for the description of thermodynamic phase transitions. For instance, solutions to the Rieman-Hopf equation generically break as they develop a gradient catastrophe in finite time. The gradient catastrophe point is associated to caustics of the characteristic lines and it is naturally interpreted as the critical point for a magnetic phase transition. The critical point develops into a classical shock wave that explains the mechanism responsible for discontinuities of the order parameter and possible its derivatives.
A model based on the Riemann-Hopf equation is consequently completely integrable via the characteristic method and its general solution provides the equation of state, that is the consistency equation, of the model. This scenario seems to be very general, as it has also been observed in the context of van der Waals models and its virial extensions [26] and in pure glassy scenarios [14] and leads to the construction of a one to one correspondence table between some standard concepts in classical thermodynamics and the theory of classical shocks and conservation laws [44] . Although the Riemann-Hopf equation turns out to provide an accurate description of the model away from the critical region, in the vicinity of the critical point a suitable multi-scale asymptotic analysis of the Burgers equation is required. It was shown in [40] that the asymptotic behavior in the vicinity of the is universally expressed in terms of the Pearcey integral and it is argued in [28] (see also [9] ) that such description extends to more general Burgers type equations.
In the present paper we work out the formal analogy between mean field models and one dimensional mechanical systems at the level of the partition function that in this context plays the role of a (real-valued) quantum-mechanical wave function and satisfies a linear PDE. Consistently with the description outlined above, the associated Hamilton-Jacobi function is interpreted a the free energy of the model. In particular, we focus on a class of solvable generalized models of N interacting spins where the Hamiltonian function is given, as in the cases mentioned above, by the linear combination of the potential associated to the internal spin interaction and the potential associated to the external field
where m N = ∑ i σ i N is the mean magnetization per spin particle. We argue that a natural generalization of the Curie-Weiss model can be obtained by the request that the internal and external potentials satisfy a certain polynomial relation referred to as dispersion curve. This implies, as for the Curie-Weiss model, that the partition function identically satisfies a linear PDE where temperature and external magnetic field coupling are the independent variables and the number of particles N plays the role of a scale parameter. The solution in the large N limit is obtained via the standard WKB approach leading to a Hamilton-Jacobi type equation for the free energy function. Similarly to the semiclassical approximation of quantum mechanical models and the geometric optics approximation of the Maxwell equation, the Hamilton-Jacobi type equation so obtained provides an accurate description of the magnetic system in the thermodynamic limit away from the caustic lines associated with the boundary of the critical region. We analyze in detail models associated to a second order dispersion curve whose normal form reduces to a conic. We note that the parabolic case, referred to as F−type scenario gives the Curie-Weiss model. The elliptic and the hyperbolic case, P − type and K − type scenario respectively (i.e. Poisson-like and Klein-Gordon-like), can be viewed as a deformation of the Curie-Weiss model involving infinitely many p−spin contributions. We observe that in all cases the Hamilton-Jacobi type equation for the free energy reduces to a Riemann-Hopf type equation for the expected value of the magnetization. The model is then completely integrable via the characteristics method (see e.g. [54] ) and the critical point of gradient catastrophe is the signature of the occurrence of a magnetic phase transition.
The paper is structured as follows: In section Two we exploit the whole methodology in general terms. Section Three is dedicated to examples, one for each case. Section Four contains our conclusions and outlooks while in the Appendix hints on higher order dispersion curves are presented.
2 Generalized models and techniques for mean field many-body problems Given N Ising spins σ i = ±1, i ∈ (1, ..., N), let us consider a general ferromagnetic model of Hamiltonian representing their interactions as
where
is the magnetization, F(m N ) models the generic p−spin mean field interaction, G(m N ) accounts for the interaction with an external magnetic field h (and it is usually one-body, i.e. G(m N ) = m N ). We denote by brackets the Boltzmann average, that is
The main object of interest is the free energy, that is defined as
Trough the latter, as α(β ) = S − β E, where S and E represent the thermodynamical averages of intensive entropy and internal energy respectively, and noticing that ∂ β α(β ) = E, the whole thermodynamics dictated by H N (m) can be inferred.
Generalized thermodynamic limit and its variational formulation
Keeping away any reference to the underlying spin system, let us assume even, real valued and strictly convex Hamiltonian
clearly all the models belonging to this paper fit within this models family.
Continuing to skip the subscript N to m, posing G(m) ≡ m for the sake of simplicity and introducing two interpolating (scalar) parameters t, x (which can be tough of as fictitious time and space respectively), the interpolating procedure is fixed as
such that we can state the first Theorem 1. The thermodynamic limit for the free energy defined by H(m)/N = F(m) + hG(m) exists and reads as
The proof of this statement works within the classical Guerra-Toninelli scheme [38] : It is enough to prove the model sub-additivity, which is the following result. 
Once proved the lemma, it implies the main theorem. To prove the lemma it is enough to split the system in two subsystems built of by N 1 and N 2 spins respectively, such that N = N 1 + N 2 and, calling m 1 the magnetization of the first subsystem (built of by the first N 1 spins) and m 2 the magnetization related to the second subsystem (built of by the second N 2 = N 1 + 1, ..., N spins) note that
and that, thanks to convexity, we can write
We can paste this expression in the definition of Z N (t, x) and note further that -as far as G(m) ≡ m-the term depending on x factorizes so that, overall, we have
and consequently the last statement is proven and so is the main one. Now we proceed to guarantee that the variational formulation of statistical mechanics is preserved even in this extended scenario. To this task, we state the next Theorem 2. Let us introduce a variational parameter −1 ≤ M ≤ +1, a trial free energyα(t, x|M) as
and its optimized value (w.r.t. M) aŝ
Then we can write A(x,t) =α(t, x).
To prove this statement let us introduce the auxiliary function g(m, M) as
Clearly, due to convexity, g(m, M) ≤ 1. Let us consider only those M-values which can be assumed by m too and let us restrict only on those values the sum over M, which will be denoted with a star to stress the procedure (so
because, with probability one, a term in the sum will have m = M and its corresponding g(M, M) ≡ 1, as all the others are non-negative, eq. (12) holds. This allows writing
as 1 ≥ g(m, M), thus the sum factorizes, F(m) terms cancel and we can conclude the first bound, namely, taking the thermodynamic limit and optimizing w.r.t. M
To prove the reverse bound we can write
thus α N (t, x) ≤ᾱ + ln(1 + N)/N, which in the thermodynamic limit returns the expected bound and closes the proof. The study of the values M(t, x) that optimize the evolution will then be achieved in the followings subsection trough the mechanical route.
Dispersion curve and normal modes for the generalized models
Let us assume that the potentials F(m N ) and G(m N ) belong to the dispersion curve such that
The partition function is defined as
where t = 1/T , x = h/T and the sum is calculated over all the 2 N spin configurations {σ }. Introducing the linear differential operator of order d
one can readily verify that, given the condition (16), the partition function Z N can be evaluated as a solution to the following linear differential equation
The equation above is the analog of a quantum mechanical wave equation where Z N plays the role of the wave function. Indeed calling ν = 1/N, the equation (18) reads as
Let us introduce the free energy α N that, in this context, is defined as
Substituting the above change of variable into eq. (19) and applying the WKB asymptotic approximation, at the leading order we obtain the following HamiltonJacobi type equation
Let us now analyze the particular class of models associated to a polynomial relation (16) of degree d = 2 of the form
Introducing a linear change of variables of the form
with the notation
and detÂ = 0, the l.h.s. of (20) can be reduced to one of the following canonical formsF
One can then readily verify that the functioñ
correspondingly satisfies one of the following normal forms
Many body problems associated to a quadratic dispersive curve will be referred to as P−type, K−type and F−type according to whether their canonical form is the Poisson equation (24a), the Klein-Gordon equation (24b) and the Fourier (or heat) equation (24c) respectively. Proposition 1. The WKB approximation of equations (24), standardly performed by the substitutionZ = eα /ν ,
gives, at the leading order in ν, the PDEs that must be fulfilled by the free energy in the three cases of interest, namely
where for convenience we have removed the upper scriptx → x, etc.
Equations (25) shows that the free energy α play the same role as the HamiltonJacobi function in classical mechanics. Proposition 2. Solving the equation (25) w.r.t. α t and differentiating w.r.t. x we obtain a Riemann-Hopf type conservation law of the form
where u = α x and the function V (u) is given, in all the cases as follows
Merging the two above propositions, we demand a prescription for a general solution to the problem they raise, which is encoded in the following Theorem 3. The general solution u to the equation (26) is readily obtained via the method of characteristics and it is given by the implicit formula x +V (u)t = f (u) (27) where f (u) is an arbitrary function of its argument that is locally fixed by the initial condition on u. In particular, given
we have f = U −1 . Given the solution u = u(x,t) the free energy can be straightforwardly obtained as
It is well known that the generic solution to the conservation laws of the form (26) breaks in finite time by developing a gradient catastrophe. At the point of gradient catastrophe that is the analogue of caustics in the Geometric Optics limit and in the semiclassical limit of Quantum Mechanics, the WKB approximation fails and the classical solution develops a multi-valuedness. The appropriate description of the system beyond the region where the classical solution is multi-valued requires the analysis of equations (24) . However, the critical point of gradient catastrophe is the signature of a phase transition from a disordered ("classical") to an ordered ("quantum") state. Clearly whether or not the a phase transition will occur depends on the model that is specified by the initial datum via the function f (u) in (27) . The whole is condensed in the following Theorem 4. The critical point (x c ,t c , u c ) is given, if it exists, is a solution to the following equations
We now show how an explicit expression for the free energy in terms of the variables x, t and u.
Let us introduce the potential Φ(x,t, u) such that
then we have dΦ(x,t, u(x,t)) = dα(x,t).
Expanding the differentials and using the equation (26) we arrive to the system
Eliminating the product Φ u u x from above equations we obtain the following PDE
where F is an arbitrary function of its argument. Substituting back into the equation (29a) and using
we see that the equation (29a) is identically satisfied for F such that
Finally, given the initial condition u(x, 0) = U(x), the free energy can be written as follows
Examples
This Section aims to give an extensive treatment of all the outlined cases. In particular we start with a streamlined discussion of the F-type: the exposition will be succinct as the corresponding statistical mechanical system respecting this normal form is the Curie-Weiss model, whose mechanical treatment has been largely discussed already [12] . Then we switch to exploit the K-type, whose mechanical analogies lies in the relativistic field theory and will be analyzed in detail, then, we move to study the P − type, whose results will be reported in detail, while calculations behind them will be largely skipped as they work exactly as in the former example.
F-type normal form: Fourier scenario
Despite the mechanical investigation of the Curie-Weiss model has already been largely discussed (see e.g. [12] ), for the sake of completeness (as it plays as a natural test case for the Fourier normal form) and in order to assume the right perspective to understand the genesis of the extension this paper provides we aim to streamline its main logical steps.
To this task definitions are in order as Definition 1. We introduce the Curie-Weiss Hamiltonian as
hence F = m 2 /2 and G = 0 (or, if we introduce the external field h ∈ R, G = m and an extra one-body term must be linearly added to the Hamiltonian).
We are interested in an explicit expression of the free energy in terms of the order parameter: To accomplish this task countless techniques have been proposed along the decades (see e.g. [12] for a recent review), among which a mechanical analogy: Framing such an analogy within the interpolation technology [36, 37] , we can define two auxiliary variables t, x which play as time and space for a 1 + 1 dimensional system and an associated interpolating free energy (or interpolating Action) as
such that α(t = −β , x = 0) = lim N→∞ α N (t = −β , x = 0) returns the requested thermodynamical free energy. Note that in the last term of eq. (31) we introduced the two-vector space-time as X = (−t, +x) and the two-vector energy-momentum as E/N = ( m 2 N /2, m N ) Theorem 5. By direct construction, the following Hamilton-Jacobi equation holds
where Magnetization profile versus x at -respectively-t = 0.5 < t c , t = 1.0 = t c , t = 2 > t c . The initial datum (at t = 0) is reported too for visual comparison.
and whose solution is
Remarkably, Thermodynamic Principles (operatively free energy minimization) play here as the Maupertius Minimim Action Principle and imply the extremization of this expression w.r.t. the order parameter which is coded by the celebrated self-consistency equation m = tanh(β m ). The latter predicts a paramagnetic phase at β < 1, with m ≡ 0 and a bifurcation at the critical noise level β c = 1, from which two branches of the magnetization (symmetric around zero) appear and the system undergoes a phase transition toward a ferromagnetic phase. Proposition 3. Within this mechanical analogy the streaming for the order parameter is
namely a Burger equation, that in the thermodynamic limit N → ∞ (and away from the phase transition where the mollifier can not be neglected) approximates to a Riemann-Hopf equation, the prototype for bifurcations, thus, within this bridge, phase transitions in statistical mechanics mirror shock waves in the mechanical counterpart [33, 44] .
K-type: Klein-Gordon scenario
So far we saw that the Curie-Weiss Hamiltonian plays as the classical (Euclidean) kinetic energy and accounts for the normal form of F-type. If we would consider a K-type scenario, which in turn results in a relativistic extension, thus m = γv (where v is the classical/Euclidean velocity -the limiting speed is c = 1-and γ = √ 1 − v 2 −1 ), we have to introduce the following Definition 2. The Hamiltonian of the K-type model is the relativistic formulation of the kinetic energy and reads as
Here F = 1 + m 2 N and G = 0 (or, if we introduce the external field h ∈ R, G = m and an extra one-body term must be linearly added to the Hamiltonian).
The latter allows to write the next Theorem 6. The interpolating Action/Free-energy reads as
and obeys the following relativistic Hamilton-Jacobi equation
Note that the potential is now the D'Alambertian of the Action (which is a relativistic invariant), softened by N (as it must vanish in the thermodynamic limit) and that now the left side of the Hamilton-Jacobi equation is Lorentz-invariant too and no longer equated to zero but to m 0 c 2 ≡ 1 as it should (note that the rest mass m 0 = 1 as c in this context). Note further that thermodynamic information becomes available, once obtained an explicit form for the free energy, by evaluating the latter in t = β and x = 0 (for G = 0) or x = β h (for G = m). Magnetization profile versus x at -respectively-t = 0.5 < t c , t = 1.0 = t c , t = 2 > t c . The initial datum (at t = 0) is reported too for visual comparison.
Generalized free energy by Minimum Action Principle
The previous subsection allows to continue bridging this model with relativistic mechanics, but before doing this let us recall some notions (following [34] ): A covariant vector is an element of the space-time of the form
while the associated contra-variant vector is then
The Einstein notation is introduced as
which is nothing but the scalar product of two two-vectors in the 1 + 1 space-time equipped with the Minkowsky metrics. We also need the notion of covariant and contra-variant gradient and a symbol for the D'alembertian, which are respectively
Using this notation we can rewrite eq. (37) as
which is the relativistic Hamilton-Jacobi equation for a particle moving in a field of potential V N (t, x) = ( α N (t, x))/N. In the thermodynamic limit we can neglect the potential as usual: while this can be achieved directly by noticing that V N (t, x) = N −1 ∂ 2 xx α N (t, x) and that α N (t, x) is trivially bounded by its sup on m (which is immediately achievable by fixing σ i ≡ 1, ∀i ∈ (1, ..., N) ), here we just assume that lim N→∞ V N (t, x) = 0, while later we will show that this is a consequence of the conserved Noether currents that the system has thanks to its inner symmetries. Summarizing, (37) approaches the free relativistic Hamilton-Jacobi equation in the thermodynamic limit
which, by a field theory perspective, represents the Klein Gordon scenario [20] .
Remark 1. Note that, in relativistic mechanics, the generalized momentum is defined as
where v is the classical velocity of the particle, γ = 1 √ 1 − v 2 is the Lorentz factor and E = γm 0 c 2 is the relativistic energy, hence
coherently with all our findings. Now we are able to solve (40) -which can be read also as the conservation of the interval of the generalized gradient of α(t, x)-as the function whose generalized gradient is the two-momentum is exactly the relativistic action [34] . Note that the covariant gradient of the action is the contra-variant momentum so that
We can identify sharply the statistical mechanical quantities as relativistic dynamical ones in the following way
Remark 2. A full parallelism between the statistical mechanical energy of the model, which is √ 1 + m 2 and the relativistic kinetic energy γ holds. This implies that as the first two contributions to the relativistic kinetics are given by the rest energy m 0 c 2 ≡ 1 and the Euclidean (classical) kinetic energy m 0 v 2 /2, in the same way, the Taylor expansion of the relativistic Hamiltonian returns the internal energy of the Curie-Weiss model plus a constant term (equal to one) which plays in this context as the rest energy:
Proposition 4. The solution of the PDE problem (37) returns the following thermodynamic free energy
whose extremization extends the classical self-consistency toward
Let us sketch how to solve (40) : As in the Euclidean case, temporal sign apart (which is reversed in this context as we evaluate statistical mechanics in the point t = β , x = 0 now), the action can be written as the sum of two terms: the Cauchy contribution (namely the action evaluated in the starting point (t = 0, x 0 )) and the integral of the relativistic Lagrangian over time.
Remembering that the equation of motion of a free particle is simply x 0 + vt, the relativistic Lagrangian is L = − 1 γ (which is conserved over the trajectories),
hence we obtain
The evaluation of the last expression in thermodynamic variables results in the statement of the proposition.
Remark 3. We stress that the obtained free energy and self-consistency, once properly expanded at the second order, are equal to the Curie-Weiss ones (we skipped the rest energy here) as
Relativistic Noether currents and generalized self-averaging
An important theoretical tool, in order to detect conserved quantities, is the stressenergy tensor T µν , a 2 nd order tensor whose µν-th entry is the flux of the µ-th component of the generalized momentum through the hyper-surface of constant x ν , formally
where ρ 0 is the mass density, v µ the two-velocity which is related to the twomomentum through the equation P µ = m 0 v µ . Using (42) we obtain
This tensor gives the Noether currents of the system due to the equation
Proposition 5. Combining (49) and (50), with a little of algebra we obtain the following equations (51,52,53): we note that these generalized self-averaging constraints -if we keep a statistical mechanics perspective-(that we implicitly assumed by neglecting the D'Alambertian of eq. (37) in the N → ∞ limit as softened by N −1 ) in the mechanical analogy appear as the conserved Noether currents, namely lim
which can be seen as the self-averaging of the internal energy
With this last result and some simple manipulations the second equation can be rewritten as lim
Remark 4. Expanding the previous equations, neglecting higher order terms w.r.t. the classical limit, and simplifying the constants, we obtain the classical self-averaging for the magnetization as in the Curie-Weiss/Euclidean framework, namely lim
Using this result, and neglecting orders higher than required, we can obtain also the self-averaging for the Curie-Weiss internal energy as
P-type normal form: Poisson scenario
Let us consider the model introduced by the next Definition 3. The Hamiltonian of the P-type model can be written as
while if we introduce an external field h ∈ R, a function G(m) = m must be coupled to it and the term −hm must be linearly added to the Hamiltonian.
Without loss of generality let us choosê
Let us note that expanding in Taylor series, the p−spin potential F reads as follows
where the coefficients
are positive definite for all k and characterize a ferromagnetic model. The partition function is given by
NtZ whereZ is the solution to the Poisson equation (24a) with suitable boundary conditions, hence implying the next Theorem 7. Once introduced the free energy α = −ν logZ, at the leading order in the parameter ν, its related PDE reads as dα dt
whose solution returns the free energy of the generalized ferromagnetic model coupled to the normal form P and reads as
Further, remembering that u = − m , the following self-consistent relation associated to the normal form P holds
Remark 5. Expanding in series the free energy coded in eq. (59) and neglecting terms of order greater than 2,
which is the free energy of the two body Curie-Weiss model plus a constant term β , which plays the same role of the rest energy in the relativistic-theory. Moreover, expanding (73) in series w.r.t. the order parameter and neglecting terms of order greater than 2 we obtain m = tanh(β m )
that is the well known self-consistency relation for the two-body CW model. Magnetization profile versus x at -respectively-t = 0.5 < t c , t = 1.0 = t c , t = 2 > t c . The initial datum (at t = 0) is reported too for visual comparison. Note that in the high noise region, beyond the (stable) solution coded in m = 0, two (instable) extremal points (maxima) for the free energy m = ±1 appear as consequence of the infinite ferromagnetic contributions. Beyond the phase transition, the situation is reversed (not shown).
Conclusions
In this paper we discussed in detail the formal analogy existing between the thermodynamical evolution of mean-field spin systems and Hamiltonian systems in 1 + 1−dimensions. We focussed in particular on the class of spin models associated to an algebraic dispersion curve that contains the celebrated CurieWeiss model as a particular case. The partition function with a finite number of particles plays the role the quantum wave function and obeys a linear PDE. The thermodynamic limit is obtained via the standard WKB analysis where the Hamiltoni-Jacobi is identified with the free energy of the thermodynamic system. The Hamilton-Jacobi equation can be treated with standard techniques and it is showed that the magnetization is a solution to a Riemann-Hopf type equation, hence the model is completely integrable and it is solvable by the characteristics method. Within this framework, thermodynamic phase transitions are associated to the occurrence of caustics in the semi-classical approximations. In particular, the critical point is identified with the point of gradient catastrophe for the magnetization as a solution of the Riemann-Hopf equation. All these features are discussed in detail for the class of models associated to a second order dispersion curve. The reduction of the dispersion curve to the canonical form leads to three family of models associated with the conics: Ftype -parabolic, K-type-hyperbolic and P-type-elliptic. F-type models are associated to the semi-classical dynamics of a non-relativistic particle. Such models are reduced to the Curie-Weiss model that has been extensively studied in the literature (see e.g. [24, 23, 33] ). K-type models give a class of infinitely many p − spin contributions to the interaction and the thermodynamic limit is associated to the semiclassical limit of a relativistic particles. P-type models describe infinitely many ferromagnetic p − spin contributions to the interaction associated to an elliptic dynamics. In particular we observe that due to the ill-posedness of the initial value problem, ferromagnetic contributions sum up to produce two meta-stable states (local maxima of the free energy) in the ergodic region. We observe that both K-type and P-type extensions of the Curie-Weiss model can be viewed as "relativistic" extensions of the Curie-Weiss model as the speed remains bounded, although only the K-type is associated to a Lorentz invariant Hamiltonian system. We also showed how classical Noether conserved currents, that can be explicitly calculated in the above examples are an effective tool to show generalised selfaveraging of the order parameter and its related thermodynamical functions (i.e. the internal energy). This method, apart from the intriguing formal analogy between mean field spin models and low dimensional Hamiltonian mechanics, appears to be effective for the study of key properties of the thermodynamic limit of statistical mechanical models such as the mechanism of breaking via the use of standard techniques from the theory of nonlinear PDEs and opens the way to a more extensive analysis of many body problems and complex systems based of the Hamiton-Jacobi mechanical formulation.
Remark 6. The function u = − m plays as −γv. As a consequence − u √ 1 + u 2 is exactly the velocity and, coherently, (67) is just the equation of motion of a free particle.
Due to trivial factorization in the one-body limit (t = 0), we saw that
hence, remembering that u(t, x) = ∂ x α(t, x) = − m , (68) and the constance of u(t, x) along the characteristics, we can write
Putting together (67) and (69) we get
and this last relation leads to
Remark 7. Remembering that u(t, x) = − m , we get the following relation
which, once evaluated at t = β , x = 0, is nothing but the already obtained generalized self-consistency for the magnetization:
In order to solve (69) we search for a solution α(t, x) of the form α(t, x) = α 1 (t, x, u) + α 2 (t, u), and make the following ansatz (which plays here as the Maupertuis or Boltzmann constrain):
which means that we are just imposing the stationarity of the free energy with respect to the order parameter. Once an explicit expression of α will be obtained trough this path, the ansatz will be verified thanks to a direct inspection of the resulting self-consistency. From (74) we get
This means that deriving the free energy w.r.t. x is the same of partially deriving α 1 w.r.t. x, so we can integrate the self-consistency treating u as an independent variable
With the same arguments of (75), treating x as independent by t, we get
Putting all together and treating again u as an independent variable, we obtain
and then
Remembering that α(t = 0, x) = ln 2 + ln cosh(−x), we can finally write down the solution of the relativistic Hamilton-Jacobi equation driving the thermodynamics of K-type systems:
α(t, x) = ln 2 + ln cosh m
that, once imposed t = β , x = 0 coincides with the previous one obtained via direct integration of the Lagrangian. We can finally analyze gradient catastrophes for eq. (70) which mirror phase transitions in standard thermodynamics. At first we want to find out the critical t → t c for which the solution becomes a multi-valued function. This goal can be achieved in different ways: Plotting the generalized self-consistency and looking at the interceptions, it is quite easy to see that for β < 1 there is only one pointwhere its coefficients are drawn by
such that we can write
or, alternatively, we can write the Hamiltonian in a compact way as 
Note that, from (89), the generic 2k coefficient appearing in the Hamiltonian as
while obviously all the odd coefficients must vanish.
Proposition 6. The PDE that the fourth order F-type model obeys reads as
and its solution can be written as that is precisely the Curie-Weiss free energy plus β that accounts for the rest energy as it should.
