Abstract. We study uncertainty principles or observability estimates for function classes on the torus. The classes are defined in terms of spectral subspaces of the energy or the momentum, respectively. In our main theorems, the support of the Fourier Transform of the functions is allowed to be supported in a (finite number of) parallelepipeds. The estimates we obtain do not depend on the size of the torus and the position of the parallelepipeds, but only on their size and number, the size and scale of the observability set. Our results are on the one hand closely related to unique continuation and observability estimates which can be obtained by Carleman estimates and on the other hand
Introduction and Motivation
We study L 2 -equidistribution properties of eigenfunctions, or more generally, of functions f in a spectral subspace of a Hamiltonian operator H. Here by L 2 -equidistribution we mean that (the square of) the total norm Λ |f | 2 is controlled by the (square of) the L 2 -norm S |f | 2 over a subset S ⊂ Λ which is itself in a certain sense evenly distributed within Λ. For the applications we have in mind (stemming from the spectral theory of random Schrödinger operators) it is sufficient to consider the case that Λ is a d-dimensional cube Λ L of sidelength L or the corresponding torus T d L . The motivation for the present paper was the following result announced in [12] and proven in [11] , which we formulate next. It applies to the Schrödinger operator
L is the Laplacian with Dirichlet, Neumann, or periodic boundary conditions, and V L : Λ L → R is the restriction to Λ L , of a measurable and bounded V :
To give a precise meaning to the phrase 'evenly distributed' set let us introduce Definition 1. Let G > 0 and δ > 0. We say that a sequence
will play in the following the role of observability sets as used in the context of control theory.
Theorem 2 (Nakić, Täufer, Tautenhahn, Veselić [12, 11] ). There is a constant N = N (d), such that for all G > 0, all δ ∈ (0, G/2), all (G, δ)-equidistributed sequences, all measurable and bounded V : R d → R, all L ∈ GN, all E 0 0 and all f ∈ Ran(χ (−∞,E0] (H L )) we have
where
is the scale-free unique continuation constant.
The term scale-free refers to the fact that we have the same constant for all L. See also [14, 6] and the references quoted there for earlier results. 
. Thus the term √ E 0 appearing in the exponent of C sfUC could be interpreted in two ways: either as the length or as the supremum of the energy interval. To understand which of the two quantities is relevant for our scale-free unique continuation estimate, one may ask: Question 3. Consider the situation of Theorem 2. Is there a constant N such that for all E 0 ∈ R and f ∈ Ran(χ (E0−1,E0] (H L )), the estimate
hold true? The main point is that the scale-free unique continuation constant is no longer allowed to depend on E 0 , the position of the energy interval of unit length.
The answer to this question may depend on the space dimension d and the (regularity) properties of the potential V . In fact, for individual eigenfunctions and the case of one single cube (i.e. L = 1) this has been studied in dimensions d = 1 and d = 2 by Burq and Zworski in [5] for continuous potentials, and by Bourgain, Burq and Zworski in [4] for the class of L 2 potentials.
Their results may be summarized as follows:
Theorem 4 (Bourgain, Burq, Zworski [4] ). Let Ω ⊂ T 2 be a non-empty set and let f be a solution of
. There exists a constant K = K(Ω, V ), depending only on Ω and V such that
We remark that the above theorem is a consequence of a more general statement for solutions of the time dependent Schrödinger equation proved in [4] for d = 1, 2 and extended to dimension d = 3 by Bourgain in [3] . See also [1] and the references quoted there for more delicate results about the time-dependent Schrödinger equation on the torus
Results
In this paper we obtain a positive answer to a variant of Question 3, namely when the potential V is identically zero, i.e. the Hamiltonian is the pure Laplacian, and when the energy spectral subspace is replaced by a momentum subspace. In this situation we are able to apply methods from Fourier analysis and complex function theory which are more detailed than corresponding tools from the analysis of partial differential equations. If fact, it turns out that the result we are aiming for is very closely related to a remarkable Theorem by Logvinenko & Sereda, as will be explained in what follows. To formulate our main result we again need a geometric definition.
with sides parallel to the coordinate axes and of lengths a 1 , . . . , a d , we have
In particular, if a sequence Now we can state our first main theorem.
where c 1 , c 2 are universal constants and where a · b stands for the euclidean inner product This is actually the analogue of the Logvinenko-Sereda Theorem for functions on the torus. The original theorem of Logvinenko and Sereda reads:
and assume that suppf ⊂ J, where J is an interval of length b. Let S be a (γ, a)-thick set. Then,
This estimate has been significantly improved by Kovrijkine [7] , who showed that under the same assumptions the constant of the Logvinenko-Sereda Theorem depends on γ only polynomially. Namely, he proved
He also extended this result to the case when the Fourier Transform of f is supported in a union of intervals, say J 1 , . . . , J n , all of which of the same length b. In this case, the estimate is as follows.
Moreover, he proved a d-dimensional version of (7) and (8) .
where J is a parallelepiped with sides parallel to the coordinate axes and of length b 1 , . . . , b d , then
where each J k is a parallelepiped with sides parallel to the coordinate axes and of length b 1 , . . . , b k , then
In the case of functions on the torus we obtain again an analogue of the result by Kovrijkine.
wherec 1 andc 2 are universal constants.
We emphasize that the frequencies λ j do not influence the constant in (11) . Thus the result is independent of the position of the parallelepipeds. Furthermore, it is scale-free, in the sense that it is uniform for all L ≥ max{a 1 , . . . , a d }/(2π).
Let us compare Theorem 10 with Theorem 6. In the case of just one parallelepiped J, i.e. n = 1, the estimate (5) is better than estimate (11), since it shows a polynomial dependence on 1/γ. This is a manifestation of the different proofs used for Theorem 6 and 10, respectively. On the other hand, Theorem 10 is obviously more general since ist allows the support of the Fourier transformf to be supported in more than one parallelepiped of sides b 1 , . . . , b d .
The above theorems display clearly the analogy between our results for the function on the torus with the earlier results of Kovrijkine for functions on the full space. In fact, not only the results for the two geometric situations are analogous, but the proofs of our results use the methods developed in [7] and [8] .
The remainder of the paper is organised as follows. In Section 2 we present some technical results used in the proof of Theorems 6 and 10. Sections 3 and 4 contain the proof of Theorem 6 and 10 respectively.
Four technical statements
The following two results are inspired by [13] and their proofs can be found in [7] . They are a key ingredients for the proofs of Theorems 6 and 10.
Lemma 11. Let φ be an analytic function on D(0, 5) := {z ∈ C | |z| < 5} and let I ⊂ R be an interval of unit length such that 0 ∈ I. Let S ⊂ I be a measurable set of non-zero measure, i.e., |S| > 0. Set M = max |z|≤4 |φ(x)| and assume that |φ(0)| ≥ 1, then
, where p k (x) are polynomials of degree at most m − 1 and λ k ∈ C, and F is a measurable subset of an interval I such that
We now recall the Bernstein Inequality for periodic functions (see [10, Prop. 1.11] and [2, Chapter 11]), which will be used in both proofs.
Finally, we present a statement inspired by a claim in the proof of [7, Thm. 2'] . In what follows we consider parallelepipeds J 1 , . . . , J n of the form
for all l = 1, . . . , n.
is as in (15) and the λ l,j 's satisfy λ l,j − λ l−1,j > 2b j for all l = 1, . . . , n and all j = 1, . . . , d. Then, f (x) = n l=1 f l (x)e ic l ·x , where f l 's are such that
Proof. The first part of the lemma follows by properties of the Fourier Transform. In fact, we perform a shift (in Fourier space) of all parallelepipeds J l by a point
To prove the second part, we first assume that L = 1. We define h :
and by Young's Inequality [10, Lemma 1.1., (ii)] we conclude
If L = 1, we define the transformation T :
For the L p norms of g and g l we have
Then, using (17) we obtain
, which concludes the proof.
Proof of Theorem 6
Proof of Theorem 6. We assume that J is centered at c = (c 1 , . . . , c d ), i.e.,
This shift (in Fourier space) affects f only by multiplication with the factor e ic·x , which does not change its L p norm. Hence, without loss of generality we can assume
Moreover, we first assume p ∈ [1, ∞), a = 1 and 2πL ≥ 1. We will then recover the general estimate by a scaling argument in a.
We cover T d L with cubes of side lengths 1, denoted by P , and allowed to overlap. Justified by the Bernstein Inequality, we fix A > 1 and we call a cube P bad if there exists a multi-index
where C is the same constant as in (14) . We call P good otherwise.
It is easy to check that
, and therefore we can discard all the bad cubes.
In fact, using the definition of bad cubes and the Bernstein Inequality, we have
and choosing A = 5, we obtain (20).
We now claim that there exists a B > 1 such that if P is a good cube then there exists x ∈ P such that
In fact, arguing by contradiction
and so
Choosing A = 5, as before, and B = 15, we conclude f
. Therefore, the claim must be true. Now, shifting (in configuration space) f appropriately, i.e., considering
We observe that such a shift affects only the Fourier coefficients of f by multiplication with a factor e −i 1 L k·y but not the support of the Fourier Transform.
d , by Taylor expansion we have
where we used (22) in the second inequality andC = BC = 15C.
Without loss of generality, we set f L p (P ) = 1 so that there exists y ∈ P such that |f (y)| ≥ 1. We claim that there exists an interval I ⊂ P , with P good cube, such that y ∈ I and
In fact, using spherical coordinates around y we write
We set
We define the interval I to be the longest line segment in P in the direction η, that is,
Consequently, Ineq. (24) yields
Using the above inequality, the fact that |I| ≤ d 1/2 and Stirling's formula for the Gamma function, it is easy to check that
where C 1 is a universal constant.
Let F : C −→ C be such that F (w) = f (y + w|I|η). Lemma 11 applied to F and the sets [0, 1] and A = {t ∈ [0, 1] | y + t|I|η ∈ S ∩ I}, whose measure is |A| = |S∩I| |I| , gives us
This yields the following L p estimate.
In fact, set
which proves (25).
We now observe that if w ∈ D(0, 4) then z = y + w|I|η ∈ D 1 (0, 4 + 1/2) × . . . × D d (0, 4 + 1/2) := D, since |y j | ≤ 1/2 and ||I|η| ≤ 1. Then, using (23) we obtain
and consequently,
Substituting (27) into (25) and summing over all good parallelepipeds P , we have
and this concludes the proof for p ∈ [1, ∞), a = 1 and L ≥ 1.
If p = ∞, the proof follows the same steps but we notice that f L ∞ (
L ) (and we do not need all the derived L p estimates, which implies that the constants C 3 and C 4 are smaller in this case). Hence, we conclude
Finally, let us assume that L > 0 and a ≤ 2πL and S is (γ, a)-thick. We define the transformation map T (x 1 , . . . ,
. Therefore, applying (28) to g, F and T d L/a and using the relation between the L p norms of f and g we conclude
and similarly for the L ∞ -norm case.
Proof of Theorem 10
Proof of Theorem 10. We first consider the case when the parallelepipeds J l are all disjoint, i.e. we assume the J l to be centred at λ l ∈ R d such that
In addition, we also assume that p ∈ [1, ∞), a = 1 and 2πL ≥ 1.
Applying Lemma 14, we can write f (x) = n l=1 f l (x)e ic l ·x , for f l functions such
L with parallelepipeds P with sides of length one and allowed to overlap at the boundary of the torus.
Let y ∈ P the point where |f | attains its maximum. Then, by the same argument in the proof of Theorem 6, there exists an interval (line segment) I ⊂ P such that y ∈ I and
and that the set
Let F : C −→ C be defined by
Taylor's expansion with integral rest applied to each f l yields
where p l (t) is a polynomial of degree m − 1.
Using the fact that |f | attains its maximum at y ∈ P and applying Lemma 12 to r and the sets [0, 1] and A, we have
By a level set argument similar to the one used in the proof of Theorem 6, the above equation yields the
Summing over all parallelepipeds P , we obtain
where the first inequality is due to (33) and the last inequality follows from Stirling's formula and the fact that t ≤ 2 t .
Now, we choose m positive and integer such that 
If p = ∞ the proof follows the same steps with the same remarks as in the proof of Theorem 6.
In the general case when L > 0 and a j ≤ 2πL and assumption (31) holds, we apply the same scaling argument as in the previous proof to obtain 
We conclude the proof considering the case when the parallelepipeds J l are not assumed to be disjoint. We proceed by induction on the number of parallelepipeds n. If n = 1 the result is true by either Theorem Theorem 6 or equation (36).
Let us assume that (11) is true for n ≤ m and let us consider the case when n = m + 1. If (31) is not satisfied for some l, then we substitute b j with 3b j reducing the number of frequencies λ l and consequently the number of parallelepipeds at least by one. Then,
, where the fist inequality follows by induction hypothesis and the second one is due to the fact that 3 ≤c d 2 γ as γ is a small number andc 2 is a very large one. Hence, the proof is now completed.
