Ludwig Boltzmann had a hunch that irreversibility exhibited by a macroscopic system arises from the reversible dynamics of its microscopic constituents. He derived a nonlinear integro-differential equation -now called the Boltzmann equation -for the phase space density of the molecules of a dilute fluid. He showed that the Second law of thermodynamics emerges from Newton's equations of motion. However Boltzmann realized that stosszahlansatz, employed in the derivation, smuggles in an element of stochasticity into the transport equation. He then proposed a fully stochastic description of entropy which laid the foundation for statistical mechanics. Recent developments, embodied in different fluctuation theorems, have shown that Boltzmann's hunch was, in essence, correct.
Boltzmann transport equation has played an important role in basic and applied sciences. It is a nonlinear integro-differential equation for the phase space density of the molecules of a dilute gas. It remains today, an important theoretical technique for investigating nonequilibrium systems. It was derived by Ludwig Eduard Boltzmann (1844 Boltzmann ( -1906 in his further studies on thermal equilibrium between gas molecules [1] , published in the year 1872. Boltzmann did this work solely for purpose of addressing the conflict between time reversal invariant Newtonian mechanics and time arrowed thermodynamics. Linear version of this equation [2] provides an exact description of neutron transport in nuclear reactor core and shields. Linear transport equation constitutes the backbone of nuclear industry. It is indeed appropriate that the Indian Society for Radiation Physics (ISRP) has chosen Boltzmann transport equation as focal theme for the sixteenth National Symposium on Radiation Physics, NSRP-16. Incidentally the year 2006 marks the hundredth anniversary of Boltzmann's death.
There are going to be several talks [3] in this symposium, covering various aspects of linear transport equation. However, in this opening talk, I shall deal with nonlinear transport equation. I shall tell you of Boltzmann's life-long struggle for comprehending the mysterious emergence of time asymmetric behaviour in a macroscopic object from the time symmetric behaviour of its microscopic constituents. This is called the Second law. In the synthesis of a macro from its micro, why and when does time reversal invariance break down? This is a question that troubled the scientists then and which troubles us now. In the early days, physicists felt that the Second law could not be derived from Newton's equations of motion. They felt the Second law must be a consequence of our inability to track large number of molecules. In other words, the origin of the Second law was considered to be statistical. It is one thing if statistics is used merely as a convenient descriptor of a macroscopic phenomenon. It is quite another thing if we want to attribute an element of truth to such a description. Is it conceivable that nature is deterministic at micro level and stochastic at macro level? Can (microscopic) determinism give rise to (macroscopic) unpredictability? Boltzmann thought so.
Boltzmann believed that the Second law is of dynamical origin. He proved it through his transport equation and H-theorem. At least he thought he had proved it. Several of his fellow men thought otherwise. It is this fascinating story of the Second law that I am going to narrate to you in this talk. I am going to tell you of the insights that Boltzmann provided through his early work on transport equation and his later work that laid the foundation for the subject of statistical mechanics. I am also going to tell you of nonlinear dynamics and chaos, subjects that have completely changed our views about determinism, dynamics and predictability. Now we know that determinism does not necessarily imply predictability. There are a large number of systems that exhibit chaotic behavior. Chaos and hence unpredictability is a characteristic of dynamics. Thus, Boltzmann's hunch was, in essence, right. It was just that he was ahead of his time.
Boltzmann staunchly defended the atomistic view. He trusted atoms [4] . He was of the opinion that atomistic view helps at least comprehend thermal behaviour of dilute fluids. But the most influential and vociferous of the German-speaking physics community -the so-called energetics, did not approve of this. For them, energy was the fundamental physical entity. They dismissed with contempt any attempt to describe energy or transformation of energy in more fundamental atomistic terms or mechanical picture. This lack of recognition from the members of his own community allegedly led Boltzmann to commit suicide 3 . Ironically, Boltzmann died at the dawn of the victory of the atomistic view. For, in the year 1905, Albert Einstein (1879 Einstein ( -1955 established unambiguously the reality of atoms and molecules in his work [6] on Brownian motion.
It all started with our efforts to understand the phenomenon of heat. Scientific notions of heat and temperature were established in the seventeenth century. It was then believed that heat is related to motions on microscopic length scales in matter. But, in the eighteenth century, the notion of heat as an invisible fluid became prevalent. In fact, Antoine Lavoisier (1743 -1794) gave the name Calorie to this fluid. Caloric fluid always flowed from higher to lower temperatures. Nicolas Leonard Sadi Carnot (1796 Carnot ( -1832 was working on the principles of extracting work from the caloric fluid. In the year 1824, he wrote a paper [7] entitled, Reflexions on the motive power of fire and on machines to develop that power. Carnot reasoned that since caloric fluid falls from a finite elevation (temperature T 1 ) to a non-zero lower elevation (temperature T 2 ), the efficiency η, of conversion of heat to work is
The experiments of Benjamin Thompson Rumford (1753 -1814), Julius Robert von Mayer (1814 -1878) and of James Prescott Joule (1818 -1889) established unambiguously that caloric theory is wrong and heat is a form of energy. Once we identify heat with energy, Carnot's finding becomes intriguing. Why?
The first law of thermodynamics tells us, energy can neither be created nor destroyed. However energy can be converted from one form to the other. Carnot's finding amounts to saying that heat energy can not be converted completely into mechanical energy where as mechanical energy can be completely converted into heat 4 . There is a kind of thermodynamic irreversibility. In the (first-) law abiding democratic society of energies, heat occupies a special place. Perhaps it is like what Bernard Shaw said: In a democracy, all men are equal but some are more equal than others. There is an apparent injustice in nature's scheme.
Nobody took notice of Carnot's work for over two decades. Benoit Paul Emilie Clapeyron (1799 -1864) felt that Carnot had discovered something profound. He provided the required physical and mathematical scaffolding 5 [8] to Carnot's work and brought it to the attention of Rudolf Julius Emmanuel Clausius (1822 Clausius ( -1888 .
Clausius was intrigued by Carnot's finding. He rejected Carnot's reasoning but accepted his basic conclusion as correct and as of fundamental importance. He called it the Second law of thermodynamics. To understand the Second law, Clausius invented a new thermodynamic variable. His reasoning was simple. Consider a thermodynamic process described by a path in an appropriate phase space of thermodynamic variables like internal energy (E), volume (V ), pressure (P ), temperature (T ), number of molecules (N), chemical potential (µ) etc. During the process, the system absorbs or liberates energy in the form of heat (Q) and/or work (W ). Both Q and W are path-dependent. Hence they are not state variables. In other words d¯Q and d¯W are not perfect differentials 6 . However d¯W = P dV . Inverse of pressure provides integrating factor for work. Clausius discovered that inverse of temperature provides integrating factor for heat. The quantity d¯Q/T turned out to be a perfect differential. There was no known thermodynamic state variable, whose perfect differential corresponded to this quantity. Clausius, in his 1865 paper [9] , named this quantity 'entropy'. Let me quickly illustrate this on a simple example.
Start with the first law of thermodynamics,
Consider an ideal gas to which energy in the form heat is supplied at constant volume; its internal energy increases by dU = C V dT , where C V is the specific heat at constant volume. The ideal gas law is given by P V = ΘT , where Θ is a constant. From this we get
The work done (−P dV ) is given by
Therefore we have,
4 Ginsberg's restatement of the three laws of thermodynamics: First law: You can't win; Second law: You can't even break even; Third law: You can't even quit. 5 The isotherms and the adiabats in the pressure -volume phase diagram (describing Carnot's engine) that you find in text books on thermodynamics were actually drawn by Clapeyron 6 The cross on d denotes they are not perfect differentials.
Let us investigate if dQ is a perfect differential. From the above, we have
Differentiating once more we find,
showing that dQ is not a perfect differential and Q is not a state function of P and T . We shall cross the 'd ' to denote this. Consider now, the quantity dS = d¯Q/T , obtained by dividing all the terms in Eq. (5) by T . It is easily verified that
demonstrating that S is a state function. Clausius gave the name entropy to this state function 7 . Thus for the very definition of entropy, we need a thermodynamic process that can be represented by a path in the space of state variables. We call this a quasi-static process, described below.
Consider a macroscopic system in equilibrium e.g. a gas in a cylinder fitted with a piston. Let Λ be a degree of freedom which can be manipulated from outside. For example Λ can be taken as volume of the gas which can be changed by moving the piston. Consider a thermodynamic process in which we switch the value of Λ from say Λ 0 to Λ τ over a duration of time τ . This switching can be carried out with some pre-determined protocol. For example we can change Λ uniformly. We say the process becomes quasi-static when the switching takes place extremely slowly. Strictly for a quasi-static process τ equals infinity. It is a process of slow stepping through equilibrium states. At each step the state variables assume the relationship given by equation of states; the system is sort of dragged through a set of dense succession of equilibrium states. A quasi-static process can not be realized in practice. At best we can approximate it by an extremely slow process.
For defining entropy, Clausius considers a quasi-static reversible process 8 in which a system absorbs a quantity d¯Q of (reversible) heat, from a heat source at temperature T . The entropy of the system increases by an amount given by,
Since the process is quasi-static and reversible, the entropy of the heat source decreases by precisely the same amount so that the total change in entropy is zero. Having defined entropy, Clausius states the Second law as follows. Let dS denote the change in entropy of an isolated system. If the system is not isolated, then dS denotes the change in entropy of the system plus its surroundings. Clausius asserts that
in any thermodynamic process. In the above, equality obtains when the process is quasi-static and reversible. With this Second law assertion, Clausius was able to show that the efficiency of any heat engine is less than or equal to that of Carnot's engine, see below.
Consider an engine, M, which, operating in a cycle, draws a quantity q 1 of energy in the form of heat quasi-statically and reversibly from a heat reservoir (R) at temperature T 1 . Let us say the engine converts the entire heat q 1 into work W and returns to its initial state. Such an engine is called a perfect engine.
Under the first law of thermodynamics it is possible, in principle, to construct a perfect engine. Let us investigate what happens when we impose the Second law. The change in entropy of the heat source is −q 1 /T 1 . Since the engine returns to its initial thermodynamic state there is no change in its entropy. We just saw that entropy is a state function. Thus, the total change in the entropy is dS = −q 1 /T 1 . The Second law demands that dS ≥ 0. The machine can not deliver work. Second law forbids perfect engines. However, the engine can convert mechanical energy W completely into heat, since during such a process dS > 0.
Consider now an ideal engine (M). It draws a quantity q 1 of energy in the form of heat, quasistatically and reversibly from a source, R, kept at temperature T 1 ; it converts a part of it into work; it junks the remaining part q 2 < q 1 into a sink (S), kept at temperature T 2 < T 1 ; then it returns to the state it started with. From the first law we have q 1 − q 2 = W . The efficiency of the engine is given by, η = W/q 1 = 1 − (q 2 /q 1 ). The change in entropy of the heat source is −q 1 /T 1 and that of the sink is q 2 /T 2 . Since the machine returns to its initial state its entropy does not change. Therefore we have dS = (q 2 /T 2 ) − (q 1 /T 1 ). The Second law demands that dS ≥ 0. For an ideal engine dS = 0. Therefore q 2 /q 1 = T 2 /T 1 , from which we get η = 1 − ( is statistical and hence there is a non zero probability of it being contravened. He even proposed a demon -now called Maxwell's demon -that violates the Second law 9 . For both Maxwell and Clausius stochasticity was intrinsic to macroscopic behaviour.
However Boltzmann, at least in his early years, felt there was no need to invoke statistics to comprehend the Second law. At the age of twenty two, Boltzmann wrote on the mechanical meaning of the Second law of the theory of heat [10] . Of interest to us is Boltzmann's paper [1] published in the year 1872 in which he derived his transport equation and in which he also announced the H theorem to prove the Second law.
Boltzmann considers the density f ( r, p, t) of molecules, each of mass m, at the six-dimensional phase space point 10 ( r, p) , and at time t. Aim is to find an equation (of motion) for this function. The density changes with time since molecules enter and leave a given six dimensional phase space volume element d 3 rd 3 p at the phase space point ( r, p). Let F denote an external force (e.g. due to gravitation) acting on the molecules. Suppose there are no collisions. A molecule at ( r, p) at time t will be found at ( r + p ∆t/m, p + F ∆t) at time t + ∆t. Hamiltonian evolution preserves volume element d 3 rd 3 p along a trajectory, called Liouville theorem 11 . Therefore,
9 For an interesting account of Maxwell's demon and other demons, see [14] . 10 Classically a particle is specified by three position and three momentum coordinates. It is represented by a point in the six-dimensional phase space, called the µ space. A system of N particles is represented by a point in a 6N dimensional phase space called Γ space.
11 discovered by Joseph Liouville (1809-1882).
When there are collisions, we must add the contribution from collisions and write 12 ,
Taylor-expanding to first order in ∆t and taking the limit ∆t → 0 we get,
where ∇ r and ∇ p are the gradient operators with respect to position and momentum, respectively. Boltzmann proposes a simple model for the collision term, see below.
Consider only binary collisions, true for a dilute gas, where a pair of molecules with momenta p 1 and p 2 bounce off, after a collision, with momenta p ′ 1 and p ′ 2 , respectively. Let f ( r, p 1 , p 2 , t) denote the density of pairs of particles with momenta p 1 and p 2 at position r and at time t. Boltzmann invokes stosszahlansatz -collision number assumption -of Maxwell, which states,
The above is also called the assumption of molecular chaos. The momenta of two particles are uncorrelated. The stosszahlansatz is time symmetric. For both Maxwell and Boltzmann, this assumption looked innocuous and self evident. From this, Boltzmann derives an expression for the collision term, as described below.
be the momentum volume elements at p 1 , p 2 , p ′ 1 , and p ′ 2 respectively. Let us consider binary collisions that knock a molecule from
Since we are interested only in the collision term, we shall omit, for notational convenience, reference to the dependence on position r and time t. The rate at which these collisions take place is given by,
In the above, Σ denotes the rate of transition from (
. The total rate of binary collisions that result in molecules getting knocked out of volume element d 3 p 1 is given by,
While carrying out the integrals in the above, we must ensure that momentum and energy are conserved. Let R(IN) denote the rate of binary collisions that knock molecules into the volume element d 3 p 1 . This can be obtained exactly the same way described above except that we interchange the labels of momenta before and after collision:
In other words we consider binary collisions that knock molecules from
We consider molecule -molecule interaction potential to be spherically symmetric. We first note that a binary collision is time symmetric . In other words, the process seen in reverse is also an acceptable collision process. Hence,
12 Eq. (12) can be taken as definition of the collision term.
Also Σ is unchanged under simultaneous reflection of all momenta:
Combining the above two we get,
Thus we can write the collision term as,
Σ depends on the geometry of collision, the relative velocity of the two particles entering collision and the nature of the colliding particles. The full nonlinear Boltzmann transport equation reads as,
Boltzmann defines his famous H function,
and then shows that a density f ( p, t) that solves the transport equation obeys,
The above is clearly time asymmetric. In contrast to Newtonian dynamics which does not distinguish the future from the past, the H-function has a well defined direction of time, which is what the Second law is all about. To prove the H theorem, we write from Eq. (22),
Therefore,
The H function does not change with time when the system is in equilibrium. Eq. (24) in conjunction with the transport equation, see Eq. (21) yields after a few simple steps, the following expression for the time evolution of the H function.
We recognize that due to the concavity of the logarithm function,
H decreases with time monotonically giving rise to an arrow of time for macroscopic evolution. Thus Boltzmann, like a magician, produced a time asymmetric rabbit from a time symmetric hat! The crucial point overlooked was in the usage of the stosszahlansatz before and after collision. Momentum conservation, p 1 + p 2 = p ′ 1 + p ′ 2 , tells us that writing,
is not correct, since a pair of uncorrelated particles gets correlated after collision. The reversibility paradox [15] of Josef Loschmidt (1821 Loschmidt ( -1895 and the recurrence paradox [16] of Ernst Zermelo (1871 -1956) showed Boltzmann's claim was untenable. Let me quickly tell what these two paradoxes are. Loschmidt's argument was based on microscopic reversibility. Consider an isolated system that evolves from time t = 0 to time t = τ . Let there be a spontaneous increase of entropy during this evolution. At time t = τ reverse the momenta of all the molecules. Allow the system to evolve from time t = τ to time t = 2τ . At time t = 2τ reverse once again the momenta of all the molecules. Since the system obeys time-reversal invariant Newtonian dynamics, it will end up at the same phase space point it started from. There would be a decrease in entropy during the evolution from time t = τ to time t = 2τ , contrary to the claim made by Boltzmann. This is called Loschmidt's reversibility paradox 13 . Zermelo argued that an isolated system, under Hamiltonian dynamics will return arbitrarily close to its initial point in the phase space. This is called recurrence phenomenon, discovered by Poincaré [17, 18] . If there is a spontaneous increase of entropy during an interval of time, there will be a spontaneous decrease of entropy during the interval of Poincaré recurrence; this contradicts Boltzmann's claim 14 . Boltzmann conceded that perhaps, the use of stosszahlansatz has smuggled in an element of stochasticity (albeit in a very subtle way) into his otherwise purely dynamical derivation of the transport equation. He contended correctly that his H theorem holds good for systems starting off from 'disordered' microstates, which are present in overwhelmingly large number as compared to the ordered ones. Nevertheless, in the year 1877 he changed tack completely and proposed a fully stochastic approach to the problem of macroscopic irreversibility. He presented his ideas in a paper [19] on the relation between the Second law of thermodynamics and probability theory with respect to the law of thermal equilibrium. Of course Boltzmann interprets probability in a dynamical way: The probability of finding a system in a region of its phase space is the fraction of the observation time the dynamical trajectory spends in that region. 13 Time reversal as discussed in the text can be implemented in a computer employing molecular dynamics simulation techniques. We find that even small errors in the calculations of positions and momenta of the molecules are sufficient to reduce and eventually eliminate this effect. The phase space trajectory of the macroscopic system is extremely unstable with respect to initial conditions. Two arbitrarily close trajectories move arbitrarily far apart asymptotically. This is called chaos. This was known to Julius Henry Poincaré (1854 Poincaré ( -1912 [17, 18] , a contemporary of Ludwig Boltzmann. Chaos contains the seed for modern developments in non-equilibrium statistical mechanics. We shall see more on these issues later.
14 Poincaré recurrence is easily observed in systems with a very few degrees of freedom. But the recurrence time increases exponentially with the system size i.e. with the number of molecules. Hence Poincaré recurrence is seldom observed in the thermodynamic limit.
Consider an isolated macroscopic system of N particles. It is represented by a point in a 6N dimensional phase space (Γ space), moving incessantly along a trajectory dictated by its dynamics. Let us coarsegrain the phase space in terms of hyper cubes each of volume h 3N . It is like a graph sheet that coarsegrains a plane in terms of tiny squares. Here h represents a constant having the dimension of action 15 . A phase space hyper cube is called a microstate. Let x be the 6N dimensional vector denoting the phase space point of the system and let ρ( x, t)d 6N x be the probability of finding the system in an infinitesimal volume d 6N x at x at time t. Let the system be in equilibrium. In other words the density ρ is independent of time. Let {ρ i } denote the discrete representation of the phase space density ρ( x).
Boltzmann's H function, see Eq. (22), is then given by,
whereΩ is the total number of microstates accessible to the system under macroscopic constraints of energy U, volume V and number of molecules N. Boltzmann defines entropy as,
where k B is now called the Boltzmann constant 16 . If we assume that all the microstates are equally probable, then ρ i = 1/Ω ∀ i, and we get the famous formula for Boltzmann entropy,
engraved on his tomb in Zentralfriedhof, Vienna 17 . Notice Boltzmann defines absolute entropy. In thermodynamics only change in entropy is defined. Is Boltzmann entropy consistent with Clausius' thermodynamic entropy?
Let V be the number of coarsegrained volume cells occupied by N non interacting molecules. For simplicity we ignore the momentum coordinates. Number of ways of configuring N molecules in V cells is given byΩ = V N , from which it follows 18 S = k B N log(V ). Pressure is temperature times the partial derivative of entropy with respect to volume. We have,
from which we get the ideal gas law: P V = Nk B T . This leads to
15 Now we identify h with Planck's constant; h = 6.626 × 10 −34 Joules-second. 16 k B = 1.381 × 10 −23 Joules per degree kelvin. 17 Strangely, Boltzmann never wrote down this formula in any of his papers, though he implied it. It was Max Planck who wrote it down explicitly from the H function. 18 This expression for entropy is not extensive -called Gibbs' paradox. Boltzmann resolved the paradox by introducing the notion of indistinguishable particles and corrected for over counting of microstates by dividingΩ by N !.
Consider a quasi-static process in which the system draws a quantity d¯Q of reversible heat and produces work equal to P dV . Thus d¯Q = P dV , from which it follows that d¯Q = T dS. Thus Boltzmann entropy is consistent with the thermodynamic entropy 19 . But Boltzmann liberated entropy from its thermal confines. We can now define entropy for a coin toss, S = k B log 2 or throw of a dice, S = k B log 6, etc. In general if an experiment hasΩ outcomes and they are all equally probable, then we can associate an entropy, k B logΩ, with the experiment.
Consider an experiment of tossing N identical and fair coins. An outcome ω of this experiment is a string of Heads and Tails. We call ω a microstate. The set of all possible microstates of the experiment is denoted by by Ω(N) called the sample space. The number of elements of the sample space is given by Ω(N) = 2 N . Let us count the number of Heads in a string ω and call it n(ω). The random variable n can take any value between 0 and N. We call n a macro state. Let Ω(n; N) = {ω : n(ω) = n} be the set of all strings having n Heads. In other words it is a set of all microstates belonging to the macro state n. The number of elements of the set Ω(n; N) ( or the number of microstates associated with the the macro state n) is given by
We have Ω(N) = N n=0 Ω(n; N) = 2 N . Boltzmann associates an entropy with each macro state: S(n) = log[ Ω(n; N)]. Note we have set the Boltzmann constant k B to unity. Boltzmann postulates that the system, switching all the time from one microstate to another microstate, would evolve in an entropy increasing way and eventually reach an equilibrium state characterized by an unchanging value of n for which entropy is maximum. We immediately see that Ω(n; N) is maximum when n = N/2. Therefore Boltzmann entropy for the equilibrium system is given by
Josiah Gibbs (1839 Gibbs ( -1903 , proposed that equilibrium value of the macroscopic property n should be calculated by averaging over an ensemble of microstates from a Binomial distribution. In Gibbs picture of statistical mechanics,
which is the same as that given by Boltzmann. Gibbs' entropy given by S G = N log (2), is different from Boltzmann's entropy. However, in the thermodynamic limit, Gibbs entropy and Boltzmann entropy coincide. We have, in the limit of N → ∞,
19 The full expression for Ω(E, V, N ) obtained taking into account the momentum coordinates is given by,
where E is the total energy of the isolated system, m is the mass of a molecule and Γ(·) is the usual Gamma function :
Gibbs developed statistical mechanics into a fine tool for calculating equilibrium properties of macroscopic systems as averages over what we now call Gibbs' ensembles [20] . Thus the properties of an isolated system can be obtained by averaging over a microcanonical ensemble in which all microstates are of the same energy and occur with the same probability. A closed system 20 is described by a canonical ensemble. The probability that a closed system will be found in a microstate C, is given by
where β = 1/(k B T ). The denominator in the above is often denoted by the symbol Z(T, V, N) and is called the canonical partition function. An open system 21 is described by a grand canonical ensemble and the partition function is given by,
where N(C) is the number of molecules in the microstate C of the open system and µ is the chemical potential. We can construct different Gibbs ensembles depending on the system we are investigating. Gibbs provided a general framework of statistical mechanics based on static Gibbs ensembles and averages over them. This is in contrast to the ensemble of Boltzmann which is dynamical. It is the typical behaviour that forms the basis of Boltzmann's picture of statistical mechanics. The expression for entropy given by Eq. (30) was also derived by Claude Elwood Shannon (1916 Shannon ( -2001 , in the context of information theory [21] . We say Eq. (30) defines BoltzmannGibbs-Shannon entropy 22 . Boltzmann entropy, laid the foundation for statistical mechanics -a subject that helps us calculate macroscopic properties of an equilibrium system from those of its microscopic constituents and their interactions. This subject has since grown to a very high degree of sophistication. More importantly the predictions of statistical mechanics have been borne out by experiments. Statistical mechanics has become such a successful enterprise that physicists do not anymore question the use of statistics for describing macroscopic phenomena 23 . But the nagging doubt remains: What is the origin for the observed stochasticity ?
Then came a meteorologist and mathematician named Edward Norton Lorenz with his three coupled first-order nonlinear differential equations. He had obtained them by truncating NavierStokes equations 24 . The three equations of Lorenz were intended to provide a simple and approximate description of atmospheric behaviour. Lorenz was solving them on a computer. He discovered [26] that he had two very different numerical solutions for the same problem with almost identical initial conditions. This chance observation heralded a new field called chaotic dynamics [27, 28] . Two phase space trajectories of a chaotic system starting off from arbitrarily close 20 A closed system is one which exchanges only energy with the outside world and not material 21 An open system is one which exchanges both energy and material with the outside world 22 Ever since, there have been several 'entropies' proposed in different contexts. These include for example, Renyi entropy [22] , Kolmogrov-Sinai entropy [23] , Algorithmic entropy [24] , and Tsallis entropy [25] . 23 Physicists were in for a greater embarrassment with the advent of quantum mechanics. Statistics enters into microscopic laws. Stochasticity is intrinsic to quantum mechanics. The notion of ensemble of Maxwell, Boltzmann and Gibbs came in handy in describing the results of measurements in quantum mechanics. 24 The Navier-Stokes equation of Claude Louis Marie Navier (1785-1836) and Sir George Gabriel Stokes , is the primary equation of computational fluid dynamics, relating pressure and external forces acting on a fluid to the response of the fluid flow. Forms of this equation are used in computations for aircraft and ship design, weather prediction, and climate modeling. phase space points diverge exponentially and become completely uncorrelated asymptotically. This means that you can not have any hope of making any long term predictions from deterministic equations if they happen to be chaotic. In other words determinism does not necessarily imply predictability.
Possibility of dynamical instability due to sensitive dependence on initial conditions was known to Poincaré [17, 18] . I have already mentioned of this while discussing Loschmidt's reversibility paradox and Zermelo's recurrence paradox. But the full import of Poincaré's findings was lost on the physicists for over half a century. They did not think much of it until computers arrived on their desktops and helped them see on graphic terminals, the strange trajectories traced by chaotic dynamical systems.
We recognize that at least in principle, Chaos provides raisin d'etre for statistics in statistical mechanics. All systems that obey the laws of thermodynamics are chaotic. Nonlinear dynamics and chaos provide the link between deterministic micro and the stochastic macro -a link that Boltzmann was struggling to figure out.
In fact Boltzmann's interpretation of probability was entirely based on dynamics. The dynamical trajectory of an isolated equilibrium system is confined to a constant energy surface in a 6N dimensional phase space. Boltzmann first shows that the phase space density ρ remains constant along a trajectory; this is now called the Liouville theorem. He then assumes that all the points on the energy surface lie on a single trajectory 25 . This is called ergodicity. Then ρ( x) = δ(H( x) − E) is the stationary density, where H is the Hamiltonian, E is energy and δ is the usual Dirac delta function.
Boltzmann's ergodicity has been generalized by Sinai [29] , Ruelle [30] and Bowen [31] to describe dissipative systems in a steady state. The strange attractor of the dissipative dynamics is the non-equilibrium analogue of the equilibrium constant energy surface considered by Boltzmann. The SRB measure [30, 32] on the attractor expressed in terms of phase space volume expansion is analogous to the Liouville measure on the energy surface of an equilibrium isolated system. Such a generalization permits assignment of dynamical weights to nonequilibrium states.
These weights, let me repeat, are based on the dynamical properties of the microscopic constituents of the macroscopic system. To appreciate the import of this statement, we must recognize that words like equilibrium, heat, entropy, temperature etc., belong to the vocabulary of the macroscopic world of thermodynamics. They do not have any meaning in the microscopic world 26 . In the phase space of the thermodynamic variables only an equilibrium system can be represented by a point; only a quasi-static process can be represented by a curve. However in the 6N dimensional phase space of statistical mechanics, a macroscopic system in equilibrium or not, can be represented by a point; any process can be represented by a trajectory, to which we can attach a suitably defined dynamical weight. Thus dynamical measures of recent times, have liberated the notion of entropy from its equilibrium and quasi-static confines, into non-equilibrium realms. We have, indeed, come a long way: from the thermal entropy of Clausius to the statistical entropy of Boltzmann (both applicable to equilibrium systems and quasi-static processes), and now to the SRB measures (defined for nonequilibrium systems and processes). Recently SRB measure has been shown to provide a correct description [33] of a far from equilibrium system in a computer simulation [34] .
These new developments are embodied in what we call fluctuation theorems [34, 35] . The gen-eral idea behind a fluctuation theorem can be stated as follows. Let S τ denote entropy production rate calculated by averaging over segments of a long trajectory of duration τ . Note that S τ is a dynamical entropy obtained from observing the phase space expansion/contraction. Let Π(S τ ) be the probability of S τ . This can be calculated by considering an ensemble of long trajectories each of duration τ . Fluctuation theorem states,
Fluctuation theorem helps us calculate the probability for the entropy to change in a way opposite to that dictated by the Second law; this probability of Second law violation is exponentially small for large systems and for long observation times. By the same token fluctuation theorems predict and more importantly quantify Second law violation in small systems and on small time scales of observation. The predictions of fluctuation theorems have since been verified experimentally [36, 37] . See also [39] for an interesting examination of the experimental tools of fluctuation theorems.
In the year 1997, C. Jarzynski [38] discovered a remarkable identity relating nonequilibrium work fluctuation to equilibrium free energies. Consider a switching process, discussed earlier, carried out over a time τ , with the system thermostatted 27 at temperature T = 1/(k B β). Let W denote the work done during the switching process. We carry out the switching several times and collect an ensemble {W i }, formally represented by the probability density ρ(W ; τ ). All the switching experiments are carried out with the same protocol. If τ = ∞, the process is quasi-static. We have W i = W R ∀ i. The work done is called reversible work, W R . For a general switching experiment where τ < ∞, the Second law says that ∆F ≤ W , where ∆F is the change in the Helmholtz free energy 28 . Jarzynski's identity is given by,
where · denote averaging over the distribution of W . It may be noticed that since the exponential function is convex, we have,
which in conjunction with Jarzynski's identity implies that,
which is a statement of the Second law. In this sense, proof of Jarzynski's identity is a proof of the Second law. 27 A thermostat exchanges energy with the system without changing its temperature or performing any work 28 Herman von Helmholtz (1821 -1894) purposed a thermodynamic potential given by F (T, V, N ) = U (S, V, N ) − T S(E, V, N ), useful in the study of closed systems. F (T, V, N ) is called the Helmholtz free energy or simply free energy. F (T, V, N ) = −k B log Z(T, V, N ), where Z(T, V, N ) is the canonical partition function Let us express Jarzynski's equality as a cumulant expansion [40] ,
where ζ n denotes the n−th cumulant of W . The cumulants and the moments are related to each other. The n-th cumulant can be expressed in terms of the moments of order n and less. The first cumulant, ζ 1 is the same as the first moment W ; the second cumulant, ζ 2 is the variance
From the cumulant expansion given by Eq. (45), we get,
Consider a quasi-static switching process for which ρ (W ; τ = ∞) = δ (W − W R ), by definition. Then, in Eq. (46), only the first term (of the cumulant expansion) is non-zero. We get W = W R = ∆F , consistent with thermodynamics. Now consider a switching process, during which the system remains very close to equilibrium; it is reasonable to expect the statistics of W to obey the Central Limit Theorem 29 . Hence ρ(W ; τ >> 0) shall be a Gaussian; for a Gaussian, all the cumulants from the third up-wards are identically zero; hence, in Eq. (46), only the first two terms survive and we get ∆F = W − βσ [42] . See [43] for an interesting discussion on Gaussian Work fluctuation, Jarzynski identity and fluctuation dissipation theorem. However, if the switching process drives the system far from equilibrium, the work distribution would no longer be Gaussian and we need to include contributions from higher order cumulants to calculate the dissipation W d and hence free energy: ∆F = W − W d . Jarzynski's equality has been shown to hold good for Hamiltonian evolution [38] as well as stochastic evolution [44] ; its validity has been established in computer simulation [44] and in experiments [45] .
In another parallel, independent and interesting development, Gavin E. Crooks [46] discovered a fluctuation theorem for a thermostatted, Markovian dynamical process. During the process, the degree of freedom Λ switches from an initial value of Λ 0 to a final value Λ N in N time steps. The switching process is not necessarily quasi-static. The system is initially in a microstate C 0 (Λ 0 ) ∈ Ω(Λ 0 ), where Ω(Λ 0 ) denote the set of all microstates of the system with Λ = Λ 0 . Each step is considered as made up of a heat sub-step: C 0 (Λ 0 ) → C 1 (Λ 0 ) and a work sub-step:
. Thus we get a Markov chain 30 of microstates given by,
Let us consider a heat sub-step C k (Λ k ) → C k+1 (Λ k ), described by a Markov transition matrix M(k) whose elements are given by
where C i ∈ Ω(Λ k ). We have used script symbol C to denote microstates of the system and roman symbol C k to denote those on the Markov chain with k serving as the time index. The matrix M(k) has the following properties:
• The elements of M(k) are all non-negative: M i,j ≥ 0 ∀ i, j. Note M i,j denotes (transition) probability.
• M is column stochastic: i M i,j = 1 ∀ j. This follows from the normalization. After a step the system must be found in any one of its microstates with unit probability.
• M is regular: There exists an integer n > 0, such that (M n ) i,j > 0 ∀ i, j. This ensures ergodicity.
• M(k) is balanced: There exists a unique invariant probability vector 31 |π(k) such that M(k)|π(k) = |π(k) .
• |π(k) describes the equilibrium distribution of the closed system at β and with Λ = Λ k . The components of |π are given by,
where E(C i , Λ k ) is the energy of the microstate C i belonging to the system with λ = Λ k . The canonical partition function is denoted by Z(β, Λ k ).
We need a model for M(k). For example Metropolis algorithm [48] prescribes,
where the constant α has been introduced to ensure that no diagonal element is negative or exceeds unity. Once a model for M is defined, we can calculate the probability for the Markov chain F |C 0 (Λ 0 ), where we take each work sub-step with unit probability. Let us now run the Markov chain back-wards and call it the time -reversal. Let R|C N (Λ N ) denote the time reversal of F |C 0 (Λ 0 ). It is given by,
Note that in the time-reversed Markov chain, the work sub-step comes first followed by the heat sub-step in every time step. We need to calculate the probability for the time reversed Markov 31 Peron-Frobenius theorems, see e.g. [47] , tell us the following. The largest eigenvalue of M is real and non degenerate. Its value is unity. All other eigenvalues of M are much less than unity in modulus. The right eigenvector associated with the largest eigenvalue is called the invariant or equilibrium probability vector and is denoted by |π . The eigenvectors of M are linearly independent and span the vector space of M . We have M n |φ → |π , for n → ∞ and for φ|π = 0. Physically it means that the system eventually relaxes to its equilibrium state starting from any arbitrary non-equilibrium state. Also once the system reaches equilibrium it continues to be in equilibrium. Further action of M does not change its state. M |π = |π . chain. Reversing the work sub-step is easily visualized. We switch the parameter Λ back-wards with unit probability. Let the time reversed heat step C k+1 (Λ k ) → C k (Λ k ) be described by M (k), called the reversal of M(k). To construct M (k) we proceed as follows.
Consider the heat sub-step C k+1 (Λ k ) → C k (Λ k ) in the forward Markov chain. Define a twostep joint probability matrix W whose elements are given by,
In the above the second step follows from the definition of conditional probability. Thus, given M we can get the corresponding W and vice versa. W (k) = M(k)D(k) and M(k) = W (k)D −1 (k), where D(k) is a diagonal matrix with D i,j (k) = π i (k)δ i,j . Also it is easily checked that W is matrix-stochastic: i j W i,j = 1. 33 . A sequence of microstates visited by an equilibrium system constitutes a time-symmetric Markov chain.
The probability of R|C N (Λ N ) can be calculated from the matrices { M(k)}. Let Π F denote the probability of F |C 0 (Λ 0 ) and Π R that of its reverse. The ratio of these two probabilities can be calculated and is given by,
where Q is the energy absorbed by the system, in the form of heat, from the thermostat during forward Markov chain evolution. The above is called Crooks identity. The import of Crooks' finding can be understood if we consider switching from an equilibrium ensemble at β and with Λ = Λ 0 to another equilibrium ensemble at the same β but with Λ = Λ N through a process which is not necessarily quasi-static. Thus C 0 (Λ 0 ) and C N (Λ N ) belong to equilibrium ensembles at the 32 Given W we can obtain the corresponding M as follows.
The Metropolis algorithm obeys detailed balance. There are algorithms that do not obey detailed balance. It is often said that a simple balance condition (M |π = |π ) is adequate to drive the system to equilibrium in a computer simulation, see e.g. [49, 50] . We see that it is detailed balance that ensures time symmetry in a sequence of microstates visited by the system after equilibration. If the computer algorithm obeys only balance and not detailed balance then time asymmetry in the Markov chain of microstates sampled, would be present even during equilibrium runs. same temperature. Then, 
In the above we have used the definition of free energy, F (T, V, N) = −k B T log Z(T, V, N) for going from the first line to the second line. In going to the third line from the second, we have made use of the first law: W = ∆E − Q. Physically Eq. (53) means that the probability of finding a dissipating segment of a Markov chain evolution is exponentially large compared to that of finding its reverse. Starting from Crooks identity we can derive fluctuation theorems and Jarzynski's equality, see e.g. [51] . Crooks identity has since been verified experimentally [52] . Thus, recent developments have helped improve our understanding of the issues that link time asymmetric macroscopic world to the time symmetric microscopic world. These developments are not inconsistent with the hunch Boltzmann had. Let me concludeà la Cohen [53] , quoting from Boltzmann. In his 1899 lecture at Munich, Germany, on recent developments of methods of theoretical physics [54] , Boltzmann talks of the conflict between dynamics and statistics in describing macroscopic phenomena. He asks if statistics would continue to dominate in the future, or would it give way to dynamics. He concludes saying ' · · · interesting questions! One almost regrets to have to die long before they are settled. Oh! immodest mortal ! Your destiny is the joy of watching the ever-shifting battle' .
