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Preface
This thesis is submitted at the Department of Applied Mathematics and Com-
puter Science at the Technical University of Denmark in partial fulfillment of
the requirements for acquiring the PhD degree in engineering. The project has
been funded by GEA Process Engineering A/S and Innovation Fund Denmark
under the Industrial PhD program, project 12-128720.
The thesis deals with the development and application of new models and Model
Predictive Control (MPC) strategies to optimize the operation of four-stage
spray dryers. We develop first-principle dynamic models of a four-stage spray
dryer that facilitates development and comparison of control strategies. We de-
velop MPCs that are tailored for the process to optimize the cost of operation by
maximizing the production rate while minimizing the energy consumption and
producing powder at given quality specifications. The proposed linear track-
ing MPC with steady-state optimal targets (RTO) and the Economic Nonlinear
MPC (E-MPC) control strategies are compared by closed-loop simulations. In
these simulations, the conventional PI controller serves as a benchmark for the
performance comparison. Moreover, we industrially implement and demonstrate
the application of the proposed MPC with RTO for control of a full sized in-
dustrial milk powder spray dryer.
The thesis consists of a summary report and a collection of nine research papers
written during the project period October 2012 to January 2016. Seven pa-
pers have been published at international peer-reviewed scientific conferences.
Two journal papers are currently under review for publication in peer-reviewed
scientific journals.
ii
Kgs. Lyngby, 31-January-2016
Lars Norbert Petersen
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Summary (English)
The main challenge in cost optimal operation of a spray dryer, is to maximize
the production rate while minimizing the energy consumption, keeping the resid-
ual moisture content of the powder below a maximum limit and avoiding that
the powder sticks to the chamber walls. The conventional PI control strategy
is simple, but known to be insufficient at providing optimal operation in the
presence of variations in the feed and the ambient air humidity. This motivates
our investigation of Model Predictive Control (MPC) strategies.
In this thesis, we consider the development and application of new models and
MPC strategies to optimize the operation of four-stage spray dryers. The models
are first-principle dynamic models with parameters identified from dryer specific
experiments and powder properties identified from laboratory tests. A simula-
tion model is used for detailed closed-loop simulations and a complexity reduced
control model is used for state estimation and prediction in the controllers.
These models facilitate development and comparison of control strategies. We
develop two MPC strategies; a linear tracking MPC with a Real-Time Opti-
mization layer (MPC with RTO) and an Economic Nonlinear MPC (E-MPC).
We tailor these for the spray drying process to optimize the cost of operation
by adjustments to the inputs of the dryer according to the present disturbances
and process constraints. Simulations show that the MPC strategies improve the
profit of operation by up to 9.69%, the production of powder by up to 9.61%,
the residual moisture content by up to 3.37%, the energy efficiency by up to
6.06% and the specific energy consumption is decreased by up to 6.72% while
the produced powder is within the given quality specifications and sticky pow-
der on the walls of the chamber is avoided. Thus, we are able to improve the
cost of operation significantly compared to the conventional PI control strategy.
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The proposed MPC strategies are based on a feedback control algorithm that
explicitly handles constrained control inputs and uses a model to predict and
optimize the future behavior of the dryer. The solution of the control problem
results in a sequence of inputs for a finite horizon, out of which only the first
input is applied to the dryer. This procedure is repeated at each sample instant
and is solved numerically in real-time. The MPC with RTO tracks a target that
optimizes the cost of operation at steady-state. The E-MPC optimizes the cost
of operation directly by having this objective directly in the controller. The
need for the RTO layer is then eliminated.
We demonstrate the industrial application of the proposed MPC with RTO to
control a GEA MSDTM-1250 spray dryer, which produces approximately 7500
kg/hr of enriched milk powder. Compared to the conventional PI controller, our
first results shows that the MPC improves the profit of operation by approx-
imately 228,000 e/year, the product rate by 4.44% (322 kg/hr), the residual
moisture content by 6.31% (0.166 p.p.) and decreases the specific energy con-
sumption by 3.10%. The demonstrated MPC with RTO is fully integrated in
the daily operation of the spray dryer today.
Our primary objectives in the thesis are: 1) Spray dryer modeling of a small-
scale four-stage spray dryer. The purpose of the models are to enable simulations
of the spray drying process at different operating points, such that the models
facilitate development and comparison of control strategies; 2) Development of
MPC strategies that automatically adjust the dryer to variations in the feed and
the ambient air humidity, such that the energy consumption is minimized, the
residual moisture content in the powder is controlled within the specifications
and sticky powder is avoided from building up on the dryer walls; 3) Demon-
strate the industrial application of an MPC strategy to a full-scale industrial
four-stage spray dryer.
The main scientific contributions can be summarized to:
• Modeling of a four-stage spray dryer. We develop new first-principles en-
gineering models for simulation of a four-stage spray dryer. These models
enables simulations of the spray dryer at different operating points with
high accuracy.
• Development and simulation of control strategies. We develop two control
strategies, the MPC with RTO and the E-MPC strategy. The performance
of the controllers is studied and evaluated by simulation.
• Industrial application of MPC to a spray dryer. We demonstrate that our
proposed MPC with RTO is applicable to an industrial GEA MSDTM-1250
spray dryer, that produces enriched milk powder.
Summary (Danish)
Den største udfordring i omkostningsoptimal drift af en spraytørrer er at mak-
simere produktionen af pulver, samtidig med at energiforbruget minimeres, re-
stfugtindholdet i pulveret holdes under en maksimumgrænse og at afsætninger
p˚a kammervæggene undg˚as. Den konventionelle PI-reguleringsstrategi er enkel,
men kendt for at være utilstrækkelige ved variationer i føden og den omgivende
luftfugtighed. Dette motiverer vores undersøgelse af Model Prædiktive Kontrol
(MPC)-strategier.
I denne afhandling, behandler vi udviklingen af nye modeller og brugen af
MPC til fire-trins-spraytørrere. Modellerne er fysik-basseret dynamiske model-
ler med parametre identificeret fra spraytørrerspecifikke eksperimenter og pulver
egenskaber identificeret fra laboratorieforsøg. En simuleringsmodel anvendes til
detaljerede simuleringer og en simplere reguleringsmodel bruges til tilstands-
estimering og forudsigelse i regulatorerne. Tilsammen letter modellerne udvik-
ling og sammenligning af reguleringsstrategier. Vi udvikler to MPC strategier;
en lineær MPC med et realtids optimeringslag (MPC med RTO) og en økono-
misk ulineær MPC (E-MPC). Vi skræddersyer disse til spraytørringsprocessen
med det m˚al at optimere driftsomkostningerne ved at justere spraytørreren til
forstyrrelser og procesbegrænsninger. Simuleringer viser, at MPC strategierne
kan forbedre driftoverskudet med op til 9,69%, produktionen af pulver med op til
9,61%, restfugtindholdet med op til 3,37%, energieffektiviteten med op til 6,06%
og reducere det specifikke energi forbrug med op til 6,72%, mens det producerede
pulver er inden for de givne kvalitetskrav og pulverafsætninger undg˚as. S˚aledes
er vi i stand til at forbedre driftsomkostningerne betydeligt sammenlignet med
den konventionelle PI-reguleringsstrategi.
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De foresl˚aede MPC strategier er baseret p˚a en algoritme til tilbagekoblingsregu-
lering, som h˚andterer begrænsningerne i styresignalerne og benytter modellerne
til at forudsige og optimere det fremtidige respons af spraytørren. Resultatet af
reguleringsproblemet er en sekvens af inputs over en endelig horisont, hvoraf kun
det første input benyttes p˚a spraytørreren. Denne procedure gentages og løses
numerisk i realtid. MPC med RTO følger en reference der optimerer driftsom-
kostningerne ved stationær tilstand. E-MPC optimerer driftsomkostningerne ved
at have dette m˚al direkte i objektivfunktionen af regulatoren. Behovet for RTO
fjernes derved.
Vi demonstrerer anvendelsen af den foresl˚aede MPC med RTO p˚a en industriel
GEA MSDTM -1250 spraytørre, der producerer ca. 7500 kg/time mælkepulver.
Sammenlignet med den konventionelle PI-reguleringsstrategi, viser vores første
resultater at MPC forbedrer driftsoverskuddet med ca. 1,7 mill. kr/˚ar, produk-
tion af pulver med 4,44% (322 kg/time), restfugtindholdet med 6,31% (0,166
p.p.), og det specifikke energi forbrug med 3,10%. Den demonstrerede MPC
med RTO er i dag fuldt integreret i den daglige drift af spraytørreren.
Vores primære m˚al i afhandlingen er: 1) Modellering af en mindre fire-trins-
spraytørre. Form˚alet med modellerne er at lave simuleringer af spraytørrings-
processen ved forskellige operationsomr˚ader, s˚aledes at modellerne fremmer ud-
vikling og sammenligning af reguleringsstrategier; 2) Udvikling af MPC strategi-
er, der automatisk justerer spraytørreren til variationer i føden og den omgivende
luftfugtighed, s˚aledes at produktionen af pulver maksimeres mens energiforbru-
get minimeres, restfugtindholdet i pulveret holdes inden for grænserne og pul-
verafsætninger p˚a kammervæggene undg˚as; 3) Industriel demonstrering af en
foresl˚aet MPC strategi p˚a et fuldskala industrielt fire-trins spraytørringsanlæg.
De vigtigste videnskabelige bidrag kan sammenfattes til:
• Modellering af en fire-trins-spraytørrer. Vi udvikler fysik-baserede model-
ler til simulering af en fire-trins-spraytørrer. Disse modeller muliggør simu-
leringer af spraytørreren ved forskellige arbejdspunkter med stor nøjagtighed.
• Udvikling og simulering af reguleringsstrategier. Vi udvikler to regule-
ringsstrategier, en MPC med RTO og en E-MPC strategi. Effektiviteten
af regulatorerne undersøges og evalueres ved simulering.
• Industriel anvendelse af MPC til en spraytørrer. Vi viser, at vores fore-
sl˚aede MPC med RTO kan benyttes p˚a et industrielt GEA MSDTM-1250
spraytørringsanlæg, der producerer beriget mælkepulver.
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Part I
Summary Report

Chapter 1
Introduction
In this chapter we motivate the need for Model Predictive Control (MPC) for
spray drying plants. First, we present the megatrends that drives the food
industry and explain how MPC can play an important role in leveraging the
future challenges. We briefly motivate and describe the objective of the research
project, highlight the state-of-the-art and give an outline of the thesis.
1.1 Megatrends in the Food Industry
The world is currently undergoing major interrelated global changes such as
population growth, urbanization, climate change etc. These pose challenges
that have implications for human life and every industry all over the world.
Thereby also for the food processing industry. Fig. 1.1 shows three megatrends
that are expected in particularly to shape the future of the food industry. These
are the urbanization and population growth, food quality and safety concerns
and rising energy costs [GEA].
Urbanization and Population Growth
The growing population and urbanization require ever increasing amounts of
food to be collected, processed, shipped and stored before reaching the end
4 Introduction
Figure 1.1: Megatrends expected to shape the future of the food industry
[GEA].
consumer. Globally, human population growth amounts to around 75 million
annually, or 1.1% per year. This means that the total global population is ex-
pected to grow from 7 billion in 2012 to a total population of 8.4 billion by
mid-2030 and 9.6 billion by mid-2050 [EY15]. Furthermore, it is expected that
urbanization will make almost two-thirds of the world’s population reside in
cities by 2030, compared to just under one-third in 2009. The increased number
of formerly self-sufficient rural families, that now lives in the cities, have signif-
icantly increased spending power and changed lifestyle. With this development
follows an increased consumption of processed foods and in increased amounts
per person [Mur07]. Based on the population growth and urbanization, it is
estimated that a 50% increase in food production will be necessary to feed the
world population [Chi14]. In the future, the food production must therefore
grow, particularly in the developing countries, to meet the food demand. At
the same time climate changes and water scarcity will demand that the food is
produced using less raw material and water.
Food Quality and Safety Concerns
Recent concerns also relate to the food quality and safety. The increased num-
ber of process-steps in the food industry increase the time from farmer to end
consumer. This allows for bacterial growth and eventual product spoiling. Food
quality e.g. the product water content that dictates the bacterial growth, must
therefore be strictly monitored and controlled in all parts of the industry. Food
safety is a constant concern. A Chinese food scandal from 2008 illustrates the
importance of food safety, as melamine-tainted milk powder led to the deaths
of six infants and hundreds more being hospitalized [Dug15]. The mistrust to-
wards Chinese-produced milk powder still remains, leading to high demand for
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Figure 1.2: Simple sketch of a milk processing powder plant. Milk is con-
centrated and dried to powder in the spray dryer [Flo].
imported milk powder products.
Rising Energy Costs
The climate challenge that the world currently faces calls for reductions in car-
bon emissions. Technological developments within energy efficiency is an effec-
tive way to reduce the emissions. The energy efficiency is also key to increase the
often tight profit margins in the food industry. Fossil fuel-based energy sources
will be with us for some time, particularly given recent technological advances,
but renewable fuels are booming at the same time [EY15]. Renewable energy,
carried in form of electricity in a so-called smart-grid [Hal14], may be a carbon
free alternative in the future.
1.2 Milk Processing Powder Plant
The production of milk powder perfectly illustrates the importance of food pro-
cessing in a global context. For example, raw milk spoils within a day or two
if left in a cupboard, while powdered milk provides a long shelf-life and ease of
transportation and form a base ingredient in many consumer products. Every
day several million liters of milk are processed into powders. The process en-
sures that areas with a surplus of milk can transport it to areas with a shortage.
Milk powder is often shipped to the developing countries that may not have
a strong dairy base, transportation system or processing capabilities to meet
the population’s need for liquid milk. In addition, many of the homes in these
countries have no refrigerators. Powdered milk is therefore a good alternative
to fresh milk.
Milk powder is produced in a milk processing powder plant. Fig. 1.2 shows a
6 Introduction
66,300 kg/h
Spray
Dryer
Falling Film 
Evaporator
MVR
Concentrated 
MilkRaw Milk Milk Powder
Evaporated Water
7050 kg/h
Evaporated Water
7500 kg/h at 
3% water
14,550 kg/h at 
50% solid
80,800 kg/h at 
9% solid
1.04 MW
Energy Consumption
8.84 MW
Energy Consumption
Figure 1.3: Example of combining the MVR and the spray drying tech-
nologies. The MVR technology is significantly more efficient
than the spray drying process.
schematic of a milk powder process, from standardized raw milk to final milk
powder. The production of milk powder requires large amounts of energy, partic-
ularly in the spray drying process, due to the high latent heat of vaporization and
the inherent inefficiency of using hot air as the drying medium [Muj12,VdJ03].
Drying processes are known to be the most energy consuming processes used in
the food industry. For example, the Dutch dairy industry required 1.4 PJ for
drying its whey and milk powder in 2007 [FASdJ10]. In order to save energy,
an intermediate falling film evaporator is added to remove a large portion of the
water from the milk before it is sent to the spray dryer [VdJ03].
A Mechanical Vapor Re-compression (MVR) evaporator consumes only 55 MJ/ton
evaporated water which gives an energy efficiency of above 40 (4000%). The
spray dryer consumes 4500 MJ/ton evaporated water leading to an energy ef-
ficiency of 0.5 (50%). Thus, considerably lower than what can be achieved in
the MVR [FASdJ10]. Fig. 1.3 illustrates the inherent advantage of combining
an evaporator and a spray dryer. In the example, we assume that a milk pow-
der plant produces 7500 kg/h of skim milk powder with 3% residual moisture
content while receiving skim milk at 9% solids content. The product flows are
then given for the two processes assuming an intermediate milk concentration
of 50%. The energy consumption is computed according to the above efficien-
cies [FASdJ10]. As can be seen, the raw milk flow intake sums to 80,800 kg/h,
which is considerably more than the 7500 kg/h of final powder. Also, notice that
66,300 kg/h of water is evaporated in the evaporator while only consuming 1.04
MW of energy, compared to 7050 kg/h of water evaporated in the spray dryer
while consuming 8.84 MW of energy. Thus, we seek to maximize the evaporation
in the evaporator to save energy in the spray drying process. As a consequence,
the evaporator should produce as high an intermediate milk concentration as
possible [FASdJ10]. However, at a certain milk concentration fouling starts in
1.3 Spray Drying 7
Figure 1.4: Skim milk powder (SMP) prices are currently at a six-year
low. Prices provided by Clal [Cla]
the evaporator. Therefore, there is an upper limit to the amount of water that
can be removed in the evaporator [VdJ03]. The milk powder moisture content
should also be maximized to reduce the necessary amount of evaporation in the
spray dryer [VdJ03]. The shelf-life of the powder limits the maximum moisture
content.
Milk powder processing plants must stay profitable to form a sustainable busi-
ness case. Profitability is given by the price of the produced powder minus the
cost of running the process i.e. raw material and energy costs. Fig. 1.4 shows
that the milk powder price has recently fallen to a six-year low. The profit is
therefore squished to a minimum, motivating the producers to maximize profit
by decreasing running costs e.g. through a better utilization of the energy and
raw materials.
1.3 Spray Drying
Spray drying as a concept can be tracked back to a filed patent in the 1860s.
However, it took nearly 50 years for the first commercial successful dryer design
to be developed and operated [Mas02]. The latest development is the four-stage
spray dryer (marketed by GEA Process Engineering A/S as a Multi-Stage Dryer,
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MSDTM) which is widely used for production of milk powder and other food
powders. It combines drying in four stages to increase the energy efficiency and
the product quality.
Fig. 1.5 illustrates the four-stage spray dryer with an integrated (static) fluid
bed and an external (vibrating) fluid bed. The four-stage spray dryer consists
of the primary spray drying stage (SD), the static fluid bed stage (SFB), the hot
vibrating fluid bed stage (VFBh) and the cold vibrating fluid bed stage (VFBc).
The hot main air is let into the upper section of the SD around a set of high
pressure nozzles. The nozzles disperse the liquid feed into droplets. The heat
is transferred from the hot air to the droplets which makes the water evaporate
from the droplets. In that process, the air temperature and the residual moisture
content of the droplets decrease. During drying there is a transfer of evaporated
water from the feed to the air in the dryer. The dried product then enters
the SFB and is dried further while being fluidized by hot air. After drying in
the SFB, the powder is transported to the VFB for gentle drying and cooled
to the temperature desired for handling and storage. The exhaust air from the
chamber and VFB is passed through a cyclone, separating the powder contained
in the air. The fine powder is returned to the chamber to form agglomerated
powder particles. The exit air is passed through a bag filter, not shown in Fig.
1.5, to remove any particles left before the air can be discharged.
The spray drying operation accounts for the largest energy consumption in the
milk powder process. In the daily operation, minimizing the raw material use
and the energy consumption is the primary objective to stay competitive. Op-
timal use of a spray dryer is a challenging task. One must maximize energy
efficiency and production while minimizing down time [KM07]. These two goals
are often conflicting, as increased production and efficiency may lead to an in-
crease in the hours lost on process-related problems such as plugging, powder
build-up, cleaning in place (CIP) etc. The main challenge in operating a spray
dryer is to bring the residual moisture content below a maximum limit and to
avoid that the powder sticks to the chamber walls at high ambient air humidi-
ties. To achieve that, the operation of the spray dryer must continuously be
adjusted to variations in the feed concentration and the ambient air humidity.
The conventional PI control strategy is simple, but known to be insufficient at
making these adjustments. The operator must then manually perform the ad-
justments to the spray dryer. These adjustments are hardly ever performed, as
the operator have other important tasks to perform. Instead the spray dryer is
operated in a conservative non-optimal way. Thus, automatic control systems
to perform the adjustments are needed.
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Figure 1.5: Principle diagram of the four-stage spray dryer
with an integrated static fluid bed and an external
vibrating fluid bed.
1.4 Model Predictive Control
For a long time linear Model Predictive Control (MPC) has been considered the
preferred control methodology in the process industries and academia for com-
plex processes. MPC provides an integrated solution for controlling processes
with multivariate and cross-coupled dynamics, time delays and constraints on
both the inputs and the states [DHN09,RAB12]. Forecasts of the disturbances
are also naturally utilized in MPC. In general, these features allows operation
closer to the process constraints which may lead to greater profits and/or better
performance. Fig. 1.6 illustrates how optimal control can reduce the variance
of the controlled outputs, making it possible to squeeze and shift the target to
a more profitable value. In spray drying, the profit significantly benefit from
reducing the variance of the residual moisture content. This makes it possible
to shift the moisture content to a slightly higher level which increase the yield,
by selling more water as product, while reducing the energy consumption due to
less evaporation. To illustrate the idea, we assume that MPC is able to increase
the average residual moisture content by only 0.2 p.p. at a milk powder plant
that produces 7500 kg/h of skim milk powder (from Fig. 1.3). The annual profit
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Figure 1.6: MPC makes it possible to squeeze and shift the residual
moisture content to a more profitable value.
increase is then
= 0.2 p.p. · 7500 kg/hr · 7200 hr/year · 2.5 e/kg
= 224, 100 e/year
The profit increase illustrates the importance of optimal control well.
MPC refers to a control algorithm that explicitly incorporates a process model,
to predict the future response of the controlled process and take appropriate
action through optimization. Traditionally, MPC is designed using objective
functions penalizing deviations from a given target and fast movements in the
inputs. Often MPC is combined with a Real-Time Optimization (RTO) layer
[FCB15, Eng07, DNJN11, AO10, EH01], in a so-called two-layer structure. The
upper-level RTO system provides targets under different conditions such as feed
compositions, production rates, energy availability, feed and product prices to
the lower-level control system in order to maintain the process operation as close
as possible to the economic optimum [AG10]. The RTO layer and the MPC
layer have different time scales and the RTO layer assumes that the closed-
loop process will reach a steady-state. Transients, such as target transitions
and the inherent effect of disturbances, may thus lead to loss of economical
efficiency. Recent advances within process optimization focus on optimizing the
higher-level objectives, such as economics, directly in the objective function of
the MPC, known as Economic MPC (E-MPC) [RA09, RAB12, AAR12, Gru¨13,
Gru¨12]. Thus, the E-MPC eliminates the presented drawbacks. E-MPC is
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maturing and has now been successfully applied to an increasing number of
continuous processes.
MPC is the natural choice to automatically optimize the operation of spray
dryers, as it naturally handles the dryers multiple and cross-coupled inputs and
outputs, time delays, process constraints and feed-forward of disturbances such
as the feed concentration and the ambient air humidity. The MPC will then
allow operation closer to the process constraints which may increase profits with-
out violating the process constraints. The application of MPC to spray dryers
can therefore be an effective way to support the operators in the challenging
task of optimizing the spray dryer operation.
1.5 Thesis Objective
The aim of this project is to investigate the application of MPC to optimize the
operation of four-stage spray dryers. To facilitate this goal, new models and
MPC strategies for the process will be developed.
Spray Dryer Modeling
One of the key objectives is to develop first-principles dynamic models of a four-
stage spray dryer. The purpose of the simulation model is to enable detailed
closed-loop simulations of the spray dryer at different operating points, such
that the model can facilitate development and comparison of control strategies.
The purpose of the control model is to provide a simpler model that can be used
for state estimation and prediction in the controllers. We perform experiments
on a GEA MSDTM-20 spray dryer to identify the model parameters and validate
the model accuracy for this dryer. Powder characteristics are identified by
laboratory tests. The models provide the key performance indicators (KPIs)
such as the profit of operation, the energy consumption, the energy efficiency,
the product flow rate and the stickiness of the powder in the spray dryer. These
features are important for comparison of the different control strategies.
Model Predictive Control
A key objective is to automatically adjust the dryer to variations in the feed
and the ambient air humidity, such that the profit of operation is maximized
while the energy consumption is minimized, the residual moisture content in the
powder is controlled below the specification and sticky powder is prevented from
building up on the dryer walls. We do this by first developing a traditional linear
target tracking MPC algorithm with an RTO layer for calculation of cost optimal
targets. This is the conventional approach and may perform well in many cases.
Secondly, we develop an Economic Nonlinear MPC that brings economic costs
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directly into the objective function of the controller. The controller will then
constantly bring the process to the most cost efficient state of operation, while
considering constraints of the process such as stickiness and moisture limits of
the powder. The MPCs include a state estimator (soft-sensor) for estimation
of the current state of the dryer. A second goal is therefore to investigate the
design and tuning of this state estimator, such that missing observations are
handled well. The observations that can be missing for shorter periods are the
exhaust air humidity and the residual moisture content of the powder, which
must be handled accordingly.
Application of MPC to an Industrial Spray Dryer
A key objective is to demonstrate the MPC strategy on a full-scale industrial
four-stage spray dryer. In that effort, we will document the complete stan-
dalone MPC solution i.e. the spray dryer setup, the MPC algorithm, the model
identification and tuning etc. We also document the KPIs obtained during the
demonstration experiments. Our goal is that the MPC strategy will be widely
used as part of the commercial control solution.
1.6 State-of-the-Art
In this section, we provide an overview of the state-of-the-art and give some
references to important literature in the fields that are addressed in this thesis.
The collection of papers written during the project, included in Part II, also
contain literature studies and references relevant to the specific paper.
1.6.1 Spray Dryer Modeling and Control
Mathematical modeling and control of spray dryers have been subjects of re-
search for many decades. The models have traditionally been classified into
static and dynamic models. Mathematical models of spray dryers exist as de-
tailed computational fluid dynamics (CFD) models for static design oriented
simulation [CPO01, PCLA09, WDM+08a, Kie97], and as models for dynamic
simulation. The models for dynamic simulation are linear models for control
design that are also used for closed-loop simulation [Cla88, TTA09, TIKT11]
and lumped first-principles engineering models [SH08, Sha06, ZGS+88, ZPC91,
PCF95, GJC+94]. The purpose of the dynamic simulation models is often to
facilitate analysis and synthesis of advanced control schemes.
Clarke [Cla88] designs a Generalized Predictive Controller (GPC) for a spray
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dryer and base the controller on the CARIMA model, but does not provide
a simulation model. Tan et al [TTA09, TIKT11] provide continuous transfer
functions of first order with a delay that they use for PI controller design as well
as closed loop simulation. They report models for spray drying of full cream
milk [TTA09] as well as spray drying of whole milk and orange juice [TIKT11].
A lumped first-principles model of a single-stage spray dryer is developed in
[SH08, Sha06]. Mass and energy balances describe the air temperature, the
mean particle size and the residual moisture content of the powder. Based on
the model PI controllers are developed to control the mean particle size and the
residual moisture content of the powder. A mathematical model based on mass,
energy and momentum equations are formulated and solved in [ZGS+88]. The
model describes the moisture content and particle size of a single spray dried
powder particle and fits the experimental data within 10-15% error. In [ZPC91]
a dynamic model of a single-stage spray dryer is developed from first-principles
and is validated experimentally to assist in control simulation studies. The
model provides the moisture content and particle size of the powder as well as
the exhaust air temperature and humidity. The inferred moisture content is
controlled in a cascade PI configuration to mitigate the effect of disturbances.
Reference [PCF95] extends the model in [ZPC91] by further developing the
model for drying of milk powder, and controls the exhaust air humidity to
indirectly control the powder moisture content. A single-stage dynamic model
is developed by [GJC+94] for the simulation of the residual moisture control
and air temperatures in an industrial detergent spray drying process. A linear-
quadratic-Gaussian (LQG) controller for residual moisture control is reported.
The moisture content for drying of milk powders in a spouted bed dryer is
described by a physical-mathematical model in [VFF15]. The evaporation term
is estimated using a neural network and the inferred powder moisture content is
controlled by adjusting the inlet air temperature with a PI controller. A detailed
review of the status and future of modeling and control for spray drying of dairy
products is given in [OC05].
The above first-principles models simulate single-stage spray dryers or a spouted
bed dryer. In-line powder residual moisture sensors are often not available.
Therefore, the above models are based on irregularly sampled off-line laboratory
measurements of the residual moisture. We present models and control strate-
gies for a four-stage spray dryer that is validated against in-line residual moisture
measurements and control strategies that utilizes in-line measurements.
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Figure 1.7: Classification of RTO methods and their Philosophies [FCB15].
1.6.2 Model Predictive Control
The use of tracking MPC in conjunction with an RTO layer (the so-called two-
layer structure) dates back to the late 1970s-1980s [Eng07, DNJN11]. Since
then the MPC with an RTO layer has become the standard approach for imple-
menting steady-state economic optimization in processes that operate around
nominal steady-states. The RTO methods aim to reject the effect of model un-
certainty on the economic performance by the use of process measurements. As
indicated by Fig. 1.7, the RTO methods divide into two classes, explicit and
implicit iterative optimization methods [FCB15,EH01]. Explicit methods utilize
a model and measured disturbances for computing the optimal operating point.
The explicit methods further divide into two main classes; adaptation of the
model and adaptation of the optimization problem. In model adaptation, the
measurements can be used to refine the model by updating the model parame-
ters. Correction terms to the optimization problem are determined in optimiza-
tion problem adaptation. No model parameter identification is performed. The
two methods both rely on the repeated solving of a model-based optimization
problem. Thus, rather accurate models are needed, but the model informa-
tion can be used to achieve better economic performance. Implicit methods
seek to optimize the profit of operation, without the use of a rigorous model.
Well known examples of implicit methods are extremum-seeking [AK03] and
self-optimizing controllers [Sko00]. Extremum-seeking methods impose small
changes to the steady-state of the process, and a cost function gradient is esti-
mated. On that basis, steps towards a lower cost are taken. The advantage is
that no model is required, but the method can be slow and requires the process
to reach steady-state before a new step can be taken.
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The two-layer structure has some inherent drawbacks. As the optimization is
only performed intermittently at a low sampling rate, the adaptation of the
operating conditions is slow [Eng07]. Furthermore, the RTO layer assumes that
the closed-loop process will reach a steady-state. Transients, such as target
transitions and the inherent effect of disturbances, may thus lead to loss of
economical efficiency.
In E-MPC, the traditional target tracking objective function in the MPC is ex-
changed with an economic objective function from the RTO layer. The idea of
using economic objectives in the dynamic regulation problem has been proposed
in many works [Amr11, RAB12, RA09, AAR12, Gru¨13, Gru¨12]. Computational
studies and analysis of processes have been published [RAB12]. The earliest
work on optimal economic control problems dates back to 1920s, in which the
objective was to determine optimal savings rates to maximize capital accumula-
tion [Amr11] and 1975 in connection to closed-loop control [CD75]. E-MPC can
present some difficulties [RA09], e.g. that it can yield a turnpike which forces
the use of a long prediction horizon. The turnpike property is well known in the
field of E-MPC and is an active research area [Gru¨13, FKJB14]. Also, unlike
target tracking MPC, research shows that E-MPC may lead to closed-loop pe-
riodic/cyclic operation [Amr11, AAR12, ZGD13]. Such periodic operation may
be economically favorable compared to the best steady-state economic solution
on a time average. Fig. 1.8 illustrates such closed-loop periodic operation.
Highly time-varying inputs may pose safety issues to the process, and attempts
are reported to prevent rapid changes by imposing rate of change constraints
on the inputs [QB03, SMTR12]. Stability proofs on E-MPC is an ongoing re-
search topic. [Gru¨12] presents a survey of recent results on stability, performance
and feasibility of nonlinear E-MPC with and without terminal constraints. An
analysis of performance in the absence of any terminal constraints is provided
in [Gru¨13].
E-MPC has been applied to a growing variety of continuous processes. Often
the application of E-MPC emerges from research in connection with the future
energy system, refereed to as the smart-grid [SPJS13,Hal14,SEJ15]. In partic-
ular large-scale power management and production planning in power systems
have been studied for application of E-MPC to provide flexible consumption or
load shedding [SESJ13,SPJS13,SEJ15]. Some interesting applications are indus-
trial refrigeration [HLJB12], building climate control, charging and discharging
of electric vehicles including electricity price forecasts [HPM+12,MCH10], resi-
dential heat pumps exploiting load shedding [PEH+13,Hal14] and many more.
E-MPC has also been studied in connection to batch processes, such as pro-
duction optimization of oil recovery from oil fields by controlling the water
flooding [Cap13, BJ04] and chemical batch processes [ARB13]. Progress has
been reported on improving the control of spray dryers, but to our knowledge
E-MPC has not been studied for the process of spray drying before now.
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Figure 1.8: Closed-loop simulation of a system un-
der periodic E-MPC [Amr11].
1.6.3 Application of MPC to an Industrial Spray Dryer
Attempts have been made to improve the industrial control of spray dryers over
time. The solutions fall mainly into two groups; the extension of the conven-
tional PI control strategy and the MPC strategies with target optimization.
PI control strategies are reported in patents [Nie13, SB11]. These adjust the
exhaust air temperature or exhaust air humidity to maintain a stable powder
residual moisture content. [GJC+94] develop an LQG controller for residual
moisture control in an industrial detergent spray drying process. Industrial
MPCs are reported and seem to rely on empirically based step-response models
and least-squares methods for estimation of the residual moisture content of the
powder [Vai,Roc]. [Vai] reports up to 20% increase in production capacity.
1.7 Thesis Contribution
The key contributions of this thesis are described in the following three sections.
1. Modeling of a four-stage spray dryer
We develop two first-principles engineering models of a four-stage spray
dryer. The simulation and control models combines physical knowledge of
the process with unknown parameters identified from an experiment.
1.7 Thesis Contribution 17
The novelty of the proposed models lies in three main features: 1) The
models enable simulations of the spray dryer at different operating points
with high accuracy and is validated against in-line measurements of the
powder residual moisture content. 2) The key performance indicators
(KPIs) such as the profit of operation, the product flow rate, the energy
consumption and the energy efficiency are provided. 3) In addition, the
models offer stickiness constraints of the powder in each stage of the spray
dryer.
To the author’s knowledge, there does not exist such a model that com-
bines all three features for a four-stage spray dryer. These features make
the simulation model well suited for closed-loop comparison of the pro-
cess economics associated to different control strategies. The complexity
reduced control model, based on the simulation model, is well suited for
state estimation and predictions in the MPCs.
2. Development and simulation of control strategies
We develop and demonstrate by simulation two proposed control strate-
gies and compare them against the conventional PI control strategy; the
two strategies are based on the MPC with an RTO layer strategy and
the E-MPC strategy. The performance of the controllers are studied and
evaluated according to the performance indicators above.
The novelty of the proposed MPC with RTO control strategy lies in three
main features: 1) It offers independent control of the exhaust air tem-
perature, the exhaust air humidity, the SFB powder temperature and the
residual moisture content of the powder. This enables control of the spray
dryer such that the stickiness of the powder and the residual moisture con-
tent can be operated closer to its limits. 2) It offers significantly improved
economical performance and reduced energy consumption while avoiding
violation of the process constraints. 3) In addition, the state estimator
offers a built-in method for handling missing observations as a so-called
soft-sensor.
The novelty of the proposed E-MPC control strategy consists of the two
main features: 1) It combines the MPC and RTO layers into one E-MPC
control layer, such that the economical performance is constantly maxi-
mized while avoiding violation of the process constraints. 2) It provides
an even further improved profit of operation compared to the MPC with
RTO control strategy. It also offers a state estimator that handles missing
observations.
To the author’s knowledge, there does not exist such a comprehensive
study and evaluation of the economic benefits of using MPC with RTO
as well as E-MPC for a four-stage spray dryer. Furthermore, we have
not seen any comparison of such control strategies to the conventional PI
control strategy.
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3. Application of MPC to an industrial spray dryer
We demonstrate that the proposed MPC with an RTO layer is applicable
to an industrial four-stage spray dryer. The industrial dryer is a GEA
MSDTM-1250 type producing enriched milk powder.
The novelty of the industrial implementation of the MPC with an RTO
layer lies in 1) The fully integrated and functioning solution, that is used in
the daily operation of the milk powder spray dryer. During the project, we
participated in the development and installation of the in-line instruments
for the measurement of the exhaust air humidity and the residual moisture
content of the powder. These provide high quality measurements and
are actively used in the MPC. 2) We document in detail the installation
and workings of the industrial MPC solution. 3) The performance of
the controller is evaluated and show that the profit of operation, product
flow rate and the energy efficiency are improved significantly compared to
conventional PI control. This confirms the results obtained by the closed-
loop simulations of the MPC with RTO control strategy.
Industrial MPC solutions exists, but to the author’s knowledge, there has
not been published any detailed data of the performance of these nor has
the MPC strategies been as well documented as in this work. It is our
experience that the industrial MPC solutions seldom incorporate in-line
measurements of the exhaust air humidity and powder residual moisture
content.
We address these contributions in Part I, the summary report, and in Part II,
the published papers.
1.8 Thesis Organization
The thesis is divided into two parts. Part I is comprised of a summary report
which gives an overview of the main results and contributions of the thesis. Part
I is composed of the chapters 1 to 8. Chapter 1 provides an introduction and the
background for the thesis. It presents the four-stage spray drying process and the
MPC algorithm in general terms. Chapter 2 provides a short description of the
modeling of the spray dryer. Chapter 3 provides an overview of the three control
strategies considered in Chapter 4-6. Chapter 4 presents the conventional PI
control strategy, Chapter 5 presents the MPC with RTO control strategy and
Chapter 6 presents the E-MPC control strategy. Application of MPC to an
industrial spray dryer is presented in Chapter 7. Conclusions are provided in
Chapter 8. Part II is comprised of the research papers published and submitted
during the project period.
Chapter 2
Four-Stage Spray Dryer
Models
In this chapter, we describe the four-stage spray dryer and present two ex-
periments conducted on the dryer and laboratory tests on the final powder.
We formulate a nonlinear index-1 differential algebraic equations (DAE) model
for simulation purposes and a simpler nonlinear ordinary differential equation
(ODE) model for design of model based controllers. A linear model is also
provided for design of linear model based controllers. The model parameters
are identified based on the experiments and we show that the models fit the
experimental data well.
The chapter is a summary of Paper A, Paper C, Paper E, and Paper G.
2.1 Equipment Setup
The four-stage spray dryer that is used in this project combines drying in four
stages to increase the energy efficiency and the product quality; spray drying
at the top of the dryer chamber (SD), drying in an integrated static bed at
the bottom of the dryer chamber (SFB) and drying in an external vibrating
fluidized bed (VFB). Fig. 2.1 illustrates the working principle of the four-stage
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Figure 2.1: Principle diagram of the four-stage spray dryer with
indication of the inputs, disturbances and outputs.
spray dryer as well as the inputs, disturbances and outputs. The outputs are
the exhaust and stage temperatures, TSD, TSFB, TVFBh and TVFBc, the exhaust
air humidity, Yab, and the SFB and VFBc stage residual moisture content of
the powder, Sab and Scd. The inputs are the feed flow rate, Ff, the main inlet
air temperature, Tmain, the SFB inlet air temperature, Tsfb and the VFBh inlet
air temperature, Tvfbh. The main disturbances are the ambient air humidity,
Yamb, the feed solids concentration, Sf, and the feed temperature, Tf. The other
disturbances are the main inlet air flow rate, Fmain, the SFB inlet air flow rate,
Fsfb, and the VFBh inlet air flow rate, Fvfbh. The cooling of the powder is
performed with unheated ambient air in the VFBc stage at an inlet air flow
rate, Fvfbc, and temperature, Tvfbc.
The experiments in this project are conducted on a small-scale industrial type
GEA MSDTM-20 spray dryer. Fig. 2.2 shows a picture of the dryer at the
test-station. The control room, the VFB, the feed tank and the feed pump are
located on the ground floor. The SFB is located at the first floor and the spray
dryer chamber is located on the first and above floors. The bag filter is the unit
to the right in the picture.
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Figure 2.2: The picture of the MSDTM-20 spray dryer
seen from the ground floor.
Fig. 2.3 shows the inside of the dryer chamber, divided into an upper SD
part (left) and the lower SFB part (right). The pictures are taken after the
experiment was conducted and shows none to small signs of powder deposits on
the cone of the dryer chamber.
The dryer is fitted with an abundance of temperature sensors, pressure sensors
and air mass-flow meters. We note that all the inlet air mass-flow meters have an
offset in the readings. This offset is identified from an air humidity mass balance
of the spray dryer using measurements of the air flow rates, the feed flow rate and
the air humidity. We estimated the offset to be 5%, which we subtracted from
the readings before these are used in the model. A combined feed mass-flow and
density meter is fitted to the feedline. The feed solids concentration is estimated
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(a) The SD stage with nozzle and exhaust air
outlet.
(b) The SFB at the bottom of the dryer
chamber.
Figure 2.3: Picture of the SD and SFB stages. The picture is taken after the
experiments and shows none to small signs powder deposits.
from the feed density and feed temperature, as we know the density of the
individual components in the feed i.e. the solids and water. We fitted residual
moisture instruments to the SFB and VFB powder outlets and an exhaust air
humidity instrument to the exhaust air duct. We also fit vapor injectors to the
inlet air streams, to control the ambient air humidity supplied to the dryer.
The manipulated inputs are the reference temperature of the electric heaters on
the main, SFB and VFBh inlet air streams. The feed pump speed is controlled
directly. All these sensors, instruments as well as actuators are connected and
handled by a single SIEMENS S7 PLC system and a WonderwareTM Intouch
v10.5 SCADA system from Schneider Electric.
The experiments are based on drying of maltodextrin DE-18. Maltodextrin is
a starch based polysaccharide that is used as a food additive. Maltodextrin is
used because the feed can then be re-wetted and the composition is well defined.
We use maltodextrin DE-18 as a substitute to milk because milk is difficult to
handle over longer periods due to natural deterioration. Stickiness and drying
properties are sought to be comparable to milk by the selection of the DE-18
type. The DE number indicates the stickiness and drying properties of the
maltodextrin.
The residual moisture content is measured using two ProFossTM in-line analyzers
placed at the SFB and VFBc powder outlets. Fig. 2.4 shows the position of
the residual moisture instruments. The SFB sensor is placed after the powder
discharge piston and the VFBc sensor is placed after the final powder outlet.
The powder from the VFBc powder outlet is collected in a container.
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(a) The SFB powder discharge. (b) The VFB final powder outlet.
Figure 2.4: Picture of the SFB and VFB powder outlets with installed in-line
ProFossTM NIR analyzers marked with black boxes.
The air humidity is measured using an industrial air humidity sensor fitted with
pre-filtering. The pre-filtering of the exhaust air prevents it from blocking due
to the fine powder particles in the exhaust air.
2.2 Experimental Tests
Two experiments were made in consecutive order without stops. The data from
the first experiment is used for estimation, while the data from the second
experiment is used for validation.
A number of steps are performed during the two experiments to excite the
spray dryer outputs. The nominal inputs and the steps to the spray dryer are
provided in Table 2.1. The nominal operating point and the step size of the
inputs are selected based on operator process knowledge and experience from
previous experiments using maltodextrin DE-18.
During the estimation experiment an exhaustive number of steps is performed.
In this experiment, we want to be sure that all possible inputs and disturbances
are identified and excited. The validation experiment is made from a repetition
of the estimation experiment, but omitting the steps in the inlet air flow rates
and the feed temperature. These are normally kept constant during operation.
The first experiment is therefore the longest of the two experiments and contains
the most information due to the increased number of excited inputs. The data
from both experiments are well excited and covers a large operation range. Each
step lasts about 1 hour and the feed flow steps lasts 1.5 hours. The estimation
24 Four-Stage Spray Dryer Models
Table 2.1: The table show the nominal inputs and the input steps that are
used during the estimation and validation experiments.
Nominal Estimation Step Validation Step
Input Down Up Down Up
Ff 85 kg/hr 65 kg/hr 120 kg/hr 70 kg/hr 117 kg/hr
Tf 50
◦C 42◦C 60◦C - -
Sf 50% 40% - 40% -
Fmain 1700 kg/h 1500 kg/h 1900 kg/h - -
Tmain 170
◦C 160◦C 180◦C 160◦C 180◦C
Ymain 3 g/kg - 15− 25 g/kg - 15 g/kg
Fsfb 470 kg/h 330 kg/h 570 kg/h - 600 kg/h
Tsfb 90
◦C 80◦C 100◦C 80◦C 100◦C
Ysfb 3 g/kg - 15− 25 g/kg - 15 g/kg
Fvfbh 280 kg/h - 410 kg/h - -
Tvfbh 60
◦C - 80◦C - 80◦C
Yvfbh 3 g/kg - - - -
Fvfbc 280 kg/h - - - -
Tvfbc 35
◦C - - - -
Yvfbc 3 g/kg - - - -
experiment lasts in total 28 hours and the validation experiment lasts in total
17 hours.
Appendix A reports the recorded inputs, disturbances and outputs for the esti-
mation and validation experiments.
2.3 Laboratory Tests
The powder equilibrium moisture content, Xeq, is a product dependent function
that describes the moisture content at which water cannot be evaporated from
the powder any longer. The dynamic models, presented later, make extensive
use of this function. We identify this function based on already dried powder
in the laboratory by adsorption isotherms studies. We fit the Guggenheim-
Anderson-de Boer (GAB) equation [BSM06], which has a theoretical background
based on equilibrium assumptions. The GAB function has the form
Xeq =
C ·K ·Xm · RH
(1−K · RH)(1−K · RH + C ·K · RH) (2.1)
in which Xm, C and K are temperature dependent Arrhenius expressions and
RH is the relative humidity of the air. Fig. 2.5(a) illustrates 15 laboratory data
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Figure 2.5: Maltodextrin DE-18 laboratory data made from adsorption
isotherm experiments. The black lines indicate fitted equations.
points and the fitted GAB function. Temperatures were fixed at T = 25◦C, T =
50◦C and T = 75◦C with relativity humidities between RH = 4.5% and RH =
40.1%. The simulation model presented in Section 2.4 uses the GAB function
fitted to the data in Fig. 2.5(a). The control model presented in Section 2.5
was developed later in the project, which made it possible to conduct a second
experiment with data points at higher temperatures. Thus, the control model
uses a different GAB function fitted to the that data (not presented here). In the
literature, models already exist for maltodextrin [WDM+08b,FOS01,PCLA09].
However, these models do not fit our data well.
Stickiness of powder can be predicted using the glass transition temperature,
Tg, computed by the Gordon–Taylor equation (a mass-proportion-mixing rule)
as [BBH04]
Tg =
Tgp + kZTgw
1 + kZ
(2.2)
Tgp = 144.8
◦C (maltodextrin DE-18) and Tgw = −137◦C (water) are the glass
transition temperatures, Tg, of the solid and water fractions, respectively. Z is
the dry base residual moisture content at the surface of the powder. We fit (2.2)
by estimation of a single constant, k = 6.296, to data from an additional exper-
iment that indicates whether the powder in Fig. 2.5(a) has turned sticky after
being exposed to the specific temperature and air humidity conditions [BBH04].
Fig. 2.5(b) shows the experiment results and the predicted glass transition tem-
perature. Powder with a temperature above Tg is sticky. The predicted glass
transition temperatures in (2.2) coincide well with the measurements.
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Figure 2.6: Sketch of a general single stage.
2.4 Simulation Model
In this section, we present the four-stage spray dryer model used for simulation
at a wide set of operating points with high accuracy. The model combines
physical knowledge of the process with unknown parameters identified from the
estimation experiment.
The dryer is divided into four stages; a SD, a SFB, a VFBh and a VFBc stage.
The model describes the evolution of the temperatures, air humidities as well
as the residual moistures of the dried product in each of these stages. All stages
are based on the same mass and energy balance principles, thus the stages can,
in short, be presented as one general stage. This will illustrate the modeling
concept well. The full detailed description of the model is given in Paper A.
2.4.1 Conservation Equations
The evolution of the dry base powder moisture content, X, the air humidity,
Y , and the temperature, T , in the stage are determined by the conservation
equations
dmw
dt
=
water in︷ ︸︸ ︷
XinFs −
water out︷︸︸︷
XFs −
water evaporation rate︷︸︸︷
Rw (2.3a)
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dmv
dt
=
vapor in inlet air︷ ︸︸ ︷
YinFda −
vapor in outlet air︷ ︸︸ ︷
Y Fda +
water evaporation rate︷︸︸︷
Rw (2.3b)
dU
dt
=
enthalpy of air flows︷ ︸︸ ︷
(ha,in − ha,out)Fda +
enthalpy of powder flows︷ ︸︸ ︷
(hp,in − hp,out)Fs +
enthalpy of mass exchange︷ ︸︸ ︷
∆H in2oute −
heat exchange︷ ︸︸ ︷
Qin2oute −
heat loss︷︸︸︷
Ql
(2.3c)
where the state variables are the functions
mw = msX (2.4a)
mv = mdaY (2.4b)
U = mda(ha −RT ) +mshp +mmhm (2.4c)
The mass balance (2.3a) governs the amount of water in the powder, mw, and
(2.3b) governs the amount of vapor, mv, in the air. The energy balance, (2.3c),
governs the accumulated heat, U , in the stage. Note, that the model is an
index-1 DAE model, as U in (2.4c) depends on the state Y in ha and X in hp.
mda is the mass of dry air, ms is the mass of powder solids and mm is the mass
of metal.
Fs is the flow of feed solids which is equal in all stages. Xin and X are the dry
base concentration of the in- and outlet powder flows. Rw is the product drying
rate that describes the flow of evaporated water to vapor. Yin and Y are the
vapor concentration of the air in- and outlet air flows, respectively. Fda is the
dry inlet air flow to the stage. The advantage of using dry base air flows and dry
base powder flows is evident as the hold up of dry air and powder solids are fixed
and the notation thereby simplifies the equations. The relation between humid
and dry air flows as well as total powder and powder solid flows are given in
Paper A. In case more air flows are flowing to the same stage, the inflow of vapor
is a sum of multiple YinFda vapor flows and Fda out of the stage is the sum of
all the dry inlet air flows. ha,in = ha(Yin, Tin) and ha,out = ha(Y, T ) are specific
enthalpies of the inlet and outlet air flows. The specific enthalpy of the powder
inlet is hp,in = hp(Xin, Tin) and the powder outlet is hp,out = hp(X,T ). Tin
is the temperature of the inlet air flows. The specific enthalpy is calculated as
described in Paper A. The enthalpies describe the heat exchange due to the flow
of mass, i.e. air flows and powder flows. In case more air flows are flowing to the
same stage, the inflow of energy is a sum of multiple (ha,in − ha,out)Fda terms.
∆H in2oute is the enthalpy of mass exchange due to powder transport between
the SD and SFB stages. The stages are connected by steel ducts and plates
giving rise to a heat conduction between the stages. We model this transfer by
Qin2oute . Finally, we model the heat loss to the surroundings by Ql.
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2.4.2 Constitutive Equations
The constitutive equations define the relations in the conservation equations.
The product drying rate is governed by the thin layer equation. The thin layer
equation models evaporation as a diffusion process [Lew21]
Rw = k1Dw(X −Xeq)ms (2.5)
X is the stage powder moisture content and Xeq = Xeq(T, Y )+Xadd is the equi-
librium moisture content described in Section 2.3. T is the stage temperature
and Y is the stage air humidity. The free moisture content, X −Xeq, describes
the moisture content that is free to evaporate. This expression renders a lower
bound for the possible moisture removal and drives the drying process.
The diffusion term, Dw = Dw(T,X), describes the friction of evaporation and
depends on the product being dried [HAPB07, YSW01]. Dw contains an Ar-
rhenius like relation to compensate for temperature dependencies and is also a
function of the residual moisture content. Consequently, we describe diffusion
by
Dw(T,X) = exp
(
−c1
R
(
1
T
− 1
T0
))
X
c2 +X
(2.6)
where R is the ideal gas constant and T0 is the reference temperature given in
Paper A. c1 and c2 are constants that must be identified.
The SFB is supplied with air from below and a proportion of the powder in
the SFB stage is therefore blown off the fluid bed and back into the SD stage.
Thus, there is an exchange of heat and mass between the SD and SFB stages.
We simplify the description of this phenomenon and model the heat exchange
only, described by ∆H in2oute . The heat transfer, due to conduction, Q
in2out
e ,
between these two stages is negligible. The SFB, VFBh and VFBc stages have
no continuous exchange of powder, thus we neglect ∆H in2oute and only model
the heat conduction between the stages, Qin2oute .
The conductive heat loss, Ql, is modeled by
Ql = kUA(T − Tamb) (2.7)
in which Tamb denotes the ambient air temperature. kUA is a heat transfer
coefficient that must be estimated.
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2.4.3 Key Performance Indicators
The key performance indicators (KPIs) in spray drying are the profit of opera-
tion, p, the energy consumption, Qtot, the specific energy consumption, Qtot/Fp,
the energy efficiency, η, the product residual moisture content, 1 − S, and the
product flow rate, Fp. The profit of operation is given by the value of the
product minus the raw material and energy costs
p(·) = ppFp − pfFf − pEQtot (2.8a)
pp is the unit value of the product, pf is the unit cost of feed material and pH is
the unit energy cost. We assume that the bulk price of skimmed milk powder
(SMP) is pp = 2.5 e/kg, the feed price is pf = 0.1pp and the price of energy is
pE = 12.9 e/(MWhr). Fp = Fs(1 + Xd) is the flow rate of powder out of the
dryer and Ff = Fs(1 +Xf) is the feed flow rate. X
d = (1−S)/S is the moisture
content in the VFBc stage and Xf is the moisture content in the feed on the dry
base concentration.
Qtot is the total energy consumption of the dryer
Qtot = Fmain(ha,main − hamb) + Fsfb(ha,sfb − hamb)+
Fvfbh(ha,vfbh − hamb) + Fvfbc(ha,vfbc − hamb)
(2.8b)
where hamb is the specific enthalpy of the air at outdoor temperature and hu-
midity. The specific enthalpy is calculated as described in Paper A. The specific
energy consumption is computed as Qtot/Fp.
We adopt the definition of energy efficiency provided by [Kud12,KP10]. The en-
ergy required for evaporation is relative to the total energy supplied for heating
the air
η =
λ(T0)Fs(Xf −Xd)
Qtot
(2.8c)
The energy required for evaporation of the water in the feed is λ(T0)Fs(Xf−Xd).
The flow rate of powder out of the dryer is given by
Fp = Fs(1 +X
d) (2.8d)
Note that these measures can be computed without a model, as they only depend
on measured outputs.
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2.4.4 Constraints
The maximum capacity of the feed pump limits the feed flow. The inlet tem-
peratures must be higher than the ambient temperature, Tamb, and the risk
of scorched particles creates upper limits on the allowable inlet temperatures.
Consequently, we use
0 kg/hr ≤ Ff ≤ 140 kg/hr (2.9a)
Tamb ≤ Tmain ≤ 220◦C (2.9b)
Tamb ≤ Tsfb ≤ 120◦C (2.9c)
Tamb ≤ Tvfbh ≤ 70◦C (2.9d)
In addition, the model includes stickiness constraints of the powder in each stage
of the spray dryer. Stickiness of the powder is computed by the glass transition
temperature given in Section 2.3. The surface moisture content, Z, in (2.2) is
Z =

0.53Xa for the SD
Xb for the SFB
Xc for the VFBh
Xd for the VFBc
(2.10)
in which the superscript a, b, c and d refers to the SD, SFB, VFBh and VFBc
stages, respectively. The surface moisture content, Z, of the powder in the SD
stage is subject to a correction term of 0.53. The constant is manually selected
and compensates for the crisper surface of the particles that makes the powder
less sticky. We experienced none to small signs of powder deposits during the
experiments, thus 0.53 is selected to reflect this fact. The constant can only
be exactly determined as a result of dryer specific empirical inspection of the
chamber walls after deposits have actually formed [HFOS10].
2.4.5 Summary
The presented model, also provided in Paper A, describes the four-stage spray
dryer as a deterministic index-1 differential algebraic equations (DAE) model.
For simulation purposes, we construct a stochastic DAE model, with two piece-
wise stochastic inputs, which may be represented in discrete form
xk+1 = F (xk, uk + wu,k, dk + wd,k, θ) (2.11a)
yk = hy(xk) + vk (2.11b)
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in which F (·) is the solution of the system of differential equations
x(tk) = xk (2.12a)
d
dt
g(x(t)) = f(x(t), uk + wu,k, dk + wd,k, θ) tk ≤ t ≤ tk+1 (2.12b)
xk+1 = x(tk+1) (2.12c)
Equation (2.12) is solved efficiently by explicit singly diagonally implicit Runge-
Kutta (ESDIRK) methods. We use the ESDIRK4(3) method with variable
step-size [KJTJ04, VJTS10]. The state function g(x(t)) represents hold-up of
mass and energy and f(x(t), u(t), d(t), θ) is the flux of mass and energy. The
two piecewise stochastic inputs, uk + wu,k and dk + wd,k, are constant for tk ≤
t ≤ tk+1. The output equation, hy(xk), is corrupted by measurement noise,
vk. The noises are given by the stochastic variables wu,k ∼ Niid(0, Ru), wd,k ∼
Niid(0, Rd), and vk ∼ Niid(0, Rv). The covariances, (Ru , Rd, Rv), are estimated
from the covariances of u, d, and y, respectively. θ is the unknown parameter
vector that has to be estimated from data. θ is identified by minimization of
the sum of squared simulation errors.
The measurement vector, y, the input vector, u, the disturbance vector, d, and
the state vector, x, are
y(t) = [T a T b Y a T c T d Sb Sd]T
=
[
TSD TSFB Yab TVFBh TVFBc Sab Scd
]T (2.13a)
u(t) = [Ff Tf Sf Fmain Tmain Ymain ...
Fsfb Tsfb Ysfb Fvfbh Tvfbh Yvfbh ...
Fvfbc Tvfbc Yvfbc]
T
(2.13b)
d(t) = [T abamb T
cd
amb]
T (2.13c)
x(t) = [T a Y a Xa T b Y b Xb ...
T c Y c Xc T d Y d Xd]T
(2.13d)
The superscript a, b, c and d refers to the SD, SFB, VFBh and VFBc stages,
respectively.
2.5 Complexity Reduced Control Model
In this section, we present the four-stage spray dryer model that is used for
design of the controllers i.e. in the state estimator and for prediction in the
controller. The model provide simulations of the outputs with an emphasis
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on the residual moisture content of the final powder and describes the data
well, while being simple due to the lumped modeling approach. Compared to
the simulation model this model contains fewer states and parameters, thus
simplifying the computational demand and identification complexity. The dryer
is divided into two parts; a SD and a SFB part and a VFBh and a VFBc part.
The model is described in full in Paper G.
2.5.1 Spray Dryer and Static Fluid Bed Model
The evolution of the SFB powder moisture content, Xab, the SD air humidity,
Yab, and the temperatures, TSD and TSFB, in the stages are determined by the
lumped conservation equations
mb
dXab
dt
=
water in and out flows︷ ︸︸ ︷
Fs(Xf −Xab) −
water evaporation rate︷︸︸︷
Raw (2.14a)
ma
dYab
dt
=
vapor in and out flows︷ ︸︸ ︷
(Fmain + Fsfb)(Yamb − Yab) +
vapor correction flows︷ ︸︸ ︷
Fadd(Yadd − Yab) +
water evaporation rate︷︸︸︷
Raw
(2.14b)
Ca
dTSD
dt
= −
heat of evaporation︷ ︸︸ ︷
λRaw +
enthalpy of inlet air flows︷ ︸︸ ︷
Fmainhain + Fsfbhbout + Faddhaadd
−
enthalpy of outlet air flow︷ ︸︸ ︷
(Fmain + Fsfb + Fadd)haout +
enthalpy of powder flow︷ ︸︸ ︷
Fs(h
p
f − hpa)
−
heat exchange︷︸︸︷
Qab −
heat loss︷︸︸︷
Qa
(2.14c)
Cb
dTSFB
dt
=
enthalpy of air flows︷ ︸︸ ︷
Fsfb(h
a
bin − habout) +
enthalpy of powder flow︷ ︸︸ ︷
Fs(h
p
a − hpb)
+
heat exchange︷ ︸︸ ︷
Qab −Qbc −
heat loss︷︸︸︷
Qb
(2.14d)
where the constitutive equations are
haain = (cda + cvYamb)Tmain, h
a
aout = (cda + cvYab)TSD
habin = (cda + cvYamb)Tsfb, h
a
bout = (cda + cvYamb)TSFB
haaadd = (cda + cvYadd)Tadd, h
p
f = (cs + cwXf)Tf
hpa = (cs + cwXab)TSD, h
p
b = (cs + cwXab)TSFB
Qab = k1(TSD − TSFB) + k2Xf + k3Tf − k4
Qa = k5(TSD − Tamb), Qb = k6(TSFB − Tamb)
(2.14e)
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ma is the mass of dry air and mb is the mass of dry powder. Ca and Cb
are the heat capacities of the hold-up of air and powder. The mass balance
(2.14a) governs the amount of water in the powder. Fs = FfSf is the flow of
feed solids. Xf = (1 − Sf)/Sf is the dry base feed concentration and Tf is the
feed temperature. Raw is the product drying rate. The mass balance (2.14b)
governs the amount of vapor in the air. Fmain and Fsfb are the dry base inlet
air flows. Yamb is the vapor concentration of the inlet air. The parameters Yadd,
Fadd and Tadd are used to compensate for air leakages and un-modeled inlet
air flows such as nozzle cooling air. The energy balance, (2.14c) and (2.14d),
governs the accumulated heat in the stages. The specific enthalpies from the
air flows are, ha{·}, and the specific enthalpies of the powder flows are, h
p
{·}. Qab
describes the heat exchange between the SD and the SFB stages. Qbc is the heat
exchange between the SFB and the VFBh stages. Qa and Qb are heat losses to
the surroundings. The heat capacities are given at the reference temperature,
T0, and computed as described in Paper A.
We assume that the evaporation takes place in the SD stage only with the drying
rate determined from the powder conditions in the SFB stage. The product
drying rate is governed by the thin layer equation, describing evaporation due
to diffusion [Lew21]
Raw = k7
k8
k8 + Fs
(
Tf
T0
)k9
(Xab −Xeq)mb
The equilibrium moisture content, Xeq = Xeq(TSFB, Yab), describes the moisture
content at which the water cannot be evaporated any longer and is described in
Section 2.3 and in Paper G.
2.5.2 Vibrating Fluid Bed Model
The evolution of the VFB powder moisture content, Xcd, the VFB air humidity,
Ycd, and the temperatures, TVFBh and TVFBc, in the stages are determined by
the lumped conservation equations
md
dXcd
dt
=
water in and out flows︷ ︸︸ ︷
Fs(Xab −Xcd) −
water evaporation rate︷︸︸︷
Rcw (2.15a)
mc
dYcd
dt
=
vapor in and out flows︷ ︸︸ ︷
(Fvfbh + Fvfbc)(Yamb − Ycd) +
water evaporation rate︷︸︸︷
Rcw (2.15b)
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Ccd
dTVFBh
dt
= −
heat of evaporation︷ ︸︸ ︷
λRcw +
enthalpy of air flows︷ ︸︸ ︷
Fvfbh(h
a
cin − hacout)
+
enthalpy of powder flow︷ ︸︸ ︷
Fs(h
p
b − hpc) +
heat exchange︷︸︸︷
Qbc −
heat loss︷︸︸︷
Qc
(2.15c)
Ccd
dTVFBc
dt
=
enthalpy of air flows︷ ︸︸ ︷
Fvfbc(h
a
din − hadout) +
enthalpy of powder flow︷ ︸︸ ︷
Fs(h
p
c − hpd) −
heat loss︷︸︸︷
Qd (2.15d)
where
hacin = (cda + cvYamb)Tvfbh, h
a
cout = (cda + cvYcd)TVFBh
hadin = (cda + cvYamb)Tvfbc, h
a
dout = (cda + cvYcd)TVFBc
hpc = (cs + cwXcd)TVFBh, h
p
d = (cs + cwXcd)TVFBc
Qc = k11(TVFBh − Tamb), Qd = k12(TVFBc − Tamb)
Qbc = k10(TSFB − TVFBh)
(2.15e)
mc is the mass of dry air and md is the mass of dry powder. Ccd is the heat
capacity of the hold-up of air and powder in both the VFBh and VFBc stage.
The mass balance (2.15a) governs the amount of water in the powder. Fs is the
flow of feed solids. Xab is the dry base feed concentration of the inlet powder.
Rcw is the product drying rate, that renders the flow of evaporated water to
vapor. Water is assumed only to evaporate from the VFBh stage. The mass
balance (2.15b) governs the amount of vapor in the air. Fvfbh and Fvfbc are the
dry base inlet air flows. Yamb is the vapor concentration of the inlet air. The
energy balance, (2.15c) and (2.15d), governs the accumulated heat in the stages.
The specific enthalpies from the air flows are, ha{·}, and the specific enthalpies of
the powder flows are, hp{·}. Qbc describes the heat exchange between the SFB
and the VFBh stages. Qc and Qd are heat losses to the surroundings.
The product drying rate is governed by the thin layer equation and a constant
term
Rcw = k13(Xcd −Xeq)md − k14md
The equilibrium moisture content is Xeq = Xeq(TVFBh, Ycd)
2.5.3 Key Performance Indicators
The profit of operation is given by the value of the product minus the raw
material and energy costs
p(·) = ppFp − pfFf − pEQtot (2.16a)
2.5 Complexity Reduced Control Model 35
in which Fp = Fs(1 + Xcd) is the flow rate of powder out of the dryer and
Ff = Fs(1 +Xf) is the feed flow rate. pp, pf and pE are the prices presented in
Section 2.4.3. Qtot is the total energy consumption of the dryer
Qtot = Fmain(h
a
ain − haamb) + Fsfb(habin − haamb)
+ Fvfbh(h
a
cin − haamb) + Fvfbc(hadin − haamb)
(2.16b)
in which haamb = (cda + cvYamb)Tamb is the specific enthalpy of the outdoor air.
haain , h
a
bin
, hacin and h
a
din
are the specific enthalpy of the inlet air.
2.5.4 Constraints
As with the simulation model, the inputs are constrained by (2.9).
This model also includes stickiness constraints of the powder in each stage of
the spray dryer. Stickiness of the powder is computed by the glass transition
temperature in (2.2) with the surface moisture content, Z, given by
Z =

(Ap +Bp TSD) exp (Cp RHSD) for SD
Xab for SFB
Xcd for VFBh
Xcd for VFBc
(2.17)
in which Ap = 0.193, Bp = −0.000435 and Cp = 4.51. RHSD = RH(TSD, Yab) is
the relative air humidity. The moisture content of the powder in the SD stage is
estimated by an experimentally determined expression related to the equilibrium
moisture, Xeq, as the residual moisture in the SD stage is un-modeled.
Additionally, the SFB stage temperature is constrained by 65◦C ≤ TSFB ≤
75.5◦C as the operators have experienced that operation between these temper-
atures provide a low risk of powder lumps forming in the SFB.
2.5.5 Summary
The presented model, also provided in Paper G, describes the four-stage spray
dryer as a deterministic system of ordinary differential equations (ODEs). The
ODE model may be represented in discrete form
xk+1 = F (xk, uk, dk, θ) (2.18a)
yk = hy(xk) (2.18b)
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in which F (·) is the solution of the system of differential equations
x(tk) = xk (2.19a)
d
dt
x(t) = f(x(t), uk, dk, θ) tk ≤ t ≤ tk+1 (2.19b)
xk+1 = x(tk+1) (2.19c)
Equation (2.19) is solved using the ESDIRK4(3) method with variable step-
size [VJTS10]. The state x(t) represents hold-up of mass and energy and
f(x(t), uk, dk, θ) is the flux of mass and energy. hy(xk) is the measurement
equation. θ is the unknown parameter vector that has to be estimated from
data. θ is identified by minimization of the sum of squared simulation errors.
The measurement and output vector, y, the input vector, u, the disturbance
vector, d, and the state vector, x, are
y =
[
TSD TSFB Yab TVFBh TVFBc Sab Scd
]T
(2.20a)
u =
[
Ff Tmain Tsfb Tvfbh
]T
(2.20b)
d =
[
Sf Tf Yamb Fmain Fsfb Fvfbh Fvfbc Tamb Tvfbc
]T
(2.20c)
x =
[
TSD TSFB Yab Xab TVFBh TVFBc Ycd Xcd
]T
(2.20d)
2.6 Discrete Time State-Space Model
Linear models take many forms and may be identified directly from data or by
linearization of first-principles models. Examples of linear input-output models
are the finite impulse response (FIR) models, autoregressive exogenous (ARX)
models, autoregressive moving average exogenous (ARMAX) models, step re-
sponse models, impulse response models, transfer-function models etc.
In general, all these models can be represented as linear discrete time state-space
models. The state-space models have the form
xk+1 = Axk +Buk + Edk + σx (2.21a)
yk = Cyxk + σy (2.21b)
in which xk is the state vector, uk is the input vector, dk is the disturbance vector
and yk is the measurement vector. (A,B,E,Cy) are the state-space matrices.
σx and σy contain the constants related to the linearisation of the model, i.e.
σx = xss −Axss −Buss − Edss and σy = yss − Cyxss.
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In Paper B, Paper E and Paper H we identify state-space models by linearization
of the control model in Section 2.5. In Paper I we get the state-space model
from a transfer-function model identified solely from data to ease the required
modeling work, as we do not know the accuracy of the nonlinear control model
on milk products and industrial sized dryers. Discretization of the model is
performed using the matrix exponential, assuming a zero-order-hold sampling
system.
2.7 Model Validation
In this section, we asses the quality of the deterministic simulation and control
models by comparing its outputs with the estimation and validation experiment.
The simulation model is described in Section 2.4 and the control models are
described in Section 2.5 and 2.6.
Fig. 2.7 shows the outputs of the estimation experiment which is used to identify
the parameters. Fig. 2.8 shows the validation experiment. The deterministic
model simulations are shown for each model in the same figure. The inputs and
disturbances of the two experiments are shown in Appendix A.
All three simulations show good agreement with the estimation experiment.
The transients and the steady-states are well described by the models. The
simulation model renders all the outputs well compared to the data. The stage
temperatures, T , and the air humidity in the SD stage, Y , fit the data well.
The powder moisture contents, S, also fit the data well, but deviates slightly at
low residual moisture levels. The nonlinear and linear control models simulate
the stage temperatures, T , and the air humidity in the SD stage, Y , well. The
powder residual moisture content, S, in the SFB stage do not render the same
high accuracy as seen for the simulation model. The VFBc outlet moisture
content fit the data well. The simulation accuracy of the SFB moisture content
is not as important as the VFBc moisture content, as it is seldom measured
and used for control anyway. The nonlinear and linear control models show
almost equal simulation abilities, except for very large steps in the ambient
air humidity. This is due to the non-linearity in the model of the equilibrium
moisture content.
The moisture content is in general difficult to estimate at low moisture contents,
due to an increasing dependency on the equilibrium moisture content, Xeq, in
(2.1). The equilibrium moisture content is estimated based on laboratory tests,
which do not render the conditions in a spray dryer well. Thus, we expect some
deviation as the equilibrium moisture content becomes significant.
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The VFBc stage is not sealed from the surrounding air, since the powder nat-
urally has to be emptied from the VFBc stage. The residual moisture content
may therefore be subject to an unknown disturbance. Note, that the communi-
cation to the VFBc residual moisture sensor dropped out in the period t=16.5
hours and t=18.2 hours due to a malfunction.
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Figure 2.7: Plot of the estimation experiment outputs and the simulated out-
puts of each model. T and Y are the temperatures and abs. hu-
midities of the air. 1− S is the residual moisture contents.
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Figure 2.8: Plot of the validation experiment outputs and the simulated out-
puts of each model. T and Y are the temperatures and abs. hu-
midities of the air. 1− S is the residual moisture contents.
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Figure 2.9: Simulated responses to several steps in the inputs.
The three simulations also show good agreement with the validation experiment.
The transients and the steady-states are well described by the models. The tem-
peratures and air humidity, T and Y , fit the data well during both disturbance
and input steps. The powder moisture content, S, from the simulation model
is estimated well, but some in-accuracies are present at low residual moisture
contents. As for the estimation experiment, the control models do not render
the SFB powder moisture content well. The VFBc moisture content fits the
data well.
2.8 Step responses
Fig. 2.9 shows the step responses of the simulated outputs to the inputs. The
responses are simulated using the simulation model of the four-stage spray dryer
in Section 2.4. The control models provide similar responses. The initial offset
42 Four-Stage Spray Dryer Models
0 100 200 300
-15
-10
-5
0
5
Y
a
m
b 
+
20
 g
/k
g 
st
ep Temperatures, T [°C]
0 100 200 300
0
10
20
Abs. Humidities, Y [g/kg]
0 100 200 300
-0.7
-0.1
 0.5
 1.1
 1.7
 2.3
 2.9
Residual moistures, 1-S [%]
0 100 200 300
-15
-10
-5
0
5
S f
 
-
15
 %
 s
te
p
0 100 200 300
0
10
20
0 100 200 300
-0.7
-0.1
 0.5
 1.1
 1.7
 2.3
 2.9
0 100 200 300
Time [min]
-15
-10
-5
0
5
T f
 
+
20
°C
 s
te
p
SD
SFB
VFBh
VFBc
0 100 200 300
Time [min]
0
10
20
SD
0 100 200 300
Time [min]
-0.7
-0.1
 0.5
 1.1
 1.7
 2.3
 2.9
SFB
VFBc
Figure 2.10: Simulated responses to several steps in the selected disturbances.
in the outputs is removed and every 90 minutes the step-size of the inputs is
increased. This makes it possible to identify the effect of the non-linearities in
the model. In the first row of Fig. 2.9, a 50 kg/hr increase in the feed flow
rate, Ff, is shown to have a significant effect on all outputs. When the feed flow
rate increases, the temperatures decrease, the air humidity increase, and the
residual moisture content in the powder increase. The temperatures decrease
because more water and feed need to be evaporated and heated with the same
amount of energy from the inlet air. The air humidity increase as a consequence
of the increased evaporation of water from the powder. The residual moisture
content in the powder increase because the stage temperatures decrease and
the air humidity increase. The plots in the second, third and last row of Fig.
2.9 indicate the step responses to a 20◦C reduction in the main hot inlet air
temperature, Tmain, the inlet air to the SFB stage, Tsfb, and the inlet air to the
VFBh stage. Tmain and Tsfb both significantly affects the temperatures in the
SD stage and the SFB stage. The similar effect is due to the mixing of the air in
these two stages of the four-stage spray dryer. Tmain and Tsfb hardly affects the
temperature in the VFBh stage and in the VFBc stage. Tvfbh mainly affects the
temperature in the VFBh stage of the four-stage spray dryer. Tmain and Tsfb
decrease the residual moisture of the powder at the SFB stage and the VFBc
stage. Tvfbh only decreases the residual moisture content at the VFBc stage.
This is as expected given the design and flows of the four-stage spray dryer.
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Fig. 2.10 shows the step responses of the simulated outputs to the main distur-
bances of the four-stage spray dryer. These disturbances vary during production
and a controller must adjust the inputs to compensate for these disturbances.
The ambient air humidity, Yamb, varies due to changing weather conditions and
the feed, Sf and Tf, varies due to variations in the upstream processes. The first
row of plots in Fig. 2.10 shows the responses to a 20 g/kg step increase in the
ambient air humidity, Yamb, in the SD, SFB and VFBh inlet air streams. The
VFBc inlet air is assumed dehumidified as is often the case. The ambient air hu-
midity has a direct effect on the outlet air humidity in the SD stage. The stage
temperatures are only marginally affected. The ambient air humidity leads to
a significant increase in the residual moisture of the powder in both the SFB
stage and the VFBc stage. The second row of plots in Fig. 2.10 illustrates the
response to step decreases in the feed solid concentration, Sf. This decreases the
air temperatures in particularly the SD stage and the SFB stage, increases the
SD air humidity and increases the residual moisture content of the powder. The
third row of plots in Fig. 2.10 demonstrates that the feed temperature, Tf, has
an effect on the residual moisture of the powder. It also affects the temperature
at the SFB stage, but hardly at the other stages and has only a limited effect
on the SD air humidity.
Fig. 2.9 and Fig. 2.10 do not indicate the presence of severe non-linearities.
Non-linearities would show as a change in the relative step-change of the result-
ing simulated outputs or a change in the time to steady-state. The figures on
the other hand clearly indicate a highly cross-coupled system model, in which
one input has an affect on several simulated outputs. We conclude, based on
the simulations and step responses, that the use of linear models can be used to
accurately simulate the outputs of the four-stage spray dryer.
2.9 Summary
In this chapter, we developed a simulation and a control model for an MSDTM-20
four-stage spray dryer.
• We introduced the experimental dryer setup and presented an estimation
and a validation experiment conducted on the spray dryer. The experi-
ments provide the basis for identification and validation of the models with
well excited inputs and disturbances. Laboratory tests were conducted to
identify the equilibrium moisture content and stickiness of the powder.
• We presented a first-principles index-1 DAE model, based on mass and
energy balance principles, for simulation purposes. The model describes
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the evolution of the air temperatures, the air humidity and the powder
moisture contents in each state. The model provides simulations that fits
the validation data well.
• We developed a lumped ODE model, based on mass and energy balance
principles, for design of the controllers. The model describes the evolu-
tion of the control relevant outputs only and fits the validation data well.
Compared to the simulation model this model contains fewer states and
parameters, thus simplifying the computational demand and identification
complexity.
• We showed that linear models of the spray dryer simulates the outputs well
and that the models have strong input-output cross-couplings. A linear
control model is also provided based on the lumped ODE model.
• Deposits caused by stickiness of the powder is predicted in both models
by the glass-transition temperature.
• The KPIs are computed as part of both models.
Chapter 3
Control Strategies
In the following, we briefly provide an overview of the three control strategies
that are investigated in this thesis i.e. the conventional PI control strategy,
the MPC with RTO strategy and the E-MPC strategy. In all three control
strategies the inputs, u, are kept at their setpoints by low level PI controllers.
These are not considered further in this thesis. Fig. 3.1 illustrates the working
principles of the high-level controllers. Fig. 3.2 illustrates the conceptual control
performance of the controlled outputs.
Fig. 3.1(a) illustrates the single input and single output PI control strategy. The
PI controller measures and controls the spray dryer temperature, y = TSD, to the
target, r, by manipulating the feed flow rate, u = Ff. The inlet temperatures,
(Tmain, Tsfb, Tvfbh), are not manipulated in the PI control strategy. Fig. 3.2(a)
illustrates that the controlled outputs in the PI control strategy have fixed
constraints for relatively long times of operation as the setpoint, r, is only
changed manually. Furthermore, the PI control strategy has a relative large
output variance such that the required back-off from the constraint is larger
than for the advanced process control strategies (MPC with RTO and E-MPC).
As a consequence the uncontrolled outputs, i.e. the residual moisture content
and stickiness of the powder, have a large variance and the profit of operation
is as a consequence significantly decreased most of time.
Fig. 3.1(b) illustrates that the MPC with RTO is a two layer optimization
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(a) PI control (b) MPC with RTO
(c) E-MPC
Figure 3.1: Illustration of the working principle of the three control strategies.
based controller. Using the measured disturbances, d, the estimated states, ˆ¯x,
the operating profit function, the constraints, and a steady-state linear model,
the RTO layer computes the optimal setpoints, r, for the ouputs, z, by solving
a steady-state optimization problem. The MPC layer in the MPC with RTO
solves a weighted and regularized least-squares problem with constraints using
a dynamic linear model. The MPC is based on feedback from the measurement,
y, and feed-forward from the measured disturbances, d. The MPC brings the
controlled outputs, z, to the target, r, by manipulating, u. As illustrated in
Fig. 3.2(b), the RTO adjusts the setpoints including the corresponding back-off
to the variations in the disturbances. The back-off of the MPC with RTO is
smaller than the back-off of the PI control strategy due to better regulation by
the MPC. We apply an explicit iterative optimization method with bias update
adaptation in the RTO layer to determine the setpoints [FCB15]. The economic
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value of the MPC with RTO stems from the adjustment of setpoints to the
actual disturbances and less back-off as a consequence of better regulation with
less output variance.
Fig. 3.1(c) illustrates that the E-MPC is a one layer optimization based con-
troller. Based on the measurements, y, the measured disturbances, d, the profit
function, the constraints, and a nonlinear model, the E-MPC computes the in-
puts, u, at each sample time to maximize the predicted profit of operation. Fig.
3.2(c) shows that E-MPC does not compute targets directly, but maximizes op-
erating profits subject to constraints. This implies that the optimal controlled
outputs corresponding to the optimal inputs, u, are adjusted and predicted at
each sample time. The back-off in E-MPC may be implemented directly or by
solving stochastic versions of E-MPC using soft constraints with penalty func-
tions representing the economic cost of violating a constraint. In this thesis,
we used a certainty-equivalence E-MPC and did not explicitly consider back-off
from the constraints.
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(a) PI control
(b) MPC with RTO
(c) E-MPC
Figure 3.2: The sketches illustrates the control of the outputs, the correspond-
ing setpoints (if relevant), r, and the corresponding constraints for
the three controllers.
Chapter 4
Proportional and integral (PI)
Control
In the following, we briefly present the conventional PI control strategy for
control of the four-stage spray dryer. This control method is the reference to
which we compare the performance of the MPC strategies. The PI control
strategy is the standard control method used in the spray drying industry.
4.1 Control principles of PI Control
Proportional and integral (PI) control offer a simple solution to steer a controlled
value to a target and reject disturbances. It counteracts the measured error by
a proportional gain and ensures offset-free tracking by integral action.
In the conventional PI control strategy, a number of low level PI controllers keep
the inlet temperatures constant during operation. These low level PI controllers
maintain the main inlet air temperature, the SFB inlet air temperature, and
the VFB inlet air temperature at a fixed setpoint by adjusting the power of
the heaters for the respective inlet air streams. The main controller in the PI
control strategy is a high level PI controller that controls the chamber exhaust
air temperature, TSD, to a fixed target, Tsp, by manipulating the feed flow rate,
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Figure 4.1: Illustration of the PI control strategy.
Ff. The inlet air temperatures are controlled constant at Tmain, Tsfb and Tvfbh.
The main disturbances are the absolute ambient air humidity, Yamb, the feed
solids concentration, Sf, and the feed temperature, Tf. No feed-forward of the
disturbances are needed as the exhaust air temperature is tracking the setpoint
well.
The measurement and output vector, y, and the input vector, u, are
y = TSD u = Ff (4.1)
Fig. 4.1 illustrates the PI control strategy for control of the exhaust air tem-
perature and Fig. 2.1 provides an overview of the spray dryer, the symbols and
the naming convention.
The PI control strategy is simple, but does not control the residual moisture and
does not control the stickiness of the powder in the chamber. This implies that
the residual moisture cannot be guaranteed to satisfy the quality constraints
and that deposits may form on the chamber walls due to sticky powder inside
the dryer. The additional inputs and outputs of the dryer that are related to
control of these properties are highly cross-coupled and long process delays may
be present. These features make it difficult to optimally operate the spray dryer
using additional PI controllers. The cross-coupled dynamics also makes the
process difficult to operate under the current PI control strategy for the operator.
The operators therefore tend to fix the exhaust air temperature target at a
high level, resulting in extensively dried powder, to meet the residual moisture
constraint and avoid stickiness of the powder at all time. Thus, the energy
consumption is increased, the energy efficiency is decreased and the powder
residual moisture content is often very low.
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Algorithm 1 PI Algorithm
Require: yk, rk, Ik
ek = rk − yk
uk = Kcek + Ik
uk = min(umax,max(umin, uk))
Ik+1 = Ik + (TsKc/τc) ek
return uk, Ik+1
4.2 Regulator
The main challenge in using PI control is tuning of the gain and integral time.
We used the SIMC tuning method with good results [Sko03]. Using input-
output data of the simulation model in Section 2.4, we approximate the transfer
function from Ff to TSD with the first order model
Y (s) =
Kp
τps+ 1
U(s) (4.2)
Kp = −0.35 ◦C/(kg/h) and τp = 122 s. In continuous-time the PI control law
is
U(s) = Kc
τcs+ 1
τcs
(R(s)− Y (s)) (4.3)
Aiming for at closed-loop time constant of τcl = 50 s we get the following
PI control parameters using the SIMC tuning rule: Kc = (1/Kp)τp/τcl =
−6.97 (kg/h)/◦C and τc = min{τp, 4τcl} = 122 s.
Algorithm 1 transforms the continuous-time PI controller (4.3) to a discrete
time PI controller using the explicit Euler method [A˚H06, A˚rz12]. The imple-
mentation outlined in Algorithm 1 provides bumpless parameter changes and
handles control signal saturation. Bumpless transfer between manual and auto-
matic mode is obtained by setting I0 = u0−Kc(r0− y0) when the PI controller
is switched on to automatic mode. In the implementation we do not consider
anti-windup nor setpoint weighting. For the PI control strategy we use a sample
time of Ts = 30 s, umin = 0 kg/hr and umax = 140 kg/hr.
4.3 Closed-loop Simulation
The performance of the PI control strategy has been investigated by a closed-
loop simulation. The simulation model presented in Section 2.4 is used with the
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Figure 4.2: Industrially recorded disturbance scenario.
above PI controller fitted to control the exhaust air temperature, TSD, to the
target, Tsp, using the feed flow rate, Ff.
We use an industrially recorded disturbance scenario in order to produce realistic
simulations and concluding performance measures. The three control strategies
in this thesis are compared using the same disturbance scenario shown in Fig.
4.2. The feed solids concentration, Sf, the feed temperature, Tf, and the ambient
air humidity, Yamb, are recorded disturbances from a larger dairy spray dryer.
The feed solids concentration, Sf, have a relatively large variance where as the
feed temperature, Tf, is well controlled compared to other dryers. The ambient
air humidity, Yamb, resembles the variations from a normal humid summer day.
The disturbances, Fmain, Fsfb, Fvfbh, Fvfbc, Tvfbc and Tamb are constant.
Fig. 4.3 shows the measured outputs, the target and the inputs of the closed-
loop simulation. The simulation shows that the PI controller is able to maintain
a stable exhaust air temperature, TSD, and avoids violation of the stickiness con-
straint, i.e. the glass transition temperature. Notice the mismatch between the
stickiness constraint predicted by the simulation model, T SDg , and the control
model, T¯ SDg . By design, T¯
SD
g , which we use for control purposes is conserva-
tively made compared to TSDg at all time. The exhaust air humidity, Yab, and
the residual moisture content, Scd, are not controlled and fluctuates according
to the disturbances. With the conventional PI control methodology no correct-
ing action is made, because the ambient air humidity, affects the air humidity,
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(a) Measured output variables and target.
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Figure 4.3: Simulation of the PI control strategy subject to the disturbance
scenario given in Fig. 4.2.
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Table 4.1: Average KPIs for the PI controller.
KPIs Unit PI
Product flow rate Fp 60.95 kg/hr
Energy consumption Qtot 87.2 kW
Specific energy consum. QtotFp 5.16 MJ/kg
Residual moisture 1− S 3.37 %
Energy efficiency η 40.2 %
Profit of operation p 123.25 e/hr
Yab and the residual moisture content, Scd, not the exhaust air temperature.
Changes in the feed concentration, Sf, is better handled as the amount of water
entering the chamber directly affects the exhaust air temperature, TSD. The
exhaust air temperature is largely dictated by the evaporation rate, and the
controller basically maintains a fixed rate of evaporation. The variations in Scd
and Yab require on average the dryer to dry the powder more than necessary
to keep the powder moisture content below the maximum limit and avoid vi-
olation of the stickiness constraint at all time. The powder is therefore dried
more extensively, to meet the residual moisture limit, which increases the energy
consumption, decreases the energy efficiency and the yield of the production. In
typical industrial operation, the operators have no in-line measurement of the
exhaust air humidity, Yab, and the residual moisture content, Scd. Thus, they
are running almost in blind and must back-off even further from the process
constraints. This again increases the cost of operation.
The target of the high level PI-controller, Tsp = 80
◦C, and the low level con-
trollers are selected by hand to render the best possible profit of operation. The
closed-loop simulation in Fig. 4.3 therefore shows the most optimistic perfor-
mance that may be achieved by the conventional PI control strategy.
Table 4.1 shows the key performance indicators (KPIs) of the closed-loop sim-
ulation presented in Fig. 4.3. The PI controller provides on average a product
flow rate at 60.95 kg/hr, an energy consumption of 87.2 kW, a specific energy
consumption of 5.16 MJ/kg, a residual moisture content in the powder of 3.37%
and an energy efficiency of 40.2%. This is the benchmark for comparison of the
following MPC strategies.
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4.4 Summary
In this chapter, we described the PI control strategy and performed a closed-loop
simulation for benchmark using the simulation model.
• We showed that the chamber exhaust air temperature, TSD, is controlled
constant by manipulating the feed flow rate, Ff.
• The PI control approach is simple, but insufficient for controlling the resid-
ual moisture content and the powder can turn sticky inside the dryer.
• We showed that the variations in Scd and Yab requires on average the dryer
to dry the powder more than necessary to satisfy the residual moisture
specifications and stickiness constraint at all time.
• The average KPIs provide the best possible performance that can be
achieved by the PI control strategy. Industrial practice may be worse.
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Chapter 5
Tracking Model Predictive
Control with an RTO layer
In this chapter, we present the Model Predictive Control (MPC) algorithm that
combines a target tracking MPC and a Real-Time Optimization layer (MPC
with RTO), for control of the four-stage spray dryer. The MPC with RTO
is based on the linearized control model in Section 2.6. The MPC with RTO
manipulate four inputs and control four outputs to a target. The target is
adjusted by an RTO layer to provide the best steady-state economic performance
within the given process constraints.
The chapter provides a summary of Paper B, Paper E and Paper I.
5.1 Control principles of MPC with RTO
The basic concept of MPC is to solve an optimization problem, incorporating
a dynamic model to forecast the model outputs, to produce the best control
move at the current time. To do that, an initial state of the model must be
estimated based on past recorded measurements [RM09]. The setpoint of the
MPC can be manually selected or computed automatically in the RTO layer.
Fig. 5.1 illustrates the components of the MPC with RTO algorithm and shows
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the signal paths between the hardware, software and the individual software
elements.
In the MPC with RTO control strategy we control four outputs by manipulation
of four inputs. The outputs are the exhaust and SFB stage air temperatures, TSD
and TSFB, the exhaust air humidity, Yab and the VFBc stage residual moisture
content of the powder, Scd. The inputs are the feed flow rate, Ff, the main inlet
air temperature, Tmain, the SFB inlet air temperature, Tsfb, and the VFBh inlet
air temperature, Tvfbh. The main disturbances are the ambient air humidity
Yamb, the feed solids concentration, Sf, and the feed temperature, Tf. The
selection of these outputs makes it possible to avoid deposits of sticky particles
on the spray dryer surfaces, avoid lumps of powder to form in the SFB and
control the residual moisture content below and close to the maximum limit.
The dryer inlet air temperatures are controlled, as opposed to controlling the
inlet air flows, in order to adjust the drying of the powder without compromising
the flow patterns of air inside the dryer and fluid beds.
The measurement vector, y, the output vector, z, the input vector, u, and the
main disturbance vector, d, are
y =
[
TSD TSFB Yab TVFBh TVFBc Scd
]T
(5.1a)
z =
[
TSD TSFB Yab Scd
]T
(5.1b)
u =
[
Ff Tmain Tsfb Tvfbh
]T
(5.1c)
d =
[
Sf Tf Yamb
]T
(5.1d)
Fig. 2.1 provides an overview of the spray dryer, the symbols and the naming
convention of the outputs, inputs and disturbances.
Algorithm 2 lists the on-line computations in the MPC with RTO algorithm,
consisting of a state estimator with a filter and a one-step-ahead predictor step,
a regulator and an RTO layer. The sample time is Ts = 30 s. The target in
the RTO layer is computed every 25 min. At each sample, the state estimator
provides the initial state of the dynamic model, which in combination with the
model is used in the regulator to compute the future input trajectory. The opti-
mization in the regulator results in a sequence of inputs for a finite horizon (the
control and prediction horizon), out of which only the first input is applied to
the dryer. This procedure is repeated at each sample instant. The optimization
problem has to be implemented efficiently and robustly, as it is repeatedly solved
numerically in real-time. The target of the target tracking MPC is computed
by the RTO layer and the MPC then steers the dryer to that target. The RTO
seeks to optimize the process economics while satisfying the process constraints.
In this way, the MPC reduces the variance of the controlled outputs, making it
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Figure 5.1: Illustration of the MPC with an RTO layer.
possible to squeeze and shift the target, computed in the RTO layer, to a more
profitable value.
We use the so-called separation and certainty equivalence principle [Wit71,
The57, Mal69] in the formulation of the MPC with RTO. This means that the
state estimation and the regulation problem can be decoupled (separated) and
that the random variables in the regulation problem can be replaced by the
conditional expectations of the costs, predictions of the states, disturbances etc.
Thus, the control model simplifies to a deterministic model. The key advantage
is that the computational load is significantly reduced compared to for instance a
mean-variance approach based on Monte Carlo simulations. The repeated opti-
mization procedure in the MPC provides feedback and form a closed-loop input
trajectory. This enables the MPC to counteract model uncertainties, model
mismatch and unknown disturbances.
5.2 Linear Model
The linear model, which is used in the state estimator, the regulator and the
RTO, is a linearization of the nonlinear control model with reduced complexity
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Algorithm 2 MPC with RTO Algorithm
Require: yk, dk, ˆ¯xk|k−1, P¯k|k−1, uk−1
Filter:
Compute the one-step ahead measurement prediction
yˆk|k−1 = C¯y,k ˆ¯xk|k−1 + σy,k,
Compute the filtered state
Re,k = C¯y,kP¯k|k−1C¯Ty,k +Rv,k
K¯fx,k = P¯k|k−1C¯Ty,kR
−1
e,k
ˆ¯xk|k = ˆ¯xk|k−1 + K¯fx,k(yk − yˆk|k−1)
P¯k|k = P¯k|k−1 − K¯fx,kRe,kK¯Tfx,k
RTO:
rk = ρ(ˆ¯xk|k, dk, k)
Regulator:
uk = µ(rk, ˆ¯xk|k, uk−1, dk)
One-step predictor:
Compute the one-step ahead state, ˆ¯xk+1|k, using
ˆ¯xk+1|k = A¯ˆ¯xk|k + B¯uk + E¯dk + σ¯x
P¯k+1|k = A¯P¯k|kA¯T + G¯R¯wG¯T
return uk, ˆ¯xk+1|k, P¯k+1|k
compared to the model used for simulation of the spray dryer. Section 2.5 de-
scribes the nonlinear model from which the linear model presented in Section
2.6 in the MPC with RTO is derived. Compared to the simulation model in
Section 2.4, the nonlinear model that is used to derive the linear model of the
MPC with RTO contains fewer states and parameters. This simplifies the pa-
rameter estimation and identification of the model. The model parameters in
the complexity reduced model are identified from data produced by the simula-
tion model as outlined in Section 2.4.5 subject to step-inputs. The complexity
reduced model is linearized at steady-state and close to the operating point of
the controller. The model could as well be identified directly from process or
simulation data and with alternative black-box models.
To achieve offset-free output estimation (and control) at steady-state, in the
presence of plant/model mismatch and/or un-modeled disturbances, the model
is augmented by integrating disturbance states [PR03, PGA15]. In Paper B,
Paper E and Paper H we select pure input disturbances, i.e. Cd = 0 and Bd to
subject the energy- and the vapor mass balances to the disturbance integration.
In Paper I we select pure output disturbances, i.e. Cd = I and Bd = 0.
The augmented linear control model is
x¯k+1 = A¯x¯k + B¯uk + E¯dk + G¯w¯k + σ¯x (5.2a)
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yk = C¯yx¯k + σy + vk (5.2b)
zk = C¯zx¯k + σz (5.2c)
where x¯k = [x; xd]k ∈ Rnx¯ is the augmented state vector, uk ∈ Rnu is the inputs,
dk ∈ Rnd is the measured disturbances, and yk ∈ Rny is the measurement vector.
The measurement vector may vary in size, because the exhaust air humidity and
residual moisture measurements may be lacking for several samples. zk ∈ Rnz is
the controlled outputs. The augmented process noise is w¯k ∼ Niid
(
0, R¯w
)
and
the measurement noise is vk ∼ Niid(0, Rv). G¯ = I is the noise to state matrix.
The augmented state-space matrices are
A¯ =
[
A Bd
0 I
]
B¯ =
[
B
0
]
E¯ =
[
E
0
]
C¯y =
[
Cy Cd
]
C¯z =
[
Cz Cd
]
(5.3)
σ¯x, σy and σz contain the constants related to the linearisation of the model,
i.e. σ¯x = x¯ss − A¯x¯ss − B¯uss − E¯dss, σy = yss − C¯yx¯ss and σz = zss − C¯zx¯ss. The
augmented state vector is x¯ss = [xss; 0]. The state-space matrices (A,B,E,Cy)
are provided in (2.21). Cz and σz are formed by row selection of Cy and σy.
5.3 State Estimation
A Linear Time Variant (LTV) Kalman filter is used to estimate the state of the
model based on the measurements, yk, and the inputs, uk. The measurement,
yk, may vary in size due to missing observations e.g. the residual moisture
content in the powder. We use the time variance of the Kalman filter to enable
the estimator to handle these missing measurements.
Algorithm 2 provides the state estimator equations. The filtering part corrects
x¯k using the latest measurement, yk. The filter part enables handling of missing
observations by constructing the measurement related properties (C¯y,k, σy,k,
Rv,k) from (C¯y, σy, Rv) according to the measurement vector, yk, at sample
k. (C¯y, σy, Rv) is the matrices for all possible measurements in (5.2b), while
(C¯y,k, σy,k, Rv,k) are the matrices corresponding to the actual measurements
available at sample k. The filtered state is subsequently used in the regulator
as the initial state and in the RTO layer. The predictor part uses the model to
predict x¯k+1.
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5.3.1 Maximum Likelihood (ML) Tuning
The noise variance matrices, R¯w and Rv, are estimated using the Maximum
Likelihood (ML) method [KMJ04, JJ07b, JJ07a]. Let θ¯ = [θ¯w; θv] be the di-
agonal elements so R¯w = diag(θ¯w) and Rv = diag(θv). R¯w and Rv, needed
for the Kalman filter computations, minimize the negative log likelihood func-
tion [JJ07b,JJ07a]
VML(θ¯) =
ln(2pi)
2
N∑
k=1
ny,k +
1
2
N∑
k=1
(
ln[det(Re,k)] + 
T
kR
−1
e,kk
)
(5.4)
with the innovation, k = k(θ¯) = yk − yˆk|k−1(θ¯), and its covariance, Re,k =
Re,k(θ¯), computed by Kalman filter iterations i.e. Algorithm 2 without the
regulator and RTO computations, using recorded or simulated data. The ML
estimate of the variances is determined by solving the nonlinear (nonconvex)
optimization problem
min
θ¯
VML(θ¯) (5.5a)
s.t. θ¯l ≤ θ¯ ≤ θ¯u (5.5b)
with the lower and upper bounds, θ¯l and θ¯u. Having the optimal θ¯ = [θ¯w; θv]
provides the noise covariances, R¯w = diag(θ¯w), and Rv = diag(θv).
The model (5.2) and the estimated covariances, R¯w and Rv, enables the compu-
tation of the stationary state covariance, P¯ , of the augmented system by solution
of a discrete algebraic Riccati equation. The LTV Kalman filter is initialized
using P¯0|−1 = P¯ and ˆ¯x0|−1 = x¯ss = [xss; 0], where xss is the steady-state also
used for linearization of the model.
Knowledge of the model (5.2), the covariances, R¯w and Rv, and the measure-
ment, yk, enables the filter to estimate the current states, i.e. computation of
ˆ¯xk|k. The filtered state, ˆ¯xk|k, is used by the RTO, the regulator part of the
MPC, and the one-step prediction.
The ML method is computational expensive and the solution of (5.5) may not
always converge [ORR06, RR09], but the method has shown to provide good
results and naturally handles missing observations. The method is explored in
Paper B, Paper H and Paper I and showed to estimate R¯w and Rv well.
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5.3.2 Autocovariance Least Squares (ALS) Tuning
An alternative method is the correlation technique, Autocovariance Least Squares
(ALS) tuning method [ORR06,RR09,A˚JPJ08]. The method has attractive fea-
tures, as it provides unbiased and positive semi-definite covariance estimates.
The computational burden of the method is also minimal even for large dimen-
sion systems and shows good convergence properties as well as noise estimation
properties [ORR06,RR09]. The method is explored in Paper G and also showed
to estimate R¯w and Rv well. The drawback is that the method cannot handle
missing observations in a natural way [ORR06, RR09]. Therefore, we mainly
focus on the ML tuning method in this thesis.
5.4 Regulator
The regulator tracks the target, rk, provided by the RTO and rejects measured
disturbances, dk, as well as unmeasured disturbances by solving the regular-
ized output tracking problem with input constraints. This problem may be
formulated as the convex quadratic program (QP)
min
{uk+j}N−1j=0
φ =
1
2
N∑
j=1
‖zk+j − rk‖22,Qz +
1
2
N−1∑
j=0
‖∆uk+j‖22,Su (5.6a)
s.t. x¯k = ˆ¯xk|k, (5.6b)
x¯k+j+1 = A¯x¯k+j + B¯uk+j + E¯dk + σ¯x, j ∈ Nu (5.6c)
zk+j = C¯zx¯k+j + σz, j ∈ Nz (5.6d)
umin ≤ uk+j ≤ umax, j ∈ Nu (5.6e)
in which ∆uk+j = uk+j − uk+j−1, Nz = {1, 2 . . . , N} and Nu = {0, 1 . . . , N −
1} [Jør05]. The control and prediction horizons are, N = 30 min/Ts = 60.
N is selected sufficiently long such that any end effects have no influence on
the solution in the beginning of the horizon. (5.6c) and (5.6d) are the model
constraints where (A¯,B¯,E¯,C¯z) and the offset constants, σ¯x and σz, are given in
(5.2). These constraints provide the model predictions of the augmented model.
The estimated current state, ˆ¯xk|k, is assigned to the initial state by (5.6b).
The constraint in (5.6e) expresses the input limits. The objective function,
(5.6a), is a convex quadratic function and the optimization problem is a convex
optimization problem. No forecasts are available for the target, rk, and the
measured disturbances, dk. Therefore we use the same-as-now predictions in
(5.6). The tuning parameters, Qz and Su, are selected by trial and error to
obtain an acceptable compromise between robustness and agility. The highest
weight is associated to the residual moisture content.
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The objective function in (5.6a) penalizes deviations from a target and includes
a regularization term on the control input. One may provide targets for both
the output variables and the input variables, but such formulations require a
separate target calculator to achieve offset-free control [Raw00]. Regularization
is important to make the closed-loop trajectory of the controlled process well-
behaved [PJ09,HLJB12]. The regularization term may be a linear or quadratic
penalty, where quadratic regularization favors smooth solutions [BV04]. In this
thesis we only use quadratic regularization.
5.4.1 Optimal Control Problem
The optimal control problem (OCP) in (5.6) is solved by formulating the corre-
sponding boxed constrained QP with dense matrices. We use state elimination
and achieve a problem structure similar to the formulations in [Mac02, PJ09,
JRH11, HPJJ10, HPJJ12]. State elimination is favorable when the number of
states, nx¯, is large compared to the number of inputs, nu, and for relatively
short prediction horizons, N [FJ13]. The number of states may be large in
our problem due to the potential incorporation of large delays and the Hankel
matrix realization of the state-space matrices.
The state, x¯k, in (5.6) is eliminated by repeated substitution of the state pre-
dictor in (5.6c) such that
x¯k+j = A¯
j x¯k +
j−1∑
i=0
A¯j−1−iB¯uk+i +
j−1∑
i=0
A¯j−1−iE¯dk +
j−1∑
i=0
A¯j−1−iσ¯x (5.7)
which by (5.6d) results in the output predictions
zk+j = C¯zA¯
j x¯k +
j−1∑
i=0
C¯zA¯
j−1−iB¯uk+i +
j−1∑
i=0
C¯zA¯
j−1−iE¯dk
+
j−1∑
i=0
C¯zA¯
j−1−iσ¯x + σz
(5.8)
The integrating disturbance states are fixed during the prediction horizon. Re-
call, that the augmented state vector is x¯k = [xk; xd,k] and the augmented
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system in (5.3), then the state predictor can be rewritten as
zk+j = CzA
jxk +
j−1∑
i=0
CzA
j−1−iBuk+i +
j−1∑
i=0
CzA
j−1−iEdk
+
j−1∑
i=0
CzA
j−1−i (σx +Bdxd,k) + (σz + Cdxd,k)
(5.9)
= CzA
jxk +
j−1∑
i=0
Hu,iuk+i +
j−1∑
i=0
Hd,idk+
j−1∑
i=0
Hσ,i (σx +Bdxd,k) + (σz + Cdxd,k)
(5.10)
where Hu,i = CzA
j−1−iB, Hd,i = CzAj−1−iE and Hσ,i = CzAj−1−i. (5.10) is
an affine function which only depend on the initial state, x¯k = ˆ¯xk|k, the input,
uk+i, and the disturbance, dk.
Define the vectors Z, R, U and D as
Zk =

zk+1
zk+2
...
zk+N
 Rk =

rk
rk
...
rk
 Uk =

uk
uk+1
...
uk+N−1
 Dk =

dk
dk
...
dk

Then the predictions, (5.10), in vector-matrix notation are
Zk = Φxxk + ΓuUk + ΓdDk + ΩΣx + Σz
Using the predictions in vector-matrix notation we can write the objective func-
tion as
φ =
1
2
N∑
j=1
‖zk+j − rk‖2Qz +
1
2
N−1∑
j=0
‖∆uk+j‖2Su
=
1
2
‖Zk −Rk‖2Qz +
1
2
‖Uk − Uk−1‖2Su
=
1
2
‖ΓuUk − (Rk + b)‖2Qz +
1
2
‖ΛUk − I0uk−1‖2Su
=
1
2
UTk HUk + g
TUk + ρ
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where
H = ΓTuQzΓu + ΛTSuΛ
g = −ΓTuQz (Rk − b)− ΛTSuI0uk−1
ρ =
1
2
‖ − b−Rk‖2Qz +
1
2
‖I0uk−1‖2Su
b = −Φxxk − ΓdDk − ΩΣx − Σz
and the matrices; Qz = diag(Qz, ..., Qz), Su = diag(Su, ..., Su)
Φx =

CzA
CzA
2
...
CzA
N
 Γu =

Hu,1
Hu,2 Hu,1
...
...
. . .
Hu,N · · · Hu,2 Hu,1

Γd =

Hd,1
Hd,2 Hd,1
...
...
. . .
Hd,N · · · Hd,2 Hd,1
 Ω =

Hσ,1
Hσ,2 Hσ,1
...
...
. . .
Hσ,N · · · Hσ,2 Hσ,1

Λ =

I
−I I
. . .
. . .
−I I
 I0 =

I
0
...
0
 Σx =

σx +Bdxd,k
σx +Bdxd,k
...
σx +Bdxd,k
 Σz =

σz + Cdxd,k
σz + Cdxd,k
...
σz + Cdxd,k

Hu,i and Hd,i are the impulse response matrices. The terms originating from
i = 0 are neglected, as there are no direct terms in the predictors [Mac02].
The constraints are assumed constant over the prediction horizon and umin ≤
uk+j ≤ umax may be written as
Umin ≤ Uk ≤ Umax
where Umin =
[
(umin)
T . . . (umin)
T
]T
and Umax =
[
(umax)
T . . . (umax)
T
]T
.
We solve the tracking problem by solution to the following QP.
min
Uk
1
2
UTk HUk + g
TUk + ρ (5.11a)
s.t. Umin ≤ Uk ≤ Umax (5.11b)
Given the solution, U∗k =
[
(u∗k)
T (u∗k+1)
T ... (u∗k+N−1)
T
]T
, the regulator
only apply the first u∗k to the process. The open-loop optimization is repeated
at the next sample where it utilizes the new state estimate, ˆ¯xk|k.
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5.4.2 Optimization Methods
Many methods exists for solving the QP related to the control problem in (5.11).
The best choice of solver highly depends on the structure of the problem and
the accuracy requirements. The QP may be solved using algorithms such as
active-set methods [BB06, FKP+14, JRJ04], interior-point methods [RWR98,
NW06, BV04, ESJ09, Wri97, WB10, FSD13] and first-order gradient methods
[Nes09, CSZ+12, RJM09]. Active-set methods updates the working set of the
active constraints until convergence is reached. These methods can be fast when
the working set does not change much. Interior-point methods reaches the so-
lution by traversing the interior of the feasible region. Interior-point methods
produce high-accuracy solutions using a few, but relatively computationally ex-
pensive iterations. The solution is less depended on the starting point (which is
also allowed to be infeasible) and the number of active constraints. First-order
gradient methods have proven fast for large-scale distributed MPC problems
with dynamically coupled systems. These methods have slow convergence rates
compared to high order methods, but are favorable for less accurate solutions
and scales very well for large problems.
Warm starting of the solvers, i.e. re-using previous solutions, and early termi-
nation, i.e. stopping the optimization algorithm at less accurate solutions, can
be used to speed up the solution time significantly [SSF+13,Sta15].
We use a primal-dual interior-point QP-solver for solution of (5.11) based on
Mehrotra’s predictor-corrector algorithm [NW06,BV04] tailored to the QP struc-
ture [ESJ09, JRJ04]. Warm starting is used. The QP-solver reduces the com-
putation time considerably compared to general purpose QP-solvers.
The solution of (5.11) is defined by the function
uk = µ(rk, ˆ¯xk|k, uk−1, dk) (5.12)
in which uk is the first u
∗
k of U
∗
k . The function defines the on-line computations
of the regulator, provided in Algorithm 3, and used in Algorithm 2.
5.5 Steady-state Real-Time Optimization
The steady-state Real-Time Optimization (RTO) layer determines the target
that optimizes the cost of operation subject to the process constraints and con-
ditions such as feed compositions, production rates, energy availability, feed and
product prices [FCB15,Eng07,DNJN11,AO10,AG10]. The RTO is based on the
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Algorithm 3 Regulator Algorithm, µ(·)
Require: rk, ˆ¯xk|k, uk−1, dk
Calculate g:
Rk = {rk}Ni=1 , Dk = {dk}N−1i=0
[xk;xd,k] = ˆ¯xk|k
Σx = [σx +Bdxd,k; ... ;σx +Bdxd,k]
Σz = [σz + Cdxd,k; ... ;σz + Cdxd,k]
b = −Φxxk − ΓdDk − ΩΣx − Σz
g = −ΓTuQz (Rk − b)− ΛTSuI0uk−1
Solve QP:
uk= QPSolver(H,g,Umin,Umax)
return uk
assumption that the process and the disturbance transients can be neglected as
the process under control will reach and maintain steady-state operation.
Various RTO methods exist for on-line optimization of the process economics.
Implicit RTO methods e.g. the extremum-seeking control method, may be ap-
plied. But the slow process transients and long process delays in spray drying
may lead to a slow propagation towards the optimal residual moisture content.
We apply an explicit iterative optimization method with bias update adapta-
tion [FCB15] in the RTO layer, see Fig. 1.7. This method is effective as the
same linear and fixed state-space model in the MPC can be used in the RTO.
The adaptation of correction terms are performed by the state estimator. Fig.
5.2 illustrates how model uncertainties are mitigated by the adaption of correc-
tion terms. The process profit function and the constraints are measurable from
the outputs, inputs and disturbances of the process providing a good estimate
of the optimum. Optimum mismatch will still be present due to measurement
errors and unknown disturbances, i.e. the optimum is only an estimate. The
driving force of the RTO is then to minimize the difference between the pre-
dicted and the measured profit function. The explicit method can be fast as it
can estimate the steady-state of the process from the model. The MPC with
RTO two-layer structure has some inherent drawbacks. The adaptation of the
operating conditions is slow as the optimization is only performed intermittently
at a low sampling rate [Eng07]. Furthermore, the RTO layer assumes that the
closed-loop process will reach a steady-state. Transients, such as target transi-
tions and the inherent effect of disturbances, may thus lead to loss of economical
efficiency.
The RTO solves the steady-state economic optimization problem
min
uss,zss,s
φss = −p(zss, uss, dk) + φs(s) (5.13a)
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Figure 5.2: The left figure shows a situation with model mismatch. The right
figure shows the optimum is reached and the offset between the
real process and the model is corrected [Lar06].
s.t. [0 I]x¯ss = [0 I]ˆ¯xk|k (5.13b)
x¯ss = A¯x¯ss + B¯uss + E¯dk + σ¯x (5.13c)
zss = C¯zx¯ss + σz (5.13d)
umin + δu ≤ uss ≤ umax − δu (5.13e)
c(zss)− δz + s ≥ 0 (5.13f)
s ≥ 0 (5.13g)
The target is set to the optimal controlled output value, rk = zss, when (5.13)
is solved. At the samples between the 25 minutes execution, (5.13) is not solved
and the target is set to the previous target, rk = rk−1. We denote this function
for the RTO by rk = ρ(ˆ¯xk|k, dk, k).
The objective function, φss, is the sum of the profit function, p(zss, uss, dk), and
a penalty function, φs(s), that penalizes violations of the output constraints.
The profit function, p(zss, uss, dk), is provided in Section 2.5.3. The penalty
function, φs(s), is an `2 − `1-penalty function defined as
φs(s) =
1
2
‖s‖22,SW + ‖s‖1,sw (5.14)
This penalty function is used to treat the output constraints (5.13f) as soft
constraints [MRRS00]. The soft `1 penalty is sw and the soft `2 penalty is SW =
diag(sw). sw is selected sufficiently large to avoid violation of the constraints in
general.
The integrating disturbance states, xd,k = [0 I]ˆ¯xk|k, are fixed to their current
values by (5.13b). These are not necessarily steady-state values. The linear
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model (5.2) is used in the constraints (5.13c)-(5.13d) to determine the steady-
state relation between the inputs, uss, and the controlled outputs, zss. The linear
model (5.2) is used in the RTO for the spray dryer as the nonlinear effects are
mostly related to the output constraints. Note, that the model cannot and do
not contain pure integrators, as the steady-state computation implies the inver-
sion (I−A)−1. The nonlinear process constraints, c(zss), given in Section 2.5.4,
contains the stickiness constraints of the powder and the operator defined limits
on the outputs. umin and umax define the process input constraints. Together
these constraints provide a region in which safe operation is guaranteed. δu
contains a 2.5◦C back-off in the input temperatures to avoid saturation and loss
of controllability. δz contains a 0.05
◦C back-off in the stickiness constraint and
0.02 % back-off in the residual moisture. δz is selected to provide constraint
violations that are similar to the E-MPC strategy.
We use a Sequential Quadratic Programming (SQP) method for solution of
(5.13). The SQP method is a quasi-Newton implementation with linesearch for
step-size selection and BFGS update of the Hessian. In Paper B and H the
gradients are computed by a centered finite difference method and in Paper I
the gradients are computed analytically. We use the Matlab R© function fmincon
[Mat15] to solve the SQP. This method performs well in terms of efficiency,
accuracy and percentage of successful solutions. An optimal solution is reported
by the SQP algorithm if the KKT conditions are satisfied to a relative and
absolute tolerance of 10−12. In Paper B and H we solve (5.13) with the outputs
and states eliminated from the NLP. In Paper I we eliminate only the state.
The problem size is relatively small, with 4 inputs and 4 outputs, thus the
computational time difference is marginal.
The solution of (5.13) is defined by the function
rk = ψ(ˆ¯xk|k, dk, k) (5.15)
in which ˆ¯xk|k is the current state estimate where only the offset states are utilized
for model corrections and dk is the measured disturbances. Algorithm 4 lists
the on-line computations of the RTO.
5.6 Closed-loop Simulation
The performance of the MPC with RTO control strategy has been investigated
by a closed-loop simulation. Fig. 5.3 shows the measured outputs, the targets
and the inputs of the closed-loop simulation. Fig. 4.2 shows the disturbances.
The simulation shows that the MPC is able to control the process outputs re-
lated to stickiness of the powder, TSD and Yab, the SFB stage temperature, TSFB,
5.6 Closed-loop Simulation 71
Algorithm 4 RTO Algorithm, ψ(·)
Require: ˆ¯xk|k, dk, k
Solve NLP:
x∗ = NLPSolver(problem(Xinit,dk,ˆ¯xk|k))
[uss,zss,s] = unpack(x
∗)
rk = zss
return rk
Require: [q, ceq, cineq]=problem(x,dk,ˆ¯xk|k)
[u,z,s] = unpack(x)
Compute the cost function
q = −p(z, u, dk) + 12sTSW s+ sT sw
Compute the equality constraints
xd,k = [0 I]ˆ¯xk|k
xss = (I −A)−1(Bu+ Edk +Bdxd,k + σx)
zss = Cyxss + Cdxd,k + σz
ceq = z − zss
Compute the inequality constraints
cineq = [c(z) + δz + s ≥ 0; s ≥ 0;umin + δu ≤ u ≤ umax − δu]
and the residual moisture content, Scd, to their targets. The effect of the distur-
bances are rejected by constant adjustments of the inputs. The targets used are
generated by the RTO layer. These are feasible and the regulator is tracking
these targets well. It turns out, that the economics of drying are optimized
by minimizing the exhaust air temperature, TSD, in order to save energy and
maximize the exhaust air humidity, Yab, to increase the product flow rate. The
lower limit of TSD and upper limit of Yab are determined according to the stick-
iness constraint of the powder. The powder moisture content, Scd, is increased
until it reaches its upper limit. The energy consumption is further minimized
by shifting the drying from the top of the spray dryer to the more efficient fluid
bed stages. Thus, the supply of hot air to the SFB and VFB stages are favored
compared to the SD stage. This leads to a high SFB stage temperature that is
controlled close to its maximum temperature TSFB ≤ 75.5◦C.
The MPC with RTO does not operate at the maximum production rate, at
all times. At time t=1 hour to t=2 hour, t=4 hour, t=5 hour, t=7.5 hours
and between t=19 hours to t=21 hours, the RTO reduces the production rate.
The RTO problem (5.13) contains back-offs in the controlled inputs. The MPC
with RTO compensates for the decreased VFB inlet air temperature, Tvfbh, by
increasing the SFB inlet air temperature, Tsfb. Consequently, the SFB stage
temperature, TSFB, increases and the upper limit on the SFB stage temper-
ature, TSFB ≤ 75.5 ◦C, becomes active. When the SFB temperature limit is
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Table 5.1: Average KPIs for the MPC with RTO controller.
KPIs Unit MPC-RTO % inc. to PI
Product flow rate Fp 66.21 kg/hr 8.63 %
Energy consumption Qtot 89.1 kW 2.21 %
Specific energy consum. QtotFp 4.81 MJ/kg -6.72 %
Residual moisture 1− S 3.48 % 3.21 %
Energy efficiency η 42.7 % 6.06 %
Profit of operation p 133.98 e/hr 8.71 %
active, the MPC with RTO decreases the production rate as well as the energy
supply from the main inlet air and the SFB inlet air, to maintain a stable SFB
stage temperature. Simultaneously, the decreased production rate allows the
SD temperature, TSD, to be decreased along the stickiness constraint to save
energy and increase the energy efficiency.
The glass transition temperature at the SD stage as estimated by the simulation
model, T SDg , and the control model, T¯
SD
g , describes whether the powder sticks
in the SD stage of the spray dryer. The powder is non-sticky when TSD ≤
T SDg . Otherwise, the powder is sticky. Due to stochastic disturbances, the SD
temperature occasionally violate T¯ SDg . Therefore, the stickiness constraint used
by the controller, T¯ SDg , is designed to have a back-off from T
SD
g .
All in all, the MPC with RTO strategy maximizes the throughput and the
residual moisture content while minimizing the supply of energy from the inlet
air. Note that the given process constraints already have back-off incorporated.
We therefore allow only to restrict the estimated controlled outputs to stay
within the process constraints.
Table 5.1 shows the key performance indicators (KPIs) of the closed-loop simu-
lation presented in Fig. 5.3. Compared to the PI controller, the MPC with RTO
provides on average an increased product flow rate of 8.63% and a decreased
specific energy consumption of 6.72%. The energy consumption is increased due
to the increased product flow rate. The powder moisture content is increased by
3.21% (0.108 p.p.) and the energy efficiency is increased by 6.06% (2.44 p.p.).
The profit of operation is improved by 8.71%. Clearly, despite an increase in
energy consumption, the MPC with RTO perform better than the conventional
PI control.
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Figure 5.3: Simulation of the MPC with an RTO layer subject to the distur-
bance scenario given in Fig. 4.2.
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5.7 Summary
In this chapter, we described the MPC with RTO control strategy and performed
a closed-loop simulation.
• We described the state estimator, the regulator and the RTO layer to form
a complete MPC with RTO control strategy applicable for real-time use.
Tuning of the state estimator was also presented.
• We showed that the MPC with RTO provides significantly improved con-
trol of the residual moisture content compared to the conventional PI
control and avoids that the powder sticks to the walls of the chamber.
• Compared to conventional PI control strategy, the product flow rate is
improved by 8.63%, the specific energy consumption is decreased by 6.72%,
and the powder moisture content is improved by 3.21%.
• The MPC with RTO improves the profit of operation by 8.71%. Thus, the
MPC with RTO control strategy perform better than the conventional PI
control.
Chapter 6
Economic Model Predictive
Control
In this chapter, we present the Economic Model Predictive Control (E-MPC)
algorithm, utilizing a nonlinear objective, a nonlinear control model and a con-
straint function from Section 2.5 for control of the four-stage spray dryer.
The chapter provides a summary of Paper B, Paper F, Paper G and Paper H.
6.1 Control principles of E-MPC
In Chapter 5 we presented the hierarchical approach to economic optimization
and control, the MPC with RTO, which is widely applied in the process indus-
tries [DNJN11,AO10]. Recently, E-MPC has been found effective within process
optimization. In E-MPC the RTO layer is not required for computing targets
to the MPC, as the higher-level objective, economics, is directly implemented
in the objective function of the MPC.
Fig. 6.1 illustrates the components of the E-MPC and the signal paths between
these and the dryer. In the E-MPC control strategy we manipulate the same
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Figure 6.1: Illustration of the E-MPC, that combines a state
estimator and a regulator for economic optimiza-
tion of the dryer operation.
four inputs as in the MPC with RTO strategy based on the same set of measured
outputs and disturbances.
The measurement vector, y, the output vector, z, the input vector, u, and the
main disturbance vector, d, are
y =
[
TSD TSFB Yab TVFBh TVFBc Scd
]T
(6.1a)
z =
[
TSD TSFB Yab Scd
]T
(6.1b)
u =
[
Ff Tmain Tsfb Tvfbh
]T
(6.1c)
d =
[
Sf Tf Yamb
]T
(6.1d)
Fig. 2.1 provides an overview of the spray dryer, the symbols and the naming
convention of the outputs, inputs and disturbances.
Algorithm 5 lists the on-line computations in the E-MPC algorithm consisting
of a regulator and a state estimator. The state estimator consists of a filter and
a one-step-ahead predictor step. The sample time is Ts = 30 s. As described in
Chapter 5, the state estimator provides the initial state of the dynamic model,
which in combination with the model is used in the regulator to optimize the
future input trajectory. The optimization in the regulator results in a sequence
of inputs for a finite horizon, out of which only the first input is applied to the
dryer. This procedure is repeated at each sample instant. The repeated opti-
mization procedure provides feedback and form a closed-loop input trajectory.
This enables the E-MPC to counteract model uncertainties, model mismatch
and unknown disturbances etc.
The discrete-time nonlinear regulator problem may be solved using single-shooting
6.2 Model 77
Algorithm 5 E-MPC Algorithm
Require: yk, dk, ˆ¯xk|k−1, P¯k|k−1, uk−1
Filter:
Compute the one-step ahead measurement prediction and the output matrix
yˆk|k−1 = h¯y(ˆ¯xk|k−1), C¯y,k =
dh¯y
dx¯ (ˆ¯xk|k−1)
Compute the filtered state
Re,k = C¯y,kP¯k|k−1C¯Ty,k +Rv,k
K¯fx,k = P¯k|k−1C¯Ty,kR
−1
e,k
ˆ¯xk|k = ˆ¯xk|k−1 + K¯fx,k(yk − yˆk|k−1)
P¯k|k = P¯k|k−1 − K¯fx,kRe,kK¯Tfx,k
Regulator:
uk = µ(ˆ¯xk|k, uk−1, dk)
One-step predictor:
Compute the predicted state, ˆ¯xk+1|k = F¯ (ˆ¯xk|k, uk, dk), and state sensitivity,
A¯k =
∂F¯
∂x¯ (ˆ¯xk|k, uk, dk) using ESDIRK
[ˆ¯xk+1|k, A¯k] = ESDIRK(tk,tk+1,ˆ¯xk|k, uk, dk)
P¯k+1|k = A¯kP¯k|kA¯Tk + G¯R¯wG¯
T
return uk, ˆ¯xk+1|k, P¯k+1|k
(control vector parametrization) [SSBM05], multiple-shooting [BP84, CJ12] or
the simultaneous method [Bie84]. In this thesis both the single-shooting and
the multiple-shooting method are investigated. We use an efficient ODE/DAE
solver, the explicit singly diagonally implicit Runge-Kutta (ESDIRK) method,
with sensitivity computation capabilities to speed up the computational time.
The sensitivity capability also makes the ESDIRK method well suited for the
state estimator.
6.2 Model
The E-MPC is based on the complexity reduced nonlinear model in Section 2.5
that is different from the simulation model in Section 2.4. Offset-free estimation
of the measurements and offset-free control of the controlled variables at steady-
state are achieved by augmenting the model. The state vector, x, is augmented
by a vector of integrated disturbance states, xd. The augmented state vector
is x¯ = [x;xd] ∈ Rnx¯ . The regulator and state estimator are based on the
augmented model
x¯k+1 = F¯ (x¯k, uk, dk) + G¯w¯k (6.2a)
yk = h¯y(x¯k) + vk (6.2b)
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zk = h¯z(x¯k) (6.2c)
where uk ∈ Rnu is the input vector, dk ∈ Rnd is the measured disturbance
vector and yk ∈ Rny is the measurement vector that may vary in size. zk ∈ Rnz
is the outputs.
The operator F¯ (·) denotes the state integration of the augmented model, x¯k+1,
of
x¯(tk) = x¯k (6.3a)
d
dt
x¯(t) = f¯(x¯(t), uk, dk, θ) tk ≤ t ≤ tk+1 (6.3b)
x¯k+1 = x¯(tk+1) (6.3c)
with
x¯ =
[
x
xd
]
f¯(x¯, u, d, θ) =
[
f(x, u, d, θ) +Bdxd
0
]
x¯k+1 is computed using the ESDIRK3(4) method with variable step-size. The
ESDIRK method is well suited for the EKF, as both the state integration and
state sensitivity are utilized in the state estimator [JKTM07]. The augmented
output functions are
h¯y(x¯k) = hy(xk) + Cdxd,k (6.4a)
h¯z(x¯k) = hz(xk) + Cd,zxd,k (6.4b)
h¯y(x¯k) is the measured output equations and h¯z(x¯k) is the output equations.
h¯z(x¯k) is formed by row selection of h¯y(x¯k). G¯ = I is the noise to state matrix,
selected such that all states are exposed to state noise. The state and measure-
ment noise covariances are w¯k ∼ Niid(0, R¯w) and vk ∼ Niid(0, Rv) and must be
estimated. The noise-terms are assumed to be uncorrelated.
6.3 State Estimation
The Extended Kalman Filter (EKF) is used to estimate the state, ˆ¯xk|k, in the
augmented nonlinear control model based on the measurements, yk, and the
inputs, uk. The EKF utilizes many of the same principles as the Kalman filter.
However, it linearizes the nonlinear model around the current state estimate
at each time step allowing the model to be solved as a Linear Time Varying
(LTV) model. The use of the augmented control model ensures offset-free out-
put estimation (and control) at steady-state, in the presence of plant/model
mismatch and/or un-modeled disturbances according to [PR03] and [PGA15].
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In Paper B, Paper G and Paper H we select pure input disturbances, i.e. Cd = 0
and Bd such that the energy- and the vapor mass balances are subject to the
disturbance integration.
Algorithm 5 provides the state estimator equations. The filtering part corrects
ˆ¯xk|k, using the latest measurement, yk, after which it is used in the regulator as
the initial state. The predictor part uses the model to predict ˆ¯xk+1|k.
Maximum Likelihood (ML) Tuning
The unknown noise variances, R¯w and Rv, are estimated by the Maximum
Likelihood (ML) method in the same manner as described in Section 5.3. The
likelihood function, VML(θ¯) in (5.5) is determined recursively by means of the
EKF in Algorithm 5 without the regulator step. θ¯ is θ¯ = [θ¯w; θv] and we define
the noise covariances R¯w = diag(θ¯w) and Rv = diag(θv).
6.4 Regulator
In a receding horizon manner, the inputs in the E-MPC are obtained by the
solution of the following finite dimensional discrete optimal control problem
min
x,u,s
φ = φe + φs + φ∆u, (6.5a)
s.t. [xk; xd,k] = ˆ¯xk|k, x(tk) = xk, (6.5b)
d
dt
x(t) = f(x(t), uk+j , dk, θ) +Bdxd,k, t ∈ Tk (6.5c)
z(t) = hz(x(t)) + Cd,zxd,k, t ∈ Tk (6.5d)
umin ≤ uk+j ≤ umax, j ∈ Nu (6.5e)
c(z(tk+j)) + sk+j ≥ 0, j ∈ Nz (6.5f)
sk+j ≥ 0, j ∈ Nz (6.5g)
x(t) is the state vector, uk is the input vector, dk is the measured disturbance
vector and sk ∈ Rns is the vector of slack variables related to the soft output
constraints. The objective function, φ, consists of an economic term
φe = −
∫ tk+T
tk
p(z(t), uk+j , dk)dt (6.6)
measuring the profit of operation, an `2 − `1 penalty term
φs =
N∑
j=1
1
2
‖sk+j‖22,SW + ‖sk+j‖1,sw (6.7)
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penalizing violation of the point-wise output constraints, (6.5f), and an input-
rate of movement regularization term
φ∆u =
1
2
N−1∑
j=0
‖∆uk+j‖2Q∆u =
1
2
N−1∑
j=0
‖uk+j − uk+j−1‖2Q∆u (6.8)
that prevents the optimal profile of inputs from large variations from sample
to sample [PJ09, HLJB12]. The profit rate, p(z(t), uk+j , dk), is identical to the
profit rate used by the RTO. p is computed using (2.16a) and the complexity
reduced nonlinear model in Section 2.5. The objective function and the nonlin-
ear model dynamics are integrated using the ESDIRK3(4) method as described
below. The associated objective and state sensitivities are computed as well by
the ESDIRK method. The inputs are parametrized using a piecewise constant
function, u(t) = uk+j with tk+j ≤ t < tk+j+1, j ∈ Nu. The constraints (6.5e)
are input constraints and corresponds to (2.5.4). The estimated current state,
ˆ¯xk|k, is assigned to the initial state by (6.5b). To avoid violation of the output
constraints, while maintaining feasibility of (6.5) at all time, we implement the
`2 − `1 soft output constraints in (6.5f)-(6.5g) [MRRS00]. The `2 − `1 penalty
function is the same as for the RTO. The constraint function, c(z), for the out-
put constraints are provided in Section 2.5.4. No forecasts are available for the
disturbances, therefore we use the same-as-now forecasts. The sampling time
of the E-MPC is Ts = 30 s. The control and prediction horizon is T = 25 min
leading to N = T/Ts = 50. The horizon is selected such that a steady-state is
reach within the horizon and the turnpike property has no effect on the first
input. Tk = [tk, tk + T ] denotes the time interval. Nu = {0, 1, . . . , N − 1}
and Nz = {1, 2, . . . , N}. The solution to (6.5) provides an optimal trajectory,
{uk+j}N−1j=0 , of which only the first input, uk, is implemented on the process.
The ESDIRK3(4) method
The ESDIRK method, based on [KJTJ04, CJ12, Cap13], is used to integrate
the model as well as the profit of operation in (6.5a). The method is a special
implicit Runge-Kutta method that is computationally efficient for stiff systems,
both A- and L-stable, and is implemented with an embedded error estimator
[KJTJ04]. The numerical solution of the initial value problem in (6.5) may in
each integration step be denoted
φe,j = −
∫ tk+Ts
tk
p(z(t), uk+j , dk)dt = −hn
4∑
i=1
bip(z(Ti), uk+j , dk) (6.9)
Xi − hnγ(f(Xi, uk+j , dk, θ) +Bdxd,k) =
X1 + hn
i−1∑
j=1
aij(f(Xj , uk+j , dk, θ) +Bdxd,k)
(6.10)
with i = 2, 3, 4. xk+j = X1 and Xi denote the state solution at time Ti =
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tn + cihn for i ∈ {1, 2, 3, 4}. xk+j+1 = X4 is the numerical solution at time
tn + hn. a, b, c and γ are the Runge-Kutta Butcher Tableau values. The
main computational effort in the ESDIRK method is the solution of the implicit
equations (6.10) using a Newton based method. The ESDIRK method also
provides sensitivity computation capabilities. The details of the computation
of the state and stage cost sensitivities are described in [KJTJ04,CJ12,Cap13].
The scheme has been implemented with variable integration step-size, hn, with
an error accuracy of 10−4. Each integration step-size, hn, is chosen to be smaller
than or equal to the sample time, Ts.
6.4.1 Optimization Methods
The nonlinear optimization problem (NLP) in (6.5) may be solved using a single-
shooting, a multiple-shooting or a collocation method. In Paper D, Paper F and
Paper G we use the single-shooting method and in Paper B and Paper H we
use the multiple-shooting method. We found that the two methods have almost
equal execution time for this E-MPC problem. The single-shooting method is
advantageous for systems with a relatively large number of states compared to
the number of inputs. The method progress towards a solution by iterating
between solving the model and solving a reduced size optimization problem.
We speed up the computations by computing the gradients by the discrete ad-
joint method, but many other methods exist. Single-shooting may be costly
if evaluation of the problem functions are costly, e.g. if an implicit discretiza-
tion scheme must be applied. In addition single-shooting lacks robustness when
applied to unstable processes [MBF04]. The multiple-shooting method is an
alternative and popular choice, as it requires few internal iterations and have
good stability properties. Gradients may be constructed directly from the sen-
sitivities given by the ODE/DAE solver. The gradients are highly sparse which
must be exploited. Both single-shooting and multiple-shooting methods can use
state-of-the-art ODE/DAE solvers [KJTJ04,CJ12,Cap13].
We use the multiple-shooting method with an NLP-solver from IPOPT for the
simulation study described in this chapter. IPOPT is based on an interior-point
algorithm. Alternatively, the Matlab R© function fmincon [Mat15] can be used
for solution of the NLP. We experience the lowest computation times using the
IPOPT method.
The solution of (6.5) is defined by the function
uk = µ(ˆ¯xk|k, uk−1, dk) (6.11)
in which uk is the first u
∗
k of U
∗
k . The function defines the on-line computations
of the regulator, provided in Algorithm 6, and used in Algorithm 5.
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Algorithm 6 Regulator Algorithm for multiple-shooting, µ(·)
Require: X˜init, ˆ¯xk|k, uk−1, dk
Solve NLP:
X˜∗ = NLPSolver(problem(X˜init,uk−1,dk,ˆ¯xk|k))
uk = unpack(X˜
∗)
return uk
Require: [φ, ceq, cineq]=problem(X˜,uk−1,dk,ˆ¯xk|k)
[U,X, S] = unpack(X˜)
[xk; xd,k] = ˆ¯xk|k
φe = 0
for j = 0 : N − 1
Compute the state prediction and profit function using ESDIRK
[xk+j+1, φe,j ] = ESDIRK(tk,tk+1,Xj , Uj , dk, xd,k)
zk+j = hz(Xj) + Cd,zxd,k
φe = φe + φe,j
end
zk+N = hz(XN ) + Cd,zxd,k
Compute the profit of operation including relaxation
φ = φe + φs(S) + φ∆u(U, uk−1))
Compute the equality and inequality constraints
ceq = {xk+j}Nj=0 −X = 0
cineq = [{c(Zj)}Nj=1 + S ≥ 0; S ≥ 0; Umin ≤ U ≤ Umax]
6.5 Closed-loop Simulation
The performance of the E-MPC control strategy has been investigated by a
closed-loop simulation. Fig. 6.2 shows the measured outputs and the inputs
of the closed-loop simulation. Fig. 4.2 shows the disturbances. The E-MPC
operates the inputs of the dryer such that the cost of operation is minimized
at all time. The optimum is reached when TSD reaches the glass transition
temperature, T¯ SDg , i.e. the point at which the powder turns sticky and Yab is
at its maximum value and the moisture content of the powder, Scd, reaches
its maximum value Smax. The reason is simple, it maximizes the throughput,
Ff, while meeting the residual moisture specification i.e. product quality. The
optimum is achieved while the energy consumption is minimized from the inlet
air heaters, i.e. by minimizing Tmain, Tsfb and Tvfbh within the given constraints.
The most efficient operation is achieved when drying as much as possible in
the fluid beds, i.e. in the SFB and VFB stages. This is clearly seen from
the simulation where the SFB and VFB air temperatures, Tsfb and Tvfbh, are
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Table 6.1: Average KPIs for the E-MPC controller.
KPIs Unit E-MPC % inc. to PI
Product flow rate Fp 66.81 kg/hr 9.61 %
Energy consumption Qtot 90.4 kW 3.63 %
Specific energy consum. QtotFp 4.88 MJ/kg -5.44 %
Residual moisture 1− S 3.49 % 3.37 %
Energy efficiency η 42.5 % 5.52 %
Profit of operation p 135.19 e/hr 9.69 %
maximized until the residual moisture reaches the upper limit. This leads to a
high SFB stage temperature that is controlled close to its maximum temperature
TSFB ≤ 75.5◦C, however it does not reach it.
The simulation also shows that an increase in the ambient air humidity, Yamb,
or decrease in feed solid concentration, Sf, have the same effect i.e. causing the
powder to turn more moist and sticky inside the dryer. The E-MPC compensates
in both cases by decreasing the feed rate, Ff, and the inlet air temperatures
accordingly to maintain the optimal temperatures in the stages. Consequently,
the economically most favorable conditions for the dryer is obtained at low
ambient air humidity while drying a feed with a high content of solids.
Table 6.1 shows the key performance indicators (KPIs) of the closed-loop simu-
lation presented in Fig. 6.2. Compared to the PI control strategy, the E-MPC
provides on average an increased product flow rate of 9.61% and a decreased
specific energy consumption of 5.44%. The energy consumption is increased due
to the increased product flow rate. The powder moisture content is increased by
3.37% (0.114 p.p.) and the energy efficiency is increased by 5.52% (2.22 p.p.).
The profit of operation is improved by 9.69%. These numbers surpass both the
performance of the MPC with RTO strategy and the conventional PI control
strategy.
6.6 Summary
In this chapter, we described the E-MPC control strategy and performed a
closed-loop simulation.
• We described the nonlinear state estimator and the nonlinear regulator
that together forms a complete E-MPC control strategy. Tuning of the
state estimator was also considered.
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Figure 6.2: Simulation of the E-MPC subject to the disturbance scenario given
in Fig. 4.2.
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• We designed an E-MPC that controls the residual moisture content and
avoids that the powder sticks to the walls of the chamber.
• Compared to the conventional PI control strategy, the product flow rate
is improved by 9.61%, the specific energy consumption is decreased by
5.44%, and the powder moisture content is improved by 3.37%.
• We showed by a closed-loop simulation that the E-MPC surpasses the
performance of the PI control and MPC with RTO strategies. E-MPC
improves the profit of operation by 9.69%.
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Chapter 7
Application of MPC to an
Industrial Spray Dryer
In this chapter, we describe the application of MPC with an RTO layer to an
industrial four-stage spray dryer. We provide an industrially recorded closed-
loop experiment and show that the profit of operation is improved significantly
by the application of MPC.
The chapter provides a summary of Paper I.
The spray dryer in question is a GEA Multi-Stage Dryer (MSDTM-1250) that
produces enriched milk powder. It is one of the largest dryers installed in the
dairy industry. The dryer is supplied with 169 tons/hr of air and consumes
7.4 MW of energy to heat the air by combustion of natural gas. The nominal
evaporation capacity is approximately 7000 kg/hr of water. The MPC solution,
based on the MPC with an RTO layer, which is applied in this study, also forms
the basis of a control solution currently being commercialized and marketed as
DRYCONTROLTM by GEA Process Engineering A/S.
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7.1 PLC, Industrial PC and SCADA Setup
The dryer was erected in 2015, and is equipped with standard field instruments
as well as the latest innovations within advanced field instruments. Fig. 7.1
illustrates the communication paths between the PLC and the advanced field
instruments, the PLC and the industrial PC, and the PLC and the SCADA
system. The residual moisture content is measured at the VFB powder outlet
and the exhaust air humidity is measured by extracting air from the exhaust
air duct. The challenge from a control point of view is that these measurements
may be unavailable for longer periods due to in-process maintenance, automati-
cally detected sensor errors and slow sample frequencies. The PLC handles the
communication between the standard field instruments, the advanced field in-
struments and controls the actuators. The industrial PC, which runs our MPC
algorithm, is located in the PLC panel. The communication between the PLC
and the industrial PC is performed via the OPC communication protocol, which
is a well proven industrial standard. The SCADA system handles and conveys
the operator instructions to the PLC as well as presents the current state of
the spray dryer. Fig. 7.2 shows the SCADA system from which the operators
handle the standard control system and the MPC solution. In the SCADA sys-
tem the operator can turn the MPC solution on and off, adjust the constraints
in the recipe system and see the optimal targets which the MPC is heading
towards. The task for the operator is thus changed from defining targets for the
PID controllers to defining ranges (constraints) for the manipulated variables
and targets of the MPC solution. The inputs and outputs of the MPC solution
are scaled and validated before being sent to the PLC and after being received
from the PLC. Bumpless transfer is implemented to ensure a smooth transi-
tion between the MPC and the conventional PI control strategy. Interlocks are
implemented to accommodate emergency shut downs.
7.2 MPC Program
The MPC program implements the MPC algorithm and the additional features
needed to provide a standalone MPC solution. The MPC code is compiled only
once to a standalone executable program using Matlab R©. The MPC program
is used for all applications. The individual specification of each application is
made by configuring an XML file. The MPC program reads this XML file as
part of its initialization/start-up routine. This XML file is also referred to as
the definition file.
Fig. 7.3 shows an overview of the MPC program, which is composed of several
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Figure 7.1: Overview of the communication paths from the advanced field
instruments to the PLC, MPC as well as the SCADA system.
modules that in combination provides a fully functioning MPC solution. The
core of the program is the MPC algorithm, around which several support mod-
ules are needed; i.e. the connection module, the manager module, the logger
module and the add-on modules.
The MPC program starts up by parsing the XML definition file and initializes
the described modules. First, the OPC connection is started and a connection
to the relevant tags in the OPC server is established. This module handles the
transfer of data to and from the PLC. A watch dog is setup to ensure proper
handling of connection losses. The manager module is started to handle errors
i.e. present these in the SCADA system as well as storing them in a log file. It
also makes sure that dependent modules are started in the correct order. The
logger stores the value of all the OPC tags at a fixed rate to a CSV file. The
logged OPC values facilitate performance assessment and troubleshooting. The
add-on module handles the reading, validation and calculation required for the
advanced instruments before these can be used in the MPC algorithm. The
state estimator, regulator and RTO module are started to provide the MPC
with RTO control solution. The program is mainly intended for MPC use, but
simpler control solutions are also supported such as least-squares soft-sensoring
and PID regulators.
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Figure 7.2: The SCADA system for control of the spray dryer along with the
MPC faceplate.
7.2.1 MPC Algorithm
The MPC algorithm in the MPC program is based on the earlier described MPC
with an RTO layer from Chapter 5, Paper B and Paper H. The performance of
this controller compares well to the more advanced E-MPC solution while being
simpler to implement, proved reliable and requires a minimum of computational
power. The MPC algorithm combines a state estimator, a regulator and an RTO
layer as presented in Algorithm 2, Fig. 5.1 in Chapter 5 and Fig. 7.3.
7.2.1.1 State Estimator Module
The state estimator module, which may also act as a standalone soft-sensor, is
based on a linear time-varying Kalman filter. The time-varying Kalman filter
is used to estimate the initial state in the regulator, ˆ¯xk|k. Offset-free output
estimation (and control) at steady-state is provided by augmenting the identified
state-space model with integrating output disturbances, i.e. Cd = I and Bd = 0
[PR03,PGA15]. The output disturbance model is favored compared to the input
7.2 MPC Program 91
Figure 7.3: Overview of the structure in the MPC program (i.e.
DRYCONTROLTM).
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disturbances as the model errors seem to mainly show as step changes in the
outputs.
As in Section 5.2, the augmented model is
x¯k+1 = A¯x¯k + B¯uk + E¯dk + G¯w¯k + σ¯x (7.1a)
yk = C¯yx¯k + σy + vk (7.1b)
zk = C¯zx¯k + σz (7.1c)
where x¯k ∈ Rnx¯ is the augmented state vector, uk ∈ Rnu is the input vector,
dk ∈ Rnd is the measured disturbance vector and yk ∈ Rny is the measurement
vector that vary in size. zk ∈ Rnz is the controlled output vector. G¯ is selected
such that only the integrating disturbance states are subject to state noise. w¯k
and vk are assumed uncorrelated with w¯k ∼ Niid
(
0, R¯w
)
and vk ∼ Niid(0, Rv).
The noise covariances are estimated according to Section 5.3.1.
7.2.1.2 Regulator Module
The regulator is formed as an output tracking problem with input constraints
min
{uk+j}N−1j=0
φ =
1
2
N∑
j=1
‖zk+j − rk‖2Qz +
1
2
N−1∑
j=0
‖∆uk+j‖2Su (7.2a)
s.t. x¯k = ˆ¯xk|k, (7.2b)
x¯k+j+1 = A¯x¯k+j + B¯uk+j + E¯dk + σ¯x, j ∈ Nu (7.2c)
zk+j = C¯zx¯k+j + σz, j ∈ Nz (7.2d)
umin ≤ uk+j ≤ umax, j ∈ Nu (7.2e)
in which ∆uk+j = uk+j−uk+j−1 and Nz = {1, 2 . . . , N}, Nu = {0, 1 . . . , N−1}.
N is the control and prediction horizon. The estimated current state, ˆ¯xk|k, is
assigned to the initial state by (7.2b). (7.2c) and (7.2d) are the augmented state-
space constraints from (7.1). (7.2e) are the input constraints. No forecasts are
available for the target, rk, and the measured disturbances, dk. Therefore we use
the same-as-now predictions in (7.2). The tracking problem in (7.2) is solved by
formulating the corresponding convex quadratic problem as described in Section
5.4.
7.2.1.3 RTO Module
The RTO layer computes the target, rk, in the regulator to achieve better eco-
nomic performance. The RTO algorithm is described in details in Section 5.5.
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rk is computed by
min
uss,zss,s
φss = −p(zss, uss, dk) + ‖s‖22,SW (7.3a)
s.t. [0 I]x¯ss = [0 I]ˆ¯xk|k (7.3b)
x¯ss = A¯x¯ss + B¯uss + E¯dk + σ¯x (7.3c)
zss = C¯zx¯ss + σz (7.3d)
umin + δu ≤ uss ≤ umax − δu (7.3e)
c(zss) + s ≥ 0 (7.3f)
s ≥ 0 (7.3g)
The target is set to the optimal controlled output value, rk = zss, when (7.3) is
solved. At the samples between the intervals, (7.3) is not solved and the current
target is maintained.
The objective function, φss, is the sum of the profit function, p(zss, uss, dk), and
a penalty function, ‖s‖22,SW , that penalizes violations of the output constraints.
The nonlinear profit function p(zss, uss, dk) is tailored to the dryer and product
being dried as described in Paper H and Paper I. The integrating disturbance
states, xd,k = [0 I]ˆ¯xk|k, are fixed to their current values by (7.3b). The linear
model is used in the constraints (7.3c)-(7.3d) to determine the steady-state
relation between the inputs, uss, and the controlled outputs, zss. umin and umax
define the process input constraints. δu contains a back-off in the manipulated
variables to maintain controllability in the regulator. The nonlinear process
constraints, c(zss), contains the stickiness constraints of the powder and the
operator defined limits on the controlled outputs. This function is tailored to
the dryer and product being dried as described in Paper H and Paper I. Together
these constraints provide a region in which safe operation is guaranteed. We
allowed only to constraint the controlled outputs of the Kalman filter to stay
within the stickiness constraint as the given constraints already have back-off
incorporated. We use the Matlab R© function, fmincon, using the SQP method
for solution of (7.3).
7.2.2 Add-on Module
An add-on module computes the feed solids concentration and handles the read-
ing, validation and calculation required for the advanced field instruments. The
feed concentration, Sf, is computed from measurements of the feed density and
the feed temperature. This is possible as the feed composition and the density
of the feed components are approximately known. The exhaust air humidity
sensor provides a relative air humidity and a temperature measurement of the
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extracted air from the exhaust air duct. The temperature and relative air hu-
midity are used to compute the absolute air humidity, Y . The module computes
the absolute air humidity when the instrument readings are within its ranges.
Otherwise the measurement is ignored. POWDEREYETM is a system for in-
line powder analysis and is designed specifically for spray dryers. The system
allows producers of food and dairy powders to perform the most important
product quality tests (i.e. residual moisture content, poured and tapped density
of the powder and detection of scorched particles) during spray drying in a sin-
gle in-line operation [DS14]. The module reads and scales the residual moisture
measurement if no warnings are present at the instrument. If there is a warning,
such as an empty sample cup, the measurement is ignored.
7.3 XML Definition File
The definition file defines the modules in the MPC program. The file identifies
the tag names in the OPC server and defines the process inputs, outputs and
disturbances in the MPC algorithm. It contains the state-space models for each
recipe of produced products. It specifies the control objective, i.e. targets,
constraints and tuning parameters. The file also specifies the auxiliary features,
such as handling of the advanced instruments. The design of this file is the
design and modeling step of the MPC strategy. The file is formatted according
to the XML standard, making it easy to read and parse in the program.
7.3.1 Process Outputs, Inputs and Disturbances
The controlled outputs in the MPC are the exhaust air temperature, Texh, and
the absolute exhaust air humidity, Y , to avoid deposits of sticky particles on
the spray dryer surfaces. The SFB powder temperature, Tpowder, is controlled
to avoid lumps of powder to form in the SFB. The reisudal moisture content of
the final powder, S, is controlled to keep it below and close to the maximum
limit. The inputs are the feed flow, Ff, the temperature target to the main air
heater, Tmain,sp, the temperature target to the SFB air heater, Tsfb,sp, and the
temperature target to the VFB air heater, Tvfbh,sp. The inputs provide strong
controllability of the outputs. The disturbances are the feed solids concentration
Sf, the absolute ambient air humidity, Yamb, and the number of active nozzles,
Nnozz, in the feed line.
The measurement and output vector, y = z, the input vector, u, and the dis-
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turbance vector, d, are
y =
[
Texh Y Tpowder S
]T
(7.4a)
u =
[
Ff Tmain,sp Tsfb,sp Tvfbh,sp
]T
(7.4b)
d =
[
Sf Yamb Nnozz
]T
(7.4c)
7.3.2 Model Identification
The MPC relies on a model for estimation of the states and prediction in the
regulator. The model is divided into two sub-models; an actuator model and a
dryer model. The approach is advantageous as it provides flexibility in tuning
of the PID parameters in the actuators, as the tuning can be changed without
the need for identification of the full control model.
We identify a continuous-time transfer function model described by
U¯(s) = Ga(s)U(s) (7.5a)
Y (s) = Gm(s)U¯(s) +GdD(s) (7.5b)
z(tk) = y(tk) (7.5c)
in which U(s) is the inputs, U¯(s) is the actuated intermediate values and Z(s)
is the controlled outputs. D(s) is the disturbances that affects the controlled
outputs.
Ga(s) is the actuator model, Gm(s) is the dryer model and Gd(s) is the distur-
bance model. These consists of a matrix of transfer functions of the form
ga,ii(s) =
Ka,ii
τa,iis+ 1
e−θa,iis (7.5d)
gm,ji(s) =
Km,ji
τm,jis+ 1
e−θm,jis (7.5e)
gd,jk(s) =
Kd,jk
τd,jks+ 1
e−θd,jks (7.5f)
where i is the input, k is the disturbance and j is the output. The parameters
in the above model are obtained by least-squares minimization of the residuals
between the simulated and recorded response. Ga(s) is identified from 4 esti-
mation datasets. Gm(s) and Gd(s) are identified from 10 estimation datasets.
The estimation datasets were also used for validation.
Fig. 7.4 presents a dataset used for validation of the combined model in (7.5).
The model response is a simulation in which no feedback from the data is im-
plemented. The model fits the data well. The datasets used for identification
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Figure 7.4: Comparison of a validation dataset (blue) and the cor-
responding simulation (black) of the combined model in
(7.5). The model fits the data well.
consist of both open-loop and closed-loop data. Fig. 7.5 shows the unit-step
responses of the combined model, U(s) to Z(s). The process model in (7.5) is
transformed to a discrete time state-space model, (A,B,E,Cy,Cz), using a zero-
order-hold assumption on the inputs and disturbances. Thereby we can make a
balanced realization from the Hankel matrix of the impulse response matrices.
The lumped control model presented in Section 2.5 and Paper G can potentially
also be used in the MPC and the RTO layer. Currently, the model describes
drying of maltodextrin on the smaller MSD-20 spray dryer and modifications
must therefore be performed in order to make it fit this dryer. Instead, we
decided to use the more general black-box data driven model in (7.5).
7.3.3 Regulator and RTO Tuning
The tuning parameters in the objective function, Qz = diag([30 15 30 800]) and
Su = diag([45 30 30 7.5]), are selected to achieve a good compromise between a
fast closed-loop response and robust performance. The highest weight is set on
control of the residual moisture content. The control and prediction horizon is,
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Figure 7.5: Unit-step responses of the identified model in (7.5).
N = 60 min/20 s = 180. The sample rate of the MPC is 20 s. The RTO problem
is solved at a sample rate of 30 s. The fast sample rate of the RTO means that a
steady-state is not reached before the RTO computes a new target for the MPC.
The soft constraint penalty is sW = diag([10
5 105 105 105]). The input and
output constraints in the MPC and RTO layer are determined by the operators
in the recipe handling system. The back-off in the manipulated temperatures,
δu, is selected to be 5
◦C to maintain controllability in the regulator.
7.4 Closed-loop Performance
The performance of the MPC has been validated against the conventional PI
control strategy in several experiments. Two of these experiments are presented
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in Paper I. We present a single closed-loop experiment that illustrates the func-
tionality of the MPC with RTO strategy.
7.4.1 Experiment
Fig. 7.6 shows the measured (and controlled) outputs and the targets. Fig. 7.7
shows the inputs and Fig. 7.8 shows the disturbances. The data series starts
shortly after the dryer has been running on cold standby for a longer period.
The residual moisture content, S, at time 13:15, therefore initially violates the
upper limit. The produced powder is then stored for later rework. The MPC is
turned on as soon as the production is within safe limits, but still in the transient
start-up phase. After being turned on the MPC stabilizes the production in less
than 30 minutes. The closed-loop experiment shows that the MPC is able to
control the outputs Texh, Y , Tpowder and S, to its targets. The disturbances
are rejected by small adjustments to the inputs. The targets that are generated
by the RTO layer are feasible and is frequently updated in accordance to the
disturbances.
The economics of drying is optimized by increasing the product flow rate, and
thereby the feed flow rate, Ff, while minimizing the inlet air temperatures,
Tmain,sp, Tsfb,sp and Tvfbh,sp, accordingly. Texh is minimized until the lower
temperature limit at 80◦C is reached and Y is increased to maximize the evap-
oration rate. In this experiment the heaters reach their upper limit and cannot
supply more heat for evaporation. Thus, the stickiness of the powder is not the
limiting constraint. The residual moisture content, S, is maximized to increase
the yield and thereby profit. The RTO layer also seeks to maximize the profit
of operation by minimizing the energy consumption by shifting the drying from
the top of the spray dryer to the more energy efficient fluid bed stages. This
is observed as the SFB powder layer temperature is high and the SFB inlet air
temperature has reached its upper limit. Drying in the VFB stage is avoided as
this would decrease the residual moisture content, S, below its maximum limit
and reduce the product flow rate. In order to increase the profit of operation
further, the bottleneck of the performance i.e. the maximum temperatures on
the heaters, Tmaxmain,sp and T
max
sfb,sp, must be addressed. Currently, the heaters are
almost constantly operating at their upper limits. These upper limits were not
obtained from product and dryer specific limits, rather they are a result of oper-
ator related experience. It should thus be possible to further increase the profit
of operation by challenging these limits.
At time 14:35 the feed solids concentration suddenly changes due to an evap-
orator swap. The swap leads to an increased amount of water in the feed, Sf.
The MPC decreases the production capacity accordingly to maintain correct
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Figure 7.6: Measured and controlled outputs. The gray-shaded area de-
note PI control in action. Red dashed lines are constraints.
Figure 7.7: Input variables. Red dashed lines are constraints.
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Figure 7.8: Measured disturbances.
residual moisture levels and prevent the powder from sticking to the chamber
walls. The varying ambient air humidity is also handled, but the maximum
exhaust air humidity is never reached and no correcting action has to be made.
At 16:20 the operator observes high nozzle pressures. In an attempt to handle
the situation, the MPC is turned off by the operator. After 2 hours in conven-
tional operation, the MPC is turned on again with Tmaxmain,sp increased by 1
◦C
to allow an extra nozzle to be activated. During the period with conventional
operation, the upper limiting residual moisture content is violated.
During the experiment the MPC maintain Texh and Y within the constraints,
which relate to stickiness of the powder, and the residual moisture content, S,
below its maximum limit.
7.4.2 Economic Benefit
Table 7.1 shows the average key performance indicators (KPIs) of an experiment
with the conventional PI control strategy and the presented MPC experiment
in Fig. 7.6. Compared to the MPC strategy, the PI control strategy provides
on average a lower average product flow rate and residual moisture content in
the powder. This leads to a decreased profit of operation. On average the MPC
improves the product flow rate by 4.44% (322 kg/hr) and the residual mois-
ture content by 6.31% (0.166 p.p.). The energy consumption is increased by
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Table 7.1: Average KPI values.
KPIs Unit PI MPC % inc. to PI
Product flow rate Fp 7,177 kg/hr 7,499 kg/hr 4.44%
Energy consumption Qtot 7.40 MW 7.49 MW 1.23%
Specific energy consum. QtotFp 3.71 MJ/kg 3.60 MJ/kg -3.10%
Residual moisture 1− S 2.633 % 2.799 % 6.31%
Energy efficiency η 63.4 % 62.6 % -1.28%
1.23%, however, more importantly the specific energy consumption is decreased
by 3.10%. The MPC decreases the energy efficiency by 1.28% (0.8 p.p.). This
decrease is due to a significantly higher ambient air humidity during this exper-
iment compared to the PI control experiment. The powder must therefore be
dried more extensively to meet the residual moisture limit, at the expense of an
increased energy consumption and decreased energy efficiency. In Paper I we
show that for a comparable experiment the energy efficiency is increased by 1
p.p.
The annual profit increase from the residual moisture content improvements
equates to approx.
= 0.166 p.p. · 7400 kg/hr · 7200 hr/year · 2.5 e/kg
= 221, 112 e/year
The annual energy savings equates to approx.
= 1 p.p. · 7.40 MW · 7200 hr/year · 12.906 e/(MWhr)
= 6, 886 e/year
assuming the price of natural gas and the energy improvement achieved in Paper
I. We exclude the profit related to increased production, as it may be limited by
up- and down stream process capacity as well as the market demand. In total,
the profit of operation is increased by approximately 228,000 e/year.
7.5 Summary
In this chapter, we described the industrial application of MPC to a Multi-Stage
Dryer (MSDTM-1250) for drying of enriched milk powder.
• We described the implementation of a complete MPC with RTO control
strategy applied to an industrial spray dryer.
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• The MPC provides significantly better control of the residual moisture
content compared to conventional PI control and avoids that the powder
sticks to the walls of the chamber.
• The performance of the MPC was documented by industrial experiments.
Compared to the PI control strategy, the product flow rate is improved
by 4.44% (322 kg/hr) and the residual moisture content is improved by
6.31% (0.166 p.p.).
• Estimated from our experiments, the annual economic benefit from the
residual moisture content and energy improvements equates to approxi-
mately 228,000 e/year. In this number we exclude the profit related to
increased production, although the increase is significant.
• The MPC program is commercialized and marketed as DRYCONTROLTM
by GEA Process Engineering A/S. The MPC developed in this project
forms an advanced control solution that can be used to improve the per-
formance of several other processes over the coming years.
Chapter 8
Conclusions and Perspectives
In this thesis, we have developed and applied Model Predictive Control (MPC)
strategies to optimize the operation of spray dryers. In that effort, we developed
simulation and control models of a GEA MSDTM-20 four-stage spray dryer. The
models were used to facilitate development and comparison of two MPC strate-
gies. 1) A linear MPC with a Real-Time Optimization layer (MPC with RTO)
and 2) An Economic Nonlinear MPC (E-MPC) with economic costs directly in
the objective function of the controller. These were both tailored for the spray
drying process to maximize the profit of operation, by maximizing the produc-
tion rate while minimizing the energy consumption. Simulations show that both
MPC strategies provide control of the dryer such that the produced powder is
within the given quality specifications while avoiding that the powder sticks to
the walls of the chamber. We compared the performance of the conventional PI
control strategy to the performance of the MPC strategies by both simulation
and an industrial experiment. The MPC control strategies improves the profit of
operation by up to 9.69% in simulations and by approximately 228,000 e/year
in the industrial experiment. Thereby, we conclude that the MPC strategies can
be used to optimize the spray dryer operation compared the PI control strategy.
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8.1 Spray Dryer Modeling
In Chapter 2, we developed a detailed first-principles dynamic model for sim-
ulation of the four-stage spray dryer and a simpler lumped dynamic model for
design of the control strategies. The models describe the evolution of the air
temperature, air humidity and the powder moisture contents in the dryer. The
model parameters are identified from experiments conducted on the MSDTM-20
four-stage spray dryer. The models fit the experimental data well in a wide
range of operating points. The models also provide the key performance indica-
tors (KPIs) such as the profit of operation, the energy consumption, the energy
efficiency, the product flow rate and the stickiness of the powder in the spray
dryer. The KPIs can be calculated directly from measurements.
Future work in this area should investigate simplification of the product drying
rate terms and heat exchange term between the SD and SFB stages in the
simulation model. Also, the models should be investigated for simulation of
larger industrial sized four-stage spray dryers, such as the MSDTM-1250, and
drying of more complex products.
8.2 Model Predictive Control
In Chapter 5 and Chapter 6, we developed and compared two MPC strategies.
Both control strategies automatically adjust the dryer to variations in the feed
and the ambient air humidity, to maximize the profit of operation while the en-
ergy consumption is minimized, the residual moisture content in the powder is
controlled and sticky powder is avoided. The MPC with RTO and the E-MPC
both improve the profit of operation significantly compared to the conventional
PI control strategy. By simulation we showed that the MPC with RTO im-
proves the profit of operation by 8.71% and the E-MPC improves the profit of
operation by 9.69%. Thus, the E-MPC outperforms both the PI and the MPC
with RTO control strategies. The MPC rely on a state estimator (soft-sensor)
for estimation of the current state of the dryer. The tuning of these state esti-
mators are important and we investigated the Maximum Likelihood (ML) and
Autocovariance Least Squares (ALS) methods for automated tuning of these.
We favored the ML method for its ability to handle missing observations well.
Future work in this area should be focused on speeding up the computational
time of the E-MPC implementation, such that it can be used for real-time
implementations. Several nonlinear MPC frameworks exists, e.g. CasADi or
ACADO, which could be applied.
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In Chapter 7, we demonstrated that the proposed MPC with RTO is applicable
to an industrial GEA MSDTM-1250 dryer producing enriched milk powder. We
documented the MPC setup as well as the KPIs obtained during the demon-
stration experiments. The MPC solution functions well and is used in the daily
operation. Compared to the conventional PI control strategy, the product flow
rate is improved by 4.44%, the residual moisture content is improved by 6.31%
(0.166 p.p.) and the specific energy consumption is decreased by 3.10%. We esti-
mate that the profit of operation is increased by approximately 228,000 e/year,
excluding the profit related to increased production.
Future work in this area should focus on the system identification part. The
time available for experiments are often limited which reduces the available data
for identification. System identification may take considerably time and is thus
costly. The use of physics-based models that incorporate a priori knowledge,
such as the presented control model from Chapter 5, may be beneficial to reduce
the time and costs needed for identification while providing high quality models.
8.4 Commercial Outlook
The MPC with RTO control strategy is today marketed by GEA Process En-
gineering A/S as DRYCONTROLTM. The MPC algorithm forms a control
package which is part of a general control solution platform. We hope to further
develop the control package and use it to improve the performance of several
other processes in the coming years. The principle of squeeze and shift may
apply to many processes in the food industry, e.g. falling film evaporators, po-
tentially leading to further energy savings and improved product quality. These
processes are yet to be investigated.
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Experiment Data
A.1 Estimation Experiment
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Figure A.2: The input vector, u, for the feed inlet.
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Figure A.1: The measurement vector, y.
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Figure A.3: The input vector, u, for the main air inlet.
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Figure A.4: The input vector, u, for the sfb air inlet.
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Figure A.5: The input vector, u, for the vfbh air inlet.
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Figure A.6: The input vector, u, for the vfbc air inlet.
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Figure A.9: The input vector, u, for the feed inlet.
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Figure A.10: The input vector, u, for the main air inlet.
0 2 4 6 8 10 12 14 16 18
500
600
F s
fb
 
[kg
/hr
]
0 2 4 6 8 10 12 14 16 18
80
90
100
T s
fb
 
[o C
]
0 2 4 6 8 10 12 14 16 18
Time [hours]
5
10
15
Y
sf
b 
[g/
kg
]
Figure A.11: The input vector, u, for the sfb air inlet.
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Figure A.12: The input vector, u, for the vfbh air inlet.
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Abstract
In this paper, we develop a dynamic model of an industrial type medium size four-stage spray dryer. The purpose of the model is
to enable simulations of the spray dryer at different operating points, such that the model facilitates development and comparison
of control strategies. The dryer is divided into four consecutive stages: a primary spray drying stage, two heated fluid bed stages,
and a cooling fluid bed stage. Each of these stages in the model is assumed ideally mixed and the dynamics are described by mass-
and energy balances. These balance equations are coupled with constitutive equations such as the water evaporation rate, the heat
transfer rates, and an equation for the stickiness of the powder (glass transition temperature). Laboratory data is used to model the
equilibrium moisture content and the glass transition temperature of the powder. The resulting mathematical model is an index-1
differential algebraic equation (DAE) model with 12 states, 9 inputs, 8 disturbances, and 30 parameters. The parameters in the
model are identified from well-excited experimental data obtained from the industrial type spray dryer. The simulated outputs of
the model are validated using independent well-excited experimental data from the same spray dryer. The simulated temperatures,
humidities, and residual moistures in the spray dryer compare well to the validation data. The model also provides the profit of
operation, the production rate, the energy consumption, and the energy efficiency. In addition, it computes stickiness of the powder
in different stages of the spray dryer. These facilities make the model well suited as a simulation model for comparison of the
process economics associated to different control strategies.
Keywords: Spray drying, Multi-stage dryer, Process simulation, Process modeling, Experimental data
1. Introduction
Spray drying is a processing technique for drying of liquids
or slurries. A spray dryer produces a free flowing powder.
Spray drying is widely used in the food, chemical and pharma-
ceutical industries [1]. The main purpose of drying foodstuffs is
to increase the shelf life as well as to reduce cost of transport-
ation over long distances. Examples of spray dried foods are
instant coffee, coffee whitener, eggs, milk, soups, baby foods,
sweeteners, and cheese in powdered form [2]. Also, many
powders occur in cooking. Chemicals are often dried to form
non-dusty agglomerates that are easier to handle. These may be
agrochemicals used in cultivation as well as optical brighteners
used in households and many more. Pharmaceuticals are dried
for the production of tablets. Aspirin, paracetamol and vitamins
are typical examples.
In this paper, we consider a spray dryer with both an integ-
rated and an external fluid bed. This is the preferred type of
dryer for production of food powders. It provides product flex-
ibility and the best energy efficiency compared to other spray
dryers. It is a challenge and non-trivial to operate a spray dryer
∗Corresponding author
Email addresses: lnpe@dtu.dk (Lars Norbert Petersen), nkpo@dtu.dk
(Niels Kjølstad Poulsen), hhn@elektro.dtu.dk (Hans Henrik Niemann),
christer.utzen@gea.com (Christer Utzen), jbjo@dtu.dk (John Bagterp
Jørgensen)
in an optimal way. One must maximize energy efficiency and
production while minimizing down time [3]. These two goals
are often conflicting, as increased production and efficiency
may lead to an increase in the hours lost on process-related
problems such as plugging, powder build-up, cleaning in place
(CIP), etc. Constantly changing external disturbances, such as
the ambient air humidity and feed composition, are the main
reason that the powder turn sticky and deposits starts to build
up on the dryer walls. The operator must perform frequent ad-
justments to the spray dryer to avoid depositions. These adjust-
ments are hardly ever performed, as the operator have other im-
portant tasks to perform. Instead the spray dryer is operated in
a conservative non-optimal way. Thus, automatic control sys-
tems to perform the adjustments are needed. To facilitate devel-
opment of automatic control systems, a dynamic model is desir-
able to simulate the spray drying process and compare control
algorithms in terms of economically related key performance
indicators.
1.1. Process description
Fig. 1 illustrates a modern four-stage spray dryer with an
integrated (static) fluid bed and an external (vibrating) fluid
bed. The spray dryer consists of the primary spray drying stage
(SD), the static fluid bed stage (SFB), the hot vibrating fluid bed
stage (VFBh), and the cold vibrating fluid bed stage (VFBc).
The main hot air is let into the upper section of the primary
Preprint submitted to Journal of Process Control 6th May 2016
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Figure 1: Principle diagram of the four-stage spray dryer with both an integrated
fluid bed and an external fluid bed.
spray drying stage (SD) around the high pressure nozzles. The
nozzles disperse the liquid feed into droplets. The heat is trans-
ferred from the hot air to the droplets. Due to this heat trans-
fer, water evaporates from the droplets. In that process, the air
temperature and the residual moisture of the droplets decrease.
During drying, there is a transfer of evaporated water from the
droplets to the air in the dryer. The rate of this transfer depends
on the type and composition of the feed, the air temperature, the
air humidity inside the dryer, and the air pressure. The dried
product then enters the SFB and is dried further while being
fluidized by hot air. After drying in the SFB, the powder is
transported to the external vibrating fluid bed (VFB) for gentle
drying and cooled to the temperature desired for handling and
storage. The drying air from the chamber and VFB is passed
through a cyclone, separating the powder contained in the air.
The fine powder is returned to the chamber to form agglom-
erated powder particles. The air is also passed through a bag
filter, not shown in Fig. 1, to remove any particles left before
the air can be discharged.
1.2. Available mathematical models of spray dryers
Mathematical models of spray dryers exist as detailed com-
putational fluid dynamics (CFD) models for static design ori-
ented simulation [4–6], and as models for dynamic simulation.
The models for dynamic simulation are linear models for con-
trol design that are also used for closed-loop simulation [7–9]
and lumped first-principles engineering models [10–15]. The
purpose of the dynamic simulation models is often to facilitate
analysis and synthesis of advanced control schemes.
Clarke [7] designs a Generalized Predictive Controller (GPC)
for a spray dryer and base the controller on the CARIMA
model, but does not provide a simulation model. Tan et al [8, 9]
provide continuous transfer functions of first order with a delay
that they use for controller design as well as closed loop simu-
lation. They report models for spray drying of full cream milk
[8] as well as spray drying of whole milk and orange juice [9].
A lumped first-principles model of a single stage spray dryer
is developed in [10, 11]. Mass and energy balances describe air
temperature, the mean particle size and the residual moisture
content of the powder. A mathematical model based on mass,
energy and momentum equations are formulated and solved in
[12]. The model describes the moisture content and particle
size of a single spray dried powder particle. In [13] a dy-
namic model of a single stage spray dryer is developed from
first-principles and is validated experimentally to assist in con-
trol simulation studies. The model simulates the moisture con-
tent and particle size of the powder as well as the exhaust air
temperature and humidity. Reference [14] extends the model
in [13] by adding variable inlet droplet size and density of the
milk powder particles. Reference [15] develops a single stage
dynamic model for the simulation of the residual moisture con-
trol and air temperatures in an industrial detergent spray dry-
ing process. The above first-principles models simulate single
stage spray dryers. Four-stage spray dryer models are available
[16, 17]. Reference [16] describes the air temperatures inside
the dryer, the final residual moisture content, and the particle
size of the produced powder. Powder residual moisture sensors
are often not available. Therefore, the above models are based
on irregularly sampled off-line laboratory measurements of the
residual moisture. Reference [17] describes a lumped first-
principles model for a four-stage spray dryer that is validated
against in-line powder samples and describes the air temperat-
ure, air humidity and residual moisture content of the powder.
1.3. Key contributions
The novelties of the model proposed in this paper are: 1) It is
an experimentally validated dynamic model that enables simu-
lation of the four-stage spray dryer at different operating points.
The model is a first-principles engineering model and is divided
into an SD, an SFB, a VFBh, and a VFBc stage. Each stage
describes the evolution of the temperatures, the air humidities
as well as the residual moistures of the powder. The model is
validated against an experiment with in-line measurements of
the residual moisture content of the powder; 2) It provides the
key performance indicators such as the profit of operation, the
production rate, the energy consumption rate, and the energy
efficiency; 3) It offers stickiness constraints of the powder in
each stage of the spray dryer.
To the authors knowledge, there does not exist such a dy-
namic model for simulation of the four-stage spray dryer that is
experimentally validated, provides key economic performance
indicators, and stickiness constraints. These facilities make the
model well suited as a simulation model for comparison of the
process economics associated to different control strategies.
1.4. Organization
The paper is organized as follows. Section 2 presents the
model. Identification of the model parameters is described in
Section 3. Section 4 validates the model using independent ex-
perimental data. Simulations with the model are performed in
Section 5. Section 5 also reports the simulated stickiness con-
straints and the key performance indicators. Conclusions are
provided in Section 6.
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Figure 2: Diagram of the inflows and outflows of air and powder to the stages
of the four-stage spray dryer. The diagram also shows the energy exchange.
2. The four-stage spray dryer model
In this section, we derive the four-stage spray dryer model
from first engineering principles [18, 19]. The dryer con-
sidered in this paper is the GEA Niro Multi-Stage Dryer size
20 (MSDTM-20) operating at standard conditions with a single
spray nozzle. The model and experiments are based on drying
of Maltodextrin DE-18. Maltodextrin is a starch based polysac-
charide that is used as a food additive. Maltodextrin DE-18 is
used because the feed can be re-wetted and the composition is
well defined.
To simplify the notation, we refer to the SD, SFB, VFBh
and VFBc stages by the superscript a, b, c and d. Fig. 1 il-
lustrates the spray drying process and provides the notation for
the inputs, the disturbances and the states. Fig. 2 shows a dia-
gram of the mass and energy connections in the model. The
diagram illustrates the inflows and outflows of air, powder and
energy in the SD, SFB, VFBh and VFBc stages. Fig. 3 illus-
trates the mass and energy flows used in the modeling of each
stage. Altogether, Fig. 1- 3 provide an overview of the symbols
and naming convention used for the mathematical model of the
four-stage spray dryer.
Mass balances for powder moisture (water in the powder) and
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Figure 3: Sketch of a general single stage. The three states, X, Y and T are
shown along with the inlet and outlet flows of product and air steams. The
flows are given as dry mass flows.
water in the vapor phase as well as an energy balance constitute
the conservation equations of the model for each stage of the
spray dryer. The constitutive equations are the evaporation rate
of water and the heat flow equations. The evaporation rate of
water from the powder depends on two properties: the diffusion
coefficient and the equilibrium moisture. We provide models
for these properties.
2.1. Assumptions
To simplify the modeling of the complex phenomena of dry-
ing we apply the following assumptions
A1 The air is an ideal gas and satisfies the ideal gas law.
A2 The hold-ups of dry air and solid powder are constant.
This is a good approximation for continuous operation.
A3 The pressure in the dryer is constant and equal to the stand-
ard atmospheric pressure.
A4 The stages are assumed well stirred, i.e. the temperature
of the stage air and powder are identical within each stage.
A5 The kinetic and potential energy of the powder and the air
are negligible compared to the internal energy.
2.2. SD stage
The evolution of the powder moisture content, Xa, the air
humidity, Ya, and the temperature, T a, in the SD stage are de-
termined by the conservation equations
dmaw
dt
=
water in︷︸︸︷
X fFs −
water out︷︸︸︷
XaFs −
water evaporation rate︷︸︸︷
Raw (1a)
dmav
dt
=
vapor in inlet air︷                                  ︸︸                                  ︷
YmainFmain + YaddFadd + YbFsfb
−
vapor in outlet air︷                        ︸︸                        ︷
Ya(Fmain + Fadd + Fsfb) +
water evaporation rate︷︸︸︷
Raw
(1b)
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dUa
dt
=
enthalpy of inlet air︷                                     ︸︸                                     ︷
ha,mainFmain + ha,addFadd + hbaFsfb
−
enthalpy of outlet air︷                       ︸︸                       ︷
haa(Fmain + Fsfb + Fadd)
+
enthalpy of powder flows︷          ︸︸          ︷
(hp, f − hap)Fs
−
enthalpy of mass exchange︷︸︸︷
∆Ha2be −
heat loss︷︸︸︷
Qal
(1c)
where the state variables are the functions
maw = X
amas (2a)
mav = Y
amada (2b)
Ua = mada(h
a
a − RT a) + mashap + mamham (2c)
The mass balance (1a) governs the amount of water in the
powder, maw, and (1b) governs the amount of vapor, m
a
v , in the
air. The energy balance (1c) governs the accumulated heat,
Ua, in the stage. Fs = F f S f is the flow of feed solids,
X f = (1 − S f )/S f is the dry base feed concentration. Raw is
the evaporation rate that describes the flow of evaporated water
from the powder to the vapor. Ymain, Yadd and Yb are the vapor
concentration of the main air inlet, the un-modeled air sources,
and the SFB stage air outlet, respectively. Fmain, Fadd and Fsfb
are dry base inlet air flows to the stage from the main air inlet,
un-modeled air sources, and the SFB stage air outlet, respect-
ively. The relation between humid and dry air flows as well
as product flow and product/feed solid flow are given in Ap-
pendix A. ha,main = ha(Ymain,Tmain), ha,add = ha(Yadd,Tadd) and
hba = ha(Y
b,T b) are specific enthalpies of the inlet air flows to
the stage. haa = ha(Y
a,T a) is the specific enthalpy of the outlet
air from the stage. The specific enthalpies of the powder inlet
is hp, f = hp(X f ,T f ) and the powder outlet is hap = hp(X
a,T a).
T f is the feed temperature. Tmain, Tadd and T b are temperat-
ures of the inlet air flows. The specific enthalpy is calculated as
described in Appendix B. The enthalpies describe the heat ex-
change due to the flow of mass, i.e. air flows and powder flows.
mada = 10 kg is the mass of dry air, m
a
s is the mass of solids and
mam is the mass of metal.
The constitutive equations below defines the relations in the
conservation equations. Qal is the heat loss to the surroundings
and is modeled by
Qal = k
a
UA(T
a − T abamb) (3a)
in which T abamb denotes the ambient air temperature. A propor-
tion of the powder in the SFB stage is blown off the fluid bed
and back into the SD stage. Thus, there is an exchange of heat
and mass. We model this phenomenon in a simplified manner
considering the enthalpy of mass exchange only. The enthalpy
of mass exchange, ∆Ha2be , is described by
∆Ha2be = k1(T
a − T b)Fs + k2X f + k3T f − k4 (3b)
This enthalpy of mass exchange is composed of an enthalpy
relation, k1(T a − T b)Fs, where k1 is a heat capacity term, and
linear terms to compensate for the dependency on the feed com-
position. We neglect the heat transfer due to conduction, Qa2be ,
in this stage as it is small compared to ∆Ha2be .
The product drying rate is governed by the thin layer equa-
tion. The thin layer equation models evaporation as a diffusion
process [20]
Raw = k
a
1Dw(X
a − Xeq)mas (3c)
Xa is the stage moisture content and Xeq = Xeq(T a,Ya) is the
equilibrium moisture content. The free moisture content, Xa −
Xeq, describes the moisture content that are free to evaporate.
This expression renders a lower bound on the possible moisture
removal. The diffusion coefficient, Dw = Dw(T a, Xa), describes
the friction of evaporation and depends on the product being
dried [21, 22].
The parameters that are to be identified are ka1, k
ab
2 , k
ab
3 , k
a
UA,
k1, k2, k3, k4, mam, m
a
s , Fadd, Tadd and Yadd.
2.3. SFB stage
The evolution of the powder moisture content, Xb, the air
humidity, Yb, and the temperature, T b, in the SFB stage are
determined by the conservation equations
dmbw
dt
=
water in︷︸︸︷
XaFs −
water out︷︸︸︷
XbFs −
water evaporation rate︷︸︸︷
Rbw (4a)
dmbv
dt
=
vapor in inlet air︷  ︸︸  ︷
YsfbFsfb −
vapor in outlet air︷ ︸︸ ︷
YbFsfb +
water evaporation rate︷︸︸︷
Rbw (4b)
dUb
dt
=
enthalpy of air flows︷             ︸︸             ︷
(ha,sfb − hba)Fsfb +
enthalpy of powder flows︷        ︸︸        ︷
(hap − hbp)Fs
+
enthalpy of mass exchange︷︸︸︷
∆Ha2be −
heat exchange︷︸︸︷
Qb2ce −
heat loss︷︸︸︷
Qbl
(4c)
where the state variables are the functions
mbw = m
b
sX
b (5a)
mbv = m
b
daY
d (5b)
Ub = mbda(h
b
a − RT b) + mbshbp + mbmhbm (5c)
The mass balance (4a) governs the amount of water in the
powder, mbw, and (4b) governs the amount of vapor, m
b
v , in the
air. The energy balance (4c) governs the accumulated heat, Ub,
in the stage. Fsfb is the dry base inlet air flow and Ysfb is the
air humidity of the inlet air flow. ha,sfb = ha(Ysfb,Tsfb) is the
specific enthalpy of the inlet air flow and hba = ha(Y
b,T b) is
the specific enthalpy of the outlet air flow of the SFB stage.
The specific enthalpies of the powder inlet and outlet are hap =
hp(Xa,T a) and hbp = hp(X
b,T b). Tsfb is the inlet air temperature.
mbda = 0.5 kg is the mass of dry air, m
b
s is the mass of solids and
mbm is the mass of metal.
Next we provide the constitutive equations for the SFB stage.
The term
Qb2ce = k5(T
b − T c) (6a)
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describes the heat exchange between the SFB stage and the
VFBh stage. The conductive heat loss to the surroundings is
modeled as
Qbl = k
b
UA(T
b − T abamb) (6b)
The product drying rate is governed by
Rbw = k
b
1Dw(X
b − Xeq)mbs (6c)
Xeq = Xeq(T b,Yb) is the equilibrium moisture content and Dw =
Dw(T b, Xb) is the diffusion coefficient.
The parameters that are to be identified are kb1, k
b
UA, k5, m
b
m
and mbs .
2.4. VFBh stage
The evolution of the powder moisture content, Xc, the air
humidity, Yc, and the temperature, T c, in the VFBh stage are
determined by the conservation equations
dmcw
dt
=
water in︷︸︸︷
XbFs −
water out︷︸︸︷
XcFs −
water evaporation rate︷︸︸︷
Rcw (7a)
dmcv
dt
=
vapor in inlet air︷     ︸︸     ︷
YvfbhFvfbh −
vapor in outlet air︷  ︸︸  ︷
YcFvfbh +
water evaporation rate︷︸︸︷
Rcw (7b)
dUc
dt
=
enthalpy of air flows︷                ︸︸                ︷
(ha,vfbh − hca)Fvfbh +
enthalpy of powder flows︷        ︸︸        ︷
(hbp − hcp)Fs
+
heat exchange︷        ︸︸        ︷
Qb2ce − Qc2de −
heat loss︷︸︸︷
Qcl
(7c)
where the state variables are the functions
mcw = m
c
sX
c (8a)
mcv = m
c
daY
c (8b)
Uc = mcda(h
c
a − RT c) + mcshcp + mcmhcm (8c)
The mass balance (7a) governs the amount of water in the
powder, mcw, and (7b) governs the amount of vapor, m
c
v, in the
air. The energy balance (7c) governs the accumulated heat, Uc,
in the stage. Fvfbh is the dry base inlet air flow and Yvfbh is the
air humidity of the inlet air flow. ha,vfbh = ha (Yvfbh,Tvfbh) is
the specific enthalpy of the inlet air flow and hca = ha (Y
c,T c)
is at the specific enthalpy of the outlet air flow of the VFBh
stage. The specific enthalpies of the powder inlet and outlet are
hbp = hp
(
Xb,T b
)
and hcp = hp (X
c,T c). Tvfbh is the inlet air tem-
perature. mcda = 0.5 kg is the mass of dry air, m
c
s is the mass of
solids and mcm is the mass of metal.
Next we describe the constitutive equations of the VFBh
stage. The heat conductions are
Qc2de = k6(T
c − T d) (9a)
Qcl = k
c
UA(T
c − T cdamb) (9b)
Qc2de describes the heat exchange between the VFBh stage and
the VFBc stage. Qcl is the heat loss to the surroundings in which
T cdamb is the ambient air temperature. The product drying rate is
governed by
Rcw = k
c
1Dw(X
c − Xeq)mcs (9c)
Xeq = Xeq(T c,Yc) is the equilibrium moisture content and Dw =
Dw(T c, Xc) is the diffusion coefficient.
The parameters that are to be identified are kc1, k
cd
2 , k
cd
3 , k
c
UA,
k6, mcm and m
c
s.
2.5. VFBc stage
The evolution of the powder moisture content, Xd, the air
humidity, Yd, and the temperature, T d, in the VFBc stage are
determined by the conservation equations
dmdw
dt
=
water in︷︸︸︷
XcFs −
water out︷︸︸︷
XdFs −
water evaporation rate︷︸︸︷
Rdw (10a)
dmdv
dt
=
vapor in inlet air︷     ︸︸     ︷
YvfbcFvfbc −
vapor in outlet air︷  ︸︸  ︷
YdFvfbc +
water evaporation rate︷︸︸︷
Rdw (10b)
dUd
dt
=
enthalpy of air flows︷                ︸︸                ︷
(ha,vfbc − hda)Fvfbc +
enthalpy of powder flows︷        ︸︸        ︷
(hcp − hdp)Fs
+
heat exchange︷︸︸︷
Qc2de −
heat loss︷︸︸︷
Qdl
(10c)
where the state variables are the functions
mdw = m
d
sX
d (11a)
mdv = m
d
daY
d (11b)
Ud = mdda(h
d
a − RT d) + mdshdp + mdmhdm (11c)
The mass balance (10a) governs the amount of water in the
powder, mdw, and (10b) governs the amount of vapor, m
d
v , in the
air. The energy balance (10c) governs the accumulated heat,
Ud, in the stage. Fvfbc is the dry base inlet air flow and Yvfbc is
the air humidity of the inlet air stream. ha,vfbc = ha (Yvfbc,Tvfbc)
is the specific enthalpy of the inlet air flow and hda = ha
(
Yd,T d
)
is the specific enthalpy of the outlet air flow of the VFBc
stage. The specific enthalpies of the powder inlet and outlet
are hcp = hp (X
c,T c) and hdp = hp
(
Xd,T d
)
. Tvfbc is the inlet air
temperature. mdda = 0.5 kg is the mass of dry air, m
d
s is the mass
of solids, and mdm is the mass of metal.
The heat conduction and the evaporation rate are the con-
stitutive equations of the VFBc stage. The heat conduction is
Qdl = k
d
UA(T
d − T cdamb) (12a)
where Qdl is the heat loss to the surroundings. The product dry-
ing rate is governed by the evaporation rate
Rdw = k
d
1Dw(X
d − Xeq)mds (12b)
Xeq = Xeq(T d,Yd) is the equilibrium moisture content and Dw =
Dw(T d, Xd) is the diffusion coefficient.
The parameters that are to be identified are kd1 , k
d
UA, m
d
m and
mds .
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2.6. Diffusion coefficient
The diffusion coefficient, Dw, describes the friction of evap-
oration and depends on the product being dried [21, 22]. Dw
contains an Arrhenius like relation to compensate for temper-
ature dependencies and is a function of the residual moisture.
Consequently, the diffusion coefficient is described by
Dw(T, X) = exp
(
−c1
R
(
1
T
− 1
T0
))
X
c2 + X
(13)
where T is the stage temperature and X is the stage moisture
content. R is the ideal gas constant and T0 is the reference tem-
perature given in Appendix D. The diffusion coefficient used in
the SD and SFB stage is computed with c1 = kab2 and c2 = k
ab
3
and the diffusion coefficient used in the VFBh and VFBc stage
is computed with c1 = kcd2 and c2 = k
cd
3 . It was not possible to
describe the experimental data accurately using the same set of
parameters for all stages.
2.7. Equilibrium moisture content
The equilibrium moisture content, Xeq(T,Y), is a product
dependent function that describes the moisture content at
which water cannot be evaporated any longer. We use the
Guggenheim-Anderson-de Boer (GAB) equations [23] and get
Xeq(T,Y) =
C · K · Xm · RH
(1 − K · RH)(1 − K · RH +C · K · RH) + Xadd
(14)
Xm = 0.01410 exp
(
233.5
T
)
, C = 1.2646 · 10−7 exp
(
6618.4
T
)
, and
K = 0.1565 exp
(
648.1
T
)
. Xm is the monolayer moisture con-
tent. C and K are constants related to monolayer and multi-
layer properties. Xadd is an estimated correction term. T is
the stage temperature, and RH is the relative humidity of the
air calculated as described in Appendix C. The parameters in
(14) are identified from already dried powder in the laboratory
by adsorption isotherms studies. Fig. 4 illustrates the GAB
model fit made from 15 data points. Temperatures were fixed
at T = 25◦C, T = 50◦C and T = 75◦C with relative humidities
between RH = 4.5% and RH = 40.1%. In the literature, mod-
els already exists for maltodextrin [5, 24, 25]. However, these
models do not fit our data well.
2.8. Stickiness
Stickiness of the powder is predicted by the glass transition
temperature. The glass transition temperature is calculated by
the Gordon–Taylor equation (a mass-proportion-mixing rule)
[23, 26, 27].
Tg =
Tgp + kZTgw
1 + kZ
(15a)
Tgp = 144.8◦C (maltodextrin DE-18) and Tgw = −137◦C (wa-
ter). The value k = 6.296 is estimated from the adsorption
isotherm data used in Sec. 2.7. A test indicates whether the
powder in Fig. 4 has turned sticky after being exposed to the
specific temperature and air humidity conditions for 24 hours.
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Figure 4: GAB model for calculation of the equilibrium moisture content com-
pared to the laboratory data of maltodextrin DE-18.
Fig. 5 shows the test results and the stickiness model. Powders
with a residual moisture content above Tg are sticky. The stick-
iness model agree well with the measurements. The surface
moisture content, Z, in (15a) is
Z =

0.53Xa for the SD
Xb for the SFB
Xc for the VFBh
Xd for the VFBc
(15b)
The surface moisture content, Z, of the powder in the SD stage
is subject to a correction term of 0.53. The constant is manually
selected and compensates for the crisper surface of the particles
that makes the powder less sticky. We did not experience de-
posits during the trials, thus 0.53 is selected to reflect this fact.
The constant can only be exactly determined as a result of dryer
specific empirical inspection of the chamber walls after depos-
its has actually formed [26].
2.9. Key performance indicators
The key performance indicators (KPIs) in spray drying are
the profit of operation, the energy consumption rate, the energy
efficiency and the product flow rate. The profit of operation is
given by the value of the product minus the raw material and
energy costs
p = ppFp − p fF f − pEQtot (16a)
pp is the unit value of the product, p f is the unit cost of feed
material, and pE is the unit energy cost. We assume the bulk
price of skimmed milk powder (SMP) is pp = 2.5 e/kg, the
price of feed is p f = 0.1pp, and the price of energy is pE =
12.906 e/(MWhr). Qtot is the total energy consumption rate of
the dryer
Qtot = ∆H
= Fmain(ha,main − hamb) + Fsfb(ha,sfb − hamb)
+ Fvfbh(ha,vfbh − hamb) + Fvfbc(ha,vfbc − hamb)
(16b)
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Figure 5: Identification of the stickiness boundary for maltodextrin DE-18.
hamb is the specific enthalpy of the air stream at outdoor temper-
ature and humidity. The energy efficiency is given by the energy
required for evaporation relative to the total energy supplied for
heating the air [28, 29]
η =
λ(T0)Fs(X f − Xd)
Qtot
(16c)
λ(T0)Fs(X f − Xd) is the energy required for evaporation. The
flow rate of powder out of the dryer is given by
Fdp = Fs(1 + X
d) (16d)
2.10. Summary
The model, (1) to (14), is a deterministic system of index-1
differential algebraic (DAE) equations in the following form
d
dt
g(x(t)) = f (x(t), u(t), d(t), θ) x(t0) = x0 (17a)
y(t) = h(x(t)) (17b)
The index-1 DAE model can be solved efficiently by expli-
cit singly diagonally implicit Runge-Kutta (ESDIRK) meth-
ods. We use the ESDIRK4(3) method with variable step-size
[30, 31]. The state function g(x(t)) represents hold-up of mass
and energy and f (x(t), u(t), d(t), θ) is the flux of mass and en-
ergy. h(x(t)) is the output equations. θ is the parameter vector
that has to be estimated from data.
The measurement vector, y, the controlled input vector, u, the
disturbance vector, d, and the states, x, are
y(t) = [T a T b T c T d Ya S b S d]T
u(t) = [F f Tmain Tsfb Tvfbh]T
d(t) = [T f S f Fmain Fsfb Fvfbh Fvfbc Ymain ...
Ysfb Yvfbh Yvfbc Tvfbc T abamb T
cd
amb]
T
x(t) = [T a Ya Xa T b Yb Xb ...
T c Yc Xc T d Yd Xd]T
Figure 6: The SFB powder outlet with the in-line NIR analyser and the piston
for powder discharge.
The parameter vector, θ, is listed in Table 1. Fig. 1 and Fig. 2
provide an overview of the inputs, disturbances and states.
3. System identification
In this section, we identify the unknown parameters, θ, of
the model in (17). Experimental tests have been designed and
conducted such that all relevant parameters in the model can be
identified.
3.1. Experiment
Two experiments were made in consecutive order without
stop. The data from the first experiment is used for estimation,
while the data from the second experiment is used for valida-
tion.
The nominal input to the spray dryer is a feed flow rate at
F f = 85 kg/hr with a feed solids concentration of S f = 50%.
The feed temperature is T f = 50◦C. For drying of the feed, we
set the main inlet air temperature, Tmain, to 170◦C, the SFB inlet
air temperature, Tsfb, to 90◦C, and the VFBh inlet air temperat-
ure, Tvfbh, to 60◦C. The cooling of the powder is performed with
unheated ambient air, Tvfbc, at about 35◦C. The inlet air flow
rates are Fmain = 1700 kg/h, Fsfb = 480 kg/h, Fvfbh = 280 kg/h,
and Fvfbc = 280 kg/h. Ambient air is heated and used for dry-
ing, thus the inlet air humidity is equal to the ambient air hu-
midity. The ambient air humidity is measured continuously and
is approximately 3 g/kg. The residual moisture contents, 1− S b
and 1− S d, are measured using two Foss Analytical ProFossTM
in-line analyzers placed at the SFB and VFBc powder outlets.
Fig. 6 shows the position of the residual moisture measurement
in the SFB stage and Fig. 7 shows the position of the residual
moisture measurement in the VFBc stage. We note that all the
inlet air mass-flow meters have an offset in the readings. This
offset is identified from water and air mass balances of the spray
dryer using measurements of the air flow rates and the mois-
tures. We estimated the offset to be 5%, which we subtracted
from the readings before these are used in the model.
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Figure 7: The VFB powder outlet with the in-line NIR analyser and the collec-
tion of produced powder.
A number of steps are performed in the experiments to excite
the spray dryer outputs. Appendix F describes the steps in the
inputs to the spray dryer. During the first experiment, the feed
flow rate, F f , is varied between 65 kg/hr and 120 kg/hr. The
feed solid concentration, S f , is stepped from 50% to 40% and
back. We tried a 60% feed solid concentration, but the spray
from the nozzle collapsed. This part of the data has therefore
been cut out of the estimation experiment. The feed temper-
ature, T f , is reduced to 42◦C, stepped to 60◦C and back. The
ambient air humidity in the SD and SFB stages, Ymain and Ysfb,
are stepped from approximately 3 g/kg to 15 g/kg and 25 g/kg in
two steps by opening a vapor nozzle in the air ducts. The main
inlet air temperature, Tmain, is stepped ±10 ◦C from 170◦C. The
SFB inlet air temperature, Tsfb, is stepped ±10 ◦C from 90◦C.
The VFBh inlet air temperature, Tvfbh, is stepped +20◦C from
60◦C. The inlet air flow rates are stepped Fmain = ±200 kg/h,
Fsfb = ±100 kg/h and Fvfbh = +130 kg/h from their nominal
values. The second experiment is made from a repetition of the
above experiment program, but omitting the steps in the inlet
air flow rates and the feed temperature. The excitation steps are
also provided in Appendix F. The data from both experiments
are well excited and covers a large operation range. This en-
sures that the model is valid in a large range of operating points.
The estimation experiment lasts 28 hours and the validation ex-
periment lasts 17 hours.
3.2. Method
The unknown parameter vector, θ, in the model is identified
by minimization of the sum of squared simulation errors. This
procedure is performed by solving
θˆ = arg min
θ
1
2
N∑
k=1
‖y(tk) − yˆ(tk, θ)‖22 (18)
in which y(tk) is the measured output and yˆ(tk, θ) is the simu-
lated output from (17). y(tk) − yˆ(tk, θ) is the simulation error
(residual). The outputs of the model have units of comparable
size, i.e. ◦C, g/kg and %, and we can therefore use unit-scaling.
Table 1 provides the estimated parameters, θˆ, the standard de-
viations, σθˆ, and the associated 95% confidence interval. The
100(1 − α)% confidence interval is calculated by
θˆ ± tN−p(1 − α/2)
√
diag
(
Σθˆ
)
(19)
in which Σθˆ is the estimated co-variance matrix of the estim-
ated parameters, θˆ. N − p is the number of observations minus
the number of parameters. We compute the covariance of the
estimated parameters, Σθˆ, from the residual mean square error,
‖y − yˆ‖22, and the Jacobian, J, of yˆ(tk, θˆ) using the expression
[32]
Σθˆ =
‖y − yˆ‖22
N − p
(
JT J
)−1
(20)
The estimated mean and covariance, θˆ and Σθˆ, defines the dis-
tribution of the parameters, i.e. θ ∼ N(θˆ,Σθˆ). Knowledge of
this distribution enables Monte Carlo simulations that can be
used to qualify and quantify the uncertainty of the responses
simulated by the model.
As is evident in Table 1, the parameters, Tadd, Yadd, kcd3 , m
c
m,
and kd1 , are uncertain. The other parameters are estimated with
reasonable uncertainty for engineering purposes. The following
parameters are negative: kcd3 , k6 and k
d
1 . k
cd
3 is a parameter, c2,
in (13). As kcd3 is very uncertain it could as well be zero such
that (13) simplifies. Negativity of kd1 implies that the evapora-
tion rate (12b) is negative and that water condenses instead of
evaporates at the VFBc stage. This is as expected. From phys-
ical reasoning negativity of k6 is problematic as it indicates heat
flow (9a) from the VFBc to the VFBh; nevertheless it provides
the best fit to data.
4. Validation
In this section, we asses the quality of the model by com-
paring the simulated outputs to the estimation and validation
experiment.
Fig. 8 shows the outputs of the estimation experiment which
is used to identify the parameters. Fig. 9 shows the valida-
tion experiment. The simulations are shown for 15 realizations
of θ ∼ N(θˆ,Σθˆ). The simulations are performed using the full
estimated co-variance matrix, Σθˆ. Table 1 only provide the di-
agonal elements of Σθˆ, i.e. σθˆ =
√
diag(Σθˆ).
The simulation shows good agreement with the estimation
experiment. The transients and the steady-states are well de-
scribed by the model. The stage temperatures, T a, T b, T c and
T d, and the air humidity in the SD stage, Ya, fit the data well.
The powder moisture contents, 1 − S b and 1 − S d, also fit the
data well. The moisture content is difficult to estimate at low
residual moisture contents, due to an increasing dependency on
the equilibrium moisture content, Xeq, in (14). The equilibrium
moisture content is estimated for data obtained from a laborat-
ory experiment, which does not exactly match the conditions
in the spray dryer. Therefore, we expect some deviation, when
the equilibrium moisture content becomes significant in the re-
sidual moisture simulation. The VFBc stage is not sealed from
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Table 1: Estimated parameters, θˆ, for the four-stage model, divided into the SD, SFB, VFBh and VFBc stage parameters.
Symbol θˆ σθˆ =
√
diag(Σθˆi ) ± 95% CL |95% CL/θˆ| · 100% Prefix Unit
ka1 1140.6 97.018 ±190.22 17 10−4 -
kab2 33.104 1.6796 ±3.2931 10 -
kab3 20.912 1.92 ±3.7646 18 10−2 -
kaUA 181.93 0.889 ±1.7424 1 10−3 W/K
k1 17.899 0.5155 ±1.0107 6 W/(K kg)
k2 1.5788 0.0778 ±0.1525 10 W
k3 59.494 2.7368 ±5.366 9 10−3 W/K
k4 23.789 0.9130 ±1.7901 8 W
mam 171.01 9.0916 ±17.826 10 kg
mas 0.95172 0.0811 ±0.15897 17 kg
Fadd 149.45 1.9114 ±3.7478 3 kg/h
Tadd 0.27301 0.1096 ±0.21481 79 ◦C
Yadd 0.20698 0.1012 ±0.19845 96 g/kg
kb1 10.52 0.8674 ±1.7008 16 10−4 -
kbUA 0.60952 0.1035 ±0.20301 33 10−3 W/K
k5 8.1977 0.6142 ±1.2042 15 10−3 W/K
mbm 0.66861 0.1085 ±0.2127 32 kg
mbs 32.092 1.0314 ±2.0223 6 kg
kc1 16.535 1.5767 ±3.0914 19 10−4 -
kcd2 13.061 1.3442 ± 2.6356 20 -
kcd3 -0.04827 0.1100 ±0.21574 447 10−2 -
kcUA 30.207 0.4736 ± 0.9285 3 10−3 W/K
k6 -11.107 0.4001 ±0.78448 7 10−3 W/K
mcm 0.01224 0.1052 ±0.20624 1685 kg
mcs 13.206 0.5498 ±1.078 8 kg
kd1 -0.34606 0.1042 ±0.20428 59 10−4 -
kdUA 22.473 0.8771 ±1.7197 8 10−3 W/K
mdm 3.9403 0.3877 ±0.76013 19 kg
mds 4.4197 0.4778 ±0.9368 21 kg
Xadd 6.5473 0.3132 ±0.61408 9 10−3 kg/kg
the surrounding air, because the powder has to be emptied from
the VFBc stage. The ambient air is therefore dragged into the
VFBc stage and dilutes the drying air. 1 − S d may therefore
be subject to an unknown disturbance that leads to variations in
the residual moisture content. Note, that the communication to
the sensor measuring S d dropped out in the period t=16.5 hours
and t=18.2 hours due to a malfunction.
The simulation also shows good agreement with the valida-
tion experiment. The transients and the steady-states are well
described by the model. The temperatures and air humidity, T a,
T b, T c, T d and Ya, fit the data well during both disturbance and
input steps. The powder moisture contents, 1 − S b and 1 − S d,
are estimated well. The largest in-accuracy is present at low
residual moisture contents.
The normalized root mean square error (NSE) and mean
square error (MSE) are used to qualitatively evaluate the model.
The NSE and MSE are calculated by
NSE = 1 − ‖yˆ(θˆ) − y‖2‖yˆ(θˆ) − 1N
∑N
k=1 (yˆ(θˆ)k)‖2
(21)
MSE =
‖yˆ(θˆ) − y‖22
N − 1 (22)
where N is the total number of measurements. NSE vary
between −∞ (bad fit) to 100% (perfect fit). The MSE vary
between∞ (bad fit) and 0 (perfect fit). The NSE is independent
of the units and the absolute value of yˆ(θ). It is therefore easier
to interpret the MSE. Table 2 shows the NSE values and the
MSE values for the estimation experiment and the validation
experiment. The NSE values indicate, that the simulated air
temperatures and air humidities describe the data well, as the
values are often above 80%. The simulated residual moisture
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Figure 8: The estimation experiment and the simulated output of the estimated model. T and Y are the temperatures and absolute humidities of the air. 1 − S is the
residual moisture contents. The transients and the steady-states are well described by the model.
Table 2: Fit quality shown for the estimation and the validation experiments.
Fit of Est. NSE Val. NSE Est. MSE Val. MSE
T a 82.6 % 85.8 % 26.7 28.7
T b 79.7 % 84.6 % 22.9 18.7
T c 81.6 % 86.6 % 16.7 11.0
T d 79.4 % 67.0 % 21.8 29.3
Ya 90.7 % 88.4 % 11.5 13.1
Xb 48.4 % 43.3 % 2.7 6.2
Xd 40.1 % 42.9 % 1.9 1.7
contents provide the poorest description of the data. Further
development of the model may therefore be able to increase the
simulation accuracy of the residual moisture content.
5. Simulation
The primary objective of the four-stage spray dryer model
is to facilitate evaluation and comparison of different control
strategies by simulation. Therefore, we simulate stickiness for
the estimation experiment to validate that the model correctly
predicts safe non-fouling operation. We also simulate KPIs
such as profit and energy consumption. To illustrate the prop-
erties of the model, we simulate the outputs of the model for
steps in the inputs and for selected disturbances.
5.1. Stickiness
Fig. 10 illustrates the simulated residual moisture and tem-
perature of the powder in each stage during the estimation ex-
periment. The stickiness constraint is estimated by (15) and
shown with the dashed line in Fig. 10. Fig. 10 shows that dry-
ing in the SD stage is closest to the stickiness constraint and
therefore most critical. This is due to the high residual moisture
of the powder and the high temperature in the SD stage. Un-
fortunately, stickiness of the powder in the SD stage cannot be
measured during operation. During the two experiments, there
were no signs of deposits on the chamber walls. Accordingly,
we verify that the 0.53 correction term (15b) is an adequate es-
timate. In some cases, this estimate may be too restrictive and
further experiments are needed to identify more accurate and
less restrictive values of the correction term.
5.2. Key performance indicators
Fig. 11 shows the simulated KPIs of the spray dryer during
the estimation experiment. The KPIs are the profit rate, the pro-
duction rate, Fp, the energy efficiency, η, and the total energy
consumption rate, Qtot. The profit rate of operation is the most
important performance indicator of industrial dryers and an im-
portant indicator when evaluating different control strategies.
The profit rate is mainly affected by the product flow rate as
the price of the produced powder is significantly higher than
the energy price. Consequently, the rate of consumed energy
and the energy efficiency are secondary objectives compared to
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Figure 9: The validation experiment and the simulated output of the estimated model. T and Y are the temperatures and absolute humidities of the air. 1 − S is the
residual moisture contents. The simulated model outputs agree well with the measured data.
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Figure 10: The simulated stickiness constraint and stickiness of the powder in
each stage during the estimation experiment.
the profit rate. It should be noted that the energy efficiency of
this small dryer is approximately 40%, which is low compared
to industrially sized dryers that may achieve efficiencies of ap-
proximately 55%. The total energy consumption rate, Qtot, is
approximately 83 kW. The energy consumption rate is mainly
affected by adjusting the inlet air flow rates and temperatures
to the dryer. The ambient temperature and air humidity natur-
ally also has an effect on the energy consumption rate. Increas-
ing ambient air temperatures decreases the energy consumption
rate.
5.3. Step responses of the inputs
Fig. 12 reports the step responses of the simulated outputs
to the inputs of the four-stage spray dryer. The inputs are the
feed flow rate, Ff, the temperature in the main hot air inlet,
Tmain, the temperature in the hot air inlet to the SFB, Tsfb, and
the temperature in the hot air inlet to the VFBh, Tvfbh. The
outputs are the temperature and the air humidity in each of the
four stages of the spray dryer, as well as the measured residual
moisture of the powder in the SFB stage and the VFBc stage
(the final powder product). We do not to plot the SD stage and
the VFBh stage residual moistures as they are not measurable
in the four-stage spray dryer.
As is evident in the first row of Fig. 12, a 20 kg/hr increase in
the feed flow rate, Ff, has a significant effect on the temperat-
ures, the air humidities, and the residual moistures in the spray
dryer. When the feed flow rate increases, the temperatures de-
crease, the air humidities increase, and the residual moistures in
the powder increase. The temperatures decrease because more
feed, consisting of water and solid, need to be heated and more
water is evaporated with the same amount of inlet energy. The
air humidities increase as a consequence of the increased evap-
oration of water from the powder. The residual moistures of
the powder increase because the energy supplied is unaltered
and the amount of water in the feed is increased. The plots
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Figure 11: Simulated KPIs for the estimation experiment. The KPIs are the
profit rate of operation, the product flow rate, the energy efficiency, and the
total energy consumption rate. The profit rate of operation is highly correlated
to the product flow rate.
in the second row of Fig. 12 indicate the step responses to a
10◦C increase in the temperature of the main hot air inlet, Tmain.
Tmain significantly affects the temperature in the SD stage and
the temperature in the SFB stage. It also decreases the residual
moisture of the powder at the SFB stage and the residual mois-
ture at the VFBc stage. Tmain hardly affects the temperature in
the VFBh stage and the temperature in the VFBc stage. Tmain
only has a marginal effect on the air humidities. The third row
of plots in Fig. 12 shows the step responses to a 10◦C increase
of the temperature in the inlet air to the SFB, Tsfb. Tsfb influ-
ences the temperature in the SD stage and the temperature in
the SFB stage. This is due to the mixing of the air in these two
stages of the four-stage spray dryer. Tsfb has hardly any effect
on the temperature in the VFBh stage and the temperature in
the VFBc stage. Similarly, Tsfb does not have any significant ef-
fect on the air humidities. Increasing Tsfb decreases the powder
moisture content in the SFB stage as well as in the final product
at the VFBc stage. The last row of plots in Fig. 12 illustrates
the step responses to a 10◦C increase in the temperature of the
hot air inlet to the VFBh stage, Tvfbh. Tvfbh affects the temper-
ature and the air humidity at the VFBh stage. The air humidity
is increased due to the increased evaporation from the powder,
resulting in a decreased powder moisture of the final product at
the VFBc stage. It does not affect any of the variables in the SD
stage nor the SFB stage of the four-stage spray dryer. This is
as expected given the design and flows of the four-stage spray
dryer.
5.4. Step responses of the disturbances
Fig. 13 reports the step responses of the simulated outputs to
the main disturbances of the four-stage spray dryer. The main
disturbances are the ambient air humidity, Yamb, the feed solid
concentration, S f, and the feed temperature, Tf. These disturb-
ances vary during production and a controller must adjust the
inputs to compensate for these disturbances. The air humidity
varies due to changing weather conditions and the feed varies
due to variations in the upstream processes.
The first row of plots in Fig. 13 shows the responses to a
5 g/kg step increase in the ambient air humidity. This increase
simultaneously affects all inlet air humidities, i.e. Ymain = Ysfb =
Yvfbh = Yvfbc = Yamb. The ambient air humidity has a direct ef-
fect on the air humidity in all stages, but only a very small effect
on the temperatures. An increased air humidity in the inlet air
streams also leads to an increase in the residual moisture of the
powder in both the SFB stage and the VFBc stage. The second
row of plots in Fig. 13 illustrates the response to a step increase
in the feed solid concentration, S f. This increases the air tem-
peratures. In particular, an increase in the feed solid concentra-
tion incrases the temperature in the SD stage and the temperat-
ure in the SFB stage. A increase in the feed solid concentration
decreases the SD air humidity and the residual moisture of the
powder in the SFB stage as well as in the VFBc stage. The third
row of plots in Fig. 13 demonstrates that the feed temperature,
Tf, has an effect on the residual moisture of the powder in the
SFB stage and also in the VFBc stage. It also affects the tem-
perature at the SFB stage, but hardly affects the temperatures at
the other stages. The feed temperature only has a very limited
effect on the air humidities.
6. Conclusions
In this paper, we model a medium sized GEA Niro Multi-
Stage Dryer size 20 (MSDTM-20). The model is based on four
consecutive stages; a primary spray drying stage, two heated
fluid bed stages, and a cooling fluid bed stage. In each stage,
the model simulates the dynamic responses of the temperat-
ures, the air humidities, and the residual moisture contents of
the powder. Deposits caused by stickiness of the powder is pre-
dicted using the glass-transition temperature. The model also
provides the key performance indicators including the profit of
operation. The model is a first-principles engineering model,
based on mass- and energy balances, and takes the form of an
index-1 DAE model.
The model parameters are estimated from an estimation ex-
periment and validated against a validation experiment. The ex-
periments were both well excited and the model fits the exper-
imental data well. The model provides simulations for a broad
operating range, making it ideal as basis for development of
control solutions as well as for evaluating the control perform-
ance in a production rate and energy efficiency point of view.
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Figure 12: Simulated responses to steps in the inputs. The system outputs shows the response to a step in the feed flow rate, Ff, the main inlet air temperature, Tmain,
the SFB inlet air temperature, Tsfb, and the VFBh inlet air temperature, Tvfbh. The vertical line indicates when the steps are applied and this time is set to t=0.
Appendix A. Basis conversion
The solids feed flow rate, Fs, and total mass feed flow rate,
F, are related by
Fs = S F F =
1
S
Fs (A.1)
The dry basis residual moisture content, X, and wet basis solid
content, S , are related by
X =
1 − S
S
S =
1
1 + X
(A.2)
The dry air flow rate is determined by
Fda = F
1
Y + 1
F = Fda(Y + 1) (A.3)
Appendix B. Specific enthalpy
The specific enthalpy of humid air is
ha = hda + Yhv (B.1)
in which
hda = h0da +Cda(T − T0) (B.2)
hv = h0v + λ(T0) +Cv(T − T0) (B.3)
Cda is the mean heat capacity of dry air and Cv is the mean heat
capacity of vapor [33]. λ(T0) is the latent heat of evaporation.
The standard enthalpies of formation, h0da and h
0
v , are computed
at T0 with the phase that this product takes at T0. The specific
enthalpy of feed as well as powder is
hp = hs + Xhw (B.4)
in which
hs = h0s +Cs(T − T0) (B.5)
hw = h0w +Cw(T − T0) (B.6)
Cs is the mean heat capacity of solid and Cw is the mean heat
capacity of water [33]. The mean heat capacity of maltodextrin,
Cs is described in [34][pp. 87]. h0s and h
0
w are the standard
enthalpies of formation. The specific enthalpy of steel is hm =
Cm(T − T0). Cm is the mean heat capacity of steel.
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Figure 13: Simulated responses to steps in the selected disturbances. The system outputs shows the response to a step in the ambient air humidity, Yamb, the feed
solid concentration, S f, and the feed temperature, Tf. The steps are applied after 10 minutes of operation at a steady-state. This is indicated by the vertical line in
the figures and the corresponding time is defined as t = 0.
Appendix C. Air humidity conversion
The relative air humidity is calculated by
RH =
Y(
Mv
Mda
+ Y
) Pamb
Pvsat(T )
(C.1)
Pvsat(T ) is the saturated vapor pressure determined by the Ant-
oine equation and Pamb is the ambient total pressure. Mv and
Mda is the molar mass of vapor and dry air respectively. The
absolute air humidity, Y , is calculated by
Y =
Mv
Mda
RHPvsat(T )
Pamb − RHPvsat(T ) (C.2)
Appendix D. Constants
The constants used in the model are listed here
R = 8.314472 · 10−3 KJ K−1mol−1, the ideal gas constant.
Mv = 18.01528 · 10−3 kg mol−1, the molar mass of vapor.
Mw = 18.01528 · 10−3 kg mol−1, the molar mass of water.
Mda = 28.97 · 10−3 kg mol−1, the molar mass of dry air.
Pamb = 101325 Pa, ambient pressure
T0 = 25 + 273.15 K, reference temperature
The mean heat capacities are calculated by [33]
C{·} =
R
M
(
A +
B
2
T (τ + 1) +
C
3
T 2(τ2 + τ + 1) +
D
τT 2
)
(D.1)
A, B, C and D for vapor, water and dry air is
Vapor; A = 3.470, B = 1.450·10−3, C=0, D = 0.121·105
Water; A = 8.712, B = 1.25·10−3, C = −0.18·10−6, D = 0
Dry air; A = 3.355, B = 0.575·10−3, C = 0, D = −0.016·105
The mean heat capacity of Maltodextrin DE-18 and steel are
Cs = 1.5488 + 0.0019625T − 5.9399·10−6T 2 (D.2)
Cm = 0.466 (D.3)
where T is in ◦C [34][pp. 87].
The standard enthalpy of formation is given by [33]
and [34][pp. 87] h0da = 0 KJ/Kg, h
0
v = −0.0134 KJ/Kg,
h0w = −0.0159 KJ/Kg, h0s = 0 KJ/Kg, h0m = 0.
The latent heat of vaporization is
λ(T ) = λre f
 1 − Tα1 − Tre f
α
β (D.4)
in which λre f = 2257 KJ/Kg at Tre f = 100 + 273.15 K and
α = 647.1 and β = 0.38 [33].
Appendix E. Steady-states
The steady-state of the model is
yss = [81.713◦C 73.843◦C 56.25◦C 34.491◦C ...
22.266g/kg 3.2717% 2.926%]T
14
xss = [81.713◦C 22.266g/kg 7.6838% ...
73.843◦C 7.9276g/kg 3.3824% ...
56.25◦C 4.1729g/kg 3.015% ...
34.491◦C 3.6126g/kg 3.0142%]T
given the inputs, uss, and disturbances, dss:
uss = [86.951kg/hr 51.15% 51.65◦C ...
1710.1kg/hr 170.14◦C 4.0888g/kg ...
479.09kg/hr 89.84◦C4.0888g/kg ...
279.52kg/hr 59.95◦C 3.6113g/kg ...
274.71kg/hr 34.49◦C 3.6113g/kg]T
dss = [26.476◦C 24.334◦C]T
Appendix F. Steps used for the estimation and validation
Table F.3: The input step-sizes that are used in the experiments.
Input Estimation Step Validation Step
Down Up Down Up
Ff 65 kg/hr 120 kg/hr 70 kg/hr 117 kg/hr
Tf 42◦ C 60◦ C - -
S f 40% - 40% -
Fmain 1500 kg/h 1900 kg/h - -
Tmain 160◦ C 180◦ C 160◦ C 180◦ C
Ymain - 15 − 25 g/kg - 15 g/kg
Fsfb 330 kg/h 570 kg/h - 600 kg/h
Tsfb 80◦ C 100◦ C 80◦ C 100◦ C
Ysfb - 15 − 25 g/kg - 15 g/kg
Fvfbh - 410 kg/h - -
Tvfbh - 80◦ C - 80◦ C
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Abstract
Spray drying is the preferred process to reduce the water content of many chemicals, pharmaceuticals, and foodstuffs. A significant
amount of energy is used in spray drying to remove water and produce a free flowing powder product. In this paper, we present
and compare the performance of three controllers for operation of a four-stage spray dryer. The three controllers are a proportional-
integral (PI) controller that is used in industrial practice for spray dryer operation, a linear model predictive controller with real-time
optimization (MPC with RTO, MPC-RTO), and an economically optimizing nonlinear model predictive controller (E-NMPC). The
MPC with RTO is based on the same linear state space model in the MPC and the RTO layer. The E-NMPC consists of a single
optimization layer that uses a nonlinear system of ordinary differential equations for its predictions. The PI control strategy has
a fixed target that is independent of the disturbances, while the MPC-RTO and the E-NMPC adapt the operating point to the
disturbances. The goal of spray dryer operation is to optimize the profit of operation in the presence of feed composition and
ambient air humidity variations; i.e. to maximize the production rate, while minimizing the energy consumption, keeping the
residual moisture content of the powder below a maximum limit, and avoiding that the powder sticks to the chamber walls. We
use an industrially recorded disturbance scenario in order to produce realistic simulations and conclusions. The key performance
indicators such as the profit of operation, the product flow rate, the specific energy consumption, the energy efficiency, and the
residual moisture content of the produced powder are computed and compared for the three controllers. In this simulation study,
we find that the economic performance of the MPC with RTO and E-NMPC is considerably improved compared to the PI control
strategy used in industrial practice. The MPC with RTO improves the profit of operation by 8.71%, and the E-NMPC improves the
profit of operation by 9.69%. The energy efficiency is improved by 6.06% and 5.52%, respectively.
Keywords: Spray drying, Real-time optimization, Model predictive control, Economic model predictive control, PI control
1. Introduction
The four-stage spray dryer is widely used in the chemical,
pharmaceutical and food industries for turning liquid products
into free flowing powders. By combining drying in four stages
instead of drying in a single stage, four-stage spray dryers have
increased energy efficiency and improved product quality. In-
tensified competition in industries using spray dryers require
continuous process innovations to reduce costs and improve
product quality. Traditionally, spray dryers are operated using a
proportional-integral (PI) control strategy with fixed targets that
are independent of disturbances such as the ambient humidity
and the feed composition to the spray dryer. The PI control
strategy is based on fixed inlet temperatures and a single-input-
single-output PI-controller that manipulates the feed flowrate
to control the exhaust temperature. In this paper, we demon-
strate by closed-loop simulation that the key performance in-
dicators of spray dryer operation using a PI control strategy
∗Corresponding author
Email addresses: lars.n.petersen@gea.com (Lars Norbert Petersen),
nkpo@dtu.dk (Niels Kjølstad Poulsen), hhn@elektro.dtu.dk (Hans
Henrik Niemann), christer.utzen@gea.com (Christer Utzen),
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can be significantly improved by using optimization based con-
trollers adjusting the targets to the disturbances. We investigate
two different economically optimizing controllers: 1) a linear
model predictive controller with real-time optimization (MPC
with RTO, MPC-RTO), and 2) an economic nonlinear model
predictive controller (E-NMPC).
The key product qualities in spray drying are the bulk den-
sity, the particle size distribution, and the residual moisture con-
tent. These product qualities affect the powder reconstitution
(sinkability, solubility, dispersability and wetability) in water
[1]. Changes in the residual moisture content tend to affect all
the other product qualities and have a considerably effect on
the profit of operation. It is a challenging and non-trivial task to
operate a spray dryer in an economical optimal way and simul-
taneously meet the product quality specifications. In current
industrial practice, a PI control strategy is used for operation of
the four-stage spray dryer. This PI based control strategy keeps
the inlet and outlet temperatures constant during operation. The
approach is simple, but in the presence of changing external
disturbances, such as the ambient air humidity and feed com-
position, the PI control strategy is insufficient. The PI control
strategy does not maximize the production rate, it cannot guar-
antee satisfaction of the residual moisture constraint, and it does
Preprint submitted to Journal of Process Control May 26, 2016
not include a stickiness constraint implying that deposits may
form due to sticky powder inside the dryer. Furthermore, the in-
puts and outputs of a spray dryer are highly cross-coupled and
long process delays may be present. All these features make it
difficult to operate a spray dryer using a PI control strategy [2].
In this paper, we present an MPC-RTO as well as an E-
NMPC and apply these controllers to simulate spray dryer op-
eration. By closed-loop simulation, we compare the key perfor-
mance indicators of the MPC strategies to the PI control strat-
egy that is used in current industrial practice. The goal of spray
dryer operation is to optimize the profit in the presence of feed
composition and ambient air humidity variations; i.e. the objec-
tive is to maximize the production rate, while minimizing the
energy consumption rate, keeping the residual moisture content
of the powder below a maximum limit, and avoiding that the
powder sticks to the chamber walls. The simulations are based
on a validated first-principles engineering model of a four-stage
spray dryer [2] and uses an industrially recorded disturbance
scenario. The MPC-RTO and the E-NMPC have previously
been suggested for operation of a four-stage spray dryer [3, 4].
However, the study presented in the current paper represents the
first rigorous comparison of the industrially applied PI control
strategy to the MPC-RTO and the E-NMPC strategies using the
same disturbance scenario. The closed-loop simulations are re-
alistic representations of industrial situations, as the simulations
are based on a validated model of an industrial type small scale
spray dryer and an industrially recorded disturbance scenario.
The MPC-RTO and E-NMPC are based on simpler models that
are not identical to the simulation model.
A PI controller is a simple method for controlling a single
process value to a specified target. For more complex multivari-
able processes, linear tracking model predictive control (MPC)
is the preferred control methodology in the process industries
[5, 6]. MPC provides an integrated solution for controlling pro-
cesses with multivariate and cross-coupled dynamics, time de-
lays, and constraints on both the inputs and the outputs to a
specified target vector [7, 8]. Often MPC is combined with an
RTO [9–12]. Together, MPC and RTO form a two-layer struc-
ture. The upper-level RTO system provides targets to the lower-
level control system to maintain the process operation as close
as possible to the economic optimum. The lower-level MPC
system brings the process to the target values of the RTO sys-
tem. Note that the two layer structure consisiting of an RTO
and an MPC is different from the two layer MPC for offset free
control [13–16]. We apply an RTO, which may be categorized
as an explicit iterative optimization method with bias update
adaptation [9]. RTO methods, based on explicit iterative opti-
mization, repeatedly solve a model-based optimization problem
and are advantageous compared to implicit methods such as the
extremum-seeking control [17, 18]. Implicit methods can be
slow and require the process to reach steady-state before a new
step can be taken. The two-layer structure has some inherent
drawbacks. As the optimization is only performed intermit-
tently at a lower sampling rate than the regulation, the adap-
tation of the operating conditions is slow and assumes that a
steady-state can be reached [10]. Recent advances within pro-
cess optimization focus on optimizing economics directly in the
controller [8, 19–21]. This is known as E-NMPC. The advan-
tage of E-NMPC is that it maximizes the profit of operation at
all times and it takes both the steady-state and the transient eco-
nomics into account. The E-NMPC eliminates the RTO layer
and the drawbacks of a two-layer structure [22]. The key chal-
lenges related to implementation of E-NMPC are the required
model accuracy and the need for long control- and prediction-
horizons to reach the turnpike solution [20]. A peculiarity of
E-NMPC is that the optimal solution is not necessarily a steady-
state solution but may be a periodic solution [8, 19, 21].
Mathematical modeling and control of spray dryers have
been a subject of research for many decades. PI control is the de
facto standard control methodology in the spray drying indus-
try. PI control is reported for drying of full cream milk using a
laboratory scale nozzle equipped spray dryer in [23]. Drying of
whole milk and orange juice is addressed in [24]. Shabde and
Hoo [25] use two PI controllers to control the mean particle size
and the residual moisture content of the powder. The controllers
are tested by simulation using a first-principles model [26, 27].
Zaror and Pe´rez-Correa [28] present a feed forward cascade
controller to control the exhaust air temperature to indirectly
maintain constant product moisture content. Pe´rez-Correa and
Farias [29] extend [28] by controlling the humidity of the ex-
haust air to indirectly maintain constant product moisture con-
tent. Govaerts et al. [30] develop a linear quadratic gaussian
(LQG) controller for residual moisture control in an industrial
detergent spray drying process. The above control strategies
concern single-stage spray dryers. Petersen et al. [3, 31, 32]
report linear and nonlinear MPC algorithms for control of the
residual moisture content and the stickiness of the powder in
a four-stage spray dryer. Industrial MPC solutions for spray
dryers exist and seem to rely on empirically based models and
least-squares methods for control of the residual moisture con-
tent of the powder. Callaghan and Cunningham [33] provide a
thorough review on the status and future of advanced control
for spray drying.
The paper is organized as follows. The process and the
controllers are presented in Section 2, while Section 3 briefly
presents the simulation model. The PI, MPC with RTO, and
E-NMPC control strategies are described in Section 4, Section
5, and Section 6. Section 7 compares the control strategies by
simulation and the conclusions are provided in Section 8.
2. The process and the controllers
2.1. Process description
Fig. 1 illustrates a modern four-stage spray dryer with an
integrated static fluid bed and an external vibrating fluid bed.
The spray dryer consists of the primary spray drying stage (SD),
the static fluid bed stage (SFB), the hot vibrating fluid bed stage
(VFBh), and the cold vibrating fluid bed stage (VFBc).
The hot main air is let into the upper section of the SD around
the high pressure nozzles. The nozzles disperse the liquid feed
into droplets. The heat is transferred from the hot air to the
droplets, which makes the water evaporate from the droplets. In
that process the air temperature and the residual moisture of the
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Figure 1: Principle diagram of the four-stage spray dryer with integrated and
external fluid beds.
droplets decrease. The dried product then enters the SFB and
is dried further while being fluidized by hot air. After drying
in the SFB, the powder is transported to the VFB for gentle
drying and cooled to the temperature desired for handling and
storage. The drying air from the chamber and the VFB is passed
through a cyclone and a bag filter. The cyclone separates any
powder contained in the air. The filtered powder is returned to
the chamber to form agglomerated powder particles.
2.2. Input and outputs
Fig. 1 shows a detailed overview of the manipulated vari-
ables, u, the measured disturbances, d, the measurements, y,
and the controlled variables, z. The measurements, y, are the
stage air temperatures, TSD, TSFB, TVFBh and TVFBc, the ab-
solute air humidity, Yab, and the final powder residual mois-
ture content, 1 − S cd. The controlled variables, z, is a subset
of y. The manipulatable inputs, u, are the feed flow rate, Ff,
the inlet main air temperature, Tmain, the inlet SFB air tem-
perature, Tsfb, and the VFB air temperature, Tvfbh. The mea-
sured disturbances, d, are the feed temperature, Tf, the feed
solids concentration, S f, the inlet air flow rates, the ambient
air humidity, Yamb = Ymain = Ysfb = Yvfbh = Yvfbc, the VFBc
cooling air temperature, Tvfbc, and the ambient air temperature,
Tamb = T abamb = T
cd
amb. Consequently, the vector of manipulated
variables, u, the measured disturbance vector, d, the measure-
ment vector, y, and the vector of controlled variables, z, are
u = [Ff Tmain Tsfb Tvfbh]T , (1a)
d = [Tf S f Fmain Fsfb Fvfbh Fvfbc ...
Yamb Tvfbc Tamb]T ,
(1b)
y = [TSD TSFB TVFBh TVFBc Yab S cd]T , (1c)
z = [TSD TSFB Yab S cd]T . (1d)
2.3. Key performance indicators
The key performance indicators of spray dryer operation are
the profit of operation, p, the product flow rate, Fp, the total
energy consumption rate, Qtot, the specific energy consumption,
Qtot/Fp, the energy efficiency, η, and the residual moisture in
the product, 1 − S cd.
The profit of operating the spray dryer is given by the value
of the product minus the raw material and energy costs,
p = ppFp − pfFf − pEQtot. (2)
pp = 2.5 [e/kg] is the unit value of the product, pf = 0.1pp
is the unit cost of feed material, and pE = 12.906 [e/(MWhr)]
is the unit energy cost. The total energy, Qtot = Qmain + Qsfb +
Qvfbh +Qvfbc, supplied to the dryer is the energy to heat the main
air stream, Qmain, the energy to heat the SFB air stream, Qsfb,
the energy to heat the VFBh air stream, Qvfbh, and the energy
to heat the VFBc air stream, Qvfbc. In this paper, we do not
use the heater for the cold part of the vibrating fluid bed, i.e.
Qvfbc = 0 such that Tvfbc = Tamb. Each of the other inlet air
streams are heated from the ambient temperature, Tamb, to their
respective setpoints, Tmain, Tsfb, and Tvfbh. The computation of
Qtot is described in [2]. For the simulations in this paper, the
product flow rate is computed as Fp = FfS f/S cd and the spe-
cific energy consumption is computed as Qtot/Fp. The energy
efficiency is the ratio of energy used for evaporation of water
from the powder, ∆Hvap = λFf S cd−S fS cd , and the total amount of
energy supplied, Qtot, i.e. η = ∆Hvap/Qtot. Reference [2] de-
scribes the details for the compuation of the energy efficiency.
2.4. Controllers
In all controllers considered in this paper, the manipulated
variables, u, are kept at their setpoints by low level PI con-
trollers. Fig. 2 illustrates the principles of the high-level con-
trollers studied in this paper.
As illustrated in Fig. 2(a), the PI control strategy measures
the spray dryer temperature, y = TSD, and controls the spray
dryer temperature to the target, r, by manipulating the feed flow
rate, u = Ff. The inlet temperatures (Tmain,Tsfb,Tvfbh) are not
manipulated in the PI control strategy. Fig. 2(d) illustrates that
the outputs, z, in the PI control strategy have fixed constraints
for relatively long times of operation as the setpoint, r, is only
changed manually. Furthermore, the PI control strategy has a
relative large output variance such that the required back-off
from the constraint is larger than for the advanced process con-
trol strategies (MPC-RTO and E-NMPC).
Fig. 2(b) illustrates that the MPC-RTO is a two layer opti-
mization based controller. Using the measured disturbances, d,
the estimated states (the integrating disturbance states), ˆ¯x (xˆd),
the operating profit function, the constraints, and a steady-state
linear model, the RTO computes the optimal setpoints, r, for
the controlled variables, z, by solving a steady-state optimiza-
tion problem. The MPC in the MPC-RTO solves a weighted
and regularized least-squares problem with constraints using a
dynamic linear model. The MPC is based on feedback from
the measurements, y, and feed-forward from the measured dis-
turbances, d. The MPC brings the controlled variables, z, to
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Figure 2: The diagrams (a-c) illustrates the main computations for the different controllers. The sketches (d-f) illustrates the controlled variables, z, the corresponding
setpoints (if relevant), r, and the corresponding constraints for the different controllers.
the targets, r, by manipulating u. As illustrated in Fig. 2(e),
the RTO frequently adjusts the setpoints including the corre-
sponding back-off to the variations in the disturbances. The
back-off of the MPC-RTO is smaller than the back-off of the
PI control strategy due to better regulation by the MPC. The
economic value of the MPC-RTO compared to the PI control
strategy stems from the adjustment of setpoints to the actual
disturbances and less back-off as a consequence of better regu-
lation with less output variance.
Fig. 2(c) illustrates that the E-NMPC is a one layer optimiza-
tion based controller. Based on the measurements, y, the mea-
sured disturbances, d, the profit function, the constraints, and
a nonlinear model, E-NMPC computes the manipulated vari-
ables, u, at each sample time such that the predicted profit of
operation is maximized. Fig. 2(f) shows that E-NMPC does not
compute targets, r, directly, but maximizes operating profit sub-
ject to constraints. This implies that the optimal controlled vari-
ables, z, corresponding to the optimal manipulated variables, u,
are adjusted and predicted at each sample time. The back-off in
E-NMPC may be implemented directly or by solving stochastic
versions of E-NMPC using soft constraints with penalty func-
tions representing the economic cost of violating a constraint.
In this paper, we used a certainty-equivalence E-NMPC and did
not explicitly consider back-off from the constraints.
3. Simulation model
The simulation model is a first-principles engineering model
that is based on mass and energy conservation laws [2]. The
model describes drying of maltodextrin DE-18 with a high ac-
curacy in a wide range of operating points. The model may be
represented in the discrete stochastic form
xk+1 = F(xk, uk + wu,k, dk + wd,k, θ), (3a)
yk = hy(xk) + vk, (3b)
zk = hz(xk), (3c)
in which F is an operator representing the solution, xk+1, of the
system of differential equations
x(tk) = xk, (4a)
d
dt
g(x(t)) = f (x(t), uk + wu,k, dk + wd,k, θ), tk ≤ t ≤ tk+1, (4b)
xk+1 = x(tk+1). (4c)
Equation (4) is solved using the ESDIRK4(3) method with vari-
able step size [34]. hy is the measurement function and hz is the
output function. The model (4) is a deterministic model that has
two piecewise stochastic inputs, uk + wu,k and dk + wd,k, that are
constant for tk ≤ t ≤ tk+1. The measurement, y, is the measure-
ment function, hy, corrupted by measurement noise, vk. The
process noise, wu,k ∼ Niid(0,Ru) and wd,k ∼ Niid(0,Rd), and the
measurement noise, vk ∼ Niid(0,Rv), are all assumed to be nor-
mally distributed. The covariances, (Ru, Rd, Rv), are estimated
from the covariances of u, d, and y, respectively.
3.1. Constraints
The maximum capacity of the feed pump limits the feed flow.
The inlet temperatures must be higher than the ambient temper-
ature, Tamb. To minimize the risk of scorched particles, we also
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apply upper limits on the allowable inlet temperatures. Conse-
quently,
0 [kg/hr] ≤ Ff ≤ 140 [kg/hr], (5a)
Tamb ≤ Tmain ≤ 220 [◦C], (5b)
Tamb ≤ Tsfb ≤ 120 [◦C], (5c)
Tamb ≤ Tvfbh ≤ 70 [◦C]. (5d)
These constraints are hard input constraints. To avoid de-
posits of sticky particles on the spray dryer surfaces, the stage
temperatures must be below the glass transition temperatures,
TSD ≤ T SDg , TSFB ≤ T SFBg , TVFBh ≤ T VFBhg , and TVFBc ≤
T VFBcg ≤ 45 [◦C]. The glass transition temperatures are de-
termined in [2]. The powder moisture content must be below
a maximum limit, 1 − S cd ≤ 1 − S max = 3.5%. These con-
straints should be interpreted as soft output constraints. Since,
it is difficult on physical grounds to specify what the precise
limits should be, we assume that these limits already include
the back-off from the real limits.
4. Proportional-integral control
In the following, we briefly present the PI control strategy.
This control method is the reference to which advanced con-
trollers should be compared as it is the standard control method
used in the spray drying industry. Fig. 2(a) and Fig. 2(d) illus-
trate the PI control strategy.
4.1. Control principles
PI control offers a simple and industrially accepted method
to steer a controlled value to a target and reject disturbances. In
the conventional PI control strategy for spray dryers, a number
of low level PI controllers keep the inlet temperatures constant
during operation. These low level PI controllers maintain the
main inlet air temperature, the SFB inlet air temperature, and
the VFB inlet air temperature at a fixed setpoint by adjusting
the power of the heaters for the respective inlet air streams.
The main controller in the PI control strategy is a high level
PI controller that controls the chamber exhaust air temperature,
y = TSD, to a fixed target, r = Tsp, by manipulating the feed
flow rate, u = Ff. The target, Tsp, of the high level PI controller
and the fixed setpoints for the low level PI controllers are se-
lected such that the profit of operation is maximized, the input
constraints are satisfied, and adequate back-off from the sticki-
ness constraints is available such that deposition of particles in
the spray dryer is avoided.
4.2. Regulator tuning and discrete-time implementation
The main challenge in using PI control is tuning of the gain
and integral action. We used the SIMC tuning method [35]. Us-
ing input-output data of the simulation model (3), we approxi-
mate the process transfer function with the first order model,
Y(s) =
Kp
τps + 1
U(s), (6)
Algorithm 1 PI Algorithm
Require: yk, rk, Ik
ek = rk − yk
uk = Kcek + Ik
uk = min(umax,max(umin, uk))
Ik+1 = Ik + (TsKc/τc) ek
return uk, Ik+1
Kp = −0.35 [◦C/(kg/h)], and τp = 122 [s]. In continuous-time,
the PI control law is
E(s) = R(s) − Y(s), (7a)
U(s) = Kc
(
1 +
1
τcs
)
E(s) (7b)
Aiming for at closed-loop time constant of τcl = 50 [s], we
get the following PI control parameters using the SIMC tun-
ing rule: Kc = (1/Kp)τp/τcl = −6.97 [(kg/h)/◦C] and τc =
min{τp, 4τcl} = 122 [s].
Algorithm 1 transforms the continuous-time PI controller (7)
to a discrete time PI controller using the explicit Euler method
[36]. The implementation outlined in Algorithm 1 provides
bumpless parameter changes and handles control signal satura-
tion. Bumpless transfer between manual and automatic mode is
obtained by setting I0 = u0−Kce0 with e0 = r0−y0, when the PI
controller is switched on to automatic mode. In the implemen-
tation we do not consider anti-windup nor setpoint weighting.
In the PI control strategy for the spray dryer, we use a sample
time of Ts = 30 [s], umin = 0 [kg/hr], and umax = 140 [kg/hr].
5. Model predictive control with real-time optimization
In the following, we briefly present the MPC-RTO. It consists
of a linear MPC and an RTO for determination of the setpoints
to the linear MPC. Fig. 2(b) and Fig. 2(e) illustrate the MPC-
RTO.
The linear MPC consists of a state estimator and a regulator
that in combination based on feedback from the measurements,
y, and feedforward from the measured disturbances, d, bring the
controlled variables, z, to their targets, r. The RTO adjusts these
targets such that the process is operated at the steady-state pro-
viding the best economic performance given the process con-
straint and the disturbances. The process variables (u, d, y, z)
are as given in (1). The state estimator, the RTO and the regu-
lator all use the same linear model.
5.1. Linear model
The linear model used in the state estimator, the RTO, and the
regulator is a linearization of a nonlinear model with reduced
complexity compared to the model used for simulation of the
spray dryer. Reference [3] describes the nonlinear model from
which the linear model in the MPC-RTO is derived. Compared
to the simulation model [2], the nonlinear model that is used to
derive the linear model of the MPC-RTO contains fewer states
and parameters. This simplifies the parameter estimation and
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identification of the model. The model parameters in the com-
plexity reduced model are identified from data produced by the
simulation model [2]. These data are generated using the nu-
merical procedure outlined in Section 3. To achieve offset-free
output estimation (and control) at steady-state, in the presence
of plant/model mismatch and/or un-modeled disturbances, the
linear model is augmented with integrating disturbance states
on the energy balances and the vapor mass balances [15, 37].
The augmented linear model is
x¯k+1 = A¯x¯k + B¯uk + E¯dk + G¯w¯k + σ¯x, (8a)
yk = C¯y x¯k + σy + vk, (8b)
zk = C¯z x¯k + σz, (8c)
where x¯k = [x; xd]k is the augmented state vector, uk is the
manipulatable variables, dk is the measured disturbances, and
yk is the measurements. zk is the vector of controlled variables.
The augmented process noise is w¯k = [w; wd]k ∼ Niid
(
0, R¯w
)
and the measurement noise is vk ∼ Niid(0,Rv). The augmented
state space matrices are
A¯ =
[
A Bd
0 I
]
, B¯ =
[
B
0
]
, E¯ =
[
E
0
]
, G¯ =
[
G 0
0 I
]
, σ¯x =
[
σx
0
]
,
C¯y =
[
Cy 0
]
, C¯z =
[
Cz 0
]
, R¯w =
[
Rw 0
0 Rwd
]
,
where G = I is the noise to state matrix. σx, σy and σz contain
the constants related to the linearization of the model, i.e. σx =
xss − Axss − Buss − Edss, σy = yss −Cyxss, and σz = zss −Czxss.
5.2. State estimator (filter and predictor)
The linear time variant (LTV) Kalman filter is used to es-
timate the states. The measurement vector, yk, may vary in
size as the exhaust air humidity and residual moisture measure-
ments may be missing for several samples. We use the time
variance of the Kalman filter to enable the estimator to han-
dle these missing measurements. The filter part of Algorithm 2
handles missing observations by constructing the measurement
related properties (C¯y,k, σy,k, Rv,k) from (C¯y, σy, Rv) according
to the measurement vector, yk, at sample k. (C¯y, σy, Rv) de-
notes the matrices for all possible measurements in (8b), while
(C¯y,k, σy,k, Rv,k) denotes the matrices corresponding to the ac-
tual measurements available at sample k.
Let θ¯ = [θ¯w; θv], R¯w = diag(θ¯w), and Rv = diag(θv). The
unknown noise covariances, R¯w and Rv, needed for the Kalman
filter computations are estimated using the maximum likelihood
(ML) method [38]. The negative log likelihood function is [39,
40]
VML(θ¯) = α +
1
2
N∑
k=1
(
ln[det(Re,k)] + εTk R
−1
e,kεk
)
(9)
with the innovation, εk = εk(θ¯) = yk − yˆk|k−1(θ¯), and its co-
variance, Re,k = Re,k(θ¯), computed by Kalman filter iterations.
α = Nny ln(pi)/2 is a constant independent of θ¯. The ML esti-
mate of the covariances is determined by solving the nonlinear
(nonconvex) optimization problem,
min
θ¯
VML(θ¯), (10a)
s.t. θ¯l ≤ θ¯ ≤ θ¯u, (10b)
with the lower and upper bounds, θ¯l and θ¯u. Having the opti-
mal θ¯ = [θ¯w; θv] enables computation of the noise covariances,
R¯w = diag(θ¯w) and Rv = diag(θv). We use the ML estima-
tion method, instead of the autocovariance least squares (ALS)
method [41, 42], because it can easily handle situations with
missing observations.
The model (8) and the estimated covariances, R¯w and Rv, en-
able the computation of the stationary state covariance, P¯, of the
augmented system by solution of a discrete algebraic Riccati
equation. The LTV Kalman filter is initialized using P¯0|−1 = P¯
and ˆ¯x0|−1 = x¯ss = [xss; 0], where xss is the steady state also used
for linearization of the model.
Knowledge of the model (8), the covariances, R¯w and Rv, and
the measurement, yk, enable the filter to estimate the current
states, i.e. computation of ˆ¯xk|k. The filtered state, ˆ¯xk|k, is used
by the RTO, the regulator part of the MPC, and the one-step
prediction.
5.3. Real-time optimization
Every 25 minutes, the RTO solves the steady-state economic
optimization problem,
min
xss,uss,zss,s
φss = −p(zss, uss, dk) + ρ(s), (11a)
s.t. [0 I]x¯ss = [0 I] ˆ¯xk|k, (11b)
x¯ss = A¯x¯ss + B¯uss + E¯dk + σ¯x, (11c)
zss = C¯z x¯ss + σz, (11d)
umin + δu ≤ uss ≤ umax − δu, (11e)
c(zss) − δc + s ≥ 0, (11f)
s ≥ 0. (11g)
The target is set to the optimal controlled variables, rk = zss,
when (11) is solved. At the samples between the 25 minutes
intervals, (11) is not solved and the target is set to the previous
target, rk = rk−1. We denote this function for the RTO by rk =
ρ( ˆ¯xk|k, dk, rk−1, k).
The objective function, φss, is the sum of the profit function,
p(zss, uss, dk), and a penalty function, ρ(s), that penalizes vio-
lations of output constraints. The profit function, p(zss, uss, dk),
is computed by (2). In the RTO, Qtot for the profit function
is computed using the reduced nonlinear model. The penalty
function, ρ(s), is an `2 − `1-penalty function defined as
ρ(s) =
1
2
‖s‖22,Qs + ‖s‖1,qs . (12)
This penalty function is used to treat the output constraints (11f)
as soft constraints.
The integrating disturbance states, xd, are fixed to their cur-
rent values by (11b). These are not necessarily steady state
values. The linear model (8) is used in the constraints (11c)-
(11d) to determine the steady state relation between the manip-
ulated variables, uss, and the controlled variables, zss. The linear
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model (8) is used in the RTO for the spray dryer as the non-
linear effects are mostly related to the output constraints. The
input constraints, umin and umax, are given in (5). δu contains a
2.5 [◦C] back-off in the input temperatures to avoid saturation
and loss of controllability. The function, c(zss), in the soft out-
put constraint (11d) is described in [3]. δc contains a 0.05 [◦C]
back-off in the stickiness constraint and a 0.02% back-off in
the residual moisture. These back-offs are selected such that
they provide constraint violations that are similar to the PI con-
trol strategy and the E-NMPC. The output constraints in (11f)
are 75 [◦C] ≤ TSD ≤ T¯ SDg , 65 [◦C] ≤ TSFB ≤ 75.5 [◦C], and
1 − S cd ≤ 1 − S max = 3.5%. The glass transition temperature,
T¯ SDg , is determined as in [3].
5.4. Regulator
The regulator tracks the target, rk, provided by the RTO and
rejects measured disturbances, dk, as well as unmeasured dis-
turbances by solving the regularized output tracking problem
with input constraints. This problem may be formulated as the
convex quadratic program (QP),
min
{uk+ j}N−1j=0
φ =
1
2
N∑
j=1
‖zk+ j − rk‖2Qz +
1
2
N−1∑
j=0
‖∆uk+ j‖2Q∆u , (13a)
s.t. x¯k = ˆ¯xk|k, (13b)
x¯k+ j+1 = A¯x¯k+ j + B¯uk+ j + E¯dk + σ¯x, j ∈ Nu, (13c)
zk+ j = C¯z x¯k+ j + σz, j ∈ Nz, (13d)
umin ≤ uk+ j ≤ umax, j ∈ Nu. (13e)
∆uk+ j = uk+ j−uk+ j−1,Nz = {1, 2 . . . ,N}, andNu = {0, 1 . . . ,N−
1}. The control and prediction horizon is N = 30 min/Ts = 60.
The control and prediction horizon, N, is selected sufficiently
long such that any end effects have no influence on the solution
in the beginning of the horizon. No forecasts are available for
the target, rk, and the measured disturbances, dk. Therefore we
use the same-as-now predictions in (13). The values for the
input constraints, umin and umax, are given by (5). The tuning
parameters, Qz and Q∆u, are selected by trial and error such
that an acceptable compromise between robustness and agility
is obtained. The highest weight is associated to the residual
moisture content.
The solution of (13) provides the sequence {uk+ j}N−1j=0 . Only
the first variable, uk, in this sequence is implemented. This
combined procedure is denoted uk = µ(rk, ˆ¯xk|k, uk−1, dk).
5.5. MPC-RTO algorithm
Algorithm 2 lists the computations in the MPC-RTO algo-
rithm. At every sample, the MPC-RTO assumes that the mea-
surements, yk, the measured disturbances, dk, the mean and the
covariance of the one-step predicted state, ˆ¯xk|k−1 and P¯k|k−1, the
previous input, uk−1, and the previous targets, rk−1, are avail-
able. Based on that, the LTV filter estimates the current aug-
mented state, ˆ¯xk|k, and its covariance, P¯k|k. The RTO computes
the optimal target, rk = ρ( ˆ¯xk|k, dk, rk−1, k), as a function of the
current estimated states, ˆ¯xk|k, the measured disturbances, dk, the
Algorithm 2 MPC-RTO Algorithm
Require: yk, dk, ˆ¯xk|k−1, P¯k|k−1, uk−1, rk−1
Filter:
Compute the one-step ahead measurement prediction
yˆk|k−1 = C¯y,k ˆ¯xk|k−1 + σy,k
Compute the innovation and the filtered state
εk = yk − yˆk|k−1
Re,k = C¯y,kP¯k|k−1C¯Ty,k + Rv,k
K¯fx,k = P¯k|k−1C¯Ty,kR
−1
e,k
ˆ¯xk|k = ˆ¯xk|k−1 + K¯fx,kεk
P¯k|k = P¯k|k−1 − K¯fx,kRe,kK¯Tfx,k
RTO:
rk = ρ( ˆ¯xk|k, dk, rk−1, k)
Regulator:
uk = µ(rk, ˆ¯xk|k, uk−1, dk)
One-step predictor:
Compute the one-step ahead state and covariance prediction
ˆ¯xk+1|k = A¯ ˆ¯xk|k + B¯uk + E¯dk + σ¯x
P¯k+1|k = A¯P¯k|kA¯T + G¯R¯wG¯T
return uk, rk, ˆ¯xk+1|k, P¯k+1|k
previous target, rk−1, and the sample instant, k. The depen-
dence on k is used to ensure that the optimization (11) is not
performed at every sample but in the case of the spray dryer
only at every 50th sample (every 25 minutes). The linear MPC
uses the target, rk, computed by the RTO, the estimated aug-
mented states, ˆ¯xk|k, the previous manipulated variables, uk−1,
and the measured disturbances, dk, to compute the manipulated
variables, uk = µ(rk, ˆ¯xk|k, uk−1, dk). This value, uk, is imple-
mented on the process. To prepare the MPC-RTO for the next
sample time, the one-step prediction of the augmented states
and their covariance are computed using the predictions for lin-
ear systems listed in Algorithm 2.
6. Economic nonlinear model predictive control
In the following, we briefly present the E-NMPC. E-NMPC
uses the economic objective function directly in the control
layer. While the RTO in the RTO-MPC uses the economic ob-
jective function for steady state optimization, the E-NMPC in-
tegrates the economic objective function to capture the effect
of transients on the economics. As the economic objective is
included directly in the control layer by E-NMPC, the need for
intermediate targets is eliminated. The regulator directly seeks
to dynamically optimize the economic performance within the
given process constraints. The measurements, y, the measured
disturbances, d, and the manipulated variables, u, used by the
spray dryer E-NMPC are as described by (1). The E-NMPC
consists of an extended Kalman filter (EKF) for the filtering
and prediction, and a dynamic optimization problem in the reg-
ulator for computing the manipulated variables, uk. The EKF
and the regulator in the E-NMPC use an augmented nonlinear
model to ensure offset free control.
7
6.1. Model
The E-NMPC is based on the complexity reduced nonlinear
model [3] that is different from the simulation model [2]. The
complexity reduced model is denoted by
xk+1 = F(xk, uk, dk, θ) + Gwk, (14a)
yk = hy(xk) + vk, (14b)
zk = hz(xk), (14c)
where F denotes the operator that computes the solution, xk+1,
of
x(tk) = xk, (15a)
d
dt
g(x(t)) = f (x(t), uk, dk, θ), tk ≤ t ≤ tk+1, (15b)
xk+1 = x(tk+1). (15c)
This model can be solved using the ESDIRK3(4) method with
variable step size [34, 43]. Both the process noise, wk ∼
Niid(0,Rw), and the measurement noise, vk ∼ Niid(0,Rv), are
normally distributed stochastic variables.
Offset-free estimation of the measurements and offset-free
control at steady-state are achieved by augmenting the model.
The state vector, x, is augmented by a vector of integrated dis-
turbance states, xd. The augmented state vector is x¯ = [x; xd].
The regulator and state estimator are based on the augmented
model,
x¯k+1 = F¯(x¯k, uk, dk, θ) + G¯w¯k, (16a)
yk = h¯y(x¯k) + vk, (16b)
zk = h¯z(x¯k), (16c)
where the operator F¯ denotes the solution, x¯k+1, of
x¯(tk) = x¯k, (17a)
d
dt
g¯(x¯(t)) = f¯ (x¯(t), uk, dk, θ), tk ≤ t ≤ tk+1, (17b)
x¯k+1 = x¯(tk+1) (17c)
with
g¯(x¯) =
[
g(x)
xd
]
, f¯ (x¯, u, d, θ) =
[
f (x, u, d, θ) + Bdxd
0
]
.
The augmented output functions are
h¯y(x¯k) = hy(xk) + Cy,dxd,k, (18a)
h¯z(x¯k) = hz(xk) + Cz,dxd,k. (18b)
The augmented process noise vector is w¯k = [w; wd]k ∼
Niid(0, R¯w) with
G¯ =
[
G 0
0 I
]
, R¯w =
[
Rw 0
0 Rwd
]
.
For the noise and disturbance model used in this paper, we have
G = I, Cy,d = 0, and Cz,d = 0. Bd is a structural matrix selected
such that it puts integrators on the energy balances and the vapor
mass balances.
6.2. State estimator for filtering and prediction
The extended Kalman filter (EKF) for the discrete system
(16) is used to estimate the filtered state, ˆ¯xk|k, and its covariance,
P¯k|k, as well as the one-step-ahead predicted state, ˆ¯xk+1|k, and its
covariance, P¯k+1|k [44–48]. A number of different approaches
for estimating the unknown noise variances, R¯w and Rv, in the
EKF exist. These methods include a sensitivity based approach
[49, 50], the ALS approach [41, 51, 52], and the ML approach
[38–40, 53, 54]. We estimate R¯w = R¯w(θ¯) and Rv = Rv(θ¯) by
the ML method, i.e. we solve the optimization problem (10)
using (9) with the innovation, εk = εk(θ¯), and its covariance,
Re,k = Re,k(θ¯), computed by the EKF.
6.3. Discrete-time optimal control problem
In a receding horizon manner, the optimal predicted input
profile, {uk+ j}N−1j=0 , in the E-NMPC is obtained by the solution of
the following finite dimensional discrete optimal control prob-
lem,
min
x,u,z,s
φ = φe + φs + φ∆u, (19a)
s.t. x(tk) = xˆk|k, (19b)
d
dt
g(x(t)) = f (x(t), u(t), dk, θ) + Bd xˆd,k|k, t ∈ Tk, (19c)
z(t) = hz(x(t)) + Cz,d xˆd,k|k, t ∈ Tk, (19d)
u(t) = uk+ j, tk+ j ≤ t < tk+ j+1, j ∈ Nu, (19e)
umin ≤ uk+ j ≤ umax, j ∈ Nu, (19f)
c(z(tk+ j)) + sk+ j ≥ 0, j ∈ Nz, (19g)
sk+ j ≥ 0, j ∈ Nz, (19h)
where the objective function, φ, consists of an economic term,
φe = −
∫ tk+T
tk
p(z(t), u(t), dk)dt, (20)
measuring the profit of operation, an `2 − `1 penalty term,
φs =
N∑
j=1
ρ(sk+ j), (21)
penalizing violoation of the pointwise output constraints (19g),
and an input-rate of movement regularization term,
φ∆u =
1
2
N−1∑
j=0
∥∥∥∆uk+ j∥∥∥2Q∆u = 12
N−1∑
j=0
∥∥∥uk+ j − uk+ j−1∥∥∥2Q∆u , (22)
that prevents the optimal profile of manipulated variables from
large variations from sample to sample.
The sampling time of the E-NMPC is Ts = 30 [s]. The
control and prediction horizon is T = 25 min such that N =
T/Ts = 50. Tk = [tk, tk + T ] denotes the time interval.
Nu = {0, 1, . . . ,N − 1} and Nz = {1, 2, . . . ,N}. The profit rate,
p(z(t), u(t), dk), is identical to the profit rate used by the RTO.
p is computed using (2) and the complexity reduced nonlinear
model [3]. The `2 − `1 penalty function is the same as for the
RTO. The inputs are parameterized using piecewise constant
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Algorithm 3 E-NMPC Algorithm
Require: yk, dk, ˆ¯xk|k−1, P¯k|k−1, uk−1
Filter:
Compute the one-step ahead measurement prediction
yˆk|k−1 = h¯y( ˆ¯xk|k−1), C¯y,k =
dh¯y
dx¯ ( ˆ¯xk|k−1)
Compute the innovation and the filtered state
εk = yk − yˆk|k−1
Re,k = C¯y,kP¯k|k−1C¯Ty,k + Rv
K¯fx,k = P¯k|k−1C¯Ty,kR
−1
e,k
ˆ¯xk|k = ˆ¯xk|k−1 + K¯fx,kεk
P¯k|k = P¯k|k−1 − K¯fx,kRe,kK¯Tfx,k
Regulator:
uk = κ( ˆ¯xk|k, uk−1, dk)
One-step predictor:
Compute the predicted state, ˆ¯xk+1|k = F¯( ˆ¯xk|k, uk, dk), and
the state sensitivity, A¯k = ∂F¯∂x¯ ( ˆ¯xk|k, uk, dk), using an ESDIRK
method with sensitivity computations.
P¯k+1|k = A¯kP¯k|kA¯
T
k + G¯R¯wG¯
T
return uk, ˆ¯xk+1|k, P¯k+1|k
functions (19e) and constraints (19f) corresponding to (5). The
functions, c(z), for the output constraints are discussed in [3].
The solution to (19) provides an optimal trajectory, {uk+ j}N−1j=0 , of
which only the first manipulated variable, uk, is implemented on
the process. The function generating this manipulated variable
is denoted uk = κ( ˆ¯xk|k, uk−1, dk) = κ([xˆk|k; xˆd,k|k], uk−1, dk).
6.4. E-NMPC algorithm
Algorithm 3 lists the on-line computations in the E-NMPC
algorithm. The computations consist of the filtering in the EKF
(filter), the solution of a constrained optimal control problem
(regulator), and the one-step prediction using the EKF (one-
step predictor). For the spray dryer, the sample time of this
E-NMPC algorithm is Ts = 30 [s].
The main computational effort in Algorithm 3 is the com-
putation of uk = κ( ˆ¯xk|k, uk−1, dk) by solution of the constrained
optimal control problem (19). This constrained optimal con-
trol problem (19) may be solved using the control vector
parametrization method [55], the multiple-shooting method
[56, 57], or the simultaneous method [58–60]. Within these
classes of algorithms, a number of variations exist on the solu-
tion of the quadratic programming subproblem, the SQP strat-
egy, and the sensitivity computations. We solve (19) using
the multiple-shooting method [61] and an interior-point opti-
mization algorithm [62] (IPOPT interfaced from Matlab R©). The
gradient computation is performed using forward sensitivities
[43, 63].
The one-step ahead prediction, ˆ¯xk+1|k, and the correspond-
ing sensitivities, A¯k, are computed using an ESDIRK method
with sensitivity computation capabilities [43, 63]. This enables
computation of the one-step ahead state covariance, P¯k+1|k, of
the augmented system.
0 5 10 15 20
47.5
49.5
51.5
53.5
55.5
Fe
ed
 c
. [%
]
Sf
0 5 10 15 20
  54
54.5
  55
55.5
Fe
ed
 T
. [
o
C]
Tf
0 5 10 15 20
Time [hours]
 6.5
 7.5
 8.5
 9.5
10.5
11.5
Am
b.
 h
um
. [g
/kg
]
Yamb
Figure 3: Industrially recorded disturbance scenario. The values of the vari-
ables, S f, Yamb and Tf, in this disturbance scenario are used in the the closed-
loop simulations.
7. Simulation results
In this section, we compare the performance of the PI control
strategy, the MPC-RTO strategy, and the E-NMPC strategy by
closed-loop simulations.
7.1. Industrially recorded disturbance scenario
Fig. 3 illustrates the disturbance scenario used in the simula-
tions of the three control strategies. The feed solids concentra-
tion, S f, the feed temperature, Tf, and the ambient air humidity,
Yamb, are industrially recorded disturbances. Compared to other
dryers, the feed solids concentration, S f, has a relatively large
variance, while the feed temperature, Tf, is rather stable. The
ambient air humidity, Yamb, resembles normal variations from a
summer day in northern Europe. The disturbances, Fmain, Fsfb,
Fvfbh, Fvfbc, Tvfbc and Tamb, are constant. In combination, these
disturbances represent a realistic disturbance scenario for the
closed-loop simulations.
7.2. Proportional-integral control
Fig. 4 shows the measurements, y, the target, Tsp, and the ma-
nipulated variables, u, of the spray dryer during the closed-loop
simulation of the PI control strategy. The simulation shows that
the PI controller is able to maintain a stable exhaust air temper-
ature, TSD, as it was designed for. The exhaust air humidity, Yab,
and the residual moisture content, 1 − S cd, are not controlled in
the PI control strategy and fluctuate due to the changes in the
disturbances, viz. the feed solids concentration, S f, the feed
temperature, Tf, and the ambient air humidity, Yamb.
As discussed in Section 2.4 and illustrated in Fig. 2, the set-
point of the controller is kept constant for long periods and the
inlet air temperatures are not manipulated in the PI control strat-
egy. Accordingly, the controller avoids violation of the sticki-
ness constraint and the powder moisture limit by the applica-
tion of a considerably back-off from the process constraints.
The constraints are reached at high ambient air humidities. The
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Figure 4: Simulation of the PI control strategy subject to the disturbance sce-
nario given in Fig. 3.
stickiness constraint, i.e. the constraint related to the glass tran-
sition temperature, T¯ SDg , is reached at t=2.5 and t=16 hours due
to high ambient air humidities. The powder moisture limit is
reached at the same time points due to the high ambient air hu-
midities. The controller rejects the effect of the variations in the
feed solids concentration on the exhaust air humidity, Yab, well.
The residual moisture content, 1 − S cd, is affected by all three
disturbances. The PI-control strategy only partially and indi-
rectly mitigates the effect of the disturbances on the residual
moisture content.
The stickiness constraint determined by the simulation model
and the control model, T SDg and T¯
SD
g , disagree due to the sim-
plified description of this constraint in the control model. T¯ SDg
is conservatively designed compared to T SDg such that the true
simulation constraint is not violated during operation.
Due to the applied back-off, the PI control strategy makes the
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Figure 5: Simulation of the MPC-RTO strategy subject to the disturbance sce-
nario given in Fig. 3.
dryer dry the powder more than necessary to keep the powder
moisture below the maximum limit and avoid violation of the
stickiness constraint at all time. This more extensive drying
decreases the energy efficiency and the yield, i.e. the residual
moisture content sold as product, of the production.
7.3. Model predictive control with real-time optimization
Fig. 5 shows the measurements, y, the targets, r, and the ma-
nipulated variables, u, of the spray dryer during the closed-loop
simulation of the MPC-RTO strategy. The simulation shows
that the MPC-RTO strategy is able to steer the controlled vari-
ables, z, to the targets, r, computed by the RTO. The controlled
variables are the variables related to the stickiness of the pow-
der, TSD and Yab, the SFB stage temperature, TSFB, and the
residual moisture content, 1 − S cd. The effect of the distur-
bances on the controlled variables are rejected by adjustments
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of the manipulated variables every 30 seconds. Every 25 min-
utes, the RTO updates the optimal steady state targets based
on the measurements, the economic objective, and the process
constraints.
As discussed in Section 2.4 and illustrated in Fig. 2, in com-
bination the tracking ability of the MPC and the target updates
of the RTO reduce the necessary back-off from the constraints
compared to the PI control strategy. The reduced back-off re-
sults in an increased profit of operation. The applied back-off is
selected to render comparable constraint violations to the other
control strategies. As can be seen in Fig. 5(b), the MPC-RTO
manipulates Ff relatively smoothly compared to the PI con-
troller (Fig. 4(b)). Making the MPC-RTO more aggressive, like
the PI controller, did not significantly reduce the variance of the
controlled variables nor the constraint violations. We find that
the limiting factor to reduce the applied back-off is the fixed
targets, r, that the RTO updates every 25 minutes, only.
Compared to the PI control simulation, the MPC-RTO in-
creases the average product flow rate, Fp. This can be observed
by inspection of the manipulated feed flow rate, Ff, in Fig. 4(b)
and Fig. 5(b). As a consequence of the higher feed and produc-
tion rate of the MPC-RTO, the MPC-RTO also increases the
average energy supply from the heaters. Fig. 5(b) reveals this
by increased inlet air temperatures, Tmain, Tsfb and Tvfbh, com-
pared to inlet air temperatures of the PI control strategy (Fig.
4(b)). Drying in the SFB and VFB stages is more energy ef-
ficient than drying in the SD stage. Therefore, the MPC-RTO
seeks to maximize drying in these fluid bed stages to bring the
moisture content of the powder below its maximum limit. The
RTO increases the drying in the SFB and VFB stages by select-
ing an operating point that increases the inlet air temperatures,
Tsfb and Tvfbh. Consider Fig. 5(b) as an example illustrating
the mechanisms of MPC-RTO. Fig. 5(b) shows how the MPC-
RTO manipulates Tvfbh. The RTO selects the operating point
such that Tvfbh is at its upper limit except for the back-off, δu.
The MPC manipulates Tvfbh around this operating point to keep
the controlled variables at their targets. At time t=1 to t=2, t=4,
t=5 and t=7.5 hours and between t=19 to t=21 hours, the RTO
reduces the drying capacity, Yab, as the SFB stage temperature,
TSFB, reaches its upper limit at 75.5 [◦C]. The reduced capacity
results in a simultaneous decrease of the exhaust air tempera-
ture, TSD, to reduce the energy consumption and to avoid vio-
lating the stickiness constraint. In comparison to the PI-control
strategy, the MPC-RTO increases the average residual moisture
content and controls it to be constantly close to the upper limit.
The increased residual moisture content improves the process
economics in two ways: 1) it reduces the required heat for evap-
oration and thereby reduces the energy costs; 2) it increases the
product flow rate by including more water as part of the prod-
uct. Thereby, the increased water in the product can be sold at
the price of powder.
7.4. Economic nonlinear model predictive control
Fig. 6 shows a simulation of the measurements, y, and the
manipulated variables, u, of the spray dryer operated by the E-
NMPC. As discussed in Section 2.4 and illustrated in Fig. 2,
the manipulated variables determined by the E-NMPC strategy
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Figure 6: Simulation of the E-NMPC strategy subject to the disturbance sce-
nario given in Fig. 3.
operates the dryer to maximize the predicted profit of operation.
The effects of plant-model mismatch and disturbances (known
and unknown) are rejected by adjustments of the manipulated
variables according to the feedback from measurements and
measured disturbances, the economic objective, and the spec-
ified process constraints. The dynamic optimization takes place
at each sample (30 sec) and this reduces the necessary back-
off compared to the MPC-RTO strategy, where the RTO only
executes every 25 min.
The E-NMPC strategy seeks to optimize the combined tran-
sient and steady-state economics of the spray dryer. For the
long control and prediction horizon selected in this study, E-
NMPC brings the spray dryer to an optimal steady-state point
that is similar to the steady-state operating point selected by the
RTO of the MPC-RTO. E-NMPC uses a full nonlinear model,
while the RTO uses a linear model for the dynamics and the
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same nonlinear model as the E-NMPC for the profit function
and the stickiness constraint. Thus, in both simulations, the
economic optimum is reached when TSD reaches the point at
which the powder turns sticky in the top of the chamber, i.e. the
glass transition temperature constraint, T¯ SDg , and when 1 − S cd,
the moisture content of the powder, reaches 1 − S max. In this
way, the product flow rate is maximized, the residual moisture
is controlled to the specification, and the SFB stage tempera-
ture is kept within the constraints. At the same time, the supply
of energy is minimized. As in the case of the MPC-RTO, E-
NMPC exploits that the most efficient drying occurs in the fluid
beds, i.e. the SFB and VFB stages. E-NMPC increases the SFB
and VFB air temperatures, Tsfb and Tvfbh, to bring the residual
moisture content just below its maximum limit.
The powder becomes moister and potentially sticky inside
the dryer, when the ambient air humidity, Yamb, increases as
well as when the feed solid concentration, S f, decreases. The E-
NMPC compensates for such variations (increased air humidity
and/or descreased feed solid concentration) by decreasing the
feed flow rate, Ff, and by adjusting the inlet air temperatures.
In this way, E-NMPC maintains operation at the optimal pro-
duction rate using the optimal heat supply.
7.5. Stickiness
The glass transition temperature at the SD stage, T¯ SDg , deter-
mines whether the powder sticks in the SD stage of the spray
dryer. When the powder temperature in the SD stage, TSD,
is below the glass transition temperature in the SD stage, i.e.
TSD ≤ T¯ SDg , the powder is non-sticky. Otherwise, the powder is
sticky. Reference [3] provides an expression of the glass transi-
tion temperature. The glass transition temperature depends on
the moisture in the powder. In the simplified, yet reasonably
accurate, model used by the MPC-RTO and the E-NMPC, the
moisture in the powder at the SD stage is a function of the tem-
perature, TSD, and the air humidity, Yab. This implies that the es-
timated sticky and non-sticky regions of the SD stage can be vi-
sualized in a 2D-plot. Fig. 7 illustrates the stickiness constraint,
T¯ SDg , as well as the phase portrait of the trajectories generated
by the PI control strategy, the MPC-RTO, and the E-NMPC.
Due to stochastic disturbances, the trajectories produced by all
three controllers occasionally violate the stickiness constraint.
Therefore, the operating point and stickiness constraint used by
the controllers are designed such that they are backed off from
the true stickiness constraint of the process.
The PI control strategy does not control the exhaust air hu-
midity, Yab, directly. In this case, Yab varies from 27.5 [g/kg]
to 34 [g/kg]. Therefore, the operating point of the PI control
strategy is selected such that the mean value of Yab is relatively
far from the air humidity stickiness constraint. The consquence
is that the production rate is also below the production capacity
of the spray dryer.
The MPC-RTO operates the air humidity, Yab, closer to the
constraint limit than the PI control strategy, as it adjusts the op-
erating point every 25 minutes according to the measurements
and the measured disturbances. As is evident by Fig. 7, the
MPC-RTO does not operate at the maximum air humidity, and
consequently not at the maximum production rate, at all times.
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The RTO problem (11) contains back-offs in the manipulated
variables. Due to these back-offs, the temperature of the VFB
inlet air stream, Tvfbh, is on average decreased compared to the
simulation of the E-NMPC strategy (Fig. 6(a)). The MPC-
RTO compensates for the decreased VFB inlet air temperature,
Tvfbh, by increasing the SFB inlet air temperature, Tsfb. Con-
sequently, the SFB temperature, TSFB, increases and the upper
limit on the SFB temperature, TSFB ≤ 75.5 [◦C], becomes ac-
tive (Fig. 5(a)). When the SFB temperature limit is active, the
MPC-RTO decreases the production rate as well as the energy
supply from the main inlet air and the SFB inlet air, to maintain
a stable SFB temperature. Simultaneously, the decreased pro-
duction rate allows the SD temperature, TSD, to be decreased
along the stickiness constraint to save energy and increase the
energy efficiency.
The E-NMPC is able to maintain a maximum air humidity
and capacity at all time. In the simulation, TSD and Yab are kept
constant at the maximum exhaust air humidity. The E-NMPC
is able to do so as no back-off is implemented in the constraints
of the manipulated variables and the controlled variables. If for
instance the feed solids concentration, S f, had increased further,
the E-NMPC would have to decrease the capacity accordingly
and in a similarly way to the way MPC-RTO reduces capacity.
7.6. Key performance indicators
Fig. 8 illustrates the product flow rate, Fp, the specific energy
consumption, Qtot/Fp, the energy efficiency, η, and the profit of
operation, p, for the closed-loop simulations of the three con-
trol strategies. Table 1 provides the average values of the key
performance indicators (KPIs) for the three control strategies.
Fig. 8 and Table 1 show that the performance of the PI con-
trol strategy is inferior compared to the performances of the
MPC-RTO and the E-NMPC. Compared to the MPC-RTO and
the E-NMPC, the PI control strategy has a lower average prod-
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Table 1: Average KPI values.
KPI % increase to PI
PI MPC-RTO E-NMPC MPC-RTO E-NMPC
Product flow rate Fp [kg/hr] 60.95 66.21 66.81 8.63% 9.61%
Energy consumption rate Qtot [kW] 87.2 89.1 90.4 2.21% 3.63%
Specific energy consumption QtotFp [MJ/kg] 5.16 4.81 4.88 -6.72% -5.44%
Residual moisture 1 − S cd [%] 3.37 3.48 3.49 3.21% 3.37%
Energy efficiency η [%] 40.2 42.7 42.5 6.06% 5.52%
Profit of operation p [e/hr] 123.25 133.98 135.19 8.71% 9.69%
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Figure 8: The product flow rate, the specific energy consumption, the energy
efficiency, and the profit of operation for the three control strategies.
uct flow rate, a higher specific energy consumption, a lower en-
ergy efficiency, and a lower profit of operation. During most of
the time in the simulations, the MPC-RTO and the E-NMPC in-
crease both the product flow rate and the energy efficiency con-
siderably. The three controllers perform equally well when the
ambient air humidity is high. This illustrates that the benefits
arise from the ability of the MPC-RTO and the E-NMPC to uti-
lize the excess capacity available at the low ambient air humid-
ity. The energy efficiency increases as the exhaust air temper-
ature decreases along the stickiness constraint. Thus, the most
economic point of operation where Yab is maximized is not the
most energy efficient point of operation. This is also revealed
by Table 1. Table 1 shows that MPC-RTO provides the most
energy efficient operation. Nevertheless, E-NMPC provides the
operation with the largest economic profit. From Table 1, it
should be noticed that the increased profit (8.71% and 9.69%) is
highly correlated with the increased production rate (8.63% and
9.61%). The residual moisture content is increased by 3.21%
and 3.37%, respectively. This contributes significantly to the
increased profit of operation as it corresponds to selling water at
the price of powder and using less energy for evaporation of the
water. The total energy consumption is increased for the MPC-
RTO and E-NMPC strategies due to the increased production
rate. However, more importantly the specific energy consump-
tion decreases and the energy efficiency increases when using
the MPC-RTO and the E-NMPC. MPC-RTO decreases the spe-
cific energy consumption by 6.72% and increases the energy
efficiency by 6.06%. E-NMPC decreases the specific energy
consumption by 5.44% and increases the energy efficiency by
5.52%.
The cumulative increased profit over a year by replacing
the standard industrial PI control strategy with the MPC-RTO
strategy is (133.98 [e/hr] − 123.25 [e/hr]) · 7200 [hr/year] =
77, 000 [e/year]. Similarly, the annual cumulative profit in-
crease by using the E-NMPC instead of the PI control strat-
egy is (135.19 [e/hr] − 123.25 [e/hr]) · 7200 [hr/year] =
86, 000 [e/year]. Thus, the profit of operation per year is poten-
tially increased considerably by both model based controllers.
These numbers are for an industrial small scale spray dryer
with a production capacity around 60 kg/hr. An industrial sized
spray dryer for production of skimmed milk powder has a ca-
pacity of approximately 7,500 kg/hr. Consequently, industrial
sized dryers have a capacity that is more than 100 times larger
than the dryer simulated in this paper. Accordingly, the poten-
tial economic benefit of replacing existing PI controls strategies
with advanced process control is significant.
8. Conclusions
In this paper, we present three control strategies for a four-
stage spray dryer and compare their performance based on the
product flow rate, the residual moisture content, the specific en-
ergy consumption, the energy efficiency, and the profit of opera-
tion. The industrially used PI control strategy serves as a bench-
mark for the performance of the MPC-RTO and the E-NMPC
control strategies. Both model based controllers increase the
profit of operation by increasing the product flow rate, the resid-
ual moisture content, and decreasing the specific energy con-
sumption. The residual moisture content is controlled within
specifications, and deposits of sticky powder particles on the
spray dryer surfaces are avoided. For the given disturbance sce-
nario, the MPC-RTO increases the profit of operation by 8.71%
and the E-NMPC increases the profit of operation by 9.69%.
The performance difference between the MPC-RTO and the E-
NMPC is mainly due to the necessary back-off in the constraints
employed in the RTO layer. The economic value of the MPC-
RTO and E-NMPC compared to the PI control strategy stems
from the adjustment of the operating point of the dryer to the
actual disturbances such that the spray dryer can be operated
closer to the process constraints.
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Abstract: Multi-stage spray drying is an important and widely used unit operation in the
production of food powders. In this paper we develop and present a dynamic model of the
complete drying process in a multi-stage spray dryer. The dryer is divided into three stages:
The spray stage and two fluid bed stages. Each stage is assumed ideally mixed and described by
mass- and energy balances. The model is able to predict the temperature, the residual moisture
and the particle size in each stage. Process constraints are also proposed to predict deposits due
to stickiness of the powder. The model predictions are compared to datasets gathered at GEA
Process Engineering’s test facility. The identified grey-box model parameters are identified from
data and the resulting model fits the data well. The complexity of the model has been selected
such that it is suitable for development of real-time optimization algorithms in an economic
optimizing MPC framework.
Keywords: Drying process, Spray drying, Multi-stage dryer, Grey-box model, Modelling and
identification, Maltodextrin, Simulation
1. INTRODUCTION
In 2015 the milk quota system in the European Union
will be completely liberalized. The expected effect is that
the milk volume production will increase significantly. The
extra milk will need to be processed to find its way to
the market. Analysts expect production of skimmed and
whole milk powder to increase by 5-6% while its prices
will decline by about 6-7% (IPTS and EuroCARE GmbH,
2009). To accommodate this production expansion, effi-
cient control and optimization of the spray drying process
become increasingly important. In this paper we develop
a simple first-principle engineering model that can be
used to simulate the spray drying processes and facilitate
development of efficient control algorithms.
In this paper a grey-box model will be introduced which is
based on engineering first principles. It describes the spray
drying (SD), the static fluid bed (SFB) and the vibrating
fluid bed (VFB) stages of a multi-stage dryer (MSD) plant
as illustrated in Fig. 1. The model is validated against
data acquired from a MSD at a test-station in Copenhagen
(GEA Process Engineering A/S). The model describes the
temperatures, the residual moisture and the particle size
in each stage of the spray dryer, as well as the stickiness
limit.
Conventional control of spray drying plants keeps inlet-
and outlet temperatures constant during operation, as a
surrogate to controlling the product quality (O’Callaghan
and Cunningham, 2005). This approach is simple, but
known to be insufficient for control of residual moisture
and particle size. The simple approach is often preferred,
as product quality is expensive to measure and can lead
to sanitary problems. One approach to avoid the use of
expensive sensors is to use soft sensors based on readily
available measurements and a mathematical model. The
importance of good models is therefore evident for both
use in controllers and soft sensors as well as in design and
validation studies.
Chen and Lin (2005) derived a simple set of differen-
tial equations for use in computational fluid dynamics
(CFD) to describe the drying of a single particle. In this
study, it was shown that the characteristic drying rate
curve (CDRC) method did not resemble the experimental
trends, and therefore they preferred the reaction engi-
neering approach (REA) method. Langrish (2009) used
the REA method for CFD with success on studying wall
depositions. Shabde and Hoo (2008) investigated control
design and optimization using CFD methods for a single-
stage spray dryer, and described a (lumped) model and
control for the residual moisture and the particle size. We
deemed the models relying on CFD too complex for real-
time advanced control and real-time dynamic optimiza-
tion. Bizmark et al. (2010) introduced a sequential static
model for a continuous fluidized bed and Iguaz et al. (2003)
formulated a sequential reactor approach, which was used
to simulate the dynamic response of a rotary dryer to a
change in the input conditions. We come up with a three-
stage approach inspired by Bizmark et al. (2010) and Iguaz
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Fig. 1. Diagram of the multi-stage dryer. SD = spray
drying, SFB = static fluid bed and VFB = vibrating
fluid bed
et al. (2003) and use constitutive equations inspired by
Langrish and Kockel (2001).
To our knowledge, no control oriented general dynamic
model exist for multi-stage spray dryers. In this work such
a general model is proposed.
The paper is organized as follows. In Section 2 we describe
the spray drying process and in Section 3 we present
the three-stage model. We also give constraints to the
residual moisture in order to predict wall deposits. Section
4 contains a brief description of the method for parameter
estimation, the estimated parameters, and a validation of
the model to data from two experiments. Conclusions are
given in Section 5.
2. THE SPRAY DRYING PROCESS
As illustrated in Fig. 1, spray drying is a continuous pro-
cess which produces a dry powder from a liquid or a slurry.
The spray dryer consists most often of a combination of
three stages; the actual spray drying (SD), the static fluid
bed (SFB) and the vibrating fluid bed (VFB). The main
purpose of the SD stage is to reduce stickiness and fouling
of the wet feed. The powder then falls to the SFB for
further agglomeration and drying. Finally the powder is
transported to the external VFB, for gentle drying and
is cooled to the temperature desired for handling and
storage. Cooling air and fines from the cyclone are returned
to the SD stage near the nozzles for forced agglomeration.
The main factors affecting the residual moisture in the
powder are the temperature, the relative humidity and the
particle size in the stages. Normally, the SD air temper-
ature (exhaust temperature) is automatically controlled
by adjusting the feed flow rate while the temperatures in
the other stages are manually controlled from the inlet
air temperatures set by the operator. The particle size
is mainly affected by the nozzle pressure (i.e. feed flow,
concentration and viscosity), residual moisture and the
SFB inlet air flows. The particle size is often controlled
by adjusting inlet air flows and the residual moisture
is controlled from the exhaust temperature. Generally,
two external disturbances are present in spray drying i.e.
the ambient air humidity and the feed composition. The
disturbances both affect the residual moisture and the
particle size. Also the hold-up of powder in the SFB and
VFB can vary and influences the drying.
3. MULTI-STAGE DRYER MODEL
The model structure is derived from engineering first prin-
ciples and the unknown parameters are identified using
a least-squares method. This approach, called grey-box
modeling (Ljung, 1999), combines physical knowledge with
data-based (statistical) modeling; physical knowledge pro-
vides the main structure and statistical modeling provides
details on the actual coefficients (Kristensen et al., 2004).
Compared to statistical black-box models; this is advanta-
geous since it allows a physical interpretation of the model
and often wide valid operation range. Utilizing mass and
energy conservation laws, also make it possible to extract
otherwise unknown drying conditions inside the drying
zones.
We divide the model of the dryer into three stages. The
SD, the SFB and the VFB stage. Fig. 2 shows a schematic
representation of the three-stage model approach, and Fig.
3 describes the details of a single stage.
For each of the stages, we set up two mass balances (Eq.
1 and 4), one energy balance (Eq. 15) and one particle
size balance (Eq. 31) in order to fully describe the drying
conditions in each stage. In the following, the derivation of
the equations for the stages will be treated generally and
when necessary a specific stage is noted in the superscript
of the equation.
The experiments were based on drying of maltodextrin
DE-18, because milk is expensive, cannot be stored in liq-
uid form and its composition is not well defined. Maltodex-
trin, though, resemble the same fundamental properties as
skim milk.
3.1 Powder moisture
A mass balance for water in the powder yields
dmw
dt
= FpsinXin − FpsoutXout −Rwmps (1)
X is the dry basis water concentration (kg water/kg dry
solid) in the powder and the flux of evaporating water is
Rwmps. The hold-up of dry powder is assumed constant,
and thus the flow of dry powder entering and leaving is
Fpsout = Fpsin = SinFpin (2)
The dry basis concentration of product in- and outlet flows
are
Xin =
1− Sin
Sin
Xout =
mw
mp −mw (3)
where Sin is the concentration (kg solid/kg total) and mw
is the mass of water. mp is the total mass of the powder.
3.2 Air moisture
The amount of vapour in the air is given by
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Fig. 2. Princple of the sequential stage model.
dmv
dt
= Fvin − Fvout +Rwmps (4)
The inlet vapour flow, Fvin , for each stage is
FSDvin = Y
main
in F
main
dain + Y
cool
in F
cool
dain + Y
SFB
out F
SFB
daout (5)
FSFBvin = Y
sfb
in F
sfb
dain
(6)
FV FBvin = Y
vfbh
in F
vfbh
dain
+ Y vfbcin F
vfbc
dain
(7)
The flow of dry air, Fdain , is given by
Fdain =
1
Yin + 1
Fain (8)
and the absolute humidity, Yin, of the incoming air is
Yin =
Mv
Mda
RHinPvsat
Pin − RHinPvsat (9)
RHin is the relative humidity and Pvsat is the saturated
vapour pressure from the Antoine equation.
The hold-up of dry air is assumed constant, and thus the
dry air flow out of the chamber is equal to the dry air flow
into the chamber. The flow of vapour out of the stages is
FSDvout = Y
SD
out (Fmaindain + F
cool
dain + F
SFB
daout) (10)
FSFBvout = Y
SFB
out F
sfb
dain
(11)
FV FBvout = Y
V FB
out (F
vfbh
dain
+ F vfbcdain ) (12)
The absolute humidity of the stage air, Yout, is given by
Yout =
Mda
Mv
P − Pv
Pv
(13)
Assuming constant total chamber pressure, P , which is
controlled by a suction fan. The vapour pressure is given
by the ideal gas law
Pv =
MvRTaout
mvV
(14)
Mv is the molar mass of vapour. V is the stage air volume.
3.3 Energy balance
It is assumed that in each stage the temperature of the
air and the product are in equilibrium and identical. This
temperature is defined by an energy balance
dU
dt
= ∆H +Q+W (15)
Reactor
Air
Powder
Air inlet
Powder inlet
Air outlet
Qexc Qloss
mv
mda
mw
ms
Rwmp
Tp
Ta
Powder outlet
Fpout, Tpout, Sout, DoutFpin, Tpin, Sin, Din
Fain, Tain, Yin
Faout, Taout, Yout
Fig. 3. Sketch of a single stage.
where W = 0 and
∆H = Hain −Haout +Hpin −Hpout (16)
Q = −Qloss +Qexc (17)
The enthalpy of humid air is
Ha = Ha0 + Fda(Cda(Ta − Tref )
+ Y (λ+ Cv(Ta − Tref ))) (18)
where Cda and Cv is the specific heat capacity of dry air
and vapour respectively. λ is the latent heat of evaporation
and Tref = 25◦C is the reference temperature.
The enthalpy increase from inlet air in each stage is
HSDain = H
main
ain +H
cool
ain +H
SFB
aout (19)
HSFBain = H
sfb
ain (20)
HV FBain = H
vfbh
ain +H
vfbc
ain (21)
The enthalpy of humid air leaving the stages is simply
determined from (18). We denote the enthalpies HSDaout ,
HSFBaout and H
V FB
aout .
The enthalpy of liquid feed as well as powder is
Hp = Hp0 + Fps(Cs +XCw)(Tp − Tref ) (22)
where Cs and Cw is the specific heat capacity of solids and
water respectively.
The heat loss is given by
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Qloss = UA(Taout − Tindoor) (23)
Since the indoor temperature was not measured, we ap-
proximate the indoor temperature by Tvfbc.
The SD and SFB stage is subject to exchange of heat,
as these are placed inside the same chamber. The heat
exchange is
QSDexc = −UAexc(TSDaout − TSFBaout ) (24)
QSFBexc = UAexc(TSDaout − TSFBaout ) (25)
The VFB is isolated from the other stages, and thus have
zero heat exchange i.e. QV FBexc = 0.
The total energy is given by
U = mpCpTpout +mdaCdaTaout +mvCavTaout
+msteelCsteelTaout (26)
As mentioned the temperature of the air in the chamber,
Taout equals Tpout . The heat capacities are placed in
appendix A. In this we assume that the temperature of the
steel chamber changes reasonably fast compared to the air
temperature. The mass of steel is determined by assuming
3 mm of steel. i.e. mSDsteel = 212.22 kg, mSFBsteel = 7.80 kg
and mV FBsteel = 8.10 kg.
3.4 Drying rate equation
The evaporation rate, Rw, is an essential part of the
model. According to Iguaz et al. (2003) it should include
equilibrium moisture content data and must be determined
experimentally under conditions as close as possible to
those of the process. We find that the drying kinetics
is best described by the lumped-parameter expression
(Langrish and Kockel, 2001; Chen and Lin, 2005). Thus,
the drying rate is a function of vapour density and the
moisture content. The drying rate may be expressed as
Rw = K1(Xout −Xeq)(ρvsat − ρv) (27)
where
ρvsat =
MvPvsat
RTpout
ρv =
MvPv
RTaout
(28)
The last term of (27), ρvsat−ρv, describes the driving force
of evaporation from the particles to the air, assuming that
the surface of the particle is completely covered in water.
To describe the friction of evaporation we introduce the
term of free moisture, Xout − Xeq. The term decreases
towards zero as the residual moisture get closer to the
equilibrium moisture content. The constant K1 corrects
for un-modelled effects, such as relative speed between air
and particle and other phenomena affecting drying. These
phenomena are practically impossible to model without
taking a CFD approach. It is, furthermore, necessary to
multiply Rw by FSDpin /0.0241 in the SD stage in order to
correctly render variations in the feed flow.
The equilibrium moisture content, Xeq, is described by
Xeq = A
(
RHaout
1−RHaout
)B ( 1
Taout − 273.15
)C
(29)
Xeq is a product dependent function that describe the
moisture content where water cannot be extracted from
the powder any longer. As the moisture content ap-
proaches this value the friction of extracting water from
the particles increase to infinite. In theory the moisture
content can only be obtained by infinite residence time.
Woo et al. (2008), shows that A = 1.2098, B = 0.8535 and
C = 0.5962 can be used for maltodextrin DE-18.
3.5 Particle size
The droplets can be produced by either a rotating atomizer
or a nozzle. We use a nozzle and the particle size can be
described by
DSDin = D0 + a(FSDpin − Fp0) + b(TSDpin − Tp0)
+ c(SSDin − S0) (30)
The constants have been manually fitted to
a = 4000 b = −10.1 c = −600
Fp0 = 0.021921 Tp0 = 326.35 S0 = 0.5
The sprayed droplets are subject to shrinkage during
drying. If it is assumed that the particles are perfectly
spherical before and after the drying and only water is
evaporating, we can derive a differential equation for the
resulting size of the particles. For each stage we get
D˙out =
1
τ
((
Xout + 1
Xin + 1
· ρpin
ρpout
) 1
3
Din
+Kag(Fa − Fa0)−Dout) (31)
Agglomeration is generally difficult to describe and we
simply add a term proportional to the air flow rate of the
stage. The parameters are
τSD = 400 τSFB = 200 τV FB = 100
KSDag = 100 KSFBag = 300 KV FBag = 200
FSDa0 = 0.49944 FSFBa0 = 0.14167 FV FBa0 = 0.18046
3.6 Stickiness
Stickiness of the produced particles is an important limi-
tation to the achievable performance of the MSD. Sticky
particles form depositions on the walls of the spray dryer.
Stickiness has been found to depend on product temper-
ature and moisture content. Furthermore, the transition
from sticky to non-sticky takes place very quickly, thus we
can assume it to have binary state. We will use a mass-
proportion-mixing rule, as proposed by (Hennigs et al.,
2001; Hogan et al., 2010), to describe the non-sticky region
i.e. when the powder is below its glass transition temper-
ature.
Tg =
SoutTgp + k(1− Sout)Tgw
Sout + k(1− Sout) (32)
Tgp = 144.8◦C and Tgw = −137◦C for maltodextrin DE-
18 and water respectively. The value k = 6.296 is estimated
from adsorption isotherm data.
The data of the experiment is produced by studying the
stickiness of the powder in an equilibrium state. Meaning
that the moisture at the surface is equal to that of the
core of the particle. This situation is not present in spray
drying, where the rapid evaporation from the surface tend
to form a particle with a crisper surface than the core. In
practice this means that Tg is higher i.e. that the powder is
less sticky inside the spray dryer. To compensate for this,
we form a correction term
Tmax = Tg + ∆Tadj (33)
The offset depends on the design of the dryer and unknown
factors. Normally it is in the range of 10 to 60◦C (Hogan
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Table 1. Identified parameters.
Symbol Value 99% Conf. Unit
K1 0.027106 ±0.00070505 m3/(s · kg)
USD 6.0576 ±0.05556 J/Km2
USFB 56.513 ±0.67788 J/Km2
UV FB 151.74 ±4.1353 J/Km2
mSDp 19.279 ±0.45641 kg
mSFBp 15.954 ±1.8596 kg
mV FBp 3.4953 ±3.7004 kg
UAexc 113.76 ±3.0285 J/K
D0 154.39 ±0.12645 µm
et al., 2010). It must be determined experimentally for
each dryer.
4. SYSTEM IDENTIFICATION
The unknown variables in the grey-box model are iden-
tified in order to determine the relation between input
and output variables of the MSD. The cost function is
the sum of squared prediction errors. The dynamic system
is described by the set of ordinary differential equations
(ODEs) given in Section 3. Consequently, the grey-box
model of the MSD can be written
d
dt
x(t) = f(x(t),u(t), θ)
ŷ(tk) = g(x(tk),u(tk), θ)
with the optimization problem given by
e(tk, θ) = y(tk)− ŷ(tk, θ)
VLS(θ) =
1
2
N∑
tk=1
‖e(tk, θ)‖2w
θ̂LS = arg minVLS(θ)
θ∈Dm
y(tk) and ŷ(tk, θ) are the measured and estimated output
at time tk. We ignore the initial startup trend i.e. only use
data points from tk > 5.8 hours. e is the estimation error
(residual) and VLS is the value of the cost function. The
weights have been selected to
w = diag([1 1 1 100 0.05])
The weights are selected such that the magnitude of the
residuals are in the same range. The weight on SSFBout could
be increased, giving a better fit on this residual. But then
the temperature estimates will suffer and vice versa. The
outputs and inputs are
y =
[
TSDaout T
SFB
pout T
V FB
aout S
SFB
out D
SFB
out
]T
u = [F feed T feed Sfeed Fmain Tmain Y main F cool ...
T cool Y coolF sfb T sfb Y sfb F vfbh T vfbh ...
Y vfbh F vfbc T vfbc Y vfbc Tindoor]T
x = [mSDw mSDv TSDaout DSDout mSFBw mSFBv TSFBaout ...
DSFBout m
V FB
w m
V FB
v T
V FB
aout D
V FB
out ]T
The identified parameters are shown in Table 1. The
approximate 99% confidence interval in Table 1 is given
by pi ± tm−nσˆ
√
C−1ii with m− n = 1525− 9 equal to the
degrees of freedom, t is the student-T-distribution, σˆ is the
unbiased estimate of the noise covariance and C = JTJ
where J is the Jacobian of the model.
The correlation matrix for the parameters is
1
−0.35 1
0.19 −0.95 1
0.33 −0.36 0.28 1
−0.36 −0.59 0.64 0.18 1
0.46 −0.44 0.24 0.41 0.15 1
0.02 −0.09 0.08 0.74 0.09 0.06 1
0.04 −0.49 0.61 0.03 0.00 0.05 0.01 1
0.63 −0.67 0.51 0.47 0.31 0.83 0.08 0.05 1

The hold-up of powder in the VFB, mV FBp , is difficult to
estimate, as it is mostly determined from a combination
of the measurement of residual moisture in the VFB
(unmeasured) and the dynamic change of temperature
TV FBaout , which is slowly varying.
Fig. 4 shows the estimation data and the corresponding
model response. The model response to the validation data
is shown in Fig. 5. We removed a constant temperature
offset in the validation model response by adjusting the
indoor temperature by ∆TSDindoor = −10.06◦C, ∆TSFBindoor =
14.33◦C and ∆TSFBindoor = 2.745◦C. The reason for these
offsets is most likely the changed indoor temperature
between trials (the dryer is placed in a tall unheated test-
facility) and the non-uniform temperature between top
and bottom of the dryer. The indoor temperature was
unfortunately not measured.
The estimation dataset (Fig. 4) is made by first changing
the SD feed flow from 65 l/h to 75 l/h twice. The inlet air
temperature is then changed from 160◦C to 150◦C and
increased to 170◦C and back. The SD air flow is then
changed from 1800 kg/h to 2000 kg/h and back twice.
The second time with the heater in manual, which cause
the inlet air temperature to drop slightly. Then the SFB
inlet air flow was changed followed by a change in the SFB
inlet air temperature.
In the validation dataset (Fig. 5) the SD outlet air temper-
ature is controlled constant at 87◦C by the feed flow rate.
First the inlet air humidity is changed from 7 to 22 g/kg
and back. Next the feed solids content is changed from
50% to 40% and back. Notice the difference in time-scale
of the two experiments.
Inspecting Fig. 4 and 5, we conclude that the estimation of
temperatures shows a precise fit while the product quality
is more difficult to estimate. Disregarding the initial start-
up trend of approx. 4-5 hours, in which the dryer is
not operating normally, especially the residual moisture
is difficult to estimate. The reason is the difficulty of
measuring the residual moisture, the indoor temperature
change and the discontinuous discharge (especially in the
validation data at t = 4.5) of powder from the SFB.
The estimation of particle size is slightly off, but within
reasonable limits. For a greater accuracy we might need
to model the nozzle pressure directly and the fines return
system.
As a consequence the MSD is now being upgraded with in-
line residual moisture sensors, indoor temperature sensors
and a new mechanism for discharge of powder from the
SFB. A new experiment has already been ordered and will
soon be conducted.
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Fig. 4. The estimation dataset. SSFBout and DSFBout are
sampled by hand resulting in a low sample frequency.
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Fig. 5. The validation dataset. The three temperatures are
offset corrected. The temperature peak (t = 3.5) is
due to change of feed tank and the peak at t = 5.5
and 6.5 is due to change of nozzle.
5. CONCLUSIONS
In this paper, a mathematical model is proposed for a
multi-stage spray dryer. We established a dynamic model
consisting of three stages; the actual spray drying (SD),
the static fluid bed (SFB) and the vibrating fluid bed
(VFB). The stages were described by the same constitutive
equation. The model predicts the temperatures within the
dryer with high accuracy. The residual moisture and the
particle size of the powder is predicted with some expected
uncertainty, due to unstable discharge of powder from
the SFB stage and varying indoor temperature. We also
provided a novel prediction for stickiness of the powder, as
a function of powder temperature and residual moisture.
The model is general in the sense, that it can be adjusted
to describe the drying of any liquid or slurry in a multi-
stage spray dryer.
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Appendix A. PRODUCT RELATED CONSTANTS
The latent heat of evaporation for water is λ = 2260 KJ.
The heat capacity of dry air, vapour, solid maltodextrin
DE-18 and water is
Cda = 1008.6 Cv = 1883.6
Cs = 1548.8 + 1.9625T − 5.9399 · 10−3T 2
Cw = 4176.2− 0.0909T − 1.3129 · 10−3T 2
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Real-time economic optimization for a fermentation process using
Model Predictive Control
Lars Norbert Petersen1 and John Bagterp Jørgensen2
Abstract— Fermentation is a widely used process in pro-
duction of many foods, beverages, and pharmaceuticals. The
main goal of the control system is to maximize profit of the
fermentation process, and thus this is also the main goal of
this paper. We present a simple dynamic model for a fer-
mentation process and demonstrate its usefulness in economic
optimization. The model is formulated as an index-1 differential
algebraic equation (DAE), which guarantees conservation of
mass and energy in discrete form. The optimization is based on
recent advances within Economic Nonlinear Model Predictive
Control (E-NMPC), and also utilizes the index-1 DAE model.
The E-NMPC uses the single-shooting method and the adjoint
method for computation of the optimization gradients. The
process constraints are relaxed to soft-constraints on the out-
puts. Finally we derive the analytical solution to the economic
optimization problem and compare it with the numerically
determined solution.
I. INTRODUCTION
Maximizing profit has been and will always be the primary
purpose of optimal process operation. Within conventional
process control, the economic optimization considerations
of a plant are usually indirectly addressed or addressed in
a separate real-time optimization (RTO) layer that performs
a steady-state economic optimization of the process variables
[1]. Recent advances have focused on optimizing the higher-
level objectives, such as economics, directly in the process
control layer. Model Predictive Control (MPC) has for long
time been the preferred framework in both industry and
academia because of its flexibility, performance and ability
to handle constraints on the inputs as well as the states [2].
Many researchers have also proposed nonlinear MPC which
handles nonlinear systems and constraints. Much research
has, therefore, been focused on extending the MPC frame-
work to also handle optimization of process economics. The
idea of optimizing economics directly has been reported in
many works [1], [3]–[5]. Research has also been performed
on stability theory, showing that limit cycles may arise
because these are economically favourable [6].
The use of fermentation in industry is widely used, and the
ability to control a fermentation process at its optimal state
is of considerable interest to many fermentation industries.
Optimal control reduces the production costs and increases
yield while maintaining proper quality of the product. Op-
timal open-loop time profiles of the feed rates are well
1L. N. Petersen is with the Department of Applied Mathematics and
Computer Science, Technical University of Denmark, DK-2800 Kgs. Lyn-
gby, Denmark and GEA Process Engineering A/S, Søborg, Denmark
lnpe@dtu.dk
2J. B. Jørgensen is with the Department of Applied Mathematics and
Computer Science, Technical University of Denmark, DK-2800 Kgs. Lyn-
gby, Denmark jbjo@dtu.dk
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Fig. 1. Simple sketch of the fermentation process.
known and used, but these solutions depend heavily upon
uncertainties in the initial conditions and system parameters
which can lead to large errors and thereby profit loss [7],
[8]. Therefore, it is advantageous to develop a closed-loop
optimization scheme which attenuates uncertainties and is
independent of the initial conditions [8].
In this work we address the issue of optimizing the
economics directly in the controller. We present a simple
fermenter example to demonstrate our results and show the
applicability of E-NMPC in a tutorial fashion. The example
is simple enough for us to derive the exact solution to the
control problem, and thus compare the achieved performance
of the discrete nonlinear controller with the analytical so-
lution. We aim at developing an economic nonlinear MPC
which optimizes the closed loop performance with respect
to an economic objective function for a nonlinear system.
We compute the gradients of the optimization problem using
the single-shooting method to reduce the computational
load. The controller handles both input and (soft) output
constraints. The design of the MPC is based on receding
horizon control. It is easy to implement and can also easily
be used for control of other nonlinear processes to maximize
the profit of operation.
We introduce a fermentation model that is based on engi-
neering first principles. It describes the fermentation process
as illustrated in Figure 1. The model is partly taken from [9]
and describes the fermentation of single cell proteins using
Methylococcus Capsulatus. The model is simplified in order
to only render the fundamental properties of fermentation.
The model describes the hold-up, the biomass concentration
and the substrate concentration in a well stirred tank, as a
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function of water- and substrate-inlets.
The paper is organized as follows: In Section II we set-up
the control problem including discretization and derivation
of the gradients of the optimization problem, in Section III
we present the fermentation model. Section IV contains the
derivation of the analytical solution to the control problem.
In Section V we present simulation studies to show the
benefit of optimizing the fermenter operation compared to
the analytical solution. Conclusions are given in Section VI.
II. OPTIMIZATION OF DYNAMICAL SYSTEMS
In this paper, we consider systems of differential equations
in the form
d
dt
g(x(t)) = f(x(t), u(t), d(t)) t ∈ [t0, tf [ (1)
where x(t0) = x0. The form is natural for a large number
of systems in process engineering, petroleum engineering,
electrical engineering and mechanical engineering. This sys-
tem representation is also natural for modelling fermenter
dynamics. The state function g(x(t)) typically represents
mass, energy and momentum and x(t) represents the states.
The differential equation may also be represented as the
index-1 differential equations
d
dt
h(t) = f(x(t), u(t), d(t)) x(t0) = x0 (2a)
h(t) = g(x(t)) h(t0) = g(x0) (2b)
There are no numerical difference in these two representa-
tions. Assuming dg/dt is non-singular, we can rewrite and
get
d
dt
x(t) =
(
dg
dx
(x(t))
)−1
f(x(t), u(t), d(t)) x(t0) = x0
(3)
which is not numerically equivalent to (2). In particular,
the representation in (3) does not guarantee conservation
of g(x(t)), e.g. mass energy and momentum when solved
numerically. We will therefore use the representation in (2)
when solving the initial value problem of the fermenter
model.
The objective function of our optimization is given in
Bolza form
φ =
∫ tf
t0
l(x(t), u(t), d(t))dt+ l(x(tf )) (4)
where l(x(t), u(t), d(t)) is the stage cost and l(x(t)) is the
end cost. In order to optimize the profit of operation, the cost
function must represent the cost (or profit) of operating the
system in the period [t0, tf ]
The manipulated variables and states are restricted by the
constraints
c(x(t), u(t)) ≥ 0 t ∈ [t0, tf [ (5a)
c(x(tf )) ≥ 0 (5b)
where c(x(t), u(t)) are the stage constraints and c(x(tf )) is
the end constraint.
The optimal trajectory for the manipulated variables,
u(t), and the states, x(t), are obtained by solution of
the continuous-time constrained optimal control problem in
Bolza form
min
[x(t),u(t)]
tf
t0
φ =
∫ tf
t0
l(x(t), u(t), d(t))dt+ l(x(tf ))
(6a)
s. t. x(t0) = x0 (6b)
d
dt
g(x(t)) = f(x(t), u(t), d(t)), t ∈ [t0, tf [
(6c)
c(x(t), u(t)) ≥ 0, t ∈ [t0, tf [ (6d)
c(x(tf )) ≥ 0, (6e)
A. Discretization
The continous-time constrained optimal control problem
is infinite-dimensional. To solve it numerically it must be
approximated by a finite-dimensional optimal control prob-
lem. The manipulated variables are made finite-dimensional
by approximating the input profile by a piecewise constant
profile
u(t) = uk tk ≤ t < tk+1 k ∈ K (7)
with this discretization, the dynamics may be represented as
d
dt
g(x(t)) = f(x(t), uk, dk), tk ≤ t ≤ tk+1 (8)
for K = 0, 1, ..., N − 1 where x(tk) = xk. The numerical
solution to (8) can be determined by using a simple Forward
Euler method. We write it in the residual form
Rk(xk, xk+1, uk, dk) = g(xk+1)− g(xk)−∆tkf(xk, uk, dk) = 0
The discretization of u(t) implies the objective function
N−1∑
k=0
Lk(xk, uk, dk) + LN (xN ) (9)
where we also use Forward Euler for discretization and get
Lk(xk, uk, dk) = ∆tkl(xk, uk, dk) (10)
LN (xN ) = l(x(tf )) (11)
The path constraints are relaxed to point constraints
Ck(xk, uk) = ck(x(tk), u(tk)) ≥ 0 (12)
CN (xN ) = c(x(tf )) ≥ 0 (13)
Consequently, the continuous time constrained optimal con-
trol problem in (6) is approximated by the following discrete
time constrained optimal control problem
min
{xk}Nk=0,{uk}N−1k=0
φ =
N−1∑
k=0
Lk(xk, uk, dk) + LN (xN )
(14a)
s. t. x0 = x0 (14b)
Rk(xk, xk+1, uk, dk) = 0, k ∈ K (14c)
Ck(xk, uk) ≥ 0, k ∈ K (14d)
CN (xN ) ≥ 0, (14e)
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B. Single-Shooting Optimization
The discrete-time finite-dimensional optimal control prob-
lem may be solved using single-shooting (control vector
parametrization) [10], multiple shooting [11], [12], or the
simultaneous method [13]. In these methods, a sequential
quadratic programming (SQP) algorithm is typically used
for the optimization. Gradient computation is straightforward
in the simultaneous method, while either forward sensitivity
computation or the adjoint method [14] is used by the single-
shooting and the multiple-shooting methods.
We solve the optimization problem in (14) by the single-
shooting method (also called vector parametrization, CVP).
In this method the system dynamics (14c) are used to
eliminate the state variables and express the objective and
constraint function as function of the manipulated vari-
ables and initial state only. Given the manipulated inputs,
{uk}N−1k=0 , the initial value, x0, and the requirement, that the
system dynamics are observable, the objective function may
be expressed as
Ψ =Ψ({uk}N−1k=0 ;x0)
= {φ = ∑N−1k=0 Lk(xk, uk, dk) + lN (xN ) :
x0 = x¯0,
Rk(xk, xk+1, uk, dk) = 0, k ∈ K}
(15)
Similarly, the constraint functions may be parametrized
χk =χk({uj}kj=0;x0)
= { Ck(xk, uk) :
x0 = x¯0,
Rj(xj , xj+1, uj , dj) = 0, j ∈ K}
(16)
χN =χk({uj}N−1j=0 ;x0)
= { CN (xN ) :
x0 = x¯0,
Rj(xj , xj+1, uj , dj) = 0, j ∈ K}
(17)
Using (15)-(17), the discrete time constraint optimal control
problem may be expressed as
min
{uk}N−1k=0
Ψ({uk}N−1k=0 ;x0) (18a)
s. t. χk({uj}kj=0;x0) ≥ 0, k ∈ K (18b)
χN ({uj}N−1j=0 ;x0) ≥ 0 (18c)
where K = 0, 1, ..., N − 1. It is a nonlinear optimization
problem which is solved by using sequential quadratic pro-
gramming (SQP). In each iteration a convex quadratic prob-
lem is solved for which evaluation of Ψ, ∇Ψ, χk, χN and
∇χk,∇χN of the nonlinear problem has to be determined.
Ψ and χ are computed directly from (15) and (16) while
∇Ψ and ∇χ is computed using the adjoint method. The
system states in the optimization problem are dependent on
the manipulated variables, in such a way that past changes
have an influence on all the subsequent states. This means
that the gradients have to be determined in each iteration.
The adjoint method is an efficient method for computation
of these gradients.
The algorithm for the adjoint method is presented in
Algorithm 1 and 2.
Algorithm 1 Adjoint method for ∇ukΨ({uk}N−1k=0 ;x0)
Solve for λN in ∇xNRN−1λN = ∇xNLN
for k = N − 1 to 1 do
Compute
∇ukΨ = ∇ukLk −∇ukRkλk+1
Solve for λk in
∇xkRk−1λk = ∇xkLk −∇xkRkλk+1
end for
Compute
∇u0Ψ = ∇u0L0 −∇u0R0λ1
Algorithm 2 Adjoint method for ∇ukχ(uk;x0)N−1j=0
Solve for λN in ∇xNRN−1λN = ∇xNCN
for k = N − 1 to 1 do
Compute ∇ukχ = ∇ukCk −∇ukRkλk+1
Solve for λk in ∇xkRk−1λk = ∇xkCk −∇xkRkλk+1
end for
Compute ∇u0χ = ∇u0C0 −∇u0R0λ1
As we use the Forward Euler method the derivatives
simply become
∇xkRk = −∇xkg(xk)− Ts∇xkf(xk, uk, dk) (19)
∇xkRk−1 = ∇xkg(xk) (20)
∇ukRk = −Ts∇ukf(xk, uk, dk) (21)
and the derivatives for the cost function become
∇xkLk = Ts∇xk lk (22)
∇ukLk = Ts∇uk lk (23)
To solve the problem, we use Matlab’s fmincon with
an SQP algorithm. A local optimum is reported if the KKT
conditions are satisfied with relative and absolute tolerance
of 10−9. A non-optimal solution is returned if the relative
cost function or step size changes less than 10−9. The sample
time of the NMPC is Ts = 0.20 hours.
C. Soft Constraints
When both inputs and states are subject to constraints,
the solution may become infeasible. For example when
disturbances, which cannot be rejected within the given
constraints, hits the system. A method for dealing with
infeasibility is to introduce so-called soft-constraints. The
constraints are softened by using slack variables with the
l2 − l1 penalty function
φs =
N−1∑
k=0
(
1
2
sTk Swsk + skdiag(Sw)
)
(24)
with s ≥ 0 and (14d) are relaxed to Ck(xk, uk) − sk ≥
0. The optimizer will then find a solution which minimises
the original cost function (14) while keeping the constraint
1833
TABLE I
KINETIC PARAMETERS
Symbol Value Unit
γS 1.777 kg substrate/kg biomass
µmax 0.37 1/hr
KS 0.021 kg/m3
KI 0.38 kg/m3
violations as small as possible. The constraints can also be
handled without the need for slack variables as shown in
[12].
III. FERMENTATION MODEL
A mathematical model is needed for the optimal control
and economic analysis of the fermentation process. The aim
of this study is to provide a model of the Methylococcus
Capsulatus fermentation process. The process is sketched in
Figure 1
It is a model with variable volume, substrate and biomass
hold-up that are governed by Haldane growth kinetics. The
model is deliberately kept simple to illustrate key principles
of fermenter operation.
A. Constitutive Relations
The biomass growth is limited by substrate. The overall
reaction mechanism is
γSS → X (25)
The cell growth model is governed by the Haldane expres-
sion. The reaction rate can be written as follows
r = µCX (26)
where the specific growth rate is
µ = µmax
CS
KS + CS + C2S/KI
(27)
Consequently, the growth of biomass is only limited by the
substrate concentration. The production rates of biomass and
substrate are
RX = r, RS = −γsr (28)
The parameters belonging to the growth of Methylococcus
Capsulatus are shown in table I.
B. Conservation equations
A mass balance for the hold-up in the fermenter is
governed, assuming constant and identical density of all feed
streams and the fermenter content. The mass balances for the
biomass and the substrate are also governed and gives
d
dt
(ρV ) = ρFs + ρFw − ρF (29a)
d
dt
(V CX) = −FCX +RXV (29b)
d
dt
(V CS) = FsCS,in − FCS +RSV (29c)
with V (t0) = V0, CX(t0) = CX,0 and CS(t0) = CS,0. The
state functions in the model are the total mass, m = ρV , the
mass of biomass, mX = V CX , and the mass of substrate,
mS = V CS . The state variables of the model are the
volume, V , the biomass concentration, CX , and the substrate
concentration, CS . The manipulated variables are the water
inlet flow rate, Fw, the substrate inlet flow rate, Fs, and the
outlet flow rate, F . When the fermenter is operated in fed
batch mode, the outlet flow rate is zero, i.e. F = 0.
C. Objective function - Profit
The profit of operating the fermenter is given as the value
of the produced biomass minus the cost of the used substrate.
This profit, in the period [t0,tf ], may be expressed as
φp =
∫ tf
t0
(pXRXV − pSFSCS,in)dt (30)
The price of biomass and substrate is 3000$ and 0$ re-
spectively. Often we neglect the price of the substrate, as
pX  pS . The end cost, l(x(tf )), is equal to zero. Optimal
operation of the fermenter seeks to maximize the profit, φp,
by manipulating the fermenter inputs within the operation
constraints.
D. Constraints
The fermentation process is subject to operation restric-
tions. The manipulated variables are restricted by input
constraints
0 ≤ Fs ≤ 30 (31)
0 ≤ Fw ≤ 30 (32)
0 ≤ F ≤ 60 (33)
The outputs, the volume and the concentrations, are re-
stricted by the output constraints
0 ≤ V ≤ 60 (34)
0 ≤ CX ≤ 0.2 (35)
These are relaxed in the computations as shown in (24). The
end constraint, c(x(tf )), is equal to zero.
IV. ANALYTICAL SOLUTION
In this section, we develop an analytical solution to the
operation of the fermenter described in section III. As the
fermenter is initially almost empty, we start up in fed batch
mode, and when the tank is filled, it is operated in continuous
mode.
We consider operation of the fermenter in a period [t0 tf ]
where t0 and tf is a large number i.e. tf → ∞. In the
period [t0 tN ] the fermenter is operated in fed batch mode
and operated in continuous mode when filled in the period
[tN tf ]. The profit of such an operation is, when neglecting
the cost of substrate (pX  pS) for simplicity,
φp = pX
∫ tN
t0
RX(t)V (t)dt+ pX
∫ tf
tN
RX(t)V (t)dt (36)
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In order to maximize the production and profit, RX(t) and
V (t) must be maximized in both periods. From sec. III-A
we have
R∗X = r
∗ = µ(C∗S)C
∗
X (37)
Thus, the maximal production of biomass is obtained when
the biomass and substrate concentrations are kept constant
at their optimal values
C∗X = CX,max t ∈ [t0, tf ] (38)
C∗S = maxµ(CS) =
√
KIKs t ∈ [t0, tf ] (39)
In this case the production rates, RX and RS , become
constant values which attain their maximal values at
R∗X = r
∗, R∗S = −γsr∗ (40)
such that the total profit of the biomass production (36) can
be expressed as
φp = pXR
∗
X(Vmax − V0) + pXR∗XVmax(tf − tN ) (41)
A. Fed batch operation
In order to determine the optimal trajectory for the manip-
ulated inputs we set up the model equations, utilizing that
the biomass and substrate concentrations are now constant.
F = 0 in fed batch mode and the density ρ is constant,
which reduces the model to
V˙ (t) = Fs(t) + Fw(t) V (t0) = V0 (42a)
V˙ (t)C∗X = RXV (t) CX(t0) = C
∗
X (42b)
V˙ (t)C∗S = FsCS,in +RSV (t) CS(t0) = C
∗
S (42c)
Substitution of (42a) in (42b) and (42c) yields[
C∗X C
∗
X
C∗S − CS,in C∗S
] [
Fs(t)
Fw(t)
]
=
[
R∗X
R∗S
]
V (t) (43)
Solving for
[
Fs(t) Fw(t)
]T
we get[
Fs(t)
Fw(t)
]
=
[
C∗SR
∗
X
CS,inC∗X
− R∗SCS,in
−R∗X(C∗S−CS,in)CS,inC∗X +
R∗S
CS,in
]
V (t) (44)
As we have restricted Fw to be greater than zero we require
R∗X(C
∗
S − CS,in) ≤ R∗SC∗X ⇒ (45)
CS,in ≥ C∗S + γsC∗X (46)
As the volume in the fermenter is given by the simple
differential equation in (29a), we can now construct the
trajectory of the states and the inputs in fed batch operation.
The equation becomes
d
dt
V = Fs + Fw =
R∗X
C∗X
V (t) V (t0) = V0 (47)
Leading to the state evolution
V (t) = V0 exp
(
R∗X
C∗X
t
)
(48)
and the time, tN , where the fermenter is filled, V (tN ) =
Vmax
tN =
C∗X
R∗X
log
(
Vmax
V0
)
(49)
Consequently, the optimal operation of the inputs are given
by substituting (48) into (44) and the switch to continuous
operation is given in (49).
B. Continuous operation
During continuous operation, the production is optimized
by letting the state assume its optimal values
V ∗(t) = V ∗ = Vmax t ∈ [tN , tf ] (50)
C∗X(t) = C
∗
X = CX,max t ∈ [tN , tf ] (51)
C∗S(t) = C
∗
S =
√
KIKs t ∈ [tN , tf ] (52)
Solving for
[
Fs(t) Fw(t) F (t)
]T
in (29) utilizing the
above we get the optimal input trajectoryF ∗s (t)F ∗w(t)
F ∗(t)
 =

C∗SR
∗
X
CS,inC∗X
− R∗SCS,in
−R∗X(C∗S−CS,in)CS,inC∗X +
R∗S
CS,in
R∗X
C∗X
V ∗ (53)
As the volume, biomass and substrate concentration in the
fermenter are measured, we can now construct the optimal
inputs for continuous operation.
V. RESULTS
We illustrate the applicability of the E-NMPC by consider-
ing a combined simulation, in which the fermenter is started
in fed batch mode and then goes into continuous mode when
it is full. The analytical solution and simulated states, inputs
and the value of the objective function to the fermenter are
shown in Figure 2, 3 and 4 respectively.
A. Fed batch operation
The fermenter is started in fed batch mode. We, first of
all, notice that the controller is able to control the system
to the optimal state when comparing with the analytical
solution. Furthermore, the volume of the fermenter increases
exponentially. The NMPC uses a simple Forward Euler
method with constant step size for state prediction, and we,
therefore, see a small offset arise in the substrate and biomass
concentrations while the volume increases. A reduced sample
time will decrease the deviation from the analytical solution.
On the other hand, the deviation do not lead to a significant
loss of profit. The violations of the constraints are small and
by any practical means do not pose a problem.
B. Continuous operation
Continuous mode is reached when production is continued
after the fermenter is filled. Again we note that the correct
optimal solution is found compared to the analytical solution.
The before mentioned small offset in the substrate and
biomass concentrations have vanished due to the constant
hold-up. Only small numerical errors on the NMPC solution
arise. These errors are due to the Forward Euler method, but
are also negligible.
1835
0 5 10 15
0
20
40
60
Vo
lu
m
en
 [m
3 ]
 
 
VENMPC
V
analyt
V
max
0 5 10 15
10
10.005
10.01
Co
nc
. o
f b
io
m
as
s 
[kg
/m
3 ]
 
 
C
x,ENMPC
C
x,analyt
C
x,max
0 5 10 15
8.91
8.92
8.93
Co
nc
. o
f s
ub
st
ra
te
 [k
g/m
3 ]
Time [hr]
 
 
C
s,ENMPC
C
s,analyt
Fig. 2. States of the fermenter. The controller fills the tank and then
opens the outlet valve, i.e. starts up in fed batch mode and then continue
in continuous mode. The concentrations are kept at almost optimal values
during the compete operation.
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Fig. 3. Inputs to the fermenter. In fed batch mode the flow of water
and substrate increases exponentially in order to stabilize the biomass and
substrate concentrations. The flows stabilize when the fermenter is filled.
VI. CONCLUSION
In this paper, we have derived and demonstrated an eco-
nomically optimizing nonlinear model predictive controller
(NMPC) for a fermentation process. The performance of the
controller is by any practical means deemed identical to the
analytical solution. Only minor economic loss was observed
due to the Forward Euler state integration method. A model
for the fermentation process of single cell proteins, using
Methylococcus Capsulatus, was stated and used directly
in the control algorithm. The process was studied under
feedback control using the proposed controller in a reseeding
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Fig. 4. Objective function of the fermenter compared to the analytical
solution. As seen the losses of running an E-NMPC are very small compared
to the analytical solution.
horizon setup. The performance of the closed-loop system
was studied in fed batch and continuous operation. We have
presented a through description of the NMPC algorithm and
a fermentation example, which can be used in a tutorial
fashion.
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Abstract— In this paper we develop a linear model predictive
control (MPC) algorithm for control of a two stage spray
dryer. The states are estimated by a stationary Kalman filter.
A non-linear first-principle engineering model is developed to
simulate the spray drying process. The model is validated
against experimental data and able to precisely predict the
temperatures, the air humidity and the residual moisture in
the dryer. The MPC controls these variables to the target and
reject disturbances. Spray drying is a cost-effective method
to evaporate water from liquid foods and produces a free
flowing powder. The main challenge of spray drying is to meet
the residual moisture specification and prevent powder from
sticking to the chamber walls. By simulation we compare the
performance of the MPC against the conventional PID control
strategy. During an industrially recorded disturbance scenario,
the MPC increases the production rate by 7.9%, profit of
production by 8.2% and the energy efficiency by 4.1% on
average.
I. INTRODUCTION
In 2015 the milk quota system in the European Union will
be completely liberalized. The expected effect of this liberal-
ization is that the milk production increases significantly. In
some countries up to 50% in 2020 [1]. The milk production
expansion will mainly affect the milk powder production due
to the short shelf life of dairy products. Consequently, the
capacity for production of milk powder will need to increase
[1]. Industry studies show that advanced control is capable
of increasing the capacity of spray dryers by up to 20% [2].
Optimal control is therefore an effective way to leverage the
future production increase.
The main objective in controlling a spray dryer is to
minimize the energy consumption while bringing the residual
moisture in the powder below the specification and avoid
that the powder sticks to the chamber walls. The dryers
are generally very large. These may have a feed capacity
of up to 4.4 million l/day of raw milk and require 7 MW of
power. Therefore, even small improvement in operation will
have a large impact on the profitability. The challenge is in
maintaining optimal operation since to do so the dryer must
be constantly adjusted to variations in the feed concentration
and ambient air humidity.
Conventional PID control of spray dryers keeps inlet-
and outlet temperatures constant during operation. This is a
simple approach, but known to be insufficient at controlling
1 Department of Applied Mathematics and Computer Science,
Technical University of Denmark, Kgs. Lyngby, Denmark
{lnpe,nkpo,jbjo}@dtu.dk
2 GEA Process Engineering A/S, Søborg, Denmark
christer.utzen@gea.com
3 Department of Electrical Engineering, Technical University of Den-
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Fig. 1: Illustration of the spray chamber (SD) and the static
fluid bed (SFB) stages of a two stage spray dryer. Hot air
is let into the upper section of the drying chamber where
the nozzles disperse the liquid feed. The droplets dry into
powder particles in these two stages.
the residual moisture and prevent powder from sticking to
the chamber walls [3]. The variations in residual moisture of
the produced powder reflects that the conventional PID con-
troller cannot reject disturbances such as feed concentration
variations and air humidity variations. Still, this conventional
control strategy is the de facto standard in the industry. The
MPC proposed in this paper constantly adjusts the manipu-
lated variables such that the residual moisture, the exhaust
air temperature and exhaust air humidity is controlled to
a reference. The temperature and humidity in the dryer
are closely correlated to stickiness of powder. Therefore,
controlling the temperature and humidity indirectly controls
the stickiness and deposits of the powder in the dryer.
The residual moisture must be controlled to specifications
to avoid bacterial growth and preserve the milk powder.
Conventional control must frequently be manually adjusted
in order to avoid stickiness of the powder and produce at
specified residual moisture content.
A. Process Description
The two stage spray dryer is an energy efficient dryer and
is often used for production of milk and other food powders.
Fig. 1 illustrates the spray chamber (SD) and static fluid
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bed stage (SFB). The main hot air is let into the upper
section of the drying chamber (SD) around the high pressure
nozzles. The nozzles disperse the liquid feed into droplets.
The heat is transferred from the hot air to the droplets, and
due to this transfer water evaporates from the droplets. In that
process, the air temperature and the residual moisture of the
droplets decrease. The dried product then enters the static
fluid bed (SFB) where it is dried further. After drying in the
SFB, the powder is transported to the external vibrating fluid
bed (VFB) for gentle drying and cooled to the temperature
desired for handling and storage. The VFB is not illustrated
in Fig. 1.
B. Modelling and Control
Modelling of the drying process in spray dryers varies in
complexity and purpose. First order transfer function models
as well as first principles engineering models for control
purposes are proposed [4], [5]. [6] proposes a dynamic model
for a complete multi-stage dryer. A number of papers present
control strategies for spray dryers. The focus varies from
pressure control of the chamber pressure to MPC control
of the residual moisture based on industrial software [2].
[7] provides a detailed review on the status and future of
advanced control for spray dryers. In [5] a feed forward
approach is made to help control the residual moisture. Set-
point tracking MPC is a standard methodology for optimizing
the operation of processes and a recognised control method
in both academia and industry due to its ability to handle
coupled dynamics, time delays, constraints and feed forward
of measured disturbances [8], [9]. In this methodology the
economics of operation is optimized in a separate real-
time steady-state optimization (RTO) layer [10]. Recent
advances has shifted to combine these two layers into a single
economically optimizing (E-)MPC layer. [11] use nonlinear
(E-)MPC for economic optimization of a two stage spray
dryer.
C. Content
In this paper we investigate the potential of optimizing
the spray drying process by linear MPC. We compare the
linear MPC to the conventional PID based control method.
The MPC is composed of an optimal regulator and a state
estimator. The regulator has the structure described in [12]–
[14], with the modification that we use a deterministic
linearised first principles engineering model instead of an
innovation form state space model identified from data. The
model used for simulation is also based on the non-linear
first principles engineering model. The proposed model is
identified and validated against two independent experimen-
tal datasets provided by GEA Process Engineering A/S.
D. Organization
The paper is organized as follows. In Section II we
describe the model and show its accuracy by comparing its
output to experimental data. Section III presents the regulator
and state estimator. In Section IV we present two simulations
to validate the MPC and show the benefit of optimizing the
two stage spray dryer. Conclusions are given in Section V.
II. SPRAY DRYER MODEL
In this section, we present the first principles engineering
model for a Multi-Stage Dryer type 20 (MSDTM-20), i.e. a
medium-sized two stage spray dryer, made available by GEA
Process Engineering A/S. The dryer has a maximum water
evaporation capacity of approximately 125 kg/h. The data for
identification is based on drying of sugar water, maltodextrin
DE-18. We use maltodextrin, because milk is difficult to
handle over longer periods due to natural deterioration and
maltodextrin DE-18 has the same drying properties as skim
milk [15].
A. Mass- and Energy Balances
The model consists of four states. The states are the spray
dryer temperature, TSD, the static fluid bed temperature,
TSFB , the humidity in the air of the spray dryer, Y , and the
moisture in the powder, X . The lumped energy and mass
balances describing the evolution of the states are
Ca
dTSD
dt
= −λRw +Hain −Haout −Qexc −Qla (1a)
Cb
dTSFB
dt
= Hbin −Hbout +Qexc −Qlb (1b)
mda
dY
dt
= (Fmain + Fsfb)(Yamb − Y )
+ Fadd(Yadd − Y ) +Rw
(1c)
ms
dX
dt
= Fs(Xf −X)−Rw (1d)
where
Hain = Fmain(cda + cvYamb)(Tmain − T0)+
Fadd(cda + cvYadd)(Tadd − T0)
(2a)
Haout = (Fmain + Fsfb + Fadd)·
(cda + cvY )(TSD − T0)
(2b)
Hbin = Fsfb(cda + cvYamb)(Tsfb − T0) (2c)
Hbout = Fsfb(cda + cvYamb)(TSFB − T0) (2d)
Qexc = k1(TSD − TSFB) + k2Xf + k3Tf − k4 (2e)
Qla = k5(TSD − Tamb) (2f)
Qlb = k6(TSFB − Tamb) (2g)
Fs = FfXf/(Xf + 1) (2h)
The air and the product temperatures are assumed in equi-
librium in both stages, i.e. TSD and TSFB are each identical
to the powder temperatures in the SD- and the SFB-stage,
respectively. Hain , Haout , Hbin and Hbout are the enthalpies
of humid air in and out of the SD and the SFB stage,
respectively. The reference temperature is T0 = 25◦C. Ca
and Cb is the heat capacity of the hold-up of air and powder.
Fmain and Fsfb are dry basis inlet air flows. The parameters
Yadd and Fadd are used to correct for air leakage and other
un-modeled inlet air flows such as nozzle cooling air. Qexc
is the heat exchange between the SD and the SFB stages.
Qla and Qlb are heat losses to the surroundings. λRw is
the heat of evaporation. We assume that the evaporation
only takes place in the SD stage. Xf is the dry base feed
concentration and Tf is the feed temperature. ms is the dry
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mass of powder and mda is the mass of dry air. The latent
heat of vaporization, λ, and the heat capacities, cda and cv ,
are calculated according to [16].
B. Drying Rate
The drying rate of the product, Rw, is an important
parameter of the model. The thin layer equation describes
the product drying rate, Rw, well [17]
Rw = Ddiff (X −Xeq)ms (3)
Ddiff is an experimentally determined constant called the
drying constant or diffusivity [18]. It may depend on both
the temperature and the moisture of the powder, but in the
present study it is assumed constant.
The equilibrium moisture, Xeq , describes the moisture
content at which water cannot be evaporated from the pow-
der any longer. The Guggenheim-Anderson-de Boer (GAB)
relation is used to describe the equilibrium moisture content
[19] and is fitted to laboratory data obtained specifically from
maltodextrin to get
Xeq =
C ·K ·Xm ·RH
(1−K ·RH)(1−K ·RH + C ·K ·RH) (4)
where Xm = 0.030723, C = 2.6535 · 10−7 exp
(
6292.1
T
)
and K = 0.057882 exp
(
945.16
T
)
. Xm, C and K are GAB
constants related to monolayer and multilayer properties.
In the computation of Xeq , T = TSFB and RH =
Y/(18.02/28.97 + Y ) · pc/pvapsat(T ). pc is the chamber
pressure and pvapsat is the saturated vapor pressure.
C. Performance
The energy efficiency, the profit of operation and the
product flow rate are the three key performance indicators
(KPIs) for evaluation of the performance of a spray dryer.
There are a number of energy efficiency indices to measure
the energy performance of a dryer. We adopt the definition
given by [20]
η =
λFs(Xf −X)
∆H
(5)
Here λFs(Xf − X) is the energy used to evaporate water
and ∆H is the total energy supplied to the dryer given by
∆H = Fmain(hain − hamb) + Fsfb(hbin − hamb) (6)
in which hamb = (cda + cvYamb)(Tamb − T0). The profit
from operating the spray dryer is the value of the product
minus the raw material and energy costs.
P = ppFs(1 +X)− pfFs(1 +Xf )− pH∆H (7)
The price of the produced powder is pp = 4.47 $/kg, the
price of feed material is pf = 0.447 $/kg, and the price of
energy is pH = 3.4873 · 10−5 $/KJ. The prices are selected
to reflect the industrial prices of natural gas and the price of
the powder. The flow rate of powder is Fp = Fs(1 +X).
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Fig. 2: Model validation dataset. The disturbances i.e. feed
concentration and ambient air humidity are altered from t =
0 to t = 4. The feed flow is altered between t = 4 and t = 8.
The main inlet air temperature, the SFB inlet air temperature
and SFB air flow rate is changed between t = 8 to t = 15.
D. Parameter Estimation
The parameters, θ, in the model (1)-(4) are estimated
from data (not shown here) by minimizing the least squares
simulation error (not 1-step prediction error). The model is
validated against the data in Fig. 2. Generally the model fits
the data well. Table I provides the parameters and all param-
eters are significantly identified. The mass of dry powder and
dry air are determined from physical considerations and fixed
to mda = 10 kg and ms = 15 kg.
The model of the dryer is a deterministic system of
ordinary differential equations, i.e.
dx¯(t)
dt
= f(x¯(t), u(t), d(t), θ) (8)
in which
x¯ =
[
TSD TSFB Y X
]T
(9)
u =
[
Ff Tmain Tsfb
]T
(10)
d =
[
Fmain Fsfb Xf Tf Tamb Yamb
]T
(11)
x¯ is the state vector, u is the manipulated input vector, d
is the disturbance vector and θ is the parameter vector. The
measurement vector, y, and the controlled output vector, z,
are
y =
[
TSD TSFB Y X
]T
, z =
[
TSD Y X
]T
E. Stochastic Model
The deterministic system in (8) is augmented by two
stochastic terms. Consequently, the state evolution and mea-
surement equation of the dryer is described by
x¯(tk + Ts) = F (x¯(tk), u(tk), d(tk), θ) + w¯(tk) (12a)
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TABLE I: Estimated parameters for the model (1)-(4)
Symbol Value Unit Symbol Value Unit
Ca 68.266 KJ/K Fadd 256.46/3600 kg/s
Cb 141.36 KJ/K Yadd 8.1799·10−3 kg/kg
k1 0.29268 KW/K Tadd 100.03+273.15 K
k2 1.6207 KW k3 0.073198 KW
k4 31.111 KW k5 0.26981 KW/K
k6 -0.023367 KW/K Ddiff 0.091922
y(tk) = h(x¯(tk)) + v(tk) (12b)
z(tk) = g(x¯(tk)) (12c)
where Ts = 10 s. The state and measurement noise covari-
ances are w¯(tk) = Niid(0, R¯w) and v(tk) = Niid(0, Rv).
The two noise-terms are assumed to be uncorrelated. The
system is simulated using a 4th and 5th order accurate
Runge-Kutta method with variable step size.
III. MODEL PREDICTIVE CONTROL
In this section we present the regulator and the state
estimator in the linear MPC.
A. Background and control objectives
The controlled variables are the exhaust air temperature
TSD, the absolute air humidity, Y , and the product specific
residual moisture content, X . TSD and Y are closely related
to the stickiness of the powder. The set-points for TSD and
Y are a result of empirical experience, and can only be
exactly determined from product and spray dryer specific
trials. Generally, there is a lower limit to TSD and an upper
limit to Y . A simple RTO layer can be designed to provide
such set-points depending on the type of product being
dried. The set-point for X is also product specific. The
manipulated variables are the feed flow, Ff , the inlet main
air temperature, Tmain, and the inlet SFB air temperature,
Tsfb. The inlet air flows, the feed concentration Xf , the
feed temperature, Tf , the ambient air humidity, Yamb, and
the indoor temperature, Tamb, are all measured disturbances.
The states and disturbances are measurable, also in industrial
practice.
B. Plant and Sensors
The non-linear model of the dryer is numerically lin-
earised, by applying small perturbations to the steady-state,
and represented in state space form. To guarantee offset-free
control of the outputs, z, we augment the process model with
a number of integrating disturbances equal to the number
of measured outputs y [21]. Thus, the presence of constant
unmeasured disturbances and plant model mismatch do not
affect the tracking performance. The augmented model has
the following form
xk+1 = Axk +Buk + Edk + σx + wk (13a)
yk = Cyxk + σy + vk (13b)
zk = Czxk + σz (13c)
with x, u, d, y and z being the same variables as in (8), but x
also including the disturbance states. w and v are distributed
Algorithm 1 MPC algorithm
Require: yk, dk, rk, xˆk|k−1, uk−1
Filter:
ek = yk − (Cyxˆk|k−1 + σy)
xˆk|k = xˆk|k−1 +Kfxek
Regulator:
uk = µ(xˆk|k, rk, dk, uk−1)
One-step predictor:
xˆk+1|k = Axˆk|k +Buk + Edk + σx
Return: uk, xˆk+1|k
by wk ∼ Niid (0, Rw) and vk ∼ Niid(0, Rv). The initial
state is, x0 ∼ N(x˜0, P0). σx, σy and σz contain the constants
related to the linearisation of the model, i.e. σx = x0−Ax0−
Bu0−Ed0, σy = y0−Cyx0 and σz = z0−Czx0. (A,B) is
stabilizable and (Cy, A) is detectable. Thus, we can control
and estimate the states of the dryer.
C. Regulator
The output tracking problem with input and input rate
constraints may be formulated as
min
uk∈Nu
φ (14a)
s.t. xk+j+1|k = Axk+j|k +Buk+j|k
+ Edk+j|k + σx, j ∈ Nu (14b)
zk+j|k = Czxk+j|k + σz, j ∈ Nz (14c)
umin ≤ uk+j|k ≤ umax, j ∈ Nu (14d)
∆umin ≤ ∆uk+j|k ≤ ∆umax, j ∈ Nu (14e)
where
φ =
1
2
Nz∑
j=1
‖zk+j|k − rk+j|k‖2Qz +
1
2
Nu∑
j=0
‖∆uk+j|k‖2Su
in which ∆uk = uk − uk−1 and Nz = {1, 2 . . . , Nz − 1},
Nu = {0, 1 . . . , Nu−1}. The control and prediction horizons
are, Nz = 20 min/10 s = 120 and Nu = 120. These are
selected sufficiently long such that any end effects have no
influence on the solution in the beginning of the horizon. No
forecasts are available for the references and disturbances,
so we use the same-as-now forecasts, i.e. rk+j|k = rk and
dk+j|k = dk.
The problem in (14) can be converted to a constrained
quadratic problem. Appendix A shows the details of the
derivation of the regulator, the tuning parameters Qz and Su
and the constraints. Algorithm 1 list the on-line computations
in the linear MPC algorithm. The computation of uk =
µ(xˆk|k, rk, dk, uk−1) is performed by solving (14). The
solution of the QP (14) is the computational expensive step in
the MPC algorithm. The QP is solved using quadprog()
in Matlab R© and the worst-case execution time is approx.
12.5 msec.
IV. CLOSED-LOOP SIMULATIONS
In this section we demonstrate the performance of the lin-
ear MPC and compare it to the performance of a conventional
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(a) Measured outputs of the system. The controlled variables are shown with
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Fig. 3: Closed-loop simulation showing that the MPC tracks
the set-points and rejects the unknown disturbances without
steady-state error.
PID controller. The stochastic system model in (12) is used
in the simulations.
A. MPC Validation
In the following the MPC will be validated against
reference- and disturbance step changes. Fig. 3a shows the
measured and controlled variables and Fig. 3b shows the
manipulated variables. The ambient air humidity changes
from 3 g/kg to 4 g/kg at t = 2.25 hours and the feed
concentration decreases from 50.6% to 45.6% at t = 2.92
hours. The disturbances are treated as unknown to the MPC
in this simulation. At t = 0.25 to t = 1.6 three reference
steps are introduced for each controlled variable. The exhaust
air temperature and humidity, TSD and Y , change slightly
faster than the residual moisture content, X . The MPC tracks
the references and rejects disturbances without any offset.
The system is controlled to a steady-state within reasonable
time. The MPC handles the highly cross coupled system
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Fig. 4: Closed-loop simulation of an industrial disturbance
scenario using an MPC and the conventional PID controller.
The MPC tracks the set-points and rejects the disturbances.
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Fig. 5: The production rate, the energy efficiency and the
profit of drying during the closed-loop simulation in Fig. 4.
dynamics well. The manipulated variables are kept within the
input constraints and input rate constraints. The constraints
are expected to become active occasionally as the load on
the dryer is increased, i.e. as the feed flow, Ff , and the heat
inputs, Tmain and Tsfb, are increased.
B. Industrial scenario
We also perform a closed-loop simulation with a realistic
disturbance scenario from an industrial spray dryer. Thereby
we can compare the achieved performance of the MPC to
the conventional PID controller. Fig. 4 shows the spray dryer
operation when controlled by the MPC and the conventional
PID controller. Fig. 5 shows the KPIs. The disturbances are
known to the MPC as these measurements are normally
available in industry. The disturbances are recorded at a
spray dryer producing whey protein concentrate in the period
8/13/2013 21:30 to 8/17/2013 04:00.
Fig. 4 shows the measured and controlled outputs, the
manipulated variables and the disturbances. The simulation
reveal that the proposed MPC is able to maintain a correct
and constant residual moisture content, X , as well as main-
taining the stickiness related variables, TSD and Y , at their
setpoints. The MPC constantly adjusts the feed flow and inlet
air temperatures to maintain the controlled variables at their
set-points. An increase in the ambient air humidity increases
the humidity in the dryer. Thus, the MPC must decrease
the feed rate i.e. production. An increase in feed water
concentration has the same effect and is also compensated
by a decrease in the feed rate i.e. production.
The conventional PID controller maintains a constant
exhaust air temperature, TSD, by manipulating the feed rate,
Ff . The two inlet air temperatures are fixed. With this
control methodology, no correcting action is taken when
the ambient air humidity increases. Changes related to the
feed concentration are compensated for as the feed water
affects the exhaust air temperature. Thus, on average the
dryer need to dry the powder more than necessary to satisfy
the specifications. The MPC only dries the powder to the
specified level.
Fig. 5 shows the production rate, energy efficiency and
profit of operation during the simulation. On average the
MPC increases the production rate by 7.9%, the energy
efficiency by 4.1% and profit of production by 8.2%. Thus,
the dryer is used both more energy efficiently and increases
the profit of operation significantly.
V. CONCLUSIONS
This paper presents a solution to the control problem
of a two stage spray dryer. The controller is based on a
set-point tracking MPC with output feedback. The states
used in the regulator are estimated by a Kalman filter.
The regulator and the estimator is designed based on the
linearised non-linear system model. The simulations show
that the air temperature and air humidity of the outlet air
from the dryer can be controlled to a set-point as well as the
residual moisture content in the powder. On average during
the disturbance scenario the MPC increases the production
rate by 7.9%, the energy efficiency by 4.1% and the profit
of production by 8.2%. These numbers may be even greater
in industry, as the conventional PID controller is often used
more conservatively than presented in this paper. Thus, the
dryer is used both more efficiently and increases the profit
of operation significantly.
GEA Process Engineering A/S is currently implementing
and testing the proposed control strategy at industrial scale
spray dryers. The control methodology is generally applica-
ble to other foods, chemicals and pharmaceuticals and not
limited to two-stage dryers.
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APPENDIX
In this section we briefly describe the details of the
regulator design.
A. Regulator
The tracking problem in Sec. III-C is solved by for-
mulating the corresponding convex quadratic problem. The
tracking problem is similar to [12]–[14].
Define the vectors Z, R, U and D as
Z =

zk+1|k
zk+2|k
...
zk+Nz|k
 R =

rk+1
rk+2
...
rk+Nz
 U =

uk|k
uk+1|k
...
uk+Nu|k

D =
[
dk|k dk+1|k . . . dk+Nz|k
]T
Then the predictions are
Z = Φxxk|k−1 + ΓuUk + ΓdDk + ΩΣx + Σz
Using the predictions in vector form we can write the
objective function as
φ =
1
2
Nz∑
j=1
‖zk+j|k − rk+j|k‖2Qz +
1
2
Nu∑
j=0
‖∆uk+j|k‖2Su
=
1
2
‖Zk −Rk‖2Qz +
1
2
‖ΛU − I0uk−1‖2Su
=
1
2
U ′kHUk + g
′Uk + ρ
with
H = ΓTuQzΓu + ΛTSuΛ
g = −ΓTuQz (Rk − b)− ΛTSuI0uk−1
ρ =
1
2
‖ − b−Rk‖2Qz +
1
2
‖I0uk−1‖2Su
where
b = −Φxxk|k − ΓdDk − ΩΣx − Σz
The constraints are assumed constant over the prediction
horizon and umin ≤ uk+j|k ≤ umax and ∆umin ≤
∆uk+j|k ≤ ∆umax may be denoted
Umin ≤ Uk ≤ Umax (15)
bl ≤ ΨUk ≤ bu (16)
where
bl = ∆Umin + I0uk−1, bu = ∆Umax + I0uk−1 (17)
We solve the tracking problem by solution to the following
convex quadratic problem
min
Uk
1
2
UTk HUk + g
TUk + ρ (18a)
s.t. Umin ≤ Uk ≤ Umax (18b)
bl ≤ ΨUk ≤ bu (18c)
The MPC only apply the first u∗0 of U
∗
k to the process. The
open-loop optimization is repeated at the next sample where
it also utilize the new state estimate xˆk.
The regulator is tuned to penalize deviation in the exhaust
air temperature and humidity by 10 and the residual moisture
content the most by 500. Movements of the feed pump and
inlet air temperatures are penalized, so that the feed pump
is allowed to change very fast.
Qz = diag(
[
10 10 500
]
), Su = diag(
[
0.5 50 50
]
)
The maximum capacity of the feed pump limits the feed
flow. The inlet temperatures, Tmain and Tsfb must be higher
than the ambient temperature, Tamb. Furthermore, the risk of
powder explosions and the risk of scorched particles puts
upper limits on the allowable inlet temperatures. Thus, we
have
0 kg/hr ≤Ff ≤ 200 kg/hr
Tamb ≤Tmain ≤ 220◦C
Tamb ≤Tsfb ≤ 120◦C
We do not impose input rate constraints.
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Christer Utzen2 and John Bagterp Jørgensen1
Abstract— In this paper we investigate an economically
optimizing Nonlinear Model Predictive Control (E-NMPC)
for a spray drying process. By simulation we evaluate the
economic potential of this E-NMPC compared to a conventional
PID based control strategy. Spray drying is the preferred
process to reduce the water content for many liquid foodstuffs
and produces a free flowing powder. The main challenge in
controlling the spray drying process is to meet the residual
moisture specifications and avoid that the powder sticks to the
chamber walls of the spray dryer. We present a model for
a spray dryer that has been validated on experimental data
from a pilot plant. We use this model for simulation as well
as for prediction in the E-NMPC. The E-NMPC is designed
with hard input constraints and soft output constraints. The
open-loop optimal control problem in the E-NMPC is solved
using the single-shooting method combined with a quasi-Newton
Sequential Quadratic Programming (SQP) algorithm and the
adjoint method for computation of gradients. The E-NMPC
improves the cost of spray drying by 26.7% compared to
conventional PI control in our simulations.
I. INTRODUCTION
The production of raw milk has increased due to the
liberalization of the milk quota system in the European Union
[1]. A large proportion of this milk will be dried into varies
types of food powders, due to the short shelf life of milk
products and the increased demand for food powders in
markets outside Europe. Consequently, a significant increase
in production capacity is needed [1]. Application of advanced
control is potentially a cost effective way to increase the
production capacity. An industry study reveal that advanced
control can increase the capacity with 20% [2]. Therefore,
optimal control of the spray drying process is important.
The main challenge in controlling the spray dryer is to use
a minimum of energy (hot air) to bring the residual moisture
in the powder below the specification and to avoid that the
powder sticks to the chamber walls. The dryers are generally
very large and may require up to 7 MW of energy for heating
of the inlet air flows. Therefore, it is not sufficient just to
satisfy product specifications; the energy cost of operation
must also be minimized. In addition, the operation of the
spray dryer must continuously be adjusted to variations in the
feed concentration and variations in the ambient air humidity.
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Fig. 1: Principle diagram of the spray dryer. Sprayed droplets
and hot air are mixed in the top. The droplets dry into powder
and ends in the SFB where the product is dried further. The
powder exits the chamber from the SFB.
Conventional set-point based control of spray dryers keeps
the inlet and outlet temperatures constant during operation.
This approach is simple, but known to be insufficient at
controlling the residual moisture. Furthermore, the powder
may turn sticky inside the dryer during high ambient air
humidities. Thus, operators must constantly adjust the tem-
perature set-points to ensure proper operation. Unfortunately,
these corrections are seldom made and the dryer must
frequently be stopped for cleaning. This motivates E-NMPC
in the presence of feed and ambient air variations. E-NMPC
adjusts the manipulated variables such that the residual
moisture is below its maximum, fouling of the spray dryer is
avoided, and the cost of operation is minimized. E-NMPC is
potentially a step towards fully automated operation of spray
dryers.
A. Process Description
We consider the spray chamber (SD) and the static fluid
bed (SFB) stages of a Multi-Stage Dryer (MSDTM). The
spray dryer is an efficient dryer and is widely used in
the production of food powders. Fig. 1 illustrates the SD
and SFB stages of the spray dryer. The dryer is designed
such that the hot inlet air is let into the upper section of
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the drying chamber around the high pressure nozzles. The
nozzles disperse the liquid feed into droplets. The heat is
transferred from the hot air to the droplets, which makes
the water evaporate from the droplets. In that process, the
air temperature and the residual moisture of the droplets
decrease. The dried product then enters the SFB where
it is further dried. Next, the powder is transported to a
vibrating fluid bed (VFB) for gentle drying and cooled to
the temperature desired for handling and storage.
Modelling of spray dryers varies in complexity from
complex CFD models to simple steady-state calculations.
[3] presents a first principles engineering model for control
purposes and [4] proposes a model for a complete MSDTM
to facilitate development of advanced controllers. A simpler
model for a spray dryer is given in [5] still with a high
simulation accuracy.
B. Control and Optimization
Real-time steady-state optimization (RTO) and set-point
based model predictive control is a standard methodology
for optimizing process operation [6]. Recent advances within
process optimization focus on optimizing the higher-level
objectives, such as economics, directly in the control layer.
This is called economically optimizing NMPC (E-NMPC).
Model Predictive Control (MPC) has for a long time been
the preferred advanced control methodology in both industry
and academia due to its flexibility, performance and ability to
handle constraints [7], [8]. The idea of optimizing economics
directly is an old idea [9], [10] that has gained significant
renewed interest [8], [11]–[13]. Steady as well as non-steady
optimal operation may arise as a result of E-NMPC [14].
A number of papers exist, which are related to control of
spray dryers. The reported applications varies from pressure
control to industrial based MPC solutions for control of
the residual moisture [2]. [3] presents a PID temperature
controller with feed forward for stabilization of the residual
moisture. A linear tracking MPC for a spray dryer is pre-
sented in [5]. [15] provides a through review on the status
and future of advanced control for spray drying. To our
knowledge no papers about E-NMPC for spray dryers has
been published.
C. Content
In this paper we investigate by simulation the potential
of E-NMPC for a spray drying process. We present a simple
model for a spray dryer and use this model to demonstrate the
performance of the E-NMPC. The model has been validated
from industrial data provided by GEA Process Engineering
A/S. We develop an E-NMPC which optimizes an economic
objective function using the nonlinear system model. The
optimal control problem in the E-NMPC is solved by the
single-shooting method using a quasi-Newton SQP algorithm
and the adjoint method for the gradients. The controller han-
dles both hard input constraints and soft output constraints.
The NMPC algorithm is based on the computational methods
described in [16], [17]. Conventional control is simulated
with a PID controller to give an estimate of the performance
improvement by the proposed E-NMPC.
D. Organization
The paper is organized as follows. In Section II we present
the control problem and its transcription to a computa-
tionally tractable optimization problem. Section III presents
the model of the spray dryer. In Section IV we present a
simulation to show the benefit of optimizing the operation.
Conclusions are given in Section V.
II. OPTIMAL CONTROL PROBLEM
In this section, we present the continuous-time constrained
optimal control problem and its transcription to a discrete
optimal control problem. We solve the discrete optimal
control problem using the single-shooting method.
A. Continuous-Time Constrained Optimal Control Problem
In a receding horizon manner, the manipulated variables
in the E-NMPC considered in this paper are obtained by so-
lution of the following continuous-time constrained optimal
control problem in Lagrange form
min
x(·),u(·),s(·)
φ =
∫ tf
t0
[l(x(t), u(t), d(t)) + φ(s(t))]dt (1a)
s.t. x(t0) = xˆ0 (1b)
d
dt
g(x(t)) = f(x(t), u(t), d(t)), t ∈ T (1c)
umin ≤ u(t) ≤ umax, t ∈ T (1d)
c(x(t), u(t)) + s(t) ≥ 0, t ∈ T (1e)
s(t) ≥ 0, t ∈ T (1f)
in which T = [t0, tf [. x(t) ∈ Rnx is the state vector,
u(t) ∈ Rnu is the manipulated variables, d(t) ∈ Rnd is
the known disturbance vector, and s(t) ∈ Rns are the slack
variables related to the soft output constraints. The initial
state x(t0) = xˆ0 and the period [t0, tf ] are fixed. At each
sample time t0 is the current time and tf is the prediction and
control horizon. The current state, xˆ0, is assigned to the ini-
tial state by (1b). The stage cost function, l(x(t), u(t), d(t)),
represents the cost of operation, (1c) represents the process
dynamics, and (1d) is hard input constraints. φ(s(t)) =
1
2 ‖s(t)‖2,SW +‖s(t)‖1,sW and (1e)-(1f) represent `2−`1 soft
output constraints. The system of differential equations (1c)
is different from x˙(t) = f(x(t), u(t), d(t)). In (1c), g(x(t))
represent state functions that are common in modeling pro-
cess systems. In particular, we note that it is not advisable
from a numerical point of view to use the chain rule to
convert (1c) to a system of ordinary differential equations,
x˙(t) = f˜(x(t), u(t), d(t)). Rather, the numerical solution
procedure should be tailored to the system of differential
equations (1c).
B. Transcription
The infinite-dimensional optimal control problem (1) is
converted to a numerically tractable finite-dimensional op-
timal control problem by 1) parametrization of the control
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vector, u(t), and the disturbance vector, d(t), 2) point-wise
Dirac delta approximation of the soft output constraints,
and 3) discretization of the dynamics (1c) and the objective
integral. Using these approximations, (1) may be transcribed
into the finite dimensional discrete optimal control problem
min
x,u,s
φ =
N−1∑
k=0
Lk(xk, xk+1, uk, dk) + φ(sk) (2a)
s.t. x0 = xˆ0 (2b)
Rk(xk, xk+1, uk, dk) = 0, k ∈ N (2c)
umin ≤ uk ≤ umax, k ∈ N (2d)
c(xk, uk) + sk ≥ 0, k ∈ N (2e)
sk ≥ 0, k ∈ N (2f)
with N = {0, 1, . . . , N − 1} and N being the discrete
prediction and control horizon. The discrete stage cost,
Lk = Lk(xk, uk, dk), and the residual function, Rk =
Rk(xk, xk+1, uk, dk), obtained from discretization by the
trapezoidal method are
Lk =
∆tk
2
(l(xk, uk, dk) + l(xk+1, uk, dk)) (3)
Rk = g(xk+1)− g(xk)
− ∆tk
2
(f(xk, uk, dk) + f(xk+1, uk, dk))
(4)
for k ∈ N . No forecasts are available for the disturbances,
so we use the same-as-now forecasts, i.e. dk = d(t0).
C. Single-Shooting Optimization
The discrete-time finite dimensional optimal control prob-
lem (2) may be solved using single-shooting (control vec-
tor parametrization) [18], multiple shooting [19], [20], or
the simultaneous method [21], [22]. In all these methods,
some sequential quadratic programming (SQP) algorithm is
typically used for the optimization. Gradient computation
is straightforward in the simultaneous method, while either
forward sensitivity computation [23] or the adjoint method
[16] is used by the single-shooting and the multiple-shooting
methods. Furthermore, real-time iteration may be used to
reduce the computational delay by the optimal control com-
putation at each sample time [22], [24].
In this paper, the optimal control problem (2) is solved
by the single-shooting method using a quasi-Newton SQP
optimization algorithm (fmincon in Matlab’s optimization
toolbox) and the adjoint method for gradient computation
[17].
III. SPRAY DRYER MODEL
In this section the spray dryer model is presented. It
is derived from first engineering principles. The unknown
parameters are estimated from data by minimizing the sum
of squared simulation errors. The model describes drying of
maltodextrin DE-18, which is chosen because milk is difficult
to handle over longer periods due to natural deterioration.
Maltodextrin DE-18 has almost the same stickiness and
properties of drying as milk [25]. The model is also used
in [5] for simulation and control of a spray dryer.
A. Conservation Equations
The model used for simulation as well as prediction in the
E-NMPC is a lumped model with four states. The four states
are the spray dryer temperature, TSD, the static fluid bed
temperature, TSFB , the humidity, Y , in the air of the spray
dryer, and the moisture, X , in the powder. The evolution
of the temperatures, TSD and TSFB , is governed by energy
balances, while mass balances determine the evolution of the
air and powder moisture, Y and X . The lumped energy and
mass balances describing the evolution of the states are
Ca
dTSD
dt
= −λRw +Hain −Haout −Qexc −Qla (5a)
Cb
dTSFB
dt
= Hbin −Hbout +Qexc −Qlb (5b)
mda
dY
dt
= (Fmain + Fsfb)(Yamb − Y )
+ Fadd(Yadd − Y ) +Rw
(5c)
ms
dX
dt
= Fs(Xf −X)−Rw (5d)
where
Hain = Fmain(cda + cvYamb)(Tmain − T0)+
Fadd(cda + cvYadd)(Tadd − T0)
(6a)
Haout = (Fmain + Fsfb + Fadd)·
(cda + cvY )(TSD − T0)
(6b)
Hbin = Fsfb(cda + cvYamb)(Tsfb − T0) (6c)
Hbout = Fsfb(cda + cvYamb)(TSFB − T0) (6d)
Qexc = k1(TSD − TSFB) + k2Xf + k3Tf − k4 (6e)
Qla = k5(TSD − Tamb) (6f)
Qlb = k6(TSFB − Tamb) (6g)
Fs = FfXf/(Xf + 1) (6h)
In the SD as well as the SFB, it is assumed that the air and
the product are in equilibrium i.e. that the temperature of the
air, TSD and TSFB , and the temperature of the product are
identical. Hain , Haout , Hbin and Hbout are the enthalpies
of humid air in and out of the SD and the SFB stage,
respectively. Ca and Cb are the heat capacity of the hold-up
of air and powder. Fmain and Fsfb are the dry base inlet
air flows. The parameters Yadd, Fadd and Tadd are used
to correct for air leakages and un-modeled inlet air flows
such as nozzle cooling air. Qsd and Qsfb are heat losses
to the surroundings. λRw is the heat of evaporation at T0.
We assume that the evaporation takes place in the SD stage
only. The heat of evaporation related to the SFB is modeled
through Qexc, that describes the heat exchange between the
SD and the SFB stages and corrects for this assumption. ms
is the dry mass of powder and X is the dry base moisture
content of the powder. Xf and Tf is the dry base feed
concentration and feed temperature. mda is the mass of dry
air and Y is the absolute humidity in the dryer. The reference
temperature is T0 = 25◦C.
B. Drying Rate
The kinetics of the drying is important for the behavior
of the model. The thin layer equation describes the product
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drying rate, Rw, well [26]
Rw = Ddiff (X −Xeq)ms (7)
Ddiff is an empirical constant called the drying constant
or diffusivity. It must be experimentally determined [27]. In
the present study it is constant, but it may depend on both
temperature and powder moisture.
The equilibrium moisture, Xeq , of the powder is a prod-
uct dependent function that describes the moisture con-
tent at which water cannot be evaporated any longer. The
Guggenheim-Anderson-de Boer (GAB) relation is used to
describe the equilibrium moisture [28]. The GAB relation is
fitted to laboratory data obtained specifically for maltodextrin
to get
Xeq =
C ·K ·Xm ·RH
(1−K ·RH)(1−K ·RH + C ·K ·RH) (8)
in which Xm = 0.030723, C = 2.6535 · 10−7 exp
(
6292.1
T
)
and K = 0.057882 exp
(
945.16
T
)
. Xm is the monolayer mois-
ture content. C and K are constants related to monolayer
and multi-layer properties. The relative humidity RH is
calculated from TSFB and Y . In the computation of Xeq
for the product drying rate, T = TSFB is used.
C. Stickiness
Stickiness of the produced particles is an important limita-
tion to the achievable performance of the spray dryer. Sticky
particles form depositions on the walls of the spray dryer.
Stickiness depends on product temperature and moisture
content. We use a mass-proportion-mixing rule to describe
the glass transition temperature [25], [29]
Tg =
Tgp + kZTgw
1 + kZ
(9)
in which Tgp = 144.8◦C (maltodextrin) and Tgw = −137◦C
(water). The value k = 6.296 is estimated from adsorption
isotherm data. The obtained glass transition temperatures,
TSDg and T
SFB
g , are the upper limiting temperatures of
which deposits form on the chamber walls of the spray dryer.
The moisture content of the powder is
Z =
{
2.2 · (Ap +Bp TSD)exp(Cp RH) for SD
X for SFB
(10)
in which Ap = 0.0877, Bp = −0.00019751 and Cp =
2.0498. The moisture content of the powder in the SD
stage is difficult to estimate. Common practice is to use the
equilibrium moisture, Xeq , as an approximation. We use an
exponential function instead of the above GAB model for this
purpose, as it renders the transient residual moisture content
at low relative humidity better than (8).
TABLE I: Estimated parameters for the model (5)-(10)
Symbol Value Unit Symbol Value Unit
Ca 68.266 KJ/K Fadd 256.46/3600 kg/s
Cb 141.36 KJ/K Yadd 8.1799·10−3 kg/kg
k1 0.29268 KW/K Tadd 100.03+273.15 K
k2 1.6207 KW k3 0.073198 KW
k4 31.111 KW k5 0.26981 KW/K
k6 -0.023367 KW/K Ddiff 0.091922
D. Model and Parameters
The model (5)-(10) of the dryer is a deterministic system
of differential equations in the form (1c) in which
x =

TSD
TSFB
Y
X
 u =
 FfTmain
Tsfb
 d =

Fmain
Fsfb
Xf
Tf
Tamb
Yamb
 (11)
x is the state vector, u is the manipulated input vector,
and d is the disturbance vector. The states as well as the
disturbances are measurable in industrial practice. Therefore,
we do not discuss state estimation in this paper.
The parameters in the model (5)-(10) are estimated using
data for a medium-scale spray dryer from GEA Process
Engineering A/S. Table I provides the estimated parameters
in the model. mda = 10 kg and ms = 15 kg are fixed
parameters and determined from physical considerations.
Generally the model fits the data well on both estimation
and validation data.
E. Constraints
The maximum capacity of the feed pump limits the feed
flow such that 0 kg/hr ≤ Ff ≤ 150 kg/hr. The inlet
temperatures, Tmain and Tsfb must be higher than the ambient
temperature, Tamb, as the dryer can only heat but not cool.
Furthermore, the risk of powder explosions and the risk of
scorched particles puts upper limits on the allowable inlet
temperatures. Consequently, Tamb ≤ Tmain ≤ 180◦C and
Tamb ≤ Tsfb ≤ 120◦C. These constraints are hard input
constraints of the form (1d).
To avoid depositions of sticky particles on the spray dryer
surfaces, the temperatures TSD and TSFB must be below the
glass transition temperatures in the SD stage, TSD ≤ TSDg
and the SFB stage, TSFB ≤ TSFBg , respectively. The glass
transition temperature are determined by (9). Furthermore,
the powder moisture must be below a maximum limit, X ≤
Xmax = 4.5%, that is 4.5% for the case studies in this paper.
These constraints are treated as soft output constraints in the
form (2e). The soft `1 penalty is sW = 105 · [0.1; 0.1; 1.0]
and the soft `2 penalty is SW = diag(sW ).
F. Objective Function - Profit and Regularization
The profit from operating the spray dryer is the value of
the product minus the raw material and energy costs. Since
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we consider a minimization problem, maximizing the profit
of operation corresponds to the following stage cost
l(x(t), u(t), d(t)) =
− [ppFs(1 +X)− pfFs(1 +Xf )− pH∆H]
(12)
in which pp is the unit value of the product, pf is the unit
cost of feed material, pH is the unit energy cost, and ∆H is
the total energy supplied to the dryer given by
∆H = Fmain(hain − hamb) + Fsfb(hbin − hamb) (13)
in which hamb = (cda + cvYamb)(Tamb − T0). The price of
the produced powder is, pp = 4.47 $/kg, the price of feed
material is, pf = 0.447 $/kg, and the price of energy is,
pH = 3.4873 · 10−5 $/KJ. The prices are selected to reflect
industrial reality meaning that the price of natural gas is
almost negligible compared to the price of the powder, i.e.
pp  pH . In such scenarios, production maximization is
the primary concern while efficient utilization of energy is a
secondary consideration.
The energy efficiency of operation and the product flow
rate are also key performance indicators (KPIs) for evaluation
of the performance of a spray dryer. The energy efficiency
is
η =
λFs(Xf −X)
∆H
(14)
Here λFs(Xf−X) is the energy used to evaporate water and
∆H is the total energy supplied. The flow rate of produced
powder is
Fp = Fs(1 +X) (15)
To obtain smooth solutions the objective function (2a) is
extended with a regularization term that penalizes changes
in the manipulated variables
φ∆u =
N−1∑
k=0
||uk − uk−1| |2Qs (16)
We use Qs = ∆tk · diag([0.1; 1; 0.5)].
The sample time is chosen as ∆tk = 15 s and we use a
control and prediction horizon of tf = 10 min i.e. N = 40.
IV. RESULTS
We illustrate the performance of the E-NMPC by a closed-
loop simulation and compare it to the conventional PID
control method.
A. Simulation
Three step disturbances occur in the simulated scenario.
As illustrated in Fig. 2, the feed concentration and the
ambient air humidity experience step changes. The step sizes
are identified from maximum month-to-month variations in
historical data from an industrial dryer.
Fig. 3 shows how E-NMPC operates the spray dryer for
this disturbance scenario. Fig. 3a shows the outputs and Fig.
3b shows the manipulated variables. Fig. 3c illustrates the
energy efficiency, the production rate and the operational
profit rate.
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Fig. 2: Disturbance scenario for the case studies.
The E-NMPC controls the dryer such that the profit of
operation is maximized. Profit maximization is obtained by
maximizing the feed rate, Ff , while minimizing the supply
of energy from the main and the SFB inlet air tempera-
tures, Tmain and TSFB , within the given constraints. The
optimum is reached when TSD reaches the glass transition
temperature, i.e. the stickiness constraint of the powder, and
when X , the powder moisture content, reaches the upper
residual moisture specification. During operation the con-
troller always ride these constraints and a standard tracking
MPC solution with offline computed set-points may therefore
provide similar performance results for this process.
The profit of operation in Fig. 3c is mainly dependent on
the production rate and feed concentration. Thus, the energy
usage is a secondary objective. Fortunately, the energy effi-
ciency increases with production rate and increasing residual
moisture in the powder. The energy efficiency is therefore
also maximized when profit is maximized in this case.
An increase in ambient air humidity, Yamb, decreases the
evaporation rate, Rw, of the dryer and the powder becomes
more moist and sticky. The E-NMPC compensates by de-
creasing the feed rate, Ff , and the inlet air temperatures,
Tmain and TSFB . Thus, the production capacity is decreased
for increasing ambient air humidity. The step increase in
feed (water) concentration, Xf , increases the amount of
water that has to be evaporated from the feed. The E-NMPC
compensates for this by decreasing the feed rate accordingly.
Consequently, an increase in feed water concentration also
decreases the production capacity of the dryer.
The PID controller maintains a constant exhaust air tem-
perature, TSD, by manipulating the feed rate, Ff . The set-
point for the controller, T spSD = 75.76
◦C, and the two
inlet air temperatures are fixed so that profit of operation
is maximized without violating the constraints at any time.
The model of the spray dryer and the constraints are non-
linear. Therefore, it is not a trivial task to determine these
optimal set-points. The PID controller does not perform any
correcting action to changes in the ambient air humidity. This
turns out to be the factor that limits the PID control perfor-
mance the most. A disturbance in the feed concentration is
compensated by decreasing the feed rate and the resulting
economic performance is close the performance achieved by
the E-NMPC.
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On average for the given disturbance scenario the E-
NMPC increases the profit of operation by 26.7% compared
to the PID controller.
V. CONCLUSIONS
This paper presents an economically optimal control so-
lution for a spray dryer. The controller is based on a
nonlinear model predictive controller with an economic
objective function (E-NMPC). The E-NMPC provides a
control solution that constantly brings the dryer to the most
cost optimal state of operation within the given process
constraints. The residual moisture specification is controlled
within specifications and fouling in the dryer is avoided. A
case study is used to simulate and evaluate the performance
of the E-NMPC compared to a conventional PID based
control strategy. In the simulation the profit of operation
is increased by 26.7%. We also find that it is not intuitive
to select the most profitable set-points for the conventional
PID control. Optimal set-points are therefore hardly never
obtained by operators in industrial practice. Accordingly,
the economic benefit of E-NMPC may be even larger for
industrial spray dryers. Furthermore, a common problem in
operation of industrial spray dryers is production stops due to
deposition of sticky particles on spray dryer surfaces. Such
situations are efficiently avoided by the ability of E-NMPC
to include stickiness constraints and compute control profiles
that are continuously adapted to variations in the feed and
the ambient conditions.
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Abstract:
In this paper, we develop an economically optimizing Nonlinear Model Predictive Controller
(E-NMPC) for a complete spray drying plant with multiple stages. In the E-NMPC the initial
state is estimated by an extended Kalman Filter (EKF) with noise covariances estimated by
an autocovariance least squares method (ALS). We present a model for the spray drying plant
and use this model for simulation as well as for prediction in the E-NMPC. The open-loop
optimal control problem in the E-NMPC is solved using the single-shooting method combined
with a quasi-Newton Sequential Quadratic Programming (SQP) algorithm and the adjoint
method for computation of gradients. We evaluate the economic performance when unmeasured
disturbances are present. By simulation, we demonstrate that the E-NMPC improves the profit
of spray drying by 17% compared to conventional PI control.
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1. INTRODUCTION
Spray drying is a processing technique for drying of liquids
or slurries into a free flowing powder. Spray drying is a key
process in the dairy industry (Mujumdar, 2006), where
dairy products are dried into powders to increase the shelf
life as well as to reduce cost of transportation over long
distances. The quality of dairy powder is, among other
factors, characterized by the residual moisture content
that must be within the specification. Spray drying is by
far the most energy-intensive unit operation in the dairy
industry (IDF, 2005). Therefore, maximizing the efficiency
of the spray drying process and maintaining the correct
residual moisture level are of utmost importance.
The main challenge in controlling the spray dryer is to
use a minimum of energy (hot air) to bring the residual
moisture in the powder below the specification and to
avoid that the powder sticks to the walls of the chamber.
This is a challenge, as the operation of the spray dryer
must continuously be adjusted to variations in the feed
concentration and variations in the ambient air humidity.
Application of advanced control is potentially a cost effec-
tive way to reduce the energy consumption as well as to
increase the production capacity (Petersen et al., 2014b).
Conventional set-point based control of spray dryers keeps
the inlet and outlet temperatures constant during oper-
ation. This approach is simple, but known to be insuffi-
cient for controlling the residual moisture. Furthermore,
the powder may turn sticky inside the dryer during high
ambient air humidities. This motivates E-NMPC in the
presence of feed and ambient air variations. E-NMPC
adjusts the manipulated variables in such a way that
the residual moisture is below its maximum, fouling of
the spray dryer is avoided, and the cost of operation is
minimized.
1.1 Process Description
A Multi-Stage Dryer (MSDTM) consists of a spray cham-
ber (SD), a static fluid bed (SFB), and two vibrating fluid
bed (VFB) stages. This type of dryer is the most widely
used dryer in the production of food powders (Mujumdar
and Huang, 2007). Fig. 1 illustrates the stages of the spray
dryer as well as the hot air and the powder in- and outlets.
The dryer is designed such that the hot inlet air is fed
into the upper section of the drying chamber around the
high pressure nozzles. The nozzles disperse the liquid feed
into droplets. The heat is transferred from the hot air
to the droplets, which makes the water evaporate from
the droplets. In that process, the air temperature and
the residual moisture of the droplets decrease. The dried
product then enters the SFB where it is further dried by
hot air from below. Next, the powder is transported to
the VFBh and VFBc stages for gentle drying and cooled
to the temperature desired for handling and storage.
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Fig. 1. Diagram of the spray dryer. Sprayed droplets and
hot air are mixed in the top. The droplets dry into
powder and are dried further in the SFB and VFBh
stages and cooled in the VFBc stage.
1.2 Modeling
Dynamic models of spray drying has recently been re-
ported. Petersen et al. (2013) propose a model for a com-
plete spray dryer and Petersen et al. (2014a) presents a
model for the SD and SFB stages of the spray dryer. The
latter show good simulation accuracy. The model derived
in this paper will therefore be based on the model in
Petersen et al. (2014a) and extended to also describe the
VFB stages.
1.3 Control and State Estimation
The combination of real-time steady-state optimization
(RTO) and set-point based model predictive control is
a standard methodology for optimizing process operation
(Naysmith and Douglas, 1995). Recent advances within
process optimization focus on optimizing the higher-level
objectives, such as economics, directly in the control layer.
This is called economically optimizing Model Predictive
Control (E-MPC). For a long time, MPC has been the
preferred advanced control methodology in the process
industries. Recently, the idea of optimizing economics
directly has gained significant renewed interest (Rawlings
et al., 2012; Bauer and Craig, 2008). Papers related
to control of spray dryers seldom consider an economic
objective. Petersen et al. (2014a) discuss a linear tracking
MPC, while Petersen et al. (2014b) discuss an E-NMPC
for the SD and SFB stages of the spray dryer. Callaghan
and Cunningham (2005) provides a thorough review on the
status and future of advanced control for spray drying.
The model of the spray dryer is used for simulation
as well as for prediction and state estimation in the
NMPC. We use the well known extended continuous-
discrete Kalman filter (EKF) for state estimation. The
performance of the filter is highly dependent on good
estimation of the noise covariances, which we will estimate
using the Autocovariance Least-Squares (ALS) method
described in Rajamani and Rawlings (2009).
1.4 Content & Organization
In this paper, we demonstrate that the profit of operation
for a spray drying process can be improved significantly
by application of E-NMPC based on an economically
optimizing controller and an EKF for state estimation.
The noise covariances in the EKF are estimated by the
ALS method.
The paper is organized as follows. In Section 2, the model
of the spray dryer is presented. Section 3 presents the esti-
mation problem and the ALS method. Section 4 presents
the control problem and its transcription to a computa-
tionally tractable optimization problem. In Section 5 we
present a simulation to show the benefit of optimizing the
operation. Conclusions are given in Section 6.
2. SPRAY DRYER MODEL
In this section, the complete spray dryer model is pre-
sented. It is derived from first engineering principles and
describes drying of maltodextrin DE-18. We use Maltodex-
trin DE-18 as a substitute to milk, because milk is difficult
to handle over longer periods due to natural deterioration.
2.1 Spray Dryer and Static Fluid Bed Model
The evolution of the temperatures, TSD and TSFB, is gov-
erned by energy balances, while mass balances determine
the evolution of the air and powder moisture, Yab and
Xab. The lumped energy and mass balances describing the
evolution of the states are
Ca
dTSD
dt
= −λRaw + Fmainhain + Fsfbhbout−
(Fmain + Fsfb + Fadd)haout+
Faddhaadd + Fs(h
p
f − hpa)−Qab −Qa
(1a)
Cb
dTSFB
dt
= Fsfb(h
a
bin − habout) + Fs(hpa − hpb)+
Qab −Qbc −Qb
(1b)
ma
dYab
dt
= (Fmain + Fsfb)(Yamb − Yab)+
Fadd(Yadd − Yab) +Raw
(1c)
mb
dXab
dt
= Fs(Xf −Xab)−Raw (1d)
where
haain = (cda + cvYamb)Tmain, h
a
aout = (cda + cvYab)TSD
habin = (cda + cvYamb)Tsfb, h
a
bout = (cda + cvYamb)TSFB
haaadd = (cda + cvYadd)Tadd, h
p
f = (cs + cwXf )Tf
hpa = (cs + cwXab)TSD, h
p
b = (cs + cwXab)TSFB
Qab = k1(TSD − TSFB) + k2Xf + k3Tf − k4
Qa = k5(TSD − Tamb), Qb = k6(TSFB − Tamb)
It is assumed that the air and the product are in equilib-
rium i.e. that the temperature of the air, TSD and TSFB,
and the temperature of the product are identical. ha{·}
and hp{·} are the specific enthalpies of the humid air and
powder inlets and outlets of the SD and the SFB stages.
Ca and Cb are the heat capacities of the hold-up of air
and powder. The heat capacities are given at the reference
temperature, T0 = 25
◦C. λRaw is the heat of evaporation
and Qab describes the heat exchange between the SD and
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evolution of the states are
Ca
dTSD
dt
= −λRaw + Fmainhain + Fsfbhbout−
(Fmain + Fsfb + Fadd)haout+
Faddhaadd + Fs(h
p
f − hpa)−Qab −Qa
(1a)
Cb
dTSFB
dt
= Fsfb(h
a
bin − habout) + Fs(hpa − hpb)+
Qab −Qbc −Qb
(1b)
ma
dYab
dt
= (Fmain + Fsfb)(Yamb − Yab)+
Fadd(Yadd − Yab) +Raw
(1c)
mb
dXab
dt
= Fs(Xf −Xab)−Raw (1d)
where
haain = (cda + cvYamb)Tmain, h
a
aout = (cda + cvYab)TSD
habin = (cda + cvYamb)Tsfb, h
a
bout = (cda + cvYamb)TSFB
haaadd = (cda + cvYadd)Tadd, h
p
f = (cs + cwXf )Tf
hpa = (cs + cwXab)TSD, h
p
b = (cs + cwXab)TSFB
Qab = k1(TSD − TSFB) + k2Xf + k3Tf − k4
Qa = k5(TSD − Tamb), Qb = k6(TSFB − Tamb)
It is assumed that the air and the product are in equilib-
rium i.e. that the temperature of the air, TSD and TSFB,
and the temperature of the product are identical. ha{·}
and hp{·} are the specific enthalpies of the humid air and
powder inlets and outlets of the SD and the SFB stages.
Ca and Cb are the heat capacities of the hold-up of air
and powder. The heat capacities are given at the reference
temperature, T0 = 25
◦C. λRaw is the heat of evaporation
and Qab describes the heat exchange between the SD and
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the SFB stages. Fmain and Fsfb are the dry base inlet air
flows. The parameters Yadd, Fadd and Tadd are used to
compensate for air leakages and un-modeled inlet air flows
such as nozzle cooling air. Qa and Qb are heat losses to
the surroundings. Fs = FfXf/(1−Xf ) is the flow of feed
solids. Xf and Tf are the dry base feed concentration and
feed temperature. ma is the mass of dry air and mb is the
mass of dry powder.
We assume that the evaporation takes place in the SD
stage only with the drying rate determined from conditions
in the SFB. The product drying rate is governed by the
thin layer equation, describing evaporation due to diffusion
(Lewis, 1921)
Raw = k7
k8
k8 + Fs
(
Tf
T0
)k9
(Xab −Xeq(TSFB, Yab))mb
The equilibrium moisture content, Xeq(T, Y ), is a nonlin-
ear product dependent function that describes the mois-
ture content at which the water is bounded within the
powder particles.
2.2 Vibrating Fluid Bed Model
The evolution of the temperatures, TVFBh and TVFBc, is
governed by energy balances, while mass balances govern
the evolution of the air humidity, Ycd, and the moisture
content, Xcd, in the powder.
Ccd
dTVFBh
dt
= −λRcw + Fvfbh(hacin − hacout)+
Fs(h
p
b − hpc) +Qbc −Qc
(2a)
Ccd
dTVFBc
dt
= Fvfbc(h
a
din − hadout)+
Fs(h
p
c − hpd)−Qd
(2b)
mc
dYcd
dt
= (Fvfbh + Fvfbc)(Yamb − Ycd) +Rcw (2c)
md
dXcd
dt
= Fs(Xab −Xcd)−Rcw (2d)
where
hacin = (cda + cvYamb)Tvfbh, h
a
cout = (cda + cvYcd)TVFBh
hadin = (cda + cvYamb)Tvfbc, h
a
dout = (cda + cvYcd)TVFBc
hpc = (cs + cwXcd)TVFBh, h
p
d = (cs + cwXcd)TVFBc
Qc = k11(TVFBh − Tamb), Qd = k12(TVFBc − Tamb)
Qbc = k10(TSFB − TVFBh)
ha{·} and h
p
{·} are the specific enthalpies of humid air and
powder in and out of the VFBh and the VFBc stages. Ccd
is the heat capacity of the hold-up of air and powder in
each stage. mc is the mass of dry air and md is the dry
mass of powder. Fvfbh and Fvfbc are the dry base inlet and
outlet air flows. Qbc is the exchange of heat between the
SFB and VFBh stage. Qc and Qd are heat losses to the
surroundings. λRcw is the heat of evaporation assumed to
take place in the VFBh stage only. The product drying rate
is governed from the thin layer equation and a constant
term
Rcw = k13(Xcd −Xeq(TVFBh, Ycd))md − k14md
2.3 Stickiness
Stickiness of the produced particles is an important lim-
itation to the achievable performance of the spray dryer.
Sticky particles form depositions on the walls of the spray
dryer. Stickiness can be predicted by the glass transition
temperature given by Boonyai et al. (2004)
Tg =
Tgp + kZTgw
1 + kZ
(3)
in which Tgp = 144.8
◦C (maltodextrin) and Tgw =
−137◦C (water). The value k = 6.296 is estimated from
adsorption isotherm data. The obtained glass transition
temperatures, TSDg and T
SFB
g , are the upper limiting
temperatures of which deposits form on the chamber walls
of the spray dryer. The moisture content of the powder is
Z =

(Ap +Bp TSD)e
Cp RH(TSD,Yab) for SD
Xab for SFB
Xcd for VFBh
Xcd for VFBc
in which Ap = 0.193, Bp = −0.000435 and Cp = 4.51.
RH(TSD, Yab) is the relative air humidity. The moisture
content of the powder in the SD stage is difficult to
estimate. Therefore, it is common practice to use an
experimentally determined approximation related to the
equilibrium moisture, Xeq(T, Y ).
2.4 Model
The model (1)-(3) of the dryer is a deterministic system
of differential equations. In reality, the state and mea-
surement equation of the dryer are corrupted by noise.
Consequently, the deterministic system is augmented by
two stochastic terms and we have a system of the form
xk+1 = F (xk, uk + wu,k, dk + wd,k, θ) (4a)
yk = h(xk) + vk (4b)
The state and measurement noise covariances are wu,k =
Niid(0, TsRu), wd,k = Niid(0, TsRd) and vk = Niid(0, Rv).
Ts is the sample time. The three noise-terms are as-
sumed to be uncorrelated. F (·) is the state integration of
f(xk, uk, dk, θ) using a 3
rd and 4th order accurate implicit
Runge-Kutta (ESDIRK) method with variable step size
(Kristensen et al., 2004). h(·) is the measurement equation.
The state vector, x, the manipulated input vector, u, and
the disturbance vector, d are
x =

TSD
TSFB
Yab
Xab
TVFBh
TVFBc
Ycd
Xcd

u =

Ff
Tmain
Tsfb
Tvfbh
Tvfbc
 d =

Xf
Tf
Fmain
Fsfb
Fvfbh
Fvfbc
Tamb
Yamb

(5)
The measurement vector, y, is
y = [TSD TSFB Yab TVFBh TVFBc Xcd]
T
(6)
The noise variances, Ru, Rd and Rv, are based on manual
inspection of the estimation data. The noise variances are
unknown to the state estimator.
2.5 Parameter estimation
The parameters, θ, in the model (4) are estimated using
data for a medium-scale spray dryer from GEA Process
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Table 1. Estimated param. in model (1)-(3)
Sym. Value Unit Sym. Value Unit
Ca 61.634 KJ/K Tadd 60.018
◦C
Cb 148.26 KJ/K k7 9.401·10−2 -
k1 0.2725 KW/K k8 1.4887·10−2 -
k2 1.5017 KW k9 8.4203 -
k3 0.0605 KW/K Ccd 29.244 KW/K
k4 27.276 KW k10 9.561·10−3 KW/K
k5 0.24735 KW/K k11 22.314·10−3 KW/K
k6 -0.03198 KW/K k12 46.818·10−3 KW/K
Fadd 248.54 kg/hr k13 1.9963·10−3 -
Yadd 9.4566 g/kg k14 13.49·10−6 -
Engineering A/S. Table 1 provides the least squares esti-
mated parameters of the model. ma = 7.5 kg, mb = 15 kg,
mc = 15 kg andmd = 4 kg are fixed parameters and deter-
mined from physical considerations. Generally the model
fits and predicts the data well both for the estimation and
validation data, respectively.
2.6 Constraints
The maximum capacity of the feed pump limits the feed
flow such that 0 kg/hr ≤ Ff ≤ 130 kg/hr. The inlet tem-
peratures must be higher than the ambient temperature,
Tamb, as the dryer can only heat and not cool the air.
Furthermore, the risk of powder explosions and the risk
of scorched particles creates upper limits on the allowable
inlet temperatures. Consequently, Tamb ≤ Tmain ≤ 200◦C,
Tamb ≤ Tsfb ≤ 120◦C, Tamb ≤ Tvfbh ≤ 80◦C and Tamb ≤
Tvfbc ≤ 80◦C. These constraints are hard input constraints
of the form (9d).
To avoid depositions of sticky particles on the spray dryer
surfaces, the temperatures TSD, TSFB, TVFBh and TVFBc
must be below the glass transition temperatures in the
SD stage, TSD ≤ T SDg , the SFB stage, TSFB ≤ T SFBg ,
the VFBh stage, TVFBh ≤ TVFBhg and the VFBc stage,
TVFBc ≤ TVFBcg ≤ 35◦C, respectively. The glass transition
temperatures are determined by (3). Furthermore, the
powder moisture must be below a maximum limit, Xcd ≤
Xmax = 3.5%, that is 3.5% for the case study in this paper.
These constraints are treated as soft output constraints in
the form (10e). The soft 1 penalty is sW = 10
4 · Ts ·
[1 1 1 1 0.1] and the soft 2 penalty is SW = diag(sW ).
2.7 Key Performance Indicators (KPIs)
The profit from operating the spray dryer is the value of
the product minus the raw material and energy costs
p(x(t), u(t), d(t)) = ppFs(1 +Xcd)− pfFs(1 +Xf )
− pH∆H (7)
in which pp is the unit value of the product, pf is the unit
cost of feed material, pH is the unit energy cost, and ∆H
is the total energy supplied to the dryer. ∆H is
∆H = Fmain(h
a
ain − haamb) + Fsfb(habin − haamb)
+ Fvfbh(h
a
cin − haamb) + Fvfbc(hadin − haamb)
in which haamb = (cda + cvYamb)Tamb. The price of, the
produced powder is pp = 4.47 $/kg, the feed material is
pf = 0.447 $/kg, and the energy is pH = 34.873 $/GJ. The
prices are selected to reflect industrial reality meaning that
the price of natural gas is almost negligible compared to
the price of the powder, i.e. pp  pH .
The energy efficiency of operation and the product flow
rate are also key performance indicators for evaluation of
the performance of a spray dryer. The energy efficiency is
η =
λFs(Xf −Xcd)
∆H
Here λFs(Xf −Xcd) is the energy used to evaporate water
and ∆H is the total energy supplied. The flow rate of the
produced powder is
Fp = Fs(1 +Xcd)
3. STATE ESTIMATION PROBLEM
In the following, we will use an extended Kalman Filter
(EKF), consisting of a filtering part and a one-step predic-
tor part, to estimate the states of the nonlinear stochastic
system described in (4).
3.1 Offset-free output estimation
The regulator and state estimator are based on the aug-
mented model in order to achieve offset-free output es-
timation at steady-state, in the presence of plant/model
mismatch and/or un-modeled disturbances (Pannocchia
and Rawlings, 2003). We define the augmented model as
x¯k+1 = F¯ (x¯k, uk, d¯k, θ¯) + w¯k (8a)
y¯k = h¯(x¯k) + v¯k (8b)
in which F¯ is the time integral of f¯ and h¯ is the output
equation. x¯(tk) is the estimated state, d¯ is the measured
disturbances and θ¯ is the model parameters that both
may differ from the true value in (4). The state and
measurement noise covariances are w¯k = Niid(0, R¯w) and
v¯k = Niid(0, R¯v) and estimated in Sec. 3.3 from data. We
select pure input disturbances such that the energy- and
the vapor mass balances are subject to the disturbance
integration.
3.2 State estimator
The EKF utilizes many of the same principles as the
Kalman filter. However it linearizes the non-linear model
around the current estimate at each time step allowing the
system to be solved as a linear time varying (LTV) system.
The estimator consists of a filtering part and a one-step
predictor part. The filtering part corrects xˆk|k, using the
latest measurement, yk. xˆk|k is used in the controller as the
initial state. The predictor part uses the model to predict
xˆk+1|k. Assuming that the state and measurement noise
are uncorrelated, we get the filter equations
xˆk|k = xˆk|k−1 +Kfx,k(yk − h¯(xˆk|k−1))
Pk|k = Pk|k−1 −Kfx,kRe,kKfx,k
where the Kalman gains are
Re,k = CkPk|k−1CTk + R¯v
Kfx,k = Pk|k−1CTkR
−1
e,k
The one-step predictor is
[xˆk+1|k, Sx,k] = ESDIRK(xˆk|k−1, uk, d¯k, θ¯)
Pk+1|k = Sx,kPk|kSTx,k +GR¯wG
T
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Ca 61.634 KJ/K Tadd 60.018
◦C
Cb 148.26 KJ/K k7 9.401·10−2 -
k1 0.2725 KW/K k8 1.4887·10−2 -
k2 1.5017 KW k9 8.4203 -
k3 0.0605 KW/K Ccd 29.244 KW/K
k4 27.276 KW k10 9.561·10−3 KW/K
k5 0.24735 KW/K k11 22.314·10−3 KW/K
k6 -0.03198 KW/K k12 46.818·10−3 KW/K
Fadd 248.54 kg/hr k13 1.9963·10−3 -
Yadd 9.4566 g/kg k14 13.49·10−6 -
Engineering A/S. Table 1 provides the least squares esti-
mated parameters of the model. ma = 7.5 kg, mb = 15 kg,
mc = 15 kg andmd = 4 kg are fixed parameters and deter-
mined from physical considerations. Generally the model
fits and predicts the data well both for the estimation and
validation data, respectively.
2.6 Constraints
The maximum capacity of the feed pump limits the feed
flow such that 0 kg/hr ≤ Ff ≤ 130 kg/hr. The inlet tem-
peratures must be higher than the ambient temperature,
Tamb, as the dryer can only heat and not cool the air.
Furthermore, the risk of powder explosions and the risk
of scorched particles creates upper limits on the allowable
inlet temperatures. Consequently, Tamb ≤ Tmain ≤ 200◦C,
Tamb ≤ Tsfb ≤ 120◦C, Tamb ≤ Tvfbh ≤ 80◦C and Tamb ≤
Tvfbc ≤ 80◦C. These constraints are hard input constraints
of the form (9d).
To avoid depositions of sticky particles on the spray dryer
surfaces, the temperatures TSD, TSFB, TVFBh and TVFBc
must be below the glass transition temperatures in the
SD stage, TSD ≤ T SDg , the SFB stage, TSFB ≤ T SFBg ,
the VFBh stage, TVFBh ≤ TVFBhg and the VFBc stage,
TVFBc ≤ TVFBcg ≤ 35◦C, respectively. The glass transition
temperatures are determined by (3). Furthermore, the
powder moisture must be below a maximum limit, Xcd ≤
Xmax = 3.5%, that is 3.5% for the case study in this paper.
These constraints are treated as soft output constraints in
the form (10e). The soft 1 penalty is sW = 10
4 · Ts ·
[1 1 1 1 0.1] and the soft 2 penalty is SW = diag(sW ).
2.7 Key Performance Indicators (KPIs)
The profit from operating the spray dryer is the value of
the product minus the raw material and energy costs
p(x(t), u(t), d(t)) = ppFs(1 +Xcd)− pfFs(1 +Xf )
− pH∆H (7)
in which pp is the unit value of the product, pf is the unit
cost of feed material, pH is the unit energy cost, and ∆H
is the total energy supplied to the dryer. ∆H is
∆H = Fmain(h
a
ain − haamb) + Fsfb(habin − haamb)
+ Fvfbh(h
a
cin − haamb) + Fvfbc(hadin − haamb)
in which haamb = (cda + cvYamb)Tamb. The price of, the
produced powder is pp = 4.47 $/kg, the feed material is
pf = 0.447 $/kg, and the energy is pH = 34.873 $/GJ. The
prices are selected to reflect industrial reality meaning that
the price of natural gas is almost negligible compared to
the price of the powder, i.e. pp  pH .
The energy efficiency of operation and the product flow
rate are also key performance indicators for evaluation of
the performance of a spray dryer. The energy efficiency is
η =
λFs(Xf −Xcd)
∆H
Here λFs(Xf −Xcd) is the energy used to evaporate water
and ∆H is the total energy supplied. The flow rate of the
produced powder is
Fp = Fs(1 +Xcd)
3. STATE ESTIMATION PROBLEM
In the following, we will use an extended Kalman Filter
(EKF), consisting of a filtering part and a one-step predic-
tor part, to estimate the states of the nonlinear stochastic
system described in (4).
3.1 Offset-free output estimation
The regulator and state estimator are based on the aug-
mented model in order to achieve offset-free output es-
timation at steady-state, in the presence of plant/model
mismatch and/or un-modeled disturbances (Pannocchia
and Rawlings, 2003). We define the augmented model as
x¯k+1 = F¯ (x¯k, uk, d¯k, θ¯) + w¯k (8a)
y¯k = h¯(x¯k) + v¯k (8b)
in which F¯ is the time integral of f¯ and h¯ is the output
equation. x¯(tk) is the estimated state, d¯ is the measured
disturbances and θ¯ is the model parameters that both
may differ from the true value in (4). The state and
measurement noise covariances are w¯k = Niid(0, R¯w) and
v¯k = Niid(0, R¯v) and estimated in Sec. 3.3 from data. We
select pure input disturbances such that the energy- and
the vapor mass balances are subject to the disturbance
integration.
3.2 State estimator
The EKF utilizes many of the same principles as the
Kalman filter. However it linearizes the non-linear model
around the current estimate at each time step allowing the
system to be solved as a linear time varying (LTV) system.
The estimator consists of a filtering part and a one-step
predictor part. The filtering part corrects xˆk|k, using the
latest measurement, yk. xˆk|k is used in the controller as the
initial state. The predictor part uses the model to predict
xˆk+1|k. Assuming that the state and measurement noise
are uncorrelated, we get the filter equations
xˆk|k = xˆk|k−1 +Kfx,k(yk − h¯(xˆk|k−1))
Pk|k = Pk|k−1 −Kfx,kRe,kKfx,k
where the Kalman gains are
Re,k = CkPk|k−1CTk + R¯v
Kfx,k = Pk|k−1CTkR
−1
e,k
The one-step predictor is
[xˆk+1|k, Sx,k] = ESDIRK(xˆk|k−1, uk, d¯k, θ¯)
Pk+1|k = Sx,kPk|kSTx,k +GR¯wG
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In the above we have Ck =
dh¯
dx¯
∣∣∣
xˆk|k−1
and G = I. The
state estimator needs a good estimate of the process
and measurement noise covariances to work properly. To
achieve this we will use the ALS method.
3.3 ALS Estimator tuning
Rajamani and Rawlings (2009) describes a method for
estimating the noise covariances based on data, the LTI
discrete-time model of the augmented system and an
initial guess on the noise sources. We obtain the LTI
discrete-time model by linearization and descretization of
(8). The estimate of the states are then constructed by the
stationary Kalman filter as
xˆk+1 = A¯xˆk|k−1 + B¯uk + E¯dk + A¯L(yk − C¯xˆk|k−1)
The state estimation error then evolves as
k+1 = (A¯− A¯LC¯)k +
[
I −A¯L] [w¯k
v¯k
]
In which A¯, B¯, E¯ and C¯ are the state, input, disturbance
and output LTI system matrices of (8). L is the static
Kalman gain constructed from the initial guess of the
noise sources and the LTI model. (A¯,C¯) is detectable and
A¯ − A¯LC¯ is stable. The innovations, Yk, are constructed
by
Yk = C¯k + vk
and the auto covariance is constructed by E(YkYTk+1).
From Yk, k+1 and the LTI model we can construct a con-
strained ALS estimation problem, that enforces positive
semi-definiteness, to estimate the noise variances by
Φ = min
R¯w,R¯v
∥∥∥∥A [(R¯w)s(R¯v)s
]
− bˆ
∥∥∥∥2
2
+ ρ tr(R¯w)
s.t. R¯w ≥ 0, R¯v ≥ 0
in which A and bˆ are constructed according to Rajamani
and Rawlings (2009). The problem is convex and can
be solved efficiently even for large datasets. We select
the initial state noise covariance R¯w = I · 10−3 and
measurement noise R¯v = I · 10−4. The data set used for
the estimation is made from an open loop simulation of
the nonlinear system with step disturbances in Xf , Tf
and Yamb. It contains 650 data points of which the first
10 points are for initialization of the Kalman Filter. The
estimated R¯w and R¯v in combination with the disturbance
structure render a satisfactory performance in the EKF
and provides offset-free output estimation.
4. OPTIMAL CONTROL PROBLEM
In this section, we present the continuous-time constrained
optimal control problem and its transcription to a discrete
time optimal control problem. We solve the discrete opti-
mal control problem using the single-shooting method.
4.1 Continuous-Time Const. Optimal Control Problem
In a receding horizon manner, the manipulated variables
in the E-NMPC considered in this paper are obtained by
the solution of the following continuous-time constrained
optimal control problem in Lagrange form
min
x¯(·),u(·),s(·)
φ =
∫ tf
t0
[−p(x¯(t), u(t), d¯(t)) + φ(s(t))]dt (9a)
s.t. x¯(t0) = xˆ0, (9b)
dx¯(t)
dt
= f¯(x¯(t), u(t), d¯(t), θ¯), t ∈ T (9c)
umin ≤ u(t) ≤ umax, t ∈ T (9d)
c(x¯(t)) + s(t) ≥ 0, t ∈ T (9e)
s(t) ≥ 0, t ∈ T (9f)
in which T = [t0, tf [. x¯(t) ∈ Rnx is the state vector,
u(t) ∈ Rnu is the manipulated variables, d¯(t) ∈ Rnd is the
known disturbance vector, and s(t) ∈ Rns are the slack
variables related to the soft output constraints. The initial
state x¯(t0) = xˆ0 and the period [t0, tf [ are fixed. At each
sample time t0 is the current time and tf is the prediction
and control horizon. The current state, xˆ0, is assigned
to the initial state by (9b). The stage cost function,
−p(x¯(t), u(t), d¯(t)), represents the cost of operation, (9c)
represents the process dynamics, and (9d) is hard input
constraints. φ(s(t)) = 12 ‖s(t)‖2,SW + ‖s(t)‖1,sW and (9e)-
(9f) represent 2 − 1 soft output constraints.
4.2 Transcription
The infinite-dimensional optimal control problem (9) is
converted to a numerically tractable finite-dimensional
optimal control problem by 1) parametrization of the
control vector, u(t), and the disturbance vector, d¯(t), 2)
point-wise Dirac delta approximation of the soft output
constraints, and 3) discretization of the dynamics (9c)
and the objective integral. Using these approximations,
(9) may be transcribed into the finite dimensional discrete
optimal control problem
min
x¯,u,s
φ =
N−1∑
k=0
[−Pk(x¯k, uk, d¯k) + φ(sk)] + φ∆u (10a)
s.t. x¯0 = xˆ0, (10b)
Rk(x¯k, x¯k+1, uk, d¯k, θ¯) = 0, k ∈ N (10c)
umin ≤ uk ≤ umax, k ∈ N (10d)
c(x¯k) + sk ≥ 0, k ∈ N (10e)
sk ≥ 0, k ∈ N (10f)
with N = {0, 1, . . . , N − 1} and N being the dis-
crete prediction and control horizon. The discrete stage
cost, Pk(x¯k, uk, d¯k), and the residual function, Rk =
Rk(x¯k, x¯k+1, uk, d¯k, θ¯) = x¯k+1 − F¯ (x¯k, uk, d¯k, θ¯), are ob-
tained using the ESDIRK3(4) method. The ESDIRK in-
tegration method and the computation of the state and
stage cost sensitivities are described in Kristensen et al.
(2004); Capolei and Jørgensen (2012). The scheme has
been implemented with fixed step size using 5 intermediate
steps. No forecasts are available for the disturbances, so we
use the same-as-now forecasts, i.e. d¯k = d¯(t0).
In order to obtain smooth solutions we add the regular-
ization term that penalizes changes in the manipulated
variables
φ∆u =
N−1∑
k=0
||uk − uk−1| |2Qs
We use Qs = Ts · diag([0.5; 1; 0.5; 0.5; 0.5]).
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Fig. 2. Disturbance scenario for the case studies.
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Fig. 3. Active inequality constraint from (3) that con-
strains TSD and Yab. Notice, that cost optimal oper-
ation is achieved by maximizing Yab within the non-
sticky region.
4.3 Single-Shooting Optimization
In this paper, the optimal control problem (10) is solved
by the single-shooting method using a quasi-Newton SQP
optimization algorithm (fmincon in Matlab’s optimization
toolbox) and the adjoint method for gradient computation
(Petersen and Jørgensen, 2014). The sample time is chosen
as Ts = 30 s and we use a control and prediction horizon
of tf = 35 min i.e. N = 70.
5. RESULTS
We illustrate the performance of the E-NMPC by a closed-
loop simulation.
5.1 Simulation
Fig. 2 illustrates the feed concentration and the ambient
air humidity disturbances considered in the simulated
scenario. These renders maximum day-to-day variations.
Fig. 4 shows E-NMPC closed-loop response operation of
the spray dryer. Fig. 4(a) shows the outputs and Fig. 4(b)
shows the manipulated variables. Fig. 4(c) illustrates the
energy efficiency, the production rate and the operational
profit rate. Note that the operational profit rate is largely
dictated by the production rate.The E-NMPC pushes the
system to the constraints in order to maximize profit.
In this example, the active constraints are the stickiness
constraint in the SD stage, T SDg , and the maximum al-
lowed residual moisture content in the powder, Xmax.
An increase in ambient air humidity, Yamb, decreases the
evaporation rate, Rw, of the dryer and the powder becomes
more moist and sticky. The E-NMPC compensates by
decreasing the production rate i.e. it decreases the feed
rate, Ff , and the inlet air temperatures. A step increase in
the feed (water) concentration, Xf , increases the amount
of water that has to be evaporated from the feed. The
E-NMPC compensates again by decreasing the produc-
tion rate. Consequently, the economically most favorable
conditions for the dryer is obtained at low ambient air
humidity and feeds with a high solids content. The sticky
temperature, TSDg in (3), is only a function of the states
Yab and TSD. Thus, we can plot this constrain in 2D.
Fig. 3 illustrates T SDg and shows that one can form a
sticky and non-sticky region where cost optimal operation
is achieved by maximizing Yab within the given non-stickiy
region. The stickiness constraint, T SDg , and the residual
moisture content, Xcd, violates the constraints slightly. A
back-off strategy must therefore be implemented to avoid
constraint violation at any time.
Cost optimal operation of the plant is not guaranteed
to be obtained in general by model based optimization
due to plant and model mismatch as well as the presence
of unknown disturbances. We obtain almost exact cost
optimal plant operation for the disturbance scenario in
Fig. 2. This is primarily due to the definition of the
active constraints, that do not depend on the unknown
disturbances, but only on the measured states TSD, Yab
and Xcd.
As illustrated in Fig. 4(c), the profit of operation depends
mainly on the production rate, the feed concentration and
the residual moisture of the final powder. The energy usage
is a secondary objective. Fortunately, the energy efficiency
is maximized for a given production rate, but higher
efficiencies can be achieved at the sacrifice of production
capacity. The PI controller controls the temperature TSD
by manipulating the feed flow Ff . Thus, it does not
perform any correcting action to compensate for changes
in the ambient air humidity. A considerably back-off from
the stickiness constraint must therefore be enforced leading
to reduced production and profit loss. On average, for
the given disturbance scenario, the E-NMPC increases the
profit of operation by 17% compared to the conventional
PI controller.
6. CONCLUSIONS
This paper presents an economically optimizing control
solution for a spray dryer. The E-NMPC provides a control
solution that constantly brings the dryer to the most
cost optimal state of operation. The residual moisture is
controlled within specifications and deposition of sticky
particles on spray dryer surfaces are avoided. This is
achieved by the ability of the E-NMPC to include stick-
iness constraints and compute control profiles that are
continuously adapted to variations in the feed and the
ambient conditions. On average, for the given disturbance
scenario, the E-NMPC increases the profit of operation by
17% compared to the conventional PI controller.
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Fig. 4. E-NMPC seeking to maximize profit for the dis-
turbance scenario given in Fig. 2. Red lines indicate
constraints.
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1. INTRODUCTION
Spray drying is a process that turns a liquid product into
a free-flowing powder. The most efficient and dominat-
ing type of spray dryer is the multi-stage dryer, which
combines drying in several stages: Spray drying at the
top of the dryer chamber, drying in an integrated static
bed at the bottom of the chamber and drying in an
external vibrating fluidized bed. Spray drying is a highly
energy consuming process. The pressure of environmental
issues and demands for better product quality drives the
need for innovations within process efficiency and quality
control (Govaerts et al., 1994). The key product qualities
in spray drying are the bulk density, the particle size
distribution and the residual moisture. Research shows
that the powder residual moisture content predominate all
the other physical parameters. Hence it is of considerable
importance to control the moisture content in the powder
while minimizing the energy consumption.
The main challenge in controlling the spray dryer is to
use a minimum of energy (hot air) to bring the residual
moisture in the powder below the specification and to
avoid that the powder stick to the walls of the chamber.
This is a challenge, as the operation of the spray dryer
must continuously be adjusted to variations in the feed
and the ambient air humidity. The conventional PID
control approach is simple, but known to be insufficient at
controlling the moisture and the powder may turn sticky
inside the dryer during high ambient air humidities. This
motivates more advanced control methods in the presence
of feed and ambient air variations.
1.1 Process Description
A multi-stage dryer (MSDTM) consist of a spray chamber
(SD), a static fluid bed (SFB) and two vibrating fluid
bed (VFB) stages. Fig. 1 illustrates the stages of the
spray dryer as well as the hot air and the powder in- and
outlets. The hot inlet air is fed into the upper section of
the drying chamber around the high pressure nozzles. The
nozzles disperse the liquid feed into droplets. The heat is
transferred from the hot air to the droplets, which makes
most of the water evaporate. The dried product then enters
the SFB where it is further dried by hot air from below.
Next, the powder is transported to the VFBh and VFBc
stages for gentle drying and is cooled to the temperature
desired for handling and storage.
1.2 Control
For a long time, linear tracking Model Predictive Control
(MPC) has been the preferred advanced control method-
ology in the process industries. MPC is popular for its
flexibility, performance and ability to handle constraints
(Darby et al., 2009). Often MPC is combined with an
economically optimizing RTO layer (Darby et al., 2011).
Recent advances within process optimization focus on op-
timizing the higher-level objectives, such as economics,
directly in the control layer. A popular framework is
the economically optimizing Nonlinear Model Predictive
Controller (E-NMPC). The discrete-time NMPC prob-
lem may be solved using single-shooting (control vec-
tor parametrization), multiple shooting (Bock and Plitt,
1984), or the simultaneous method. The multiple-shooting
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av id that the powder stick to the walls of the ch mber.
This is challenge, as he operation of the spray dryer
must continuously be adjusted to variations in the feed
and the ambient air humidity. The conventional PID
control approach is simple, but known to be i sufficient at
lling the moisture and he powder may turn sticky
inside the dry r during high ambient ai humidities. This
motiva es more adva ced control methods in the presence
of feed and ambient air variations.
1.1 Process Description
A multi-stage dryer (MSDTM) consist of a spray chamber
(SD), a static fluid bed (SFB) and two vibrating fluid
bed (VFB) stages. Fig. 1 illustrates the stages of the
spray dryer as w ll as the hot air nd the powd r in- and
outlets. The hot inlet air is fed into the u per section of
the drying chamber around the high press re nozzles. The
nozzles disperse the liq id feed into d oplets. The heat is
transferred from the hot air to the droplets, which m ke
most of the water evap rate. The dried roduct then enter
the SFB where it is furth r dri by hot air from below.
Next, the powder i transported to the VFBh and VFBc
stages for gentle drying and is cooled to the temperature
desired for handling and storage.
1.2 Control
For a long time, linear tracking Model Predictive Control
(MPC) has be n th preferred advanced control method-
ology in the process industries. MPC is popular for its
flexibility, performance and ability to handle constrain
(Darby et al., 2009). Often MPC is combined with an
economically optimizing RTO layer (Darby et al., 2011).
Recent advances withi process optimiz tion focus on op-
timizing the higher-level bjectives, such as econ mics,
directly in the control layer. A pop lar framew rk is
the economically p imizing Nonlinear Model Predictive
Controller (E-NMPC). The discret -time NM C prob-
lem may be solved using single-shooting (control vec
tor par metrization), multiple shooting (Bock and Plitt,
1984), or the simultaneo s method. The multiple-shooting
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1. INTRODUCTION
Spray drying is a process that turns a liquid product into
a free-flowing powder. The most efficient and dominat-
ing type of spray dryer is the multi-stage dryer, which
combines drying in several stages: Spray drying at the
top of the dryer chamber, drying in an integrated static
bed at the bottom of the chamber and drying in an
external vibrating fluidized bed. Spray drying is a highly
energy consuming process. The pressure of environmental
issues and demands for better product quality drives the
need for innovations within process efficiency and quality
control (Govaerts et al., 1994). The key product qualities
in spray drying are the bulk density, the particle size
distribution and the residual moisture. Research shows
that the powder residual moisture content predominate all
the other physical parameters. Hence it is of considerable
importance to control the moisture content in the powder
while minimizing the energy consumption.
The main challenge in controlling the spray dryer is to
use a minimum of energy (hot air) to bring the residual
moisture in the powder below the specification and to
avoid that the powder stick to the walls of the chamber.
This is a challenge, as the operation of the spray dryer
must continuously be adjusted to variations in the feed
and the ambient air humidity. The conventional PID
control approach is simple, but known to be insufficient at
controlling the moisture and the powder may turn sticky
inside the dryer during high ambient air humidities. This
motivates more advanced control methods in the presence
of feed and ambient air variations.
1.1 Process Description
A multi-stage dryer (MSDTM) consist of a spray chamber
(SD), a static fluid bed (SFB) and two vibrating fluid
bed (VFB) stages. Fig. 1 illustrates the stages of the
spray dryer as well as the hot air and the powder in- and
outlets. The hot inlet air is fed into the upper section of
the drying chamber around the high pressure nozzles. The
nozzles disperse the liquid feed into droplets. The heat is
transferred from the hot air to the droplets, which makes
most of the water evaporate. The dried product then enters
the SFB where it is further dried by hot air from below.
Next, the powder is transported to the VFBh and VFBc
stages for gentle drying and is cooled to the temperature
desired for handling and storage.
1.2 Control
For a long time, linear tracking Model Predictive Control
(MPC) has been the preferred advanced control method-
ology in the process industries. MPC is popular for its
flexibility, performance and ability to handle constraints
(Darby et al., 2009). Often MPC is combined with an
economically optimizing RTO layer (Darby et al., 2011).
Recent advances within process optimization focus on op-
timizing the higher-level objectives, such as economics,
directly in the control layer. A popular framework is
the economically optimizing Nonlinear Model Predictive
Controller (E-NMPC). The discrete-time NMPC prob-
lem may be solved using single-shooting (control vec-
tor parametrization), multiple shooting (Bock and Plitt,
1984), or the simultaneous method. The multiple-shooting
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1. INTRODUCTION
Spray drying is a process that turns a liquid product into
a free-flowing powder. The most efficient and dominat-
ing type of spray dryer is the multi-stage dryer, which
combines drying in several stages: Spray drying at the
top of the dryer chamber, drying in an integrated static
bed at the bottom of the chamber and drying in an
external vibrating fluidized bed. Spray drying is a highly
energy consuming process. The pressure of environmental
issues and demands for better product quality drives the
need for innovations within process efficiency and quality
control (Govaerts et al., 1994). The key product qualities
in spray drying are the bulk density, the particle size
distribution and the residual moisture. Research shows
that the powder residual moisture content predominate all
the other physical parameters. Hence it is of considerable
importance to control the moisture content in the powder
while minimizing the energy consumption.
The main challenge in controlling the spray dryer is to
use a minimum of energy (hot air) to bring the residual
moisture in the powder below the specification and to
avoid that the powder stick to the walls of the chamber.
This is a challenge, as the operation of the spray dryer
must continuously be adjusted to variations in the feed
and the ambient air humidity. The conventional PID
control approach is simple, but known to be insufficient at
controlling the moisture and the powder may turn sticky
inside the dryer during high ambient air humidities. This
motivates more advanced control methods in the presence
of feed and ambient air variations.
1.1 Process Description
A multi-stage dryer (MSDTM) consist of a spray chamber
(SD), a static fluid bed (SFB) and two vibrating fluid
bed (VFB) stages. Fig. 1 illustrates the stages of the
spray dryer as well as the hot air and the powder in- and
outlets. The hot inlet air is fed into the upper section of
the drying chamber around the high pressure nozzles. The
nozzles disperse the liquid feed into droplets. The heat is
transferred from the hot air to the droplets, which makes
most of the water evaporate. The dried product then enters
the SFB where it is further dried by hot air from below.
Next, the powder is transported to the VFBh and VFBc
stages for gentle drying and is cooled to the temperature
desired for handling and storage.
1.2 Control
For a long time, linear tracking Model Predictive Control
(MPC) has been the preferred advanced control method-
ology in the process industries. MPC is popular for its
flexibility, performance and ability to handle constraints
(Darby et al., 2009). Often MPC is combined with an
economically optimizing RTO layer (Darby et al., 2011).
Recent advances within process optimization focus on op-
timizing the higher-level objectives, such as economics,
directly in the control layer. A popular framework is
the economically optimizing Nonlinear Model Predictive
Controller (E-NMPC). The discrete-time NMPC prob-
lem may be solved using single-shooting (control vec-
tor parametrization), multiple shooting (Bock and Plitt,
1984), or the simultaneous method. The multiple-shooting
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1. INTRODUCTION
Spray drying is a process that turns a liquid product into
a free-flowing powder. The most efficient and dominat-
ing type of spray dryer is the multi-stage dryer, which
combines drying in several stages: Spray drying at the
top of the dryer chamber, drying in an integrated static
bed at the bottom of the chamber and drying in an
external vibrating fluidized bed. Spray drying is a highly
energy consuming process. The pressure of environmental
issues and demands for better product quality drives the
need for innovations within process efficiency and quality
control (Govaerts et al., 1994). The key product qualities
in spray drying are the bulk density, the particle size
distribution and the residual moisture. Research shows
that the powder residual moisture content predominate all
the other physical parameters. Hence it is of considerable
importance to control the moisture content in the powder
while minimizing the energy consumption.
The main challenge in controlling the spray dryer is to
use a minimum of energy (hot air) to bring the residual
moisture in the powder below the specification and to
avoid that the powder stick to the walls of the chamber.
This is a challenge, as the operation of the spray dryer
must continuously be adjusted to variations in the feed
and the ambient air humidity. The conventional PID
control approach is simple, but known to be insufficient at
controlling the moisture and the powder may turn sticky
inside the dryer during high ambient air humidities. This
motivates more advanced control methods in the presence
of feed and ambient air variations.
1.1 Process Description
A multi-stage dryer (MSDTM) consist of a spray chamber
(SD), a static fluid bed (SFB) and two vibrating fluid
bed (VFB) stages. Fig. 1 illustrates the stages of the
spray dryer as well as the hot air and the powder in- and
outlets. The hot inlet air is fed into the upper section of
the drying chamber around the high pressure nozzles. The
nozzles disperse the liquid feed into droplets. The heat is
transferred from the hot air to the droplets, which makes
most of the water evaporate. The dried product then enters
the SFB where it is further dried by hot air from below.
Next, the powder is transported to the VFBh and VFBc
stages for gentle drying and is cooled to the temperature
desired for handling and storage.
1.2 Control
For a long time, linear tracking Model Predictive Control
(MPC) has been the preferred advanced control method-
ology in the process industries. MPC is popular for its
flexibility, performance and ability to handle constraints
(Darby et al., 2009). Often MPC is combined with an
economically optimizing RTO layer (Darby et al., 2011).
Recent advances within process optimization focus on op-
timizing the higher-level objectives, such as economics,
directly in the control layer. A popular framework is
the economically optimizing Nonlinear Model Predictive
Controller (E-NMPC). The discrete-time NMPC prob-
lem may be solved using single-shooting (control vec-
tor parametrization), multiple shooting (Bock and Plitt,
1984), or the simultaneous method. The multiple-shooting
Preprints, 5th IFAC Conference on Nonlinear Model Predictive
Control
September 17-20, 2015. Seville, Spain
Copyright © 2015 IFAC 218
Comparison of Linear and Nonlinear Model
Predictive Control for Optimization of
Spray Dryer Operation
Lars Norbert Petersen ∗,∗∗ Niels Kjølstad Poulsen ∗
Hans Henrik Niemann ∗∗∗ Christer Utzen ∗∗
John Bagterp Jørgensen ∗
∗Department of Applied Mathematics and Computer Science,
Technic l University of Denm rk, Kgs. Ly gby, Denmark, (e-mail:
{lnpe, kpo,jbjo}@dtu.dk)
∗∗GEA Process Engin ering A/S, Søborg, Denmark, (e-mail:
christer.utzen@gea.c m)
∗∗∗Department of Electrical Engineering, Technical University of
Denmark, Kgs. Lyngby, Denmark, (e-mail: h @elektro.dtu.dk)
Abstract: In this paper, we compare the performance of an economically optimizing Nonlinear
Model Predictive Controller (E-NMPC) to a linear tracking Model Predictive Controller (MPC)
for a spray drying plant. We find in this simulation study, that the economic performance of the
two controllers are almost equal. We evaluate the economic performance with an industrially
recorded disturbance scenario, where unmeasured disturbances and model mismatch are present.
The state of the spray drye , used in the E-NMPC and MPC, is esti at d using Kalman Filters
with noise covariances estimated by a maximum likelihood (ML) metho .
Keywords: Model Predictive Control, Optimization, Spray Drying, Simulation
1. INTRODUCTION
Spray drying is a process that turns a liquid product into
a free-flowing powder. The most efficient and ominat-
ing type of spray ryer is the multi-stage dryer, which
combines drying in several stages: Spr y drying at the
t p of the dryer chamb , drying in an integrated static
bed at the bottom of the chamber and drying in an
external vibrating fluidized bed. Spray drying is a highly
nergy consumi process. The pressure of environmental
issues and de ands for better product quality drives the
need for innovations within p ocess efficiency and quality
control (Govaer s et al., 1994). The key product qualities
in spray drying are the bulk density, the particle size
distribution a d the residual moisture. Rese ch shows
that the powder residual moisture content predominate all
e ot r physical par meters. Hence it is of c nsiderable
imp rtance to control the moisture content in the powder
while minimizing the energy consumption.
The main challenge in controlling the spray dryer is to
use a mi imum of nergy (h t air) to bring the residual
moisture in the powder bel w the specifica ion an to
av id that the powder stick to the walls of the ch mber.
This is challenge, as he operation of the spray dryer
must continuously be adjusted to variations in the feed
and the ambient air humidity. The conventional PID
control approach is simple, but known to be i sufficient at
lling the moisture and he powder may turn sticky
inside the dry r during high ambient ai humidities. This
motiva es more adva ced control methods in the presence
of feed and ambient air variations.
1.1 Process Description
A multi-stage dryer (MSDTM) consist of a spray chamber
(SD), a static fluid bed (SFB) and two vibrating fluid
bed (VFB) stages. Fig. 1 illustrates the stages of the
spray dryer as w ll as the hot air nd the powd r in- and
outlets. The hot inlet air is fed into the u per section of
the drying chamber around the high press re nozzles. The
nozzles disperse the liq id feed into d oplets. The heat is
transferred from the hot air to the droplets, which m ke
most of the water evap rate. The dried roduct then enter
the SFB where it is furth r dri by hot air from below.
Next, the powder i transported to the VFBh and VFBc
stages for gentle drying and is cooled to the temperature
desired for handling and storage.
1.2 Control
For a long time, linear tracking Model Predictive Control
(MPC) has be n th preferred advanced control method-
ology in the process industries. MPC is popular for its
flexibility, performance and ability to handle constrain
(Darby et al., 2009). Often MPC is combined with an
economically optimizing RTO layer (Darby et al., 2011).
Recent advances withi process optimiz tion focus on op-
timizing the higher-level bjectives, such as econ mics,
directly in the control layer. A pop lar framew rk is
the economically p imizing Nonlinear Model Predictive
Controller (E-NMPC). The discret -time NM C prob-
lem may be solved using single-shooting (control vec
tor par metrization), multiple shooting (Bock and Plitt,
1984), or the simultaneo s method. The multiple-shooting
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Fig. 1. Diagram of the spray dryer. Sprayed droplets and
hot air are mixed in the top. The droplets dry into
powder and are dried further in the SFB and VFBh
stages and cooled in the VFBc stage.
algorithm is a popular choice, as it has good stability
properties and can use state-of-the-art ODE/DAE solvers
(Capolei and Jørgensen, 2012). The explicit singly di-
agonally implicit Runge-Kutta (ESDIRK) method is an
example of such a DAE solver with sensitivity computation
capabilities. The method is a special implicit Runge-Kutta
method that is computationally efficient for particularly
stiff systems, both A- and L-stable, and often has an
embedded error estimator (Kristensen et al., 2004a). The
ESDIRK method is also well suited in combination with
a continuous-discrete extended Kalman filter (EKF) for
state estimation (Jørgensen et al., 2007).
Some progress has been made towards improving the
control of spray dryers. Govaerts et al. (1994) reports a
black-box model combined with a cascade PID controller
as well as a physics based soft-sensor. A linear MPC and
an E-NMPC for a spray dryer is presented in Petersen
et al. (2014a) and Petersen et al. (2014b). Shabde and Hoo
(2008) synthesizes PI controllers for control of the residual
moisture content and the particle size.
1.3 Content & Organization
The aim of this paper is to compare the application
of E-NMPC and linear tracking MPC for a multi-stage
dryer in an industrially recorded disturbance scenario. The
optimal control problem in the E-NMPC is solved using
the multiple-shooting method combined with an interior
point optimization algorithm (IPOPT). The ESDIRK3(4)
method, with sensitivity capabilities, is used for state
integration of the stiff model. The linear MPC is based on
Petersen et al. (2014a) with an RTO layer for calculation
of the set-points.
The paper is organized as follows. Section 2 provides a brief
description of the spray dryer model. Section 3 presents the
EKF used for state estimation and the E-NMPC optimiza-
tion problem. Section 4 describes the linear tracking MPC.
In Section 5 we present a simulation to show the benefit of
optimizing the operation and compares the performance
of the E-NMPC to the MPC. Conclusions are given in
Section 6.
2. SPRAY DRYER MODEL
2.1 Model
The model, described in Petersen et al. (2015), is used
for simulation as well as for prediction in the MPCs. It
is derived from first engineering principles and describes
drying of maltodextrin DE-18 in a small-scale industrial
spray dryer. The deterministic model is augmented by two
stochastic terms. We have a system of the form
xk+1 = F (xk, uk + wu,k, dk + wd,k, θ) (1a)
yk = h(xk) + vk (1b)
The state and measurement noise covariances are wu,k =
Niid(0, Ru), wd,k = Niid(0, Rd) and vk = Niid(0, Rv). The
three noise-terms are assumed to be independent and the
noise variances, Ru, Rd and Rv, are based on manual
inspection of the estimation data. The noise variances
are used for simulation and are unknown to the state
estimator. F (·) is the state integration of dx(t)/dt =
f(x(t), u(t), d(t), θ). h(·) is the measurement equation.
θ are the model parameters. The state vector, x, the
manipulated input vector, u, the disturbance vector, d,
and the measurement vector, y, are
x = [TSD TSFB Yab Xab TVFBh TVFBc Ycd Xcd]
T
(1c)
u = [Ff Tmain Tsfb Tvfbh Tvfbc]
T
(1d)
d = [Xf Tf Fmain Fsfb Fvfbh Fvfbc Tamb Yamb]
T
(1e)
y = [TSD TSFB Yab TVFBh TVFBc Xcd]
T
(1f)
The controlled variables, y, are the stage air temperatures
TSD, TSFB, TVFBh and TVFBc, the absolute air humidity,
Yab, and the powder residual moisture content, Xcd. The
manipulated variables, u, are the feed flow, Ff, the inlet
main air temperature, Tmain, the inlet SFB air tempera-
ture, Tsfb, and the VFB air temperatures, Tvfbh and Tvfbc.
The disturbance variables, d, are the feed concentration,
Xf, the feed temperature, Tf, and the inlet air flows rates.
The ambient air temperature and the air humidity, Tamb
and Yamb.
2.2 Cost of Operation
We will judge the control performance by the profit/cost
of operating the spray dryer. The profit is the value of the
product minus the raw material and energy costs
p(·) = ppFs(1 +Xcd)− pfFs(1 +Xf)− pH∆H (2)
pp is the unit value of the product, pf is the unit cost of
feed material, pH is the unit energy cost, and ∆H is the
total energy supplied to the dryer. The energy efficiency
of operation and the product flow rate are computed as
described in Petersen et al. (2015).
2.3 Constraints
The maximum capacity of the feed pump limits the feed
flow. The inlet temperatures must be higher than the
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ambient temperature, Tamb, and the risk scorched particles
creates upper limits on the allowable inlet temperatures.
Consequently, 0 kg/hr ≤ Ff ≤ 110 kg/hr, Tamb ≤ Tmain ≤
175◦C, Tamb ≤ Tsfb ≤ 105◦C, 55◦C ≤ Tvfbh ≤ 75◦C,
and Tamb ≤ Tvfbc ≤ 50◦C. These constraints are hard
input constraints of the form (5d) and (9d). To avoid
depositions of sticky particles on the spray dryer surfaces,
the stage temperatures must be below the glass transition
temperatures, TSD ≤ T SDg , 65◦ ≤ TSFB ≤ T SFBg ≤ 70◦,
TVFBh ≤ TVFBhg and TVFBc ≤ TVFBcg ≤ 35◦C. The glass
transition temperatures are determined as in Petersen
et al. (2015). The powder moisture content must be below
a maximum limit, Xcd ≤ Xmax = 3.9%. These constraints
are soft output constraints including back-off from the real
limits and is of the form (5e) and (9e).
3. NONLINEAR MODEL PREDICTIVE CONTROL
The E-NMPC control solution is a combination of a state
estimator and a regulator, as shown in Algorithm 1.
3.1 Offset-free estimation
To achieve offset-free output estimation (and control) at
steady-state, in the presence of plant/model mismatch
and/or un-modeled disturbances, the system model in (1)
is augmented with integrating disturbance states (Pannoc-
chia and Rawlings, 2003). We select pure input distur-
bances, i.e. Cd = 0 and Bd selected such that the energy-
and the vapor mass balances are subject to the disturbance
integration.
3.2 State estimator
The EKF utilizes many of the same principles as the
Kalman filter. However, it linearizes the non-linear model
around the current estimate at each time step allowing the
system to be solved as a linear time varying (LTV) system.
The filter is described in Algorithm 1. The filtering part
corrects xˆk|k, using the latest measurement, yk, after which
it is used in the controller as the initial state. The predictor
part uses the model to predict xˆk+1|k.
The regulator and state estimator are based on the aug-
mented model
x¯k+1 = F¯ (x¯k, uk, d¯k, θ¯) +Gw¯k (3a)
y¯k = h¯(x¯k) + v¯k (3b)
in which x¯k is the augmented state and xˆk is the estimated
augmented state. F¯ (·) is the state integration using the
ESDIRK3(4) method with variable step size. G = I
is the noise to state matrix. h¯(·) is the measurement
equation.The measured disturbances and estimated model
parameters may differ from their true value in (1) and
we denote these d¯(t) and θ¯. We select θ¯ randomly from
θ¯ ∼ N(θ,Σθ) where Σθ is the estimated covariance of the
parameters. The state and measurement noise covariances
are w¯k = Niid(0, R¯w) and v¯k = Niid(0, R¯v) and must be
estimated. R¯w and R¯v are assumed diagonal.
Estimator tuning The unknown noise variances, R¯w
and R¯v, are estimated using the Maximum Likelihood
(ML) method (Kristensen et al., 2004b). Given the model
structure, the optimally selected variances maximizes the
Algorithm 1 NMPC for the continuous-discrete EKF
Require: yk, d¯k, θ¯, xˆk|k−1, Pk|k−1, uk−1
Filter:
Compute the one-step ahead measurement prediction
and the output matrix
yˆk|k−1 = h¯(xˆk|k−1), Ck = dh¯dx¯
∣∣∣
tk,xˆk|k−1
Compute the filtered state
Re,k = CkPk|k−1CTk + R¯v
Kfx,k = Pk|k−1CTk R
−1
e,k
xˆk|k = xˆk|k−1 +Kfx,k(yk − yˆk|k−1)
Pk|k = Pk|k−1 −Kfx,kRe,kKTfx,k
Regulator:
uk = µ(xˆk|k, uk−1, d¯k, θ¯)
One-step predictor:
Compute the predicted state, xˆk+1|k, and state sensitiv-
ity, Sx,k using
[xˆk+1|k, Sx,k] = ESDIRK(tk,tk+1,xˆk, uk, d¯k, θ¯)
Pk+1|k = Sx,kPk|kSTx,k +GR¯wG
T
Return: uk, xˆk+1|k, Pk+1|k
likelihood function of a sequence of output measurements
YN = [yN , yN−1, ..., y1, y0]. The likelihood function is
L(θ;YN ) and by conditioning on y0 and taking the nega-
tive logarithm we get
− ln(L(·)) = 1
2
N∑
k=1
(
ln(det(Re,k|k−1)) + TkR
−1
e,k|k−1k
)
with k = yk − yˆk|k−1. The ML estimate of the variances
is then determined by solving the nonlinear optimization
problem
[R¯w, R¯v] = arg min
R¯w,R¯v
{− ln(L(R¯w, R¯v;YN |y0))} (4)
where k and Re,k|k−1 are computed recursively by means
of the EKF i.e. Algorithm 1 without the regulator com-
putation. We select the initial state noise R¯w = I · 0.01,
measurement noise R¯v = I · 0.001, and use generated data
from (1).
3.3 Discrete-Time Optimal Control Problem
The controlled variables are to be controlled within the
given constraints, to maximize profit, by adjusting the
manipulated variables. In a receding horizon manner, the
manipulated variables in the E-NMPC are obtained by the
solution of the following finite dimensional discrete optimal
control problem
min
x¯,u,s
φ =
N−1∑
k=0
[−Pk(x¯k, uk, d¯k) + φ(sk)] + φ∆u (5a)
s.t. x¯0 = xˆ0, (5b)
x¯k+1 − F¯ (x¯k, uk, d¯k, θ¯) = 0, k ∈ N (5c)
umin ≤ uk ≤ umax, k ∈ N (5d)
c(x¯k) + sk ≥ 0, k ∈ N (5e)
sk ≥ 0, k ∈ N (5f)
with N = {0, 1, . . . , N − 1} and N being the discrete
prediction and control horizon. At each sample time, t(0)
is the current time. x¯k ∈ Rnx is the state vector, uk ∈ Rnu
is the manipulated variables, d¯k ∈ Rnd is the measured
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Algorithm 1 NMPC for the continuous-discrete EKF
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∣∣∣
tk,xˆk|k−1
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Re,k = CkPk|k−1CTk + R¯v
Kfx,k = Pk|k−1CTk R
−1
e,k
xˆk|k = xˆk|k−1 +Kfx,k(yk − yˆk|k−1)
Pk|k = Pk|k−1 −Kfx,kRe,kKTfx,k
Regulator:
uk = µ(xˆk|k, uk−1, d¯k, θ¯)
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[xˆk+1|k, Sx,k] = ESDIRK(tk,tk+1,xˆk, uk, d¯k, θ¯)
Pk+1|k = Sx,kPk|kSTx,k +GR¯wG
T
Return: uk, xˆk+1|k, Pk+1|k
likelihood function of a sequence of output measurements
YN = [yN , yN−1, ..., y1, y0]. The likelihood function is
L(θ;YN ) and by conditioning on y0 and taking the nega-
tive logarithm we get
− ln(L(·)) = 1
2
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(
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)
with k = yk − yˆk|k−1. The ML estimate of the variances
is then determined by solving the nonlinear optimization
problem
[R¯w, R¯v] = arg min
R¯w,R¯v
{− ln(L(R¯w, R¯v;YN |y0))} (4)
where k and Re,k|k−1 are computed recursively by means
of the EKF i.e. Algorithm 1 without the regulator com-
putation. We select the initial state noise R¯w = I · 0.01,
measurement noise R¯v = I · 0.001, and use generated data
from (1).
3.3 Discrete-Time Optimal Control Problem
The controlled variables are to be controlled within the
given constraints, to maximize profit, by adjusting the
manipulated variables. In a receding horizon manner, the
manipulated variables in the E-NMPC are obtained by the
solution of the following finite dimensional discrete optimal
control problem
min
x¯,u,s
φ =
N−1∑
k=0
[−Pk(x¯k, uk, d¯k) + φ(sk)] + φ∆u (5a)
s.t. x¯0 = xˆ0, (5b)
x¯k+1 − F¯ (x¯k, uk, d¯k, θ¯) = 0, k ∈ N (5c)
umin ≤ uk ≤ umax, k ∈ N (5d)
c(x¯k) + sk ≥ 0, k ∈ N (5e)
sk ≥ 0, k ∈ N (5f)
with N = {0, 1, . . . , N − 1} and N being the discrete
prediction and control horizon. At each sample time, t(0)
is the current time. x¯k ∈ Rnx is the state vector, uk ∈ Rnu
is the manipulated variables, d¯k ∈ Rnd is the measured
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disturbance vector, and sk ∈ Rns is the vector of slack vari-
ables related to the soft output constraints. The estimated
current state, xˆ0, is assigned to the initial state by (5b).
The discrete stage cost, Pk(x¯k, uk, d¯k) in (5a), and the
process dynamics residual function, x¯k+1− F¯ (x¯k, uk, d¯k, θ¯)
in (5c), are obtained using the ESDIRK3(4) method where
Pk(x¯k, uk, d¯k) = hn
s∑
i=1
bip(X¯i, uk, d¯k)
F¯ (·) = hn
i−1∑
j=1
aijf(X¯j , uk, d¯k, θ¯) + hnγf(X¯j , uk, d¯k, θ¯)
with x¯k = X¯1 and x¯k+1 = X¯s. The computation of
the state and stage cost sensitivities are described in
(Kristensen et al., 2004a; Capolei and Jørgensen, 2012).
The scheme has been implemented with variable step
size with an error accuracy of 10−4. (5d) is hard input
constraints. φ(sk) =
1
2 ‖sk‖2,SW + ‖sk‖1,sW and (5e)-(5f)
represent 2 − 1 soft output constraints. The soft 1
penalty is sW = 10
4 · Ts · [0.1 0.1 0.1 0.1 1.0] and the soft
2 penalty is SW = diag(sW ).
In order to obtain smooth solutions, we add the regular-
ization term that penalizes changes in the manipulated
variables
φ∆u =
N−1∑
k=0
||uk − uk−1| |2Qs (6)
We use Qs = Ts ·diag([0.5; 1; 0.5; 0.5; 0.5]). No forecasts are
available for the disturbances, so we use the same-as-now
forecasts, i.e. d¯k = d¯(t0).
Multiple-Shooting Optimization The optimal control
problem (5) is solved by the multiple-shooting method
using an interior point method optimization algorithm
(IPOPT interfaced from Matlab). The gradient computa-
tion is performed using forward sensitivities as described
in Capolei (2013). The sample time is chosen as Ts = 30 s
and we use a prediction horizon of 25 min i.e. N = 50.
4. LINEAR MODEL PREDICTIVE CONTROL
In the following, we present the linear tracking MPC with
an RTO layer.
4.1 State estimator
The linear Kalman filter is used to estimate the states. The
regulator and state estimator are based on the linearized
model in (3) and we get
x¯k+1 = Ax¯k +Buk + Ed¯k + σx + w¯k (7a)
y¯k = Cyx¯k + σy + v¯k (7b)
zk = Czx¯k + σz (7c)
with x¯ being the states, u being the manipulated variables,
d¯ being measured disturbances and z is the controlled
variables. σx, σy and σz contain the constants related to
the linearisation of the model, i.e. σx = x¯0−Ax¯0−Bu0−
Ed¯0, σy = y¯0 − Cyx¯0 and σz = z0 − Czx¯0.
4.2 Regulator
The controlled variables are the stage air temperatures
TSD and TSFB, the absolute air humidity, Yab, and the
powder residual moisture content, Xcd. The manipulated
variables are Ff, Tmain, Tsfb and Tvfbh with Tvfbc = Tamb.
The output tracking problem with input constraints may
be formulated as
min
u
φ =
1
2
Nz∑
k=1
‖zk − rk‖2Qz +
1
2
Nu∑
k=0
‖∆uk‖2Su (8a)
s.t. x¯0 = xˆ0, (8b)
x¯k+1 = Ax¯k +Buk + Ed¯k + σx, k ∈ Nu (8c)
zk = Czx¯k + σz, k ∈ Nz (8d)
umin ≤ uk ≤ umax, k ∈ Nu (8e)
in which ∆uk = uk − uk−1 and Nz = {1, 2 . . . , Nz −
1}, Nu = {0, 1 . . . , Nu − 1}. The control and prediction
horizons are, Nu = Nz = 25 min = 50. These are selected
sufficiently long such that any end effects have no influence
on the solution in the beginning of the horizon. No
forecasts are available for the references and disturbances,
so we use the same-as-now forecasts, i.e. rk = r(t0) and
d¯k = d¯(t0). The tuning parameters Qz and Su are selected
to achieve fast and robust performance. The problem in
(8) can be converted to a constrained quadratic problem
and is solved using quadprog in Matlab.
4.3 RTO layer
The references, rk, are computed by solving the steady-
state economic optimization problem
min
x¯ss,uss,s
φ = −p(x¯ss, uss, d¯k) + ‖s‖2,SW (9a)
s.t. x¯ss = Ax¯ss +Buss + Ed¯k + σx (9b)
zss = Czx¯ss + σz (9c)
umin ≤ uss ≤ umax (9d)
c(xss) + s ≥ 0 (9e)
s ≥ 0 (9f)
and setting rk = zss − δ. δ contains a 0.1 g/kg back-off
in the air humidity and 0.01 % back-off in the residual
moisture compared to the E-NMPC, as we want the con-
straints violation to be equal. The set-point is computed
at a sample rate of 5 min. Plant/model mismatch and/or
un-modeled disturbances are corrected for by utilizing the
estimated offset parameters from the state estimator.
5. RESULTS
We illustrate the performance of the E-NMPC and the
linear MPC by two closed-loop simulations.
5.1 Simulation
Fig. 2 illustrates the disturbances considered in the simu-
lated scenario. The feed concentration, Xf, the feed tem-
perature, Tf, and the ambient air humidity, Yamb are in-
dustrially recorded disturbances from a whey protein dairy
spray dryer. We simulate an inaccuracy in the measure-
ment of the disturbances and denote the measured distur-
bances; X¯f, T¯f and Y¯amb. Fig. 3 illustrates the operational
profit rate for the E-NMPC and the linear MPC. Fig. 4
and Fig. 5 illustrates the outputs and the manipulated
variables for the E-NMPC and the linear MPC described
in Sec. 3 and Sec. 4, respectively. We simulate operator
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Fig. 2. Disturbance scenario for the case studies.
intervention between time t = 3 and t = 4 where the lower
limit on TSFB is modify from 65
◦to 68◦. We have omitted
plotting the VFBc stage temperature, TVFBc, and inlet air
temperature, Tvfbc = 25
◦C, to focus on the interesting
stage temperatures.
Fig.4 shows that the E-NMPC operates the dryer such
that the profit of operation is maximized. The optimum
is reached when TSD reaches the glass transition tempera-
ture, T SDg , i.e. the point at which the powder turns sticky
in the top of the chamber, TSFB reaches its lower limit at
65◦, and when Xcd, the moisture content of the powder,
reaches Xmax. The reason is simple, it’s the cheapest way
to operate while maximizing throughput and meeting the
product specification. For the majority of the simulation
time,Xmax can not be reached. Thus, Tvfbh is minimized to
maximize Xcd. T
SD
g is only a function of the air humidity,
Yab. Thus, the optimal temperature and air humidity in
the chamber are closely connected. Decreasing the air
humidity, Yab, will increase T
SD
g and make the powder less
sticky.
We perform a closed-loop simulation with the linear track-
ing MPC and compare the achieved performance to the E-
NMPC performance. Fig. 5 shows the controlled outputs,
the setpoints and the manipulated variables. The simula-
tion shows that the MPC is able to maintain stable process
variables related to stickiness of the powder, TSD and Yab,
at their setpoints. The residual moisture content, Xcd, can
not be controlled constant and the RTO generated setpoint
is fluctuating. This situation is similar to the E-NMPC.
Notice, that the manipulated variables are controlled more
smoothly than with the E-NMPC. In the E-NMPC we
allowed only to restrict the state estimates of the Kalman
filters to stay within the constraints. Still, a small back-
off from the constraints must be implemented to keep the
constraint violating equal for the two controllers.
The computational time for solving the optimization prob-
lems in the E-NMPC and MPC are on average 35.2 sec and
0.02 sec, respectively. The algorithms have not been opti-
mized for speed, thus these can be decreased significantly.
Fig. 4 also shows that the noise and disturbances of the sys-
tem makes both controllers violate the constraints slightly.
The constraints includes back-off from the true process
constraints, and we therefore choose only to restrict the
state estimates of the Kalman filter to stay within the
Time [hours]
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/hr
]
120
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NMPC
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Fig. 3. Key Performance Indicator (KPI) for the E-NMPC
(NMPC) and the linear MPC (MPC).
constraints. A more conservative back-off strategy can be
implemented, if required, to avoid constraint violation at
any time.
Fig. 3 shows that the profit of operation mainly depends
on the production rate, which again mainly depends on
the feed concentration, the ambient air humidity and
the residual moisture of the final powder. The energy
usage is a secondary objective. On average, for the given
disturbance scenario, the E-NMPC increases the profit of
operation by only 0.2% compared to the linear MPC. The
profit loss in the MPC solution may be due to tuning
differences and slight back-off differences in the setpoints.
On average the energy efficiency is increased by 0.05% by
the E-NMPC solution. At this point we can not justify
an industrial implementation of the E-NMPC based on
the economic benefits of the controller. This will to some
degree depend on the maintenance requirements for each
of the controllers.
6. CONCLUSIONS
This paper presents two economically optimizing control
solutions for a spray dryer. The E-NMPC and linear
tracking MPC both provides control solutions that con-
stantly brings the dryer to the most cost optimal state
of operation. The residual moisture is controlled within
specifications and deposition of sticky particles on spray
dryer surfaces are avoided. We show that the performance
of the E-NMPC is closely mimicked by the simpler linear
MPC.
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Fig.4 shows that the E-NMPC operates the dryer such
that the profit of operation is maximized. The optimum
is reached when TSD reaches the glass transition tempera-
ture, T SDg , i.e. the point at which the powder turns sticky
in the top of the chamber, TSFB reaches its lower limit at
65◦, and when Xcd, the moisture content of the powder,
reaches Xmax. The reason is simple, it’s the cheapest way
to operate while maximizing throughput and meeting the
product specification. For the majority of the simulation
time,Xmax can not be reached. Thus, Tvfbh is minimized to
maximize Xcd. T
SD
g is only a function of the air humidity,
Yab. Thus, the optimal temperature and air humidity in
the chamber are closely connected. Decreasing the air
humidity, Yab, will increase T
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g and make the powder less
sticky.
We perform a closed-loop simulation with the linear track-
ing MPC and compare the achieved performance to the E-
NMPC performance. Fig. 5 shows the controlled outputs,
the setpoints and the manipulated variables. The simula-
tion shows that the MPC is able to maintain stable process
variables related to stickiness of the powder, TSD and Yab,
at their setpoints. The residual moisture content, Xcd, can
not be controlled constant and the RTO generated setpoint
is fluctuating. This situation is similar to the E-NMPC.
Notice, that the manipulated variables are controlled more
smoothly than with the E-NMPC. In the E-NMPC we
allowed only to restrict the state estimates of the Kalman
filters to stay within the constraints. Still, a small back-
off from the constraints must be implemented to keep the
constraint violating equal for the two controllers.
The computational time for solving the optimization prob-
lems in the E-NMPC and MPC are on average 35.2 sec and
0.02 sec, respectively. The algorithms have not been opti-
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disturbance scenario, the E-NMPC increases the profit of
operation by only 0.2% compared to the linear MPC. The
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degree depend on the maintenance requirements for each
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tracking MPC both provides control solutions that con-
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specifications and deposition of sticky particles on spray
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Fig. 4. E-NMPC seeking to maximize profit for the distur-
bance scenario given in Fig. 2. Dashed lines indicate
constraints. TV FBc and Tvfbc are omitted in the plot.
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Abstract— In this paper, we present our first results from an
industrial application of model predictive control (MPC) with
real-time steady-state target optimization (RTO) for control of
an industrial spray dryer that produces enriched milk powder.
The MPC algorithm is based on a continuous-time transfer
function model identified from data and states estimated by a
time-varying Kalman filter. The RTO layer utilizes the same
linear model and a nonlinear economic objective function
for calculation of the economically optimized targets. We
demonstrate, by industrial application of the MPC, that this
method provides significantly better control of the residual
moisture content, increases the throughput and decreases the
energy consumption compared to conventional PI-control. The
MPC operates the spray dryer closer to the residual moisture
constraint of the powder product. Thus, the same amount of
feed produces more powder product by increasing the average
water content. The value of this is 186,000 e/year. In addition,
the energy savings account to 6,900 e/year.
I. INTRODUCTION
Spray drying reduces the water content of a product and
produces a free flowing powder. It is a processing technique,
particularly used in the dairy industry to increase the shelf-
life as well as reduce the cost of transportation. The main
challenge in controlling the spray dryer is to use a minimum
of energy (hot air) to bring the residual moisture in the
powder below the specification and to avoid powder sticking
to the walls of the drying chamber. In [1] and [2] we
identified that application of advanced control is a cost
effective way to
• Increase yield and lower specific energy consumption
• Increase throughput while reducing the risk of fouling
or blockage due to sticky powder
• Reduce waste by reduced re-work of powder
Three control concepts were investigated by simulation;
conventional PI-control, MPC with RTO and economically
optimizing nonlinear MPC (NMPC). Based on these sim-
ulations we applied the MPC with RTO to an industrial
spray dryer [1]. The selected industrial spray dryer produces
several dairy related products and is categorized as one of
the largest dryers installed in the dairy industry. During the
trials enriched skim-milk powder was produced.
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Fig. 1. Diagram of the MSDTM. Sprayed droplets are dried into powder
in several stages.
A. Process Description
The MSDTM spray dryer combines spray and fluid bed
drying technology to ensure the best overall drying efficiency
and product quality. Fig. 1 illustrates the stages of the spray
dryer as well as the hot air and the powder in- and outlets.
A set of nozzles atomize the concentrate and feed it into
the drying chamber. The drying air enters vertically through
the air disperser at a high velocity and mixes with the
atomized concentrate. At this stage, the evaporation takes
place instantaneously while the droplets pass through the
drying chamber. The air flow leads the particles to the
integrated fluid bed at the bottom of the drying chamber
for the second stage drying. Finally the powder is led to
a VIBRO-FLUIDIZERTM fluid bed for final drying and
cooling. A falling film evaporator is placed up stream in
the process for pre-concentration of the feed and the powder
handling system is down stream for storage and packaging
of the produced powder.
For a long time, MPC has been the preferred advanced
control methodology in the process industries [3]. The com-
bination of real-time steady-state optimization (RTO) and
target based model predictive control (MPC) is a standard
methodology for optimizing process operation [4], [5].
Attempts have been made to improve the control of spray
Fig. 2. MPC with steady-state target optimization. The software runs on
an industrial PC.
dryers. A feed forward cascade controller is presented in
[6], which controls the exhaust temperature by manipulation
of the feed rate to indirectly maintain constant product
moisture content. [7] extends [6] in the respect that the
humidity of the exhaust air is controlled instead of the
exhaust air temperature to maintain constant product quality.
[8] develop an LQG controller for residual moisture control
in an industrial detergent spray drying process. In [6]–[8]
the powder moisture was analyzed off-line. Industrial MPC
solutions for spray dryers also exist and seem to rely on
empirically based step-response models and least-squares
methods for estimation of the residual moisture content
of the powder. [1] compares a linear tracking MPC with
conventional PI-control by simulation and [2] studies an
economically optimizing NMPC solution by simulation. In
[9] a linear MPC is designed without an RTO layer to be used
in industrial spray drying and is validated by simulation.
In this paper, we apply an MPC with RTO to an industrial
spray dryer. We describe the industrial setup and present
our first results based on industrial data. We conclude that
the yield, energy consumption and profit of operation for
the spray drying process can be improved significantly by
application of MPC compared to conventional PI-control.
B. Organization
The paper is organized as follows. In Section II we present
the complete MPC with RTO algorithm. The industrial
setup is described in Section III. In Section IV we provide
the results of the industrial application and compute the
estimated benefits. Conclusions are given in Section V.
II. MODEL PREDICTIVE CONTROL
The MPC is constructed by combining a state estimator,
a regulator and an RTO layer as illustrated in Fig. 2.
A. Plant and Sensors
The controlled variables are the exhaust air temperature
Texh, the SFB powder temperature Tpowder, the absolute
exhaust air humidity, Y , and the powder outlet residual
moisture content, X . The manipulated variables are the feed
flow, Ff, the inlet main air temperatures, Tmain, the inlet SFB
air temperature, Tsfb, and the VFB air temperature, Tvfbh.
The disturbance variables are the feed solids concentration
Sf, the absolute ambient air humidity, Yamb, and the number
of active nozzles, Nnozz.
The measurement vector, y, the manipulated input vector,
u, and the disturbance vector, d, are
y =
[
Texh Tpowder Y X
]T
(1a)
u =
[
Ff Tmain Tsfb Tvfbh
]T
(1b)
d =
[
Sf Yamb Nnozz
]T
(1c)
Recent developments in sensor technology have made the
absolute exhaust air humidity, Y , and the powder outlet
residual moisture content, X , available in industrial practice.
The sample frequency of these instruments varies up to
several minutes and observations may also be unavailable
for longer periods which is handled in the MPC by applying
a time-varying Kalman filter.
B. Model
We identify a continuous time transfer function model
described by
U¯(s) = Ga(s)U(s) (2a)
Z(s) = Gm(s)U¯(s) +GdD(s) (2b)
y(tk) = z(tk) (2c)
in which U(s) is the manipulated variables, U¯(s) is the
actuated intermediate values and Z(s) is the controlled
variables. D(s) is the disturbances that only affects the
controlled variables. Ga(s) is the actuator model, Gm(s) is
the dryer model and Gd(s) is the disturbance model. These
consist of a matrix of transfer functions of the form
ga,ii(s) =
Ka,ii
τa,iis+ 1
e−θa,iis (2d)
gm,ji(s) =
Km,ji
τm,jis+ 1
e−θm,jis (2e)
gd,jk(s) =
Kd,jk
τd,jks+ 1
e−θd,jks (2f)
where i is the input, k is the disturbance and j is the output
number. The parameters in the above model are obtained
by least-squares minimization of the residuals between the
simulated and recorded response. The recorded response is
sampled every 20 sec with the residual moisture measure-
ment being updated every 3-4 minutes.
Fig. 3 shows the unit step responses of the identified
model. Fig. 4 presents 1 out of the 10 datasets used for
estimation of the model. The model response is a simulation
in which no feedback from the data is implemented. The
model fits the data well. The datasets consist of both open-
loop step response data and closed-loop data.
Fig. 3. Unit-step responses of the identified model in (2).
Fig. 4. Comparison of 1 out of 10 estimation datasets (blue) and the
corresponding model simulation (black) of (2). The model fits the data well.
C. Offset-free estimation
The process model in (2) is transformed to a discrete time
state space model using a sample time of Ts = 20 sec and a
zero-order-hold assumption on the inputs and disturbances.
Thereby we can make a balanced realization from the
Hankel matrix of the impulse response matrices. In order to
achieve offset-free control at steady-state, in the presence of
plant/model mismatch and/or un-modeled disturbances, the
linear model is augmented by integrating disturbance states
according to the methodology proposed in [10]. We select
pure output disturbances, i.e. Cd = I and Bd = 0.
D. State estimator
The linear time-varying (LTV) Kalman filter (KF) is used
to estimate the states. The augmented model used in the state
estimator, the regulator and the RTO layer, is
xk+1 = Axk +Buk + Edk +Gwk + σx (3a)
yk = Ckxk + σk + vk (3b)
zk = Cxk + σ (3c)
with x being the augmented states, u being the manipulated
variables, d being measured disturbances, y is the measure-
ment variables that may change in size due to the missing
observations. z is the controlled variables. G is selected such
that state noise is only present at the integrating disturbance
states. w and v are wk ∼ Niid (0, Rw) and vk ∼ Niid(0, Rv)
in which the noise covariances must be estimated. The initial
state is, x0 ∼ N(x˜0, P0). σx, σ and σk are constants σx =
x0−Ax0−Bu0−Ed0, σ = z0−Cx0 and σk = y0,k−Ckx0.
E. Estimator tuning
The unknown noise variances, Rw and Rv, are estimated
using the Maximum Likelihood (ML) method [11]. Given the
model structure, the optimally selected variances maximizes
the likelihood function of a sequence of output measurements
YN = [yN , yN−1, ..., y1, y0]. The likelihood function is
L(Rw, Rv;YN ) and by conditioning on y0 and taking the
negative logarithm we get
− ln(L(·)) = 1
2
N∑
k=1
(
ln(det(Re,k|k−1)) + TkR
−1
e,k|k−1k
)
+ ln(2pi)
1
2
N∑
k=1
ny,k
with k = yk − yˆk|k−1 and ny,k is the number of measure-
ments. The ML estimate of the variances are then determined
by solving the nonlinear optimization problem
[Rw, Rv] = arg min
Rw,Rv
{− ln(L(Rw, Rv;YN |y0))} (4)
where k and Re,k|k−1 are computed recursively by means
of the KF, i.e. Algorithm 1 without the regulator and RTO
computations, and recorded data from the plant. We select
the initial state noise Rw = I · 0.01, measurement noise
Rv = I · 0.001 and the state covariance, P0 = 10 · P¯ ,
determined by the solution to the discrete algebraic Riccati
equation (DARE)
P¯ = AP¯AT +GRwG
T−
(AP¯CT )(Rv + CP¯C
T )−1(AP¯CT )T
An alternative method for tuning of the estimator is provided
in [12].
Algorithm 1 MPC with RTO Algorithm
Require: yk, dk, xˆk|k−1, Pk|k−1, uk−1
Filter:
Compute the one-step ahead measurement prediction
yˆk|k−1 = Ckxˆk + σk,
Compute the filtered state
Re,k = CkPk|k−1CTk +Rv,k
Kfx,k = Pk|k−1CTk R
−1
e,k
xˆk|k = xˆk|k−1 +Kfx,k(yk − yˆk|k−1)
Pk|k = Pk|k−1 −Kfx,kRe,kKTfx,k
RTO:
rk = ψ(xˆk|k, dk)
Regulator:
uk = µ(rk, xˆk|k, uk−1, dk)
One-step predictor:
Compute the predicted state, xˆk+1|k, using
xˆk+1|k = Axˆk +Buk + Edk + σx
Pk+1|k = APk|kAT +GRwGT
return uk, xˆk+1|k, Pk+1|k
F. Regulator
The l2 output tracking problem with input constraints may
be formulated as
min
Uk
φ =
1
2
N∑
j=1
‖zk+j − rk‖2Qz +
1
2
N−1∑
j=0
‖∆uk+j‖2Su
(5a)
s.t. xk = xˆk|k (5b)
xk+j+1 = Axk+j +Buk+j ,
+ Edk + σx j ∈ Nu (5c)
zk+j = Czxk+j + σ, j ∈ Nz (5d)
umin ≤ uk+j ≤ umax, j ∈ Nu (5e)
in which ∆uk+j = uk+j −uk+j−1, Nz = {1, 2 . . . , N} and
Nu = {0, 1 . . . , N−1} [13]. N is the control and prediction
horizon. N is selected sufficiently long to avoid any end
effects on the solution in the beginning of the horizon. No
forecasts are available for the references and disturbances,
so we use the same-as-now forecasts, i.e. rk = r(t0) and
dk = d(t0) is applied.
The tracking problem in (5) is solved by formulating
the corresponding convex quadratic problem. The tracking
problem is similar to [14]–[17]. We choose to solve a
condensed QP as the number of states is 55 due to the long
process delays and the number of inputs are only 4.
Define the vectors Z, R, U and D as
Zk =

zk+1
zk+2
...
zk+N
 Rk =

rk
rk
...
rk
 Uk =

uk
uk+1
...
uk+N
 Dk =

dk
dk
...
dk

Then the predictions are
Zk = Φxxk + ΓuUk + ΓdDk + ΩΣx + Σz
Using the predictions in vector form we can write the
objective function as
φ =
1
2
N∑
j=1
‖zk+j − rk‖2Qz +
1
2
N−1∑
j=0
‖∆uk+j‖2Su
=
1
2
‖Zk −Rk‖2Qz +
1
2
‖Uk − Uk−1‖2Su
=
1
2
‖ΓuUk − (Rk + b)‖2Qz +
1
2
‖ΛUk − I0uk−1‖2Su
=
1
2
UTk HUk + g
TUk + ρ
with
H = ΓTuQzΓu + ΛTSuΛ
g = −ΓTuQz (Rk − b)− ΛTSuI0uk−1
ρ =
1
2
‖ − b−Rk‖2Qz +
1
2
‖I0uk−1‖2Su
where
b = −Φxxk − ΓdDk − ΩΣx − Σz
The constraints are assumed constant over the prediction
horizon and umin ≤ uk+j ≤ umax may be denoted
Umin ≤ Uk ≤ Umax
We solve the tracking problem by solution of the following
convex quadratic problem
min
Uk
1
2
UTk HUk + g
TUk + ρ (6a)
s.t. Umin ≤ Uk ≤ Umax (6b)
Given the solution, U∗k =
[
(u∗0)
T (u∗1)
T ... (u∗N−1)
T
]T
,
the regulator only apply the first u∗0 to the process. The open-
loop optimization is repeated at the next sample where it also
utilize the new state estimate xˆk|k. We use a tailored interior
point QP-solver for solution of (6), based on [18]–[20].
G. RTO
The RTO layer optimizes the reference, rk, in the regulator
to achieve better economic performance. rk is computed by
solving the steady-state economic optimization problem
min
zss,uss,s
φ = −p(zss, uss, dk) + ‖s‖2SW (7a)
s.t. xss = Axss +Buss + Edk +Bdxd + σx (7b)
zss = Cxss + Cdxd + σ (7c)
umin + δ ≤ uss ≤ umax − δ (7d)
c(zss) + s ≥ 0 (7e)
s ≥ 0 (7f)
and setting rk = zss. δ contains a 5 ◦C back-off in the ma-
nipulated temperatures to maintain good control properties
in the regulator. p(zss, uss, dk) is a nonlinear profit function
similar to [2]. c(zss) is the output constraints for each output
and includes stickiness constraints of the powder in the top
of the dryer [2]. The model (A,B,E,C) and the state xss
are the non-augmented system model. Plant/model mismatch
Fig. 5. The SCADA system for control of the spray dryer along with the
MPC faceplate.
and/or un-modeled disturbances are corrected for by utilizing
the offset corrections estimated by the state estimator, xd, in
the RTO.
III. MPC IN AN INDUSTRIAL SETUP
Algorithm 1 lists the on-line computations in the MPC,
consisting of a regulator, state estimator with filter and one-
step-ahead predictor step and an RTO layer. The tuning
parameters Qz and Su are fixed and selected to achieve fast
and robust performance. The highest weight is set on control
of the residual moisture content. The control and prediction
horizon is, N = 60 min/20 s = 180. The update interval of
the MPC is 20 sec. The long control and prediction horizon
is necessary due to the process delays and slow dynamics
of the residual moisture content while the relatively fast
update interval is necessary due to the fast temperature and
air humidity dynamics. The reference, rk, is computed at a
sample rate of 5 min. The constraints in (6b), (7d) and (7e)
renders minimum and maximum values to ensure process
safety and quality of the powder.
The MPC is implemented using MATLAB R© and compiled
to a standalone executable program. The MPC interfaces to
the PLC system via an OPC connection. The inputs and
outputs to the MPC are scaled and validated. Bumpless
transfer is implemented to ensure a smooth transition be-
tween the MPC and conventional PI controller. Interlocks
are implemented to accommodate emergency shut down.
The MPC is controlled from the SCADA system as shown
in Fig. 5. The operator can turn it on or off, adjust the
constraints, and see the optimal targets which the MPC is
heading towards.
IV. RESULTS
Fig. 6 and Fig. 7 illustrates the application of the MPC,
referred to as MPC trial 1 and MPC trial 2.
The MPC trials in Fig. 6 and Fig. 7 show that the MPC
is able to control the process variables to its targets by
adjustments to the manipulated variables, even when large
disturbances constantly disturb the process. The targets are
computed by the RTO layer and are frequently updated.
During the trials the MPC was able to maintain Texh and Y
close to the constraints that relate to stickiness of the powder
and the residual moisture content, X , close to its maximum
limit. The constraints are violated particularly in the presence
of large disturbances. We only restrict the estimated outputs
of the Kalman filter to stay within the process constraint. This
is a fair restriction, as the constraints already have back-off
incorporated from the true process safety constraints and to
avoid process assiduous operation.
In both trial 1 and 2 the MPC handles the large dips in
the feed solids concentration well by reducing the capacity
accordingly. The dips are due to evaporator swaps upstream
in the process. The varying ambient air humidity is also
handled, but the maximum exhaust air humidity, Ymax, was
not reached in these trials. The bottleneck of the dryer
performance then becomes the maximum feed rate, Fmax,
in Fig. 6 or the maximum temperatures on the heaters, Tmainmax
and T sfbmax in Fig. 7.
The MPC in trial 2, Fig. 7, was turned off by the operator
at time 16:20 due to high nozzle pressure. Tmainmax was set
too low and thus enough energy could not be supplied to the
process to keep the last nozzle active. After 2 hours the MPC
was turned on again with Tmainmax increased by 1
◦C allowing
the control system to keep the extra nozzle active. In the
mean time, the operator violates the process constraints.
In general we see, that the RTO layer seeks to maximize
the product flow rate by maximizing the feed flow while
supplying just the amount of energy needed to avoid that the
powder sticks to the chamber walls and the final powder stays
within specifications. The energy consumption is further
minimized by shifting the drying from the top of the spray
dryer to the more efficient fluid bed stages. Drying in the
SFB is also preferred opposed to drying in the VFB, as the
energy supplied to the SFB is better utilized.
In conventional operation, which uses a PI controller, the
exhaust air temperature, Texh, is controlled stable by manipu-
lation of the feed pump speed. The SFB powder temperature,
Tpowder, the exhaust air humidity, Y , and the residual moisture
content, X , are un-controlled. Thus, these vary and may
violate the process constraints. The task of controlling these
are thus up to the operator. The plant operator have many
tasks to perform and processes to control at the same time.
Process optimization is thus a difficult task for the operator,
as it requires constant attention to the process and insight
in the spray drying process to adjust the dryer accordingly.
Process economics are therefore often a secondary objective.
Optimal operation with PI control is therefore hardly ever
obtained in practice. With the demonstrated MPC solution,
optimal control of the dryer is reduced from a labor intensive
task to an automated target tracking MPC problem. The MPC
therefore makes the operation of the dryer simpler, improves
and stabilizes the powder quality and increasing the energy
efficiency.
A. Benefit
Table I shows the key performance indicators (KPIs) of the
two presented trials and a reference PI control trial. The PI
(a) System outputs.
(b) Manipulated variables.
(c) Measured disturbances.
Fig. 6. MPC trial 1 in operation. The grey-shaded area denote PI control
in action. Red lines indicate constraints.
(a) System outputs.
(b) Manipulated variables.
(c) Measured disturbances.
Fig. 7. MPC trial 2 in operation. The grey-shaded area denote PI control
in action. Red lines indicate constraints.
TABLE I
AVERAGE KPI VALUES.
KPIs Unit PI MPC 1 MPC 2
Product flow rate Fp [kg/hr] 7,177 7,416 7,499
Energy consumption Qtot [MW] 7.41 7.41 7.49
Residual moisture X [%] 2.633 2.746 2.799
Energy efficiency η [%] 63.4 64.4 62.6
controller falls out with a lower average product throughput
and residual moisture content in the powder. The MPC in
trial 1 improves the product flow rate by 239 kg/hr, the
energy efficiency by 1% and the residual moisture content by
0.113%. This is achieved without compromising any process
constraints. The ambient air humidity is significantly higher
in the MPC trial 2. The powder must therefore be dried more
extensively to meet the residual moisture limit, at the expense
of an increased energy consumption and decreased energy
efficiency. The MPC in trial 2 still improves the product
flow rate by 322 kg/hr and the residual moisture content
by 0.166%. The two MPC trials are both limited by the
conservatively chosen tight constraints on the manipulated
variables defined by the operators. Either the feed pump
speed or the maximum heater temperature constrain the
performance. The gains are therefore expected to increase
significantly as the operators get more confident in using the
MPC and can agree to widen the process constraints on the
manipulated variables.
The annual profit increase from the residual moisture
content improvements equates to approx.
= 0.139% · 7, 400 kg/hr · 7, 200 hr/year · 2.5 e/kg
= 185, 614 e/year
and the annual energy profit increase equates to approx.
= 1% · 7.41 MW · 7, 200 hr/year · 12.906 e/(MW/hr)
= 6, 886 e/year
assuming the price of natural gas and the energy improve-
ment achieved by the MPC in trial 1, where the ambient air
humidity is comparable to the PI control trial. We exclude the
profit related to increased production, as it may be limited by
up- and down stream process capacity as well as the market
demand.
V. CONCLUSIONS
We have developed a model predictive controller (MPC)
and demonstrated its use on an industrial spray dryer. The
performance of the MPC was documented by industrially
recorded data and we showed that the MPC provided sig-
nificantly better control of the residual moisture content
i.e. product quality and yield, increased the throughput and
energy efficiency compared to conventional PI control. We
find evidence that it is difficult to control the dryer using the
conventional PI controller, and optimal operation is therefore
hardly never obtained by the operators. The MPC reduces the
difficult and labor intensive task of process optimization to an
automated target tracking MPC problem. The annual profit
increase by using MPC is estimated to be, 186,000 e/year
from the improved yield and 6,900 e/year from the energy
savings.
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