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Communicated by G. Kallianpur 
Characterizations of the binomial, negative binomial, gamma, Poisson, and 
normal distributions are obtained by the property of zero regression of certain 
polynomial statistics of arbitrary degree, on the mean. In each case, the equations 
which express zero regression are derived from the recurrence relations of a set of 
special functions. The differential recurrence relations of these special functions are 
used in the proofs of the characterization theorems. 
1. INTRODUCTION 
It is well known that certain probability distributions can be characterized 
by the property of constancy of the regression of polynomial statistics on the 
mean. For example, characterizations of normal, gamma, Poisson, binomial, 
and negative binomial distributions by the constant regression of certain 
quadratic, cubic, and fourth-degree polynomial statistics on the mean are 
given in [ 1, 3, 5, 71. Higher-degree polynomial statistics have been used in 
characterizations of the normal and Poisson distributions [4, 71. 
However, the problem of characterizing probability distributions by the 
use of constancy of the regression of polynomial statistics of arbitrarily high 
degree on the mean remains unsolved in general. The reason is that the 
method of proof used in these characterization therems involves writing the 
constant regression condition as a differential equation which must be 
satisfied by the characteristic function of the distribution which is being 
characterized. High-degree polynomial statistics lead to high-order 
differential equations which involve difficulties of solution and also 
difficulties in determining which solutions qualify as characteristic functions. 
See [7, Chap. 6, p. 1091. 
In this paper, a different approach is used both in finding polynomial 
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statistics which have constant regression on the mean for a given probability 
distribution and in proving the subsequent characterization theorems. For 
each of the gamma, Poisson, binomial, negative binomial, and normal 
distributions, derivatives of their characteristic functions are expressed in 
terms of a given set of special functions. The recurrence relations of these 
special functions lead to obtaining polynomial statistics of arbitrary degree 
which have constant regression on the mean. Then, a consideration of the 
differential recurrence relations among these special functions leads to 
methods of proof for the characterization theorems which involve the 
solution of only first-order differential equations, thereby avoiding the 
difficulties which arise when dealing with high-order differential equations. 
As a corollary to the above procedure, moments about an arbitrary origin 
for the above-named families of probability distributions are obtained in the 
form of polynomials in a parameter of the family. Also, power series 
expansions involving such polynomials are obtained for derivatives of the 
respective characteristic functions. 
2. CHARACTERIZATIONS OF BINOMIAL AND 
NEGATIVE BINOMIAL DISTRIBUTIONS 
In this section, binomial distributions will be characterized by the property 
of zero regression of two polynomial statistics S, and S,, , on the mean, 
where S, is of degree k + 1 for k = m, m + 1, and the choice of m, a positive 
integer, is arbitrary. A similar characterization will be obtained for the 
negative binomial distribution. 
First, it is necessary to find a set of statistics {Sk}, k = 1, 2,..., which, for 
the binomial distribution, have zero regression on the mean. 
Let X and Y be two random variables such that Y = X- < for real <, 
where Y has the binomial distribution with parameters n, p. Let O(t) be the 
characteristic function of X. 
4(t) = e”l(q +pei’)‘*, 
where 0 < p < 1, p + q = 1, n = 1, 2 ,.... 
For N > 2, let X, , X, ,..., X, be N independent and identically distributed 
random variables, each with characteristic function $(t). Let 
L=x,+x*+...+xN. We wish to find polynomial statistics 
Sk@, 3 x, ,***> X,) of degree k + 1 for k = 1,2,..., such that 
E[S,IL] = 0 holds a.e. for all k. 
In fact, for each k, E[S,IL] = 0 holds a.e. if and only if E[eifLSk] = 0 for 
all real t. (See, for example, [3, Lemma 1.1.1, p. lo].) 
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Consider the case for k = 1. S, is a quadratic statistic. Let 
S,=CC,aj,XjXl+CbjXj. Let B,=xjajj, B2=zjC,aj,, B3=zjbj. 
If S, has zero regression on L, then E[eitLS,] = 0 for all t. Since the (Xi} 
are i.i.d., we have 
where E, = E[eitx(X),]. 
Here, for real or complex number c, (c), = 1, (c)~ = c(c + 1) .. . 
(c + k - l), k = 1, 2 ,..., is Pochhammer’s symbol. 
Thus the condition of zero regression of S, on L can be written as an 
equation involving the {Ek} for k = 1, 2. Similarly, the zero regression of S, 
on L can be written as an equation involving the {Ek} for k = 1, 2, 3. For 
arbitrary m, we will find polynomial statistics S, of degree m + 1 with zero 
regression on L, such that the zero regression equation involves (Ek} for 
k = m - 1, m, m + 1 and E,. By expressing E, in terms of Jacobi 
polynomials, it will be shown that the zero regression equation is a rewriting 
of the three-term recurrence relations of the Jacobi polynomials. Therefore, 
by starting with those recurrence relations, we can find polynomial statistics 
of arbitrary degree which have zero regression on L when the underlying 
probability distribution is binomial. 
In the following proposition, we will obtain an expression for E[eifX(X),] 
in terms of a Jacobi polynomial of order k. 
Let r = emi’. Put y(r) = E[reX] = E[eifX] = 4(t). 
Consider derivatives of w. 
@‘(r) = (-l)k FkE[r -xx(X+ 1) ... (X+k- l)] 
= (-l)k eitkE[eifX(X),] for k, a positive integer. 
We consider hypergeometric polynomials F(-k, b; c; w), where 
F(a, b; c; w) = 5 w’(a), (b)J[ (c), l! 1 
I=0 
for a, b, c, w E C and c # 0, -1, -2 ,.... The infinite series becomes a 
polynomial if a or b is a negative integer. Consider the polynomial 
(~)~lJ(-k, b; c; w), where k is a positive integer. This is defined for all c 
including c = 0, -1, -2 ,..., since c is no longer in the denominator. We have 
(c), F(0, b; c; w) = 1 by definition. Thus (c)~ F(-k, b; c; w) is defined for all 
complex b, c, w and for k = 0, 1, 2 ,.... 
Following [8, p. 3271, we define Jacobi polynomials .&(a, y, w): 
Fk(a, y, w) = F(-k, a + k; y; w) for a, y, w complex and k = 0, 1, 2 ,.... 
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From [8, pp. 205-2061, we have an identity involving Jacobi polynomials. 
(1-(z-l)7)-~(1+7)‘-“-kF(-k,p;v;Z/[1-(Z-1)7]) 
(2.1) 
for k = 0, 1,2 ,..., z, 7 E C, ](z - 1) 71 < 1, / 71 < 1, valid for all p, v E C such 
that u # 0, -1, -2 ,.... 
We will use Eq. (2.1) to relate E[e’“(Q] to F(-k, --n; <;pe”/[q +pe”]). 
PROPOSITION 2.1. 
E[d’“(Q] = &t)(& F(-k, --n; t;pe’*/[q +pe”]) 
for k = 0, 1,2 ,..., and all real t. 
Proof: In(2.1),let7=e-“- l,z=p,p=-n,v=~for~#O,-l,-2 ,.... 
Set w  =pe”/(q + pe”). Then (2.1) becomes 
(q + pe”)” eiftr+k’F(-k, --n; <; w) 
= c (epit - 1)’ (-1)’ (Z!))’ (< + k), F(-k - 1, --n; &p) 
/=I 
for k = 0, 1, 2,...; cos t > f; <# 0, -1, -2 ).,.. 
Since (<)l+k = (& (t + k),, we have 
g(t) eifkF(-k, --n; <; w) 
= (C)i’ z (eCif - 1)’ (-1)’ (I!)-’ (r),+k F(-l- k, --n; &p). 
I=0 
(2.2) 
Putting k = 0 in (2.2), 
4(t) = 2 (emit - 1)’ (-1)’ (I!)-’ (l), F(-Z, --n; &p). 
I=0 
Since we also have 
#(t)=E[(l -(l -e-i’)}-X] 
= f? (emit - 1)’ (-1)’ (/!)-I E[(X),], 
CO 
equating coefftcients of (eCif - 1)’ gives 
(<I/ F(-L --n; t; P) = EL(X),] for I = 0, 1, 2 ,.... (2.3) 
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Putting (2.3) into (2.2), we have, for the right-hand side of (2.2), 
(op ;, (e@ - 1)’ (-1)’ (I!)-’ Jq(.q+,I. 
Since (X),, k = (X), (X + k), , we have the result by the binomial theorem: 
4(t) ei’kF(-k, --n; <; w) 
= (<);I E F. (e+‘- l)‘(4) (I!)-’ (x+ k), (x>,] 
= (0;’ E[eit(x+k’(X)k]. (2.4) 
By the theory of analytic characteristic functions, (2.4) holds for all real t 
[6, p. 1931. Also, since the formulas involving F(-k, --n; <; w) are always in 
the form (<)k F(-k, --n; & IV), the proposition also holds when < = 0, -1, 
-2,.... Q.E.D. 
We note that there is an alternative proof for Proposition 2.1, a proof by 
induction, based upon the Rodriguez formulas for the Jacobi polynomials, 
wherein it is immediate that the Proposition holds for all real t, without an 
appeal to the theory of analytic characteristic functions (cf. 121.) 
We now consider the three-term recurrence relations for the Jacobi 
polynomials in order to find statistics S, of degree k + 1 which have zero 
regression on L. 
Let Z,,-,(w) = F(-k, --n; c; w) for k = 0, 1, 2 ,..., and < = -2~. From - . 
[8, P. 2051, we have the differential recurrence relations 
wZ:_, - kZ,-, = -kZ,p,, , , 
w(l-w)ZI_,+(nw+g+k)Z,_,=(r+k)Z,_,_,, 
where, as before, w = pe”/(q + pi’). Thus 
[w(n-k)+t+ 2k] Z,-,-(t+ k)Zuek-, -k(l - w)Zupk+, =O. 
Putting E, = E[eifx(X),] and using Proposition 2.1, we have 
[w(n-k)+5+2k]E,-EE,+, - k( 1 - w)(r + k - 1) E,p l = 0. 
(2.5a) 
(2.5b) 
(2.6) 
(2.7) 
We need an equation in which the variable w does not appear explicitly, 
but only as the independent variable for the functions E,. Therefore, we use 
the equation 
F(-1, -n; r; w) = 1 + nw/< 
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in order to substitute (E, - @)/n$ for w  in Eq. (2.7). Thus 
kn-‘(2n+r)OE,+(n-k)n-‘E,E,--~,+, 
-kn-‘(n+r)(r+k-l)gE,_,+kn-‘(r+k-l)E,E,_,=O, (2.8) 
for all real f and k = 1, 2,.... 
This suggests that we consider the polynomial statistics 
S, = C, c c aij(k)[kv-‘(2v + A)(Xj)k + (v - k) v- ‘Xi(Xj), 
i j+i 
- tXj)k+ 1 - kv-‘(v + A)@ + k - l)(Xj)-, 
+ kv-‘(~ + k- l)Xi(Xi),~,] (2.9) 
for k = 1, 2,..., where C, is a non-zero constant, the coefficients ai, are 
such that XI xjti aij(k) # 0, v is a positive integer, A is a real number, and 
x, 3 x2 9-e. X, are i.i.d. random variables, each with shifted binomial 
distribution. 
We know that (2.8) holds for all real t because of the recurrence relations 
(2.6) of the Jacobi polynomials and we know that each S, has zero 
regression on L, i.e., that E[e’lLS,] = 0 for all t, because (2.8) holds for all t. 
Similar results hold for the negative binomial distribution, as follows. 
Remark 2.1. Let X be a random variable with characteristic function 
e(t)=@[b+(l -b)ei’]“, 
where either n is a positive integer with 0 < b < 1, or n is a negative real 
number with either b < 0 or b > 1. In the first case X is binomial. In the 
second case, X is negative binomial with E[X - (1 > 0, (b > 1); or conjugate 
to the negative binomial with E[X - <] < 0, (b < 0). 
In all of the above cases, Proposition 2.1 holds. 
ProojI Nowhere in the proof of Proposition 2.1 were the conditions 
n = 1, 2,..., and 0 <p < 1 used, given that n # 0 and p # 0, 1, except in 
expressing the radius of convergence for the series in (2.1). However, in all 
the cases listed above for n and b, the series in (2.1) converges in a 
neighborhood oft = 0 which is all that is needed. Q.E.D. 
It follows that the regressions of the polynomial statistics S, on L are zero 
when the underlying distribution is shifted negative binomial (or its 
conjugate) if we take u to be a negative real number. 
We now have polynomial statistics S, of degree k + 1 which have zero 
regression on L when the underlying distribution is binomial for u, a positive 
integer, and similarly when the underlying distribution is negative binomial 
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or its conjugate for real negative V. The following theorem shows that, under 
certain conditions, the binomial (resp. negative binomial and its conjugate) 
are essentially the only such probability distributions. 
THEOREM 2.1. Let V,, V, ,..., VN be N > 2 independent and identically 
distributed random variables, each with distribution function F(v) and 
characteristic function f(t). Choose m, a positive integer. Assume that F is 
non-degenerate and that the (m + 2)th moment of F exists. Assume that 
El(V),1 f 0 Y t m is even or that that E[ (V),+ , ] # 0 if m is odd. Let the 
statistics (S,( V, , V, ,..., V,)} be given as in (2.9) for some choice of C, # 0. 
Ci Cjt i a&> f 03 real 2 and v where either v < 0 or v is a positive integer 
and A $; 1 - v. Then the regression of S, and S,, , on L = V, + 
v, + .‘. + V, is zero, if and only iff (t) = ei’* [b + (1 - b) eit 1” for some real 
constant b. where 0 < b < 1 tf v is a positive integer and either b < 0 or b > 1 
g-v < 0. 
In order to facilitate the proof of Theorem 2.1, we first consider a Lemma 
involving the solution of a certain differential equation which leads to a 
general expression for f (t) assuming zero regression of S, and S,, , on L. 
For some complex a#O, 1, let w(t)==(l -a)e”/[a+(l -a)eif]. We 
introduce functions Gk(w) designed to play an analogous role to that of the 
Z u-k functions in regard to the differential recurrence relations (2.5). Put 
E, = E[e”“(V),]. Define functions G,(w) by 
E, = (n),f (t) Gk(w’) for k = 0, l,..., m + 2. (2.10) 
Note that for k = I, f -’ dfdw = AG,/w( 1 - w), so that f (t) is determined 
by G,(w). 
In the proof of Theorem 2.1, it will be shown that if S, and S,, , have 
zero regression on L, Eqs. (2.8) and (2.10) lead to a pair of differential 
recurrence relations in the G, functions. In the following Lemma, we show 
that those recurrence relations lead to the conclusion of the Theorem. 
LEMMA 2.1. Assume that there exists a neighborhood ~ t 0 of t = 0 for 
which f(t)+0 and IG,-v-,I#0 for all te.ld, where v#O and 
A+v-l#O. Define 
Dk’ = w(l - w) d/dw + (k + AG,); 
D; = vw( 1 - w)(AG, - v - A)- ’ d/dw + k. 
Assume that the functions G, satisfy 
D:G,=(k+A)Gk+, for k=O, l,..., m+ 1, 
D;G, = kG k-l for k=m,m+ 1, forall tESti, 
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Then, under the conditions of Theorem 2.1, the function G,(w) satisfies the 
first-order dl@erential equation 
vw(1 - w) AG; + (1G, - L)(AG, - v -/I) = 0 (2.11) 
for all t in a neighborhood oft = 0. 
This implies that f(t) is of the form given in Theorem 2.1. 
Proof: From the conditions of the Lemma, we deduce that G, satisfies 
[Dz+lD, - m(A + m - l)] G,,, =O. 
[D;+,Di-(m+I)(m+1)]G,=O, 
for all tELKi. 
By subtraction, we have 
[D;-,D;-D;+,D;+A+2m]G,=O. (2.12) 
The differential expression in (2.12) factors into the product of two 
expressions; one involving the functions G, and G, and the other, equivalent 
to that of (2.1 l), which involves G, only. 
From Eq. (2.12), we obtain 
-(a(G,; w})(AG, -u -A)-’ ([DL - m - v -A] G,) = 0 
or, equivalently, 
-(CS{G,; w})(AGI - u--l)-’ ([D; + v - ml G,) = 0, (2.13) 
where 8{G,; w} is the differential expression of (2.11). 
We need to show that (2.13) implies that CS (G,; w) = 0 for all t in some 
neighborhood of t = 0. Equations (2.13) may be rewritten 
(g)([m+A]G,+, - [m +L+v]G,)=;?, (2.14a) 
@)(mG,-, + [u-m]G,)=O, (2.14b) 
for all ~EJV~. 
The second factor in (2.14a) is a linear relation in G,, 1 and G,. By 
differentiating (2.14a) with respect to w  we obtain an equation involving 
another such linear relation so that, finally, we can obtain an equation of the 
form @)(G,) = 0. 
Differentiate (2.14a) with respect to w: 
W>([m + Al G,, 1 + [m + J + ~1 G,) 
+(S)([m +h]G&+,-- [m +II +v]G;)=O. 
(2.15) 
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Multiply (2.15) by g and (2.14a) by g’ and subtract: 
(@)([m + A] G;, , - (m + A+ v) G;) = 0. 
Using (2.14b) and the assumptions of the Lemma, and adding and 
subtracting (g*)(m + 1 + v)(v - m) G,, we have 
(G”‘)(-[m +A][m + 11 G,+l +[(m+~)(m+~+1)+v*]G,)=0. (2.16) 
From (2.14a) and (2.16), we obtain 
(g’)(v[A + v - 11) G, = 0 for all t E JP~. (2.17) 
Sincev#0and1+v-1#0,(~*)G,+,=0.Eithermorm+1iseven. 
G,, = 0 at t = 0 3 E[(V)2k] = 0 which is prohibited by assumption. Since 
G,, is a continuous function of t, there is a neighborhood c @- of t = 0 in 
which G,, # 0 for all t E ,N .^ We may assume that L C‘ c-40. 
Therefore, the assumptions of the Lemma lead to the first-order differential 
equation, satisfied by the function G,(w): 
Lk’{G,;w)=vw(l-w)AG;+(AG,-I)(AG,-v-A)=0 (2.11) 
for all t E ..d’-. 
We now proceed to solve (2.11). 
Let y = AG, - A. Equation (2.1 l), written in terms of y, is vw( 1 - w) y’ + 
v(u - v) = 0. Thus y = vcI ~$1 - w  + c, w)-’ for complex constant c, . From 
(2.10) with k = 1, we have 
f-‘dfdw=LG,/w(l-w)=(y+A)/w(l-w) 
=vc,[(l-w+cc,w)(l-~w)]-‘+~[w(l-w)]-’. 
Therefore. 
f(t) = c,(l -a)” u-*-“eiu[u + c,(l -a) e”]“, 
where ci and c2 are complex constants. Sincef(0) = 1 and E[ V] = i-‘j”(O), 
we have f(t) = e’” [b + (1 - b) e”]” for all t E M, where 1 - b = 
(E[ I’] - A)/v. If v is a positive integer, then If\’ < 1 3 b(1 - b) > 0 * 0 < 
b < 1. If u < 0, then If]* < 1 a b < 0 or b > 1. Since this f is analytic, the 
formula holds for all real t. Q.E.D. 
Proof of Theorem 2.1. We relate the derivatives of f(t) to the Gk(w) 
functions of (2.10) in order to obtain a differential recurrence relation for the 
G, analogous to (2Sa). 
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Put r = ewir and h(r) = E[r-‘1 =f(t). Writing r = (1 - a)(1 - w)/aw, we 
have 
h’yr) = (-l)k a%k(l - a)-‘( (1 - Wk @MO G,dw). (2.18) 
Differentiate both sides of (2.18) with respect to w: 
w(l-w)G;+(k+~G,)G,=(k+A)G,+, (2.19) 
for k = 0, l,..., m + 1. 
Suppose that S, and S,, 1 have zero regression on L. We can then obtain 
a differential recurrence relation for the G, analogous to (2.5b). 
Equation (2.8) holds for k = m, m + 1, with 4 =f, < = A, n = V, in some 
neighborhood of I = 0, say, 1 t] < 6 for 6 > 0, where f(f) # 0. This implies 
that k(2v t A) G,t (V - k) AG,Gk - v(A + k) Gk+, - k(v t A) Gkel t 
kAG,Gk-,=O, for k=m, m+ 1 and It] < 6. 
Substituting the expression for Gk+, from (2.19) gives 
vw(l-w)G;+k(AG,-v-A)G,=k(lG,-v-A)G,-, (2.20) 
for k=m,m+ 1 and ]t] <6. 
There is no loss of generality in assuming that AG, - v - A # 0 for all t in 
some neighborhood of t = 0. For if AG, -v-A = 0 at t = 0, then A t V= 
E[ Y]. Let the random variable U = Y -E[ VJ + 1. By transferring our 
attention to the random variables U,, Ut,..., U, and the corresponding 
statistics S,(U,, U, ,..., UN), the condition LG, - v - A = 0 at t = 0 implies 
A+v=E[U]= 1, which is prohibited by assumption. Thus we may assume 
that I1G, - v - A# 0 at t = 0. Since AG, - v - ,I is a continuous function of t, 
there is a neighborhood A; of t= 0 for which AG, - v - I # 0 for all t E -4’0. 
We may assume that t E Mi 3 ]I] < 6,) where 0 < 6, < 6. In -40, we can 
divide (2.20) by AG, - v - ,I. 
We now have, assuming zero regression of S, and S,, , on L, a pair of 
differential recurrence relations for the G, functions: 
vw(1 - w)(AG, -v-A)-’ G; + kG,= kGk-,, (2.21) 
for k=m, m+ 1 and tf3-&, and Eq. (2.19). 
Note that if G,(w) were equal to Z,- r(w) with II = v and r = 1, then these 
equations would become (2.5), the differential recurrence relations for the 
Z u-k functions. 
By Lemma 2.1, the zero regression of S, and S,, r on L implies that the 
underlying distribution is binomial if v is a positive integer and is negative 
binomial or its conjugate if v is a negative real number. 
The converse follows from Proposition 2.1, Remark 2.1, and the 
recurrence relations (2.6) for the Jacobi polynomials. Q.E.D. 
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Note 2.1. If m = 1, assume F is non-degenerate and that the second 
moment of F exists. Then the zero regression of the single statistic S, on L 
implies that f(t) = e”’ [b + (1 - b) e”]“, where 0 < b < 1, if r is a positive 
integer and either b < 0 or (1 - 6) < 0 if v is a negative real number. 
Proof: For k = 1, Eq. (2.20) is g{G,; w} = 0. 
Note 2.2. If m = 2, assume F non-degenerate and that the third moment 
of F exists. Let ,B =E[ V] and a2 = Var[ Y]. Let v and A be such that 
v = (,B - A)’ (JI - A - a’))‘. Then the zero regression of the single statistic S, 
on L implies that f(t) = e”* [b + (1 - b) e”]“, where b and v are as in Note 
3.1. 
Proof: If S, has zero regression on L, then Eq. (2.20) holds for k = 2 
and for all t such that ] tl < 6. Equation (2.20) for k = 2 may be written in 
terms of G, and its derivatives by using (2.19) for k = 1. Thus we have 
vw’(1 - w)’ AGj’ + 2w(l - w) AG;(vAG, + AG, - VW - A) 
+ 2lG,(lG, - v - l)(LG, -A) = 0. (2.22) 
Put y = c&? = vw(1 - w) AG; + (AG, - A)(AG, -A - v). Writing (2.22) in 
terms of y, we have 
~(1 - w)y’ + 21G,y=O (2.23) 
for all tEJv;={t:ltl<d}. 
Let d be the set of points where y = 0. & is closed in Jv;. Thus Jv; - 6? is 
open in -4. Either y = 0 or y # 0. Thus -4 - d is the set of points where 
y # 0. In Jy; - g, we have w(1 - w) y’/y = -21G, = -2w(l - w)f -’ df/dw. 
In that case, yf 2 = c3 for some complex constant c~. Thus L< - a is closed 
in Ju;. Therefore A; - d is empty or is the whole set J’; . Suppose y # 0 for 
all t in -4;. Then yf2=c3 at t=O. Thus, at t=O c,=y=va2+(u-A) 
(,u - A- v). Using v = & -1)’ C,u - A- c2)-’ gives cj = 0, which implies 
that y = 0 at t = 0. Thus .A’; - d is empty and we have y = 0 for all t in ..“;, 
which is equivalent to @(G,; w} = 0 for all t in -4;. Q.E.D. 
We have seen that for v, a positive integer, the statistics {S,}, k = 1, 2,..., 
have zero regression on L when the underlying distribution is binomial and 
similarly for real negative v and underlying negative binomial distribution. 
From these statistics, it is possible to construct others which also have zero 
regression on L. 
Let A(t) denote the left-hand side of Eq. (2.8). Then [q5(t)lNm2 A(t) = 0 for 
all t, *E[eiLLS,] = 0 for all t, for each k. 
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Consider the statistics 
S(M,k)=C,Y ‘S ‘;‘ -ii 
i j+i l;l,j 
aij,(k)[kv-‘(2v + A)(Xj),Xf’ 
+ (~-k)v-‘Xi(Xj),X;“-(Xj)k+lXE: 
- kv-‘(v + A)(1 + k - l)(Xj)k-l J$” 
+ kV-‘(~ + k- l)Xi(Xj),_, X”;], (2.24) 
where M is a non-negative integer. 
We denote S(M, k) symbolically by S(M, k) = 2 b,(k) XYS,, where 
aij,(k) = ai, b,(k) for i #j # 1. 
Evidently, if S, has zero regression on L, then A(t) = 0 and so then also 
A(t) E[efrxXM] = 0 and therefore S(M, k) also has zero regression on L. 
Similarly, we have the zero regression on L of statistics of the form 
S&f,, M, ,..., M,; k) = s b(k) Xff’x”;;” . . . x$?, 
and linear combinations thereof. 
Some characterizations using constant regression for the binomial 
distribution which are found in the literature use polynomial statistics which 
are the same as S, or S, or linear combinations of S(M,, 1) and S(M,, 2), 
etc. 
EXAMPLE 1. Consider the statistic T used in [5] to characterize the 
population with characteristic function 
f(t) = [K,K, + (/cl -K*) K;‘e”]“~“-‘, 
where, for i = 1, 2, ICY is the ith population cumulant of the binomial 
distribution (or negative binomial distribution). T can be written as a linear 
combination of S(l, 2) and S(2, 1) with A = 0. Thus T = - C X,S, + 
2cx;s,. 
EXAMPLE 2. If k= 1, v=-1, qj= 1 for i#j, C=-(N- 1)-i, A=O, 
then 
S*=y+2(N- 1))‘C 1 xixj-xxi, 
i i jzi j 
which is the statistic used in [5] for the characterization of the geometric 
distribution. 
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3. CHARACTERIZATIONS OF GAMMA, POISSON, AND 
NORMAL DISTRIBUTIONS 
We use the same approach as in Section 2 to characterize gamma 
distributions, except that here the special functions are associated Laguerre 
polynomials instead of Jacobi polynomials. 
Let X have shifted gamma distribution with characteristic function 
4(t) = ei’W(e - it)-It for a > 0,0 > 0. 
We obtain an expression for E[eitxXk] as a product of $(t) and an 
associated Laguerre polynomial. 
Define an associated Laguerre polynomial Lpek’(w) as Lpek’(w) = (k!))’ 
wk-qe”(d]dw)k (wqe-“‘) for q, w complex and k = 0, 1, 2,.... 
PROPOSITION 3.1. E[eitxXk] = (-l)k k!(f - it))” #(t)L:-“-k’[r(B - it] 
for k = 1, 2 ,..., and all real t. 
The proof is similar to that of Proposition 2.1. Here we use the identity 
involving Laguerre polynomials, given in [8, p. 1121, 
e-bu(l + b)4-k Liq-k)[u(l - b)] = ? b’ 
I=0 
for b, 24, q complex; convergent for (b ( < 1. 
Let b = -it/O, u = et, q = -a. 
Letting Z,(w) = k!wq-kLlp-k’( ), w we have the recurrence relations 
z;(w) - zk(w) = zk+ ,(w), -Wz;(W) - (k - q> z,(w) = kZ,- I(W), 
as given in [8, p. 1111. Thus -(w + k-q) Z, = wZ,+ I -I- kZk-, . Letting 
q= --(I, putting E,= E[etxXk], using Proposition 3.1 and 0&w- = 
--et + E, , we obtain 
k@Ek-(k+a)E,Ek+a~E,+,-k~2~Ek_,+~kE,Ek+,=0 (3.2) 
for k = 1, 2,..., and for all real t. 
This leads to the polynomial statistics 
Sk = Ck F- v ai,(k)[k$Tjk - (k + P) XiXjk YY 
i j*i 
+/3x$+’ - k$Xjk-’ + k&Xjk-‘1 (3.3) 
for k = 1, 2,..., ck # 0, Ci Cj+i aij(k) f: 0, P > 0, II + 0. 
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The statistics Sk have zero regression on L when the underlying 
distribution is gamma or its conjugate (with characteristic function 4(-t)). 
THEOREM 3.1. Let V,, V2 ,..., V,,, be N 2 2 independent and identically 
distributed random variables, each with distribution function F(v) and 
characteristic function f(t). Choose m, a positive integer. Assume that F is 
non-degenerate and that the (m + 2)th moment of F exists. Let the statistic 
S, be given as in (3.3). Then the regression of S, and S,, , on 
L = u, + u, + a*’ + U,,, is zero if and only if 
f(t) = eiftl( 1 - bit)-s for some real constant b # 0. 
The proof of Theorem 3.1 is similar to that of Theorem 2.1. For details, 
cf. [2]. 
Associated Laguerre polynomials also lead to polynomial statistics which 
have zero regression on L when the underlying distribution is Poisson. 
Characterization of Poisson distributions by the zero regression of such 
statistics on L is similar to that of Theorem 2.1, and Notes 2.1 and 2.2. 
Characterizations similar to that of Theorem 3.1 can be obtained for normal 
distributions. These derive from the three-term recurrence relations for 
Hermite polynomials; cf. [2]. 
It is to be noted that the associated Laguerre polynomials can be obtained 
as limits of Jacobi polynomials [8, p. 2411. Also, Hermite polynomials can 
be expressed in terms of Laguerre polynomials. Thus it might be possible to 
obtain characterizations of gamma, Poisson, and normal distributions as 
limiting cases of Theorem 2.1. 
For possible multivariate extensions of the above characterizations, we 
seek identities such as (2.1), where the independent variable z is replaced by 
the elements of a vector (or matrix). In this regard we refer to the Lauricella 
functions in [9]. 
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