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Abstract
The present article provides a classification of noncollapsing Phan amalgams of type Cn and
of shape S ⊇ S2 over finite fields of square order distinct from four. Together with the results of
[R. Gramlich, C. Hoffman, S. Shpectorov, J. Algebra 264 (2003) 358–384] this completes the proof
of a Phan-type theorem for the group Sp2n(q) for sufficiently large n and q.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
In 1977 Phan published a series of theorems on the characterization of groups of Lie
type with simply laced diagrams by certain subgroup configurations, see [5,6]. Recently,
a revision process of these theorems started, which eventually led to the new Phan-type
theorem presented in this article. The modern approach to Phan-type theorems, as outlined
in [1], falls into two parts. On one hand one has to prove the simple connectedness of some
suitable geometry, on the other hand one has to classify related amalgams. The so-called
flipflop geometry Γ of type Cn over finite fields of square order has been introduced and
studied in [4], cf. Section 2 for a reminder. The Main Theorem of that paper states that this
flipflop geometry is 2-simply connected for n 3 and q  8. By Tits’ lemma (Corollaire
1 of [8]) this implies that the amalgam consisting of the rank-1- and rank-2-parabolics of
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We refer to [4] for details.
The purpose of the present paper is to classify the noncollapsing Phan amalgams of
type Cn and of shape S ⊇ S2 over finite fields of square order distinct from four, which is
achieved in the following theorem. For definitions we refer to Section 3.
Theorem 1. Let n  3, let q = 2, and let A be a noncollapsing Phan amalgam of type
Cn and of shape S ⊇ S2 over Fq2 . Then the unique unambiguous covering A˜ of A is
isomorphic to the standard Phan amalgam AˆS of type Cn.
The above theorem constitutes the final step of the proof of the Phan-type Theorem 2.
The latter is an immediate consequence of Theorem 1 and the results of [4], especially part
(1) of Theorem 2.
Theorem 2. Let n  3, let q  8, and let G be a group that admits a weak Phan system
of type Cn over Fq2 . Then G is a homomorphic image of Sp2n(q) (the universal Chevalley
group of type Cn(q)).
The bound on q in Theorem 2 comes from the results of [4]. The particular proof of
2-simple connectedness fails for q  7. Currently it is only known that Γ is not 2-simply
connected for q = 2; nothing is known for 3 q  7.
Theorems 1 and 2 are related to Bennett and Shpectorov’s result on Phan systems and
Phan amalgams of type An, see [2]. As the proofs contained in the present paper are based
on Phan systems and Phan amalgams of type An, we give an overview over their setting in
Section A. See Theorems A.1 and A.2 for the precise statements of their results.
This article is organized as follows. Section 2 outlines the contents of [4] relevant to the
present article. In Section 3 we provide all necessary definitions and a number of results
on Phan systems and Phan amalgams. In Section 4 we give the proof of Theorem 1 for
shape S2. Arbitrary shape is left to the reader. In Section A we give an overview over the
results of [2].
Remark. Analogues of Theorem 1 should hold for any noncollapsing Phan amalgam of
type ∆ (and level two), where ∆ is an arbitrary Dynkin diagram admitting single and
double edges. Analogues of Theorem 2 then are reduced to the analysis of the simple
connectedness of suitable geometries.
2. The geometrical setting
In this section we recall the setting that gives rise to the amalgams studied in this paper.
All results are taken from Sections 3 and 4 of Gramlich, Hoffman, Shpectorov [4].
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Let V be a 2n-dimensional nondegenerate symplectic space over Fq2 and let (·, ·) be the
corresponding alternating bilinear form. Let the bar denote the involutive automorphism of
Fq2 . Let σ be a transformation of V satisfying
(T1) (λv)σ = λ¯vσ ;
(T2) (uσ , vσ ) = (u, v); and
(T3) σ 2 = −id.
A map satisfying the above properties is called a flip. An example of a flip can be
constructed as follows. Choose a basis B = {e1, . . . , en, f1, . . . , fn} in V such that, for
1  i, j  n, we have that (ei, ej ) = (fi , fj ) = 0 and (ei, fj ) = δij . This corresponds to
the Gram matrix
A =
(
0n×n idn×n
−idn×n 0n×n
)
.
Let φ be the linear transformation of V whose matrix with respect to the basis B coincides
with A and let ψ be the semilinear transformation of V that applies the bar automorphism
to the B-coordinates of every vector. If σ0 = φ ◦ ψ , then for a vector u =∑ni=1 xiei +∑n
i=1 yifi we compute that uσ0 = −
∑n
i=1 y¯iei +
∑n
i=1 x¯ifi . One easily verifies that (T1)
and (T3) are satisfied for σ0. To check (T2), consider v =∑ni=1 x ′iei +∑ni=1 y ′ifi . Then
(uσ0, vσ0) =∑ni=1(−y¯i)x¯ ′i − x¯i(−y¯ ′i ) = (u, v), yielding (T2). Thus, σ0 is a flip. Notice that
σ = σ0 can be characterized as the unique semilinear transformation such that (T1) holds
and eσi = fi , f σi = −ei , for 1  i  n. Whenever these latter conditions are satisfied for
a flip σ and a hyperbolic basis B = {e1, . . . , fn}, we will say that B is a canonical basis
for σ .
Let G ∼= Sp2n(q2) be the group of all linear transformations of V preserving the form
(·, ·). One of the principal results of this section is the following.
Proposition 2.1 (cf. Proposition 3.1 of [4]). Every flip admits a canonical basis. In other
words, every flip σ is conjugate to σ0 by an element of G.
We start the proof by discussing the general properties of flips. Let σ be a flip. Define a
form ((·, ·)) :V × V → Fq2 via ((x, y))= (x, yσ ).
Lemma 2.2 (cf. Lemma 3.2 of [4]). The form ((·, ·)) is a nondegenerate Hermitian form.
Furthermore, ((uσ , vσ )) = ((u, v)) for u,v ∈ V . The subgroup of G ∼= Sp2n(q2) preserving
((·, ·)) is Gσ = CG(σ).
Proof. Clearly, ((·, ·)) is a sesquilinear form. Also, ((v,u)) = (v,uσ ) = −(uσ , v) =
−(uσ 2, vσ ) = −(−u,vσ ) = (u, vσ ) = ((u, v)). Thus, ((·, ·)) is Hermitian. If u is in the rad-
ical of ((·, ·)) then for any v ∈ V , 0 = ((u, vσ )) = (u, vσ 2) = −(u, v). Therefore, u = 0, as
(·, ·) is nondegenerate. Moreover, ((uσ , vσ )) = (uσ ,−v) = (v,uσ ) = ((v,u)) = ((u, v)).
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((·, ·)). If g ∈ H we have (vg, (uσ )g) = (v,uσ ) = ((v,u)) = ((vg, ug)) = (v, (ug)σ ) for
all u,v ∈ V . By nondegeneracy of (·, ·) we obtain (ug)σ = (uσ )g for all u ∈ V and, thus,
σ ◦ g = g ◦ σ . 
The isomorphism type of Gσ is determined in Proposition 2.6.
In what follows we will work with both (·, ·) and ((·, ·)). This calls for two different
perpendicularity symbols. We will use ⊥ for the form (·, ·), while ⊥⊥ will be used for
((·, ·)).
Proof of Proposition 2.1. Let σ be a flip. Pick a vector u ∈ V such that ((u,u)) = 1.
Such a vector exists since ((·, ·)) is nondegenerate by Lemma 2.2. Set en = u and
fn = uσ . Since (·, ·) is an alternating form we have (en, en) = (fn, fn) = 0. Furthermore,
(en, fn) = ((en, f σ−1n )) = ((en, en)) = 1. In particular, the subspace U = 〈en, fn〉 is nonde-
generate with respect to (·, ·). Consider now V ′ = U⊥. Notice that U is invariant under σ .
Together with (T2), this implies that V ′ is also invariant under σ . It is easy to see that
the restriction of σ to V ′ is a flip of V ′. By induction, there exists a hyperbolic basis
e1, . . . , en−1, f1, . . . , fn−1 in V ′, such that eσi = fi for 1  i  n − 1. (Since σ 2 = −id,
this automatically implies f σi = −ei .) Clearly, {e1, . . . , en, f1, . . . , fn} is a canonical basis
for σ .
Lemma 2.3 (cf. Lemma 3.3 of [4]). For a subspace U ⊂ V , we have U⊥⊥ = (Uσ )⊥ =
(U⊥)σ . Similarly, U⊥ = (Uσ )⊥⊥ = (U⊥⊥)σ .
Proof. The first equality in the first claim immediately follows from the definition of
((·, ·)). If u ∈ (U⊥)σ (say, u = (u′)σ for u′ ∈ U⊥) and v ∈ U then ((u, v)) = ((u′)σ , vσ ) =
(u′, v) = 0. The second claim follows by an application of σ to the equalities in the first
claim. 
Next, let us study the “eigenspaces” of σ on V . For λ ∈ Fq2 , define Vλ = {u ∈ V | uσ =
λu}. Note that Vλ is not a true eigenspace, because σ is not linear.
Lemma 2.4 (cf. Lemma 3.6 of [4]). The following hold.
(1) Vλ is Gσ -invariant.
(2) For 0 = µ ∈ Fq2 , we have µVλ = Vλ′ , where λ′ = µ¯µλ; in particular, Vλ is an Fq -sub-
space of V .
(3) Vλ = 0 if and only if λλ¯ = −1; furthermore, if Vλ = 0 then Vλ contains a basis of V .
Proof. Take g ∈ Gσ . If u ∈ Vλ then (ug)σ = (uσ )g = (λu)g = λug . This proves statement
(1). Suppose u ∈ Vλ. Then (µu)σ = µ¯uσ = µ¯λu = µ¯µλ(µu). This proves (2). Also, −u =
uσ
2 = λ¯λu. Thus, if u = 0 then λλ¯ = −1. This proves the ‘only if’ part of (3). To prove
the ‘if’ part, choose a canonical basis {e1, . . . , fn} for σ . Fix a λ ∈ Fq2 such that λλ¯ = −1.
Define ui = ei − λ¯fi and vi = λ¯ei + fi for 1  i  n. A simple check shows that ui and
vi are in Vλ. This shows that Vλ = 0. Furthermore, ui and vi are not proportional unless
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λ ∈ Fq then consider λ′ = µ¯µλ, where µ is chosen so that µ¯µ /∈ Fq . By (2), Vλ′ = µVλ. Also,
since λ′ /∈ Fq , we have that Vλ′ contains a basis of V , and hence so does Vλ. 
Now fix a λ ∈ Fq2 such that λλ¯ = −1. Also, fix a µ ∈ Fq2 with µ¯ = −µ.
Lemma 2.5 (cf. Lemma 3.7 of [4]). The restriction of µλ(·, ·) to Vλ is a nondegenerate
alternating Fq -bilinear form.
Proof. Clearly, the form µλ(·, ·) is Fq -bilinear and alternating. Since Vλ contains a basis of
V by Lemma 2.4(2), the form is nondegenerate. It remains to see that it takes values in Fq .
However, if u,v ∈ Vλ, then µλ(u, v) = µ¯λ¯(uσ , vσ ) = −µλ¯λ2(u, v) = µλ(u, v). 
Observe that the conjugation by σ is an automorphism of G. Let Gσ be the centralizer
of σ in G. The above setup gives us means to identify Gσ . Let H ∼= Sp2n(q) be the group
of all linear transformations of Vλ preserving the (restriction of the) form µλ(·, ·). Since
Vλ contains a basis of V , we can use Fq2 -linearity to extend the action of the elements of
H to the entire V . This allows us to identify H with a subgroup of G. Clearly, since h ∈ H
preserves µλ(·, ·), it must also preserve (·, ·).
Proposition 2.6 (cf. Proposition 3.8 of [4]). Gσ = H .
Proof. Choose a basis {w1, . . . ,w2n} in Vλ. Then this set is also a basis of V . Let h ∈ H . If
u =∑2ni=1 xiwi ∈ V then uσh = (∑2ni=1 x¯iλwi)h = λ∑2ni=1 x¯iwhi . On the other hand, uhσ =
(
∑2n
i=1 xiwhi )σ =
∑2n
i=1 x¯iλwhi . Therefore, H Gσ . Now take g ∈ Gσ . By Lemma 2.4(1)
g leaves Vλ invariant. It remains to see that g preserves µλ(·, ·). However, this is clear,
because g is Fq2 -linear and it preserves (·, ·). 
2.2. The geometry
Before studying the precise geometry we are interested in, let us recall some definitions
from synthetic geometry.
Definition 2.7. Let I be a set, possibly infinite, called the set of types. Its elements as well
as its subsets are called types. Let G = (X,∗, typ) be a triple where X is a set, ∗ ⊆ X × X
is a symmetric and reflexive relation and typ :X → I is a map, such that, for x, y ∈ X
we have x = y if and only if x ∗ y and typ(x) = typ(y). Then G is called a pregeometry
over I . The elements of X are called the elements of G, the relation ∗ is called the incidence
relation of G, the map typ is called the type function of G.
Definition 2.8. Let G = (X,∗, typ) be a pregeometry over I . If A ⊆ X, then A is of type
typ(A) ⊆ I , of cotype I\typ(A), of rank |typ(A)|, and of corank |I\typ(A)|. The rank of
A is also denoted by rank(A). The cardinality |I | of I is called the rank of G.
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elements of G. A maximal flag of G is a flag that is maximal with respect to inclusion.
Flags of type I are called chambers.
A geometry over I is a pregeometry G over I in which every maximal flag is a chamber.
From now on we assume n 2. Let V and G be as in the beginning of this section and
let B be the building geometry over I = {1, . . . , n} associated with G. Its elements are all
the (·, ·)-totally singular subspaces of V , incidence is given by symmetrized containment,
and the type function assigns to each element its vector space dimension. Two elements U
and U ′ of B are opposite whenever V = U ′ ⊕U⊥, i.e., U , U ′ have the same dimension and
U ′ ∩U⊥ = 0. The opposites geometry Γop related to B is defined to be the (pre-)geometry
whose elements are all pairs (U,U ′) of opposite (·, ·)-totally singular subspaces of V . The
flipflop geometry Γσ related to B and σ is defined to be the (pre-)geometry whose elements
are all pairs (U,U ′) of opposite (·, ·)-totally singular subspaces of V with Uσ = U ′, that is,
Γσ is the subset {(U,U ′) ∈ Γop | Uσ = U ′} of Γop.
We will show that Γσ is a geometry. Actually we will prove that Γσ is a full rank
(that is, rank n) subgeometry of Γop. But first, in order to avoid cumbersome notation, let
us project every pair (U,U ′) ∈ Γσ to its first coordinate U . Since U ′ = Uσ , this establishes
a bijection (in fact, an isomorphism of pregeometries) between Γσ and the subset Γ = {U ∈
B | Uσ is opposite U} of B .
The definition of Γ can be nicely restated in terms of the forms (·, ·) and ((·, ·)).
Proposition 2.9 (cf. Proposition 4.1 of [4]). The elements of Γ are all subspaces U ⊂ V
which are totally isotropic with respect to (·, ·) and nondegenerate with respect to ((·, ·)).
Proof. By Lemma 2.3, U⊥⊥ = (Uσ )⊥. Hence U and Uσ are opposite if and only if U ∩
U⊥⊥ = 0. 
Notice that the isomorphism between Γ and Γσ commutes with the action of H = Gσ .
Proposition 2.10 (cf. Proposition 4.2 of [4]). The pregeometry Γ is a geometry. Moreover,
H acts flag-transitively on Γ .
Proof. Let V1  V2  · · · Vk be a maximal flag. Let B = {e1, . . . , et } be an orthonormal
basis of Vk with respect to ((·, ·)). (This exists since Vk is nondegenerate with respect
to ((·, ·)).) Then B ∪ Bσ forms a canonical basis of Vk ⊕ V σk . If Vk is not a maximal
totally isotropic subspace of V with respect to (·, ·), there exists a nontrivial u ∈ (Vk ⊕
V σk )
⊥ = (Vk ⊕ V σk )⊥⊥ such that ((u,u)) = 1. Then 〈Vk,u〉 is totally isotropic for (·, ·) and
nondegenerate with respect to ((·, ·)), contradicting maximality of the flag. Hence we can
assume Vk is a maximal totally isotropic subspace with respect to (·, ·). Induction shows
that Vi−1 is a codimension 1 subspace in Vi for 2 i  k, proving that the maximal flag is
a chamber.
Let V1  V2  · · · Vn and V ′1  V ′2  · · · V ′n be two chambers. Choose bases B ={e1, . . . , en}, B′ = {e′1, . . . , e′n} for Vn, respectively V ′n such that they are orthonormal with
respect to ((·, ·)) and Vi = 〈e1, . . . , ei〉, V ′ = 〈e′ , . . . , e′ 〉. Define g ∈ G such that eg = e′i 1 i i i
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the symplectic polar space (V , (·, ·)). It is also clear that g maps one chamber onto the
other. Moreover notice that σ ◦ g = g ◦ σ on the basis B ∪ Bσ . Therefore g ∈ Gσ . 
3. Phan systems and Phan amalgams
In the present paper an amalgam A of groups is a set with a partial operation of multi-
plication and a collection of subsets {Hi}i∈I , for some index set I , such that the following
hold:
(1) A=⋃i∈I Hi ;
(2) the product ab is defined if and only if a, b ∈ Hi for some i ∈ I ;
(3) the restriction of the multiplication to each Hi turns Hi into a group; and
(4) Hi ∩ Hj is a subgroup in both Hi and Hj for all i, j ∈ I .
It follows that the groups Hi share the same identity element, which is then the only identity
element in A, and that a−1 ∈A is well-defined for every a ∈A. We will call the groups Hi
the members of the amalgam A. Notice that our definition is a special case of the general
definition of an amalgam of groups as found, say, in [7].
A group H is called a completion of an amalgam A if there exists a map π :A→ H
such that
(1) for all i ∈ I the restriction of π to Hi is a homomorphism of Hi to H ; and
(2) π(A) generates H .
Among all completions of A there is one “largest” which can be defined as the group
having the following presentation:
U(A) = 〈th | h ∈A, tx ty = tz, whenever xy = z in A〉.
Obviously, U(A) is a completion of A since one can take π to be the mapping h → th.
Every completion of A is isomorphic to a quotient of U(A), and because of that U(A) is
called the universal completion. An amalgam A collapses if U(A) = 1.
Retain the notation from the previous section. In particular, let G = Sp2n(q2), let V be
the natural symplectic space for G, let (·, ·) be the corresponding alternating bilinear form,
let σ be a flip, and let Gσ be the centralizer of σ in G.
Let B = {e1, f1, . . . , en, fn} be a canonical basis of V and let F be the flag 〈e1〉, 〈e1, e2〉,
. . . , 〈e1, . . . , en〉 of Γ . A decomposition V =⊕ki=0 Vi is called compatible with B if each
Vi is spanned by a subset of B of the form {ej , eσj , ej+1, eσj+1, . . . , et , eσt } for some 1 j 
t  n. The compatible decompositions are indexed by subsets J of the set I = {1, . . . , n}.
Indeed, a subset J = {i1 < i2 < · · · < ik} of I defines the decomposition with the following
k + 1 summands: V0 = 〈e1, f1, . . . , ei1, fi1〉, V1 = 〈ei1+1, fi1+1, . . . , ei2 , fi2〉, . . . , Vk =
〈eik+1, fik+1, . . . , en, fn〉. We denote the decomposition corresponding to the subset J by
∆J . Let F = {U1,U2, . . . ,Un}, where Ui = 〈e1, . . . , ei〉. If F0 = {Ui1,Ui2 , . . . ,Uik } is a
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and the decomposition ∆J can be described as follows: to find F0 in terms of ∆J we
set Uij = 〈e1, . . . , en〉 ∩
⊕j
s=1 Vs . Conversely, ∆J is obtained from F0 by taking V0 =
Ui1 ⊕ Uσi1 , V1 = (Ui2 ⊕ Uσi2 ) ∩ U⊥i1 ∩ U⊥⊥i1 , . . . , Vk−1 = (Uik ⊕ Uσik ) ∩ U⊥ik−1 ∩ U⊥⊥ik−1 , and
Vk = U⊥ik ∩U⊥⊥ik .
For an element U of Γ , i.e., a (·, ·)-totally singular, ((·, ·))-nondegenerate subspace
of V , let GU(U) denote the subgroup of Gσ that preserves the form ((·, ·))|U×U and
acts trivially on U⊥ ∩ U⊥⊥; notice that GU(U) = GU(Uσ ), so sometimes we also write
GU(〈U,Uσ 〉) for GU(U), GU(Uσ ) if the decomposition of 〈U,Uσ 〉 is clear or obvious.
Similarly, define SU(U), SU(Uσ ), SU(〈U,Uσ 〉). Clearly, SU(U) ∼= SUm(q2), where m is
the dimension of U .
For a nondegenerate σ -invariant subspace W of V denote by Sp(W) the subgroup of
Gσ that preserves the form µλ(·, ·)|Wλ×Wλ (cf. Lemmas 2.4 and 2.5) and acts trivially on
W⊥ = W⊥⊥. By Proposition 2.6, Sp(W) ∼= Sp2m(q) where 2m is the dimension of W .
For J ⊂ I let LJ = Sp(Vk)∏k−1i=0 SU(Vi) where V =⊕ki=0 Vi is the decomposition ∆J
(with the understanding that SU(Vi) = SU(〈e1, . . . , en〉 ∩ Vi) and that Sp(Vk) is the trivial
group in case Vk = {0}). If F0 is the subflag of F of type J , then the parabolic of Gσ
corresponding to F0 is equal to LJD where D is the Borel subgroup corresponding to F .
The level of a subgroup LJ is n−|J |, the corank of J in I . The level of LJ coincides with
the rank of the parabolic LJD.
In case n = 2, we have V = 〈e1, eσ1 , e2, eσ2 〉, G ∼= Sp4(q2), and Gσ ∼= Sp4(q). Subgroups
L{1} = L1 ∼= Sp2(q) and L{2} = L2 ∼= SU2(q2) are called a standard pair in Gσ if there
exists a (·, ·)-singular and ((·, ·))-nonsingular vector v of V and a two-dimensional (·, ·)-
totally singular and ((·, ·))-nondegenerate subspace U  v of V such that L1 coincides
with Sp(v⊥ ∩ v⊥⊥) and L2 coincides with SU(U). Following [2], we say that subgroups
L1 and L2 of SU3(q2) form a standard pair whenever each Li is the stabilizer in SU3(q2)
of a nonsingular vector vi of the natural module of SU3(q2) and, moreover, v1 and v2 are
perpendicular. If L1, L2 form a standard pair in G and π describes a quotient map whose
kernel is a subgroup of the center of G, then π(L1), π(L2) are called a standard pair of
π(G). Notice that, since q = 2, a standard pair of a group G actually generates G.
Lemma 3.1. Let G be isomorphic to SU3(q2) or Sp4(q), and let (L1,L2), (L′1,L′2) be
standard pairs of G. Then there exists an automorphism α of G with (Lα1 ,Lα2 ) = (L′1,L′2).
Proof. In case G ∼= SU3(q2) the claim follows from Witt’s theorem. In case G ∼= Sp4(q)
the claim follows from Proposition 2.10. 
Let S be a subset of the power set of I = {1, . . . , n} that is closed under taking supersets.
The standard Phan amalgam of type Cn and of shape S is the amalgam AˆS =⋃J∈S LJ . In
the particular case where S = Sk consists of all subsets J ⊆ I with |I\J | k, we will call
AˆS the standard Phan amalgam of type Cn and of level k; it is denoted by Aˆk = Aˆ(n, k, q).
The shape Sk will be called the straight level k shape. If S ⊇ Sk then we say that S is of
level k.
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gam A=⋃J∈S KJ where KJ is a group isomorphic to a quotient of LJ over a subgroup
of the center of LJ . Furthermore, if J ⊂ J ′, then we require that KJ ′ be contained in KJ ,
namely that KJ ′ be the image of LJ ′ under the natural homomorphism from LJ onto KJ .
Example 3.2. Assume the setting of Section 2. In particular, let V be a 2n-dimensional
nondegenerate symplectic space over Fq2 and let (·, ·) be the corresponding alternat-
ing form, let G ∼= Sp2n(q2), let σ be a flip, let Gσ = CG(σ) ∼= Sp2n(q), let B =
{e1, f1, . . . , en, fn} be a canonical basis of V and let F be the flag 〈e1〉, 〈e1, e2〉, . . . ,
〈e1, . . . , en〉 of Γ . The maximal parabolics Mi with respect to F are semisimple sub-
groups of Gσ of the form GUi (q2) × Sp2n−2i (q), i = 1, . . . , n. Each Mi stabilizes a
2i-dimensional nondegenerate subspace Ui of the natural symplectic module U of Gσ .
It induces GUi (q2) on Ui and Sp2n−2i (q) on U⊥i . The intersection of all Mi (i.e., the
Borel subgroup arising from the action of Gσ on Γσ ) is a maximal torus T of Gσ of order
(q + 1)n. Let M0i be the subgroup SUi (q2)× Sp2n−2i (q) of Mi . For an arbitrary parabolic
MJ =⋂i∈J Mi define M0J =⋂i∈J M0i . Here J is a subset of the type set I = {1, . . . , n}
of Γσ . It can be shown that MJ = M0J T .
In case of a minimal parabolic MI\{i}, we have that Ui := M0I\{i} ∼= SL2(q). In fact, if
1  i  n − 1 then Ui arises as SU2(q2) ∼= SL2(q), while Un arises as Sp2(q) ∼= SL2(q).
Notice that Ti = Ui ∩ T is a torus in Ui of size q + 1. Notice also that the subgroups Ti
generate T .
If q = 2 then 〈Ui,Uj 〉 = M0I\{i,j}. In particular, the subgroups Ui have the following
properties:
(1) Ui ∼= SU2(q2), if i = 1, . . . , n − 1; Un ∼= Sp2(q);
(2) 〈Ui,Uj 〉 ∼=


Ui × Uj , if |i − j | > 1;
SU3(q2), if |i − j | = 1 and {i, j } = {n − 1, n};
Sp4(q), if {i, j } = {n− 1, n}.
Those subgroups Ui together with the spans 〈Ui,Uj 〉 form a standard Phan amalgam con-
tained in the group Gσ ∼= Sp2n(q).
The definition of a Phan amalgam leaves some ambiguity as to what is the exact struc-
ture of each KJ . For example, in the straight level two case, when j − i > 1, the span of
KI\{i} and KI\{j} can be any central product KI\{i} ∗ KI\{j}. Similarly, when j − i = 1,
the group KI\{i,j} may be any quotient of LI\{i,j} over a subgroup of Z(LI\{i,j}). Finally,
the intersections of the members of the amalgam might be larger than expected. We call
a Phan amalgam unambiguous if every KJ is isomorphic to the corresponding LJ and if
KJ ∩ KJ ′ = KJ∪J ′ for all J and J ′. By a covering of a Phan amalgam A=⋃J∈S KJ of
shape S we mean a second Phan amalgam A˜ =⋃J∈S K˜J of the same shape S, together
with an amalgam homomorphism π : A˜→A, such that π induces a surjective homomor-
phism of K˜J onto KJ for every J ∈ S. We call two coverings (A˜1,π1) and (A˜2,π2) of A
equivalent if there is an isomorphism φ of A1 onto A2 such that π1 = π2φ.
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G admits a weak Phan system of type Cn if G contains subgroups Ui ∼= SL2(q) ∼= Sp2(q) ∼=
SU2(q2), i ∈ I , and Ui,j , i = j ∈ I , so that the following hold:
(wP1) if (i, j) is not an edge of ∆, then Ui,j is a central product of Ui and Uj ;
(wP2) if (i, j) is an edge of ∆, then Ui and Uj generate Ui,j which is isomorphic to
a quotient of SU3(q2) over a subgroup of its center if (i, j) is a single edge and
isomorphic to a quotient of Sp4(q) over a subgroup of its center if (i, j) is a double
edge; moreover, Ui and Uj form a standard pair in Ui,j ; and
(wP3) the subgroups Ui , i ∈ I , generate G.
Example 3.2 shows that Sp2n(q) admits a weak Phan system of type Cn. In general,
if a group G contains a weak Phan system U1, . . . , Un, then A =⋃i =j∈I Ui,j is a Phan
amalgam of level two. This amalgam does not collapse, because G is a quotient of its
universal completion. The converse is proved in the following lemma:
Lemma 3.4. Let q = 2. Suppose A is a Phan amalgam of type Cn and of shape S ⊇ S2.
Suppose further that G is a nontrivial completion of A via some map π . Then π |KI\{i} is
injective. In particular, π(KI\{1}), . . . , π(KI\{n}) form a weak Phan system in G.
Proof. By way of contradiction suppose 1 = u ∈ KI\{i} and π(u) = 1. Let j be equal to
i − 1 or i + 1. Since 〈KI\{i},KI\{j}〉 = KI\{i,j} the group 〈KI\{i},KI\{j}〉 is equal to a
quotient of SU3(q2) or Sp4(q) over a subgroup of the center. As 1 = u ∈ KI\{i}, we have
u /∈ Z(〈KI\{i},KI\{j}〉), whence π(〈KI\{i},KI\{j}〉) = 1, since PSU3(q2) and PSp4(q)
are simple, and, thus, π(KI\{i}) = 1 = π(KI\{j}). It follows that π(G) = 1, a contradic-
tion. 
For q = 2, a Phan system of type An is defined exactly as a Phan system of type Cn
in Definition 3.3, only that one considers the Dynkin diagram An instead of the Dynkin
diagram Cn; the definition by Bennett and Shpectorov [2] as presented in Section A is
slightly different, since they consider the case q = 2 as well. (A standard pair of the group
SU3(22) does not generate the whole group.) A Phan amalgam of type An is defined simi-
larly to a Phan amalgam of type Cn only that one uses an (n+1)-dimensional vector space
V endowed with some nondegenerate Hermitian form. See [2] for the precise definition.
A quick reminder can be found in Section A of the present article. To obtain an example of
a Phan amalgam of type An−1 living inside a SUn(q2) simply restrict the Phan amalgam of
type Cn from Example 3.2 to the group M0n ∼= SUn(q2) stabilizing the element 〈e1, . . . , en〉
of the flag F .
The following results deal with characteristic completions of amalgams. Suppose A is
an amalgam. A completion G of A is called characteristic if and only if every automor-
phism of A extends to an automorphism of G. In [2] the following has been proved.
Proposition 3.5 (cf. [2]). Let n 2. The group G ∼= SUn+1(q2) is a characteristic comple-
tion of the standard Phan amalgam of type An for any shape S ⊇ S2.
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pair in G, and let T be the joint stabilizer in Aut(G) of U1 and U2. Then T is an extension
of a group of order (q+1)2 by the field automorphisms. Moreover, the normalizer NU1(U2)
is a maximal torus of U1 of order q +1. Furthermore, the centralizer in T of U1 is of order
q + 1.
Proof. Every automorphism of G comes from a semilinear transformation of its natural
module. Using the notation from the definition of a standard pair, since 〈v1〉 is the only
one-dimensional subspace left invariant by U1 and 〈v2〉 is the only one-dimensional sub-
space left invariant by U2, both 〈v1〉 and 〈v2〉 (and hence also 〈v3〉 where v3 is a vector
perpendicular to both v1 and v2) are stabilized by T . So T ∩ G acts as diag(a, b, a−1b−1)
with respect to the basis v1, v2, v3 where a¯ = a−1 and b¯ = b−1. This proves the first claim.
For the second claim, we note that NU1(U2) is contained in T ∩G. In fact, NU1(U2) equals
T ∩ U1, which is a maximal torus in U1 of order q + 1 of the form diag(a, a−1,1) with
respect to the basis v1, v2, v3 where a¯ = a−1. For the last claim, note that any automor-
phism t ∈ T is the product of a diagonal matrix (over the basis v1, v2, v3) with a field
automorphism φ acting on the coordinates (under the same basis). Taking a diagonal ma-
trix M = diag(a, a−1,1) in U1, we see that for M to commute with t requires aφ = a.
Since a is arbitrary, φ is trivial. It is now clear that the centralizer in T of U1 consists of all
the diagonal matrices diag(b, b, b−2) and the third claim holds. 
The next lemma is the C2-analogue of Lemma 3.6.
Lemma 3.7. Let G ∼= Sp4(q) and let U1 ∼= SU2(q2), U2 ∼= Sp2(q) be a standard pair in G.
Then the joint stabilizer T in Aut(G) of U1 and U2 is an extension of a group of order
(q + 1)2 by the field automorphisms. Moreover, the normalizer NU1(U2) is a maximal
torus of U1 of order q + 1 and the normalizer NU2(U1) is a maximal torus of U2 of order
q + 1.
Proof. Assume the setting of Section 2. In particular, let V be the 4-dimensional Fq2 -
module of the group Sp4(q2) with the corresponding alternating form (·, ·), let σ be a
flip, and let G be the subgroup of Sp4(q2) leaving (·, ·) invariant and centralizing σ . By
Lemma 2.2 the group G is the subgroup of Sp4(q2) preserving (·, ·) and by Proposition 2.6
it is isomorphic to Sp4(q). Let e1, e2, f1, f2 be a canonical basis of V . By Lemma 3.1
we can assume that U1 stabilizes 〈e1, e2〉 and hence 〈f1, f2〉 and that U2 stabilizes 〈e1〉,
〈f1〉 and 〈e2, f2〉. It follows that T stabilizes the four one-dimensional spaces 〈e1〉, 〈e2〉,
〈f1〉, 〈f2〉. Since the restriction of (·, ·) to 〈e2, f2〉 and the restrictions of ((·, ·)) to both
〈e1, e2〉 and 〈f1, f2〉 have to be kept invariant by T , the linear action of T ∩G can only be
diagonally as diag(a, b, a−1, b−1) with respect to the basis e1, e2, f1, f2 where a¯ = a−1
and b¯ = b−1. By inspection we see that all those elements of G indeed stabilize U1 and
U2. Indeed, for U1 conjugation of the matrix
( x1 x2
x3 x4
)
with
( a 0
0 b
)
yields
(
x1 a−1bx2
ab−1x x
)
.3 4
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U2 conjugation of the matrix
( x1 x2
x3 x4
)
with
( b 0
0 b−1
)
yields
(
x1 b−2x2
b2x3 x4
)
.
Here, also, the latter is an element of U2 if and only if the former is. The only additional
automorphisms are induced by the field automorphisms.
It remains to prove the second claim. We have NU1(U2) = T ∩ U1 and NU2(U1) = T ∩
U2. The intersection T ∩ U1 contains the diagonal elements of shape diag(a, a−1, a−1, a)
and the intersection T ∩U2 contains the diagonal elements of shape diag(1, b,1, b−1). 
Proposition 3.8. Let n 2. The group G ∼= Sp2n(q) is a characteristic completion of the
standard Phan amalgam AˆS of type Cn for any shape S ⊇ S2.
Proof. We will only prove the proposition for S = S2, the general case being a straight-
forward induction on the size of S (cf. the proof of Proposition 6.1 of [2]). We want to
show that the group A of automorphisms of Aˆ2 is of order (q + 1)nf where q = pf ,
p a prime. Proceed by induction on n. The case n = 2 is implied by Lemma 3.7. Now, for
arbitrary n, consider the amalgam B of all members of Aˆ2 that are contained in the lower
right (2n−2)× (2n−2)-block of G. The claim will follow if we prove that CA(B) has or-
der at most q + 1. Let L = LI\{1,2} ∼= SU3(q2) be the member of Aˆ2 containing LI\{1} and
LI\{2}. Since CA(B) acts trivially on LI\{2} and stabilizes LI\{1} we can apply Lemma 3.6,
so CA(B) induces on L a group of order at most q + 1. The other members of Aˆ2 that
are not in B are direct products of LI\{1} and a member of B. But clearly every element
of CA(B) that acts trivially on LI\{1} acts trivially on every such direct product. We have
shown that the group of automorphisms of Aˆ2 is of order at most (q + 1)nf . This finishes
the proof because Aut(G) induces at least (q + 1)nf automorphisms of Aˆ2 namely linear
ones of the form (a1, . . . , an, a−11 , . . . , a−1n ) with respect to the canonical basis e1, . . . , en,
f1, . . . , fn where a¯i = a−1i plus the field automorphisms. 
Corollary 3.9. Let J ⊂ I with |I\J | 3. Then the group LJ is a characteristic completion
of the amalgam⋃J ′⊃J LJ ′ .
Lemma 3.10. Let Ai be an amalgam and let Gi be a completion of Ai via the map πi ,
i = 1,2. Suppose there exist isomorphisms ψ :A1 →A2 and φ :G1 → G2 such that φπ1 =
π2ψ . If G1 is a characteristic completion of A1, then for any isomorphism ψ ′ :A1 →A2
there exists a unique isomorphism φ′ :G1 → G2 such that φ′π1 = π2ψ ′.
Proof. Consider α = (ψ ′)−1ψ . This is an automorphism of A1. Since G1 is a character-
istic completion, α extends to an automorphism of G1; that is, there is an automorphism
β of G1 such that π1α = βπ1. (Notice that β is the unique automorphism of G1 with that
property, because A1 generates G1.) The map φ′ = φβ−1 has the required properties. 
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We begin the proof of Theorem 1 with the following proposition.
Proposition 4.1. Every noncollapsing Phan amalgam A of type Cn has a unique (up to
equivalence) unambiguous noncollapsing covering A˜.
Proof. If A˜ is a covering of the noncollapsing amalgam A, then any completion of A is
also a completion of A˜, and so A˜ is noncollapsing. The proof of the existence of such a
covering is by induction on |S| where S is the shape of A =⋃J∈S KJ . The claim holds
in case S = ∅, which corresponds to the empty amalgam. Suppose that S is a nonempty
shape, and that the claim holds for every shape S′ ⊂ S. Let J be a minimal (under inclu-
sion) element of S and set S′ = S\{J } and A′ =⋃J ′∈S ′ KJ ′ . Then S′ is a shape, and A′
is a Phan sub-amalgam in A of shape S′. By the inductive assumption there is a (unique)
unambiguous covering Phan amalgam (A˜′ =⋃J ′∈S ′ K ′J ′ ,π ′) of A′. We will construct an
unambiguous covering (A˜,π) of A by gluing a copy of LJ to A˜′ and by extending π ′ to
the new member of the amalgam. To glue LJ to the amalgam A˜′ we need to construct an
isomorphism from the sub-amalgam B =⋃J ′⊃J K ′J ′ of A˜′ onto the corresponding amal-
gam C =⋃J ′⊃J LJ ′ of proper subgroups of LJ . By the definition of a Phan amalgam there
is a homomorphism ψ from LJ onto KJ mapping C onto D =⋃J ′⊃J KJ ′ . Note that D
is a Phan amalgam of shape {J ′ | J ′ ⊃ J }. Note further that (B,π ′|B) and (C,ψ) are two
unambiguous coverings of D. By induction, the uniqueness of the unambiguous covering
holds so that there is an amalgam isomorphism φ from B onto C such that ψφ = π ′|B .
The map φ tells us how to glue LJ to A˜′ to produce A˜, and furthermore, as π we can
take the union of ψ and π ′. The condition ψφ = π ′|B guarantees that ψ and π ′ agree on
the intersection B = C (identified via φ). Finally, notice that A˜ is an unambiguous Phan
amalgam of type S, so (A˜,π) is an unambiguous covering of A.
This completes the proof of the existence of an unambiguous covering A˜. Now we
will prove the uniqueness. Suppose we have two such coverings B˜ =⋃J∈S BJ and C˜ =⋃
J∈S CJ with corresponding amalgam homomorphism π1 and π2 onto A. Select J as in
the previous paragraph, and define S′ = S \ {J }. Let A′, B˜′ and C˜ ′ be the sub-amalgams of
shape S′ in A, B˜ and C˜, respectively. By induction, there exists an isomorphism φ from B˜′
onto C˜ ′ such that π1|B˜′ = π2|C˜′φ. It suffices to extend φ to BJ .
We have two cases. First, let us assume that the decomposition ∆J has more than one
summand of dimension greater than two. In this case, BJ ∼= CJ ∼= LJ is isomorphic to a
direct product of LJ ′ and LJ ′′ for suitable supersets J ′ and J ′′ of J . Clearly φ is already
known on BJ ′ and BJ ′′ , and so φ extends uniquely to BJ . Since every member BK with
K ⊃ J is a direct product of its intersections with BJ ′ and BJ ′′ , this extension, which
we will also denote by φ, will be a well-defined amalgam isomorphism from B to C , and
furthermore, π2 = π1φ.
In the second case, ∆J has a unique summand of dimension m greater than two. In this
case BJ ∼= CJ ∼= LJ is isomorphic to SUm(q2) or Sp2m(q). Choose an arbitrary isomor-
phism ψ :BJ → CJ , and consider the following map α from KJ to KJ : for u ∈ KJ , α(u)
is defined to be π2ψπ−11 (u). Notice that α is a well-defined automorphism of KJ , because
the fibers of π1 are cosets of the kernel of π1, and ψ takes them to cosets of the kernel of π2
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the cyclic centers of BJ and CJ , respectively). Notice that every automorphism of KJ lifts
to a unique automorphism of LJ which is isomorphic to SUm(q2) or Sp2m(q). Thus, there
is an automorphism β of CJ such that π2|CJ β = απ2|CJ . Define θ :BJ → CJ as β−1ψ .
First of all we have π1|BJ = π2|CJ θ . Indeed, π2|CJ θ = π2|CJ β−1ψ = α−1π2|CJ ψ =
π1|BJ ψ−1π−12 |KJ π2|CJ ψ = π1|BJ . Second, for every J ′ ⊃ J we have that θ−1φ|BJ ′ is
a lifting to BJ ′ of the identity automorphism of KJ ′ , and hence it is the identity. For
θ−1φ = ψ−1βφ = ψ−1π−12 απ2φ = ψ−1π−12 π2ψπ−11 π2φ = π−11 π2φ = id (to enhance
legibility we omitted the restrictions). This shows that φ and θ agree on every subgroup
BJ ′ , which allows us to extend φ to the entire B˜ by defining it on BJ as θ . 
In view of the preceding proposition let A =⋃{i,j}∈I KI\{i,j} be a noncollapsing, un-
ambiguous Phan amalgam of type Cn and of shape S2. We will prove the uniqueness of A
(up to isomorphism) in a series of lemmas. Clearly, when n = 2 the amalgam is unique by
definition.
The case n = 3
Since A is unambiguous, each subgroup KI\{i} coincides with KI\{i,j} ∩ KI\{i,k}
for {i, j, k} = {1,2,3}. We want to prove the uniqueness of the amalgam A = K{1} ∪
K{2} ∪ K{3}. Recall the isomorphisms K{1} ∼= Sp4(q), K{2} ∼= SU2(q2) × SU2(q2), K{3} ∼=
SU3(q2), K{1,2} = K{1} ∩K{2} ∼= Sp2(q), K{1,3} = K{1} ∩K{3} ∼= SU2(q2), K{2,3} = K{2} ∩
K{3} ∼= SU2(q2). Assume there exists another amalgamA′ = K ′{1} ∪K ′{2} ∪K ′{3}. According
to Goldschmidt’s Lemma 2.7 of [3] the amalgams B = K{1} ∪ K{3} and B′ = K ′{1} ∪ K ′{3}
are isomorphic via some amalgam isomorphism ψ , since any automorphism of K{1,3} is in-
duced by an automorphism of K{3}. (Goldschmidt’s lemma states that there is a one-to-one
correspondence between the different isomorphism types of amalgams P1
φ1←− B φ2−→ P2
and the double cosets A2\Aut(B)/A1 where Ai is the pullback of the stabilizer of φi(B) in
Aut(Pi) to Aut(B), i = 1,2.) Clearly, ψ(K{1,3}) = ψ(K{1} ∩K{3}) = K ′{1} ∩K ′{3} = K ′{1,3}.
The groups K{1,2} and K{1,3} form a standard pair in K{1}, and hence ψ(K{1,2}) and
K ′{1,3} = ψ(K{1,3}) form a standard pair in K ′{1} = ψ(K{1}). Certainly also K ′{1,2} and K ′{1,3}
form a standard pair in K ′{1}. Therefore, by Lemma 3.1, there exists an automorphism of
K ′{1} that maps ψ(K{1,2}) onto K ′{1,2} and that normalizes K ′{1,3}. Thus, we can assume
ψ(K{1,2}) = K ′{1,2}.
Before we can continue we have to study the amalgam A a bit more carefully. De-
fine D1 = NK{2,3} (K{1,3}) (both groups K{1,3}, K{2,3} considered as subgroups of K{3}) and
D3 = NK{1,2}(K{1,3}). Since K{1,3} and K{2,3} form a standard pair in K{3}, it follows by
Lemma 3.6 that D1 has order q + 1, and it is a maximal torus in K{2,3} ∼= SU2(q2). Sim-
ilarly, D3 is a maximal torus of order q + 1 in K{1,2} ∼= Sp2(q) by Lemma 3.7. We also
define D12 = NK{1,3}(K{2,3}) and D32 = NK{1,3}(K{1,2}). Again, these are two maximal tori
of size q + 1 in K{1,3} ∼= SU2(q2), by Lemma 3.6, respectively Lemma 3.7. The following
lemma gives us an extra condition on A that holds because A does not collapse.
Lemma 4.2. Let q = 2. Then we have D1 = D3.2 2
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A to G. Since A is noncollapsing, we may assume that π is injective on every KI\{i}, by
Lemma 3.4. Observe that Di2 = CK{1,3}(Di) for i = 1,3. Thus, π(Di2) = Cπ(K{1,3})(π(Di)).
Since D1 and D3 commute elementwise in K{2}, we have that π(D1) and π(D3) commute
elementwise as well. Since K{1,3} is invariant under D1 = NK{2,3}(K{1,3}) (in K{3}) and
since π is injective on K{1,3} (by Lemma 3.4), it follows that D32 = CK{1,3}(D3) is invariant
under D1 (again as subgroups of K{3}) and π(D32) = Cπ(K{1,3})(π(D3)) is invariant under
π(D1). (We need the injectivity of π for the following argument: D1 and D3 commute as
subgroups of K{2}. The group K{1,3} is invariant under D1 as a subgroup of K{3}. Since K{2}
and K{3} are not contained in a common group of the amalgamA, we cannot conclude that
D1 leaves D32 invariant. However, in G, since K{1,3}, D1, D3, D
3
2 are embedded via π , we
can draw that conclusion.) Notice that D32 and D1 are both cyclic of order q + 1. Since the
order of Aut(Cq+1) equals Euler’s ϕ(q +1) which is smaller than q +1, the group D1 con-
tains a nontrivial element d acting trivially on D32 . We have D
1
2 = CK{1,3} (D1) = CK{1,3}(d).
Indeed, if U is the natural module of the group K{3} ∼= SU3(q2) with orthonormal basis v1,
v2, v3 and K{2,3} = CK{3}(v3), K{1,3} = CK{3}(v1), then D1 is of the form diag(a, a−1,1)
with a¯ = a−1 and D12 is of the form diag(1, b, b−1) with b¯ = b−1, cf. Lemma 3.6. It is clear
that the only elements of K{1,3} commuting with the nontrivial element d of D1 are those
contained in D12 , so D
3
2 D12 , and hence D32 = D12 as both groups are of order q + 1. 
In view of the lemma we write D2 for D12 = D32 . Since NK{1,3}(K{2,3}) = D12 = D2 =
D32 = NK{1,3}(K{1,2}) (Lemma 4.2; A, A′ are noncollapsing), the considerations made be-
fore Lemma 4.2 imply ψ(D2) = D′2. Notice that D′2 is cyclic of order q + 1 = 2 and let
d be a generator of D′2. Denote by W the natural three-dimensional module of K ′{3}, and
recall that K ′{1,3} and K ′{2,3} form a standard pair of K ′{3}. As D′2  K ′{1,3}, the group D′2
fixes a nonsingular vector u (of length 1) of W fixed by K ′{1,3}. Since D′2 normalizes K ′{2,3},
it also stabilizes 〈v〉, where v is a nonsingular vector (of length 1) of W fixed by K ′{2,3}.
Moreover, since K ′{1,3} and K ′{2,3} form a standard pair, u is perpendicular to v (in W ). Let〈w〉 be the one-dimensional subspace of W that is perpendicular to both u and v; assume
w has length 1. Then u, v, w is an orthonormal basis of W , and d acts diagonally with
respect to that basis with eigenvalues 1, a, a−1. Since the order of d is q + 1 = 2, we
have a = a−1, so the one-dimensional subspaces of W stabilized by d are precisely 〈u〉,
〈v〉, 〈w〉. It follows, since D′2 = ψ(D2) = Nψ(K{1,3})(ψ(K{2,3})) = NK ′{1,3}(ψ(K{2,3})), that
ψ(K{2,3}) is the stabilizer of either v or w. In the former case we have ψ(K{2,3}) = K ′{2,3},
and we have provedA∼=A′ (since K{2} = K{1,2} ×K{2,3} and K ′{2} = K ′{1,2} × K ′{2,3}).
In the latter case consider the element g of K ′{1,3} whose matrix with respect to the basis
u, v, w has the form

1 0 00 0 −1

 .0 1 0
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By the defining relation A−1 = A¯T of unitary matrices the action of contragredient au-
tomorphism of K ′{1,3} coincides with the field involution. Therefore, we can define an
automorphism α of B′ that acts trivially on K ′{1} and as the composition of the field au-
tomorphism and conjugation by g on K ′{3} (by the above this automorphism acts trivially
on K ′{1,3} = K ′{1} ∩K ′{3}). Moreover, α interchanges 〈v〉 and 〈w〉, so it maps ψ(K{2,3}) onto
K ′{2,3}.
We have achieved the following.
Proposition 4.3. Let q = 2. If n = 3, then the unambiguous, noncollapsing Phan amalgam
A of type Cn and of shape S2 is unique up to isomorphism.
Remark 4.4. The ambiguity that ψ(K{2,3}) may be the stabilizer of either v or w also
occurs in analoguous form in [2]. There the existence of this ambiguity is not surpris-
ing and, in fact, has to be expected from the Phan amalgam K{1,2} ∪ K{1,3} ∪ K{1,4} ∪
K{2,3} ∪K{2,4} ∪K{3,4} inside the group SO8(q) with K{2,4} ∼= K{2,3} ∼= K{3,4} ∼= SU3(q2),
K{1,i} ∼= SU2(q2) × SU2(q2) for i = 2,3,4. In the case at hand however, I have no idea,
whether there does or does not exist a group admitting a Phan amalgam as above where
the isomorphism type of at least one of K{2,4}, K{2,3}, K{3,4} is Sp4(q).
The case n > 3
We will proceed by induction on n, using the case n = 3 as basis. Let n > 3 and let A
be an unambiguous, noncollapsing Phan amalgam of type Cn and of shape S2.
Lemma 4.5. Let q = 2. Then there exists a unique amalgam B =A∪H1 ∪H2 where H1 ∼=
SUn(q2) is generated by the subgroups KI\{i,j}, 1 i < j  n − 1, and H2 ∼= Sp2n−2(q)
is generated by the subgroups KI\{i,j}, 2 i < j  n.
Proof. Let B1 =⋃1i<jn−1 KI\{i,j}, B2 =⋃2i<jn KI\{i,j}, and C = B1 ∩ B2. By
Theorem A.1 the amalgam B1 is isomorphic to the amalgam found in SUn(q2) and by
the inductive assumption B2 is isomorphic to the amalgam found in Sp2n−2(q). More-
over, there exist injective completion maps π1 :B1 → H1 and π2 :B2 → H2. We want
to glue H1 and H2 to A via the maps π1 and π2. Notice that π1 and π2 send C into
subgroups K1  H1, respectively K2  H2 that are isomorphic to SUn−1(q2). Since the
copies of C in K1 and K2 are standard Phan amalgams of type An−2, there is an isomor-
phism φ :K1 → K2 that takes π1(C) to π2(C). Let ψ be the restriction of φ to C . Consider
A1 = π1(C) andA2 = π2(C) together with their embeddings into K1, respectively K2. Ap-
plying Lemma 3.10 with φ and ψ as above and ψ ′ = π2|C(π1|C)−1, there exists a unique
isomorphism φ′ :K1 → K2 such that φ′|A1 = ψ ′. Thus, φ′|A1π1|C = π2|C . Identifying K1
with K2 via φ′ we obtain our unique amalgam B. 
Let us now turn to the uniqueness of the amalgamA. Suppose we have two noncollaps-
ing, unambiguous Phan amalgams A and A′ of type Cn and of shape S2. Extend A and
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by Goldschmidt’s Lemma 2.7 of [3] there exists an isomorphism φ from H1 ∪ H2 onto
H ′1 ∪H ′2. By Theorem A.1 the KI\{i,j}, 2 i < j  n− 1, form a standard Phan amalgam
of type An−2 in H1 ∩ H2; similarly the K ′I\{i,j}, 2 i < j  n − 1, form a standard Phan
amalgam of type An−2 in H ′1 ∩ H ′2. This implies that
⋃
2i<jn−1
K ′I\{i,j} and
⋃
2i<jn−1
φ(KI\{i,j})
are standard Phan amalgams of type An−2 in H ′1 ∩ H ′2. The two amalgams correspond to
two choices of an orthonormal basis in the natural unitary space for H ′1 ∩ H ′2. Correcting
φ, if necessary, by an inner automorphism of H ′1 ∩ H ′2, we may assume that φ(KI\{i,j}) =
K ′I\{i,j} for 2 i < j  n− 1. Also, since
φ
(〈KI\{3}, . . . ,KI\{n−1}〉)= φ(〈KI\{3,4}, . . . ,KI\{n−2,n−1}〉) (recall that n > 3)
= 〈K ′I\{3,4}, . . . ,K ′I\{n−2,n−1}〉= 〈K ′I\{3}, . . . ,K ′I\{n−1}〉,
we have
φ(KI\{1}) = φ
(
CH1
(〈KI\{3}, . . . ,KI\{n−1}〉))= Cφ(H1)(φ(〈KI\{3}, . . . ,KI\{n−1}〉))
= CH ′1
(〈
K ′I\{3}, . . . ,K ′I\{n−1}
〉)= K ′I\{1}
and, by a similar argument, φ(KI\{n}) = K ′I\{n}. Therefore φ extends to an isomorphism
from A to A′. Indeed, φ is already defined on all KI\{i,j} with 2  i < j  n − 1. Also,
inside H ′1 we see that φ(KI\{1,i}), i < n, is K ′I\{1,i}, since KI\{1,i} = 〈KI\{1},KI\{i}〉. Sim-
ilarly, in H ′2 we see that φ(KI\{i,n}), 1 < i , is K ′I\{i,n} . It remains to realize that KI\{1,n} is
the direct product of KI\{1} and KI\{n} so that φ extends to an isomorphism of A to A′.
Thus we have shown:
Proposition 4.6. Let q = 2. If n > 3, then the unambiguous, noncollapsing Phan amalgam
A of type Cn and of shape S2 is unique up to isomorphism.
We leave the proof of uniqueness for arbitrary shape to the reader. Theorem 1 follows.
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Let us finish the present article with a discussion of Phan amalgams and Phan sys-
tems of type An. For more details see Bennett and Shpectorov [2], where everything
contained is this section is borrowed from. We start with the structure of the parabolics
in the case of G = SUn+1(q2) acting on the geometry N of nondegenerate subspaces
of the natural module of G. By Witt’s theorem G acts flag-transitively on that geom-
etry. Let B = {e1, . . . , en+1} be an orthonormal basis in the natural unitary space V
for G. Without loss of generality, we may assume that this is the standard basis so that
every element of G is naturally an (n + 1) × (n + 1) unitary matrix. Choose a maximal
flag F , say U1,U2, . . . ,Un, where Ui = 〈e1, . . . , ei〉. Notice that every subspace Ui is
nondegenerate; hence F is indeed a maximal flag of N . Choose a subflag F0 of F , say
F0 = {Ui1 ,Ui2, . . . ,Uik }. Without loss we assume that i1 < i2 < · · · < ik . This subflag cor-
responds to a decomposition V = Ui1 ⊕ (Ui2 ∩ U⊥i1 ) ⊕ (Ui3 ∩ U⊥i2 ) ⊕ · · · ⊕ U⊥ik . Let us
denote the members of this decomposition by V0, . . . , Vk , so that Vj = 〈eij+1, . . . , eij+1〉
for j = 0, . . . , k, where i0 = 0 and ik+1 = n+ 1.
A decomposition V =⊕Vi is called compatible with B if each Vi is spanned by a
subset of B of the form {ej , ej+1, . . . , ek} for some 1  j  k  n + 1. The compatible
decompositions are indexed by subsets of the set I = {1, . . . , n}. Indeed, a subset J =
{i1 < i2 < · · · < ik} of I defines the decomposition with the following k + 1 summands:
V0 = 〈e1, . . . , ei1〉, V1 = 〈ei1+1, . . . , ei2〉, . . . , Vk = 〈eik+1, . . . , en+1〉. We denote the de-
composition corresponding to the subset J by ∆J . Let, as above, F = {U1,U2, . . . ,Un},
where Ui = 〈e1, . . . , ei〉. If F0 = {Ui1,Ui2, . . . ,Uik } is the subflag of F then the type of F0
is exactly the set J . The relation between F0 and the decomposition ∆J can be described
as follows: to find F in terms of ∆J we set Uij =
⊕j
s=1 Vs . Conversely, ∆J is obtained
from F by taking V0 = Ui1 , V1 = Ui2 ∩U⊥i1 , . . . , Vk−1 = Uik ∩ U⊥ik−1 , and Vk = U⊥ik .
For a nondegenerate subspace U of V , let SU(U) denote the subgroup of G consisting
of all elements stabilizing U and acting trivially on U⊥. Clearly SU(U) ∼= SUm(q2), where
m = dimU . For J ⊆ I , let LJ =∏SU(Vi) where V =⊕Vi is the decomposition ∆J .
Notice that if F0 is the subflag of F of type J , then the parabolic GF0 is equal to LJD,
where D is the Borel subgroup corresponding to F . The level of a subgroup LJ is by
definition n− |J |. Clearly, the level of LJ coincides with the rank of the parabolic GF0 .
Let S be a subset of the powerset of I = {1, . . . , n} closed under supersets (that is, if
A ∈ S then every B with A ⊂ B ⊆ I is also in S). The standard Phan amalgam of type
An and of shape S is the amalgam AˆAS =
⋃
J∈S LJ . In the particular case where S = Sk
consists of all subsets J ⊂ I with |J¯ | k, we will call AˆAS the standard Phan amalgam of
type An and of level k and will denote it AˆAk = AˆA(n, k, q). This is the amalgam formed
by all the subgroups LJ of level at most k. The shape Sk will be called the straight level k
shape. If S ⊇ Sk then we say that S is of level (at least) k.
By an arbitrary Phan amalgam of type An and of shape S we will understand an amal-
gam A=⋃J∈S UJ where UJ is a group isomorphic to a quotient of LJ over a subgroup
of the center of LJ . Furthermore, if J ⊂ J ′, then we require that UJ ′ be contained in UJ ,
namely, that UJ ′ be the image of LJ ′ under the natural homomorphism from LJ onto UJ .
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subgroups Ui ∼= SU2(q2), i = 1,2, . . . , n and Ui,j , 1  i < j  n so that the following
hold:
(wP1) if |i − j | > 1 then Ui,j is a central product of Ui and Uj ;
(wP2) for i = 1,2, . . . , n−1, Ui and Ui+1 are contained in Ui,i+1, which is isomorphic to
SU3(q2) or PSU3(q2); moreover, Ui and Ui+1 form a standard pair in Ui,i+1; and
(wP3) the subgroups Ui,j , 1 i < j  n, generate G.
Note that we added (wP3) instead of just saying that the Ui ’s generate G for the sake
of the case q = 2. When q = 2, SU3(22) is not generated by a standard pair of subgroups
SU2(22); this fact influenced the wording of the entire definition: notice that we did not
introduce Ui,j as 〈Ui,Uj 〉—exactly in order to allow the case q = 2. It is easy to see
that conditions (P2) and (P3) imply that Ui and Ui+1 form a standard pair in Ui,i+1 =
〈Ui,Ui+1〉. Hence every Phan system leads to a weak Phan system.
In the above setting the following theorems hold:
Theorem A.1 [2]. Let n 3 and let A be a noncollapsing Phan amalgam of type An and
of shape S ⊇ S2 over Fq2 . Then the unique unambiguous covering A˜ of A is isomorphic
to the standard Phan amalgam AˆAS of type An.
Theorem A.2 [2]. Let q > 3. If G contains a weak Phan system of type An then G is
isomorphic to a factor group of SU(n+ 1, q2).
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