Abstract-Instead of using global-appearance information for visual tracking, as adopted by many methods, we propose a tracking-by-parts (TBP) approach that uses partial appearance information for the task. The proposed method considers the collaborations between parts and derives a probability propagation framework by encoding the spatial coherence in a Bayesian formulation. To resolve this formulation, a TBP particle-filtering method is introduced. Unlike existing methods that only use the spatial-coherence relationship for particle-weight estimation, our method further applies this relationship for state prediction based on system dynamics. Thus, the part-based information can be utilized efficiently, and the tracking performance can be improved. Experimental results show that our approach outperforms the factored-likelihood and particle reweight methods, which only use spatial coherence for weight estimation.
In addition, to deal with the nonlinear and/or non-Gaussian properties of real-world problems, particle filtering is a successful method that has been widely used [4] , [5] . Based on particle filtering, Ross et al. [3] employed the probabilistic principal component analysis (PCA) to represent target likelihoods by eigenbases. Their method utilizes the Riemannian singular value decomposition algorithm to incrementally update the bases for lighting changes. As well as probabilistic PCA, other learning/classification methods (e.g., support vector machine in [2] ) have been applied in tracking tasks to help define the targetlikelihood function.
Even though a learning process can be used to incrementally model an object's appearance, handling partial occlusions is still a challenging problem. To address this issue, the focus of several studies has shifted to part-based representation. Recent advances in computer vision have shown that partbased approaches are effective for object detection and recognition [6] , [7] . In such approaches, an object is represented as a collection of parts or components. By identifying the local parts and considering their interrelationships, better detection or identification results can be achieved. The partbased strategy is also used for single-object tracking. Using factored-likelihood estimation for likelihood measurement, Perez et al. [8] suggested a method that tracks a target using single-chain particle filtering. Under this model, an observation is divided into two independent parts that differ in appearance. Sigal et al. [9] developed a tracking method that locates a target's components by using nonparametric belief propagation (NBP) for iterative measurement based on the spatial constraints of the target. Recently, Hua and Wu [10] addressed the issue of inconsistency in observation measurement for part-based tracking based on factored-likelihood measurement. The approach evaluates inconsistency by using the similarity among neighboring components, and ignores inconsistent parts in the likelihood measurement. In [11] , Yu and Wu used Gaussian mixtures to model the appearance of a target, and proposed an expectation-maximization-based algorithm to estimate the transformation by maximizing the likelihood among appearances.
The aforementioned methods focused on the observation measurement to improve the tracking performance. Although a target is divided into several components, they assumed that these components are with an identical motion, and only used the components for observation measurement. In addition to dealing with the identical-motion case, multiple motions among components have also been considered in recent studies of multiobject tracking [12] [13] [14] or articulation tracking [15] , [16] . For lip tracking, Patras and Pantic [12] evaluated the measurement of lips based on the likelihoods of the individual components and further considered spatial coherence by reweighting the likelihood measurement based on the auxiliary particle filtering. A similar approach that uses joint-likelihood filters was also proposed by Rasmussen and Hager [13] . In [14] , Qu et al. exploited the interactive collaboration among objects to resolve the error merge and mislabeling problems in multiobject tracking. The method employs a magnetic-inertial model to estimate the interactive likelihood. To track articulated hand movements, Sudderth et al. [15] used multiple independent trackers for each hand articulation and applied NBP to adjust particle locations iteratively in order to obtain better estimations. Instead of NBP, Wu et al. [16] suggested using variational analysis to cope with a loopy Markov network in order to maintain spatial coherence during tracking. Although the methods in [15] and [16] can handle spatial coherence well, they tend to be time consuming because an iterative process is required in each time step.
Part-based approaches have proved effective in enhancing the tracking performance, but many of them only utilized the spatial-coherence information for improving the observation likelihood or particle weight. When the location of a component is mistracked (as in the case of occlusion), it is difficult for this type of approach to recover the state. Even though the beliefpropagation-based scheme can be exploited to adjust particle locations, maintaining spatial coherence based on the wrong location (or the outliers of locations) in the same time step usually requires a considerable number of iterative refinements.
In this paper, we propose a Bayesian probability propagation framework to maintain the spatial coherence. Unlike previous approaches in which the spatial-coherence relationship does not affect the dynamic model, our approach allows the components' locations to be predicted based on spatial-coherence information during tracking. State recovery is thus more efficient. In our approach, spatial coherence is considered not only in particleweight estimation but also for temporal-based propagation. This is one of the major differences between our approach and those that only employ spatial coherence for likelihood refinement and particle adjustment in each individual time step [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . By further encoding the spatial relationship in a dynamic model, we provide a novel framework that uses partbased spatial information for visual tracking.
The remainder of this paper is organized as follows. Section II introduces tracking-by-parts (TBP) particle filtering, and Section III describes its dynamic distribution. The component representation method and likelihood models are presented in Section IV. The experimental results are detailed in Section V. Then, in Section VI, we summarize our conclusions and indicate the direction of our future work.
II. TBP PARTICLE FILTERING
Since stagewise estimation is essential for tracking, a tracking task is usually modeled as a state estimation problem; particle filtering is a popular technique for solving this problem. Given a chain of observations, Z t = {z 1 , . . . , z t }, particle filtering estimates state x t of a single-chain Bayesian network (BN), as shown in Fig. 1 . A straightforward way for multicomponent tracking is to represent each component as a single-chain BN and use particle filtering to track each component. This yields a BN consisting of c independent chains, as shown in Fig. 2 , where c is the number of components. In this framework, the motions of components are assumed to be independent. This assumption has been adopted by many multiobject-tracking methods [18] [19] [20] .
In the framework shown in Fig. 2 , however, the state at time t is only influenced by the state of the same component at time t − 1. The previous state of a component thus plays a decisive role in estimating the current state of the same component. This means that tracking is difficult to recover when drift occurs, even when properly tracked components give useful hints to the other mistracked components.
To overcome this limitation, we consider the new BN shown in Fig. 3 By introducing these extra edges, the BN can no longer be treated as a set of independent chain-based BNs. The advantage is that cross-references are allowed, and the spatial coherence among components can thus be considered and propagated. Note that when the extra edges are disabled by setting the statetransition probability to
the BN in Fig. 3 degenerates to that in Fig. 2 . Therefore, our framework is an extension of the existing particle-filtering method applied to state estimation of a dynamic system, where the components can be either dependent or independent.
We call the BN in Fig. 3 a TBP-BN. The state-estimation problem involved in TBP-BN is not suitable to be solved directly by the particle filtering developed for single-chain BN. We thus address the following questions.
1) How can probabilities be propagated so that the posterior distribution can be found for TBP-BN? 2) How can the inference of TBP-BN be performed efficiently? We consider these two problems in the following.
A. Bayesian Probability Propagation
The posterior probability of TBP-BN can be resolved by
. Equation (4) thus shows how the posterior probability propagates from time t − 1 to time t in TBP-BN. To avoid the integral in (4), which is computationally intractable, particle filtering can be introduced to estimate the posterior distribution. A set of weighted particles {(s t;n , π t;n ), n = 1, . . . , N} is used to represent the posterior p(x t |Z t ), where s t;n , n = 1, . is represented by a d-dimensional vector. In the following, we show that the structure of TBP-BN allows this joint conditional probability to be simplified, and a more efficient sampling procedure can be inferred in lower dimensional spaces.
B. Inference of TBP-BN
From the diverging connection property of a BN, as shown in Fig. 4 , nodes B and C are conditionally independent if A is observed. Relating this property to Fig. 3 ) is the proposal function for importance sampling based on the generic particle-filtering scheme [4] .
Substituting (5) into (4), we have
Equations (5) and (6) 
Composing the c lower dimensional particles into a single vector thus forms a particle of the dynamic model in the D-dimensional joint-probability space. An illustration of this concept with c = 2 is shown in Fig. 5 .
The advantages of generating particles in this way are twofold. First, drawing particles from a lower dimensional space is more efficient. We thus avoid the difficulty of generating particles in a high-dimensional space. Second, since the number of particles grows exponentially with the number of components c, if we draw M particles in each lower dimensional space, we can get M c particles of the joint conditional probability in the original D-dimensional space. Note that this could be a huge number that would be impossible to sample directly in the original space when c is large. However, by using the independent-sampling strategy, we only need to perform c · M sampling operations in lower dimensional spaces, instead of generating M c particles in a higher dimensional space. Since the likelihood is also formed by the products of the individual likelihoods [as shown in (3)], we can separate them in a similar manner to that in the dynamic model. We thus introduce the following particle-filtering framework for TBP-BN, which is a preliminary version of our algorithm:
For each component i ∈ {1, . . . , c}, we form a set of weighted particles
where s i t;n is a particle and π i t;n is its associated weight for component i. The relationship among the weighted particles of the joint posterior probability and the individual components is formulated as follows. The weighted particles of the joint posterior probability, {(s t;n , π t;n ), n = 1, . . . , N }, are represented by the combination of particles derived from each component
where "×" denotes the Cartesian product, i ∈ 1, . . . , where i ∈ 1, . . . , N 1 , j ∈ 1, . . . , N 2 , and k ∈ 1, . . . , N c . We call the aforesaid method of inferring TBP-BN by weighted particles TBP particle filtering. Table I lists the process of TBP particle filtering for each component i, where the resampling procedure [4] is adopted in our work to avoid the degeneracy problem as suggested in many particle-filtering-based methods. As the illustration in Fig. 5 shows, although only i=1,...,c N i times of sampling operations are performed in this scheme, N = i=1,...,c N i particles are equivalently generated to represent the joint posterior probability.
C. Refinement of the Particle Weights by Spatial Relationships
In the previous discussion, we showed how to encode spatialcoherence information into the dynamic model of TBP-BN for part-based tracking. In addition to its use in the dynamic model, the spatial relationship can also be applied to refine the particle weights. The preliminary version of our algorithm introduced earlier only uses the likelihood for particle-weight estimation, which can be further refined by intercomponent relationships. Typically, standard belief-propagation algorithms [21] , or other variations [22] [23] [24] , can be applied to refine the particles iteratively. They can be performed by forming a treelike or a loopy graph among the components in advance, where each node of the graph represents a component and the edges model the compatibility constraints established by the spatial relationship between two nodes. Many previous works have applied this scenario to component-based tracking [9] , [15] [16] [17] , [25] . However, the computational load is very heavy for these iteration-based approaches.
Inspired by the work of Patras and Pantic [12] , we derive a more efficient particle-reweighting strategy by assuming that there are some further links representing the interdependences among components at the same time step (the dash-dotted arcs in Fig. 6 ). In [12] , a particle-reweighting method was derived by further considering these links based on the auxiliary particle-filtering scheme. In our approach, we derive the reweighting strategy based on the generic particle-filtering scheme [4] .
When the dependency among components of the same time has been incorporated, as shown in Fig. 6 , the particle weight 
where
Hence, the particle weight is proportional to the product of the likelihoods and the ratio factor defined next
The denominator of the ratio factor is the product of marginal probabilities, which reflects the probability when we consider different x i t independently. On the other hand, its numerator is the joint probability, which considers the interdependences between different x i t . Hence, the reweighting process prefers particles for which the joint probability is higher than the product of the marginal probabilities. The stronger is the interdependences between components, the larger is the numerator, and thus the higher is the particle weight.
Since the resampling procedure [4] is used, as shown in Table I , the particle weight in (10) can be rewritten as
It is worth noting that, although both the method in [12] and our approach reweight the particles based on intercomponent relationships, a significant difference is that the approach in [12] does not consider the intercomponent relationships in the transition model. Although a general graphic model was established, this method simply used the intracomponent propagation, p(x i t |x i t−1 ), in its transition model (as described in [12, Section 3.3, first paragraph]). However, our approach considers both intra-and intercomponent propagations in the transition model. The collaborative transition model formulated can help predict the component states in the next time step. This makes our method capable of recovering the component state when the tracker drifts. We have also experimentally verified that our method performs better than that of [12] in Section V. Since collaboration among components can influence both the dynamic propagation and particle-weight estimation, our framework can be viewed as a general model for part-based tracking.
III. DYNAMIC DISTRIBUTION
In order to consider the collaboration among components in (5), we formulate the dynamic model in this section. Inspired by some previous works [17] , [18] and without loss of generality, we define the dynamic model as a mixture distribution 
are generated by PSTOC. In this formulation, we want to generate not only intracomponent particles but also intercomponent particles, so that the coherence relationships can be employed to boost the tracking performance. Hence, in TBP particle filtering, the particle set for the ith component at time t is the union of two sets, namely, {ŝ i t;k } and { s i t;k }. In the illustration in Fig. 7 , we show the concept of particle distributions of these two sets. The middle region represents the particles {ŝ Consider the pairwise constraint that is often used to model the distance between two components. It is suitable for applications such as body-gesture tracking or articulated-hand tracking [15] , [16] . In this case, possible locations of each component at time t are predicted according to the Euclidean distances from each of the other components at time t − 1, and particles are sampled around those locations. In general, the pairwise constraint can be modeled by the following mixture distribution, where each term in the mixture involves two state variables, namely, x (14) and ω j is a positive weight. One way to model the distance constraint with the probability p(x i t |x j t−1 ) is to use a ringlike distribution, as shown by the blue region in Fig. 8(a) .
For triplet or higher order constraints, more than two components are considered simultaneously. In this case, strong geometric relationships, such as the angle constraint or similarity-transform constraint, can be considered. For example, a triple-node relationship can model the spatial constraint, where the angle formed by the ith, jth, and kth components, ∠x i x j x k , is approximately fixed, as shown in Fig. 8(b) . It can also model the similarity-transform constraint when we set x j as the origin of a coordinate system, and − −− → x j x k as its X-axis (with x j x k being the unit length), and determine its Y -axis as being perpendicular to the X-axis by the right-hand rule. Then, the coordinate of x i is fixed to the coordinate system thus defined. An illustration is shown in Fig. 8(c) .
To model the triplet constraint, we set the PSTOC by
which is similar to the pairwise case (14) , except that each term in the mixture involves three components, j, k = 1, . . . , c) , instead of two. Similarly, the constraints involving more nodes can be induced easily by generalizing (14) and (15) . Illustrations of the triplet constraint and higher order constraints are shown in Fig. 9(a) and (b) , respectively. In practice, what kind of constraints is suitable is problem dependent. In general, it is also allowed to combine pairwise, triplet, and higher order constraints in a single mixture to represent the PSTOC. One can see that the relationship among components is not restricted to a particular form but is generally unlimited in our approach. Note that standard belief-propagation-based methods of adjusting particle locations at the same time step were designed for pairwise Markov random fields. To employ high-order constraints, the original graph topology has to be changed by adding function nodes via the factor-graph principle [26] , and the complexity will be further increased. Unlike the standard belief-propagation algorithm used for message passing that can employ only pairwise relationships between components, various spatial constraints can be directly encoded into the PSTOC, which is a general advantage of the TBP-BN formulation.
B. Variations of the Dynamic Model
We have introduced the filtering distributions of the TBP-BN dynamic model. Some possible variations of the dynamic model are addressed hereinafter.
1) Partial Connections:
The TBP-BN shown in Fig. 3 is fully connected between adjacent layers, i.e., all the components at time t − 1 and time t are connected to each other. This forms a complete graph among components if we do not consider the time difference.
In many applications, it is not necessary to represent the spatial relationship among components by a complete graph. Thus, we only need to build a partially connected bipartite graph between adjacent layers in Fig. 3 . Our approach allows a partially connected graph to be built for TBP-BN. The only restriction is that all the links associated with the same component, i.e., the links between x i t−1 and x i t , i = 1, . . . , c, must be present. In an extreme case, when only these edges are included, the TBP-BN degenerates to c independent chains, as formulated in (1) .
Note that the filtering distributions of the dynamic model, no matter whether they are pairwise, triplet, or higher order, can still be well represented for the partially connected case if the cardinality support is sufficient. The cardinality support of a component at time t is defined as the number of its incoming links from time t − 1. More formally, when the cardinality support of a component is m, we can set an m 1 th-order constraint among the associated nodes when m 1 ≤ m (e.g., when m = 3, pairwise and triplet constraints can be set). With this extension, our approach can be easily generalized to process all partially connected cases, under the same concept of the TBP particlefiltering algorithm presented in Section II-B.
2) Fixed Versus Time-Varying Spatial Coherence:
In the previous discussion on spatial constraints, we inherently assume that the spatial-coherence relationship is fixed during tracking. This is a limitation of our current approach; the relationship is not always fixed but may vary over time in some applications. For the tracking problems containing significant scale changes or 3-D rotations, it will be better to adapt the observation model and/or the spatial relationship over time so as to enhance the tracking performance. In our framework, there can be no restrictions on the time invariance/variance of the spatialcoherence constraints in TBP particle filtering. By adapting a spatial constraint set initially, the spatial relationship can be adjusted or learned incrementally over time, similar to the techniques used in adaptive appearance models based on a singlechain BN [3] . We will investigate the extension in the future.
IV. LIKELIHOOD AND PARTICLE-WEIGHT ESTIMATION
An important issue when dealing with a small region is how to represent its texture effectively and discriminatively. The color-histogram approach [1] , [12] is an option for textural description, but it is sensitive to illumination changes. To construct a representation to deal with varying illumination and avoid a complex learning process, we use local information to describe a component represented by an image patch. In recent years, many local representation methods have been proposed. Scale-invariant feature transform (SIFT) [27] is a popular local-descriptor technique. However, the need for a relatively long execution time is a limitation of SIFT. In contrast, Huang et al. [28] proposed a contrast-histogram approach in which the histogram is constructed based on intensity differences. The contrast-histogram description achieves a comparable image-matching performance to SIFT, but it is computationally faster. We adopt the contrast histogram [28] for component representation in our work.
A. Component Representation and Likelihood Measurement
In this section, we give a brief review of the contrast histogram in [28] and introduce the likelihood measurement used in our method based on the contrast histogram. Given an image patch T , let I C be the intensity of the center pixel of T . Assume that y is an arbitrary point in T with intensity I y . The contrast value C T (y) of pixel y is computed by
To achieve rotation invariance, the gradient orientation of the center of T is computed in advance, and the image patch T is rotated according to this orientation. T is then divided into several nonoverlapping subregions based on the log-polar coordinate system suggested in [29] . For the ith subregion T i , a two-bin histogram called the contrast histogram is constructed. The values accumulated in the positive bin are defined as
where R + i is the number of pixels with positive contrast values in the ith subregion.
Similarly, the values in the negative bin are defined as
where R (19) where r is the number of subregions. This vector is then normalized to a unit vector to overcome linear lighting changes. In the log-polar coordinate system applied in our work, there are 8 × 3 subregions for a circular image patch with a diameter of 21 pixels; thus, a 48(8 × 3 × 2)-dimensional vector is 
where σ 1 is a variance constant and H 0 and H t are the contrast-histogram representations at time zero and time t, respectively. A limitation of the contrast-histogram representation is that it does not perform very robustly on flat areas. Automatic featureselection techniques, e.g., Harris corner, can be used to avoid selecting such areas.
B. Particle Reweighting
In the aforementioned likelihood measurement, appearance information is used. However, in some tracking problems, the appearance of certain components may be very similar. Dividing a target into several local regions causes a problem in that the tracked states of similar components sometimes get trapped in the same location. To avoid this problem, the particle-reweighting scheme in (10) is used, where the ratio factor r(x t ; x t−1 ) is defined by employing spatial constraints, as shown in the following.
Our entire algorithm is given in Table II . In each iteration of this algorithm, the particle sets of each component at the previous time step, {(s In the reweighting scheme, distance constraints between pairs of components are learned from the previous tracking results. Let μ t;ij denote the distance constraint at time t, which is pregiven in the beginning of the tracking and is updated as the tracking algorithm keeps running as follows: (21) where α 1 ∈ [0, 1], d(·, ·) denotes the Euclidean distance and Ω t−1 is the tracking output of our algorithm at time t − 1. For the resampled particle set of the jth component, {s j t−1;n , n = 1, . . . , N j }, its expected value is computed by
Then, the ratio factor is estimated by the recent distance relationships between components in our implementation
By substituting (24) into (12), the particle weight for each component at time t is reweighted by
where s i t;n is the nth particle of the ith component at time t, n = 1, . . . , N i . Hence, for those particles whose distances to the other components are consistent to the distance constraints learned recently, the particle weights will be enhanced. By using this strategy, the reweighting is a soft spatial adjustment. We can image that there is a spring between components, resulting in a particle-weight readjustment step that is effective when ambiguity occurs. TABLE III  AVERAGE ERRORS IN THE STATE SPACE FOR THE FIRST EXPERIMENT (FIG. 10) 
V. EXPERIMENTAL RESULTS

A. Implementations
In this section, we present some experimental results to demonstrate the performance of TBP particle filtering. The motion types considered in the experiments are a combination of rough translations and in-plane rotations with slight scaling. Although the motion types are simple, they form strong spatialcoherence relationships that are suitable for demonstrating the effectiveness of our method. We employ the triplet constraint in the experiments to exploit the strong spatial coherence among the tracked components. The same experiments that employ only pairwise constraints have also been done for performance comparison. In our current work, we manually specified the image positions of the components in the first frame, and the spatial constraints are modeled based on these positions. We particularly focus on our approach's ability to deal with varying illumination conditions and partial occlusions. During tracking, TBP-BN is fully connected between layers. As discussed in Section III-B, these conditions can be varied in practice according to the application.
A similarity transform with 4 DOF (in-plane rotation, scaling, and 2-D translation) is used to form a triplet constraint
where L i denotes a possible location of the ith component estimated by the similarity transform computed by components j and k. The possible location of the ith component can then be predicted according to the transformation.
We perform a series of experiments and compare our approach with methods that use global information and independent-motion assumptions in the situation where significant occlusions and lighting variations occur. In our implementation, 200 particles are used for each component, and the diameter of the image patch of each component is 21 pixels. The state vector dimension of each component is set as two to identify the 2-D location of the component in an image, and α 0 in the proposal function (13) is set at 0.5. The distance parameter μ ij is initialized based on the average distance of the three initial frames, and the spatial difference is computed according to the function D(·) in (23) . For the convenience of comparing different methods, we choose the initial parts in our experiments manually. Of course, the proposed method can also be performed by selecting features automatically.
B. Results
In the first experiment, we apply the proposed method to track an object under substantial occlusions. In this sequence, there are 460 frames, and the resolution of a frame is 320 × 240. The target object is difficult to track since it moves behind another foreground object, resulting in very serious occlusions. The object is represented by 13 parts in the proposed method. For comparison, the global-appearance approach and the factored-likelihood approach [8] , [10] are implemented in a particle-filtering framework. The HSV color histograms suggested in [8] are used to represent the global appearance of the object. In the factored-likelihood approach, a global region is divided into fixed subregions. The partition of the subregions remains unchanged, and thus, strong spatial constraints among the subregions are imposed. The observation is estimated by multiplying the likelihoods of these subregions. In our experiment, the appearance is divided into 25 subregions uniformly. The results of global-appearance-based factored likelihood and our TBP-PF methods are shown in Fig. 10(a)-(c) , respectively. One can see that both the global-appearance-based method and the factored-likelihood method drift easily during tracking, particularly when occlusion occurs; however, the proposed TBP particle filtering successfully tracks the components, as shown in Fig. 10(c) . In this figure, the small rectangles represent the locations of the components.
To quantify the performance, numerical evaluations are performed. We measure the errors in the state space, and the ground truths are labeled manually in advance. The error is calculated from the average Euclidean distance between the target state and the ground truth in the 4-D state space including a 2-D location and a 2-D size. When our approach is compared with a global approach, a bounding box of all the components is calculated. The location and size of the bounding box are then treated as the predicted state in our method for evaluation. The evaluation results are listed in Table III . From these results, one can see that TBP particle filtering outperforms the other methods. In another experiment, we compare our method with some multicomponent-tracking methods. A grayscale sequence consisting of 30 frames is employed. Seven components are selected to represent the vehicle. In the first method, we assume that the spatial coherence among components is neglected by setting the component motions to be independent. A component is regarded as occluded when its likelihood is less than a given threshold, and its state will not be displayed. The results of independent-motion tracking are shown in Fig. 11(a) . Since spatial coherence is not considered, the components are easily trapped in a local minimum. Components of similar appearance also mislead the tracker when the vehicle passes by the lamppost. Second, the particle-reweighting method is used by applying the distance constraint in particle-weight estimation (as introduced in Section IV-B), so that the particle weights can be refined by the spatial constraints. In this method, the spatial coherence is used only for particle-weight refinement, but not for state prediction through system dynamics. Fig. 11(b) shows the results. Although the problem of components with similar appearance can be reduced by this method, it still cannot provide good results. In particular, a component's location is difficult to recover once it drifts. Finally, we adopt the proposed method, which encodes the triplet spatial coherence in the dynamics of the same sequence. Our method can resolve the difficulties caused by occlusions effectively, and convincing results are obtained, as shown in Fig. 11(c) . The method of applying pairwise constraints to system dynamics is also implemented for comparison. We show the numerical results of this experiment in the third column of Table IV , where the error is measured from the average distance between the components' state and the ground truth. We also implemented the method proposed in [12] which is based on auxiliary particle filtering. This method also reweights the particles according to spatial relationships but has not employed the spatial relationships in the dynamic model. In our implementation, a similarity transformation was used to model the function q(·) defined in [12] . Because the collaborative dynamic model is used, our method still outperforms that in [12] , as shown in the results.
In the third experiment, we consider a more difficult case where both lighting variations and partial occlusions occur at the same time. This sequence contains approximately 430 frames of human face that is also divided into five parts. A skin-colored paper is used to occlude the face. Some comparisons are shown in Fig. 12 . Fig. 12(a) shows the tracking results by using global-appearance information, where the tracker is unstable and is easily misled by the skin-colored paper. We also show the tracking results based on the independence motion assumption in Fig. 12(b) , while those that employ spatial coherence for particle reweighting are shown in Fig. 12(c) . However, the performance of the aforementioned methods is still not satisfactory. In contrast, by encoding the spatial coherence in the dynamics, our method can track the target in this sequence very well, as shown in Fig. 12(d) . The numerical evaluations are given in the fourth column of Table IV. Finally, we apply our method to the image sequence with deformations including scaling and expression changes. Convincing tracking results can still be obtained under the scale and expression variations, as shown in Fig. 13 , and the numerical evaluations are given in the fifth column of Table IV . More tracking results on the Dudek sequence [31] are shown in Fig. 14 .
With regard to efficiency, our method runs at about 7-8 fps on a 2.8-GHz PC with nonoptimized C codes when five components are considered. This is much faster than methods that use belief-propagation-or variation-based iterative particle refinement in similar settings.
VI. CONCLUSION AND FUTURE WORK
We have presented a general part-based approach that employs component collaboration for visual tracking, and formulated the problem as a BN called TBP-BN in which intercomponent relationships are modeled stagewisely. A probability propagation framework was derived to find the posterior distribution of TBP-BN, and TBP particle filtering was developed to realize the stagewise probability propagation process. We have also provided a theoretical foundation to show that the dynamic model of TBP-BN can be separated in a componentbased manner.
Our method uses spatial coherence not only for particleweight measurement but also for temporal-based propagation. Because of this characteristic, spatial structural information can be propagated to predict components' locations, and part-based information can be employed more efficiently. We adopt a particle-reweighting procedure for part-based tracking. However, our framework also allows the use of beliefpropagation-based iterations for refinement (when the computation speed is not an important issue) so as to make more complete use of spatial structural information. Therefore, TBP-BN provides a new and general way to encode spatial coherence into tracking algorithms. The experimental results show that our approach performs well in several situations.
In the future, we will extend our approach to an adaptive one that can learn the spatial-coherence relationships and the observation model over time. We will also consider the concept of interactive collaboration [14] to further enhance the particle-weight estimation when tracking similar components that are spatially close. By modifying the appearance measures employed and building suitable partially connected bipartite graphs between adjacent layers, we will study the aforesaid problems in the future.
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