A list decoding algorithm is presented for n k] Reed-Solomon (RS) codes over GF (q), which is capable of correcting more than b(n;k)=2c errors. Based on a previous work of Sudan, an extended key equation (EKE) is derived for RS codes, which reduces to the classical key equation when the numberoferrors is limited to b(n;k)=2c. Generalizing Massey's algorithm that nds the shortest recurrence that generates a given sequence, an algorithm is obtained for solving the EKE in time complexity O(` (n;k) 2 ), where`is a design parameter, typically a small constant, which i s an upper bound on the size of the list of decoded codewords (the case`= 1 corresponds to classical decoding of up to b(n;k)=2c errors where the decoding ends with at most one codeword). This improves on the time complexity O(n 3 ) needed for solving the equations of Sudan's algorithm by a naive Gaussian elimination. The polynomials found by solving the EKE are then used for reconstructing the codewords in time complexity O((`log 2`) k (n +`log q)) using root-nders of degree-`univariate polynomials.
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An n k] (generalized) Reed-Solomon (in short, RS) code C RS over F is de ned by C RS = f c = ( f( 1 ) f ( 2 ) : : : f ( n )) : f(x) 2 F k x] g (1) where 1 2 : : : n are n < q prescribed distinct nonzero elements in F, referred to as code locators, and F k x] stands for the set of all polynomials of degree < k in the indeterminate x over F. RS codes are known to be maximum-distance separable (MDS), i.e., their minimum Hamming distance equals n;k+1 11 Step D0: Computing syndrome elements S 0 S 1 : : : S n;k;1 from the received word v. The syndrome elements are commonly written in a form of a polynomial S(x) = P n;k;1 i=0 S i x i .
Step D1: Solving the key equation (in short, KE) of RS codes (x) S(x) (x) (mod x n;k ) for the error-locator polynomial (x) of degree and for the error-evaluator polynomial (x) of degree < ( n;k; ).
Step D2: Locating the errors (through computing the roots of (x)) and nding their values (from (x) and (x)). To specify the time complexity of algorithms, we count operations of elements in F and use the notation h 1 (m) = O(h 2 (m)) to mean that there exist positive constants c and m 0 such that h 1 (m) c h 2 (m) for all integers m m 0 1, Ch. 1]. Basing on techniques presented in 1, Ch. 8], procedures for evaluating polynomials in F n x] at n points in F, as well as interpolating such polynomials given their values at n points in F, can be carried out in time complexity O(n log 2 n).
Denote by n] the set of integers f1 2 : : : n g. The 
(see Proposition 4.1 below). Using a result by Kaminski et al. in 9] , it can beshown that the time complexity of computing (2) is the same as that of evaluating a polynomial in F n x]
at the code locators j , j 2 n], and is therefore O(n log 2 n).
Step D2 can be carried out through Chien search 4] and Forney's algorithm (see 3] ). Both algorithms involve e v aluation of polynomials at given points, implying that reconstructing the codewords in Step D2 can beexecuted in time complexity O(n log 2 n).
Writing (x) = P n;k; s=0 s x s , w e obtain from the KE the following set of homogeneous equations in the coe cients of (x), n;k; X s=0 s S i;s = 0 n;k; i < n ;k (4) where 0 = 1 . Massey's algorithm 12] solves these equations in time complexity O( 2 ), and acceleration methods allow to reduce the complexity o f S t e p D1 to O((n;k) log 2 (n;k)) 3].
Step D0 is commonly applied while the received word is read into the decoder, and Step D2 is carried out while the correct codeword is ushed out. On the other hand, Step D1 is executed only after the whole received word has been read but before any output is generated hence, minimizing the complexity of Step D1 means reducing the latency of the decoder.
In a recent paper 17], Sudan presented a decoding algorithm for n k] RS codes of the form (1) that corrects more than b(n;k)=2c errors. In this case, the decoding might n o t be unique, so the decoder's task is to nd the list of codewords that di er from the received word in no more than locations. This task is referred to in the literature as list decoding 5]. If Gaussian elimination is used as an equation solver in Sudan's algorithm, then its time complexity is O(n 3 ). The algorithm can be described as a method for interpolating the polynomial f(x) 2 F k x] through the set of points f( j v j )g n j=1 , while taking into account that some of the values v j may be erroneous. The interpolation is done by computing from the received word v a nonzero bivariate polynomial Q(x y) that vanishes at the points f( j v j )g n j=1 and then nding the linear factors, y ; g(x), of Q(x y). The codewords to which v is decoded are computed from the polynomials g(x) through re-encoding. Viewing Sudan's algorithm, it is intriguing to nd its relationship with the classical RS decoding algorithms speci cally, can his algorithm be somehow regarded as an extension of the previously-known RS decoding algorithms, and, if so, can we reduce the time complexity of the counterpart of Step D1 in his algorithm from cubic in n to quadratic in n;k?
In this work, we provide positive answers to those questions. We use the algorithm in 17] as a basis for developing an extended key equation (in short, EKE) which reduces to the (classical) KE when = b(n;k)=2c. The EKE involves an integer parameter`which provides an upper bound on the numb e r o f c o d e w ords that can be at Hamming distance from any received word we refer to those codewords as the consistent codewords. Speci cally, the EKE takes the form X t=1 (t) (x) x (t;1)(k;1) S (t) (x) (x) (mod x n;k ) where S (1) (x) S (2) (x) : : : S (`) (x) are`syndrome polynomials' that can be computed from the received word and (1) (x) (2) (x) : : : (`) (x), and (x) are polynomials that satisfy certain degree constraints. Those polynomials are then used to nd the consistent codewords as a nal step. The KE is a special case of the EKE when`= 1 .
To compute the polynomials f (t) (x)gt =1 , we rst translate the EKE into a set of homogeneous linear equations and then apply a generalization of Massey's algorithm that takes advantage of the special structure of the equations and solves them in time complexity O(` 2 ), which is quadratic in n;k assuming that`is xed (e.g.,`= 2).
In the last step of our decoding algorithm, which appears also in Sudan's algorithm, the codewords are reconstructed from the polynomials ( (t) (x))t =1 through a procedure for nding linear factors of bivariate polynomials. We s h o w that those factors can be found in time complexity O((`log 2`) k (n +`log q)) using root-nders of degree-`univariate polynomials. There are known general algorithms for factoring multivariate polynomials 19] yet, those algorithms have relatively large complexity when applied to the particular application in this paper. We also mention the recent work of Gao and Shokrollahi 7] where they study the (slightly di erent) problem of nding linear factors of bivariate polynomials Q(x y) where the polynomial arithmetic is carried out modulo a power of x (in which c a s e more solutions may exist).
We comment that increasing the number of correctable errors by increasing the number of consistent codewords in Sudan's algorithm, as well as in ours, requires decreasing the maximum rate k=nof the RS codes to which the algorithm is applied. For example, wheǹ = 2 we will have > (n;k)=2 only when k (n+1)=3. An improvement of Sudan's work 17] has been recently reported by Guruswami and Sudan in 8] , where the constraints on the rates have been relaxed. This work is organized as follows. For the sake of completeness, we review Sudan's algorithm in Section 2. In Section 3, the EKE is derived, and then, in Section 4, we present an algorithm that solves the EKE for the polynomials ( (t) (x))t =1 . In Section 5, we show h o w the consistent codewords can bee ciently computed from those polynomials. Complexity analysis is given in Section 6 and, nally, a summary and examples are presented in Section 7. > n : (6) We will further assume throughout this paper that`, k, and n satisfy the inequalitỳ
Indeed, it can beveri ed that if (7) did not hold, then, for the same values of k, n, and , (5) and (6) would still besatis ed if we decreased`by 1 and chose m = k;1 this means that, for the given k, n and , we could assume a shorter list of consistent codewords. In particular, setting`= 2 in (7) implies k (n+1)=3. Note that from (6) and the minimality of m we obtain
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If we now x k, n, and`, then from (5) it follows that will be maximized if we choose the smallest possible m that satis es (6) . For`= 1 (the classical case) we thus obtain m = d(n;k)=2e and = n ; k ; m = b(n;k)=2c. For`= 2 we obtain m = d(n+1)=3e ; k (assuming k (n+1)=3, in conjunction with (7)) and = n+1 ; 2k ; m = b2(n+1)=3c ; k.
De ne N t = n ; ; t(k;1) (9) where by (5), (6) 
and Q( j v j ) = 0 8j 2 n] : (12) Lemma 2.2 Let Q(x y) be a nonzero bivariate polynomial over F satisfying (11){ (12) and let f(x) 2 F k x] be such that f( j ) = v j for at least n ; locators j . Then Q(x f(x)) is identically zero.
Sudan's algorithm consists of the following steps:
Input: received word v = ( v 1 v 2 : : : v n ).
Step S1: Find a nonzero bivariate polynomial Q(x y) o ver F satisfying (11){(12).
Step S2: Output all the polynomials g(x) 2 F k x] such that y ; g(x) is a factor of Q(x y), and | g( j ) = v j f o r a t l e a s t n ; locators j .
Extended key equation
In this section, we derive the EKE based on Sudan's algorithm. Let v = (v 1 v 2 : : : v n ) be the received word and let V (x) be the unique polynomial in F n x] such that V ( j ) = v j for all j 2 n] the existence and the uniqueness of the polynomial V (x) are implied by the Lagrange interpolation theorem 10, Ch. 1].
Lemma 3.1 Let Q(x y) = P`t =0 Q (t) (x)y t be a bivariate polynomial that satis es (11) . Then Q(x y) satis es (12) if and only if there exists a polynomial B(x) over F for which X t=0
where deg B(x) <`(n;k) ; : (14) Proof: By the de nition of V (x), an equivalent condition to (12) is that the univariate polynomial Q(x V (x)) vanishes at each of the code locators j , j 2 n]. Alternatively, there is a polynomial B(x) over F satisfying (13) . Now, by (9) and (11), deg Q (t) (x) (V (x)) t < n ; + t(n;k) t 2 `] implying that deg Q(x V (x)) < n ; +`(n;k) and that B(x) must satisfy (14) .
Let Q(x y) bea polynomial satisfying (11) . We will introduce the short-hand bivariate notation Q (x y) = P`t =1 Q (t) (x)y t . De ne the following polynomials obtained by reversing the order of coe cients in V (x), Q n j=1 (x ; j ), and (Q (t) (x))t =1 , respectively:
Nt;1 Q (t) (x ;1 ) t 2 `] : (15) Lemma 3.2 Let Q (x y) = P`t =1 Q (t) (x)y t satisfy deg Q (t) (x) < N t t 2 `] (16) and let V (x), G(x), and ( (t) (x))t =1 be de ned by (15) . There exists a (unique) polynomial Q (0) (x) such that Q(x y) = Q (0) (x) + Q (x y) satis es (11){(12) if and only if there exists
) : (17) Proof: We start with the \only if" part. Suppose that Q (0) (x) is such that Q(x y) = Q (0) (x) + Q (x y) satis es (11){(12). By Lemma 3.1, there exists a (unique) polynomial B(x) satisfying (13){ (14) . De ne B(x) to be the polynomial of degree < (n;k); obtained by reversing the order of coe cients in B(x), namely, B(x) = x`( n;k); ;1 B(x ;1 ) : (18) Consider the (highest)`(n;k) coe cients of x i in both sides of (13) for i in the range n ; i < n ; +`(n;k). Since deg Q (0) (x) N 0 = n ; , each of those coe cients in
t must be equal to its counterpart in the right-hand side of (13). If we n o w reverse the order of coe cients in both sides of (13) , then the coe cients of 1 x : : : x (n;k);1 should be identical in the resulting two polynomials. Formally, x n; +`(n;k);1
(1; j x) (mod x`( n;k)
) : (19) Using the de nitions (15) and (18), the equation (19) becomes (17) .
As for the \if" part, suppose that (17) holds for B(x) 2 F`( n;k); x]. De ne B(x) to be the polynomial in F`( n;k); x] that is obtained by reversing the order of coe cients in B(x).
If we reverse each side of (17), we get two polynomials of degree less than n ; +`(n;k) that may di er only in their lowest n ; = N 0 coe cients. In other words, there exists some (unique) polynomial
j=1 (x; j ). The bivariate polynomial Q(x y) = Q (0) (x) + Q (x y) t h us satis es (11){ (12), as required.
For t 2 `], let S (t) and deg (t) (x) x (`;t)(n;k) U (t) (x) < N t + (;t)(n;k) + ( t;1)(n;1) ; 1 =(n;k) ; : Hence, degṼ (x) < (n;k) ; if and only if deg V (x) < (n;k) ; . Since the polynomials G(x) and x`( n;k) are relatively prime, we can rewrite (22) as X t=1 (t) (x) x (`;1)(n;k)+(t;1)(k;1) S (t) 1 (x) Ṽ (x) (mod x`( n;k)
) :
The left-hand side of (23) is divisible by x (`;1)(n;k) and, therefore, so mustṼ (x). Letting (x) = V (x)=x (`;1)(n;k) , we get X t=1 (t) (x) x (t;1)(k;1) S (t) (x) (x) (mod x n;k )
where we h a ve replaced S (t) 1 (x) b y S (t) (x), since the coe cients of S (t) 1 (x) that actually appear in (23) are those that correspond to the powers x i for 0 i < n ; 1 + t(k;1). Observe that deg (x) = degṼ (x) ; (`;1)(n;k), so we indeed have deg (x) < n ;k; if and only if deg V (x) < (n;k) ; .
Solving the EKE
In view of the analysis presented in Section 3, Step S1 in Sudan's algorithm splits into two steps, which may bedenoted by D0 and D1, similarly to their counterparts in the classical decoding scheme. In Step D0, the bivariate syndrome polynomial S(x y) = P`t =1 S (t) (x)y : (27) Combining (20), (26), and (27) we obtain hx Q (x y) S (x y)i = 0 0 < :
The numberof linear equations expressed by (30) (or (29)) is , namely, the maximum numberof errors that we attempt to correct, and by (10) it is smaller than the numberof unknowns in those equations. Comparing (30) to the set of linear equations derived directly from (11){(12), we conclude that both the number of equations and the number of unknowns have beenreduced by n ; .
The algorithm in Figure 1 solves (30) for the coe cients of Q (x y) = P`t =1 Q (t) (x)y t under the degree constraints (16) assuming that the syndrome polynomial S(x y) is given. Equivalently, this algorithm is a method for solving the EKE (21).
Our algorithm and its analysis are based on the approach o f M a s s e y 1 2 ] a n d S a k ata 16], as presented in 15]. Even though our algorithm bears similarity to Sakata's algorithm|and both Sakata's algorithm and ours generalize Massey's algorithm|the two generalizations are not the same. Our proof of the algorithm in Figure 1 The notation (i t) ( 
, we de ne lead(T (x y)) as the maximal pair ( ), with respect to for which T ( ) 6 = 0 and denote lead x (T (x y)) = and lead y (T (x y)) = (lead(0) is de ned to be(;1 ;1)).
The algorithm in Figure 1 scans the syndrome elements S ( ) in the order de ned by on ( ), and maintains up to`bivariate polynomials T 1 (x y) T 2 (x y) : : : T(x y), where lead y (T (x y)) = . An invariant of the algorithm is that hx 0 T (x y) S (x y)i = 0 for 0 0 < . Lines 6 and 11 update T (x y) so that it generates the syndrome element S ( ) as well. Note, however, that in our algorithm, unlike in Sakata's, T (x y) is not required to generate syndrome elements in rows other than . The update of T (x y) in line 6 does not change the value of lead(T (x y)), whereas in line 11, lead(T (x y)) grows (with respect to ), and the value of T (x y) right before the update is stored as a polynomial named R(x y). Unlike Sakata's algorithm (but similarly to Massey's algorithm), only one stored polynomial R(x y) is needed in every stage of our algorithm in order to update any of the polynomials T 1 (x y) T 2 (x y) : : : T(x y).
Basing on Lemma 2.1 and on the analysis in the current and previous sections, the validity of the algorithm in Figure 1 is implied by Proposition 4.2 below, the proof of which can be found in the appendix. Note that for our purpose of solving (30), any one of the polynomials returned by the algorithm will su ce. the polynomial Q (0) (x) can be obtained by interpolation once we compute the right-hand side of (31) for N 0 = n ; pairs ( j v j ).
Reconstructing the codewords
In this section, we present an e cient implementation of Step S2 in Sudan's algorithm given that the polynomial Q(x y) = P`t =0 Q (t) (x)y t is known. Speci cally, our goal is to compute all the consistent polynomials f(x) 2 F k x] for which the vector (f( 1 ) f ( 2 ) : : : f ( n )) is at Hamming distance from the received word v.
Step S2 in Sudan's algorithm applies Lemma 2.2 and looks for all the polynomials g(x) 2 F k x] s u c h that Q(x g(x)) is identically zero the polynomials g(x) will bereferred to as the y-roots of Q(x y) over the polynomial ring F x]. The y-degree of Q(x y) i s t h e degree of Q(x y) a s a polynomial in y over F x]. The recursive procedure Reconstruct in Figure 2 computes a set of up to`polynomials in F k x] that contains as a subset all the y-roots of Q(x y) as such, this set also contains all the consistent polynomials. The procedure Reconstruct is initially called with parameters (Q k 0), where Q = Q(x y) = P`t =0 Q (t) (x)y t is a nonzero bivariate polynomial with ydegree `, e.g., a polynomial that satis es (11) . The validity o f Reconstruct, as established in Proposition 5.2 below, is based on the following lemma, which s h o ws that the coe cients of a y-root g(x) o f Q(x y) can all be calculated recursively as roots of univariate polynomials. We show in Proposition 6.4 below that Reconstruct outputs at most`polynomials. To complete the decoding, each of those polynomials is evaluated at the code locators, producing up to`di erent c o d e w ords from which w e select the consistent codewords as those that are at Hamming distance from the received word v. Our decoding algorithm for the RS code C RS de ned by (1) is summarized in Figure 3 .
Preliminary
Step:
Given n, k, and distinct code locators 1 2 : : : n in F, x a n u p p e r b o u n d o n t h e a l l o wed numberò f consistent codewords. Compute`, m, and so that (5) is maximized, subject to (6) and the upper bound on`. Compute the multipliers 1 2 : : : n by (3). De ne N t by (9) .
Input: v = ( v 1 v 2 : : : v n ).
Step D0:
Compute the syndrome elements Step D1:
Using the algorithm in Figure 1 Step D2:
Call Reconstruct with the initial parameters Q(x y) = Q (0) (x) + Q (x y), k, a n d 0 . For each g(x) 2 F k x] in the output of Reconstruct, compute the corresponding codeword c = (g ( 1 ) g ( 2 ) : : : g ( n )). Output c if the Hamming distance between c and v is or less. 
Complexity Analysis
Following is a complexity analysis of our algorithm, as presented in Figure 3 . The time complexity of Step D0, in which all the coe cients of the bivariate syndrome polynomial 13 S(x y) a r e computed by (25) is at most`times the complexity of computing the syndrome in the classical case using (2), namely O(`n log 2 n) ( s e e the discussion in Section 1).
The time and space complexities of the algorithm in Figure 1 , which solves (30) in Step D1, are given in Proposition 6.1 below. Throughout the proof of the proposition, an iteration of the algorithm in Figure 1 in which t h e v ariable takes the value s will be called an iteration of type s. If in addition s 2 L , the iteration will said to be nontrivial. Proposition 6.1 The time complexity of the algorithm in Figure 1 is O(` 2 ) and its space complexity is O(` ).
Proof: In every nontrivial iteration of the algorithm of Figure 1 , the most time-consuming steps are the computations of in line 4 and the polynomial updates in lines 6 and 11. The time complexity of all those computations is linear in the number of nonzero coe cients of the respective polynomial T s (x y). The check in line 10 guarantees that lead(T s (x y)) (N s s ) and, so, the numberof nonzero coe cients in T s (x y) never exceeds P`t =1 N t . By (10), the number of coe cients in T s (x y), as well as the time complexity of every computation in lines 4, 6, and 11, is O( ).
As shown in the proof of Lemma A.2 in the appendix, the numberofnontrivial iterations of type s is smaller than N s + for every s 2 `]. The overall number of nontrivial iterations of all types throughout the execution of the algorithm can therefore be bounded from above by` + P`s =1 N s = O(` ), where the equality follows from (10). The time complexity o f t h e whole algorithm is thus O(` 2 ).
As for the space complexity, most of the memory is allocated for the`+ 1 polynomials (T s (x y))s =1 and R(x y), where for each of them we allocate P`t =1 N t = O( ) coe cients over F.
Next we turn to the time complexity of computing the polynomial Q (0) (x) using (31).
Note that deg Q (t) (x) deg Q (0) (x) < N 0 for every t 2 `] and that by (8) N 0 2(n +`+ 1 )
Hence, for every t 2 `], we can evaluate Q (t) (x) at n ; locators j in time complexity O((n=`) l o g 2 n). So, the right-hand side of (31) can beevaluated for n ; pairs ( j v j ) in time O(n log 2 n) this will also bethe time complexity of interpolating Q (0) (x) out of those computed values. The rest of this section is devoted to proving Proposition 6.6 below in which the time and space complexities of the recursive procedure Reconstruct in Figure 2 are established. In each of the recursion levels i of Reconstruct, w e nd roots of nonzero polynomials M(0 y ) = M i (0 y ) with degree at most`. It may seem at rst that the number of root extractions could grow exponentially. However, Lemma 6.2 below shows that having more than one root of M i (0 y ) in a given recursion level is compensated by having a multiple root in the respective polynomial M i;1 (0 y ) i n t h e previous recursion level. Lemma 6.2 Let M 1 (x y) = P`t =0 M (t) (x)y t be a nonzero bivariate polynomial over F and let 2 F be a y-root of multiplicity h of M(0 y ). De ne M 2 (x y) = x ;r M 1 (x xy + ), where r is the largest integer for which x r jM 1 (x xy + ). Then deg M 2 (0 y ) h. 14 
Summary
The three main decoding steps in our algorithm, as it appears in Figure 3 , are denoted D0, D1, and D2, to point out their relationship with the classical decoding algorithms as outlined in Section 1. Steps D0 and D1 replace Step S1 in Sudan's algorithm that nds the bivariate polynomial Q(x y).
As shown in Section 6, the time complexity of Step D0 is O(`n log 2 n) and the time complexity o f S t e p D 1 i s O(` 2 ). Compared to classical decoding, those gures are larger by a factor of`.
Step D2, which is presented in Section 5, is an e cient application of Step S2 in Sudan's algorithm and has time complexity O((`log 2`) k (n +`log q)).
In cases where the particular use of the decoding algorithm does not dictate an upper boundon`, we can select the value of`that maximizes (5) subject to (6) . By (7) we will thus have`= O( p n/k). For this value of`, the time complexities of Steps D0, D1, and D2 are O(n 3=2 k ;1=2 log 2 n), O((n;k) 2 p n/k), and O(( p nk + l o g q)n log 2 (n=k)), respectively. The next example is provided to illustrate the various decoding steps the parameters were selected to be small enough so that the computation can be more easily veri ed by t h e reader.
Example 7.1 Let F = GF (19) , n = 18, and k = 2. When maximizing (5) we get = 1 2 for`= 4 and m = 1 . We select j = j and obtain from (3) that j = ; j .
Suppose we encode the polynomial f(x) = 1 8 + 1 4 x by (1) and get the following transmitted codeword, error vector, and received word: ( 1 4 13 0 13 10 1 9 3 7 8 11 0 7 ) Step D1 yields the following polynomials Q (t) (x), Q (0) (x) = 4 + 12x + 5x 2 + 11x 3 + 8x 4 + 13x 5 Q (1) (x) = 14 + 14x + 9x 2 + 16x 3 + 8x 4 Q (2) (x) = 14 + 13x + x 2 Q (3) (x) = 2 + 11x + x 2 Q (4) (x) = 17 where Q (x y) = P 4 t=1 Q (t) (x)y t is the rst polynomial returned by the algorithm in Figure 1 and Q (0) (x) is computed by (31).
When applying Reconstruct in Step D2 to Q(x y) = P 4 t=0 Q (t) (x)y t , we obtain the following four di erent solutions g(x) f o r f(x):
18 + 14x 18 + 15x 14 + 16x 8 + 8 x :
The rst two solutions share the same constant coe cient, 18, which is a multiple root of the polynomial M(0 y ) = Q(0 y ) = 4 + 1 4 y + 1 4 y 2 + 2 y 3 + 1 7 y 4 at recursion level i = 0 . The rst solution for f(x) corresponds to the correct codeword. The second solution is not even a y-root of Q(x y) (yet, as commented by one of the reviewers, it is a pre x of the y-root 18 + 15x + 1 0 x 2 ). The third solution is a y-root of Q(x y) but not a consistent polynomial (the respective codeword has Hamming distance 15 from v). And the fourth solution is a consistent polynomial but does not correspond to the correct codeword.
In this example, the algorithm in Figure 1 yields a second polynomial Q(x y) which is given by Q (0) (x) = 8 + 12x 2 + 9x 3 + 8x 4 Q (1) (x) = 5 + 14x + 7x 2 + 15x 3 + 4x 4 Q (2) (x) = 12 + 12x + 15x 2 + 4x 3 Q (3) (x) = 9 + 10x + 14x 2 Q (4) (x) = 13 + x and the respective output of Reconstruct is 18 + 14x 1 3 + 9 x 10 + x 8 + 8 x with only the rst and fourth polynomials being y-roots of Q(x y) (as well as being consistent polynomials) the remaining irreducible factor of Q(x y) is (13 + x)y 2 + ( 5 + 1 8 x + 1 7 x 2 )y + ( 1 8 + 6 x + 1 5 x 2 ).
In the example above, the common factors of the two solutions for Q(x y) correspond to the two (and all) consistent polynomials. However, there are examples where the common y-roots in F k x] of all the polynomials Q(x y) generated in Figure 1 contain|in addition to the consistent polynomials|also inconsistent ones.
We comment that the connection between the error vector e and the polynomials that appear in the EKE seems to be less obvious than in the classical case recall that when`= 1 , e can be obtained from (x) and (x) through Chien search 4] and Forney's algorithm 3]. It would be interesting to nd such an intimate relationship between e and the polynomials that appear in the EKE also when> 1.
We pointed out that Sudan's algorithms, as well as the decoding algorithm Figure 3 can correct more than (n;k)=2 errors only when k (n+1)=3. Clearly, in many (if not most) practical applications, higher code rates are used. Therefore, it would beinteresting to investigate whether the EKE presented in this paper and the algorithm in Section 4 can be generalized to higher rates. 
C C C C C A :
We s h o w t h a t i f S ( s) is the rst (leftmost) column of type s in S that is linearly dependent on previous columns in S, then a polynomial Q (x y) w i t h lead(Q (x y)) = ( s) is returned as output by the algorithm. The respective linear dependency is given by the coe cients of Q (x y) namely, the coe cient of x i y t in Q (x y) multiplies the column S (i t) in the linear combination. By Lemma A.2, it su ces to show that if lead(T s (x y)) takes in the course of the algorithm a value greater than ( s) (with respect to ), then the column S ( s) is linearly independent of previous columns in S (this applies also to the case where lead(T s (x y)) was supposed to take a v alue which is at least (N s s ), thereby reaching line 13).
By Lemma A.1, line 11 is the only place in the algorithm where lead(T (x y)) can change. Therefore, all we have to show is that whenever line 11 is reached with given values of , , r, and lead(T (x y)) = ( ), then each of the columns S (p ) , p < + ; r, is linearly independent of the columns standing to its left in S. Let which readily implies by induction the desired result.
