Abstract. The surface fluxes of several important radiatively active gases, including H 2 O, CO 2 , CH 4 , N 2 O, O 3 , and the chlorofluorocarbons CFC11 and CFC12, were simulated with the radiation band models from the National Center for Atmospheric Research (NCAR) community climate model 3 (CCM3), the single-column community atmospheric model (SCAM), and the Canadian global climate model 3 (GCM3). These results were compared with the measured fluxes for a very cold winter day and with the simulated results for other standard atmospheres using the line-by-line radiative transfer model (LBLRTM). The comparison shows that the total surface radiative flux contributed by all the greenhouse gases combined is well simulated by the SCAM and GCM3 radiation band models. The two models generally agree within about 1% of the line-by-line result for all the atmospheric conditions studied. The error in the total flux simulated by the older CCM3 code, however, can be as large as 7% depending on the atmospheric conditions. The SCAM code consistently models H 2 O better than the CCM3 and GCM3 codes, typically displaying errors of less than 1 W/m 2 for all atmospheric conditions. All of the models have difficulty in modelling accurately the radiative flux of CH 4 and N 2 O. In general, the inaccuracy increases, by as much as 200% in some cases, as the amount of H 2 O in the atmosphere increases. The source of the problem appears to be related to the overlapping bands of other gases. The error in the ozone flux varies from 5% to 15% for the CCM3 and SCAM models, and it can be as large as 30% for the GCM3 code. The CCM3 and SCAM models simulated the chlorofluorocarbon fluxes to within 0.06 W/m 2 , but this leads to relative errors of 20%-40% for the various atmospheric scenarios. The errors for the CFCs are even larger in the case of the GCM3 model. 
Introduction
Climate models of varying complexity have been used for many years to evaluate the impact of anthropogenic and natural perturbations on the climate system. The most complex of these models include the three-dimensional, coupled atmosphereocean general circulation models (GCMs). As a result of the degree of model complexity, simplifying assumptions must be made to reduce their computational requirements. This includes simplifying the radiation schemes within the GCMs; many different approaches can be used by the models, and it is important to identify and understand how these differences and the simplifying assumptions in the radiation codes affect model sensitivity.
To address this problem, the program for the intercomparison of radiation codes used in climate models (ICRCCM) was established several years ago. One of the first ICRCCM intermodel comparisons showed that for the case of clear-sky longwave fluxes, the various radiation codes exhibited relatively large differences of 10%-20% (Luther et al., 1988; Ellingson et al., 1991) . The level of disagreement was larger for single absorbing gas atmospheres, whereas cases that included complete atmospheres showed better agreement. Since the time of the first model comparison, there have been changes incorporated in the radiation codes to increase their accuracy and the level of agreement with other codes. Many laboratories have been actively comparing model results in an effort to validate the newer versions of these models.
Hence, the focus of this paper is to compare the clear-sky longwave fluxes at the surface as simulated by three popular climate models with the results of an accurate line-by-line code. Specifically, the column radiation models (CRMs) incorporated in the National Center for Atmospheric Research (NCAR) community climate model 3 (CCM3), the singlecolumn community atmospheric model (SCAM), and the Canadian global climate model 3 (GCM3) were used to predict the clear-sky radiative fluxes associated with a number of important greenhouse gases, including water vapour (H 2 O), carbon dioxide (CO 2 ), methane (CH 4 ), nitrous oxide (N 2 O), ozone (O 3 ), and the chlorofluorocarbons CFC11 and CFC12. The simulations were performed for five different atmospheric conditions: (i) the very cold winter conditions of 16 February 1996, for which measured radiative fluxes exist; (ii) typical mid-latitude winter (MLW) conditions; (iii) average global conditions that are characterized by the 1976 United States standard (USS) atmosphere; (iv) typical mid-latitude summer (MLS) conditions; and (v) typical tropical conditions. The four latter atmospheres were based on the atmospheric constituent profiles from the US Air Force Geophysics Laboratory (Anderson et al., 1986 The simulated results from the NCAR CCM3 and SCAM radiation models and the Canadian GCM3 radiation model were compared with measurements and simulations computed with the line-by-line radiative transfer model LBLRTM (Clough and Iacono, 1995) . This model has been extensively validated previously with measurements in the thermal infrared (e.g., Wang et al., 1996; Philipona et al., 2001; Shephard et al., 2003) . Such comparisons as detailed here are useful and necessary to verify the calculation of the radiative fluxes from greenhouse gases by radiation models in current GCMs. 
Methodology of flux simulations
The radiative flux for a particular gas was calculated with each column radiation model by first simulating the downward surface flux with all gases present and then recalculating the surface flux with the concentration of the particular gas set to zero. In the case of water, both the vapour and continuum were set to zero. Exactly the same atmospheric profile was used for all the models, which consisted of 40 levels from the surface to 100 km. The concentrations of the greenhouse gases used in the study are summarized in Table 1 . The gas concentrations were held constant throughout the atmosphere (from 0 to 100 km) for CO 2 , CH 4 , N 2 O, and the chlorofluorocarbons. The temperature, H 2 O, and O 3 profiles were variable, and they are represented in Figures 1 and 2 , respectively. The temperature and relative humidity data for 16 February 1996 were obtained from a radiosonde launched at the time of the radiative flux measurements. The corresponding O 3 profile was obtained by slightly altering the mid-latitude profile in the LBLRTM model until agreement was achieved with the measured O 3 intensity.
The reference fluxes calculated with the LBLRTM model (version 8.3) were computed in a similar way; however, the flux was derived by first simulating the downward radiance for six zenith angles (0, 30°, 60°, 70°, 80°, and 85°). The resulting splined radiance curve was integrated over the full sky to obtain the flux value. Decreasing the interval between angles to just 5°a ltered the calculated fluxes by less than 0.01 W/m 2 ; hence, the six angles were sufficient for determining the flux value. The LBLRTM model incorporated the MT_CKD_1.00 H 2 O continuum model (Mlawer et al.
2 ) and the line parameters from the HITRAN 2000 database (Rothman et al., 2003) . The radiative effects from aerosols and clouds were not included in any of the model simulations.
Column radiation models in this study

Column radiation model of GCM3
The Canadian GCM3 model has been used extensively in climate prediction (e.g., Arora and Boer, 2001; . The CRM of the Canadian GCM3 climate model is based on the code by Morcrette (1991) . The calculation of the clear-sky longwave flux is similar to that as performed in the older version GCM2 model, where there are six radiation bands that cover the spectral range from 0 to 2820 cm -1 ( Table 2) . The radiation code in the GCM3 model includes an improved treatment of the broadband emissivities and of the H 2 O continuum that replaces the parameterization of Roberts et al. (1976) for the H 2 O continuum in GCM2. The new parameterization of the H 2 O continuum, developed by Clough et al. (1989) , is based on line-by-line calculations. This parameterization includes the effect of the H 2 O contribution throughout the complete infrared band region, which is an improvement on the parameterization of Roberts et al. that was mostly restricted to the transparent window region. It has been shown that this parameterization is necessary and has considerable influence on the longwave-cooling rate (Clough et al., 1992; Zhong and Haigh, 1995) . To implement the parameterization, band 2 in the radiation code has been split into two intervals 500-650 and 650-800 cm -1 . Also, band 3 has been calculated separately for the two intervals 800-970 and 1110-1250 cm -1 . In addition, the transmission data for both the lines and continuum of H 2 O have been updated. It was also found that one band including the 800-970 and 1110-1250 cm -1 regions for N 2 O was missed in the earlier GCM2 model. This band can result in a significant difference in the calculation of the longwave flux, and its inclusion results in less cooling in the lower troposphere.
Column radiation model of CCM3 and SCAM
The CRM of CCM3 used in this comparison is a stand-alone version (crm-2.1.2-ccm-3.6) of the radiation model provided by the NCAR community (Kiehl et al., 1996) . It has been used extensively to study the earth's energy budget and the radiative forcing of greenhouse gases and aerosols (e.g., Kiehl et al., 1998) . The radiative transfer of the CRM is based on an absorptivity-emissivity formulation of Ramanathan and Downey (1986) . The line parameters are determined in a process that uses an early version of the HITRAN spectroscopic database (Kiehl and Ramanathan, 1983) . The longwave radiation extends from 0 to 2200 cm -1 , and the interval between 500 and 1500 cm -1 is divided into eight bands, as summarized in Table 3 , to calculate the trace gas absorption. Complete details concerning the band parameterizations are given by Kiehl et al. (1996) .
The most recent climate model developed by NCAR is the community atmospheric model 2 (CAM2). It is based on the older CCM3; however, the radiation parameterization of CAM2 differs significantly from that of the CCM3 model. In addition, the CRM of CAM2 benefits from a substantially updated treatment of H 2 O emission and absorption, which is based on the 1996 HITRAN database (Rothman et al., 1998) and the CKD continuum model version 2.1 (Clough et al., 1989) . In the present work, the single-column version (SCAM) of CAM2 was used to simulate the radiative fluxes. Further details concerning the parameterization of the SCAM code are given by Collins et al. (2002) .
Results and discussion
Representative thermal emission bands for the gases investigated in this study are shown in Figures 3-9 for the two extreme atmospheric scenarios consisting of the cold, dry winter profile of 16 February 1996 and the warm, moist conditions of the tropical atmosphere. All of these spectra have been simulated for the zenith geometry using the LBLRTM model. Most of the molecules have one or two isolated bands; however, Figure 3 shows temperature increases and interferes significantly with the bands of all the other radiatively active gases. Downwelling thermal emission spectra were measured with a ground-based Fourier-transform infrared (FTIR) spectrometer for the cold conditions of 16 February 1996. To determine the fluxes from the measured spectra, LBLRTM was used to simulate the measured thermal emission spectra. The LBLRTM model incorporated radiosonde data, which were subsequently altered slightly in temperature and humidity until agreement was achieved with the measured spectra. The radiance from a particular gas was then extracted by using LBLRTM to simulate the background radiance in the absence of the gas. The corresponding flux for each gas was determined by the same procedure as noted for the LBLRTM simulations. Additional information on the determination of surface radiative fluxes from measured spectra is detailed in the method by Evans and Puckrin (2001) .
A summary of the results of the radiative fluxes derived using the column radiation codes of the CCM3, SCAM, and GCM3 climate models and the LBLRTM line-by-line model are shown in Tables 4-8. The corresponding absolute flux differences and the percentage flux differences relative to the fluxes derived from the line-by-line model are illustrated for each gas in Figures 10 and 11 Figure 10A shows that the SCAM results for H 2 O are consistently more accurate than those of the other two models for all atmospheric conditions. However, the CCM3 result approaches that of the SCAM H 2 O flux for MLS and tropical conditions. The difference in the flux simulated by the GCM3 model becomes progressively larger as the amount of H 2 O increases in the atmosphere. From Figure 11A it is evident that the CCM3, SCAM, and GCM3 radiation models simulate an H 2 O flux that is within 5% of the LBLRTM fluxes, with the exception of H 2 O flux calculated for colder atmospheres by the CCM3 code, which is about 10% different.
For CO 2 , Figure 10B shows that the absolute flux differences for the CCM3 and GCM3 simulations decrease as the H 2 O content increases in the atmosphere, whereas the SCAM result tends to oscillate as a function of atmospheric condition. All of the models simulate the CO 2 flux within 2 W/m 2 , or about 15% for the worse-case scenario illustrated with the CCM3 and SCAM models for MLS conditions, as shown in Figure 11B .
In the case of the radiative flux for combined H 2 O + CO 2 , Figure 10C indicates that the absolute flux difference simulated with the CCM3 and GCM3 codes decreases from a maximum of about 10 W/m 2 to a difference of about 2 W/m 2 as Figures 10D, 10E, 11D , and 11E show that the simulated flux results for CH 4 and N 2 O from all three climate codes can be inaccurate by as much as 200%. As a percentage difference, the accuracy in the flux decreases as the temperature and humidity increases in the atmosphere. For CH 4 , the CCM3 and SCAM models give identical results, which are about two to three times larger than the corresponding flux calculated with the GCM3 model. Interestingly, this situation is nearly reversed for N 2 O, where the CCM3 and SCAM results are about two to three times more accurate than the GCM3 prediction. At first glance it would appear that the absorption bands of CH 4 and N 2 O are reversed in one of the models. To determine the origin
Canadian Journal of Remote Sensing / Journal canadien de télédétection The O 3 fluxes simulated by the CCM3 and SCAM codes are essentially identical for all atmospheres, and they vary by 5%-15% from the line-by-line value. The GCM3 simulation provides a similar result for all atmospheres up to and including the USS atmosphere; for more humid atmospheres, the GCM3 result nearly doubles in error to about 30%.
CFC11 and CFC12
Although the differences in the absolute CFC fluxes simulated with the climate models are small, they are also among the most inaccurate on a percentage difference basis, as shown in Figures 10G, 10H, 11G , and 11H. The CCM3 and SCAM codes model the CFC11 and CFC12 fluxes to within about 0.02-0.06 W/m 2 for all atmospheres; however, this represents a percentage difference of up to 50%. For the simulations performed with the GCM3 model, the error in the CFC11 and CFC12 fluxes can be as large as 170% for the tropical atmosphere. The origin of this disagreement is not obvious; however, owing to the lack of overlapping bands from other gases, the problem is likely related to an inadequate treatment of the CFC absorption bands in the radiation schemes of the climate models. 
Conclusions
Radiative surface fluxes for several important gases were simulated with the radiation band models from the NCAR CCM3 and SCAM climate models and the Canadian GCM3 climate model. These results were compared with the measured fluxes for very cold winter conditions and with the simulated results for other standard atmospheres using the line-by-line code LBLRTM. The comparison showed that the total surface radiative flux contributed by all the greenhouse gases combined was well simulated by the NCAR SCAM and Canadian GCM3 radiation band models. The two models generally agreed within about 1% of the line-by-line result for all the atmospheric conditions studied. However, the error in the total flux simulated by the older CCM3 code was as much as 7%, depending on the atmospheric conditions. The SCAM code consistently modelled H 2 O better than the CCM3 and GCM3 codes, typically displaying errors in the H 2 O flux of less than 1 W/m 2 for all atmospheric conditions. All of the models demonstrated significant difficulty in modelling accurately the radiative flux of methane and nitrous oxide. In general, the inaccuracy of these fluxes increased, by as much as 200% in some cases, as the amount of H 2 O in the atmosphere increased. Table 9 . Simulated radiative fluxes (W/m 2 ) for methane using the SCAM and LBLRTM radiation models. To explain this inaccuracy, it was demonstrated that overlapping bands of H 2 O, CH 4 , and N 2 O may be poorly represented in the radiation codes of climate models. The CCM3 and SCAM models simulated the CFC fluxes to within 0.06 W/m 2 of the line-by-line result, but this leads to relative errors of 20%-40%. The errors are even larger for the CFCs in the case of the GCM3 model. A comparison of the simulated fluxes derived from the NCAR CCM3 and SCAM radiation models indicates that the latter is significantly more accurate, primarily due to the updated treatment of H 2 O emission and absorption and the newer CKD continuum model.
