William James suggested as early as 1890 that, on the basis of subjective experience, at least two separable processes seemed to underlie the experience of recognition. An oft cited anecdote suggesting two recognition processes was later provided by Mandler (1980) , who described the "butcher in the bus" phenomenon, where one steps onto a bus and immediately recognizes a particular face as having recently been seen but is, at least temporarily, completely unable to describe the contextual details that would situate the feeling of familiarity. Adopting a distinction later formalized by Endel Tulving in 1985, this might be characterized as knowing that the person has been previously seen, without remembering elements sufficient to specify the source or occasion. Tulving (1985) argued that remembering and knowing represented different forms of conscious awareness that reliably map onto separate underlying memory systems and, therefore, should be relatively easy to experimentally dissociate. Considerable research has supported this hypothesis, demonstrating dissociations of remembering and knowing with the use of encoding and retrieval manipulations (for a review, see Rajaram & Roediger, 1997) , electrophysiological measurements (Duzel, Yonelinas, Mangun, Heinze, & Tulving 1997) , and functional magnetic resonance imaging (Henson, Rugg, Shallice, Josephs, & Dolan, 1999) . These dissociations have been taken by many as clear evidence for the presence of at least two separable mnemonic processes underlying explicit recognition.
Despite the introspective appeal and experimental evidence supporting dual-process accounts of recognition, several signal detection theorists have argued that remember and know responses may be entirely accommodated within the equal variance signal detection model by simply assuming that subjects adopt a secondary, more stringent response criterion for providing remember reports (two-criterion signal detection model; e.g., Donaldson, 1996; Hirshman & Henzler, 1998; Hirshman & Master, 1997; Inoue & Bellezza, 1998) . From this perspective, "remember responses represent nothing more than conservative yes responses" (italics added; Donaldson, 1996, p. 524) . On the basis of this characterization Donaldson suggested that criterion-free estimates of accuracy (e.g., A9 or d9) should be equivalent for overall 587 Copyright 2001 Psychonomic Society, Inc.
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The systematic discrepancy between A9 for overall recognition and remembering:
A dual-process account IAN G. DOBBINS Harvard Medical School, Charlestown, Massachusetts Signal detection accounts of recognition assume that all item endorsements arise from the assessment of a single continuous indication of memory strength, even when subjects claim to categorically separate items accompanied by contextual recollection from those that are not (viz., remembering vs. knowing) . Dissociations of these response types are held to occur because the former require a higher response criterion for item strength than does the latter. Meta-analytic and individual subject data suggest that when the A9 metric is used, accuracy for remembering can systematically deviate from that of overall responding for individual subjects. This occurs because, unlike the symmetric and rigid receiveroperating characteristic (ROC) implied under A9, empirical ROCs are asymmetric and plastic. A dualprocess model predicted that the magnitude of the deviation would vary as a systematic function of the proportion of overall recognition accompanied by subjective remember reports for individual subjects. The predictions were confirmed using multiple regression on Monte Carlo and experimental data sets and were also shown to generalize to the double equal-threshold, single high-threshold [i.e., H FA; (H FA)/(1 FA)], and the equal variance signal detection d9 corrections. The unequal variance signal detection model was also shown to mirror the data, but only under the post hoc assumption that every subject adopts a very similar remember criterion placement rule. The results demonstrate that the systematic failure of tightly constrained models of recognition constitutes valuable regression data for more complex models and simultaneously highlights why single-point measures of accuracy are unsuitable as summaries across conditions or groups. Furthermore, the results show that remember rates carry unique information regarding the underlying processes governing individual subject performance that cannot be gleaned from the overall hit and false alarm rates in isolation.
recognition and recognition selectively accompanied by remember reports. However, when the A9 metric was used during meta-analysis, Donaldson failed to find equivalence for recognition and remember accuracy. Instead, A9 for remember responses was consistently smaller than A9 for overall responding (60 of 72 cases, z = 5.54). Although one might conclude that such an outcome was a statistical anomaly, Gardiner and Gregg (1997) have provided a brief review that suggests that the effect occurs quite often in individual-subject data, particularly under circumstances in which very little remembering is predicted to occur (e.g., very shallow or brief encoding). This pattern clearly violates the predictions of an equal variance signal detection account of remember/know performance. However, most memory researchers are aware that, unlike the symmetric receiver-operating characteristic (ROC) implied under the equal variance signal detection model, empirical ROCs are in fact often highly asymmetric, with the left-hand portion of the ROC elevated with respect to the right-hand portion. This asymmetry has typically been accommodated either by assuming that the old-item distribution is in fact more variable than the new (e.g., Ratcliff, Sheu, & Gronlund, 1992) or by assuming that performance is governed by more than one process (e.g., Yonelinas, 1994) . Given that the two-criterion equal variance signal detection model advanced by Donaldson has been proffered as evidence against the notion that remember/know performance is governed by two processes, it is important to determine whether the tendency of A9 estimates for remember performance to deviate from those for overall recognition can be explained by either the more complex unequal variance signal detection model or the competing dual-process signal detection model. In the sections that follow, it is demonstrated graphically that the dual-process model makes straightforward predictions regarding both the direction and the magnitude of the A9 discrepancy (and for other point estimates of accuracy) on the basis of the idea that subjective remember reports carry critical information regarding the shape of the underlying ROC that characterizes recognition performance for each individual subject. Such a prediction is directly at odds with the notion that remember reports constitute nothing more than conservative yes responses.
In the present brief report, the relative operating characteristics (ROCs) implied by A9, the dual-process signal detection model (Yonelinas, 1994) , and the unequal variance signal detection model are examined in order to generate predictions regarding both the direction and the magnitude of the discrepancy between A9 for overall recognition and A9 for remembering [A9(recognition) -A9(remember): the A9 discrepancy) for individual subjects. These predictions are then tested using multiple regression on experimental and Monte-Carlo-generated data sets. The implications of the results for the signal detection and dualprocess accounts of remember/know performance are discussed, and the results are shown to also easily generalize to the double equal-threshold, single high-threshold [i.e., hits -false alarms or (hits -false alarms) / (1 -false alarms)], and equal variance d9 accuracy measures, which like A9, also imply rigid ROC surfaces. The utility of these single-point accuracy measures with respect to model testing is shown to arise from the high degree of constraint or rigidity of their implied ROCs. Under these rigid models, if one knows a subject's overall level of accuracy, any subset of performance must fall to the left of this point along a known fixed path projected by the implied ROC. Any deviation from this path tells us something about the quantitative manner in which the shape of the subject's actual ROC differed from that predicted under the rigid model. The primary goal of the present report is to determine the degree to which the dual-process model, the unequal variance signal detection model, or both models provide a natural a priori prediction regarding the direction and size of this anticipated deviation as a function of each subject's overall performance and remember rate.
Graphical ROC Analysis and Predictions
One of the most important tools employed in the study of recognition has been the relative (or receiver) operating characteristic (ROC) (for a review, see Macmillan & Creelman, 1991; Swets, 1986) . The implied ROC of a given model is the graph of the predicted cumulative relationship between the likelihood that an observer will correctly endorse an old item (termed a hit) and the likelihood that he or she will incorrectly endorse a new item (termed a false alarm) as a function of response confidence/criterion. The utility of the ROC lies in the fact that once a particular model of old/new discrimination is sufficiently specified, the possible shapes of the observable ROC functions that are consistent with the model are increasingly constrained; the repeated failure to find empirical data consistent with a model's predictions is grounds for modifying or abandoning the model. Figure 1A shows three separate implied ROCs, or isosensitivity curves, for the A9 accuracy metric as performance improves from an A9 of .75, to an A9 of .95. 1 The shape of the three curves remains constant even as overall performance improves. 2 That is, the ROC for A9 can be imagined as a rigid surface that is slid upward along the minor diagonal as performance improves. Subjects with a given accuracy are free to move along this surface as a function of their adopted response criterion, but their performance should not reliably deviate above or below the surface, regardless of the nature of their subjective report. This fact, combined with the signal detection assumption that remember responses merely reflect very conservative yes responses, should enable one to precisely predict a given subject's correct remember rate as a function of his or her overall A9. For example, given a subject with an A9 of .85 for overall recognition (middle ROC, Figure 1A ), one would predict that his or her observed remember rate should be about .40 if the criterion is set so high as to preclude incorrect remember responses. In short, the A9 model perfectly constrains the possible correct remember rates as a function of overall performance and the supposed remember re-sponse criterion because the surface of the ROC is rigid. Violations of this prediction tell us something about the manner in which the empirical ROC deviates from the well-characterized ROC of A9. In this manner, A9 can serve as a known benchmark or point of departure enabling analysis at the individual-subjects level.
Dual-process model predictions. The high degree of shape invariance of the A9 ROC stands in marked contrast to the ROCs implied by the dual-process signal detection model (Yonelinas, 1994) , which are illustrated in Figures  1B and 1C . The dual-process signal detection model assumes that successful performance is governed by two underlying recognition processes: recollection of contextual information, which is modeled as a threshold occurrence, and a familiarity discrimination process consistent with the equal variance signal detection model underlying the d9 accuracy index. Both sources of information independently combine to influence the observed hit rate and this is represented by the equation
where R o is the probability that an old item evokes recollection and is assumed to reliably covary with each subject's overt remember rate (see Yonelinas, Dobbins, Szymanski, Dhaliwal, & King, 1996 , for demonstrations), f is the cumulative normal distribution function, d9 is the distance separating the unit normal old-and new-item familiarity distributions assumed under equal variance signal detection, and c is the familiarity criterion for responding old. Thus, an observer is expected to succeed if he or she experiences recollection (R o ) or, in the absence of recollection (1 R o ), the test item is sufficiently familiar to exceed the common familiarity response criterion at a given level of confidence (see Yonelinas et al., 1996, for more detail) . Figure 1B shows the behavior of the dual-process ROCs as recollection increases while the overall recognition performance is held at a constant (A9 = .775). Unlike the rigidity of the A9 ROCs, the dual-process ROCs noticeably flatten, and the intercept elevates, as recollection increases. Under the assumptions of the dual-process model, the points at which the ROCs intercept the y-axis are those that should closely predict the overt correct remember rates of each subject. If one were to use the A9 accuracy measure to compare overall recognition and remembering for each ROC and the dual-process model was in fact correct, not only should there be discrepancies in the values (because the flexible shapes of the dual-process ROCs do not match the shape implied by A9), but the magnitude of this difference should systematically vary as a function of the proportion of the subject's total recognition determined by remembering. That is, if one were to imagine grabbing and holding the ROC fixed at the midpoint corresponding to overall performance, the left-hand portion is still free to slide up or down, depending on the subject's remember rate (i.e., the ROC is plastic, as opposed to rigid ). For example, in Figure 1B , the horizontal arrow marks the fixed y-intercept of .10 assumed under A9 when overall recognition corresponds to a hit rate of .69 and a false alarm rate of .31 (A9 = .775). In contrast, the dual-process y-intercepts are free to vary around this location, even if the overall recognition rate remains the same for two different observers. To illustrate this, I have fixed the overall recognition rate to the same point on the Figure 1A . The rigid surface of the A9 receiver-operating characteristic.
minor diagonal in Figure 1B (H = .69, FA = .31) for four dual-process ROCs in order to demonstrate their behavior as recollection increases while overall recognition remains at a constant location on the probability plot. The dotted line in Figure 1B represents the projected surface of the A9 ROC. There are two important points to note about the generation of the dual-process ROCs under the constraint that overall recognition is held fixed to a constant location. First, all four ROCs share the same overall signal detection criterion for responding old. This is true because all four ROCs share the same overall false alarm rate, which for simplicity will initially be assumed to be driven entirely by item familiarity; this in turn means that the familiarity criterion is equivalent. 3 Second, because the overall hit rate is instead determined by two processes, increases in recollection must be accompanied by decreases in familiarity (i.e., d9) in order to maintain the same overall performance hit rate across the ROCs. The lowest curve demonstrates the predicted performance when there is very little recollection (R o = .01). The d9 required to maintain an overall recognition rate of (.69, .31) is approximately .98 (see Equation 1 ). Importantly, this ROC intercepts the y-axis below the intercept predicted by A9. Thus, the dual-process model predicts that given this particular level of overall performance, subjects with very low remember rates will have A9 scores for remember responses that are lower than what would be expected on the basis of A9 for overall recognition. If, however, we suppose that recollection occurs on 20% of the trials and overall recognition remains constrained to the same values, then by Equation 1, the y-intercept is .20, and d9 must be reduced to .79 to maintain the same overall recognition rate. Importantly, the y-intercept and the left-hand portion of the ROC now lie above that predicted by A9. This pattern continues until a recollection rate of approximately .55, after which it becomes impossible to lower d9 any further in order to maintain same overall recognition rate (i.e., d9 would have to be less than 0).
In summary, the dual-process model predicts that within a group of observers with similar overall recognition scores, those who infrequently report remembering will tend to have A9 remember values smaller than what would be suggested by their overall recognition A9 (i.e., A9 discrepancy is positive). This is consistent with previous findings that such discrepancies tend to occur in studies using very minimal encoding conditions. The new proposal advanced here is that this difference will systematically decrease as a function of remembering until, at some point, the remember rate is high enough to elevate the intercept of the ROC above that implied by A9 [i.e., A9(overall) A9(remember) will be negative]. This can be briefly summarized by stating that the relationship between remembering and the A9 discrepancy is negative, given that overall recognition performance is held constant.
In contrast to the predicted effects of the remember rate on the difference in A9 values, Figure 1C shows the ROCs implied by the dual-process model when, instead, recollection is held fixed and overall performance systematically increases across subjects. Because the overall recognition hit rate is codetermined by both recollection and familiarity, increases in overall performance while remembering is held constant require increases in the familiarity Figure 1B . The predicted dual-process effects of increasing the recollection process from zero to .55 while holding overall performance constant. The overall A9 is expected to remain constant, whereas the A9 for remember responses is predicted to systematically increase with recollection. discrimination process across subjects (i.e., increases in d9). Under these conditions, the overall performance level will increase, but the point at which the ROCs intersect the y-axis will remain fixed near the constant remember rate. Here, the relationship between overall performance and the A9 discrepancy will be in the opposite direction to that predicted for the relation between remembering and the A9 discrepancy in Figure 2 . That is, as overall performance becomes proportionally more determined by increased familiarity discrimination, the ROCs will become more bowed than is predicted under the A9 model, because the curvature of the ROC will increase with increases in d9. Given this, the difference between A9 for overall recognition minus that for A9 remembering will also systematically increase. This can be summarized by stating that the relationship between overall recognition and the A9 discrepancy is positive, given that the level of remembering is held constant across subjects.
In summary, the dual-process model predicts opposite effects of remember rates and overall performance rates on the observed differences between A9 for overall recognition and A9 for remembering. With all other things being equal (viz., familiarity and overall performance level), increases in recollection will result in an elevation of the left-hand portion of the ROC and a flattening of its shape. In contrast, with all other things being equal (viz., recollection), increases in familiarity will result in an elevation near the center of the ROC and increased bowing of its shape. Of course, experimentally it would be impossible to actually hold either overall recognition or remember rates constant across different subjects while manipulating the other, since encoding and retrieval manipulations often typically affect both. However, using multiple regression analysis, one can assess whether the overt correct remember rate and the overall recognition rate have statistically unique and opposite effects on the measured discrepancy of A9 overall and A9 for remembering for individual subjects (Pedhazur, 1997) . That is, multiple regression analysis allows one to examine the expected change in a dependent variable associated with a unit change in an independent variable while holding constant the effects of the other independent variables in the model. In the present context, one can examine the unique contributions of the remember rate and overall performance rate in the prediction of the A9 discrepancy. The dual-process prediction is that the regression coefficient for the remembering will contribute significantly and negatively to the A9 discrepancy, whereas that of the overall performance variable will contribute significantly and positively to this difference. This prediction is first tested on experimental data and then further validated by using Monte-Carlo-generated data that assume a dual-process model.
Unequal variance signal detection model. As with the dual-process model, the unequal variance signal detection model also produces asymmetric and plastic ROCs. The asymmetry arises because, under the model, it is assumed that studying a random selection of items systematically increases their variability in strength values with Figure 1C . The predicted dual-process effects of increasing the familiarity process while holding the recollection rate constant. The remember A9 is expected to remain constant, whereas the A9 for overall responding is predicted to systematically increase.
respect to a random sampling of novel items. This is illustrated in Figure 1D . As one "flattens" the old-item familiarity distribution with respect to the new, this elevates the left-hand portion of the ROC and imparts a slight "S" shape to the curve. The reason for this becomes apparent when one looks at the distributions in the lower corner of Figure 1D . Starting at the right-hand side of the distributions, each unit moved leftward on the scale initially results in a proportionally much greater increase in the hit rate than in the false alarm rate as the old-item variance is increased; thus, the rise in cumulative hit rates on the ROC is relatively sudden, in comparison with the rise in false alarm rates. However, as one begins to encroach onto the new-item distribution, this pattern reverses, and the rise in cumulative hit rates now begins to slow with respect to that of the false alarm rate. Thus, the left-hand portion of the ROC elevates as the variance of the old-item distribution increases, and the right-hand portion depresses. The key thing to note at this point, however, is that there is no a priori reason to suspect that increasing the variance of the old-item distribution should affect not only the shape of the ROC, but also the predicted remember rates of individual subjects. This is because the placement of criteria within signal detection is typically assumed to be largely idiosyncratic across individuals. The only additional constraint added to the two-criterion signal detection model proposed by Donaldson (1996) was that the remember criterion should fall to the right of the old/new location. If its placement is also idiosyncratic and highly variable across individuals, the observed remember rate of each individual, like the observed hit rate, will be largely unrelated to the old-item variance and, hence, the shape of the underlying ROC. This means that the actual observed remember rate should not predict the discrepancy in A9 values across overall and remember performance. In contrast, if each subject adopts a very similar rule for the placement of the remember criterion, a relation between remember rates and old-item variance might emerge. For example, if all the subjects adopted the rule to place their remember criterion 1.5 new-item standard deviation units to the right of their old/new criterion, then all other things being equal, a subject with a higher old-item variance would tend to have more of the old-item distribution fall to the right of his or her remember criterion. Thus, the remember rate would now be indicative of the old-item variance, which in turn specifies the elevation/asymmetry of the ROC and, therefore, predicts the degree of discrepancy across A9 for overall performance and remembering. Returning to Figure ID , as the old-item variance increases, the ROC will climb above that predicted by A9. At moderate old-item distribution variances, one should expect that the A9 for remembering will be higher than that for overall performance. However, this prediction is not absolute, because unlike the dual-process and A9 ROCs, the unequal variance signal detection ROC must intercept the origin regardless of the old-item variance and d9 distance. Given this, there will always be some point at which every unequal variance ROC crosses the A9 ROC on its way toward the origin. In practice, however, this should rarely, if ever, occur for moderate old-item variances, because it requires an exceedingly conservative criterion for remember report in order to find locations on the unequal variance ROC below those implied by A9. For example, with an A9 of .775, the A9 ROC intercepts the y-axis at a hit rate of 10%. The unequal variance model, in which the old-item standard deviation is twice that of the new (top curve, Figure 1D ), will not fall below this ROC until the false alarm rate is well below a hundredth of a percent. Given the typical numbers of trials used in recognition experiments and the high standard error of z scores at these extremes, this in all practicality constitutes a false alarm rate of zero for which d9 is undefined.
The predictions above relating old-item variance and the A9 discrepancy will be more systematically examined in the Monte Carlo section that follows. However, two things are worth noting about assuming a stereotypic remember criterion placement rule across subjects. First, it is perhaps questionable to assume that individuals with different memory capacities and subjective experiences (owing to both the distance and the variance of the olditem distribution) would uniformly adopt a roughly identical rule for placing their remember criterion, especially since they do not appear to do so for their initial old/new criterion placement. Second, if one does assume a very similar rule across subjects, the remember rate cannot now be viewed as being nothing more than confident yes responses, because it will now carry important information regarding the relative variance of the old-item distribution with respect to the new for each subject.
Multiple Regression on Experimental Data
The experimental data analyzed in this section were drawn form three unrelated studies of recognition. They are similar in that each used a relatively shallow encoding task and required subjects to make remember/know discriminations during single-item recognition testing. The methods unique to each are summarized in the Appendix and in the original research reports. This data set has also been used in an unrelated investigation of the relationship between remembering and committing false alarms .
Multiple regression was performed on the aggregate data and each data set, using the correct remember rate and the A9 for overall responding as predictors of the difference between the overall A9 and the A9 for remembering across subjects (the A9 discrepancy). 4 The A9 for overall recognition was calculated by using each subject9s overall hit and false alarm rates, and the A9 for remembering was calculated by using the associated hit and false alarm rates for the remember responses of each subject. For each experiment, the data were screened for outliers, using Cook's distance (Pedhazur, 1997) . This resulted in the removal of 1 subject from Experiment 1 whose Cook's D was .855. The descriptive statistics and regression results are presented in Tables 1 and 2 . Overall, the dual-process predictions were confirmed. In the aggregate data and two of the individual data sets, the subjects9 remember rates were significantly negatively associated with the A9 discrepancy, whereas in contrast, the overall recognition A9 (that is, overall performance with the effects of remembering statistically controlled) was positively associated with this difference. It is perhaps worth emphasizing that without the tool of multiple regression, it would have been difficult to determine the unique contribution of remembering to the A9 discrepancy, because individual differences in remembering are conflated with differences in overall performance. Multiple regression enables one to parse this relation and test the graphical predictions that the two should have opposite effects on this discrepancy. Of course, if it were the case that both overall performance and remembering were driven by the same underlying single factor, considering the role of remembering apart from overall performance would have yielded little if any gain in predicting the discrepancy. That is, the predicted regression weight for remembering would have been zero, and there would be no increase in the variance accounted for (R 2 ) as a result of its inclusion (i.e., redundancy). This stands in contrast to the actual aggregate results, where the regression weight was significantly negative and the inclusion of remembering as a variable apart from overall performance resulted in an 11% increase in the variance explained ( p , .001; for a related discussion of redundancy and suppression in individual recognition data, see Dobbins et al., 2000) .
However, in Experiment 2, the remember rate did not significantly predict the A9 discrepancy. The methods for this experiment and the descriptive data on the remember rates suggest that this null result occurred because of a lack of observed remember reports. The prediction regarding the negative relationship between remember reports and the A9 discrepancy is necessarily conditional upon having a sufficient proportion and range of remembering in the experiment, and in Experiment 2, both the range and the standard deviation of remember reports were almost halved, in comparison with Experiments 1 and 3. This is not surprising, given that the experiment employed the most "shallow" encoding of the three (see the Appendix). Thus, it appears that there was an insufficient amount of remembering present in Experiment 2 to form a reliable relation, and therefore, none would be expected under the dual-process model.
In the next section, I provide further evidence for the predictions of the dual-process model, using Monte Carlo simulations that verify that dual-process assumptions/ mechanisms are capable of producing the pattern of regression effects noted above. The unequal variance signal detection model is also simulated, in an attempt to determine whether there is a method of remember criterion placement that mimics the regression results. Overall, Figure 1D . The behavior of the unequal variance signal detection model. The value of A9 remember will systematically increase with respect to A9 for overall performance as the old-item variance increases.
the above regression results clearly demonstrate that the remember rate and the overall performance level have unique and opposite effects on the predicted A9 discrepancy and, therefore, each contains unique information with respect to the A9 discrepancy.
Simulating the A9 Discrepancy Effect With the Dual-Process Model
The purpose of this section is twofold. The first is to see whether the pattern in the aggregate data could be specifically modeled by using dual-process parameters sampled in a manner consistent with the descriptive statistics in Table 1 . The second goal was to examine whether the failure of the correct remember rate to significantly predict the A9 discrepancy in Experiment 2 resulted because insufficient remembering occurred during the experiment.
The first simulation was conducted by using values similar to the aggregate data to center the sampling processes. First, each of 72 artificial subjects was given a familiarity d9 randomly sampled from a normal distribution, with a mean of .729 and a standard deviation of .48. These values were arrived at by solving the dual-process equation for each subject [P(hit) = R o 1 (1 R o ) * F ] in order to find the value for F, the hit rate associated with the familiarity process. A similar equation was solved in order to find the false alarm rate associated with the familiarity process [P(fa) = R n 1 (1 R n ) * F], where R n is the incorrect remember rate for each subject. The average of the familiarity d9 when this method was used was found to be .729. After a d9 value was sampled, a familiarity response criterion was randomly sampled for each subject by sampling familiarity hit rates from a normal distribution centered on .48, with a standard deviation of .19 (the mean and standard deviation of the derived hit rates above). With the use of this proportion to fix the old/new response criterion, the associated familiarity-driven false alarm rate was then calculated for each artificial subject. Next, a threshold correct remember rate was randomly sampled from a normal distribution having the same mean and standard deviation as the aggregate data correct remember rates. The incorrect remember rate was assumed to be a function of two factors-the ability of the subject to retrieve threshold contextual information, in which case it should be directly related to the correct remember rate, and the degree of inadvertent semantic overlap between some proportion of the target and distractor test list items, sufficient to trigger contextual recollection. The latter is assumed to be purposefully low in most recognition studies, but some degree of random and accidental overlap is probably unavoidable, given the large study/test lists used in detection experiments (e.g., cup vs. mug). For the present simulations, I assumed that some random proportion centered around 15% of the foil items may be sufficiently semantically related to trigger false remembering (e.g., accent vs. dialect), depending on the list randomization/ counterbalancing for each subject, and this resulted in a false remember rate similar to that in the actual experimental data. The observed false remember rate was then calculated from the product of this overlap proportion and the artificial subject9s correct remember rate. Following this, the hit and false alarm rates for the remember and familiarity process were independently combined to obtain the overall performance hit and false alarm data. Row 5 of Table 2 shows representative regression beta weights and t values obtained from a sample of 72 artificial subjects constructed in such a manner. The results replicated the pattern observed in the experimental data; the remember rate is significantly negatively related to the A9 discrepancy, and the overall recognition rate is positively related to this discrepancy. When 100 samples of 72 subjects was drawn without replacement from a population of 7,200 constructed in such a manner, the effect replicated at the .001 alpha level for 97 of the samples and at the .01 alpha level for all of the samples.
Row 6 of Table 2 demonstrates the effect of restricting the range and level of remembering. The simulation was conducted identically to the one above, except that the correct remember rate and deviation were halved. Under these circumstances, which mirror the reductions observed in Experiment 2, there is a sizable reduction in the negative relationship observed between remember rates and the A9 discrepancy. Random sampling of groups of 24 from this data set typically revealed no evidence of a relationship, and on the basis of this observation, one would not have expected to detect such a relationship in the actual data of Experiment 2. Overall, the simulation data bolster the dual-process interpretation of the empirical data by demonstrating that the contribution of two independent sources of information, with characteristics mirroring the actual remember and overall data, easily reproduces the pattern in the actual regression results.
Simulating the A9 Discrepancy Effect With the Unequal Variance Signal Detection Model
As was discussed earlier, in order for the signal detection model to accommodate the data, each subject9s remember rate must carry information with respect to the size of his or her old-item variance. It was presumed that this would not occur if the remember criterion placement was idiosyncratic across each subject. The first simulation was conducted to confirm this. A second simulation was conducted to demonstrate that the effect could be mirrored by the unequal variance signal detection model, provided each subject employs a very similar rule and distance for the placement of the remember criterion. As with the dualprocess simulations, values similar to the aggregate experimental data were used to center the sampling processes. Each artificial subject was given a d9 drawn from a normal distribution with a mean of 1.05 and standard deviation of .48. Following this, they were given an old-item standard deviation drawn from a uniform distribution between 1 and 2. An overall hit rate, sampled in a manner matching the actual distribution of hit rates, was used to fix the old/ new criterion location and determine the overall false alarm rate. The remember criterion was then determined by assuming that the subjects would place the criterion to the right of the old/new. The distance of this remember criterion was determined by sampling from a uniform distribution between 1 and 3 standard deviations greater than the old/new criterion position. By using this criterion, the correct and incorrect remember rate were then calculated. If these values fell outside of the range of the actual data, the remember criterion was resampled. As was expected, this approach typically did not yield data that matched the actual experimental regression results. The relevant means and regression results for 7,200 subjects are shown in Tables 1 and 2. When 100 samples of size 72 were drawn from this population without replacement and entered into regression, 93% failed to demonstrate the relation between remember rates and the A9 discrepancy at the .001 significance level. The failure to capture a relationship clearly resulted from the largely random placement of the remember criterion with respect to the location of the old/ new criterion. Next, the unequal variance model with an identical placement rule across subjects was examined. This simulation was identical to that above, except that for every subject, the remember criterion was placed 1.5 standard deviations above the old/new location. In contrast to the preceding model, this model successfully mirrored the regression pattern shown in the experimental Note-For rows 1-8, the dependent variable is the numeric difference between A9 for overall and remember responses. For rows 9 and 10, the dependent variable is the difference in threshold corrected accuracy for overall and remember responses. For row 11, the dependent variable is the difference in equal variance model d9 for overall and remember responses. The smaller n occurs because subjects that failed to commit false alarms during remember report were discarded (i.e. d9 is undefined). DET, double equal threshold; SHT, single high threshold. *p < .01. † p < .001.
data. Under these conditions, the remember rate was negatively associated with the A9 discrepancy, and the values of samples of subjects drawn from a population of 7,200 were quite similar to those provided by the dual-process model (see Tables 1 and 2) . When the overall level of accuracy is statistically controlled and subjects employ an identical (or highly similar) rule for placing the remember criterion with respect to the old/new location, those subjects with larger old-item variances will have greater remember rates.
DISCUSSIO N
The present study demonstrates that the previously observed discrepancies between A9 for overall and remember responding are not anomalous but are, in fact, quite systematically related to the level of observed remembering and are predicted to occur under the dual-process signal detection model of Yonelinas (1994) in a straightforward manner. These A9 discrepancies arise because the rigid shape of the ROC implied for A9 is inconsistent with empirical data. Visual inspection of theoretical dualprocess ROCs suggested that the discrepancy should be systematic and opposite for overall recognition performance and observed correct remember rates, and this was the case in both empirical and Monte Carlo data. In the case of remember rates, the regression results demonstrate that, with the effect of overall performance held constant, the level of reported remembering shares a systematic relation with deviations in the shape of the ROC of individual subjects; as the remember rate increases, the difference between A9 for overall and remember performance moves in the negative direction of the number line. Because the surface implied by A9 is rigid, this means that the left-hand portion of the empirical ROC must be elevating in concert with the remember rate when the effects of overall performance level are controlled for. This is clearly inconsistent with signal detection accounts of remember/know performance, in which the remember rate is solely the result of a conservative criterion placement within an equal variance signal detection model (e.g., Donaldson, 1996; Hirshman & Henzler, 1998; Hirshman & Master, 1997; Inoue & Bellezza, 1998) .
Under the unequal variance signal detection model, increasing the old-item strength variance with respect to the new has the effect of imparting an S-shape to the ROC and, more important, elevating the left-hand portion of the ROC, the latter effect being similar to increasing recollection under the dual-process model. This, in turn, will affect the A9 estimates of overall and very conservative responding (assumed to reflect remember responses under signal detection) in a fashion similar to that predicted by the dual-process model. However, in order for the unequal variance signal detection model to accommodate the present findings, it is necessary to link the olditem variance and the correct remember rates of individuals. It should be noted that there is a critical difference in assumptions between the present results and previous signal detection proposals regarding criterion placement (e.g., Stretch & Wixted, 1998) . Typically, these theories revolve around the reasonable assumption that a given subject will try to maintain a fixed criterion rule or location across changing experimental conditions or manipulations-for example, when switching between test lists in which the studied items were encoded in a relatively "strong" or "weak" manner. That is, increases or decreases in the proportion of responses at a given confidence level are held to occur because the subject is maintaining a criterion placement rule or location across changing experimental conditions. In contrast, the present data suggest that, in order to mimic the results, the unequal variance signal detection model requires a criterion placement explanation that operates almost identically across different subjects despite the fact that the phenomenal experience of each greatly differs (i.e., each is encountering a different distribution of perceived item strengths). The present results suggest that if one is willing to assume that studying a list of items increases their variance with respect to a random sample of new items and that subjects will adopt a very similar rule for the positioning of their remember response criterion, a systematic relation between the observed remember rate and the shape of the ROC can be expected. From a signal detection standpoint, this finding would be important, since it means that the remember rate actually provides critical information with respect to the ratio of new-and old-item variances that is not available from the overall hit and false alarm rates alone.
In contrast to use of simple item strength as a basis for response, other, more complex potential methods for setting criteria have been proposed. For example, one of the criterion placement models evaluated in Stretch and Wixted (1998) is based on the idea that subjects use a likelihood ratio when placing response criteria. Applied to the present data, one could assert that although subjects have different old-item variances, each establishes a similar criterion based on the likelihood ratio of successful remember responding. Stretch and Wixted noted two potential objections to the use of such a rule for criterion placement. The first is that the derivation of a likelihood ratio requires that the subjects know the locations and mathematical forms that describe the shape of the distributions in question (see Hintzman, 1994 , for a similar objection). In fact, the subjects would have to know this information before the start of the test in order to apply a likelihood criterion rule reliably. The second problem arises because, in the present data, we must assume unequal variances between old-and new-item distributions in order to account for the changes in shape of the ROC. Stretch and Wixted pointed out that under the unequal variance model, there are often two solutions along the strength dimension that result in the same likelihood value, resulting in some ambiguity as to which criterion should be selected to attain a particular ratio. These major concerns aside, Table 3 provides some illustrative values for remember rates and criterion locations under the assumption that different observers will adopt a similar likelihood of success when providing remember reports, despite hav-ing differing old-item variances. 5 These values were determined under the assumption that subjects will select the most conservative criterion solution to the likelihood evaluation whenever two solutions are possible. The table is not meant to be exhaustive, merely to illustrate that there is a very complex and often fine-grained relation between the criterion location, the remember rate, and the old-item variance under the particular likelihood ratios examined. The first column of the table shows the desired likelihood of success for a remember response, the second shows three potential standard deviations of the old-item distribution, the third is the location on the strength axis necessary to maintain that particular likelihood of successful responding (scaled in units of the new-item distribution), and the fourth and fifth columns show the predicted effect on the observed remember rates. It was assumed that all the subjects had the same d9 value of 1. Looking at the first three rows of Table 3 , it can been seen that in order to maintain a likelihood of success of 3 to 1, the remember criteria have to be increasingly positioned to the right as the old-item variance increases. As a result, adopting this particular likelihood results in very little change in the predicted remember rates across the different variances, although the overall level of correct remembering is actually similar to the experimental data. This restricted range of predicted remembering cannot accommodate the relations in the present findings and is noteworthy, given the considerable span of old-item variance examined (1 to 2.25 times larger than that of the new-item distribution). In the second block of the table, the subjects attempt to maintain a more conservative likelihood of success of 6 to 1. Although the overall level of correct remembering is now lower than that in the actual experimental data, there is now a noticeablealbeit slight, relative to the experiment data-increase in correct remembering as the old-item variance increases. However, when examining the criterion locations, it can be seen that their positions differ only in the second decimal place. This would seem to suggest an undue amount of precision on the part of the observer in either estimating item strengths per se or likelihood ratios based on item strengths. Finally, the third block of Table 3 shows the predictions under an even more conservative likelihood of 9 to 1. The most prominent feature of this block is that now the criteria must track leftward in order to maintain the same likelihood across different old-item variances.
Overall, Table 3 does not suggest a clear relation between likelihood values, old-item variances, and remember rates. At the lower likelihood ratio, there does not appear to be enough change in the predicted remember rates, in comparison with the old-item variance, to mirror the present experimental data. At higher likelihoods, there does appear to be a positive relation between old-item variance and remember rates, but only across a small range of remember rates (,10%), and the locations of the criteria are extremely close on the strength axis, so that subjects have to be able to parse the strength axis to the second decimal place in order to successfully place their criterion. These potential difficulties are compounded when one considers that we are, in theory, talking about completely different subjects; any moderate degree of variability in the level of skill of criterion placement/estimation across subjects or inconsistency in the adopted common likelihood value would preclude the emergence of a relation between old-item variance and remember rate across the range considered in Table 3 . Of course, it may be the case that a different combination of d9, old-item variance, and adopted likelihood criterion can be found that mirrors the present experimental data. However, the explanatory value of such a model would have to be weighed against the assumption that subjects calculate likelihood ratios prior to responding and the need to arbitrarily assume that different subjects will adopt a similar remember likelihood ratio criterion. Such a model is clearly much more complex than the unequal variance strength model examined earlier and fails to offer any benefit as a result of this increased complexity.
A more pragmatic implication of the present study relates to the frequent use of A9 in explicit recognition studies. It is becoming increasingly common for researchers to employ A9 and journal editors and reviewers to suggest that data be expressed in terms of A9, under the belief that the metric requires fewer assumptions about the origin of the data than do other measures, such as d9. Macmillan and Creelman (1996) have recently provided evidence demonstrating that this belief is mistaken. In addition, the fact that A9 systematically deviates across subjective reports in a manner predicted by dual-process theory demonstrates that the implied ROC of the metric is not consistent with actual empirical data (see Swets, 1986, for discussion) . This suggests that its use should be expressly avoided as a summary of explicit recognition across conditions or subject groups, in which remembering/recollection may differ (dual-process) or for which different response criteria may be adopted (unequal variance signal detection). Importantly, the present findings and conclusions are not confined to A9 but, in principle, apply to any single-point performance measure that implies an ROC with a rigid surface. Aside from A9, the three most popular single-point indices are the double equal-threshold (DET ) correction (i.e., hits false alarms), the single high-threshold (SHT ) correction [i.e., (hits false alarms) / (1 false alarms)], and the equal variance signal detection d9. The DET mea- sure assumes a rigid linear ROC with a slope of one, which like A9, moves upward along the minor diagonal as performance increases (see Swets, 1986 , for details). The SHT measure is also rigid but intersects the upper right corner of the ROC plot. As performance increases, this measure assumes a rigid surface that tilts upward and is "hinged" in the upper right corner. Similar to A9, these single-point estimates are rigid, and therefore, one would predict that the discrepancy between the correction for overall recognition and that for remembering with use of these measures should also systematically change as a function of the remember rate and overall performance level in the same manner as was predicted for A9. The last rows of Table 2 confirm this prediction for these measures. As was the case with A9, there is a negative relation between the remember rate and the single-point measure discrepancy and a positive relation between overall performance and the discrepancy. Given this, these single-point corrections should also be avoided as a summary of recognition performance across conditions or groups, for the same reason as A9. Importantly, the critical property of both A9 and the other single-point corrections that makes them poor candidates as summaries of recognition makes them very useful for evaluating more complex models of memory-namely, they embody a rigid and well-defined response surface that can serve as a benchmark for determining how the empirical ROC is systematically deviating from this surface as a function of different response types, levels of confidence, or other manipulations. In conjunction with the statistical control afforded by multiple regression, this approach may be useful in augmenting the traditional fitting techniques typically used in ROC analysis. Finally, these findings suggest that it may be unlikely that overall recognition performance can be effectively summarized with any single index, because a full characterization of the ROC requires that one be able to determine at least two characteristics: (1) the area below the response surface and (2) the asymmetry of that surface. Currently, these two characteristics are typically captured by using either an unequal variance signal detection approach or a dual-process approach to old/new recognition, both of which rely on two separate factors to effectively model the asymmetric shape of the ROC and explain performance. This is made somewhat more explicit in the dual-process approach (viz., recollection and familiarity) but is nevertheless also true in the unequal variance model, because the variance of the old-item distribution (s 2 ) is usually allowed to freely change regardless of the distance between the old-and the new-item distributions (i.e., d9) when fitting the model to empirical data. This is not to say that two-factor models cannot be reduced to a single value for pragmatic reasons. The signal detection measures d9 e and A z (see Macmillan & Creelman, 1991) represent such cases. However, by definition, these measures result in loss of information, because they are derived from estimates of both the distance between distributions and the variance ratio of those distributions. Given the two estimates, one can compute the accuracy value; however, the reverse is not true. Two equivalent values of A z or d 9 e do not demand or even imply equivalent underlying distances or variance ratios. Thus, both dual-process and unequal variance approaches would contend that there is a critical loss of information whenever performance is summarized with a single index, because the relative contribution of two factors is necessarily conflated within the single value. Regardless of whether one advocates a dual-process or an unequal variance signal detection approach, the present data demonstrate that the observed remember rate of each individual provides important information regarding underlying memory processes that could not be gleaned from the overall hit and false alarm rates in isolation.
