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Abstract
Langevin Monte Carlo (LMC) is an iterative algorithm used to generate samples from a distribution
that is known only up to a normalizing constant. The nonasymptotic dependence of its mixing time
on the dimension and target accuracy is understood only in the setting of smooth (gradient-Lipschitz)
log-densities, a serious limitation for applications in machine learning. In this paper, we remove this
limitation, providing polynomial-time convergence guarantees for a variant of LMC in the setting of non-
smooth log-concave distributions. At a high level, our results follow by leveraging the implicit smoothing
of the log-density that comes from a small Gaussian perturbation that we add to the iterates of the
algorithm and controlling the bias and variance that are induced by this perturbation.
1 Introduction
The problem of generating a sample from a distribution that is known up to a normalizing constant is a core
problem across the computational and inferential sciences [5,6,18,31,33,35]. A prototypical example involves
generating a sample from a log-concave distribution—a probability distribution of the following form:
p∗(x) ∝ e−U(x),
where the function U(x) is convex and is referred to as the potential function. While generating a sample
from the exact distribution p∗(x) is often computationally intractable, for most applications it suffices to
generate a sample from a distribution p˜(x) that is close to p∗(x) in some distance (such as, e.g., total variation
distance, Wasserstein distance, or Kullback-Leibler divergence).
The most commonly used methods for generating a sample from a log-concave distribution are (i) ran-
dom walks [16, 21], (ii) different instantiations of Langevin Monte Carlo (LMC) [29], and (iii) Hamiltonian
Monte Carlo (HMC) [25]. These methods trade off rate of convergence against per-iteration complexity and
applicability: random walks are typically the slowest in terms of the total number of iterations, but each
step is fast as it does not require gradients of the log-density and they are broadly applicable, while HMC
is the fastest in the number of iterations, but each step is slow as it uses gradients of the log-density and it
mainly applies to distributions with smooth log-densities.
LMC occupies a middle ground between random walk and HMC. In its standard form, LMC updates its
iterates as:
xk+1 = xk − η∇U(xk) +
√
2ηξk, (LMC)
where ξk ∼ N (0, Id×d) are independent Gaussian random vectors. The per-iteration complexity is reduced
relative to HMC because it only requires stochastic gradients of the log-density [36]. This also increases its
∗Equal contribution.
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range of applicability relative to HMC.While it is not a reversible Markov chain and classical theory of MCMC
does not apply, it is nonetheless amenable to theoretical analysis given that it is obtained via discretization of
an underlying stochastic differential equation (SDE). There is, however, a fundamental difficulty in connecting
theory to the promised wide range of applications in statistical inference. In particular, the use of techniques
from SDEs generally requires U(x) to have Lipschitz-continuous gradients. This assumption excludes many
natural applications [14,18,24]. In this work, we tackle this problem head-on and pose the following question:
Is it possible to obtain nonasymptotic convergence results for LMC with a nonsmooth potential?
We answer this question positively through a series of results that involve transformations of the basic
stochastic dynamics in (LMC). In contrast to previous work that aims at nonsmooth potentials [1, 14, 17],
the transformations we consider are simple (such as perturbing a gradient query point by a Gaussian),
they do not require strong assumptions such as the existence of proximal maps, and they apply directly to
nonsmooth Lipschitz potentials without any additional structure (such as composite structure in [1, 14] or
strong convexity in [17]). Our main theorem is based on a Gaussian smoothing result summarized in the
following theorem.
Main Theorem (Informal). Let p¯∗(x) ∝ exp(−U¯(x)) be a probability distribution, where U¯(x) = U(x) +
ψ(x), U(·) is a convex subdifferentiable function whose subgradients ∇U(·) satisfy
(∃L <∞, α ∈ [0, 1]) : ‖∇U(x)−∇U(y)‖2 ≤ L‖x− y‖α2 , ∀x, y ∈ Rd,
and ψ(·) is λ-strongly convex andm-smooth. There exists an algorithm—Perturbed Langevin Monte Carlo (P-LMC)—
which has the same computational complexity as (LMC) and that requires no more than O˜(d3−2α/ε 6−2α1+α )
iterations to generate a sample that is ε-close to p¯∗ in 2-Wasserstein distance.
Further, if the goal is to sample from p∗(x) ∝ exp(−U(x)), a variant of (P-LMC) takes poly(d/ε) itera-
tions to generate a sample from a distribution that is ε-close to p∗ in total variation distance.
This informal version of the theorem displays only the dependence on the dimension d and accuracy ε.
A detailed statement is provided in Theorems 3.3 and 3.4, and Corollary 4.1.
Our assumption on the subgradients of U from the statement of the Main Theorem is known as Hölder-
continuity, or (L, α)-weak smoothness of the function. It interpolates between Lipschitz gradients (smooth
functions, when α = 1) and bounded gradients (nonsmooth Lipschitz functions, when α = 0). To understand
the behavior of LMC on weakly smooth (including nonsmooth) potentials, we leverage results from the
optimization literature. First, by using the fact that a weakly smooth function can be approximated by a
smooth function—a result that has been exploited in the optimization literature to obtain methods with
optimal convergence rates [12, 26]—we show that even the basic version of LMC can generate a sample in
polynomial time, as long as U is “not too nonsmooth” (namely, as long as 1/α can be treated as a constant).
The main impediment to the convergence analysis of LMC when treating a weakly smooth function U
as an inexact version of a nearby smooth function is that a constant bias is induced on the gradients, as
discussed in Section 3.1. To circumvent this issue, in Section 3.2 we argue that an LMC algorithm can be
analyzed as a different LMC run on a Gaussian-smoothed version of the potential using unbiased stochastic
estimates of the gradient.1 Building on this reduction, we define a Perturbed Langevin Monte Carlo (P-LMC)
algorithm that reduces the additional variance that arises in the gradients from the reduction.
To obtain our main theorem, we couple a result about convergence of LMC with stochastic gradient
estimates in Wasserstein distance [11] with carefully crafted applications of inequalities relating Kullback-
Leibler divergence, Wasserstein distance, and total variation distance. Also useful are structural properties
of the weakly smooth potentials and its Gaussian smoothing. As a byproduct of our techniques, we obtain
a nonasymptotic result for convergence in total variation distance of LMC with stochastic gradients.
1.1 Related Work
Starting with the work of Dalalyan [10], a variety of theoretical results have established mixing time results
for LMC [7, 9, 11, 13, 32, 37, 38] and closely related methods, such as Metropolis-Adjusted LMC [15] and
1A similar idea was used in [19] to view expected iterates of stochastic gradient descent as gradient descent on a smoothed
version of the objective.
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HMC [4, 8, 20, 22, 23]. These results apply to sampling from well-behaved distributions whose potential
function U is smooth (Lipschitz gradients) and (usually) strongly convex. For standard (LMC) with smooth
and strongly convex potentials, the tightest upper bounds for the mixing time are O˜(d/ε2). They were
obtained in [10, 13] for convergence in total variation (with a warm start ; without a warm start the total
variation result scales as O˜(d3ε2 )) and in 2-Wasserstein distance.
When it comes to using (LMC) with nonsmooth potential functions, there are far fewer results. In
particular, we are only aware of approaches (such as, e.g., [1, 14]) that assume a composite structure of
the potential (namely, that the potential is a sum of a smooth and a nonsmooth function) and rely on the
use of proximal maps. Note that this is a very strong assumption. In fact, when the composite structure
exists in convex optimization and proximal maps are efficiently computable, it is possible to solve nonsmooth
optimization problems with the same iteration complexity as if the objective were smooth (see, e.g., [2]).Thus,
while the method from [14] has a lower iteration complexity than our approach (O˜(d5/ε2) for smooth plus
nonsmooth and O˜(d/ε2) for smooth and strongly convex plus nonsmooth potentials), the use of proximal
maps increases its per-iteration complexity (each iteration needs to solve a convex optimization problem). It
is also unclear how the performance of the method degrades when the proximal maps are computed only to
finite accuracy. Finally, unlike our work, [1,14] do not handle potentials that are purely nonsmooth, without
a composite structure.
It is also worth mentioning that there exist approaches such as the Mirrored Langevin Algorithm [17] that
can be used to efficiently sample from structured nonsmooth distributions such as the Dirichlet posterior.
However, this algorithm’s applicability to general nonsmooth densities is unclear.
1.2 Outline
Section 2 provides the notation and background required to state the main technical results. Section 3
provides our main theorems, stated for deterministic and stochastic approximations of the potential (negative
log-density) and composite structure of the potential. Section 4 extends the result of Section 3 to non-
composite potentials. Finally, Section 5 presents our conclusions.
2 Preliminaries
The goal is to generate samples from a distribution p∗ ∝ exp(−U(x)), where x ∈ Rd. We equip the space
R
d with the standard Euclidean norm ‖ · ‖ = ‖ · ‖2 and use 〈·, ·〉 to denote inner products. We assume the
following for the potential (negative log-density) U :
(A1) U is convex and subdifferentiable. Namely, for all x ∈ Rd, there exists a subgradient of U, ∇U(x) ∈
∂U(x), such that ∀y ∈ Rd : U(y) ≥ U(x) + 〈∇U(x),y − x〉 .
(A2) There exist L <∞ and α ∈ [0, 1] such that ∀x,y ∈ Rd, we have
‖∇U(x)−∇U(y)‖2 ≤ L‖x− y‖α2 , (2.1)
where ∇U(x) denotes an arbitrary subgradient of U at x.
(A3) The distribution p∗ has a finite fourth moment :∫
x∈Rd
‖x− x∗‖42 · p∗(x)dx =M4 <∞,
where x∗ ∈ argmin
x∈Rd U(x) is an arbitrary minimizer of U .
Assumption (A2) is known as (L, α)-weak smoothness or Hölder continuity of the (sub)gradients of U.When
α = 1, it corresponds to the standard smoothness (Lipschitz continuity of the gradients), while at the other
extreme, when α = 0, U is (possibly) non-smooth and Lipschitz-continuous.
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Properties of weakly smooth functions. A property that follows directly from (2.1) is that:
U(y) ≤ U(x) + 〈∇U(x),y − x〉+ L
1 + α
‖y − x‖1+α, ∀x,y ∈ Rd. (2.2)
One of the most useful properties of weakly smooth functions that has been exploited in optimization is
that they can be approximated by smooth functions to an arbitrary accuracy, at the cost of increasing their
smoothness parameter [12,26]. This was shown in [26, Lemma 1] and is summarized in the following lemma
for the special case of the unconstrained Euclidean setting used here.
Lemma 2.1. Let U : Rd → R be a convex function that satisfies (2.1) for some L <∞ and α ∈ [0, 1]. Then,
for any δ > 0 and M =
(
1
δ
) 1−α
1+α
L
2
1+α , we have that ∀x,y ∈ Rd :
U(y) ≤ U(x) + 〈∇U(x),y − x〉+ M
2
‖y− x‖2 + δ
2
. (2.3)
Furthermore, it is not hard to show that (2.3) implies the following (see [12, Section 2.2]):
‖∇U(x)−∇U(y)‖2 ≤M‖x− y‖2 + 2(δM)1/2, (2.4)
where M =
(
1
δ
) 1−α
1+α · L2/(1+α), for any δ > 0, as in Lemma 2.1.
Gaussian smoothing. Given µ ≥ 0, define the Gaussian smoothing Uµ of U as:
Uµ(y) := Eξ[U(y + µξ)],
where ξ ∼ N (0, Id×d). The reason for considering the Gaussian smoothing Uµ instead of U is that it generally
enjoys better smoothness properties. In particular, Uµ is smooth even if U is not. Here we review some
basic properties of Uµ, most of which can be found in [27, Section 2] for non-smooth Lipschitz functions. We
generalize some of these results to weakly smooth functions. While the results can be obtained for arbitrary
normed spaces, here we state all the results for the space (Rd, ‖ · ‖2), which is the only setting considered in
this paper.
The following lemma is a simple extension of the results from [27, Section 2] and it establishes certain
regularity conditions for Gaussian smoothing that will be used in our analysis.
Lemma 2.2. Let U : Rd → R be a convex function that satisfies Eq. (2.1) for some L < ∞ and α ∈ [0, 1].
Then:
(i) ∀x ∈ Rd : |Uµ(x)− U(x)| = Uµ(x)− U(x) ≤ Lµ
1+αd
1+α
2
1+α .
(ii) ∀x,y ∈ Rd : ‖∇Uµ(y)−∇Uµ(x)‖2 ≤ Ld
1−α
2
µ1−α(1+α)1−α ‖y − x‖2.
Additionally, we show that Gaussian smoothing preserves strong convexity, stated in the following (simple)
lemma. Recall that a differentiable function ψ is λ-strongly convex if, ∀x, y ∈ Rd :
ψ(y) ≥ ψ(x) + 〈∇ψ(x),y − x〉+ λ
2
‖y − x‖22.
Lemma 2.3. Let ψ : Rd → R be λ-strongly convex. Then ψµ is also λ-strongly convex.
Composite potentials and regularization. To prove convergence of the continuous-time process (which
requires strong convexity), we work with potentials that have the following composite form:
U¯(x) := U(x) + ψ(x), (2.5)
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where ψ(·) ism-smooth and λ-strongly convex. For obtaining guarantees in terms of convergence to p¯∗ ∝ e−U¯ ,
we do not need Assumption (A3), which bounds the fourth moment of the target distribution—this is only
needed in establishing the results for p∗ ∝ e−U .
If the goal is to sample from a distribution p∗(x) ∝ e−U(x) (instead of p¯∗(x) ∝ e−U¯(x)), then we need to
ensure that the distributions p∗ and p¯∗ are sufficiently close to each other. This can be achieved by choosing
ψ(x) = λ2 ‖x − x′‖22, where λ and ‖x′ − x∗‖2 are sufficiently small, for an arbitrary x∗ ∈ argminx∈Rd U(x)
(see Corollary 4.1 for precise details).
Note that by the triangle inequality, we have that:
‖∇U¯(x)−∇U¯(y)‖2 ≤ ‖∇U(x)−∇U(y)‖2 + ‖∇ψ(x)−∇ψ(y)‖2
≤ L‖x− y‖α2 +m‖x− y‖2.
(2.6)
Thus, by (2.4), we have the following (deterministic) Lipschitz approximation of the gradients of U¯ : ∀x,y ∈
R
d, any δ > 0, and M =M(δ) (as in Lemma 2.1):
‖∇U¯(x)−∇U¯(y)‖2 ≤M‖x− y‖2 +m‖x− y‖2 + 2
√
δM. (2.7)
On the other hand, for Gaussian-smoothed composite potentials, using Lemma 2.2, we have:
‖∇U¯µ(x) −∇U¯µ(y)‖2 ≤
(
Ld
1−α
2
µ1−α(1 + α)1−α
+m
)
‖x− y‖2. (2.8)
Distances between probability measures. Given any two probability measures P and Q on (Rd,B(Rd),
where B(Rd) is the Borel σ-field of Rd, the total variation distance between them is defined as:
‖P −Q‖TV := sup
A∈B(Rd)
|P (A)−Q(A)|.
The Kullback-Leibler divergence between P and Q is defined as:
KL(P |Q) := EP
[
log
(
dP
dQ
)]
,
where dP/dQ is the Radon-Nikodym derivative of P with respect to Q.
Define a transference plan ζ, a distribution on (Rd × Rd,B(Rd × Rd)) such that ζ(A × Rd) = P (A) and
ζ(Rd × A) = Q(A) for any A ∈ B(Rd). Let Γ(P,Q) denote the set of all such transference plans. Then the
2-Wasserstein distance is defined as:
W2(P,Q) :=
(
inf
ζ∈Γ(P,Q)
∫
x,y∈Rd
‖x− y‖22dζ(x,y)
)1/2
.
3 Sampling for Composite Potentials
In this section, we consider the setting of composite potentials of the form U¯(x) = U(x)+ψ(x), where U(·) is
(L, α)-weakly smooth (possibly with α = 0, in which case U is nonsmooth and Lipschitz-continuous) and ψ(·)
is m-smooth and λ-strongly convex. We provide results for mixing times of different variants of overdamped
LMC in both 2-Wasserstein and total variation distance.
We first consider the deterministic smooth approximation of U, which follows from Lemma 2.1. This
approach does not require making any changes to the standard overdamped LMC. However, it leads to a
polynomial dependence of the mixing time on d and 1/ε only when α is bounded away from zero (namely,
when 1/α can be treated as a constant).
We then consider another approach that relies on a Gaussian smoothing of U¯ and that leads to a poly-
nomial dependence of the mixing time on d and 1/ε for all values of α. In particular, the approach leads to
the mixing time for 2-Wasserstein distance that matches the best known mixing time of overdamped LMC
when U is smooth (α = 1), and preserves polynomial-time dependence on d and 1/ε even if U is nonsmooth
(α = 0), in which case the mixing time scales as O˜(d3/ε6). The analysis requires us to consider a minor
modification to standard LMC in which we perturb the points at which gradients of U¯ are queried by a
Gaussian random variable. Note that it is unclear whether it is possible to obtain such bounds for (LMC)
without this modification (see Appendix D).
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3.1 First Attempt: Deterministic Approximation by a Smooth Function
In the optimization literature, deterministic smooth approximations of weakly smooth functions (as in
Lemma 2.1) are generally useful for obtaining methods with optimal convergence rates [12, 26]. A natu-
ral question is whether the same type of approximation is useful for bounding the mixing times of the
Langevin Monte Carlo method invoked for potentials that are weakly smooth.
There are (at least) two reasons why it is not obvious that such a deterministic approximation would
be useful. First, to control the (worst case, deterministic) error introduced by the smooth approximation,
optimization methods crucially rely on averaging of the iterates [12, 26]. However, for sampling methods it
is generally not clear how to incorporate averaging, and, to the best of our knowledge, there are no known
results that bound the mixing time of sampling methods with averaging, for either continuous- or discrete-
time methods. Second, the deterministic error introduces an adversarial bias 2
√
δM(δ) in the Lipschitz
approximation of the gradients (see Eq. (2.4)). While this bias can be made arbitrarily small for values of α
that are bounded away from zero, when α = 0, M(δ) = L2/δ, and the induced bias is constant for any value
of δ.
We show that it is possible to bound the mixing times of LMC when the potential is “not too far” from
being smooth. In particular, we show that the upper bound on the mixing time of LMC when applied to
an (L, α)-weakly smooth potential scales with (1ε )
1/α in both the 2-Wasserstein and total variation distance,
which is polynomial in 1/ε for α bounded away from zero. Although we do not prove any lower bounds
on the mixing time in this case, the obtained result aligns well with our observation that the deterministic
bias cannot be controlled for the deterministic smooth approximation of a nonsmooth Lipschitz function, as
explained above. All technical details are deferred to Appendix C.
3.2 Gaussian Smoothing
The main idea can be summarized as follows. Recall that LMC with respect to the potential U¯ can be stated
as:
xk+1 = xk − η∇U¯(xk) +
√
2ηξk, (LMC)
where ξk ∼ N (0, Id×d) are independent Gaussian random vectors. This method corresponds to the Euler-
Mayurama discretization of the Langevin diffusion.
Consider a modification of (LMC) in which we add another Gaussian term:
xk+1 = xk − η∇U¯(xk) +
√
2ηξk + µωk, (3.1)
where ωk ∼ N (0, Id×d) and is independent of ξk. Observe that (3.1) is simply another (LMC) with a slightly
higher level of noise—
√
2ηξk + µωk instead of
√
2ηξk. Let yk := xk − µωk−1. Then:
yk+1 = yk + µωk−1 − η∇U¯(yk + µωk−1) +
√
2ηξk
= yk − η
[
∇U¯(yk + µωk−1)− µ
η
ωk−1
]
+
√
2ηξk. (S-LMC)
Taking expectations on both sides with respect to ωk−1, we have:
Eωk−1 [yk+1] = yk − η∇U¯µ(yk) +
√
2ηξk,
where U¯µ is the Gaussian smoothing of U¯, as defined in Section 2. Thus, we can view the sequence {yk}
in Eq. (S-LMC) as obtained by simply transforming the standard LMC chain to another LMC chain using
stochastic estimates ∇U¯(yk + µωk−1) − µηωk−1 of the gradients. However, the variance of this gradient
estimate is too high to handle nonsmooth functions, and, as before, our bound on the mixing time of this
chain blows up as α ↓ 0 (see Appendix D).
Thus, instead of working with the algorithm defined by Eq. (S-LMC), we correct for the extra induced
variance and consider the sequence of iterates defined by:
yk+1 = yk − η∇U¯(yk + µωk−1) +
√
2ηξk. (P-LMC)
This sequence will have a sufficiently small bound on the variance to obtain the desired results.
6
Lemma 3.1. For any x ∈ Rd, and z ∼ N (0, Id×d), let G(x, z) := ∇U¯(x+ µz) denote a stochastic gradient
of U¯µ. Then G(x, z) is an unbiased estimator of ∇U¯µ whose (normalized) variance can be bounded as:
σ2 :=
Ez
[∥∥∇U¯µ(x)−G(x, z)∥∥22]
d
≤ 4dα−1µ2αL2 + 4µ2m2.
Let the distribution of the kth iterate yk be denoted by p¯k, and let p¯
∗
µ ∝ exp(−U¯µ) be the distribution
with U¯µ as the potential. Our overall strategy for proving our main result is as follows. First, we show that
the Gaussian smoothing does not change the target distribution significantly with respect to the Wasserstein
distance, by bounding W2(p¯
∗, p¯∗µ) (Lemma 3.2). Using Lemma 3.1, we then invoke a result on mixing times
of Langevin diffusion with stochastic gradients, which allows us to bound W2(p¯k, p¯
∗
µ). Finally, using the
triangle inequality and choosing a suitable step size η, smoothing radius µ, and number of steps K so
that W2(p¯
∗, p¯∗µ) +W2(p¯K , p¯
∗
µ) ≤ ε, we establish our final bound on the mixing time of (P-LMC), stated as
Theorem 3.3.
Lemma 3.2. Let p¯∗ and p¯∗µ be the distributions corresponding to the potentials U¯ and U¯µ respectively. Then,
we have:
W2(p¯
∗, p¯∗µ) ≤
8
λ
(
3
2
+
d
2
log
(
2(M +m)
λ
))1/2(
βµ +
√
βµ/2
)
,
where βµ := βµ(d, L,m, α) =
Lµ1+αd
1+α
2√
2(1+α)
+ mµ
2d
2 .
Our main result is stated in the following theorem.
Theorem 3.3. Let the initial iterate y0 be drawn from a probability distribution p¯0. If the step size η satisfies
η < 2/(M +m+ λ), then:
W2(p¯K , p¯
∗) ≤ (1− λη)KW2(p¯0, p¯∗µ) +
2(M +m)
λ
(ηd)1/2 +
σ2(ηd)1/2
M +m+ λ+ σ
√
λ
+
8
λ
(
3
2
+
d
2
log
(
2(M +m)
λ
))1/2(
βµ +
√
βµ/2
)
,
where σ2 ≤ 4dα−1µ2αL2 + 4µ2m2; M = Ld
1−α
2
µ1−α(1+α)1−α , and βµ =
Lµ1+αd
1+α
2√
2(1+α)
+ mµ
2d
2 .
Further, if, for ε ∈ (0, d1/4), we choose K ≥ 12λη log
(
3W2(p¯0,p¯
∗
µ)
ε
)
, where:
η ≤ ε
2µ2(1−α)λ2
1000(L+m)2d2−α
and µ =
ε
2
1+α min{λ 21+α , 1}
300
√
d
(√
m+ L
1
1+α
)√
10 + d log (ε−2(m+ L)d/λ)
,
then W2(p¯K , p¯
∗) ≤ ε.
Treating L,m, λ as constants and using the fact that W2(p¯0, p¯
∗
µ) = O(poly(d/ε)) (see [9, Lemma 13]), we
find that Theorem 3.3 yields a bound of K = O˜
(
d3−2α
/
ε
6−2α
1+α
)
. When α = 1 (the Lipschitz gradient case),
we recover the known mixing time of K = O˜(d/ε2), while at the other extreme when α = 0 (the nonsmooth
Lipschitz potential case), we find that K = O˜(d3/ε6).
Proof of Theorem 3.3. By the triangle inequality,
W2(p¯K , p¯
∗) ≤W2(p¯K , p¯∗µ) +W2(p¯∗, p¯∗µ). (3.2)
To bound the first term, W2(p¯K , p¯
∗
µ), we invoke [10, Theorem 1] (see Theorem A.4 in Appendix A). Recall
that U¯µ is continuously differentiable, (M + m)-smooth (with M =
Ld
1−α
2
µ1−α(1+α)1−α ), and λ-strongly convex.
Additionally, the sequence of points {yk}Kk=1 can be viewed as a sequence of iterates of overdamped LMC with
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respect to the potential specified by U¯µ, where the iterates are updated using unbiased stochastic estimates
of U¯µ. Thus we have:
W2(p¯K , p¯
∗
µ) ≤ (1− λη)KW2(p¯0, p¯∗µ) +
2(M +m)
λ
(ηd)1/2 +
σ2(ηd)1/2
M +m+ λ+ σ
√
λ
, (3.3)
and as shown in Lemma 3.1, σ2 ≤ 4dα−1µ2αL2 + 4µ2m2.
The last piece we need is control over the distance between the distributions p¯∗ and p¯∗µ. This is established
above in Lemma 3.2, which gives:
W2(p¯
∗, p¯∗µ) ≤
8
λ
(
3
2
+
d
2
log
(
2(M +m)
λ
))1/2(
βµ +
√
βµ/2
)
, (3.4)
where βµ is as defined above. Combining Eqs. (3.2)-(3.4), we get a bound on W2(p¯K , p¯
∗) in terms of the
relevant problem parameters. This proves the first part of the theorem.
It is straightforward to verify that our choice of µ ensures that W2(p¯
∗, p¯∗µ) ≤ ε/3. The choice of η ensures
that 2(M +m)(ηd)1/2/λ ≤ ε/6 and the choice of K ensures that the initial error contracts exponentially to
ε/3 (see the proof of Theorem 3.4 in Appendix F for a similar calculation). This yields the second claim.
Further, we show that this result can be generalized to total variation distance.
Theorem 3.4. Let the initial iterate y0 be drawn from a probability distribution p¯0. If we choose the step
size such that η < 2/(M +m+ λ), then:
‖p¯K − p¯∗‖TV ≤ Lµ
1+αd(1+α)/2
1 + α
+
λµ2d
2
+
√
M +m
4
(√
2d/λ+ 2‖x∗‖22 +
√
4d/λ+ 4‖x∗‖22 + 2W 22 (p¯K , p¯µ∗) + 2‖x∗‖2
)
W2(p¯K , p¯∗µ),
where W2(p¯K , p¯
∗
µ) ≤ (1− λη)KW2(p¯0, p¯∗µ)+ 2(M+m)λ (ηd)1/2+ σ
2(ηd)1/2
M+m+λ+σ
√
λ
; σ2 ≤ 4dα−1µ2αL2+4µ2m2, and
M = Ld
1−α
2
µ1−α(1+α)1−α .
Further, if, for ε ∈ (0, 1], we choose µ = min
{
ε
1
1+α
4max{1,L
1
1+α }d1/2
,
√
ελ
2m2d
}
and
ε¯ =
ε2
4max{(M +m)(√2d/λ+ 2‖x∗‖22 + 2‖x∗‖22), 1} ,
then by choosing the step size η and number of steps K as
η ≤ ε¯
2λ2
64d(M +m)2
and K ≥ log(2W2(p¯0, p¯
∗
µ)/ε¯)
λη
,
we have ‖p¯K − p¯∗‖TV ≤ ε.
Remark 3.1. Treating L, µ, λ, ‖x∗‖ as constants and using the fact that W2(p¯0, p¯∗µ) = O(poly(dε )) (by [9,
Lemma 13]), Theorem 3.4 gives a bound on the mixing time K = O˜(d6−4α/ε 81+α ). When α = 1 (Lipschitz
gradients), we have K = O˜(d2/ε4), while when α = 0 (nonsmooth Lipschitz potential) we have K = O˜(d6/ε8).
While the bound for the smooth case (Lipschitz gradients, α = 1) is looser than the best known bound for
LMC with a warm start [10], our results in TV distance scale as d2 while not requiring a warm start, which
improves upon the corresponding result of [10] where the bound scaled as d3. Further, we conjecture that
our bound is improvable. The main loss is incurred when relating W2 to KL distance, using an inequality
from [30] (see Appendix A). If tighter inequalities were obtained in the literature, either relating W2 and KL,
or directly relating W2 and TV, this result would immediately improve as a consequence. The results for
LMC with non-Lipschitz gradients (α ∈ [0, 1)) are novel. Finally, as a byproduct of our approach, we obtain
the first bound for stochastic gradient LMC in TV distance (see Remark E.1 in Appendix E).
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4 Sampling for Regularized Potentials
Consider now the case in which we are interested in sampling from a distribution p∗ ∝ exp(−U). As
mentioned in Section 2, we can use the same analysis as in the previous section, by running (P-LMC) with
a regularized potential U¯ = U + λ‖x − x′‖22/2, where x′ ∈ Rd. To obtain the desired result, the only
missing piece is bounding the distance between p¯∗ ∝ exp(−U¯) and p∗, leading to the following corollary of
Theorem 3.4.
Corollary 4.1. Let the initial iterate y0 satisfy y0 ∼ p¯0, for some distribution p¯0 and let p¯K denote the
distribution of yK . If we choose the step-size η such that η < 2/(M + 2λ), then:
‖p¯K−p∗‖TV ≤ ‖p¯K − p¯∗‖TV + λ
√M4
2
+
λ‖x′ − x∗‖22
2
,
where ‖p¯K − p¯∗‖TV is bounded as in Theorem 3.4 and M4 is the fourth moment of p∗.
Further, if, for ε′ ∈ (0, 1], we choose λ = 4ε′√M4+‖x′−x∗‖22 and all other parameters as in Theorem 3.4 for
ε = ε′/2, then, we have ‖p¯K − p∗‖TV ≤ ε′.
Remark 4.1. Treating L, ‖x∗‖2, ‖x′ − x∗‖2 as constants, the upper bound on the mixing time is K =
O˜(d6−4αM42
ε4+8/(1+α)
). Thus, when α = 1, we have K = O˜(d2M42ε8 ), while when α = 0, K = O˜(d
6M42
ε12 ).
5 Discussion
We obtained polynomial-time theoretical guarantees for a variant of Langevin Monte Carlo—(P-LMC)—that
uses Gaussian smoothing and applies to target distributions with nonsmooth log-densities. The smoothing
we apply is tantamount to perturbing the gradient query points in Langevin Monte Carlo by a Gaussian
random variable, which is a minor modification to the standard method.
Beyond its applicability to sampling from more general weakly smooth and nonsmooth target distribu-
tions, our work also has some interesting implications. For example, we believe it is possible to extend
our results to sampling from structured distributions with nonsmooth and nonconvex negative log-densities,
following an argument from, e.g., [8]. Further, it seems plausible that coupling our results with the re-
sults for derivative-free Langevin Monte Carlo [34] (which only applies to distributions with smooth and
strongly convex log-densities) would lead to a more broadly applicable derivative-free Langevin Monte Carlo
algorithm.
Several other interesting directions for future research remain. For example, as discussed in Remark 3.1
and Remark E.1 (Appendix E), we conjecture that the asymptotic dependence on d and ε in our bounds on
the mixing times for total variation distance (Theorem 3.4) can be improved to match those obtained for
the 2-Wasserstein distance (Theorem 3.3).
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A Additional Background
Here we state the results from related work that are invoked in our analysis.
First, the smooth approximations of the potentials used in this paper are pointwise larger than the
original potentials, and have a bounded distance from the original potentials. This allows us to invoke the
following lemma from [10].
Lemma A.1. [10, Lemma 3] Let U and U˜ be two functions such that U(x) ≤ U˜(x), ∀x ∈ Rd and both e−U
and e−U˜ are integrable. Then the Kullback-Leibler divergence between the distributions defined by densities
p ∝ e−U and p˜ ∝ e−U˜ can be bounded as:
KL(p|p˜) ≤ 1
2
∫
Rd
(U(x)− U˜(x))2p(x)dx.
As a consequence, ‖p− p˜‖TV ≤ 12‖U − U˜‖L2(p).
The next result that we will be invoking allows us to bound the Wasserstein distance between the target
distributions corresponding to the composite potential U¯ and its Gaussian smoothing U¯µ.
Lemma A.2. [3, Corollary 2.3] Let X be a measurable space equipped with a measurable distance ρ, let
p ≥ 1, and let ν be a probability measure on X. Assume that there exist x0 ∈ X and γ > 0 such that∫
X
eγρ(x0,x)
p
dν(x) is finite. Then, for any other probability measure µ on X :
Wp(µ, ν) ≤ C
[
KL(µ|ν)1/p +
(KL(µ|ν)
2
)1/(2p)]
,
where
C := 2 inf
x0∈X,γ>0
(
1
γ
(
3
2
+ log
∫
X
eγρ(x0,x)
p
dν(x)
))
.
Another useful result, due to [30], lets us bound the KL-divergence between two distributions in terms of
their 2-Wasserstein distance. This is used to relate the TV distance between distributions to their respective
Wasserstein distance in Section 3.2.
Proposition A.3. [30, Proposition 1] Let Q(x) be a density on Rd such that for all x ∈ Rd: ‖∇ logQ(x)‖2 ≤
c1‖x‖2 + c2 for some c1, c2 ≥ 0. Then,
KL(P |Q) ≤
(
c1
2
[√
Ex∼P [‖x‖22] +
√
Ey∼Q [‖y‖22]
]
+ c2
)
W2(P,Q).
In particular, if Q(x) ∝ e−U(x) for some M -smooth function U, then we immediately have:
‖∇ logQ(x)−∇ logQ(x∗)‖2 = ‖∇ logQ(x)‖2 ≤M‖x− x∗‖2 ≤M‖x‖2 +M‖x∗‖2,
where x∗ ∈ argmin
x∈Rd U(x), and the assumption of the proposition is satisfied with
c1 =M and c2 =M‖x∗‖2.
Wewill be invoking a result from [11] that bounds the Wasserstein distance between the target distribution
p∗ and the distribution of the Kth iterate of LMC with stochastic gradients. The assumptions about the
stochastic gradients G(x, z) is that their bias and variance are bounded. Namely:
‖Ezk [G(xk, zk)−∇U(xk)]‖22 ≤ h2d,
and
Ezk [‖G(xk, zk)− Ez′k [G(xk, z′k)]‖22] ≤ σ2d,
where the diffusion term ξk+1 is independent of (z1, ..., zk). The random vectors (z1, ..., zk) corresponding to
the error of the gradient estimate are not assumed to be independent in [11]; however, in our case it suffices
to assume that they are, in fact, independent.
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Theorem A.4. [11, Theorem 4] Let pK be the distribution of the K
th iterate of Langevin Monte Carlo with
stochastic gradients, and let p∗ ∝ e−U . If U is M -smooth and λ-strongly convex and the step size η satisfies
η ≤ 2M+λ , then:
W2(pK , p
∗) ≤ (1− λη)KW2(p0, p∗) + 1.65(M/λ)(ηd)1/2 + h
√
d
λ
+
σ2(ηd)1/2
1.65M + σ
√
λ
.
Next we state the results from [13] that we use multiple times in our proofs to establish contraction of
the solution of the Langevin continuous-time stochastic differential equation:
dyt = −∇U(yt)dt+ dBt, (A.1)
where y0 ∼ q0. Let the distribution of yt be denoted by qt.
Theorem A.5. [13, Proposition 1] Let the function U be L-smooth and λ-strongly convex, let q0 ∼ δx (the
Dirac-delta distribution at x), and let x∗ be the minimizer of U . Then:
1. For all t ≥ 0 and x ∈ Rd,∫
Rd
‖z− x∗‖22 qt(z)dz ≤ ‖x− x∗‖22 e−2λt +
d
λ
(1− e−2λt).
2. The stationary distribution p∗ ∝ exp(−U) satisfies ∫
y∈Rd‖y− x∗‖22 p∗(y)dy ≤ d/λ.
3. For any x ∈ Rd and t > 0, W2(qt, p∗) ≤ e−λt
{‖x− x∗‖2 + (d/λ)1/2} .
Finally, we provide a slight modification of [10, Lemma 5] that we use in the proof of Theorem C.5.
Lemma A.6. Let the function U¯ = U + ψ, where U is (L, α)-weakly smooth and ψ is m-smooth and λ-
strongly convex. If the initial iterate is chosen as y0 ∼ q0 = N (x∗, (M + m)−1Id×d) and p¯∗ ∝ exp(−U¯),
then:
‖qt − p¯∗‖TV ≤ exp
{
d
4
log
(
M +m
λ
)
+
δ
4
− tλ
2
}
,
where qt is the distribution of yt that evolves according to (A.1).
Proof. Using the definition of p∗,
p¯∗(y)−1 = eU¯(y)
∫
Rd
e−U¯(z)dz = eU¯(y)−U¯(x
∗)
∫
Rd
e−U¯(z)+U¯(x
∗)dz
≤ exp
{
〈∇U¯(x∗),y − x∗〉+ M +m
2
‖y − x∗‖22 +
δ
2
}
·
∫
Rd
exp
{
−〈∇U¯(x∗), z− x∗〉 − λ
2
‖z− x∗‖22
}
dz
≤
(
2pi
λ
)d/2
exp
{
M +m
2
‖y − x∗‖22 +
δ
2
}
.
Thus, we have that the χ2-divergence between q0 and p
∗ is bounded by
χ2 (q0|p¯∗) = Ey∼p¯∗
[(
q0(y)
p¯∗(y)
)2]
=
(
2pi
M +m
)−d ∫
Rd
exp
{−(M +m)‖y − x∗‖22} p∗(y)−1dy
≤ exp(δ/2)
(
2pi
M +m
)−d(
2pi
λ
)d/2 ∫
Rd
exp
{
−M +m
2
‖y − x∗‖22
}
dy
≤ exp(δ/2)
(
2pi
M +m
)−d(
2pi
λ
)d/2(
2pi
M +m
)d/2
≤ exp(δ/2)
(
M +m
λ
)d/2
.
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By [10, Lemma 1] (which only relies on the strong convexity of U¯), we know that:
‖qt − p¯∗‖TV ≤ exp(−tλ/2)
2
χ2(q0|p¯∗)1/2, ∀t ≥ 0.
Combining this with the upper bound on the initial χ2 divergence completes the proof.
B Proofs for Gaussian Smoothing
Lemma 2.2. Let U : Rd → R be a convex function that satisfies Eq. (2.1) for some L < ∞ and α ∈ [0, 1].
Then:
(i) ∀x ∈ Rd : |Uµ(x)− U(x)| = Uµ(x)− U(x) ≤ Lµ
1+αd
1+α
2
1+α .
(ii) ∀x,y ∈ Rd : ‖∇Uµ(y)−∇Uµ(x)‖2 ≤ Ld
1−α
2
µ1−α(1+α)1−α ‖y − x‖2.
Proof.
Proof of Part (i). First, it is not hard to show that whenever U is convex and µ > 0, Uµ(x) ≥ U(x), ∀x.
By the definition of Uµ and using that ξ is centered, we have:
Uµ(x)− U(x) = 1
(2pi)d/2
∫
Rd
[
U(x+ µξ)− U(x)− µ 〈∇U(x), ξ〉 ]e−‖ξ‖22/2dξ.
Applying Eq. (2.2):
|Uµ(x) − U(x)| ≤ L
1 + α
µ1+α
1
(2pi)d/2
∫
Rd
‖ξ‖1+α2 e−‖ξ‖
2
2/2dξ.
Finally, using [27, Lemma 1], 1
(2pi)d/2
∫
Rd
‖ξ‖1+αe−‖ξ‖22/2dξ ≤ d(1+α)/2.
Proof of Part (ii). First, observe that, by Jensen’s inequality and Eq. (2.1):
‖∇Uµ(y)−∇Uµ(x)‖2 ≤ 1
(2pi)d/2
∫
Rd
‖∇U(y + µξ)−∇U(x+ µξ)‖2e−‖ξ‖22/2dξ
≤ L‖y− x‖α2 .
(B.1)
Further, by [27, Eq. (21)], the gradient of Uµ can be expressed as:
∇Uµ(x) = 1
µ(2pi)d/2
∫
Rd
U(x+ µξ)ξe−‖ξ‖
2
2/2dξ.
Thus, applying Jensen’s inequality, we also have:
‖∇Uµ(y) −∇Uµ(x)‖2 ≤ 1
µ(2pi)d/2
∫
Rd
|U(x+ µξ)− U(y + µξ)| · ‖ξ‖2e−‖ξ‖22/2dξ. (B.2)
Using Eq. (2.2), we have that:
|U(x+ µξ)− U(y + µξ)| ≤min
{
〈∇U(y + µξ),x− y〉 + L
1 + α
‖y − x‖1+α2 ,
〈∇U(x+ µξ),y − x〉+ L
1 + α
‖y− x‖1+α2
}
≤1
2
〈∇U(y + µξ)−∇U(x+ µξ),x− y〉+ L
1 + α
‖y− x‖1+α2
≤ L
1 + α
‖y − x‖1+α2 ,
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where the second inequality comes from the minimum being smaller than the mean, and the last inequality
is by convexity of U (which implies 〈∇U(x)−∇U(y),x − y〉 ≥ 0, ∀x, y). Thus, combining with Eq. (B.2),
we have:
‖∇Uµ(y) −∇Uµ(x)‖2 ≤ L
µ(1 + α)
‖y− x‖1+α2
1
(2pi)d/2
∫
Rd
‖ξ‖2e−‖ξ‖22/2dξ
=
L
µ(1 + α)
‖y− x‖1+α2 d1/2.
(B.3)
Finally, combining Eqs. (B.1) and (B.3):
‖∇Uµ(y) −∇Uµ(x)‖2 = ‖∇Uµ(y) −∇Uµ(x)‖α2 · ‖∇Uµ(y)−∇Uµ(x)‖1−α2
≤ Lα
( Ld1/2
µ(1 + α)
)1−α
‖y − x‖2
=
Ld
1−α
2
µ1−α(1 + α)1−α
‖y − x‖2,
as claimed.
Lemma 2.3. Let ψ : Rd → R be λ-strongly convex. Then ψµ is also λ-strongly convex.
Proof. By the definition of a Gaussian smoothing, ∀x,y ∈ Rd:
ψµ(y)−ψµ(x) − 〈∇ψµ(x),y − x〉
=
1
(2pi)d/2
∫
Rd
(
ψ(y + µξ)− ψ(x+ µξ)− 〈∇ψ(x+ µξ),y − x〉
)
e−‖ξ‖
2
2/2dξ
≥ 1
(2pi)d/2
∫
Rd
λ
2
‖y− x‖2e−‖ξ‖22/2dξ
=
λ
2
‖y − x‖2,
where we have used λ-strong convexity of ψ.
C Mixing Times for Deterministic Approximations of Negative Log-
Density
In this section, we analyze the convergence of Langevin diffusion in the 2-Wasserstein distance and total
variation distance for target distributions of the form p¯∗ ∝ e−U¯(x), where U¯(·) = U(·) + ψ(·), U(·) is (L, α)-
weakly-smooth, and ψ(·) is m-smooth and λ-strongly convex. The techniques we use here are an extension
of similar techniques used previously in [10, 13].
To analyze the convergence, in both cases we will use a coupling argument that bounds the discretization
error after Euler-Mayurama discretization is applied to the Langevin diffusion. Consider the first process
which describes the exact continuous time process:
dxt = −∇U¯(xt)dt+
√
2dBt, (C.1)
with initial condition x0 ∼ p0 ≡ q0. Let the distribution of xt be denoted by qt. Let p0Pt denote the
distribution of the entire path {xs}ts=0. Consider a second process that describes the Euler-Mayurama
discretization of (C.1),
dx˜t = −bt(x˜t)dt+
√
2dBt, (C.2)
with the same initial condition x˜0 ∼ p0 ≡ q0, bt(x˜t) =
∑∞
k=0∇U¯(x˜kη) · I [t ∈ [kη, (k + 1)η)], and the same
Brownian motion (synchronous coupling). Let the distribution of x˜t be denoted by p˜t.
15
We will analyze the following (Langevin) iterative algorithm for which the initial point x0 satisfies x0 ∼
p0 ≡ q0 and the kth iterate is given by:
xk = xk−1 − η∇U¯(xk−1) +
√
2ηξk, (C.3)
where ξk ∼ N (0, Id×d). Observe that this algorithm corresponds to the discretized process (C.2) with a fixed
step size η, and thus we will use p¯k to denote the distribution of xk.
C.1 Guarantees for Wasserstein Distance
Define the difference process between xt and x˜t as the process zt which evolves according to:
dzt = −
(∇U¯(xt)−∇U¯(x0)) dt.
To bound the discretization error, here we want to bound the 2-Wasserstein distance between the distributions
qη, p˜η after one step of size η. This is established in the following lemma.
Lemma C.1 (Discretization Error). Let x0 ∼ p0 for some probability distribution p0 and x˜0 = x0 . Let
qη denote the distribution of point xt defined by the process (C.1) and p˜t denote the distribution of point x˜t
defined by the process (C.2), as described above. If η < 1/(2λ) then:
W 22 (qη, p˜η) ≤
8d(M +m)4
λ
η4 + 8(M +m)4η4W 22 (p0, p¯
∗)
+ 32δ(M +m)2Mη4 + 4d(M +m)2η3 + 8δMη2.
Proof. By the definition of Wasserstein distance (as the infimum over all couplings) we have,
W 22 (qη, p˜η) ≤ E
[‖x˜η − xη‖22] = E [‖zη‖22] = E
[∥∥∥∥− ∫ η
0
(∇U¯(xt)−∇U¯(x0)) dt∥∥∥∥2
2
]
≤ η
∫ η
0
E
[∥∥(∇U¯(xt)−∇U¯(x0))∥∥22]dt,
where we have used Jensen’s inequality. Continuing by using the smoothness of U¯ (Eq. (2.7)) and applying
Young’s inequality ((a+ b)2 ≤ 2a2 + 2b2), we get,
W 22 (qη, p˜η) ≤ η
∫ η
0
E
[
2(M +m)2‖xt − x0‖22 + 8δM
]
dt
= 2(M +m)2η
∫ η
0
E
[‖xt − x0‖22] dt+ 8δMη2
= 2(M +m)2η
∫ η
0
E
[∥∥∥∥∫ t
0
(
−∇U¯(xs)ds+
√
2dBs
)∥∥∥∥2
2
]
dt+ 8δMη2,
where the last equality is by the definition of the continuous process (C.1).
By another application of Young’s inequality:
W 22 (qη, p˜η)− 8δMη2
≤ 4(M +m)2η
∫ η
0
E
[∥∥∥∥∫ t
0
∇U¯(xs)ds
∥∥∥∥2
2
]
dt+ 8(M +m)2η
∫ η
0
E
[‖Bt‖22]︸ ︷︷ ︸
=d·t
dt
(i)
≤ 4(M +m)2η
∫ η
0
t
∫ t
0
E
 ∥∥∇U¯(xs)−∇U¯(x∗)∥∥22︸ ︷︷ ︸
≤2(M+m)2‖xs−x∗‖22+16δM
dsdt+ 4d(M +m)2η3
≤ 16(M +m)4η
∫ η
0
t
∫ t
0
E
[‖xs − x∗‖22]dsdt+ 32δ(M +m)2Mη4 + 4d(M +m)2η3, (C.4)
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where (i) is again by Jensen’s inequality. We now look to bound the term E
[‖xs − x∗‖22]. By [13, Proposition
1] (see the first part of Theorem A.5) we have
E
[‖xs − x∗‖22] ≤ dλ + e−2λsE [‖x0 − x∗‖22] = dλ + e−2λsEy∼p0 [‖y − x∗‖22] .
Let z ∼ p¯∗ and assume it is optimally coupled to y, so that Ey∼p0,z∼p¯∗
[‖y − z‖22] = W 22 (p0, p¯∗). Then,
combining with the inequality above we get:
E
[‖xs − x∗‖22] ≤ dλ + e−2λsEy∼p0 [‖y − x∗‖22]
≤ d
λ
+ e−2λsEy∼p0,z∼p¯∗
[‖y − z+ z− x∗‖22]
≤ d
λ
+ 2e−2λsEy∼p0,z∼p¯∗
[‖y− z‖22]+ 2Ez∼p¯∗ [‖z− x∗‖22]
≤ 3d
λ
+ 2e−2λsW 22 (p0, p¯
∗),
where in the last inequality the bound on Ez∼p¯∗
[‖z− x∗‖22] ≤ d/λ follows from [13, Proposition 1] (see
second part of Theorem A.5 in Appendix A). Plugging this into (C.4) we get
W 22 (qη, p˜η) ≤
48d(M +m)4
λ
η
∫ η
0
t
∫ t
0
dsdt+ 16(M +m)4η ·W 22 (p0, p¯∗)
∫ η
0
t(1 − e−2λt)dt
+ 32δ(M +m)2Mη4 + 4d(M +m)2η3 + 8δMη2
(i)
≤ 48d(M +m)
4
λ
η
∫ η
0
t
∫ t
0
dsdt+ 16(M +m)4η ·W 22 (p0, p¯∗)
∫ η
0
t2dt
+ 32δ(M +m)2Mη4 + 4d(M +m)2η3 + 8δMη2
≤ 8d(M +m)
4
λ
η4 + 8(M +m)4η4W 22 (p0, p¯
∗)
+ 32δ(M +m)2Mη4 + 4d(M +m)2η3 + 8δMη2.
where (i) follows as η < 1/(2λ) which implies 1− e−2λt ≤ 2λt.
Theorem C.2. Let p¯k denote the distribution of the k
th iterate xk of the discrete Langevin Monte Carlo
given by Eq. (C.3), where x0 ∼ p¯0. If the step size η satisfies:
η ≤ min
min{λ, λ
2}ε2
90000d
· 1((
24
λε
) 1−α
α L
1
α +m
) , 1
2λ
,
λ
36(M +m)
 ,
then, for any
k ≥ 720000d
min{1, λ}ε2λ2
((
24
λε
) 1−α
α
L
1
α +m
)
log
(
W2(p¯0, p¯
∗)
ε
)
,
we have that W2(p¯k, p¯
∗) ≤ ε, where p¯∗ ∝ e−U¯ is the target distribution.
Proof. By the triangle inequality, we have that at any step k:
W2(p¯k, p¯
∗) ≤ e−ληW2(p¯k−1, p¯∗)︸ ︷︷ ︸
Continuous Process Contraction
+
9
√
d(M +m)2√
λ
η2 + 9(M +m)η2W2(p¯k−1, p¯∗) + 6
√
δ(M +m)
√
Mη2 + 2
√
d(M +m)η3/2 + 4
√
δMη︸ ︷︷ ︸
Discretization Error
,
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where the continuous process contraction follows from [13, Proposition 1] (see third point in Theorem A.5 in
Appendix A), while the discretization error is due to the Lemma C.1. First we club together the two terms
that contain W2(p¯k−1, p¯∗) and observe that:
e−ληW2(p¯k−1, p¯∗) + 9(M +m)η2W2(p¯k−1, p¯∗) ≤
(
1− λη
2
+ 9(M +m)η2
)
W2(p¯k−1, p¯∗)
(i)
≤
(
1− λη
2
+
λη
4
)
W2(p¯k−1, p¯∗)
=
(
1− λη
4
)
W2(p¯k−1, p¯∗)
≤ e−λη/8W2(p¯k−1, p¯∗),
where (i) follows as η < λ/(36(M +m)).
Assume that:
2
√
d(M +m)η3/2 ≥ max
{
6
√
δ(M +m)
√
Mη2,
9
√
d(M +m)2√
λ
η2
}
.
(It is not hard to check that this assumption holds for the choice of the step size η and for δ specified below.)
Unrolling the recursive inequality for W2(p¯k, p¯
∗) over k steps, we get:
W2(p¯k, p¯
∗) ≤ e−λkη/8W2(p¯0, p¯∗) +
(
4
√
δM + 6
√
d(M +m)η3/2
)
η
∞∑
s=0
e−λsη/8
≤ e−λkη/8W2(p¯0, p¯∗) + 4
√
δMη
1− e−λη/8 +
6
√
d(M +m)η3/2
1− e−λη/8 .
Recalling that M = (1δ )
1−α
1+αL
2
1+α , we further have:
W2(p¯k, p¯
∗) ≤ e−λkη/8W2(p¯0, p¯∗) +
4
√
δ · (1δ )
1−α
1+αL
2
1+α η
1− e−λη/8 +
6
√
d((1δ )
1−α
1+αL
2
1+α +m)η3/2
1− e−λη/8
(i)
≤ e−λkη/8W2(p¯0, p¯∗) + 64L
1
1+α δ
α
1+α η
λη
+
96
√
d((1δ )
1−α
1+αL
2
1+α +m)η3/2
λη
= e−λkη/8W2(p¯0, p¯∗) +
64L
1
1+α δ
α
1+α
λ
+
96
√
d((1δ )
1−α
1+αL
2
1+α +m)η1/2
λ
,
where (i) uses 1− e−a ≥ a2 , which holds for any a ∈ [0, 1].
Choosing δ =
(
λε
24L
1
1+α
) 1+α
α
and recalling that the step-size is:
η ≤ λ
2ε2
32 · (96)2d((1δ )
1−α
1+αL
2
1+α +m)2
=
λ2ε2
90000d
· 1((
24
λε
) 1−α
α L
1
α +m
) ,
we have:
W2(p¯k, p¯
∗) ≤ e−λkηW2(p¯0, p¯∗) + 2ε
3
.
Thus, for any:
k ≥ 720000d
min{1, λ}ε2λ2
((
24
λε
) 1−α
α
L
1
α +m
)
log
(
W2(p¯0, p¯
∗)
ε
)
,
we have W2(p¯k, p¯
∗) ≤ ε, as claimed.
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C.2 Guarantees for Total Variation Distance
Let p0P˜t denote the distribution of the entire stochastic process {x˜s}s∈[0,t] described by (C.2). Similar
to [10], we use Girsanov’s formula [28, Chapter 8] to control the Kullback-Leibler divergence between the
distributions p0Pt and p0P˜t.
KL
(
p0Pt|p0P˜t
)
=
1
4
∫ t
0
E
[‖∇U¯(x˜s) + b(x˜s)‖22] ds. (C.5)
The application of this identity allows us to bound the discretization error, as in the following lemma.
Lemma C.3 (Discretization Error Bound). Let x∗ be a point such that ∇U¯(x∗) = 0. Then, for any integer
K ≥ 1 we have:
KL
(
p0PKη|p0P˜Kη
)
≤ (M +m)
3η2
9
Ey∼p0
[‖y − x∗‖22]+ (M +m)2Kdη39
+
(M +m)2(K + 1)δη2
9
+
(M +m)2Kdη2
2
+ δηKM.
Proof. By Girsanov’s formula Eq. (C.5) and the definition of b(x˜) we have,
KL
(
p0PKη|p0P˜Kη
)
=
1
4
∫ Kη
0
E
[‖∇U¯(x˜s) + b(x˜s)‖22]ds
=
1
4
K−1∑
k=0
∫ (k+1)η
kη
E
[‖∇U¯(x˜s)−∇U¯(x˜kη)‖22]ds
Using the smoothness property of U¯ , Eq. (2.7), and Young’s inequality, we get:
KL
(
p0PKη|p0P˜Kη
)
≤ (M +m)
2
2
K−1∑
k=0
∫ (k+1)η
kη
E
[‖x˜s − x˜kη‖22] ds+ K−1∑
k=0
∫ (k+1)η
kη
δMds
=
(M +m)2
2
K−1∑
k=0
∫ (k+1)η
kη
E
[‖x˜s − x˜kη‖22] ds+ δηKM. (C.6)
Let us unpack and bound the first term on the right hand side. By the definition of x˜s, we have that for
each k ∈ {0, . . . ,K − 1}:∫ (k+1)η
kη
E
[‖x˜s − x˜kη‖22] ds = ∫ (k+1)η
kη
E
[∥∥∥∥∫ s
kη
(
∇U¯(x˜kη) +
√
2dBr
)
dr
∥∥∥∥2
2
]
ds
=
∫ (k+1)η
kη
(
E
[∥∥∇U¯(x˜kη)∥∥22 (s− kη)2]+ 2d(s− kη)) ds.
Plugging this back into Eq. (C.6), we get:
KL
(
p0PKη|p0P˜Kη
)
≤ (M +m)
2η3
6
K−1∑
k=0
E
[∥∥∇U¯(x˜kη)∥∥22]+ dK(M +m)2η22 + δηKM.
By invoking Lemma C.4, we get the desired result.
Lemma C.4. Let η ≤ 1/(2(M +m)) and let K ≥ 1 be an integer. Then:
η
K−1∑
k=0
E
[‖∇U¯(x˜kη)‖22] ≤ 2(M +m)3 E [‖x˜0 − x∗‖22]+ 4(M +m)Kηd3 + 2(K + 1)δ3 .
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Proof. Let U¯ (k) := U¯(x˜kη). Then, by the smoothness of U¯ (Eq. (2.3)), we have:
U¯ (k+1) ≤ U¯ (k) + 〈∇U¯(x˜kη), x˜(k+1)η − x˜kη〉+ M +m
2
∥∥x˜(k+1)η − x˜kη∥∥22 + δ2
= U¯ (k) − η‖∇U¯(x˜kη)‖22 +
√
2η〈∇U¯(x˜kη), ξk〉+ M +m
2
∥∥∥η∇U¯(x˜kη)−√2ηξk∥∥∥2
2
+
δ
2
,
where ξk =
∫ (k+1)η
s=kη dBs is independent Gaussian noise. Taking expectations on both sides:
E
[
U¯ (k+1)
]
≤ E
[
U¯ (k)
]
− ηE [‖∇U¯(x˜kη)‖22]+ M +m2 η2E [‖∇U¯(x˜kη)‖22]+ (M +m)ηd+ δ2
= E
[
U¯ (k)
]
− η
(
1− (M +m)η
2
)
E
[‖∇U¯(x˜kη)‖22]+ (M +m)ηd+ δ2 .
Rearranging the above inequality and summing from k = 0 to K − 1, we get that:
η
K−1∑
k=0
E
[‖∇U¯(x˜kη)‖22] ≤ 43E [U¯ (0) − U¯ (K)]+ 4(M +m)Kηd3 + 2Kδ3 .
Let U¯∗ = infx∈Rd U¯(x). Therefore, we have U¯K ≥ U¯∗ and U¯ (0) − U¯∗ ≤ (M + m)‖x˜0 − x∗‖22/2 + δ/2.
Combining this with the inequality above, we finally have:
η
K−1∑
k=0
E
[‖∇U¯(x˜kη)‖22] ≤ 2(M +m)3 E [‖x˜0 − x∗‖22]+ 4(M +m)Kηd3 + 2(K + 1)δ3 ,
as claimed.
Theorem C.5. Let the initial point be drawn from a Normal distribution x˜0 ∼ p0 ≡ N (x∗, (M +m)−1Id×d),
where x∗ is a point such that ∇U¯(x∗) = 0. Let the step size satisfy η < 1/(2(M +m)). Then, for any integer
K ≥ 1, we have:
‖p¯K − p¯∗‖TV ≤1
2
exp
(
d
4
log
(
M +m
λ
)
+
δ
4
− Kηλ
2
)
+ (M +m)η
√
d
18
+ (M +m)
√
Kdη3
18
+ (M +m)η
√
(K + 1)δ
18
+ (M +m)η
√
Kd
2
+
√
δηKM
2
.
Proof. By applying the triangle inequality to total variation distance, we have:
‖p˜Kη − p¯∗‖TV ≤ ‖qKη − p¯∗‖TV + ‖p˜Kη − qKη‖TV.
Recall that, by definition, p¯K (distribution of the K
th iterate) is the same as p˜Kη, and qKη denotes the
distribution of the solution to continuous process defined by (C.1) at time Kη. We start off by choosing the
initial distribution to be a Gaussian x˜0 ∼ N (x∗, (M +m)−1Id×d). Therefore, by Lemma A.6, we have that
‖qKη − p¯∗‖TV can be bounded as:
‖qKη − p¯∗‖TV ≤ 1
2
exp
(
d
4
log
(
M +m
λ
)
+
δ
2
− Kηλ
2
)
.
While by Lemma C.3, which holds for a fixed initial point x, combined with the convexity of KL-divergence,
we get that,
‖p˜Kη − qKη‖TV ≤‖p0PKη − p0P˜Kη‖TV ≤
(
1
2
KL
(
p0PKη|p0P˜Kη
))1/2
≤
√
(M +m)3η2
18
Ey∼p0 [‖y − x∗‖22] +
√
(M +m)2Kdη3
18
+
√
(M +m)2(K + 1)δη2
18
+
√
(M +m)2Kdη2
2
+
√
δηKM
2
,
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where the first inequality is by the data-processing inequality and the second is by Pinsker’s inequality. It
is a simple calculation to show that Ey∼p0
[‖y − x∗‖22] = d/(M +m). Combining this with the inequality
above yields the desired claim.
Corollary C.6. In the setting of the theorem above, if we choose
K ≥ max
{
β,
d
4ηλ
log
(
M +m
λ
)
+
δ
4ηλ
}
, δ = min

[
λε2
8d log
(
M+m
λ
)
L
2
1+α
] 1+α
2α
, 1

and, η ≤ min
{
1,
1
2β(M +m)
,
λε2
32d2(M +m)2 log
(
M+m
λ
)}
for some β ≥ 1, where M =M(δ) = ( 1δ ) 1−α1+α L 21+α , then, ‖p¯K − p¯∗‖TV ≤ min {ε, 1}.
Proof. The proof follows by invoking the theorem above and by elementary algebra.
Remark C.1. In the corollary above, if we treat L, β, and λ as constants, then we find that the mixing
time K scales as O˜(d 1+2αα /ε 2α ). This recovers the rate obtained in [10] when no warm start is used of
K = O˜(d3/ε2) in the smooth case, α = 1. However, as the potential U gets nonsmooth, that is, α → 0, the
mixing time blows up.
In this section we have established results in the setting when we sample from distributions with composite
potential functions U¯ = U + ψ, where U is (L, α)-weakly smooth and ψ is m-smooth and λ-strongly convex.
If however, we are interested in sampling from a distribution with potential U that is (L, α)-weakly smooth,
then we can add a small regularization to the potential exactly as we do in Section 4 to obtain results similar
to Corollary 4.1. Again these bounds on the mixing time would blow up as α→ 0, but would be polynomial
in d and ε when α is sufficiently far from 0.
D Shifted Langevin Monte Carlo
Here, we focus on bounding the mixing time of the sequence defined in Eq. (S-LMC), to which we refer as
the Shifted Langevin Monte Carlo. Recall that this sequence is given by:
yk+1 = yk + µωk−1 − η∇U¯(yk + µωk−1) +
√
2ηξk
= yk − η
[
∇U¯(yk + µωk−1)− µ
η
ωk−1
]
+
√
2ηξk.
The only difference compared to the Perturbed Langevin method analyzed in Section 3.2 is in the bound
on the variance, established in the following lemma.
Lemma D.1. For any x ∈ Rd, and z ∼ N (0, Id×d), let G(x, z) := ∇U¯(x + µz) − µη z denote a stochastic
gradient of U¯µ. Then G(x, z) is an unbiased estimator of ∇U¯µ whose (normalized) variance can be bounded
as:
σ2 :=
Ez
[∥∥∇U¯µ(x)−G(x, z)∥∥22]
d
≤ 8dα−1µ2αL2 + 8µ2m2 + 2µ
2
η2
.
Proof. Recall that by definition of U¯µ, we have ∇U¯µ(x) = Ew
[
U¯(x+ µw)
]
, where w ∼ N (0, Id×d), and is
independent of z. Clearly, Ez[G(x, z)] = ∇U¯µ(x).
We now proceed to bound the variance of G(x, z). First, using Young’s inequality (which implies (a+b)2 ≤
2(a2 + b2), ∀a, b) and that z ∼ N (0, Id×d), we have:
Ez
[∥∥∇U¯µ(x)−G(x, z)∥∥22] ≤ 2Ez [‖Ew [U¯(x+ µw)] −∇U¯(x+ µz)‖22] + 2µ2Ez
[‖z‖22]
η2
= 2Ez
[‖Ew [U¯(x+ µw)] −∇U¯(x+ µz)‖22] + 2µ2dη2 .
The rest of the proof follows the same argument as the proof of Lemma 3.1 and is omitted.
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We can now establish the following theorem.
Theorem D.2. Let the initial iterate satisfy y0 ∼ p¯0. If we choose the step-size such that we have η <
2/(M +m+ λ), then:
W2(p¯K , p¯
∗) ≤ (1− λη)KW2(p¯0, p¯∗µ) +
2(M +m)
λ
(ηd)1/2 +
σ2(ηd)1/2
M +m+ σ
√
λ
+
8
λ
(
3
2
+
d
2
log
(
2(M +m)
λ
))1/2 (
βµ +
√
βµ/2
)
,
where σ2 ≤ 8dα−1µ2αL2 + 8µ2m2 + 2µ2η2 , M = Ld
1−α
2
µ1−α(1+α)1−α and βµ =
Lµ1+αd
1+α
2√
2(1+α)
+ mµ
2d
2 .
Proof. By a triangle inequality, we can bound above the Wasserstein distance between pK and p¯
∗ by:
W2(p¯K , p¯
∗) ≤W2(p¯K , p¯∗µ) +W2(p¯∗, p¯∗µ). (D.1)
To bound the first term—W2(p¯K , p¯
∗
µ)—we invoke [11, Theorem 4] (see Theorem A.4 in Appendix A). Recall
that U¯µ is continuously differentiable, (M + m)-smooth (with M =
Ld
1−α
2
µ1−α(1+α)1−α ) and λ-strongly convex.
Additionally, {yk}Kk=1 can be viewed as iterates of overdamped Langevin MCMC with respect to the potential
specified by U¯µ and is updated using unbiased noisy gradients of U¯µ. Thus, we get:
W2(p¯K , p¯
∗
µ) ≤ (1− λη)KW2(p¯0, p¯∗µ) +
2(M +m)
λ
(ηd)1/2 +
σ2(ηd)1/2
M +m+ σ
√
λ
. (D.2)
As was shown in Lemma D.1,
σ2 ≤ 8dα−1µ2αL2 + 8µ2m2 + 2µ
2
η2
. (D.3)
The last piece we need is control over the distance between the distributions p¯∗ and p¯∗µ. Notice that by
Lemma 2.2 it is possible to control the point-wise distance between U¯ and U¯µ, and hence the likelihood ratio
and the KL-divergence between p¯ and p¯µ. We can then use Lemma A.2 to upper bound the Wasserstein
distance between these distribution by the KL-divergence. These calculations are worked out in detail in
Lemma 3.2 to get:
W2(p¯
∗, p¯∗µ) ≤
8
λ
(
3
2
+
d
2
log
(
2(M +m)
λ
))1/2(
βµ +
√
βµ/2
)
, (D.4)
where βµ is as defined above. By combining Eqs. (D.1)-(E.1) we get a bound on W2(pK , p¯
∗) in terms of the
relevant problem parameters.
Consider the following choice of µ, η and K:
K ≥ 1
2λη
log
(
10W2(p0, p¯
∗
µ)
ε
)
, µ =
[
ηLd
1−α
2
2
√
λ
] 1
2−α
and, (D.5)
η = min
( ε1000)
2(2−α)
α λ
3−α
α
L2/αd
3−2α
α
,
λ
3−α
2(1+α) ε
2(1−α)
1+α
5000C
2(1−α)
1+α
3 L
1−α
1+α d
(3+α)(1−α)
2(1+α)
 .
and consider a regime of target accuracy C1 < ε < C2, for two positive constants C1, C2, such that the
following holds:
1. M > m.
2. µ
2
η2 > 4max{dα−1µ2αL2, µ2m2}.
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3. d log
(
2(M+m)
λ
)
> 3.
4. Lµ
1+αd
1+α
2√
2(1+α)
> mµ
2d
2 and βµ < 1.
5. log
(
2(M+m)
λ
)
≤ C3.
Observe that K blows up as α ↓ 0, since η scales with (1000ε )2(2−α)/α, which tends to zero as α ↓ 0, for any
ε < 1000.
A constant C2(d, α, L,m, λ) will exist as our parameters µ and η are monotonically increasing functions
of ε and hence M ∝ 1/µ1−α is a monotonically decreasing function of ε. We choose a lower bound on C1 ≤ ε
to simplify the presentation of our corollary that follows to ensure that Condition 5 specified above holds; it
is possible to get rid of this condition and it would only change the results by poly-logarithmic factors.
Corollary D.3. Under the conditions of Theorem D.2, there exist positive constants C1, C2, and C3 such
that if C1 < ε < C2, then under the choice of η, µ, and K in Eq. (D.5), we have:
W2(p¯K , p¯
∗) ≤ ε.
Proof. The proof follows by invoking Theorem D.2 and using elementary algebra.
E Omitted Results and Proofs from Section 3
Lemma 3.1. For any x ∈ Rd, and z ∼ N (0, Id×d), let G(x, z) := ∇U¯(x+ µz) denote a stochastic gradient
of U¯µ. Then G(x, z) is an unbiased estimator of ∇U¯µ whose (normalized) variance can be bounded as:
σ2 :=
Ez
[∥∥∇U¯µ(x)−G(x, z)∥∥22]
d
≤ 4dα−1µ2αL2 + 4µ2m2.
Proof. Recall that by definition of U¯µ, we have ∇U¯µ(x) = Ew
[
U¯(x+ µw)
]
, where w ∼ N (0, Id×d), and is
independent of z. Clearly, Ez[G(x, z)] = ∇U¯µ(x).
We now proceed to bound the variance of G(x, z). First, by the definition of G(x, z) :
Ez
[∥∥∇U¯µ(x)−G(x, z)∥∥22] = Ez [‖Ew [∇U¯(x+ µw)] −∇U¯(x+ µz)‖22] .
By Jensen’s inequality,
Ez
[‖Ew [∇U¯(x+ µw)]−∇U¯(x+ µz)‖22] ≤ Ez,w [‖∇U¯(x+ µw)−∇U¯(x+ µz)‖22] .
Hence, using (2.6) and applying Young’s inequality ((a+ b)2 ≤ 2(a2 + b2), ∀a, b), we further have:
Ez
[∥∥∇U¯µ(x)−G(x, z)∥∥22] ≤ Ez,w [(L‖µ(w− z)‖α2 +m‖µ(w − z)‖2)2]
≤ 2L2µ2αEz,w
[‖w− z‖2α2 ] + 2m2µ2Ez,w[‖w − z‖22].
Observe that f(y) = yα is a concave function, ∀α ∈ [0, 1]. Hence, we have that Ez,w
[‖w − z‖2α2 ] ≤(
Ez,w
[‖w − z‖22] )α. As w and z are independent, w − z ∼ N (0, 2Id×d). Thus, we finally have:
Ez
[∥∥∇U¯µ(x) −G(x, z)∥∥22] ≤ 4dαµ2αL2 + 4dµ2m2,
as claimed.
Lemma 3.2. Let p¯∗ and p¯∗µ be the distributions corresponding to the potentials U¯ and U¯µ respectively. Then,
we have:
W2(p¯
∗, p¯∗µ) ≤
8
λ
(
3
2
+
d
2
log
(
2(M +m)
λ
))1/2(
βµ +
√
βµ/2
)
,
where βµ := βµ(d, L,m, α) =
Lµ1+αd
1+α
2√
2(1+α)
+ mµ
2d
2 .
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Proof. By [3, Corollary 2.3] (see Lemma A.2 in Appendix A), we have:
W2(p¯
∗, p¯∗µ) ≤ CU¯µ ·
(√
KL(p¯∗|p¯∗µ) +
(
KL(p¯∗|p¯∗µ)
2
)1/4)
, (E.1)
where
CU¯µ := 2 inf
y∈Rd,γ>0
(
1
γ
(
3
2
+ log
(∫
Rd
eγ‖y−x‖
2
2 p¯∗µ(x)dx
)))1/2
.
First, let us control the constant CU¯µ . Without loss of generality, let 0 be the global minimizer of U¯µ
(the minimizer is unique, as the function is strongly convex) and let U¯µ(0) = 0 (as the target distribution
is invariant to constant shift in the potential). Choose y = 0 and γ = λ/4. By smoothness and strong
convexity of U¯µ (see Section 2):
λ‖x‖22/2 ≤ U¯µ(x) ≤ (M +m)‖x‖22/2.
Therefore:
CU¯µ ≤
8
λ
(3
2
+ log
( ∫
Rd
eλ‖x‖
2
2/4p¯∗µ(x)dx
))1/2
≤ 8
λ
(
3
2
+ log
(∫
Rd
eλ‖x‖
2
2/4e−λ‖x‖
2
2/2dx∫
Rd
e−(M+m)‖x‖22/2dx
))1/2
≤ 8
λ
(3
2
+ log
( (4pi/λ)d/2
(2pi/(M +m))d/2
))1/2
≤ 8
λ
(3
2
+
d
2
log
(2(M +m)
λ
))1/2
. (E.2)
Next, we can control the Kullback-Leibler divergence between the distributions by using [10, Lemma 3] (see
Lemma A.1 in Appendix A). Using Lemma 2.2, we have 0 ≤ U¯µ − U¯ ≤ Lµ
1+αd(1+α)/2
1+α +
mµ2d
2 . Therefore:
KL(p¯∗|p¯∗µ) ≤
1
2
∫ (
U¯(x)− U¯µ(x)
)2
p¯∗(x)dx
≤
(Lµ1+αd(1+α)/2
1 + α
+
mµ2d
2
)2
= βµ
2. (E.3)
Combining Eqs. (E.1)-(E.3), we get the claimed result.
Theorem 3.4. Let the initial iterate y0 be drawn from a probability distribution p¯0. If we choose the step
size such that η < 2/(M +m+ λ), then:
‖p¯K − p¯∗‖TV ≤ Lµ
1+αd(1+α)/2
1 + α
+
λµ2d
2
+
√
M +m
4
(√
2d/λ+ 2‖x∗‖22 +
√
4d/λ+ 4‖x∗‖22 + 2W 22 (p¯K , p¯µ∗) + 2‖x∗‖2
)
W2(p¯K , p¯∗µ),
where W2(p¯K , p¯
∗
µ) ≤ (1− λη)KW2(p¯0, p¯∗µ)+ 2(M+m)λ (ηd)1/2+ σ
2(ηd)1/2
M+m+λ+σ
√
λ
; σ2 ≤ 4dα−1µ2αL2+4µ2m2, and
M = Ld
1−α
2
µ1−α(1+α)1−α .
Further, if, for ε ∈ (0, 1], we choose µ = min
{
ε
1
1+α
4max{1,L
1
1+α }d1/2
,
√
ελ
2m2d
}
and
ε¯ =
ε2
4max{(M +m)(√2d/λ+ 2‖x∗‖22 + 2‖x∗‖22), 1} ,
then by choosing the step size η and number of steps K as
η ≤ ε¯
2λ2
64d(M +m)2
and K ≥ log(2W2(p¯0, p¯
∗
µ)/ε¯)
λη
,
we have ‖p¯K − p¯∗‖TV ≤ ε.
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Proof. By a triangle inequality, we can upper bound the total variation distance between p¯K and p¯
∗:
‖p¯K − p¯∗‖TV ≤ ‖p¯K − p¯∗µ‖TV + ‖p¯∗ − p¯∗µ‖TV. (E.4)
Same as in the proof of Theorem 3.3, to bound the Wasserstein distance between p¯K and p¯
∗
µ, we invoke [11,
Theorem 4] (see Theorem A.4 in Appendix A), which leads to:
W2(p¯K , p¯
∗
µ) ≤ (1− λη)KW2(p¯0, p¯∗µ) +
2(M +m)
λ
(ηd)1/2 +
σ2(ηd)1/2
M +m+ λ+ σ
√
λ
, (E.5)
Our next step is to relate this bound on the W2(p¯K , p¯
∗
µ) to the total variation distance between these
distributions. Let M¯ :=M +m, then by the smoothness of U¯µ (Lemma 2.2):
‖∇U¯µ(x)− U¯µ(x¯∗µ)‖2 = ‖∇U¯µ(x)‖2 ≤ M¯‖x− x¯∗µ‖2 ≤ M¯‖x‖2 + M¯‖x¯∗µ‖2,
where x¯∗µ is the (unique) minimizer of U¯µ. Further, by [13, Proposition 1] (see Theorem A.5 in Appendix A)
we have that Ex∼p¯∗µ
[‖x‖22] ≤ 2dλ + 2‖x∗‖22. Using these facts it is also possible to bound the second moment
of p¯K . Consider random variables y ∼ p¯K and x ∼ p¯∗µ, such that x and y are optimally coupled; that is,
E
[‖x− y‖22] =W 22 (p¯K , p¯∗µ). Then, using Young’s inequality, we have,
E
[‖y‖22] = E [‖y− x+ x‖22] ≤ 2E [‖y − x‖22]+ 2E [‖x‖22] = 4dλ + 4‖x∗‖22 + 2W 22 (p¯K , p¯µ∗).
Thus, by invoking [30, Proposition 1] (see Proposition A.3 in Appendix A), we get:
KL(p¯K |p¯∗µ)
≤
M¯
√
2d
λ + 2‖x∗‖22
2
+
M¯
√
4d
λ + 4‖x∗‖22 + 2W 22 (p¯K , p¯µ∗)
2
+ M¯‖x∗‖2
W2(p¯K , p¯∗µ).
Finally, by Pinsker’s inequality, we have:
‖p¯K − p¯∗µ‖TV
≤
√√√√√
M¯
√
2d
λ + 2‖x∗‖22
4
+
M¯
√
4d
λ + 4‖x∗‖22 + 2W 22 (p¯K , p¯µ∗)
4
+
M¯‖x∗‖2
2
W2(p¯K , p¯∗µ), (E.6)
where W2(p¯K , p¯
∗
µ) was bounded above in Eq. (E.5). By Lemma E.1 (see Appendix F), we have that:
‖p¯∗ − p¯∗µ‖TV ≤
Lµ1+αd(1+α)/2
1 + α
+
λµ2d
2
. (E.7)
Combining Eqs. (E.4)-(E.7) yields the first claim.
For the remaining claim, we first choose µ so that ‖p¯∗ − p¯∗µ‖TV ≤ ε2 . It is not hard to verify that the
following choice suffices, asm ≥ λ (smoothness is always at least as high as the strong convexity of a function,
and m and λ parameters come from the same function ψ):
µ = min
{
ε
1
1+α
4max{1, L 11+α }d1/2
,
√
ελ
2m2d
}
.
It remains to bound ‖p¯K − p¯∗µ‖TV by ε/2. To do so, we first bound W2(p¯K , p¯∗µ).
To simplify the upper bound onW2(p¯K , p¯
∗
µ) from (E.5), we first show that under our choice of µ, σ
2/(M+
m+ λ + σ
√
λ) ≤ 2(M +m)/λ. Indeed, as σ, µ, λ are all non-negative, we have that it suffices to show that
σ2 ≤ 2(M+m)2λ . As (M +m)2 ≥M2+m2 ≥M2+λ2, it suffices that: σ2 ≤ 2M
2
λ +2λ. Recall from Lemma 3.1
that:
σ2 ≤ 4µ
2αL2
d1−α
+ 4µ2m2.
25
By the choice of µ, as ε ≤ 1 and d ≥ 1, we have that 4µ2m2 ≤ 2λ. Hence, to prove the claim, it remains to
show that 4µ
2αL2
d1−α ≤ 2M
2
λ . Recalling that M =
Ld
1−α
2
µ1−α(1+α)1−α ≥ Ld
1−α
2√
2µ1−α
, and using elementary algebra and
the choice of µ, the claim follows.
Hence, we have W2(p¯K , p¯
∗
µ) ≤ (1− λη)KW2(p¯0, p¯∗µ) + 4(M+m)λ (ηd)1/2. Choosing:
η ≤ ε¯
2λ2
64d(M +m)2
and K ≥ log(2W2(p¯0, p¯
∗
µ)/ε¯)
λη
,
for some ε¯, ensures W2(p¯K , p¯
∗
µ) ≤ ε¯. It only remains to choose ε¯ so that ‖p¯K − p¯∗µ‖TV, which was bounded
in Eq. (E.6), is at most ε/2. Choosing:
ε¯ =
ε2
4max{(M +m)(
√
2d/λ+ 2‖x∗‖22 + 2‖x∗‖22), 1}
suffices, which gives the choice of parameters from the statement of the theorem, completing the proof.
Remark E.1. An interesting byproduct of the sequence of inequalities used in the proof of Theorem 3.4
is that they lead to bounds in total variation distance for (LMC) with stochastic gradients. This follows
by combining the result from [11, Theorem 4] (see Theorem A.4 in Appendix A) with the inequality from
Eq. (E.6). Combining the two, we have that under the assumptions of Theorem A.4:
‖p¯K − p¯∗‖TV
≤
√√√√√
M
√
2d
λ + 2‖x∗‖22
4
+
M
√
4d
λ + 4‖x∗‖22 + 2W 22 (p¯K , p¯∗)
4
+
M‖x∗‖2
2
W2(p¯K , p¯∗), (E.8)
where W2(p¯K , p¯
∗) is bounded as in Theorem A.4. Thus, treating M,λ, and ‖x∗‖2 as constants, (LMC) with
stochastic gradients takes at most as many iterations to converge to ‖p¯K − p¯∗‖TV ≤ ε as it takes to converge
to W2(p¯K , p¯
∗) ≤ ε2.
Note that the inequality from Eq. (E.6) is also precisely the reason the mixing time we obtain for (P-LMC)
with α = 1 (smooth potential) in total variation distance is quadratically higher than for the 2-Wasserstein
distance. If this inequality improved, our bound would improve as well.
Finally, we note that an obvious obstacle to carrying out the analysis directly in the total variation
distance using the coupling technique (see Appendix C) is the application of Girsanov’s formula (see the
proof of Lemma C.3). Specifically, when applying Girsanov’s formula, we need to bound
E‖∇U¯µ(x˜s)−∇U¯(x˜kη)‖22 = E‖∇U¯µ(x˜s)−∇U¯µ(x˜kη) +∇U¯µ(x˜kη)−∇U¯(x˜kη)‖22.
Applying Young’s inequality, we need bounds on E‖∇U¯µ(x˜s) −∇U¯µ(x˜kη)‖22 and E‖∇U¯µ(x˜kη)−∇U¯(x˜kη)‖22.
While bounding the former is not an issue, the latter can only be bounded using the variance bound from
Lemma 3.1. Unfortunately, when α = 0, the bound on the variance is at least 4L
2
d (a constant independent
of the step size), which leads to the similar blow up in the bound on the mixing time as in Corollary C.6.
Lemma E.1. Let p¯∗, and p¯∗µ be the distributions corresponding to the potentials U¯, and U¯µ, respectively.
Then, we have:
‖p¯∗ − p¯∗µ‖TV ≤
Lµ1+αd(1+α)/2
1 + α
+
λµ2d
2
.
Proof. We can control the Kullback-Leibler divergence between the distributions by using [10, Lemma 3]
(see Lemma A.1 in Appendix A). Using Lemma 2.2, we have 0 ≤ U¯µ − U¯ ≤ Lµ
1+αd(1+α)/2
1+α +
λµ2d
2 . Therefore:
KL(p¯∗|p¯∗µ) ≤
1
2
∫ (
U¯(x)− U¯µ(x)
)2
p¯∗(x)dx
≤
(Lµ1+αd(1+α)/2
1 + α
+
λµ2d
2
)2
(E.9)
Invoking Pinsker’s inequality: ‖p¯∗ − p¯∗µ‖TV ≤
√
KL(p∗|p¯∗µ)/2 yields the claim.
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F Omitted Proofs from Section 4
Corollary 4.1. Let the initial iterate y0 satisfy y0 ∼ p¯0, for some distribution p¯0 and let p¯K denote the
distribution of yK . If we choose the step-size η such that η < 2/(M + 2λ), then:
‖p¯K−p∗‖TV ≤ ‖p¯K − p¯∗‖TV + λ
√M4
2
+
λ‖x′ − x∗‖22
2
,
where ‖p¯K − p¯∗‖TV is bounded as in Theorem 3.4 and M4 is the fourth moment of p∗.
Further, if, for ε′ ∈ (0, 1], we choose λ = 4ε′√M4+‖x′−x∗‖22 and all other parameters as in Theorem 3.4 for
ε = ε′/2, then, we have ‖p¯K − p∗‖TV ≤ ε′.
Proof. By a triangle inequality,
‖p¯K − p∗‖TV ≤ ‖p¯K − p¯∗‖TV + ‖p∗ − p¯∗‖TV.
Applying Lemma A.1,
‖p∗ − p¯∗‖TV ≤ 1
2
‖U − U¯‖L2(p∗)
=
1
2
(∫
Rd
(U(x)− U¯(x))2p∗(x)dx
)1/2
=
1
2
(∫
Rd
(λ
2
‖x− x′‖22
)2
p∗(x)dx
)1/2
≤ 1
2
(
2
∫
Rd
(λ
2
‖x− x∗‖22
)2
p∗(x)dx + 2
∫
Rd
(λ
2
‖x∗ − x′‖22
)2
p∗(x)dx
)1/2
.
Thus, using Assumption (A3), we get
‖p∗ − p¯∗‖TV ≤ λ
2
√
M4 + λ‖x
′ − x∗‖22
2
.
The rest of the proof follows by invoking Theorem 3.4.
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