The universal cover T G of a connected graph G is the unique (possibly infinite) tree covering G, i.e., that allows a locally bijective homomorphism from T G to G. It is well-known that if a graph G covers a graph H , then their universal covers are isomorphic, and that the latter can be tested in polynomial time by checking if G and H share the same degree refinement matrix. We extend this result to locally injective and locally surjective homomorphisms by following a very different approach. Using linear programming techniques we design two polynomial time algorithms that check if there exists a locally injective or a locally surjective homomorphism, respectively, from a universal cover T G to a universal cover T H (both given by their degree matrices). This way we obtain two heuristics for testing the corresponding locally constrained graph homomorphisms. Our algorithm can also be used for testing (subgraph) isomorphism between universal covers, and for checking if there exists a locally injective or locally surjective homomorphism (role assignment) from a given tree to an arbitrary graph H .
Examples of locally constrained homomorphisms. Mappings are indicated by vertex shapes, e.g. all vertices shaped as a white disc in a graph G * are mapped on the white disc of H
Introduction
Throughout the paper, we consider a graph as a pair G = (V G , E G ), where V G is a countable set of vertices and E G is a set of pairs of two different vertices, called edges. Unless explicitly stated otherwise, the pairs in E are unordered.
For a vertex u ∈ V G we denote its neighborhood, i.e., its set of adjacent vertices, by N G (u) = {v | uv ∈ E G }. We consider only graphs where every neighborhood is finite. The degree of a vertex u is the number of edges incident with u, or equivalently the size of its neighborhood. If no confusion is possible we omit the subscript G. If a graph H is a subgraph of G, i.e., if V H ⊆ V G and E H ⊆ E G , we write H ⊆ G. A graph G is connected if for every pair of distinct vertices u and v, there exists a path connecting u and v, i.e., a sequence of distinct vertices starting at u and ending at v where each pair of consecutive vertices forms an edge of G. In this paper, we only consider connected graphs.
A graph G is bipartite if its vertices can be partitioned into two sets A and B such that each edge has one of its endpoints incident with A and the other with B. See [8] for undefined graph terminology.
A
(graph) homomorphism f : G → H from a graph G = (V G , E G ) to a graph H = (V H , E H ) is a mapping V G → V H such that f (u)f (v)
∈ E H whenever uv ∈ E G , i.e., f (N G (u)) ⊆ N H (f (u)) for all u ∈ V G . Here, we used the shorthand notation f (S) = {f (u) | u ∈ S} for a subset S ⊆ V G . Graph homomorphisms have a great deal of applications in graph theory, computer science and other fields, see the monograph [23] .
A graph homomorphism f from a graph G to a graph H can be required to satisfy some local constraint [19] . If, for every u ∈ V G the restriction of f to the neighborhood of u, i.e. the mapping f u : N G (u) → N H (f (u)), is bijective, we say that f is locally bijective [1, 27] , and we write G B −→ H . If, for every u ∈ V G , f u is injective, we say that f is locally injective [13, 14] , and we write G I −→ H . If, for every u ∈ V G , f u is surjective, we say that f is locally surjective [16, 28] , and we write G S −→ H . See Fig. 1 for some examples. Locally bijective homomorphisms, also called graph coverings, originally arose in the early 30s in topological graph theory [4, 30, 35] , and have applications in distributed computing [6] , in recognizing graphs by networks of processors [2, 3] , and in constructing highly transitive regular graphs [5] . Locally injective homomorphisms, also called partial graph coverings, have been studied due to their applications in models of telecommunication [14] , in constrained labelings of graphs with applications to frequency assignment [18] , and as indicators of the existence of homomorphisms of derivate graphs (line graphs) [32] . Locally surjective homomorphisms, also called role assignments, have applications in distributed computing [9] and social science [12, 34, 36] .
The main computational question is whether for every graph H the problem of deciding if an input graph G has a homomorphism of given type * = B, I or S to the fixed graph H can be classified as either NP-complete or solvable in polynomial time. For the locally surjective homomorphisms this classification is known [16] , with the problem for every connected H on at least three vertices being NP-complete. For the locally bijective and injective homomorphisms there are many partial results, see e.g. [14, 27] for both NP-complete and polynomially solvable cases, but even conjecturing a classification for these two locally constrained homomorphisms is problematic. In this paper, we continue the study started in [21] in order to get more insight in the structure of these computational issues.
Problem Formulation
The existence of a locally constrained homomorphism imposes a partial order on the class of finite connected graphs C for each of the three local constraints B, I, and S [21] . We can relax these three orders in two different ways. This leads to two different heuristics for testing if G * −→ H for two given graphs G and H under each type * = B, I, S.
Firstly, we can transform the partial orders from the domain of finite graphs to the domain of matrices as follows. An equitable partition of a connected graph G is a partition of its vertex set in blocks B 1 , . . . , B k such that each vertex in each B i has the same number m i,j of neighbors in B j . We call the k × k matrix M = (m i,j ) 1≤i,j ≤k a degree matrix of G. We say that a vertex u is of the i-th sort if u ∈ B i . Equitable partitions are well-known in algebraic graph theory, see e.g. [22, 37] . The degree refinement matrix drm(G) of G is the degree matrix corresponding to the equitable partition of G with the smallest number of blocks (which are ordered in some unique way). At the other extreme, an adjacency matrix of G can be seen as a degree matrix with the maximum number of rows. As another example, consider the matrix
where k and l are positive integers. It is easy to see that M is a degree matrix of any (k, l)-regular bipartite graph and that M is not a degree refinement matrix for k = l, Degree matrices and degree refinement matrices allow a nice structural characterization and can be efficiently recognized by a polynomial time algorithm [21] .
Let M be the set of all degree matrices. We define three relations (M, −→ G can be taken as the mapping that assigns every walk its last vertex. One can easily see that the universal cover is unique up to an isomorphism (in particular, if we take walks that start in another fixed vertex). As a matter of fact, if two subtrees of a universal cover rooted at two different vertices are isomorphic to depth n − 1, then they are isomorphic to all depths [33] . Universal covers are also called infinite unfoldings or views of graphs and have applications in finite automata theory [31] , distributed computing [25, 39] and existential pebble games [10] . See Fig. 2 for an example.
Moreover, the universal cover T G is equal to the universal cover T M of any degree matrix M of G which is constructed in the following way [21] . We take as root a vertex corresponding to row 1 of M, thus of the 1st sort, and inductively add a new level of vertices while maintaining the property that each vertex of the i-th sort has exactly m i,j neighbors of the j -th sort. Again, see Fig. 2 for an example.
Universal covers can also be equipped with a structure that impose a necessary condition for the existence of a locally constrained homomorphism from a connected graph G to a connected graph H . It turns out that there are two options: either the existence of a locally constrained homomorphism or a simple inclusion (as a subtree).
In the first case we get that G * −→ H implies T G * −→ T H for all three kinds of constraints * ∈ {B, I, S} [15] . In particular, this provides the implication M [21] . In this result, we are allowed to consider infinite graphs, so we may take T G and T H in the role of G and H . Hence, the second heuristic is weaker than the first one.
So far we have shown all forward implications in the following theorem. If G itself is a tree, then [21] . So, the inclusion of universal covers does not imply the relation on matrices for the locally injective constraint. Hence, it remains to resolve a single backward implication:
Theorem 1 Let G and H be connected graphs with degree matrices M and N , resp. Then the following holds:
G B −→ H ⇒ M ∃B −→ N ⇐⇒ T G B −→ T H ⇐⇒ T G = T H G I −→ H ⇒ M ∃I −→ N ⇒ T G I −→ T H ⇐⇒ T G ⊆ T H G S −→ H ⇒ M ∃S −→ N ⇒ T G S −→ T H ⇒ T G ⊇ T H The backward implication T G B −→ T H ⇐ T G = T H inT G = G. We find that T G S −→ T H ⇐ T G ⊇ T H for the choice G = P 4 , H = P 3 , since P 4 ⊇ P 3 but P 4 S −→ P 3 .
Question 1 Does there exist a counter example to the backward implication
The problem of deciding G * −→ H is NP-complete for all three local constraints, and remains NP-hard for many particular fixed targets H , as we mentioned earlier on. We have shown that M ∃B −→ N can be verified in polynomial time [21] . However, so far, we could only show membership to the class NP for the matrix comparison problem M ∃ * −→ N for * = I, S [21] . It is not expected that a polynomial algorithm would solve these two problems. Testing if T G = T H for two graphs G and H can be done in polynomial time: first we compute in polynomial time drm(G) and drm(H ), and then we check whether these degree refinement matrices are equal [2] . Especially given the above, it would be useful to have a polynomial heuristic for checking the other universal cover comparisons as well.
Question 2 How hard is it to decide if T G I −→ T H (or equivalently T G ⊆ T H ) holds
and to decide if T G S −→ T H holds for two given finite connected graphs G and H ?
Outline of the Paper
The remainder of our paper is organized as follows. In Sect. 2 we answer Question 1 by presenting a counter example that excludes the remaining implication as well. In Sect. 3 we answer Question 2. There, we present for both relations T G ⊆ T H and T G S −→ T H a polynomial time algorithm that solves the associated decision problems (even though the universal covers may be infinite). In Sect. 4 we extend our results and connect them to related problems such as the subtree isomorphism and role assignment problem.
Excluding the Remaining Implication
We show that the relation other connected simple graph allows this degree matrix. The infinite tree T M contains pairwise disjoint paths that are of infinite length and induced by vertices of the first sort (the white vertices). These paths are linked by vertices of the second sort (each is adjacent to three paths) and every vertex of the second sort is joined to the middle vertex of a unique P 3 .
The homomorphism in Fig. 3 is obtained inductively. We first map one infinite white path into T N such that the sorts of the images alternate. Every vertex u of the second sort in T M must be mapped on a vertex of the second sort in T N so that the homomorphism can be extended to the pending claw. Then, depending on whether the image of the already processed neighbor of u was of the first or of the second sort, we extend the mapping to the two infinite white paths that contain the remaining two neighbors of u. Both cases are depicted in Fig. 3 . Now, in order to obtain a contradiction, assume that a finite connected graph G with degree matrix M and a mapping f : G S −→ T N exists (recall that T N is the only graph with degree matrix N ). To simplify the following argumentation we call the vertices of the first sort of G red, of the second sort blue, of the third sort green and of the fourth sort yellow. Call a vertex of G light if f maps it to a vertex of the first sort in T N and dark if f maps it to a vertex of the second sort in T N . Because m 1,1 = 2, all red vertices have two red neighbors and hence induce a disjoint union of cycles in G. Let α be the number of light-red vertices in G and β the number of dark-red vertices in G. Since n 1,1 = 0 and n 1,2 = 1 > 0, both red neighbors of every light-red vertex must be dark. This together with our earlier observation that the red vertices induce a disjoint union of cycles in G implies that α ≤ β.
On the other hand, we can deduce the following by considering the pendant claws which exist both in G and in T N . Every yellow vertex indeed has degree one because m 4,1 + m 4,2 + m 4,3 + m 4,4 = 1. Hence it must be light-yellow (if it were dark, it should have degree at least three, since n 2,1 + n 2,2 = 2 + 1 = 3). Because n 1,1 = 0 and n 1,2 = 1 > 0, this means that neighbors of yellow vertices must be dark. As every green vertex is a neighbor of a yellow vertex (because m 4,3 = 1 > 0) we obtain that all green vertices are dark-green. Note that they have degree three because m 3,1 + m 3,2 + m 3,3 + m 3,4 = 0 + 1 + 0 + 2 = 3. Since n 2,1 = 2 and n 2,2 = 1, we then find that exactly two neighbors of a green vertex are light, and exactly one neighbor is dark. Two of the three neighbors of a green vertex are yellow, due to m 3,4 = 2. We already deduced that such vertices are light-yellow. This means that the remaining neighbor of a green vertex, which is blue due to m 3,2 = 1, must be dark.
From the above we conclude that every blue vertex is dark-blue. As m 2,1 = 3, a blue vertex has three red neighbors. Since already its (only) green neighbor is dark-green and n 2,1 = 2, at least two of its three red neighbors must be light-red, and, consequently, it can have at most one dark-red neighbor. As m 2,1 = 1, every red vertex has exactly one blue neighbor. Denote the number of blue vertices in G by γ . By counting the total number of edges between light-red and blue vertices in two different ways, we find that α ≥ 2γ . By a similar counting argument, we obtain β ≤ γ . Hence, α ≥ 2β. This is a contradiction with α ≤ β. Hence, we conclude that
Testing Locally Injective and Surjective Homomorphisms Between Universal Covers
In this section we focus on the decision problems whether T M * −→ T N holds for local constraints * = I, S. (Instances of both problems are encoded by the degree matrices M and N .) As the algorithms are almost the same for both constraints, we treat both cases simultaneously, pointing only at the differences where the particular local constraint plays a different role.
We first need some new terminology. For an integer k ≥ 1 we define [k] := {1, 2, . . . , k} and abbreviate i,j is a surjective or injective distribution row. We can even call these distribution rows suitable as from their existence the witness graphs G and H can be constructed. In general, such a translation from distribution rows to finite witness graphs does not have to be possible, see e.g. [21] or Example 1 below which stems from Proposition 2.
We note that in condition (2), which defines a distribution row to be injective, we do not need to distinguish between n s,j = 0 and n s,j ≥ 1, whereas we do make such a distinction in condition (3) and (4) which together define the surjectivity; without condition (4) we would also capture surjective mappings that are not homomorphisms. Hence, Definition 3 expresses the fact that locally injective and locally surjective homomorphisms are different in nature (a fact which also explains the asymmetry in the result
Example 1 Consider the matrices M and N from Proposition 2. The locally surjective homomorphism from T M to T N depicted in Fig. 3 [21] . These algorithms try to identify suitable distribution rows [21] . The difficulty is that there may be exponentially many distribution rows. Therefore, these algorithms could only use the nondeterministic choice of suitable distribution rows to verify whether M ∃ * −→ N holds for * = I, S, respectively, see [21] for more details.
However, for the decision problem on the existence of a locally constrained homomorphism between universal covers we prove that we may reduce the number of suitable distribution rows to only a polynomial number. For showing this we need some more terminology. For a degree matrix M we say that matrix rows r and i are adjacent if m r,i > 0.
Definition 4
We say that a distribution row p r,s is a witness of type (s, j ) for (adjacent) matrix rows r and i if p r,s i,j ≥ 1.
Definition 5 We say that a distribution row p r,s respects the allowed set
Note that if p r,s is a witness of type (s, j ) for matrix rows r and i that respects an allowed set X, then (i, j ) ∈ X. We need the following lemma for our algorithms.
Lemma 6 For given r and i, the existence of an injective or surjective witness p r,s of type (s, j ) that respects an allowed set X can be tested in
Proof We can do this by translating the problem to the integer flow problem. It is well-known [24] that such a flow problem can be solved in O(|V ||E| 2 ) time on a flow network G = (V , E) [11] and that a feasible flow may be assumed to be integer if the network has integer edge capacities [24] .
We first define our auxiliary flow network F and explain it afterwards. Take
Here, we used the notation (x, y) for an edge directed from x to y. See Fig. 4 for an example of such an auxiliary network F . The sought flow g goes from p to q and must satisfy the following edge constraints:
We claim that F has an integer flow g if and only if there exists an injective, or respectively, surjective witness p r,s of type (s, j ) for r and i respecting X. As we Fig. 4 Example of an auxiliary network F for matrices M and N from Proposition 2. The parameters were chosen r, i, s = 1, j = 2, and X = { (1, 2), (2, 2), (4, 1) }. The dotted edges have zero capacity. The flow corresponding to the surjective distribution row p 1,1 = (0, 2, 0, 1, 0, 0, 0, 0) is depicted on the right-hand side mentioned above, we can check if a feasible integer flow g exists in
First suppose that F allows an integer flow g. Choose p r,s
If * = I , then g(v j , q) ≤ n s,j , and consequently, p r,s is injective. If * = S, then g(v j , q) ≥ n s,j if n s,j ≥ 1, and 0 otherwise, and consequently, p r,s is surjective.
In order to prove the reverse implication, suppose that there exists an injective, or respectively, surjective witness p r,s of type (s, j ) for r and i respecting X. By Definition 4, p r,s i,j ≥ 1. It is easy to verify that p r,s satisfies the other edge constraints in F as well. Hence F allows p r,s as an integer flow.
Our two algorithms can now be presented as one generic iterative Algorithm 1. The correctness and running time of Algorithm 1 follow from the following theorem.
Theorem 7 Algorithm 1 is correct and runs in
Proof For each X r,s , one iteration of Algorithm 1 takes O(k 2 l 2 (k + l)) time due to Lemma 6. Since the number of different allowed sets X r,s is kl, a complete iteration, i.e., an iteration over all X r,s , then takes O(k 3 l 3 (k + l)) time. At the start of the algorithm each X r,s contains at most kl elements, and after each complete iteration the size of each X r,s has never increased. Since the algorithm finishes as soon as all X r,s have stable size, the number of complete iterations is at most kl. We conclude that Algorithm 1 runs in O(k 4 l 4 (k + l)) time. have not yet been used as an image for some neighbor of x of the i -th sort for some i < i. In the injective case, |Y | ≥ |W | holds due to inequality (2), and we can let f map each vertex of W to a unique vertex of Y . In the surjective case (assume n s,j ≥ 1) we do the same, unless |Y | < |W |. In that case we let f map |Y | vertices of W bijectively onto Y and let f map the remaining |W | − |Y | vertices of W to y 1 . This is possible due to inequality (3) .
Whenever the mapping f is defined along an edge uv, we can iteratively extend f to the whole neighborhood N(v) of v by exactly the same procedure as above in such a way that f (u) = x still holds. This can be seen as follows. Suppose v is of the We are even able to construct in polynomial time a locally constrained homomorphism f :
That is we can compute a polynomial number of distribution rows from which we can obtain f in polynomial time (just as we did in Example 1). We do this by using the method described in the proof of Theorem 7. However, if f is defined along edge uv, then we always choose for the same extension of f on N(v)\{u}, i.e., how we extend f only depends on the sort of u, the sort of v, and the sort of f (u). As it is sufficient to keep only at most k 2 l possibilities, the claim follows.
Conclusions
We have answered Questions 1 and 2 of Sect. 1.1 in Proposition 2 and Theorem 7, respectively. We conclude with some remarks on the computational complexity of the associated problems and other extensions. Observe that in this setting both graphs G and H are part of the input. Moreover if G itself is a tree, it is isomorphic to T G . If a locally constrained homomorphism between T G and T H exists, we get the following chain of mappings It is well known that for a fixed graph H the test whether a bounded treewidth graph G satisfies G * −→ H can be done in polynomial time via machinery of monadic second order logic (MSOL) [7] . On the other hand, results on distance constrained labeling of graphs imply that even if G is restricted to be a series-parallel graph, the decision problem whether G I −→ H is NP-complete when H is a part of the input [20] .
Since T I −→ T if and only if T ⊆ T by Theorem 1, our Algorithm 1 tests for subtree isomorphism as well, even when the trees T and T are infinite but then they have to allow a degree partition (which, by definition, has only a finite number of classes). In particular, our algorithm can be used for (sub-)tree isomorphism for finite trees. This might be of some interest, especially if the trees can be encoded in terms of degree refinement matrices of size substantially smaller than the number of vertices of the original tree, as otherwise much faster algorithms exist: Shamir and Tsur [38] give an O( |V H | 1.5 log |V H | |V G |) time algorithm (that runs in O(|V G ||V H |) space). Their algorithm is based on a dynamic programming approach starting in the leaves of the tree together with repeatedly computing a maximum matching. Note that this approach fails in case the trees are infinite.
There exist matrices which are not the degree matrix of a finite graph. If such a matrix M has the property that m i,j > 0 whenever m j,i > 0, then it still possible to construct a universal cover T M of M (or disjoint submatrices of M) in the same way as before. Algorithm 1 can be used for universal cover comparison of those matrices as well.
A natural question arises whether the relationship between the existence of a locally constrained graph homomorphism and the structure of the associated degree matrices and universal covers can be extended to related combinatorial objects like directed graphs. Then it is natural to assume that the same local constraint applies on incoming arcs as well as on outgoing arcs. Kratochvíl et al. [26] showed that the existence of a locally bijective homomorphism between two directed graphs can be emulated in terms of undirected graphs and vice versa. Indeed, if we slightly modify their construction, then it could be used also for the other two kinds of local constraints. The modified version is described below:
• We replace each arc directed from u to v by a path (u, w 1 , w 2 , w 3 , w 4 , v) of length five, where the degree of w 2 will be increased by adding max{ (G), (H )} extra new leaves (see Fig. 6 ). Here, denotes the maximum vertex degree of a graph. If we perform this replacement on all edges of both graphs G and H , then the new graphs allow a locally constrained homomorphism if and only if the original graphs allow some as well. The reason for this is that in each local constraint the mapping must preserve the degree of the w 2 -vertices. Consequently, it also acts bijectively on the neighborhood of any vertex w 1 , w 3 and w 4 in the graph arising from G.
• In the other direction we replace all undirected edges by pairs of oppositely directed arcs and get the desired result immediately. 
