Abstract-This paper presents a specific structure of neural network as the functional link artificial neural network (FLANN). This technique has been employed for classification task of data mining. In fact, there are a few studies that used this tool for solving classification problems. In this present research, we propose a hybrid FLANN (HFLANN) model, where the optimization process is performed using 3 known population based techniques such as genetic algorithms, particle swarm and differential evolution. This model will be empirically compared to FLANN based back-propagation algorithm and to others classifiers as decision tree, multilayer perceptron based backpropagation algorithm, radical basic function, support vector machine, and K-nearest Neighbor. Our results proved that the proposed model outperforms the other single model.
INTRODUCTION
Classification task is a very important topic in data mining. A lot of research ( [1] , [8] , [16] ) has focused on the field over the last two decades. The Data mining is a knowledge discovery process from large databases. The extracted knowledge will be used by a human user for supporting a decision that is the ultimate goal of data mining. Therefore, classification decision is our aim in this study. A various classification models have been used in this regard. M. James [JAM 12] has employed a linear/quadratic discriminates techniques for solving classification problems. Another procedure has been applied using decision trees ( [3] , [20] ). In the same context, Duda et al. [6] have proposed a discriminant analysis based on the Bayesian decision theory. Nevertheless, these traditional statistical models are built mainly on various linear assumptions that will be necessary satisfied. Otherwise, we cannot apply these techniques for classification tasks. To overcome the disadvantage, artificial intelligent tools have been emerged to solve data mining classification problems. For this purpose, genetic algorithms models were used [6] . In a recent research, Zhang ([22] , [23] ) have introduced the neural networks technique as a powerful classification tool. In these studies, he showed that neural network is a promising alternative tool compared to various conventional classification techniques. In a more recent literature, a specific structure of neural network has been employed for classification task of data mining as the functional link artificial neural network (FLANN). In fact, there are a few studies ( [18] , [4] , [7] ) used this tool for solving classification problems.
In this present research, we propose a hybrid FLANN (HFLANN) model based on three metaheuristics population based optimization tools such: genetic algorithms (GAs), particle swarm optimization (PSO) and differential evolution. This model will be compared to the trained FLANN based backpropagation and multilayer perceptron (MLP) as the most famous model in the area.
II. CONCEPTS AND DEFINITION

A. Population based algorithms
Population based algorithms are classed as a computational intelligence techniques representing a class of robust optimization ones. These population based ones make use of a population of solution in the same time based on natural evolution.
Many population based algorithms are presented in the literature such evolutionary programming [9] , evolution strategy [10] , genetic algorithms [12] , genetic programming [15] , Ant Colony [6] , particle swarm [14] and differential evolution [21] . These algorithms differ in selection, offspring generation and replacement mechanisms. Genetic algorithms, particle swarm and differential evolutions represent the most popular ones.
1) Genetic algorithms
Genetic algorithms (GAs) are defined as a search technique that was inspired from Darwinian Theory. The idea is based on the theory of natural selection. We assume that there is a population composed with different characteristics. The stronger will be able to survive and they pass their characteristics to their offsprings. The total process is described as follows:
1-Generate randomly an initial population;
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2-Evaluate this population using the fitness function; 3-Apply genetic operators such selection, crossover, and mutation; 4-Turn the process "Evaluation Crossover mutation" until reaching the stopped criteria fixed in prior.
2) Particle swarm
Presented in 1995 by L. Kennedy and R. Eberhart [14] , particle swarm optimization (PSO) represents one of the most known population-based approaches, where particles change their positions with time. These particles fly around in a multidimensional search space, and each particle adjusts its position according to its own experience and the experience of their neighboring, making use of the best position encountered by itself and its neighbors. The direction of a particle is defined by the set of neighboring and its correspondent history of experience.
An individual particle i is composed of three vectors:
-Its position in the V-dimensional search space X X , X , … , X V -The best position that it has individually found P P , P , … , P V -Its velocity V V , V , … , V V Particles were originally initialized in a uniform random manner throughout the search space; velocity is also randomly initialized.
These particles then move throughout the search space by a fairly simple set of update equations. The algorithm updates the entire swarm at each time step by updating the velocity and position of each particle in every dimension by the following rules:
Where in the original equations:
C is a constant with the value of 2.0 ε and ε are independent random numbers uniquely generated at every update for each individual dimension (n = 1 to V). P V is the best position found by the global population of particle. P V is the best position found by any neighbor of the particle.
W: the weight χ : the constriction factor.
3) Differential evolution
Proposed by Storn and Price in 1995 [21] , differential evolution represents a new floating evolutionary algorithm using a special kind of differential operator. Easy implementation and negligible parameter tuning makes this algorithm quite popular.
Like any evolutionary algorithm, differential evolution starts with a population. Differential evolution is a small and simple mathematical model of a big and naturally complex process of evolution. So, it is easy and efficient.
Firstly, there are five DE strategies (or schemes) that were proposed by R. Storn and K. Price [21] :
• Scheme DE/rand/1 :
• Scheme DE/rand/2 :
• Scheme DE/best/1:
• Scheme DE/best/2:
• Scheme DE/rand-to best/1:
Later, two more strategies were introduced [11] .
We present the trigonometric scheme defined by:
F define the constriction factor generally taken equal to 0.5
x define the selected element x 1 , x 2 , x 3 , x 4 and x 5 represent random generated elements from the population.
Many others schemes can be found in the literature [21] .
B. Functional Link Artificial Neural Networks
The FLANN architecture was originally proposed by Pao et al. [19] . The basic idea of this model is to apply an expansion function which increases the input vector dimensionality. We say that the hyper-planes generated provide greater discrimination capability in the input pattern space. By applying this expansion, we needn't the use of the hidden layer, making the learning algorithm simpler. Thus, compared to the MLP structure, this model has the advantage to have faster convergence rate and lesser computational cost.
The conventional nonlinear functional expansions which can be employed are trigonometric, power series or Chebyshev type. R. Majhi et al. [17] , shows that use of trigonometric expansion provides better prediction capability of the model. Hence, in the present case, trigonometric expansion is employed.
Let each element of the input pattern before expansion be represented as X(i), 1 < i < I where each element x(i) is functionally expanded as Zn(i) , 1 < n < N , where N = number of expanded points for each input element. In this study, we take N=5.
I= the total number of features As presented in figure 1 , the expansion of each input pattern is done as follows.
These expanded inputs are then fed to the single layer neural network and the network is trained to obtain the desired output.
III. HYBRID FLANN DESCRIPTION
The proposed hybrid FLANN is based on evolutionary algorithms as genetic algorithms, particle swarm and differential evolution.
A. Resampling technique:
In order to avoid overfitting, we use the (2*5) K fold crossvalidation resampling technique. We proceed as follows: We divide initial database into 5 folds (K=5) where each one contain the same repartition of classes. For example, if initial population contains 60% of class 1 and 40% of class 2, then all the resulted K folds must have the same repartition.
B. Generation
We begin the process by generating randomly initial solution. We execute partial training using differential evolution in order to improve initial state.
C. Fitness fuction and evaluation
In order to evaluate each solution, two criterions are used such the mean square error (MSE) and the misclassification error (MCE) rate. If we have to compare solutions A and B, we apply the following rules: A is preferred to B If and only if MCE(A)< MCE(B) Or MCE(A)= MCE(B) and MSE(A)< MSE(B).
D. Selection
Many selections are defined in the literature such the Roulette wheel method, the N/2 elitist method and the tournament selection method. The last method will be used here. The principle is to compare two solutions, and the best one will be selected. N/2 elitist is used at the beginning of the process in order to select 50% of generated solution.
E. Crossover
Two parents are selected randomly in order to exchange their information. Two crossovers are applied and described as follows:
1) Crossover 1 (over input feature):
An input feature is chosen randomly to exchange his correspondent weight between the selected two parents.
2) Crossover 2 (over output nodes):
An output is chosen randomly to exchange his correspondent weight.
3) Crossover 3 (Crossover over connection):
A connection position is chosen randomly and his correspondent weight is exchanged between the two parents.
1) Mutation 1(over connection)
A connection position is chosen randomly and his correspondent weight has been controlled. If this connection is connected, his correspondent weight is disconnected by setting his value equal to zero. Else, this connection is connected.
2) Mutation 2 (over one input feature)
An input feature is chosen randomly and his correspondent weights have been controlled. If this input feature is connected (there is at least one weights of his correspondent ones is different from zero), it will be disconnected by putting all his entire weight equal to zero. Else if this input feature is totally disconnected, it will be connected there by generating weights different from zero.
3) Mutation 3 (over two input feature)
We do the same like mutation 2 but here simultaneously for the two selected features.
4) Mutation 4 ( over three input feature)
In this mutation, the same principle is used for three input features.
We note that many input features connection and disconnection can be executed in the same time when having a large number of features. This crossover helps to remove undesirable features from our classification process and can improve the final performance process.
G. Particle swarm optimization (PSO)
In the presented paper, we define three PSO model based on the notion of neighbor.
1) PSO based on resulted genetic offsprings
First, we apply genetic operators. Each offspring that improve our fitness function define a neighbor, and used in equation (1).
2) PSO based on Euclidian distance:
For each particle, we compute the Euclidian distance between this particle and the rest of the population. Next we choose the five nearest particles based on this distance.
From the selected subset of neighbors, we choose the best one which has the best fitness value. This selected one defines our neighbor to be replaced in equation (1).
3) PSO based on the last best visited solution:
In this case, each particle flies and memorizes his best reached solution. This memory defines the neighbor to be used in equation (1) .
H. Differential evolution
In this work, we proceed as follows: -First, for each candidate x, we generate five random solution x 1 , x 2 , x 3 , x 4 and x 5 .
-Next we apply seven chosen schemes as follows:
DE2: Scheme DE/best/1 :
DE3: Scheme DE/best/1 :
DE4: Scheme DE/best/1 :
DE5: Scheme DE/best/2 :
DE6: Scheme DE/rand/2 :
DE7: with Trigonometric Mutation:
I. Stopping criterion:
The process turns in a cycle until reaching a maximum number of epochs without any improvement. We fix the maximum number of epochs equal to 30 epochs.
IV. EXPERIMENTAL STUDIES:
11 real-world databases were selected there to be used in simulation works. They are chosen from the UCI repository machine learning, which is commonly used to benchmark learning algorithms ([ 2] ).
We compare the results of the proposed hybrid FLANN (HFLANN) with FLANN based on the gradient descent algorithm. Next, Comparison with other classifiers will be done.
A. Description of the databases
A brief description of used databases for experimental setup is presented in table I. Num. is the numeric features, Bin. is the binary ones, and Nom. is the nominal inputs that mean discrete with three or more distinct labels. Bin. Nom . 
Tota
B. Convergence test:
In order to test the convergence of the proposed hybrid FLANN, a comparison will be done with trained FLANN using the back-propagation algorithm. Results are presented in figure 2 and figure 3 . Comparison is done based on the required time and number of epochs for convergence.
From figure 2, we find that our process needs less than 200 seconds 20 epochs to converge. Figure 3 present results for FLANN based on back-propagation. This model requires less than 150 seconds and 15 epochs to converge.
The proposed hybrid FLANN has a strong ability to converge fast and requires approximately the same time and epochs than FLANN based back-propagation.
C. Comparative results:
The classification accuracy of the proposed hybrid FLANN are compared with the results obtained from FLANN trained using the back-propagation algorithm. Results are presented in table 2. Bold typeface is used to highlight the results that are significantly better.
We find that the proposed model gives better results for all used databases. So, our proposed evolutionary process trains better than the back-propagation algorithm. Results are presented in table III. From this table, we find that HFLANN is better for 3 databases and SVM is better for the forth. We say that HFLANN is a good classifier giving better results in the majority of used databases. Table IV presents the number of different local and global improvement of used population based algorithms. We find that PSO represents the best local population based technique with 104476 improvements, and differential evolution is the best global one with 1854 of improvement. Table V presents best local improvement and best global improvement of genetic algorithms, differential evolution and particle swarm. For differential evolution, trigonometric mutation scheme represent the best local search strategy and DE/best/1 scheme is the best global one. For PSO, basic model based on genetic algorithms represent the best local search strategy, and the PSO based Euclidian distance is the best global one.
Comparing genetic operators, we find that crossovers improve results more than mutation. 
V. CONCLUSION
In this paper, a HFLANN was proposed based on three populations based algorithms such genetic algorithms, differential evolution and particle swarm. This classifier shows his ability to converge faster and gives better performance than FLANN based on back-propagation.
When comparing different population based algorithms, we find that PSO is the best local technique for improvement and differential evolution is the best global one. For differential evolution, trigonometric mutation scheme represent the best local search strategy and DE/best/1 scheme is the best global.
For PSO, basic model based on genetic algorithms represent the best local search strategy, and the PSO based Euclidian distance is the best global. Comparing genetic operators, we find that crossovers improve results more than mutation. Following this comparison, we are able to identify best local strategy and best global strategy. Compared to the MLP, FLANN has the advantage to optimize the process without using hidden nodes.
Future works can be addressed to add a wrapper approach to delete irrelevant features.
