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ABSTRACT
Recently, Graph Convolutional Networks (GCNs) and their variants have been receiving many re-
search interests for learning graph-related tasks. These tasks include, but not limited to, link pre-
diction, node classification, among many others. In the node classification problem, the input is a
graph with some labeled nodes, edges and features associated with these nodes and the objective is
to predict the labels of the nodes that are not labeled, using graph topology as well as the features
of the labeled nodes. While the GCNs have been successfully applied to this problem, some caveats
inherited from classical deep learning still remain as open research topics in the context of the node
classification problem. One such inherited caveat is that GCNs only consider the nodes that are a
few propagations away from the labeled nodes to classify them. However, taking only a few propa-
gation steps away nodes into account defeats the purpose of using the graph topological information
in the GCNs. To remedy this problem, the-state-of-the-art methods leverage the network diffusion
approaches, namely personalized page rank and its variants, to fully account for the graph topology,
after they use the Neural Networks in the GCNs. However, these approaches overlook the fact that
the network diffusion methods favour high degree nodes in the graph, resulting in the propagation
of labels to unlabeled centralized, hub, nodes. To address this biasing hub nodes problem, in this
paper, we propose to utilize a dimensionality reduction technique conjugate with personalized page
rank so that we can both take advantage from graph topology and resolve the hub node favouring
problem for GCNs. Here, our approach opens a new holistic road for message passing phase of
GCNs by suggesting usage other proximity matrices instead of well-known Laplacian. Testing on
two real-world networks that are commonly used in benchmarking GCNs’ performance for the node
classification context, we systematically evaluate the performance of the proposed methodology and
show that our approach outperforms existing methods for wide ranges of parameter values with very
limited deep learning training epochs. The code is freely available.
Keywords First keyword · Second keyword ·More
1 Introduction
Graph Convolutional Networks (GCNs) [8] are a versions of Convolutional Neural Netwoks (CNNs) on graphs [15].
To learn the graph representations, GCNs utilize layers of learned filters followed by a nonlinear activation func-
tion [15]. In recent years, GCNs have been successfully applied to wide range of problems in data mining, including
node classification [8], recommendation systems [17], the prediction of combined side effects of drugs (polypharmacy
side effects) [18], and natural language processing [16].
In node classification problem, GCNs take a graph, which represents the relationship among vertices/nodes via edges
connecting them, features associated with the vertices and label information of some –not all– nodes as an input. The
Graph Convolutional Networks Meet with High Dimensionality Reduction A PREPRINT
objective of GCNs is then to predict the labels of rest of the vertices in the graph, using the features as well as the
graph topology based on the rationale that neighboring nodes should exhibit similar labels [10]. To achieve the node
classification aim, at each layer of GCNs, the convolution is performed by applying a first-order spectral filter to the
feature matrix, followed by a nonlinear activation function [15]. Thereby, the features are smoothed across the graph at
each layer of the neural network by using graph’s connectivity, and this process is also known as the message passing
phase of a GCN [8].
Despite the successful application of GCNs to a plethora important problems, one subtle issue, which is an inherited
caveat from traditional deep learning, remains unresolved: as in many other deep learning applications, the message
passing scheme of GCNs only utilizes a few hop neighborhoods of labeled nodes [9]. There has been a few recent
attempts to address the limited message passing scheme of GCNs by using attention mechanisms [7], randomwalk [1],
and edge features [12]. However, all of these methods can only utilize the graph topology up to very few neighbors for
each node [9] since using many convolution layers in the message passing of GCNs could potentially be detrimental to
original classification task and mix the predicted labels via over-smoothing of the features [10]. This over-smoothing is
the motivated/forcing primary reason using two layers GCNs instead of many layered GCNs, which is a more intuitive
approach than using two layers GCNs to propagate the labels to the far away nodes in the graph [8, 10].
To circumvent the limited message passing problem of GCNs, Klicpera et al. [9] first observe the connection between
feature propagation in GCNs and well-known PareRank algorithm [11]. Then, they propose an algorithmic framework
that utilizes personalized version of PageRank rather than using message passing phase of GCNs to nicely segregate
the propagation scheme from neural networks [9]. In turn, this type of propagation scheme permits the use of far more
(in fact, infinitely many) propagation steps without leading to over-smoothing problem as in the propagation scheme
of the GCNs’ feature propagation phase, i.e., message passing scheme [9]. While this approach has been shown to be
effective in rendering the application of GCNs to instances with many layers neural networks without over-smoothing
problem, it ignores an important problem that is associated with the application of personalized PageRank based
techniques: The random walker in personalized PageRank based assessment of network proximity assigns higher
scores to nodes with high connectivity and/or centrality [4,5], thus biasing the scoring toward highly connected nodes.
Inspired by our earlier work in the context of link prediction [4], here we propose an algorithmic framework that fairly
assesses the similarity of the nodes in a graph, i.e., without being forced by the high degree connectivity of individual
nodes as in personalized PageRank [9] . More specifically, our approach is based on the idea that nodes that are
topologically “similar?–that is, if their corresponding columns in fully computed personalized PageRank matrix are
“similar" as whole vectors in terms of any vector comparison metric, such as Pearson correlation, then they should be
“similar" to each other. In other words, as opposed to directly assessing the proximity of two nodes by relying on entries
in the columns of full personalized PageRank matrix, we measure their similarity in terms of what they are close to. As
we have shown previously in the context link prediction [4], this approach drastically reduces degree bias in measuring
closeness of the nodes in personalized PageRank matrix. While assessing the proximity based on topological profile
closeness is useful, sparseness of the underlying network might adversely affects the performance of this approach due
to high dimensionality problem [4]. Rather, here in this paper, we first reduce the high-dimensionality in the columns
of personalized PageRank matrix by just discarding the entries which are smaller than a given parameter, ǫ, when we
measure the closeness of two nodes and account for the correlation of those reduced profile vectors. Finally, in the
context of node classification problem in GCN, we assess the reduced topological profile similarity matrix rather than
personalized PageRank matrix in [9].
To test the performance of the proposedmethodology in improving the accuracy of GCN-based node classification and
reducing the train time via less training epochs,which refers to one cycle through the full training dataset, we perform
systematical experiments on two citation networks. Our results show that the proposed approach using reduced topo-
logical profile similarity renders GCNs highly effective in node classification, and the resulting algorithmic framework
outperform algorithm using personalized PageRank [9] with very limited epoch numbers.
The rest of the paper is organized as follows: in Section 2, we describe the terminology, establish background on GCNs
and personalized PageRank [9] approaches instead of message passing phase in classical GCNs, and describe our
approach.In Section 3, we provide detailed experimental evaluation of our proposed approach. We draw conclusions
and summarize avenues for further research in Section 4.
2 Methods
In this section, we first define graph convolutional networks(GCNs) in the context of node classification problem. We
then present insights for the usage of personalized PageRank to separate the message passing scheme of GCNs from
neural networks. Subsequently, we show that considering global correlation of nodes can be integrated into GCNs
massage passing framework to balance the propagation toward intrinsic connectivity.
2
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Figure 1: Flowchart illustrating the proposed approach , for separating a Graph Convolutional Network
(GCN)’s Neural Network phase from its propagation phase. Given an undirected graphs with features associated
with all nodes and labels associated with some nodes (red and blue nodes in the first graph), performs the following
steps: (i) constructingH ∈ Rn×c matrix via the training Neural Network with on feature information of the nodes, (ii)
offline computation of Π matrix to obtain a low-dimensional topological profile (by eliminating the entries of topolog-
ical profiles of node i and j if they both have common white box (meaning entries less than given ǫ for both of them;
otherwise we keep the rows )) for each node and constructing Σ, Sparse Correlation Matrix , (iii) . Finally, we use Σ
andH to further refine the classification of nodes.
2.1 Graph Convolutional Networks
Here, we follow the notations by Kipf andWelling [8] to define GCNs in the context of the node classification problem.
Let G = (V , E) be an undirected graph, where V denotes set of n nodes and E represents the set of m edges in the
graph. The nodes are associated with a feature matrix X = [x1, x2, ..., xn] ∈ R
n×f such that xi ∈ R
f is a feature
vector for node vi ∈ V and the label matrix is given as Y ∈ R
n×c, with number of classes c. The adjacency matrix
of G is given by A ∈ Rn×n, where A’s entries are the weights of edges connecting nodes in G. Let A˜ : A + In be
self-loop added adjacency matrix of G. Then, we can give node classification problem as follows:
Problem (Node Classification): We are given an undirected graph and features of the nodes in this graph and a set of
labeled nodes and our aim is to predict the rest of labels of all nodes in the graph.
One simple yet very effective message passing algorithm that is used aforementioned problem is the GCN. Now, we
can give the two message passing layers of GCNs as follows [8]
ZGCN = softmax(
ˆ˜
AReLU( ˆ˜AXΘ(0))Θ(1)), (1)
where Z ∈ Rn×c are the predicted labels, ˆ˜A = D˜−1/2A˜D˜−1/2 is symmetrically normalized adjacency matrix, A˜, D˜
is diagonal matrix with degrees of A˜, and Θ(0)) and Θ(1) are trainable weight matrices [8].
For the node classification problem, we employ equation (1) to predict the labels of all nodes that are not labeled by
only considering two-hop away propagation. In essence, there are mainly two reasons why we cannot use a larger
propagation steps in GCNs: first, using many layers are equivalent to Laplacian smoothing [10] and second increasing
dept of neural networks causes increasing and complicating the GCNs [9]. However, dept of neural networks and
usage of many steps in propagation two complementary aspects to each other. The Usage of the shallow layered
networks leads to bad compromises [9].
3
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Clearly, using many propagation steps is crucial to determine the similar labeled nodes which are reside in the differ-
ent/distinct regions of the graph, however, we cannot employ many graph convolutional layers due to over-soothing
problem highlighted by [10]. To demystify this problem, Xu et al. [10] have shown that for a k-layer GCN, the influ-
ence score of node x on node y exhibits random walk alike properties on a graph. More specifically, they observe that
influence score of x on y can be obtained by solving the first eigenvalue problem as π∗ = ˆ˜Aπ∗, where π∗ denotes
converged first eigenvector [10]. Obviously, this propagation relies more on graph rather than node where the random
walker has started to walk and its neighborhood. To alleviate this problem, Klicpera et al. [9] exploits random walk
restarts(RWR) approach to have the random walker return the start node once a while. We give brief overview of the
idea that used by Klicpera et al. [9] to integrate RWR into message passing framework in the following subsection.
2.2 Existing Solution to Message Passing via Personalized Propagation of Neural Predictions
From message passing to RWR: Original PageRank algorithm has been used in numerous applications [11] and it
is computed by only solving πpr = Arwπpr the first eigenvalue problem, where Arw = AD
−1, row-normalized
adjacency matrix. To account for the influence score of the root node, starting nodes and its neighborhood, Klicpera
et al. [9] use the personalized variant of PageRank [11], i.e, RandomWalk with Restarts, as follows:
πppr(ix) = α(In − (1− α)
ˆ˜
A)
−1
ix (2)
where α ∈ (0, 1] is the teleport probability that determines how much a random walker should span the graph and ix
indicator vector which only contains 1 its x-th entries and 0s in all other entries. Clearly,Πppr = α(In − (1− α)
ˆ˜
A)
−1
is an n × n fully personalized PageRank matrix that contains influence score of x on y, its Πppr(x, y) = Πppr(y, x)
entry.
Personalized propagation of neural predictions (PPNP) [9]: In a nutshell, to utilize the fully personalized PageRank
scores for node classification problem, Klicpera et al. [9] first generate classification prediction of each node based on
its features and then propagate these prediction to gain more confidence about final prediction via fully personalized
PageRank [9]. More formally, this formulation of node classification can be given as follows [9]:
ZPPNP = softmax(ΠpprH) (3)
where H = fθ(X) and X denotes features matrix and fθ a neural network with parameter set θ generating the first
predictions, H ∈ Rn×c before applying fully personalized PageRank and softmax(x) =
1
∑k
j=1 exp(xc)
exp(x)
transforms predicted values into the probability density function [15].
As a result, PPNP [9] separates message passing of GCNs from the neural networks that is used for generating pre-
diction scores [9]. Now, with the help of this formulation, the depth of neural networks are fully separated from
propagation phase of GCNs.
Furthermore, Klicpera et al. [9] propose to compute equation (2) via classical power iteration to give less accurate but
more efficient variant of the propagation step as follows:
Z
(0) = H = fθ(X),
Z
(k+1) = (1− α) ˆ˜AZ(k) + αH,
Z
(K) = softmax((1− α) ˆ˜AZ(K−1) + αH).
(4)
where k ∈ [0,K − 2], dimension of power iteration.
2.3 Proposed Solution to the Message Passing Scheme.
The main idea behind the proposed approach is that that the proximity of nodes, influence score of node x on y, in a
graph can be exploited more effectively by considering the relative position of nodes in the graph with respect to each
other. In other words, if we consider the closeness of two nodes from perspective of similar to nodes, we might gain
more insights in about segregated propagation steps, i.e, personalized PageRank. In the context of link prediction [4]
and its applications and drug response prediction [14], we demonstrate shown that this approach is indeed more
effective than personalized PageRank like proximitymeasurements, resulting muchmore accurate prediction results by
drastically eliminating high dimensionality of PageRank vectos , such as connectivity and/or centrality [6]. Elimination
of such bias is particularly important for the node classification problem, since final predictions proposed in [9] can
4
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Table 1: Descriptive Statics of Datasets
Network Type Nodes Edges Classes Features
Cora-ML Citation 2810 7981 7 2879
CiteSeer Citation 2110 3668 6 3703
be biased towards to the high degree nodes and misguides the entire prediction process by favouring central unlabeled
nodes.
Mathematically, it is clear from the equation (2) that the influence of a node x on all the other nodes, including itself,
can be given the vector πppr(ix). Now, considering all nodes influence on all other nodes in the graph is given by
the matrix, ΠpprIn = α(In − (1− α)
ˆ˜
A)
−1
In. Then, Klicpera et al [9] propose their PPNP approach based on
α(In − (1− α)
ˆ˜
A)
−1
matrix’s entries distribution by considering individual entries’ influences on themselves. Rather,
here, we propose to account for πppr(ix) vector as whole to measure the influences of two nodes each other. More
formally, for a given Πppr = α(In − (1− α)
ˆ˜
A)
−1
fully computed personalized PageRank matrix, we rely on the
proximity of correlations of two nodes x and y as ρ(Πppr(:, x),Πppr(:, y)), where ρ denotes Pearson correlation of
two column vectors corresponding profile vectors of nodes x and y, respectively. This way, we capture the global
profile information of nodes from the perspective of all nodes in the graph by jointly considering that if a random
walker starts walking from a specific nodes,x, and what would be probabilities of landing all other nodes. Then, we
take the closeness measure in terms of these landing probabilities when we evaluate the proximity of two nodes, x and
y. This approach has been shown to be much more informative than considering individual proximity separately in
the context of disease gene prioritization [5, 6] when one wants to classify nodes’ belongings.
However, the high-dimensionality problem of vector Πppr(:, x) for any nodes x in graph may prevent us applying
Pearson correlation to those profile vectors [4, 14] due to sparsity of the vectors. Or, unveil the hints to develop more
efficient algorithms in terms of computational and storage cost.
To this end, we propose to reduce the high-dimensionality of all vectors by pruning the the rows of the any two vectors
that are less than given parameter ǫ. That is, we delete the rows of Πppr(:, x) and Πppr(:, y), if they simultaneously
smaller than the ǫ to prevent small entries of both vectors act as if they are correlated. This technique is named as
Sparse Correlation, ρǫ, in [4], to be consisted with the pioneering paper [4], we use the same terminology for the rest
of this paper.
Now, our objective should be clear that we aim at using sparsely correlated columns of Πppr in the context of node
classification via GCN. More precisely, we construct a Sparse Correlation Matrix, Σ fromΠppr(:, x) and provide it to
any GCNs to classify the nodes. The construction of this Σ matrix is given below algorithm:
Algorithm 1 Offline Construction of Σ
1: Compute Πppr ∈ R
n×n
2: for i=1:n do
3: for j=1:i do
4: Σ(i, j) = ρǫ(Πppr(:, i),Πppr(:, j))
5: Σ = Σ+ ΣT ⊲ (.)T : Transpose of a matrix
Upon the computation of Σ matrix, we give following variant, SPARSE CORRELATION OF NEURAL PREDICTIONS
(SCNP) , of GCN algorithm for node classification problem:
ZScNP = softmax(ΣH) (5)
In the final step of SCNP, we use softmax classifier to classify nodes based on their learned features via neaural
networks and Sparse Correlation Matrix, Σ. With the proposed approach, we take the landmarks, which can be seen
as the views of closely related nodes for the nodes that we want to classify, as oppose to a single entry view point as
in [9]. The flowchart of our approach can be seen in Figure 1.
3 Experiments
In this section, we systematically evaluate the performances of proposed algorithmic framework in the context of the
node classification problem. We start our discussion by describing the datasets and our experimental setting. Then, we
5
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Figure 2: Comparison of the performance of proposed message passing method against that of the existing mes-
sage passing algorithm on the Cora dataset. The plots show the mean and standard deviation of training accuracy
of a GCN trained using SCNP and PPNP. The performance of is shown as a function of training epochs.
analyze the performance of the algorithm as a function of the number of training iterations,epochs. We also compare
the performance of our proposed methods against the best methods presented as full PPNP,in [9]. We then investigate
the performance of each algorithm as a function of the very limited training iterations.
3.1 Datasets and Experimental Setup
We test and compare the proposed methods on two sets of real-world collaboration networks: Cora and CiteSeer
provided by [13]. Details of these three networks are given on Table 1. The datasets use a bag-of-words representation
of the papers? abstracts as features., i.e., existence/non-existence of certain words are represented as 1/0 values in this
feature vector [10].
For PPNP, we use the Python implementation provided by Klicpare et al. [9]. We implement our ScNP in Matlab
which is only used for offline computations, and use Python for online computation. For RWR based preprocessing
we use both CHOPPER [2] and I-CHOPPER [3].
We assess the performance of the algorithm as a function training epochs. First, we fix the maximum training epochs to
80 and presents the training validation accuracy with standard deviation in 10 runs. Then, we evaluate the performance
of the algorithm with very limited training epochs, namely for the values of {20, 21, 22, 23} and presents test validation
accuracy and macro F-1 scores.
For the hyper-parameters of the GCNs, we follow Klicpare’s [9] parameter settings. Namely, we use a two layers
GCN with h = 64 hidden units. We apply L2 regularization with λ = 0.005 on the weights of the first layer and
use dropout with dropout rate d = 0.5 on both layers and the adjacency matrix and α = 0.1 for RWR. Finally, we
6
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Figure 3: Comparison of the performance of proposed message passing method against that of the existing
message passing algorithm on the CiteSeer dataset. The plots show the mean and standard deviation of training
accuracy of a GCN trained using SCNP and PPNP. The performance of is shown as a function of training epochs.
report the mean accuracy of 10 runs for each dataset for the first experiment and 10 runs for the second experiment.
Finally, for comparison we use full PPNP method as baseline method since it is the best method presented in [9] and
outperforms all opponents references (therein [9]). All of the experiments are performed on a Dell PowerEdge T5100
server with two 2.4 GHz Intel Xeon E5530 processors and 32 GB of memory.
3.2 Performance Evaluation
We first compare the node classification performance of the our method and full PPNP [9] method using training
accuracy, number of correct prediction divided by total number of prediction during the training phase of a GCN [10],
as the performance criterion. The results of this analysis for two datasets are shown in Figure 2 and 3. As seen in the
figures, on two datasets, the GCN that uses propagation based on our proposed algorithm delivers the best performance.
To be specific, on the Cora dataset, the training accuracy of the GCN that uses Σ matrix instead of full personalized
PageRank matrix, Π, in PPNP drastically outperforms its opponent, showing the validity of our method. Here, using
very conservative ǫ value causes degradation of the method as seen in Figure 3(d), suggesting that the ǫ parameters
should be adjusted carefully for Cora dataset. On CiteSeer dataset, our method drastically improves training accuracy
across for all ǫ values. Overall, the analyses in Figure 2 and 3 show that our method is highly effective for lifting the
heavy burden of necessary usage of many training iteration for GCNs which in turn is very useful to computationally
decrease the training time.
We then investigate the performance of our propagation algorithm as a function very limited number of training epochs
and evaluate the test accuracy and Macro F1 scores, which is simple arithmetic mean of our per-class F1-scores, of
its performance. The result of this analysis are shown in Figure 4. As seen in the figure, the test accuracy and Macro
7
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Figure 4: The test accuracy and test Macro F1 of GCNs trained using our method and PPNP with very limited
training iterations. In these experiments, we use various ǫ parameters across two datasets.
F1 scores provided by our method is largely improved PPNP accuracy with very limited number of training epochs.
It is very impressive that our method even renders a GCN classify nodes with only 1 training epoch showing that in
the propagation phase of a GCN usage of SCPN instead of PPNP is much more true approach. These results clearly
demonstrate the effectiveness of topological similarity based propagation instead of in regular personalized PageRank
approach, suggesting that this algorithm has great potential in rendering GCNs message passing phase useful even
when training with very limited number of epochs. These results demonstrate that our method will be new pioneer
aspect for message passing phase of GCNs.
4 Conclusions
In this paper, we propose an algorithmic framework that utilizes both graph intrinsic topology and features to remedy
the message passing phase of Graph Convolutional Networks. Testing our method on real-world datasets, we demon-
strate that our approach is highly effective in node classification problem and can be used for any graph convolutions
network tasks that require message passing, such as link prediction.
The work presented here has many feature directions including usage of different matrix in a GCN instead of a Lapla-
cian matrix, iterative computation of our method using effective Krylov base methods, etc to name a few.
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