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Abstract: Ghost imaging (GI) is an imaging technique that uses the second-order correlation 
between two light beams to obtain the image of an object. However, standard GI is affected by 
optical background noise, which reduces its practical use. We investigated the robustness of an 
instant ghost imaging (IGI) algorithm against optical background noise and compare it with the 
conventional GI algorithm. Our results show that IGI is extremely resistant to spatiotemporally 
varying optical background noise that can change over a large range. When the noise is large 
in relation to the signal, IGI will still perform well in conditions that prevent the conventional 
GI algorithm from generating an image because IGI uses signal differences for imaging. Signal 
differences are intrinsically resistant to common noise modes, so the IGI algorithm is strongly 
robust against noise. This research is of great significance for the practical application of GI. 
1. Introduction 
Ghost imaging (GI) is an imaging technique that generates the image of an object by calculating 
the second-order correlation function between two light beams [1-6]. Ghost imaging has been 
widely researched in recent years [7-16]; it has important applications in many fields such as 
cryptography [17,18], lidar [19,20], medical imaging [21,22], micro object imaging [23,24], 
three-dimensional imaging [25-28] and single-pixel imaging [29-33]. In many practical scenes, 
GI is subject to interference from the transmission medium and from optical background noise. 
Many studies have demonstrated that, in the first case, GI is more robust against disturbance 
from medium turbulence and medium scattering than traditional imaging techniques [34-38]. 
In the latter case, interference from optical background noise has been shown to decrease the 
quality of a lidar image [39]. The imaging capability of ghost imaging is reduced, or possibly 
even disabled, when variation in the amplitude of noise light exceeds the intensity of the thermal 
light. This problem is an obstacle to the practical application of GI. 
 [40] prototyped the chip-based application of an instant ghost imaging (IGI) algorithm. IGI 
uses the difference between the signals of two consecutive measurements to generate an image 
of the object [41-43]. This signal difference approach suggests that IGI can greatly increase GI 
robustness in respect of optical background noise because signal difference has an intrinsic 
denoising capability [44,45]. 
In this paper, to produce optical background noise of given frequency and intensity, we used 
a controlled LED. By comparing the imaging performance between the IGI algorithm and the 
GI algorithm under the same levels of optical background noise, we found that the IGI 
algorithm has great robustness against markedly varying degrees of optical background noise. 
Besides, the IGI algorithm could still produce a high-quality image when the GI algorithm 
failed, signifying its superiority. 
2. Method 
2.1 Experimental configuration 
 
Fig. 1. The experimental configuration; components are described in the text.  
The experimental configuration is shown in Fig. 1. A 532 nm laser beam passes through the 
rotating ground glass screen to produce pseudo-thermal light. A beam splitter divides the light 
beam into two spatially correlated beams, the test beam and the reference beam. A mask bearing 
the letters TH, the object, is placed in the path of the test beam, and CMOS1 is the bucket 
detector. The reference beam is directed to CMOS2, which detects the reference light. The 
distance from the ground glass to the object is 300 mm, the same as the distance from the ground 
glass to CMOS2; the object is close to CMOS1. 
The optical background noise is generated by an FPGA driving a white LED. The noise 
source is placed at one of positions A, B, and C so that noise is introduced between the source 
and the object, between the object and the bucket detector CMOS1, or between the source and 
the reference signal detector CMOS2. The noise is introduced to enable us to investigate the 
robustness of the IGI and GI algorithms against optical background noise. The detection rate 
of each CMOS is 25 measurements per second, and the total number of measurements N is 
20000.  
2.2 Imaging reconstruction algorithms 
The image of the object is reconstructed by calculating the second-order correlation between 
the two beams. The conventional background subtraction GI algorithm is [3,28] 
  (1) 
where S is the value of the bucket detector, which is calculated by summing the intensities of 
all pixels on CMOS1; I(x) is the intensity of the reference beam at coordinate x; and the 
ensemble average is . 
The IGI algorithm is 
  (2) 
where Sn+1 - Sn and In+1(x) - In(x) are the temporal difference signals between two consecutive 
measurements at the bucket detector and the reference detector. The result given by IGI is the 
same as that given by GI; the detailed proof is given in [40]. 
G(x) = [S − S ][I(x)− I(x) ]
⋅ = (1/ N ) (⋅)
i=1
N∑
GIGI (x) = 1
2N
[Sn+1 − Sn]
n=1
N
∑ [In+1(x)− In(x)]
3. Results 
3.1 Study of position A 
 
Fig. 2. Noise resistance for position A; individual images are explained in the text. 
We verified that both the GI algorithm and the IGI algorithm could reconstruct the image of 
the object when there is no optical background noise. Fig. 2(a) shows the object. Figs. 2(b) and 
2(c) are the images of the object reconstructed respectively by the GI algorithm and the IGI 
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algorithm. We found that the two algorithms produce almost identical quality images when 
there is no optical background noise. 
We studied the robustness of the system when the optical noise source was at position A. 
We placed the LED in front of the object, and the FPGA produced optical background noise of 
varying intensity. Fig. 2(d) shows an image obtained on CMOS1 when there was no optical 
background noise (i.e., with only thermal light illuminating the object); Fig. 2(e) is the 
corresponding value of S at the bucket detector (for the convenience of display, only the first 
1000 measurements are shown). Fig. 2(f) is a photograph obtained on CMOS1 when the object 
is illuminated only by optical background noise; the corresponding S curve is shown in Fig. 
2(g). The amplitude of the added noise with trigonometric function distribution is 1050000 (a. 
u.) and the frequency is 5 Hz. Fig. 2(h) is a photograph obtained on CMOS1 when the object is 
illuminated by both optical background noise and thermal light; the corresponding S curve is 
shown in Fig. 2(i). Figs. 2(j) and 2(k) are the images of the object formed by the GI algorithm 
and the IGI algorithm. 
It can be seen that when the test beam was subject to interference from optical background 
noise, the GI algorithm was completely unable to generate an image, but the IGI algorithm was 
almost unaffected by the noise. In position A, IGI is extremely robust against greatly changing 
levels of optical background noise; therefore, its imaging capability is much greater than that 
of the traditional GI algorithm. 
3.2 Study of position B 
 
Fig. 3. Noise resistance study for position B; individual images are explained in the text.  
We investigated the robustness of the GI and IGI algorithms when the optical background noise 
source was at position B. We placed the LED between the object and CMOS1. Light intensity 
was varied by the FPGA. 
Fig. 3(a) shows a photo obtained by CMOS1 when the object was illuminated only by 
thermal light; Fig. 3(b) shows the S curve of the bucket detector when there was no background 
noise. Fig. 3(c) shows a photo obtained by CMOS1 when the object was illuminated only by 
optical background noise; Fig. 3(d) shows the corresponding values of the S curve at the bucket 
detector CMOS2. The amplitude of the added noise with trigonometric function distribution is 
940000 (a. u.) and the frequency is 5 Hz. Fig. 3(e) shows a photo captured by CMOS1 when 
the object was illuminated by both thermal light and optical background noise; Fig. 3(f) shows 
the corresponding values of the S curve at the bucket detector. 
Figs. 3(g) and 3(h) are the images of the object generated respectively by the GI and IGI 
algorithms. We can see that when the collector CMOS1 is subject to time-variant optical 
background noise, GI is completely unable to image, but IGI is almost unaffected. When 
background noise is introduced at position B, IGI is extremely robust against widely varying 
levels of optical background noise; therefore, its imaging capability is much greater than that 
of the traditional GI algorithm. 
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3.3 Study of position C 
 
Fig. 4. Noise resistance study for position C; individual images are explained in the text. 
We investigated the robustness of both algorithms when the optical background noise source 
was at position C. We placed the LED between the object and CMOS2 so that the optical 
background noise source illuminated CMOS2. The intensity of the light was varied by the 
FPGA. We compared the imaging capability of the GI and IGI algorithms for varying levels of 
background noise. 
Fig. 4(a) is a speckle image captured by CMOS2 when the CMOS2 was illuminated only 
by the reference beam (i.e., there was no introduced optical background noise). Fig. 4(b) and 
Fig. 4(c) are the speckle images captured by CMOS2 when it was illuminated by both the 
thermal light and the optical background noise source at position C. In Fig. 4(b), optical 
background noise illuminates the right half of CMOS2; in Fig. 4(c), double-slit optical 
background noise illuminates the right half of CMOS2. The frequency of the added 
trigonometric function noise is 5 Hz. In Figs. 4(d) and 4(e), the blue curve shows reference 
light fluctuation for the background noise-free portion (left-hand side of CMOS2; the 
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summation of the 100th column); the orange curve shows reference light fluctuation for the 
background noise-illuminated portion (right-hand side of CMOS2; the summation of the 300th 
column). Fig. 4(f) and Fig. 4(g) are images of objects generated by the GI algorithm; Fig. 4(h) 
and Fig. 4(i) are images of objects generated by the IGI algorithm. 
It can be seen that interference due to the spatiotemporally distributed optical background 
noise had a great influence on GI because the image quality is significantly degraded. However, 
it had little effect on IGI: the image quality is almost unchanged. 
 
4. Discussion 
 
Fig. 5. Analysis of the IGI algorithm and the GI algorithm when there is optical background 
noise. 
In this section, we discuss the reason for the IGI algorithm being more resistant to background 
noise than the conventional GI algorithm. 
First, we analyze the case where the optical background noise is added to the test light path 
(position A and position B). We assume that the background noise intensity is Q. The GI 
algorithm is written as 
  (3) 
Fig. 5 shows that  is greater than , which is indicated by the red dash line. 
In this case, light fluctuations in the test beam are annihilated by the noise fluctuations. Thus, 
the GI algorithm cannot obtain the image of the object. 
For the IGI algorithm subjected to optical background noise, 
 
 
(4) 
 
S S
Q Q
Sn+1 Sn
Qn+1 Qn
G(x) = [S − S +Q − Q ][I(x)− I(x) ]
Q − Q S − S
GIGI (x) = 1
2N
[Sn+1 − Sn +Qn+1 −Qn]
n=1
N
∑ [In+1(x)− In(x)]
Given the background noise configuration shown in Fig. 5, Q can be regarded as a slowly 
varying signal related to S, since the frequency of change in Q is much smaller than that in S, 
which means that Qn+1 - Qn is approximately zero; it is also much smaller than Sn+1 - Sn, which 
is indicated as the orange dash line. That is, the noise fluctuations are much smaller than the 
fluctuations in the test beam, and thus the effect on the quality of the IGI image is almost 
negligible. Therefore, the IGI algorithm is more resistant to time-variant optical background 
noise than the GI algorithm. 
We now discuss the case where CMOS2 is subjected to background noise from position C. 
The background noise is represented by Q(x). The GI algorithm is written as 
  (5) 
For points at which Q(x) is nonzero, when  is approximately equal to or greater 
than , the background noise will have a large effect on the result at coordinate x, leading 
to a significant degradation in GI image quality. 
For the IGI algorithm, in this case, we write 
 
 
(6) 
Since the frequency of change in Q(x) is much less than the frequency of change in I(x), 
Q(x) can be regarded as a slowly varying signal related to I(x); thus, Qn+1(x) - Qn(x)is 
approximately zero and is much smaller than In+1(x) - In(x). That is, the noise is much less than 
the fluctuations in the thermal light of the reference beam. Therefore, the results given by IGI 
are only slightly affected by noise. Thus, the IGI algorithm is more resistant to spatiotemporally 
varying optical background noise than the GI algorithm. 
In the flowing, will discuss what type of noise can be or cannot be rejected by the IGI 
algorithm. The essence of the IGI algorithm is to use the difference between consecutive 
temporal signals to generate the image of the object. We will specify the condition under which 
the IGI algorithm works well. 
  From the time domain perspective, the IGI works well as long as the difference value of 
the optical background noise is far less than the difference result of the signal,  
 
 
 
(7) 
 
From this point, as long as the above conditions are met, the IGI algorithm can handle any type 
of noise. 
  However, the anti-noise capability of the IGI algorithm is limited. If Eq. (7) is not satisfied 
with trigonometric function noise, Poisson noise, and Gaussian white noise, the imaging quality 
reconstructed by the IGI algorithm will decrease and even be destroyed. 
5. Summary and Conclusion 
We investigated the comparative robustness of the IGI algorithm and a GI algorithm against 
optical background noise. We introduced the noise separately at each of three different locations 
in the GI equipment. The IGI algorithm was significantly more robust against optical 
background noise than the conventional GI algorithm. This was because the IGI algorithm 
utilizes the difference between two consecutive signal measurements to generate the image of 
the object. The signal difference effectively eliminates the noise component of the signal, which 
improves the ability of IGI to withstand interference from optical background noise. 
G(x) = [S − S ][I(x)− I(x) +Q(x)− Q(x) ]
Q − Q
S − S
GIGI (x) = 1
2N
[Sn+1 − Sn]
n=1
N
∑ [In+1(x)− In(x)+Qn+1(x)−Qn(x)]
(Qn+1 −Qn ) << (Sn+1 − Sn )
[Qn+1(x)−Qn(x)]<< [In+1(x)− In(x)]
The IGI algorithm offers additional advantages because of its robustness against optical 
background noise: it is more easily generalizable (it could be used for IGI radar or single-pixel 
imaging, for example) and more flexible in terms of hardware. We have shown elsewhere [40] 
that IGI can be implemented on a chip, which will greatly reduce the size and cost of an IGI 
system. These features can greatly accelerate the adoption of IGI for practical applications.  
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