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Resumen 
En esta investigación se determinó que el Machine Learning mejora el proceso de 
selección del personal administrativo de la Corte Superior de Justicia de Lima, 
2020. El estudio se realizó a raíz de que los procesos de selección tradicionales 
generan puestos cancelados o desiertos. 
Se desarrolló una investigación con enfoque cuantitativo en una muestra de 300 
observaciones, bajo el supuesto de que machine learning mejora el proceso de 
selección del personal administrativo, se eligió un diseño cuasi experimental, donde 
el proceso de selección se cuantificó con tres indicadores, índice de personal 
postulante, índice de evaluación curricular, e índice de contratación, a través de un 
pretest y un postest, las observaciones se obtuvieron mediante fichas que fueron 
validadas mediante juicio de expertos y la confiabilidad se valoró mediante el test 
alfa de Cronbach, cuyas valoraciones superaron el 70%. 
Los resultados se determinaron mediante el test de Wilcoxon que permitió la 
comparación del pretest y postest, cuyo contraste fue significativo en cada 
indicador, y se determinó que los indicadores mejoran en 35% en el índice de 
personal postulante, 17% en el índice de evaluación curricular, y 2% en el índice de 
contratación. 
Palabras clave: Inteligencia artificial, selección automatizada del personal, 
algoritmo de modelos predictivos. 
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Abstract 
This research concluded that Machine Learning improves the selection process of 
administrative staff in the Supreme Court of Justice of Lima, 2020. Likewise, it was 
conducted due to the fact that the processes of traditional selection generated 
cancelled or deserted jobs.  
The approach of this research was quantitative on a sample of 300 observations. 
The design was quasi experimental, under the assumption that Machine Learning 
improves the process of selection of the administrative staff; a quasi-experimental 
design was chosen, where the selection process was quantified with three 
indicators, the index indicators of applicants, the index of curriculum evaluation, and 
the recruitment rate, through a pretest and a posttest, the observations were 
obtained by means of cards that were validated by Expert judgment and reliability 
was assessed using Cronbach's alpha test, whose ratings exceeded 70%. 
The results were determined by the Wilcoxon test that allowed the comparison of 
the pretest and posttest, whose contrast was significant in each indicator, and it was 
determined that the indicators improve by 35% in the applicant staff index, 17% in 
the evaluation index curricular, and 2% in the hiring index. 




La Corte Superior de Justicia de Lima Norte como organización adscrita al Poder 
Judicial y por ende al Estado Peruano, no es ajena a lo que enfrentan las 
organizaciones en el ámbito de la selección de personal, en ese sentido Jumbo 
(2019) afirma que, es imprescindible disponer de mecanismos que den soporte a 
las empresas en la selección idónea de su personal, sin embargo, la complejidad 
de las organizaciones y el cargo a elegir conllevan a que esta tarea no sea fácil. El 
proceso se desarrolla en un ámbito de incertidumbre y requiere de expertos para 
tomar decisiones en contextos latentes. Elegir un personal con talento, puede que 
se convierta en una búsqueda extensa y difícil. Obtener resultados satisfactorios 
requiere contar con el talento y la metodología clave para marcar la diferencia. 
Alcanzar una constante eficiencia operativa es un eje importante para el desarrollo 
de la organización, teniendo en cuenta la cantidad de currículums que llegan a la 
empresa, el proceso de búsqueda del talento puede ser largo, complejo y tedioso, 
hasta encontrar la persona adecuada para el puesto. 
En relación a la relevancia de la selección del personal, Dessler y Varela (2015) 
fundamentan como relevante la selección cuidadosa del personal, debido a que el 
desempeño de la organización depende de sus colaboradores, además de que una 
selección negligente tiene implicancias legales centradas en las leyes de igualdad 
y que los juzgados consideran procedimientos no discriminatorios contra grupos 
protegidos, este aspecto enfatiza el análisis de los antecedentes de los aspirantes 
a un puesto. La confiabilidad es otro fundamento cuya esencia es la consistencia y 
esto considera en aplicar la misma prueba al aspirante en dos instancias de tiempo 
distintas. La validez es otro aspecto vinculado a la evidencia de que la prueba se 
relaciona con el puesto de trabajo. 
En el enfoque moderno, Chiavenato (2020) afirma que, las personas han dejado de 
ser un problema para las organizaciones, por el contrario, han pasado a ser la 
solución de sus problemas. Las personas han dejado de ser un desafío, ahora han 
pasado a ser una ventaja competitiva en aquellas organizaciones que saben 
emplearlas. El talento humano considerado un ente importante en la organización, 
en el presente es el socio más importante de la organización, el que le pone 
dinamismo, vigor e inteligencia. En este contexto, el proceso de selección en el cual 
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deben de estar inmersos, se debe caracterizar por una situación de oferta 
enmarcados en reducir los requisitos solicitados a los candidatos en el mismo 
proceso, y la otra característica debe estar centrada en una situación de demanda 
cuyo parámetro concurre en aumentar los requisitos a los postulantes y mayor 
severidad en el proceso de selección. 
El Decreto Legislativo N° 1057 se enmarca en la contratación administrativa de 
servicios, cuya connotación se orienta a los procesos de selección en la cual se 
enmarca el poder judicial como ente del estado peruano, en ese aspecto estos 
procesos de caracterizar por un desbalance entre el número de postulaciones que 
se concretaron en el proceso respecto a los que iniciaron, a este aspecto se suma 
los efectos de los criterios de calificación atribuidos a los cargos administrativos en 
el poder judicial, que evidencian un desbalance entre los candidatos invitados a una 
entrevista y los candidatos por oferta, y por último una evidencia relevante es el 
desbalance entre el número de contrataciones respecto al total de candidatos cuyo 
efecto global en el proceso de selección del personal administrativo se traduce en 
ofertas de cargos desiertas o canceladas. 
Este efecto global que se germina en el Decreto Legislativo N° 1057 conllevó a 
plantear la necesidad de conocer alternativas centradas en tecnología de 
vanguardia y por ello se planteó la interrogante ¿De qué manera el Machine 
Learning mejora el proceso de selección del personal administrativo de la Corte 
Superior de Justicia de Lima, 2020? 
La Corte Superior de Justicia de Lima, como ente encargado de administrar justicia, 
cuyo personal administrativo es el principal protagonista, y ellos son el resultado 
del proceso de selección que en relación a la Resolución Administrativa Nº 038-
2012-CE-PJ, que enmarca los requisitos que se incorporan a las plazas cuyos 
criterios generan exclusión por incumplimiento; en este aspecto en la Corte 
Superior de Justicia se evidenció un desbalance entre la razón del número de 
postulaciones concluidas y el número de postulaciones que se inicializan, esto 
conllevó a buscar alternativas de tecnología de vanguardia y por ello se planteó la 
interrogante ¿De qué manera el Machine Learning mejora el índice de personal 
postulante en el proceso de selección del personal administrativo de la Corte 
Superior de Justicia de Lima, 2020? 
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El Decreto Supremo N° 017- 93-JUS, parametriza el cumplimiento de criterios de 
calificación atribuidos a los cargos administrativos en el poder Judicial, sin embargo, 
se evidenció un desbalance entre la razón del número de candidatos invitados a 
una entrevista en relación a la evaluación curricular y el número de candidatos por 
oferta, que llevaron a la búsqueda de alternativas tecnológicas de vanguardia y así 
se planteó la interrogante ¿De qué manera el Machine Learning mejora el índice de 
evaluación curricular en el proceso de selección del personal administrativo de la 
Corte Superior de Justicia de Lima, 2020?. 
Decreto Supremo Nº 066-2012-EF, determina la capacidad de atracción del 
personal altamente calificado a lo largo del proceso de reclutamiento y selección, 
no obstante, se evidenció un desbalance entre la relación del número de candidatos 
contratados y el número total de candidatos, este hecho llevó a la búsqueda de 
alternativas basadas en tecnología de vanguardia y por ello se planteó la 
interrogante ¿De qué manera el Machine Learning mejora el índice de contratación 
en el proceso de selección del personal administrativo de la Corte Superior de 
Justicia de Lima, 2020? 
La presente investigación resulta de la necesidad de mejorar el proceso de 
selección de personal administrativo, esto debido a los problemas que se presentan 
en poder completar las plazas en los concursos que se realizan, y esto se debe a 
que el proceso no es el adecuado, por lo tanto, la Corte Superior de Justicia de 
Lima pierde mucho tiempo y dinero, porque tiene que realizar nuevas convocatorias 
para poder cumplir las plazas requeridas. 
Disponer de procesos eficientes, eficaces y sobre todo que satisfagan las 
exigencias y necesidades en base al conocimiento científico es una necesidad para 
la Corte Superior de Justicia de Lima, en el contexto de seleccionar el personal 
administrativo idóneo, de ello dependerá su imagen ante la sociedad y le facilitará 
la administración de justicia que satisfaga a la sociedad. 
Machine Learning enfocada en el aprendizaje, se fundamenta en algoritmos para 
establecer modelos en base al autoaprendizaje, que produce salidas cuyos 
resultados atribuidos al proceso de selección del personal administrativo, puedan 
optimizar el mencionado proceso de selección del personal administrativo, de modo 
que se pueda mejorar los índices del proceso de selección. 
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Hoy en día, entre los objetivos de toda organización, está la mejora continua de sus 
procesos, y la selección de personal administrativo es un proceso muy importante, 
porque se trata de contratar siempre a los mejores profesionales, para que ayuden 
a las organizaciones a lograr sus metas. El Machine Learning está ayudando mucho 
a todas las empresas que lo vienen aplicando, y en esta oportunidad, ayudará a 
mejorar el proceso en la Corte Superior de Justicia de Lima. 
En la presente investigación cuyo objetivo fue determinar la mejora del proceso de 
selección del personal administrativo en relación a una tecnología de vanguardia, 
tanto en efecto conjunto como individual de sus indicadores orientados al índice de 
personal postulante, índice de evaluación curricular, y el índice de contratación. 
En este contexto se planteó el objetivo general: determinar que el Machine Learning 
mejora el proceso de selección del personal administrativo de la Corte Superior de 
Justicia de Lima, 2020, y como objetivos específicos: determinar que el Machine 
Learning mejora el índice de personal postulante en el proceso de selección del 
personal administrativo de la Corte Superior de Justicia de Lima, 2020. Determinar 
que el machine learning mejora el índice de evaluación curricular en el proceso de 
selección del personal administrativo de la Corte Superior de Justicia de Lima, 
2020. Determinar que el machine learning mejora el índice de contratación en el 
proceso de selección del personal administrativo de la Corte Superior de Justicia 
de Lima, 2020. 
Para alcanzar el objetivo general se planteó como hipótesis general: el machine 
learning mejora significativamente el proceso de selección del personal 
administrativo de la Corte Superior de Justicia de Lima, 2020. 
Y como hipótesis específicas: el machine learning mejora significativamente el 
índice de personal postulante en el proceso de selección del personal administrativo 
de la Corte Superior de Justicia de Lima, 2020. El machine learning mejora 
significativamente el índice de evaluación curricular en el proceso de selección del 
personal administrativo de la Corte Superior de Justicia de Lima, 2020. El machine 
learning mejora significativamente el índice de contratación en el proceso de 





II. MARCO TEÓRICO. 
En relación a los antecedentes relacionados con esta investigación, Castillo (2015) 
sostiene que los problemas en la selección de personal se presentan en todos los 
niveles y requerimientos, tanto a nivel público y privado, al respecto realizó una 
investigación sobre la contratación de profesores en la Escuela de Oficiales de la 
Policía (EO-PNP) entre el 2010 y 2013, en este estudio sostiene que el proceso de 
selección no consiguió la mejora del nivel referente a la formación profesional del 
oficial de policía, y a su vez existe una esperanza de mejora si el proceso en sí se 
basa en modelos predictivos. Concluyó que el proceso en estudio tiene errores que 
se centran en la contratación de profesores que no cumplen las competencias del 
puesto requerido. 
Muchos de los problemas donde se necesita evaluar datos, se pueden solucionar 
con algoritmos de aprendizaje automático, en esta línea Cueva y Elguera (2019) 
realizaron una investigación cuyo objetivo se centró en aplicar técnicas de 
aprendizaje automático que ayudó a generar un modelo que le permitió identificar 
los centros poblados a ser considerados para el proceso de validación de 
información. Los resultados permitieron seleccionar los centros poblados para el 
proceso de validación de modo que se descartó el factor aleatorio En este caso, 
Cueva y Elguera (2019) aplicaron un análisis predictivo para procesar y validar 
información, para una mejor selección de los centros poblados, con lo cual enfatizó 
la utilidad de los algoritmos de aprendizaje automático. 
El vínculo entre los algoritmos de machine learning y las tecnologías modernas fue 
estudiado por Kashyap (2017) quien realizó una investigación titulada “Machine 
Learning Algorithms and Their Relationship with Modern Technologies. In: Machine 
Learning for Decision Makers” tuvo como objetivo determinar el vínculo entre los 
algoritmos de machine learning con las tecnologías modernas orientada a la toma 
de decisiones. Concluyó que para tomar decisiones precisas en tiempo real es 
necesario disponer de una descripción de los algoritmos y sus comportamientos, 
en un contexto cognitivo para los que toman decisiones. 
En relación a los atributos requeridos en el proceso de selección de personal 
Mansilla y Jacques (2018) realizaron una investigación sobre un estudio 
comparativo entre algoritmos de aprendizaje automático orientados a la 
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clasificación de personalidad para selección de personal en un contexto hispano, 
en el 2018 y para este propósito se centraron en el objetivo de comparar tres 
clasificadores basados en el aprendizaje automático, con capacidad de realizar 
pronóstico relacionado con la personalidad de un candidatos a un puesto de trabajo 
fundamentado en la información de sus redes sociales. El rendimiento de los 
clasificadores se evaluó mediante pruebas fundamentadas en exhaustividad, 
exactitud y precisión, y concluyó que el algoritmo del bosque aleatorio mejora el 
grado de exactitud del clasificador en un 69% de promedio. 
En lo referente a la interacción con los datos Xue et al. (2016), realizaron una 
investigación titulada “A Survey on Evolutionary Computation Approaches to 
Feature Selection”, quienes desarrollaron una encuesta sobre los enfoques de la 
computación evolutiva para la selección de características, en el entorno de la 
minería de datos y el aprendizaje automático para reducir la dimensionalidad 
atribuida a los datos cuyo fin es aumentar el rendimiento del algoritmo. No obstante, 
la selección de características es una tarea desafiante debido a la cobertura de 
búsqueda. En este tema, se aplicaron métodos para resolver problemas de 
selección de características donde se enfatizó las técnicas de computación 
evolutiva. 
El proceso de selección centrado en el factor humano es influenciado por el sesgo 
cognitivo, al respecto Barón y Zapata (2018) analizaron un ámbito sustancialmente 
relevante que se centró en los sesgos cognitivos bajo la perspectiva de la toma de 
decisiones gerenciales, es decir, el recurso humano puede intentar ser objetivo, 
pero el sesgo es parte de la conciencia humana y se traduce en un aspecto 
incontrolable, de manera que es un ente propenso a sesgos y prejuicios, en ese 
aspecto cuando un reclutador obtiene un currículo ya tiene una opinión parcial del 
postulante que se orienta a la edad, sexo, institución educativa de donde proviene, 
nacionalidad, entre otros. Y que por más que el reclutador disponga de una mente 
abierta el sesgo cognitivo es subyacente. Sin embargo, aquello que el 
comportamiento humano no puede controlar puede ser controlado por una 
inteligencia artificial basada en machine learning. 
El atributo conceptual de machine learning fue evidenciado por Hurwitz y Kirsch 
(2018) quienes sostienen que Machine Learning es una forma de la inteligencia 
artificial en donde un sistema aprende a partir de los datos y no de la programación 
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realizada. Conforme el algoritmo se alimenta de los datos que le permiten aprender, 
es posible conseguir modelos con mucha más precisión basados en datos. La 
salida de la información comprende un modelo de machine learning mediante su 
respectivo algoritmo el cual es alimentado por datos de entrada. Después del 
proceso de entrenamiento, al recibir un modelo con una entrada, se obtendrá una 
salida. Los algoritmos predictivos conllevan a elaborar modelos predictivos, que 
mediante datos de entrada determinan pronósticos basados en modelos de 
entrenamiento previos. 
En cuanto al procedimiento de machine learning, Hurwitz y Kirsch (2018) definen 
qué se debe priorizar el entrenamiento con conjuntos de datos, antes de 
implementar los modelos, en el contexto del aprendizaje iterativo. Este proceso 
iterativo de modelos que se desarrolla en una cobertura online mejora la correlación 
de las entidades de datos. En relación a la complejidad de este contexto es posible 
ignorar relaciones y comportamientos basados en la capacidad humana. Los 
modelos que completaron la fase de entrenamiento pueden utilizarse en tiempo 
real. En el ámbito de machine learning la precisión se obtiene mediante el proceso 
de automatización y entrenamiento. 
La acción de encarar una entrevista imparcial es el escaneo del postulante a un 
determinado cargo, este enfoque fue planteado por Hurwitz y Kirsch (2018) de IBM 
Analitics, bajo la dimensión aprendizaje supervisado de la inteligencia artificial, 
donde el escaneo del aspirante consiste en responder a un conjunto de preguntas 
que lo ayudarán a evaluar sus habilidades en un período de tiempo limitado, en 
contrapartida al evaluador humano que se centra en decidir sobre lo que está 
escribiendo. En el caso del aprendizaje supervisado la inteligencia artificial opta por 
cuantificar el escaneo y los resultados se incluyen en la decisión de selección. 
Sobre la relación entre el aprendizaje supervisado y los fundamentos relacionados 
con la teoría de clasificación de datos fue tratado por Marsland (2015), quien define 
que la clasificación de los datos se condice con el aprendizaje supervisado. Cuyo 
propósito es encontrar comportamientos adaptables a procesos en estudio. Los 
datos tienen atributos relacionados con su esencia y su etiqueta, es decir, mediante 




La relevancia del proceso de selección fue propuesta por Chiavenato (2020), quien 
define que, en el proceso de integración de recursos humanos, la selección de 
personal es un procedimiento esencial y considera que la fase subsiguiente debe 
ser parte de un proceso mayor, cuyo fin es cubrir las vacantes que requiere una 
organización. En ese sentido, la selección de personal es opuesta al reclutamiento 
en términos de concepto, dado que en la selección se escoge, clasifica, en base a 
condicionamientos y restricciones; mientras en el reclutamiento se difunde y motiva 
con el propósito de ser evidentes para disponer de apertura de los interesados. 
El aspecto conceptual del proceso de selección fue expuesto por Montoya (2002) 
quien sostiene que el proceso selección de personal es una actividad organizada y 
planificada, quiere decir, bien estructurada que permite convocar, evaluar y 
reconocer, de manera predictiva, las cualidades personales de un conjunto de 
candidatos que resaltan en su entorno y a su vez concurren en atributos que se 
detectaron en el proceso. 
Según el objetivo de la investigación, que pretende determinar que el Machine 
Learning mejora el proceso de selección del personal administrativo de la Corte 
Superior de Justicia de Lima, 2020. Y según Hurwitz y Kirsch (2018), quienes 
sostienen en un ámbito referenciado tanto individual como organizacional por parte 
de la corporación IBM Analytics, Machine Learning se enfoca en el aprendizaje 
supervisado, no supervisado, semi supervisado, y por refuerzo. En esta 
investigación para determinar la mejora del proceso de selección personal 
administrativo se utilizará a Machine Learning como factor catalizador en el proceso 
de selección del personal, centrados en los postulantes a puestos administrativos 
en la Corte Superior de Justicia de Lima, y mediante el enfoque de aprendizaje 
supervisado en la directriz de clasificación mediante un modelo predictivo de 
inteligencia artificial permitirá mejorar el proceso de selección del personal 
administrativo. 
El propósito de un proceso de selección fue establecido por Chiavenato (2020), 
quien sostiene que un proceso de selección óptimo se condice con un reclutamiento 
eficaz, y debe ser centro de atracción para un buen número de candidatos. De 
manera que, el propósito del proceso de selección se centra en conseguir el talento 
humano óptimo para la organización. Un buen sistema de reclutamiento reduce el 
proceso de selección, también lo hace dinámico y optimiza costos, en el marco se 
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obtener el talento humano apropiado para mejorar el rendimiento de la 
organización. 
Índice de personal postulante. Según la Resolución Administrativa Nº 105-2020-
CE-PJ, que aprueba la directiva 005-2020-CE-PJ denominada disposiciones 
generales para concurso público abierto o cerrado en el Poder Judicial, determina 
los requisitos que se incorporan a las plazas cuyos criterios generan exclusión por 
incumplimiento. 
Índice de evaluación curricular. El Texto Único Ordenado de la Ley Orgánica del 
Poder Judicial, aprobado por Decreto Supremo N° 017-93-JUS, determina los 
parámetros de cumplimiento de criterios de calificación atribuidos a los cargos 
administrativos en el poder Judicial. 
Índice de contratación. El Decreto Supremo Nº 066-2012-EF, que aprueba la Escala 
Remunerativa del Personal Jurisdiccional y Administrativo del Poder Judicial, 
determina la capacidad de atracción del personal altamente calificado durante todo 





3.1. Tipo y diseño de investigación 
Tipo de investigación 
Esta investigación es de tipo aplicada, porque se centró en determinar la mejora 
del proceso de selección del personal administrativo mediante el factor machine 
learning, a diferencia de los gestores tradicionales del proceso de selección, el cual 
es influenciado por el sesgo cognitivo relacionado a las experiencias del factor 
humano a instancias precedentes y ese aspecto afecta las decisiones que toma, y 
que en el caso de machine learning el sesgo cognitivo es nulo. En relación con el 
sustento teórico de la caracterización de esta investigación. Hernández et al. (2006) 
definen que, una investigación aplicada, se determina, cuando tiene propósitos 
prácticos con el fin de solucionar deficiencias detectadas en algún proceso. 
Diseño de investigación 
El diseño de esta investigación es cuasi experimental; sustentado en que el factor 
machine learning, que es la variable independiente en esta investigación, se utilizó 
sutilmente para observar el efecto que provoca en la variable dependiente en 
relación con los indicadores índice de personal postulante, índice de evaluación 
curricular e índice de contratación. En el presente estudio se realizó un pretest y un 
postest, realizando un total de 300 observaciones. Esta definición se sustenta, 
según Hernández et al. (2014), quienes sostienen que el diseño cuasi experimental 
se determina cuando el investigador manipula ligeramente la variable 
independiente en la investigación. El esquema de esta investigación es: 
Grupo Pretest: –––––––––––––––> O1 
Grupo Postest: ––––––> X ––––––> O2 
Donde: 
O1: Calificaciones de los candidatos sin machine learning 
O2: Calificaciones de los candidatos con machine learning 




3.2. Variables y operacionalización 
Definición conceptual de la variable independiente machine learning 
Machine learning según la noción de Hurwitz y Kirsch (2018), es una tecnología de 
software que, entre sus múltiples aplicaciones, permite automatizar una serie de 
operaciones secuenciales con el fin de reducir la necesidad de que intervenga el 
ser humano. Está basada en algoritmos con los fundamentos científicos de la 
inteligencia artificial, denominado aprendizaje automático; el cual utiliza modelos 
estadísticos que aprenden automáticamente mediante la entrada de datos, que 
luego pasa a una fase de entrenamiento con el propósito de aprender, para luego 
crear modelos predictivos. 
Definición conceptual de la variable dependiente selección de personal 
administrativo 
Según Chiavenato (2020), la selección del personal administrativo es el proceso 
que la organización define, con la finalidad de contar con el talento humano 
adecuado para satisfacer sus necesidades operacionales y funcionales, para la 
mejora del rendimiento organizacional. Este proceso se subdivide en fases 
fundamentadas según los estatutos organizacionales, cuya cobertura comprende 
el reclutamiento y la selección. 
Definición operacional de la variable dependiente selección de personal 
administrativo 
El proceso de selección del personal administrativo en la Corte Superior de Justicia 
de Lima Norte es un procedimiento parametrizado por las fases de postulación, 
evaluación curricular, y contratación, cuyo rendimiento se determina por los 
indicadores índice de personal postulante que cuantifica la razón entre el número 
de postulaciones terminadas en la vacante respecto al número de postulaciones 
iniciadas en la vacante; el índice de evaluación curricular que cuantifica la razón 
entre el número de candidatos invitados a entrevista en la vacante respecto al 
número candidatos por oferta en la vacante; el índice de contratación que cuantifica 
la razón entre el número de candidatos contratados en la vacante respecto al 
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número total de candidatos en la vacante, tal como se puede observar en el Anexo 
3. 
3.3. Población, muestra y muestreo 
En este apartado se definió la estructura que conllevó a obtener los resultados, y 
en concepto de Arias et al. (2016) sostienen que, en toda investigación siempre 
debe determinarse, desde el principio, el número específico de observaciones 
necesario para lograr los objetivos. 
Población 
La población está conformada por 2000 observaciones que se determinaron en el 
proceso de selección del personal administrativo, donde cada observación está 
vinculada a una postulación cuyo objetivo es cubrir una vacante para un cargo 
administrativo en la Corte Superior de Justicia de Lima, cuyo fundamento lo 
determinaron Berdoy, Beltrán y Peris (2016), quienes consideran que la población 
es el universo de entidades de estudio. En la Tabla 1 se puede observar la 
distribución de la población. 
Tabla 1 
Distribución de la población 
2da Convocatoria 2020 Ni 
CAS Cod CSJL001 350 
CAS Cod CSJL002 930 
CAS Cod CSJL003 720 
Total 2000 
Fuente: Elaboración propia 
Muestra 
En esta investigación se determinó una muestra de 300 observaciones del proceso 
de selección del personal administrativo en la Corte Superior de Justicia de Lima, 
estas observaciones se extrajeron de un universo de 2000 observaciones. 
Hernández et al. (2014) afirman que, la muestra en el enfoque cuantitativo es un 




En esta investigación se utilizó un muestreo no probabilístico por conveniencia de 
acuerdo con el proceso de selección del personal administrativo, cuyo atributo 
principal fue la de un grupo intacto que se conformó con las 300 primeras 
observaciones que iniciaron el proceso, que en concepto de Otzen (2017) consiste 
en, seleccionar aquellas observaciones accesibles, fundamentado en la 
conveniente accesibilidad y proximidad para el investigador. 
3.4. Técnicas e instrumentos de recolección de datos 
Técnicas de recolección de datos 
En esta investigación se eligió la observación como técnica de recolección de datos, 
que en concepto de Espinoza (2018), se define como el artilugio que utiliza el 
investigador para recolectar y registrar los datos, también conocidos como 
herramientas con que cuenta el investigador para documentar los datos recabados 
de la realidad. 
Instrumentos de recolección de datos 
El instrumento utilizado en este estudio fue la ficha que en noción de Robledo 
(2006) define, la ficha como un instrumento que permite el registro e identificación 
de las fuentes de información, así como el acopio de datos o evidencias, que se 
centra en el registro de información destinada a la construcción del marco teórico, 
para la fundamentación de la hipótesis que conlleva a su contraste. En la Tabla 2 




Ficha técnica del instrumento 
Nombre del instrumento Ficha de observación de medición del indicador 
Autor Eric Gustavo Coronel Castillo 
Año 2020 
Descripción:  
Tipo de instrumento: Ficha de observación 
Objetivo: Determinar que el Machine Learning mejora el 
proceso de selección del personal administrativo de 
la Corte Superior de Justicia de Lima, 2020. 
Indicadores: Índice de personal postulante 
Índice de evaluación curricular 
Índice de contratación 
Número de observaciones a recolectar 300 
Aplicación: Directa 
Fuente: Elaboración propia 
Validez 
La validez de los instrumentos de medición se determinó mediante juicio de 
expertos, Bolado, Ibáñez y Lantarón (1998) definen como, la necesidad de 
satisfacer la incertidumbre mediante experimentos a través de técnicas que 
absorben del modo más preciso posible el conocimiento existente. Los expertos, 
valoraron los criterios de claridad, pertinencia y relevancia de los indicadores. Con 
estos resultados se llegó a determinar que el instrumento es aplicable. Los 
resultados se pueden observar en el Anexo 6. 
Con estos resultados se determinó la validación de los instrumentos para esta 
investigación. 
Confiabilidad 
La precisión del instrumento se determinó mediante una muestra piloto de 30 
observaciones, cuyos datos se sometieron a la prueba de Alfa de Cronbach, los 
resultados superaron el nivel crítico del 70% (Cronbach, 1951). Estas valoraciones 
se muestran en el Anexo 8. 
Según estos resultados, el instrumento que mide el indicador índice de personal 
postulante tiene un alfa de Cronbach valorado en 77.100%, este valor según criterio 
estadístico superó el valor crítico del 70% según Cronbach (1951), por lo tanto, se 
aceptó su confiabilidad, del mismo modo, en relación a los indicadores índice de 
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evaluación curricular cuyo alfa de Cronbach se valoró en 90.900%, y el indicador 
índice de contratación cuyo alfa de Cronbach se valoró en 72.20%, ambos 
superaron el valor crítico del 70% Cronbach (1951), por lo tanto, los instrumentos 
que miden el índice de evaluación curricular y el índice de contratación son 
confiables, es decir tienen precisión aceptable. 
En el Anexo 9 se tiene los resultados de confiabilidad en relación con las 300 
observaciones. 
En relación con las 300 observaciones, el instrumento confirmó su confiabilidad, 
debido a que en todos ellos superaron el 70% según Cronbach (1951), por lo tanto, 
la confiabilidad de las mediciones es muy aceptable. 
3.5. Procedimientos 
El presente estudio procedió a ejecutar el diseño que se centró en el proyecto de 
investigación, cuyo punto de partida se dio inicio fortaleciendo el marco teórico en 
el cual se sustentó esta investigación, luego de una revisión del aspecto 
metodológico, luego con la aprobación mediante los permisos pertinentes se 
procedió a implementar el factor machine learning en el proceso de selección para 
complementar con el acopio de las 300 observaciones según el calendario 
establecido por la Corte Superior de Justicia de Lima. Luego se digitalizó los 
resultados para proceder con el análisis de los resultados y con ello determinar las 
conclusiones de la investigación. 
3.6. Método de análisis de datos 
Las observaciones que se acopiaron en el proceso de selección del personal 
administrativo, se sometieron a un análisis de normalidad con el test de Kolmogorov 
y Smirnov (1941), cuyos resultados determinaron que los indicadores no se 
ajustaron a un comportamiento de normalidad, por este motivo se realizó un análisis 
no paramétrico; el análisis de los resultados se inició con un análisis descriptivo, en 
el cual se caracterizó los indicadores mediante estadísticos descriptivos como la 
media y desviación; sin embargo, para el análisis inferencial para el contraste de 
hipótesis se utilizó la prueba de Wilcoxon (1945). 
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3.7. Aspectos éticos 
El estudio se desarrolló bajo los siguientes criterios éticos y en base a los 
lineamientos establecidos por la Universidad César Vallejo. 
Consentimiento Informado 
Para esta investigación se tiene la autorización y aprobación de la dirección de la 
Corte Superior de Justicia de Lima Norte, mediante una carta de autorización, y en 
donde se expresó que los datos y resultados que guarden información personal 
serán resguardados para su mayor seguridad, confidencialidad y serán utilizados 
solo para el trabajo de la investigación. 
Respeto a la propiedad intelectual 
El presente trabajo de investigación respetó el aporte cognitivo de cada uno de los 
autores utilizados como base para el desarrollo del mismo. Es por ello, que las 
fuentes consultadas son consignadas mediante el sistema de citación y referencias 
sugeridas por el Manual de la Asociación Americana de Psicología (APA). 
Veracidad de la información 
Se realizó la investigación con la fiabilidad de que los datos son reales y que no 
existe ningún tipo de adulteración de la información recolectada. Puesto que se 
respetó el principio de pertinencia en referencia a la imparcialidad al momento de 




4.1 Análisis descriptivo 
Medidas descriptivas del indicador índice de personal postulante, índice de 
evaluación curricular, e índice de contratación antes y después de aplicar 
machine learning 
En la Tabla 3 se presentan los estadísticos descriptivos de los índices de personal 
postulante, evaluación curricular, y de contratación. 
Tabla 3 
Estadísticos descriptivos de los indicadores de las variables 
Índice N Mínimo Máximo Media Desv. Desviación 
Índice de Personal Postulante - 
Pretest 
300 0.400 0.560 0.453 0.075 
Índice de Personal Postulante - 
Postest 
300 0.750 1.000 0.833 0.118 
Índice de Evaluación Curricular - 
Pretest 
300 0.170 0.360 0.280 0.080 
Índice de Evaluación Curricular - 
Postest 
300 0.420 0.480 0.450 0.024 
Índice de Contratación - Pretest 300 0.170 0.250 0.203 0.034 
Índice de Contratación - Postest 300 0.170 0.270 0.223 0.041 
Fuente: Elaboración propia 
En la Figura 1 se evidencia empíricamente la mejora del proceso de selección en 
el indicador índice de personal postulante, con una media de 0.833 después de 
aplicar machine learning, ante una media de 0.453 antes de su aplicación. Es decir, 
con machine learning el indicador índice de personal postulante mejora en una 




Figura 1. Comparación de medias del índice de personal postulante 
En la Figura 2 se evidencia empíricamente la mejora del proceso de selección en 
el indicador índice de evaluación curricular, con una media de 0.450 después de 
aplicar machine learning, ante una media de 0.280 antes de su aplicación. Es decir, 
se evidencia un cambio medio de 0.170 como resultado de aplicar machine 
learning. En el indicador índice de evaluación curricular también se observó la 
mejora con la aplicación de machine learning. 
 




En la Figura 3 se evidencia empíricamente la mejora del proceso de selección en 
el indicador índice de contratación, con una media de 0.223 después de aplicar 
machine learning, ante una media de 0.203 antes de su aplicación. Es decir, en el 
indicador índice de contratación se observó una variación media de 0.020 luego de 
aplicar machine learning en el proceso de selección del personal administrativo. 
 
Figura 3. Comparación de medias del índice de contratación 
4.2 Análisis inferencial 
Según la noción de Hund et al. (2015), para caracterizar patrones en el contexto 
del contraste de hipótesis, se realizó el análisis de normalidad como punto de 
partida. 
Prueba de normalidad 
Se utilizó la prueba normalidad mediante Kolmogorov (1941) para probar la 
normalidad de los indicadores del proceso de selección de personal administrativo, 
mediante una bondad de ajuste centrada en contraste de hipótesis. Los resultados 





Prueba de Kolmogorov de los indicadores en el pretest y postest 
 
Máximas diferencias extremas Estadístico 
de prueba 
Sig. Asintótica 
(bilateral) Absoluto Positivo Negativo 
Índice de Personal 
Postulante - PreTest 
0.427 0.427 -0.254 0.427 0.000 
Índice de Personal 
Postulante - PosTest 
0.427 0.427 -0.254 0.427 0.000 
Índice de Evaluación 
Curricular - PreTest 
0.312 0.247 -0.312 0.312 0.000 
Índice de Evaluación 
Curricular - PosTest 
0.223 0.223 -0.223 0.223 0.000 
Índice de Contratación 
- PreTest 
0.319 0.319 -0.248 0.319 0.000 
Índice de Contratación 
- PosTest 
0.236 0.236 -0.231 0.236 0.000 
Fuente: Elaboración propia 
El análisis de normalidad en el indicador índice de personal postulante en el pretest 
se determinó con las siguientes hipótesis estadísticas: 
H0: El indicador índice de personal postulante en el pretest tiene distribución 
normal. 
H1: El indicador índice de personal postulante en el pretest no tiene distribución 
normal. 
Se utilizó un 5% de nivel de significación y según el resultado de la prueba 
normalidad de Kolmogorov (1941) se obtuvo un p-valor de 0.000, que no superó el 
5% del nivel de significación, por lo tanto, se rechazó la hipótesis nula y se aceptó 
la hipótesis alternativa, y se concluye que el indicador índice de personal postulante 
en el pretest no se distribuye según una distribución normal. 
El análisis de normalidad en el indicador índice de personal postulante en el postest 
se determinó con las siguientes hipótesis estadísticas: 
H0: El indicador índice de personal postulante en el postest tiene distribución 
normal 
H1: El indicador índice de personal postulante en el postest no tiene distribución 
normal 
Se utilizó un 5% de nivel de significación y según el resultado de la prueba de 
normalidad de Kolmogorov (1941) se obtuvo un p-valor de 0.000, que no superó el 
5% del nivel de significación, por lo tanto, se rechazó la hipótesis nula y se aceptó 
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la hipótesis alternativa, y se concluye que el indicador índice de personal postulante 
en el postest no se distribuye según una distribución normal. 
El análisis de normalidad en el indicador índice de evaluación curricular en el pretest 
se determinó con las siguientes hipótesis estadísticas: 
H0: El indicador índice de evaluación curricular en el pretest tiene distribución 
normal 
H1: El indicador índice de evaluación curricular en el pretest no tiene distribución 
normal 
Se utilizó un 5% de nivel de significación y según el resultado de la prueba de 
normalidad de Kolmogorov (1941) se obtuvo un p-valor de 0.000, que no superó el 
5% del nivel de significación, por lo tanto, se rechazó la hipótesis nula y se aceptó 
la hipótesis alternativa, y se concluye que el indicador índice de evaluación 
curricular en el pretest no se distribuye según una distribución normal. 
El análisis de normalidad en el indicador índice de evaluación curricular en el 
postest se determinó con las siguientes hipótesis estadísticas: 
H0: El indicador índice de evaluación curricular en el postest tiene distribución 
normal 
H1: El indicador índice de evaluación curricular en el postest no tiene distribución 
normal 
Se utilizó un 5% de nivel de significación y según el resultado de la prueba de 
normalidad de Kolmogorov (1941) se obtuvo un p-valor de 0.000, que no superó el 
5% del nivel de significación, por lo tanto, se rechazó la hipótesis nula y se aceptó 
la hipótesis alternativa, y se concluye que el indicador índice de evaluación 
curricular en el postest no se distribuye según una distribución normal. 
El análisis de normalidad en el indicador índice de contratación en el pretest se 
determinó con las siguientes hipótesis estadísticas: 
H0: El indicador índice de contratación en el pretest tiene distribución normal 
H1: El indicador índice de contratación en el pretest no tiene distribución normal 
Se utilizó un 5% de nivel de significación y según el resultado de la prueba de 
normalidad de Kolmogorov (1941) se obtuvo un p-valor de 0.000, que no superó el 
5% del nivel de significación, por lo tanto, se rechazó la hipótesis nula y se aceptó 
la hipótesis alternativa, y se concluye que el indicador índice contratación en el 
pretest no se distribuye según una distribución normal. 
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El análisis de normalidad en el indicador índice de contratación en el postest se 
determinó con las siguientes hipótesis estadísticas: 
H0: El indicador índice de contratación en el postest tiene distribución normal 
H1: El indicador índice de contratación en el postest no tiene distribución normal 
Se utilizó un 5% de nivel de significación y según el resultado de la prueba de 
normalidad de Kolmogorov (1941) se obtuvo un p valor de 0.000, que no superó el 
5% del nivel de significación, por lo tanto, se rechazó la hipótesis nula y se aceptó 
la hipótesis alternativa, y se concluye que el indicador índice contratación en el 
postest no se distribuye según una distribución normal. 
Prueba de hipótesis 
Se utilizó la prueba de Wilcoxon (1945) para comparar los resultados del pretest y 
postest, en la Tabla 5 muestran los resultados: 
Tabla 5 
Prueba de Wilcoxon para los indicadores: índice de personal postulante, índice de 




Índice de Personal Postulante – Pretest 
Índice de Personal Postulante - Postest 
-15.239 0.000 
Índice de Evaluación Curricular – Pretest 
Índice de Evaluación Curricular - Postest 
-15.038 0.000 
Índice de Contratación - Pretest 
Índice de Contratación - Postest 
-6.085 0.000 
Fuente: Elaboración individual 
Hipótesis especifica 1: indicador índice de personal postulante 
Se plantearon las siguientes hipótesis estadísticas: 
H0: El Machine Learning no mejora significativamente el índice de personal 
postulante en el proceso de selección del personal administrativo de la Corte 
Superior de Justicia de Lima, 2020. 
H1: El Machine Learning mejora significativamente el índice de personal 
postulante en el proceso de selección del personal administrativo de la Corte 
Superior de Justicia de Lima, 2020. 
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Con un 5% de nivel de significación, los resultados de la prueba de Wilcoxon (1945) 
valoraron un p valor de 0.000 para el índice de personal postulante, y como el p 
valor es menor que 0.050 se rechazó la hipótesis nula y se aceptó la hipótesis 
alternativa. Por tanto, el Machine Learning mejora significativamente el índice de 
personal postulante en el proceso de selección del personal administrativo de la 
Corte Superior de Justicia de Lima, 2020, esta mejora se cuantificó mediante una 
estimación puntual al 95% de confiabilidad en 0.350 en el indicador índice de 
personal postulante. 
Hipótesis especifica 2: indicador índice de evaluación curricular 
Se plantearon las siguientes hipótesis estadísticas: 
H0: El Machine Learning no mejora significativamente el índice de evaluación 
curricular en el proceso de selección del personal administrativo de la Corte 
Superior de Justicia de Lima, 2020. 
H1: El Machine Learning mejora significativamente el índice de evaluación 
curricular en el proceso de selección del personal administrativo de la Corte 
Superior de Justicia de Lima, 2020. 
Con un 5% de nivel de significación, los resultados de la prueba de Wilcoxon (1945) 
valoraron un p valor de 0.000 para el índice de evaluación curricular, y como el p 
valor es menor que 0.050 se rechazó la hipótesis nula y se aceptó la hipótesis 
alternativa. Por tanto, el Machine Learning mejora significativamente el índice de 
evaluación curricular en el proceso de selección del personal administrativo de la 
Corte Superior de Justicia de Lima, 2020, esta mejora se cuantificó mediante una 





Hipótesis especifica3: indicador índice de contratación 
Se plantearon las siguientes hipótesis estadísticas: 
H0: El Machine Learning no mejora significativamente el índice de contratación en 
el proceso de selección del personal administrativo de la Corte Superior de 
Justicia de Lima, 2020. 
H1: El Machine Learning mejora significativamente el índice de contratación en el 
proceso de selección del personal administrativo de la Corte Superior de 
Justicia de Lima, 2020. 
Con un 5% de nivel de significación, los resultados de la prueba de Wilcoxon (1945) 
valoraron un p valor de 0.000 para el índice de contratación, y como el p valor es 
menor que 0.050 se rechazó la hipótesis nula y se aceptó la hipótesis alterna. Por 
tanto, el Machine Learning mejora significativamente el índice de contratación en el 
proceso de selección del personal administrativo de la Corte Superior de Justicia 
de Lima, 2020, esta mejora se cuantificó mediante una estimación puntual al 95% 





En relación con los resultados obtenidos en esta investigación concerniente a la 
mejora del proceso de selección de personal administrativo en la Corte Superior de 
Justicia de Lima, mediante el factor machine learning, se encontraron cambios en 
el mencionado proceso. 
El índice de personal postulante es un factor que enfatiza Jumbo (2019), cuando 
sostiene que el proceso se desarrolla en un ámbito de incertidumbre y se hace 
necesario disponer de expertos para decidir en contextos latentes. Con la mejora 
de este indicador al proceso de selección del personal administrativo se suma el 
elemento de automatización que maximiza el número de postulaciones terminadas 
en la vacante, de ese modo se mejora el indicador, y mitiga los problemas 
subyacentes al proceso. Según la noción de Athey (2017), los métodos de 
predicción de aprendizaje automático han sido extremadamente productivos en 
aplicaciones. Sin embargo, hay brechas entre predicción y decisión, para eso se 
necesita comprender suposiciones subyacentes para optimizar la toma de 
decisiones basada en datos. 
Respecto al índice de personal postulante, en el pretest se obtuvo una media de 
0.453, y en el postest se obtuvo una media de 0.833, evidenciándose un incremento 
en este índice. Esta evidencia empírica apoya la intervención del factor machine 
learning, es decir, su aplicación mejoró la lectura de este indicador. En cuanto a la 
bondad de ajuste el índice de personal postulante no se adaptó a un 
comportamiento de normalidad en el pretest ni en el postest, en ambos casos el p 
valor se valoró en 0.000, por esta característica el análisis se orientó a un contexto 
no paramétrico y por ello se utilizó el test de Wilcoxon (1945) para el análisis 
inferencial. Este efecto se genera por medio del factor machine learning centrado 
en los estudios de Bastani y Bayati (2020), donde solo basta un pequeño 
subconjunto de las características observadas que predice el éxito de una decisión. 
Este procedimiento se define con un número finito de covariables de alta dimensión 
en donde se sustenta el algoritmo estimador. 
El análisis inferencial comprobó la hipótesis de que el Machine Learning mejora 
significativamente el índice de personal postulante en el proceso de selección del 
personal administrativo de la Corte Superior de Justicia de Lima, 2020. Este 
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aspecto se determinó considerándose una muestra de 300 postulantes, y por ello 
el estadístico W de Wilcoxon (1945) se normalizó a la distribución normal estándar, 
y para este estadístico el p valor se valoró en 0.000 y con este resultado se aceptó 
la hipótesis que sostiene machine learning mejora significativamente el índice de 
personal postulante en el proceso de selección del personal administrativo de la 
Corte Superior de Justicia de Lima, 2020, este resultado se condice con lo que 
sustenta Jumbo (2019), es imprescindible disponer de mecanismos que den 
soporte a las empresas en la selección idónea de su personal. 
En relación al índice de evaluación curricular, en el pretest se obtuvo una media de 
0.280, y en el postest se obtuvo una media de 0.450, cuya evidencia empírica 
determinó un incremento en este índice. Esta evidencia empírica apoya la 
intervención del factor machine learning, es decir, su aplicación mejoró la lectura 
de este indicador. En cuanto a la bondad de ajuste el índice de evaluación curricular 
no se adaptó a un comportamiento de normalidad en el pretest ni en el postest, en 
ambos casos el p valor se valoró en 0.000, por esta característica el análisis se 
orientó a un contexto no paramétrico y por ello se utilizó el test de Wilcoxon (1945) 
para el análisis inferencial. 
El análisis inferencial comprobó la hipótesis de que el Machine Learning mejora 
significativamente el índice de evaluación curricular en el proceso de selección del 
personal administrativo de la Corte Superior de Justicia de Lima, 2020. Este 
aspecto se determinó considerándose una muestra grande de 300 postulantes, y 
por ello el estadístico W de Wilcoxon (1945) se normalizó a la distribución normal 
estándar, y para este estadístico el p valor se valoró en 0.000 y con este resultado 
se aceptó la hipótesis que sostiene machine learning mejora significativamente el 
índice de evaluación curricular en el proceso de selección del personal 
administrativo de la Corte Superior de Justicia de Lima, 2020. 
El indicador índice de evaluación curricular es otro aspecto que enfatiza Jumbo 
(2019) en relación a la cantidad de currículums que se tienen que procesar, con el 
objetivo de encontrar la persona adecuada para el puesto y este proceso es largo, 
complejo y tedioso. Contar con una herramienta de automatización que pueda 
maximizar el número de candidatos invitados a la entrevista en la vacante es 
apropiado para el proceso de selección del personal administrativo. Esta 
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investigación determinó que este indicador mejora sustancialmente con la 
presencia de machine learning. 
El índice de contratación enmarcado en el proceso de selección del personal 
administrativo, en el pretest obtuvo una media de 0.203, y en el postest se obtuvo 
una media de 0.223, evidenciándose un incremento en este índice. Esta evidencia 
empírica apoya la intervención del factor machine learning, es decir, su aplicación 
mejoró la lectura de este indicador. En cuanto a la bondad de ajuste el índice de 
contratación no se adaptó a un comportamiento de normalidad en el pretest ni en 
el postest, en ambos casos el p valor se valoró en 0.000, por esta característica el 
análisis se orientó a un contexto no paramétrico y por ello se utilizó el test de 
Wilcoxon (1945) para el análisis inferencial. 
El análisis inferencial comprobó la hipótesis de que el Machine Learning mejora 
significativamente el índice de contratación en el proceso de selección del personal 
administrativo de la Corte Superior de Justicia de Lima, 2020. Este aspecto se 
determinó considerándose una muestra de 300 postulantes, y por ello el estadístico 
W de Wilcoxon (1945) se normalizó a la distribución normal estándar, y para este 
estadístico el p valor se valoró en 0.000 y con este resultado se aceptó la hipótesis 
que sostiene machine learning mejora significativamente el índice de contratación 
en el proceso de selección del personal administrativo de la Corte Superior de 
Justicia de Lima, 2020. 
En procesos que involucran la evaluación de datos según lo expuesto por Cueva y 
Elguera (2019), es imprescindible la inclusión de algoritmos de aprendizaje 
automático, para alcanzar los resultado como lo que se obtuvo en esta 
investigación, donde machine learning mejora el proceso de selección de personal, 
además de la esencia del indicador índice de contratación que constituye la 
evaluación y posterior calificación de datos de los postulantes, que mediante el 
factor de automatización permitirá que se maximice el número de candidatos 
contratados. En este contexto Eckles et al. (2016), sostiene que el uso de 
simulaciones que utilizan redes generadas a partir de modelos básicos se proyecta 
a modelos de mayor envergadura utilizando factores de corrección. 
En una perspectiva paralela Féraud et al. (2016), sostiene la dependencia de la 
complejidad en relación al número de variables contextuales es logarítmica. En este 
aspecto el costo computacional del algoritmo propuesto con respecto al horizonte 
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temporal es lineal. Estos resultados analíticos permiten que el algoritmo propuesto 
sea eficiente en aplicaciones reales, donde la cantidad de eventos a procesar es 
enorme, y donde se espera que algunas variables contextuales, elegidas de un 
conjunto grande, tengan dependencias potencialmente no lineales. Y en los 
enfoques de vanguardia se tiene a Wei et al. (2016), quienes investigaron la 
selección de características sin supervisión, para evaluar características 
individuales de manera lineal, y donde hacen una propuesta centrada en un método 
para la selección de características sin supervisión mediante la alineación del 
centroide con una maximización de la correlación entre matrices del antes y 
después de la selección de características, además formularon procedimientos 
para evaluar la calidad de las funciones de forma conjunta y no lineal.  
En esta investigación se determinó que los indicadores como efecto conjunto 
mejoran el proceso de selección del personal administrativo con la participación de 
machine learning. Este resultado se condice con lo que sostiene Jumbo (2019), ya 
que, para alcanzar una constante eficiencia operativa como eje importante para el 
desarrollo de la Corte Superior de Justicia, la implementación de machine learning 
en el proceso de selección del personal administrativo permitirá contar el personal 
idóneo para el puesto y ese eje importante de desarrollo esté a disposición del 
talento humano necesario. 
En lo concerniente a la confiabilidad sustentada por Dessler y Valera (2015) donde 
enfatizan la consistencia centrada en aplicar la misma prueba al aspirante en dos 
instancias de tiempo distintas, en esta investigación se determinó que el efecto 
conjunto de los tres indicadores mediante machine learning, evidencia un proceso 
de selección óptimo donde el proceso adquiere mayor rapidez en cada fase e 
instancia, y el factor consistencia se encuentra constantemente monitoreada por 
machine learning, cuya esencia se orienta a obtener una precisión exacta en cada 
fase del proceso. 
En el contexto de la mejora constante como eje de desarrollo organizacional, se 
evidencia en lo que sostiene Castillo (2015), quien en una directriz promisoria apela 
a los modelos predictivos como esperanza de mejorar el proceso de selección y 
este tema se demostró en esta investigación con el factor machine learning en la 
mejora del proceso de selección, los resultados desalentadores que obtuvo Catillo 
(2015), se transforman en promisorios con el incremento de los indicadores índice 
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de personal postulante que aumentaría las posibilidades de aquellos que se quedan 
varados en el proceso, el incremento del indicador índice de evaluación curricular 
se orientaría a subsanar los aspectos burocráticos que permitieron a Castillo 
(2015), encontrar esos resultados desalentadores basado en la objetividad de 
machine learning, y el incremento del índice de contratación como efecto mediador 
permitiría encontrar el personal idóneo. 
En la investigación de Kacmar y Tucker (2016), examina la relación entre el enfoque 
regulatorio y el uso de tácticas de gestión de impresiones de ejemplificación o 
súplica. Se utilizó la teoría del enfoque regulatorio para examinar este fenómeno. 
Primero, investigaron los efectos principales que ocurren entre los individuos 
enfocados en la prevención y la ejemplificación. Luego se presentó la integridad del 
comportamiento del supervisor como moderador entre el enfoque regulatorio y la 
gestión de impresiones. Los hallazgos sugieren una relación positiva. También 
encontraron que la integridad del comportamiento fortalece la relación entre la 
prevención y ejemplificación, centrado en la promoción y la súplica, pero no 
centrado en la promoción y ejemplificación. Se discuten las implicaciones y las 
direcciones de investigación futuras. 
El desarrollo de un marco integral de planificación de recursos humanos, que 
investigaron Pournader, Tabassi, y Baloh (2015), aplica un enfoque científico de 
diseño de tres pasos para introducir un marco de planificación integral de recursos 
humanos. Los ciclos de rigor y relevancia en este enfoque abordan los problemas 
relacionados con los recursos humanos en los proyectos y las deficiencias de la 
literatura asociadas con el desarrollo de un marco de planificación de recursos 
humanos completo. Los resultados indican que el empoderamiento o la 
capacitación, podría mejorar significativamente el desempeño de los recursos 
hmanos en proyectos. Los resultados también confirman el impacto sustancial de 
la evaluación de la calidad, en los constructos incluidos en el marco de planificación 
de recursos humanos. 
El aprendizaje automático como enfatiza El Naqa y Murphy (2015), es una rama en 
evolución de los algoritmos computacionales que están diseñados para emular la 
inteligencia humana aprendiendo del entorno circundante. Las técnicas basadas en 
el aprendizaje automático se han aplicado con éxito en diversos campos que van 
desde el reconocimiento de patrones, visión por computadora, ingeniería de naves 
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espaciales, finanzas, entretenimiento y biología computacional hasta aplicaciones 
biomédicas y médicas. Más de la mitad de los pacientes con cáncer reciben 
radiación ionizante como parte de su tratamiento, y es la principal modalidad de 
tratamiento en estadios avanzados de la enfermedad local. La radioterapia implica 
un gran conjunto de procesos que no solo abarcan el período desde la consulta 
hasta el tratamiento, sino que también se extienden más allá para garantizar que 
los pacientes hayan recibido la dosis de radiación recetada y estén respondiendo 
bien. Los grados de complejidad de estos procesos pueden variar y pueden 
involucrar varias etapas de interacciones y toma de decisiones sofisticadas entre 
humanos y máquinas, lo que naturalmente invitaría al uso de algoritmos de 
aprendizaje automático para optimizar y automatizar estos procesos.  
Un enfoque importante de la ética de la inteligencia artificial, según Baum (2017), 
radica en el uso de la elección social, en la que está diseñada para actuar de 
acuerdo con los puntos de vista agregados de la sociedad. Esto se encuentra en la 
ética de volición extrapolada coherente y ética de abajo hacia arriba. Estas 
decisiones deben tomarse por adelantado en el diseño inicial, los diseñadores no 
pueden dejar que la inteligencia artificial lo resuelva. Cada conjunto de decisiones 
plantea dilemas éticos difíciles con importantes consecuencias para el 
comportamiento de la inteligencia artificial, y algunas opciones de decisión 
producen resultados patológicos o incluso catastróficos. Además, la ética de la 
elección no social se enfrenta a problemas similares, como si se deben contar las 
generaciones futuras. Estos temas pueden ser más importantes que la cuestión de 
si se debe utilizar o no la ética de la elección social. La atención debe centrarse en 
estos temas, no en la elección social. 
Se proponen dos tesis, según Goertzel (2016), sobre la evolución futura de los 
sistemas de valores. La tesis de aprendizaje de valor es una versión 
semiformalizada de la idea de que, si a un sistema se le enseñan los valores 
humanos de una manera interactiva y experiencial como su inteligencia aumenta 
hacia el nivel humano, es probable que adopte estos valores humanos en una forma 
genuina. La tesis de la evolución del valor es una versión semiformalizada de la 
idea de que, si un sistema comienza con valores similares a los humanos y luego 
se modifica iterativamente, terminará en aproximadamente los mismos estados 
futuros que una población de seres humanos comprometidos con el aumento 
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progresivo de su propia inteligencia. El hecho de que los sistemas tengan valores 
similares a los humanos es algo sensato y es probable que produzca un futuro que 
es generalmente deseable en un sentido humano. 
En relación a los robots Borenstein y Arkin (2016), enfatizan que los robots se están 
convirtiendo en una característica cada vez más omnipresente de nuestra vida 
personal. Como resultado, se otorga una importancia creciente a examinar qué 
constituye un comportamiento apropiado cuando interactúan con los seres 
humanos. El diseño de artefactos tecnológicos de tal manera que influyan en el 
comportamiento humano ya está bien establecido, pero el hecho de que la práctica 
sea un lugar común no resuelve necesariamente los problemas éticos asociados 
con su implementación. 
En noción de Balliet, Wu, y De Dreu (2014), la teoría sugiere que los individuos 
están más dispuestos a incurrir en un costo personal para beneficiar a los miembros 
del grupo, en comparación con los miembros del grupo externo, hay evidencia 
inconsistente que respalda esta perspectiva. Aplicando técnicas meta analíticas, 
donde se aprovecha una explosión relativamente reciente de investigación sobre la 
discriminación intergrupal en la toma de decisiones cooperativa para abordar varios 





Primera:  Con los resultados obtenidos en esta investigación se concluye que 
el machine learning mejora significativamente el proceso de 
selección del personal administrativo de la Corte Superior de Justicia 
de Lima, 2020. Debido a que en los tres indicadores que se 
establecieron como estructura fundamental del proceso de selección 
de personal administrativo, se evidenció un incremento simultáneo 
en cada indicador, con una variación media de 0.180 como efecto 
conjunto. 
Segunda:  Los resultados descriptivos e inferencial evidenciaron que el índice 
de personal postulante se incrementó en con la aplicación de 
machine en el proceso de selección del personal administrativo de 
una media valorada en 0.453 en el pretest a una media valorada en 
0.833 en el postest, y mediante el análisis inferencial se concluyó 
que el machine learning mejora significativamente el índice de 
personal postulante en el proceso de selección del personal 
administrativo de la Corte Superior de Justicia de Lima, 2020. 
Tercera:  En el análisis descriptivo del índice de evaluación curricular se 
evidenció un incremento del indicador en términos de la media de 
0.280 en el pretest a 0.450 en el postest, después de la aplicación 
de machine learnig, y el análisis inferencial permite concluir que 
machine learning mejora significativamente el índice de evaluación 
curricular en el proceso de selección del personal administrativo de 
la Corte Superior de Justicia de Lima, 2020. 
Cuarta:  Los resultados descriptivos del índice de contratación evidenciaron 
un incremento de su media de 0.203 en el pretest a 0.223 en el 
postest después de la aplicación del factor machine learning, esta 
evidencia empírica se confirmó con el análisis inferencial donde se 
concluyó que el machine learning mejora significativamente el índice 
de contratación en el proceso de selección del personal 





Primera:  Para optimizar los recursos que se destinan al proceso de selección 
de personal administrativo en la Corte Superior de Lima, y en 
relación a que esta investigación se determinó que el factor machine 
learning mejora el proceso de selección del personal administrativo, 
se recomienda al Sr. Diaz Vallejos Vallejos, Presidente del Consejo 
Distrital Ejecutivo, definir los lineamientos orgánicos y estatutarios 
para fortalecer machine learning en el proceso de selección de 
personal administrativo, este factor reducirá costos y mejorará el 
proceso en su estructura subyacente en los 3 indicadores. 
Segunda:  Para mejorar el índice de personal postulante en el proceso de 
selección de personal administrativo se recomienda al Sr. Jorge 
Isaac Suarez Rivero, Gerente de Administración Distrital fortalecer 
machine learning orientado a maximizar el número de contrataciones 
terminadas, esta recomendación permitirá mitigar a los postulantes 
desertores del proceso de selección, y la fase de seguimiento y 
control se desarrolla en un contexto de automatización. 
Tercera:  Al Sr. Jorge Isaac Suarez Rivero, Gerente de Administración 
Distrital, se recomienda definir las bases estatutaria para potenciar 
el factor machine learning en relación al índice de evaluación 
curricular porque se mejorará considerablemente y se podrá 
maximizar el número de candidatos invitados a la entrevista por 
oferta, este aspecto representa un mínimo costo debido a que se 
desarrolla en un contexto de automatización, bajo el sustento de que 
esta investigación demostró que este indicador se incrementa con 
machine learning. 
Cuarta:  Para optimizar el índice de contratación en el proceso de selección 
del personal administrativo se recomienda al Sr. Jorge Isaac Suarez 
Rivero, Gerente de Administración Distrital, fortalecer machine 
learning orientado a maximizar el número de postulantes 
contratados, esta característica mitigara los costos innecesarios que 
se ocasionan ante el gran número de vacantes desiertas que se 
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definen en el proceso, y bajo el sustento de que esta investigación 
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Anexo 1: Matriz de consistencia 
TÍTULO: Machine Learning en la mejora del proceso de selección del personal administrativo de la Corte Superior de Justicia de Lima, 
2020. 
AUTOR: ERIC GUSTAVO CORONEL CASTILLO 
PROBLEMA OBJETIVOS HIPÓTESIS VARIABLES E INDICADORES 
Problema Principal Objetivo Principal Hipótesis Principal Variable 1: Machine Learning 
¿De qué manera el 
Machine Learning mejora 
el proceso de selección 
del personal 
administrativo de la Corte 
Superior de Justicia de 
Lima, 2020? 
Determinar que el 
Machine Learning 
mejora el proceso de 
selección del personal 
administrativo de la 
Corte Superior de 
Justicia de Lima, 2020. 
El Machine Learning 
mejora significativamente 
el proceso de selección 
del personal 
administrativo de la Corte 
Superior de Justicia de 
Lima, 2020. 
Variable 2: Proceso de selección del personal 
administrativo de la Corte Superior de Justicia de 
Lima 
Indicador Unidad de Medida 
Índice de personal postulante Porcentaje 
Índice de evaluación 
curricular 
Porcentaje 
Índice de contratación Porcentaje 
 
Problemas Específicos Objetivos Específicos Hipótesis Específicas 
¿De qué manera el 
Machine Learning mejora 
el índice de personal 
postulante en el proceso 
de selección del personal 
administrativo de la Corte 
Superior de Justicia de 
Lima, 2020? 
Determinar que el 
Machine Learning 
mejora el índice de 
personal postulante en 
el proceso de selección 
del personal 
administrativo de la 
Corte Superior de 
Justicia de Lima, 2020. 
El Machine Learning 
mejora significativamente 
el índice de personal 
postulante en el proceso 
de selección del personal 
administrativo de la Corte 
Superior de Justicia de 
Lima, 2020. 
¿De qué manera el 
Machine Learning mejora 
el índice de evaluación 
Determinar que el 
Machine Learning 
mejora el índice de 
El Machine Learning 
mejora significativamente 
el índice de evaluación 
42 
 
curricular en el proceso 
de selección del personal 
administrativo de la Corte 
Superior de Justicia de 
Lima, 2020? 
evaluación curricular en 
el proceso de selección 
del personal 
administrativo de la 
Corte Superior de 
Justicia de Lima, 2020. 
curricular en el proceso 
de selección del personal 
administrativo de la Corte 
Superior de Justicia de 
Lima, 2020. 
¿De qué manera el 
Machine Learning mejora 
el índice de contratación 
en el proceso de 
selección del personal 
administrativo de la Corte 
Superior de Justicia de 
Lima, 2020? 
Determinar que el 
Machine Learning 
mejora el índice de 
contratación en el 
proceso de selección 
del personal 
administrativo de la 
Corte Superior de 
Justicia de Lima, 2020. 
El Machine Learning 
mejora significativamente 
el índice de contratación 
en el proceso de 
selección del personal 
administrativo de la Corte 













ESTADÍSTICA POR UTILIZAR 
Tipo: Aplicada 
La investigación es aplicada, debido a que la 
investigación posee propósitos prácticos con 
el fin de solucionar deficiencias detectadas 
en algún proceso Hernández et al. (2006). 
 
Diseño: Cuasi experimental. 
El diseño es cuasi experimental, en relación 
a la noción de Hernández et al (2010) que 
sostiene diseño de la investigación con 
enfoque cuantitativo es estructurado, 
predeterminado, de manera que precede a 
la recolección de datos, y cuando utilizan 
grupos intactos, además de manipular 










utilizó como técnica. 
 
Instrumentos: La 
ficha se utilizó como 
instrumento. 
Análisis Descriptiva: 
Para el análisis descriptivo, se utilizaron 
tablas descriptivas para caracterizar las 
medidas en los indicadores del proceso de 
selección del personal administrativo, estos 
resultados fueron ilustrados mediante barras 
para comparar las medias. 
 
Inferencial: 
Los resultados del pretest y postest se 
sometieron a un análisis de normalidad 
cuyos resultados determinaron que no existe 
normalidad y con ese sustento se realizó un 




Anexo 2: Matriz de operacionalización de variables 
TÍTULO: Machine Learning en la mejora del proceso de selección del personal administrativo de la Corte Superior de Justicia de Lima, 2020 
AUTOR: ERIC GUSTAVO CORONEL CASTILLO 
VARIABLE: Proceso de selección del personal administrativo de la Corte Superior de Justicia de Lima, 2020 







Resolución Administrativa Nº 105-2020-
CE-PJ, que aprueba el “Reglamento 
para el Desarrollo de los Concursos 
Públicos y Abiertos de Selección de 
Personal en el Poder Judicial” 
Determina los requisitos que se 
incorporan a las plazas cuyos criterios 





𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑑𝑎𝑠 𝑒𝑛 𝑙𝑎 𝑣𝑎𝑐𝑎𝑛𝑡𝑒
𝑁ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑝𝑜𝑠𝑡𝑢𝑙𝑎𝑐𝑖𝑜𝑛𝑒𝑠
𝑖𝑛𝑖𝑐𝑖𝑎𝑑𝑎𝑠 𝑒𝑛 𝑙𝑎 𝑣𝑎𝑐𝑎𝑛𝑡𝑒




El Texto Único Ordenado de la Ley 
Orgánica del Poder Judicial, aprobado 
por Decreto Supremo N° 017- 93-JUS. 
Determina los parámetros de 
cumplimiento de criterios de calificación 
atribuidas a los cargos administrativos 




𝑁ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑜𝑠 𝑖𝑛𝑣𝑖𝑡𝑎𝑑𝑜𝑠
𝑎 𝑙𝑎 𝑒𝑛𝑡𝑟𝑒𝑣𝑖𝑠𝑡𝑎 𝑒𝑛 𝑙𝑎 𝑣𝑎𝑐𝑎𝑛𝑡𝑒
𝑁ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑜𝑠
𝑝𝑜𝑟 𝑜𝑓𝑒𝑟𝑡𝑎 𝑒𝑛 𝑙𝑎 𝑣𝑎𝑐𝑎𝑛𝑡𝑒
 𝑋 100 
Índice de 
contratación 
Decreto Supremo Nº 066-2012-EF, que 
aprueba la Escala Remunerativa del 
Personal Jurisdiccional y Administrativo 
del Poder Judicial. Determina la 
capacidad de atracción del personal 
altamente calificado a lo largo del 





 𝑐𝑜𝑛𝑡𝑟𝑎𝑡𝑎𝑑𝑜𝑠 𝑒𝑛 𝑙𝑎 𝑣𝑎𝑐𝑎𝑛𝑡𝑒
𝑁ú𝑚𝑒𝑟𝑜 𝑡𝑜𝑡𝑎𝑙 𝑑𝑒
 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑜𝑠 𝑒𝑛 𝑙𝑎 𝑣𝑎𝑐𝑎𝑛𝑡𝑒




Anexo 3: Matriz de operacionalización de la variable: 
proceso de selección del personal administrativo 






300 % 𝐼𝑃𝑃 =
𝑁ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑝𝑜𝑠𝑡𝑢𝑙𝑎𝑐𝑖𝑜𝑛𝑒𝑠
𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑑𝑎𝑠 𝑒𝑛 𝑙𝑎 𝑣𝑎𝑐𝑎𝑛𝑡𝑒
𝑁ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑝𝑜𝑠𝑡𝑢𝑙𝑎𝑐𝑖𝑜𝑛𝑒𝑠
𝑖𝑛𝑖𝑐𝑖𝑎𝑑𝑎𝑠 𝑒𝑛 𝑙𝑎 𝑣𝑎𝑐𝑎𝑛𝑡𝑒






300 % 𝐼𝐸𝐶 =
𝑁ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑜𝑠 𝑖𝑛𝑣𝑖𝑡𝑎𝑑𝑜𝑠
𝑎 𝑙𝑎 𝑒𝑛𝑡𝑟𝑒𝑣𝑖𝑠𝑡𝑎 𝑒𝑛 𝑙𝑎 𝑣𝑎𝑐𝑎𝑛𝑡𝑒
𝑁ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑜𝑠
𝑝𝑜𝑟 𝑜𝑓𝑒𝑟𝑡𝑎 𝑒𝑛 𝑙𝑎 𝑣𝑎𝑐𝑎𝑛𝑡𝑒





300 % 𝐼𝐶 =
𝑁ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑜𝑠
 𝑐𝑜𝑛𝑡𝑟𝑎𝑡𝑎𝑑𝑜𝑠 𝑒𝑛 𝑙𝑎 𝑣𝑎𝑐𝑎𝑛𝑡𝑒
𝑁ú𝑚𝑒𝑟𝑜 𝑡𝑜𝑡𝑎𝑙 𝑑𝑒
 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑜𝑠 𝑒𝑛 𝑙𝑎 𝑣𝑎𝑐𝑎𝑛𝑡𝑒
 𝑋 100 




Anexo 4: Instrumento de recolección de datos 
Ficha de observación de medición del indicador índice de personal postulante 
Investigador: Eric Gustavo Coronel Castillo 















iniciadas en la 
vacante 
IPP = (Número de 
postulaciones 
terminadas en la 
vacante/Número de 
postulaciones 
iniciadas en la 
vacante) *100 
1      
2      
3      
4      
5      
6      
7      
8      
9      
10      
…      




Ficha de observación de medición del indicador índice de personal postulante 
Investigador: Eric Gustavo Coronel Castillo 















iniciadas en la 
vacante 
IPP = (Número de 
postulaciones 
terminadas en la 
vacante/Número de 
postulaciones iniciadas 
en la vacante) *100 
1      
2      
3      
4      
5      
6      
7      
8      
9      
10      
…      




Ficha de observación de medición del indicador índice de evaluación curricular 
Investigador: Eric Gustavo Coronel Castillo 

















por oferta en 
la vacante 
IEC = (Número de 
candidatos invitados a 
entrevista en la vacante 
/Número candidatos por 
oferta en la vacante) 
*100 
1      
2      
3      
4      
5      
6      
7      
8      
9      
10      
…      





Ficha de observación de medición del indicador índice de evaluación curricular 
Investigador: Eric Gustavo Coronel Castillo 

















por oferta en 
la vacante 
IEC = (Número de 
candidatos invitados a 
entrevista en la vacante 
/Número candidatos por 
oferta en la vacante) 
*100 
1      
2      
3      
4      
5      
6      
7      
8      
9      
10      
…      




Ficha de observación de medición del indicador índice contratación 
Investigador: Eric Gustavo Coronel Castillo 
















en la vacante 
IC = (Número de 
candidatos contratados 
en la vacante/Número 
total de candidatos en la 
vacante) *100 
1      
2      
3      
4      
5      
6      
7      
8      
9      
10      
…      




Ficha de observación de medición del indicador índice contratación 
Investigador: Eric Gustavo Coronel Castillo 


















IC = (Número de 
candidatos contratados 
en la vacante/Número 
total de candidatos en la 
vacante) *100 
1      
2      
3      
4      
5      
6      
7      
8      
9      
10      
…      





Anexo 5: Certificado de validación del instrumento de recolección de datos 















Anexo 6: Expertos que validaron los instrumentos 
 
DNI Apellidos y Nombres Institución Calificación 
















Anexo 7: Base de datos 
No. Obs. 
Indicador 1 Indicador 2 Indicador 3 
I1PreTest I1PostTest I2PreTest I2PostTest I3PreTest I3PostTest 
1 0.40 0.75 0.17 0.45 0.17 0.23 
2 0.40 0.75 0.17 0.45 0.17 0.23 
3 0.56 0.75 0.31 0.45 0.25 0.23 
4 0.56 0.75 0.31 0.45 0.25 0.23 
5 0.40 0.75 0.17 0.45 0.17 0.23 
6 0.40 0.75 0.17 0.48 0.17 0.27 
7 0.40 0.75 0.17 0.48 0.17 0.27 
8 0.56 0.75 0.31 0.48 0.25 0.27 
9 0.56 0.75 0.31 0.48 0.25 0.27 
10 0.56 0.75 0.31 0.48 0.25 0.27 
11 0.56 1.00 0.31 0.42 0.25 0.17 
12 0.56 1.00 0.31 0.42 0.25 0.17 
13 0.40 1.00 0.36 0.42 0.19 0.17 
14 0.56 1.00 0.31 0.42 0.25 0.17 
15 0.56 1.00 0.31 0.42 0.25 0.17 
16 0.40 0.75 0.36 0.45 0.19 0.23 
17 0.40 0.75 0.36 0.45 0.19 0.23 
18 0.56 0.75 0.31 0.45 0.25 0.23 
19 0.40 0.75 0.36 0.45 0.19 0.23 
20 0.40 0.75 0.36 0.45 0.19 0.23 
21 0.40 0.75 0.36 0.48 0.19 0.27 
22 0.40 0.75 0.17 0.48 0.17 0.27 
23 0.40 0.75 0.36 0.48 0.19 0.27 
24 0.40 0.75 0.17 0.48 0.17 0.27 
25 0.40 0.75 0.17 0.48 0.17 0.27 
26 0.40 1.00 0.36 0.42 0.19 0.17 
27 0.40 1.00 0.17 0.42 0.17 0.17 
28 0.40 1.00 0.36 0.42 0.19 0.17 
29 0.40 1.00 0.17 0.42 0.17 0.17 
30 0.40 1.00 0.36 0.42 0.19 0.17 




Indicador 1 Indicador 2 Indicador 3 
I1PreTest I1PostTest I2PreTest I2PostTest I3PreTest I3PostTest 
32 0.40 0.75 0.17 0.45 0.17 0.23 
33 0.40 0.75 0.17 0.45 0.17 0.23 
34 0.56 0.75 0.31 0.45 0.25 0.23 
35 0.56 0.75 0.31 0.45 0.25 0.23 
36 0.56 0.75 0.31 0.48 0.25 0.27 
37 0.40 0.75 0.17 0.48 0.17 0.27 
38 0.56 0.75 0.31 0.48 0.25 0.27 
39 0.40 0.75 0.36 0.48 0.19 0.27 
40 0.40 0.75 0.17 0.48 0.17 0.27 
41 0.40 1.00 0.36 0.42 0.19 0.17 
42 0.40 1.00 0.36 0.42 0.19 0.17 
43 0.40 1.00 0.17 0.42 0.17 0.17 
44 0.40 1.00 0.36 0.42 0.19 0.17 
45 0.56 1.00 0.31 0.42 0.25 0.17 
46 0.40 0.75 0.36 0.45 0.19 0.23 
47 0.56 0.75 0.31 0.45 0.25 0.23 
48 0.56 0.75 0.31 0.45 0.25 0.23 
49 0.56 0.75 0.31 0.45 0.25 0.23 
50 0.40 0.75 0.17 0.45 0.17 0.23 
51 0.56 0.75 0.31 0.48 0.25 0.27 
52 0.40 0.75 0.17 0.48 0.17 0.27 
53 0.40 0.75 0.36 0.48 0.19 0.27 
54 0.40 0.75 0.36 0.48 0.19 0.27 
55 0.40 0.75 0.17 0.48 0.17 0.27 
56 0.40 1.00 0.36 0.42 0.19 0.17 
57 0.40 1.00 0.36 0.42 0.19 0.17 
58 0.40 1.00 0.17 0.42 0.17 0.17 
59 0.40 1.00 0.36 0.42 0.19 0.17 
60 0.40 1.00 0.17 0.42 0.17 0.17 
61 0.56 0.75 0.31 0.45 0.25 0.23 
62 0.56 0.75 0.31 0.45 0.25 0.23 




Indicador 1 Indicador 2 Indicador 3 
I1PreTest I1PostTest I2PreTest I2PostTest I3PreTest I3PostTest 
64 0.56 0.75 0.31 0.45 0.25 0.23 
65 0.56 0.75 0.31 0.45 0.25 0.23 
66 0.40 0.75 0.17 0.48 0.17 0.27 
67 0.40 0.75 0.17 0.48 0.17 0.27 
68 0.40 0.75 0.17 0.48 0.17 0.27 
69 0.56 0.75 0.31 0.48 0.25 0.27 
70 0.40 0.75 0.36 0.48 0.19 0.27 
71 0.40 1.00 0.17 0.42 0.17 0.17 
72 0.40 1.00 0.36 0.42 0.19 0.17 
73 0.40 1.00 0.36 0.42 0.19 0.17 
74 0.40 1.00 0.36 0.42 0.19 0.17 
75 0.56 1.00 0.31 0.42 0.25 0.17 
76 0.56 0.75 0.31 0.45 0.25 0.23 
77 0.40 0.75 0.36 0.45 0.19 0.23 
78 0.40 0.75 0.17 0.45 0.17 0.23 
79 0.56 0.75 0.31 0.45 0.25 0.23 
80 0.40 0.75 0.17 0.45 0.17 0.23 
81 0.56 0.75 0.31 0.48 0.25 0.27 
82 0.56 0.75 0.31 0.48 0.25 0.27 
83 0.40 0.75 0.17 0.48 0.17 0.27 
84 0.40 0.75 0.36 0.48 0.19 0.27 
85 0.40 0.75 0.17 0.48 0.17 0.27 
86 0.40 1.00 0.17 0.42 0.17 0.17 
87 0.40 1.00 0.36 0.42 0.19 0.17 
88 0.56 1.00 0.31 0.42 0.25 0.17 
89 0.56 1.00 0.31 0.42 0.25 0.17 
90 0.56 1.00 0.31 0.42 0.25 0.17 
91 0.40 0.75 0.36 0.45 0.19 0.23 
92 0.56 0.75 0.31 0.45 0.25 0.23 
93 0.56 0.75 0.31 0.45 0.25 0.23 
94 0.40 0.75 0.36 0.45 0.19 0.23 




Indicador 1 Indicador 2 Indicador 3 
I1PreTest I1PostTest I2PreTest I2PostTest I3PreTest I3PostTest 
96 0.40 0.75 0.36 0.48 0.19 0.27 
97 0.40 0.75 0.36 0.48 0.19 0.27 
98 0.40 0.75 0.36 0.48 0.19 0.27 
99 0.40 0.75 0.36 0.48 0.19 0.27 
100 0.40 0.75 0.17 0.48 0.17 0.27 
101 0.40 1.00 0.17 0.42 0.17 0.17 
102 0.40 1.00 0.17 0.42 0.17 0.17 
103 0.40 1.00 0.17 0.42 0.17 0.17 
104 0.40 1.00 0.17 0.42 0.17 0.17 
105 0.40 1.00 0.36 0.42 0.19 0.17 
106 0.40 0.75 0.17 0.45 0.17 0.23 
107 0.40 0.75 0.17 0.45 0.17 0.23 
108 0.56 0.75 0.31 0.45 0.25 0.23 
109 0.40 0.75 0.17 0.45 0.17 0.23 
110 0.40 0.75 0.17 0.45 0.17 0.23 
111 0.56 0.75 0.31 0.48 0.25 0.27 
112 0.56 0.75 0.31 0.48 0.25 0.27 
113 0.40 0.75 0.17 0.48 0.17 0.27 
114 0.56 0.75 0.31 0.48 0.25 0.27 
115 0.56 0.75 0.31 0.48 0.25 0.27 
116 0.56 1.00 0.31 0.42 0.25 0.17 
117 0.56 1.00 0.31 0.42 0.25 0.17 
118 0.56 1.00 0.31 0.42 0.25 0.17 
119 0.56 1.00 0.31 0.42 0.25 0.17 
120 0.56 1.00 0.31 0.42 0.25 0.17 
121 0.40 0.75 0.36 0.45 0.19 0.23 
122 0.40 0.75 0.36 0.45 0.19 0.23 
123 0.40 0.75 0.36 0.45 0.19 0.23 
124 0.40 0.75 0.36 0.45 0.19 0.23 
125 0.40 0.75 0.36 0.45 0.19 0.23 
126 0.40 0.75 0.36 0.48 0.19 0.27 




Indicador 1 Indicador 2 Indicador 3 
I1PreTest I1PostTest I2PreTest I2PostTest I3PreTest I3PostTest 
128 0.40 0.75 0.17 0.48 0.17 0.27 
129 0.40 0.75 0.36 0.48 0.19 0.27 
130 0.40 0.75 0.17 0.48 0.17 0.27 
131 0.40 1.00 0.36 0.42 0.19 0.17 
132 0.40 1.00 0.17 0.42 0.17 0.17 
133 0.40 1.00 0.17 0.42 0.17 0.17 
134 0.40 1.00 0.17 0.42 0.17 0.17 
135 0.40 1.00 0.36 0.42 0.19 0.17 
136 0.40 0.75 0.17 0.45 0.17 0.23 
137 0.40 0.75 0.17 0.45 0.17 0.23 
138 0.40 0.75 0.17 0.45 0.17 0.23 
139 0.56 0.75 0.31 0.45 0.25 0.23 
140 0.56 0.75 0.31 0.45 0.25 0.23 
141 0.40 0.75 0.17 0.48 0.17 0.27 
142 0.40 0.75 0.17 0.48 0.17 0.27 
143 0.56 0.75 0.31 0.48 0.25 0.27 
144 0.56 0.75 0.31 0.48 0.25 0.27 
145 0.56 0.75 0.31 0.48 0.25 0.27 
146 0.56 1.00 0.31 0.42 0.25 0.17 
147 0.56 1.00 0.31 0.42 0.25 0.17 
148 0.56 1.00 0.31 0.42 0.25 0.17 
149 0.56 1.00 0.31 0.42 0.25 0.17 
150 0.56 1.00 0.31 0.42 0.25 0.17 
151 0.40 0.75 0.36 0.45 0.19 0.23 
152 0.40 0.75 0.36 0.45 0.19 0.23 
153 0.40 0.75 0.36 0.45 0.19 0.23 
154 0.40 0.75 0.36 0.45 0.19 0.23 
155 0.40 0.75 0.36 0.45 0.19 0.23 
156 0.40 0.75 0.17 0.48 0.17 0.27 
157 0.40 0.75 0.17 0.48 0.17 0.27 
158 0.40 0.75 0.17 0.48 0.17 0.27 




Indicador 1 Indicador 2 Indicador 3 
I1PreTest I1PostTest I2PreTest I2PostTest I3PreTest I3PostTest 
160 0.40 0.75 0.17 0.48 0.17 0.27 
161 0.56 1.00 0.31 0.42 0.25 0.17 
162 0.40 1.00 0.36 0.42 0.19 0.17 
163 0.56 1.00 0.31 0.42 0.25 0.17 
164 0.56 1.00 0.31 0.42 0.25 0.17 
165 0.40 1.00 0.36 0.42 0.19 0.17 
166 0.56 0.75 0.31 0.45 0.25 0.23 
167 0.40 0.75 0.36 0.45 0.19 0.23 
168 0.56 0.75 0.31 0.45 0.25 0.23 
169 0.40 0.75 0.36 0.45 0.19 0.23 
170 0.40 0.75 0.36 0.45 0.19 0.23 
171 0.40 0.75 0.36 0.48 0.19 0.27 
172 0.40 0.75 0.36 0.48 0.19 0.27 
173 0.40 0.75 0.36 0.48 0.19 0.27 
174 0.40 0.75 0.36 0.48 0.19 0.27 
175 0.40 0.75 0.17 0.48 0.17 0.27 
176 0.40 1.00 0.36 0.42 0.19 0.17 
177 0.40 1.00 0.17 0.42 0.17 0.17 
178 0.40 1.00 0.17 0.42 0.17 0.17 
179 0.40 1.00 0.17 0.42 0.17 0.17 
180 0.40 1.00 0.17 0.42 0.17 0.17 
181 0.40 0.75 0.17 0.45 0.17 0.23 
182 0.40 0.75 0.17 0.45 0.17 0.23 
183 0.40 0.75 0.17 0.45 0.17 0.23 
184 0.56 0.75 0.31 0.45 0.25 0.23 
185 0.56 0.75 0.31 0.45 0.25 0.23 
186 0.40 0.75 0.17 0.48 0.17 0.27 
187 0.40 0.75 0.17 0.48 0.17 0.27 
188 0.56 0.75 0.31 0.48 0.25 0.27 
189 0.56 0.75 0.31 0.48 0.25 0.27 
190 0.56 0.75 0.31 0.48 0.25 0.27 




Indicador 1 Indicador 2 Indicador 3 
I1PreTest I1PostTest I2PreTest I2PostTest I3PreTest I3PostTest 
192 0.56 1.00 0.31 0.42 0.25 0.17 
193 0.56 1.00 0.31 0.42 0.25 0.17 
194 0.40 1.00 0.36 0.42 0.19 0.17 
195 0.40 1.00 0.36 0.42 0.19 0.17 
196 0.40 0.75 0.36 0.45 0.19 0.23 
197 0.40 0.75 0.36 0.45 0.19 0.23 
198 0.40 0.75 0.36 0.45 0.19 0.23 
199 0.40 0.75 0.17 0.45 0.17 0.23 
200 0.40 0.75 0.17 0.45 0.17 0.23 
201 0.56 0.75 0.31 0.48 0.25 0.27 
202 0.40 0.75 0.17 0.48 0.17 0.27 
203 0.40 0.75 0.17 0.48 0.17 0.27 
204 0.56 0.75 0.31 0.48 0.25 0.27 
205 0.40 0.75 0.17 0.48 0.17 0.27 
206 0.56 1.00 0.31 0.42 0.25 0.17 
207 0.56 1.00 0.31 0.42 0.25 0.17 
208 0.56 1.00 0.31 0.42 0.25 0.17 
209 0.56 1.00 0.31 0.42 0.25 0.17 
210 0.56 1.00 0.31 0.42 0.25 0.17 
211 0.40 0.75 0.36 0.45 0.19 0.23 
212 0.40 0.75 0.36 0.45 0.19 0.23 
213 0.40 0.75 0.36 0.45 0.19 0.23 
214 0.40 0.75 0.36 0.45 0.19 0.23 
215 0.40 0.75 0.36 0.45 0.19 0.23 
216 0.40 0.75 0.36 0.48 0.19 0.27 
217 0.40 0.75 0.17 0.48 0.17 0.27 
218 0.40 0.75 0.36 0.48 0.19 0.27 
219 0.40 0.75 0.17 0.48 0.17 0.27 
220 0.40 0.75 0.36 0.48 0.19 0.27 
221 0.40 1.00 0.17 0.42 0.17 0.17 
222 0.40 1.00 0.36 0.42 0.19 0.17 




Indicador 1 Indicador 2 Indicador 3 
I1PreTest I1PostTest I2PreTest I2PostTest I3PreTest I3PostTest 
224 0.40 1.00 0.17 0.42 0.17 0.17 
225 0.40 1.00 0.17 0.42 0.17 0.17 
226 0.40 0.75 0.17 0.45 0.17 0.23 
227 0.40 0.75 0.17 0.45 0.17 0.23 
228 0.40 0.75 0.17 0.45 0.17 0.23 
229 0.40 0.75 0.17 0.45 0.17 0.23 
230 0.56 0.75 0.31 0.45 0.25 0.23 
231 0.56 0.75 0.31 0.48 0.25 0.27 
232 0.56 0.75 0.31 0.48 0.25 0.27 
233 0.56 0.75 0.31 0.48 0.25 0.27 
234 0.40 0.75 0.17 0.48 0.17 0.27 
235 0.56 0.75 0.31 0.48 0.25 0.27 
236 0.40 1.00 0.36 0.42 0.19 0.17 
237 0.40 1.00 0.36 0.42 0.19 0.17 
238 0.40 1.00 0.36 0.42 0.19 0.17 
239 0.40 1.00 0.36 0.42 0.19 0.17 
240 0.40 1.00 0.36 0.42 0.19 0.17 
241 0.40 0.75 0.17 0.45 0.17 0.23 
242 0.40 0.75 0.17 0.45 0.17 0.23 
243 0.40 0.75 0.17 0.45 0.17 0.23 
244 0.40 0.75 0.17 0.45 0.17 0.23 
245 0.56 0.75 0.31 0.45 0.25 0.23 
246 0.40 0.75 0.17 0.48 0.17 0.27 
247 0.56 0.75 0.31 0.48 0.25 0.27 
248 0.56 0.75 0.31 0.48 0.25 0.27 
249 0.56 0.75 0.31 0.48 0.25 0.27 
250 0.56 0.75 0.31 0.48 0.25 0.27 
251 0.56 1.00 0.31 0.42 0.25 0.17 
252 0.56 1.00 0.31 0.42 0.25 0.17 
253 0.40 1.00 0.36 0.42 0.19 0.17 
254 0.56 1.00 0.31 0.42 0.25 0.17 
255 0.40 1.00 0.36 0.42 0.19 0.17 
64 
No. Obs. 
Indicador 1 Indicador 2 Indicador 3 
I1PreTest I1PostTest I2PreTest I2PostTest I3PreTest I3PostTest 
256 0.40 0.75 0.36 0.45 0.19 0.23 
257 0.56 0.75 0.31 0.45 0.25 0.23 
258 0.40 0.75 0.36 0.45 0.19 0.23 
259 0.40 0.75 0.36 0.45 0.19 0.23 
260 0.40 0.75 0.17 0.45 0.17 0.23 
261 0.40 0.75 0.17 0.48 0.17 0.27 
262 0.40 0.75 0.17 0.48 0.17 0.27 
263 0.40 0.75 0.17 0.48 0.17 0.27 
264 0.40 0.75 0.17 0.48 0.17 0.27 
265 0.56 0.75 0.31 0.48 0.25 0.27 
266 0.56 1.00 0.31 0.42 0.25 0.17 
267 0.56 1.00 0.31 0.42 0.25 0.17 
268 0.56 1.00 0.31 0.42 0.25 0.17 
269 0.56 1.00 0.31 0.42 0.25 0.17 
270 0.56 1.00 0.31 0.42 0.25 0.17 
271 0.40 0.75 0.36 0.45 0.19 0.23 
272 0.40 0.75 0.36 0.45 0.19 0.23 
273 0.40 0.75 0.36 0.45 0.19 0.23 
274 0.40 0.75 0.36 0.45 0.19 0.23 
275 0.40 0.75 0.36 0.45 0.19 0.23 
276 0.40 0.75 0.36 0.48 0.19 0.27 
277 0.40 0.75 0.17 0.48 0.17 0.27 
278 0.40 0.75 0.36 0.48 0.19 0.27 
279 0.40 0.75 0.36 0.48 0.19 0.27 
280 0.40 0.75 0.17 0.48 0.17 0.27 
281 0.40 1.00 0.36 0.42 0.19 0.17 
282 0.40 1.00 0.17 0.42 0.17 0.17 
283 0.40 1.00 0.17 0.42 0.17 0.17 
284 0.40 1.00 0.17 0.42 0.17 0.17 
285 0.56 1.00 0.31 0.42 0.25 0.17 
286 0.56 0.75 0.31 0.45 0.25 0.23 




Indicador 1 Indicador 2 Indicador 3 
I1PreTest I1PostTest I2PreTest I2PostTest I3PreTest I3PostTest 
288 0.56 0.75 0.31 0.45 0.25 0.23 
289 0.56 0.75 0.31 0.45 0.25 0.23 
290 0.40 0.75 0.17 0.45 0.17 0.23 
291 0.56 0.75 0.31 0.48 0.25 0.27 
292 0.40 0.75 0.17 0.48 0.17 0.27 
293 0.40 0.75 0.17 0.48 0.17 0.27 
294 0.40 0.75 0.36 0.48 0.19 0.27 
295 0.40 0.75 0.36 0.48 0.19 0.27 
296 0.40 1.00 0.36 0.42 0.19 0.17 
297 0.40 1.00 0.36 0.42 0.19 0.17 
298 0.40 1.00 0.17 0.42 0.17 0.17 
299 0.40 1.00 0.17 0.42 0.17 0.17 





Anexo 8: Confiabilidad de los instrumentos - Prueba piloto 
 
Indicador Observaciones Alfa de Cronbach Elementos 
Índice de personal postulante 30 0.771 2 
Índice de evaluación curricular 30 0.909 2 
Índice de contratación 30 0.722 2 
Fuente: Elaboración propia 
 
 
Anexo 9: Confiabilidad de los instrumentos 
en relación a las 300 observaciones 
 
Indicador Observaciones Alfa de Cronbach Elementos 
Índice de personal postulante 300 0.962 2 
Índice de evaluación curricular 300 0.907 2 
Índice de contratación 300 0.791 2 





Anexo 10: Constancia de conformidad 
 
  
