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Preambule
Organization of the Manuscript
This document traces back my research work done over the last 15 years or so.
It is dealing with random walks, exclusion processes, queueing processes, irre-
versibility, all sort of cycles, belief propagation, traffic congestion, inverse Ising
problem, sparse Gaussian copula, clustering and restricted Boltzmann machines.
I attempt to unify this into a single document with the expectation of finding
some guidelines for future work which will be discussed in the conclusion. For
the moment just remark that the document has 4 parts, one to introduce ma-
terial and subjects relevant to the next three parts dealing with quite distinct
and not obviously directly related subjects.
Part II corresponds to research done mainly at Inria Rocquencourt during a
period which extend from 2002 to 2012. This concerns the study of stochastic
processes like exclusion or queuing processes introduced in Chapter 1 and their
application to microscopic road traffic (i.e. at the level of one segment) discussed
in Chapter 5. The main questions of interest discussed firstly in Chapter 6
are relative to the emergence of macroscopic phenomena resulting from simple
local stochastic dynamical rules, the way to relate these two and possible ways
to deal with non-reversibility in absence of integrability. In Chapter 7 these
models are used in an applied perspective in order to study the fluctuations of
the fundamental diagram of traffic flow.
Part III is overall concerned with the belief propagation algorithm and gen-
eralizations introduced in Chapter 3 and how to make it operational for traffic
prediction at the level of a conurbation. This line of search started in 2007,
and was developed mainly during 2009-2012 thanks to an ANR project I coor-
dinated. An important question in this context is the inverse model problem
introduced more specifically in its inverse Ising formulation in Chapter 4 which
can be looked at in various ways as discussed in Chapter 9 and 10, in order to
find a good trade-off between expressiveness of the model and computational
tractability. My interest in this application was revived recently after getting in
touch with the Sistema company who found our approach interesting and pro-
posed us to test our method on their data as described at the end of Chapter 10.
Finally part IV is dedicated to the analysis of simple non-supervised learn-
ing algorithms, which is a sub-field of Machine learning briefly introduced in
Chapter 2. In Chapter 11 by considering a version of Clustering related to
belief-propagation, I discuss the question of the “true" number of clusters, which
while being ill posed in principle, can actually be addressed in some cases by
renormalization group considerations. In Chapter 12 we discuss the restricted
Boltzmann machine, which played some time ago a central role in deep learning,
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A few properties of stochastic particle processes
The goal of statistical physics is to understand macroscopic laws from mi-
croscopic rules of interactions, like for example the behaviour of a gas or a fluid
at equilibrium emerging from Van der Waals interactions. In the last 20 years
or so some progress has been made in the understanding of out of equilibrium
phenomena and macroscopic transport phenomena thanks to the resolution of
simple but insightful processes, for which continuous limits can be obtained.
Considering the vastness of the subject, in the following short introduction we
only collect a tiny set of elements useful for the reading of Part II.
1.1 Graph theory of nonequilibrium steady states
Consider a continuous time Markov process over a finite state space S. The
evolution of the distribution Pt(η) of being in a given state η ∈ S at time t is













where Wηη′ is the transition rate from state η to η′. Even if this is a linear
equation, solving the dynamics of such processes is in general not tractable in
practice for large state space. Exact solutions can however be found sometimes,
in particular for integrable systems, i.e. relying on the existence of conserved
quantities in equal number as there are degrees of freedom. The steady state
measure P∞ (also called invariant measure) is usually easier to determine, be-
cause it requires in principle to find the only eigenstate (if the system is ergodic)
associated to the eigenvalue zero of the transition operator Q. There are in fact
two situations to distinguish depending on whether the process is reversible or
not. We denote by
Jηη′ = Wηη′P∞(η)−Wη′ηP∞(η′),
the probabilistic steady state current between two arbitrary states η and η′. In
the first case Jηη′ = 0 ∀(η, η′) (detailed balance) and we are in the usual ther-
modynamical equilibrium situation. There is indeed a potential E(η) allowing





where after choosing some reference state ηr and an arbitrary path P = {η0 =


























C = 24− 16 + 1 = 9
C = 12− 8 + 1 = 5
C = 26− 20 + 1 = 7
Figure 1.1.1: Example of cycle basis on 2-D and 3-D lattices and a fundamental
cycle basis on an arbitrary graph.
The Kolmogorov criterion for reversibility states that the product of
Wηiηi+1
Wηi+1ηi
along a closed path is equal to one. This insures that this expression of E(η) is
independent of the chosen path.
Non-reversibility instead leads to a so-called non-reversible steady-state.
There are pairs of states (η, η′) for which non-vanishing currents Jηη′ 6= 0 exist,
materialized at macroscopic scale by net currents of particles for instance as
illustrated in the next Sections.
To discuss irreversibility in more general terms we make use of the Schnaken-
berg network theory of irreversible processes [202]. For this let us recall some ba-
sic notions of graph theory which will serve also in other parts of the manuscript.
In general an (un)oriented graph is defined as G = (V, E) where V is a set of ver-
tices and E a set of (un)ordered pairs of vertices representing edges. A spanning
tree of an unoriented connected graph G is a subgraph of G which is a tree and
which contains all vertices of G. A rooted tree is a tree with a given orientation
with respect to a specific node called the root, such that all links of a path
from any node to the root are oriented toward the root. By definition a cycle
of G is an unoriented subgraph where each node has an even degree. A tree has
therefore no cycle as a subgraph. The set of cycles is a vector space over Z2
of dimension |E| − |V| + 1 for a connected graph. This means that when two
cycles are combined, edges are counted modulo 2 and the resulting graph is also
a cycle. Examples of cycle basis are shown on Figure 1.1.1. For heterogeneous
graphs, a simple way to generate a basis consists first in selecting a spanning
tree of the graph and then associate a cycle with each of the |E| − |V| + 1 re-
maining links of the graph not contained in the spanning tree (the chords), by
adding to each one the path on the spanning tree joining the two ends of the
link. This yields by definition a fundamental cycle basis, associated with the
considered spanning tree.
Consider now the state graph G = (V, E), where E is the set of edges between
pair of nodes (η, η′) ∈ V×V corresponding to non-vanishingWηη′ orWη′η. With
a cycle basis at hand, the Kolmogorov criterion for reversibility has to be checked
11
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only on each element of the cycle basis to be satisfied. If not we have still a
general statement about the invariant measure that makes use of a variant of
the matrix tree theorem also sometime referred to as the Kirchhoff theorem.








where Tη is the set of spanning trees over G rooted in η and w(t) is the weight





This follows from re-expressing the solution to the steady-state equation
QP∞ = 0,
based on the fact that ∑
η
Qηη′ = 0.
Indeed, using Cramer’s rule to express the relation between P∞(η) and P∞(ηr)
of a reference state ηr, leads to write P∞(η)/P∞(ηr) as the ratio of two determi-
nants, namely the cofactor Q̃ηrη of Qηrη and the determinant Q̃ of the matrix
obtained from Q by replacing Qηrη by 1 for all η ∈ V. Then Q having the
structure of an admittance-matrix, it is a simple combinatorial fact that in ex-
panding Q̃ηrη and Q̃, all cycle contribution cancel, and only contributions from










leading to formula (1.1.2).
Note that the knowledge of a cycle basis is also convenient to formulate
thermodynamical properties of the system [202]. Indeed the entropy production








where Aηη′ is the conjugate thermodynamical force to the transition between η
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where Φc are uniquely defined thermodynamical fluxes associated to each ele-












where the orientation of c is taken accordingly to the edge (η, η′) ∈ c in the
first relation, and edges (η, η′) ∈ c are taken with the orientation given by c
in the second one. The first relation is easily inverted in particular when the
cycle basis is a fundamental cycle basis, because in that case the flux coincide
with the current on the chord associated to the cycle. One virtue of this for-
malism in particular is to make explicit the contributions of cycles for which
the Kolmogorov criterion fails to the entropy production (1.1.3). Note also that
the Ac are independent of P∞. This formalism has been used in [202] to make
general statements about non-equilibrium steady states of stochastic processes.
In particular the entropy production can decompose as a sum over (non-trivial)
cycles and a fluctuation theorem can express the large deviation of the currents
associated to these cycles [7].
1.2 Exclusion processes
Introduced originally by Spitzer [213] to understand anomalous diffusion the
exclusion process has been subject to a vast amount of studies since then [148,
48, 23] and has become a paradigm microscopic model for transport phenomena.
It is a driven lattice gas model which we consider here in one dimension. Sites
of the lattice can be either empty (0) or occupied by a particle (1), and each
particle can jump to the next [resp. previous] site, each jump being a Poisson
process with rate q [resp. 1] if it is empty (see Figure 1.2.1), yielding the






The dynamics of the joint probability distribution Pt(η) where η = {τi, i =
1, . . . N} is a sequence of binary variables τi ∈ {0, 1} encoding the presence or
absence of a particle at a given site i, is governed by equation (1.1.1) with Wηη′
equal q or 1 for pairs of states (η, η′) related respectively by a single forward
or backward particle jump. The process can be defined on the ring geometry
with periodic boundary conditions or with open boundary conditions. In the
latter case rates have to be introduced for particles leaving/entering the system
from/to both end sites of the system. These rate represents chemical potentials
of reservoirs connected to these end sites.
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Figure 1.2.1: Asymmetric exclusion process (top). Corresponding fluctuating
interface (bottom)
The process is referred to the asymmetric exclusion process (ASEP) when
q 6= 1 and to the totally asymmetric exclusion process (TASEP) when q = 0.
This process is non-reversible as soon as q 6= 1 or when boundary edge conditions
represented by reservoir with distinct chemical potential are present. On the
ring geometry, even if the process is non-reversible (q 6= 1), the invariant measure
is uniform based on a simple partial balance argument. In fact on this geometry
many things can be computed thanks to the integrability of the model (see e.g.
[206]) through a mapping of the Markov matrix to an Heisenberg spin chain,
like the time dependent joint distribution [191], the spectral gap giving the
relaxation time to equilibrium [94, 92] or large deviation functionals of particles
displacements [51, 49].
On open systems the situation regarding the invariant measure is more com-
plex. Consider for instance a finite system with boundary conditions specified
by an incoming rate of particle α on the left most site and an escaping rate
β on the right most site of the system. In this case, for α 6= β the process is
non-reversible and the steady state has not a Gibbs form. Remarkably a closed
form expression has been discovered [50] to obtain the steady-state probabilities
of each individual state with help of a matrix ansatz. In this representation, a
given sequence η = 1010 . . . 00 is represented by a product of matrices D (for 1)







WDEDE . . . EE
)
,
where W is an additional matrix which takes into account the boundary prop-
erty. When inserting this form into the master equation it is immediate to verify
14
A few properties of stochastic particle processes
that it formally solves the stationary regime if D,E,W satisfy









Infinite dimensional representation of these quadratic algebra can be obtained
with help of q-deformed oscillator algebra [23], and in fact all irreducible finite
dimensional representations have been determined [155], thereby implying the
consistency of the solution.
When the size L of the system goes to infinity there is a deterministic limit
of the dynamics of the particle density ρ(x, t), a so-called hydrodynamic limit
represented by the Burger equation, obtained after assuming the behaviour of









which can actually be rigorously established only when the steady state measure
has a product form [21, 42, 214, 133]. The non-linear term in this equation allows
the onset of travelling wave, which become shockwaves separating high density
phases from low ones, when the diffusion term is absent.
The exclusion process can be equivalently formulated as a fluctuating inter-
face process (see Figure 1.2.1). In the latter representation a configuration is
represented by a set of up and down links corresponding respectively to empty
and occupied sites. Possible transitions are represented then by moving one
point of the path up or down which corresponds respectively to a particle jump-
ing to the left or to the right. The continuous limit of this process obtained by
considering the height h(x) of the path at position x = i/L when L becomes
large has been extensively studied. This is the famous KPZ equation [123]:
∂h(x, t)
∂t






which constitutes a universality class distinct from the Brownian process, play-
ing a central role in statistical physics.
There are various multi-type particle generalizations of ASEP, where each
type has its own hopping rate and overtaking between different species is pos-
sible. For instance the multi-species ASEP of Karimipour [124] is integrable
on the ring and its steady state measure can be expressed in matrix form. The
generalized (hierarchical) multi-species TASEP [58] enjoys as well a matrix form
representation for its steady state measure. The possibility of having a closed
form expression in terms of a matrix ansatz for a given model has been severely
constrained in [113]. In fact the consistency of quadratic diffusive algebra of the
form
gαβDαDβ − gβαDβDα = xαDβ − xβDα,
15
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where α and β denote particles types, and gαβ and xα are assumed to be scalars
is indeed shown to be absent in general, at the exception of very specific tuning
of the parameters, including the aforementioned ones. The link between inte-
grability and existence of matrix forms if not fully elucidated yet seems to hold
in general [227].
Another model of interest for the present manuscript is the so-called ABC
model [33] considered on the ring geometry. It has three types of particles with
















This model is reversible for q 6= 1 only when the various types of particles have
equal densities. If not there are no known consistent quadratic algebra able to
express the invariant measure in closed form. Still, this model is interesting in
various respects: in the reversible case there is a second order phase transition
corresponding to coalescence phenomenon in the diffusive regime where we have
the scaling q = exp(−β/L) w.r.t. system size L, the critical point being given
by βc = 2π
√
3. For sufficiently unbalanced densities the transitions become first
order with a coexistence phase showing up in the phase diagram [33, 36] between
the ordered and disordered phases. This shows that long range order can take
place in one dimension from local transitions with interesting phenomena like
e.g. anomalous behaviour of current fluctuations at the transition point [90].
1.3 Queuing processes
Another important class of stochastic particle process is the so-called zero range
process [59], which is in fact a special case of queuing network processes [88]
well studied in probability theory also sometimes referred to as urn models
in statistical physics [91] which generalize the Ehrenfest model to an extensive
number of urns. Consider first a station ticket office: travellers arrive at random,
say with Poisson arrival rate λ, and get served at the counter with a random
service time τ of hopefully finite mean 1/µ. A common assumption is that the
service time is exponentially distributed with rate µ. Then the number nt of
travellers in the queue is also called a birth and death process. It is ergodic
provided that λ < µ, and the steady state measure is geometric
P∞(nt = n) = (1− ρ)ρn,
with ρ = λ/µ representing the mean number of clients in the queue, as a special
case of the (general) Little law ρ = λW where W is the mean waiting time in
16
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the queue. More generally if the service rate depends on n and provided that
λ < limn→∞ µn we have

















Its spectral radius corresponds to the limit of ergodicity. Suppose now that
there are many servers, assembled into a network, like e.g. a telecommunication
network where packets of information have to pass through many servers before
reaching a destination. This means that after being served at a server i, the
client (or packet) is redirected to another one j with some routing probability
pij . The 2-servers problem for instance represented as random walks in the
quarter plane as been studied extensively in [66], using algebraic methods to
solve functional equations of bi-variate generating functions. In the zero-range
process assumption, the network is usually represented by a regular lattice and
particles hop from one site to a neighbouring site. The hopping process is
commonly taken as a Poisson process with a rate usually dependent only on
the occupation of the departure site. In the queuing theory, general class of
queuing networks have been identified which have simple explicit steady state
measures. The first one is the so-called Jackson network with exponential service
rates [114] possibly open or closed, which typically includes zero-range processes
considered in statistical physics. Then BCMP networks were introduced later
with more general service policy [18] including multiple types of clients [128].
All have in common that the invariant measure has a product form






for a network composed of N queues. There are two key points for this to occur:
• each server considered in isolation, with in an incoming arrival rate λ is
reversible 1.
• there is a (unique up to a multiplicative constant) set of incoming rates
{λi, i = 1, . . . N}, associated to each queue i satisfying the so-called traffic
equations: ∑
j∈V (i)
pjiλj = λi, ∀i ∈ {1, . . . N}
(written here for a closed system).
1In fact quasi-reversibility is enough. This notion corresponds to having partial balance
instead of detailed balanced equations in a context of multi-class customers for instance
(see [129])
17
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Then in the form (1.3.1) each factor pi is the equilibrium distribution of server i
taken in isolation with arrival rate λi, solution of the traffic equations. Remark-
ably one should insist on the fact that as whole the system is not reversible in
general. Non-vanishing net flows of customers between servers may occur, such
that this constitutes a general class of non-reversible steady states expressible
in closed form. To illustrate this, let us come back to the exclusion process on
the ring of the previous Section. There is a mapping onto a Jackson network
as follows: to each empty site we associate a queue, and consider by convention
that the clients in the queue are the particles on the left interval between the





Figure 1.3.1: Mapping between the asymmetric exclusion process on the ring
geometry (left) with a simple cyclic Jackson network (right)
equations involve two probabilities pii+1 = q/(1 + q) and pi+1 i = 1/(1 + q)
and admits a uniform solution λi = λ. In the end we get the steady-state joint
probability measure describing the clusters of particles as



















with ρ = λ/(1+q) and λ arbitrary, N being the total number of particles which
is constrained, the system being closed, and M the total number of empty sites
of the ASEP system. We end up with a uniform distribution over partitions of N
into M parts, Z being the overall number of such partitions. This is consistent
with the fact previously stated that the invariant measure of ASEP on the
ring is the uniform distribution. This correspondence between exclusion process
and queuing processes can be used in more complex problems to establish the
invariant measure in closed form [67].
18
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2.1 Machine learning and statistical physics
In the last decade, the field of machine learning (ML) became the center of
attention of both the public domain and of scientific research, thanks to spec-
tacular breakthroughs in the training of artificial neural networks [142]. ML is
a branch of artificial intelligence (AI) which purpose is to extract information
automatically from data. There are three main fields of ML, called supervised,
unsupervised and reinforcement learning, which respective goals are schemati-
cally dealing with the development of algorithms able to learn complex func-
tions, distributions and policies automatically from data. The first one has to
do mainly with classification or regression problems where from any input x like
an image one is willing to be able to determine a label about its content or some
quantitative information y = f(x), by learning f based on a training dataset of
pairs (x, y). In the second one the goal is to learn or model the distribution p(x)
itself of the training data in order to extract meaningful features from the data
or to be able to generate new realistic ones. The last one is aiming at learning
a conditional probability π(a, s) where a represents an action (e.g. like a move
in a maze) given a state s (the position in the maze) regarding the final goal
(escape from the maze).
With the development of deep neural networks taking advantage of the GPU
technology, the performance on classification tasks (supervised learning) started
to outperform human level at image recognition, and more recently genera-
tive models(unsupervised learning) such as generative adversarial networks [93]
(GAN) have been able to generate images that cannot be distinguished from
true ones [125]. In the context of strategic games like Go, deep neural networks
integrated as modules of reinforcement learning algorithms, have also been in-
strumental in reaching superhuman performances [210].
On the theory side, despite recent significant advances [154, 209, 19, 115, 87]
the theoretical understanding of deep learning lag behind these achievements,
in various respects like for instance on questions regarding the link between ad-
equate choice of network architecture and complexity of the data. Statistical
foundations of learning [228, 226] addresses the question of consistency of ma-
chine learning models in very general and elegant terms: given an underlying
distribution F (z) from which a set z = (z1, . . . , z`) of training data is sampled,
a set Λ of models, a cost function Q(z, θ) which for a given model θ ∈ Λ asso-
ciates to a sample z e.g. a classification score (0 or 1 respectively for correct or
incorrect classification) or the negative log likelihood − log(p(z, θ)), one looks
for the optimal model θ? minimizing the following quantity (the risk)
R(θ) =
∫
Q(z, θ)dF (z), θ ∈ Λ.
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according to the so-called empirical risk minimization inductive principle. Con-
sistency means informally that the true risk R(θ`) of the model θ` minimizing
Remp is close to the optimal one R(θ?). If this is not satisfied we end up in a
situation of overfitting the data. Intuitively the model will be consistent if its
resolution is adapted to the number of data, i.e. not too high, so that some
form of law of large numbers applies on the functional space Λ. This is made





log ΩΛ(z1, . . . , z`)
]
, (2.1.1)
with ΩΛ(z1, . . . , z`) schematically measuring the number of different realizations







while a too high resolution would correspond to having HΛ(`) = O(` log(2)) (for
a binary classification problem). More practical statements can be obtained by





log ΩΛ(z1, . . . , z`)
]
,
instead of the VC entropy. As can be proved, there exist a quantity h called the
VC dimension, which for a binary classification, is such that GΛ(h) = h log(2)
and beyond which GΛ(`) < h log(2 `h ), for ` > h. It has a simple geometrical
interpretation in terms of the maximal number of points that can be shattered
by the set of functions Λ, hence characterizing its level of resolution. Typically
in practice a ratio of `h ≥ 20 will be avoiding overfitting.
ML can be reformulated in a language more familiar to physicists [159, 150],
to make the relevance of statistical physics more apparent in this context. A
common way to relate ML to statistical physics consists in a Bayesian setting
to consider the empirical risk as an energy function of a Gibbs measure on the
candidate models [207, 178]









where Pprior and Pposterior represent respectively the prior and the posterior dis-
tribution of the models after taking into account the training data zi, β being an
inverse temperature related to output noise of the model. This distribution can
be considered as the equilibrium Gibbs distribution associated to a stochastic
learning dynamics of the parameters expressed as a Langevin equation [207]
dθt = −∇θE(θ)dt+ dηt,
with dηt a white noise term of inverse variance 2β. In this form the training
data appears as a quenched disorder to be averaged over.
21




































Figure 2.1.1: Phase diagram of the SK model (left) and the Hopfield model
(right) obtained with the replica trick formalism and the spontaneous replica
symmetry breaking mechanism. For the SK model the couplings are distributed
as Jij ∼ N (J0N , J
2
N ) while for the Hopfield model they are the result of super-
posing P = αN independent patterns, N being the number of variables. The
“structured" part of the coupling is of rank 1 in the SK and of rank P in the
Hopfield model. In both cases the AT line signals the breakdown of the replica
symmetry. The dotted line (RS) on the left indicates the boundary of the SG
phase obtained with the replica symmetric saddle point.
As a matter of fact, historically, statistical physics played an influential role
in the development of neural networks. In particular, during the 1980s the
Hopfield model of associative memory [107] triggered a lot of theoretical studies
following the parallel development of spin-glass theory [163]. Its steady state
properties are well described in terms of the Gibbs distribution based on the
Hamiltonian









where {ξ(k)i ∈ {−1, 1}, i = 1, . . . N, k = 1, . . . P} represents a set of P patterns to
be memorized and encoded into a random spin model of N variables. A natural














, ∀k = 1, . . . , P, (2.1.2)
can be used to characterize the retrieval phase of the model, where the expec-
tation comprises both thermal averages over the spin configurations s and ex-
pectations with respect to the quenched disorder variables ξ(k)i . The mean-field
theory of the Hopfield model has been solved by Amit, Gutfreund and Som-
polinsky in [5, 6] using replica’s techniques, results which were soon confirmed
with help of the cavity method [163], and put later on even firmer mathemati-
cal grounds in [219]. There are 3 phases, separated by the transition lines Tg,
between the paramagnetic phase and the spin glass phase, and Tc, between the
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spin glass phase and the ferromagnetic phase (see Figure 2.1.1). The latter
corresponds to the so-called Mattis states, i.e. to spin configurations correlated
with one of the mixture components and is also called retrieval phase. The
number of patterns that can be retrieved [6, 165] is an important outcome of
such analysis. A different question deals with neural network learning capacity,
i.e. the number of pattern that can be stored as a function of its number N of
neurons by e.g. the perceptron under various hypothesis [84, 85, 136, 135, 188],
which has a close relationship [95, 179] with the computation of the VC en-
tropy (2.1.1). While statistics machine learning theory provides bounds on
the true risk giving rise to learning algorithms like support vector machines
(SVM) [24], methods from statistical physics can be used in some cases to de-
liver asymptotic estimates of the learning curve, i.e. the risk as a function of
the number of examples [207, 180, 52]. Layered networks were also considered
in thermodynamic limits [53, 166] with help of mean-field techniques, in or-
der to clarify mechanisms of information storage and the efficiency of learning
algorithms based on associative memory.
More recently, mean-field techniques developed originally in the context of
complex systems like as TAP equations [220] and the cavity approximation [163]
and their variants related to belief propagation [160] have found a great vari-
ety of new playgrounds in Machine learning, such as compressed sensing [138],
community detection [46] to mention only a few of them. In these problems,
a Bayesian setting is considered with a so-called teacher-student scenario origi-
nally introduced in [86]. A simplification can be nicely exploited in the Bayes-
optimal case (see [246] and references herein), the notion of Bayes-optimality
being actually viewed [112] in the context of error correcting codes as equivalent
to the Nishimori line [178] introduced in statistical physics.
2.2 Clustering
In the domain of unsupervised learning, clustering techniques are old standard
but widely used tools of Machine learning. It consists in to partitioning an en-
semble of objects such that similar ones pertain to the same classes. A precise
statement of the problem requires the definition of a similarity measure between
objects and of a cost function. As such, it turns out to be an optimization prob-
lem, which is generally NP-Hard. Many algorithms have been proposed, ranging
from expectation-maximization (EM) types approaches [47] like k-centers and
k-means 1 to percolation-like methods for building hierarchies. Some other
methods generically called spectral clustering [3, 175] are based on the spec-
tral properties of the affinity matrix or closely related diffusion operators, like
a non-backtracking matrix derived from the belief propagation stability [139],
such that clusters get associated to separated components of a diffusion process.
From the statistical physics viewpoint depending on the form of the cost
1in these algorithms, k is the number of centers to be obtained by alternatively assigning
datapoints to candidate centers (expectation step) and then taking the mean of each newly
defined cluster as new candidate centers (optimization step)
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function, the clustering solution may be reformulated as the ground sate of a
q-states Potts model which can be solved by Monte-Carlo based methods [237].
This type of models are suitable for Bethe-Peierls approximations, which algo-
rithmic counterpart is known to be belief propagation algorithm to be detailed
in the next chapter. Considering a relaxed version of the cost function were
clusters are identified by exemplars, and only the similarity of data to their ex-
emplars are taken into account, a clustering algorithm called affinity propagation
(AP) [70] has been proposed as an instance of the min-sum algorithm to solve
the clustering problem. This algorithm turns out to be very efficient compared
to other center-based methods like k-centers and k-means, the price to pay for
this stability property being a quadratic computational complexity. A basic
assumption behind AP, is that each cluster is of spherical shape. This limiting
assumption has actually been relaxed by Leone and co-authors in [145, 146], by
softening a hard constraint present in AP, which impose that any exemplar has
first to point to itself as oneself exemplar. More details on AP will be given in
Chapter 3.
Another point common to most clustering techniques, is to fix the free pa-
rameter which determines the number of clusters. Some methods based on
EM [69] or on information-theoretic consideration have been proposed [215],
but mainly use a precise parametrization of the cluster model. There exists also
a different strategy based on similarity statistics [56], that have been combined
with AP [231], at the expense of a quadratic price. Determining the number of
clusters in a given dataset might be considered an ill-defined problem: there is
no natural scale, enabling to compare e.g., the k-means solutions obtained for
different values of k. How to set the number of clusters is actually part of a
broader theoretical question, regarding the consistency of a given clustering al-
gorithm associated to a dataset [134]. The mainstream stability-based approach
to consistency (see e.g. [56]) proceeds by comparing the clustering obtained on
independent samples of the dataset, computing some stability measure. The pa-
rameters of the clustering algorithm are selected so as to optimize the stability
criterion. While this approach is empirically efficient, it has some shortfalls [20],
and an optimal stability does not necessarily translate into a “best clustering”.
Scale properties take an important place in the axiomatization of clustering
[134, 1], with the requirement that the cost function and the clustering quality
measure be scale invariant. This requirement is commonly faced in statistical
physics, where consistent models near phase transition points are expected to
be insensitive at large scale to microscopic irrelevant details.
2.3 Restricted Boltzmann machines
Generative models is a generic denomination to designate unsupervised ML
systems which purpose is to represent faithfully the density distribution of data
embedded into a high dimensional space. These models have been demonstrated
on image first by their ability to produce highly realistic purely synthetic faces
or objects such as the ones shown on Figure 2.3.1. Various architectures exists,
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3D objects - DBM Faces VAE
Klys et al. 2018
Faces GAN
Chen et al. 2016Salakhutdinov et al. 2009
Figure 2.3.1: Examples of synthetic images automatically generated by a deep
Boltzmann machine (left) a variational auto-encoder (center) and a generative
adversarial network (right).
among which the variational auto-encoder (VAE) [132] (a sophisticated version
of previously proposed auto-encoders [102, 101]), the generative adversarial net-
work (GAN) [93] and the deep Boltzmann machines (DBM) [196] are the most
popular. They all inherit developments made in the context of deep learning
and can be used potentially in many different area.
Originally called Harmonium [211], the Restricted Boltzmann Machine (RBM)
is also a generative model albeit much simpler than previous ones. It played
an important role in deep learning as a way to pre-train deep auto-encoders
layer wise [101]. In order to build more powerful models, RBMs can indeed be
stacked to form “deep” architectures like DNN or DBM. It is a simple 2-layers
undirected neural network which represents the data in the form of a Gibbs
distribution of visible and latent variables (see Figure 2.3.2). The former noted
s = {si, i = 1 . . . Nv} correspond to explicit representations of the data while
the latter noted σ = {σj , j = 1 . . . Nh} are there to build arbitrary dependencies
among the visible units. They play the role of an interacting field among visible
nodes. Usually the nodes are Bernoulli distributed, but Gaussian distributions
or other distributions on real-valued bounded support are also used [224], ul-
timately making RBMs adapted to more heterogeneous data sets. Assuming
binary variables si, σj ∈ {−1, 1}, an energy function is defined for a configura-
tion of nodes















where W is the weight matrix and η and θ are biases, or external fields on the
variables. Each weight vector associated to a given hidden unit and its corre-
sponding bias defines an hyperplan partitioning the visible space into two re-
gions corresponding to the hidden unit being activated or not (see Figure 2.3.2).
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Figure 2.3.2: Bipartite structure of the RBM (left). Hyperplans defined by
the weight vectors and bias associated to each hidden variable can delimit fixed




−E(s,σ) is the partition function of the system. The joint distribution
between visible variables is then obtained by summing over hidden ones. In this
context, learning the parameters of the RBM means that, given a dataset of
M samples composed of Nv variables, we ought to infer values to W , η and θ
such that new generated data obtained by sampling this distribution should be
similar to the input data. The standard method to infer the parameters is to
maximize the log likelihood of the model, where the pdf (2.3.2) has first been







Wijsi − θj))〉Data −
∑
i
ηi〈si〉Data − log(Z). (2.3.3)
Over time since its introduction, the RBM has continuously attracted the
interest of the research community, firstly because it can be easily used for both
continuous and discrete variables [137, 240, 32, 238] and the activation can be
tuned to be either binary of relu [174]; secondly because for datasets of modest
size it is able to deliver good results [105, 109] comparable to the ones obtain
from more elaborated network such as GAN (see for instance [243]).
Considered as a special case of a product of experts, a learning algorithms
called contrastive divergence [103] (CD) as been proposed and subsequently
refined to Persistence CD [221] (PCD). Efficient and well documented [100]
these algorithms are based on a quick Monte Carlo estimation of the response
function of the RBM, exploiting the conditional independence of the visible or
hidden variables conditionally to the complementary ones.
They all correspond to expressing the gradient ascent on the likelihood as
∆Wij = γ (〈siσjp(σj |s)〉Data − 〈siσj〉pRBM) (2.3.4)
∆ηi = γ (〈si〉pRBM − 〈si〉Data) (2.3.5)
∆θj = γ (〈σj〉pRBM − 〈σjp(σj |s)〉Data) (2.3.6)
where γ is the learning rate. The main problem are the 〈· · · 〉pRBM terms on the
right hand side of (2.3.4-2.3.6). These are not tractable and the various methods
basically differ in their way of estimating those terms (Monte-Carlo Markov
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chains, naive mean-field, TAP. . . ). For an efficient learning the 〈· · · 〉Data terms
must also be approximated by making use of random mini-batches of data at
each step.
Nevertheless, despite some interesting interpretations of CD in terms of non-
equilibrium statistical physics [197], the learning of RBMs remains a set of
obscure recipes from the statistical physics point of view: hyperparameters (like
the size of the hidden layer) are supposed to be set empirically without much
theoretical guidelines. Even for practical purpose, it is intrinsically difficult to
efficiently estimate numerically the gradient w.r.t. the parameters of the model,
as soon as the network has learned non trivial modes.
The very definition of the RBM allows one to study it in a way similar
to the SK or to the Hopfield model. The analogy is actually strengthened
by the observation that an RBM with Bernoulli-Gaussian variables is mapped
exactly to the Hopfield model [15], the number of patterns of the Hopfield model
corresponding to the number of hidden units. Based on that, recent works [17,
16] characterize the retrieval capacity of RBMs. Mean-field based algorithms
based on TAP equations have also been proposed [82, 111, 218, 160] in addition
to Gibbs sampling based methods. None of these being fully satisfactory (see
e.g. [225] for a more detailed discussion), especially if one is willing to learn
an empirical distribution with good accuracy. RBM with sparse weight matrix
have been considered to analyze compositional mechanisms [2, 168] of features to
create complex patterns. From the analysis of related linear models [222, 25], it
is already a well established fact that a selection of the most important modes
of the singular values decomposition (SVD) of the data is performed in the
linear case. In fact in the simpler context of linear feed-forward models the
learning dynamics can be fully characterized by means of the SVD of the data
matrix [200], showing in particular the emergence of each mode by order of






Belief propagation and generalizations
3.1 Markov random fields
Markov random fields [141] (MRF) are widely used probabilistic models, able
to represent multivariate structured data in order to perform inference tasks.
They are at the confluence of probability, statistical physics and machine learn-
ing [230]. From the formal probabilistic viewpoint they express the conditional
independence properties of a collection of n random variables x = {x1, . . . , xn},
in the form of a factorized probability measure, where each factor involves a
subset of x. In statistical mechanics the Gibbs measure takes the form of an
MRF, to express the thermodynamic equilibrium probability of a system of n
interacting degrees of freedom. The practical use of MRF appears also in var-
ious applied fields, like image processing, bioinformatics, spatial statistics or
information and coding theory, as well as in the context of deep learning as
explained in the previous chapter. There are two main generic problems that
have to be commonly dealt with when using MRF in practical applications:
Direct inference problems:






which involves in general an exponential cost with respect to N to be done
exactly;





which is generally an NP hard problem [37, 208].
These two problems are of different nature and involve generally distinct tech-
niques which can share sometimes some similarities. The former can be ad-
dressed e.g. by Monte-Carlo sampling or by mean-field methods which boils
down to some approximation of the entropy contribution to the free energy; the
latter is a combinatorial optimization problem which corresponds to the search
for the ground state of a system at zero temperature.
3.2 Belief Propagation
The “belief propagation” algorithm (BP), appeared in the artificial intelligence
community for inference problems on Bayesian networks [185]. It is a non-
linear iterative map which propagates information on a dependency graph of
variables in the form of messages between variables. It has been recognized
to be a generic procedure, instantiated in various domains like error correcting
codes, signal processing or constraints satisfaction problems with various names
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Figure 3.2.1: Example of factor graph (a) and message propagation rules (b).
depending on the context [140]: the forward-backward algorithm for hidden
Markov model selection; the Viterbi algorithm; Gallager’s sum-product algo-
rithm in information theory. It has also a nice statistical physics interpretation
in the context of mean-field theories, as a minimizer of a Bethe free energy [242],
a solver of the cavity equations [163] and its relation to the TAP equations in
the spin-glass context [119]. As a noticeable development in the recent years,
related to the connection with statistical physics [161], is the emergence of a
new generation of algorithms for solving difficult combinatorial problems, like
the survey propagation algorithm [164] for constraint satisfaction problems or
the affinity propagation for clustering [70]. We consider a set of discrete random









where φi and ψa are factors associated respectively to a single variable xi and to
a subset a ∈ F of variables, F representing a set of cliques and xa def= {xi, i ∈ a}.
The ψa are called the “factors” while the φi are there by convenience and could be
reabsorbed in the definition of the factors. This distribution can be conveniently
represented with a bi-bipartite graph, called the factor graph [140]; F together
with V define the factor graph G, which will be assumed to be connected. The
set E of edges contains all the couples (a, i) ∈ F ×V such that i ∈ a. We denote
da (resp. di) the degree of the factor node a (resp. to the variable node i).
The factor graph on the Figure 3.2.1.a corresponds for example to the following
measure
p(x1, . . . , x6) =
1
Z
ψa(x1, x2, x3)ψb(x4)ψc(x3, x4, x5, x6)
with the following factor nodes a = {1, 2, 3}, b = {4} and c = {3, 5, 6}. Assum-
ing that the factor graph is a tree, computing the set of marginal distributions,
called the belief b(xi = x) associated to each variable i can be done efficiently.
The BP algorithm does this effectively for all variables in one single procedure,
by remarking that the computation of each of these marginals involves interme-
diates quantities called the messages ma→i(xi) [resp. ni→a(xi)] “sent” by factor
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node a to variable node i [resp. variable node i to factor node a], and which are
necessary to compute other marginals. The idea of BP is to compute at once
all these messages, using the relation among them as a fixed point equation.



























This turns out to be exact if the factor graph is a tree, but only approximate
on multiply connected factor graphs. As mentioned before, this set of beliefs
corresponds to a stationary point of a variational problem [242]. Indeed, consider
the Kullback-Leibler divergence between a test joint distribution b(x) and the
reference p(x). The Bethe approximation leads to the following functional of






















= FBethe = E − SBethe.
This is equivalent to say that we look for a minimizer of DKL(b‖p) in the









under the constraint that∑
xa\xi
ba(xa) = bi(xi) ∀a ∈ F ,∀i ∈ a,
and that ∑
x\xa
b(x) ≈ ba(xa), ∀a ∈ F , (3.2.5)
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is valid, at least approximately. For a multi-connected factor graph, the beliefs
bi and ba are then interpreted as pseudo-marginal distribution. It is only when G
is simply connected that these are genuine marginal probabilities of the reference
distribution p.
There are a few properties of BP that are worth mentioning at this point.
Firstly, BP is a fast converging algorithm:
• Two sweeps over all edges are needed if the factor-graph is a tree.
• The complexity scales heuristically like KN log(N) on a sparse factor-
graph with connectivity K  N .
• It is N2 for a complete graph.
However, when the graph is multiply connected, there is little guarantee on the
convergence [169] even though in practice it works well for sufficiently sparse
graphs. Another limit in this case, is that the fixed point may not correspond to
a true measure, simply because (3.2.4) is not normalized and (3.2.5) is approxi-
mate. In this sense, the obtained beliefs, albeit compatible with each other are
considered only as pseudo-marginals. Finally, for such graphs, the uniqueness
of fixed points is not guaranteed, but it has been shown that:
• stable BP fixed points are local minima of the Bethe free energy [97];
• the converse is not necessarily true [232].
There are two important special cases, where the BP equations simplify:
(i) For binary variables: xi ∈ {0, 1}. Upon normalization, the messages are
parameterized as:
ma→i(xi) = ma→ixi + (1−ma→i)(1− xi),
which is stable w.r.t. the message update rule. The propagation of information
reduces then to the scalar quantity ma→i.
(ii) For Gaussian variables, the factors are necessarily pairwise, of the form














Since factors are pairwise, messages can be seen as sent directly from one variable
node i to another j with a Gaussian form:
mi→j(xj) = exp
(





This expression is also stable w.r.t. the message update rules. Information is
then propagated via the 2-component real vector (µi→j , σi→j) with the following
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In this case, there is only one fixed point even on a loopy graph, not necessarily
stable, but if convergence occurs, the single variable beliefs provide the exact
marginals [233]. In fact, for continuous variables, the Gaussian distribution is
the only one compatible with the BP rules. Expectation propagation [167] is a
way to address more general distributions in an approximate manner.
3.3 Generalized BP
In this Section we give all the necessary material concerning the relation between
BP, generalized BP (GBP) and mean-field approximations in statistical physics.
Further details and references can be found e.g. in [186].
In fact as observed in [131, 171], the Bethe approximation is only the first





where ∆Sα is the entropy correction delivered by the cluster α with respect to
the entropy of all its subclusters. The decomposition is actually valid at the
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where κα ∈ Z are a set of counting numbers. For example on the 2D square
lattice, the Kikuchi approximation amounts to retain as cluster the set of nodes
v ∈ V, of links ` ∈ E and of square plaquettes c ∈ C such that on a periodic











In the cluster variational method (CVM), the choice of constraints may be
arbitrary, as long as the clusters hierarchy is closed under intersection.
Once identified, the connection between the Bethe approximation and BP
led Yedidia et al. to propose in [242] a generalization to BP as an algorithmic
counterpart to CVM. In fact they introduced a notion of region, relaxing the
notion of cluster used in CVM. In their formulation, any region R containing
a factor a should contain all variable nodes attached to a in order to be valid.


















where bR(xR) and κR are respectively the marginal probability and counting
number associated with region R. The λRR′ are again Lagrange multipliers
enforcing the constraints among regions beliefs. The only constraint for the






This ensures the exactness of the mean energy contribution E(b) to the free
energy in general as well as the entropy term for uniform distributions in par-
ticular. By comparison, there is no freedom in the CVM on the choice of the
counting numbers once the set of cluster is given. Additional desirable con-
straints on the counting numbers are (i) the maxent-normal constraint and (ii)
a global unit sum rule for counting numbers,∑
R∈R
κR = 1. (3.3.1)
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Condition (i) means that the approximate region based entropy reaches its max-
imum for the uniform distribution. Condition (ii) insures exactness of the en-
tropy estimate for perfectly correlated distributions. As for belief propagation,
a set of compatibility constraints among beliefs are introduced with help of La-
grange multipliers and generalized belief propagation again amounts to solving
the dual problem after a suitable linear transformation of Lagrange multipliers
hereby defining the messages. Once a fixed point is found a reparameterization






When the region graph has no cycle, this factorization involves the true marginals
probabilities of each region and is exact.
There is some degree of freedom both in the initial choice of Lagrange mul-
tipliers and messages leading to different algorithms without changing the free
energy and associated variational solutions. A canonical choice is to connect re-
gions only to their direct ancestor or direct child regions leading to the parent-
to-child algorithm. With this choice the constraints are however redundant,
some linear dependencies are present and this can potentially affect the conver-
gence of the algorithm by adding unnecessary loops in the factor graph. This
problem has been addressed in [183] where for a given region set a construction
for a minimal factor graph is proposed.
GBP is a framework corresponding to a wide class of algorithms, which upon
a good choice of regions can lead to much accurate results than basic BP. Its
systematic use is however made delicate by the following unsolved issues as far
as large scale inference is concerned for the marginalization problem:
• there is no automatic and efficient procedure of choosing the regions able
to scale with large scale problems for non-regular factor graphs, despite
proposals like the region pursuit algorithm [234] whose potential use seems
however limited to small size systems.
• without special care the computational cost grows exponentially with re-
spect to region size.
• there are difficult convergence problems associated with GBP which have
led some to consider double loop algorithms [245, 98] at the price of addi-
tional computational burden.
3.4 Affinity propagation
In the large coupling limits the belief propagation can be straightforwardly
adapted to the optimization context in the form of the min-sum algorithm also
called belief revision [185], by simply replacing “
∑
” by “min” (see e.g. [195]).
The AP algorithm mentioned in the previous chapter performs a clustering by
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where c = (c1, . . . , cN ) is the mapping between data and exemplars, S(i, ci) is
the similarity function between i and its exemplar. For datapoints embedded in
an Euclidean space, the common choice for S is the negative squared Euclidean
distance. A free positive parameter is given by
s
def
= −S(i, i), ∀i,
the penalty for being oneself exemplar. χ(p)µ [c] is a set of constraints. They read
χµ[c] =
p, if cµ 6= µ,∃i s.t. ci = µ,1, otherwise.
p = 0 is the constraint of the model of Frey-Dueck. Note that this strong con-
straint is well adapted to well-balanced clusters, but probably not to ring-shape
ones. For this reason Leone et. al. [145, 146] have introduced the smoothing







represents a probability distribution over clustering assignments c. At finite β






The AP or SCAP equations can be obtained from the standard BP equation
[70, 145] as an instance of the Max-Product algorithm. For self-containedness,
let us sketch the derivation here. The BP algorithm provides an approxi-
mate procedure to the evaluation of the set of single marginal probabilities
{Pi(ci = µ)} while the min-sum version obtained after taking β →∞ yields the
affinity propagation algorithm of Frey and Dueck. The factor-graph involves
variable nodes {i, i = 1 . . . N} with corresponding variable ci and factor nodes
{µ, µ = 1 . . . N} corresponding to the energy terms and to the constraints (see
Figure 3.4.1). Let Aµ→i(ci) the message sent by factor µ to variable i and
Bi→µ(ci) the message sent by variable i to node µ. The belief propagation fixed
point equations read:
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In (3.4.2) we observe first that Âµ→i
def
= Aµ→i(ci = ν 6= µ) is independent
of ν and secondly that Aµ→i(ci = c) depends only on Bj→µ(cj = µ) and on∑
ν 6=µBj→µ(cj = ν). As a consequence, the schema can be reduced to the







Figure 3.4.1: Factor graph corresponding to AP. Small squares represents the






















called respectively the “availability” and “responsibility” messages, with q def=





















ri→µ = S(i, µ)−max
ν 6=µ
(
aν→i + S(i, ν)
)
. (3.4.6)












Altogether, 3.4.4,3.4.5,3.4.6 and 3.4.7 constitute the equations of SCAP which






4.1 The inverse Ising problem and mean-field meth-
ods
Finding the couplings and external fields of an Ising model is a relevant prob-
lem in many different areas. Originally considered in the context of neural
networks [107] it has been since identified as a key problem - the Boltzmann
machine learning problem - in statistical machine learning [104]. The huge pro-
duction of biological data has led to reconsider this problem and to realize its
relevance for the analysis of many biological networks [203, 12]. In the context
of social networks it could as well become an important tool for analyzing data
to identify influence links and trendsetters in information networks for example,
or community detection. From the statistics perspective, the IIP is basically a
model selection problem, in the Markov random fields (MRF) family where N
binary variables are observed at least pair by pair so that a covariance matrix is
given as input data. The optimal solution is then the MRF model with maximal
entropy obeying moment constraints, which happens to be the Ising model with
highest log-likelihood. It is a difficult problem, where both the graph structure
and the values of the fields and couplings have to be found.
Existing approaches fall mainly in the following categories:
• Purely computational efficient approaches rely on various optimization
schemes of the log likelihood [144] or on pseudo-likelihood [106] along
with sparsity constraints to select the only relevant features.
• Common analytical approaches are based on the Plefka expansion [189] of
the Gibbs free-energy by making the assumption that the coupling con-
stants Jij are small. The picture is then of a weakly correlated unimodal
probability measure. For example, approaches used in [34, 170] are based
on this assumption.
• Another possibility is to assume that relevant coupling Jij have locally
a tree like structure. The Bethe approximation [242] can then be used
with possibly loop corrections. Again this corresponds to having a weakly
correlated unimodal probability measure and these kinds of approaches
are referred to as pseudo-moment matching methods in the literature.
For example the approaches proposed in [121, 236, 162, 239] are based on
this assumption.
• In the case where a multimodal distribution is expected, then a model with
many attraction basins is to be found and Hopfield-like models [107, 35]
are likely to be more relevant. To be mentioned also is a recent mean-
field methods [177] which allows one to find in some simple cases the Ising
couplings of a low temperature model, i.e. displaying multiple probabilistic
modes.
Consider an Ising model, i.e. a MRF of binary variables {si ∈ {−1, 1}, i ∈
V}, where V is a set of vertices of a graph G = (V, E) with E a set of edges corre-
sponding to interactions between variables (si, sj), associated to some coupling
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Jij ∈ R. We assume that from a set of historical observations, the empirical
mean m̂i [resp. covariance χ̂ij ] is given for each variable si [resp. each pair of
variable (si, sj)]. In this case, from Jayne’s maximum entropy principle [116],
imposing these moments to the joint distribution leads to a model pertaining












where the external fields h = {hi} and the coupling constants J = {Jij} are the
Lagrange multipliers associated respectively to mean and covariance constraints













is the log likelihood. This leads to invert the linear response equations:
∂ logZ
∂hi
[h,J] = m̂i (4.1.4)
∂ logZ
∂Jij
[h,J] = m̂ij , (4.1.5)
m̂ij = m̂im̂j + χ̂ij being the empirical expectation of sisj . As noted e.g. in [34],
the solution is minimizing the cross entropy, a Kullback-Leibler distance between







Jijm̂ij − S(P̂). (4.1.6)
The set of Equations (4.1.4,4.1.5) cannot be solved exactly in general because
the computational cost of Z is exponential. Approximations resorting to various
mean-field methods can be used to evaluate Z[h,J].
Plefka’s expansion To simplify the problem, it is customary to make use of
the Gibbs free-energy, i.e. the Legendre transform of the free-energy, to impose
the individual expectations m = {m̂i} for each variable:
G[m,J] = hT (m)m + F [h(m),J],
(with F [h,J] def= − logZ[h,J], hTm is the ordinary scalar product) where h(m)



































i.e. the inverse susceptibility matrix. Finding a set of Jij satisfying this last
relation along with (4.1.8) yields a solution to the inverse Ising problem since
the m’s and χ’s are given. A way to connect the couplings directly with the
covariance matrix is also given by the relation
∂G
∂Jij
= −mij . (4.1.10)
The Plefka expansion is used to expand the Gibbs free-energy in power of the
coupling Jij assumed to be small. Multiplying all coupling Jij by some param-
eter α ∈ R yields the following cluster expansion:







where each term Gn corresponds to cluster contributions of size n in the number
of links Jij involved, and h(m, α) depends implicitly on α in order to always
fulfill (4.1.7). This is the Plefka expansion, and each term of the expansion























considered as a small perturbation and using (4.1.7), the two first derivatives of


























where subscript α indicates that expectations, variance and covariance are taken
at given α. To get successive derivatives of h(m, α) one can use (4.1.8). Another
possibility is to express the fact that m is fixed,
dmi
dα












[χ−1α ]ij Covα(HJ , sj), (4.1.15)
where χα denotes the susceptibility delivered by the model when α 6= 0. To get
the first two terms in the Plefka expansion, we need to compute these quantities
























[χ−10 ]ij = (1−m2i )−1δij









and correspond respectively to the mean-field and to the TAP approximation.
Higher order terms have been computed in [89].
At this point finding an approximate solution to the inverse Ising problem
can be done, either by inverting Equation (4.1.9) or (4.1.10). To get a solution
at a given order n in the couplings, solving (4.1.10) requires G at order n + 1,
while it is needed at order n in (4.1.9).
Taking the expression of G up to second order gives
∂G
∂Jij
= −mimj − Jij(1−m2i )(1−m2j ),
and (4.1.10) leads directly to the basic mean-field solution:
JMFij =
χ̂ij


















which corresponds precisely to the TAP equations. Using now (4.1.9) gives
∂hi
∂mj








− Jij − 2J2ijmimj . (4.1.17)
Ignoring the diagonal terms, the TAP solution is conveniently expressed in terms







where the branch corresponding to a vanishing coupling in the limit of small
correlation i.e. small χ̂ij and [χ̂−1]ij for i 6= j, has been chosen.
Bethe approximate solution When the graph formed by the pairs (i, j), for
which the correlations χ̂ij are given by some observations is a tree, the following









yields actually an exact solution to the inverse problem (4.1.2), where the p̂
are the single and pair variables empirical marginals given by the observations.


























1 + m̂i(2x− 1) + m̂j(2y − 1) + m̂ij(2x− 1)(2y − 1)
)
(4.1.21)
relating the empirical frequency statistics to the empirical “magnetizations” m ≡



























, ∀ (i, j) ∈ E ,
(4.1.22)
where di is the number of neighbors of i, using the notation j ∈ ∂i for “j






























The corresponding Gibbs free-energy can thus be written explicitly using (4.1.22,4.1.23).
With fixed magnetizations mi’s, and given a set of couplings {Jij}, the param-
eters mij = mij(mi,mj , Jij) are implicit function obtained by inverting the

































































































(1−m2i )(1−m2j )− χ̂2ij
δj∈∂i.
(4.1.24)
The existence of an exact solution can therefore be checked directly as a self-
consistency property of the input data χ̂ij , for a given pair (i, j) either:
• [χ̂−1]ij 6= 0, then this self-consistency relation (4.1.24) has to hold and Jij
is given by (4.1.22) using m̂ij = m̂im̂j + χ̂ij .
• [χ̂−1]ij = 0 then Jij = 0 but χ̂ij , which can be non vanishing, is obtained
by inverting [χ̂−1] defined by (4.1.24).
Finally, complete consistency of the solution is checked on the diagonal elements
in (4.1.24). If full consistency is not verified, this equation can nevertheless
be used to find approximate solutions. Remark that, if we restrict the set of
Equations (4.1.24), e.g. by some thresholding procedure, in such a way that the
corresponding graph is a spanning tree, then, by construction, χij ≡ χ̂ij will
be solution on this restricted set of edges, simply because the BP equations
are exact on a tree. The various methods proposed for example in [162, 241]
actually correspond to different heuristics for finding approximate solutions to
this set of constraints. As noted in [176], a direct way to proceed is to eliminate
χij in the equations obtained from (4.1.22) and (4.1.24):




− (1−m2i )(1−m2j ) = 0. (4.1.26)
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Note that JBA+LRij and J
TAP
ij coincide at second order in [χ̂−1]ij .
4.2 Inverse covariance matrix estimation
Another case of interest for inverse problems is the one dealing with multi-
variate Gaussian distributions, i.e. Gaussian Markov random fields (GMRF).
The GMRF distribution is naturally characterized by a mean vector µ ∈ R
and a positive definite precision (or concentration) matrix A, which is simply
the inverse of the covariance matrix C. Zero entries in the precision matrix
A indicate conditionally independent pairs of variables. This gives a graphical
representation of dependencies: two random variables are conditionally inde-
pendent if, and only if, there is no direct edge between them. Observations are
summarized in an empirical covariance matrix Ĉ ∈ RN×N of a random vector
X = (Xi)i∈{1,...,N}, and we look for a GMRF model with sparse precision ma-




L(M), L(M) def= log det(M)− Tr(MĈ),
where S++ formally represents the set of positive definite matrices.
Without any constraint on M, the maximum likelihood estimate is trivially
A = Ĉ−1. However, enforcing sparsity with simple thresholding of small magni-
tude entries may easily ruin the positive definiteness of the estimated precision
matrix. In the context of structure learning, where meaningful interactions
have to be determined, for instance among genes in genetic networks, the max-
imization is classically performed on the set of positive definite matrices, after
adding to the log-likelihood a continuous penalty function P that imitates the
L0 norm. The Lasso penalty, a convex relaxation of the problem, uses the L1
norm, measuring the amplitudes of off-diagonal entries in A [71, 108]. Var-
ious optimization schemes have been proposed to solve it efficiently [13, 71].
However, the L1 norm penalty suffers from a modeling bias, due to excessive
penalization of truly large magnitudes entries of A. To overcome this issue,
concave functions, that perform constant penalization to the large magnitudes,
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Fundamental diagram  (FD)
Figure 5.1.1: Fundamental diagram used in the LWR model (in red) fitting
observations from sensors.
5.1 Various traffic models
Hydrodynamical models Let q(x, t) def= ρ(x, t)V (x, t) represent the flow of
vehicles, where ρ(x, t) and V (x, t) are respectively the density and speed mea-
sured at position x and time t. A fundamental hypothesis made commonly in
traffic modelling is that q(x, t) is a function of the density ρ(x) solely [149, 193].
This is the so-called fundamental diagram (FD) relationship, which leads to the







when expressing the conservation on vehicles along the segment. Steady state






defined piecewise along characteristic curves x(t) corresponding to x′(t) = c,
where q is constant. This allows the apparition of shock waves, which obviously
is a feature of traffic jam. However this model has many shortcomings as many
traffic features are absent like platoon diffusion or the instability associated to
heavy traffic and associated oscillatory phenomena. In order to cure this many
continuous model based on kinetic equations have been proposed, most of them
falling in the category of second-order models of the following form where in
addition to equation 5.1.1 the speed is obeying a second equation:
∂V (x, t)
∂t











Ve[ρ(x, t)]− V (x, t)
)
where ν is a viscosity coefficient which can depend on the density, τ a relax-
ation time to reach the “equilibrium” speed Ve[ρ] for a given density ρ. Some
controversy [96] has taken place in the past about un-physical effects of such
models [39] and their possible resolution [11].
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Microscopic models These equations can be seen in some cases as the con-
tinuous limits of so-called car following (see e.g. [26]) or follow the leader mod-
els [10] where the motion of single vehicles obey some kinematic rule intended
to take into account distance and relative speed to the next vehicle.
A new family of models appeared in the mid 90’s implementing cellular
automaton (CA) rules [173] which were making it possible to simulate efficiently
the traffic at the level of a conurbation. Let us give the rules of the original
Nagel-Schreckenberg model which are extremely simple and similar to exclusion
processes presented in Chapter 1. Space and time are discretized, on each site
there is at most one vehicle present carrying a discrete speed label v, taking
integer values between 0 and vmax. At each time step first the speed of each
vehicle is updated as follows (parallel dynamics):
• Acceleration: for v < vmax if the headway ∆ is larger than v+ 1 then the
speed is increased by one unit.
• Braking: if ∆ ≤ v then the speed is updated to v = ∆− 1.
• Randomization: if positive, v is decreased by one unit with probability p.
After that each vehicle advances v sites. While very simple, this model ex-
hibits the property that some spontaneous symmetry breaking among identical
vehicles may occur (phantom jams), as can be seen experimentally on a ring
geometry for example [216].
In the validation of traffic models [205], among many observables like for in-
stance headway distributions [9], properties of the FD plays a central role. The
three phases traffic theory of Kerner [130], states that the traffic phase diagram
on highways should consist of three different kind of flows: the free flow, the
synchronized flow and the wide moving jam. In the free flow regime, at low
density, the flow is simply proportional to the density of cars; in the congested
one, at large density, massive clusters of cars are present, and the flow decreases
more or less linearly with this density; in the intermediate regime, the relation
between flow and density is largely of stochastic nature, due to the presence of
a large amount of small clusters of cars propagating at various random speeds.
It is not clear however whether in this picture these phases, and especially the
synchronized flow phase, are genuine dynamical or thermodynamical phases,
meaningful in some large size limit in the stationary regime, or are intricate
transient features of a slowly relaxing system. In fact the nature of the synchro-
nized flow has been subject to controversy, of whether it should be considered
as a phase on its own or only as fluctuations within the congested phase [204].
A mechanism present at the microscopic level suspected to be responsible
for the properties of the FD is the fact that vehicles in the traffic may accelerate
or brake in a dissymmetrical way. This should cause in particular spontaneous
congestion to occurs. This mechanism is referred to as the slow-to-start mech-
anism, which is implicitly present in the Nagel-Schreckenberg model since the
speed can decrease by an arbitrary amount while it can increase only by one
unit. In its refined versions like the velocity dependant randomization (VDR)
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model [14] the mechanism is explicitly introduced into the CA rules. VDR
exhibits in particular a first order phase transition between the fluid and the
congestion phase and some hysteresis phenomena [22] associated to metastable
states.
5.2 Traffic inference
A very different approach to traffic is based on statistical models rather phys-
ical ones. Flow models to be made operational need a high level of details
which translate into an enormous amount of parameters to be calibrated. The
calibration of those parameters is so challenging and time consuming that the ef-
fectiveness of flow models can decrease sharply with system size. In this respect,
data driven models can be an efficient alternative. In addition the availability
of traffic data has drastically increased. Data-driven models can be divided into
two main categories.
• parametric models: vector auto-regressive models (VAR), ARIMA, STARIMA,
probabilistic models, Bayesian models, MRF-based models;
• non-parametric models: k-NN, random forest, Gaussian process, support
vector regression, neural networks.
Parametric models, based on ordinary statistical considerations, are more
traditional. They are sometimes preferred to their non-parametric counterparts
owing to their interpretability. Machine learning is potentially offering a very
large variety of non-parametric models with a wide range of complexity and
potential efficiency. General references on these various approaches can be found
in [229]. A lot of methods are targeted toward independent segment modeling.
Methods trying to leverage spatial dependencies are less numerous but many
have appeared recently [57]. If we focus more specifically on forecasting models
which attempt to address the problem at the network scale, the requirements
we can think of for such models to be ideally deployed in online applications are
the following
• accuracy : predictions should be significantly better than a simple persis-
tent predictor combined with historical day-time dependent average for
instance, in use when data are incomplete.
• missing data: we cannot expect to have at any time a complete information
of the network state, which means that both the learning and the running
of the model have to be able to be done in a setting with missing data.
• scaling : the model should scale up to high systems size, i.e. networks of
the size of a conurbation, where number of road segments to be tackled
can be around one or two hundreds thousands. Actually, if we think in
terms of detectors, this requirement might be lower. At the moment, the
number of effective detectors covering a given urban area is smaller by one
or two orders of magnitude than the number of road segments.
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Traditional methods based on autoregressive models [151] have been adapted
recently to this context, e.g. for treating floating car data (FCD) at small scale
(120 points location in central Rome) [81]. While yielding a good level of in-
terpretability, this type of methods do not seem suitable to scale up to large
network sizes. In order to capture local spatial features of traffic patterns, sev-
eral studies (see e.g. [217]) proposed hybrid machine learning methods involving
neural network and L1 regularization of the weight matrix connecting the input
to the hidden layer. They remained however limited to scale of the order of a
few hundred of detectors. More recently, deep learning approaches have been
proposed: in [152], a stacked auto-encoder is trained layer-wise on highway
data at a coarse grain level, by considering the aggregation of traffic flow along
each freeway direction. In order to address forecasting at a more detailed level,
graph convolutional neural networks – a generalization of convolutional neural
networks to graph structured data – have been proposed [244, 147] with vari-
ous specifications and combinations with other RNN architectures like LSTM,
in order to encode the temporal dynamics of spatial features extracted by the
GCNN. Most of them show convincing performance improvement over tradi-
tional methods, though often demonstrated on small scale problems involving
again a few hundreds of variables, presumably due to the heavy computationally
training procedure [190].
Another limit of such methods, aside from computational resources that are
needed for training and the seemingly limited network scale of application, is
the assumption that the data are complete. Missing values have to be imputed
beforehand in a way or another in order to train the model and to use it [55].
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From fluctuating planar paths
to exlusion processes
This chapter is based on the following papers:
G. Fayolle and C. Furtlehner, Dynamical Windings of Random Walks and Ex-
clusion Models. Part I: Thermodynamic Limit in Z2. J.Stat.Phys. 114, 1-2
(2004), 229-260.
G. Fayolle and C. Furtlehner, Stochastic Dynamics of Discrete Curves and Multi-
Type Exclusion Processes.J.Stat.Phys. 127, 5 (2007), 1049-1094.
G. Fayolle and C. Furtlehner, Stochastic deformations of sample paths of ran-
dom walks and exclusion models. In Proc. of 3rd Colloquium of Mathematics
and Computer Science. Mathematics and Computer Science III: Algorithms,
Trees, Combinatorics and Probabilities, Birkhäuser, Basel (2004) 415-428.
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6.1 Steady states and continuous limits of a fluc-
tuating planar path
Simple processes can sometimes present a rich phenomenology. Let us illustrate
this with the following stochastic process [62] which will give us some insight on
various tools and techniques of subsequent use in this document. We consider
the stochastic evolution of a planar oriented path CN of length N , supported
by a square lattice and subject to local transformations. The path is encoded
as a N -sequence of four letters A, B, C and D. We introduce the notation
{(Ai, Bi, Ci, Di), i = 1, . . . N} to represent the path, where Ai, Bi, Ci and Di
are all Boolean representing the presence of a link of the corresponding type at
position i, with the exclusion constraint Ai+Bi+Ci+Di = 1. Once the initial
configuration (supposedly random) is given, the system evolves according to the
four local pattern transformations depicted in Figure 6.1.1. Only a single point
of the path can be moved at a time, with the constraint that no link is broken (i.e.












Figure 6.1.1: Pattern transition rates.
associated a pattern M ∈ {M1,M2,M3,M4} with M1 ∈ {AB,BC,CD,DA}
(left bend), M3 ∈ {BA,CB,DC,AD} (right bend), M2 ∈ {AC,BD,CA,DB}
(vertical or horizontal fold) and M4 ∈ {AA,BB,CC,DD} (straight →→), and
the following local transitions can occur:
M1→M3, with rate λ+,
M3→M1, with rate λ−,
rotation of M2 of angle± π2 , with rate γ±.
With exponentially distributed jump times, these events generate a global Marko-
vian continuous time evolution of the system. Interesting things happen when
we break the chiral symmetry by imposing a detuning between λ+ and λ−,
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For closed walks, four different situations can be observed (see Figure 6.1.2).
The study of this process proceed first by observing that it can be decomposed
(a) (b)
(c) (d)
Figure 6.1.2: Pictures of a path of N = 5000 steps, for different values of η.
Each colored segment represents 1000 steps. (a) η = 0 (scale=1). (b) η = 5
(scale=1). (c) η = 12.5 (scale = 1/6). (d) η = 250 (scale = 1/2).
into two coupled exclusion processes (τa, τ b) (see Chapter 1) with
τai = Bi + Ci and τ
b
i = Ci +Di.
Indeed each transition corresponds to a move of either a particle of type (a)
or a of type (b) (never both at the same time). Transition rates λ±a,b(i) for
a particle of either type to move forward or backward depend locally on the
presence of particle of the other type. In the particular case γ± = λ±, we get
simple expressions: λ
±
a (i) = λ± (2sbi − 1)µ,










The condition for the process to be reversible reads simply
Na = Nb = N/2,
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A B C D
(a) (b)
(c) (d)
Figure 6.1.3: (a) Stable configuration for closed paths. (b) Corresponding rep-
resentation in terms of exclusion processes. (c) Metastable state with N = 5000.
(d) Corresponding KPZ landscape with the density of trapped particles appear-
ing in black.
which is interpreted geometrically as having closed paths. In that case the
invariant measure reads























using the Boolean notation τ̄ = 1−τ , with β = log λ−µλ+µ and where the constraint
on the conservation of the number of particles of both types is explicitly written.
Interestingly we get here a bipartite Boltzmann measure between type (a) and
type (b) particles, similar in form with the restricted Boltzmann machines (see
Chapter 2), except for the constraints on the number of particles. Consider
qai = P (τ
a
i = 1|τ b) and qbi = P (τ bi = 1|τa)
the conditional marginal probabilities for each species, conditionally to the other
one. In thermodynamic limit, we let N →∞ with fixed η and have the existence
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thereby defining continuous particle densities. These happen to obey determin-
























ρb(x)dx = 12 and ρ
a,b(x+ 1) = ρa,b(x). They
represent the condition to minimize the large deviation free energy functional














































resulting from (6.1.3) in the thermodynamic limit. These equations are solved
























Finding C is obtained by imposing the fundamental period X(C) of these func-














[1− ν2][1− (1− C)ν2]
,
where F is the elliptic integral of the first kind. X(C) is a decreasing function
of C on ]0, 1], reaching its minimum for C = 1, so that
X(C) ≥ X(1) = 2π
η
.
Thus appears a critical value for η, namely
ηc = 2π.
This is actually the transition point between the “Brownian” regime and the
stretched one where one loop may appear, the degenerate solution ρa(x) =
ρb(x) = 1/2 becoming unstable at this point, as seen by linear stability analysis.
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The transition identified in [33] for the ABC model introduced in Chapter 1 is
in fact analogous. Here the sequences can be mapped onto paths on a triangular




















and the mean densities verifying
ρ̃a =
α
α+ β + γ
, ρ̃b =
β
α+ β + γ
, ρ̃c =
γ
α+ β + γ
,









corresponding to the transition between Brownian and stretched paths [63].
6.2 Non-reversibility and cycle currents
All the preceding considerations are valid when the process is reversible. Re-
versibility is broken when there exists at least one cycle in the state graph for
which the Kolmogorov criterion fails. Using the network theory of Schnaken-
berg [202] summarized in Chapter 1 we have a way to express the probability
currents at steady-state from the expression (1.1.2) upon choosing a cycle basis
C of the state graph G. Let Cηη′ the set of cycles in G containing the oriented
edge (η, η′) and having a positive orientation w.r.t. this edge. Let TC a set of
subgraph of G, s.t. when C ∈ C is glued into a single node ηC , TC represents
the set of oriented spanning trees rooted in ηC , as defined in Chapter 1. With




















and AC the affinity associated to cycle C as defined in (1.1.5).
We explicitly see here that only the cycles for which the Kolmogorov criteria
is violated contribute with a positive entropy production 1.1.3. In distinguishing
among cycles the ones which are not reversible from the other ones comes the
notion of non-trivial cycles being topologically equivalent1, i.e. which can be
made identical by combining them with trivial cycles. Then it is interesting
to consider a cycle basis such that each topological class is represented by one
1Slightly different also in spirit from the topological currents introduced in [29].
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single element of the basis. Specified to the ABC exclusion processes these
considerations lead to consider a cycle basis where non-reversible cycles are the
ones in which one particle performs a round trip w.r.t. the others. Then the
decomposition (1.1.4) takes the following form for e.g. an AB → BA transition:
Jηη′ = λabπη − λbaπη′ = Φ(η\a)− Φ(η\b) (6.2.1)
where πη denote the steady-state measure and where Φ(η\a) and Φ(η\b) are
quantities which depend on the configuration obtained from η (or equivalently
η′) by removing respectively the particle A or the particle B which are moving.
η\a [resp. η\b] indeed specify the cycle obtained by letting A [resp. B] performing
a positive [resp. negative] round trip. Note that for the simple asymmetric
exclusion process with open boundary (and more evidently on the ring) where
the exact stationary measure can be expressed in terms of a trace of a matrix
product, the form (6.2.1) holds with Φ(η\a) = πη\a and Φ(η\a) = −πη\b , i.e. the
invariant of measure of the reduced system, where one particle or one empty site
has been removed. Based on this observation, if N is the number of particles
we postulate that a similar relation





holds for multi-type exclusion processes at least asymptotically when N →∞.
6.3 More on continuous limits
In this section we examine how the microscopic coefficients C(N)a , whenever
(6.2.2) holds, can be transposed at macroscopic level and how they are related
to important coefficients showing up in the Lotka-Volterra equations of the fluid
limit. We consider hereafter the n-type exclusion process.
Let φa, a = 1 . . . n a set of arbitrary functions in C2[0, 1]. For i ∈ {1, . . . N},
Xai is a binary random variable and, at time t, the presence of a particle
of type a at site i is equivalent to Xai (t) = 1, with the exclusion constraint∑n
a=1X
a
i (t) = 1. We are interested in the time dependent moment generating

















where φ denotes the set {φa, a = 1 . . . n}. The hydrodynamic scaling assumes








+O(1), ∀a, b a 6= b,
where αab = −αba are real constants. With D independent of the specific pair
(a, b) the system is equidiffusive. When N → ∞, ft satisfies the functional
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, a = 1, . . . , n. (6.3.1)
















































Now we can make the link between (6.2.2) and the fluid limit description of
















αabρ∞b = ca − vρ∞a , a = 1 . . . n.
This is a particular stationary solution of the system formed by the coupled
Burger’s equations (6.3.1) where the functions ρa are sought in the class
ρa(x, t)
def
= ρ∞a (x− vt),
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the variable (x − vt) being taken modulo 1. Hence, there is a rotating frame
at velocity v, in which ρ∞a is periodic. Moreover, in this frame, the stationary
currents do not vanish and have constant values
Ja(x) = ck
Therefore, while the macroscopic constants {ca, a = 1, . . . , n} are in principle de-
termined from the periodic boundary conditions constraints and from the fixed





diagram of traffic with
solvable models
This chapter is based on the following paper :
C. Furtlehner, J.M. Lasgouttes and M. Samsonov, One-dimensional particle pro-
cesses with acceleration/braking asymmetry. J.Stat.Phys 147, 6 (2012), 1113–
1144.
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From coupled exclusion processes to multi-type exclusion processes relevant
to traffic modelling there is a small leap that we take now in this chapter.
Cellular automaton models have been successful for large scale simulations of
traffic but not much amenable to precise theoretical analysis because of non-
local moves and parallel dynamics. Here we transpose basic mechanisms that
make them successful into the definition of multi-type exclusion processes in
order to obtain (almost) solvable models of traffic.
7.1 Multi-type exclusion processes for traffic mod-
elling
We consider a multi-type exclusion process, generalizing the simple exclusion
process on the line introduced in Chapter 1, combining the braking and ac-
celerating feature of the Nagel-Schreckenberg models [173], with the locality of
the simple ASEP model, in which only two consecutive sites do interact at a
given time. For this we allow each car to change stochastically its hopping rate,
depending on the state of the next site. For a 2-speed model, let A (resp. B)
denote a site occupied by a fast (resp. slow) vehicle, let E denote an empty site
and O = A or B an occupied site; the model is defined by the following set of
reactions, involving pairs of neighbouring sites:
AE
µa−→EA simple move of fast vehicle (7.1.1)
BE
µb−→EB simple move of slow vehicle (7.1.2)
BE
γ−→AE slow vehicle spontaneously accelerates (7.1.3)
AO
δ−→BO A brakes behind O = A or B (7.1.4)
µa, µb, γ and δ denote the transition rates of the associated Markov process. The
dynamics is purely random sequential, as opposed to the parallel dynamics of the
Nagel-Schreckenberg model. It encodes the tendency of a vehicle to accelerate
when there is space ahead (7.1.3), and to slow down otherwise (7.1.4). The
main mechanism behind congestion, namely the asymmetry between braking
and acceleration is potentially present in the model when γ is different from δ.
Our model is in fact similar to the model of Appert-Santen [8], in which there
is a single speed, but particles have 2 states (at rest and moving), with possible
transitions between these 2 states. We consider the model on the ring geometry
with a total size denoted S = N+L, N being the (fixed) number of vehicles and
L the number of empty sites. This model contains and generalizes several sub-
models which are known to be integrable with particular rates. The hopping part
(7.1.1,7.1.2) of the models is just the TASEP when µa = µb, which is known to
be integrable with help of the Bethe Ansatz (see e.g. [92] and reference therein).
A generalization including multiparticle dynamics with overtaking is provided
by the Karimipour model [124, 27], which turns out to be integrable as well. As
explained in Chapter 1, the matrix ansatz allows one to describe the stationary
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Figure 7.1.1: (a)-(c) Space-time diagrams: time is going downward and particles
travel to the right. Slow ones (µb = 10) are colored in red and fast ones µa = 100
in green. The system size is S = 3000 for (a) and (c) and S = 100000 for (b),
all with same density ρ = 0.2. Other parameters are γ = 10, δ = 1 for (a) and
(b) and δ = 10 for (c). (d) is a jam obtained for a model with an additional
label colored in blue corresponding to a faster speed level µc.
regime of the model. The acceleration/deceleration dynamics is equivalent to
the coagulation/decoagulation models, which are known to be solvable by the
empty interval method and by free fermions for particular sets of rates [198],
but the whole process is presumably not integrable. As seen on Figure 7.1.1
when no asymmetry between braking and accelerating is present (γ = δ) no
spontaneous large jam structure is observed. As the density ρ def= N/S of cars
increases, one observes a smooth transition between a TASEP of fast particles
for small ρ to a TASEP of slow particles around ρ ' 1. Instead, when the ratio
δ/γ is reduced, there is a proliferation of small jams. Below some threshold of
this ratio, we observe apparition of large jams above some threshold value of
the density.
It is tempting to interpret this as a condensation mechanism at equilibrium
in the canonical ensemble [60], by combining the Nagel-Paczuski [172] interpre-
tation of competing queues with some results [126, 75] which, in the context of
tandem queues on a ring, allows this condensation mechanism to take place if
the appearance of slow vehicles is a sufficiently rare event. In fact in [120] a gen-
eral criterion for having phase separation is conjectured for conserved systems,
based on the asymptotic behavior of the current passing through clusters of
large size. We will come back to this point in the next section when considering
the queuing interpretation of jam formation in this model. A way to observe
the effect of asymmetry is to allow particles to enter or quit the system with
some very low rate when compared to the others. The global density of cars
then performs a random walk, and by looking at trajectories in the FD plane,

















(with Boolean variables Ai +Bi + Ei = 1). Φ1 represents the flow of particles,
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N=10000   va=100  vb=gamma=10  delta=1
Figure 7.1.2: Fundamental diagram with γ = 10 δ with small spontaneous rate
of emission and escape of particles. Trajectories of Φ1 and Φ2 are displayed. Φ1
is the actual particle flow and Φ2 is interpreted as the “traffic flow”.
while Φ2 counts particles with their speed, regardless of whether the next site
is occupied or not. Φ2 is more representative of the traffic flow than Φ1 be-
cause in reality, cars are obeying a parallel dynamics and clusters of particles
should be though as moving platoons of cars. This is reflected in the FD of
Figure 7.1.2 where Φ2 gives a much more realistic FD than Φ1. This suggests
that, when comparing the FD diagram of sequential exclusion processes with
parallel dynamical cellular automata, Φ2 should be considered rather than Φ1.
7.2 Queuing processes with dynamically coupled
service rates
In the context of exclusion processes, jams are represented as clusters of par-
ticles. Clustering phenomena can be analyzed in some cases by mapping the
process to a Jackson queueing network as explained in Chapter 1. In principle
two dual mappings are possible:
(i) the queues are associated to empty sites and the clients are the particles
in contact behind this site,
(ii) the queues are associated with particles and the clients are the empty sites
in front of this particle.
Concerning the model of the preceding section, the mapping of type (i) is exact
up to a slight extension of the ordinary definition of a queueing process. In this
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Figure 7.2.1: (a) State flow diagram of a queue with stochastic service rate
corresponding to model (7.1.1,. . . 7.1.4). (b) Details of the transition rates.
new process by contrast to standard ones, the service rate is a stochastic Markov
process as well: it can take two values µa > µb, and slow queues become fast
at rate γ conditionally to having at least one client, while empty fast queues
become slow at rate δ. However, the process corresponding to each queue taken
in isolation will not be reversible in general, which means that the steady state
of the joint process is not in product form. In this setting, jamming will be
associated to long range correlation between (empty) queues, which make this
mapping useless.
The mapping of type (i) is more interesting with respect to jam distribution
because in that case a large jam can be represented by a single filled queue,
so that the product form may constitute a good approximation to the joint
measure of the queuing network. Unfortunately the mapping in that case can
be only an approximate one. Heterogeneity of speed labels within clusters get
lost when encoded as queues. For this mapping, we use a simple approximation
which consists in to estimate first the typical profile of a cluster containing n
vehicles. According to this profile we can then estimate conditionally to n the
(stationary) probability pn of the front vehicle to be of type A or B. Given an
arrival rate λ = λa + λb decomposed into incoming rates of type respectively A








Since the front end interface of the cluster has no causal effect on the rest of
the queue, except for the front vehicle which may accelerate with rate γ, we
can consider the dynamics of the sequence independently of the motion of the
front interface. With the rather crude additional assumption of independence
of the local speed labels in the bulk we are able to write a master equation
of the joint process (n(t), µ(t)) corresponding to the queue taken in isolation.
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This equation governs the evolution of Pt(n, τ) = P (n(t) = n, µ = µaτ + µbτ̄),
the joint probability that the queue has n clients and its front car is of type A
(τ = 1) or B (τ̄ def= 1 − τ = 1). Given pn(τ) def= pnτ + p̄nτ̄ , using p̄n to denote









µaPt(n+ 1, 1) + µbPt(n+ 1, 0)
)
pn(τ)
− (µaτ + µbτ̄)Pt(n, τ) + γ(τ − τ̄)Pt(n, 0), n ≥ 2
dPt(1, τ)
dt
= (λaτ + λbτ̄)Pt(0)− λPt(1, τ) +
(
µaPt(2, 1) + µbPt(2, 0)
)
p1(τ)
− (µaτ + µbτ̄)Pt(1, τ) + γ(τ − τ̄)Pt(1, 0),
dPt(0)
dt
= −λPt(0) + µaPt(1, 1) + µbPt(1, 0).
It is a special case of a queuing process with a 2-level dynamically coupled
stochastic service rate, as defined in [77], which state-graph is represented on








n and g(z) def= π0 + ga(z) + gb(z).
where πa,bn
def
= P (n(t) = n, µ = µa,b) and π0 = P (n(t) = 0), represents the
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µa + µb + λ+ γ ±
»
(λ− γ + µa − µb)2 + 4λγ
)
,
λ2u = λa(µa − µb),
λ2v = (λaµa + λbµb)π0,
λ2w = (µaµb + λaµa + λbµb + γµa)π0.
Upon using Cauchy integrals, the πa,bn are then given as sums of geometric laws.
From the radius of convergence z− of g, the limit of ergodicity is obtained for
z− ≥ 1, i.e. for
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7.3 Large deviation functional of the Fundamen-
tal Diagram
In practice, points plotted in experimental FD studies as shown on Figure 5.1.1
are obtained by averaging data from static loop detectors over a few minutes.
This is difficult to compute from our queue-based model, for which a space
average is much easier to obtain. The equivalence between time and space
averaging is not an obvious assumption [22], but since jams are moving, space
and time correlations are combined in some way [172] and we consider this
assumption to be quite safe. In this section, we want to extend the traditional
study of the FD to the analysis of the fluctuations, i.e. the departure from
the deterministic function relating the flow to the density. Experimentally, the
congestion region of the FD is seen to be dominated by fluctuations, while the
free flow part is rather deterministic. In the following we consider a probabilistic
version of the FD, where the deviation from the deterministic FD is analyzed
in the large deviation framework using the mapping of the preceding section.
We consider the conditional probability P (φ|d), where d represents the spatial




















µi1 {ni>0} integrated flow
The numbers N of vehicles and L of queues are fixed, meaning that we are
working with the canonical ensemble. The closed tandem formed out of the
effective queuing processes of the preceding section do not satisfy the conditions
given in [77]. At this stage we simply take it as a crude approximation, hence
assuming the following form of the joint probability measure:
















N −∑Li=1 ni) L∏
i=1
πλ(ni, µi),
where δ denotes now the usual Dirac function. When φ is interpreted as a con-
tinuous variable, the properly normalized density-flow conditional probability
distribution takes the form


























Note (by simple inspection, see e.g. [129]) that P (φ|d) is independent of λ.
ZL(N) and ZL(N,Φ) represent respectively the probability of having N vehicles
and the joint probability for having at the same time N vehicles and a flow Φ,
under the unconstrained product form. Under this product form, on general
ground, we expect d and φ to satisfy a large deviation principle (see e.g. [223]),
i.e. that there exist two rate functions I(d) and J(d, φ) such that, for large L,
ZL(N)  e−LI(d),
ZL(N,Φ)  e−LJ(d,φ),
where “” stands for logarithmic equivalence. This leads to a large deviation
version of the fundamental diagram
P (φ|d)  e−LK(φ|d), with K(φ|d) def= J(d, φ)− I(d). (7.3.2)
These rate function can be expressed with help of the moment and cumulant






πλ(n, µ)esn+tµ and h(s, t) def= log[g(s, t)],
already encountered in (7.2.2) for our specific problem, where it is assumed by
convention that the rate µ is zero in absence of client.
We denote by λd (both for I and J) and λφ the Lagrange multipliers asso-











1− dλd(d, φ) +
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1− dλφ(d, φ)− h
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λd(d, φ), λφ(d, φ)
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1− d , (7.3.3)
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Figure 7.3.1: Comparing FD based on exclusion processes and approximate
queuing process. Size is L = 103, δ = 0 (TASEP) on panel (a), µa = 10× µb =
10× γ = 100× δ on panel (b).
for J . The ordinary FD φ(d) is the minimizer ofK(φ|d) and actually corresponds
to
K(φ(d)|d) = 0.
The small i.e. Gaussian fluctuations are then obtained by expanding K at
second order in φ − φ(d). Denoting by H?(s, t) the 2 by 2 dual Hessian cor-
responding to second derivatives of h(s, t), representing the covariant matrix
between the charges of the queues and the flux, we find the following expression
for the variance of the FD:


























In the case of the 2-speed process, from (7.2.1,7.2.2), we get for the cumulant
generating function















with g(z) given by (7.2.2), from which the Legendre transform as well as the
Hessian H?(s?, 0) for the small fluctuations can be obtained, where s? is the
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Figure 7.3.2: Comparing cluster vs queue size distributions. (a) µa = 10µb =
100, γ = 10 and δ = 1, varying size L with fixed density d = 0.35. (b) Varying







Solving these equations numerically gives us the plots of Figure 7.3.1. In addi-
tion to the FD, it is also interesting to determine the single queue distribution
in canonical ensemble [60]. With help of the partition function in the large
deviation framework we have








h(λd(d− x), 0)− h(λd(d), 0)
− d− x





with x def= n/(N + L) and the density constraint 7.3.3 satisfied by λd(d). A
comparison of this queuing formulation with the original exclusion process is
given on Figure 7.3.2. The correspondence between the cluster size distribution
observed on the bi-speed TASEP (7.1.1,. . . ,7.1.4) , with the single queue dis-
tribution obtained from the generalized queuing process is rather accurate. In
particular, in both cases, a bump is observed in the distributions at the same
location, for small size systems. It indicates that condensation is observed as
a finite size phenomena. In the thermodynamic limit, macroscopic jams are
absent. In this respect, it is different from the type of condensation analyzed
in [60], which is obtained under some conditions on the service rate, as a large
deviation principle but with different scaling than L.
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Part III
Traffic inference with Belief
Propagation
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In this part we turn to the traffic prediction application, which we have been
tackling with help of MRF combined with belief propagation. This has been
also a source of motivation to address the inverse Ising problem with mean-field
methods.
Some years ago we started to investigate [79] the possibility of building an
MRF which could encode both spatial and temporal dependencies and come
with a linear computational time when running the probabilistic inference task.
We considered two types of models involving either latent binary variables [158]
or Gaussian copula models, both coming with an associated learning algorithm
to generate compliant models, respectively with Generalized Belief Propaga-
tion for binary variables [73] and Gaussian Belief Propagation for real-valued
ones [157]. In this approach, a graphical model representing relations of condi-
tional independence between segments at different locations and different time




This chapter is based on the following papers:
V. Martin, J.M. Lasgouttes and C. Furtlehner, Latent binary MRF for online
reconstruction of large scale systems, Annals of Mathematics and Artificial In-
telligence (2015),1–32.
C. Furtlehner, J.M. Lasgouttes and A. Auger, Learning multiple belief propa-
gation fixed points for real time inference.Physica A: Statistical Mechanics and
its Applications 389, 1 (2010), 149–163.
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8.1 latent congestion variables and traffic index
When looking at standard traffic information systems, the representation of the
congestion network suggests two main traffic states: non-congested (green) or
congested (red) as shown on Figure 8.1.1. At the level of a single traffic seg-
ment, the two states free flow/congested clearly represent distinct regimes of
traffic flow, well identified on the fundamental diagram, with different statisti-
cal properties. Viewing it as a latent state, we incorporate it explicitly in our
modelling by attaching to each segment i at any given time t a binary latent
variable si,t ∈ {−1, 1} representing the congested/non-congested state. To re-
late this state to observations we could, given a distribution f̂ of travel time
for instance, take the mean or the median travel time as a separator of the
two states. Actually we proceed in a way that encompasses this possibility, but
is not limited to it. The idea is to define the latent binary state τ (= 1+s2 )
associated to some travel time x in a more abstract way through the mapping:
Λ(x)
def
= P (τ = 1|x). (8.1.1)
This means that an observation x is translated into a conditional probability for
the considered segment to be congested. This number Λ(x) ∈ [0, 1], represents
our operational definition for the traffic index.
(a)
(b)
Figure 8.1.1: Underlying Ising modelling of traffic configurations.
















A certain amount of information can be stored in this mapping. A special case
mentioned before corresponds to having for Λ a step function, i.e.
Λ(x) = 1 {x>x∗}, (8.1.4)
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with an adjustable parameter corresponding to the threshold x∗. Another pa-
rameter free possibility is to use the empirical cumulative distribution:
Λ(x) = F̂ (x)
def
= P (x̂ < x). (8.1.5)
The main advantage of introducing this map Λ, is the possibility which is offered
to convert back a probability of congestion u = P (τ = 1) into an estimation of
the variable x of interest, like e.g. speed or travel time. If Λ is invertible, given
u we then simply have:
x̂ = Λ−1(u). (8.1.6)
If not, another legitimate way to proceed that we seek for Λ is that the










after introducing the binary information function h(x) def= x log x+(1−x) log(1−
x). The step function (8.1.4) with x∗ = F̂−1(1/2) corresponding to the median
observation is the limit function which maximizes I(x, τ). If instead we use the
inverse map Λ−1, the mutual information between x and τ is not relevant.
Without any specific hypothesis on the distribution of beliefs that BP should
generate, another possible requirement is to impose a minimum information i.e.
a maximum entropy contained in the variable u = Λ(x), which probability
























expressed as the opposite of the relative entropy between F and Λ. Without any
further constraint, this leads to the fact that Λ = F is the optimal mapping. In
both cases, additional constraints comes from the fact that we want a predictor x̂
minimizing a loss function ‖x̂−x‖r which depends on the choice of the Euclidean
norm Lr (see [158] for details).
8.2 Ising inference model
The mapping between real-valued observations and the binary latent states is
only one element of the model. The general schema of our Ising based inference
model is sketched on Figure 8.2.1. It can be decomposed into 4 distinct pieces:
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Single variable Statistical model
Probabilistic pairwise MRF model
Pairwise interaction Statistical model
t: discretized time label
i: spatial segment label
p̂11 = P (s = 1, s′ = 1)






s ∈ {−1 1}
Figure 8.2.1: Sketch of the Ising based inference schema.
• A single variable statistical model translating real-valued observations x ∈
R into binary latent states τ ∈ {0, 1}.
• A pairwise statistical model of the dependency between latent states.
• A MRF model to encode the network of dependencies.
• The Belief propagation algorithm to decode a partially observed network.
It is based on a statistical description of traffic data which is obtained by spatial
and temporal discretization, in terms of road segments i and discrete day time
slots t corresponding to time intervals of typically a few minutes, yielding a set
of labels V = {ν = (i, t)}. Then there are two layers of variables, the visible
ones (xν) and the latent variables (τν). The model itself is based on historical
data in form of empirical marginal distributions p̂(xν), p̂(xν , xν′), giving ref-
erence states and statistical interactions between degrees of freedom. Finally,
reconstruction and prediction are produced in the form of conditional marginal
probability distribution p(xν |V∗) of unobserved variables in V\V∗, conditionally
to the actual state of the observed variables in the set V∗.
The binary latent states are used to model the interactions in a simplified
way enabling for large scale applications. Trying to model exactly the pairwise
dependencies at the observation level is potentially too expensive from the sta-
tistical as well as the computational viewpoint. So the pairwise model sketched
on Figure 8.2.1 corresponds to




′)P (xν |τ)P (xν′ |τ ′),
with P (x|τ) given in (8.1.2) and p̂νν′ to be determined from empirical frequency
statistics. A probability law of two binary variables requires three independent
parameters; two of them are already being given by individuals marginals prob-
abilities p̂1ν
def
= P (τν = 1) according to (8.1.3). For each pair of variables, one
parameter remains therefore to be fixed. By convenience we consider the co-
efficient p11νν′
def














involving the empirical covariance between latent states ”cov[Λν(xν),Λν′(xν′)]
obtained from observation data.
The next step is to define the Ising model itself, on which to run BP with
good inference properties. Recall that we try to answer two related questions:
• Given the set of coefficients p̂(τν) and p̂(τν , τν′), considered now as model
input, what is the joint law P ({τν , ν ∈ V})?
• Given actual observations {x∗ν , ν ∈ V∗}, how to infer {xν , ν ∈ V\V∗}?
For this we have to solve in principle an inverse Ising problem. A simple heuristic
solution that we have been exploring first in [79] is based on the the Bethe
approximation described in Section 3.2. It consists to use this approximation
(3.2.4) for the encoding and the belief-propagation for the decoding, such that












where F is a well selected subset of all pairs of nodes, various possible heuristic
being possible for the selection of the most important pairs. β is an adjustable
parameter, representing an inverse temperature in the Ising model, tuned to
compensate for saturation effects (β < 1), when the coupling between vari-
ables are too large. This is due to some over-counting of the dependencies
between variables occurring in a multiply connected graph. By construction
mν→ν′(xν′) ≡ 1 is a particular BP fixed point when β = 1.
Next, for the decoding part, information is inserted in real time in the model
in the form of probabilities owing to the map (8.1.1) relating the observation
x to the latent state τ . The optimal way of inserting this quantity into the
BP equations is obtained variationally by imposing the additional constraint
pν(τν) = p






This leads to a new version of BP which convergence properties have been
analyzed in [158].
8.3 Belief propagation fixed points as macroscopic
traffic states
Experiments with a preliminary version of this model [79] indicate that many BP
fixed point can coexist in absence of information, each one being interpreted as
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specific congestion pattern on the network i.e. macroscopic traffic states. This
situation can be analyzed [78] as follows by assuming the traffic distribution as











The single sites probabilities pqν
def
= pqν(1), corresponding to each pattern q, are
generated randomly as i.i.d. variables pqν =
1
2 (1 + tanhh
q
ν) with hqν uniformly
distributed in some fixed interval [−hmax,+hmax]. The mean of pqν is therefore




∈ [0, 1/4]. We perform re-
construction experiments, where given a randomly sampled configuration from
(8.3.1), the variables τV∗ are gradually revealed in a random order and condi-
tional predictions for the remaining unknown variables are computed. We then
compare the beliefs obtained with the true conditional marginal probabilities





















N=300     K=90
N=600     K=180
N=900     K=270
N=1000   K=300
v = 0.15



















N=1000  P=20  v=0.15  beta=0.158
(a) (b)
Figure 8.3.1: (a) Phase diagram of the Hopfield model and optimal points found
experimentally.(b) DKL error as a function of observed variables ρ for the single
parameter model with N = 1000 and P = 20. K is the mean connectivity.
indicates for example that, on a system with 103 variables, it is possible with
our model to infer with good precision a mixture of 20 components by observing
5% of the variables. To interpret these results, letting sν = 2τν − 1, we first












Identifying the parameters and considering the limit P  1, N  P and fixed
average connectivity K, we get asymptotically a mapping to the Hopfield model
introduced in Chapter 2. The relevant parameters in this limit are α = P/N
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and the variance v ∈ [0, 1/4] of the variable bias in the components of the
mixture. In this limit, the Hamiltonian is indeed similar to the one governing
the dynamics of the Hopfield neural network model:

































and the temperature given by the mapping reads T = P4βvK . The coefficients
uν are the components of the Perron vector (normalized to
√
N), associated
to the largest eigenvalue K of the incidence matrix. The various models that
Figure 8.3.2: Segmentation and BP fixed point identification for synthetic
travel time data corresponding to a mixture with five components with internal
correlations.
we obtain are consistently located in the retrieval phase as shown on the phase
diagram on Figure 8.3.1.a.
An example of BP fixed points associated to the mixture’s components is
given on Figure 8.3.2. Note that in this figure, the 3-d projection space corre-
sponds to the first principal components of the travel time vectors. The set of
beliefs corresponding to each fixed point is converted into travel time through
the inverse mapping given in 8.1.6 and projected on this 3-d space.
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Chapter 9
Dealing with cycles via dual
representations
This chapter is based on the following papers:
C. Furtlehner, Approximate inverse Ising models close to a Bethe reference
point. J.Stat.Mech. (2013), P09020.
C. Furtlehner and A. Decelle, Cycle-based cluster variational method for direct
and inverse inference. J.Stat.Phys. 164, 3 (2016), 531–574.
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The approach based on the Ising model combined with belief propagation
of the preceding chapter would be to some extent exact with tree-like factor
graphs. Both the inverse Ising problem and the inference task with BP can
be performed exactly in that case. Unfortunately the dependencies between
variables requires more complex Ising models with denser graphs to be efficient.
In this chapter we turn to a more theoretical study in order to deal with loop
corrections both for the inference algorithm and the inverse Ising problem.
9.1 Dual representation via cycle basis
In absence of external fields a traditional way to deal with the low temperature
regime is given by a duality transformation [199] which for the Ising model
coincide with the so-called high temperature expansion by rewriting
eJijsisj = cosh(Jij)(1 + tanh(Jij)sisj). (9.1.1)
This leads to re-express the partition function as:


















The summation over bond variables τij ∈ {0, 1} (τij def= 1 − τij), corresponds
to choosing one of the 2 terms in the factor (9.1.1). The summation over spin
variables then selects bonds configurations having an even number of bonds
τij = 1 attached to each vertex i. From this condition it results that the paths
formed by these bonds must be closed. The contribution of a given path is
simply the product of all bond factor tanh(Jij) along the path. As such the
partition function is expressed as








where the last sum runs over all possible closed loops G`, i.e. subgraphs for







where E` denotes the set of edges involved in loop G`. This is a special case of the
loop expansion around a belief propagation fixed point proposed by Chertkov
and Chernyak in [31, 30]. Loops which contribute have a simple combinatorial
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structure once a cycle basis is given (see Chapter 1). If we associate dual
variables σc ∈ {−1, 1} to each element c of the cycle basis we end up with the



















generalizing to arbitrary graphs an observation made long time ago in [68].
Given this factorized form it is natural to formulate a belief propagation on the
dual graph whose nodes are given by the elements of the cycle basis and the
factors by the edges of the primal graph contained in more than one cycles [72].
The extension of such considerations to arbitrary pairwise models with local
fields led us to consider a generalized belief propagation (see Chapter 3) based
on such cycle basis.
9.2 Cycle based Kikuchi approximation
The idea is to define a GBP with regions attached to the elements of a cycle basis.
This is motivated by the observation that the Bethe approximation violates the
“global unit sum rule” (3.3.1) for counting numbers, except on singly connected
graphs, precisely by an amount corresponding to the cyclomatic number of the
graph. Completing the regions set with elements of a cycle basis restores the
unit sum rule property [235].
As explained in Section 3.3 all mean-field type approximations underlying
BP or GBP, consist in assuming a factorized form of the joint measure in term
of some of its marginal distributions. So given a graph G = (V, E) and a cycle
basis C, the CVM with maximal clusters representing cycle basis elements leads













where pc, p` and pv are marginal probabilities respectively associated with cy-
cles, links and single variables, with corresponding arguments respectively noted
sc, s` and sv. The probability pc associated with a cycle is itself expressed as a





In (9.2.1) counting numbers respectively of cycles, edges and vertices are set to




`3v κ`. d?` is the number of cycles
in C containing edge `.
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and an associate cycle basis, we define a dual bipartite graph G? = (V?c ,V?t , E?),
where V?c are the dual nodes or cycle-nodes, elements of V?t represent connected
intersection between cycles, i.e. either single nodes, links or sub-trees corre-
sponding to bridges connecting distant cycles. Elements of E? connect inter-
secting elements of V?c and V?t (see Figure 9.2.1). The variational problem that
G?G
Figure 9.2.1: Dual graph construction. Dashed link correspond to one virtual
link introduced to eliminate dual loops.
GBP aims at solving, is to find the closest distribution of the form (9.2.1) to
the reference distribution (9.2.3), in the sense of the Kullback-Leibler diver-
gence DKL(PGBP‖P ). It is a simple matter to convince oneself that when G?
is acyclic, the factorization (9.2.1) is exact. This minimization problem con-
cern the set of marginals pv, p` and pc obeying compatibility conditions among
each others, which can be solved in dual form. After introducing three sets of
Lagrange multipliers, λc`(x`), λ`v(xv) and λcv(xv) to enforce respectively cycle-
edge, edge-variable and cycle-variable marginals compatibility, the minimum is
then reparameterized as:





























9.3 Counting numbers and dual loops
Before turning to the generalized belief propagation algorithm allowing one to
find these Lagrange multipliers, let us make a remark concerning the topology of
83
Dealing with cycles via dual representations
the dual graph. The counting number κv contains some information about the
local structure of the dual graph. In order to unravel it we define the local dual
graph G?v ⊂ G? attached to v as G?v = (V?v;c,V?v;t, E?v ), where V?v;c are dual vertices
corresponding to cycles containing v; V?v;t are dual vertices corresponding to all
edges containing v with non-zero counting number; E?v is the set of dual edges
v
G G? G?v
Figure 9.3.1: Local dual graph construction. In this case the choice of cycle
basis leads to κv = 2 with d?v = 3 and C?v = 4.
connecting `-nodes in V?v;t to their corresponding c-nodes in V?v;c they belong to
in the primal graph. This construction is illustrated on Figure 9.3.1
Proposition 9.3.1. Let d?v be the number of components of G?v and C?v its
cyclomatic number. We have
κv = 1− d?v + C?v . (9.3.1)
Intuitively C?v represents the number of dual cycles “centered” on v. This
decomposition will prove useful for building our cycle based region graph.
For instance we have C?v = 1 for nodes in the bulk of a planar graph we have,
C?v = d(d− 1)/2 on a d-dimensional square lattice. Using regular cycle basis, we
have on a N/2 +N/2 bipartite graph typically C?v = 3N/2− 1.
9.4 Generalized cycle based belief propagation
(GCBP)
At this point, following the region-based algorithm [242] prescriptions, a mes-
sage passing algorithm can be set-up which rules are associated with the Hasse
diagram of the regions hierarchy. As noticed in [183], dependencies between La-
grange multipliers are present in the parent-to-child algorithm. This results in
a more complex factor graph with more feed-back loops than necessary which in
turn may cause convergence failures of GBP. In [183] a minimal graphical repre-
sentation construction is proposed to settle such problems, in order to eliminate
all redundant Lagrange multipliers. In our setting this leads to an essentially
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unstable algorithm for graphs containing at least one single dual loop. This
problem of redundant Lagrange multipliers has actually also been discussed in
the context of the 2-D Edward Anderson (EA) model in [54]. In this context
the authors propose a solution based on a specific gauge choice for the message
definition in order to regularize GBP. Our approach to this problem is different.
It is solely based on topological properties of the graph of interactions, yielding
a generic method independent of the graph or the type of interactions.
We introduce here a specification of the region graph which on the one hand
eliminates all unnecessary feed-back loops present in the parent-to-child algo-
rithm, but on the other hand prevents instabilities associated with dual loops.
Additional “clone variables” need to be introduced for variables at the center of
dual loops, i.e. for which C?v 6= 0, as defined in Section 9.3, to prevent some in-
stability. The region graph which we refer to as the mixed factor graph (MFG)
has the following specifications:
• (i) Each term in (9.2.1) having a non-zero counting number is associated with
a node in the MFG. There are three families of nodes, c-nodes, `-nodes and
v-nodes, respectively associated with cycles, links and vertices of the original
graph. c-nodes are always factors while v-nodes are always variables. Instead,
`-nodes associated with links are composite nodes, i.e. can be of both types.
• (ii) Edges of the MFG represent Lagrange multipliers and relate variables to
factors. A v-node can be linked to `-nodes, considered then as factors nodes.
`-nodes considered as variable nodes can be linked to c-nodes.
• (iii) all links of a given cycle c with non-vanishing counting numbers are linked
as variables to this c-node.
• (iv) to a variable v we associate in general two types of v-nodes depending on
d?v and C?v defined in Section 9.3:
– (a) if d?v > 1 one v-node is associated with v, which connects exactly to
one single arbitrary `-node of each components of G?v , its degree being
therefore d?v and a counting number of 1 − d?v is attributed to it. If
necessary an `-node with zero counting number can be inserted into the
MFG in order to ensure that this v-node is properly connected to all
components it needs to be.
– (b) if C?v > 0, to each ` containing v we associate one v?-node that is
singly connected to ` as long as this `-node is in a component of G?v
containing at least one dual loops. Each clone is attributed a counting
number κv? = C?v/q if q is the number of clones.
This set of rules is illustrated on Figure 9.4.1. Rule (iii) ensures that all marginal
probabilities of cycles are compatibles at link intersections. Rule (iv)(a) is ap-
plied to cut-vertices, i.e. vertices which separate G in multiple components
when removed as shown on the example of Figure 9.4.1. Rule (iv)(b) is there
to take into account dual loop corrections. The prescription (iv)(b) is there
to ensure a better convergence of GCBP by making use of replicas of v-nodes,
while preserving the minimal use of Lagrange multipliers.
After a change of variables, as a direct generalization of the one used in BP,
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Figure 9.4.1: Pairwise MRF (left). Variables and links with non-zero counting
number are in bold. Corresponding mixed factor graph (right) with counting
numbers.
we get the following expression for the beliefs



















































































































GCBP Err (no bias)
BP Err (bias)


























GCBP Err (no bias)
BP Err (no bias)
Success rate (bias)
Success rate (no bias)
(a) (b)
Figure 9.4.2: Mean error for the direct inference of 2-D random Ising model
comparing GCBP with BP as a function of β, on a 5 × 5 square grid (left)
and on random 20 + 20 bipartite graphs of mean connectivity 4 (right) with or
without local fields averaged over 100 instances. Couplings Jij and local fields
hi are i.i.d sampled uniformly respectively in the range [−β, β] and [−0.2β, 0.2β]
With this formulation GCBP can be seen mainly as an ordinary belief propaga-
tion defined on the MFG, where (9.4.2,9.4.3) are direct generalization on a MFG
of ordinary BP update rules (3.2.2,3.2.3), with an additional peculiarity given
by dual loop corrections carried by clone variables in (9.4.4). For non-regular
graph a cycle basis has to be determined algorithmically. The best choice is a
basis which leads to the smaller possible number of dual loops. As shown in [73]
this is provided by the minimum cycle basis (MCB), i.e. the one having the
lowest mean cycle size. Albeit exact polynomial algorithms do exist [127], we

















GCBP β = 2
GCBP β = 1.5
GCBP β = 1
GCBP β = 0.5
BP β = 1



















GCBP d = 3
GCBP d = 4
GCBP d = 6
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Figure 9.4.3: (left) Convergence behaviour of GCBP and BP regarding compu-
tational time on 2-D EA models of large sizes. Cases corresponding to β = 0.5, 1
have local random fields in [−0.1β, 0.1β] while other cases are without external
fields. (Right) Computational times of GCBP and the MCB search algorithm
on random bipartite graphs at β = 1 for different mean connectivity d.
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9.5 Loop corrections and associate inverse Ising
algorithm
In this framework, the loop corrections are represented by the c-node to `-node














where hci ∈ R is the local field exerted on variable i and Jci ∈ R denotes the
coupling between si and si+1. Addressed in [187], this problem can actually be













where the bci (·) and bci (·, ·) are the single and pairwise approximate marginals




(1 + m̆isi), (9.5.3)
bci (si, si+1) =
1
4
(1 + m̆isi + m̆jsj + (m̆im̆j + χ̆i)sisj), (9.5.4)
wheremi
def
= E(si) represents the “magnetization” of spin si and χi
def
= E(sisi+1)−
E(si)E(si+1) the susceptibility coefficient, between si and si+1. We use the sign
˘to denote a BP estimate, which is to be distinguished from the exact value. We
then get the following relations

























(1− m̆2i )(1− m̆2i+1)
. (9.5.8)
The corresponding loop corrected marginals pi and pii+1 are expressed from the
loop corrected quantities (mi,mi+1, χi) through the same relations (9.5.3) and
(9.5.4) and allow one to obtain all messages 9.4.2 sent by the c-node at once
from the BP beliefs, so the cost per-message in this special case is now O(1)
instead of O(n) if there are n messages to be sent.
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In addition to this slight but non-crucial reduction in computational cost,
one should note the scalar characterization in terms of Q ∈]− 1, 1] of the cycle
which shows up. It is the product of “BP correlations” along the loop and
characterizes its strength.
• Q ' 0 corresponds to weak loop correction, BP is nearly exact.
• Q→ 1 corresponds to a strongly correlated loop.









































Figure 9.5.1: KIC compared with BA+LR (4.1.27) at infinite and with Pseudo
Likelihood Methods at finite sampling on a 5 × 5 square grid (left) and on a
bipartite model with connectivity 3(right) with varying β.
Equations (9.5.6,9.5.7) can be inverted which opens up the possibility for a
simple inverse mean-field Ising algorithm (see Chapter 4) based on the explicit
expression of the Kikuchi type approximation (9.2.1). Assuming we know the
graph structure and have a cycle basis, it remains to determine the marginal
probabilities pc, p` and pv associated with each region. We expect the p`’s and
pv’s to be given from the data, but the pc’s have to be constructed. This means
that the global inverse problem is decomposed into |C| small inverse problems.
In the Ising case, if we denote by hci and Jc` the local field and coupling associated
as in (9.5.1) with the marginal representing cycle c, ĥ`i , Ĵ` associated with p`
and finally ĥi to pi, then from (9.2.1) the corresponding Kikuchi cycle based
(KIC) approximate inverse Ising solution reads






(1− d?` )ĥ`i ,




Obtaining hci and Jc` for any cycle c ∈ |C| is then a matter of inverting equa-
tions (9.5.6,9.5.7). This can be done efficiently in practice by combining a fixed





This chapter is based on the following papers:
V. Martin, C. Furtlehner, Y. Han and J.M. Lasgouttes, GMRF estimation under
topological and spectral constraints. In Proceedings of ECML PKDD (2014),
pp. 370–385.
C. Furtlehner, J.M. Lasgouttes, A. Attanasi, L. Meschini, and M. Pezzulla,
Spatio-temporal Probabilistic Short-term Forecasting on Urban Networks, Re-
search Report RR-9236, INRIA, 2018 (submitted).
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In addition to Ising based models, we have developed over the years a second
class of models compatible with Gaussian belief propagation, suitable as well to
fast inference for traffic forecasting. The model is basically a sparse Gaussian
copula learned with help of a specific algorithm called ?-IPS [157]. It uses a
specific encoding of the data able to cope with daytime and seasonal variations,
and has proven very efficient on various real world dataset for traffic forecasting
with a prediction horizon of up to many hours [76].
10.1 ?-IPS for sparse inverse BP-compatible co-
variance matrices
Multivariate Gaussian distributions constitute a second type of MRF on which
BP -then called GaBP- can be defined to run without approximations (see Chap-
ter 3). Since GaBP may often encounter convergence issues, especially with non-
sparse structures, it can be of practical interest to construct off-line a Gaussian
MRF which is compatible with GaBP. By combining various methods proposed
in the context of sparse inverse covariance matrix estimation [13, 71, 201] men-
tioned in Chapter 4, a way to do that as been elaborated in [157] in the form
of the ?-IPS algorithm. The starting point is the likelihood maximization
L(A) = log det(A)− Tr(AĈ)
of the precision matrix A, given some covariance empirical matrix Ĉ. Without
any constraint on A, the maximum likelihood solution is trivially A = Ĉ−1. In
our context, where compatibility with GaBP has to be imposed, one feature
like sparsity can be desirable, albeit without much guarantee. Indeed, specific
topological properties like the presence of short loops, are likely to damage the
GaBP compatibility, even on a sparse graph. Additional spectral properties, e.g.
walk-summability [153], can guarantee the compatibility with GaBP-based in-
ference. ?-IPS incorporates these explicitly, by combining an approach based on
the iterative proportional scaling (IPS) procedure [40, 212], with block-updates
techniques used in [13, 71]. The rationale of ?-IPS is to construct the graphi-
cal model P (x) link by link, by ensuring at each step that the constraints are
satisfied. If P is the current approximate model after some steps, it turns out
that
P ′(x) = P (x)× p̂ij(xi, xj)
pij(xi, xj)
, (10.1.1)
is the optimal deformation of link (i, j), where p̂ij is the empirical pairwise
marginal, while pij is the pairwise marginal of P . The corresponding log-
likelihood gain is given by ∆L = DKL(p̂ij‖pij). Sorting all the candidate new
links w.r.t. this quantity yields the optimal 1-link correction to be made. In
terms of precision matrix modification, this corresponds to a 2×2 update which
involves the current covariance matrix C = A−1 of the approximate model.
This covariance matrix has to be maintained after each update, which can be
done efficiently thanks to the Sherman–Morrison–Woodbury formula for low
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rank modifications of the precision matrix A. Direct inspection of the modified
precision matrix, shows that positive definiteness of the matrix is preserved by
such updates.
Each modification is accepted only if it satisfies the constraints. The best
candidate link can thus be discarded if the constraints are violated by this
addition. Two families of constraints are considered:
• Topological constraints avoid the presence of small loops, with possibly
the distinction between frustrated/non-frustrated loops, i.e. loops along
which the product of partial covariances (−Aij) is negative.
• Spectral constraints like walk-summability [resp. weak walk-summability]
involve definite positiveness of matrix Diag(A) − |A − Diag(A)| [resp.
2 Diag(A) − A], where Diag(A) is the matrix containing only the diag-
onal elements of A.
When a new link is added, existing links can become detuned by a slight
amount. In order to optimize existing links, (10.1.1) can be used. Other lo-
cal updates are also available like block updates, via a single row-column up-
date of the precision matrix, as originally proposed in [13] and refined in [71].
In practice, ?-IPS alternates many link additions, corresponding to significant
mean connectivity increase, with block coordinate descent procedures. Overall,
sparse precision matrix of good likelihood are generated in O(N3) steps, with
the advantage of having available all the optimization path, by mean of many
graphical models of intermediate connectivity. Note finally that we have dis-
carded the standard way for generating sparse precision matrix based on Lasso
penalty [71, 108]. There are two reasons for that: firstly the L1 norm penalty
suffers from a modeling bias, due to excessive penalization of truly large magni-
tudes entries of A; secondly it is not flexible enough for the kind of constraints we
are interested in, in order to produce graphical models compatible with GaBP
of high likelihood [157].
10.2 Gaussian copula models of traffic indexes
We turn now to our traffic inference model. A key feature of our method is
a mapping of raw data, that can correspond to flow or speed for instance,
to a standard normal variable, a kind of properly normalized traffic index on
which the prediction is performed. The joint probability measure of these traffic
indexes is approximated through a Gaussian copula. We define this index in the
following way. Let t be a discretized time, measured in time steps δt of fixed
length. Nt represents the number of such time steps contained in a single day.
For a given t, the daytime τ ∈ {0, . . . Nt − 1} is given by τ = t modulo Nt. At
each time step, we assume the system to be represented by Nv variables Xti ,
i ∈ {1, . . . Nv} corresponding to traffic detectors. Now for each variable Xi and
each day time τ we build from the historical data a running average X̄τi and





t− np + 1
Figure 10.2.1: Time layers setting of one basic space time configuration. Each
circle represents one single variable at a given time, filled circles correspond to
observations.
seasonal patterns, then these quantities will be estimated for each cluster labeled
by some extra index `. Then, for each variable index i, time t (and associated







which represents a centered and normalized variable for given τ and `. From
this transformed historical data, we build for each index i a single cumulative
distribution function
Fi(x) = P (Ui < x),
which for a given realization U t,`i = x represents the traffic index. The purpose
of this index is to encapsulate all average time-dependent trends, week-day
and seasonal dependencies, while the Gaussian copula will take care of the
fluctuations around these trends. In order to build a sparse Gaussian copula of
all the indexes we first transform each variable U t,`i into a normal variable via
the following mapping:
Y t,`i = F
−1
N (0,1) ◦ Fi(U
t,`
i ), (10.2.2)
where FN (0,1) is the cumulative distribution of a standard normal variable.
The copula model corresponding to n + h + 1 time layers (n past layers, 1
present and h future layers) is then obtained by considering the vector
Zt = (Y t+k,`i , i = 1 . . . Nv, k = −n, . . . , 0, h, . . .)
and constructing its associate sparse multivariate approximate model with ?-IPS.
This model will be used to generate predictions Ŷi, which in turn can be con-
verted into predictions X̂i of the original variables by inverting (10.2.1,10.2.2).
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time dependant historical mean
BP Ising K=2     CPU_time= 0.030s
BP Ising K=2.7  CPU_time= 0.036s
GaBP     K=2     CPU_time= 0.031s
GaBP     K=20   CPU_time= 0.261s
Full Gaussian Model    CPU_time= 14.76s
kNN       k=50    CPU_time= 0.33s
Figure 10.3.1: Experiment on the Sytadin dataset (Île de France) with 1,632
stations. (left) Graph obtained with ?-IPS of mean connectivity 2 used by BP-
Ising. (right) L1 relative speed error as a function of the proportion of observed
variables. Comparison between BP-Ising, k-NN, GaBP and exact inverse Gaus-
sian on the decimation experiment. Each curve is drawn averaged over 1,000
runs. The indicated running times in seconds represents the mean CPU time
needed to perform one inference over the network, averaged over all the runs.
10.3 Experiments on real traffic dataset
First an imputation experiment as been performed on data obtained from the
Sytadin platform (See Figure 10.3.1). In this experiment there is one single
time layer, a random subset of variables representing a given fraction of all the
variables is observed, and a score is computed based on the ability to predict
the complementary set of variables being kept hidden.
Forecasting experiments done with GaBP are presented on Figures. 10.3.2
and 10.3.3 for a dataset of the Vienna agglomeration with 263 detectors and
on Figures. 10.3.4 and 10.3.5 for a dataset of the Turin agglomeration with 685
detectors, out of which 566 correspond to flow and 119 to speed measurements.
The results presented on Figure 10.3.2 are obtained with a model with 4 past
layers and one single specialized future layer. Similar results can be obtained
with a multi-step ahead model having 4 past and 4 future layers. Specialized
or multi-step ahead models yield identical performances within error bars. For
sake of comparison are given the performance of the predictor based on the
daytime average (mean(t)), the one based on the last observed value (t0) and
the one predictor based on the k closest sample observations in the learning
dataset (k-NN). A qualitative indication that the GaBP predictor is performing
well is obtained by looking at the individual counting location’s (CLOC) time
series and associated predictions. As an example of the typical behavior of the
model, a small sample of these time series is shown on Figure 10.3.3. We can see
that GaBP follows very well without any delay the changes in traffic conditions
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and realizes a kind of smoothing of the actual traffic flow signal.
The experiments on the Turin dataset yield similar results. The results for
flow are clearly more impressive than those for speed predictions. This hides
important disparities between various days. In fact the aggregated error for the
speed is dominated by nighttime prediction errors, where the small amount of
speed measurements leads to a very noisy signal.
On Figure 10.3.5 are shown some excerpts of single detectors prediction time
series. As for the Vienna dataset, the model is able to anticipate correctly the
changes in traffic flow even far from recurrent traffic conditions. Sudden drops
in speed are not always anticipated, as shown on the last panel of this figure for
instance.
Finally since GaBP comes with a variance estimate σi (3.2.7) of each predic-
tion µi given in (3.2.6) we can exploit that feature to deliver levels of confidence
on our predictions as shown on the left of Figure 10.3.6. These confidence in-
tervals seems quite consistent and meaningful and may actually help to identify
detector errors.
That taken aside, there are systematic errors that our model makes which
we would like to identify and possibly cure. The main source of error comes
from the Gaussian copula hypothesis. Recall first that, after the transforma-
tion (10.2.2) is performed, each Y t,`i taken individually is by construction and
up to numerical precision, a standard normal variable. However, the joint distri-
bution has no specific reason in general to be multi-variate Gaussian. In order
to estimate how far from a multivariate Gaussian is our model, we consider
the main directions of fluctuations of Y by extracting the dominant eigenmodes
of the covariance matrix. Then for each of these modes e.,α, we compute the
















along these modes. On Figure 10.3.6 is shown for the various datasets how this
distributions compare to the expected cumulative distribution of a standard
normal variable. As we can see, for all datasets the alignment is pretty good for
most of the dominant modes over more or less 2 std. Beyond that, the model










































Figure 10.3.2: Vienna dataset: (left panel) average flow forecasting error for a
given time lag of 30 minutes, as a function of the fraction ρ of observed variables
in the past time layers, averaged over 5000 test samples. The reconstruction
error for missing data is also shown (in blue). A point of comparison is given by
the k-NN predictor, optimized for k = 50. (Right panel) Average flow forecasting
error as a function of time lag at maximum possible observation rate ρ ∼ 0.65








































































Figure 10.3.3: Vienna dataset: excerpt of flow time-series along with GaBP and








































Figure 10.3.4: Turin dataset: (left panel) average flow forecasting error for a
given time lag of 30 minutes, as a function of the fraction ρ of observed variables
in the past time layers, averaged over 5000 test samples. The reconstruction
error for missing data is also shown (in blue). A point of comparison is given by
the k-NN predictor with k = 50. (Right panel) Average flow forecasting error
as a function of time lag (right) at maximum possible observation rate ρ ∼ 0.6,










































































Figure 10.3.5: Turin dataset: excerpt of flow time-series along with GaBP and



































































































Figure 10.3.6: (left panel) Flow and speed forecast, including uncertainty esti-
mate delivered by GaBP, for a given CLOC respectively in Vienna and Turin.
The confidence interval corresponds to 1 std in copula space, corresponding i.e.
to 84% of confidence that the true value is within this interval. (Right panel)
Empirical cumulative distribution of the normalized projection of the (copula
transformed) data along the 50 first principal modes against the cumulative
distribution of a standard normal variable. Modes are ordered by decreasing
eigenvalues λα (From top to bottom: Vienna and Turin)
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This chapter is based on the following papers:
C. Furtlehner, M. Sebag and X. Zhang, Scaling Analysis of Affinity Propaga-
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11.1 Clustering streams of data with AP
The clustering of large-scale dynamic datasets is a key issue for most applica-
tion domains, at the crossroad of databases, data mining and machine learning
[38]. High performance computers and large-size memory storage do not per
se sustain scalable and accurate clustering. Typically, advances in large-scale
clustering (see e.g., [118]) mainly proceed by distributing the dataset and pro-
cessing the subsets in parallel; when dealing with dynamic datasets, such divide
and conquer approaches face some limitations in terms of latency and/or com-
munication costs.
Furthermore, the choice of a clustering method must reflect the applica-
tive needs. The motivating application pertains to the strategic field of Auto-
nomic Computing [194], aimed at providing large computational systems with
self-modelling, self-configuring, self-healing and self-optimizing facilities. More
specifically, the applicative goal here was to enable the administrator of a large-
scale grid system, the EGEE Grid1, to analyze the flow of jobs submitted to
and processed by the grid. The input data thus is made of the Logging and
Bookkeeping (L&B) files, automatically generated by the grid middleware. As
noted by [83], modern data mining is more and more concerned with automat-
ically generated datasets (“computers are fueling each other”); building under-
standable summaries thereof is even more critical. For this reason, it is highly
desirable that a job cluster be summarized by an actual job (as opposed to an
artefact, as done in K-means).
The AP algorithm mentioned in Chapter 2 and detailed in Chapter 3 does
satisfy the above interpretability and stability constraint but its quadratic cost
requires some adaptation to the streaming context. This leads to a new al-
gorithm called Strap which we describe now. Formally, the stream model is
encoded into a set of clusters Ci = (ei, ni,Σi, ti), where ei is the cluster exem-
plar, ni and Σi respectively stand for the cluster size and distortion, and ti is
the last time stamp when a data item joined the cluster. As the stream flows
in, current data item et is checked against the model. If its distance to the
nearest exemplar ei is less than a threshold computed in the initialization step,
et joins the Ci cluster. The Ci time stamp is set to the current time step t,
while Ci size and distortion are updated by relaxation. The model update is
parameterized from a (user supplied) time length ∆; the idea is that clusters
which have not received any additional item during ∆ consecutive time steps
should disappear [247]. If data item et does not fit the model, it is considered
to be an outlier and put in the reservoir. The reservoir gathers the last M
outliers. A change point detection test is used to monitor the stability of the
data distribution. The Page Hinkley (PH) statistical test [182, 99] is applied to
the outlier rate. Upon triggering the PH test, the stream model is rebuilt using
a weighted version (WAP) of AP from the current model (exemplars weighted
by the current size of the associated cluster) and the outliers in the reservoir. In
1 The EGEE grid was established in the EU project Enabling Grid for E-SciencE. It
involves 41,000 CPUs, 5 Petabytes storage and concurrently supports 20,000 jobs on 24/24,
7/7 basis.
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addition a divide and conquer strategy can be combined with AP to avoid an ex-
cessive computational cost, resulting in a hierarchical version of AP called HAP.
The fact that at each time step the stream model is based on exemplars makes
it natural to apply HAP on the overall set of exemplars gathered along time,
thus extracting “super-exemplars”. These super-exemplars capture the various
trends of the data stream along time, enabling to characterize any period (day,
week or month) after the representativity of each such super-exemplar. The
Figure 11.1.1: Online (1st level) and retrospective (2nd level) representation of
a data stream with Strap .
overall stream is visualized on Figure 11.1.2, each row corresponding to a given
super-exemplar, and each column corresponding to a day (or a time period; a
zooming functionality allows the administrator to adjust the granularity of the
visualization). The color of the super-exemplar indicates the percentage (or
number) of jobs associated to this super-exemplar in the time period, enabling

































Figure 11.1.2: Visualization of the Stream Model along time (x axis: time; y
axis: super-exemplars ordered by attribute 4)
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11.2 Decreasing the complexity of affinity prop-
agation
As already mentioned the AP computational complexity is expected to scale
like O(N2) which is not adapted to streams of data. This limitation can be
overcome through a divide and conquer heuristics.
Dataset E is randomly split into b data subsets; AP is launched on every
subset and outputs a set of exemplars; the exemplar weight is set to the num-
ber of initial samples it represents; finally, all weighted exemplars are gathered
and clustered using WAP. This divide and conquer strategy can be pursued
hierarchically in a self-similar way, as a branching process with b representing
the branching coefficient of the procedure, defining the Hierarchical AP (HAP)
algorithm.
Formally, let us define a tree of clustering operations, where the number h
of successive random partitions of the data represents the height of the tree. At
each level of the hierarchy, the penalty parameter s∗ of AP is set in such a way
that the expected number of exemplars extracted along each clustering step is









Figure 11.2.1: Sketch of the HAP procedure for 2 hierarchical levels. At each
elementary clustering steps, items are weighted in proportion to what they rep-
resent as exemplars, i.e. WAP is in use instead of AP.






Then the overall complexity C(h) of HAP is given by
C(h) ∝ K hh+1N h+2h+1 N  K,
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Center of Mass
Exemplar
Figure 11.2.2: The point minimizing the energy cost for a single cluster.
up to logarithmic terms.
It is seen that C(0) = N2, C(1) ∝ N3/2,. . . , and C(h) ∝ N for h 1 .
Note that this procedure is naturally implemented in a streaming context; the
partition is made automatically by buffering the data as they arrive in a buffer
of size M . When it is full, AP is run on this set, and the exemplars are stored
in another buffer of identical size M but corresponding to the next hierarchical
level. The procedure can be continued indefinitely as long as the data flow is
not too large, i.e. the run-time taken by AP to treat one single buffer at lowest
hierarchical level should not exceed the time needed for the same buffer to be
full again. Let us examine the price to pay for this complexity reduction. The
distortion loss incurred by HAP w.r.t. AP is examined in the simple case where
the data samples follow a centered distribution in IRd. By construction, AP aims
at finding the cluster exemplar rc nearest to the center of mass of the sample
points noted rcm: In the simple case where points are sampled along a centered
distribution in IRd, let r̃c = rc−rcm denote the relative position of exemplar rc
with respect to the center of mass rcm. By symmetry the probability distribution
of rcm+ r̃c is the convolution of a spherical with a cylindrical distribution. We
denote by x the square distance to the origin, f its probability density and by
F the cumulative distribution, while subscripts sd refer to sample data, ex to




































by virtue of the central limit theorem, where Γ(x, y) is the incomplete gamma
function, In the meanwhile, x‹ex= |rex − rcm|2 has a universal extreme value
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distribution (up to rescaling, see e.g. [41] for general methods):
lim
M→∞
F‹ex( 1M2/dx) = exp(−α̃x d2 ), (11.2.1)
where α̃ 6= α stands for the fact that the extreme value parameter is possibly
affected by the displacement of the center of mass. To see how the clustering
error propagates along with the hierarchical process, one proceeds inductively.
At hierarchical level h, M samples, spherically distributed with variance σ(h)
are considered; the sample nearest to the center of mass is selected as exemplar.
Accordingly, at hierarchical level h+1, the next sample data is distributed after
the convolution of two spherical distributions, the exemplar and center of mass




















for d > 2 ,with γ =
2
d
exp(−β(h+1)x) for d = 2 ,with γ = 1.
with




It follows that the distortion loss incurred by HAP does not depend on the
hierarchy depth h except in dimension d = 2. Fig. 11.2.3 shows the distribution
of the clustering distortion depending on the hierarchy-depth h and the dimen-
sion d of the dataset. In dimension d = 1, the distribution is dominated by the
variance of the center of mass, yielding the gamma law which is also stable with
respect to the hierarchical procedure. In dimension d = 2 however, the Weibull
and gamma laws do mix at the same scale; the overall effect is that the width
of the distribution (of the distortion) increases like h2, as shown in Fig. 11.2.3
(top right).
For finite number of data points per cluster we can also estimate corrections
to this behaviour, which then also depends on the shape of the cluster. The
parameter α defined in the preceding section is actually related to the density





with Ωd = 2πd/2/Γ(d/2) the d-dimensional solid angle, as long as the distri-
bution is locally spherical around this point. Still, the shape of the cluster has
some influence on the final result and we characterize it by defining the following
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h=1   alpha=460764
N=10e6   d=2


























h=1  alpha = 269086
h=2  alpha=251774
h=3  alpha=214337
h=6   alpha=70248
N=10e6   d=4
Figure 11.2.3: Radial distribution plot of exemplars obtained by clustering of
Gaussian distributions of N = 106 samples in IRd in one single cluster exemplar,
with hierarchical level h ranging in 1,2,3,6, for diverse values of d: d = 1 (upper
left), d = 2 (upper right), d = 3 (bottom left) and d = 4 (bottom right). Fitting
functions are of the form f(x) = Cxd/2−1 exp(−αxd/2).
(= 1 for the Weibull (11.2.1) distribution) relating the density at the center of
the cluster to its variance. For d > 2, assuming α = α(h), σ = σ(h) and ω = ω(h)














Compared with σ(1) obtained directly with AP , we get
σ(h)
σ(1)





when d is larger than 2. This is consistent with the numerical check shown on
Figure 11.2.4.
11.3 The number of clusters in AP: a renormal-
ization group viewpoint
In Section 11.2 we left aside the question concerning the penalty coefficient s
(see Chapter 2), how should it be modified from one hierarchical level to the
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Figure 11.2.4: σ(h)/σ(1)−1 for h = 2, 3, 6 as a function of the dimension, when
finding exemplars of a single cluster of 106 points (repeated 104 times)
next one. We address this question in the present section by applying a simple
and exact renormalization principle to AP, based on the results of the preceding
section, to yield a way to determine the number of true underlying clusters in
a dataset [80].
By convenience we setup a thermodynamic limit where data point and clus-
ters are distributed in a large spatial volume V and go to infinity independently
with a fixed density of underlying clusters. After dividing s by V , the clustering
cost per datapoint (3.4.1) reads for large numbers of clusters n and data points
N , n << N :
e(ρ) = σ(ρ) + sρ, (11.3.1)







denotes the distortion function, with νc = Nc/N the fraction of points in cluster
c and σc the corresponding variance of the AP-cluster c.
Recall that penalty s implicitly fix the number of clusters. We assume that
there exists a value s? of s for which AP yields the true underlying structure of
clusters assumed to be well separated. s? therefore separates a coalescent phase
for s > s? where true clusters are merged into larger ones, from a fragmenting
phase for s < s?, where true clusters are fragmented into smaller ones. In that
case in thermodynamic limit we should be able in principle to identified the
critical point s? by a Kadanoff like decimation procedure. Indeed, consider a
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Figure 11.3.1: Divide and conquer strategy translated in a Kadanoff decimation
procedure. Transformation of the clusters after the first HAP step depending
on s. s(λ) is defined to insure clustering stability when s ' s?.
two level HAP of a dataset of size N . For the first clustering stage, the dataset
is randomly partitioned into M = 1/λ subsets of λN points each and where the
reduced penalty s is fixed to some value such that each clustering procedure
yields n exemplars on average. The obtained set of examplars constitutes a new
dataset of n/λ items, which in turn is clustered with a penalty s(λ). s(λ) is
adjusted in order to recover the same result as would be obtained by clustering
the initial dataset directly in one single stage with penalty s. Performing the
clustering using one or two hierarchical levels should yield the same result. This
basic requirement indicates how s should be renormalized. It is obtained by
reinterpreting the divide and conquer strategy as a decimation procedure by
enforcing the self-consistency of HAP as illustrated in Figure 11.3.1. Let n1
[resp. n2] be the number of clusters obtained after the first [resp. second]
clustering stage. Depending on s the proper rescaling may vary, but for s ' s?
this is supposed to behave in a universal way, because in that case, the clusters





/ω = λ2/d/ω in dimension d > 2, ω being given





When λ2/d/ω  1, i.e. when there is a sufficient amount of data points per
cluster, we expect the following property of HAP to hold:
if

s < s? then n2 ≥ n1 ≥ n?,
s = s? then n2 = n1 = n?,
s > s? then n2 = n1 ≤ n?.
(11.3.4)
Tests of this renormalized procedure are shown on Figure 11.3.2. On Fig-
ure 11.3.2.a 11.3.2.c and 11.3.2.d tests are done on artificial data with known
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Figure 11.3.2: Number of clusters obtained at each hierarchical level as a
function of s, with fixed size of individual partition λN = 300, for various spatial
dimension, separability indexes and number of underlying clusters (a), (c) and
(d), for the EGEE dataset (e) and of a jpeg image (f) of 1.5 105 pixels size. Error
distance of the exemplars from the true underlying centers (b) corresponding to
clustering (a).
underlying number of clusters with different values of η def= dmin2Rmax , where dmin
is the minimal distance between clusters and Rmax the maximal radius of the
clusters. The self-similar point is clearly identified when plotting the number
of clusters against the bare penalty, when the separation of clusters character-
ized by η is not to small. As expected from the scaling (11.3.3), the effect is
less sensible when the dimension increases, but remains perfectly visible and
exploitable at least up to d = 30. The absence of information loss of the hier-
archical procedure can be seen on the mean-error plots on Figure 11.3.2.b , in
the region of s around the critical value s?. Tests on real data, EGEE dataset
and a natural colored image are shown respectively on Figure 11.3.2.e,f. Both






This chapter is based on the following papers:
A. Decelle, G. Fissore and C. Furtlehner, Thermodynamics of Restricted Boltz-
mann Machines and Related Learning Dynamics, J.Stat.Phys. 172,6 (2018)
1576–1608
A. Decelle, G. Fissore and C. Furtlehner, Spectral Dynamics of Learning Re-
stricted Boltzmann Machines EPL (2017) 119,6: 60001.
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In this chapter we study the learning process itself of a tractable machine
learning algorithm, the RBM learning introduced in Chapter 2. We analyze this
in the perspective of concept-formation [4], namely how information extracted
from the data get encoded into the machine, by identifying linear instabilities
responsible for the main patterns and their evolution in the non-linear regime
of the learning process thanks to an RBM ensemble averaging.
12.1 Statistical ensembles of RBM’s
As explained in chapter 2, RBM is an important ML tool which deserves to
be studied in depth. To understand the learning process we have to analyze
the learning equations (2.3.4,2.3.5,2.3.6). We develop an average case analysis
of these equations. In order to do that we first have to define a statistical
ensemble of RBM to average over. To be realistic this ensemble will be based
on the following empirical observations [43].
Empirical observations Let us present results of learning an RBM on the
MNIST dataset commonly used in pattern recognition. This famous dataset is
composed of 60000 grey scale images of handwritten digits of binarized 28× 28
pixels. Our first and main observation concerns the spectral density (SVD
modes) of the weight matrix during the learning shown on Fig. 12.1.1 and
Fig. 12.1.3. We see that after only a few updates the system has already learned
many SVD modes from the data. Some modes escape from the Marchenko-
Figure 12.1.1: (left) Initial Marchenko-Pastur distribution of the weight matrix
singular values. (middle) After a few epoch of training some singular pass the
linear threshold. (right) Distribution of the singular values in the end of the
training: we can see many outliers spread above threshold and a spike of below-
threshold singular values near zero.
Pastur bulk while other condense down to zero. In particular, we can see that
the dominant modes at the beginning of the learning correspond well to the SVD
modes of the data (see Fig. 12.1.2) which will be justified later by a linear sta-
bility analysis. After many epochs, we observe on Fig. 12.1.2-f that non-linear
effects have deformed the SVD modes of W . On Fig. 12.1.3 the quantitative
evolution of the singular values is displayed. Dominant modes are amplified but
other modes beyond some rank around 250 are dumped. We also see that the
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SVD modes:
RBM modes at the beginning of learning:
RBM modes at later stages of learning:
Figure 12.1.2: (top) First principal components extracted from the training set.
(middle) First modes of an RBM trained for one epoch. (bottom) Same but
after ten epochs of training.
top part of the spectrum of W appears flattened as compared to the empirical
SVD spectrum. As we shall see, this presumably enables the expression of many
states of similar free energy related to various digit configurations.
Statistical ensemble of RBM’s : When analyzing the thermodynamical
properties of RBMs, it is commonly assumed [168, 17, 110] that the weights
Wij are i.i.d. random variables. This generally leads to a Marchenko-Pastur
(MP) distribution [156] of the singular values ofW , which is unrealistic. In order
to remedy this oversimplification we propose to consider instead the following








j + rij , (12.1.1)
composed of a structured component and a random part. The first one is as-
sumed to represent the information content of the RBM while the second repre-
sents uncorrelated noise. The wα = O(1) are isolated singular values (describing
a rank K matrix), the uα and vα are normalized vectors, representing the dom-
inant singular vectors of the SVD decomposition and the rij = N (0, σ2/L) are
i.i.d. terms corresponding to noise, L =
√
NhNv being the size of the system.
The {uα} and {vα} are two sets of respectivelyNv andNh-dimensional orthonor-





Nh), and K ≤ Nv, Nh. We assume Nh < Nv to be the rank ofW , wα > 0
and O(1) for all α. This form corresponds to the picture shown on Figure 12.1.1.
Note that in the limit Nv → ∞ and Nh → ∞ with κ def= Nh/Nv fixed and
K/L→ 0, WWT has a spectrum density ρ(λ) composed of a Marchenko-Pastur
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modes 1, 2, 10, 100, 350 and 400 (top to bottom)
Figure 12.1.3: Singular values (SVD) ranked in decreasing order. In the inset,
the time evolution of the modes 1, 2, 10, 100, 350, 400 during the learning as a
function of the number of epochs. Dotted line indicates the linear threshold for
mode condensation.

















4 ± κ− 14
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The interpretation for the noise term rij is given by the presence of an extensive
number of modes at the bottom of the spectrum, along which the variables
won’t be able to condense but still contributing to the fluctuations. In the
present form our model of RBM is similar to the Hopfield model and recent
generalizations [160], the patterns being represented by the SVD modes outside
of the bulk. The main difference, in addition to the bipartite structure of the
graph, is the non-degeneracy of the singular values wα. A simplification is made
here by restricting the analysis to K finite, givingWij = O(1/N) and coherently
θj = O(1). In addition we assume simple i.i.d distributions for the components
of uα and vα like e.g. Gaussian, Bernoulli or Laplace. Altogether, this defines
our statistical ensemble of RBM to which we restrict our analysis of the learning
procedure.
With an extensive number of condensed modes we should instead consider
an average over the orthogonal group which would lead to a different mean-field
theory [184, 181].
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Stability Gap (σ = 0 κ = 0.5)















Figure 12.1.4: Phase diagram in absence of bias (θ = η = 0). wα is the highest
singular value. Different colors show the sensitivity of the AT line to the distri-
butions (here Gaussian or Laplace) of u and v, or to κ. Inset: high temperature
(σ = 0) stability gap ∆wα expressed as a function of wα for various distributions
of u and v.
12.2 Mean-field theory and nature of the ferro-
magnetic phase
The mean-field properties of this model can be analyzed with help of replica
to average the log partition function w.r.t. the noise rij and the components
uαi , vαj of the SVD vectors. In the replica symmetric phase which is the one
of interest in this context, this leads to the introduction of the following set of
order parameters:


































j of the visible
[resp. the hidden] configurations of the replica on the dominant modes. Eu,r
and Ev,r denote an average w.r.t. u and v and the noise matrix rij . These vari-
ables represent the correlations of the hidden [resp. visible] states with the left
[resp. right] singular vectors and the Edward-Anderson (EA) order parameters
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measuring the correlation between replicas of hidden or visible states. Assuming
a replica-symmetric (RS) phase, the free energy reads1:





















































































κ = Nh/Nv, Eu,x and Ev,x denote an average over the Gaussian variable x =




j of the SVD
modes. We note that the equations are symmetric under the exchange κ→ κ−1,
simultaneously withm↔ m̄, q ↔ q̄ and η ↔ θ, given that u and v have the same
distribution. In addition, for independently distributed uαi and vαj and vanishing
fields (η = θ = 0), solutions corresponding to non-degenerate magnetizations
have symmetric counterparts: each pair of non-vanishing magnetizations can be
negated independently as (mα, m̄α)→ (−mα,−m̄α), generating new solutions.
So to one solution presenting n condensed modes, there correspond 2n distinct
solutions.
The fixed point equations (12.2.2, 12.2.3) can be solved numerically to tell
us how the variables condense on the SVD modes within each equilibrium state
of the distribution and whether a spin-glass or a ferromagnetic phase is present.
The important point here is that with K finite and a non-degenerate spectrum
the mode with highest singular value dominates the ferromagnetic phase.
In absence of bias (η = θ = 0) and once 1/σ is interpreted as tempera-
ture and wα/σ as ferromagnetic couplings, we get a phase diagram similar to
that of the Sherrington-Kirkpatrick (SK) model with three distinct phases (see
Figure 12.1.4)
• a paramagnetic phase (q = q̄ = mα = m̄α = 0) (P),
1Assuming the local fields to have vanishing transverse components η⊥ = θ⊥ = 0 to the
modes
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• a ferromagnetic phase (q, q̄,mα, m̄α 6= 0) (F),
• a spin glass phase (q, q̄ 6= 0; mα = m̄α = 0) (SG).
In general, the lines separating the different phases are not much sensitive to κ
and to the specific choice of distribution for u and v.
Nature of the Ferromagnetic phase Some subtleties arise in the structure
of the ferromagnetic phase when considering various ways of averaging over the
components of the singular vectors [44]. In [2, 168] is emphasized the importance
of compositional states characterized by the activation of a small number of
hidden variables. In our representation we investigate a “dual compositional”
property, namely how states may or may not result from a combination of modes.

















is also a normalized distribution, since p has unit variance and provided it is













































The mean-field equations (12.2.2,12.2.3) can be rewritten as follows
mα = (wαm̄α − θα)(1− qα), (12.2.7)
m̄α = (wαmα − ηα)(1− q̄α), (12.2.8)
with the immediate consequence (in absence of bias, θ = η = 0) that wα =
1/
√
(1− qα)(1− q̄α) whenever the mode α condenses (mα, m̄α 6= 0). Let w(q, q̄) def=
1/
√
(1− q)(1− q̄). Assuming that the mode α has condensed alone, with EA
order parameters values (q, q̄), the linear stability analysis of the fixed point
displays the following quantity (stability gap)
∆wα
def
= w(q, q̄)− w(qα, q̄α), (12.2.9)
to indicate that a finite magnetization along any other modes β cannot develop
when wβ < wα+∆wα . Let F and Fα be the cumulative distributions associated
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We have the following property: if Fα (i) dominates [resp. (ii) is dominated by]
F on R+ (Fα(u) > F (u),∀u ∈ R+) then the stability gap ∆wα is positive [resp.
negative]. Letting κu the kurtosis of p we remark that property (i) [resp. (ii)]
actually corresponds to having κu < 3 [resp. κu > 3]. Therefore distributions
p with negative relative kurtosis γu = κu − 3 (w.r.t. the Gaussian case) favors
the presence of metastable states. Instead, a positive relative kurtosis may lead
to a situation where the fixed point associated to the highest mode αmax is not
stable due to the presence of lower modes in the range [w(q, q̄), wαmax [; as a
result stable fixed points are necessarily associated to combinations of modes in
that case.
Let us give some examples. The Gaussian distribution is a special case with
γu = 0. In addition, for instance for p corresponding to Bernoulli, Uniform or
Laplace, we have the following properties illustrated in the inset of Figure 12.1.4:
• Gaussian (γu = 0): ∆w = 0, only the dominant mode is stable.
• Bernoulli (γu = −2): ∆w > 0, metastable stable states can occur.
• Uniform (γu = −6/5): ∆w > 0, metastable stable states can occur.
• Laplace (γu = 3): ∆w < 0, compositional states can occur.
12.3 Dynamics of learning in thermodynamical
limit
We re-express the learning dynamics in the reference frame defined by the sin-
gular vectors of W . Discarding stochastic fluctuations, we let the learning rate
γ → 0, and assume the continuous version of (2.3.4-2.3.6) to be well defined. In
this limit we introduce the skew-symmetric rotations generators Ωv,hαβ (t) of the
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= 〈sασα〉Data − 〈sασα〉RBM (12.3.1)
dηα
dt























































〈sασβ〉Data ± 〈sβσα〉Data ∓ 〈sβσα〉RBM − 〈sασβ〉RBM
)
.
















































































Figure 12.3.1: Comparison between RBM ensemble (left) and single RBM in-
stance (right) showing scatter plots of the mean-field magnetizations (in red)
and the samples (in blue) projected on left eigenvectors of W . The architecture
is (Nv, Nh) = (100, 50) and the synthetic dataset corresponds to 104 samples
of size Nv = 100 obtained from a multimodal distribution with 11 clusters
randomly defined on a submanifold of dimension d = 5.
results [222, 122], while for binary-binary RBM we make use of the thermody-
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The index ω runs over all the stable fixed point solutions of (12.2.2,12.2.3)
weighted accordingly to the free energy given by (12.2.1). These are the domi-
nant contributions as long as free energy differences are O(1), and the internal
fluctuations given by each fixed point are comparatively of order O(1/L). In









The goal is to find trajectory of the RBM ensemble in the form of a trajectory
in the space {wα(t), ηα(t), θα(t),Ωv,hαβ (t)}, by averaging over uαi and vαi and rij .
Components sα of any given sample have to be kept fixed while averaging for























the empirical counterpart measured on a single data point of the (mode depen-
dent) EA order parameter (12.2.5), we end up with the following set of thermo-



























Note here that the wα variables, with respect to the other variables, evolve on
a faster time scale. Two things are noticeable in these equations
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Figure 12.3.2: Predicted mean evolution of an RBM of size (Nv, Nh) =
(1000, 500) learned on a synthetic dataset of 104 samples of size Nv = 1000
obtained from a multimodal distribution with 20 clusters randomly defined on
a submanifold of dimension d = 15. The dynamics follows the projected mag-
netizations in this reduced space with help of 15 modes. We observe a kind of
pressure on top singular values from lower ones.
• non-linearities enters through the qα coefficients. In particular the source
term reduces to the empirical covariance matrix of the data in the linear
regime which can be integrated exactly. The precise form of the non-
linearity depend on the activation function (tanh() in the present case)
which defines implicitly the similarity matrix between data points.
• the RBM is performing a clustering of the data, with centroids corre-
sponding to solutions of the mean-field equations with magnetizations m̄α
and EA parameters qα corresponding respectively to their empirical coun-
terparts 〈sα〉 and 〈qα[s]〉 representing cluster magnetization and variance
(See Figure 12.3.1).
For sake of illustration a synthetic dataset composed of 104 samples with an ef-
fective dimension d = 15 organized in 20 separate clusters was generated and the
RBM ensemble learning trajectory integrated with (12.3.6,12.3.7,12.3.8,12.3.9)
is compared with a single instance RBM learning process on the same data. (See
Figures.12.3.2 and 12.3.3). The RBM ensemble dynamics of the singular values
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Figure 12.3.3: Experimental evolution of an RBM during training for a synthetic
dataset (top plots, to compare to Fig. 12.3.2) and for MNIST (central plots).
The bottom left plot shows the learning trajectories in the phase diagram, while
the bottom right image shows some examples of fixed point solutions for MNIST.
reproduce faithfully the single RBM trajectory. The number of fixed point in-
stead grows faster, due to a deficient selection mechanism, to be traced back to
the neglect of θ⊥. The learning trajectory on the phase diagram goes from the
paramagnetic to the ferromagnetic phase in straight line, keeping track of the
initial temperature by lack of regularization.
Interestingly, similar trajectories of the singular values, showing as well
their emergence by order of importance taken form the data as an expected
consequence of the linear regime, can be obtained with a Gaussian-spherical
RBM [45]. In that case an exact integration of the learning equation is per-
formed, based on a particle process (detailed in Chapter 1 and studied in Chap-
ter 6 and 7) representation of the partition function, making an explicit link
between condensation mechanism and ferromagnetic order, thereby closing the
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To conclude this document let us try as promised in the preamble to find
some guideline relating all different subjects or at least finding some recurrences.
These works follow some tradition of research in statistical physics targeting phe-
nomena observed outside physics laboratories as object studies, which started
many decades ago with biological applications, error correcting codes, road traf-
fic or econophysics for instance.
One of the guideline here is to develop practically working algorithms based
on statistical physics tools. These are some usual expected tools from statisti-
cal physics: mean-field as a result of law of large numbers which is encountered
both in traffic modelling when looking at hydrodynamic limits or in traffic pre-
diction when using belief propagation or in machine learning when using TAP;
linear stability analysis appears as well as a powerful tool to analyze complex
behaviour like the learning process of a restricted Boltzmann machine; scale
invariance as seen in the context of clustering problems can be turned into al-
gorithmic considerations when imposing self-similarity; dual transformation has
been also shown as a possible tool of interest when formulating generalized belief
propagation on a dual graph associated to a cycle basis.
The recent trend in machine learning favours models of deep learning charac-
terized by a tremendous increase in complexity, accompanied by a tremendous
increase in perplexity of ordinary statistical physicist of my sort on the way to
proceed to account for such models with our basic tools at disposal.
A different direction, the one I am trying to follow, consists instead to iden-
tify basic relevant mechanisms offering potentially the possibility to simplify
machine learning models while degrading as little as possible the performances.
The kind of trade-off that one should be looking for is typically obtained by
constraining the models to stay in the validity domain of the mean-field approx-
imation, which for an RBM for instance would mean to constraint the weights






without losing the ability to learn the dataset.
This was already the guideline followed in part III to perform traffic prediction
with belief propagation, by looking for models compatible with BP. This sweet
spot if it exists at all should be viewed as a “weak-coupling" machine learning
theory where fluctuations are small enough beyond simple compositional mech-
anism and could be reached presumably by starting or after learning an adapted
representation of the data.
This leads to another direction which consists in to include more symmetry,
in the usual way which is done in physics, at the level of the definition of the
model itself, directly in the weight matrix to be learned for the RBM for instance.
For translation invariance this would lead to impose as in solid state physics from
the Bloch theorem a Fourier envelope to the weight matrix spectrum, or for scale
invariance to work with Parisi like matrices or more generally with various kind
of wavelet basis to represent the weight matrices.
All this of course makes only sense after the dataset to model is specified.
Looking at a particular model should therefore be motivated by some applica-
tion, where choosing the model of adapted complexity makes the difference in
performances. One application which has not been presented in this manuscript
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concerns space weather forecasting. We already proposed some inference algo-
rithm to predict solar wind speed with unknown delay from pictures of the
sun [28], with a linear stability analysis helping to monitor and drive the algo-
rithm. Still the peculiarity of solar images calls for more specific models than
the one we used for that purpose, where the previous considerations could be
operated. Another application concerns the use of probabilistic models as gener-
ative models for genetic data, with preliminary tests based on GAN and RBM
in [243]. Again the high level of compressibility of genetic data suggest that
more specific models should be investigated in this domain.
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