With the massive production of genomic and proteomic data, the number of available biological sequences in databases has reached a level that is not feasible anymore for exact alignments even when just a fraction of all sequences is used. To overcome this inevitable time complexity, ultrafast alignment-free methods are studied. Within the past two decades, a broad variety of nonalignment methods have been proposed including dissimilarity measures on classical representations of sequences like k-words or Markov models. Furthermore, articles were published that describe distance measures on alternative representations such as compression complexity, spectral time series or chaos game representation. However, alignments are still the standard method for real world applications in biological sequence analysis, and the time efficient alignment-free approaches are usually applied in cases when the accustomed algorithms turn out to fail or be too inconvenient.
INTRODUCTION
Natural molecules are widely used by living organisms to store and encode important information in sequences of monomers. Sequence analysis is commonly used to understand the structure, features or evolutionary origins of those complex biomolecules. Over the past decades, researchers have developed many methods for a branch of pattern recognition called sequence alignments. The basic algorithm for global alignments has been described first by Needleman and Wunsch [1] . Another algorithm by Smith and Waterman [2] solves this problem for local alignments. With the development of the alignmentbased tool BLAST [3] , the matching of a query sequence with a whole database had become convenient. Therefore, the popularity of alignmentbased methods has grown rapidly. Despite the massive use of such methods, they have two major disadvantages. In the first place the computational time complexity is in the order of the product of the lengths of the input strings, and therefore a complete database search is not feasible for long sequences [4] . Furthermore, alignments are particularly beneficial for highly similar sequences but tend to be inaccurate for dissimilar pairs [5] . Even though there are approaches to solve this difficulty like the PSI-BLAST [6] , this is the motivation for methods of sequence analysis that do not rely on alignments of sequences. Table 1 displays the differences of the key features of alignment-free and alignment-based methods.
Blaisdell [7] proposed a simple modified Euclidean distance measure for Markov Chain homogeneity of DNA sequences. The author conducted the first tests on a small set of sequences and found some promising results without using any alignments. However, it has been shown that this distance measure is affected strongly by background noise and therefore researchers have been searching for better distance measures. Additionally, the representation of sequences has been target of research effort over the past decades, as new representations can lead to better results with the same distance measures. This has been shown first by Jeffrey for the chaos game representation (CGR) [8] . The choice of a good distance measure does not solely rely on features of the mathematical computation but also on the underlying data for the application. Alignment-free methods have been used successfully for generating phylogenetic trees [9] , clustering of local RNA secondary structures [10] and detecting microbe transfer between distant environments [11] . A comprehensive review was given by Vinga and Almeida about one decade ago [12] , it gave important impulses to research in this field. The aim of our review is to update and complement the notable work of Vinga and Almeida. Recently another review was published by Bonham-Carter et al. [13] , which discusses distance measures on 'k-words' for alignment-free sequence analysis more in detail but therefore it presents just dissimilarity measures of this family of methods only. As the field of alignment-free sequence analysis is still relatively young and dynamic, it was our intention to reflect the diversity and broad spectrum of published dissimilarity measures.
MATHEMATICAL BACKGROUND
The mathematical notations used in this article follow the cited articles as far as possible but slight modifications have been made for readability in this review.
Given a finite alphabet A with r symbols, a sequence X of length n can be defined as a linear succession of n symbols of A. Usually it is most interesting to consider short segments of that alphabet further called k-words with a fixed length k with k n. The set consisting of all k-words w i will be further denoted with W k and is defined as: where A k denotes the set of all possible combinations of k symbols of the alphabet A and: denotes the definition of the left-handed term. The number of elements of this set depends on the length of the k-words and on the number of symbols of the alphabet. For computation matters, the number of occurrences a given k-word w i via a sliding a window of size k over the whole sequence X and will be denoted by c X i . Further, the frequency of a word w i 2W k of a sequence X can be defined via its relative abundance.
The reason for defining word frequencies is to find a way to describe patterns occurring in the sequence but usually only in short segments.
Another powerful tool is based on Markov models. They can describe a sequence X of the finite Alphabet A of size r similar to a time series of signals with a limited set of states.
Let S be a set of states s j with 1 j r. The process is usually defined for discrete time steps t ¼ 0,1, . . . for a series of random variables. In fact, this can be interpreted as observing the symbol assigned to s j at position l of the sequence X. In the course of processing the sequence, the states might change; for these transitions, we can define a state transition probability:
This equation uses the Markov property that the current state just depends on the prior state. The state transition probability is defined to satisfy the following general properties as well and can be used to define a state transition probability matrix A:
However, this matrix is not enough to describe the whole process, as we also need to have some knowledge about the initial position. Therefore, the initial state transition distribution has to be defined:
These two probabilistic measures are enough to fully determine a Markov chain l.
Higher-order Markov models can be defined analogically with the Chapman-Kolomogorov equations: Markov chains can be used to describe patterns in time series and can also be applied in this case to describe distinct features of biological sequences. Analog to k-words dissimilarity measures can be applied on the Markov chains. The work of Blaisdell [7] presented actually a measure on Markov chains and was later transferred to k-words. Furthermore, the distance of two sequences is of particular interest as this might be interpreted of the evolutionary distance between two sequences of biological molecules. In this case the mathematical metric distance of two elements of a set is defined by the following equation:
For elements X,Y,Z 2 M, a metric distance has to fulfil three conditions:
These three conditions are usually called positivity, symmetry and the triangle inequality. In this abstract definition, the set M is not further specified; for purposes of sequence analysis, the true sequences are usually mapped onto a different space. In the following sections, several of those spaces and corresponding metrics will be presented.
CLASSICAL DISTANCE MEASURES ON K-WORD FREQUENCIES AND MARKOV CHAINS
It is apparently a good start to compare k-word frequencies since they describe patterns found in a sequence. Blaisdell [7] defined the so called D 2 distance as follows:
where f X ki denotes the frequency of the i-th possible k-word found in the sequence X. Eight years after this first definition, the research on computing had improved enough to conduct tests with big datasets to correctly compare the D 2 distance with alignment-based results of FASTA [14] . With these systematic comparisons, important knowledge about the setting of variables like optimizing the length of k-words were gained. These results have been updated recently with a massive number of natural and artificially evolved sequences [15] .
Let's consider a short experiment to demonstrate the power of this simple idea. The threonine operons of Escherichia coli K-12 and Shigella flexneri encode the same three proteins with similar but individual three genes thrA, thrB and thrC, respectively. At GenBank (www.ncbi.nlm.nih.gov/Entrez), the whole genomes of these species can be found with accession number U00096 for E. coli K-12 and AE014073 for S. flexneri. In addition, two artificial sequences were generated with the same length and base composition as ec-thrA and ec-thrB, respectively. The standard approach for generating phylogenetic trees with the Jukes-Cantor method generates the tree displayed in Figure 1 . This phylogenetic tree shows clearly that the alignments can accurately find similar sequences with a small edit distance; however, it is not capable of correctly distinguishing between natural and artificial sequences.
However, if the D 2 distance is used for detecting similarities in the sequences, it is also able to detect the similar sequences and even correctly splits the groups with a high evolutionary distance between them, as seen in Figure 2 . Lippert et al. [16] were able to show that even though this distance is straightforward, it is dominated by background noise and therefore not reliable. Therefore, a family of dissimilarity measures on k-words were introduced during the following years. Based on the problem of disruptive noise, Wu et al. [17] introduced a modification, called standardized Euclidean distance: The Euclidean distance is standardized here by dividing every value by its standard deviation s X and s Y , respectively. This is still easy to compute but generates considerably better results than D 2 [18] . Figure 3 presents the result of the previous experiment with the standardized Euclidean distance. It is similar to the result obtained by the Euclidean distance but it also takes into account that the standard derivation of word frequencies of the two randomly generated sequences might be different.
Even more advanced is the use of the Mahalanobis distance to avoid the disruption by noise. The distance uses the covariance matrix AE k under the assumption of an independent model of base composition.
, with the vector
where AE
À1
k denotes the pseudo-inverse matrix of AE k and F is a vector of the difference of frequencies for all k-words. Even though this distance seems to be suited for the task of measuring dissimilarities in strings, it was observed that the computing cost for computing the inverse covariance matrix AE À1 k is too high to be convenient [18] .
To address the problem of sequences being drawn from two different distributions, Kantorovitz et al. [19] developed another distance measure
where sðD 2 Þ denotes the standard derivation of D 2 ðX,YÞ and EðD 2 Þ the expectation of D 2 ðX,YÞ. This dissimilarity measure also includes the expected value, as it only counts dissimilarities if they deviate from the mean value. The values of the expectation and standard derivation have to be estimated for practical implementations. Kantorovitz et al. [19] provide different formulas for the estimation depending on the model of base composition: either by independent and identically distribution or Markov Models. As those formulas are rather complex, they will not be discussed here; interested readers may refer to the work of Kantorovitz et al. [19] . Similar to D S 2 , it has been shown that this measure is more accurate than D 2 with a similar efficiency in computation.
Recently, another distance measure has been proposed [20] . The dissimilarity measure is based on a result provided by Shepp [21] about distributions with the zero mean. However, as the biological sequences are usually not satisfying the assumption of having the zero mean, the word counts have to be centralized for this distance.
where p X denotes the probability of the occurrence of the k-word in X. With these definitions the new distance can be expressed by the following formula:
The advantage of this dissimilarity measure is that only few assumptions are needed to verify that this distribution is approximately normally distributed. In terms of statistical testing, this is a powerful property. For practical computation, however, Reinert et al. [20] designed another distance called D Ã 2 that replaces the variances by terms that are easier to compute and the probability value p X by probability of relative counts of words in the concatenation of two sequencesp i .
Surprisingly, the simulation studies, of comparing the power of detecting relationships of artificially generated sequences, have shown that D Ã 2 not only is more accurate than D 2 but also better than D Shepp 2 . After discussing a variety of dissimilarity measures on word counts, a family of measures on Markov chains will be introduced. In this context of DNA sequences, the four nucleotides {a, c, g, t} can be interpreted as a state taken in sequence at a certain position. Depending on the application, a binary representation might be feasible as well, grouping the purines and pyrimidines or strong and weak binding bases. This binary technique has been used by Churchill [22] to discover patterns in the distribution of GC for coding and noncoding regions. Furthermore, by default, four states will be used to model the four nucleotides. The Markov chain of a sequence can be interpreted as a probability distribution, and therefore it is straightforward to use the relative entropy or Kullback-Leibler (KL) discrepancy [23] of two discrete probability distribution functions p, q:
However, even though this discrepancy might be useful for measuring dissimilarities, it is no distance in the true mathematical sense, as it neither fulfills symmetry nor the triangular equation. Nevertheless, Wu et al. [18] showed that this measure can be used to find similar biological sequences.
The authors used a modified version where they restricted this dissimilarity measure on k-words that are apparent in a sequence to prevent this measure to take infinite values. As it might not be apparent at first sight that this is capable to accurately detect similarities in biological sequences, it has also been tested on the sequences of threonine operon (see the short experiment in the previous section about classical measures). Figure 4 presents the phylogenetic tree for the sequences of this operon of two species and two randomly generated sequences.
Despite the fact that the KLD is not a real distance, it is able to distinguish natural and artificial sequences and group the similar gene sequences accurately. To fix the unmet requirement of symmetry, a symmetric version can be defined easily:
Furthermore, the KLD can be applied to Markov models directly. Let's consider the two Markov models
Þof two distinct biological DNA sequences. These parameters are usually unknown at first but can be approximately calculated by the maximum likelihood method described in [24] . As a start, the probability of generating the observation sequence O ¼ fo t ,t ¼ 1, . . . ,Tg with a given Markov model l can be defined as follows:
This probability can be used to define an approximation of the KL discrepancy:
All these definitions have been used by Pham and Zuegg [25] to define a dissimilarity measure on Markov models of DNA sequences.
Even though tests have shown a good utility of this measure, it may only be used for first order Markov models and has not been expanded to protein sequences yet. As all of those dissimilarity measures rely only either on Markov models or k-words, the first attempt of combining these two methods in one distance measure has been done by Dai et al. [26] . At first, the revised relative entropy is being introduced, based on the Jensen-Shannon divergence [27] , which can be derived from the Kullback-Leibler divergence. It is defined for two Markov models of order r and the observation sequence O of k-words:
A symmetric version S1 r k can be defined since the Jensen-Shannon divergence is not a metric but feature of symmetry is intuitively demanded for tasks related to biology. The revised relative entropy rre r k can then be further used to define a dissimilarity measure that combines word counts and Markov Models. Let us consider the DNA sequence X with Markov Model l 
The term 'ðOj& r k Þ can be computed similarly to PðOjl r Þ just by adding the word frequencies:
The new distance wre r k is not symmetric, and therefore, analogically the symmetric version S2 r k can be defined. Certainly, it can be proved S2 r k this is a metric in the formal mathematical sense. A remarking accomplishment of the work of Dai et al. [26] is the comparison with a broad range of dissimilarity measures, including Needleman-Wunsch and Smith-Waterman alignment methods. Among others, they also included alignment-free distances D 2 ,I k ,D Z 2 and SimMM. They used sequences of functionally related regulatory regions since they usually show only few similarities detectable for alignments. The evaluation impressively shows the weakness of alignment-based methods of this kind of data sets as well as the problems of D 2 since it performs just slightly better. All other alignment-free methods detect similarities with a statistically relevant increase of accuracy. However, the distance measure S2 r k outperforms on nearly all data sets. It seems like here they just caught a glimpse about the true power and potential of combining k-words and Markov models in one distance measure. All previously presented dissimilarity measures have been summarized in Table 2 .
DISTANCE MEASURES ON OTHER REPRESENTATIONS
Even though k-words and Markov models have been proven to capture important features of DNA sequences suited for tasks alignment-based approaches can not solve, there are far more feasible representations of biological sequences. In this section, a variety of representations and corresponding distance measures will be introduced. It has to be mentioned that only a selection will be presented here, and this by no means is a complete list. The first group of distances is defined on compressed biological sequences. The most common motivation to research on compression is the limited storage space in an exponentially growing amount of biological sequences. However, it needs only a little imagination to agree that two sequences that can be compressed efficiently with the same method may have similarities of a structural kind. The review by Giancarlo et al. [28] provides a good overview of compression of biological data and it also discusses evaluations of the now following distance measures. In the algorithmic information theory, the concept of the Kolmogorov complexity exists to describe how hard it is to generate a certain sequence on a fixed description language. For example, it is easier to write a program to generate a sequence of the letter 'a' 100 times; however, it is unequally harder to describe a program that generates a certain DNA sequence. The Kolmogorov complexity is formally defined as the length of the minimal description of the sequence X. In the original use, the K complexity is defined on bit strings but this is no restriction for the use on other alphabets.
More generally the conditional Kolmogorov complexity KðXjYÞ can be defined as the length of the shortest description of X, given knowledge of Y. The case K Xj2 ð Þ, with2 denoting the empty string, may be considered to be the same as KðXÞ since it just means that we compute the K complexity of X without having prior knowledge. Theoretically this description of X might even be a Turing machine, in this context, however, the implementation of a compression algorithm in a commonly used programming language is more practical. Li et al. [29] defined a dissimilarity measure by using Kolmogorov complexity; in this context, x will denote the bit string of X.
The numerator K x ð Þ À KðxjyÞ can be interpreted as the amount of information the string y can provide about x while the denominator is used to normalize such that the distance has its range in the interval of [0,1].
It can be proven formally that dðx,yÞ is a distance metric that even fulfills the property of the inequality equation [29] . However, there is no general exact approach for computing the Kolmogorov complexity for strings, as they are noncomputable in the Turing sense. For all experiments with real data, K complexities have to be approximated. However, it has the valuable property that it is independent of base composition. The original evaluation of Li et al. [30] suggested that this distance is well suited for constructing phylogenetic trees of mitochondrial sequences. Also Dai et al. [26] used this complexity-based distance to compare with their own newly defined dissimilarity measure. This approach has been recently extended to protein sequences by integrating the BurrowsWheeler transform [31] . To overcome the obstacle to approximate the Kolmogorov complexity, Otu and Sayood [32] proposed a distance based on the Lempel-Ziv (LZ) complexity [33] . In contrast to the prior defined complexity, which is based on the idea to compress a sequence with the prior knowledge of another sequence, the LZ complexity expresses the reverse idea. This complexity is defined by the number of steps necessary to generate a string given the prior knowledge of another string and a self-delimiting production process. This measure has a relation to measuring k-words in a sequence, as they can be easily used to generate the sequence. Let X(i) denote the i th element of X and X(i, j) the substring from position i to (including) j. Any finite sequence X of A Ã can be generated using a production process in a finite number of steps.
and 9 k 2 Ns:t:
The production process starts with an empty word and elongates the word until the whole sequence is generated. In general, this process is finite but not necessarily unique.
A history of the production of X can be defined as follows:
In other words, the history is a concatenation of substrings of X that have been used to extend the sequence step by step during the production process and they are determined by the border indices h i . Let them be c H ðXÞ the number of components in a history of X.
The Lempel-Ziv [33] complexity is defined by the following formula:
So it is the number of steps to generate the sequence X in the shortest possible production process.
For two sequences X,Y the number of components needed to generate X when appended to Y is c YX ð ÞÀc Y ð Þ cðXÞ since the prefix Y just might give knowledge to shorten the process. In case X and Y are completely unrelated, only the equality holds. Otu and Sayood [32] used this idea to construct five different distance measures, although only one will be displayed here.
This distance counts the minimal number of steps to build X from Y and vice versa, normalized the mean number of steps for both concatenations. Therefore, it is also called the relative complexity measure (RCM).
The RCM is a valid metric and has been used for similar applications like the K complexity-based distance dðx,yÞ and has as well been intensively tested by Dai et al. [26] .
Even though K complexity and LZ complexity are substantially different in the computation, they are capable to describe features of a sequence with just one value, and therefore they are used mainly for the construction of phylogenetic trees. The next family of distance measures applies to rather graphical representations of sequences. Depending of the kind of representation of the sequence, even simple metric distances like the Euclidean distance may describe considerably different features. Humans strongly focus on their visual reception, and therefore it is difficult to see patterns in a long sequence of symbols like DNA sequences of the length of several thousand nucleotides. It is desirable to map these sequences to a two-dimensional space that conserves patterns but presents them in a more evident manner. One method to reach this goal is the CGR firstly introduced on biological sequences by Jeffrey [34] . It was defined by Almeida et al. [35] as follows: 'CGR is an iterative mapping technique that processes sequences of units [. . .] in order to find the coordinates for their position in a continuous space'. The approach of the chaos game is relatively simple. Initially four points in the twodimensional plane have to be labeled with a symbol for each nucleotide; usually these points are arranged in a square. Then the initial point is placed in the center of the square and this point is selected for now to be the current position. The sequence is read symbol by symbol and the point half way on the straight line, between the current position and the vertex representing the just read symbol, is being marked and selected as the new current position of the process. This procedure is executed n times for a sequence of length n. This representation has a series of interesting features. The process displays nonrandomness of sequences visually in the form of an attractor. The obtained image shows a unique fractal revealing hidden global and local structures of the sequence. Therefore, it can be computed efficiently and is scale independent. Interestingly, Jeffrey found out that in a CGR, with side length 1, two sequences with the same suffix of length k are contained within the same square with side length 2
Àk . Almeida et al. [35, 36] developed the idea of counting the frequencies of points in a certain quadrant, denoted as CGR quadrant frequencies (FCGR). For every FCGR, the corresponding second-order Markov chain probability matrix can be determined; however, this statistical measure is more general since FCGRs can be computed even for sequences with a length that is any positive real number. At first sight it does not seem to be necessary to consider sequences of noninteger length but genetic redundancy may be integrated in the sequence model, which can then be interpreted as a sequence with noninteger length. The authors introduced a distance measure based on quadrant frequencies:
where rw f q1 , f q2 À Á denotes the weighted Pearson correlation coefficient between two frequency quadrants with the same position in the grid. Therefore, it is important that the resolution of the grid has to be the same for both sequences, while the total length of sequences is not relevant.
Although CGR is admittedly mainly used for representation, Yu et al. [37] used the hydrophobicpolar protein folding model to extend this method to protein sequences and achieved accurate results. The CGR can be considered to be a more general approach than just defining Markov chains on the sequence. In 2002, Almeida and Vinga [38] proposed the Universal sequence mapping that is itself a generalized version of the CGR. The approach is similar but the iterative positioning is performed in both directions and they use a random initial position instead of the central point. The most striking difference, however, is that this approach can map the sequence onto an n-dimensional space while CGR is restricted to 2 dimensions.
Within the past decades, numerous representation methods for biological sequences have been proposed, trying to find the optimal small representation that still contains enough relevant information. Qi et al. [39] chose to represent DNA sequences with weighted directed graphs; this approach has the striking advantage that only four vertexes are needed, one for each nucleotide. This representation can be computed efficiently and still provides a one-to-one mapping between the sequence and the graph. However, as there may be parallel arcs connecting the same vertexes, those can be merged to generate a simplified graph. Even though this simplified graph is not unique in the sequence anymore, this step is necessary to compute the representative vector. Using this method, a DNA sequence of arbitrary length may be represented by a 4 Â 4 adjacency matrix or the corresponding representation vector. The authors furthermore tested Euclidean distance, cosine distance and the Pearson correlation coefficient on the new representation. So far all three distance measures have shown results with a good agreement compared with results by conventional approaches. Another interesting representation can be obtained by transforming the character-based sequence strings onto the space of numerical spectrograms. At first, the spectrograms do not seem to improve the comprehensibility of the sequences but the real advantage is the high variety of powerful tools of digital signal processing, some of them were presented by Anatassiou for the application on biosignals [40] . Pham [41] proposed an approach to map sequences onto a series of corresponding numerical values, then extract spectral features by linear predictive coding and finally use distortion measures to detect the degree of similarity of a pair of two sequences. Curilem Saldías et al. [42] further extended this idea by converting the sequences into images and use image correlation to detect similarities in the images and the underlying sequences, which is still just a basic tool of image processing. All previously presented distance measures are just a snapshot of the broad variety of alignment-free measures on biological sequences; their key features are summarized for classical methods in Table 2 and for measures on alternative representations in Table 3 .
APPLICATIONS
Alignments are still the standard method for many applications in bioinformatics. Most published articles about alignment-free sequence comparison are still mainly about methods and approaches with some selected data sets for evaluation only [43] . However, these methods have to be used more commonly for application on real world data sets to be accepted by scientists in biology and related fields. In this section, a few selected examples of recent applications will be presented to catch a glimpse of the potential of these non-alignment approaches together with a variety of interesting use cases. Since alignments are still commonly used, these use cases are usually restricted to cases where alignments show severe frailty.
One of the most classical applications is on gene regulatory regions as these may have some structural or functional relations but the edit distance might be high and therefore alignments are unable to detect similarities properly. However, those noncoding regions have a central role in the transcription of genes and thus are of increasing interest to biologists. As Kantorovitz et al. [19] state as their motivation, novel genetic sequences of whole organisms contain not only coding regions but many regulatory sequences as well. Those newly found regulatory regions can further be compared by alignment-free methods to sequence information of a database to find functional relations. Owing to the high importance of these sequences, this use case has been widely used to evaluate the performance of newly proposed methods [19, 26] .
The work of Ivan et al. [44] has been chosen as an example for demonstrating the option of using the alignment-free D2z distance of Kantorovitz et al. [19] to study the sequences of regulatory regions of genes. Although the research on the complex transcriptional networks of eukaryotes has been a big success, the level of understanding is still limited. There are many efficient algorithms for finding transcriptor binding sites of 'cis-regulatory modules' (CRMs) of metazoans, in particular for Drosophila, given a motif to search for. However, especially for the studying of uncharted regulatory networks, the motifs of transcription factors, binding to a certain group of candidate regions, is usually unknown. In this context, a sequence motif is a pattern that matches to a binding site of a transcription factor; however, this match does not necessarily have to be an exact match. This leads to the challenge that two coding regions can be activated by the same transcription factor, even though their instances of the same motif might be different. Ivan et al. [44] decided to compare the accuracy of motif finding of three standard algorithms with two novel algorithms based on alignment-free measures. The authors restricted the problem domain to finding only the common motif for a group of genes that is believed to be regulated by the same transcription factors and furthermore only consider the region that most likely contains a regulatory binding site for each gene. Additionally, 33 artificial reasonable data sets of control regions, with only one CRM of Drosophila each, had been created for the evaluation of the chosen methods. As this task is a local search with a potentially high edit distance of two instances of the same motiv, none of the for evaluation chosen five algorithms is based on alignments. In this work, the authors present a new version of a known strategy to find motifs based on the pairwise rating of candidate sequences by the D2z dissimilarity measure. As stated in the evaluation section of this article, the finally found motifs do not solely depend on the dissimilarity measure but also on the experimental data sets and the search strategies. This newly proposed method still performed considerably well, detecting correct motifs by sequence comparison where alignments seem to be not feasible [45] . The most pressing problem for many applications is the immense time complexity for alignments that is too high for an exact phylogenetic analysis of whole genomes. The massive use of next-generation sequencing technologies increased the amount of data exponentially, that cannot be furthermore completely processed with alignments in considerable time [46] . This applies especially to plants, as they tend to have relatively big genomes; therefore, Hatje and Kollmar [9] decided to use the CGR for their phylogenetic analysis. Phylogeny of whole genomes by alignment is afflicted with other obstacles as well since global alignments assume the equality of the length of the compared sequences; however alignment-free methods are still rarely applied to whole genomes. Recently, Comin and Verzotto [47] adapted word count statistics to accurately construct whole-genome phylogenies. Furthermore, little by little alignment-free methods become available now as comparison platforms for scientists, for example, for chloroplast genomes [48] .
Yang and Zhang [49] did a comprehensive assessment of the use of k-words-based distance measures compared with multiple alignments for phylogenetic tree construction. In their study, they used 1470 simulated sets of sequences, created under different evolutionary scenarios. Four well-known modelbased distances of alignments were compared with an alignment-free method based on the Euclidean distance. Even though it is evident now that the Euclidean distance is not optimal for estimating evolutionary distances, this approach was able to outperform all alignment-based methods in terms of accuracy of tree reconstruction, when the length of k-words was set to five. In their evaluation, they state that the alignment-free approach was at least a hundred times faster than the alignment-based equivalents. Recently, another study was published by Patil and McHardy [50] , where nine alignmentfree dissimilarity measures were compared with one alignment-based approach for genome-scale sequence information. The authors used 1076 complete microbial genome sequences, classified into 18 groups. However, they applied the dissimilarity measures on the genome signature, a special vector representation for genomes. A metric learning was carried out to adapt the metrics on the given sequence data to extract the optimal amount of information of the genome signatures. In particular, they used Euclidean distance and the feature frequency profile that is based on the KullbackLeibler divergence. The authors were able to show that the metric learning significantly improved the obtained phylogenetic trees; however, they also stated that the BLAST alignment-based metric overall was the most accurate method. This might be caused by the loss of information by using only the genome signature as a representation. The metric learning was also only conducted with 30 genomes to save computational time, especially for the alignment-based method.
The detection of evolutionary patterns in ribosomal RNA is similar to finding motifs of regulatory regions; thus, Someshekara et al. [51] chose to use Markov models for this task. Heyne et al. [10] chose alignment-free comparison methods to combine sequence and structure similarity for clustering of local RNA secondary structures for ncRNA annotation. Their proposed pipeline GraphClust is suitable for large-scale comparison and clustering of RNA sequences and operates ultrafast, in linear time. Analogically, methods for processing large-scale protein sequences for comparison and gene matching have to be alignment-free to be efficient. Therefore, Mahmood etal. [52] developed an approach based on k-word counts to identify orthologous and coorthologous sequence pairs. Sequence analysis is an extremely valuable field in bioinformatics, and it is not restricted to theoretical tasks like annotation or phylogenetics but may also be applied to practical problems that are faced in laboratories. Pritchard et al. [53] used methods of the nonalignment type for the design of diagnostic primer sets, since they applied their method on viral genomes that tend to be highly variable but alignments require substantial similarity. Of course those applications are just examples to reveal the general tendency of practical implementations but also to indicate the broad spread of cases as well as the broad diversity of distance measures that differ from case to case.
CONCLUSIONS
Alignments have been the standard for the past decades for sequence comparison owing to their simple and evident mechanism; however, with the passing of time, more and more obstacles have been revealed. Some of them have been solved, but especially the immutable high time complexity remains. Up to date, numerous alignment-free distance measures have been proposed to provide algorithms that operate with linear time complexity but still detect a sufficient degree of similarity. Most of those measures belong to the rather classical group of measures based on k-words or Markov models, but recently a growing number of measures on other representations have been introduced. It has been a considerable effort of researchers to define powerful and efficient dissimilarity measures on biological sequences and they succeeded, as the combination of k-words and Markov models by Dai et al. [26] seem to generate promising results, as well as the newly introduced word count statistics by Reinert et al. [20] .
However, most distance measures have been only compared with alignment-based methods and therefore it is still not possible to state for sure which dissimilarity measure might be particularly suited for a certain task. It has been a remarkable achievement by Dai et al. [26] to compare at least a well selected group of the classical distance measures for the application on gene regulatory regions and another group of information complexity-based measures for the construction of phylogenetic trees. Compared with the situation at the time of the review by Almeida and Vinga [12] one decade ago, alignment-free methods are more widely known and there has been a recent increase of applications of a broad variety of these methods on different types of biological sequences. The main motivation for choosing nonalignment methods is certainly the intention of large-scale applications, where the time complexity of the standard approach is not feasible anymore. Especially the field of phylogenomics relies heavily on the ultrafast alternative sequence analysis [46] .
It is expected that the demand for ultrafast sequence analysis can increase the acceptance of alignment-free methods and also other interesting features, for example, that a lesser similarity is required for analysis, are getting more appreciated.
SOFTWARE TOOLS AVAILABLE FOR RESEARCH PURPOSES
Some software tools for alignment-free sequence analysis, which are available on the Internet, are listed in Table 4 for the convenience of the reader.
Key Points
To overcome the restrictions of alignments, alignment-free distance measures on biological sequences have been proposed. The nonalignment methods are ultrafast and can find different types of similarities between a pair of sequences. Distance metrics have been proposed on a variety of representations, mostly on k-word frequencies and Markov models. A broad range of applications are recently using the findings about alignment-free dissimilarity measures for advanced sequence analysis.
