We construct a Lebesgue measure preserving natural extension of the random β-transformation K β . This allows us to give a formula for the density of the absolutely continuous invariant probability measure of K β , answering a question of Dajani and de Vries, and also to evaluate some estimates on the typical branching rate of the set of β-expansions of a real number.
Introduction
Given real numbers β > 1 and x ∈ I β := 0,
, a β-expansion of x is a sequence (a i )
For β > 1 and x ∈ I β we let E β (x) be the set of β-expansions of x. The study of β-expansions goes back to Renyi [13] and Parry [11] , who were interested in the properties of the lexicographically largest β-expansion of x, known as the greedy β-expansion. It was shown that the greedy expansion (a i ) ∞ i=1 of x ∈ [0, 1] can be generated by defining T (x) = βx (mod 1) and letting a i = k whenever T i−1 (x) ∈ k−1 β , k β an absolutely contiuous probability measure which one can use in the study the ergodic properties of typical greedy β-expansions.
More recently, several authors have studied the set E β (x) of all β-expansions of x. There has been substantial interest in understanding the cardinality of E β (x) and in giving conditions under which the β-expansion of x is unique. Typically E β (x) is uncountable, see [14] , and in that case it is interesting to study the branching rate of E β (x), which is the growth rate of the number of words a 1 · · · a n which can be continued to give β-expansions of a given x. In [7] Dajani and Kraaikamp introduced the random β-transformation K β , which allows one to generate E β (x) dynamically, and this has allowed for a very successful dynamical approach to the study of E β (x), see for example [1, 2, 6, 7, 8, 10, 15] .
The ergodic theory of K β was investigated in [5] and [6] , where two natural invariant measures were found. Links between the measure of maximal entropyν β described in [5] , counting β-expansions and the question of absolute continuity Bernoulli convolutions provide some motivation for this work and are explained in the next section. However our main focus is on the absolutely continuous invariant measureμ β of K β which was described by Dajani and de Vries in [6] . They gave a formula for the density ofμ β in some special cases. In this article we build a natural extension of the system (K β ,μ β ), which allows us to recover a formula for the density ofμ β in the general case, providing a solution to one of the open problems stated in [6] .
In section 2 we define the random β-transformation and give the formula for the density ofμ β . In section 3 we recall the natural extension of the greedy β-transformation which serves as our starting point. We generalise this natural extension of the greedy β-transformation in section 4 to build a tower and a dynamical system, but for some technical reasons this tower does not serve as a natural extension of (K β ,μ β ). Finally in section 5 we adapt our construction from section 4 to build our natural extension.
Bernoulli Convolutions and Counting β-expansions
In addition to gaining a better understanding of the random β-transformation, our work allows us to draw conclusions for typical x about the set E β (x) of β-expansions of x. In [10] we gave a lower bound for the typical branching rate (or equivalently the Hausdorff dimension) of the set E β (x) in terms ofμ β , using the formula for the density ofμ β obtained in this article we can make this lower bound explicit. This in turn is relevant to the study of Bernoulli convolutions.
Bernoulli convolutions are self similar measures with overlaps. Given β ∈ (1, 2) we define
The Bernoulli convolution is the probability measure on I β defined by
where m is the (
) Bernoulli measure on {0, 1} N . It is a difficult open question to determine the parameters β for which ν β is absolutely continuous, for a review see [12] . The measure of maximal entropyν β of K β projects to the Bernoulli convolution ν β on its second coordinate 1 .
In [9] the sets E β (x) were used in the multifractal analysis of Bernoulli convolutions. Furthermore, in [10] we gave sufficient conditions for the absolute continuity of Bernoulli convolutions in terms of some counting questions relating to E β (x). It is perhaps unsurprising that the nature of the Bernoulli convolution is given by the typical properties of the sets E β (x), since ν β is a projection of the measure m by π β , and the sets E β (x) are just the preimages π −1
β (x) of points x ∈ I β . What is more intriguing however is the idea that one can study the branching rate of E β (x), and hence the question of the absolute continuity of ν β , without studying the difficult measures ν β orν β directly but instead through the ergodic theory of the system (K β ,μ β ).
This article constitutes a first step in this direction, by giving a formula for the density ofμ β one can make explicit a lower bound given in [10] on the branching rate of E β (x). Since this lower bound is not sharp, we are unable to answer the question of whether any given Bernoulli convolution is absolutely continuous. However one may hope that a more subtle analysis of the branching rate of E β (x) in terms of the ergodic theory of (K β ,μ β ), coupled with the description ofμ β given in this article, may give progress in this direction. This is discussed in the final section.
The Random β-transformation
Since we are motivated by the study of Bernoulli convolutions ν β associated to β ∈ (1, 2), we restrict our study of the natural extension of K β to the case β ∈ (1, 2). The extension to general β > 1 is straightforward, although the notation involved is more complicated.
We partition the interval 0,
into the sets
We let T 0 , T 1 : R → R be given by T 0 (x) = βx and T 1 (x) = βx − 1 and let
. Given a pair (ω, x), we generate a sequence (x n ) ∞ n=1 by iterating K β (ω, x). If the nth iteration of K β (ω, x) applies T 0 to the first coordinate we put x n = 0, if it applies T 1 to the first coordinate we put x n = 1. The sequence (x n ) ∞ n=1 is a β-expansion of x. Each β-expansion of x can be generated by this algorithm with some choice of ω, and for typical x each different choice of ω corresponds to a different β-expansion of x.
In [6] , Dajani and de Vries showed that K β has an invariant probability measureμ β = m1 Bernoulli measure on Ω. They also showed that K β is ergodic with respect to this measure. Many properties of K β can be studied using the related skew product transformation R β . We define R β : Ω × [0,
In particular, the measureμ β is invariant under R β . We build a natural extension for the system (Ω × I β , R β ,μ β ), this can be easily translated to a natural extension for K β by changing when one shifts in the first coordinate, but we present the case of R β as the notation is easier and it gives us the same information aboutμ β .
We will often be interested in the second coordinate of R n β (ω, x). We introduce the shorthand π 2 (ω,
depends only on the first n coordinates of ω, we sometimes write R n β,ω 1 ···ωn (x) We recall that Parry [11] proved that the absolutely continuous invariant measure of the map T (x) = βx (mod 1) has density proportional to
The importance of the orbit of 1 in determining the invariant measure for T is due to the fact that 1 is the limit of T (x) as x approaches , and so one may expect that the orbits of 1 and
− 1 may play a similar role in determining the invariant density for R β . Furthermore, since the points 1 and
− 1 have (typically) uncountably many orbits associated to different choices of ω ∈ Ω, we should expect each of these different orbits to have some role in determiningμ β .
The following theorem confirms this intuition; the invariant density for R β can be obtained by modifying the formula of Parry to take in to account orbits of the point Theorem 2.1. The density of µ β is given by
where C is just a normalising constant to make µ β a probability measure.
The exponential decay in the summand allows us to estimate the density with explicit error bounds. The proof of Theorem 2.1 is done via the construction of a natural extension of R β , which occupies the majority of this article.
The natural extension of the greedy map
Our method is reminiscent of the natural extension of the greedy β-transformation given by Dajani, Kraaikamp and Solomyak [4] , see also [3] for a related construction on greedy β-transformations with deleted digits. We begin by recalling the approach of [4] . The authors built a tower as a natural extension of the map T (x) = βx (mod 1) on [0, 1] and let the nth level of the tower be given by
The levels of the tower stack neatly on top of each other. The domain X of the natural extension is given by X = ∪ ∞ n=0 X n , and the transformation is defined in terms of the orbit of 1.
The set {(x, y) ∈ X n : x ∈ [0, The above system is a natural extension of the system ([0, 1], T, µ P ) where µ P is the absolutely continuous invariant measure. Since the natural extension preserves Lebesgue measure, we can recover the formula of Parry for the density of µ P by projecting Lebesgue measure on the tower X down to the unit interval.
A Tower for the Random β-transformation
Following [4] , we build a tower and a dynamical system related to R β using the orbit of 1. We begin by generalising the method of [4] directly to the case that the orbit of 1 may depend on ω. In fact, a modification will be needed in order to make this dynamical system a natural extension of R β , this is deferred until the final section.
For a typical β ∈ (1, 2) there is not a single orbit of 1 under the random β-transformation but uncountably many orbits associated to (ω, 1) for different ω. Consequently we have to split the nth level of the tower into 2 n sublevels E ω 1 ···ωn associated to each choice of ω 1 · · · ω n . For n ∈ N we order the sublevels of the nth level of the tower by letting
We let the height of the sublevel of E n assocated to ω 1 · · · ω n be given by
Then the set of intervals
, this interval will correspond to the y-coordinates of the nth level of the tower.
The right end points of the sublevels of our tower are given in terms of the orbit of 1 under R β,ω , we define
Then for ω 1 · · · ω n ∈ {0, 1} n we define the set
Finally we define E base = Ω × [0, 1] × [0, 1) and the tower
This resembles the tower for the greedy β-transformation except that the nth level is split into different sublevels corresponding to the different orbits of 1, and there is an extra first coordinate corresponding to the sequences ω ∈ Ω.
Dynamics on the Tower
We define a map ψ on the tower E. In principle, ψ works exactly the same way as the natural extension of the greedy map given in section 3, we define ψ(σ n (ω), x, y) based on the action of R β,ω n+1 on the right end point of the sublevel of the tower to which (σ n (ω), x, y) belongs.
2. If R β,ω n+1 acts by T 1 then [ω n+1 ] ∩ E ω 1 ···ωn is split into two pieces, one of which is mapped bijectively onto E ω 1 ···ω n+1 and one of which is mapped back to E base .
by shifting the first coordinate, applying T 0 to the second and shrinking by 1 2β
and translating in the third coordinate.
More precisely, we define C 1 by
and then define ψ :
We stress that one can recover ω 1 · · · ω n by knowing which level E ω 1 ···ωn the triple (σ n (ω), x, y) lies, thus C 1 and ψ are well defined.
We see that
, and that
We let the part with x coordinates in S ∪ R be mapped bijectively onto
as in case 1.
We map the part with x coordinates in L back down into a horizontal strip of height 1 (2β) n+1 across E base . We define the constant
which is chosen so that the image of [ω n+1 ] ∩ E ω 1 ···ωn ∩ {x ∈ L} under ψ lies exactly on top of all the previous pieces which have been mapped back into E base in the y direction.
We define ψ :
We have now defined ψ on all of E. As shorthand we partition the sets E ω 1 ···ωn into the set E U ω 1 ···ωn of those points which are mapped up the tower (i.e. whose y-coordinates increase under the action of ψ) and the set E D ω 1 ···ωn of points which are mapped down into E base by ψ. We partition E into E U and E D in the same way. Proof. The transformation shifts in the first coordinate (which expands distance by a factor of two), stretches by a factor of β in the second coordinate, and shrinks by a factor of 1 2β
in the third coordinate. Thus, if we can prove that ψ is a bijection almost everywhere this will automatically give that it preserves the measureλ. We have already argued that the restriction of ψ to E U is a bijection onto E/E base . It remains to prove only that ψ restricted to E D maps bijectively onto E base .
The constant C 2 ensures that E D ω 1 ···ωn is mapped exactly on top of all of the rectangles which have already been mapped into E base . So ψ maps
where the term
corresponds to the part of E base which is mapped directly back into E base . It remains to show that
To prove this, we first observe that our tower has finite measure since it is contained in the box Ω × [0,
. Each time we apply ψ to a level of the tower, part of the level is mapped up to the next level while part is mapped back into E base . Each of these maps up the tower are measure preserving bijections onto their image.We denote the kth level of the tower
Then the total mass of E k is equal to one minus the mass of those parts of the first k −1 levels of the tower which are mapped back into E base . Mass is mapped from E base directly back into E base . Sõ
as required.
A Natural Extension
In order to build a natural extension of the map R β we need to build a dynamical system that acts the same way as R β on its first two coordinates. The system (E, ψ) that we have built is heavily based on R β , but we have defined ψ on (σ n (ω), x, y) ∈ E ω 1 ···ωn in terms of the action of R β,ω n+1 on r(ω 1 · · · ω n ) rather than on x. In most situations this is sufficient and the projection onto the first two coordinates of ψ(σ n (ω), x, y) is equal to R β (σ n (ω), x), but in some cases there is a discrepancy as described in the following lemma.
Proof. We see that if x ∈ L then the action of ψ on the second coordinate is to send x to βx, as required. However if x ∈ S ∪ R then ψ acts on the second coordinate in the same way that R β,ω n+1 acts on r(ω 1 · · · ω n ).
If x ∈ R then r(ω 1 · · · ω n ) is necessarily in R, and so x is acted on by x → βx − 1 as required. If x ∈ S and r(ω 1 · · · ω n ) ∈ S then x → βx − ω n+1 , again as required. However, if r(ω 1 · · · ω n ) ∈ R then it is always mapped to βr(ω 1 · · · ω n ) − 1 irrespective of ω, and so in the case that ω n+1 = 0 there is a discrepancy between the action of ψ on the tower and the action of R β .
We let F ω 1 ···ωn be the set of elements of E ω 1 ···ωn for which ψ does not behave as a natural extension of R β , i.e.
In fact we see that F ω 1 ···ωn is mapped by ψ to points with x coordinates in (β − 1)S = [0,
, whereas S is mapped by R β,ω n+1 to βS = [1,
]. We also note that the sets [0, . The tower that we have constructed so far consists of rectangles which are attached to the left hand side of the interval [0,
] which are defined in terms of the orbits of the point 1. Since the map R β is symmetric we could just as well have constructed a tower out of rectangles attached to the right hand side of [0,
], defined in terms of the orbits of 1 β−1 − 1. If we were to define a dynamical system on this new tower by reflecting ψ we would have the opposite problem to that outlined in Lemma 5.1, our map would sometimes map to rectangles with x coordinates in [1,
] whereas R β,ω n+1 would map them to [0,
Our solution is to have both towers. Given ω = (ω i )
∈ Ω we define the complementary sequence ω by ω i = 1 − ω i . Then for (ω, x, y) ∈ E we define
Then P (E) gives a second tower E, which is disjoint from E. We let E ω 1 ···ωn = P (E ω 1 ···ωn ) and F ω 1 ···ωn = P (F ω 1 ···ωn ). We extend the map ψ to E by defining
for (ω, x, y) ∈ E.
Q plays the role of swapping those points defined in Lemma 5.1 for which ψ does not behave as a natural extension of R β with the corresponding points in E which had an equal and opposite problem. This allows us to define our natural extension.
This is proved by the following two lemmas.
Proof. Suppose that (σ n (ω), x, y) ∈ E ω 1 ···ωn \ F ω 1 ···ωn . Then by the definition of Q and by Lemma 5.1 we have that
as required. The same arguments work for E.
Lemma 5.3. The mapψ : E ∪ E → E ∪ E is a bijection which preserves Lebesgue measureλ.
Proof. We have thatψ := Q • ψ. We have proved that ψ is a measure preserving bijection and so need only to prove that Q is a measure preserving bijection.
We see that ψ(F ω 1 ···ωn ) = E ω 1 ···ωn0 ∩ {x ∈ [0,
Then we see that Q leaves points unaffected if they are not an element of ψ(F (ω 1 · · · ω n )) or ψ(F ω 1 ···ωn ) for some ω 1 · · · ω n , whereas it interchanges ψ(F (ω 1 · · · ω n )) and ψ(F ω 1 ···ωn ) by a translation and a reflection. Since translation and reflection preserveλ we conclude that Q is a measure preserving bijection as required.
Hence we have that the system (E ∪ E,ψ,λ) is a natural extension of (Ω × I β , R β ,μ β ).
Finally we prove Theorem 2.1. E ∪ E is the product of Ω with a set in R 2 . Then projectingλ = (m1 2 × λ × λ)| E∪E onto Ω × I β we get the measure m1 2 × µ β * where µ β * has density R χ E∪E (x, y)dy.
Normalising this measure to make it a probability measure gives us the absolutely continuous invariant measureμ β , and we see that the density of µ β is given by
This completes the proof of theorem 2.1.
Further Questions and Comments
There are several natural questions arising from the construction of our invariant density. The first relates to the biased measuresμ β,p which are the product of the (p, 1 − p) Bernoulli measure on Ω with an absolutely continuous measure µ β,p on I β . In this article we dealt only with the unbiased measureμ β =μ β, 1 2 . It seems that our natural extension cannot easily be adapted to deal with the biased case 3 , but one might still hope to work out a formula for the invariant density. A second natural question relates to the entropy of the systems (Ω×I β , K β ,μ β ). Looking at the formula for the density of µ β given in Theorem 2.1, it seems that there are values of β for which µ βn need not converge to µ β in the weak * topology for sequences β n → β. In particular, there should be such a discontinuity whenever β is such that
for some value of n ∈ N and ω, ω ′ ∈ Ω. This should cause a corresponding discontinuity in the metric entropy H.
Question 2:
Can one characterise the values of β for which the functions β → µ β and β → Hμ β (K β ) are discontinuous?
Finally we have two questions about counting beta expansions. We recall that in [10] we studied the number of words of length n which can be extended to β-expansions of x for typical x. We defined has positive integral then ν β is absolutely continuous. We were able to give an explicit formula for N n (x; β) in terms of K β :
where m is the ( ]}.
However we were only able to use the above formula to get a lower bound for the growth rate of N n (x; β), we were able to show that lim inf n→∞ log(N n (x; β)) n ≥ log(2)µ β (S).
Using our formula for the density of µ β we can get explicit bounds on µ β (S), and hence lower bounds on the growth rate of N n (x; β), but these are not strong enough to ascertain whether a given Bernoulli convolution is absolutely continuous or not. There are however some natural questions which we can ask.
Question 3:
The ergodic theory taking one from equation 1 to the inequality 2 is rather crude, can one combine the work in this article on µ β with central limit theorems and information on higher moments for K β to improve inequality 2?
Question 4: Do the values of β at which the function β → µ β is not weak * continuous have any significance in the study of Bernoulli convolutions?
