The size complexity of the human genome has been traditionally viewed as an obstacle that frustrates efforts aimed at identifying the genetic correlates of complex human phenotypes. As such complex phenotypes are attributed to the combined action of numerous genomic loci, attempts to identify the underlying multi-locus interactions may produce a combinatorial sum of false positives that drown out the real signal. Faced with such grim prospects for successfully identifying the genetic basis of complex phenotypes, many geneticists simply disregard epistatic interactions altogether. However, the emerging picture from systems biology is that the cellular programs encoded by the genome utilize nested signaling hierarchies to integrate a number of loosely coupled, semiautonomous, and functionally distinct genetic networks. The current view of these modules is that connections encoding inter-module signaling are relatively sparse, while the gene-to-gene (protein-to-protein) interactions within a particular module are typically denser. We believe that each of these modules is encoded by a finite set of discontinuous, sequence-specific, genomic intervals that are functionally linked to association rules, which correlate directly to features in the environment. Furthermore, because these environmental association rules have evolved incrementally over time, we explore theoretical models of cellular evolution to better understand the role of evolution in genomic complexity. Specifically, we present a conceptual framework for (1) reducing genomic complexity by partitioning the genome into subsets composed of functionally distinct genetic modules and (2) improving the selection of coding region SNPs, which results in an increased probability of identifying functionally relevant SNPs. Additionally, we introduce the notion of 'genomic closure,' which provides a quantitative measure of how functionally insulated a specific genetic module might be from the influence of the rest of the genome. We suggest that the development and use of theoretical models can provide insight into the nature of biological systems and may lead to significant improvements in computational algorithms designed to reduce the complexity of the human genome.
The search for the genetic substrates controlling complex human phenotypes represents one of the most exciting areas of scientific investigation. The elucidation of sequence-based information has spurred tremendous interest in genome research and raised expectations for rapid medical breakthroughs. 1, 2 Although the rate at which Mendelian disorders have been genetically characterized has increased, 3 similar rates have not been obtained for the elucidation of polygenic diseases. 4, 5 A significant fraction of bioinformatics research in the post-genomic era has focused on decoding genomic information through the use of different annotation methods. [6] [7] [8] [9] Such annotation provides numerous opportunities to infer gene function. However, even in the face of substantial annotation, ultimately, genetic association studies are required to unambiguously identify loci contributing to complex phenotypes. One of the most widely studied areas of complex phenotypes is polygenic diseases. 10, 11 However, like all attempts to decipher complex phenotypes, genetic diseases are inevitably stuck between the proverbial rock (ie ignoring multiple gene-gene interactions) and the hard place (ie attempting to detect higher-order epistatic interactions and then facing a multitude of false positives). [12] [13] [14] As the combinatorial expansion of genomic search space drastically inhibits the probability of detecting true multi-locus signals, some geneticists have chosen to treat complex phenotypes, as if they are Mendelian traits controlled by only three or four genes, each contributing B15-20%. For most complex phenotypes, such assumptions are likely to be incorrect. However, this type of simplified approach is not unexpected when one considers that, besides the central dogma of molecular biology, 15 there exists a significant lack of theoretical models for pushing genetic analysis into the 21st century. 16, 17 Theoretical models are important because they provide a conceptual arena where one can test assumptions and refine hypotheses without the cost and time associated with laboratory experiments. Most attempts to reduce the complexity of the genome have focused on mathematical and algorithmic theories and ignored the underlying biology. 18, 19 We will address those shortcomings by exploring models of evolutionary complexity and molecular evolution in an attempt to gain insight into the mechanisms operating on the genome that result in increased complexity.
What is complexity?
If we are going to contemplate various scenarios of building complexity, we must first define the term complexity. The notion of complexity is simple enough to entertain, but a precise definition of this term is required if progress in reducing the complexity of the human genome is to be achieved. In his 2002 paper, entitled 'What is complexity,' Adami defines genomic complexity as 'the amount of information that a population stores about the environment in which it lives.' This definition of genomic complexity inherently captures aspects of population variation, but can be considered to apply to a single genome if it is re-stated as 'the amount of information that an organism stores about the environment in which it lives.' For the purposes of clarity, the term Adami complexity or Adami complex will be used to refer to this notion of complexity. 20 All other uses of the term 'complexity' will refer to the general definition.
Although the existence of complex cellular signaling pathways in eukaryotic organisms is considered a confounding factor in genetic studies, 21, 22 a thorough understanding of how evolution creates complexity might offer insight into mechanisms for reducing the complexity of eukaryotic genomes. 20, 23, 24 Darwinian evolution provides a simple, yet powerful, mechanism to explain how variation and selection give rise to fitness and survival. 25, 26 For a sampling of the myriad molecular interpretations of how fitness and survival are accomplished at the cellular level during molecular evolution, consider some of the following references. [27] [28] [29] [30] [31] The desire to understand how complex phenotypes are encoded in the genome must begin with the realization that these phenotypes arise through the interactions of numerous genes with each other and the environment. 32 As eukaryotic cellular signaling events occur through the coordinated action of numerous genes, such signaling pathways provide a natural starting point for exploring complex phenotypes. The current cellular signaling pathways that are utilized by eukaryotic cells, whether in yeast, 33 plants, 34 or humans, 35 have been selected for optimal performance through millions of years of evolution. 36, 37 Therefore, understanding the mechanism(s) that led to their signaling complexity will inevitably require an understanding of genomic Adami complexity.
Incremental evolution of cellular systems
Although there are numerous and, sometimes, contradictory theories for molecular evolution and the origin of life, any attempt to include a comprehensive survey of such theories lies beyond the scope of this work. Therefore, references are used sparingly, and only to provide the reader with detailed background, justification, examples, and theoretical consideration along with the points addressed here.
Numerous theories exist for explaining how carbonbased life forms of life originated, 38, 39 and specifically how eukaryotic organisms arose from earlier precursors. [40] [41] [42] Although many aspects of the evolutionary arguments presented will undoubtedly apply to prokaryotes or even viruses, the ultimate goal is to understand how the human genome encodes complex phenotypes. In the context of cellular signaling, the evolution of signaling complexity arises from the interactions of the following three features: a plastic information encoding system, competition for limiting resources, and reproduction. 43 In order to reverse engineer the evolutionary steps that created genomic complexity, we will assume that the evolution of cellular signaling systems is likely to have occurred through incremental change; 44 even if numerous changes rapidly occur, the individual changes themselves can still be described as incremental (see Figure 2 ). This is not to say that drastic evolutionary changes cannot occur within a short time period, 45 but rather that, typically, one would expect a cellular system to coordinate the intracellular environment around events and changes that contribute to an evolutionary fit cell, and such changes are likely to accrue incrementally.
More importantly, incremental changes provide a more plausible scenario for the evolution towards increasingly complex systems. 46 In the incremental scenario, each change needs to only integrate with only one or a few existing components, whereas rapid evolutionary jumps are more likely the result of multiple simultaneous changes that affect numerous systems and require increasingly unlikely conditions to provide an evolutionary benefit. But, even more fundamentally, the assumption of incremental change allows us to treat evolution as a slightly increasing monotonic continuous function. One strong piece of evidence that supports the notion of evolution via incremental change is the appearance of more complex forms after the appearance of less complex forms. This can be clearly illustrated by considering the temporal ordering of the appearance of prokaryotes before eukaryotes.
Having as a starting point incremental changes in complexity, let us consider the basic molecular component that could be used to build switches, pathways, and eventually genetic modules.
The reversible molecular switch as a fundamental evolutionary module A well-established notion in evolutionary biology is that cells have evolved through the continued use of adaptable, re-useable, signaling components such as switches, rheostats, amplifiers, noise filters, oscillators, memory elements, and homeostats. 47 These molecularly encoded functional components can be assembled during evolution to create simple circuits, 48 which can grow into pathways, 49, 50 and ultimately the genetic modules corresponding to distinct cellular programs. 51 Such modules might include transcription networks, 52, 53 certain axis specification systems in developmental biology, 54 or any number of metabolic and/or signaling pathway components. [55] [56] [57] In order to better understand the evolutionary mechanisms contributing to the complexity of the eukaryotic cell, consider the optimal features of a fundamental signaling component. 58, 59 Ideally, such a component should exhibit the following properties:
1. provide increased signaling capabilities for the cell; 2. integrate easily with existing signaling components; 3. include the infrastructure for integrating bidirectional regulation; 4. confer an advantage to the cell; 5. exist as a heritable feature; 6. function autonomously in a hierarchical system; 7. adapt to accommodate subsequent changes with ease.
The rationale behind suggesting a bidirectional reaction as a molecular switch is that it automatically sets up the potential for the existence of an equilibrium condition around the transition between two distinct chemical states (see Figure 1a ). As such, the reversible molecular switch can easily integrate with existing signaling components and function as a homeostatic switch. 60, 61 Furthermore, bidirectional regulation is accomplished by the joint actions of the activating component that shifts the equilibrium to the right and the inhibiting component that shifts the equilibrium to the left. 62 Assuming such a reversible molecular switch is encoded in the genome, and therefore part of a heritable system, any advantage conferred to the cell, by the existence of the switch, will result in selection for the switch and propagation of the module. Obviously, in order for an advantage to exist, the switch must clearly provide increased signaling capabilities to the cell, that is, add a signaling functionality that was previously absent. Any reversible molecular switch that additionally exhibits autonomous functionality in hierarchical relationships and can adapt to subsequent changes in the system with ease represents an ideal signaling evolutionary subcomponent for a cell. 63 Since such a switch would represent the fundamental unit of signaling complexity in our evolutionary model, we must delve deeper into the relationship that exists between switch kinetics, cell survivability, and selection pressure. This is essential if we are to understand how such a switch could eventually evolve into a functional signaling network that provides a survival advantage to the cell. Therefore, the following section describes a hypothetical scenario in which the cell must adapt the kinetics of the switch to respond to a uniquely dangerous environment. A mathematical description of the switch is provided immediately following this discussion.
Antagonistic regulation of reversible molecular switches
As the purpose of evolution is to increase the amount of information a genome contains regarding its environment, 20 the reversible molecular switch must contain adaptable subcomponents that have the potential to form a homeostatic sensor that integrates a signal about the environment with an appropriate cellular response. Moreover, the fitness of a cell, and ultimately its survival, might depend upon this coupling of environmental signals with one or more appropriate and timely cellular response programs. Therefore, these molecular switches are most likely constant targets for incremental adaptations that can provide a selective advantage to the cell (see Figures 1 and 2 ).
Under such a heavy selective pressure, these reversible molecular switches are likely to quickly become optimized for the appropriate kinetics required to provide the most efficient integration of sensory input and cellular response. Functional efficiency must be considered in terms of both response latency and energy expenditure. There is an inverse relationship between response time and energy cost. This is easily illustrated by considering an inducible, energy-expensive state that provides enough environmental buffering for the cell such that it can survive in drastically hostile environmental conditions as long as it has enough sustaining energy. Now imagine a scenario where environmental conditions are constantly oscillating around the induction point for the pathway, but the environment rarely proceeds down the hostile path for more than 2-5 min at a time. However, suppose that every 10-20th time the induction point is met the environment remains in the hostile state for at least an hour.
If the cell fails to induce the 'survival' pathway when conditions clearly warrant such a change, then the cell will most likely die. However, the cumulative loss of precious energy during numerous lengthy 'false-positive' induction events might lead to cell death due to energy bankruptcy. Therefore, cells subjected to such an environment must adapt so that they quickly exit the costly inducible program as soon as environmental conditions return to normal.
Cells that manage to survive in such an environment will have done so because during the course of evolution they assimilated the required environmental association rules that map the need to quickly exit the expensive cell state as soon as it is safe to do so. Such rapid 'exit behavior' requires minimal response latency, and subsequently results in greater conservation of cellular energy stores. Such a cell is said to exhibit an evolutionary advantage.
The chemical realization of this optimized condition can occur through a very tight coupling of mutually antagonistic signals (activating and inhibiting) that each 'push' the reversible molecular switch in opposite directions. The shortest response latency occurs when any change in the activating pathway not only shifts the equilibrium further from the center but also induces a compensatory change in the inhibitory pathway to compensate for the increased activation activity (see Figure 1a) .
To simplify the visualization of all the connections and mappings that have occurred during this proposed evolutionary scenario and subsequent selection, assume that the initial push away from equilibrium is occurring because the molecular switch has perceived some important environmental signal indicating a hostile environment. Then, consider the compensatory change induced in the opposite pathway (mediated by the appropriate kinetics and feedback loops) as an 'update information' request by the switch.
The results of such tight antagonistic coupling maintain a highly reactive switch, and at the same time prevent energy waste by quickly changing the status of the switch, and therefore the internal cellular This panel illustrates the evolutionary potential of a group of initially unrelated, parallel molecular switches (pathway components). If a single molecular switch (depicted as the signal with a dashed perimeter) is in the presence of other signaling components, it is likely that the switch may be able to effectively integrate the components of the neighboring elements and create a more complex intracellular program. The ability to integrate a switch with a previously existing signal might provide more signaling complexity, either integration of environmental information or coordination of cellular output, which can contribute to increased genomic complexity (see Figure 2 for more details).
program, in response to new environmental information as it arrives. The dynamic properties of the switch are easily modeled mathematically: (refer to Figure 1 ).
Consider a reversible molecular switch existing at equilibrium in the cell:
where dActive/dt is the rate for the forward reaction, leading towards the ON state, and dInhibit/dt is the rate for the reverse reaction, which signals the OFF state.
The response quantity, R, describes the response of the cell due to the switch and is governed by a rate equation of the general form:
where dActive/dt and dActive/dt represent the rates (or strength) of the activating and inhibiting components of the reversible molecular switch, respectively. Both of these terms have very large rates. The modulating parameters a and b have much smaller contribution that can effectively return the system to equilibrium via subtle changes in their weights. This coupling of signaling component coefficients provides a feedback loop that pushes the switch towards equilibrium. Any deviation from the equilibrium position is quickly compensated for by a compensatory increase in the weaker signaling component. Having considered the functionality of a single switch, we can extrapolate these properties to the evolution of more complex signaling networks.
Constructing signaling pathways using hierarchically nested molecular switches
The ability to evolve pathways that exhibit intricate links between numerous other pathways requires the use of fundamental modules that can be assembled into a signaling hierarchy. The reversible molecular switch provides a 'plug and play' evolutionary architecture that is ideally suited for the evolution of complex signaling pathways via incremental evolution 64 (see Figure 1c) . In order to assimilate a new switch into an existing pathway, the new switch merely needs to either (a) accept input from some other switch's output, or (b) send its output to another switch's input. In this manner, cellular pathways arise through the incremental evolution of new associations and interactions between existing molecular switches 65 (see Figure 2) . The drive towards greater organizational complexity is achieved through the selection pressure acting on the inevitable advantages conferred upon cells through the integration of new signals and switches. 66 There are numerous examples of increased regulatory complexity resulting from the coupling of one signaling component with another in networks that have been assembled as the genome increased in Adami complexity.
The evolution of oxygen-regulated glycolysis in eukaryotes coupled a hypoxic cellular state with the induction of genes that can compensate for limiting oxygen concentrations in the cell. 67 An example of evolutionary coupling occurred in mammals and frogs, which developed an adaptive immune response against peptides chaperoned by the heat shock proteins. 68 Roberts suggests that the peptide-binding activity of gp96 and possibly hsp70 might have created an ancient mechanism for surface antigen presentation when the chaperone was expressed on a cellular surface.
Interestingly, the heat shock proteins HSF4 and HSF21 exhibit transcriptional activation in Arabidopsis in response to wounding. 69 The coupling of heat shock factors with immune/wound response appears to be an example of convergent evolution; Roberts suggests that vertebrate adaptive immune system appears to have emerged in some ancestor to jawed fish. This supports the notion that the drive towards increased Adami complexity is a fundamental component of living systems.
The introduction of a functional molecular switch at the interface between two previously noninteracting cellular networks corresponds to the creation of a new module. Such an event must have occurred very early in the evolution of eukaryotic cells when poly(ADP-ribose) polymerase 1 provided a crosstalk capability between DNA repair and transcription, resulting in cells that could inhibit the production of protein until after DNA damage was repaired. 70 The construction of hierarchically regulated cellular modules can be thought of as the organization of the genome around a set of rules that encode environment features in nucleotide intervals. Surprisingly, these rules provide a very tight mapping between modules, phenotypes, the environment, and the genome.
The genome encodes sets of environmental association rules
When genomic Adami complexity is really carefully considered, it becomes readily apparent that the evolution of the genome occurs through the accumulation of environmental association rules. Such association rules correspond to the cumulative knowledge the genome has acquired regarding its environment. At the most basic level, the simplest type of environmental information encoded in the genome is an association rule that couples a sequence-specific, genomic interval, of finite length, to either: (a) some non-genome-encoded chemical structure, (b) some other sequence-specific genomic interval of finite length or (c) some quantifiable chemical reaction.
Type (a) couplings occur whenever selection pressure maintains a genomic interval that encodes a nucleotide sequence that binds (or codes for a protein that binds) any atom, element, or chemical structure that is not, itself, directly encoded by the genome. Typical examples of these couplings include the intervals of the genome that encode the zinc-binding intervals of zinc-finger DNA-binding domains, all the intervals of the genome that encode binding regions for calcium, the genomic interval(s) encoding the cofactor-binding regions of proteins requiring cofactors. Additionally, this class includes all the genomic intervals that specify a three-dimensional structure, which binds to any non-nucleotide and non-protein molecule.
Type (b) couplings occur whenever selection pressure maintains a physical interaction between two distinct genomic intervals regardless of which of the following molecular associations characterizes the physical interaction: DNA:DNA, DNA:RNA, DNA:Protein, RNA:Protein, RNA:DNA, Protein:Protein. These couplings include all pairs of genomic intervals that map a specific DNA-binding domain to a particular cis-element nucleotide interval, all the appropriate genomic intervals which encode the pairwise interactions between all protein and mRNA in the ribosome, as well as the complete set of genomic pairs corresponding to all protein-protein interactions that are encoded in the genome.
Type (c) couplings (which might represent a subset of type (a) couplings if one considers the non-genomeencoded chemical structure to be the appropriate transition state for the reaction of interest) correspond to all genomic intervals that perform some chemical reaction, such as the catalytic domains of metabolic enzymes, the intervals for all the kinase domains that catalyze the phosphorylation events, along with all the genomic intervals that encode catalytic domains that hydrolyze ATP or GTP, and the enzymatic portion of ribozymes, just to name a few.
It is worthwhile to note that evolution of the genome occurs through a mechanism designed to simply capture information about the environment. There are only two organizational constraints placed on the genome regarding the encoding of these association rules: First, association rules that are implemented (used by the cell) simultaneously may not adversely affect one another and, second, newly acquired association rules should not overwrite previously acquired association rules.
Complex modules containing multiple signaling and metabolic pathways are encoded by a finite set of genomic intervals that capture the set of association rules mapping to some set of environmental features, because any pathway can be mapped back to the genome as a set of discontinuous intervals of nucleotide sequence that together completely encode the cellular functionality of the pathway. The set of intervals will obviously encode both the structural features (such as proteins and RNA) as well as the regulatory features (like promoters and enhancers, insulators, etc) belonging to the pathway.
Genomic subset closure
As it may be necessary to quantitatively discuss what fraction of a module or pathway has been mapped to its corresponding set of genomic intervals, the notion of closure is introduced. Since a fundamental relationship exists between the genome, the module, the phenotype, and the environment, one can consider closure with respect to any of these entities. However, before we discuss closure, we must define four terms.
We define a genomic module map, abbreviated GMM or MM, as the complete set of all genomic intervals for an arbitrarily defined cellular module that map uniquely to the genomic sequence coordinate space.
Next, we can define a genomic subset map, abbreviated GSM or SM, as a set of genomic intervals for some set of signaling components that do not map to a complete module.
The term genomic fractional length, GFF or FF, is defined as the fraction of original genome length the set of mapped intervals covers.
Finally, we define the term genomic subset closure, GSC or SC, as the percent (or fraction) of the GMM that is contained in a particular GSM. Remember, closure can be applied to a GSS, but not a GMM, because, by definition, a GMM contains 100% of the contributing genomic intervals.
Although the mathematical property of closure is typically used to describe whether or not a set is open or closed under a specified operation, for the purposes of genomic intervals and subsets we will talk about what fraction of the subset is closed to genetic influence arising from outside the subset.
By stating that a genome subset is closed under a cellular program, 'metabolism' (for example), one would be stating that every single genomic interval involved in signaling, regulating, and/or accomplishing metabolic activity has been included in the subset and there are no other regions of the genome that can possibly contribute to the regulation of metabolic activity -obviously a very difficult condition to achieve.
Based upon the particular cellular genetic program one selects, the genomic subset can be defined for a single individual whose genome is static with respect to time (because in the absence of such a static time, the possibility exists for continued evolution and hence new interactions between previously noninteracting genomic subsets). Similarly, based upon some set of environmental features or conditions, a finite set of discontinuous genomic intervals can be identified, which modulate the cell's response under those particular environmental situations. Such a set of genomic intervals may also be called a 'genomic subset.' Clearly, the genomic subset is a subjective notion when defined by either the environment or a genetic program, and it is only an objective concept when defined by the set of discontinuous intervals it contains. As the ambiguity is highly problematic, the introduction of the closure property to genome subsets might provide a more quantitative context for discussion.
As it is extremely difficult to identify every possible region of the genome involved in a particular cellular program, careful estimates of closure can provide a mechanism for assessing what fraction of potentially involved genomic intervals might be currently included in the specific genomic subset of interest.
For example, suppose that B25% of all contributing genomic intervals (involved in some process) are currently included in a particular genomic subset indicates a certain level of confidence about the results of subsequent analyses of that genomic subset. One should also, however, consider the fractional length in which the current genomic subset resides. This measure is of great importance because of the inevitable trade-off that exists between computational complexity and the size of the genomic search space.
Consider a genomic subset for inflammation response that is believed to contain B32% of the relevant genomic intervals. The fractional length of the genomic subset (with respect to the original genome) may be 8%. This means that 92% of the original genome was removed and 32% of the relevant genomic intervals remain. Contrast this situation with the condition that exists when B85% of the relevant intervals are contained in the genomic subset, but the fractional length of the subset is 88%.
Clearly, complete closure can exist in a genomic subset only when all of the associated intervals are included in the subset, which is guaranteed when the genomic fractional length ¼ 100% (ie the whole genome is used).
Genomic subset maps can reduce genomic search space
The current view of cellular networks and modules suggests that a number of loosely associated genetic networks function under the hierarchical control of a much larger signaling module. The topology of the modules is such that it is possible to decouple a number of these genetic networks by identifying a significant portion of the genomic intervals in a rather small fraction of the genome. Since the modules have arisen incrementally through evolutionary mechanisms, some portions of the module should be obvious candidates for decoupling from the genome based upon the high level of closure that is likely to exist for the loosely coupled network components.
Consider the concept of genomic search cost which can be represented as:
where N is the number of genomic intervals in the genomic subset.
If the cost for the unrestricted search is scaled to be,
and the cost for the restricted search is
the reduction in search cost associated with a fractional search vs a complete search can be approximated using the following relationship:
Obviously, the combinatorial explosion of potential interactions is drastically reduced by removing noncontributing regions of the genome. Such an argument can be extended to a typical case-control genetic association study. Below, we provide a more rigorous mathematical treatment of this argument in the context of a genomic association study (see Figure 3 ).
Complexity reduction in association studies
The basic value of search space complexity reduction for a large-scale association study can be made clear by the following general considerations. Assume that we are looking for the genetic basis of a complex disease by performing a case-control study to look for an association between the disorder and a set of possible genetic factors to be assayed via genotyping. Further, assume we expect that due to genetic heterogeneity of the disease, single factors of little effect and an association can only be detected when factors are considered in a larger group to average away the variability. We anticipate that this will involve both stratifying the cases into more uniform subgroups, and moreover examining multiple combinations of factors to look for composite effects.
In this context, we have a sample of cases, and a set of potentially contributing genomic intervals, taken from a larger set of all known possible intervals. To parameterize the costs and benefits in general terms, let
In the course of the study, assume further that the genomes will be stratified into at most O(M) subsets m 1 , m 2 , y in an attempt to obtain more genetically homogenous groups, and that we will need to consider the intervals grouped into a large number of different subsets, n 1 , n 2 , y (potentially approaching the number of possible subsets of intervals, which is 2 N ) in order to test for interacting intervals via some scoring statistic S(m i ,n j ) dependent on the subset of cases and the subset of intervals under consideration.
In this setting, the total number of statistics to be computed (the computational 'cost' of the study) is
and the number of false-positive significant statistical scores is also proportional to this,
The obvious high cost and large number of false hits owing to the large number of intervals tested, N, is balanced against the number of true hits that are obtained by including more intervals in the study. The true hits will depend on both our ability to include them among the N selected loci, and our statistical power to detect them if they are included. Thus, the number of true hits encountered can be modeled as
where P(M) is the statistical power of our test (which depends foremost on M, but also on other study design factors, as well as the nature of the disease), R is the number of factors that actually contribute to the disease at the level under consideration, N Total is the total number of possible genomic loci (intervals), Rð
Þ is the number of real factors that will be genotyped in our study if the choice for inclusion was random, and e (hopefully b1) represents the enrichment due to an informed selection of factors.
Within this simplified model, the benefits of complexity reduction on N become clear: if through appropriate use of prior knowledge we reduce the number of factors N to be considered, we exponentially reduce the computational costs (B2 N ) of the search, and similarly reduce the number of spurious associations, F, but cause little loss of true hits, T (and less still if we can make informed reductions, eb1).
Further, there are two primary ways in which complexity reduction can be achieved: one is direct reduction of N, by choosing fewer genetic loci (genomic intervals). The other, more subtle, is that if the n genetic factors can be partitioned into indivisible subsets (eg like SNPs belonging to the same overall gene, or genes belonging to the same pathway), so that there are only n Effective bn combinatorially interacting subsets, a similar complexity reduction occurs with N being reduced to N Effective .
In the next session, we demonstrate an additional enhancement in signal-to-noise ratio that occurs during selection of cSNPs under a very simple method of classifying genomic intervals that is also based upon an evolutionary principle.
Binary functional partitioning of the genomic subset map
The fact that each and every association rule has been carefully selected for genomic inclusion over the course of evolution means that, at one point or another, the presence of each rule conferred some advantage to the cell. The context in which that advantage was considered was a measure of viability and reproductive fitness in a particular environment. In much the same manner that evolutionary fitness can classify an evolutionary change as either positive or negative, each of the intervals within a genomic subset can be classified as either positive factors or negative factors in the context of a particular cellular program given a defined environment (see Figure 4) .
Classification as a positive contributor to the cellular program means that the wild-type function of a specific genomic interval of defined sequence context and length contributes positively towards the cellular program in question. Conversely, an interval which negatively contributes would correspond to a In the upper right-hand corner, there exists a complex graphical structure labeled 'Modules', which represents a theoretical signaling network underlying some phenotype of interest. The cellular relationship between the pathway members is indicated by the representation of the cell in the middle of the figure. Each pathway member can be mapped to the complete set of chromosomal intervals corresponding to the relevant genomic signals encoding the pathway, such as tissue-specific enhancers, core promoter, splicing enhancers, exons, and functionally significant untranslated regions. However, for visual simplicity, each node in the pathway is only mapped to a single genomic interval. Once the pathway is mapped to the intervals, the intervals can be mapped back to the genome using a binary classification algorithm to classify each genomic interval as contributing to or inhibiting the specific phenotype under investigation. The results of the binary clustering are apparent on the genomic intervals. The genomic regions colored red are considered to be inhibiting the phenotype, while regions colored green promote the phenotype. Once the genomic subset corresponding to the module or pathway has been mapped and the intervals classified, efforts can be taken to identify alleles that cause specific genomic intervals to transition (from red to green or from green to red). These 'transition-causing' alleles are alleles that contribute significantly to the underlying phenotype.
genomic interval of defined length and sequence that normally acts to prevent the occurrence of the cellular program or cellular response of interest.
Using this classification scheme, each of (potentially every single nucleotide in) the discontinuous genomic intervals can be classified as belonging to one of the following four classes:
(1) a positive regulator of the cellular response/ program; (2) a negative regulator of the cellular response/ program; (3) neither positive nor negative regulator (neutral); (4) unknown (ie cannot confidently be classified into class 1, 2, or 3).
The resulting classification can provide a substantial advantage in efforts aimed at identifying mutations and/or other disruptions to the genomic intervals that are likely to alter the cellular program under investigation. By classifying each genomic interval by its putative role in some cellular process, complex cellular networks can be computationally assessed for functionally disruptive polymorphisms (SNPs). Theoretically, this can be accomplished by identifying those SNPs which have a high probability of 'switching' or 'causing a transition' in the contribution (positive vs negative) of a particular genomic interval by disrupting a critical domain or subsequence that resides on the interval (polarity switching).
Consider a set of genomic intervals, g 1 g 2 ,yg G , of which some fraction, y, has been correctly associated with the proper role in a cellular process.
Furthermore, assume that the true number of functionally significant polymorphisms, F SNPs , is composed of two fractions of selected SNPs, the fraction selected by random chance, k, and those selected by functional insight, o(y). If the total number of selected SNPs is N SNPs , the true number of functionally significant SNPs can be expressed as:
which simplifies to
The dependence on y indicates that the ability to assess (and therefore identify) the functional consequence of a polymorphism depends upon the prior knowledge of the function of the genomic interval.
Under the assumption that the number of possible cellular roles for each genomic interval, R Cell , is inversely related to the number of correctly associated intervals, y, a binary set of functional associations will maximize F SNPs by maximizing y.
Discussion
The post-genomics era clearly demonstrates a role for bioinformatics as a major force in the biological sciences. Bioinformatics has succeeded due, in a large part, to the multi-disciplinary relationships bioinformatics makes with biology. The incorporation of mathematics and computer science to biological problems has generated numerous computational theories for addressing the complexity inherent in the human genome. However, very few theories leverage upon the biology as much as they leverage upon the statistical and algorithmic strengths bioinformatics has to offer. This is in large part because biology lacks a driving force towards integrating biological theory with bioinformatics.
Even though significant strides have been made in bioinformatics, the complexity of the human genome continues to pose a serious impediment to the elucidation of the genetic basis of complex phenotypes. Complex phenotypes, such as personality traits and complex genetic diseases, are likely the result of numerous gene-gene and gene-environment interactions that are probably modulated by hundreds, if not thousands, of genes, some of which inevitably contribute very little effect to the overall phenotype.
The integration of bioinformatics with theoretical biology represents a potentially powerful alliance. In this paper, we demonstrate that evolutionary theory provides a useful and powerful theoretical framework in which to consider genomic complexity. The evolution of the genome has resulted in a complex cellular system that stores association rules that couple discrete genomic intervals directly to environmental phenomena. The use of evolutionary concepts to decouple functionally closed genomic subsets can remove and significantly reduce the level of genomic complexity considered during association studies.
By applying the genomic decoupling strategies suggested by molecular and cellular evolutionary models, we suggest a method for reducing the search space in genetic association studies that can substantially increase the signal-to-noise ratio required to detect complex gene-gene interactions that have to date not been detected by existing methods. Epistatic interactions are likely to contribute significantly to the manifestation of complex phenotypes; however, their exact contribution remains unknown due to the enormous number of potential interacting loci that exist in the 3-billion base pair human genome (see Figure 3) .
The resulting reduction in genomic length accompanying the identification of a genomic subset can substantially improve the odds of detecting epistatic interactions between the genomic intervals. Although the risk of omitting a relevant interval increases as fractional length decreases, the improved computational ability to identify higher-order interactions between the subset intervals improves drastically.
The power in the ability to reduce the genome to genomic subsets lies in the fact that all cellular processes and genetic programs, no matter how complex, can be mapped to a finite set of sequencespecific genomic intervals of defined length. Using the notion of closure, or partial closure, provides a quantitative measure of the potential advantage gained by using a particular genomic subset. The use of genomic subsets to effectively reduce genomic complexity is optimal when the number of genomic intervals is relatively small compared to the size of the genome, that is, when the genomic fractional length is much less than one.
However, the bigger the closure set the more genomic intervals required to close the set. Also, as the closure grows larger and larger, at some point, the number of intervals spread throughout the genome becomes so great that the contribution of each interval to the phenotype in question becomes negligible. Such smearing of the phenotype across the whole genome renders the genetic contributions beyond the limit of detection using this approach.
The ability to detect an epistatic signal in the exponentially growing sea of false positives that cooccur with real positives decreases as the number of considered loci increases. Detection requires that the signal be perceivable at a large enough number of interacting loci so that the number of false positives is not so large as to drown out the signal. However, even though there are inherent limits in the gene-gene interactions that can be detected using this method, the decrease in genomic complexity we describe offers a substantial advantage for genetic association studies searching for contributing multi-loci genotypes that underlie complex human phenotypes.
In addition to a reduced genomic search space, the evolutionary models we used offered additional insight into mechanisms that could reduce the complexity associated with genotype/phenotype analyses. We applied a binary partitioning of the genomic subsets with respect to a specific cellular program. In the same way, evolutionary selection pressure assesses individual perturbations to the cellular program through the use of a binary classification model where each mutation is classified as either advantageous or not advantageous given the evolutionary selective pressure; we classify each potentially functional SNP as either switching or not switching the earlier classification of it's associated genomic interval. All SNPs that result in polarity switching are selected for genotyping in an association study.
The reduction in the search space complexity facilitates the identification of polymorphisms that contribute to complex phenotypes through multilocus interactions. By identifying relevant genomic subsets and partitioning the intervals into classes that normally either promote or prevent the complex phenotype, one can identify putative functional cSNPs that are likely candidates for contributing to inter-individual phenotypic variation by altering the functionality of the genomic intervals they occur in. Moreover, the identification of such functionally significant SNPs correlates perfectly with the identification of a contributing genomic interval. The focus on evolutionary aspects that can effectively reduce the complexity of association studies seems useful.
One of the major advantages of using evolutionary models to reduce the complexity of biological systems, such as cells, pathways, and genomes, is that the functional decoupling of genomic regions provides a natural mechanism for maintaining inferential integrity. Inferential integrity is a property that allows a large system to be studied in smaller pieces, and have the inferences derived from the analysis of individual components hold when the system is considered in its entirety.
In his 2002 paper entitled 'Distributed Observational-Interpretation Networks for the Human Genome Project and Beyond', Lee describes the problem of inferential decoupling as 'whether the global inference problem can be broken down into separate, local inference problems that can later be re-combined to produce the global solution.' Lee suggests that by maintaining inferential integrity a 'bridge between purely local vs purely global interpretation network models' is created. The reduction in genomic complexity we describe provides such a bridge, and represents a novel method for mining the human genome for pathways and larger genetically encoded programs, such as complex phenotypes.
In conclusion, we suggest that the use of theoretical models to advance our understanding of the genome can provide substantial insights into novel ways of reducing the inherent complexity of the genome. Nature's multi-billion year struggle to assemble the human genome suggests that we can learn a lot about complexity from studying evolution. Moreover, just because the process of evolution is physically irreversible, does not mean that it is computationally irreversible. The search for optimal complexity-reducing methods might be best accomplished by studying the mechanisms used in evolution to assemble complexity. This may be of particular relevance because evolutionary theory may hold many more secrets concerning the genome, complexity, modularity, and computation.
