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a b s t r a c t
In the present work, a numerical study has been carried out for the singularly perturbed
generalized Burgers–Huxley equation using a three-step Taylor–Galerkin finite element
method. A Burgers–Huxley equation represents the travelingwave phenomena. In singular
perturbed problems, a very small positive parameter, ϵ, called the singular perturbation
parameter is multiplied with the highest order derivative term. As this parameter tends
towards zero, the problem exhibits boundary layers. The traditional methods fail to
capture the boundary layers when ϵ becomes very small. In this paper a three-step
Taylor–Galerkin finite elementmethod is used to capture the boundary layers. Themethod
is third-order accurate and has inbuilt upwinding. Stability analysis has been carried out
and the numerical results show that the method is efficient in capturing the boundary
layers.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Traveling waves of chemical, physical or biological activity are commonly observed in spatially distributed excitable
media. The best known examples are the neural action potential, a wave of electrical activity that propagates undegraded
along an axonal-membrane [1]; dramatic traveling waves of chemical activity observed in several chemical reactions [2,3]
andwaves of infectious diseases traveling through biological populations [4]. Periodic traveling waves in excitablemedia do
not behave like bifurcations from a spatially homogeneous media because the highly nonlinear and singular characteristics
of the local reaction kinetics are of paramount importance. Singular perturbation theory exploits these characteristics of
excitablemedia andhas proved remarkably successful in accounting both qualitatively andquantitatively for experimentally
observed features of waves of excitation in media of chemical, biochemical and biophysical origin [5]. A fundamental
equation used in modeling of diffusion processes is the KPP–Fisher equation [6] which admits a traveling front solution
connecting the two steady states. One of the possible generalizations of the Fisher equation is the so-called Burgers–Huxley
equation which has the following form:
ut + αuux − uxx = βu(1− u)(u− γ ).
This equation was investigated by Satsuma [7] in 1986. Ismail et al. [8] used the Adomian decomposition method,
Javidi [9] used the spectral collocation method and Deng [10] has used the first integral method to solve the generalized
Burgers–Huxley equation. This equation can be replaced by a more appropriate parabolic type equation characterized by a
small parameter (i.e. the singular perturbation parameter). The resulting system is a singular perturbation of the generalized
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Burgers–Huxley equation:
ut + αuδux − ϵuxx = βu(1− uδ)(uδ − γ ). (1)
In this paper, a Three-step Taylor–Galerkin Finite Element Method (3TGFEM) has been proposed to analyze the behavior
of the Singularly Perturbed Generalized Burgers–Huxley (SPGBH) equation. For singularly perturbed problems, the
conventional Galerkin Finite Element Method does not converge with piecewise continuous linear basis functions
without using a great degree of mesh refinement or special mesh refinement strategies like Shishkin mesh [11] etc.
We need exponentially fitted splines as basis functions for the method to converge as is shown by Roos et al. [12].
The same kind of behavior related to stability can be seen for convection dominated problems [12]. Like standard
finite difference methods, the Galerkin finite element solution to convective transport problems are often corrupted
by spurious node-to-node oscillations or wiggles. To overcome this problem, various finite difference methods, the
most popular being the use of ‘upwind’ differencing on convective term have been employed over the years. Among
these schemes, the SUPG (Stream-line Upwind Petrov–Galerkin) formulations are believed to be more accurate. Morton
and Parrott [13] has shown that each particular time-stepping method corresponds to a different optimal form of the
Petrov–Galerkin weighting functions. Since each individual time-stepping method has its own form of leading temporal
truncation error and hence its own tendency to cause stability problems, a specific cure had to be devised for each
time-integration method. Donea [14] provides this platform by introducing forward-time Taylor series expansions. He
developed improved versions of some typical time-stepping methods like 2-step and 3-step Taylor–Galerkin Methods
on the basis of Taylor series expansions including second- and third-order terms in the time step. In these methods
the second- and third-order time derivatives are evaluated from the original equation in such a way that does not
require the calculation of any new higher order spatial derivatives. This produces a generalized spatially continuous
time-discretized equation which is successively discretized in space by means of the standard Bubnov–Galerkin finite
element method. Donea [14] has shown that the formulation produces particularly high phase accuracy and improved
stability properties compared with conventional Galerkin methods. Because of these properties the method is very
well established for solving convection dominated problems including the Navier–Stokes equations and one does not
need to introduce any upwinding [15,16,14,17]. In particular the equation considered in the present paper becomes a
convection dominated convection-reaction–diffusion equation as the singular perturbation parameter epsilon tends to
zero. To the best of the authors’ knowledge, this method is being experimented for the first time on singularly perturbed
problems.
Earlier the idea of time discretization before the spatial discretization has been demonstrated by Lax and Wendroff
in the finite difference framework [18–20]. Later Donea [14,21] has used it in deriving a time accurate finite element
scheme. In the Taylor–Galerkin Method(TGM), time discretization is done before the spatial discretization. Another
issue is that the high-order spatial approximation afforded by the Galerkin method based upon linear elements should
not be degraded by the use of a low-order temporal approximation as pointed out by Swartz [22] and Thomee and
Wendroff [23] in 1974. Most applications of the Taylor–Galerkin methods are second-order schemes [24,17,25] which
are accurate enough for many practical flows. However, second-order schemes can be only used for small values of
the time steps [21]. The three-step TGM being third-order in time, in combination with the Galerkin finite element
method, allows us to take comparatively larger time steps and hence reduces the computational cost of the problem.
The method can be generalized to finite elements of arbitrary order and to multi-dimensional situations. The outline
of the paper is as follows. In Section 2, a brief description of the governing equation is presented. In Section 3, the
Taylor–Galerkin Method and numerical approximation [12,26] of the governing equation is elaborated. In Section 4, the
stability analysis [27,28] of the problem has been studied. In the last two sections numerical results and conclusions are
presented.
2. Singularly perturbed generalized Burgers–Huxley equation
As mentioned above, the SPGBH equation represents wave phenomena. The governing initial boundary value SPGBH
equation under consideration is:
ut + αuδux − ϵuxx = βu(1− uδ)(uδ − γ ), 0 ≤ x ≤ 1, t ≥ 0
with the initial condition
u(x, 0) = f (x), 0 ≤ x ≤ 1
and boundary conditions
u(0, t) = u0, 0 ≤ t ≤ 1,
u(1, t) = u1, 0 ≤ t ≤ 1 (2)
where
α, β, γ , δ and ϵ are parameters such that α ≥ 0, β ≥ 0, γ ∈ (0, 1), δ = 1, 2, 3 and ϵ ≪ 1.
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3. Numerical methodology
3.1. Three-step Taylor–Galerkin method
Explicit Taylor–Galerkin methods represent a generalization of the Lax–Wendroff method [15]. Lax–Wendroff methods
are based on the Taylor series expansion up to desired order. Time discretization is carried out first using Taylor series
expansion. Then the spatial discretization is done using the standard Galerkin finite element approach. Consider the scalar
convection equation in one dimension:
ut = aux, (3)
where a is a positive constant.
Now forward-time Taylor series expansion up to third-order time derivatives at nth time level gives:
(ut)n = u
n+1 − un
1t
− 1t
2
untt −
1t2
6
unttt + O(1t3). (4)
Using Eqs. (4), (3) can be written as:
un+1 − un
1t
− a
31t2
6
unxxx = aunx +
a21t
2
unxx. (5)
Using the three-step Taylor series approach in time, the semi-discrete formulation of Eq. (5) leads to
un+
1
3 = un + a1t
3
unx
un+
1
2 = un + a1t
2
u
n+ 13
x
un+1 = un + a1tun+ 12x . (6)
Now the space discretization of the semi-discrete Eq. (6) can easily be done using the standard Galerkin finite element
approach.
3.2. Weak formulation of the SPGBH equation
Semi-discrete formulation of Eq. (6) using the three-step Taylor series in time gives rise to the following equations:
un+
1
3 = un + 1t
3
[ϵunxx − αuδ,nunx + βun(1− uδ,n)(uδ,n − γ )]
un+
1
2 = un + 1t
2
[
ϵu
n+ 13
xx − αuδ,n+ 13 un+
1
3
x + βun+ 13

1− uδ,n+ 13
 
uδ,n+
1
3 − γ
]
un+1 = un +1t
[
ϵu
n+ 12
xx − αuδ,n+ 12 un+
1
2
x + βun+ 12

1− uδ,n+ 12
 
uδ,n+
1
2 − γ
]
(7)
where un represents the numerical solution at nth time level tn (=n×1t).
LetΩ = [0, 1] be the domain under consideration and T = [0, 1] denote the time interval. Let (x, t) denote any point in
the space–time domain (Ω × T ). Let the uniform discretization ofΩ be given by:
Ω =
m
e=1
Ωeh,
whereΩeh denotes a typical linear element [xe, xe+1], xe = (e−1)×1x,1x is the uniform spacing parameter,m is the total
number of elements.
Let V be the solution space and Vh be a finite dimensional subspace of V . Consider a standard basis {Nei }m+1i=1 , consisting
of standard linear interpolation functions on each elementΩeh , of the discretized finite element solution space Vh [26]. Then
on a typical elementΩeh , the discretized solution, u
e
h, can be written as:
ueh(x, t) =
2−
i=1
uei (t)N
e
i (x).
Using integration by parts, the Galerkin finite element formulation of the semi-discrete Eq. (7) on each elementΩeh can be
posed as:
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Find ueh ∈ Vh such that
ue
n+ 13
h , w

= (uenh , w)+
1t
3
(a(ue
n
h , w)+ (f e
n
h , w))
ue
n+ 12
h , w

= (uenh , w)+
1t
2

a

ue
n+ 13
h , w

+

f e
n+ 13
h , w

∀w ∈ Vh
(ue
n+1
h , w) = (ue
n
h , w)+1t

a

ue
n+ 12
h , w

+

f e
n+ 12
h , w

(8)
where (u, w) = 
Ωeh
uw dΩ ,
a(u, w) =
∫
Ωeh
(−ϵuxwx − αueδh uh,xw)dΩ and
f eh = βueh(1− ue
δ
h )(u
eδ
h − γ ).
On substituting the above element level discretized representation of ueh into the element level Taylor–Galerkin finite
element formulation (8), we get the corresponding element level linear systems. Each of these resulting element level linear
systems corresponding to Eq. (8) can be written as:
[Me]{ueh} = {F e},
whereMei,j =

Ωeh
Nei N
e
j dΩ
e
h ,
F ej =
2−
i=1
∫
Ωeh
(ueh,iN
e
i N
e
j + ueh,i(−ϵNei,xNej,x + αue
δ
h N
e
i,xN
e
j + β(1− uδh)(uδh − γ )Nei Nej ))dΩeh and
ueh = ue
n
h or u
en+
1
3
h or u
en+
1
2
h or u
en+1
h .
Solving the global linear system, resulting from the assembly of the element levelmatrices, gives rise to the 3TGFEM solution
at time level tn+1.
4. Stability analysis
Since the stability analysis can be performed only for linear Partial Differential Equations (PDE). Therefore, to analyze
the stability for any nonlinear PDE, it must be linearized locally and then the equation which approximates the linearized
PDE is analyzed for stability [28]. Experience has shown that the stability criteria obtained for the differential equation
approximating the linearized PDE also apply to the differential equation approximating the nonlinear PDE [28]. The same
approach has been employed here for stability analysis of the SPGBH equation.
The linearized version of the SPGBH equation (2) can be written as:
ut = g(u, t), t ≥ 0 (9)
with boundary conditions defined in (2). Here the operator g contains the spatial part of the SPGBH equation (2) and is linear
in the variable u.
Applying 3TGFEM, Eq. (9) leads to the following system of equations:
[M1]

∂un+
1
3
∂t

= [N1]{un}
[M2]

∂un+
1
2
∂t

= [N2]

un+
1
3

[M3]

∂un+1
∂t

= [N3]

un+
1
2

(10)
where M1,M2 and M3 are global tridiagonal matrices and un, un+
1
3 , un+
1
2 , un+1 denotes the unknown vector to be found
out at time level n, n + 13 , n + 12 and n + 1 at nodal points. N1,N2 and N3 are matrices resulting from the discretization of
g(un, t), g

un+
1
3 , t

and g

un+
1
2 , t

.
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Fig. 1. Stability region for δ = 1, 2, 3.
These system of equations again can be written as:
∂un+
1
3
∂t

= [L1]{un}
∂un+
1
2
∂t

= [L2]

un+
1
3


∂un+1
∂t

= [L3]

un+
1
2

(11)
where [Li] = [Mi]−1[Ni] for i = 1, 2, 3.
Let {λji, j = 1, 2, 3; i = 1, 2, . . . ,m + 1} be the eigen values of the each of the systems given by Eq. (11). Now the
scheme will be stable if for each system, the eigen values satisfies Re(λij1t) ∈ [−2, 0] [27].
4.1. Region of absolute stability
The absolute stability region of the numerical scheme for the SPGBHequation under consideration is the set of all complex
numbers α = λ1t such that any sequence generated by the method with such λ and1t satisfies
‖un‖ ≤ C as tn −→∞
for some suitable constant C [27].
Definition. A-Stablemethod: Amethod is called A-Stable if the region of absolute stability includes the region Re(λ1t) < 0.
The region of absolute stability for the 3TGFEM for the problem (2) is shown in Fig. 1(a)–(c) for different values of the
generalized parameter δ = 1, 2, 3, α = 1, β = 1, γ = 0.001 and ϵ = 1. From Fig. 1, one can notice that the eigen values,
corresponding to the matrix L3, times 1t fully lie inside the region of absolute stability (i.e. Re (λ
j=3
i 1t) ∈ [−2, 0]; i =
1, 2, . . . ,m+ 1). The comment also holds for the eigen values corresponding to L1 and L2.
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Table 1
Error in absolute norm for α = 1, β = 1, γ = 0.001, ϵ = 1 at different times.
δ t = 0.2 t = 0.4 t = 0.6 t = 0.8 t = 1.0
1 7.52002627E−16 4.08961059E−16 4.7117258E−15 1.8571299E−15 1.38999055E−14
2 3.36362882E−14 2.10109707E−14 2.10789719E−13 8.30897851E−14 6.21967755E−13
3 1.19404486E−13 7.95752353E−14 7.4847073E−13 2.95055647E−13 2.20888585E−12
5. Numerical results
Example 1. For ϵ = 1, with the following initial and boundary conditions
u(x, 0) =
γ
2
+ γ
2
tanh(A1x)
 1
δ
, 0 ≤ x ≤ 1,
u(0, t) =
γ
2
+ γ
2
tanh(−A1A2t)
 1
δ
, 0 ≤ t ≤ 1,
u(1, t) =
γ
2
+ γ
2
tanh(A1(1− A2t))
 1
δ
, 0 ≤ t ≤ 1,
the exact solution of Eq. (2) is given by [8–10,29]:
u(x, t) =
γ
2
+ γ
2
tanh(A1(x− A2t))
 1
δ
,
where, A1 = −αδ + δ

(α2 + 4β(1+ δ))
4(1+ δ) γ ,
A2 = γα1+ δ −
(1+ δ − γ )(−α +(α2 + 4β(1+ δ)))
2(1+ δ) .
For ϵ < 1, the exact solution is not known. Grid validation of the code has been done and a grid of 129 mesh points is found
to be optimal. The computed solution has been successfully comparedwith the exact solution for different set of parameters
over the grid of 129 number of nodal points. We get pointwise accuracy ranging from 10−11 to 10−16 in the absolute norm.
For the cases δ = 1, 2, 3 and keeping other parameters fixed as α = 1, β = 1 and γ = 0.001 with appropriate initial and
boundary conditions, the three-step Taylor–Galerkin finite element solution (3TGFES) has been compared with the exact
solution over the grid of 129 mesh points. The errors in absolute norm, for the cases δ = 1, 2, 3 are presented in Table 1 at
different time levels for the above set of parameters. Also for the above set of parameters, the plots for exact solution and
3TGFES is shown at time level t = 0.1, 0.5 and 1.0 in Fig. 2. From these plots one can notice that the computed solution
agrees very much with the exact solution which validates the scheme and the code. Validation of the code in the case
where the exact solution is available has been a standard practice in the literature. Once such a validation of the scheme is
provided then the credibility of the scheme in computing a solution for the case where an exact solution is not available gets
enhanced.
Example 2. Consider Eq. (2) with initial and boundary conditions defined as
u(x, 0) = sinπx, 0 ≤ x ≤ 1,
u(0, t) = 0, 0 ≤ t ≤ 1,
u(1, t) = 0, 0 ≤ t ≤ 1.
The exact solution is not known in this case. For the grid validation of the code, the three-step Taylor–Galerkin finite element
solution 3TGFES has been computed over the grid of 65, 129, 257 and 513 mesh points for different parametric values.
It has been found out that as the grid is increased from 129 to 257 and higher number of mesh points, the variation in
the maximum pointwise relative error is less than 10−7 irrespective for change of parameters used in the simulations. In
Fig. 3(a)–(c), the 3TGFES has been plotted over different grids of nodal size 65, 129, 257 and 513 for the parametric values
δ = 1, 2, 3 and α = 10, β = 100, γ = 0.01 for the singular perturbation parameter ϵ = 2−4 at time level t = 0.5. One
can easily notice that the solution generated by the 3TGFEM is independent of the grid size and the solution plots turn out
to be the same over all the different grids of size greater than 129 mesh points. To further validate the grid selection to be
independent of parametric values, the 3TGFES has been compared in Fig. 3(d)–(f) for a different set of parametric values i.e.
δ = 1, 2, 3, α = 1, β = 1, γ = 0.001 and ϵ = 2−7 over the grid of 65, 129, 257 and 513 nodes at time level t = 1.0.
It can clearly be seen that the 3TGFES overlaps for the different gird sizes which verifies the grid validity. All the further
computations have been carried out on the grid with 129 mesh points.
782 B.V.R. Kumar et al. / Computers and Mathematics with Applications 62 (2011) 776–786
(a) α = 1, β = 1, γ = 0.001, δ = 1, ε = 1. (b) α = 1, β = 1, γ = 0.001, δ = 2, ε = 1.
(c) α = 1, β = 1, γ = 0.001, δ = 3, ε = 1.
Fig. 2. Computed solution vs. exact solution.
For different values of the parameter δ and ϵ, the 3TGFES is presented.
In Fig. 4(a)–(f), the 3TGFES is plotted for α = 1, β = 1, γ = 0.001, δ = 1, 2, 3 and different values of the singular
perturbation parameter ϵ at two different time levels t = 0.4 and t = 0.8. In each plot, for different values of ϵ, one
can notice the development of the boundary layers. As the singular perturbation parameter ϵ −→ 0, the boundary layer
becomes more sharp. From the plots, at time level t = 0.8 and for ϵ = 2−8, it is evident that the 3TGFEM is capable of
handling very sharp boundary layers.
In Fig. 5, the 3TGFES is plotted for α = 1, β = 1, γ = 0.001, δ = 1, 2, 3 and ϵ = 2−3, 2−7 at different time levels.
In each plot, one can notice the 3TGFES behavior with the passage of time. In plots 5(d)–(f), for ϵ = 2−7, we can notice
the evolution of the boundary layer as time increases. Also these plots depict very sharp boundary layer at times t = 0.7
and 0.9.
6. Conclusion
The three-step Taylor–Galerkin finite element method has been deployed successfully to solve the singularly perturbed
generalized Burgers–Huxley equation (2). Time discretization is performed prior to the spatial discretization. The method is
third-order accurate in time. Also since 3TGFEMdoes not require upwinding, themethod can be used successfully for solving
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(a) α = 10, β = 100, γ = 0.01, δ = 1, ε = 2−4 . (b) α = 10, β = 100, γ = 0.01, δ = 2, ε = 2−4 .
(c) α = 10, β = 100, γ = 0.01, δ = 3, ε = 2−4 . (d) α = 1, β = 1, γ = 0.001, δ = 1, ε = 2−7 .
(e) α = 1, β = 1, γ = 0.001, δ = 2, ε = 2−7 . (f) α = 1, β = 1, γ = 0.001, δ = 3, ε = 2−7 .
Fig. 3. Grid validation for different values of parameters.
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(a) α = 1, β = 1, γ = 0.001, δ = 1. (b) α = 1, β = 1, γ = 0.001, δ = 2.
(c) α = 1, β = 1, γ = 0.001, δ = 3. (d) α = 1, β = 1, γ = 0.001, δ = 1.
(e) α = 1, β = 1, γ = 0.001, δ = 2. (f) α = 1, β = 1, γ = 0.001, δ = 3.
Fig. 4. Evolution of boundary layer as ϵ → 0.
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(a) α = 1, β = 1, γ = 0.001, δ = 1, ε = 2−3 . (b) α = 1, β = 1, γ = 0.001, δ = 2, ε = 2−3 .
(c) α = 1, β = 1, γ = 0.001, δ = 3, ε = 2−3 . (d) α = 1, β = 1, γ = 0.001, δ = 1, ε = 2−7 .
(e) α = 1, β = 1, γ = 0.001, δ = 2, ε = 2−7 . (f) α = 1, β = 1, γ = 0.001, δ = 3, ε = 2−7 .
Fig. 5. Temporal variation of the solution with different values of δ and ϵ.
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highly convection dominated flow problems. Stability analysis has been carried out for themethod. The 3TGFES is compared
with the exact solution for ϵ = 1. Numerical results depict the development of very sharp boundary layer as ϵ −→ 0. From
solution plots, it is very clear that the 3TGFEM is robust and efficient in handling these sharp boundary layers.
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