The similarity between different subcategories and scarce training data due to the difficulties of Fine-grained recognition. Even in the same subcategories, there can be some differences due to the distinct color and pose of objects. We propose some models for fine-grained plant recognition by taking advantage of deep Convolutional Neural Network (CNN) and traditional feature based methods including SIFT [1], Bag of Word (BoW) [2] . We evaluate our method on Oxford 102 Flowers dataset [3], our results show that the CNN method achieves higher accuracy than the traditional feature based methods. Our results demonstrates state-of-the-art performances on the Oxford 102 Flowers with 88.40% (Acc.).
Introduction
Object recognition is one of the major focuses of research in computer vision. Most of existing recognition tasks are on basic-level: distinguishing between table, human, computer, car and so on. Categories differ greatly from each other on basic-level recognition. On the contrary, fine-grained recognition concentrates on differences between subcategory (breeds, species or product models), for example, recognition of different species of birds or species of flowers, which means similarities existing across categories and subtle differences needed to be found.
Scale-invariant feature transform (SIFT) is an algorithm for local features detection and description. SIFT and its variants are frequently used in image matching and image retrieval to extract features. Since Sivic et al. [2] introduced the BoW method from natural language processing to computer vision and achieved great success on many public datasets, including 15-Scenes [4], Caltech-256 [5], PASCAL VOC [6] etc. CNN first was popularized by LeCun [7] to use in digit recognition, but fell out of fashion because of the requirement for strong computing power and large amounts of training data. With the development of parallel computing and the construction of large image databases, CNN goes to front stage again and achieves high success in many computer vision tasks. For instance, Krizhevsky et al. [8] achieved an impressive result using a CNN in ILSVRC2012 [9] with two GPUs to accelerate the computation of CNN parameters. Inspired by Krizhevsky et al., many groups proposed CNN architectures to solve the classification problems. In order to get a better performance, many CNNs ( [10] [11] [12] ) are first pre-trained on a large image set, ImageNet [9] for example, followed by domain-specific fine-tuning. Girshick et al. [10] proposed a model applied CNN to bottom-up region proposals and generalized the CNN classification results on ImageNet to Pascal VOC. N Zhang et al. [12] fine-tuned the ImageNet pre-trained CNN for the 200-way bird classify using the ground truth bounding box crops of the original images.
In recent years, a variety of methods about find-grained classification have been proposed. We divide these methods into two parts. One is traditional feature based methods, usually using some methods to extract hand-made features and then using a classifier for classification. Another is CNN based methods, usually using a deep convolutional neural network to extract features and obtain the classification result automatically.
In this paper, we propose our methods in both traditional hand-made features based and CNN. We combine the SIFT and BoW for image classification. Then we use CNN for image classification to compare to the method mentioned before. Our results show that CNN method can achieve higher accuracy than the traditional method.
Model for multi-features fusion with BoW
We first use SIFT and its variants to extract the local features, we densely sample from the image with stride 4. We sample the image block size 8x8, 16x16, 24x24 and 32x32 each time. We conduct our experiment to find out the block size influence to the results. After local feature extraction, we use k-means [13] to generate the vision dictionary. Considering the influence of dictionary's size to the performance and accuracy of our model, we conduct our experiment on different dictionary sizes: 256, 512, 1200 and 2000. The purpose of encoding is to use the visual word in vision dictionary to represent the image local features. Encoding methods can be grouped into two categories according the differences of expressions: 1) local features are expressed as a linear combination of the visual words, 2) records of the differences between local features and the visual words. First category including: quantization coding [2] , soft quantization coding [14] , sparse coding [15] , locality-constrained linear coding [16] , etc. The second category including: Fisher vector coding [17] and super vector coding [18] . We choose the locality-constrained linear coding for a best result in our experiments. We use max-pooling to change the local feature coding vector to the whole image feature coding vector. Table 1 shows the specific method used in our experiment during each stage. 
Model for Convolutional Neural Network
Krizhevsky et al. demonstrated the excellent result of CNN in ILSVRC2012, after that, many groups proposed CNN architectures to solve the classification problems. In order to settle the lack of training data, many of them will first trained the CNN on a large dataset and then fine-tune the CNN to the specific domain. We follow the procedure of first pre-training on ILSVRC dataset and then fine tuning to the Oxford 102 flowers dataset. We name the CNN architecture of Krizhevsky et al. AlexNet.
The architecture of AlexNet shows in Fig 2. Which contains 5 convolutional layers and 3 full connected layer. We first resize the image to 256x256 and then crop to 224x224. In order for translation invariance. We then flip the image for rotation invariance. Each layer's parameters show in table 2.
Besides AlexNet, we use GoogLeNet [20] for experiment as well. GoogLeNet is the best performance architecture in ILSVRC 2014. We first pre-train on ILSVRC 2014 and find-tune to Oxford 102 flowers. We keep the parameters of GoogLeNet as the same as Christian et al. except the output change to 102. Inspired by Girshick et al. [10] , we consider that we can make use of the specific parts in image other than the whole image for a more classification. So we follow the Grishick et al. to introduce the region proposal to fine-grained plant classification. We first use selective search for region proposal and fine tune the CNN. Here, we use AlexNet and GoogLeNet for experiment.
Test results
We show our result in table 3. In our results, we find out that the model of CNN obtains a better result than the traditional hand-make feature method. And the multi-feature fusion's result is better than one feature. However, the region with CNN methods achieve highest accuracy in our experiments, it is because the fine-grained plant classification's characteristic. Fine-grained classification forces us to focus on specific part of image such as leaf, flower and stem other than the whole image. So after region proposal, we recognize the image with the help of all regions, which augment the training set and get a best result in the end. 
Conclusion
We compare two kinds of different image recognition methods, one is hand-crafted feature methods, and another is CNN methods. Our result shows that the CNN methods can achieve higher accuracy than the other. In the meantime, our method utilizes the bottom-up region proposals and pre-trained CNN to boost the accuracy of fine-grained recognition. Our experiments show that it is highly beneficial to force CNN to focus on significant parts of object other than the whole image by bottom-up region proposals. In future extensions of this work, we will consider using CNN features of proposals to classify the object other than the CNN classify results. We also plan to investigate the influence of features from different CNN layer, because we think that we should always focus on significant subtle parts rather than the whole image in fine-grained recognition. Finally, we will explore the way to accelerate the recognition procedure to obtain both accuracy and speed.
