Abstract High temperatures and heat waves are related but not synonymous concepts. Heat waves, generally understood to be acute periods of extreme warmth, are relevant to a wide range of stakeholders because of the impacts that these events have on human health and activities and on natural environments. Perhaps because of the diversity of communities engaged in heat wave monitoring and research, there is no single, standard definition of a heat wave. Experts differ in which threshold values (absolute versus relative), duration and ancillary variables to incorporate into heat wave definitions. While there is value in this diversity of perspectives, the lack of a unified index can cause confusion when discussing patterns, trends, and impacts. Here, we use data from the North American Land Data Assimilation System to examine patterns and trends in 15 previously published heat wave indices for the period 1979-2011 across the Continental United States. Over this period the Southeast region saw the highest number of heat wave days for the majority of indices considered. Positive trends (increases in number of heat wave days per year) were greatest in the Southeast and Great Plains regions, where more than 12 % of the land area experienced significant increases in the number of heat wave days per year for the majority of heat wave indices. Significant negative trends were relatively rare, but were found in portions of the Southwest, Northwest, and Great Plains.
Adaptation (SREX), the Natural Resources Defense Council (NRDC) released the report "Killer Summer Heat: Projected Death Toll from Rising Temperatures in America Due to Climate Change", and Climate Communications released the report, "Heat Waves and Climate Change." These studies provide assessments of recent patterns and trends in heat extremes. They also address the complexities involved in evaluating and projecting the frequency and intensity of heat extremes in a changing climate. The occurrence of multiple high profile extreme heat waves in recent years (e.g., Chicago in 1995 , Europe in 2003 , Russia in 2010 has highlighted the importance of understanding and projecting patterns in extreme heat anomalies.
With respect to recent trends, the IPCC SREX cites the work of Trenberth et al. (2007) and Alexander et al. (2006) , who found that 70-75 % of global land area with data coverage saw a statistically significant increase in minimum temperatures (T min ), while 40-50 % of global land area experienced an increase in maximum temperatures (T max ) over the period 1951 . However, Alexander et al. (2006 shows that some regions departed from these trends, two of which were the eastern United States and central North America. In these regions, negative trends in T min and T max were observed, supporting Pan et al. (2004) who termed the phrase "warming hole" over this region. In parallel, a number of studies have looked specifically at trends in heat wave events rather than in temperature means (e.g., Meehl and Tebaldi 2004; Hansen et al. 2012) . The recent work in Hansen et al. (2012) describes that future (warmer) climates will experience the emergence of a new category of extreme outliers (>3σ over the mean). During the baseline period of , heat wave events classified as >3σ over the mean, covered only 1 % of landmass. However, in recent years (2006) (2007) (2008) (2009) (2010) (2011) the average landmass coverage of these extreme outliers has been 10 %. Model results from Meehl and Tebaldi (2004) show that heat waves will become more intense, more frequent and longer lasting in the second half of the 21st century.
Trends in T min and T max are related, but not necessarily synonymous with trends in heat wave events. In part this is due to the inherent difference between temperature, typically evaluated as a continuous variable, and a heat wave event, understood as an exceedance of some defined threshold. However, it is also a product of the fact that there is no consensus on the definition of a heat wave. While a heat wave is generally understood to be a period of extreme and unusual warmth, quantitative definitions of heat waves differ in (1) the metric of heat used-e.g., daily mean temperature (T mean ) (Anderson and Bell 2011) , daily T max (Peng et al. 2011; Meehl and Tebaldi 2004) , temperature and humidity (Grundstein et al. 2012; Rothfusz and Scientific Services Division 1990) and apparent temperature (Steadman 1984) -(2) the manner in which thresholds of exceedence are defined-as an absolute threshold (e.g., T max greater than 40.6°C (Robinson 2001) ), or as a relative threshold, (e.g., the 95th percentile (Anderson and Bell 2011))-and/or (3) the role of duration in a heat wave definition (e.g., 1 day (Tan et al. 2007 ), or multiple length criteria (Meehl and Tebaldi 2004) .
The diversity of definitions reflects the diversity of reasons that heat waves are studied. Climate scientists, who are primarily interested in the evolving statistics of weather in climate change, tend towards definitions that include a probability of exceedance in some relatively straightforward metric, usually defined relative to a long term mean (e.g., Hansen et al. 2012; Schar et al. 2004 ). Health researchers, in contrast, are interested in the aspects of a heat wave that are most relevant to human well-being. These heat wave definitions are also more likely to be regionally specific than climate-focused definitions, and may also target vulnerable subsets of the population. These health definitions are often informed by recognized links between heat and morbidity or mortality (Semenza et al. 1999; Hajat et al. 2006; Medina-Ramon and Schwartz 2007; Anderson and Bell 2009) , which makes it possible to select or customize heat wave indices for the purpose of predicting health impacts in specific geographic settings or in particular populations (Barnett et al. 2010; Metzger et al. 2010; Williams et al. 2012) . Such studies can inform the use of heat wave indices in operational warning systems.
Because of the diversity of stakeholders involved in the study of heatwaves, researchers and health experts are able to collaborate to evaluate local health risks posed by climate variability and change. However, the diversity of definitions can also lead to some confusion in the broader discussion of climate trends and the impacts of climate change. Indices that give a high weight to daily T max may be higher in hot, dry regions while those focused on daily T min or apparent temperature would tend to be higher in humid zones. There is value in monitoring and projecting each of these kinds of heat extremes, but there is also a need to be clear about definitions such that reported patterns and trends can be understood in the context of other studies.
In this paper we analyze geographic patterns and trends for the Continental United States (CONUS) in fifteen different previously published heat wave indices (HI). The objective is to describe and explain how the choice of definition influences conclusions regarding the observed frequency of extreme heat events in different regions of the CONUS over the past 33 years, in order to provide a baseline for interpreting studies that project future trends in extreme heat events.
Materials and methods

Data
The meteorological data used in this study are from Phase 2 of the North American Land Data Assimilation System (NLDAS-2). The NLDAS-2 data have a spatial resolution of 1/ 8 degree (~12.5 km) and an hourly temporal resolution (Xia et al. 2012; Mitchell et al. 2004) . As heat waves are the focus of this study, only data from the warm season, May 1-Sept 30, were considered. The analysis period is 1979-2011.
NLDAS-2 was used for this study because it provides the most reliable, spatially complete dataset of its kind. The six NLDAS-2 forcing fields used were temperature, surface pressure, specific humidity, downward shortwave radiation, U-wind and V-wind. From these fields, wind speed, net extra radiation per unit area of body surface, relative humidity and vapor pressure were derived.
NLDAS-2 forcing fields are derived from the National Centers for Environmental Prediction (NCEP) North American Regional Reanalysis (NARR) data. NARR fields have a 32 km spatial resolution and 3-hourly temporal resolution. The NARR fields are derived from the 3-hourly NCEP Eta Data Assimilation System (EDAS) when available (~92 % of the time), otherwise the 3-hourly and 6-hourly Eta mesoscale model forecast fields are used . The NARR assimilation system is fully cycled including prognostic land states with a 3-hourly forecast from the previous cycle serving as a first guess for the next cycle (Mesinger et al. 2006) . Additional information about the NARR field processing can be found in Mesinger et al. (2006) .
The NLDAS processing system performs a spatial interpolation to downscale NARR fields to the NLDAS 0.125°grid. For all fields used in this study, a bilinear interpolation procedure is used. This interpolation method conserves the area-averaged values, while simultaneously allowing for interpretation to a higher resolution grid . Following this, a temporal interpolation is performed to adjust to the NLDAS hourly resolution. Once the other interpolations are completed, Geostationary Operational Environmental Satellite (GOES) based shortwave radiation data are used to produce that NLDAS forcing fields .
The topography of the NLDAS 12.5 km grids is different from the NARR 32 km grids, and therefore temperature, pressure, humidity and longwave radiation fields must be adjusted. First, a lapse rate of −6.5 Kkm -1 is applied to adjust temperature over the change in elevation. Using the adjusted temperature, the 2 m pressure fields are adjusted using the Hydrostatic Approximation and Ideal Gas Law. Specific humidity fields are adjusted by assuming constant relative humidity across the change in elevation, as well as the equations of state for water vapor and dry air, the definition of specific humidity and Wexler's saturated water vapor pressure equation. Downward longwave radiation is adjusted using the Stefan Boltzman law.
Further details and equations for the interpolations and elevation adjustments can be found in Cosgrove et al. 2003 . The implication of the interpolation method for this study is that heat indices defined by absolute thresholds will be responsive to lapse rate corrections, while indices defined using local statistical distributions will be insensitive to the static in time local corrections. We note that for all indices the resolution of NLDAS-2 is appropriate for regional studies but is inadequate to address questions related to urban heat islands, within-municipality variability in extreme heat exposure, or localized effects of contrasts in topography and land cover.
Quality control of the NLDAS-2 forcing fields is based on the Assistance for Land surface modeling Activities (ALMA) forcing data conventions. In addition, validation studies have shown NLDAS forcing fields to be extremely realistic . One such study focuses on the NLDAS forcing fields validated against in-situ measurements from the Oklahoma Mesonet monitoring network . The fields of air temperature, surface pressure, specific humidity, downward shortwave and longwave radiation all had an R≥0.92, while wind speed has an R00.75. Similar validation studies are being completed on NLDAS-2 forcing fields (http://ldas.gsfc.nasa.gov/nldas/ NLDAS2valid.php). Table 1 shows the sixteen, previously published HI used in this study. The indices are divided into two main groups according to the type of threshold used in defining heat wave days: relative thresholds and absolute thresholds. Data from the warm season (1 May-30 September) was used for the years 1979-2011.
Heat wave indices
Relative thresholds
All relative threshold heat indices use the climatological mean over the 1979-2011 time period to calculate the percentiles. Indices HI01 through HI06 are drawn from Anderson and Bell (2011) . For each, a threshold defined on the basis of the long-term local temperature record must be met for at least two consecutive days. HI01 uses daily T mean and the 95th percentile as the threshold. HI02, HI03 and HI04 apply the same rule to the 90th, 98th, and 99th percentiles of daily T mean , respectively. HI05 uses the 95th percentile of T min and HI06 uses the 95th percentile of T max .
HI07 (Peng et al. 2011; Meehl and Tebaldi 2004 ) applies a three-step process to define heat wave days. First, for every day in a heat wave the T max must be over the 81st percentile. Second, the T max must exceed the 97.5th percentile for at least three consecutive days within the heat wave, but also allowing for days with T max <97.5th percentile. Lastly, the whole time period classified as a heat wave must have an average T max greater than the 81st percentile. Steadman (1979) HI08, HI09 and HI10 are based on thresholds of Apparent Temperature (AT). Following Steadman (1984) , AT is calculated as:
where AT is measured in°C, T is temperature in°C, VP is vapor pressure in kPa, v is wind speed in ms
, and Q g is net extra radiation per unit area of body surface in Wm −2 . AT is calculated every hour throughout the day, and then daily AT max is classified into one of three categories: hot (>85th percentile), very hot (>90th percentile) and extremely hot (>95th percentile).
Absolute thresholds
HI11 uses a straightforward approach: everyday that T max is over 35°C is classified as a heat wave day (Tan et al. 2007 ).
HI12 (Robinson 2001 ) uses both T min and T max to define heat wave days: the threshold value for T max is 40.6°C and for T min is 26.7°C. At least one of these thresholds must be met on at least two consecutive days to classify each of those days as a heat wave day.
HI13 through HI16 use the National Weather Service's (NWS) heat index (I NWS ). I NWS is calculated using temperature and relative humidity, however other factors such as vapor pressure, wind speed, characteristics of human activity levels, sweating rate etc. were used to parameterize the equation (Rothfusz and Scientific Services Division 1990) . The heat index is calculated using Eq. 2:
where I NWS is the heat index in°F, T is the temperature in°F and R is relative humidity measured as a percentage (Rothfusz and Scientific Services Division 1990; Steadman 1979 There are two instances where an adjustment is made to the calculation of I NWS (http:// www.hpc.ncep.noaa.gov/heat_index/hi_equation.html). First, if R is less than 13 % and T is between 80°F and 112°F, then the following adjustment value is subtracted:
Second, if R is greater than 85 % and T is greater than 80°F but less than 87°F, then the following adjustment value is added:
The highest threshold value, HI16, was too rare to inform statistical analyses of frequency or trends. Because of this, HI16 results will not be shown.
Statistical Analysis
For each HI, the number of heat wave days was summed annually (warm season) at the NLDAS grid cell scale. To gain insight into regionalized patterns of the HI, CONUS was divided into six regions: Northwest (Washington, Oregon, Idaho), Southwest (California, Nevada, Utah, Arizona, New Mexico and Colorado), Great Plains (North Dakota, South Dakota, Montana, Wyoming, Nebraska, Kansas, Oklahoma, Texas), Midwest (Minnesota, Iowa, Missouri, Wisconsin, Illinois, Indiana, Ohio, Michigan), Southeast (Arkansas, Louisiana, Mississippi, Alabama, Tennessee, Kentucky, Georgia, Florida, South Carolina, North Carolina, Virginia) and Northeast (Pennsylvania, New Jersey, New York, Rhode Island, Connecticut, Massachusetts, Vermont, New Hampshire, Maine, Maryland, West Virginia, Delaware). These regions are depicted in Figure 1 and approximately match the six geographical regions used for regional climate change analysis in the United States Global Change Research Program (USGCRP) report Global Climate Change Impacts in the United States (2009).
For each of the fifteen HI, the total number of annual heat wave days was averaged over the 33-year timespan at the NLDAS grid cell scale. These results were then averaged over the six CONUS regions to arrive at the average number of heat wave days unique for each heat wave index and region.
These heat wave day averages were then assessed for their trends over the 1979-2011 time period using ordinary least squares (OLS) regression. As the OLS residuals exhibited nonnormality for several indices (as shown by Shapiro-Wilks normality testing), significance tests were performed using the Mann-Kendall tau test. The Mann-Kendall tau test is a nonparametric test that does not assume an underlying probability distribution of the data, and is also robust to outliers (Moberg et al. 2006 ). Because of this, it is valuable when assessing trends in climate data and therefore has been used in previous studies of trends in extreme temperature indices (El Kenawy et al. 2011; Efthymiadis et al. 2011; Kuglitsch et al. 2010) . A trend was considered statistically significant if the p-value was smaller than the significance level α of 0.05. Based on the results of the Mann-Kendall testing, all insignificant trends were masked out. The average of the resulting significant trends was computed for each of the six CONUS regions for all fifteen HI. Results are reported for trends calculated over the entire 1979-2011 period of record available at the time the study was performed. The sensitivity of trends to choice of time period was assessed by repeating the trend analysis with the beginning date shifted between 1979 and 1981 and the end date shifted between 2007 and 2012 (provisional data used for 2012). It was found that results were very similar for all analyses that included data through at least 2009. For periods that excluded recent years the geographic pattern and direction of trends was similar, but statistical significance of trends tended to be reduced. To compliment these trend values, landmass coverage was calculated. These landmass coverage percentages represent the number of cells covered by significant trends (which were averaged) divided by the total number of cells in that region.
Results
To provide an example of the prevailing climate characteristics used to define the relative HI, Fig. 2 shows the average daily T max , standard deviation of the daily T max , and the 95th percentile threshold for T max for May-September 1979 . That is to say, for HI06 the temperature field mapped in Fig. 2c must be met for at least two consecutive days for those days to count as a heat wave day. Figure 3 shows the results of the analysis of the average number of annual heat wave days; note that scale bars differ depending on the definition so as to accentuate the spatial patterns. To get a quantitative look at these differences, Table 2 shows the results of this analysis for each of the six CONUS regions.
Average annual heat wave days
The Northwest region experienced the highest frequency of heat wave occurrence for HI01-HI05, HI08 and HI09, the Southeast experienced the highest frequency for HI06, HI07, HI10, HI11, and HI13-HI15 and the Southwest experienced the highest frequency for HI12. The Great Plains, Midwest and Northeast regions did not see the highest frequency of heat wave occurrence for any HI. The range of averages between the six regions was much smaller for relative threshold definitions than the range seen between absolute threshold definitions. Figure 4 shows the results of temporal trend analysis. Only the trends with significance over 95 %, based on the Mann-Kendall test, are shown in color. The majority of the trends are positive, indicating that from 1979 to 2011 the average number of annual heat wave days has increased. Figure 5 summarizes this trend information for defined CONUS regions in terms of magnitude and extent of significant trends. The value printed in each cell is the trend value (in days/year). The color of the cell represents the direction of the trend, where red represents positive trends and blue represents negative trends. The shades of red and blue represent the landmass percentage covered by this significant trend, increasing in percentage from the lightest shades to the darkest shades. The majority of the trends observed across CONUS regions are positive, with the largest positive trends found in the Southeast and Great Plains regions. For the positive trends, the percentage of landmass covered ranges from 0 % to 38 %. Positive trends were found across more than 12 % of the landmass area for the majority of HI for the Southeast and Great Plains regions; coverage over 12 % was found for twelve HI in the Southeast and eight indices in the Great Plains. The largest magnitude negative trend was found in the Southwest region, with other negative trends seen in the Northwest and Great Plains regions. Landmass coverage of these negative trends ranged from 0 % to 12 %.
Temporal trends
Discussion
The results of the index intercomparison presented in this study are generally consistent with warming trends observed in previous studies (Meehl and Tebaldi 2004; Schar et al. 2004; Hansen et al. 2012) . Our study shows that in the past 33 years the frequency of heat waves days has increased across most CONUS regions, according to the majority of HI. Some of our results show regional exceptions to these overall trends: negative trends were found for In looking at the frequency of heat wave days over the past 33 years, the geographical patterns are varied between HI. Most of the patterns shown in Fig. 3 have a sensible explanation based on what information was included in the definition of a heat wave day. For example, the geographical patterns of high heat wave day frequency in HI13 and HI14 correspond to the areas of CONUS with high humidity; this is consistent with the fact that these definitions include both temperature and relative humidity data.
Our results do differ from some previous studies of heat wave trends in the United States. These apparent inconsistencies can be attributed to differences in time period of analysis, data source, spatial resolution of analysis, and heat wave definitions. For example, Alexander et al. (2006) found that the Southeast region has experienced a decrease in heat waves, but their study used an earlier time period, 1951-2003, and defined a heat wave on the basis of single day T max . Robinson (2001) also found decreases in heat waves throughout the US South. That study uses the HI12 definition of a heat wave day, but is based on an earlier time period, , and uses station data that resulted in a coarser temporal resolution. Such discrepancies make it difficult to compare results across studies and can lead to some confusion in assessments of the magnitude and geography of heat wave trends.
The diversity of HI found in the literature is understandable, considering the range of reasons that heat waves are studied. While climate scientists are often concerned with trends in the statistics of high temperature, health experts focus on indices that capture impacts on human well-being, which are frequently influenced by social factors such as acclimation and exposure. Collaboration between climate and health communities is particularly valuable in this context. For example, a number of health-oriented studies have demonstrated that the largest mortality effects due to increased heat occur in northern cities in the United States, or areas with milder summers (Anderson and Bell 2011; Medina-Ramon and Schwartz 2007;  Curriero et al. 2002) . Here, we find that in the NLDAS record, ten of the fifteen indices show that the percent area experiencing significant increases in heat waves is larger in the Southeast than in the Northeast, and that for nine of these ten indices the magnitude of trend has been greater in the Southeast than the Northeast. Therefore, according to the majority of indices considered in this study the Southeast has seen larger and more spatially extensive trends than the Northeast. Future studies can pair this information with the relative health effects of heat waves in differing regions to grasp a complete understanding for planning health interventions and climate change adaptation strategies. The Northwest region is another example of the potential value in communication across fields: while several of the objective indices in this study had their highest frequency in the Northwest, health experts recognize that heat waves have not been a major health concern in that region relative to other parts of the country. There are also discrepancies between the research literature and operational health warnings. Davis et al. (2006) found that relative threshold HI are better predictors of health impacts than those that use absolute thresholds. However, HI13-HI16, which use absolute thresholds, are of particular importance to the general public because they align with the heat alerts that are issued by the National Weather Service and broadcast by organizations such as The Weather Channel. In a recent study of US football player deaths, Grundstein et al. (2012) found that 45 % of these deaths occurred in conditions that did not trigger an NWS alert (meaning conditions less than the HI13 threshold). The spatial patterns and trends observed in HI13-HI15 do not align particularly closely with any other HI, which raises the question of whether the public is receiving the most meaningful information regarding heat wave events.
The specific results of our study are limited by the dataset used in the analysis: NLDAS-2 is the preeminent gridded land surface reanalysis for the United States, but it relies on relatively coarse NARR fields as the foundation for meteorological estimates and its downscaling routines do not account for localized differences in lapse rate or surface properties or for nonstationarities such as land-use change. For this reason the patterns and trends identified in this study must be understood as mesoscale results that do not account for phenomena such as urban heat islands that are relevant to local health impacts. In addition, only monotonic trends in heat wave days were considered; higher order trend analysis could provide further insight on recent climate changes. Nevertheless, it is shown that choice of index is critically important to the resulting analysis of patterns and trends. In addition, these index comparisons could be translated easily to different datasets for more focused local analyses.
Conclusions
This study demonstrates that estimates of the frequency, trends, and geographical patterns of heat waves in the CONUS strongly depend on how heat waves are defined. This fact, combined with discrepancies between studies in the time period considered, meteorological datasets used, and spatial resolution of analysis, has led to a wide range of conclusions regarding frequency and trends of extreme heat events in the United States.
This study shows that across CONUS regions the range in average number of heat wave days is greater for absolute HI than for relative HI. For both the relative and absolute HI, the Southeast saw the highest values of average heat wave days, indicating that the Southeast has experienced more heat wave days from 1979 to 2011 than any other CONUS region. From the trend analysis, this study has shown that the Southeast and Great Plains regions have experienced both the largest magnitude and most widespread increases in heat wave days per year according to most indices.
Characterization and regionalization of heat waves across the United States is essential to expanding our knowledge of climate change processes and impacts. Understanding the role that definitions play in such studies is important for interpreting seemingly contradictory results and for enhancing the quality of communication between climate scientists, health researchers, and the general public. In this study, we have applied one consistent dataset to compare patterns and trends across fifteen previously published HI. Similar comparisons can be performed for other meteorological datasets and for future climate projections in order to explore the full range of heat wave impacts associated with climate variability and change.
