An e cient inexact-Newton-Krylov algorithm is presented for the computation of steady aerodynamic ows. The algorithm uses preconditioned, restarted GMRES in matrix-free form to solve the linear system arising at each Newton iteration. The preconditioner is formed using an ILU(2) factorization of an approximate Jacobian matrix after applying the Reverse Cuthill-McKee reordering. The algorithm has been successfully applied to a wide range of test cases which include inviscid, laminar, and turbulent aerodynamic ows. In all cases except one, convergence of the residual to 10 ?12 is achieved with a CPU cost equivalent to fewer than 1200 function evaluations. The sole exception is a low Mach number case where some form of local preconditioning is needed. Several other e cient implicit solvers have been applied to the same test cases, and the matrix-free inexact-Newton-GMRES algorithm is seen to be the fastest and most robust of the methods studied. Hence this strategy is an excellent option for ow computations in which memory use is not critical, such as two-dimensional applications.
Introduction
Early e orts in the development of e cient solvers for aerodynamic calculations concentrated on approximate factorization methods and methods exploiting multigrid in some manner. Beam and Warming 1] introduced the approximate factorization method for the Euler and Navier-Stokes equations in 1976. Steger 2] used this algorithm in the well-known ow solver ARC2D. ARC2D was further developed by Pulliam 3] with the addition of local time-stepping, diagonalization, and grid sequencing. Recently, multigrid acceleration has been added 4, 5] , increasing the convergence rate by factors of three to six.
Multigrid acceleration techniques for transonic potential ows were rst introduced in the late 70's 6, 7] . Ni 8] and Jameson 9] extended the application of multigrid to the Euler equations. Application to the NavierStokes equations was done a few years later by Martinelli et al. 10 ]. Jameson's approach generally includes an explicit multi-stage iterative method, local time-stepping, and implicit residual smoothing. This approach has received considerable use for aerodynamic ows 11] .
In the late 80's, consideration was given to Newton's method as a solver for the Navier-Stokes equations.
Venkatakrishnan 12] and Bailey and Beam 13] successfully implemented exact Newton methods. This approach was found to be robust, but memory use and the CPU time required to reach steady state are not competitive with the methods mentioned earlier.
The development of reliable iterative solvers for nonsymmetric matrices, such as GMRES 14] , opened the door to the development of quasi-Newton methods. Quasi-Newton methods can be classi ed as inexactNewton methods or approximate-Newton methods. In the rst category, the large linear system arising at each Newton step is solved approximately. In an approximateNewton method, the functional Jacobian is simpli ed, thus producing an approximate linearization. The linear system is again solved iteratively. The advantage of this approach is that the approximate Jacobian has fewer entries and is thus less expensive to use and can be better conditioned. The disadvantage is that the number of Newton iterations is increased. In either case, the use of a good preconditioner is critical to the success of the iterative solver. Preconditioners based on variants of the incomplete lower-upper factorization have proven to be e ective.
The range of options available in simplifying the system Jacobian matrix, preconditioning the system, and iteratively solving the system gives rise to a great va-riety of quasi-Newton methods. A number of practical aspects in the implementation of Newton-Krylov solvers have been addressed in Refs. 15 to 25. The development and optimization of an inexact-Newton solver using a matrix-free approach to form the matrix-vector products required by GMRES was presented by the present authors 26]. Issues such as optimal choices of preconditioning strategy, ordering of the unknowns and tolerance level at each Newton-step for speci c problem classes were addressed. Furthermore, Ref. 26 demonstrated that the inexact-Newton approach can be more e cient than the approximate-Newton approach.
In this paper, we present an improved version of the inexact-Newton solver given in Ref. 26 . The solver, which is known as PROBE, is evaluated for a wide range of ows over airfoils and compared to other e cient implicit solvers. The objective is to demonstrate that the present solver is both e cient and robust and thus provides a promising alternative to the solvers currently in use.
Algorithm description
Spatial discretization The spatial discretization is the same as that used in 
where A is an exact linearization of F(Q) given by
If k = 0, we recover Newton's method. During the rst few iterations, the solution is far from the converged solu- GMRES There are several e ective iterative solvers for non-symmetric linear systems available, as reviewed by Dutto 32] . It is very di cult to establish general rules about which one is the best method. This depends on the particular problem one is attempting to solve. We found GMRES 14] to be the most e cient Krylov iterative solver for the problems addressed in our studies. This solver has the property of minimizing, at every step, the norm of the residual vector over a Krylov subspace. The disadvantage of GMRES is that its storage requirements increase linearly with the number of search directions in the Krylov subspace, and its CPU expense increases quadratically. For this reason, we use a restarted version of the algorithm limiting the search directions to 20. In order to make a distinction between the Newton iterations on the non-linear problem and the GMRES iterations on the linear one, the terms \outer iterations" and \inner iterations", respectively, will be used.
Since GMRES requires only matrix-vector products, the algorithm can be implemented without forming the Jacobian matrix explicitly. It was shown in 30] that such a matrix-free approach can be advantageous, from the point of view of both performance and storage. Barth 24] developed a technique to compute the exact product of the second-order Jacobian and a vector, using linearizations of the lower-order Jacobian. In this paper the nite-di erence technique is employed, where the product is approximated by
where F(Q k ) is the current residual vector and " is a small scalar used to perturb the state quantities Q k in the direction of v. ILU preconditioner Incomplete LU factorizations are e cient preconditioners for Krylov solvers. There have been two distinct approaches to forming such incomplete factorizations. The rst approach, named ILU(n), uses only the graph of the matrix to determine which entries to drop. ILUT(p, ), developed by Saad 34] , uses two rules to determine which elements should be dropped at a given row. The rst rule consists of dropping any element smaller than a relative tolerance determined by and a norm of the original matrix. The maximum number of non-zeros in a given row is controlled by the second parameter p. When using ILU(n), we have found n = 2 to be optimal. For ILUT(p, ), p = 15 and = 0:1 generally lead to good performance. A comparison between ILU(2) and ILUT(15,0.1)is presented in 26]. ILU(2) proved to be both faster and more robust. In all cases we allow ll-in within the 4 4 blocks of the matrix used to build the preconditioner.
ILU preconditioners can be built using the second-order Jacobian or any reasonable approximation. There are some advantages in using an approximation. For instance, if we form the Jacobian using only second-di erence dissipation, the resulting matrix has ve blocks per node, instead of nine, which produces a signi cant reduction in memory requirements. It has been shown by Pueyo and Zingg 26] that choosing an approximate-Jacobian can be more e ective than using the actual second-order Jacobian. An e cient approximation consists in modifying the second-di erence dissipation coe cients on the lefthand-side by l 2 = r 2 + r 4 (7) where r 2 and r 4 are the coe cients of the second-and fourth-di erence arti cial dissipation on the right-hand side. Our experiments have shown that a good general value for the parameter in equation (7) is 9.
A second approximation is introduced to make the matrix more diagonally dominant by adding 1= t to the diagonal, where t is a local time step given by,
where J is de ned to be the metric Jacobian of the generalized curvilinear coordinate transformations, J = 1 x y ? x y (9) and t 0 is a constant. For all cases shown, t 0 = 200.
Note that these approximations are made only in forming the preconditioner. They do not a ect the convergence of the outer iterations.
It was found that freezing the preconditioner after a few iterations does not signi cantly increase the number of iterations required by GMRES, and in some cases even decreases them. The most e cient strategy for our applications is to compute the preconditioner only once.
Ordering of unknowns Since it can greatly a ect the quality of the incomplete factorization, the ordering of the unknowns plays an important role in the convergence of the iterative solver 19, 35] . Several ordering strategies have been compared in 26]. The Reverse CuthillMcKee strategy 36], a well-known bandwidth reduction algorithm, was shown to be the most e cient of those studied, which included two natural orderings and the minimum neighbouring ordering.
Start up For some ow cases, especially those with shocks, the early Newton iterations can diverge. Di erent relaxation techniques have been suggested to overcome this di culty. One way to relax the solution is to damp the Newton updates to prevent the calculation of non-physical variable values 37]. An alternative to this technique is to rewrite equation (1) as dQ dt = F(Q) (10) and to apply implicit Euler time-di erencing. A nite time step can be used initially and, as t ! 1, the inexact-Newton method is obtained. This strategy is used by Mulder and Van Leer 38] . However, when a nite time step must be used, a cheaper relaxation algorithm can be employed 23] 39], signi cantly reducing computing time. This is particularly true for transonic ows, where many outer iterations at low t can be needed before fast convergence can be achieved. This can be computationally expensive even when using an approximate-Newton method. In the present study, the approximately-factored algorithm of ARC2D in diagonal form is used with two levels of mesh sequencing. We do 150 iterations or reduce the residual two orders of magnitude, whichever comes rst, on the coarse grid, followed by ten iterations on the ne grid.
Summary All results presented using PROBE were obtained using the following strategies and parameters: inexact-Newton strategy matrix-free GMRES ( Table 1 : Parameters for the six ows studied. NAC refers to the NACA 0012 airfoil and RAE to the RAE 2822 airfoil.
inner tolerance ( k ) set to 0.5 for the rst ten iterations, 0.1 for the remainder approximate factorization algorithm used to reduce the residual two orders of magnitude initially
Test cases
Seven test cases are studied using the NACA 0012 airfoil and one using the RAE 2822 supercritical airfoil. Two are inviscid ows, one laminar, and ve are turbulent. The parameters de ning the test cases are given in Table 1 . The initial condition is always freestream ow.
For the inviscid cases, the grid used has 249 39 nodes with the wall spacing set to 2 10 ?3 chords. For the laminar case, the grid used has 249 49 nodes and a wall spacing of 5 10 ?4 chords. A 331 51 grid with the wall spacing set to 1 10 ?5 chords is used for the NACA 0012 turbulent cases. For the RAE airfoil case, the grid has 321 49 nodes with similar wall spacing. In some tests which include comparisons with multigrid, the number of nodes may vary slightly in order to be able to obtain coarser grids by removing every other point in the ner grid. These grids provide reasonable numerical accuracy for the ows considered.
Units for comparing e ciency
When comparing the speed of di erent algorithms, CPU time is the appropriate unit. However, this is dependent on the computer, compiler, and the coding details. Furthermore, in comparing iterative methods, one would like to exclude the cost of the ux evaluation from the comparison. Although it is by no means perfect, the number of function evaluations (or right-hand-side evaluations) required to reduce the residual by a given amount is a useful unit for assessing the speed of an iterative algorithm 40]. This unit allows the relative performance of di erent algorithms to be compared across various platforms, compilers, and ux evaluation methods. Shortcomings of this choice are that it tends to favour expensive ux evaluation methods (overhead appears smaller) and there is some arbitrariness as to what is included in a function evaluation. For example, local time stepping and the circulation correction are optional.
For most of our comparisons, we will use the number of function evaluations as our basic unit. In the function evaluation we include the ux evaluation, pressure eld update, the computation of the arti cial dissipation coe cients, the computation of the molecular and eddy viscosity and the evaluation of the right-hand-side at the boundaries. This permits comparison with other solvers. Since all of the methods compared in this paper use the same right-hand-side, the number of function evaluations translates directly into CPU time on a given computer.
In addition to speed, memory use is also an important consideration in algorithm development. PROBE requires the storage of approximately 280 real numbers per node. This is not competitive with many current solvers, and thus the inexact-Newton approach is presently restricted to applications where memory use is not a dominant concern, such as two-dimensional ows. Development of an e ective matrix-free preconditioner would be a signi cant advance.
Performance of the algorithm
Ideally, a solver should be able to solve di erent ow conditions on varying grids with relatively consistent performance. Figure 1 shows the convergence histories for the 8 cases that we have studied. Table 2 shows some statistics for the algorithm, including the number of inner and outer iterations required to reduce the residual norm by twelve orders of magnitude (to machine zero) are shown. The outer iterations include only those done using the Newton-Krylov solver and not those of the approximately-factored algorithm. CPU/f.e. time gives the total run time normalized by the CPU time of a function evaluation. Figure 1 shows that except at low Mach numbers, convergence is achieved in 600 to 1200 function evaluations. Case 7, in which the freestream Mach number is 0.16, shows a slower convergence. The number of inner iterations go up dramatically for this case. In order to minimize oversolving in cases like this, we always limit the maximum number of inner-iterations at each quasiNewton step to 40. We are examining the use of local preconditioning to improve the performance of the solver at lower Mach numbers 41]. Table 1 . Figure 2 shows the number of function evaluations needed to reach convergence for case 1 as we increase the grid density. A factor of six increase in the number of nodes leads to an increase in the number of function evaluations of less than a factor of two. Although we would like to see a constant number of function evaluations, this performance is competitive with other solvers.
Comparison with other solvers
We now compare our inexact-Newton-Krylov strategy with other implicit solvers.
Approximate factorization (ARC2D) The approximate factorization algorithm in diagonal form, as used in ARC2D, is explained in detail in Ref. 3 . In ARC2D, the wakecut can be treated implicitly or explicitly. In this paper we consider only the explicit treatment of the wakecut, which is faster for our present test cases.
Approximate factorization with multigrid (ARC2D-MG) Other authors 4, 5] have already
shown that multigrid can substantially increase the convergence rate of the approximate factorization algorithm. For our study, we use a three level V-cycle.
Incomplete factorization (ILU(2)) ILU(2) has proven to be an e cient preconditioner for our applications. It can also be used as a solver, with the same strategy as used for the preconditioner: we use the rstorder Jacobian to form the factorization, with values of 9 and 200 for the parameters and t 0 , and we compute the factorization once and reuse it at each iteration.
Approximate-Newton (approx. Newton) Some of the most popular approximate-Newton methods use a rst-order Jacobian on the left-hand side. One of the original reasons is that this matrix requires less storage than the second-order Jacobian. Another reason for using a rst-order Jacobian is that it is better conditioned than the second-order Jacobian; hence the inner iterations can converge faster. The penalty is an increased number of outer iterations. Approximate-Newton solvers which use a rst-order Jacobian are typically preconditioned with an ILU(0) factorization. With this preconditioner, the solver requires approximately the same amount of storage as our matrix-free inexact-Newton solver. An e cient strategy which helps to reduce the overall CPU time without harming the convergence rate consists of freezing the left-hand-side after the rst ten iterations. The preconditioner is updated only three times during the rst ten 5 American Institute of Aeronautics and Astronautics iterations and then it is also frozen.
Performance comparison The residual convergence histories of PROBE are compared with the other four solvers in Figures 3 and 4 . In several cases, ILU(2) converges just slightly more slowly than PROBE. However, for cases with stronger shocks, such as cases 2 and 8, ILU(2) diverges, and for case 4 it is signi cantly slower. Nevertheless, the use of ILU(2) as a solver can be much faster than the approximate factorization algorithm and merits further development, perhaps in conjunction with multigrid.
In several cases, ARC2D-MG converges almost as quickly as PROBE. However, for cases 3 and 4, PROBE is signi cantly faster than the multigrid algorithm. The approximate-Newton solver is robust, but it is much slower than PROBE, while requiring the same amount of storage.
Conclusions
An e cient matrix-free inexact-Newton-GMRES algorithm has been presented for the computation of steady aerodynamic ows. The algorithm has been successfully applied to a wide range of test cases which include inviscid, laminar, and turbulent ows. In all cases except one, convergence of the residual to 10 ?12 is achieved with a CPU cost equivalent to fewer than 1200 function evaluations. The sole exception is a low Mach number case where some form of local preconditioning is needed. Several other e cient implicit solvers have been applied to the same test cases, and the matrix-free inexact-Newton-GMRES algorithm is seen to be the fastest and most robust of the methods studied. Thus this strategy is an excellent option for ow computations in which memory use is not critical, such as two-dimensional applications. (2)), and the approximate-Newton method (approx. Newton). (2)), and the approximate-Newton method (approx. Newton).
