introduced the process incapability index C pp = C ip + C ia , which provides an uncontaminated separation between information concerning the process precision (C ip ) and process accuracy (C ia ). In this paper, we consider the three indices, and investigate the statistical properties of their natural estimators. For the three indices, we obtain their UMVUEs and MLEs, and compare the reliability of the two estimators based on the relative mean square errors. In addition, we construct 90%, 95%, and 99% upper confidence limits, and the maximum values ofĈ pp for which the process is capable 90%, 95%, and 99% of the time. The results obtained in this paper are useful to the practitioners in choosing good estimators and making reliable decisions on judging process capability.
INTRODUCTION
Greenwich and Jahr-Schaffrath [1] introduced the process incapability index C pp to provide numerical measures on process performance for industrial applications. The index C pp is a simple transformation of C * pm , a general form of the capability index C pm considered by Chan et al [2] , which provides an uncontaminated separation between information concerning the process precision and the process accuracy. The index C pp is defined as follows:
where µ is the process mean, σ is the process standard deviation, D = min{(U SL − T )/3, (T − LSL)/3}, USL and LSL are the upper and the lower specification limits, and T is the target value. If we define C ip = (σ/D) 2 , and C ia = [(µ − T )/D] 2 , then C pp can be expressed as C pp = C ip + C ia . Since C ip measures the process variation relative to the specification tolerance, it has been referred to as the process imprecision index. On the other hand, C ia measures the relative process departure and has been * Correspondence to: W. L. Pearn, Department of Industrial Engineering and Management, National Chiao Tung University, 1001 Ta Hsuch Road, Hsinchu, Taiwan 30050, Republic of China.
referred to as the process inaccuracy index. We note that the mathematical relationships C ip = 1/(C p ) 2 , and C ia = 9(1−C a ) 2 can be established, where C p and C a are two basic process capability indices considered by Kane [3] and Pearn et al. [4] .
In this paper, we consider the three indices C ip , C ia , and C pp and investigate the statistical properties of their natural estimators. For C ip , we show that the natural estimator is the UMVUE, which is consistent and asymptotically efficient. We also obtain the MLE (maximum likelihood estimator), which has smaller mean square error than the UMVUE (uniformly minimum variance unbiased estimator), hence it is more reliable, particularly, for short production run applications. For C ia , we show that the natural estimator is the MLE. We also obtain the UMVUE, which is shown to be more reliable than the MLE for applications with n ≥ 4. We show that the UMVUE is consistent and asymptotically efficient. For C pp , we show that the natural estimator is the MLE and also the UMVUE, which is consistent and asymptotically efficient. In addition, we construct tables of 90%, 95%, and 99% upper confidence limits for C pp based on the UMVUE. We also construct tables of the maximum values ofĈ pp under µ = T for which the process is capable. The estimators we recommend have all the desired statistical properties, and are considered reliable.
ESTIMATING PROCESS IMPRECISION
To estimate the process imprecision, we consider the natural estimatorĈ ip defined as follows, where
is the conventional estimator of the process standard deviation σ ,
The natural estimatorĈ ip can be rewritten aŝ
If the process follows the normal distribution, then
is a chi-squared distribution with (n − 1) degrees of freedom. The probability density function ofĈ ip can be easily derived as
The rth moment, the expected value, the variance, and the mean squared error ofĈ ip can be calculated as follows:
If the process characteristic is normally distributed, then we can show that the natural estimatorĈ ip is the UMVUE of C ip , which is consistent. We can also show that √ n(Ĉ ip − C ip ) converges to N(0, 2C 2 ip ) in distribution, and thatĈ ip is asymptotically efficient (see the Appendix for the proofs). Thus, in realworld applications usingĈ ip , which has all the desired statistical properties, as an estimate of C ip would be reasonable.
We note that by multiplying the UMVUEĈ ip by the constant c n = (n − 1)/n, we obtain the MLE of C ip . We can show that the MLEĈ ip is consistent, and is asymptotically unbiased. We can also show that √ n(Ĉ ip −C ip ) converges to N(0, 2C 2 ip ) in distribution, and thatĈ ip is asymptotically efficient. Since c n < 1, thenĈ ip = c nĈip underestimates C ip but with smaller variance. In fact, we may calculate
and obtain
Therefore, the MLEĈ ip has smaller mean squared error than the UMVUEĈ ip , hence it is more reliable, particularly for short production run applications. Tables 1(a) and 1(b) display the relative error of the
, for sample sizes n = 2(1)50, and 60(10)550, and some commonly used values of C ip = 1.00, 0.56, 0.44, 0.36, and 0.25, equivalent to C p = 1.00, 1.33, 1.50, 1.67, and 2.00, covering the range of the precision requirements for most applications.
Precision requirement:
Capable: 0.56 ≤ C ip ≤ 1.00
The square root of the relative mean squared error is a direct measurement, which presents the expected relative error of the estimation from the true C ip . We note that for UMVUEĈ ip For short run applications (such as accepting a supplier providing short production runs in QS-9000 certification), the difference between the two relative errors is considered significant for sample sizes n ≤ 35, and we strongly recommend using the MLEĈ ip rather than the UMVUEĈ ip . For other applications with sample sizes n > 35, the difference between the two estimators is negligible (less than 0.52%).
ESTIMATING PROCESS INACCURACY
To estimate the process inaccuracy, we consider the natural estimatorĈ ia defined as the following, wherē X = n i=1 X i /n is the conventional estimator of the process mean µ. We note that the estimatorĈ ia can also be written as a function of C in :
If the process characteristic is normally distributed, then the estimatorĈ ia is distributed as
is a non-central chi-squared distribution with one degree of freedom and non-centrality parameter δ = n(µ − T ) 2 /σ 2 . Therefore, the probability density function ofĈ ia can be expressed as
The rth moment, the expected value, the variance, and the mean squared error ofĈ ia , therefore, can be calculated as
SinceX is the MLE of µ, then by the invariance property of the MLE, the natural estimatorĈ ia is the MLE of C ia . Noting that E(Ĉ ia ) = C ia + (C ip /n), and E(Ĉ ip ) = C ip , the corrected estimator C ia =Ĉ ia − (Ĉ ip /n) must be unbiased for C ia . We can show thatC ia is the UMVUE of C ia , which is consistent. We can also show that
is asymptotically efficient (see the Appendix for the proofs). Thus, in real-world applications using the UMVUEC ia , which has all the desired statistical properties, as an estimate of C ia would be reasonable.
We note that the MLEĈ ia has smaller variance than the UMVUEC ia . However, we can show that MSE(C ia ) = 4C ip C ia /n + [2/n(n − 1)](C ip ) 2 , and so 2 , which is greater than 0 for n = 2, equal to 0 for n = 3, and less than 0 for n ≥ 4. Therefore, the UMVUEC ia has smaller mean squared error than the MLEĈ ia , and is more reliable for applications with n ≥ 4.
Tables 3(a) and 3(b) display the relative error, [MSE R (C ia )] 1/2 , of the UMVUEC ia for C ip = 1.00, 0.56, 0.44, 0.36, 0.25, and C ia = 2.25. The value of C ia is equivalent to C a = 0.50. The relative errors, [MSE R (C ia )] 1/2 , for C ia = 5.06 and 0.56 are available from the authors. We note that if the process is perfectly centered, then C ia = 0.00 (equivalently, C a = 1.00). For example, for C ip = 1.00, C ia = 2.25, and n = 300 we have [MSE R (C ia )] 1/2 = 0.0770. Thus, the average error (average relative deviation) ofC ia would be no greater than 7.70% of the true C ia . Tables 4(a) and 4(b) display the relative error, [MSE R (Ĉ ia )] 1/2 , of the MLEĈ ia for C ip = 1.00, 0.56, 0.44, 0.36, 0.25, and C ia = 2.25 (tables of [MSE R (Ĉ ia )] 1/2 for other values of C ia are available from the authors). We note that for n < 30, the difference between the two relative errors (percentage of deviations) is significant. However, for n > 30, the difference between the two is negligible (less than 0.3%), and using either of the two estimators is equally reliable. 
ESTIMATING PROCESS INCAPABILITY
To estimate the process incapability (a combined measure of process imprecision and process inaccuracy), we consider the natural estimatorĈ pp defined as the following, whereX = n i=1 X i /n, which can also be written as a function of C ip :
If the process characteristic is normally distributed, then the estimatorĈ pp is distributed as [C ip /n]χ 2 n (δ), where χ 2 n (δ) is a non-central chi-squared distribution with n degrees of freedom and non-centrality parameter δ = n(µ − T ) 2 /σ 2 = nC ia /C ip . Therefore, the probability density function ofĈ pp can be expressed as
The rth moment (hence the expected value, the variance, and the mean squared error) ofĈ pp , therefore can be calculated as follows:
If the process characteristic follows the normal distribution, then we can show thatĈ pp is the MLE, which is also the UMVUE of C pp . We can also show thatĈ pp is consistent, √ n(Ĉ pp − C pp ) converges to N(0, 2C ip C ia + 2C ip C pp ) in distribution, andĈ pp is asymptotically efficient (see the Appendix for the proofs). Since the estimator has all the desired statistical properties, in practice usingĈ pp to estimate process incapability would be reasonable.
DECISION MAKING
Under the normality assumption, nĈ pp /(C pp − C ia ) is distributed as χ 2 n (δ), a non-central chi-squared distribution with n degrees of freedom and noncentrality parameter δ = n(µ − T ) 2 
. . , X n ) be a statistic calculated from the sample data satisfying P{C pp ≤ W } = 1 − α, where the confidence level 1 − α does not depend on C pp . Then, W is a 100(1 − α)% upper confidence limit for C pp . We note that
is the (lower) αth percentile of the χ 2 n (δ) distribution. A 100(1 − α)% upper confidence limit on C pp can be written in terms ofĈ pp 
. Tables 5(a), 6(a), and 7(a) give 90%, 95%, and 99% upper confidence limits for C pp under µ = T with n given, andĈ pp calculated from the sample data. On the other hand,Ĉ pp = χ 2 n (α, δ)(W − C ia )/n depends on W and C ia . In the special case when µ = T and W equals the recommended maximum value for C pp , the probability that C pp ≤ W would be either 1 or 0 if C pp were known. In practice, since C pp is unknown, we take a random sample of size n and calculateĈ pp .
Suppose that a process is capable ifĈ pp ≤ χ 2 n (α, δ)(C 0 − C ia )/n, where C 0 is the recommended maximum value, and we claim that the process is capable for at least 100(1−α)% of the time. Therefore, the factor χ 2 n (α, δ)(C 0 − C ia )/n is the maximum value of the estimated incapability indexĈ pp in order that the process is considered capable at least 100(1 − α)% of the time. Tables 5(b), 6(b), and 7(b) give the maximum values ofĈ pp in the case with µ = T for the process to be considered capable (i.e., C pp ≤ C 0 ) 90%, 95%, and 99% of the time.
Suppose that the requirement for a process to be capable is that C pp ≤ 1.00. We take a random sample of size n, and calculateĈ pp . Using Table 6 (b) based on the random sample of n = 30, for example, we obtain C 0 = 0.616. Thus, if the calculatedĈ pp ≤ 0.616, then we claim that the process is capable at least 95% of the time.
CONCLUSION
Greenwich and Jahr-Schaffrath [1] introduced the process incapability index C pp = C ip + C ia , which provides an uncontaminated separation between information concerning the process precision (C ip ) and process accuracy (C ia ). In this note, we consider the three indices, and investigate the statistical properties of their natural estimators. For the three indices, we obtain their UMVUEs and MLEs. For each index, we compare the reliability of the two estimators based on their relative errors (square root of the relative mean squared error). In addition, we construct 90%, 95%, and 99% upper confidence limits, 
n−1 is a sufficient and complete statistic for σ 2 , and the unbiased estimatorĈ ip is a function S 2 n−1 of only, then by the Lehmann-Scheffe Theorem,Ĉ ip is the UMVUE. (b) For all ε > 0,
converges to zero, thenĈ ip must be consistent. (c) Greenwich and Jahr-Schaffrath [1] showed that, under general conditions,
The result follows directly since for a normal 
